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MEASURED QUANTUM GROUPOIDS
by Franck LESIEUR
Abstract. — In this article, we give a definition for measured quantum groupoids.
We want to get objects with duality extending both quantum groups and groupoids.
We base ourselves on J. Kustermans and S. Vaes’ works about locally compact quantum
groups that we generalize thanks to formalism introduced by M. Enock and J.M. Vallin
in the case of inclusion of von Neumann algebras. From a structure of Hopf-bimodule
with left and right invariant operator-valued weights, we define a fundamental pseudo-
multiplicative unitary. To get a satisfying duality in the general case, we assume the
existence of an antipode given by its polar decomposition. This theory is illustrated
with many examples among others inclusion of von Neumann algebras (M. Enock) and
a sub family of measured quantum groupoids with easier axiomatic.
Re´sume´ (Groupo¨ıdes quantiques mesure´s). — Dans cet article, on de´finit une notion
de groupo¨ıdes quantiques mesure´s. On cherche a` obtenir des objets munis d’une dualite´
qui e´tend celle des groupo¨ıdes et des groupes quantiques. On s’appuie sur les travaux
de J. Kustermans et S. Vaes concernant les groupes quantiques localement compacts
qu’on ge´ne´ralise graˆce au formalisme introduit par M. Enock et J.M. Vallin a` propos
des inclusions d’alge`bres de von Neumann. A` partir d’un bimodule de Hopf muni
de poids ope´ratoriels invariants a` gauche et a` droite, on de´finit un unitaire pseudo-
multiplicatif fondamental. Pour obtenir une dualite´ satisfaisante dans le cas ge´ne´ral,
on suppose l’existence d’une antipode de´finie par sa de´composition polaire. Cette
the´orie est illustre´e dans une dernie`re partie par de nombreux exemples notamment
les inclusions d’alge`bres de von Neumann (M. Enock) et une sous famille de groupo¨ıdes
quantiques mesure´s a` l’axiomatique plus simple.
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1. Introduction
1.1. Historic. — Theory of quantum groups has lot of developments in
operator algebras setting. Many contributions are given by [KaV74], [Wor88],
[ES89], [MN91], [BS93], [Wor95], [Wor96], [VDa98], [KV00]. In particular, J.
Kustermans and S. Vaes’ work is crucial: in [KV00], they propose a simple
definition for locally compact quantum groups which gathers all known exam-
ples (locally compact groups, quantum compacts groupe [Wor95], quantum
group ax + b [Wor01], [WZ02], Woronowicz’ algebra [MN91]...) and they find
a general framework for duality of theses objects. The very few number of
axioms gives the theory a high manageability which is proved with recent
developments in many directions (actions of locally compact quantum groups
[Vae01b], induced co-representations [Kus02], cocycle bi-crossed products
[VV03]). They complete their work with a theory of locally compact quantum
groups in the von Neumann setting [KV03].
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In geometry, groups are rather defined by their actions. Groupoids category
contains groups, group actions and equivalence relation. It is used by G.W
Mackey and P. Hahn ([Mac66], [Hah78a] and [Hah78b]), in a measured version,
to link theory of groups and ergodic theory. Locally compact groupoids and
the operator theory point of view are introduced and studied by J. Renault
in [Ren80] and [Ren97]. It covers many interesting examples in differential
geometry [Co94] e.g holonomy groupoid of a foliation.
In [Val96], J.M Vallin introduces the notion of Hopf bimodule from which
he is able to prove a duality for groupoids. Then, a natural question is to
construct a category, containing quantum groups and groupoids, with a duality
theory.
In the quantum group case, duality is essentially based on a multiplicative
unitary [BS93]. To generalize the notion up to the groupoid case, J.M Vallin
introduces pseudo-multiplicative unitaries. In [Val00], he exhibits such an
object coming from Hopf bimodule structures for groupoids. Technically
speaking, Connes-Sauvageot’s theory of relative tensor products is intensively
used.
In the case of depth 2 inclusions of von Neumann algebras, M. Enock and
J.M Vallin, and then, M. Enock underline two ”quantum groupoids” in duality.
They also use Hopf bimodules and pseudo-multiplicative unitaries. At this
stage, a non trivial modular theory on the basis (the equivalent for units of
a groupoid) is revealed to be necessary and a simple generalization of axioms
quantum groups is not sufficient to construct quantum groupoids category: we
have to add an axiom on the basis [Eno00] i.e we use a special weight to do
the construction. The results are improved in [Eno04].
In [Eno02], M. Enock studies in detail pseudo-multiplicative unitaries and
introduces an analogous notion of S. Baaj and G. Skandalis’ regularity. In
quantum groups, the fundamental multiplicative unitary is weakly regular and
manageable in the sense of Woronowicz. Such properties have to be satis-
fied in quantum groupoids. Moreover, M. Enock defines and studies compact
(resp. discrete) quantum groupoids which have to enter into the general theory.
Lot of works have been led about quantum groupoids but essentially in finite
dimension. We have to quote weak Hopf C∗-algebras introduced by G. Bo¨hm,
F. Nill and K. Szlacha´nyi [BNS99], [BSz96], and then studied by F. Nill and L.
Va˘ınerman [Nik02], [Nil98], [NV00], [NV02]. J.M Vallin develops a quantum
groupoids theory in finite dimension thanks to multiplicative partial isometries
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[Val01], [Val02]. He proves that his theory coincide exactly with weak Hopf
C∗-algebras.
1.2. Aims and Methods. — In this article, we propose a definition for
measured quantum groupoids in any dimensions. ”Measured” means we are in
the von Neumann setting and we assume existence of the analogous of a mea-
sure. We use a similar approach as J. Kustermans and S. Vaes’ theory with the
formalism of Hopf bimodules and pseudo-multiplicative unitaries. The notion
has to recover all known examples and shall extend their duality if already exist.
In our setting, we assume the existence of a scaling group and a coinvolution
so that we are much more closer to [MNW03]. Then, we are able to construct
a dual structure for theses objects and we prove a duality theorem. We also
get uniqueness of the equivalent of Haar measure.
We want to give many examples. First of all, we present a family of
measured quantum groupoids of a particular interest: the axiomatic of them
is easier than the general measured quantum groupoids and very similar to J.
Kustermans and S. Vaes axiomatic of locally compact quantum groups because
we can construct the antipode. However, this new category is not self dual
but we can characterize their dual objects. Then we are interested in depth 2
inclusions of von Neumann algebras of Enock’s type which are included in our
theory and for which we can compute the dual structure. In a forthcoming
article, we will study an example of the type G = G1G2 where G1 and G2 are
two groupoids such that G1 ∩G2 = G(0).
We are inspired by technics develop by J. Kustermans and S. Vaes about
locally compact quantum groups in the von Neumann setting [KV00], by M.
Enock [Eno04] as far as the density theorem is concerned which is a key tool
for duality and by author’s thesis [Les03].
1.3. Study plan. — After brief recalls about tools and technical points,
we define objects we will use. We start by associating a fundamental pseudo-
multiplicative unitary to every Hopf bimodule with invariant operator-valued
weights. In fact, we shall define several isometries depending on which
operator-valued weight we use. Each of them are useful, especially as far as the
proof of unitarity of the fundamental isometry is concerned. This point can be
also noticed in the crucial paper of S. Baaj and G. Skandalis [BS93] where they
need a notion of irreducible unitary that means there exist another unitary.
Also, in [KV00], they need to introduce several unitaries. The fundamental
unitary gathers all informations on the structure so that we can re-construct
von Neumann algebra and co-product.
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In the first part, we give axioms of measured quantum groupoids. In this
setting, we construct a modulus, which corresponds to modulus of groupoids
and a scaling operator which corresponds to scaling factor in locally compact
quantum groups. They come from Radon-Nikodym’s cocycle of right invariant
operator-valued weight with respect to left invariant one thanks to proposition
5.2 of [Vae01a]. Then, we prove uniqueness of invariant operator-valued weight
up to an element of basis center.
Also, we prove a ”manageability” property of the fundamental pseudo-
multiplicative unitary. A density result concerning bounded elements can be
handled. These are sections 6 and 7. They give interesting results on the
structure and a necessary preparation step for duality.
Then, we can proceed to the construction of the dual structure and get a
duality theorem.
The second part is devoted to examples. We have a lot of examples for
locally compact quantum groups thanks to Woronowicz [Wor91], [Wor01],
[WZ02], [Wor87] and the cocycle bi-crossed product due to S. Vaes and L.
Va˘ınerman [VV03]. Theory of measured quantum groupoids has also a lot of
examples.
First, we lay stress on Hopf bimodule with invariant operator-valued weights
which are ”adapted” in a certain sense. This hypothesis corresponds to the
choice of a special weight on the basis to do the constructions (like in the
groupoid case with a quasi-invariant measure on G{0}). For them, we are
able to construct the antipode S, the polar decomposition of which is given
by a co-involution R and a one-parameter group of automorphisms called
scaling group τ . In particular, we show that S,R and τ are independent of
operator-valued weights.
Then we explain how these so-called adapted measured quantum groupoids
fit into our measured quantum groupoids. In this setting, we develop informa-
tions about modulus, scaling operator and uniqueness. We also characterize
them and their dual in the general theory. Groupoids, weak Hopf C∗-algebras,
quantum groups, quantum groupoids of compact (resp. discrete) type. . . are
of this type.
Depth 2 inclusions of von Neumann algebras also enter into our general
setting (but not in adapted measured quantum groupoids unless the basis is
semi-finite) and we compute their dual.
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Finally, we state stability of the category by direct sum (which reflects the
stability of groupoids under disjoint unions), finite tensor product and direct
integrals. Then, we are able to construct new examples: in particular we can
exhibit quantum groupoids with non scalar scaling operator.
2. Recalls
2.1. Weights and operator-valued weights [Str81], [Tak03]. — Let N
be a von Neumann and ψ a normal, semi-finite faithful (n.s.f) weight on N ;
we denote by Nψ, Mψ, Hψ, πψ , Λψ, Jψ, ∆ψ . . . canonical objects of Tomita’s
theory with respect to (w.r.t) ψ.
Definition 2.1. — Let denote by Tψ Tomita’s algebra w.r.t ψ defined by:
{x ∈ Nψ ∩N ∗ψ | x analytic w.r.t σψ such that σψz (x) ∈ Nψ ∩N ∗ψ for all z ∈ C}
By ([Str81], 2.12), we have the following approximating result:
Lemma 2.2. — For all x ∈ Nψ, there exists a sequence (xn)n∈N of Tψ such
that:
i) ||xn|| ≤ ||x|| for all n ∈ N;
ii) (xn)n∈N converges to x in the strong topology;
iii) (Λψ(xn))n∈N converges to Λψ(x) in the norm topology of Hψ.
Moreover, if x ∈ Nψ ∩ N ∗ψ, then we have:
iv) (xn)n∈N converges to x in the *-strong topology;
iiv) (Λψ(x
∗
n))n∈N converges to Λψ(x
∗) in the norm topology of Hψ.
Let N ⊂ M be an inclusion of von Neumann algebras and T a normal,
semi-finite, faithful (n.s.f) operator-valued weight from M to N . We put:
NT =
{
x ∈M /T (x∗x) ∈ N+} and MT = N ∗TNT
We can define a n.s.f weight ψ◦T onM in a natural way. Let us recall theorem
10.6 of [EN96]:
Proposition 2.3. — Let N ⊂ M be an inclusion of von Neumann algebras
and T be a normal, semi-finite, faithful (n.s.f) operator-valued weight from M
to N and ψ a n.s.f weight on N . Then we have:
i) for all x ∈ NT and a ∈ Nψ, xa belongs to NT ∩ Nψ◦T , there exists
ΛT (x) ∈ HomNo(Hψ, Hψ◦T ) such that:
ΛT (x)Λψ(a) = Λψ◦T (xa)
and ΛT is a morphism ofM−N -bimodules from NT to HomNo(Hψ , Hψ◦T );
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ii) NT ∩Nψ◦T is a weakly dense ideal of M and Λψ◦T (NT ∩Nψ◦T ) is dense
in Hψ◦T , Λψ◦T (NT ∩Nψ◦T ∩N ∗T ∩N ∗ψ◦T ) is a core for ∆1/2ψ◦T and ΛT (NT ) is
dense in HomNo(Hψ , Hψ◦T ) for the s-topology defined by ([BDH88], 1.3);
iii) for all x ∈ NT and z ∈ NT ∩ Nψ◦T , T (x∗z) belongs to Nψ and:
ΛT (x)
∗Λψ◦T (z) = Λψ(T (x∗z))
iv) for all x, y ∈ NT :
ΛT (y)
∗ΛT (x) = πψ(T (x∗y)) and ||ΛT (x)|| = ||T (x∗x)||1/2
and ΛT is injective.
Let us also recall lemma 10.12 of [EN96]:
Proposition 2.4. — Let N ⊆ M be an inclusion of von Neumann algebras,
T a n.s.f operator-valued weight from M to N , ψ a n.s.f weight on N and
x ∈MT ∩Mψ◦T . If we put:
xn =
√
n
π
∫ +∞
−∞
e−nt
2
σψ◦Tt (x) dt
then xn belongs to MT ∩ Mψ◦T and is analytic w.r.t ψ ◦ T . The sequence
converges to x and is bounded by ||x||. Moreover, (Λψ◦T (xn))n∈N converges to
Λψ◦T (x) and σψ◦Tz (xn) ∈MT ∩Mψ◦T for all z ∈ C.
Definition 2.5. — The set of x ∈ NΦ∩N ∗Φ∩NT ∩N ∗T , analytic w.r.t σΦ such
that σΦz (x) ∈ NΦ ∩N ∗Φ ∩NT ∩N ∗T for all z ∈ C is denoted by TΦ and is called
Tomita’s algebra w.r.t ψ ◦ T = Φ and T .
Lemma 2.2 is still satisfied with Tomita’s algebra w.r.t Φ and T .
2.2. Spatial theory [Co80], [Sau83b], [Tak03]. — Let α be a normal, non-
degenerated representation of N on a Hilbert space H . So, H becomes a left
N -module and we write αH .
Definition 2.6. — [Co80] An element ξ of αH is said to be bounded w.r.t ψ
if there exists C ∈ R+ such that, for all y ∈ Nψ, we have ||α(y)ξ|| ≤ C||Λψ(y)||.
The set of bounded elements w.r.t ψ is denoted by D(αH,ψ).
By [Co80] (lemma 2), D(αH,ψ) is dense in H and α(N)
′-stable. An element
ξ of D(αH,ψ) gives rise to a bounded operator R
α,ψ(ξ) of HomN (Hψ, H) such
that, for all y ∈ Nψ :
Rα,ψ(ξ)Λψ(y) = α(y)ξ
For all ξ, η ∈ D(αH,ψ), we put:
θα,ψ(ξ, η) = Rα,ψ(ξ)Rα,ψ(η)∗ and < ξ, η >α,ψ= Rα,ψ(η)∗Rα,ψ(ξ)∗
By [Co80] (lemma 2), the linear span of θα,ψ(ξ, η) is a weakly dense ideal of
α(N)′. < ξ, η >α,ψ belongs to πψ(N)′ = Jψπψ(N)Jψ which is identified with
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the opposite von Neumann algebra No. The linear span of < ξ, η >α,ψ is
weakly dense in No.
By [Co80] (proposition 3), there exists a net (ηi)i∈I of D(αH,ψ) such that:∑
i∈I
θα,ψ(ηi, ηi) = 1
Such a net is called a (N,ψ)-basis of αH . By [EN96] (proposition 2.2), we can
choose ηi such that R
α,ψ(ηi) is a partial isometry with two-by-two orthogonal
final supports and such that < ηi, ηj >α,ψ= 0 unless i = j. In the following,
we assume these properties hold for all (N,ψ)-basis of αH .
Now, let β be a normal, non-degenerated anti-representation from N on H .
SoH becomes a rightN -module and we writeHβ. But β is also a representation
of No. If ψo is the n.s.f weight on No coming from ψ then Nψo = N ∗ψ and we
identify Hψo with Hψ thanks to:
(Λψo(x
∗) 7→ JψΛψ(x))
Definition 2.7. — [Co80] An element ξ of Hβ is said to be bounded w.r.t ψ
o
if there exists C ∈ R+ such that, for all y ∈ Nψ , we have ||β(y∗)ξ|| ≤ C||Λψ(y)||.
The set of bounded elements w.r.t ψo is denoted by D(Hβ , ψ
o).
D(αH,ψ) is dense in H and β(N)
′-stable. An element ξ of D(Hβ , ψo) gives
rise to a bounded operator Rβ,ψ
o
(ξ) of HomNo(Hψ, H) such that, for all y ∈
Nψ:
Rβ,ψ
o
(ξ)Λψ(y) = β(y
∗)ξ
For all ξ, η ∈ D(Hβ , ψo), we put:
θβ,ψ
o
(ξ, η) = Rβ,ψ
o
(ξ)Rβ,ψ
o
(η)∗ and < ξ, η >β,ψo= Rβ,ψ
o
(η)∗Rβ,ψ
o
(ξ)∗
The linear span of θβ,ψ
o
(ξ, η) is a weakly dense ideal of β(N)′. < ξ, η >β,ψo
belongs to πψ(N) which is identified with N . The linear span of < ξ, η >β,ψo is
weakly dense in N . In fact, we know that < ξ, η >β,ψo∈Mψ by [Co80] (lemma
4) and by [Sau83b] (lemma 1.5), we have
Λψ(< ξ, η >β,ψo) = R
β,ψo(η)∗ξ
A net (ξi)i∈I of ψo-bounded elements of is said to be a (No, ψo)-basis of Hβ if:∑
i∈I
θβ,ψ
o
(ξi, ξi) = 1
and if ξi such that R
β,ψo(ξi) is a partial isometry with two-by-two orthogonal
final supports and such that < ξi, ξj >α,ψ= 0 unless i = j. Therefore, we have:
Rβ,ψ
o
(ξi) = θ
β,ψo(ξi, ξi)R
β,ψo(ξi) = R
β,ψo(ξi) < ξi, ξi >β,ψo
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and, for all ξ ∈ D(Hβ , ψo):
ξ =
∑
i∈I
Rβ,ψ
o
(ξi)Λψ(< ξ, ξi >β,ψo)
Proposition 2.8. — ([Eno02], proposition 2.10) Let N ⊆M be an inclusion
of von Neumann algebras and T be a n.s.f operator-valued weight from M to
N . There exists a net (ei)i∈I of NT ∩ N ∗T ∩ Nψ◦T ∩ N ∗ψ◦T such that ΛT (ei) is
a partial isometry, T (e∗jei) = 0 unless i = j and with orthogonal final supports
of sum 1. Moreover, we have ei = eiT (e
∗
i ei) for all i ∈ I, and, for all x ∈ NT :
ΛT (x) =
∑
i∈I
ΛT (ei)T (e
∗
i x) and x =
∑
i∈I
eiT (e
∗
i x)
in the weak topology. Such a net is called a basis for (T, ψo). Finally, the net
(Λψ◦T (ei))i∈I is a (No, ψo)-basis of (Hψ◦T )s where s is the anti-representation
which sends y ∈ N to Jψ◦T y∗Jψ◦T .
2.3. Relative tensor product [Co80], [Sau83b], [Tak03]. — Let H and K
be Hilbert space. Let α (resp. β) be a normal and non-degenerated (resp.
anti-) representation of N on K (resp. H). Let ψ be a n.s.f weight on N .
Following [Sau83b], we put on D(Hβ , ψ
o)⊙K a scalar product defined by:
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (α(< ξ1, ξ2 >β,ψo)η1|η2)
for all ξ1, ξ2 ∈ D(Hβ , ψo) and η1, η2 ∈ K. We have identified πψ(N) with N .
Definition 2.9. — The completion of D(Hβ , ψ
o)⊙K is called relative ten-
sor product and is denoted by H β⊗α
ψ
K.
The image of ξ⊙η in H β⊗α
ψ
K is denoted by ξ β⊗α
ψ
η. One should bear in
mind that, if we start from another n.s.f weight ψ′ on N , we get another Hilbert
space which is canonically isomorphic to H β⊗α
ψ
K by ([Sau83b], proposition
2.6). However this isomorphism does not send ξ β⊗α
ψ
η on ξ β⊗α
ψ′
η.
By [Sau83b] (definition 2.1), relative tensor product can be defined from the
scalar product:
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (β(< η1, η2 >α,ψ)ξ1|ξ2)
for all ξ1, ξ2 ∈ H and η1, η2 ∈ D(αK,ψ) that’s why we can define a one-to-one
flip from H β⊗α
ψ
K onto K α⊗β
ψo
H such that:
σψ(ξ β⊗α
ψ
η) = η α⊗β
ψo
ξ
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for all ξ ∈ D(Hβ , ψ) (resp. ξ ∈ H) and η ∈ K (resp. η ∈ D(αK,ψ)). The flip
gives rise at the operator level to ςψ from L(H β⊗α
ψ
K) onto L(K α⊗β
ψo
H)
such that:
ςψ(X) = σψXσ
∗
ψ
Canonical isomorphisms of change of weights send ςψ on ςψ′ so that we write
ςN without any reference to the weight on N .
For all ξ ∈ D(Hβ , ψo) and η ∈ D(αK,ψ), we define bounded operators:
λβ,αξ : K → H β⊗α
ψ
K and ρβ,αη : H → H β⊗α
ψ
K
η 7→ ξ β⊗α
ψ
η ξ 7→ ξ β⊗α
ψ
η
Then, we have:
(λβ,αξ )
∗λβ,αξ = α(< ξ, ξ >β,ψo) and (ρ
β,α
η )
∗ρβ,αη = β(< η, η >α,ψ)
By [Sau83b] (remark 2.2), we know that D(αK,ψ) is α(σ
ψ
−i/2(D(σψ−i/2)))-
stable and for all ξ ∈ H , η ∈ D(αK,ψ) and y ∈ D(σψ−i/2), we have:
β(y)ξ β⊗α
ψ
η = ξ β⊗α
ψ
α(σψ−i/2(y))η
Lemma 2.10. — If ξ′ β⊗α
ψ
η = 0 for all ξ′ ∈ D(Hβ , ψo) then η = 0.
Proof. — For all ξ, ξ′ ∈ D(Hβ , ψo), we have:
α(< ξ′, ξ >β,ψo)η = (λ
β,α
ξ )
∗λβ,αξ′ η = (λ
β,α
ξ )
∗(ξ′ β⊗α
ψ
η) = 0
Since the linear span of < ξ′, ξ >β,ψo is dense in N , we get η = 0.
Proposition 2.11. — Assume H 6= {0}. Let K ′ be a closed subspace of K
such that α(N)K ′ ⊆ K ′. Then:
H β⊗α
ψ
K = H β⊗α
ψ
K ′ ⇒ K = K ′
Proof. — Let η ∈ K ′⊥. For all ξ, ξ′ ∈ D(Hβ , ψo) and k ∈ K ′, we have:
(ξ β⊗α
ψ
k|ξ′ β⊗α
ψ
η) = (α(< ξ, ξ′ >β,νo)k|η) = 0
Therefore, for all ξ′ ∈ D(Hβ , ψo), we have:
ξ′ β⊗α
ψ
η ∈ (H β⊗α
ψ
K ′)⊥ = (H β⊗α
ψ
K)⊥ = {0}
By the previous lemma, we get η = 0 and K = K ′.
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Let H ′, K ′, α′ and β′ like H , K, α and β. Let A ∈ L(H,H ′) and B ∈
L(K,K ′) such that:
∀n ∈ N, Aβ(n) = β′(n)A and Bα(n) = α′(n)B
Then we can define an operator A β⊗α
ψ
B ∈ L(H β⊗α
ψ
K,H ′ β⊗α
ψ
K ′) which
naturally acts on elementary tensor products. In particular, if x ∈ β(N)′∩L(H)
and y ∈ α(N)′ ∩ L(K), we get an operator x β⊗α
ψ
y on H β⊗α
ψ
K. Canonical
isomorphism of change of weights sends x β⊗α
ψ
y on x β⊗α
ψ′
y so that we write
x β⊗α
N
y without any reference to the weight.
Let P be a von Neumann algebra and ǫ a normal and non-degenerated anti-
representation of P on K such that ǫ(P )′ ⊆ α(N). K is equipped with a
N − P -bimodule structure denoted by αKǫ. For all y ∈ P , 1H β⊗α
ψ
ǫ(y) is an
operator on H β⊗α
ψ
K so that we define a representation of P on H β⊗α
ψ
K
still denoted by ǫ. If H is a Q−N -bimodule, then H β⊗α
ψ
K becomes a Q−P -
bimodule (Connes’ fusion of bimodules). If ν is a n.s.f weight on P and ζL a
left P -module. It is possible to define two Hilbert spaces (H β⊗α
ψ
K) ǫ⊗ζ
ν
L
and H β⊗α
ψ
(K ǫ⊗ζ
ν
L). These two β(N)′ − ζ(P )′o-bimodules are isomorphic.
(The proof of [Val96], lemme 2.1.3, in the case of commutative N = P is still
valid). We speak about associativity of relative tensor product and we write
H β⊗α
ψ
K ǫ⊗ζ
ν
L without parenthesis.
We identify Hψ β⊗α
ψ
K and K as left N -modules by Λψ(y) β⊗α
ψ
η 7→ α(y)η
for all y ∈ Nψ. By [EN96], 3.10, we have:
λβ,αξ = R
β,ψo(ξ) β⊗α
ψ
1K
We recall proposition 2.3 of [Eno02]:
Proposition 2.12. — Let (ξi)i∈I be a (No, ψo)-basis of Hβ. Then:
i) for all ξ ∈ D(Hβ , ψo) and η ∈ K, we have:
ξ β⊗α
ψ
η =
∑
i∈I
ξi β⊗α
ψ
α(< ξ, ξi >β,ψo)η
ii) we have the following decomposition:
H β⊗α
ψ
K =
⊕
i∈I
(ξi β⊗α
ψ
α(< ξi, ξi >β,ψo)K)
We here add a proposition we will use several times.
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Proposition 2.13. — Let γ a *-automorphism from N such that ψ ◦ ν = ψ.
Then :
H β◦γ⊗α◦γ
ψ
K = H β⊗α
ψ
K
Proof. — Because of invariance of ψ with respect to γ, we have a unitary I
from Hψ such that IΛψ(y) = Λψ(γ(y)) for all y ∈ Nψ. Moreover IJψ = JψI
and I∗nI = γ−1(n) for all n ∈ N . For all ξ ∈ D(Hβ , ψo) and y ∈ Nψ , we
compute:
β ◦ γ(y∗))ξ = β(γ(y)∗)ξ = Rβ,ψo(ξ)JψΛψ(γ(y))
= Rβ,ψ
o
(ξ)JψIΛψ(y) = R
β,νo(ξ)IJψΛψ(y)
that’s why we get:
D(Hβ◦γ , ψo) = D(Hβ , ψo) and ∀ξ ∈ D(Hβ , ψo), Rβ◦γ,ψo(ξ) = Rβ,ψo(ξ)I
To conclude, we show that scalar products on D(Hβ,ψo) ⊙ K used to define
H β⊗α
ψ
K and H β◦γ⊗α◦γ
ψ
K are equal. If ξ, ξ′ ∈ D(Hβ , νo) and η, η′ ∈ K,
we have:
(ξ β◦γ⊗α◦γ
ψ
η|ξ′ β◦γ⊗α◦γ
ψ
η′) = (α(γ(< ξ, ξ′ >β◦γ,ψo))η|η′)
= (α(γ(I∗ < ξ, ξ′ >β,ψo I))η|η′)
= (α(< ξ, ξ′ >β,ψo)η|η′) = (ξ β⊗α
ψ
ξ′|η β⊗α
ψ
η′)
To end the paragraph, we detail finite dimension case. We assume that
N , H and K are of finite dimensions. H β⊗α
ψ
K can be identified with a
subspace of H⊗K. We denote by Tr the normalized canonical trace on K and
τ = Tr ◦ α. There exist a projection eβ,α ∈ β(N) ⊗ α(N) and no ∈ Z(N)+
such that (id⊗ Tr)(eβ,α) = β(no). Let d be the Radon-Nikodym derivative of
ψ w.r.t τ . By [EV00], 2.4, and proposition 2.7 of [Sau83b], for all ξ, η ∈ H :
Iψβ,α : ξ β⊗α
ψ
η 7→ ξ β⊗α
τ
α(d)1/2η 7→ eβ,α(β(no)−1/2ξ ⊗ α(d)1/2η)
defines an isometric isomorphism of β(N)′−α(N)′o-bimodules from H β⊗α
ψ
K
onto a subspace of H ⊗K, the final support of which is eβ,α.
2.4. Fiber product [Val96], [EV00]. — We use previous notations. Let M1
(resp. M2) be a von Neumann algebra on H (resp. K) such that β(N) ⊆ M1
(resp. α(N) ⊆ M2). We denote by M ′1 β⊗α
N
M ′2 the von Neumann algebra
generated by x β⊗α
N
y with x ∈M ′1 and y ∈M ′2.
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Definition 2.14. — The commutant of M ′1 β⊗α
N
M ′2 in L(H β⊗α
ψ
K) is
denoted by M1 β⋆α
N
M2 and is called fiber product.
If P1 and P2 are von Neumann algebras like M1 and M2, we have:
i) (M1 β⋆α
N
M2) ∩ (P1 β⋆α
N
P2) = (M1 ∩ P1) β⋆α
N
(M2 ∩ P2)
ii) ςN (M1 β⋆α
N
M2) =M2 α⋆β
No
M1
iii) (M1 ∩ β(N)′) β⊗α
N
(M2 ∩ α(N)′) ⊆M1 β⋆α
N
M2
iv) M1 β⋆α
N
α(N) = (M1 ∩ β(N)′) β⊗α
N
1
More generally, if β (resp. α) is a normal, non-degenerated *-anti-
homomorphism (resp. homomorphism) from N to a von Neumann algebra
M1 (resp. M2), it is possible to define a von Neumann algebra M1 β⋆α
N
M2
without any reference to a specific Hilbert space. If P1, P2, α
′ and β′ are like
M1, M2, α and β and if Φ (resp. Ψ) is a normal *-homomorphism from M1
(resp. M2) to P1 (resp. P2) such that Φ ◦ β = β′ (resp. Ψ ◦ α = α′), then we
define a normal *-homomorphism by [Sau83a], 1.2.4:
Φ β⋆α
N
Ψ :M1 β⋆α
N
M2 → P1 β′⋆α′
N
P2
Assume αKǫ is a N−P o-bimodule and ζL a left P -module. If α(N) ⊆M2,
ǫ(P ) ⊆ M2 and if ζ(P ) ⊆ M3 where M3 is a von Neumann algebra on L,
then we can construct M1 β⋆α
N
(M2 ǫ⋆ζ
N
M3) and (M1 β⋆α
N
M2) ǫ⋆ζ
N
M3.
Associativity of relative tensor product induces an isomorphism between these
fiber products and we write M1 β⋆α
N
M2 ǫ⋆ζ
N
M3 without parenthesis.
Finally, if M1 and M2 are of finite dimensions, then we have:
M ′1 β⊗α
N
M ′2 = (I
ψ
β,α)
∗(M ′1⊗M ′2)Iψβ,α and M1 β⋆α
N
M2 = (I
ψ
β,α)
∗(M1⊗M2)Iψβ,α
Therefore the fiber product can be identified with a reduction of M1 ⊗M2 by
eβ,α by [EV00], 2.4.
2.5. Slice map [Eno00]. —
2.5.1. For normal forms. — Let A ∈M1 β⋆α
N
M2 and ξ1, ξ2 ∈ D(Hβ , ψo). We
define an element of M2 by:
(ωξ1,ξ2 β⋆α
ψ
id)(A) = (λβ,αξ2 )
∗Aλβ,αξ1
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so that we have ((ωξ1,ξ2 β⋆α
ψ
id)(A)η1|η2) = (A(ξ1 β⊗α
ψ
η1)|ξ2 β⊗α
ψ
η2) for all
η1, η2 ∈ K. Also, we define an operator of M1 by:
(id β⋆α
ψ
ωη1,η2)(A) = (ρ
β,α
η2 )
∗Aρβ,αη1
for all η1, η2 ∈ D(αK,ψ). We have a Fubini’s formula:
ωη1,η2((ωξ1,ξ2 β⋆α
ψ
id)(A)) = ωξ1,ξ2((id β⋆α
ψ
ωη1,η2)(A))
for all ξ1, ξ2 ∈ D(Hβ , ψo) and η1, η2 ∈ D(αK,ψ).
Equivalently, by ([Eno00], proposition 3.3), for all ω1 ∈ M+1∗ and k1 ∈ R+
such that ω1 ◦ β ≤ k1ψ and for all ω2 ∈ M+2∗ and k2 ∈ R+ such ω2 ◦ α ≤ k2ψ,
we have:
ω2((ω1 β⋆α
ψ
id)(A)) = ω1((id β⋆α
ψ
ω2)(A))
2.5.2. For conditional expectations. — If P2 is a von Neumann algebra such
that α(N) ⊆ P2 ⊆ M2 and if E is a normal, faithful conditional expectation
from M2 onto P2, we can define a normal, faithful conditional expectation
(id β⋆α
N
E) from M1 β⋆α
N
M2 onto M1 β⋆α
N
P2 such that:
(ω β⋆α
ψ
id)(id β⋆α
N
E)(A) = E((ω β⋆α
ψ
id)(A))
for all A ∈M1 β⋆α
N
M2, ω ∈M+1∗ and k1 ∈ R+ such that ω ◦ β ≤ k1ψ.
2.5.3. For weights. — If φ1 is n.s.f weight onM1 and if A is a positive element
of M1 β⋆α
N
M2, we can define an element of the extended positive part of M2,
denoted by (φ1 β⋆α
ψ
id)(A), such that, for all η ∈ D(αL2(M2), ψ), we have:
||((φ1 β⋆α
ψ
id)(A))1/2η||2 = φ1((id β⋆α
ψ
ωη)(A))
Moreover, if φ2 is a n.s.f weight on M2, we have:
φ2((φ1 β⋆α
ψ
id)(A)) = φ1((id β⋆α
ψ
φ2)(A))
Let (ωi)i∈I be an increasing net of normal forms such that φ1 = supi∈I ωi.
Then we have (φ1 β⋆α
ψ
id)(A) = supi(ωi β⋆α
ψ
id)(A).
2.5.4. For operator-valued weights. — Let P1 be a von Neumann algebra such
that β(N) ⊆ P1 ⊆ M1 and Φi (i = 1, 2) be operator-valued n.s.f weights from
Mi to Pi. By [Eno00], for all positive operator A ∈M1 β⋆α
N
M2, there exists an
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element (Φ1 β⋆α
N
id)(A) belonging to P1 β⋆α
N
M2 such that, for all ξ ∈ L2(P1)
and η ∈ D(αK,ψ), we have:
||((Φ1 β⋆α
N
id)(A))1/2(ξ β⊗α
ψ
η)||2 = ||[Φ1((id β⋆α
ψ
ωη,η)(A))]
1/2ξ||2
If φ1 is a n.s.f weight on P1, we have:
(φ1 ◦ Φ1 β⋆α
N
id)(A) = (φ1 β⋆α
ψ
id)(Φ1 β⋆α
N
id)(A)
Also, we define an element (id β⋆α
N
Φ2)(A) of the extended positive part of
M1 β⋆α
N
P2 and we have:
(id β⋆α
N
Φ2)((Φ1 β⋆α
N
id)(A)) = (Φ1 β⋆α
N
id)((id β⋆α
N
Φ2)(A))
Remark 2.15. — We have seen that we can identify M1 β⋆α
N
α(N) with
M1 ∩ β(N)′. Then, it is easy to check that the slice map id β⋆α
ψ
ψ ◦ α−1 (if α
is injective) is just the injection of M1 β⋆α
N
α(N) into M1. Also we see on that
example that, if φ1 is a n.s.f weight on M1, then φ1 β⋆α
N
id (which is equal to
φ1|M1∩β(N)′) needs not to be semi-finite.
3. Fundamental pseudo-multiplicative unitary
In this section, we construct a fundamental pseudo-multiplicative unitary
from a Hopf bimodule with a left invariant operator-valued weight and a right
invariant operator-valued weight. Let N and M be von Neumann algebras,
α (resp. β) be a faithful, non-degenerate, normal (resp. anti-) representation
from N to M . We suppose that α(N) ⊆ β(N)′.
3.1. Definitions. —
Definition 3.1. — A quintuplet (N,M,α, β,Γ) is said to be a Hopf bimod-
ule of basis N if Γ is a normal *-homomorphism from M into M β⋆α
N
M such
that, for all n,m ∈ N , we have:
i) Γ(α(n)β(m)) = α(n) β⊗α
N
β(m)
ii) Γ is co-associative: (Γ β⋆α
N
id) ◦ Γ = (id β⋆α
N
Γ) ◦ Γ
One should notice that property i) is necessary in order to write down the
formula given in ii). (No,M, β, α, ςN ◦ Γ) is a Hopf bimodule called opposite
Hopf bimodule. IfN is commutative, α = β and Γ = ςN ◦Γ, then (N,M,α, α,Γ)
is equal to its opposite: we shall speak about a symmetric Hopf bimodule.
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Definition 3.2. — Let (N,M,α, β,Γ) be a Hopf bimodule. A normal, semi-
finite, faithful operator-valued weight from M to α(N) is said to be left in-
variant if:
(id β⋆α
N
TL)Γ(x) = TL(x) β⊗α
N
1 for all x ∈M+TL
In the same way, a normal, semi-finite, faithful operator-valued weight from M
to β(N) is said to be right invariant if:
(TR β⋆α
N
id)Γ(x) = 1 β⊗α
N
TR(x) for all x ∈M+TR
We give several examples in the last section. In this section, (N,M,α, β,Γ)
is a Hopf bimodule with a left operator-valued weight TL and a right operator-
valued weight TR.
Definition 3.3. — A *-anti-automorphism R of M is said to be a co-
involution if R ◦ α = β, R2 = id and ςNo ◦ (R β⋆α
N
R) ◦ Γ = Γ ◦R.
Remark 3.4. — With the previous notations, let us notice that R ◦ TL ◦ R
is a right invariant operator-valued weight from M to β(N). Also, let us say
that R is an anti-isomorphism of Hopf bimodule from the bimodule and its
symmetric.
Let µ be a normal, semi-finite, faithful weight of N . We put:
Φ = µ ◦ α−1 ◦ TL and Ψ = µ ◦ β−1 ◦ TR
so that, for all x ∈M+, we have:
(id β⋆α
µ
Φ)Γ(x) = TL(x) and (Ψ β⋆α
µ
id)Γ(x) = TR(x)
If H denote a Hilbert space on which M acts, then N acts on H , also,
by way of α and β. We shall denote again α (resp. β) for (resp. anti-) the
representation of N on H .
3.2. Construction of the fundamental isometry. —
Definition 3.5. — Let define βˆ and αˆ by:
βˆ : N → L(HΦ) and αˆ : N → L(HΨ)
x 7→ JΦα(x∗)JΦ x 7→ JΨβ(x∗)JΨ
Then βˆ (resp. αˆ) is a normal, non-degenerate and faithful anti-representation
(resp. representation) from N to L(HΦ) (resp. L(HΨ)).
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Proposition 3.6. — We have ΛΦ(NTL ∩ NΦ) ⊆ D((HΦ)βˆ , µo) and for all
a ∈ NTL ∩ NΦ, we have:
Rβˆ,µ
o
(ΛΦ(a)) = ΛTL(a)
Also, we have ΛΨ(NTR ∩ NΨ) ⊆ D(αˆ(HΨ), µ) and for all b ∈ NTR ∩ NΨ, then:
Rαˆ,µ(ΛΨ(b)) = ΛTR(b)
Remark 3.7. — We identify Hµ with Hµ◦α−1 and Hµ with Hµ◦β−1 .
Proof. — Let y ∈ Nµ analytic w.r.t µ. We have:
βˆ(y∗)ΛΦ(a) = ΛΦ(aσΦ−i/2(α(y
∗))) = ΛΦ(aσ
µ◦α−1
−i/2 (α(y
∗)))
= ΛΦ(aα(σ
µ
−i/2(y
∗))) = ΛTL(a)Λµ(σ
µ
−i/2(y
∗)) = ΛTL(a)JµΛµ(y)
Thanks to lemma 2.2, we get βˆ(y∗)ΛΦ(a) = ΛTL(a)JµΛµ(y), for all y ∈ Nµ,
which gives the first part of the proposition. The end of the proof is very
similar.
Proposition 3.8. — We have JΦD((HΦ)βˆ , µ
o) = D(α(HΦ), µ) and for all
η ∈ D((HΦ)βˆ , µo), we have:
Rα,µ(JΦη) = JΦR
βˆ,µo(η)Jµ
Also, we have JΨD(αˆ(HΨ), µ) = D((HΦ)β , µ
o) and for all ξ ∈ D((HΦ)β , µo),
we have:
Rβ,µ
o
(JΨξ) = JΨR
αˆ,µ(ξ)Jµ
Proof. — Straightforward.
Corollary 3.9. — We have ΛΦ(TΦ,TL) ⊆ D((HΦ)βˆ , µo) ∩ D(α(HΦ), µ) and
ΛΨ(TΨ,TR) ⊆ D(αˆ(HΨ), µ) ∩D((HΨ)β , µo).
Proof. — This is a corollary of the two previous propositions.
Remark 3.10. — The invariance of operator-valued weights does not play a
part in the previous propositions.
Proposition 3.11. — We have (ωv,ξ β⋆α
µ
id)(Γ(a)) ∈ NTL ∩ NΦ for all ele-
ments a ∈ NTL ∩ NΦ and v, ξ ∈ D(Hβ , µo).
Proof. — By definition of the slice maps, we have:
(ωv,ξ β⋆α
µ
id)(Γ(a))∗(ωv,ξ β⋆α
µ
id)(Γ(a)) = (λβ,αv )
∗Γ(a∗)λβ,αξ (λ
β,α
ξ )
∗Γ(a)λβ,αv
≤ ‖λβ,αξ ‖2(ωv,v β⋆α
µ
id)(Γ(a∗a))
≤ ‖Rβ,µo(ξ)‖2(ωv,v β⋆α
µ
id)(Γ(a∗a))
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Then, on one hand, we get, thanks to left invariance of TL:
TL((ωv,ξ β⋆α
µ
id)(Γ(a))∗(ωv,ξ β⋆α
µ
id)(Γ(a)))
≤ ‖Rβ,µo(ξ)‖2TL((ωv,v β⋆α
µ
id)(Γ(a∗a)))
= ‖Rβ,µo(ξ)‖2(ωv,v β⋆α
µ
id)(id β⋆α
µ
TL)(Γ(a
∗a))
≤ ‖Rβ,µo(ξ)‖2(λβ,αv )∗(TL(a∗a) β⊗α
µ
1)λβ,αv
≤ ‖Rβ,µo(ξ)‖2||TL(a∗a)||‖α(< v, v >β,µo)‖1
≤ ‖Rβ,µo(ξ)‖2‖TL(a∗a)‖‖Rβ,µo(v)‖21
So, we get that (ωv,ξ β⋆α
µ
id)(Γ(a)) ∈ NTL . On the other hand, thanks to left
invariance of TL, we know that:
Φ(((ωv,ξ β⋆α
µ
id)(Γ(a)))∗(ωv,ξ β⋆α
µ
id)(Γ(a)))
is less or equal to:
‖Rβ,µo(ξ)‖2Φ((ωv,v β⋆α
µ
id)(Γ(a∗a)))
= ‖Rβ,µo(ξ)‖2ωv,v((id β⋆α
µ
Φ)(Γ(a∗a)))
= ‖Rβ,µo(ξ)‖2(TL(a∗a)v|v) ≤ ‖Rβ,µo(ξ)‖2‖TL(a∗a)‖‖v‖2 < +∞
So, we get that (ωv,ξ β⋆α
µ
id)(Γ(a)) ∈ NΦ.
Proposition 3.12. — For all v, w ∈ H and a, b ∈ NΦ ∩ NTL , we have:
(v α⊗βˆ
µo
ΛΦ(a)|w α⊗βˆ
µo
ΛΦ(b)) = (TL(b
∗a)v|w)
For all v, w ∈ H and c, d ∈ NΨ ∩NTR , we have:
(ΛΨ(c) αˆ⊗β
µo
v|ΛΨ(d) αˆ⊗β
µo
w) = (TR(d
∗c)v|w)
Proof. — Using 3.6 and 2.3, we get that:
(v α⊗βˆ
µo
ΛΦ(a)|w α⊗βˆ
µo
ΛΦ(b)) = (α(< ΛΦ(a),ΛΦ(b) >βˆ,µo)v|w)
= (α(ΛTL(b)
∗ΛTL(a))v|w)
= (α(πµ(α
−1(TL(b∗a))))v|w)
which gives the result after the identification of πµ(N) with N . The second
point is very similar.
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Lemma 3.13. — Let a ∈ NΦ ∩ NTL and v ∈ D(Hβ , µo). The following sum:∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))
converges in H β⊗α
µ
HΦ for all (N
o, µo)-basis (ξi)i∈I of Hβ and it does not
depend on the (No, µo)-basis of Hβ.
Proof. — By 3.11, we have (ωv,ξi β⋆α
µ
id)(Γ(a)) ∈ NΦ ∩ NTL for all i ∈ I,
and the vectors ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))) are two-by-two orthogonal.
Normality and left invariance of Φ imply:∑
i∈I
||ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))||2
=
∑
i∈I
(α(< ξi, ξi >β,µo)ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))|ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))))
= Φ((λβ,αv )
∗Γ(a∗)[
∑
i∈I
λβ,αξi (λ
β,α
ξi
)∗λβ,αξi (λ
β,α
ξi
)∗]Γ(a)λβ,αv )
= Φ((ωv,v β⋆α
µ
id)(Γ(a∗a))) = ((id β⋆α
µ
Φ)(Γ(a∗a))v|v) = (TL(a∗a)v|v) <∞
We deduce that the sum
∑
i∈I ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))) converges in
H β⊗α
µ
HΦ. To prove that the sum does not depend on the (N
o, µo)-basis, we
compute for all b ∈ NTL ∩ NΦ and w ∈ D(Hβ , µo):
(
∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))))|w β⊗α
µ
ΛΦ(b))
=
∑
i∈I
(α(< ξi, w >β,µo)ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))|ΛΦ(b))
=
∑
i∈I
Φ(b∗α(< ξi, w >β,µo)(ωv,ξi β⋆α
µ
id)(Γ(a)))
= Φ(b∗λβ,αw [
∑
i∈I
λβ,αξi (λ
β,α
ξi
)∗]Γ(a)λβ,αv ) = Φ(b
∗(ωv,w β⋆α
µ
id)(Γ(a))).
As D(Hβ , µ
o)⊙ΛΦ(NTL ∩NΦ) is dense in H β⊗α
µ
HΦ and the last expression
is independent of the (No, µo)-basis, we can conclude.
Theorem 3.14. — Let H be a Hilbert space on which M acts. There exists a
unique isometry UH , called (left) fundamental isometry, from H α⊗βˆ
µo
HΦ
to H β⊗α
µ
HΦ such that, for all (N
o, µo)-basis (ξi)i∈I of Hβ, a ∈ NTL ∩ NΦ
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and v ∈ D(Hβ , µo):
UH(v α⊗βˆ
µo
ΛΦ(a)) =
∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))))
Proof. — By 3.13, we can define the following application:
U˜ : D(Hβ , µ
o)× ΛΦ(NT ∩ NΦ)→ H β⊗α
µ
HΦ
(v,ΛΦ(a)) 7→
∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a))))
Let b ∈ NTL ∩NΦ and w ∈ D(Hβ , µo). Then, by normality and left invariance
of Φ, we have:
(U˜(v,ΛΦ(a))|U˜ (w,ΛΦ(b)))
=
∑
i,j∈I
(α(< ξi, ξj >β,µo)ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))|ΛΦ((ωw,ξi β⋆α
µ
id)(Γ(b))))
=
∑
i∈I
(ΛΦ(α(< ξi, ξi >β,µo)(ωv,ξi β⋆α
µ
id)(Γ(a)))|ΛΦ((ωw,ξi β⋆α
µ
id)(Γ(b))))
=
∑
i∈I
Φ((λβ,αw )
∗Γ(b∗)λβ,αξi α(< ξi, ξi >β,µo)(λ
β,α
ξi
)∗Γ(a)λβ,αv )
= Φ((λβ,αw )
∗Γ(b∗)[
∑
i∈I
λβ,αξi (λ
β,α
ξi
)∗λβ,αξi (λ
β,α
ξi
)∗]Γ(a)λβ,αv )
Then, properties of (No, µo)-basis (ξi)i∈I of Hβ imply that:
Φ((ωv,w β⋆α
µ
id)(Γ(b∗a))) = ωv,w((id β⋆α
µ
Φ)(Γ(b∗a)))
= ωv,w(TL(b
∗a)) = (TL(b∗a)v|w)
By 3.12, we get:
(U˜((v,ΛΦ(a))|U˜ ((w,ΛΦ(b)))) = (v α⊗βˆ
µo
ΛΦ(a)|w α⊗βˆ
µo
ΛΦ(b))
so that, from U˜ , we can easily define a suitable application UH which is inde-
pendent of the (No, µo)-basis by 3.13.
One can define a right version of UH from the right invariant weight:
Theorem 3.15. — Let H be a Hilbert space on which M acts. There exists a
unique isometry U ′H , called right fundamental isometry, from HΨ αˆ⊗β
µo
H
to HΨ β⊗α
µ
H such that, for all (N,µ)-basis (ηi)i∈I of αH, a ∈ NTR ∩ NΨ
and v ∈ D(αH,µ):
U ′H(ΛΨ(a) αˆ⊗β
µo
v) =
∑
i∈I
ΛΨ((id β⋆α
µ
ωv,ηi)(Γ(a))) β⊗α
µ
ηi
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3.3. Fundamental isometry and co-product. — In this paragraph, we
establish several links between fundamental isometry and co-product. In fact,
many of the following relations are more or less equivalent to definition of
fundamental unitary and, depending of the situation, we will give priority to
one or the other relations in our demonstrations.
Proposition 3.16. — We have (1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(x)
= Γ(x)ρβ,αJΦΛΦ(e) for
all e, x ∈ NΦ ∩ NTL and (JΨfJΨ β⊗α
N
1)U ′Hλ
αˆ,β
ΛΨ(y)
= Γ(y)λβ,αJΨΛΨ(f) for all
f, y ∈ NΨ ∩NTR .
Proof. — Let v ∈ D(Hβ , µo) and (ξi)i∈I a (No, µo)-basis of Hβ . We have:
(1 β⊗α
N
JΦeJΦ)UH(v α⊗βˆ
µo
ΛΦ(x))
=
∑
i∈I
ξi β⊗α
µ
JΦeJΦΛΦ((ωv,ξi β⋆α
µ
id)(Γ(x)))
=
∑
i∈I
ξi β⊗α
µ
(ωv,ξi β⋆α
µ
id)(Γ(x))JΦΛΦ(e) = Γ(x)(v β⊗α
µ
JΦΛΦ(e))
By 3.6 and 3.8, we have ΛΦ(x) ∈ D((HΦ)βˆ , µo) and JΦΛΦ(e) ∈ D(α(HΦ), µ)
so that each term of the previous equality is continuous in v. Density of
D(Hβ , µ
o) in H finishes the proof. The last part is very similar.
Proposition 3.17. — For all v, w ∈ D(Hβ , µo) and a ∈ NΦ ∩ NTL , we have:
(λβ,αw )
∗UH(v α⊗βˆ
µo
ΛΦ(a)) = ΛΦ((ωv,w β⋆α
µ
id)(Γ(a)))
Also, for all v′, w′ ∈ D(αH,µ) and b ∈ NΨ ∩ NTR , we have:
(ρβ,αw′ )
∗U ′H(ΛΨ(b) α⊗βˆ
µo
v′) = ΛΨ((id β⋆α
µ
ωv′,w′)(Γ(b)))
Proof. — Let e ∈ NΦ ∩ NTL . By 3.16, we can compute:
JΦeJΦ(λ
β,α
w )
∗UH(v α⊗βˆ
µo
ΛΦ(a)) = (λ
β,α
w )
∗(1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(a)
v
= (λβ,αw )
∗Γ(a)ρβ,αJΦΛΦ(e)v
= (ωv,w β⋆α
µ
id)(Γ(a))JΦΛΦ(e)
= JΦeJΦΛΦ((ωv,w β⋆α
µ
id)(Γ(a)))
Density ofNΦ∩NTL inN finishes the proof. The second part is very similar.
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Corollary 3.18. — For all a ∈ NTL ∩ NΦ, v ∈ D(αH,µ) ∩ D(Hβ , µo) and
w ∈ D(Hβ , µo), we have:
(ωv,w ∗ id)(UH)ΛΦ(a) = ΛΦ((ωv,w β⋆α
µ
id)(Γ(a)))
where we denote by (ωv,w ∗ id)(UH) the operator (λβ,αw )∗UHλα,βˆv of L(HΦ).
Proof. — Straightforward.
Corollary 3.19. — For all e, x ∈ NΦ ∩ NTL and η ∈ D(αHΦ, µo), we have:
(id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(x)) = (id ∗ ωΛΦ(x),JΦe∗JΦη)(UH)
Also, for all f, y ∈ NΨ ∩ NTR and ξ ∈ D((HΨ)β , µo), we have:
(ωJΨΛΨ(f),ξ β⋆α
µ
id)(Γ(y)) = (ωΛΨ(y),JΨf∗JΨξ ∗ id)(U ′H)
Proof. — Straightforward by 3.16.
Corollary 3.20. — For all a, b ∈ NΨ ∩ NTR ∩N ∗Ψ ∩ N ∗TR , we have:
(ωΛΨ(a),JΨΛΨ(b) ∗ id)(U ′H)∗ = (ωΛΨ(a∗),JΨΛΨ(b∗) ∗ id)(U ′H)
Proof. — By 3.19, we have for all e ∈ NΨ ∩ NTR :
(ωΛΨ(a),JΨΛΨ(e∗b) ∗ id)(U ′H)∗ = (ωJΨΛΨ(e),JΨΛΨ(b) β⋆α
µ
id)(Γ(a))∗
= (ωJΨΛΨ(b),JΨΛΨ(e) β⋆α
µ
id)(Γ(a∗))
= (ωΛΨ(a∗),JΨΛΨ(b∗e) ∗ id)(U ′H).
Let (uk)k∈K be a family in NΨ ∩ N ∗Ψ such that uk → 1 in the *-strong
topology. We denote:
ek =
1√
π
∫
e−t
2
σΨt (uk) dt
For all k ∈ K, ek and σΨ−i/2(e∗k) are bounded and belong to NΨ and converge to
1 in the *-strong topology so that JΨΛΨ(b
∗ek) = σΨ−i/2(e
∗
k)JΨΛΨ(b
∗) converge
to JΨΛΨ(b
∗) in norm of HΨ. Let ξ, η ∈ D(αH,µ) and we compute:
((ωΛΨ(a),JΨΛΨ(b) ∗ id)(U ′H)∗ξ|η) = (JΨΛΨ(b) β⊗α
µ
ξ|U ′H(ΛΨ(a) αˆ⊗β
µo
η))
= lim
k∈K
(JΨΛΨ(e
∗
kb) β⊗α
µ
ξ|U ′H(ΛΨ(a) αˆ⊗β
µo
η))
= lim
k∈K
((ωΛΨ(a),JΨΛΨ(e∗kb) ∗ id)(U ′H)∗ξ|η)
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By the previous computation, this last expression is equal to:
lim
k∈K
((ωΛΨ(a∗),JΨΛΨ(b∗ek) ∗ id)(U ′H)ξ|η)
= lim
k∈K
(U ′H(ΛΨ(a) αˆ⊗β
µo
ξ)|JΨΛΨ(b∗ek) β⊗α
µ
η)
= (U ′H(ΛΨ(a
∗) αˆ⊗β
µo
ξ)|JΨΛΨ(b∗) β⊗α
µ
η) = ((ωΛΨ(a∗),JΨΛΨ(b∗) ∗ id)(U ′H)ξ|η)
By density of D(αH,µ) in H , the result holds.
3.4. Commutation relations. — In this section, we verify commutation
relations which are necessary for UH to be a pseudo-multiplicative unitary and
we establish a link between UH and Γ. We also have similar formulas for U
′
H .
Lemma 3.21. — Let ξ ∈ D(Hβ , µo) and η ∈ D(αH,µ).
i) For all a ∈ α(N)′, we have λβ,αξ ◦ a = (1 β⊗α
N
a)λβ,αξ .
ii) For all b ∈ β(N)′, we have λβ,αbξ = (b β⊗α
N
1)λβ,αξ .
iii) For all x ∈ D(σµ−i/2), we have λβ,αβ(x)ξ = λβ,αξ ◦ α(σµ−i/2(x)).
iv) For all x ∈ D(σµi/2), we have ρβ,αα(x)η = ρβ,αη ◦ β(σµi/2(x)).
Proof. — Straightforward.
We recall that α(N) and β(N) commute with βˆ(N)′.
Proposition 3.22. — For all n ∈ N , we have:
i) UH(1 α⊗βˆ
No
α(n)) = (α(n) β⊗α
N
1)UH ;
ii) UH(1 α⊗βˆ
No
β(n)) = (1 β⊗α
N
β(n))UH ;
iii) UH(β(n) α⊗βˆ
No
1) = (1 β⊗α
N
βˆ(n))UH .
Proof. — By 3.16, we can compute for all n ∈ N and e, x ∈ NTL ∩ NΦ:
(α(n) β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(x)
= (α(n) β⊗α
N
1)Γ(x)ρβ,αJΦΛΦ(e)
= Γ(α(n)x)ρβ,αJΦΛΦ(e)
= (1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(α(n)x)
= (1 β⊗α
N
JΦeJΦ)UH(1 α⊗βˆ
No
α(n))ρα,βˆΛΦ(x)
Usual arguments of density imply the first equality. The second one can be
proved in a very similar way. By 3.16 and 3.21, we can compute for all n ∈ Tµ
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and e, x ∈ NTL ∩NΦ:
(1 β⊗α
N
JΦeJΦβˆ(n))UHρ
α,βˆ
ΛΦ(x)
= Γ(x)ρβ,αJΦΛΦ(eα(n∗))
= Γ(x)ρβ,α
α(σµ
−i/2
(n))JΦΛΦ(e)
= Γ(x)ρβ,αJΦΛΦ(e)β(n)
= (1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(x)
β(n)
= (1 β⊗α
N
JΦeJΦ)UH(β(n) α⊗βˆ
No
1)ρα,βˆΛΦ(x)
Density of Tµ in N and normality of β and βˆ finish the proof.
Proposition 3.23. — For all x ∈M ′ ∩ L(H), we have:
UH(x α⊗βˆ
No
1) = (x β⊗α
N
1)UH
Proof. — For all e, y ∈ NTL ∩NΦ and x ∈M ′∩L(H) ⊆ α(N)′∩β(N)′∩L(H),
we have by 3.16:
(x β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(y)
= (x β⊗α
N
1)Γ(y)ρβ,αJΦΛΦ(e)
= Γ(y)ρβ,αJΦΛΦ(e)x
= (1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(y)
x
= (1 β⊗α
N
JΦeJΦ)UH(x α⊗βˆ
No
1)ρα,βˆΛΦ(y)
Usual arguments of density imply the result.
Corollary 3.24. — For all n ∈ N , we have:
i) UHΦ(βˆ(n) α⊗βˆ
No
1) = (βˆ(n) β⊗α
N
1)UHΦ
ii) UHΨ(αˆ(n) α⊗βˆ
No
1) = (αˆ(n) β⊗α
N
1)UHΨ
Proposition 3.25. — We have Γ(m)UH = UH(1 α⊗βˆ
No
m) for all m ∈M .
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Proof. — By 3.16, we can compute for all e, x ∈ NTL ∩ NΦ:
(1 β⊗α
N
JΦeJΦ)Γ(m)UHρ
α,βˆ
ΛΦ(x)
= Γ(m)(1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(x)
= Γ(mx)ρβ,αJΦΛΦ(e)
= (1 β⊗α
N
JΦeJΦ)UHρ
α,βˆ
ΛΦ(mx)
= (1 β⊗α
N
JΦeJΦ)UH(1 α⊗βˆ
No
m)ρα,βˆΛΦ(x)
Usual arguments of density imply the result.
3.5. Unitarity of the fundamental isometry. — This is a key part of the
theory and certainly one of the most difficult. To prove unitary of UH (resp.
U ′H), we establish a reciprocity law where both left and right operator-valued
weights are at stake.
3.5.1. First technical result. — We establish results needed for 3.5.3. In the
following proposition, we compute some functions θ defined in section 2.2.
Proposition 3.26. — We have for all c ∈ NΨ ∩NTR , m ∈ (NΨ ∩NTR)∗ and
v ∈ D(Hβ , µo):
θβ,µ
o
(v, JΨΛΨ(c))m = (λ
αˆ,β
ΛΨ(m∗)
)∗ραˆ,βv JΨc
∗JΨ
Proof. — Let x ∈ NΨ ∩ NTR . On one hand, we get by 3.6 and 3.8:
θβ,µ
o
(v, JΨΛΨ(c))mΛΨ(x) = R
β,µo(v)Rβ,µ
o
(JΨΛΨ(c))
∗ΛΨ(mx)
= Rβ,µ
o
(v)JµΛTR(c)
∗JΨΛΨ(mx).
On the other hand, if c ∈ TΨ,TR , then we have by 3.12:
(λαˆ,βΛΨ(m∗))
∗ραˆ,βv JΨc
∗JΨΛΨ(x) = (λ
αˆ,β
ΛΨ(m∗)
)∗(JΨc∗JΨΛΨ(x) αˆ⊗β
µo
v)
= TR(mxσ
Ψ
−i/2(c))v
= Rβ,µ
o
(v)JµΛµ(β
−1(TR(σΨi/2(c
∗)x∗m∗)))
= Rβ,µ
o
(v)JµΛTR(c)
∗JΨΛΨ(mx)
We obtain:
(λαˆ,βΛΨ(m∗))
∗ραˆ,βv JΨc
∗JΨΛΨ(x) = Rβ,µ
o
(v)JµΛTR(c)
∗JΨΛΨ(mx)
for all c ∈ NΨ ∩ NTR by normality which finishes the proof.
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Corollary 3.27. — Let a ∈ (NΨ ∩ NTR)∗(NΦ ∩ NTL). If c ∈ NΨ ∩ NTR ,
e ∈ NΦ ∩ NTL and ξ ∈ HΨ, η ∈ D(α(HΦ), µ), u ∈ H, v ∈ D(Hβ , µo), then we
have:
(v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ξ α⊗βˆ
µo
ΛΦ(a))|u β⊗α
µ
JΦe
∗JΦη)
= (JΨc
∗JΨξ αˆ⊗β
µo
v|ΛΨ((id β⋆α
µ
ωη,JΦΛΦ(e))(Γ(a
∗))) αˆ⊗β
µo
u)
Proof. — By 3.16 and 3.26, we can compute:
(v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ξ α⊗βˆ
µo
ΛΦ(a))|u β⊗α
µ
JΦe
∗JΦη)
= ((ρβ,αη )
∗λβ,αv (λ
β,α
JΨΛΨ(c)
)∗(1 β⊗α
N
JΦe
∗JΦ)UHΨ(ξ α⊗βˆ
µo
ΛΦ(a))|u)
= ((ρβ,αη )
∗λβ,αv (λ
β,α
JΨΛΨ(c)
)∗Γ(a)ρβ,αJΦΛΦ(e)ξ|u)
= θβ,µ
o
(v, JΨΛΨ(c))(ρ
β,α
η )
∗Γ(a)ρβ,αJΦΛΦ(e)ξ|u)
= ((λαˆ,βΛΨ((id β⋆α
µ
ωη,JΦΛΦ(e)))(Γ(a
∗)))
∗ραˆ,βv JΨc
∗JΨξ|u)
= (JΨc
∗JΨξ αˆ⊗β
µo
v|ΛΨ((id β⋆α
µ
ωη,JΦΛΦ(e)))(Γ(a
∗))) αˆ⊗β
µo
u)
3.5.2. Second technical result. — In this section, results only depend on 3.16
and co-product relation but not on the previous technical result. Let H be an
other Hilbert space on which M acts.
Lemma 3.28. — Let a, e ∈ NΦ ∩ NTL , ξ ∈ D(Hβ , µo), η ∈ D(αH,µ), and
ζ ∈ H. We have:
(1 β⊗α
N
JΦeJΦ)UH(η α⊗βˆ
µo
[(λβ,αξ )
∗UH(ζ α⊗βˆ
µo
ΛΦ(a))])
= (λβ,αξ β⊗α
N
1)∗(id β⋆α
N
Γ)(Γ(a))(ζ β⊗α
µ
η β⊗α
µ
JΦΛΦ(e))
Proof. — First let assume ζ ∈ D(Hβ , µo). By 3.17 and 3.16, we can compute:
(1 β⊗α
N
JΦeJΦ)UH(η α⊗βˆ
µo
[(λβ,αξ )
∗UH(ζ α⊗βˆ
µo
ΛΦ(a))])
= (1 β⊗α
N
JΦeJΦ)UH(η α⊗βˆ
µo
ΛΦ((ωζ,ξ β⋆α
µ
id)(Γ(a)))
= Γ((ωζ,ξ β⋆α
µ
id)(Γ(a)))(η β⊗α
µ
JΦΛΦ(e))
= (λβ,αξ β⊗α
N
1)∗(id β⋆α
N
Γ)(Γ(a))(ζ β⊗α
µ
η β⊗α
µ
JΦΛΦ(e))
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So, we get the result for all ζ ∈ D(Hβ , µo). The first term of the equality
is continuous in ζ because η ∈ D(αH,µ) and ΛΦ(a) ∈ D((HΦ)βˆ , µo). Also,
since η ∈ D(αH,µ) and ΛΦ(a) ∈ D((HΦ)βˆ , µo), the last term of the equality is
continuous in ζ. Density of D(Hβ , µo) in H finishes the proof.
Lemma 3.29. — The sum
∑
i∈I ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a))]
converges for all ξ ∈ D(Hβ , µo), Ξ ∈ H β⊗α
µ
H, a ∈ NΦ ∩ NTL and (N,µ)-
basis (ηi)i∈I of αH.
Proof. — First, observe that ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ αˆ⊗β
µo
ΛΦ(a))] are
orthogonal. To compute, we put: Ωi = ρ
β,α
ηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a). By 3.21 and 3.22,
we have:
||ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH(Ωi)]||2
= (βˆ(< ηi, ηi >α,µ)(λ
β,α
ξ )
∗UH(Ωi)|(λβ,αξ )∗UH(Ωi))
= ((λβ,αξ )
∗(1 β⊗α
µ
βˆ(< ηi, ηi >α,µ))UH(Ωi)|(λβ,αξ )∗UH(Ωi))
= ((λβ,αξ )
∗UH(β(< ηi, ηi >α,µ)(Ωi)|(λβ,αξ )∗UH(Ωi))
= (λβ,αξ (λ
β,α
ξ )
∗UH(Ωi)|UH(Ωi))
By 3.12, it follows that we have, for all i ∈ I:
||ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a))]||2
≤ ||Rβ,α(ξ)||2((ρβ,αηi )∗Ξ α⊗βˆ
µo
ΛΦ(a)|(ρβ,αηi )∗Ξ α⊗βˆ
µo
ΛΦ(a))
≤ ||Rβ,α(ξ)||2(TL(a∗a)(ρβ,αηi )∗Ξ|(ρβ,αηi )∗Ξ)
≤ ||Rβ,α(ξ)||2||T (a∗a)||((ρβ,αηi )∗Ξ|(ρβ,αηi )∗Ξ)
So, we can sum over i ∈ I to get that:∑
i∈I
||ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a))]||2
is less or equal to ||Rβ,α(ξ)||2||T (a∗a)||||Ξ||2 < ∞. That’s why the sum con-
verges.
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Proposition 3.30. — Let a, e ∈ NΦ ∩ NTL , Ξ ∈ H β⊗α
µ
H, ξ ∈ D(Hβ , µo),
η ∈ D(α(HΦ), µ) and (ηi)i∈I a (N,µ)-basis of αH. We have:
(ρβ,αJΦeJΦη)
∗UH(
∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a))])
= (λβ,αξ )
∗Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a)))Ξ
Proof. — The existence of the first term comes from the previous lemma. By
3.28 and the co-product relation, we can compute:∑
i∈I
(ρβ,αη )
∗(1 β⊗α
N
JΦeJΦ)UH(ηi α⊗βˆ
µo
[(λβ,αξ )
∗UH((ρβ,αηi )
∗Ξ α⊗βˆ
µo
ΛΦ(a))])
=
∑
i∈I
(ρβ,αη )
∗(λβ,αξ β⊗α
N
1)∗(id β⋆α
N
Γ)(Γ(a))((ρβ,αηi )
∗Ξ β⊗α
µ
ηi β⊗α
µ
JΦΛΦ(e))
= (ρβ,αη )
∗(λβ,αξ β⊗α
N
1)∗(Γ β⋆α
N
id)(Γ(a))([
∑
i∈I
ρβ,αηi (ρ
β,α
ηi )
∗]Ξ β⊗α
µ
JΦΛΦ(e)))
= (ρβ,αη )
∗(λβ,αξ β⊗α
N
1)∗(Γ β⋆α
N
id)(Γ(a))(Ξ β⊗α
µ
JΦΛΦ(e)))
= (λβ,αξ )
∗(1 β⊗α
N
ρβ,αη )
∗(Γ β⋆α
N
id)(Γ(a))(Ξ β⊗α
µ
JΦΛΦ(e)))
= (λβ,αξ )
∗Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a)))Ξ
With results of the two last sections in hand, we can prove now a reciprocity
law where H will be equal to HΨ.
3.5.3. Reciprocity law. — For all monotone increasing net (ek)k∈K inNΨ∩NTR
of limit equal to 1, the following (ωJΨΛΨ(ek))k∈K is monotone increasing and
converges to Ψ. So, for all x ∈ NΨ ∩NTR , (ωJΨΛΨ(ek) β⋆α
µ
id)(Γ(x)) converges
to (Ψ β⋆α
µ
id)(Γ(x)) in the weak topology. We denote ζk = JΨΛΨ(e
∗
kek) ∈
D((HΨ)β , µ
o) for all k ∈ K.
Proposition 3.31. — For all a ∈ (NΨ∩NTR)∗(NΦ∩NTL)), e ∈ NΦ∩NTL , b ∈
NΨ∩NTR , c ∈ TΨ,TR , v ∈ D(Hβ , µo), η ∈ D(α(HΦ), µ) and (N,µ)-basis of αH,
(ηi)i∈I , we have that the image of:∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αζk )
∗UHΨ([(ρ
β,α
ηi )
∗U ′H(JΨc
∗JΨΛΨ(b) αˆ⊗β
µo
v)] α⊗βˆ
µo
ΛΦ(a))]
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by (ρβ,αJΦe∗JΦη)
∗UH converges, in the weak topology, to:
(ρβ,αJΦe∗JΦη)
∗(v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ΛΨ(b) α⊗βˆ
µo
ΛΦ(a)))
Proof. — Let u ∈ H . We compute the value of the scalar product of:
UH(
∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αζk )
∗UHΨ([(ρ
β,α
ηi )
∗U ′H(ΛΨ(bc) αˆ⊗β
µo
v)] α⊗βˆ
µo
ΛΦ(a))])
by u β⊗α
µ
JΦe
∗JΦη. By 3.30, we get that it is equal to:
(Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a)))U
′
H(ΛΨ(bc) αˆ⊗β
µo
v)|ζk β⊗α
µ
u)
By the right version of 3.25, this is equal to:
(U ′H(ΛΨ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a))bc) αˆ⊗β
µo
v)|ζk β⊗α
µ
u)
By 3.16, we obtain:
((ωJΨΛΨ(ek) β⋆α
µ
id)(Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a))bc))v|u)
which converges to:
((Ψ β⋆α
µ
id)(Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a)))bc)v|u)
Now, by right invariance of TR, 3.12 and 3.27, we can compute this last expres-
sion:
((Ψ β⋆α
µ
id)(Γ((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a)))bc)v|u)
= (TR((id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(a))bc)v|u)
= (ΛΨ(bc) αˆ⊗β
µo
v|ΛΨ((id β⋆α
µ
ωη,JΦΛΦ(e))(Γ(a
∗)))) αˆ⊗β
µo
u)
= (v β⊗α
µ
(λβ,α
ΛΨ(σΨ−i(c
∗))
)∗UHΨ(ΛΨ(b) α⊗βˆ
µo
ΛΦ(a))|u β⊗α
µ
JΦe
∗JΦη)
which finishes the proof.
Let (ηi)i∈Ibe a (N,µ)-basis of αH . For all finite subset J of I, we denote
by PJ the projection
∑
i∈J θ
α,µ(ηi, ηi) ∈ α(N)′ so that:∑
i∈J
ρβ,αηi (ρ
β,α
ηi )
∗ = 1 β⊗α
N
PJ
For all e ∈ NΦ ∩NTL , we also denote by P eJ :
1 β⊗α
N
JΦe
∗JΦPJJΦeJΦ =
∑
i∈J
ρβ,αJΦe∗JΦηi(ρ
β,α
JΦe∗JΦηi
)∗
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Corollary 3.32. — For all a ∈ (NΨ∩NTR)∗(NΦ∩NTL), b ∈ NΨ∩NTR , and
c ∈ TΨ,TR , v ∈ D(Hβ , µo), e ∈ NΦ ∩ NTL and J finite subset of I, we have:
P eJUH(
∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αζk )
∗UHΨ([(ρ
β,α
ηi )
∗U ′H(JΨc
∗JΨΛΨ(b) αˆ⊗β
µo
v)] α⊗βˆ
µo
ΛΦ(a))])
converges, in the weak topology, to:
P eJ (v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ΛΨ(b) α⊗βˆ
µo
ΛΦ(a)))
Proof. — We apply to the reciprocity law ρβ,αJΦe∗JΦη which is a continuous linear
operator of H in H β⊗α
µ
HΦ, and also a continuous linear operator of H
with weak topology in H β⊗α
µ
HΦ with weak topology. Then, we take finite
sums.
Until the end of the section, we denote by HΦ the closed linear span in
HΦ of (λ
β,α
w )
∗UHΨ(v α⊗βˆ
µo
ΛΦ(a)) where v ∈ HΨ, w ∈ JΨΛΨ(NΨ ∩ NTR),
and a ∈ (NΨ ∩ NTR)∗NΦ ∩ NTL . By the third relation of lemma 3.21 (resp.
proposition 3.22), α (resp. βˆ) is a non-degenerated (resp. anti-) representation
of N on HΦ.
Lemma 3.33. — Let a ∈ (NΨ ∩ NTR)∗(NΦ ∩ NT ), b ∈ NΨ ∩ NTR , c ∈ TΨ,TR ,
v ∈ D(Hβ , µo) and (ηi)i∈I a (N,µ)-basis of αH. We put, for all k ∈ K:
Ξk = (
∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αζk )
∗UHΨ([(ρ
β,α
ηi )
∗U ′H(JΨc
∗JΨΛΨ(b) αˆ⊗β
µo
v)] α⊗βˆ
µo
ΛΦ(a))]
Then the net (Ξk)k∈K is bounded.
Proof. — Let Ξ = v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ΛΨ(b) α⊗βˆ
µo
ΛΦ(a)). By the previ-
ous corollary, we know that P eJUHΞk weakly converges to P
e
JΞ, so that:
lim
J,||e||≤1
lim
k
P eJUHΞk = Ξ
Consequently, there exists C ∈ R+ such that:
sup
J,||e||≤1
sup
k
||P eJUHΞk|| ≤ C
and, the interversion of the supremum gives:
C ≥ sup
k
sup
J,||e||≤1
||P eJUHΞk|| = sup
k
||UHΞk|| = sup
k
||Ξk||
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Corollary 3.34. — For all a ∈ (NΨ ∩ NTR)∗(NΦ ∩ NT ), b ∈ NΨ ∩ NTR ,
c ∈ TΨ,TR , v ∈ D(Hβ , µo) and (ηi)i∈I a (N,µ)-basis of αH, we put:
Ξk = (
∑
i∈I
ηi α⊗βˆ
µo
[(λβ,αζk )
∗UHΨ([(ρ
β,α
ηi )
∗U ′H(JΨc
∗JΨΛΨ(b) αˆ⊗β
µo
v)] α⊗βˆ
µo
ΛΦ(a))]
for all k ∈ K, and:
Ξ = v β⊗α
µ
(λβ,αJΨΛΨ(c))
∗UHΨ(ΛΨ(b) α⊗βˆ
µo
ΛΦ(a))
Then UHΞk converges to Ξ in the weak topology.
Proof. — Let Θ ∈ H β⊗α
µ
HΦ and ǫ > 0. Then, there exists e ∈ NΦ ∩ NTL of
norm less than equal to 1 and a finite subset J of I such that ||(1−P eJ)Θ|| ≤ ǫ.
By 3.32, there also exists k0 such that |(P eJUHΞk −P eJΞ|Θ)| ≤ ǫ for all k ≥ k0.
Then, we get:
|(UHΞk − Ξ|Θ)|
≤ |(UHΞk − P eJUHΞk|Θ)|+ |(P eJUHΞk − P eJΞ|Θ)|+ |(P eJΞ− Ξ|Θ)|
≤ |(UHΞk|(1− P eJ )Θ)|+ ǫ+ |(Ξ|(1 − P eJ )Θ)|
≤ |(UHΞk|(1− P eJ )Θ)|+ ǫ+ |(Ξ|(1 − P eJ )Θ)| ≤ (supk∈k||Ξk||+ ||Ξ||+ 1)ǫ
Corollary 3.35. — We have the following inclusion:
H β⊗α
µ
HΦ ⊆ UH(H α⊗βˆ
µo
HΦ)
Proof. — By the previous corollary, we know that Ξ belongs to the weak closure
of UH(H α⊗βˆ
µo
HΦ) which is also the norm closure. Now, UH is an isometry,
that’s why UH(H α⊗βˆ
µo
HΦ) is equal to UH(H α⊗βˆ
µo
HΦ).
Theorem 3.36. — UH : H α⊗βˆ
µo
HΦ → H β⊗α
µ
HΦ is a unitary.
Proof. — By the previous corollary, we have:
(1) H β⊗α
µ
HΦ ⊆ UH(H α⊗βˆ
µo
HΦ) ⊆ UH(H α⊗βˆ
µo
HΦ) ⊆ H β⊗α
µ
HΦ.
Also, using a (No, µo)-basis, we have, for all v ∈ HΨ and a ∈ NTL ∩ NΦ:
UHΨ(v α⊗βˆ
µo
Λφ(a)) =
∑
i
ξi β⊗α
µ
(λβ,αξi )
∗UHΨ(v α⊗βˆ
µo
Λφ(a))
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so that UHΨ(HΨ α⊗βˆ
µo
HΦ) ⊆ HΨ β⊗α
µ
HΦ. The reverse inclusion is the
relation (1) applied to HΨ. Consequently, we get:
UHΨ(HΨ α⊗βˆ
µo
HΦ) = UHΨ(HΨ α⊗βˆ
µo
HΦ)
Since UHΨ is an isometry, HΨ α⊗βˆ
µo
HΦ = HΨ α⊗βˆ
µo
HΦ and, so HΦ = HΦ.
Finally, by inclusion (1), we obtain UH(H αˆ⊗β
µo
HΦ) = H β⊗α
µ
HΦ.
Definition 3.37. — Fundamental isometry UH is now called (left) funda-
mental unitary. Right version U ′H is called right fundamental unitary.
Corollary 3.38. — If [F ] denote the linear span of a subset F of a vector
space E, we have:
HΦ = [ΛΦ((ωv,w β⊗α
µ
id)(Γ(a)))|v, w ∈ D(Hβ , µo), a ∈ NΦ ∩ NTL ]
= [(λβ,αw )
∗UH(v α⊗βˆ
µo
ΛΦ(a))|v ∈ H,w ∈ D(Hβ , µo), a ∈ NΦ ∩ NTL ]
= [(ωv,w ∗ id)(UH)ξ|v ∈ D(αH,µ), w ∈ D(Hβ , µo), ξ ∈ HΦ]
Proof. — The second equality comes from 3.18. The last one is clear. It’s
sufficient to prove that the last subspace is equal to HΦ. Let η ∈ HΦ in the
orthogonal of:
[(ωv,w ∗ id)(UH)ξ|v ∈ D(αH,µ), w ∈ D(Hβ , µo), ξ ∈ HΦ]
Then, for all v ∈ D(αH,µ), w ∈ D(Hβ , µo) and ξ ∈ HΦ, we have:
(UH(v α⊗βˆ
µo
ξ)|w β⊗α
µ
η) = ((ωv,w ∗ id)(UH)ξ|η) = 0
Since UH is a unitary, w β⊗α
µ
η = 0 for all w ∈ D(Hβ , µo) from which we
easily deduce that η = 0 (by 2.10 for example).
Corollary 3.39. — We have Γ(m) = UH(1 α⊗βˆ
No
m)U∗H for all m ∈M .
Proof. — Straightforward thanks to unitary of UH and 3.25.
3.6. Pseudo-multiplicativity. — Let put W = U∗HΦ . We have already
proved commutation relations of section 3.4 and, now the aim is to prove that
W is a pseudo-multiplicative unitary in the sense of M. Enock and J.M Vallin
([EV00], definition 5.6):
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Definition 3.40. — We call pseudo-multiplicative unitary over N w.r.t
α, βˆ, β each unitary V from H β⊗α
µ
H onto H α⊗βˆ
µo
H which satisfies the
following commutation relations, for all n,m ∈ N :
(β(n) α⊗βˆ
No
α(m))V = V (α(m) β⊗α
N
βˆ(n))
and
(βˆ(n) α⊗βˆ
No
β(m))V = V (βˆ(n) β⊗α
N
β(m))
and the formula:
(V α⊗βˆ
No
1)(σµo α⊗βˆ
No
1)(1 α⊗βˆ
No
V )σ2µ(1 β⊗α
N
σµo)(1 β⊗α
N
V ) =
(1 α⊗βˆ
No
V )(V β⊗α
N
1)
where the first σµo is the flip from H α⊗βˆ
µo
H onto H βˆ⊗α
µ
H , the second is the
flip fromH α⊗β
µo
H ontoH β⊗α
µ
H and σ2µ is the flip fromH β⊗α
µ
H βˆ⊗α
µ
H
onto H α⊗βˆ
µo
(H β⊗α
µ
H). This last flip turns around the second tensor
product. Moreover, parenthesis underline the fact that the representation acts
on the furthest leg.
We recall, following ([Eno02], 3.5), if we use an other n.s.f weight for the con-
struction of relative tensor product, then canonical isomorphisms of bimodules
change the pseudo-multiplicative unitary into another pseudo-multiplicative
unitary. The pentagonal relation is essentially the expression of the co-product
relation. So, we compute (id β⋆α
N
Γ) ◦ Γ and (Γ β⋆α
N
id) ◦ Γ in terms of UH
with the following propositions 3.43 and 3.45. Until the end of the section, H
is an other Hilbert space on which M acts.
Lemma 3.41. — We have, for all ξ1 ∈ D(αH, µ) and ξ′2 ∈ D(Hβ , µo):
λα,βˆξ1 (λ
β,α
ξ′2
)∗ = (λβ,αξ′2 )
∗σ2µo(1 α⊗βˆ
No
σµ)λ
α,βˆ
ξ1
and:
UHλ
α,βˆ
ξ1
(λβ,αξ′2
)∗UH = (λ
β,α
ξ′2
)∗(1 β⊗α
N
UH)σ2µo (1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)λ
α,β
ξ1
Proof. — The first equality is easy to verify and the second one comes from
the first one.
Proposition 3.42. — The two following equations hold:
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i) for all ξ1 ∈ D(αH, µ), ξ′1 ∈ D(αH,µ), ξ2 ∈ D(Hβ , µo), ξ′2 ∈ D(Hβ , µo)
and η1, η2 ∈ HΦ, the scalar product of:
(1 β⊗α
N
UH)σ2µo(1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)(σµ α⊗βˆ
No
1)([ξ′1 β⊗α
µ
ξ1] α⊗βˆ
µo
η1)
by ξ′2 β⊗α
µ
ξ2 β⊗α
µ
η2 is equal to ((ωξ1,ξ2 ∗ id)(UH)(ωξ′1,ξ′2 ∗ id)(UH)η1|η2).
ii) for all a ∈ NΦ ∩ NTL , ξ1 ∈ H and ξ′1, ξ′2 ∈ D(Hβ , µo), the value of:
(λβ,αξ′2
)∗(1 β⊗α
N
UH)σ2µo(1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)(σµ α⊗βˆ
No
1)
on [ξ′1 β⊗α
µ
ξ1] α⊗βˆ
µo
ΛΦ(a) is equal to:
UH(ξ1 α⊗βˆ
No
ΛΦ((ωξ′1,ξ′2 β⋆α
µ
id)(Γ(a))))
Proof. — By the previous lemma, we can compute the scalar product of i) in
the following way:
((λβ,αξ′2
)∗(1 β⊗α
N
UH)σ2µo(1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)λ
α,β
ξ1
(ξ′1 α⊗βˆ
µo
η1)|ξ2 β⊗α
µ
η2)
= (UHλ
α,βˆ
ξ1
(λβ,αξ′2
)∗UH(ξ′1 α⊗βˆ
µo
η1)|ξ2 β⊗α
µ
η2)
= ((λβ,αξ2 )
∗UH(ξ1 α⊗βˆ
µo
(ωξ′1,ξ′2 ∗ id)(UH)η1|η2)
= ((ωξ1,ξ2 ∗ id)(UH)(ωξ′1,ξ′2 ∗ id)(UH)η1|η2)
Also, the second assertion comes from the previous lemma and 3.17. Let’s
first assume that ξ1 ∈ D(αH, µ). Then, we compute the vector in demand:
(λβ,αξ′2
)∗(1 β⊗α
N
UH)σ2µo (1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)λ
α,β
ξ1
(ξ′1 α⊗βˆ
µo
ΛΦ(a))
= UHλ
α,βˆ
ξ1
(λβ,αξ′2
)∗UH(ξ′1 α⊗βˆ
µo
ΛΦ(a))
= UH(ξ1 α⊗βˆ
No
ΛΦ((ωξ′1,ξ′2 β⋆α
µ
id)(Γ(a))))
So, we obtain the expected equality for all ξ1 ∈ D(αH, µ). Since the two
expressions are continuous in ξ1, density of D(αH, µ) in H implies that the
equality is still true for all ξ1 ∈ H.
Proposition 3.43. — For all a, b ∈ NΦ ∩ NTL , we have:
(id β⋆α
µ
Γ)(Γ(a))ρβ,αJΦΛΦ(b)
= (1 β⊗α
N
(1 β⊗α
N
JΦbJΦ)UH)σ2µo (1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)(σµ α⊗βˆ
No
1)ρα,βˆΛΦ(a)
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Proof. — Let ξ1 ∈ H and ξ′1, ξ′2 ∈ D(Hβ , µo). We compose the second term of
the equality on the left by (λβ,αξ′2
)∗ and we get:
(1 β⊗α
N
JΦbJΦ)(λ
β,α
ξ′2
)∗(1 β⊗α
N
UH)σ2µo(1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)(σµ α⊗βˆ
No
1)ρα,βˆΛΦ(a)
which we evaluate on ξ′1 β⊗α
µ
ξ1, to get, by the previous proposition and 3.16:
(1 β⊗α
N
JΦbJΦ)UH(ξ1 α⊗βˆ
No
ΛΦ((ωξ′1,ξ′2 β⋆α
µ
id)(Γ(a))))
= Γ((ωξ′1,ξ′2 β⋆α
µ
id)(Γ(a)))ρβ,αJΦΛΦ(b)ξ1
= (λβ,αξ′2
)∗(id β⋆α
µ
Γ)(Γ(a))ρβ,αJΦΛΦ(b)(ξ
′
1 β⊗α
µ
ξ1)
So, the proposition holds.
Lemma 3.44. — For all X ∈M β⋆α
N
M ⊂ (1 β⊗α
N
βˆ(N))′, we have:
(Γ β⋆α
N
id)(X) = (UH β⊗α
N
1)(1 α⊗βˆ
No
X)(U∗H β⊗α
N
1)
Proof. — By 3.39, Γ is implemented by UH so that we easily deduce the lemma.
Proposition 3.45. — For all a, b ∈ NΦ ∩ NTL , we have:
(Γ β⋆α
N
id)(Γ(a))ρβ,αJΦΛΦ(b)
= (1 β⊗α
N
1 β⊗α
N
JΦbJΦ)(UH β⊗α
N
1)(1 α⊗βˆ
No
W ∗)(U∗H α⊗βˆ
No
1)ρα,βˆΛΦ(a)
Proof. — By the previous lemma and 3.16, we can compute:
(1 β⊗α
N
1 β⊗α
N
JΦbJΦ)(UH β⊗α
N
1)(1 α⊗βˆ
No
W ∗)(U∗H α⊗βˆ
No
1)ρα,βˆΛΦ(a)
= (UH β⊗α
N
1)(1 α⊗βˆ
No
1 β⊗α
N
JΦbJΦ)(1 α⊗βˆ
No
W ∗)ρα,βˆΛΦ(a)U
∗
H
= (UH β⊗α
N
1)(1 α⊗βˆ
No
(1 β⊗α
N
JΦbJΦ)W
∗ρα,βˆΛΦ(a))U
∗
H
= (UH β⊗α
N
1)(1 α⊗βˆ
No
Γ(a)ρβ,αJΦΛΦ(b))U
∗
H
= (UH β⊗α
N
1)(1 α⊗βˆ
No
Γ(a))(U∗H α⊗βˆ
No
1)ρβ,αJΦΛΦ(b) = (Γ β⋆α
N
id)(Γ(a))ρβ,αJΦΛΦ(b)
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Corollary 3.46. — The following relation is satisfied:
(U∗H α⊗βˆ
No
1)(σµo α⊗βˆ
No
1)(1 α⊗βˆ
No
U∗H)σ2µ(1 β⊗α
N
σµo)(1 β⊗α
N
W )
= (1 α⊗βˆ
No
W )(U∗H β⊗α
N
1)
Proof. — We put together 3.43 (with H = HΦ) and 3.45 thanks to the co-
product relation. We get:
(1 β⊗α
N
W ∗)σ2µo(1 α⊗βˆ
No
σµ)(1 α⊗β
No
UH)
= (UH β⊗α
N
1)(1 α⊗βˆ
No
W ∗)(U∗H α⊗βˆ
No
1)(σµo α⊗βˆ
No
1)
Take adjoint and we are.
Theorem 3.47. — W is a pseudo-multiplicative unitary over N w.r.t α, βˆ, β.
Proof. — W is a unitary from HΦ β⊗α
µ
HΦ onto HΦ α⊗βˆ
µo
HΦ which satisfies
the four required commutation relations. The previous corollary, with H = HΦ,
finishes the proof.
Similar results hold for the right version:
Theorem 3.48. — If W ′ = U ′HΨ , then the following relation makes sense and
holds:
(W ′ β⊗α
N
1)(σµ β⊗α
N
1)(1 β⊗α
N
U ′H)σ2µo(1 αˆ⊗β
No
σµ)(1 αˆ⊗β
No
U ′H)
= (1 β⊗α
N
U ′H)(W
′
αˆ⊗β
No
1)
If H = HΨ, then W
′ is a pseudo-multiplicative unitary over No w.r.t β, α, αˆ.
Proof. — For example, it is sufficient to apply the previous results with the
opposite Hopf bimodule.
3.7. Right leg of the fundamental unitary. — In the von Neumann
setting of the theory of locally compact quantum groups, it is well-known (see
[KV03]) that we can recover M from the right leg of the fundamental unitary.
In this paragraph, we prove the first result in that direction in our setting.
Definition 3.49. — We call A(U ′H) (resp. A(U ′H)) the weak closure in L(H)
of the vector space (resp. von Neumann algebra) generated by (ωv,w ∗ id)(U ′H)
with v ∈ D(αˆ(HΨ), µ) and w ∈ D((HΨ)β , µo).
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Proposition 3.50. — A(U ′H) is a non-degenerate involutive algebra i.e
A(U ′H) = A(U ′H) such that:
α(N) ∪ β(N) ⊆ A(U ′H) = A(U ′H) ⊆M ⊆ αˆ(N)′
Moreover, we have:
x ∈ A(U ′H)′ ∩ L(H)⇐⇒ U ′H(1 αˆ⊗β
No
x) = (1 β⊗α
N
x)U ′H
In fact, we will see later that A(U ′H) = A(U ′H) =M .
Proof. — The second and third points are obtained in [EV00] (theorem 6.1).
As far as the first point is concerned, it comes from [Eno02] (proposition 3.6)
and 3.20 which proves that A(U ′H) is involutive.
To summarize the results of this section, we state the following theorem:
Theorem 3.51. — Let (N,M,α, β,Γ) be a Hopf bimodule, TL (resp. TR) be
a left (resp. right) invariant n.s.f operator-valued weight. Then, for all n.s.f
weight µ on N , if Φ = µ ◦ α−1 ◦ TL, then the application:
v α⊗βˆ
µo
ΛΦ(a) 7→
∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β⋆α
µ
id)(Γ(a)))
for all v ∈ D((HΦ)β , µo), a ∈ NTL ∩ NΦ, (No, µo)-basis (ξi)i∈I of (HΦ)β and
where βˆ(n) = JΦα(n
∗)JΦ, extends to a unitary W , the adjoint of which W ∗
is a pseudo-multiplicative unitary over N w.r.t α, βˆ, β from HΦ α⊗βˆ
µo
HΦ onto
HΦ β⊗α
µ
HΦ. Moreover, for all m ∈M , we have:
Γ(m) =W ∗(1 α⊗βˆ
No
m)W
Also, we have similar results from TR.
We also add a key relation between Γ and the fundamental unitary proved
in corollary 3.19:
Theorem 3.52. — For all e, x ∈ NΦ ∩ NTL and η ∈ D(αHΦ, µo), we have:
(id β⋆α
µ
ωJΦΛΦ(e),η)(Γ(x)) = (id ∗ ωΛΦ(x),JΦe∗JΦη)(UH)
Also, for all f, y ∈ NΨ ∩ NTR and ξ ∈ D((HΨ)β , µo), we have:
(ωJΨΛΨ(f),ξ β⋆α
µ
id)(Γ(y)) = (ωΛΨ(y),JΨf∗JΨξ ∗ id)(U ′H)
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PART I
MEASURED QUANTUM GROUPOIDS
In this part, we propose a definition for measured quantum groupoids from
which we can develop a full theory that is we construct all expected natural
objects, then we perform a dual structure within the category and we also get
a duality theorem which extends duality for locally compact quantum groups.
Two main ideas are used in this theory. First of all, we use axioms of Masuda-
Nakagami-Woronowicz’s type: we assume the existence of the antipode defined
by its polar decomposition. On the other hand, we introduce a rather weak
condition on the modular group of the invariant operator-valued weight. From
this, we can proceed and we get all known examples as we will see in the second
part.
4. Definition
In the following, (N,M,α, β,Γ) denotes a Hopf-bimodule. Like in the quan-
tum group case (for example [KV00] or [MNW03]), we assume that there exist
a normal semi-finite and faithful (nsf) left invariant operator-valued weight
TL. We also assume that we have an antipode. Precisely, like in [MNW03],
we require the existence of a co-involution R of M and a scaling operator τ
(deformation operator) which will lead to polar decomposition of the antipode.
Axioms we choose for them are well known properties at the quantum groups
level. They are quite symmetric, easy to express and adapted to our develop-
ments. They give a link between R, τ and the co-product Γ. They stand for
strong invariance and relative invariance of the weight in [MNW03]. Finally,
we add a modular condition on the basis coming from inclusions of von Neu-
mann algebras. The idea is that we have to choose a weight on the basis N to
proceed constructions. That is also the case for usual groupoids (see [Ren80],
[Val96] and also section 10).
Definition 4.1. — We call (N,M,α, β,Γ, TL, R, τ, ν) ameasured quantum
groupoid if (N,M,α, β,Γ) is a Hopf-bimodule equipped with a nsf left invari-
ant operator-valued weight TL from M to α(N), a co-involution R of M , a
one-parameter group of automorphisms τ of M and a nsf weight ν on N such
that, for all t ∈ R and a, b ∈ NTL ∩ NΦ :
R((id β⋆α
ν
ωJΦΛΦ(a))Γ(b
∗b)) = (id β⋆α
ν
ωJΦΛΦ(b))Γ(a
∗a)
and τt((id β⋆α
ν
ωJΦΛΦ(a))Γ(b
∗b)) = (id β⋆α
ν
ωJΦΛΦ(σΦt (a)))Γ(σ
Φ
t (b
∗b))
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where Φ = ν ◦ α−1 ◦ TL and such that:
ν ◦ γt = ν
where γ is the unique one-parameter group of automorphisms γ of N satisfying
for all n ∈ N, t ∈ R:
σTLt (β(n)) = β(γt(n))
We recall that the Hopf-bimodule does also admit a nsf right invariant
operator-valued weight TR = R ◦ TL ◦ R. The rest of the section is devoted to
develop several points of the definition and clarify from where γ comes from.
Thanks to relation concerning τ , we easily get that:
τt ◦ β = β ◦ σνt and (τt β⋆α
N
σΦt ) ◦ Γ = Γ ◦ σΦt
for all n ∈ N and t ∈ R (For the first one, make b goes to 1). The first equality
give the behavior τ should have on the basis. In fact, it is necessary, if we
want to give a meaning to τt β⋆α
N
σΦt . The last relation is usual in the theory
of locally compact quantum groups. Then, we can explain how to recover M
from Γ:
Theorem 4.2. — If < F >−w is the weakly closed linear span of F in M ,
then we have:
M =< (ω β⋆α
ν
id)(Γ(m)) | m ∈M,ω ∈M+∗ , k ∈ R+ s.t ω ◦ β ≤ kν >−w
=< (id β⋆α
ν
ω)(Γ(m)) | m ∈M,ω ∈M+∗ , k ∈ R+ s.t ω ◦ α ≤ kν >−w
Proof. — Let call MR the first subspace of M and ML the second one. Since
τt(β(n)) = β(σ
ν
t (n)) for all t ∈ R, we have:
MR =< (ω◦τt β⋆α
ν
id)(Γ(m)) |m ∈M,ω ∈ (MR)+∗ , k ∈ R+ s.t ω◦β ≤ kν >−w
Moreover we have σΦt ((ω β⋆α
ν
id)Γ(m)) = (ω ◦ τt β⋆α
ν
id)Γ(σΦt (m)) so that
σΦt (MR) =MR for all t ∈ R. On the other hand, by proposition 3.11, restriction
of Φ toMR is semi-finite. By Takesaki’s theorem ([Str81], theorem 10.1), there
exists a unique normal and faithful conditional expectation E from M to MR
such that Φ(m) = Φ(E(m)) for all m ∈ M+. Moreover, if P is the orthogonal
projection on the closure of ΛΦ(NΦ ∩MR) then E(m)P = PmP .
So the range of P contains ΛΦ((ω β⋆α
ν
id)Γ(x)) for all ω and x ∈ NΦ. By
proposition 3.38 implies that P = 1 so that E is the identity and M = MR.
Now, it is clear that R(MR) = ML thanks to co-involution property what
completes the proof.
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The theorem enables us to understand that formulas satisfied by R and τ in
the definition are sufficient to determine them. For example, we can be ensured
of the commutation between R and τ which can be tested on elements of the
form (id β⋆α
ν
ωJΦΛΦ(a))Γ(b
∗b). Also, if we put Ψ = ν ◦ β−1 ◦ TR = Φ ◦ R, we
get, for all t ∈ R:
σΨt = R ◦ σΦ−t ◦R and τt ◦ α = α ◦ σνt and (σΨt β⋆α
N
τ−t) ◦ Γ = Γ ◦ σΨt
Then, we can precise the behavior of τ with respect to the Hopf-bimodule
structure:
Proposition 4.3. — We have Γ ◦ τt = (τt β⋆α
N
τt) ◦ Γ for all t ∈ R.
Proof. — Because of the behavior of τ on the basis, it is possible to define a
normal *-automorphism τt β⋆α
N
τt of M β⋆α
N
M which naturally acts for all
t ∈ R. By co-product relation, we have for all t ∈ R:
(id β⋆α
ν
Γ)(σΨt β⋆α
ν
τ−t) ◦ Γ = (id β⋆α
ν
Γ)Γ ◦ σΨt
= (Γ β⋆α
ν
id)Γ ◦ σΨt = (Γ ◦ σΨt β⋆α
ν
τ−t)Γ
= (σΨt β⋆α
ν
τ−t β⋆α
ν
τ−t)(Γ β⋆α
ν
id)Γ
= (σΨt β⋆α
ν
[(τ−t β⋆α
ν
τ−t) ◦ Γ]) ◦ Γ
Consequently, for all m ∈M , ω ∈M+∗ , k ∈ R+ such that ω ◦ β ≤ kν, we have:
Γ ◦ τ−t ◦ ((ω ◦ σΨt ) β⋆α
ν
id)Γ = (ω β⋆α
ν
id β⋆α
ν
id)(σΨt β⋆α
ν
(Γ ◦ τ−t)) ◦ Γ
= (ω β⋆α
ν
id β⋆α
ν
id)(σΨt β⋆α
ν
[(τ−t β⋆α
ν
τ−t) ◦ Γ])
= [(τ−t β⋆α
ν
τ−t) ◦ Γ] ◦ ((ω ◦ σΨt ) β⋆α
ν
id)Γ
The theorem 4.2 allows us to conclude.
Then, we get a nice and useful characterization of elements of the basis
thanks to Γ:
Proposition 4.4. — For all x ∈M ∩α(N)′, we have Γ(x) = 1 β⊗α
N
x⇔ x ∈
β(N). Also we have, for all x ∈M ∩ β(N)′, Γ(x) = x β⊗α
N
1⇔ x ∈ α(N).
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Proof. — Let x ∈ M ∩ α(N)′ such that Γ(x) = 1 β⊗α
N
x. For all n ∈ N, we
define in the strong topology:
xn =
n√
π
∫
exp(−n2t2)σΨt (x) dt analytic w.r.t σΨ,
and:
yn =
n√
π
∫
exp(−n2t2)τ−t(x) dt belongs to α(N)′.
Then we have Γ(xn) = 1 β⊗α
N
yn. If d ∈ (MΨ ∩MTR)+, then, for all n ∈ N,
we have dxn ∈ MΨ ∩MTR . Let ω ∈ M+∗ and k ∈ R+ such that ω ◦ α ≤ kν.
By right invariance, we get:
ω ◦ TR(dxn) = ω((Ψ β⋆α
ν
id)(Γ(dxn)))
= Ψ((id β⋆α
ν
ω)(Γ(dxn))) = Ψ((id β⋆α
ν
(ynω))(Γ(d)))
= ω((Ψ β⋆α
ν
id)(Γ(d))yn) = ω(TR(d)yn)
Take the limit over n ∈ N to obtain TR(dx) = TR(d)x for all d ∈MΨ∩MTR
and, by semi-finiteness of TR, we conclude that x belongs to β(N). Reverse
inclusion comes from axioms. If we apply this result to the opposite Hopf-
bimodule, then we get the second point.
Finally, we are able to explain existence and uniqueness of γ for the defini-
tion:
Proposition 4.5. — There exists a unique one-parameter group of automor-
phisms γ of N such that:
σTLt (β(n)) = β(γt(n))
for all n ∈ N and t ∈ R.
Proof. — For all n ∈ N and t ∈ R, we have σΦt (β(n)) belongs to M ∩ α(N)′.
Then, we can compute:
Γ ◦ σΦt (β(n)) = (τt β⋆α
N
σΦt ) ◦ Γ(β(n))
= (τt β⋆α
N
σΦt )(1 β⊗α
N
β(n)) = 1 β⊗α
N
σΦt (β(n))
By the previous proposition, we deduce that σΦt (β(n)) belongs to β(N) i.e there
exists a unique element γt(n) in N such that σ
Φ
t (β(n)) = β(γt(n)). The rest of
the proof is straightforward.
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In our definition, we ask γ to leave invariant ν. Just before investigating the
structure of these objects, we re-formulate at the Hilbert level relations for R
and τ with UH (or W ) coming from theorem 3.51. Depending on the situation,
we will use one or the other expression.
Proposition 4.6. — Let I be a unitary anti-linear operator which implements
R that is R(m) = Im∗I for all m ∈ M and P be a strictly positive operator
which implements τ that is τt(m) = P
−itmP it for all m ∈ M and t ∈ R. For
all t ∈ R and v, w ∈ D(αHΦ, ν), we have :
R((id ∗ ωJΦv,w)(UH)) = (id ∗ ωJΦw,v)(UH)
τt((id ∗ ωJΦv,w)(UH)) = (id ∗ ω∆−itΦ JΦv,∆−itΦ w)(UH)
(I α⊗βˆ
νo
JΦ)U
∗
H = UH(I β⊗α
ν
JΦ) and (P
it
β⊗α
ν
∆itΦ)UH = UH(P
it
α⊗βˆ
νo
∆itΦ)
ςNo ◦ (R β⋆α
N
R) ◦ Γ = Γ ◦R and (τt β⋆α
N
σΦt ) ◦ Γ = Γ ◦ σΦt
Proof. — By theorem 3.52, for all e, x ∈ NΦ ∩ NTL and η ∈ D(αHΦ, µo), we
recall that:
(id β⋆α
ν
ωJΦΛΦ(e),η)(Γ(x)) = (id ∗ ωΛΦ(x),JΦe∗JΦη)(UH)
Then the first two equalities are equivalent to formulas of the definition and
we get straightforward the equalities at the Hilbert level. The last ones come
from definition.
5. Uniqueness, modulus and scaling operator
In this section, we obtain results about the modular theory of the left-
invariant operator-valued weight. We construct a scaling operator and a mod-
ulus which link the left invariant operator-valued weight TL and the right in-
variant operator-valued weight R ◦ TL ◦R. We also prove that the modulus is
a co-character. We also establish uniqueness of the invariant operator-valued
weight.
5.1. Definitions of modulus and scaling operators. —
Proposition 5.1. — For all t ∈ R, we have:
(1) Γ ◦ σΦt τ−t = (id β⋆α
N
σΦt τ−t) ◦ Γ
(2) R ◦ TL ◦R ◦ σΦt τ−t = β ◦ γtσν−t ◦ β−1 ◦R ◦ TL ◦R
(3) Φ ◦R ◦ σΦt τ−t = Φ ◦R
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Proof. — For all n ∈ N and t ∈ R, we have:
σΦt τ−t(α(n)) = σ
Φ
t (α(σ
ν
−t(n))) = α(n)
so that we can define id β⋆α
N
σΦt τ−t. Then, the first statement comes straight-
forward from definition property of τ and by proposition 4.3.
By right invariance of TR, we deduce, for all a ∈M+TR :
TR ◦ σΦt τ−t(a) = (Ψ β⋆α
ν
id)Γ(σΦt τ−t(a))
= σΦt τ−t((Ψ β⋆α
ν
id)Γ(a)) = σΦt τ−t ◦ TR(a)
Then, by hypothesis on τ and TL, we get:
TR ◦σΦt τ−t = σΦt τ−t ◦β ◦β−1◦TR = σΦt ◦β ◦σν−t◦β−1◦TR = β ◦γtσν−t ◦β−1 ◦TR
To conclude we just have to take ν ◦ β−1 on the previous relation and use
invariance property of σν and γ w.r.t ν.
Proposition 5.2. — The one-parameter groups of automorphisms σΦ and τ
(resp. σΨ and τ) commute each other.
Proof. — We put κt = γtσ
ν
−t. Since Ψ is κ-invariant, we have σ
Ψ
s ◦ σΦt ◦ τ−t =
σΦt ◦ τ−t ◦ σΨs , for all s, t ∈ R so that:
(id β⋆α
N
κt)Γ = Γ ◦ κt = Γ ◦ σΨ−s ◦ κt ◦ σΨs = (σΨ−s β⋆α
N
τs) ◦ Γ ◦ κt ◦ σΨs
= (σΨ−s β⋆α
N
τs ◦ κt) ◦ Γ ◦ σΨs = (id β⋆α
N
τs ◦ κt ◦ τ−s) ◦ Γ
So, for all a ∈M , ω ∈M+∗ and k ∈ R+ such that ω ◦ β ≤ kν, we get:
σΦt ◦ τ−t((ω β⋆α
ν
id)Γ(a)) = τs ◦ σΦt ◦ τ−t ◦ τ−s((ω β⋆α
ν
id)Γ(a))
and by theorem 4.2, we easily obtain commutation between σΦ and τ . By
applying the co-involution R to this commutation relation, we end the proof.
Corollary 5.3. — The one-parameter groups of automorphisms σΦ and σΨ
commute each other.
Proof. — By the previous proposition, we compute, for all s, t ∈ R:
Γ ◦ σΦs ◦ σΨt = (τs β⋆α
N
σΦs ) ◦ Γ ◦ σΨt = (τsσΨt β⋆α
N
σΦs τ−t) ◦ Γ
= (σΨt τs β⋆α
N
τ−tσΦs ) ◦ Γ
= (σΨt β⋆α
N
τ−t) ◦ Γ ◦ σΦs = Γ ◦ σΨt ◦ σΦs
Since Γ is injective, we have done.
44 FRANCK LESIEUR
By the previous proposition and by [Vae01a] (proposition 2.5), there exist a
strictly positive operator δ affiliated with M and a strictly positive operator λ
affiliated to the center of M such that, for all t ∈ R, we have [DΦ ◦R : DΦ]t =
λ
1
2 it
2
δit. Modular groups of Φ and Φ◦R are linked by σΦ◦Rt (m) = δitσΦt (m)δ−it
for all t ∈ R and m ∈M .
Definition 5.4. — We call scaling operator the strictly positive operator
λ affiliated to Z(M) and modulus the strictly positive operator δ affiliated to
M such that, for all t ∈ R, we have:
[DΦ ◦R : DΦ]t = λ 12 it2δit
The following propositions give the compatibility of λ and δ w.r.t the struc-
ture of Hopf-bimodule.
Lemma 5.5. — For all s, t ∈ R, we have [DΦ ◦ σΦ◦Rs : DΦ]t = λist.
Proof. — The computation of the cocycle is straightforward:
[DΦ ◦ σΦ◦Rs : DΦ]t = [DΦ ◦ σΦ◦Rs : DΦ ◦R ◦ σΦ◦Rs ]t[DΦ ◦R : DΦ]t
= σΦ◦R−s ([DΦ : DΦ ◦R]t)[DΦ ◦R : DΦ]t
= δ−isσΦ−s(λ
− it22 δ−it)δisλ
it2
2 δit
= δ−isλ−
it2
2 λistδ−itδisλ
it2
2 δit = λist
Proposition 5.6. — We have R(λ) = λ, R(δ) = δ−1 and τt(δ) = δ, τt(λ) = λ
for all t ∈ R.
Proof. — Relations between R, λ and δ come from uniqueness of Radon-
Nikodym cocycle decomposition. By proposition 5.1, we have Φ◦τ−s = Φ◦σΦ◦Rs
for all s, t ∈ R, so:
τs([DΦ◦R : DΦ]t) = [DΦ◦R◦ τ−s : DΦ◦ τ−s]t = [DΦ◦σΦ◦Rs ◦R : DΦ◦σΦ◦Rs ]t
Consequently, by the previous lemma, we get:
τs([DΦ ◦R : DΦ]t)
= [DΦ ◦ σΦ◦Rs ◦R : DΦ ◦R]t[DΦ ◦R : DΦ]t[DΦ : DΦ ◦ σΦ◦Rs ]t
= R([DΦ ◦ σΦ◦Rs : DΦ]∗−t)[DΦ ◦R : DΦ]t[DΦ ◦ σΦ◦Rs : DΦ]∗t
= R(λist)λ−
it2
2 δitλ−ist = λ−
it2
2 δit
MEASURED QUANTUM GROUPOIDS 45
5.2. First result of uniqueness for invariant operator-valued weight.
— Next, we want to precise where the scaling operator λ sits. We have to
prove, first of all, a first result of uniqueness as far as the invariant operator-
valued weight is concerned.
Let T1 and T2 be two n.s.f left invariant operator-valued weights from M
to α(N) such that T1 ≤ T2. For all i ∈ {1, 2}, we put Φi = ν ◦ α−1 ◦ Ti and
βˆi(n) = JΦiα(n
∗)JΦi .
We define, as we have done for UH , an isometry (U2)H by the following
formula:
(U2)H(v α⊗βˆ2
νo
ΛΦ2(a)) =
∑
i∈I
ξi β⊗α
ν
ΛΦ2((ωv,ξi β⋆α
ν
id)(Γ(a)))
for all v ∈ D(Hβ , νo) and a ∈ NΦ2 ∩NT2 . Then, we know that (U2)H is unitary
and Γ(m) = (U2)H(1 α⊗βˆ2
No
m)(U2)
∗
H for all m ∈M .
Since T1 ≤ T2, there exists F ∈ L(HΦ2 , HΦ1) such that, for all x ∈ NΦ2∩NT2 ,
we have FΛΦ2(x) = ΛΦ1(x). It is easy to verify that, for all n ∈ N , we have
F βˆ2(n) = βˆ1(n)F . If we put P = F
∗F , then P belongs to M ′ ∩ βˆ2(N)′ and
JΦ2PJΦ2 belongs to M ∩ α(N)′.
Lemma 5.7. — We have Γ(JΦ2PJΦ2) = 1 β⊗α
N
JΦ2PJΦ2 .
Proof. — We have, for all v, w ∈ D(Hβ , νo) and a, b ∈ NΦ2 ∩ NT2 :
((1 β⊗α
N
P )(U2)H(v α⊗βˆ2
νo
ΛΦ2(a))|(U2)H(w α⊗βˆ2
νo
ΛΦ2(b)))
= ((U1)H(v α⊗βˆ1
νo
ΛΦ1(a))|(U1)H(w α⊗βˆ1
νo
ΛΦ1(b)))
where (U1)H is defined in the same way as (U2)H . The two expressions are
continuous in v and w, so by density of D(Hβ , ν
o) in H , we get, for all v, w ∈ H
and a, b ∈ NΦ2 ∩ NT2 :
((1 β⊗α
N
P )(U2)H(v α⊗βˆ2
νo
ΛΦ2(a))|(U2)H(w α⊗βˆ2
νo
ΛΦ2(b)))
= ((U1)H(v α⊗βˆ1
νo
ΛΦ1(a))|(U1)H(w α⊗βˆ1
νo
ΛΦ1(b)))
= (v α⊗βˆ1
νo
ΛΦ1(a)|w α⊗βˆ1
νo
ΛΦ1(b))
= ((1 α⊗βˆ2
No
P )(v α⊗βˆ2
νo
ΛΦ2(a))|w α⊗βˆ2
νo
ΛΦ2(b))
so that (U2)
∗
H(1 β⊗α
N
P )(U2)H = 1 α⊗βˆ2
No
P . In particular, if we take H = HΦ,
then by 4.6 we get (U2)H(1 α⊗βˆ2
No
JΦ2PJΦ2)(U2)
∗
H = 1 β⊗α
N
JΦ2PJΦ2 . Finally,
since JΦ2PJΦ2 ∈M , we have Γ(JΦ2PJΦ2) = 1 β⊗α
N
JΦ2PJΦ2 .
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Proposition 5.8. — If T1 and T2 are n.s.f left invariant weights from M
to α(N) such that T1 ≤ T2, then there exists an injective p ∈ N such that
0 ≤ p ≤ 1 and, for all t ∈ R:
[DΦ1 : DΦ2]t = β(p)
it
Proof. — By the previous lemma and proposition 9.29, there exists an injec-
tive p ∈ N such that 0 ≤ p ≤ 1 and, for all x, y ∈ NΦ2 ∩ NT2 , we have
(ΛΦ1(x)|ΛΦ1 (y)) = (JΦ2β(p)JΦ2ΛΦ2(x)|ΛΦ2 (y)). By [Str81] (proposition 3.13),
we get that β(p) coincides with the analytic continuation in −i of the cocycle
[DΦ1 : DΦ2]. Then, we have, for all t ∈ R:
[DΦ1 : DΦ2]t = β(p)
it
Proposition 5.9. — Let T1 be a n.s.f left invariant operator-valued weight
Φ1 is σ
Φ-invariant. Then, there exists a strictly positive operator q which is
affiliated to Nγ such that Φ1 = (Φ)β(q).
Proof. — We put T2 = TL+T1. Since Φ1 is σ
Φ-invariant, then the left invariant
operator-valued weight T2 is n.s.f. Finally, since T1 ≤ T2 and TL ≤ T2, there
exists an injective p ∈ N between 0 and 1 such that Φ1 = (Φ2)β(p) and Φ =
(Φ2)β(1−p). By [Str81], we have:
[DΦ1 : DΦ2]t = β(p)
it and [DΦ : DΦ2]t = β(1 − p)it
Then, we have, for all t ∈ R:
[DΦ1 : DΦ]t = [DΦ1 : DΦ2]t[DΦ2 : DΦ]t = β(
p
1− p )
it
that’s why q = p1−p is the suitable element. Now, by [Str81], we have:
β(q) = σΦt (β(q)) = β(γt(q))
so that, by injectivity of β, we get that q is affiliated to Nγ .
Lemma 5.10. — For all t ∈ R, τ−t ◦ TL ◦ τt is a n.s.f left invariant operator-
valued weight from M to α(N). Moreover, σΦ◦τts (β(n)) = β(γs(n)) for all
s, t ∈ R and n ∈ N .
Proof. — For all t ∈ R, we have ν ◦ α−1 ◦ τ−t ◦ TL ◦ τt = Φ ◦ τt. Then:
(id β⋆α
ν
ν ◦ α−1 ◦ τ−t ◦ TL ◦ τt) ◦ Γ = (id β⋆α
ν
Φ ◦ τt) ◦ Γ
= τ−t ◦ (id β⋆α
ν
Φ) ◦ Γ ◦ τt = τ−t ◦ TL ◦ τt
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On the other hand, for all s, t ∈ R and n ∈ N , since γ and σν commute, we
have:
σΦ◦τts (β(n)) = τ−t ◦ σΦs ◦ τt(β(n)) = τ−t ◦ σΦs (β(σνt (n)))
= τ−t(β(γsσνt (n))) = β(σ
ν
−tγsσ
ν
t (n)) = β(γ
ν
s (n))
Proposition 5.11. — There exists a strictly positive operator q affiliated with
Z(N) such that the scaling operator λ = α(q) = β(q). In particular, λ is
affiliated with Z(M) ∩ α(N) ∩ β(N).
Proof. — By the previous lemma, τs ◦TL◦τ−s is left invariant. Moreover, since
σΦ and τ commute, Φ ◦ τ−s is σΦ-invariant. That’s why, we are in conditions
of proposition 5.9 so that we get a strictly positive operator qs affiliated with
Nγ such that [DΦ ◦ τ−s : DΦ]t = β(qs)it. On the other hand, by lemma 5.5,
we have [DΦ ◦ σΦ◦Rs : DΦ]t = λist. Since we have Φ ◦ τ−s = Φ ◦ σΦ◦Rs , so we
obtain that λist = β(qs)
it for all s, t ∈ R. We easily deduce that there exists
a strictly positive operator q affiliated with Z(N) such that λ = β(q). Finally,
since R(λ) = λ, we also have λ = α(q).
5.3. Properties of the modulus. — Now, we prove that the modulus δ is
a co-character. This will be a key-result for duality.
Proposition 5.12. — For all n ∈ N and t ∈ R, we have:
δitα(n)δ−it = α(γtσνt (n)) and δ
itβ(n)δ−it = β(γtσνt (n))
Proof. — By definition of γ, we have:
β(σν−t(n)) = σ
Ψ
t (β(n)) = δ
itσΦt (β(n))δ
−it = δitβ(γt(n))δ−it
what gives the first equality (we recall that γ and σν commute with each other).
Then, apply the co-involution to get the second one.
Thanks to the commutation relations and by proposition 2.13, we can de-
fine, for all t ∈ R, a bounded operator δit β⊗α
N
δit which naturally acts on
elementary tensor products.
Lemma 5.13. — There exists a strictly positive operator P on HΦ implement-
ing τ such that, for all x ∈ NΦ and t ∈ R, we have P itΛΦ(x) = λ t2ΛΦ(τt(x)).
Proof. — Since Φ ◦R = Φδ, by [Vae01a] (5.3), we have:
ΛΦ(σ
Φ◦R
t (x)) = δ
itJΦλ
t
2 δitJΦ∆
it
ΦΛΦ(x)
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and since λ is affiliated with Z(M), we get ||ΛΦ(σΦ◦Rt (x))|| = ||λ
t
2ΛΦ(x)|| for
all x ∈ NΦ ∩ NTL and t ∈ R. But, we know that Φ is σΦ◦Rt ◦ τt-invariant, so
||ΛΦ(x)|| = ||λ t2ΛΦ(τt(x))||. Then, there exists Pt on HΦ such that:
PtΛΦ(x) = λ
t
2ΛΦ(τt(x))
for all x ∈ NΦ ∩ NTL and t ∈ R. For all s, t ∈ R, we verify that PsPt = Pst
thanks to relation τt(λ) = λ and the existence of P follows. The fact that P
implements τ is clear.
Lemma 5.14. — We have, for all a, b ∈ NΦ ∩ NTL and t ∈ R:
ω
JΦΛΦ(λ
t
2 τt(a))
= ωJΦΛΦ(a) ◦ τ−t and ωJΦΛΦ(b) ◦ σΦ◦Rt = ωJΦΛΦ(λ t2 σΦ◦R−t (b))
Proof. — Since τ is implemented by P , the first relation holds. By [Vae01a]
(proposition 2.4), we know that ∆Φ◦R = JΦδJΦδ∆Φ so that we can compute,
for all x ∈M and b ∈ NΦ ∩ NTL :
(σΦ◦Rt (x)JΦΛΦ(b)|JΦΛΦ(b)) = (x∆−itΦ◦RJΦΛΦ(b)|∆−itΦ◦RJΦΛΦ(b))
= (xJΦδ
itJΦδ
−it∆−itΦ JΦΛΦ(b)|JΦδitJΦδ−it∆−itΦ JΦΛΦ(b))
= (xδ−itJΦΛΦ(σΦ−t(b))|δ−itJΦΛΦ(σΦ−t(b)))
= (xJΦΛΦ(λ
t
2σΦ−t(b)δ
it)|JΦΛΦ(λ t2 σΦ−t(b)δit))
= (xJΦΛΦ(λ
t
2 δ−itσΦ−t(b)δ
it)|JΦΛΦ(λ t2 δ−itσΦ−t(b)δit))
= (xJΦΛΦ(λ
t
2σΦ◦R−t (b))|JΦΛΦ(λ
t
2 σΦ◦R−t (b)))
Proposition 5.15. — We have Γ ◦ τt = (σΦt β⋆α
N
σΦ◦R−t ) ◦ Γ for all t ∈ R.
Proof. — For all a, b ∈ NΦ ∩ NTL and t ∈ R, we compute:
(id β⋆α
ν
ωJΦΛΦ(b))[(σ
Φ
−t β⋆α
N
σΦ◦Rt ) ◦ Γ ◦ τt(a∗a)]
= σΦ−t[(id β⋆α
ν
ωJΦΛΦ(b) ◦ σΦ◦Rt )(Γ ◦ τt(a∗a))]
By the previous lemma, this last expression is equal to:
σΦ−t[(id β⋆α
ν
ω
JΦΛΦ(λ
t
2 σΦ◦R−t (b))
)(Γ ◦ τt(a∗a))]
= σΦ−t ◦R[(id β⋆α
ν
ωJΦΛΦ(τt(a)))(Γ(λ
tσΦ◦R−t (b
∗b)))]
= R ◦ σΦ◦Rt [(id β⋆α
ν
ω
JΦΛΦ(λ
t
2 τt(a))
)(Γ ◦ σΦ◦R−t (b∗b))]
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Again, by the previous lemma, this last expression is equal to:
R ◦ σΦ◦Rt [(id β⋆α
ν
ωJΦΛΦ(a) ◦ τ−t(Γ ◦ σΦ◦R−t (b∗b))]
= R[(id β⋆α
ν
ωJΦΛΦ(a))(Γ(b
∗b))] = (id β⋆α
ν
ωJΦΛΦ(b))(Γ(a
∗a))
So, we conclude that (σΦ−t β⋆α
N
σΦ◦Rt ) ◦ Γ ◦ τt = Γ for all t ∈ R.
Corollary 5.16. — For all t ∈ R and m ∈M , we have:
(δit β⊗α
N
δit)Γ(m)(δ−it β⊗α
N
δ−it) = Γ(δitmδ−it)
In particular, for all s, t ∈ R, Γ(δis) and δit β⊗α
N
δit commute each other.
Proof. — For all t ∈ R, we have:
(σΦ−t ◦ σΦ◦Rt β⋆α
N
σΦ−t ◦ σΦ◦Rt ) ◦ Γ = (σΦ−t β⋆α
N
σΦ−t ◦ σΦ◦Rt ◦ τt) ◦ Γ ◦ σΦ◦Rt
= (σΦ−t ◦ τt β⋆α
N
σΦ◦Rt ◦ τt) ◦ Γ ◦ σΦ−t ◦ σΦ◦Rt
= (σΦ−t β⋆α
N
σΦ◦Rt ) ◦ Γ ◦ τtσΦ−t ◦ σΦ◦Rt
= Γ ◦ σΦ−t ◦ σΦ◦Rt
We know that σΦ−tσ
Φ◦R
t (m) = δ
itmδ−it for all m ∈M , that’s why we get:
(δit β⊗α
N
δit)Γ(m)(δ−it β⊗α
N
δ−it) = Γ(δitmδ−it)
In particular, for all s ∈ R, we have:
(δit β⊗α
N
δit)Γ(δis)(δ−it β⊗α
N
δ−it) = Γ(δitδisδ−it) = Γ(δis)
Proposition 5.17. — Let us denote by T ΨΦ,TL made of elements a ∈ NTR ∩
NΦ ∩ NΨ, analytic with respect to both Φ and Ψ such that, for all z, z′ ∈ C,
σΨz ◦ σΦz (a) belongs to NTR ∩NΦ ∩NΨ. This linear space is weakly dense in M
and the set of ΛΨ(a) (resp. ΛΦ(a)), for all a ∈ T ΨΦ,TL , is a linear dense subset
in H. Moreover, the subset JΨΛΨ(T ΨΦ,TL) is included in the domain of δz, for
all z ∈ C and is an essential domain for δz.
Proof. — Let us take x ∈ T +Φ,TL and let us write λ =
∫∞
0
t det and define
fp =
∫ p
1
p
det. If we put:
xp,q = fp
√
q
π
∫ +∞
−∞
e−qt
2
σΨt (x) dt
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we obtain that xp,q belongs to T +Φ,TL , is analytical with respect to Ψ, σΨz (xp,q) is
weakly converging to x and ΛΦ(xp,q) is weakly converging to ΛΦ(x). Moreover,
ΛTL(xp,q)is weakly converging to ΛTL(x).
Since, for all y ∈M and t ∈ R, we have:
σΨt σ
Φ
−t = δ
itxδ−it
we see that, for all such elements xp,q and z ∈ C, δizxp,qδ−iz is bounded
and belongs to TΦ,TL . In particular, δ− 12xp,qδ 12 belongs to MTL ∩ TΦ and is
analytic with respect to both Φ and Ψ. Using then the operator en introduced
in [Vae01a], 1.1, which are analytic to both Φ and Ψ and converging to 1 when
n goes to infinity, we get that enxp,q belongs to NTL ∩NΦ. On the other hand,
since:
enxp,qδ
1
2 = (enδ
1
2 )δ−
1
2xp,qδ
1
2
belongs to NΦ, we see, by [Vae01a], 3.3, that enxp,q belongs to NΨ and, there-
fore, to T ΨΦ,TL , from which we then get all the results claimed.
Let recall proposition 2.4 of [Eno04]:
Proposition 5.18. — Let a, b in NTL . Then TL(a∗a) and TL(b∗b) are positive
self-adjoint closed operators which verify:
ωJΨΛΨ(a)(TL(b
∗b)) = ωJΨΛΨ(b)(TL(a
∗a))
Lemma 5.19. — Let b ∈ NTR ∩ NΦ ∩ NΨ and X positive affiliated to M be
such that δ−
1
2Xδ−
1
2 is bounded. Then the element of the extended positive part
(id β⋆α
ν
Ψ)Γ(X) is such that:
ωJΨΛΨ(b)((id β⋆α
ν
Ψ)Γ(X)) = ω
δ
1
2 JΨΛΨ(b)
(TL(δ
− 12Xδ−
1
2 ))
If X is bounded, such that δ−
1
2Xδ−
1
2 is bounded and inM+TL then (ωJΨΛΨ(b) β⋆α
ν
id)Γ(X) belongs to M+TL ∩M+Ψ. If Y is in M+TL , we have:
δ−
1
2 TL(Y )δ
1
2 = (id β⋆α
ν
Ψ)Γ(δ
1
2Xδ
1
2 )
Proof. — Let us assume that a, b ∈ NTR ∩NΦ ∩NΨ. By [Vae01a], JΦΛΦ(a) is
in the domain of δ−
1
2 and δ−
1
2JΦΛΦ(a) = λ
i
4 δ−
1
2JΨΛΨ(a). Then, we compute
the following:
ωJΨΛΨ(b)((id β⋆α
ν
Ψ)Γ(a∗a)) = Φ ◦R((ωJΨΛΨ(b) β⋆α
ν
id)Γ(a∗a))
= Φ((ωJΨΛΨ(a) β⋆α
ν
id)Γ(b∗b)) = ωJΨΛΨ(a)(TL(b
∗b)) = ω
δ−
1
2 JΦΛΦ(a)
(TL(b
∗b))
= ω
JΦΛΦ(aδ
− 1
2 )
(TL(b
∗b)) = ωJΦΛΦ(b)(TL(δ
− 12 a∗aδ−
1
2 ))
= ω
δ
1
2 JΨΛΨ(b)
(TL(δ
− 12 a∗aδ−
1
2 ))
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If X is positive such that δ−
1
2Xδ−
1
2 is bounded, we may consider X as the
upper limit of elements of the type a∗i ai where ai belongs to the dense left ideal
NTR ∩NΦ ∩NΨ. Then every aiδ−
1
2 is bounded and we get the first formula by
increasing limits. The proof of the second one is an easy corollary of the first
one because we are in the essential domain of δ
1
2 .
Theorem 5.20. — We have Γ(δ) = δ β⊗α
N
δ.
Proof. — Applying Γ to the second equality of the previous proposition, we
get for all Y ∈ M+Φ :
Γ(δ
1
2 )(TL(Y ) β⊗α
N
1)Γ(δ
1
2 ) = Γ((id β⋆α
ν
Ψ)Γ(δ
1
2 Y δ
1
2 ))
= (id β⋆α
ν
id β⋆α
ν
Ψ)(Γ β⋆α
ν
id)Γ(δ
1
2 Y δ
1
2 ))
= (id β⋆α
ν
id β⋆α
ν
Ψ)(id β⋆α
ν
Γ)Γ(δ
1
2 Y δ
1
2 ))
Let now b ∈ T ΨΦ,TL and define Z by:
Z = (ωJΨΛΨ(b) β⋆α
ν
id)Γ(δ
1
2 Y δ
1
2 )
By corollary 5.16, we have:
δ−
1
2Zδ−
1
2 = (ω
δ
1
2 JΨΛΨ(b)
β⋆α
ν
id)Γ(Y )
which is bounded by proposition 5.17. By the previous proposition, we get for
all b′ ∈ TTR ∩ TΨ:
ωJΨΛΨ(b) β⊗α
ν
JΨΛΨ(b′)(Γ(δ
1
2 )(TL(Y ) β⊗α
N
1)Γ(δ
1
2 ))
= ωJΨΛΨ(b) β⊗α
ν
JΨΛΨ(b′)((id β⋆α
ν
id β⋆α
ν
Ψ)(id β⋆α
ν
Γ)Γ(δ
1
2Y δ
1
2 ))
= ωJΨΛΨ(b′)((id β⋆α
ν
Ψ)Γ((ωJΨΛΨ(b) β⊗α
ν
id)Γ(δ
1
2 Y δ
1
2 )))
= ω
δ
1
2 JΨΛΨ(b′)
(TL(δ
− 12Zδ−
1
2 )) = ω
δ
1
2 JΨΛΨ(b′)
(TL((ω
δ
1
2 JΨΛΨ(b)
β⋆α
ν
id)Γ(Y )))
= ω
δ
1
2 JΨΛΨ(b) β⊗α
ν
δ
1
2 JΨΛΨ(b′)
(TL(Y ) β⊗α
N
1)
from which we infer, by increasing limits, that:
ωJΨΛΨ(b) β⊗α
ν
JΨΛΨ(b′)(Γ(δ)) = ||δ
1
2JΨΛΨ(b) β⊗α
ν
δ
1
2JΨΛΨ(b
′)||2
which finishes the proof by proposition 5.17.
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5.4. Uniqueness of invariant operator-valued weight. —
Theorem 5.21. — If T ′ a n.s.f left invariant operator-valued weight such that
(τt β⋆α
N
σΦ
′
t ) ◦ Γ = Γ ◦ σΦ
′
t , ν ◦ γ′ = ν and γ ◦ γ′ = γ′ ◦ γ, then there exists
a strictly positive operator h affiliated with Z(N) such that, for all t ∈ R, we
have:
Φ′ = ν ◦ α−1 ◦ T ′ = (ν ◦ α−1 ◦ TL)β(h) and [DT ′ : DTL]t = β(hit)
Proof. — We put Φ′ = ν ◦ α−1 ◦ T ′. We have for all s ∈ R:
Γ ◦ σΦ−s ◦ σΦ
′
s = (τ−s β⋆α
N
σΦ−s) ◦ Γ ◦ σΦ
′
s = (id β⋆α
N
σΦ−s ◦ σΦ
′
s ) ◦ Γ
By right invariance of TR, we have for all a ∈ M+TR :
TR(σ
Φ
−s ◦ σΦ
′
s (a)) = (Φ ◦R β⋆α
ν
id)(Γ(σΦ−s ◦ σΦ
′
s (a)))
= σΦ−s ◦ σΦ
′
s ((Φ ◦R β⋆α
ν
id)Γ(a)) = σΦ−s ◦ σΦ
′
s (TR(a))
Since γ and γ′ leave ν invariant, we get that Φ ◦R is σΦ−s ◦ σΦ
′
s -invariant and,
so σΦ◦Rt and σ
Φ
−s ◦ σΦ
′
s commute each other. But σ
Φ◦R and σΦ commute each
other that’s why σΦ◦R and σΦ
′
also commute each other. For all s, t ∈ R, we
have:
Γ(σΦ
′
t (δ
is)δ−is) = (τt β⋆α
N
σΦ
′
t )(Γ(δ
is))(δ−is β⊗α
N
δ−is) = 1 β⊗α
N
σΦ
′
t (δ
is)δ−is
Consequently σΦ
′
t (δ
is)δ−is belongs to β(N). For all n ∈ N and s, t ∈ R, we
have:
σΦ
′
t (δ
is)β(n)σΦ
′
t (δ
−is) = σΦ
′
t ((δ
is)σΦ
′
−t(β(n))δ
−is) = σΦ
′
t ((δ
is)β(γ′−t(n))δ
−is)
= σΦ
′
t (β(γsσ
ν
s γ
′
−t(n))) = β(γ
′
tγsσ
ν
s γ
′
−t(n))) = β(γsσ
ν
s (n))) = δ
isβ(n)δ−is
So σΦ
′
t (δ
is)δ−is belongs to β(Z(N)) and we easily get that there exists a
strictly positive operator k affiliated with Z(N) such that σΦ
′
t (δ
is) = β(kist)δis.
Then, we have:
σΦ
′
s ◦ σΦt (m) = σΦ
′
s (δ
−itσΦ◦Rt (m)δ
it) = β(k−ist)δ−itσΦ
′
s ◦ σΦ◦Rt (m)δitβ(kist)
= β(k−ist)σΦt ◦ σΦ
′
s (m)β(k
ist)
Take m = δiu to get k is affiliated to Nγ . Apply Φ to the previous formula and
get:
Φ ◦ σΦ′s ◦ σΦs (m∗m) = Φ(β(k−ist)σΦt ◦ σΦ
′
s (m
∗m)β(kist))
= Φ(σΦt ◦ σΦ
′
s (m
∗m)) = Φ ◦ σΦ′s (m∗m)
So, by 5.9 and left invariance σΦ
′
−s ◦TL ◦ σΦ
′
s , there exists a strictly positive op-
erator qs affiliated with Z(N) such that Φ ◦σΦ′s = Φβ(qs). By usual arguments,
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we deduce that there exists a strictly positive q affiliated to Z(N) such that
Φ ◦ σΦ′s = Φβ(q−s) and [DΦ ◦ σΦ
′
s : DΦ]s = β(q
−s). Then, again by 5.9, there
exists a strictly positive operator h affiliated to Z(N) such that Φ = Φβ(h) avec
[DT ′ : DTL]t = β(hit).
Also, we have a similar result for right invariant operator-valued weight.
Corollary 5.22. — If TR a n.s.f right invariant operator-valued weight such
that (σΨ
′
t β⋆α
N
τ−t) ◦ Γ = Γ ◦ σΨ′t , ν ◦ γ′ = ν and γ ◦ γ′ = γ′ ◦ γ, then there
exists a strictly positive operator h affiliated with Z(N) such that:
TR = (R ◦ TL ◦R)α(h)
We state results of the section in the following theorems:
Theorem 5.23. — Let (N,M,α, β,Γ, TL, R, τ, ν) be a measured quantum
groupoid. If T ′ a n.s.f left invariant operator-valued weight such that
(τt β⋆α
N
σΦ
′
t ) ◦ Γ = Γ ◦ σΦ
′
t , ν ◦ γ′ = ν and γ ◦ γ′ = γ′ ◦ γ, then there
exists a strictly positive operator h affiliated with Z(N) such that, for all t ∈ R:
ν ◦ α−1 ◦ T ′ = (ν ◦ α−1 ◦ TL)β(h)
We have a similar result for the right invariant operator-valued weights.
Theorem 5.24. — Let (N,M,α, β,Γ, TL, R, τ, ν) be a measured quan-
tum groupoid. Then there exists a strictly positive operator δ affiliated
with M called modulus and then there exists a strictly positive operator
λ affiliated with Z(M) ∩ α(N) ∩ β(N) called scaling operator such that
[Dν ◦ α−1 ◦ TL ◦R : Dν ◦ α−1 ◦ TL]t = λ it
2
2 δit for all t ∈ R.
Moreover, we have, for all s, t ∈ R:
i)
[Dν ◦ α−1 ◦ TL ◦ τs : Dν ◦ α−1 ◦ TL]t = λ−ist
[Dν ◦ α−1 ◦ TL ◦R ◦ τs : Dν ◦ α−1 ◦ TL ◦R]t = λ−ist
[Dν ◦ α−1 ◦ TL ◦ σν◦α−1◦TL◦Rs : Dν ◦ α−1 ◦ TL]t = λist
[Dν ◦ α−1 ◦ TL ◦R ◦ σν◦α−1◦TLs : Dν ◦ α−1 ◦ TL ◦R]t = λ−ist
ii) R(λ) = λ, R(δ) = δ−1, τt(δ) = δ and τt(λ) = λ ;
iii) δ is a group-like element i.e Γ(δ) = δ β⊗α
N
δ.
6. A density theorem
In this section, we prove that there are sufficiently enough operators which
are both bounded under the left-invariant operator-valued weight and the right-
invariant operator-valued weight. This allows, as a corollary, to found bounded
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elements for both α and β which will be useful for duality. This chapter is
mostly inspired by chapter 7 of [Eno04].
Lemma 6.1. — Let y, z ∈ NTR ∩NΨ and ξ ∈ D((HΨ)β , µo), then we have:
[(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)]∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
≤ ||Rβ,ν0(ξ)||2(ωJΨΛΨ(z) β⋆α
µ
id)(Γ(y∗y))
For all y ∈ NTR ∩ NΨ, z ∈M and ξ ∈ D((HΨ)β , µo), then we have:
R
(
[(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)]∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
)
≤ ||Rβ,ν0(ξ)||2(ωJΨΛΨ(y) β⋆α
µ
id)(Γ(z∗z))
Proof. — The first inequality comes straightforward from theorem 3.52. Then,
apply R to get for all z ∈ NTR ∩NΨ:
R
(
[(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)]∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
)
≤ ||Rβ,ν0(ξ)||2R(ωJΨΛΨ(z) β⋆α
µ
id)(Γ(y∗y))
= ||Rβ,ν0(ξ)||2(ωJΨΛΨ(y) β⋆α
µ
id)(Γ(z∗z))
Let us assume now that z ∈ M . Using Kaplansky’ s theorem, there exist
a family zi in NTR ∩ NΨ, weakly converging to z, with ||zi|| ≤ ||z||. Then we
infer that Rβ,ν
0
(JΨz
∗
i JΨξ) is weakly converging to R
β,ν0(JΨz
∗JΨξ) with:
||Rβ,ν0(JΨz∗JΨξ)|| ≤ ||Rβ,ν0(JΨz∗JΨξ)||
Therefore (ωΛΨ(y),JΨz∗i JΨξ ∗ id)(U ′H) is weakly converging to (ωΛΨ(y),JΨz∗JΨξ ∗
id)(U ′H) with:
||(ωΛΨ(y),JΨz∗i JΨξ ∗ id)(U ′H)|| ≤ ||(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)||
which finishes the proof.
Proposition 6.2. — If z ∈ NTL , y ∈ NTR ∩ NΨ and ξ ∈ D((HΨ)β , µo) then
(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H) belongs to NTR ∩ NΨ.
Proof. — By the previous lemma and by right left-invariance of Φ, we have:
Ψ
(
(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
)
= Φ ◦R ([(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)]∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H))
≤ ||Rβ,ν0(ξ)||2ωJΨΛΨ(y)(id β⋆α
µ
Φ)(Γ(z∗z)) = ||Rβ,ν0(ξ)||2ωJΨΛΨ(y)(TL(z∗z))
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Also, we have:
TR
(
(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
)
= R ◦ TL ◦R
(
[(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)]∗(ωΛΨ(y),JΨz∗JΨξ ∗ id)(U ′H)
)
≤ ||Rβ,ν0(ξ)||2(ωJΨΛΨ(y) β⋆α
µ
id)(id β⋆α
µ
TL)(Γ(z
∗z))
= ||Rβ,ν0(ξ)||2(ωJΨΛΨ(y) β⋆α
µ
id)(TL(z
∗z) β⊗α
µ
1))
≤ ||Rβ,ν0(ξ)||2||TL(z∗z)||||TR(y∗y)||1
Lemma 6.3. — For all y, z ∈ NTR ∩ NΨ and η ∈ D((HΨ)β , µo), we have:
R[(ωy∗JΨη,JΨΛΨ(z) ∗ id)(U ′H)]R[(ωy∗JΨη,JΨΛΨ(z) ∗ id)(U ′H)]∗
≤ ||TR(y∗y)||2(ωη β⋆α
µ
id)(Γ(zz∗))
Proof. — Let us compute:
R[(ωy∗JΨη,JΨΛΨ(z) ∗ id)(U ′H)]R[(ωy∗JΨη,JΨΛΨ(z) ∗ id)(U ′H)]∗
= (ωΛΨ(z),JΨy∗JΨη ∗ id)(U ′H)(ωΛΨ(z),JΨy∗JΨη ∗ id)(U ′H)∗
= (ωJΨΛΨ(y),η β⋆α
µ
id)(Γ(z))(ωJΨΛΨ(y),η β⋆α
µ
id)(Γ(z))∗
≤ ||TR(y∗y)||2(ωη β⋆α
µ
id)(Γ(zz∗))
Proposition 6.4. — Let y1, z
′ ∈ NTR ∩ NΨ, y2 ∈ NTR ∩ NΨ ∩ NΦ, z ∈
R(T ΨΦ,TL)∗ defined in proposition 5.17 and en the analytic elements associated
to the Radon-Nikodym derivative δ defined in [Vae01a]. Then the operators
(ωy∗1ΛΨ(y2),JΨz∗e∗nΛΨ(z′) ∗ id)(U ′H) belong to NTR ∩ NΨ ∩NTL ∩ NΦ.
Proof. — Let us write X = (ωy∗1ΛΨ(y2),JΨz∗e∗nΛΨ(z′) ∗ id)(U ′H). Since y∗1y2 be-
longs to NTR ∩NΨ and z belongs to R(NTR)∗ = NTL and therefore enz belongs
to NTR , we get, using proposition 6.2, that X belongs to NTR ∩ NΨ. On the
other hand, since y1, y2, z
∗e∗nz
′ belong to NTR ∩ NΨ, we can use lemma 6.3 to
get that:
R(X)R(X)∗ ≤ ||TR(y∗1y1)||(ωJΨΛΨ(y2) β⋆α
µ
id)(Γ(z∗e∗nz
′z′∗enz))
≤ ||TR(y∗1y1)||||z′||2(ωJΨΛΨ(y2) β⋆α
µ
id)(Γ(z∗e∗nenz))
Let us apply TR to this inequality, we get that:
TR(R(X)R(X)
∗) ≤ ||TR(y∗1y1)||||z′||2TR(ωJΨΛΨ(y2) β⋆α
µ
id)(Γ(z∗e∗nenz))
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which is equal, thanks to lemma 5.19, to:
||TR(y∗1y1)||||z′||2ωδ− 12 JΨΛΨ(y2)(TL(δ
− 12 z∗e∗nenzδ
− 12 ))
With the hypothesis, we get that δ
1
2 zδ−
1
2 belongs to NTL and therefore
enzδ
− 12 = (enδ−
1
2 )δ
1
2 zδ−
1
2 belongs also to NTL . We also get that JΨΛΨ(y2)
belongs to the domain of δ−
1
2 which proves that R(X)∗ belongs to NTR and
therefore X belongs to NTL . We prove by similar computations that X belongs
to NΦ.
Theorem 6.5. — The left ideal NTR ∩ NΨ ∩ NTL ∩ NΦ is dense in M and
ΛΨ(NTR ∩ NΨ ∩ NTL ∩ NΦ) is dense in H.
Proof. — Let y be in NTR ∩ NΨ ∩ NΦ and z in NTR ∩ NΨ. Taking, by
Kaplansky’s theorem, a bounded family ei in NTR ∩ NΨ strongly converg-
ing to 1, we get that Rαˆ,µ(e∗iΛΨ(y)) is weakly converging to R
αˆ,µ(ΛΨ(y)).
Taking also a bounded family fk in R(T ΦTR,Ψ)∗ strongly converging to 1, we
get that Rβ,µ
0
(JΨf
∗
ke
∗
nΛΨ(z)) is weakly converging, when n, k go to infin-
ity, to Rβ,µ
0
(ΛΨ(z)). Therefore, using the previous proposition, we get that
(ωΛΨ(y),JΨΛΨ(z) ∗ id)(U ′H) belongs to the weak closure of NTR ∩NΨ∩NTL ∩NΦ.
By proposition 5.17, we get that, for any x ∈ TTR,Ψ, there exists yi in NTR ∩
NΨ ∩ NΦ such that ΛTR(yi) is weakly converging to ΛTR(x) or equivalently
Rαˆ,µ(ΛΨ(yi)) is weakly converging to R
αˆ,µ(ΛΨ(x)). Therefore, we get that
(ωΛΨ(x),JΨΛΨ(z) ∗ id)(U ′H) belongs to the weak closure of NTR ∩NΨ∩NTL ∩NΦ.
It remains true for x in NTR ∩ NΨ ∩ N ∗TR ∩ N ∗Ψ by density. If now x belongs
to NTR ∩ NΨ, and hi is a bounded family in NTR ∩ NΨ, since ΛTR(h∗i x) =
h∗iΛTR(x) is weakly converging to ΛTR(x), we finally obtain that, for any x, z
in NTR∩NΨ, the operator (ωΛΨ(y),JΨΛΨ(z)∗id)(U ′H) belongs to the weak closure
of NTR ∩NΨ ∩NTL ∩NΦ. By density, for all ξ ∈ D( αˆH,µ) and η ∈ D(Hβ , µ0),
the operator (ωξ,η∗id)(U ′H) belongs to the weak closure ofNTR∩NΨ∩NTL∩NΦ.
Which proves the density of NTR ∩ NΨ ∩ NTL ∩ NΦ in M by theorem 4.2.
Let gn an increasing sequence of positive elements ofMTR∩MΨ∩MTL∩MΦ
strongly converging to 1. The operators:
hn =
√
1
π
∫ +∞
−∞
e−t
2
σΨt (gn) dt
are in MTR ∩MΨ, analytic with respect to Ψ, and, for any z ∈ C, σΨz (hn)
is a bounded sequence strongly converging to 1. Let now λ =
∫ +∞
0
t det be
the scaling operator. Let us write h′n =
(∫ n
1
n
det
)
hn. These operators are in
NTR ∩NΨ, analytic with respect to Ψ, and, for any z ∈ C, σΨz (h′n) is a bounded
sequence strongly converging to 1. Moreover the operators h′n belong also to
NTL ∩ NΦ by lemma 5.5 and [Vae01a]. Let now x be in NΨ. We get that xh′n
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belongs to NTR ∩ NΨ ∩ NTL ∩ NΦ and that:
ΛΨ(xh
′
n) = JΨσ
Ψ
−i/2(h
′
n)JΨΛΨ(x)
is converging to ΛΨ(x) which finishes the proof.
Theorem 6.6. — Let TTR,Ψ,TL,Φ be the subset of elements x in NTR ∩ NΨ ∩
NTL∩NΦ, analytic with respect to both Φ and Ψ, and such that, for all z, z′ ∈ C,
σΨz ◦ σΦz′(x) belongs to NTR ∩NΨ ∩NTL ∩NΦ. Then TTR,Ψ,TL,Φ is dense in M
and ΛΨ(TTR,Ψ,TL,Φ) is dense in H.
Proof. — Let x be a positive operator in MTR ∩MΨ ∩MTL ∩MΦ. Let now
λ =
∫∞
0
t det be the scaling operator and let us define:
xn =
(∫ n
1
n
det
)
n
π
∫ +∞
−∞
∫ +∞
−∞
e−n(t
2+s2)σΨt σ
Φ
s (x) dsdt
It is not so difficult to see that xn is analytic both with respect to Φ and
Ψ. By lemma 5.5 and thanks to [Vae01a] and [EN96] 10.12, we see that the
operators σΨz (xn) and σ
Φ
z (xn) are linear combinations of positive elements in
MTR ∩MΨ ∩MTL ∩MΦ.
Corollary 6.7. — There exist a dense linear subspace E of NΦ such that
ΛΦ(E) is dense in L
2(M,Φ) = H and:
JΦΛΦ(E) ⊂ D( αH,µ) ∩D(Hβ , ν0)
Proof. — Let E be the linear subspace spanned by the elements of the form enx
where en are the analytic elements associated to the Radon-Nikodym derivative
δ, defined in [Vae01a], and x belongs to TTR,Ψ,TL,Φ. It is clear that E is a subset
of NΦ, dense in M and that ΛΦ(E) is dense in H . Since E ⊂ NΦ ∩ NTL , we
have:
JΦΛΦ(E) ⊂ D( αH,µ)
Using [Vae01a], we get that:
JΦΛΦ(enx) = δ
− 12JΨΛΨ(enx)
Since enxδ
− 12 = (enδ−
1
2 )δ
1
2xδ−
1
2 and, by the previous theorem, that δ
1
2xδ−
1
2
is a bounded operator in NTR , so is enxδ− 12 and therefore, we have:
δ−
1
2JΨΛΨ(enx) = λ
1
4JΨΛΨ(enxδ
− 12 ) ⊂ JΨΛΨ(NΨ ∩ NTR)
and we get that JΦΛΦ(enx) belongs to D(Hβ , µ
0). By linearity, we get the
result.
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7. Manageability of the fundamental unitary
In this section, we prove that the fundamental unitary satisfies a propo-
sition similar to Woronowicz’s manageability of [Wor96]. Following [Eno02]
(definition 4.1), we define the notion of weakly regular pseudo-multiplicative
unitary which is interesting by itself but it will be useful for us to get easily
von Neumann algebra structure on the dual structure.
Definition 7.1. — We call manageable operator the strictly positive op-
erator P on HΦ such that P
itΛΦ(x) = λ
t
2ΛΦ(τt(x)), for all x ∈ NΦ and t ∈ R.
Proposition 7.2. — For all m ∈M , n ∈ N and t ∈ R, we have:
P itmP−it = τt(m) P itα(n)P−it = α(σνt (n))
P itβ(n)P−it = β(σνt (n)) P
itβˆ(n)P−it = βˆ(σνt (n))
Proof. — Straightforward.
Then, we can define operators P it β⊗α
ν
P it on HΦ β⊗α
ν
HΦ and P
it
α⊗βˆ
νo
P it
on HΦ α⊗βˆ
νo
HΦ for all t ∈ R.
Theorem 7.3. — The unitary W satisfies a manageability relation. More ex-
actly, we have:
(σνW
∗σν(q βˆ⊗α
ν
v)|p α⊗β
νo
w) = (σνoWσνo(JΦp α⊗β
νo
P−1/2v)|JΦq βˆ⊗α
ν
P 1/2w)
for all v ∈ D(P− 12 ), w ∈ D(P 12 ) and p, q ∈ D(αHΦ, ν) ∩D((HΦ)βˆ , νo). More-
over, for all t ∈ R, we have W (P it β⊗α
ν
P it) = (P it α⊗βˆ
νo
P it)W .
Proof. — Let p, q ∈ D(αHΦ, ν) ∩ D((HΦ)βˆ , νo). For all v ∈ D(D1/2) and
w ∈ D(D−1/2), we know that:
(I(id ∗ ωq,p)(W )Iv|w) = ((id ∗ ωp,q)(W )P 1/2v|P−1/2w)
for all v ∈ D(P 1/2) and w ∈ D(P−1/2). By 4.6, we rewrite the formula:
(σνW
∗σν(q βˆ⊗α
ν
v)|p α⊗β
νo
w) = (σνoWσνo (JΦp α⊗β
νo
P−1/2v)|JΦq βˆ⊗α
ν
P 1/2w)
Now, we have to prove W ∗(P it α⊗βˆ
νo
P it) = (P it β⊗α
ν
P it)W ∗ for all
t ∈ R. First of all, because of the commutation relation between P and β,
D((HΦ)β , ν
o) is P it-invariant and if (ξi)i∈I is a (No, νo)-basis of (HΦ)β , then
(P itξi)i∈I is also. Let v ∈ D((HΦ)β , νo) and a ∈ NTL ∩NΦ. We compute:
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(P it β⊗α
ν
P it)W ∗(v α⊗βˆ
νo
ΛΦ(a))
=
∑
i∈I
P itξi β⊗α
ν
λt/2ΛΦ(τt((ωv,ξi β⋆α
ν
id)(Γ(a))))
=
∑
i∈I
P itξi β⊗α
ν
ΛΦ((ωP itv,P itξi β⋆α
ν
id)(Γ(λt/2τt(a))))
=W ∗(P itv α⊗βˆ
νo
λt/2ΛΦ(τt(a))) =W
∗(P it α⊗βˆ
νo
P it)(v α⊗βˆ
νo
ΛΦ(a))
Definition 7.4. — A pseudo-multiplicative unitary W w.r.t α, β, βˆ is said to
be weakly regular if the weakly closed linear span of (λα,βv )
∗Wρβˆ,αw where
v, w belongs to D(αH, ν) is equal to α(N)
′.
Proposition 7.5. — The operator Ŵ = σνW
∗σν from HΦ βˆ⊗α
ν
HΦ onto
HΦ α⊗β
νo
HΦ is a pseudo-multiplicative unitary over N w.r.t α, β, βˆ which is
weakly regular in the sense of [Eno02] (definition 4.1).
Proof. — By [EV00], we know that Ŵ is a pseudo-multiplicative unitary. We
also know that < (λα,βv )
∗Ŵρβˆ,αw >
−w⊂ α(N)′. For all v ∈ D(P− 12 ), w ∈ D(P 12 )
and p, q ∈ D(αHΦ, ν) ∩D((HΦ)βˆ , νo), we have, by theorem 7.3:
((λα,βp )
∗Ŵρβˆ,αv q|w) = (σνoWσνo(JΦp α⊗β
νo
P−1/2v)|JΦq βˆ⊗α
ν
P 1/2w)
and on the other hand:
(Rα,ν(v)Rα,ν(p)∗q|w) = (Rα,ν(v)JνRβˆ,νo(JΦp)∗JΦq|w)
= (Rα,ν(v)JνΛν(< JΦq, JΦp >βˆ,νoL
)|w)
= (P−1/2Rα,ν(v)JνΛν(< JΦq, JΦp >βˆ,νoL)|P
1/2w)
= (Rα,ν(P−1/2v)∆−1/2ν JνΛν(< JΦq, JΦp >βˆ,νoL)|P
1/2w)
= (Rα,ν(P−1/2v)Λν(< JΦp, JΦq >βˆ,νoL)|P
1/2w)
= (α(< JΦp, JΦq >βˆ,νoL
)P−1/2v|P 1/2w)
= (JΦp βˆ⊗α
ν
P−1/2v|JΦq βˆ⊗α
ν
P 1/2w)
There exists Ξ ∈ HΦ βˆ⊗α
ν
HΦ such that σνoWσνoΞ = JΦp βˆ⊗α
ν
P−1/2v since
W is onto. By definition, there exists a net (
∑n(i)
k=1 JΦp
i
k α⊗β
νo
P−1/2vik)i∈I
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which converges to Ξ. Then ((
∑n(i)
k=1(λ
α,β
pik
)∗Ŵρβˆ,α
vik
q|w))i∈I converges to:
(σνoWσνoΞ|JΦq βˆ⊗α
ν
P 1/2w) = (JΦp βˆ⊗α
ν
P−1/2v|JΦq βˆ⊗α
ν
P 1/2w)
= (Rα,ν(v)Rα,ν(p)∗q|w)
Then, we obtain α(N)′ =< Rα,ν(v)Rα,ν(p)∗ >−w⊂< (ωv,p∗id)(Ŵσνo) >−w.
8. Duality
In this section, a dual measured quantum groupoid is constructed thanks
to modulus and scaling operator. Then, we obtain a bi-duality theorem which
generalizes Pontryagin duality, locally compact quantum groups duality and
duality for groupoids. Finally, we get Heisenberg’s relations.
8.1. Dual structure. —
Definition 8.1. — The weak closure of the linear span of (ωξ,η ∗ id)(W ),
where ξ ∈ D((HΦ)β , νo) and η ∈ D(αHΦ, ν), is denoted by M̂ . It’s a von Neu-
mann algebra because weak regularity of Wˆ (prop. 7.5) and [Eno02] (proposi-
tion 3.2).
Definition 8.2. — We put Γˆ the application from M̂ into L(HΦ βˆ⊗α
ν
HΦ)
such that, for all x ∈ M̂ , we have:
Γˆ(x) = σνoW (x β⊗α
N
1)W ∗σν
Proposition 8.3. — The 5-uple (N, M̂, α, βˆ, Γˆ) is a Hopf-bimodule called
dual Hopf-bimodule.
Proof. — The proposition comes from theorems 6.2 and 6.3 of [EV00] applied
to Ŵ = σνW
∗σν .
Lemma 8.4. — Let call Mα,β∗ the subspace of M∗ spanned by the positive and
normal forms such that there exists k ∈ R+ and both ω ◦ α and ω ◦ β are
dominated by kν. Then, Mα,β∗ is dense *-subalgebra of M∗ such that, for all
m ∈M , we have:
ωµ(m) = µ((ω β⋆α
ν
id)(Γ(m))) and ω∗(m) = ω ◦R(m∗)
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Proof. — By definition ωµ belongs to M∗. There exists ξ ∈ D(Hβ , νo) such
that ω = ωξ. For all n ∈ N , we have:
ωµ(α(n∗n)) = µ((ωξ β⋆α
ν
id)(Γ(α(n∗n))))
= µ((λβ,ν
0
ξ )
∗(α(n∗n) β⊗α
N
1)λβ,ν
0
ξ ) = µ((λ
β,ν0
α(n)ξ)
∗λβ,ν
0
α(n)ξ)
= µ ◦ α(< α(n)ξ, α(n)ξ >β,ν0) ≤ kν(< α(n)ξ, α(n)ξ >β,ν0) = k||α(n)ξ||2
= kω ◦ α(n∗n) ≤ k2ν(n∗n)
Also, we can prove that ωµ ◦ β is dominated by k2ν so that ωµ belongs to
Mα,β∗ . Since R ◦ α = β, Mα,β∗ is *-stable. We have to prove associativity of
product and that (ωµ)∗ = µ∗ω∗. The first property comes from co-associativity
of co-product and the second one comes from co-involution property. We only
check the first one because the second proof is very similar computation. Let
ω, µ, χ ∈ Mα,β∗ and ξ, ξ′, ξ′′ ∈ D(Hβ , νo) the corresponding vectors. Then, for
all m ∈M , it is easy to see that:
(ωµ)χ(x) = ((Γ β⋆α
ν
id)(Γ(x))(ξ β⊗α
ν
ξ′ β⊗α
ν
ξ′′)|ξ β⊗α
ν
ξ′ β⊗α
ν
ξ′′)
= ((id β⋆α
ν
Γ)(Γ(x))(ξ β⊗α
ν
ξ′ β⊗α
ν
ξ′′)|ξ β⊗α
ν
ξ′ β⊗α
ν
ξ′′)
= (Γ((ωξ β⋆α
ν
id)(Γ(x)))(ξ′ β⊗α
ν
ξ′′)|ξ′ β⊗α
ν
ξ′′)
= µχ((ωξ β⋆α
ν
id)(Γ(x))) = ω(µχ)(x)
Density condition comes from corollary 6.7 for example.
Corollary 8.5. — The contractive application π̂ from Mα,β∗ to M̂ such that
π̂(ω) = (ω ∗ id)(W ) is 1-1 and multiplicative.
Proof. — The application π̂ is injective because of theorem 4.2. We prove
multiplicativity of π̂ for positive linear forms because the general case comes
then from linearity. Let ξ, η ∈ D(αH, ν) ∩ D(Hβ , νo), ζ1 ∈ D(αH, ν) and
ζ2 ∈ D(Hβˆ , νo). By proposition 3.42 of the first part, we know that:
((ωξ ∗ id)(W )(ωη ∗ id)(W )ζ1|ζ2)
is equal to the scalar product of
(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν (1 β⊗α
N
σνo)(1 β⊗α
N
W )(ξ β⊗α
ν
η β⊗α
ν
ζ1)
by [ξ β⊗α
ν
η] α⊗βˆ
νo
ζ2. Then, by pseudo-multiplicativity of W , this equal to:
((W ∗ α⊗βˆ
No
1)(1 α⊗βˆ
No
W )(W β⊗α
N
1)(ξ β⊗α
ν
η β⊗α
ν
ζ1)|[ξ β⊗α
ν
η] α⊗βˆ
νo
ζ2)
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= ((1 α⊗βˆ
No
W )W (ξ β⊗α
ν
η) β⊗α
ν
ζ1|W (ξ β⊗α
ν
η) α⊗βˆ
νo
ζ2)
= ((1 α⊗βˆ
No
(id ∗ ωζ1,ζ2)(W ))W (ξ β⊗α
ν
η)|W (ξ β⊗α
ν
η))
Since Γ is implemented by W , this is equal to:
(Γ((id ∗ ωζ1,ζ2)(W ))(ξ β⊗α
ν
η)|(ξ β⊗α
ν
η)) = (ωξωη)((id ∗ ωζ1,ζ2)(W ))
= (((ωξωη) ∗ id)(W )ζ1|ζ2)
By density of D(αH, ν) and D(Hβˆ , ν
o) inH , we get that πˆ is multiplicative.
To get a measured quantum groupoid from the dual Hopf-bimodule, we
have to exhibit, first of all, a co-involution. This is done and the following
proposition:
Proposition 8.6. — There exists a unique *-anti-automorphism R̂ of M̂ such
that, for all ω ∈Mα,β∗ , we have R̂(π̂(ω)) = π̂(ω◦R). Moreover R̂(x) = JΦx∗JΦ
for all x ∈ M̂ and R̂ is a co-involution.
Proof. — For all ξ ∈ D(α(HΦ), ν) and η ∈ D((HΦ)β , νo), we have:
(JΦπˆ(ω ◦R)∗JΦξ|η) = (πˆ(ω ◦R)JΦη|JΦξ) = ((ω ◦R ∗ id)(W )JΦη|JΦξ)
= ω ◦R((id ∗ ωJΦη,JΦξ(W )) = ω((id ∗ ωξ,η)(W )) = (πˆ(ω)ξ|η)
So, if we define R̂ by R̂(x) = JΦx
∗JΦ for all x ∈ M̂ , we obtain a *-anti-
automorphism of M̂ such that, for all ω ∈Mα,β∗ , we have R̂(π̂(ω)) = π̂(ω ◦R).
Uniqueness comes from density of π̂(Mα,β∗ ) in M̂ . By definition, we have
R̂ ◦ α = βˆ. So, we have to check co-involution property to finish the proof.
For all ω ∈Mα,β∗ , we compute:
Γˆ(πˆ(ω)) = Wˆ ∗(1 α⊗β
No
(ω ∗ id)(W ))Wˆ = σνoW ((ω ∗ id)(W ) β⊗α
N
1)W ∗σν
= σνo(ω ∗ id ∗ id)((1 α⊗βˆ
No
W )(W β⊗α
N
1)(1 β⊗α
N
W ∗))σν
By pseudo-multiplicativity of W , this is equal to:
σνo(ω ∗ id ∗ id)((W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν(1 β⊗α
N
σνo))σν
= (ω ∗ id ∗ id)((1 α⊗βˆ
No
σνo)(W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν)
Then, we get:
Γˆ ◦ Rˆ(πˆ(ω)) = Γˆ(πˆ(ω ◦R))
= (ω ◦R ∗ id ∗ id)((1 α⊗βˆ
No
σνo)(W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν)
MEASURED QUANTUM GROUPOIDS 63
Now, by proposition 4.6, we know that: W = (I β⊗α
N
JΦ)W
∗(I β⊗α
N
JΦ) so
that:
(1 α⊗βˆ
No
σνo)(W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν
= (I α⊗β
No
JΦ α⊗βˆ
No
JΦ)[(W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν(1 β⊗α
N
σνo)]
∗(I β⊗α
N
JΦ βˆ⊗α
N
JΦ)
Since R is implemented by I and R̂ is implemented by JΦ, we have:
Γˆ ◦ Rˆ(πˆ(ω))
= (Rˆ α⋆β
No
Rˆ)((ω ∗ id)[(W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν(1 β⊗α
N
σνo)])
= (Rˆ α⋆βˆ
No
Rˆ) ◦ ςN ◦ Γˆ(πˆ(ω)) = ςNo ◦ (Rˆ βˆ⋆α
N
Rˆ) ◦ Γˆ(πˆ(ω))
A density argument enables us to conclude.
Then, we have to construct a left-invariant operator-valued weight T̂L from
M̂ to α(N). We follow J. Kustermans and S. Vaes’ paper [KV00]: we define in
fact a GNS construction (H, ι, Λ̂) and we give a core for Λ̂. Let introduce the
space I of ω ∈ Mα,β∗ such that there exists k ∈ R+ and |ω(x∗)| ≤ k||ΛΦ(x)||
for all x ∈ NΦ ∩ NTL . Then, by Riesz’ theorem, there exists ξ(ω) ∈ H such
that:
ω(x∗) = (ξ(ω)|ΛΦ(x))
Lemma 8.7. — The set {ξ(ω)| ω ∈ I} is dense in H.
Proof. — Let a, b ∈ E define in corollary 6.7. Then ωΛΦ(a),ΛΦ(b) belongs to
Mα,β∗ and we have, for all x ∈ NΦ ∩ NTL :
ωΛΦ(a),ΛΦ(b)(x
∗) = Φ(b∗x∗a) = Φ(x∗aσΦ−i(b
∗)) = (ΛΦ(aσΦ−i(b
∗))|ΛΦ(x))
so that ωΛΦ(a),ΛΦ(b) belongs to I and we have ξ(ωΛΦ(a),ΛΦ(b)) = ΛΦ(aσΦ−i(b∗))
which is dense in H .
In the following, for all form ω, we denote by ω the form such that ω(x) =
ω(x∗). Observe that ω ∈Mα,β∗ implies that ω belongs also to Mα,β∗ .
Proposition 8.8. — The space I is a dense left ideal of Mα,β∗ such that, for
all ω ∈Mα,β∗ and µ ∈ I, we have:
ξ(ωµ) = πˆ(ω)ξ(µ)
Proof. — If ξ, η belong to D(αH, ν) ∩ D(Hβ , ν0), then ωξ,η belongs to Mα,β∗ .
Moreover, if η belongs also to D(idHΦ,Φ) = JΦΛΦ(NΦ), then we have:
|ωξ,η(x∗)| = |(ξ|xη)| ≤ ||ξ||||xη|| ≤ k||ξ||||ΛΦ(x)||
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so that, by corollary 6.7, we can deduce that I is dense in Mα,β∗ and therefore
in M∗. Now, for all x ∈ NΦ ∩ NTL , we have:
ωµ(x∗) = µ((ω β⋆α
ν
id)Γ(x∗)) = µ(((ω β⋆α
ν
id)Γ(x))∗)
= (ξ(µ)|ΛΦ((ω β⋆α
ν
id)Γ(x))) = (ξ(µ)|(ω ∗ id)(W ∗)ΛΦ(x))
= ((ω ∗ id)(W )ξ(µ)|ΛΦ(x))
so that the proposition holds.
Definition 8.9. — For all t ∈ R and ω ∈M∗, we define elements of M∗ such
that, for all x ∈M :
τ∗t (ω)(w) = ω◦τt(x), δ∗t (ω)(x) = ω(δitx), and ρt(ω)(x) = ω(δ−itτ−t(x))
Proposition 8.10. — The applications τ∗, δ∗ and ρ define strongly continu-
ous one-parameter groups of *-automorphisms of Mα,β∗ . Moreover, they leave
I stable and, for all t ∈ R and ω ∈ I, we have:
ξ(τ∗t (ω)) = λ
− t2P−itξ(ω), ξ(δ∗t (ω)) = λ
t
2 JΦδ
−itJΦξ(ω),
and ξ(ρt(ω)) = P
itJΦδ
itJΦξ(ω)
Proof. — Since τt(δ) = δ, it is easy to see that τ
∗ and δ∗ commute with each
other and, for all t ∈ R, we have ρt = τ∗−t ◦δ∗−t so that the last statement comes
from the two first one. Since τ is implemented by P , τ∗ defines a strongly
continuous one-parameter representation of M∗. It is the same for δ∗. If ω
belongs to Mα,β∗ , then there exists k ∈ R+ such that, for all t ∈ R, we have:
τ∗t (ω) ◦ α = ω ◦ τt ◦ α = ω ◦ α ◦ σνt ≤ kν ◦ σνt = kν
Moreover, there exists ξ ∈ D(αH, ν) ∩D(Hβ , ν0) such that ω = ωξ and, for all
t ∈ R and n ∈ N , we have:
δt(ω)(α(n
∗n)) = (δitα(n∗n)ξ|ξ) = (α(n)ξ|α(n)δ−itξ)
= (α(n)ξ|δ−itα(γtσνt (n)ξ))
so that we get:
|δ∗t (ω)(α(n∗n))| ≤ k||Λν(n)||2 = kν(n∗n)
A similar proof with β allows us to deduce that τ∗, δ∗ and ρ belongs to Mα,β∗
as soon as ω belongs toMα,β∗ . It is also straightforward to check that τ∗t is a *-
automorphism of Mα,β∗ thanks to Γ◦ τt = (τt β⋆α
N
τt)◦Γ and the commutation
between τ and R. Also, it is also straightforward to check that δ∗t is a *-
automorphism of Mα,β∗ thanks to Γ(δ) = δ β⊗α
N
δ and R(δ) = δ−1. Finally,
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for all x ∈ NΦ ∩ NTL , we have, on one hand:
τt(ω)(x
∗) = ω(τt(x∗)) = ω ◦ τt(x∗) = (ξ(ω)|ΛΦ(τt(x)))
= (ξ(ω)|λ−t2 P itΛΦ(x)) = (λ−t2 P−itξ(ω)|ΛΦ(x))
and on the other hand:
δt(ω)(x
∗) = ω((xδ−it)∗) = (ξ(ω)|ΛΦ(xδ−it))
= (ξ(ω)|JΦδ−itJΦλ t2ΛΦ(x)) = (λ t2 JΦδitJΦξ(ω)|ΛΦ(x))
That finishes the proof.
Proposition 8.11. — There exists unique strongly continuous one-parameter
groups τ̂ , κ̂ and σ̂ of *-automorphisms of M̂ such that, for all t ∈ R and ω ∈
Mα,β∗ , we have:
τ̂t(π̂(ω)) = π̂(τ
∗
−t(ω)), κ̂t(π̂(ω)) = π̂(δ
∗
−t(ω)) and σ̂t(π̂(ω)) = π̂(ρt(ω))
Moreover, for all t ∈ R and x ∈ M̂ , the following properties hold:
– τ̂t(x) = P
itxP−it, κ̂t(x) = JΦδitJΦxJΦδ−itJΦ
and σ̂t(x) = P
itJΦδ
itJΦxJΦδ
−itJΦP−it
– τ̂ , κ̂ and σ̂ commute with each other. Also τ̂ and R̂ do.
– κ̂ ◦ α = α and τ̂ ◦ α = α ◦ σνt = σ̂ ◦ α
– (τ̂t β⋆α
N
τ̂t)◦Γ̂ = Γ̂◦ τ̂t, (id β⋆α
N
κ̂t)◦Γ̂ = Γ̂◦κ̂t and (τ̂t β⋆α
N
σ̂t)◦Γ̂ = Γ̂◦σ̂t
Proof. — By definition, we have σ̂ = τ̂ ◦ κ̂ = κ̂ ◦ τ̂ so that we just have to do
the proof for τ̂ and κ̂. For all ω ∈ Mα,β∗ and t ∈ R, we compute the values
of P itπˆ(ω)P−it and JΦδitJΦπˆ(ω)JΦδ−itJΦ. Let µ ∈ I. Since πˆ(ω) belongs to
β(N)′, we have on one hand:
P itπˆ(ω)P−itξ(µ) = P itπˆ(ω)λ
t
2 ξ(τ∗t (µ)) = λ
t
2P itξ(ωτ∗t (µ))
= ξ(τ∗−t(ω)µ) = πˆ(τ
∗
−t(ω))ξ(µ)
and on the other hand:
JΦδ
itJΦπˆ(ω)JΦδ
−itJΦξ(µ) = JΦδitJΦπˆ(ω)λ
−t
2 ξ(δ∗t (µ))
= ξ(δ∗−t(ω)µ) = πˆ(δ
∗
−t(ω))ξ(µ)
So, if we define τ̂t by τ̂t(x) = P
itxP−it and κ̂t by κ̂t(x) = JΦδitJΦxJΦδ−itJΦ,
then we get strongly continuous *-automorphism of M̂ satisfying the first prop-
erty. By definition, τ̂ is implemented by P and R̂ by JΦ. Since P and JΦ com-
mute with each other, so τ̂ and R̂ do. Now, τ̂ and τ coincide on α(N) ⊂M∩M̂
because they are both i:mplemented by P . Also τ̂ coincide with id on M ∩ M̂
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by definition. By the way, we can give a meaning for formulas of the fourth
point. Thanks to manageability of W , we have, for all t ∈ R and x ∈ M̂ :
Γ̂(τ̂t(x)) = σνW (P
itxP−it β⊗α
N
1)W ∗σν
= (P it βˆ⊗α
N
P it)σνW (x β⊗α
N
1)W ∗σν(P−it βˆ⊗α
N
P−it)
= (τ̂t βˆ⋆α
N
τ̂t)Γ̂(x)
Finally, since the left leg of W leaves in M , we have:
Γ̂(κ̂t(x)) = σνW (JΦδ
itJΦxJΦδ
−itJΦ β⊗α
N
1)W ∗σν
= (1 βˆ⊗α
N
JΦδ
itJΦ)σνW (x β⊗α
N
1)W ∗σν(1 βˆ⊗α
N
JΦδ
−itJΦ)
= (id βˆ⋆α
N
κ̂t)Γ̂(x)
Lemma 8.12. — We have (ωR ∗ id)(W ∗) = (τ∗−i/2(ω) ∗ id)(W ) for all ω ∈
D(τ∗−i/2).
Proof. — We know that (id∗µ)(W ) belongs to D(S) and that S((id∗µ)(W ) =
(id ∗ µ)(W ∗). So (id ∗ µ)(W ) belongs to D(τ−i/2) and τ−i/2((id ∗ µ)(W )) =
R((id ∗ µ)(W ∗)). By applying ω to the previous equation, we easily get the
result.
Since Ψ = Φ◦R, there exists an anti-unitary J from HΨ onto HΦ such that
JΛΨ(x) = ΛΦ(R(x∗)) for all x ∈ NΨ ∩ NTR .
Proposition 8.13. — For all ω ∈ I and µ ∈ D(ρi/2), ωµ belongs to I and
we have:
ξ(ωµ) = J ∗πˆ(ρi/2(µ))∗J ξ(ω)
Proof. — For all n ∈ N, we put en = n√π
∫
exp(−n2t2)δitdt so that enis analytic
with respect to σΦ, NΦen ⊂ NΦ and NΦδ− 12 en ⊂ NΨ. It is sufficient to prove
the proposition for all µ ∈ D(τ∗−i/2δi/2). Then, since δ is a co-character, we
can compute, for all x ∈ NΦ:
ΛΦ((id β⋆α
ν
µ)Γ(xen)) = ΛΨ((id β⋆α
ν
µ)Γ(xen)δ
− 12 )
= ΛΨ((id β⋆α
ν
µ)Γ(xenδ
− 12 )(1 β⊗α
N
δ−
1
2 ))
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The computation goes on as follow:
ΛΦ((id β⋆α
ν
µ)Γ(xen)) = ΛΨ((id β⋆α
ν
δ∗−i/2(µ))Γ(xδ
− 12 en))
= J ∗ΛΦ(R((id β⋆α
ν
δ∗−i/2(µ))Γ((xδ
− 12 en)∗)))
= J ∗ΛΦ((δ∗−i/2(µ) ◦R β⋆α
ν
id)Γ(R(xδ−
1
2 en)
∗))
= J ∗(δ∗−i/2(µ) ◦R ∗ id)(W ∗)ΛΦ(R(xδ−
1
2 en)
∗))
= J ∗(δ∗−i/2(µ) ◦R ∗ id)(W ∗)JΛΨ(xδ−
1
2 en))
= J ∗(τ∗−i/2δ∗−i/2(µ) ∗ id)(W )JΛΦ(xen)) = J ∗(ρi/2(µ) ∗ id)(W )JΛΦ(xen))
Now, we have:
(ωµ)((xen)
∗) = (ω β⋆α
ν
µ)Γ((xen)
∗) = ω((id β⋆α
ν
µ)Γ((xen)
∗))
= (ξ(ω)|ΛΦ((id β⋆α
ν
µ)Γ(xen))) = (ξ(ω)|J ∗πˆ(ρi/2(µ))JΛΦ(xen))
= (J ∗πˆ(ρi/2(µ))∗J ξ(ω)|ΛΦ(xen))
Since (xen)n∈N is converging to x and (ΛΦ(xen))n∈N is converging to ΛΦ(x),
we finally have:
(ωµ)(x∗) = (J ∗πˆ(ρi/2(µ))∗J ξ(ω)|ΛΦ(x))
so that ωµ ∈ I and ξ(ωµ) = J ∗πˆ(ρi/2(µ))∗J ξ(ω).
Corollary 8.14. — There exists a unique closed densely defined operator Λ̂
from D(Λˆ) ⊂ M̂ to HΦ such that π̂(I) is a core for Λ̂ and Λˆ(πˆ(ω)) = ξ(ω) for
all ω ∈ I.
Proof. — Let (ωn)n∈N be a sequence of I and let w ∈ HΦ such that (πˆ(ωn))n∈N
is converging to 0 and (ξn)n∈N is converging to w. If µ belongs to D(ρi/2) ∩ I,
then we have, by the previous proposition, for all n ∈ N:
πˆ(ωn)ξ(µ) = J ∗πˆ(ρi/2(µ))∗J ξ(ωn)
Take the limit to get that 0 = J ∗πˆ(ρi/2(µ))∗Jw. Since it is easy to check
that ρi/2(D(ρi/2) ∩ I) is dense in I we get that w = 0. So the formula of
the proposition defines a closable operator and its closure satisfy all expected
conditions.
Theorem 8.15. — There exists a unique normal semi-finite faithful weight
T̂L : M̂ → α(N) such that the normal semi-finite faithful weight Φ̂ = ν◦α−1◦T̂L
admits (H, ι, Λ̂) as GNS construction. Moreover, σ̂ is the modular group of Φ̂,
the closure of PJΦδJΦ (P and JΦδJΦ commute with each other) coincide with
the modular operator of Φ̂ and σ
cTL
t (βˆ(n)) = βˆ(γ−t(n)) for all t ∈ R and n ∈ N .
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Proof. — Since π̂ is a multiplicative application and since I is a left ideal of
Mβ,α∗ , xy belongs to π̂(I) for all x ∈ π̂(Mβ,α∗ ) and y ∈ π̂(I) so, by definition,
we have Λ̂(xy) = xΛ̂(y). Using the closeness of Λ̂, we show that D(Λ̂) is a left
ideal of M̂ and Λ̂(xy) = xΛ̂(y) for all x ∈ M̂ and y ∈ D(Λ̂).
By proposition 8.11, σ̂t(x) belongs to D(Λ̂) for all x ∈ π̂(I) and t ∈ R and
Λ̂(σ̂t(x)) = P
itJΦδ
itJΦΛ̂(x). Using again the closeness of Λ̂, we get that σ̂t(x)
belongs to D(Λ̂) for all x ∈ D(Λ̂) and t ∈ R and we have:
Λ̂(σ̂t(x)) = P
itJΦδ
itJΦΛ̂(x)
By proposition 8.13, for all ω ∈ D(ρi/2) and x ∈ π̂(I), xπ̂(ω) belongs to D(Λ̂)
and we have Λ̂(xπ̂(ω)) = J ∗π̂(ρi/2(ω))∗J Λ̂(x) = J ∗σ̂i/2(π̂(ρi/2)))∗J Λ̂(x).
Since π̂(D(ρi/2)) is dense in D(σ̂i/2) and σ̂-invariant, π̂(D(ρi/2)) is a core for
σ̂. The closeness of Λ̂ allows us to conclude that xy belongs to D(Λ̂) for all
x ∈ D(Λ̂) and y ∈ D(σ̂i/2) and we have:
Λ̂(xy) = J ∗σ̂i/2(y)∗J Λ̂(x)
Therefore we know, by proposition 5.14 of [Kus97], that there exists a normal
semi-finite weight Φ̂ on M̂ such that (H, ι, Λ̂) is a GNS construction for Φ̂ and
σ̂ is the modular group of Φ̂. Moreover, thanks to the previous equation, we
have:
Λ̂(xy) = J ∗σ̂i/2(y)∗J Λ̂(x)
for all x ∈ NbΦ and y ∈ D(σ̂i/2) ∩NbΦ. We easily get faithfulness of Φ̂ from this
last relation. We already know that α(N) ⊆ M ∩ M̂ and, by proposition 8.11
we have, for all n ∈ N :
σ
bΦ
t (α(n)) = α(σ
ν
t (n)) = σ
ν◦α−1
t (α(n))
By Haagerup’s existence theorem, we get the normal semi-finite faithful weight
Φ̂. Finally, we check the last property. For all n ∈ N and t ∈ R, we have:
σ
bΦ
t (βˆ(n)) = P
itJΦδ
itα(n∗)δ−itJΦP−it = P itJΦα(γ−tσν−t(n
∗))JΦP−it
= P itβˆ(γ−tσν−t(n))P
−it = βˆ(γ−t(n))
because γ and σν commute with each other.
Lemma 8.16. — For all x ∈ NcTL ∩ NΦˆ, Λ̂(x) belongs to D(Hβ , ν0) and we
have Rβ,ν
o
(Λˆ(x)) = ΛcTL(x).
Proof. — By definition JbΦ and J implement the same operator on α(N) ⊂
M ∩ M̂ so that JbΦα(n∗)JbΦ = β(n) for all n ∈ N . Then the lemma is a
consequence of proposition 3.6.
MEASURED QUANTUM GROUPOIDS 69
Lemma 8.17. — For all ξ ∈ D((HΦ)βˆ , νo), all η ∈ D((HΦ)βˆ , νo)∩D(αHΦ, νo)
and all x ∈ NΦˆ ∩NcTL , (ωη,ξ βˆ⊗α
ν
id)(Γˆ(x)) belongs to NΦˆ ∩NcTL and we have:
Λˆ((ωη,ξ βˆ⊗α
ν
id)(Γˆ(x))) = (id ∗ ωη,ξ)(W )Λˆ(x)
Proof. — Thanks to the pentagonal relation, we can compute for all ω ∈ I:
(ωη,ξ βˆ⊗α
ν
id)(Γˆ(πˆ(ω))) = (ωη,ξ βˆ⊗α
ν
id)(Γˆ((ω ∗ id)(W )))
= (ωη,ξ βˆ⊗α
ν
id)(σνoW ((ω ∗ id)(W ) β⊗α
N
1)W ∗σν)
= (ω ∗ id ∗ ωη,ξ)((1 α⊗βˆ
No
W )(W β⊗α
N
1)(1 β⊗α
N
W ∗))
= (ω ∗ ωη,ξ ∗ id)((W α⊗βˆ
No
1)(σνo α⊗βˆ
No
1)(1 α⊗βˆ
No
W )σ2ν(1 β⊗α
N
σνo))
= πˆ((id ∗ ωη,ξ)(W )ω)
Then, by definition, (ωη,ξ βˆ⊗α
ν
id)(Γˆ(πˆ(ω))) belongs to NΦˆ∩NcTL for all ω ∈ I
and we have:
Λˆ((ωη,ξ βˆ⊗α
ν
id)(Γˆ(πˆ(ω)))) = (id ∗ ωη,ξ)(W )Λˆ(πˆ(ω))
Closeness of Λ̂ finishes the proof.
Proposition 8.18. — The operator-valued weight T̂L is left invariant.
Proof. — Let (ξi)i∈I be a (No, νo)-basis of (HΦ)βˆ . For all x ∈ NbΦ ∩ NcTL and
η ∈ D((HΦ)βˆ , νo) ∩D(αHΦ, ν), we have:
Φ̂((ωη βˆ⋆α
ν
id)(Γ̂(x∗x))) =
∑
i∈I
Φ̂((ωη,ξi βˆ⋆α
ν
id)(Γ̂(x))∗(ωη,ξi βˆ⋆α
ν
id)(Γ̂(x)))
=
∑
i∈I
||Λ̂((ωη,ξi βˆ⋆α
ν
id)(Γ̂(x))||2 =
∑
i∈I
||(id ∗ ωη,ξi)(W )Λ̂(x)||2
= ((ρβ,αη )
∗ρβ,αη Λ̂(x)|Λ̂(x)) = ||Λ̂(x) β⊗α
ν
η||2
= (α(< Λ̂(x), Λ̂(x) >β,νo η|η) = (T̂L(x∗x)η|η)
To have a measured quantum groupoid, we need to check a relation between
the co-involution R̂ and Γ. By the way, it will give a link between the two
natural GNS constructions of Φδ = Ψ = Φ ◦ R. We put SbΦ, JbΦ and ∆bΦ to be
the fundamental objects associated to Φ̂ by the Tomita’s theory in the GNS
construction (H, ι, Λ̂).
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Definition 8.19. — We put I♯ the subset of I consisting of elements of the
form ωΛΦ(a),ΛΦ(b) where a, b belong to E.
Lemma 8.20. — We have that π̂(I♯) is a core for Λ̂ and Λ̂(π̂(I♯)) is a core
for SbΦ and for ∆
z
bΦ for all z ∈ C.
Proof. — This lemma comes from standard arguments and by definition of
Λ̂.
Proposition 8.21. — For all x ∈ E, we have ΛΦ(x) belongs to D(S∗bΦ) and
we have:
S∗bΦΛΦ(x) = ΛΦ(S
−1(x)∗)
Moreover ΛΦ(E) is a core for S
∗
bΦ.
Proof. — Let ω ∈ I♯. For all µ ∈Mα,βˆ∗ , we have:
µ(π̂(ω)∗) = µ((ω ∗ id)(W )∗) = ω((id ∗ µ)(W ∗)) = ω ◦ S((id ∗ µ)(W ))
= ω∗ ◦ τ− i2 ((id ∗ µ)(W )) = µ((ω
∗ ◦ τ− i2 ∗ id)(W )) = µ(π̂(ω
∗ ◦ τ− i2 ))
Then, we have:
(SbΦΛ̂(π̂(ω))|ΛΦ) = (Λ̂(π̂(ω)∗)|ΛΦ) = (Λ̂(π̂(ω∗ ◦ τ− i2 )|ΛΦ)) = (ξ(ω
∗ ◦ τ− i2 )|ΛΦ)
= ω∗ ◦ τ− i2 (x
∗) = ω(S−1(x)) = (ΛΦ(S−1(x)∗)|ξ(ω)) = (ΛΦ(S−1(x)∗)|Λ̂(π̂(ω)))
Thus the previous lemma and the fact that ξ(ωΛΦ(a),ΛΦ(b)) = ΛΦ(aσ
Φ
−i(b
∗))
implies the proposition.
Proposition 8.22. — For all x ∈ NTR ∩ NΨ, we have:
JbΦΛΦδ (x) = ΛΦ(R(x
∗))
Proof. — Define the anti-unitary J of H such that JΛΦδ (x) = ΛΦ(R(x∗))
for all x ∈ NTR ∩ NΨ. Let a belongs to E. For all n ∈ N, we put en =
n√
π
∫
exp(−n2t2)δitdt so that en is analytic with respect to σΦ, NΦen ⊂ NΦ
and NΦδ− 12 en ⊂ NΨ. Since τs(δ) = δ, we see that τs(en) = en for all s ∈ R,
hence en ∈ D(τ i
2
) and τ i
2
(en) = en. By assumption a belongs to D(τ i
2
) so that
aen belongs to D(τ i
2
) and τ i
2
(aen) = τ i
2
(a)en. Hence τ i
2
(aen)δ
1
2 is a bounded
operator and its closure is equal to τ i
2
(a)(δ
1
2 en). We recall that κt(x) is equal,
by definition, to τt(m)δ
it for all t ∈ R and m ∈M . Then aen belongs to D(κ i
2
)
and κ i
2
(aen) = τ i
2
(a)(δ
1
2 en). By assumption, τ i
2
belongs to NΨ ∩ NTR . So we
see that κ i
2
(aen)δ
− 12 is bounded and its closure equals τ i
2
(a)en ∈ NΨ ∩ NTR
implying that κ i
2
(aen) ∈ NΦ ∩NTL and:
ΛΦ(κ i
2
(aen)) = ΛΦδ (κ i2 (aen)δ
− 12 ) = ΛΦδ (τ i2 (a)en)
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By definition, we have ∆itbΦΛΦ(x) = ΛΦ(κt(x)), we easily get that ΛΦ(aen)
belongs to D(∆− 12bΦ ) and:
∆
− 12
bΦ ΛΦ(aen) = ΛΦ(κ i2 (aen)) = ΛΦδ (τ i2 (a)en)
By closedness of ∆
− 12
bΦ , this implies that ΛΦ(a) belongs to D(∆
− 12
bΦ ) and:
∆
− 12
bΦ ΛΦ(a) = ΛΦδ (τ i2 (a))
Consequently, we have:
J∆− 12bΦ ΛΦ(a) = JΛΦδ (τ i2 (a)) = ΛΦ(S
−1(a)∗) = S∗bΦΛΦ(a) = JbΦ∆
− 12
bΦ ΛΦ(a)
Since ΛΦ(E) is a core for ∆
− 12
bΦ = JbΦS
∗
bΦ, we have done.
Finally, we have to recognize what is Ŵ .
Proposition 8.23. — The unitary σνW
∗σν is the fundamental unitary asso-
ciated with the dual Hopf-bimodule structure.
Proof. — The fundamental unitary associated with the dual quantum groupoid
is denoted by Ŵ . By definition of Ŵ and lemma 8.17, we have for all ξ ∈
D(αHΦ, ν) ∩D((HΦ)βˆ , νo), η ∈ D((HΦ)βˆ , νo) and x ∈ NΦˆ ∩ NcTL :
(ωξ,η ∗ id)(Ŵ ∗)Λ̂(x) = Λ̂((ωξ,η βˆ⋆α
ν
id)(Γ̂(x)))
= (id ∗ ωξ,η)(W )Λ̂(x) = (ωξ,η ∗ id)(σνoWσνo)Λ̂(x)
from which we easily deduce that Ŵ = σνW
∗σν .
Theorem 8.24. — (N, M̂, α, βˆ, Γ̂, T̂L, R̂, τ̂ , ν) is a measured quantum groupoid
called dual quantum groupoid of (N,M,α, β,Γ, TL, R, τ, ν). Fundamental
objects of the dual quantum groupoid (N, M̂, α, βˆ, Γ̂, R̂, T̂L, τ̂ , ν) are given, for
all x ∈ M̂ and t ∈ R, by:
i) Ŵ = σνW
∗σν is the fundamental unitary,
ii) R̂(x) = JΦx
∗JΦ is the unitary antipode and τ̂t(x) = P itxP−it is the
scaling group,
iii) λ̂ = λ−1 is the scaling operator and the closure of P−1JΦδJΦδ−1∆−1Φ
is the modulus δ̂,
iv) P̂ = P is the manipulation operator,
v) in the GNS construction (H, ι, Λ̂), the modular operator ∆bΦ is the
closure of PJΦδ
−1JΦ and the modular conjugation satisfies JbΦΛΦδ (x) =
ΛΦ(R(x
∗)) for all x ∈ NTR ∩ NΨ.
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Proof. — By proposition 8.3, (N, M̂, α, βˆ, Γ̂) is a Hopf-bimodule. By theo-
rem 8.15, it admits a normal semi-finite faithful left-invariant operator-valued
weight T̂L. By proposition 8.6, R̂ is a co-involution for this structure and,
by definition, we have R̂(π̂(ω)) = π̂(ω ◦ R) for all ω ∈ Mα,β∗ . Since JbΦ = J
implement R on M and since = Ŵ = σνW
∗σν , we get R((id ∗ ωJΦv,w)(Ŵ )) =
(id ∗ ωJΦw,v)(Ŵ ). By proposition 8.11, τ̂ is a scaling group. We just have to
check that the one-parameter group of automorphisms γ̂ of N leaves ν invari-
ant. However, we have already noticed, in theorem 8.15, that we have γ̂t = γ−t
for all t ∈ R. By hypothesis over γ, we have done.
By proposition 8.10 and by definition of τ̂ , π̂(I) is stable under τ̂t t ∈ R and
we have, for all ω ∈ I:
Λ̂(τ̂t(π̂(ω))) = Λ̂(π̂(ω ◦ τ−t)) = ξ(ω ◦ τ−t) = λ t2P itΛ̂(π̂(ω))
Now, by closeness of Λ̂, we get that P itΛ̂(x) = λ−
t
2 Λ̂(τ̂t(x)) for all x ∈ NcTL∩NbΦ
and t ∈ R. From this and from lemma 5.5, we get that:
λ−ist = [DΦ̂ ◦ τ̂−s : DΦ̂]t = [DΦ̂ ◦ σ̂bΦ◦bRs : DΦ̂]t = λ̂ist
and P itΛ̂(x) = λ̂
t
2 Λ̂(τ̂t(x)) = P̂
itΛ̂(x)
The whole picture is not completely drawn yet because the value of δ̂ is
missing. For this, we need the bi-duality theorem. The expression will finally
be given in 8.26.
8.2. Bi-duality theorem. — In this section, we compute fundamentals
objects of the dual structure. Also, we can construct the bi-dual quantum
groupoid that is the dual quantum groupoid of the dual quantum groupoid
and we establish a bi-duality theorem.
Theorem 8.25. — The measured quantum groupoid (N,M,α, β,Γ, TL, R, τ, ν)
and its bi-dual (N, M̂, α,
ˆˆ
β,
̂̂
Γ, T̂L,
̂̂
R, ̂̂τ , ν) coincide. Moreover, we have ̂̂Λ = ΛΦ.
Proof. — We know that JbΦ = J . Then, on α(N) ⊂M ∩ M̂ , we have:
ˆˆ
β(n) = JbΦα(n)
∗JbΦ = Jα(n)∗J = R(α(n)) = β(n)
By proposition 8.23, we have:
Ŵ = σνŴ
∗σν =W
so that we deduce that the Hopf-bimodule and its bi-dual coincide. We denote
by ̂̂π(ω) = (ω ∗ id)(Ŵ ) = (id ∗ ω)(W ∗) for all ω ∈ Mα,βˆ∗ . By definition of R̂
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and
̂̂
R, we have for all ξ, η ∈ D(αH, ν):̂̂
R((id ∗ ωJΦξ,η)(W ∗)) = ̂̂R(̂̂π(ωJΦξ,η)) = ̂̂π(ωJΦξ,η ◦ R̂)
= ̂̂π(ωJΦη,ξ) = (id ∗ ωJΦη,ξ)(W ∗)
so that
̂̂
R = R. Let ω ∈ Î. On note a = ̂̂π(ω). Then, for all Θ ∈ I, we have:
ω(πˆ(Θ)∗) = ω((Θ ∗ id)(W )∗) = ω((Θ ∗ id)(W ∗)) = Θ((id ∗ ω)(W ∗))
= Θ(a∗) = (ξ(Θ)|ΛΦ(a)) = (ΛΦ(a)|Λˆ(πˆ(Θ)))
Since π̂(I) is a core for Λ̂, this implies ω(x∗) = (ΛΦ(a)|Λ̂(x)) for all x ∈ NbΦ. By
definition of
̂̂
Λ, we get
̂̂
Λ(̂̂π(ω)) = ΛΦ(a) = ΛΦ(̂̂π(ω)). Since ̂̂π(Î) is a core for̂̂
Λ and by closeness of ΛΦ we have
̂̂
Λ(y) = ΛΦ(y) for all y ∈ NbΦ. In particular
T̂L = TL. Finally, we have to compute ̂̂τ . For example, we can use proposition
5.15, to get for all t ∈ R:
Γ ◦ ̂̂τ t = ̂̂Γ ◦ ̂̂τ t = (σbbΦt β⋆α
N
σ
bbΦ◦bbR
−t ) ◦ ̂̂Γ = (σΦt β⋆α
N
σΦ◦R−t ) ◦ Γ = Γ ◦ τ
and we can conclude by injectivity of Γ.
Proposition 8.26. — For all t ∈ R, we have:
δ̂it = P−itJΦδ−itJΦδ−it∆−itΦ
Proof. — By theorem 8.24, we know that ∆itbΦ = P
itJΦδ
itJΦ so that we get,
thanks to the bi-duality theorem that:
δ̂it = P̂−itJbΦ∆
itJbΦ = P
−itJbΦ∆
itJbΦ
From the previous proposition, it is easy to check on ΛΦδ (x) that JbΦ∆JbΦ
coincide with the modular operator of Ψ in the GNS construction (H, ι,ΛΦδ ).
Now, by proposition 2.5 of [Vae01a], this last modular operator is equal to the
closure of JΦδ
−1JΦδ∆Φ so that we get the result.
Remark 8.27. — From this last expression of δ̂, we can directly verify the
following properties which should be satisfied by duality, for all x ∈ M̂ and
s, t ∈ R:
σ
bΦ
s (δ̂
it) = λ̂ist δ̂it, σ
bΦ◦ bR
t (x) = δ̂
itσ
bΦ
t (x)δ̂
−it and Γ̂(δit) = δit βˆ⊗α
ν
δit
Theorem 8.28. — The following properties and their dual hold:
– τt(m) = ∆
it
bΦm∆
−it
bΦ and R(m) = JbΦm
∗JbΦ for all t ∈ R and m ∈M
– W (∆bΦ β⊗α
ν
∆Φ) = (∆bΦ α⊗βˆ
ν0
∆Φ)W
and W (JbΦ α⊗βˆ
ν0
JΦ) = (JbΦ β⊗α
ν
JΦ)W
∗
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– ∆itbΦ∆
is
Φ = λ
ist∆isΦ∆
it
bΦ, ∆
it
Φδ
is = λistδis∆itΦ and ∆
it
bΦδ
is = δis∆itbΦ
– JbΦJΦ = λ
i
4JΦJbΦ, JΦPJΦ = P
−1 and JbΦδJbΦ = δ
−1
– P is∆itΦ = ∆
it
ΦP
is and P isδitΦ = δ
it
ΦP
is
Proof. — Since δ is affiliated to M , JΦδJΦ is affiliated to M
′ so that, for all
t ∈ R and m ∈M , we have:
∆itbΦm∆
−it
bΦ = P
itJΦδ
itJΦmJΦδ
−itJΦP−it = P itmP−it = τt(m)
We have already noticed that R is implemented by JbΦ by definition of Φ̂ but
we can recover this point thanks to the bi-duality theorem and the fact that, by
definition, R̂ is implemented by JΦ. Now, since we have R((id ∗ωξ,JΦη)(W )) =
(id∗ωη,JΦξ)(W ) for all ξ, η ∈ D(αH, ν), we easily get the second equality of the
second point from the first point. Also, we know that τt((id ∗ ωξ,JΦη)(W )) =
(id ∗ ω∆itΦ ξ,∆itΦJΦη)(W ) for all t ∈ R from which and from the first point we get
the first equality of the second point. Since τ and σ commute each other, it is
easy to check on ΛΦ(x) the first equality of the last point. Since τ(δ) = δ, we
get the last equality of the last point. The last equality of the third point comes
from the fact that τ is implemented by ∆bΦ and that τ(δ) = δ. By proposition
5.2 of [Vae01a], we have σΦt (δ
is) = λistδit so that we get the second equality of
the third point. Then, for all s, t ∈ R, we have:
∆itbΦ∆
is
Φ = P
itJΦδ
itJΦ∆
is
Φ = P
itJΦδ
it∆isΦJΦ
= P itJΦλ
−ist∆isΦ δ
itJΦ = λ
ist∆isΦP
itJΦδ
itJΦ = λ
ist∆isΦ∆
it
bΦ
As far as the fourth point is concerned, the last equality comes from the fact
that R is implemented by JbΦ and R(δ) = δ
−1. The second one can be directly
checked on ΛΦ(x). Let us prove the first equality. Let x belongs to NΨ∩D(σΨi
2
).
Then, it is easy to see that R(x∗) belongs to NΦ ∩ D(σΦi
2
). Remembering that
the modular conjugation of Ψ = Φδ associated with the GNS construction
(H, ι,ΛΦδ ) is equal to λ
i
4 by proposition 2.5 of [Vae01a], we get:
JbΦJΦΛΦδ (x) = λ
i
4JbΦλ
i
4 JΦΛΦδ (x) = λ
i
4 JbΦΛΦδ (σ
Ψ
− i2 (x
∗)) = λ
i
4ΛΦ(R ◦ σΨi
2
(x))
= λ
i
4ΛΦ(σ
Ψ
−i
2
(R(x∗)∗) = λ
i
4 JΦΛΦ(R(x
∗)) = λ
i
4JΦJbΦΛΦδ(x)
8.3. Heisenberg’s relations. — We recall that α(N)∪β(N) ⊂M ⊂ β̂(N)′
and α(N) ∪ β̂(N) ⊂ M̂ ⊂ β(N)′ in L(H).
Proposition 8.29. — For all x ∈M ′ and y ∈ M̂ ′, we have:
W (x β⊗α
N0
y) = (x α⊗βˆ
N0
y)W
Proof. — Straightforward by proposition 3.23 and by definition of M̂ .
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Proposition 8.30. — The following equalities hold:
i) M ∩ M̂ = α(N) ii) M ′ ∩ M̂ = β̂(N)
iii) M ∩ M̂ ′ = β(N) iv) M ′ ∩ M̂ ′ = JΦβ(N)JΦ
Proof. — We start to prove i). We already know that M ∩ M̂ ⊃ β(N). In the
other way, let m ∈M ∩M̂ . Then, we have by the previous proposition and the
unitarity of W :
Γ(m) =W ∗(1 α⊗βˆ
N0
m)W =W ∗W (1 β⊗α
N
m) = 1 β⊗α
N
m
so that m belongs to β(N) by proposition 9.29. Apply R to get iii) and then
apply R̂ to get iv). Finally apply R̂ to i) to get ii).
PART II
EXAMPLES
In this part, we present a variety of measured quantum groupoids. First of
all, we are interested in the so-called adapted measured quantum groupoids.
These are a class of measured quantum groupoids with much less complicated
axioms because we are able to construct the antipode. The axiomatic is inspired
by J. Kustermans and S. Vaes’ locally quantum groups with a weak condition on
the basis. That is what we develop first. We also characterize adapted measured
quantum groupoids and their dual among measured quantum groupoids. Then,
we give different examples of adapted measured quantum groupoids and, in
particular, the case of groupoids and quantum groups. In a second time, we
investigate inclusions of von Neumann algebras of depth 2 which can be seen as
measured quantum groupoids but they are not in general of adapted measured
quantum groupoids’ type. Finally, we explain how to produce new examples
from well known measured quantum groupoids thanks to simple operations.
We want to lay stress on a fact: historically speaking, the notion of adapted
measured quantum groupoid was the first one we introduce. The main interest
of the structure is the rather quite simple axioms. So it is easier to find examples
(see sections 10, 11 12, 13). But we discovered examples of quantum space
quantum groupoid (section 14) and pairs quantum groupoid (section 15) duals
of which are not adapted measured quantum groupoid anymore that is we have
not a dual structure within category of adapted measured quantum groupoid.
Moreover this category do not cover all inclusions of von Neumann algebras
(section 16). That’s why we introduce a larger category the now so-called
measured quantum groupoid which answer all the problems.
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9. Adapted measured quantum groupoids
In this section, we introduce a new natural hypothesis which gives a link
between the right (resp. left) invariant operator-valued weight and the (resp.
anti-) representation of the basis.
9.1. Definitions. —
Definition 9.1. — We say that a n.s.f operator-valued weight TL from M to
α(N) is β-adapted if there exists a n.s.f weight νL on N such that:
σTLt (β(n)) = β(σ
νL−t(n))
for all n ∈ N and t ∈ R. We also say that TL is β-adapted w.r.t νL.
We say that a n.s.f operator-valued weight TR fromM to β(N) is α-adapted
if there exists a n.s.f weight νR on N such that:
σTRt (α(n)) = α(σ
νR
t (n))
for all n ∈ N and t ∈ R. We also say that TR is α-adapted w.r.t νR.
Definition 9.2. — A Hopf bimodule (N,M,α, β,Γ) with left (resp. right)
invariant n.s.f operator-valued weight TL (resp. TR) from M to α(N) (resp.
β(N)) is said to be a adapted measured quantum groupoid if there exists
a n.s.f weight ν on N such that TL is β-adapted w.r.t ν and TR is α-adapted
w.r.t ν. Then, we denote by (N,M,α, β,Γ, ν, TL, TR) the adapted measured
quantum groupoid and we say that ν is quasi-invariant.
Remark 9.3. — If a n.s.f operator-valued weight TL from M to α(N) is β-
adapted w.r.t ν and if R is a co-involution of M , then the n.s.f operator-valued
weight R ◦ TL ◦R from M to β(N) is α-adapted w.r.t the same weight ν.
Lemma 9.4. — If µ is a n.s.f weight on N and if an operator-valued weight TL
is β-adapted w.r.t ν, then there exists an operator-valued weight Sµ from M to
β(N), which is α-adapted w.r.t µ such that µ◦α−1 ◦TL = ν ◦β−1 ◦Sµ. Also, if
χ is a n.s.f weight on N and if an operator-valued weight TR is α-adapted w.r.t
ν, then there exists an operator-valued weight Sχ from M to α(N) normal,
which is β-adapted w.r.t χ such that χ ◦ β−1 ◦ TR = ν ◦ β−1 ◦ Sχ.
Proof. — For all n ∈ N and t ∈ R, we have σµ◦α−1◦TLt (β(n)) = σν◦β
−1
t (β(n)).
By Haagerup’s theorem, we obtain the existence of Sµ which is clearly adapted.
The second part of the lemma is very similar.
Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured quantum groupoid.
Then the opposite adapted measured quantum groupoid is (No,M, β, α, ςN ◦
Γ, νo, TR, TL). We put:
Φ = ν ◦ α−1 ◦ TL and Ψ = ν ◦ β−1 ◦ TR
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We also put Sν = SL and Sν = SR. By 3.6 and 3.8, we have:
ΛΦ(TΦ,SL) ⊆ JΦΛΦ(NΦ ∩ NSL) ⊆ D((HΦ)β , νo)
and we have Rβ,ν
o
(JΦΛΦ(a)) = JΦΛSL(a)Jν for all a ∈ NΦ ∩NSL .
9.2. Antipode. — Then we construct a closed antipode with polar decom-
position which leads to a co-involution and a one-parameter group of automor-
phisms of M called scaling group.
9.2.1. The operator G. — We construct now an closed unbounded operator
on HΦ with polar decomposition which gives needed elements to construct the
antipode. We have the following lemmas:
Lemma 9.5. — For all λ ∈ C, x ∈ D(σνiλ) and ξ, ξ′ ∈ ΛΦ(TΦ,TL), we have:
(2)
α(x)∆λΦ ⊆ ∆λΦα(σνiλ(x))
Rα,ν(∆λΦξ)∆
λ
ν ⊆ ∆λΦRα,ν(ξ)
and σνiλ(< ∆
λ
Φξ, ξ
′ >α,ν) =< ξ,∆λΦξ
′ >α,ν
and:
(3)
βˆ(x)∆λΦ ⊆ ∆λΦβˆ(σνiλ(x))
Rβˆ,ν
o
(∆λΦξ)∆
λ
ν ⊆ ∆λΦRβˆ,ν
o
(ξ)
and σνiλ(< ∆
λ
Φξ, ξ
′ >βˆ,νo) =< ξ,∆
λ
Φξ
′ >βˆ,νo .
Proof. — Straightforward.
Then, by [Sau86] and proposition 2.13, we can define a closed operator
∆λΦ α⊗βˆ
νo
∆λΦ which naturally acts on elementary tensor products for all λ ∈ C.
Moreover, for all n ∈ N , we have JΦα(n) = βˆ(n∗)JΦ, so that we can define a
unitary anti-linear operator:
JΦ α⊗βˆ
νo
JΦ : HΦ α⊗βˆ
νo
HΦ → HΦ βˆ⊗α
ν
HΦ
such that the adjoint is JΦ βˆ⊗α
ν
JΦ. Also, by composition, it is possible to
define a natural closed anti-linear operator:
SΦ α⊗βˆ
νo
SΦ : HΦ α⊗βˆ
νo
HΦ → HΦ βˆ⊗α
ν
HΦ
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In the same way, if FΦ = S
∗
Φ, then it is possible to define a natural closed
anti-linear operator: FΦ βˆ⊗α
ν
FΦ : HΦ βˆ⊗α
ν
HΦ → HΦ α⊗βˆ
νo
HΦ and we have:
(SΦ α⊗βˆ
νo
SΦ)
∗ = FΦ βˆ⊗α
ν
FΦ
Lemma 9.6. — For all c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR), e ∈ NΦ ∩ NTL and
all net (ek)k∈K of elements of NΨ ∩ NTR weakly converging to 1, then
(λβ,αJΨΛΨ(ek))
∗(1 β⊗α
N
JΦeJΦ)UHΨρ
α,βˆ
ΛΦ(c∗)
converges to (λαˆ,βΛΨ(c))
∗U ′∗HΦρ
β,α
JΦΛΦ(e)
in
the weak topology.
Proof. — By 3.16, we have, for all k ∈ K:
(λβ,αJΨΛΨ(ek))
∗(1 β⊗α
ν
JΦeJΦ)UHΨρ
α,βˆ
ΛΦ(c∗)
= (λβ,αJΨΛΨ(ek))
∗Γ(c∗)ρβ,αJΦΛΦ(e) =
(
Γ(c)λβ,αJΨΛΨ(ek)
)∗
ρβ,αJΦΛΦ(e)
=
(
(JΨekJΨ β⊗α
N
1)U ′HΦλ
αˆ,β
ΛΨ(c)
)∗
ρβ,αJΦΛΦ(e)
= (λαˆ,βΛΨ(c))
∗U ′∗HΦ(JΨe
∗
kJΨ β⊗α
N
1)ρβ,αJΦΛΦ(e) = (λ
αˆ,β
ΛΨ(c)
)∗U ′∗HΦρ
β,α
JΦΛΦ(e)
JΨe
∗
kJΨ
This computation implies the lemma.
Lemma 9.7. — If c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR), e ∈ NΦ ∩ NTL , η ∈ HΨ,
v ∈ HΦ and a net (ek)k∈K of NΨ ∩ NTR converges weakly to 1, then the net:
((UHΨ(η α⊗βˆ
νo
ΛΦ(c
∗))|JΨΛΨ(ek) β⊗α
ν
JΦe
∗JΦv))k∈K
converges to (η|(ρJΦΛΦ(e))∗U ′HΦ(ΛΨ(c) αˆ⊗β
νo
v)).
Proof. — It’s a re-formulation of the previous lemma.
Proposition 9.8. — Let (ηi)i∈I be a (N, ν)-basis of αH, Ξ ∈ HΨ β⊗α
ν
H,
u ∈ D(αH, ν), c ∈ (NΦ∩NTL)∗(NΨ∩NTR), h ∈ NΦ∩NTL and e be an element
of NΦ ∩NTL ∩ N ∗Φ ∩ N ∗TL . Then, we have:
lim
k
∑
i∈I
(ηi α⊗βˆ
νo
h∗(λβ,αJΦΛΦ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|u α⊗βˆ
νo
JΦΛΦ(e
∗))
exists and is equal to ((ρβ,αu )
∗Ξ|(ρβ,αJΦΛΦ(e))∗U ′HΨ(ΛΨ(c) αˆ⊗β
νo
ΛΦ(h))).
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Proof. — By 3.21 and 3.22, we can compute, for all i ∈ I and k ∈ K:
(ηi α⊗βˆ
νo
h∗(λβ,αJΦΛΦ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|u α⊗βˆ
νo
JΦΛΦ(e
∗))
=(βˆ(< ηi, u >α,ν)(λ
β,α
JΦΛΦ(ek)
)∗UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|gJΦΛΦ(e∗))
=((λβ,αJΦΛΦ(ek))
∗(1 β⊗α
ν
βˆ(< ηi, u >α,ν)UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|JΦe∗JΦΛΦ(h)))
=((λβ,αJΦΛΦ(ek))
∗UHΨ(β(< ηi, u >α,ν)(ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|JΦe∗JΦΛΦ(h))
Take the sum over i to obtain:∑
i∈I
(ηi α⊗βˆ
νo
h∗(λβ,αJΦΛΦ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|u α⊗βˆ
νo
JΦΛΦ(e
∗))
= (UHΨ((ρ
β,α
u )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|JΦΛΦ(ek) β⊗α
ν
JΦe
∗JΦΛΦ(h))
so that lemma 9.7 implies:
lim
k
∑
i∈I
(ηi α⊗βˆ
νo
h∗(λβ,αJΦΛΦ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ α⊗βˆ
νo
ΛΦ(c
∗))|u α⊗βˆ
νo
JΦΛΦ(e
∗))
= ((ρβ,αu )
∗Ξ|(ρβ,αJΦΛΦ(e))∗U ′HΦ(ΛΨ(c) αˆ⊗β
νo
ΛΦ(h)))
Proposition 9.9. — For all a, c ∈ (NΦ ∩NTL)∗(NΨ∩NTR ), b, d ∈ TΨ,TR and
g, h ∈ TΦ,SL , the following vector:
U∗HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗)))
belongs to D(SΦ α⊗βˆ
νo
SΦ) and the value of σν(SΦ α⊗βˆ
νo
SΦ) on this vector is
equal to:
U∗HΦΓ(h
∗)(ΛΦ(g) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗)))
Proof. — For the proof, let denote by Ξ1 = U
′
HΦ
(ΛΨ(ab) αˆ⊗β
νo
ΛΦ(h)) and by
Ξ2 = U
′
HΦ
(ΛΨ(cd) αˆ⊗β
νo
ΛΦ(g)). Then, for all e, f ∈ NTL ∩ NΦ ∩ N ∗TL ∩ N ∗Φ,
the scalar product of FΦJΦΛΦ(e
∗) α⊗βˆ
νo
FΦJΦΛΦ(f) by:
U∗HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗)))
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is equal to the scalar product of JΦΛΦ(e) α⊗βˆ
νo
JΦΛΦ(f
∗) by:
U∗HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗)))
By 3.34, this scalar product is equal to the limit over k of the sum over i of:
(JΦΛΦ(e) α⊗βˆ
νo
JΦΛΦ(f
∗)|ηi α⊗βˆ
νo
g∗(λβ,αJΨΛΨ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ1 α⊗βˆ
νo
ΛΦ((cd)
∗)))
By the previous proposition applied with Ξ = Ξ1, we get the symmetric ex-
pression:
((ρβ,αJΦΛΦ(f))
∗Ξ2|(ρβ,αJΦΛΦ(e))∗Ξ1)
so that, again by the previous proposition applied, this time, with Ξ = Ξ2 we
obtain the limit over k of the sum over i of:
(ηi α⊗βˆ
νo
h∗(λβ,αJΨΛΨ(ek))
∗UHΨ((ρ
β,α
ηi )
∗Ξ2 α⊗βˆ
νo
ΛΦ((ab)
∗))|JΦΛΦ(f) α⊗βˆ
νo
JΦΛΦ(e
∗))
This last expression is equal to the scalar product of:
U∗HΦΓ(h
∗)(ΛΦ(g) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗)))
by JΦΛΦ(f) α⊗βˆ
νo
JΦΛΦ(e
∗) and to the scalar product of:
σνoU
∗
HΦΓ(h
∗)(ΛΦ(g) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗)))
by JΦΛΦ(e
∗) βˆ⊗α
ν
JΦΛΦ(f). Since the linear span of JΦΛΦ(e
∗) βˆ⊗α
ν
JΦΛΦ(f)
where e, f ∈ NTL ∩ NΦ ∩ N ∗TL ∩ N ∗Φ is a core of FΦ βˆ⊗α
ν
FΦ, we get that:
U∗HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗U∗HΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗)))
belongs to D(SΦ α⊗βˆ
νo
SΦ) and the value of SΦ α⊗βˆ
νo
SΦ on this vector is:
σνoU
∗
HΦΓ(h
∗)(ΛΦ(g) β⊗α
ν
(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗)))
Proposition 9.10. — There exists a closed densely defined anti-linear oper-
ator G on HΦ such that the linear span of:
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
with a, c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR), b, d ∈ TΨ,TR , is a core of G and we have:
G(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
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= (λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
Moreover, GD(G) = D(G) and G2 = id|D(G).
Proof. — For all n ∈ N, let kn ∈ N, a(n, l), c(n, l) ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR)
and b(n, l), d(n, l) ∈ TΨ,TR and let w ∈ HΦ such that:
vn =
kn∑
l=1
(λβ,α
ΛΨ(σΨ−i(b(n,l)
∗))
)∗UHΨ(ΛΨ(a(n, l)) α⊗βˆ
νo
ΛΦ((c(n, l)d(n, l))
∗))→ 0
wn =
kn∑
l=1
(λβ,α
ΛΨ(σΨ−i(d(n,l)
∗))
)∗UHΨ(ΛΨ(c(n, l)) α⊗βˆ
νo
ΛΦ((a(n, l)b(n, l))
∗))→ w
We have U∗HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
vn) ∈ D(SΦ α⊗βˆ
νo
SΦ) for all g, h ∈ TΦ,SL and
n ∈ N by the previous proposition. Moreover, we have:
σν(SΦ α⊗βˆ
νo
SΦ)U
∗
HΦΓ(g
∗)(ΛΦ(h) β⊗α
ν
vn) = U
∗
HΦΓ(h
∗)(ΛΦ(g) β⊗α
ν
wn)
Since ΛΦ(g) and ΛΦ(h) belongs to D((HΦ)β , ν
o), we obtain:
σν(SΦ α⊗βˆ
νo
SΦ)U
∗
HΦΓ(g
∗)λβ,αΛΦ(h)vn = U
∗
HΦΓ(h
∗)λβ,αΛΦ(g)wn
The closure of SΦ α⊗βˆ
νo
SΦ implies that U
∗
HΦ
Γ(h∗)λβ,αΛΦ(g)w = 0. So, apply UHΦ ,
to get Γ(h∗)λβ,αΛΦ(g)w = 0. Now, TΦ,SL is dense in M that’s why λ
β,α
ΛΦ(g)
w = 0
for all g ∈ TΦ,SL . Then, by 3.8, we have:
||λβ,αΛΦ(g)w||2 = (α(< ΛΦ(g),ΛΦ(g) >β,νo)w|w) = (SL(σΦi/2(g)σΦ−i/2(g∗))w|w)
By density of TΦ,SL , we obtain ||w||2 = 0 i.e w = 0. Consequently, the formula
given in the proposition for G gives rise to a closable densely defined well-
defined operator on HΦ. So the required operator is the closure of the previous
one.
Thanks to polar decomposition of the closed operator G, we can give the
following definitions:
Definition 9.11. — We denote by D the strictly positive operator G∗G on
HΦ (that means positive, self-adjoint and injective) and by I the anti-unitary
operator on HΦ such that G = ID
1/2.
Since G is involutive, we have I = I∗, I2 = 1 and IDI = D−1.
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9.2.2. A fundamental commutation relation. — In this section, we establish a
commutation relation between G and the elements (ωv,w ∗ id)(U ′HΦ). We recall
that W ′ = U ′HΨ . We begin by two lemmas borrowed from [Eno02].
Lemma 9.12. — Let ξi be a (N
o, νo)-basis of (HΨ)β. For all w
′ ∈ D(αˆHΨ, ν)
and w ∈ HΨ, we have:
W ′(w′ αˆ⊗β
νo
w) =
∑
i
ξi β⊗α
ν
(ωw′,ξi ∗ id)(W ′)w
If we put δi = (ωw′,ξi ∗ id)(W ′)w, then α(< ξi, ξi >β,νo)δi = δi. Moreover, if
w ∈ D(αˆ(HΨ), ν), then δi ∈ D(αˆ(HΨ), ν).
For all v, v′ ∈ D((HΨ)β , νo) and i ∈ I, there exists ζi ∈ D((HΨ)β , νo) such
that α(< ξi, ξi >β,νo)ζi = ζi and:
W ′(v′ αˆ⊗β
νo
v) =
∑
i
ξi β⊗α
ν
ζi
Proof. — Lemma 3.4 of [Eno02].
Remark 9.13. — If v, v′ ∈ ΛΨ(TΨ,TR) ⊆ D(αˆH, ν) ∩ D(Hβ , νo), then, with
notations of the previous lemma, we have ζi ∈ D(αˆH, ν) ∩D(Hβ , νo).
Lemma 9.14. — Let v, v′ ∈ D(Hβ , νo) and w,w′ ∈ D(αˆH, ν). With notations
of the previous lemma, we have:
(ωv,w ∗ id)(U ′H∗)(ωv′,w′ ∗ id)(U ′H∗) =
∑
i
(ωζi,δi ∗ id)(U ′H∗)
in the norm convergence (and also in the weak convergence).
Proof. — Proposition 3.6 of [Eno02].
Lemma 9.15. — Let a, c belonging to (NΦ ∩ NTL)∗(NΨ ∩ NTR). For all
b, d, a′, b′, c′, d′ ∈ TΨ,TR , the value of (λβ,αΛΨ(σΨ−i(b′∗)))
∗UHΨ on the sum over i of:
ΛΨ((ωΛΨ(ab),ξi ∗ id)(W ′)a′) α⊗βˆ
νo
ΛΦ((c
′d′)∗(ωξi,ΛΨ(cd) ∗ id)(W ′∗))
is equal to:
(ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )(λβ,αΛΨ(σΨ−i(b∗)))
∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
Proof. — First, let’s suppose that a ∈ TΨ,TR . By 3.17 and 3.19, we have:
(ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )(λβ,αΛΨ(σΨ−i(b∗)))
∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
= (ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )ΛΦ((ωΛΨ(a),ΛΨ(σΨ−i(b∗)) β⊗α
ν
id)(Γ((cd)∗)))
= (ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )ΛΦ((ωΛΨ(ab),ΛΨ(cd) ∗ id)(U ′HΦ∗ ))
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By 9.14 and the closure of ΛΦ, this expression is equal to the sum over i ∈ I
of:
ΛΦ((ω(ωΛΨ(ab),ξi∗id)(W ′)ΛΨ(a′b′),(ωΛΨ(cd),ξi∗id)(W ′)ΛΨ(c′d′) ∗ id)(U
′
HΦ
∗ ))
Again, 3.17 and 3.19, we obtain the sum over i ∈ I of the value of
(λβ,α
ΛΨ(σΨ−i(b
′∗))
)∗UHΨ on:
ΛΨ((ωΛΨ(ab),ξi ∗ id)(W ′)a′) α⊗βˆ
νo
ΛΦ((c
′d′)∗(ωξi,ΛΨ(cd) ∗ id)(W ′∗))
A density argument finishes the proof.
Proposition 9.16. — If v, w ∈ ΛΨ(T 2Ψ,TR) ⊆ D(αˆ(HΨ), ν) ∩ D((HΨ)β , νo),
then we have:
(ωv,w ∗ id)(U ′HΦ∗ )G ⊆ G(ωw,v ∗ id)(U ′HΦ∗ )(4)
and (ωv,w ∗ id)(U ′HΦ)G∗ ⊆ G∗(ωv,w ∗ id)(U ′HΦ)(5)
Proof. — Let a, c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR) and b, d, a′, b′, c′, d′ ∈ TΨ,TR . By
definition of G, we have:
(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗)) ∈ D(G)
and:
(ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )G(λβ,αΛΨ(σΨ−i(d∗)))
∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
= (ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(U ′HΦ∗ )(λβ,αΛΨ(σΨ−i(b∗)))
∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
By the previous lemma, this is the sum over i ∈ I of G(λβ,α
ΛΨ(σΨ−i(d
′∗))
)∗UHΨ on:
ΛΨ((ωΛΨ(cd),ξi ∗ id)(W ′)c′) α⊗βˆ
νo
ΛΦ((a
′b′)∗(ωξi,ΛΨ(ab) ∗ id)(W ′∗))
Now, G is a closed operator, so that the sum over i ∈ I of (λβ,α
ΛΨ(σΨ−i(d
′∗))
)∗UHΨ
on:
ΛΨ((ωΛΨ(cd),ξi ∗ id)(W ′)c′) α⊗βˆ
νo
ΛΦ((a
′b′)∗(ωξi,ΛΨ(ab) ∗ id)(W ′∗))
belongs to D(G) and by the previous lemma, we obtain:
(ωΛΨ(a′b′),ΛΨ(c′d′) ∗ id)(W ′∗)G(λβ,αΛΨ(σΨ−i(d∗)))
∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
= G(ωΛΨ(c′d′),ΛΨ(a′b′) ∗ id)(U ′HΦ∗ )(λβ,αΛΨ(σΨ−i(d∗)))
∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
Now the linear span:
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
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with a, c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR), b, d ∈ TΨ,TR}, is a core for G that’s why
the first inclusion holds. The second one is the adjoint of the first one.
Corollary 9.17. — For all v, w ∈ ΛΨ(T 2Ψ,TR), we have:
(ωv,w ∗ id)(U ′HΦ)D ⊆ D(ω∆−1Ψ v,∆Ψw ∗ id)(U
′
HΦ)
where D = G∗G is defined in 9.11.
Proof. — We have:
(ωw,v ∗ id)(U ′HΦ)G = (ωSΨw,∆ΨSΨv ∗ id)(U ′HΦ∗ )G by lemma 3.20
⊆ G(ω∆ΨSΨv,SΨw ⋆ id)(U ′HΦ∗ ) by inclusion (4)
= G(ω∆−1Ψ v,∆Ψw
∗ id)(U ′HΦ∗ ) by lemma 3.20
In the same way, we can finish the proof:
(ωv,w ∗ id)(U ′HΦ)D = (ωv,w ∗ id)(U ′HΦ)G∗ by definition 9.11
⊆ G∗(ωw,v ∗ id)(U ′HΦ)G by inclusion (5)
⊆ G∗G(ω∆−1Ψ v,∆Ψw ∗ id)(U
′
HΦ)
= D(ω∆−1Ψ v,∆Ψw
∗ id)(U ′HΦ) by definition 9.11.
9.2.3. Scaling group. — In this section, we give a sense and we prove the
following commutation relation U ′HΦ(∆Ψ αˆ⊗β
νo
D) = (∆Ψ β⊗α
ν
D)U ′HΦ so as
to construct the scaling group τ .
Lemma 9.18. — For all λ ∈ C and x analytic w.r.t ν, we have:
α(x)Dλ ⊆ Dλα(σν−iλ(x)) and β(x)Dλ ⊆ Dλβ(σν−iλ(x))
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Proof. — For all a, c ∈ (NΦ ∩ NTL)∗(NΨ ∩ NTR), b, d ∈ TΨ,TR and x analytic
w.r.t ν, we have by 3.21 and 3.22:
β(x)G(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
= β(x)(λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
= (λβ,α
ΛΨ(σΨ−i(d
∗))
)∗(1 β⊗α
ν
β(x))UΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
= (λβ,α
ΛΨ(σΨ−i(d
∗))
)∗UΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ(β(x)b
∗a∗))
= G(λβ,α
ΛΨ(β(σνi (x))σ
Ψ
−i(b
∗))
)∗UΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
= Gα(σν−i/2(x
∗))(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
Now, the linear span of:
(λβ,α
ΛΨ(σΨ−i(b
∗))
)∗UΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
where a, c ∈ (NΦ ∩NTL)∗(NΨ ∩NTR), b, d ∈ TΨ,TR}, is a core for G, so that we
have:
β(x)G ⊆ Gα(σν−i/2(x∗))
Take adjoint to obtain α(x)G∗ ⊆ G∗β(σνi/2(x∗)). So, we conclude by:
α(x)D = α(x)G∗G ⊆ G∗β(σνi/2(x∗))G ⊆ Dα(σν−i(x))
The second part of the lemma can be proved in a very similar way.
We now state two lemmas analogous to relations (2) and (3) for Ψ and we
justify the existence of natural operators:
Lemma 9.19. — For all λ ∈ C, x ∈ D(σν−iλ) and ξ, ξ′ ∈ ΛΨ(TΨ,TR), we have:
(6)
β(x)∆λΨ ⊆ ∆λΨβ(σν−iλ(x))
Rβ,ν
o
(∆λΨξ)∆
−λ
ν ⊆ ∆λΨRβ,ν
o
(ξ)
and σν−iλ(< ∆
λ
Ψξ, ξ
′ >β,νo) =< ξ,∆λΨξ
′ >β,νo
and:
(7)
αˆ(x)∆λΨ ⊆ ∆λΨαˆ(σν−iλ(x))
Rαˆ,ν
o
(∆λΨξ)∆
−λ
ν ⊆ ∆λΨRαˆ,ν
o
(ξ)
and σν−iλ(< ∆
λ
Ψξ, ξ
′ >αˆ,νo) =< ξ,∆λΨξ
′ >αˆ,νo
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Proof. — It is sufficient to apply 9.5 to the opposite adapted measured quan-
tum groupoid for example.
Then, we can define, for all λ ∈ C, a closed linear operator ∆λΨ β⊗α
ν
Dλ
which naturally acts on elementary tensor products of HΨ β⊗α
ν
HΦ. With
relations (7) in hand, we also get a closed linear operator ∆λΨ αˆ⊗β
νo
Dλ on
HΨ αˆ⊗β
νo
HΦ.
Proposition 9.20. — The following relation holds:
(8) U ′HΦ(∆Ψ αˆ⊗β
νo
D) = (∆Ψ β⊗α
ν
D)U ′HΦ
Proof. — By 9.17, we have, for all v, w ∈ ΛΨ(TΨ,TR) and v′, w′ ∈ D(D):
(U ′HΦ(v αˆ⊗β
νo
v′)|∆Ψw β⊗α
ν
Dw′) = ((ωv,∆Ψw ∗ id)(U ′HΦ)v′|Dw′)
= (D(ω∆−1Ψ (∆Ψv),∆Ψw
∗ id)(U ′HΦ)v′|w′)
= ((ω∆Ψv,w ∗ id)(U ′HΦ)Dv′|w′)
= (U ′HΦ(∆Ψv αˆ⊗β
νo
Dv′)|w β⊗α
ν
w′)
By definition, we know that ΛΨ(TΨ,TR)⊙D(D) is a core for ∆Ψ β⊗α
ν
D so,
for all u ∈ D(∆Ψ β⊗α
ν
D), we have:
(U ′HΦ(v αˆ⊗β
νo
v′)|(∆Ψ β⊗α
ν
D)u) = (U ′HΦ(∆Ψv αˆ⊗β
νo
Dv′)|u)
Since ∆Ψ β⊗α
ν
D is self-adjoint, we get:
(∆Ψ β⊗α
ν
D)U ′HΦ(v αˆ⊗β
νo
v′) = U ′HΦ(∆Ψv αˆ⊗β
νo
Dv′)
Finally, since ΛΨ(TΨ,TR)⊙ D(D) is a core for ∆Ψ αˆ⊗β
νo
D and by closeness of
∆Ψ β⊗α
ν
D, we deduce that:
U ′HΦ(∆Ψ αˆ⊗β
νo
D) ⊆ (∆Ψ β⊗α
ν
D)U ′HΦ
Because of unitarity of U ′HΦ , we get that (∆Ψ αˆ⊗β
νo
D)U ′HΦ
∗ ⊆ U ′HΦ∗(∆Ψ β⊗α
ν
D)
and by taking the adjoint, we get the reverse inclusion:
(∆Ψ β⊗α
ν
D)U ′HΦ ⊆ U ′HΦ(∆Ψ αˆ⊗β
νo
D)
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We know begin the construction of the scaling group τ strictly speaking. We
also prove a theorem which state that A(U ′H) =M and generalize proposition
1.5 of [KV03].
Definition 9.21. — We denote by MR the weakly closed linear span of:
{(ω β⋆α
ν
id)(Γ(x)) | x ∈M, ω ∈M+∗ s.t ∃k ∈ R+, ω ◦ β ≤ kν}
Also, we denote by ML the weakly closed linear span of:
{(id β⋆α
ν
ω)(Γ(x)) | x∈M, ω∈M+∗ s.t ∃k ∈ R+, ω ◦ α ≤ kν}
By 3.19 and 3.50, MR is equal to the von Neumann subalgebra A(U
′
H) ofM .
Also, ML is a von Neumann subalgebra of M . Moreover, we know α(N) ⊆MR
and β(N) ⊆ ML, so that ML β⋆α
ν
MR makes sense. Also, we have, for all
m ∈M :
(9) Γ(m) ∈ML β⋆α
N
MR
Lemma 9.22. — There exists a unique strongly continuous one-parameter
group τ of automorphisms of MR such that τt(x) = D
−itxDit for all t ∈ R
and x ∈MR.
Proof. — By commutation relation (8), for all t ∈ R and v, w ∈ ΛΨ(TΨ,TR), we
get that:
D−it(ωv,w ∗ id)(U ′HΦ)Dit = (ω∆−itΨ v,∆itΨw ∗ id)(U
′
HΦ)
Consequently, we obtain D−itMRDit = MR which is the only point to show.
Lemma 9.23. — We have τt(α(n)) = α(σ
ν
t (n)) for all n ∈ N and t ∈ R.
Proof. — Straightforward by lemma 9.18.
Proposition 9.24. — We have (σΨt β⋆α
N
τ−t) ◦ Γ = Γ ◦ σΨt for all t ∈ R.
Proof. — By proposition 2.13 and thanks to the previous lemma, it is possible
to define a normal *-automorphism σΨt β⋆α
N
τ−t of M β⋆α
N
MR. By relation
(9), the formula makes sense (τ is just defined on MR). By relation (8), we can
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compute for all m ∈M and t ∈ R:
(σΨt β⋆α
ν
τ−t) ◦ Γ(m) = (∆itΨ β⊗α
ν
Dit)Γ(m)(∆−itΨ β⊗α
ν
D−it)
= (∆itΨ β⊗α
ν
Dit)U ′HΦ(m αˆ⊗β
νo
1)U ′HΦ
∗(∆−itΨ β⊗α
ν
D−it)
= U ′HΦ(∆
it
Ψ αˆ⊗β
νo
Dit)(m αˆ⊗β
νo
1)(∆−itΨ αˆ⊗β
νo
D−it)U ′HΦ
∗
= U ′HΦ(σ
Ψ
t (m) αˆ⊗β
νo
1)U ′HΦ
∗ = Γ(σΨt (m))
We are now able to prove that we can re-construct M thanks to the funda-
mental unitary.
Theorem 9.25. — If < F >−w is the weakly closed linear span of F in M ,
then following vector spaces:
MR =< (ω β⋆α
ν
id)(Γ(m)) | m ∈M,ω ∈M+∗ , k ∈ R+ s.t ω ◦ β ≤ kν >−w
A(U ′H) =< (ωv,w ∗ id)(U ′H) | v ∈ D(αˆ(HΨ), µ), w ∈ D((HΨ)β , µo) >−w
ML =< (id β⋆α
ν
ω)(Γ(m)) | m ∈M,ω ∈M+∗ , k ∈ R+ s.t ω ◦ α ≤ kν >−w
A(UH) =< (id ∗ ωv,w)(UH) | v ∈ D((HΨ), µo)βˆ , w ∈ D(α(HΨ), µ) >−w
are equal to the whole von Neumann algebra M .
Proof. — We have already noticed that MR = A(U
′
H) and ML = A(UH).
Then, we get inspired by [KV03]. By 9.23, we have τt(α(n)) = α(σ
ν
t (n)) so:
ML =< (id β⋆α
ν
ω◦τt)(Γ(m)) |m ∈M,ω ∈ (MR)+∗ , k ∈ R+ s.t ω◦α ≤ kν >−w
By 9.24, we have σΨt ((id β⋆α
ν
ω)Γ(m)) = (id β⋆α
ν
ω ◦ τt)Γ(σΨt (m)) that’s why
σΨt (ML) = ML for all t ∈ R. On the other hand, by 3.11, restriction of Ψ to
ML is semi-finite. By Takesaki’s theorem ([Str81], theorem 10.1), there exists a
unique normal and faithful conditional expectation E fromM toML such that
Ψ(m) = Ψ(E(m)) for all m ∈M+. Moreover, if P is the orthogonal projection
on the closure of ΛΨ(NΨ ∩ML) then E(m)P = PmP .
So the range of P contains ΛΨ((id β⋆α
ν
ω)Γ(x)) for all ω and x ∈ NΨ. By
right version of 3.38 implies that P = 1 so that E is the identity and M =ML.
If we apply the previous result to the opposite adapted measured quantum
groupoid, then we get that M =MR.
Corollary 9.26. — There exists a unique strongly continuous one-parameter
group τ of automorphisms of M such that, for all t ∈ R, m ∈M and n ∈ N :
τt(m) = D
−itmDit, τt(α(n)) = α(σνt (n)) and τt(β(n)) = β(σ
ν
t (n))
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Proof. — Straightforward from the previous theorem and 9.22. First property
comes from 9.23 and the second one from 9.18.
Definition 9.27. — The one-parameter group τ is called scaling group.
Let us notice that it is possible to define normal *-automorphisms τt β⋆α
N
τt
and τt β⋆α
N
σΦt ofM β⊗α
N
M for all t ∈ R, thanks to the previous commutation
relations and recalls about tensor products.
Proposition 9.28. — We have Γ ◦ τt = (τt β⋆α
N
τt) ◦ Γ for all t ∈ R.
Proof. — By 9.24 and co-product relation, we have for all t ∈ R:
(id β⋆α
ν
Γ)(σΨt β⋆α
ν
τ−t) ◦ Γ = (id β⋆α
ν
Γ)Γ ◦ σΨt
= (Γ β⋆α
ν
id)Γ ◦ σΨt = (Γ ◦ σΨt β⋆α
ν
τ−t)Γ
= (σΨt β⋆α
ν
τ−t β⋆α
ν
τ−t)(Γ β⋆α
ν
id)Γ
= (σΨt β⋆α
ν
[(τ−t β⋆α
ν
τ−t) ◦ Γ]) ◦ Γ
Consequently, for all m ∈M , ω ∈M+∗ , k ∈ R+ such that ω ◦ β ≤ kν, we have:
Γ ◦ τ−t ◦ ((ω ◦ σΨt ) β⋆α
ν
id)Γ = (ω β⋆α
ν
id β⋆α
ν
id)(σΨt β⋆α
ν
(Γ ◦ τ−t)) ◦ Γ
= (ω β⋆α
ν
id β⋆α
ν
id)(σΨt β⋆α
ν
[(τ−t β⋆α
ν
τ−t) ◦ Γ])
= [(τ−t β⋆α
ν
τ−t) ◦ Γ] ◦ ((ω ◦ σΨt ) β⋆α
ν
id)Γ
The theorem 9.25 allows us to conclude.
Proposition 9.29. — For all x ∈ M ∩ α(N)′, we have Γ(x) = 1 β⊗α
N
x ⇔
x ∈ β(N). Also, for all x ∈M ∩β(N)′, we have Γ(x) = x β⊗α
N
1⇔ x ∈ α(N).
Proof. — Let x ∈ M ∩ α(N)′ such that Γ(x) = 1 β⊗α
N
x. For all n ∈ N, we
define in the strong topology:
xn =
n√
π
∫
exp(−n2t2)σΨt (x) dt analytic w.r.t σΨ,
and:
yn =
n√
π
∫
exp(−n2t2)τ−t(x) dt belongs to α(N)′.
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By 9.24, we have Γ(xn) = 1 β⊗α
N
yn. If d ∈ (MΨ∩MTR)+, then, for all n ∈ N,
we have dxn ∈ MΨ ∩MTR . Let ω ∈ M+∗ and k ∈ R+ such that ω ◦ α ≤ kν.
By right invariance, we get:
ω ◦ TR(dxn) = ω((Ψ β⋆α
ν
id)(Γ(dxn)))
= Ψ((id β⋆α
ν
ω)(Γ(dxn))) = Ψ((id β⋆α
ν
(ynω))(Γ(d)))
= ω((Ψ β⋆α
ν
id)(Γ(d))yn) = ω(TR(d)yn)
Take the limit over n ∈ N to obtain TR(dx) = TR(d)x for all d ∈MΨ∩MTR
and, by semi-finiteness of TR, we conclude that x belongs to β(N). Reverse
inclusion comes from axioms. If we apply this result to the opposite adapted
measured quantum groupoid, then we get the second point.
9.2.4. The antipode and its polar decomposition. — We now approach defini-
tion of the antipode.
Lemma 9.30. — We have (ωv,w ∗ id)(U ′HΦ)Dλ ⊂ Dλ(ω∆−λΨ v,∆λΨw ∗ id)(U
′
HΦ
)
for all λ ∈ C and v, w ∈ ΛΨ(TΨ,TR).
Proof. — Straightforward from relation (8).
Proposition 9.31. — If I is the unitary part of the polar decomposition of
G, then, for all v, w ∈ D((HΨ)β , νo), we have:
I(ωJΨw,v ∗ id)(U ′HΦ∗ )I = (ωJΨv,w ∗ id)(U ′HΦ)
Proof. — We have (ωv,w ∗ id)(U ′HΦ)D1/2 ⊆ D1/2(ω∆−1/2Ψ v,∆1/2Ψ w ⋆ id)(U
′
HΦ
) for
all v, w ∈ ΛΨ(TΨ,TR) by the previous lemma. On the other hand, by inclusion
(5), we have:
(ωv,w ∗ id)(U ′HΦ)D1/2 = (ωv,w ⋆ id)(U ′HΦ)G∗I ⊆ D1/2I(ωw,v ∗ id)(U ′HΦ)I
So I(ωw,v ∗ id)(U ′HΦ)I = (ω∆−1/2Ψ v,∆1/2Ψ w ∗ id)(U
′
HΦ
) and, by 3.20, we have:
I(ωw,v ∗ id)(U ′HΦ∗ )I = (ω∆1/2Ψ w,∆−1/2Ψ v ∗ id)(U
′
HΦ
∗ ) = (ωJΨv,JΨw ∗ id)(U ′HΦ)
Corollary 9.32. — There exists a *-anti-automorphism R of M defined by
R(m) = Im∗I such that R2 = id. (We recall that I denotes the unitary part of
the polar decomposition of G).
Proof. — Straightforward from the previous proposition and theorem 9.25.
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Definition 9.33. — The unique *-anti-automorphism R of M such that
R(m) = Im∗I, where I denotes the unitary part of the polar decomposition of
G, is called unitary antipode.
Definition 9.34. — The application S = Rτ−i/2 is called antipode.
The next proposition states elementary properties of the antipode. Straight-
forward proofs are omitted.
Proposition 9.35. — The antipode S satisfies:
i) for all t ∈ R, we have τt ◦R = R ◦ τt and τt ◦ S = S ◦ τt
ii) SR = RS and S2 = τ−i
iii) S is densely defined and has dense range
iv) S is injective and S−1 = Rτi/2 = τi/2R
v) for all x ∈ D(S), S(x∗) ∈ D(S) and S(S(x)∗)∗ = x
9.2.5. Characterization of the antipode. — In 9.34, we define the antipode by
giving its polar decomposition. However, we have to verify that S is what it
should be.
9.2.5.1. Usual characterization of the antipode.—
Proposition 9.36. — For all v, w ∈ ΛΨ(TΨ,TR), (ωw,v ∗ id)(U ′HΦ) belongs toD(S) and we have:
S((ωw,v ∗ id)(U ′HΦ)) = (ωw,v ∗ id)(U ′HΦ∗ )
Moreover, the linear span of (ωv,w ∗ id)(U ′HΦ), where v, w ∈ ΛΨ(TΨ,TR), is a
core for S.
Proof. — By 9.30, we have (ωw,v ⋆ id)(U
′
HΦ
) ∈ D(τ−i/2) = D(S) and:
S((ωw,v ∗ id)(U ′HΦ)) = R((ω∆−1/2Ψ w,∆1/2Ψ v ∗ id)(U
′
HΦ))
= (ωSΨv,∆ΨSΨw ∗ id)(U ′HΦ) by proposition 9.31,
= (ωw,v ∗ id)(U ′HΦ∗ ) by lemma 3.20.
The involved subspace of M is included in D(τ−i/2) by 9.30, weakly dense
in M by theorem 9.25 and τ -invariant by 9.22 which finishes the proof.
Corollary 9.37. — For a, b, c, d ∈ TΨ,TR , (ωΛΨ(a),ΛΨ(b) β⋆α
ν
id)(Γ(cd)) be-
longs to D(S) and we have:
S((ωΛΨ(a),ΛΨ(b) β⋆α
ν
id)(Γ(cd))) = (ωΛΨ(c),ΛΨ(σΨ−i(d∗)) β⋆α
ν
id)(Γ(σΨi (a)b
∗))
Proof. — By 3.19, we know that:
(ωΛΨ(a),ΛΨ(b) β⋆α
ν
id)(Γ(cd)) = (ωΛΨ(cd),ΛΨ(bσΨ−i(a∗)) ∗ id)(U
′
HΦ)
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which belongs to D(S). Then, by 3.19 and 3.20, we have:
S((ωΛΨ(a),ΛΨ(b) β⋆α
ν
id)(Γ(cd))) = S((ωΛΨ(cd),ΛΨ(bσΨ−i(a∗)) ∗ id)(W
′))
= (ωΛΨ(cd),ΛΨ(bσΨ−i(a∗)) ∗ id)(W ′∗)
= (ωΛΨ(σΨi (a)b∗),ΛΨ(σΨ−i(d∗c∗)) ∗ id)(W
′)
= (ωΛΨ(c),ΛΨ(σΨ−i(d∗)) β⋆α
ν
id)(Γ(σΨi (a)b
∗))
9.2.5.2. The co-involution R. — In this section, we give a new expression of
R and we show that it is a co-involution of the adapted measured quantum
groupoid.
Proposition 9.38. — For all a, b ∈ NΨ ∩ NTR , we have:
R((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))) = (ωJΨΛΨ(b) β⋆α
ν
id)(Γ(a∗a))
Proof. — The proposition comes from the following computation:
R((ωJΨΛΨ(a),JΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b)))
= R((ωΛΨ(b∗b),JΨΛΨ(a∗a) ∗ id)(U ′HΦ) by corollary 3.19,
= (ωΛΨ(a∗a),JΨΛΨ(b∗b) ∗ id)(U ′HΦ) by definition of R,
= (ωJΨΛΨ(b),JΨΛΨ(b) β⋆α
ν
id)(Γ(a∗a)) by corollary 3.19.
Remark 9.39. — We notice that R is TL-independent.
Proposition 9.40. — We have Iα(n∗) = β(n)I for all n ∈ N and R ◦α = β.
Proof. — By 9.18, we have, for all x ∈ TΨ,TR :
β(x)GD−1/2 ⊆ Gα(σ−i/2((x∗)) ⊆ GD−1/2α(x∗) ⊆ Iα(x∗)
and, on the other hand, β(x)GD−1/2 ⊆ β(x)I so that Iα(x∗) = β(x)I. The
result holds by normality of α and β.
By [Sau83b], there exists a unitary and anti-linear operator I β⊗α
ν
I from
H β⊗α
ν
H onto H α⊗β
νo
H , the adjoint of which is I α⊗β
νo
I. Also, there exists an
anti-isomorphism R β⋆α
N
R fromM β⋆α
N
M ontoM α⋆β
No
M and, by definition
of R, we have, for all X ∈M β⋆α
N
M :
(R β⋆α
N
R)(X) = (I β⊗α
ν
I)X∗(I α⊗β
νo
I)
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We underline the fact that, if ω ∈ M+∗ , then ω ◦ R ∈ M+∗ and, if there exists
k ∈ R+ such that ω ◦ α ≤ kν, then ω ◦ R ◦ β ≤ kν. Also, if θ ∈ M+∗ and
k′ ∈ R+ are such that θ ◦ β ≤ k′ν, then θ ◦ R ◦ α ≤ kν. Then, we have
ωR β⋆α
ν
θR = (ω α⋆β
νo
θ) ◦ (R β⋆α
ν
R).
Lemma 9.41. — For all a, x ∈ NTR ∩ NΨ, ω ∈ M+∗ and k ∈ R+ such that
ω ◦ α ≤ kν, we have:
ω ◦R((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(x))) = (ΛΨ((id β⋆α
ν
ω)(Γ(a∗a)))|JΨΛΨ(x))
Proof. — Let b ∈ NTR ∩ NΨ. By 9.38, we can compute:
ω ◦R((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))) = ω((ωJΨΛΨ(b) β⋆α
ν
id)(Γ(a∗a)))
= ((id β⋆α
ν
ω)(Γ(a∗a))JΨΛΨ(b)|JΨΛΨ(b))
= (JΨbJΨΛΨ((id β⋆α
ν
ω)(Γ(a∗a)))|JΨΛΨ(b))
= (ΛΨ((id β⋆α
ν
ω)(Γ(a∗a)))|JΨΛΨ(b∗b))
Linearity and normality of the expressions imply the lemma.
Proposition 9.42. — We have ςNo ◦ (R β⋆α
N
R) ◦ Γ = Γ ◦R.
Proof. — Let a, b ∈ NTR ∩NΨ, ω, θ ∈M+∗ and k, k′ ∈ R+ such that ω ◦α ≤ kν
and θ ◦ β ≤ k′ν. Then, we can compute by 9.38 and the previous lemma:
(θ β⋆α
ν
ω)(Γ ◦R((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))))
= (θ β⋆α
ν
ω)(Γ((ωJΨΛΨ(b) β⋆α
ν
id)(Γ(a∗a))))
= (ωJΨΛΨ(b) β⋆α
ν
θ β⋆α
ν
ω)(id β⋆α
N
Γ)(Γ(a∗a))
= (ωJΨΛΨ(b) β⋆α
ν
θ β⋆α
ν
ω)(Γ β⋆α
N
id)(Γ(a∗a))
= (ωJΨΛΨ(b) β⋆α
ν
θ)[Γ((id β⋆α
ν
ω)(Γ(a∗a)))]
= (ΛΨ((id β⋆α
ν
θ ◦R)(Γ(b∗b)))|JΨΛΨ((id β⋆α
ν
ω)(Γ(a∗a))))
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Observe the symmetry of the last expression and use it to proceed towards the
computation:
(ΛΨ((id β⋆α
ν
ω)(Γ(a∗a)))|JΨΛΨ((id β⋆α
ν
θ ◦R)(Γ(b∗b))))
= (ωJΨΛΨ(a) β⋆α
ν
ω ◦R)[Γ((id β⋆α
ν
θ ◦R)(Γ(b∗b)))]
= (ωJΨΛΨ(a) β⋆α
ν
ω ◦R β⋆α
ν
θ ◦R)(Γ β⋆α
N
id)(Γ(b∗b))
= (ωJΨΛΨ(a) β⋆α
ν
ω ◦R β⋆α
ν
θ ◦R)(id β⋆α
N
Γ)(Γ(b∗b))
= (ω ◦R β⋆α
ν
θ ◦R)(Γ((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))))
= (ω α⋆β
νo
θ)(R β⋆α
N
R)(Γ((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))))
= (θ β⋆α
ν
ω)ςNo(R β⋆α
N
R)(Γ((ωJΨΛΨ(a) β⋆α
ν
id)(Γ(b∗b))))
Theorem 9.25 easily implies the result.
9.2.5.3. Left strong invariance w.r.t the antipode.— In this section, T ′ denotes
a left invariant n.s.f weight fromM to α(N). We put Φ′ = ν ◦α−1 ◦T ′, JΦ′ the
anti-linear operator and ∆Φ′ the modular operator which come from Tomita’s
theory of Φ′, σΦ
′
its modular group and V = (UT ′)
∗
HΦ
i.e the fundamental
unitary associated with T ′. The next proposition is the left strong invariance
w.r.t S.
Proposition 9.43. — Elements (id ∗ ωv,w)(V ) belong to the domain of S for
all v, w ∈ ΛΦ′(TΦ′,T ′) and we have S((id ∗ ωv,w)(V )) = (id ∗ ωv,w)(V ∗).
Proof. — By 3.19, we have (id ∗ ω)(V ) = (ω ◦ R ∗ id)(U ′HΦ) for all ω. If
ω(x) = ω(x∗), then, by 9.36, we have:
S((id ∗ ω)(V )) = S((ω ◦R ∗ id)(U ′HΦ)) = (ω ◦R ∗ id)(U ′HΦ∗ )
= [(ω ◦R ∗ id)(U ′HΦ)]∗
= [(id ∗ ω)(V )]∗ = (id ∗ ω)(V ∗)
Lemma 9.44. — For all v ∈ D(D1/2) and w ∈ D(D1/2), we have:
(ωv,w ∗ id)(V )∗ = (ωID−1/2v,ID1/2w ∗ id)(V )
Proof. — We have (id ∗ ωw′,v′)(V ) ∈ D(S) = D(τ−i/2) for all v′, w′ belonging
to ΛΦ′(TΦ′,T ′) by 9.43 and, since τ is implemented by D−1, we have:
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(id ∗ ωw′,v′)(V )D1/2 ⊆ D1/2τ−i/2((id ∗ ωw′,v′)(V ))
= D1/2R(S((id ∗ ωw′,v′)(V )))
= D1/2I[(id ∗ ωw′,v′)(V ∗)]∗I
= D1/2I(id ∗ ωv′,w′)(V )I.
Then, for all v ∈ D(D1/2) and w ∈ D(D1/2), we have:
((ωID−1/2v,ID1/2w ∗ id)(V )w′|v′) = ((id ∗ ωw′,v′)(V )D1/2Iv|D−1/2Iw)
= (D1/2I(id ∗ ωv′,w′)(V )v|D−1/2Iw)
= (w|(id ∗ ωv′,w′)v)
= ((ωv,w ∗ id)(V )∗w′, v′)
Then, the proposition holds.
Proposition 9.45. — The following relations are satisfied:
i) (I α⊗ǫ
No
JΦ′)V = V
∗(I β⊗α
N
JΦ′);
ii) (D−1 α⊗ǫ
νo
∆Φ′ )V = V (D
−1
β⊗α
ν
∆Φ′);
iii) (τt β⋆α
N
σΦ
′
t ) ◦ Γ = Γ ◦ σΦ
′
t for all t ∈ R .
where ǫ(n) = JΦ′α(n
∗)JΦ′ for all n ∈ N .
Proof. — We denote by SΦ′ the operator of Tomita’s theory associated with Φ
′
and defined as the closed operator on HΦ′ such that ΛΦ′(NΦ′ ∩ N ∗Φ′) is a core
for SΦ′ and SΦ′ΛΦ′(x) = ΛΦ′(x
∗) for all x ∈ NΦ′ ∩N ∗Φ′ . Then, by definition, we
have ∆Φ′ = S
∗
Φ′SΦ′ and SΦ′ = JΦ′∆
1/2
Φ′ . Moreover, for all m ∈ M and t ∈ R,
we have σΦ
′
t (m) = ∆
it
Φ′m∆
−it
Φ′ .
First of all, we verify these relations make sense. We have to prove some
commutation relations. We can write for all n ∈ Tν and y ∈ NΦ′ ∩ N ∗Φ′ :
SΦ′α(n)ΛΦ′ (y) = SΦ′ΛΦ′(α(n)y)
= ΛΦ′(y
∗α(n∗)) = αˆ(σν−i/2(n))SΦ′ΛΦ′(y)
so αˆ(σν−i/2(n))SΦ′ ⊆ SΦ′α(n) and by adjoint α(n)S∗Φ′ ⊆ S∗Φ′ αˆ(σνi/2(n). Then:
α(n)∆Φ′ = α(n)S
∗
Φ′SΦ′ ⊆ S∗Φ′ αˆ(σνi/2(n)SΦ′ ⊆ ∆Φ′α(σνi (n))
Since β(n)D−1 ⊆ D−1β(σνi (n)), the second relation makes sense. On an other
hand, we know that Iβ(n) = α(n∗)I and Jα(n) = ǫ(n∗)JΦ′ to terms of the
first relation. Finally, for all t ∈ R, we have:
τt ◦ β = β ◦ σνt and σΦ
′
t (α(n)) = ∆
it
Φ′α(n)∆
−it
Φ′ = α(σ
ν
t (n))
which finishes verifications.
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Let v, w ∈ ΛΦ(TΦ,SL). By 3.6, we know that (ωv,w β⋆α
ν
id)(Γ(y)) belongs to
NT ′ ∩NΦ′ ∩N ∗T ′ ∩N ∗Φ′ for all y ∈ NT ′ ∩NΦ′ ∩N ∗T ′ ∩N ∗Φ′ . By 3.18, we can write
(ωv,w⋆id)(V
∗)ΛΦ′(y) = ΛΦ′((ωv,w β⋆α
ν
id)(Γ(y))) so that (ωv,w∗id)(V ∗)ΛΦ′(y)
belongs to D(SΦ′ ). Then, we compute:
SΦ′(ωv,w ∗ id)(V ∗)ΛΦ′(y) = SΦ′ΛΦ′((ωv,w β⋆α
ν
id)(Γ(y)))
= ΛΦ′((ωw,v β⋆α
ν
id)(Γ(y∗)))
= (ωw,v ∗ id)(V ∗)ΛΦ′(y∗)
= (ωw,v ∗ id)(V ∗)SΦ′ΛΦ′(y)
Since ΛΦ′(NT ′ ∩ NΦ′ ∩ N ∗T ′ ∩N ∗Φ′) is a core for SΦ′ , this implies:
(10) (ωw,v ∗ id)(V ∗)SΦ′ ⊆ SΦ′(ωv,w ∗ id)(V ∗)
Take adjoint so as to get:
(11) (ωw,v ∗ id)(V )S∗Φ′ ⊆ S∗Φ′(ωv,w ∗ id)(V )
Then, we deduce by the previous lemma:
(ωv,w ∗ id)(V )∆Φ′ = (ωv,w ∗ id)(V )S∗Φ′SΦ′
⊆ S∗Φ′(ωv,w ∗ id)(V )SΦ′
= S∗Φ′ [(ωID−1/2w,ID1/2v ∗ id)(V )]∗SΦ′
Then by inclusion (10) and the previous lemma, we have:
(ωv,w ∗ id)(V )∆Φ′ ⊆ S∗Φ′SΦ′ [(ωID1/2v,ID−1/2w ∗ id)(V )]∗
= ∆Φ′(ωD1/2IID1/2v,D−1/2IID−1/2w ∗ id)(V )
= ∆Φ′(ωDv,N−1w ∗ id)(V )
Consequently, like relation (8), we easily deduce that:
(D−1 α⊗ǫ
νo
∆Φ′)V = V (D
−1
β⊗α
ν
∆Φ′)
Let’s prove the first relation. By inclusion (10), for all v ∈ D(N−1/2) and
w ∈ D(D1/2), we have:
(12)
JΦ′(ωw,v ∗ id)(V ∗)JΦ′∆1/2Φ′ = JΦ′(ωw,v ∗ id)(V ∗)SΦ′
⊆ JΦ′SΦ′(ωv,w ∗ id)(V ∗)
= ∆
1/2
Φ′ (ωv,w ∗ id)(V ∗)
For all p, q ∈ D(∆1/2Φ′ ), we have by ii):
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((ωv,w ∗ id)(V ∗)p,∆1/2Φ′ q) = (V ∗(v α⊗ǫ
νo
p)|w β⊗α
ν
∆
1/2
Φ′ q)
= (V ∗(v α⊗ǫ
νo
p)|D−1/2(D1/2w) β⊗α
ν
∆
1/2
Φ′ q)
= ((D−1/2 β⊗α
ν
∆
1/2
Φ′ )V
∗(v α⊗ǫ
νo
p)|D1/2w β⊗α
ν
q)
= (V ∗(D−1/2v α⊗ǫ
νo
∆
1/2
Φ′ p)|D1/2w β⊗α
ν
q)
= ((ωD−1/2v,D1/2w ∗ id)(V ∗)∆1/2Φ′ p|q).
Since ∆
1/2
Φ′ is self-adjoint, we get:
(ωD−1/2v,D1/2w ∗ id)(V ∗)∆1/2Φ′ ⊆ ∆1/2Φ′ (ωv,w ∗ id)(V ∗)
Also, by the previous lemma, we have:
(ωD−1/2v,D1/2w ∗ id)(V ∗) = (ωD1/2w,D−1/2v ∗ id)(V )∗
= (ωIw,Iv ∗ id)(V )
That’s why (ωIw,Iv ∗ id)(V )∆1/2Φ′ ⊆ ∆1/2Φ′ (ωv,w ∗ id)(V ∗). Since ∆1/2Φ′ has dense
range, this last inclusion and (12) imply that:
(ωIw,Iv ∗ id)(V ) = JΦ′ (ωv,w ∗ id)(V ∗)JΦ′
Then, we can compute:
((I β⊗α
ν
JΦ′)V
∗(I β⊗α
ν
JΦ′)(v β⊗α
ν
q)|w α⊗ǫ
νo
q)
= (V (Iw β⊗α
ν
JΦ′q)|Iv α⊗ǫ
νo
JΦ′p)
= ((ωIw,Iv ⋆ id)(V )JΦ′q|JΦ′p) = (JΦ′(ωw,v ⋆ id)(V ∗)q|JΦ′p)
= ((ωv,w ∗ id)(V )p|q) = (V (v β⊗α
ν
q)|w α⊗ǫ
νo
q)
so that the first relation is proved. We end the proof by the last equality. We
know that Γ is implemented by V , σΦ
′
by ∆Φ′ and τ by D so that the relation
comes from (D−1 α⊗ǫ
ν
∆Φ′)V = V (D
−1
β⊗α
ν
∆Φ′) like 9.24.
If we take T ′ = TL then V =W ∗, JΦ′ = JΦ and ∆Φ′ = ∆Φ so that we have
the following propositions:
Proposition 9.46. — For all v, w ∈ ΛΦ(TΦ,SL), (id ∗ ωv,w)(W ) belongs to
D(S) and:
S((id ∗ ωv,w)(W )) = (id ∗ ωv,w)(W ∗)
Proposition 9.47. — We have (ωv,w∗id)(W ∗)∗ = (ωID−1/2v,ID1/2w∗id)(W ∗)
for all v ∈ D(D1/2) and w ∈ D(D1/2).
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Proposition 9.48. — The following relations are satisfied:
i) (I α⊗βˆ
No
JΦ)W
∗ =W (I β⊗α
N
JΦ) ;
ii) (D−1 β⊗α
ν
∆Φ)W
∗ =W ∗(D−1 β⊗α
ν
∆Φ) ;
iii) (τt β⋆α
N
σΦt ) ◦ Γ = Γ ◦ σΦt for all t ∈ R.
We summarize the results of this section in the three following theorems:
Theorem 9.49. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured quan-
tum groupoid and W the pseudo-multiplicative unitary associated with. Then
the closed linear span of (id ∗ ωv,w)(W ) for all v ∈ D(αHΦ, ν) and w ∈
D((HΦ)βˆ , ν
o) is equal to the whole von Neumann algebra M .
Theorem 9.50. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured quan-
tum groupoid and W the pseudo-multiplicative associated with. If we put Φ =
ν ◦ α−1 ◦ TL, then there exists an unbounded antipode S which satisfies:
i) for all x ∈ D(S), S(x)∗ ∈ D(S) and S(S(x)∗)∗ = x
ii) for all v, w ∈ ΛΦ(TΦ,SL), (id ∗ ωv,w)(W ) belongs to D(S) and:
S((id ∗ ωv,w)(W )) = (id ∗ ωv,w)(W ∗)
S has the following polar decomposition S = Rτi/2, where R is a co-involution
of M satisfying R2 = id, R◦α = β and ςNo ◦ (R β⋆α
N
R)◦Γ = Γ◦R, and where
τ , the so-called scaling group, is a one-parameter group of automorphisms such
that τt ◦ α = α ◦ σνt , τt ◦ β = β ◦ σνt satisfying Γ ◦ τt = (τt β⋆α
N
τt) ◦ Γ for all
t ∈ R. S,R and τ are independent of TL and of TR.
Moreover, R◦TL◦R is a n.s.f operator-valued weight which is right invariant
and α-adapted w.r.t ν.
Theorem 9.51. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured
quantum groupoid. If R is the co-involution and τ the scaling group, then
(N,M,α, β,Γ, TL, R, τ, ν) becomes a measured quantum groupoid.
Proof. — By hypothesis, we know that γt = σ
ν
−t for all t ∈ R so that γ leaves
ν invariant. By theorem 9.50 and proposition 9.38, we can construct a co-
involution R and a scaling group τ such that (N,M,α, β,Γ, TL, R, τ, ν) becomes
a measured quantum groupoid.
9.3. Uniqueness, modulus and scaling operator. — By the general the-
ory of measured quantum groupoids, theorems 5.23 and 5.24 can be applied and
we get the following two theorems in the adapted measured quantum groupoids
case:
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Theorem 9.52. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured quan-
tum groupoid. If T ′ is a left invariant operator-valued weight which is β-adapted
w.r.t ν, then there exists a strictly positive operator h affiliated with Z(N) such
that, for all t ∈ R:
ν ◦ α−1 ◦ T ′ = (ν ◦ α−1 ◦ TL)β(h)
We have a similar result for the right invariant operator-valued weights.
Theorem 9.53. — Let (N,M,α, β,Γ, ν, TL, R◦TL ◦R) be a adapted measured
quantum groupoid. Then there exists a strictly positive operator δ affiliated with
M called modulus and then there exists a strictly positive operator λ affiliated
with Z(M)∩α(N)∩β(N) called scaling operator such that [Dν ◦α−1 ◦TL ◦R :
Dν ◦ α−1 ◦ TL]t = λ it
2
2 δit for all t ∈ R.
Moreover, we have, for all s, t ∈ R:
i)
[Dν ◦ α−1 ◦ TL ◦ τs : Dν ◦ α−1 ◦ TL]t = λ−ist
[Dν ◦ α−1 ◦ TL ◦R ◦ τs : Dν ◦ α−1 ◦ TL ◦R]t = λ−ist
[Dν ◦ α−1 ◦ TL ◦ σν◦α−1◦TL◦Rs : Dν ◦ α−1 ◦ TL]t = λist
[Dν ◦ α−1 ◦ TL ◦R ◦ σν◦α−1◦TLs : Dν ◦ α−1 ◦ TL ◦R]t = λ−ist
ii) R(λ) = λ, R(δ) = δ−1, τt(δ) = δ and τt(λ) = λ ;
iii) δ is a group-like element i.e Γ(δ) = δ β⊗α
N
δ.
Nevertheless, in the setting of adapted measured quantum groupoids, we
can improve the previous results. We want to precise where δ sits and the
dependence of fundamental elements with respect to the quasi-invariant weight.
Proposition 9.54. — The scaling operator does not depend on the quasi-
invariant weight but just on the modular group associated with. If δ˙ is the class
of δ for the equivalent relation δ1 ∼ δ2 if, and only if there exists a strictly
positive operator h affiliated to Z(N) such that δit2 = β(h
it)δit1 α(h
−it), then δ˙
does not depend on the quasi-invariant weight but just on the modular group
associated with.
Proof. — If ν′ is a n.s.f weight on N such that σν
′
= σν , then there exists
a strictly positive h affiliated to Z(N) such that ν′ = νh. We just have to
compute:
[Dν′ ◦ α−1 ◦ TL ◦R : Dν′ ◦ α−1 ◦ TL]t
= [Dνh ◦ α−1 ◦ TL ◦R : DΦ ◦R]t[DΦ ◦R : DΦ]t[DΦ : Dνh ◦ α−1 ◦ TL]t
= β([Dνh : Dν]
∗
−t)λ
1
2 it
2
δitα([Dν : Dνh]t) = λ
1
2 it
2
β(hit)δitα(h−it)
Proposition 9.55. — The modulus δ is affiliated with M ∩ α(N)′ ∩ β(N)′.
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Proof. — Since Φ = ν ◦ β−1 ◦ SL, with the notation of section 9.2, we have:
λ
it2
2 δit = [DΦ ◦R : DΦ]t = [DR ◦ TL ◦R : DSL]t
which belongs to M ∩ β(N)′. Since λ is affiliated with Z(M), we get that δ is
affiliated with M ∩β(N)′. Finally, since R(δ) = δ, we obtain that δ is affiliated
with M ∩ α(N)′ ∩ β(N)′.
Let ν′ be a n.s.f weight on N such that there exist strictly positive operator
h and k affiliated with N strongly commuting and [Dν′ : Dν]t = k
it2
2 hit for all
t ∈ R. By [Vae01a] (proposition 5.1), it is equivalent to σνt (his) = kisthis for
all s, t ∈ R and ν′ = νh in the sense of [Vae01a]. This hypothesis is satisfied, in
particular, if σν and σν
′
commute each other. In this cas, k is affiliated with
Z(N).
Proposition 9.56. — There exists a n.s.f operator-valued weight T ′L from M
to α(N) which is β-adapted w.r.t ν′ such that, for all t ∈ R, we have:
[DT ′L : DTL]t = β(k
−it2
2 hit)
Proof. — By 9.4, there exists a n.s.f operator-valued weight SL from M to
β(N) such that ν ◦ α−1 ◦ TL = ν ◦ β−1 ◦ SL so that SL is α-adapted w.r.t ν.
Then, again by 9.4, there exists a n.s.f operator-valued weight T ′L from M to
α(N) such that ν′ ◦ β−1 ◦ S = ν ◦ α−1 ◦ T ′L so that T ′L is β-adapted w.r.t ν′.
Then, we compute the Radon-Nikodym cocycle for all t ∈ R:
[DT ′L : DTL]t = [Dν ◦ α−1 ◦ T ′L : Dν ◦ α−1 ◦ TL]t
= [Dν′ ◦ β−1 ◦ S : Dν ◦ β−1 ◦ S]t
= β([Dν′ : Dν]∗−t) = β(k
−it2
2 hit)
Corollary 9.57. — We have:
ν ◦α−1 ◦T ′L = (ν ◦α−1 ◦TL)β(h) and ν′ ◦α−1 ◦T ′L = (ν ◦α−1 ◦TL)α(h)β(h)
Proof. — Come from [Vae01a] (proposition 5.1) and the following equality, for
all t ∈ R, [Dν′ ◦ α−1 ◦ T ′L : Dν ◦ α−1 ◦ TL]t = α(k
it2
2 )β(k
−it2
2 )α(hit)β(hit).
Proposition 9.58. — T ′L is left invariant.
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Proof. — Let a ∈ M+T ′L . By left invariance of TL, we have:
(id β⋆α
ν′
ν′ ◦ α−1 ◦ T ′L)(Γ(a)) = (id β⋆α
ν
ν ◦ α−1 ◦ T ′L)(Γ(a))
= (id β⋆α
ν
(ν ◦ α−1 ◦ TL)β(h))(Γ(a))
= (id β⋆α
ν
ν ◦ α−1 ◦ TL)(Γ(β(h1/2)aβ(h1/2)))
= TL(β(h
1/2)aβ(h1/2)) = T ′(a)
We state the right version of these results:
Proposition 9.59. — There exists a n.s.f right invariant operator-valued
weight T ′R which is α-adapted w.r.t ν
′ such that, for all t ∈ R, we have:
[DT ′R : DTR]t = α(k
it2
2 hit)
Moreover, we have:
ν ◦β−1 ◦T ′R = (ν ◦β−1 ◦TR)α(h) and ν′ ◦β−1 ◦T ′R = (ν ◦β−1 ◦TR)α(h)β(h)
Lemma 9.60. — The application Iν
′
ν defined by the following formula:
Iν
′
ν (ξ β⊗α
ν
η) = β(k−i/8)ξ β⊗α
ν′
α(h1/2)η
for all ξ ∈ H and η ∈ D(αH, ν) ∩ D(α(h1/2)), is an isomorphism of β(N)′ −
α(N)′o-bimodules from H β⊗α
ν
H onto H β⊗α
ν′
H.
Proof. — For all x ∈ Nν′ , we have:
α(x)α(h1/2)η = α(xh1/2)η = Rα,ν(η)Λν(xh
1/2) = Rα,ν(η)Λν′(x)
so that α(h1/2)η ∈ D(αH, ν) and Rα,ν′(α(h1/2)η) = Rα,ν(η). Also, we recall
that Jν′ = Jνk
−i/8Jνki/8Jν by [Vae01a] (proposition 2.5). Then, we have:
(β(k−i/8)ξ1 β⊗α
ν
α(h1/2)η1|β(k−i/8)ξ2 β⊗α
ν
α(h1/2)η2)
= (β(Jν′ < α(h
1/2)η1, α(h
1/2)η2 >
∗
α,ν′ Jν′)β(k
−i/8)ξ1|β(k−i/8)ξ2)
= (β(k−i/8Jνk−i/8Jνki/8Jν < η1, η2 >∗α,ν Jνk
−i/8Jνki/8Jνki/8)ξ1|ξ2)
= (β(Jν < η1, η2 >
∗
α,ν Jν)ξ1|ξ2) = (ξ1 β⊗α
ν
η1|ξ2 β⊗α
ν
η2)
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Remark 9.61. — For all ξ ∈ D(Hβ , νo) and η ∈ D(αH, ν), we have:
Iν
′
ν (ξ β⊗α
ν
η) = β(k−i/8)ξ β⊗α
ν′
α(h1/2)η = ξ β⊗α
ν′
α(k−i/8h1/2)η
= β(σνi/2(h
1/2))ξ β⊗α
ν′
α(k−i/8)η = β(σνi/2(k
−i/8h1/2))ξ β⊗α
ν′
η
= β(ki/8)ξ β⊗α
ν′
α(σν−i/2(h
1/2))η = β(ki/8h1/2)ξ β⊗α
ν′
η
Proposition 9.62. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured
quantum groupoid. There exists a adapted measured quantum groupoid
(N,M,α, β,Γ, ν′, T ′L, T
′
R) fundamental objects of which, R
′, τ ′, λ′, δ′ and P ′,
are expressed, for all t ∈ R, in the following way:
i) R′ = R, λ′ = λ and δ′ = δ
ii) τ ′t = Ad
α(k
−it2
2 h−it)β(k
it2
2 hit)
◦ τt = Adα([Dν′:Dν]∗t )β([Dν′:Dν]t) ◦ τt
iii) P ′it = α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)JΦP it
Proof. — The existence of (N,M,α, β,Γ, ν′, T ′L, T
′
R) has been already proved.
We put Φ′ = ν′ ◦ α−1 ◦ T ′L and Ψ′ = ν′ ◦ β−1 ◦ T ′R. Let x, y ∈ NT ′R ∩ NΨ′ . By
[Vae01a] (proposition 2.5), we have:
JΨ′ΛΨ′(x) = JΨα(k
−i/8)β(ki/8)JΨα(ki/8)β(k−i/8)JΨΛΨ(xα(h1/2)β(h1/2))
ωJΨ′ΛΨ′(x) = ωα(ki/8)β(k−i/8)JΨΛΨ(xα(h1/2)β(h1/2))
Then, we easily verify
λβ,α,ν
′
α(ki/8)β(k−i/8)JΨΛΨ(xα(h1/2)β(h1/2))
= Iν
′
ν λ
β,α,ν
α(ki/8)JΨΛΨ(xα(h1/2))
We compute:
(ωJΨ′ΛΨ′ (x) β⋆α
ν′
id)(Γ(y∗y))
= (ωα(ki/8)β(k−i/8)JΨΛΨ(xα(h1/2)β(h1/2)) β⋆α
ν′
id)(Γ(y∗y))
= (ωα(ki/8)JΨΛΨ(xα(h1/2)) β⋆α
ν
id)(Γ(y∗y))
= (ωJΨΛΨ(xα(k−i/8h1/2)) β⋆α
ν
id)(Γ(y∗y))
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Apply R to get:
R[(ωJΨ′ΛΨ′ (x) β⋆α
ν′
id)(Γ(y∗y))]
= (ωJΨΛΨ(y) β⋆α
ν
id)(Γ(α(ki/8h1/2)x∗xα(k−i/8h1/2)))
= (ωα(k−i/8h1/2)JΨΛΨ(y) β⋆α
ν
id)(Γ(x∗x))
= (ωα(ki/8)JΨΛΨ(yα(h1/2)) β⋆α
ν
id)(Γ(x∗x))
= (ωJΨ′ΛΨ′ (y) β⋆α
ν′
id)(Γ(x∗x)) = R′[(ωJΨ′ΛΨ′ (x) β⋆α
ν′
id)(Γ(y∗y))]
so that R = R′. For all a ∈M , ξ ∈ D(Hβ , ν′o) and t ∈ R, we have:
τt((ωξ β⋆α
ν′
id)(Γ(a)))
= τt(α(k
−i/8h−1/2)(ωξ β⋆α
ν
id)(Γ(a))α(ki/8h−1/2))
= α(σνt (k
−i/8h−1/2))τt((ωξ β⋆α
ν
id)(Γ(a)))α(σνt (k
i/8h−1/2))
= α(k−t/2−i/8h−1/2)(ω∆−itΨ ξ β⋆αν
id)(Γ(σΨ−t(a)))α(k
−t/2+i/8h−1/2)
By [Vae01a] (proposition 2.4 and corollaire 2.6), we know that:
(ω∆−itΨ ξ β
⋆α
ν
id)(Γ(σΨ−t(a)))
= (ω
α(k
−it2
2 hit)β(k
it2
2 hit)∆−it
Ψ′
ξ
β⋆α
ν
id)(Γ(Ad
α(k
it2
2 h−it)β(k
−it2
2 h−it)
◦ σΨ′−t(a)))
so that:
τt((ωξ β⋆α
ν′
id)(Γ(a)))
= Ad
α(k−t/2+i/8h−1/2)β(k
it2
2 hit)
◦ (ω
β(k
it2
2 hit)∆−it
Ψ′
ξ
β⋆α
ν
id)(Γ(σΨ
′
−t(a)))
= α(k
−it2
2 h−it)β(k
it2
2 hit)(ω∆−it
Ψ′
ξ β⋆α
ν′
id)(Γ(σΨ
′
−t(a)))α(k
it2
2 hit)β(k
−it2
2 h−it)
= α(k
−it2
2 h−it)β(k
it2
2 hit)τ ′t((ωξ β⋆α
ν′
id)(Γ(a)))α(k
it2
2 hit)β(k
−it2
2 h−it)
Consequently, we have:
τ ′t(z) = α(k
it2
2 hit)β(k
−it2
2 h−it)τt(z)α(k
−it2
2 h−it)β(k
it2
2 hit)
for all z ∈M and t ∈ R. Now, we compute the Radon-Nikodym cocycle:
[Dν′ ◦ α−1 ◦ T ′ ◦R : Dν′ ◦ α−1 ◦ T ′]t
= [Dν′α−1T ′R : Dνα−1TR]t[Dνα−1TR : Dνα−1T ]t[Dνα−1T : Dν′α−1T ′]t
= α([Dν′ : Dν]t)β([Dν′ : Dν]∗−t)λ
it2
2 δitα([Dν : Dν′]t)β([Dν : Dν′]∗−t)
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which is equal to λ
it2
2 δit. Finally, we express the manageable operator P ′ in
terms of P . We have, for all x ∈ NT ′L ∩ NΦ′ and t ∈ R:
P ′itΛΦ′(x) = λ′t/2ΛΦ′(τ ′t(x))
= λt/2ΛΦ(α(k
it2
2 hit)β(k
−it2
2 h−it)τt(x)α(k
−it2
2 h−it)β(k
it2
2 hit)α(h1/2)β(h1/2))
which is equal to the value of:
λt/2α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)α(kt/2)β(kt/2)JΦ
on ΛΦ(τt(x)α(h
1/2)β(h1/2)) and the value of:
λt/2α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)JΦ
on ΛΦ(τt(xα(h
1/2)β(h1/2))) which is:
α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)JΦP itΛΦ′(x)
Thanks to these formulas, we verify for example that τ ′t(α(n)) = α(σ
ν′
t (n)),
τ ′t(β(n)) = β(σ
ν′
t (n)) and τ
′ is implemented by P ′.
Proposition 9.63. — Let (N,M,α, β,Γ, ν, TL, TR) be adapted measured
quantum groupoid and let T˜L be an other n.s.f left invariant operator-valued
weight which is β-adapted w.r.t ν. Then fundamental objects R˜, τ˜ , λ˜, δ˜ and
P˜ of the adapted measured quantum groupoid (N,M,α, β,Γ, ν, T˜L, TR) can be
expressed in the following way:
i) R˜ = R, τ˜ = τ , λ˜ = λ and P˜ = P
ii) δ˜ = δα(h)β(h−1) where h is affiliated with Z(N) s.t. T˜L = (TL)β(h)
Proof. — By uniqueness theorem, there exists a strictly positive operator h
affiliated with Z(N) such that ν ◦ α−1 ◦ T˜L = (ν ◦ α−1 ◦ TL)β(h) and, for all
t ∈ R, we have [DT˜L : DTL]t = β(hit). We have already noticed that R and
τ are independent w.r.t left invariant operator-valued weight and β-adapted
w.r.t ν. We compute then Radon-Nykodim cocycle:
[Dνβ−1RT˜LR : Dνα−1T˜L]t
= [Dνβ−1RT˜LR : Dνβ−1RTLR]t[DΨ : DΦ]t[Dνα−1TL : Dνα−1T˜L]t
= R([DT˜L : DTL]
∗
−t)[DΨ : DΦ]t[DTL : DT˜L]t
= α(hit)λ
it2
2 δitβ(h−it) = λ
it2
2 δitα(hit)β(h−it)
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Then, it remains to compute P˜ . If, we put Φ˜ = ν ◦ α−1 ◦ T˜L, we have, for all
t ∈ R and x ∈ NT˜L ∩ NΦ˜:
P˜ itΛΦ˜(x) = λ˜
t/2ΛΦ˜(τ˜t(x)) = λ
t/2ΛΦ(τt(x)β(h
1/2)) = λt/2ΛΦ(τt(xβ(h
1/2))
= P itΛΦ(xβ(h
1/2))=P itΛΦ˜(x)
Theorem 9.64. — Let (N,M,α, β,Γ, ν, TL, TR) and (N,M,α, β,Γ, ν
′, T ′L, T
′
R)
be adapted measured quantum groupoids such that there exist strictly pos-
itive operators h and k affiliated with N which strongly commute and
[Dν′ : Dν]t = k
it2
2 hit for all t ∈ R. For all t ∈ R, fundamental objects
of the two structures are linked by:
i) R′ = R
ii) τ ′t = Ad
α(k
−it2
2 h−it)β(k
it2
2 hit)
◦ τt = Adα([Dν′:Dν]∗t )β([Dν′:Dν]t) ◦ τt
iii) λ′ = λ
iv) δ˙′ = δ˙ where δ˙ and δ˙′ have been defined in proposition 9.54
v) P ′it = α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)JΦP it
Proof. — We successively apply the two previous propositions.
We summarize results concerning the change of quasi-invariant weight in the
following theorem:
Theorem 9.65. — Let (N,M,α, β,Γ, ν, TL, R◦TL ◦R) be a adapted measured
quantum groupoid. If ν′ is a n.s.f weight on N and h, k are strictly positive
operators, affiliated with N , strongly commuting and satisfying [Dν′ : Dν]t =
k
it2
2 hit for all t ∈ R, then there exists a n.s.f left invariant operator-valued
weight T˜L which is β-adapted w.r.t ν
′. Moreover, if (N,M,α, β,Γ, ν′, T ′L, T
′
R) is
an other adapted measured quantum groupoid, then, for all t ∈ R, fundamental
objects are linked by:
i) R′ = R
ii) τ ′t = Ad
α(k
−it2
2 h−it)β(k
it2
2 hit)
◦ τt = Adα([Dν′:Dν]∗t )β([Dν′:Dν]t) ◦ τt
iii) λ′ = λ
iv) δ˙′ = δ˙ where δ˙ and δ˙′ have been defined in proposition 9.54
v) P ′it = α(k
it2
2 hit)β(k
−it2
2 h−it)JΦα(k
it2
2 hit)β(k
−it2
2 h−it)JΦP it
9.4. Characterization. — In theorem 9.51, we explain how a adapted mea-
sured quantum groupoid can be seen as a generalized quantum groupoid. But
it is easy to characterize them among measured quantum groupoids.
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Theorem 9.66. — A measured quantum groupoid is a adapted measured quan-
tum groupoid if, and only if γ = σν if, and only if δ is affiliated withM∩α(N)′∩
β(N)′.
Proof. — Straightforward.
In general, we have not a duality within adapted measured quantum
groupoid category that is the dual structure coming from measured quantum
groupoid is not a adapted measured quantum groupoid anymore. We can be
even more precise by characterizing dual objects of adapted measured quantum
groupoids.
Theorem 9.67. — A measured quantum groupoid is the dual of a adapted
measured quantum groupoid if, and only if γt = σ
ν
−t for al t ∈ R.
Proof. — Let us denote by M a measured quantum groupoid and by M̂ its
dual. By the bi-duality theorem and the previous theorem, M is the dual of a
adapted measured quantum groupoid if, and only if M̂ is a adapted measured
quantum groupoid if, and only if γ−t = γˆt = σνt for all t ∈ R.
Also, we can deduce a precise result concerning duality within adapted mea-
sured quantum groupoids:
Theorem 9.68. — For all adapted measured quantum groupoid (N,M,α, β,Γ, ν, TL, TR),
the dual measured quantum groupoid is a adapted measured quantum groupoid
if, and only if the basis N is semi-finite.
Proof. — (N, M̂, α, βˆ, Γˆ) equipped with T̂L et R̂◦ T̂L◦ R̂ is a adapted measured
quantum groupoid if, and only if there exists a nsf weight ν̂ on N such that,
for all t ∈ R, we have σνt = σbν−t. In this case, νˆ is σν invariant, so there
exists a strictly positive operator h affiliated to the centralizer of ν such that
[Dνˆ : Dν]t = h
it. Then, for all x ∈ N , we have σν−t(x) = hitσνt (x)h−it and
σν−2t(x) = h
itxh−it. Then σνt is inner for all t ∈ R and N is semi-finite by
theorem 3.14 of [Tak03]. Conversely, if N is semi-finite, there exists a nsf trace
tr on N and a strictly positive operator hsuch that ν = tr(h.). So νˆ = tr(h−1.)
satisfies conditions.
10. Groupoids
Definition 10.1. — A groupoid G is a small category in which each mor-
phism γ : x → y is an isomorphism the inverse of which is γ−1. Let G{0}
the set of objects of G that we identify with {γ ∈ G|γ ◦ γ = γ}. For all
γ ∈ G, γ : x → y, we denote x = γ−1γ = s(γ) we call source object and
y = γγ−1 = r(γ) we call range object. If G{2} is the set of pairs (γ1, γ2) of G
such that s(γ1) = r(γ2), then composition of morphisms makes sense in G
{2}.
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In [Ren80], J. Renault defines the structure of locally compact groupoid G
with a Haar system {λu, u ∈ G{0}} and a quasi-invariant measure µ on G{0}.
We refer to [Ren80] for definitions and notations. We put ν = µ ◦ λ. We refer
to [Co79] and [ADR00] for discussions about transversal measures.
If G is σ-compact, J.M Vallin constructs in [Val96] two co-involutive Hopf
bimodules on the same basis N = L∞(G{0}, µ), following T. Yamanouchi’s
works in [Yam93]. The underlying von Neumann algebras are L∞(G, ν) which
acts by multiplication on H = L2(G, ν) and L(G) generated by the left regular
representation L of G.
We define a (resp. anti-) representation α (resp. β) from N in L∞(G, ν)
such that, for all f ∈ N :
α(f) = f ◦ r and β(f) = f ◦ s
For all i, j ∈ {α, β}, we define G{2}i,j ⊂ G×G and a measure ν2i,j such that:
H i⊗j
N
H is identified with L2(G
{2}
i,j , ν
2
i,j)
For example, G
{2}
β,α is equal to G
{2} and ν2β,α to ν
2. Then, we construct a
unitaryWG from H α⊗α
µ
H onto H β⊗α
µ
H , defined for all ξ ∈ L2(G{2}α,α, ν2α,α)
by:
WGξ(s, t) = ξ(s, st)
for ν2-almost all (s, t) in G{2}.
This leads to define co-products ΓG and Γ̂G by formulas:
ΓG(f) =WG(1 α⊗α
N
f)W ∗G and Γ̂G(k) =W
∗
G(k β⊗α
N
1)WG
for all f ∈ L∞(G, ν) and k ∈ L(G), this explicitly gives:
ΓG(f)(s, t) = f(st)
for all f ∈ L∞(G, ν) and ν2-almost all (s, t) in G{2},
Γ̂G(L(h))ξ(x, y) =
∫
G
h(s)ξ(s−1x, s−1y)dλr(x)(s)
for all ξ ∈ L2(G{2}α,α, ν2α,α), h a continuous function with compact support on G
and ν2α,α-almost all (x, y) in G
{2}
α,α. Moreover, we define two co-involutions jG
and ĵG by:
jG(f)(x) = f(x
−1)
for all f ∈ L∞(G, ν) and almost all x,
ĵG(g) = Jg
∗J
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for all g ∈ L(G) and where J is the involution Jξ = ξ for all ξ ∈ L2(G). Finally,
we define two n.s.f left invariant operator-valued weights PG and P̂G:
PG(f)(y) =
∫
G
f(x)dλr(y)(x) and P̂G(L(f)) = α(f|G{0})
for all continuous with compact support f on G ν-almost all y in G.
Theorem 10.2. — Let G be a σ-compact, locally compact groupoid with a
Haar system and a quasi-invariant measure µon units. Then:
(L∞(G{0}, µ), L∞(G, ν), α, β,ΓG, µ, PG, jGPGjG)
is a commutative adapted measured quantum groupoid and:
(L∞(G{0}, µ),L(G), α, α, Γ̂G, µ, P̂G, ĵGP̂GĵG)
is a symmetric adapted measured quantum groupoid. The unitary VG =W
∗
G is
the fundamental unitary of the commutative structure.
Proof. — By [Val96] (th. 3.2.7 and 3.3.7), (L∞(G{0}, µ), L∞(G, ν), α, β,ΓG)
and (L∞(G{0}, µ),L(G), α, α, Γ̂G) are co-involutive Hopf bimodules with left in-
variant operator-valued weights; to get right invariants operator-valued weights,
we consider jGPGjG and ĵGP̂GĵG.
Since L∞(G, ν) is commutative, PG is adapted w.r.t µ by [Val96] (theorem
3.3.4), σµ◦α
−1◦cPG
t fixes point by point α(N) so that P̂G is adapted w.r.t µ.
Finally, for all e, f, g continuous functions with compact support and almost
all (s, t) in G{2}, we have, by 3.16:
(1 β⊗α
N
JeJ)WG(f α⊗α
µ
g)(s, t) = e(t)f(s)g(st) = ΓG(g)(f β⊗α
µ
e)(s, t)
= (1 β⊗α
N
JeJ)UH(f α⊗α
µ
g)(s, t)
so that we get UH =WG.
Remark 10.3. — In the commutative structure, modular function dν
−1
dν and
modulus coincide and the scaling operator is trivial.
We have a similar result for adapted measured quantum groupoids in the
sense of Hahn ([Hah78a] and [Hah78b]):
Theorem 10.4. — From all measured groupoid G, we construct a commuta-
tive adapted measured quantum groupoid (L∞(G{0}, µ), L∞(G, ν), α, β,ΓG, µ, PG, jGPGjG)
and a symmetric one (L∞(G{0}, µ),L(G), α, α, Γ̂G, µ, P̂G, ĵGP̂G ĵG). Objects
are defined in a similar way as in the locally compact case. The unitary VG is
the fundamental unitary of the commutative structure.
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Proof. — Results come from [Yam93] for the symmetric case. It is sufficient to
apply in this case, technics of [Val96] for the commutative case and invariant
operator-valued weights.
Conjecture 10.5. — If (N,M,α, β,Γ, µ, TL, TR) is a adapted measured
quantum groupoid such that M is commutative, then there exists a locally
compact groupoid G such that:
(N,M,α, β,Γ, µ, TL, TR) ≃ (L∞(G{0}, µ), L∞(G, ν), α, β,ΓG, µ, PG, jG◦PG◦jG)
11. Finite quantum groupoids
Definition 11.1. — (Weak Hopf C*-algebras [BSz96]) We call weak Hopf
C*-algebra or finite quantum groupoid all (M,Γ, κ, ε) where M is a finite
dimensional C*-algebra with a co-product Γ : M → M ⊗M , a co-unit ε and
an antipode κ :M →M such that, for all x, y ∈M :
i) Γ is a *-homomorphism (not necessary unital);
ii) Unit and co-unit satisfy the following relation:
(ε⊗ ε)((x ⊗ 1)Γ(1)(1⊗ y)) = ε(xy)
iii) κ is an anti-homomorphism of algebra and co-algebra such that:
– (κ ◦ ∗)2 = ι
– (m(κ⊗ id)⊗ id)(Γ⊗ id)Γ(x) = (1⊗ x)Γ(1).
where m denote the product on M .
We recall some results [NV00], [NV02] and [BNS99]. If (M,Γ, κ, ε) is a
weak Hopf C*-algebra. We call co-unit range (resp. source) the application
εt = m(id ⊗ κ)Γ (resp. εs = m(κ ⊗ id)Γ). We have κ ◦ εt = εs ◦ κ. There
exists a unique faithful positive linear form h, called normalized Haar measure
of (M,Γ, κ, ε) which is κ-invariant, such that (id ⊗ h)(Γ(1)) = 1 and, for all
x, y ∈M , we have:
(id⊗ h)((1⊗ y)Γ(x)) = κ((i ⊗ h)(Γ(y)(1⊗ x)))
Moreover, Esh = (h ⊗ id)Γ (resp. Eth = (id ⊗ h)Γ) is a Haar conditional
expectation to the source (resp. range) Cartan subalgebra εs(M) (resp. range
εt(M)) such that h ◦ Esh = h (resp. h ◦ Eth = h). Range and source Cartan
subalgebras commute.
By [Da03], [Nik02], and [Val03], we can always assume that κ2|εt(M) = id
thanks to a deformation. In the following, we assume that the condition
holds.
Since h ◦ κ = h and κεt = εsκ, we have h ◦ εt = h ◦ εs.
Theorem 11.2. — Let (M,Γ, κ, ε) be a weak Hopf C*-algebra, h its normal-
ized Haar measure, Esh (resp. E
t
h) its source (resp. range) Haar conditional
expectation and εt(M) its range Cartan subalgebra. We put N = εt(M),
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α = id|N , β = κ|N , Γ˜ the co-product Γ viewed as an operator which takes
value in:
M β⋆α
N
M ≃ (M ⊗M)Γ(1)
and µ = h ◦ α = h ◦ β. Then (N,M,α, β, Γ˜, µ, Eth, Esh) is a adapted measured
quantum groupoid.
Proof. — α is a representation from N in M and, since κ2|εt(M) = id, β is a
anti-representation from N in M . They commute each other because Cartan
subalgebras commute and κ ◦ εt = εs ◦ κ. For all n ∈ N , there exists m ∈ M
such that n = εt(m). So, we have:
Γ˜(α(n)) = Γ˜(εt(m)) = Γ(1)(εt(m)⊗ 1)Γ(1) = α(n) β⊗α
N
1
Also, we have Γ˜(β(n)) = 1 β⊗α
N
β(n) and Γ˜ is a co-product. Then
(N,M,α, β,Γ) is Hopf bimodule. Moreover, for all n ∈ N and t ∈ R, we
have:
σ
Eth
t (β(n)) = σ
h◦Eth
t (β(n)) = σ
h◦Esh
t (β(n)) = σ
h|β(N)
t (β(n))
= β(σ
h|β(N)◦β
−t (n)) = β(σ
µ
−t(n))
and Eth is β-adapted w.r.t µ. Since E
s
h = κ◦Eth ◦κ, then Esh is α-adapted w.r.t
µ.
Theorem 11.3. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured quan-
tum groupoid such that M is finite dimensional. Then, there exist Γ˜, κ and ε
such that (M, Γ˜, κ, ε) is a weak Hopf C*-algebra.
Proof. — By 2.3, we identify via Iνβ,α, L
2(M) β⊗α
N
L2(M) with a subspace
of L2(M) ⊗ L2(M). We put Γ˜(x) = Iνβ,αΓ(x)(Iνβ,α)∗. By [Val01] (definition
2.2.3), the fundamental pseudo-multiplicative unitary becomes a multiplicative
partial isometry on L2(M)⊗L2(M) of basis (N,α, βˆ, β) by I = Iν
α,βˆ
W (Iνβ,α)
∗.
I is regular in the sense of [Val01] (definition 2.6.3) by 7.5. Moreover, if we
put H = L2(M), then TrH(R(m)) = TrH(m) for all m ∈ M because R is
implemented by an anti-unitary, so TrH ◦ β = TrH ◦ α = TrH ◦ βˆ and we
conclude by [Val01] (proposition 3.1.3).
Remark 11.4. — With notations of section 2.3, κ and S are linked by:
κ(x) = α(n1/2o d
1/2)β(n−1/2o d
−1/2)S(x)α(n−1/2o d
−1/2)β(n1/2o d
1/2)
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12. Quantum groups
Theorem 12.1. — adapted measured quantum groupoids, basis N on which is
equal to C are exactly locally compact quantum groups (in the von Neumann
setting) introduced by J. Kustermans and S. Vaes in [KV03].
Proof. — In this case, the notion of relative tensor product is just usual tensor
product of Hilbert spaces, the notion of fibered product is just tensor product
of von Neumann algebras and the notion of operator-valued weight is just
weight.
13. Compact case
In this section, we show that pseudo-multiplicative unitaries of compact
type in the sense of [Eno02] correspond exactly to adapted measured quantum
groupoids with a Haar conditional expectation.
Definition 13.1. — Let W be a pseudo-multiplicative unitary over N w.r.t
α, β, βˆ. Let ν be a n.s.f weight on N . We say that W is of compact type
w.r.t ν if there exists ξ ∈ H such that:
i) ξ belongs to D(Hβˆ , ν
o) ∩D(αH, ν) ∩D(Hβ , νo);
ii) < ξ, ξ >βˆ,νo=< ξ, ξ >α,ν=< ξ, ξ >β,νo= 1
iii) we have W (ξ βˆ⊗α
ν
η) = ξ α⊗β
νo
η for all η ∈ H .
In this case, ξ is said to be fixed and bi-normalized. We also say that W is
of discrete type w.r.t ν if Wˆ is of compact type.
By [Eno02] (proposition 5.11), we recall that, if W is of compact type w.r.t
ν and ξ is a fixed and bi-normalized vector, then ν shall be a faithful, normal,
positive form on N which is equal to ωξ ◦ α = ωξ ◦ β = ωξ ◦ βˆ and it is called
canonical form.
Proposition 13.2. — Let (N,M,α, β,Γ) be a Hopf bimodule. Assume there
exist:
i) a n.f left invariant conditional expectation from E to α(N);
ii) a n.f right invariant conditional expectation from F to β(N);
iii) a n.f state ν on N such that ν ◦ α−1 ◦ E = ν ◦ β−1 ◦ F .
Then (N,M,α, β,Γ, ν, E, F ) is a adapted measured quantum groupoid.
Moreover, if R, τ, λ and δ are fondamental objects of the structure, then we
have F = R ◦ E ◦ R and λ = δ = 1. Finally, Λν◦α−1◦E(1) is co-fixed and
bi-normalized, and the fundamental pseudo-multiplicative unitary W is weakly
regular and of discrete type in sense of [Eno02] (paragraphe 5).
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Proof. — For all t ∈ R and n ∈ N , we have:
σEt (β(n)) = σ
ν◦α−1◦E
t (β(n)) = σ
ν◦β−1◦F
t (β(n)) = β(σ
ν
−t(n))
Also, we have:
σFt (α(n)) = σ
ν◦β−1◦F
t (α(n)) = σ
ν◦α−1◦E
t (α(n)) = α(σ
ν
t (n))
so that (N,M,α, β,Γ, ν, E, F ) is a adapted measured quantum groupoid. By
definition, we have:
[Dν ◦ α−1 ◦ E ◦R : Dν ◦ α−1 ◦ E]t = λ it
2
2 δit
On the other hand, since ν ◦ α−1 ◦ E = ν ◦ β−1 ◦ F and by uniqueness, there
exists a strictly positive element h affiliated with Z(N):
[Dν ◦ α−1 ◦ E ◦R : Dν ◦ α−1 ◦ E]t = [DR ◦ E ◦R : DF ]t = α(hit)
We deduce that λ = 1 and δ = α(h), so α(h−1) = δ−1 = R(δ) = β(h) and by
[Eno00] (5.2), we get h = 1.
We put Φ = ν ◦ α−1 ◦E. If (ξi)i∈I is a (No, νo)-basis of (HΦ)β then, for all
v ∈ D(Hβ , νo):
UH(v α⊗βˆ
νo
ΛΦ(1)) =
∑
i∈I
ξi β⊗α
ν
ΛΦ((ωv,ξi β⋆α
ν
id)(Γ(1)))
=
∑
i∈I
ξi β⊗α
ν
α(< v, ξi >β,νo)ΛΦ(1) = v β⊗α
ν
ΛΦ(1)
It is easy to see that ΛΦ(1) belongs to D((HΦ)βˆ , ν
o) ∩D(αHΦ, ν) and satisfies
< ΛΦ(1),ΛΦ(1) >βˆ,νo=< ΛΦ(1),ΛΦ(1) >α,ν= 1 so that, by continuity, we get
UH(v α⊗βˆ
νo
ΛΦ(1)) = v β⊗α
ν
ΛΦ(1) for all v ∈ H i.e ΛΦ(1) is co-fixed and
bi-normalized. Since ν ◦ α−1 ◦ E = Φ = ν ◦ β−1 ◦ F , we have by 3.6, for all
n ∈ Nν :
β(n∗)ΛΦ(1) = β(n∗)JΦΛΦ(1) = JΦΛF (1)Λν(n)
so that ΛΦ(1) is β-bounded w.r.t ν
o and Rβ,ν
o
(ΛΦ(1)) = JΦΛF (1)Jν . Conse-
quently, ΛΦ(1) is bi-normalized and W is of discrete type.
Corollary 13.3. — Let W be a weakly regular pseudo-multiplicative unitary
over N w.r.t α, β, βˆ of compact type w.r.t the canonical form ν. If ξ a fixed
and bi-normalized vector, we put:
i) A the von Neumann algebra generated by right leg of W ;
ii) Γ(x) = σνoW (x α⊗β
νo
1)W ∗σν for all x ∈ A ;
iii) E = (ωξ β⋆α
ν
id) ◦ Γ and F = (id β⋆α
ν
ωξ) ◦ Γ.
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Then (N,A, α, β,Γ, ν, E, F ) is a adapted measured quantum groupoid such that
E and F are n.f conditional expectations. Moreover, if R, τ, λ and δ are the
fundamental objects of the structure, we have F = R ◦ E ◦ R, λ = δ = 1 and
the fundamental unitary is Wˆ .
Proof. — By [EV00] (6.3), we know that (N,A, α, β,Γ) is a Hopf bimodule. By
[Eno02] (theorem 6.6), E is a n.f left invariant conditional expectation from A
to α(N). By [Eno02] (propositions 6.2 and 6.3), F is a n.f right invariant condi-
tional expectation from A to β(N). Moreover, we clearly have ωξ ◦E = ωξ ◦F
so that ν ◦ α−1 ◦E = ν ◦ β−1 ◦ F . We are in conditions of the previous propo-
sition an we get that (N,A, α, β,Γ, ν, E, F ) is a adapted measured quantum
groupoid, F = R ◦ E ◦ R and λ = δ = 1. Finally, by [Eno02] (corollaire 7.7),
Wˆ is the fundamental unitary. (More exactly, it is σνoW
∗
s σν where Ws is the
standard form of W in th sense of [Eno02] (paragraph 7)).
The converse is also true and so we characterize the compact case:
Corollary 13.4. — Let (N,M,α, β,Γ) be a Hopf bimodule. We assume there
exist:
i) a co-involution R;
ii) a n.f left invariant conditional expectation from E to α(N).
Then there exists a n.f state ν on N such that (N,M,α, β,Γ, ν, E,R ◦E ◦R) is
a adapted measured quantum groupoid with trivial modulus and scaling operator
and the fundamental unitary of which is of discrete type w.r.t ν.
Proof. — We put F = R ◦ E ◦ R which is a n.f right invariant conditional
expectation from M to β(N). We also put:
E˜ = E|β(N) : β(N)→ α(Z(N)) and F˜ = F|α(N) : α(N)→ β(Z(N))
We have, for all m ∈M :
F˜E(m) β⊗α
N
1 = (F β⋆α
N
id)(E(m) β⊗α
N
1)
= (F β⋆α
N
id)(id β⋆α
N
E)Γ(m)
= (id β⋆α
N
E)(F β⋆α
N
id)Γ(m)
= (id β⋆α
N
E)(1 β⊗α
N
F (m)) = 1 β⊗α
N
E˜F (m)
so, if F˜E(m) = β(n) for some n ∈ Z(N), then E˜F (m) = α(n). Moreover, we
have:
E˜F (m) β⊗α
N
1 = EF (m) β⊗α
N
1 = (id β⋆α
N
E)Γ(F (m))
= (id β⋆α
N
E)(1 β⊗α
N
F (m)) = 1 β⊗α
N
E˜F (m)
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so that α(n) = β(n). Consequently E˜F (m) = F˜E(m) and EF = FE is a n.f
conditional expectation from M to:
N˜ = α({n ∈ Z(N), α(n) = β(n)}) = β({n ∈ Z(N), α(n) = β(n)})
Also, we have R|N˜ = id. So, if ω is a n.f state on N˜ , we have ω◦E˜◦β = ω◦F˜ ◦α
and ν = ω ◦ E˜ ◦ β = ω ◦ F˜ ◦ α satisfies hypothesis of 13.2: then, corollary
holds.
Corollary 13.5. — Let (N,M,α, β,Γ, ν, TL, TR) be a adapted measured
quantum groupoid such that TL is a conditional expectation. Then there exists
a n.f state ν′ on N such that σν
′
= σν and the fundamental unitary is of
discrete type w.r.t ν′.
Proof. — Let R be the co-involution. By the previous corollary, there exists
a n.f state ν′ on N such that (N,M,α, β,Γ, ν′, TL, R ◦ TL ◦ R) is a adapted
measured quantum groupoid. Since TL is β-adapted w.r.t ν and ν
′, we have
σν
′
= σν . We easily verify that the fundamental unitary of the first structure
coincides with that of the last one which is of discrete type w.r.t ν′ by the
previous corollary.
14. Quantum space quantum groupoid
14.1. Definition. — Let M be a von Neumann algebra. M acts on H =
L2(M) = L2ν(M) where ν is a n.s.f weight on M . We denote by M
′, (resp.
Z(M)′) the commutant of M (resp. Z(M)) in L(L2(M)). Let tr be a n.s.f
trace on Z(M). M ′ ⋆
Z(M)
M = M ′ ⊗
Z(M)
M acts on L2(M) ⊗
tr
L2(M). There
exists a n.s.f operator-valued weight T from M to Z(M) such that ν = tr ◦ T .
Let α (resp. β) be the (resp. anti-) representation of M to M ′ ⊗
Z(M)
M such
that α(m) = 1 ⊗
Z(M)
m (resp. β(m) = j(m) ⊗
Z(M)
1) where j(x) = Jνx
∗Jν for
all x ∈ L(L2ν(M)).
Proposition 14.1. — The following formula:
I : [L2(M) ⊗
tr
L2(M)] β⊗α
ν
[L2(M) ⊗
tr
L2(M)]→ L2(M) ⊗
tr
L2(M) ⊗
tr
L2(M)
[Λν(y) ⊗
tr
η] β⊗α
ν
Ξ 7→ α(y)Ξ ⊗
tr
η
for all η ∈ L2(M),Ξ ∈ L2(M) ⊗
tr
L2(M) and y ∈ M , defines a canonical
isomorphism such that we have I([m ⊗
Z(M)
z] β⊗α
ν
Z) = (α(M)Z ⊗
Z(M)
z)I, for
all m ∈M , z ∈ Z(M)′ and Z ∈ L(L2(M)) ⋆
Z(M)
M ′.
Proof. — Straightforward.
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We identify (M ′ ⊗
Z(M)
M) β⋆α
M
(M ′ ⊗
Z(M)
M) with M ′ ⊗
Z(M)
Z(M) ⊗
Z(M)
M
and so with M ′ ⊗
Z(M)
M . We define a normal *-homomorphism Γ by:
M ′ ⊗
Z(M)
M → (M ′ ⊗
Z(M)
M) β⋆α
ν
(M ′ ⊗
Z(M)
M)
n ⊗
Z(M)
m 7→ I∗(n ⊗
Z(M)
1 ⊗
Z(M)
m)I = [1 ⊗
Z(M)
m] β⊗α
ν
[n ⊗
Z(M)
1]
Γ is, in fact, the identity trough the previous isomorphism.
Theorem 14.2. — If we put TR = id ⋆
Z(M)
T and R = ςZ(M) ◦(j ⊗
Z(M)
j), then
(M,M ′ ⊗
Z(M)
M,α, β,Γ, ν, R◦TR◦R, TR) becomes a adapted measured quantum
groupoid w.r.t ν called quantum space quantum groupoid.
Proof. — By definition, Γ is a morphism of Hopf bimodule. We have to prove
co-product relation. For all m ∈M and n ∈M ′, we have:
(Γ β⋆α
ν
id) ◦ Γ(n ⊗
Z(M)
m) = [1 ⊗
Z(M)
m] β⊗α
ν
[1 ⊗
Z(M)
1] β⊗α
ν
[n ⊗
Z(M)
1]
= (id β⋆α
ν
Γ) ◦ Γ(n ⊗
Z(M)
m)
Now, we show that TR is right invariant and α-adapted w.r.t ν. So, for all
m ∈ M,n ∈ M ′ and ξ ∈ D(α(L2(M) ⊗
tr
L2(M)), νo), we put Ψ = ν ◦ β−1 ◦ TR
and we compute:
ωξ((Ψ β⋆α
ν
id)Γ(n ⊗
Z(M)
m)) = Ψ((id β⋆α
ν
ωξ)([1 ⊗
Z(M)
m] β⊗α
ν
[n ⊗
Z(M)
1]))
= Ψ([1 ⊗
Z(M)
m]β(< [n ⊗
Z(M)
1]ξ, ξ >α,ν))
= ν(< [n ⊗
Z(M)
T (m)]ξ, ξ >α,ν)
= ωξ(n ⊗
Z(M)
T (m)) = ωξ(TR(n ⊗
Z(M)
m))
Finally, we have for all t ∈ R:
σTRt = σ
ν′ ⋆
Z(M)
ν
t |(M ′ ⊗
Z(M)
M)∩β(M)′ = σ
ν′ ⋆
Z(M)
ν
t |(M ′ ⊗
Z(M)
M)∩(M ⋆
Z(M)
L(L2(M)))
= σ
ν′ ⋆
Z(M)
ν
t |Z(M) ⊗
Z(M)
M = (id ⊗
Z(M)
σνt ) |1 ⊗
Z(M)
M = 1 ⊗
Z(M)
σνt
so that σTRt ◦ α(m) = 1 ⊗
Z(M)
σνt (m) = α(σ
ν
t (m)) for all t ∈ R and m ∈ M .
Since it is easy to see that R is a co-involution, we have done.
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14.2. Fundamental elements. — By 3.16, we can compute the pseudo-
multiplicative unitary. Let first notice that Φ = ν′ ⋆
Z(M)
ν = Ψ so that λ = δ =
1 and:
α = 1 ⊗
Z(M)
id, αˆ = id ⊗
Z(M)
1, β = j ⊗
Z(M)
1 and βˆ = 1 ⊗
Z(M)
j
For example, we have D((H ⊗
tr
H)βˆ,νo) ⊃ H ⊗
tr
D(Hj , ν
o) = H ⊗
tr
Λν(Nν) and
for all η ∈ H and y ∈ Nν , we have Rβˆ,νo(η ⊗
tr
Λν(y)) = λ
tr
η R
j,νo(Λν(y)) = λ
tr
η y.
Lemma 14.3. — We have, for all η ∈ H and e ∈ Nν :
Iρβ,αη⊗
tr
JνΛν(e)
= λtrη JνeJν ⊗
Z(M)
1 and Iλβ,αΛν (y)⊗η = ρ
tr
η (1 ⊗
Z(M)
y)
Proof. — Straightforward.
Proposition 14.4. — We have, for all Ξ ∈ H ⊗
tr
H, η ∈ H and m ∈ Nν :
W ∗(Ξ α⊗βˆ
νo
(η ⊗
tr
Λν(m))) = I
∗(η ⊗
tr
(1 ⊗
Z(M)
m)Ξ)
Proof. — For all m, e ∈ Nν and m′, e′ ∈ Nν′ , we have by the previous lemma:
IΓ(m′ ⊗
Z(M)
m)ρβ,αJν′Λν′(e′)⊗
tr
JνΛν(e)
= (m′ ⊗
Z(M)
1 ⊗
Z(M)
m)Iρβ,αJν′Λν′ (e′)⊗
tr
JνΛν (e)
= (m′ ⊗ 1⊗m)λtrJν′Λν′(e′)JνeJν ⊗Z(M) 1
= λtrJν′e′Jν′Λν′ (m′)JνeJν ⊗Z(M) m
On the other hand, we have by 14.1:
I([1 ⊗
Z(M)
1] β⊗α
ν
[Jν′e
′Jν′ ⊗
Z(M)
JνeJν ])W
∗ρα,βˆΛν′(m′)⊗
tr
Λν′ (m
′)
= (Jν′e
′Jν′ ⊗
Z(M)
JνeJν ⊗
Z(M)
1)IW ∗ρα,βˆΛν′(m′)⊗
tr
Λν′ (m
′)
Then, by 3.16 and taking the limit over e and e′ which go to 1, we get for all
Ξ ∈ H ⊗
tr
H :
W ∗(Ξ α⊗βˆ
νo
(Λν′(m
′) ⊗
tr
Λν(m))) = I
∗(Λν′(m′) ⊗
tr
(1 ⊗
Z(M)
m)Ξ)
Now, if Ξ ∈ D(α(H ⊗
tr
H), ν), by continuity and density of Λν′(Nν′) we have
for all Ξ ∈ D(α(H ⊗
tr
H), ν):
W ∗(Ξ α⊗βˆ
νo
(η ⊗
tr
Λν(m))) = I
∗(η ⊗
tr
(1 ⊗
Z(M)
m)Ξ)
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Since η ⊗
tr
Λν(m) ∈ D((H ⊗
tr
H)βˆ,νo), the relation holds by continuity for all
Ξ ∈ H ⊗
tr
H .
Remark 14.5. — If σtr is the flip of L
2(M) ⊗
tr
L2(M), then σtr ◦ βˆ = β ◦ σtr
and if I ′ = (1 ⊗
Z(M)
σtr)I(σtr βˆ⊗α
ν
[1 ⊗
Z(M)
1])σνo , then I
′ is the identification:
I ′ : [L2(M) ⊗
tr
L2(M)] α⊗βˆ
νo
[L2(M) ⊗
tr
L2(M)]→ L2(M) ⊗
tr
L2(M) ⊗
tr
L2(M)
Ξ β⊗α
ν
[η ⊗
tr
Λν(y)] 7→ η ⊗
tr
α(y)Ξ
for all η ∈ L2(M),Ξ ∈ L2(M) ⊗
tr
L2(M) and y ∈ M . Consequently, by the
previous proposition W ∗ = I∗I ′.
Corollary 14.6. — We can reconstruct the von Neumann algebra thanks to
W :
M ′ ⊗
Z(M)
M =< (id∗ωξ,η)(W ∗) | ξ ∈ D((H ⊗
tr
H)βˆ, ν
o), η ∈ D(α(H ⊗
tr
H), ν) >−w
Proof. — By 3.23, we know that:
< (id∗ωξ,η)(W ∗) | ξ ∈ D((H ⊗
tr
H)βˆ, ν
o, η ∈ D(α(H ⊗
tr
H), ν) >−w⊂M ′ ⊗
Z(M)
M
Let η, ξ ∈ H and m, e ∈ Nν . Then, for all Ξ1,Ξ2 ∈ H ⊗
tr
H , we have by 14.3:
((id ∗ ωη⊗
tr
Λν(m),ξ⊗
tr
JνΛν(e))(W
∗)Ξ1|Ξ2)
= (W ∗(Ξ1 α⊗βˆ
νo
[η ⊗
tr
Λν(m)])|Ξ2 β⊗α
ν
[ξ ⊗
tr
JνΛν(e)])
= (I∗(η ⊗
tr
(1 ⊗
Z(M)
m)Ξ1)|Ξ2 β⊗α
ν
[ξ ⊗
tr
JνΛν(e)])
= (η ⊗
tr
(1 ⊗
Z(M)
m)Ξ1|ξ ⊗
tr
(JνeJν ⊗
Z(M)
1)Ξ2)
= ((< η, ξ >tr Jνe
∗Jν ⊗m)Ξ1|Ξ2)
Consequently, we get the reverse inclusion thanks to the relation:
(id ∗ ωη⊗
tr
Λν(m),ξ⊗
tr
JνΛν(e))(W
∗) =< η, ξ >tr Jνe∗Jν ⊗
Z(M)
m
Now, we compute G so as to get the antipode.
Proposition 14.7. — If Fν = S
∗
ν comes from Tomita’s theory, then we have:
G = σtr ◦ (Fν ⊗
tr
Fν)
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Proof. — Let a = Jνa1Jν ⊗
Z(M)
a2, b = Jνb1Jν ⊗
Z(M)
b2, c = Jνc1Jν ⊗
Z(M)
c2 and
d = Jνd1Jν ⊗
Z(M)
d2 be elements of M
′ ⊗
Z(M)
M analytic w.r.t ν′ ⋆
Z(M)
ν. Then,
by 14.3, the value of (λβ,αΛν(σνi/2(b1))⊗trΛν(σ
ν
−i(b
∗
2))
)∗W ∗ on
[Λν′(Jνa1Jν) ⊗
tr
Λν(a2)] α⊗βˆ
νo
[Λν′(Jνd
∗
1c
∗
1Jν) ⊗
tr
Λν(d
∗
2c
∗
2)]
is equal to:
(λβ,αΛν(σνi/2(b1))⊗trΛν(σ
ν
−i(b
∗
2))
)∗I∗(Λν′(Jνd∗1c
∗
1Jν) ⊗
tr
Λν′(Jνa1Jν) ⊗
tr
Λν(d
∗
2c
∗
2a2))
=
[
ρtrΛν(σν−i(b∗2))
(1 ⊗
Z(M)
σνi/2(b1))
]∗
(Λν′(Jνd
∗
1c
∗
1Jν) ⊗
tr
Λν′(Jνa1Jν) ⊗
tr
Λν(d
∗
2c
∗
2a2))
=< d∗2c
∗
2Λν(a2),Λν(σ
ν
−i(b
∗
2)) >tr Λν′(Jνd
∗
1c
∗
1Jν) ⊗
tr
σν−i/2(b
∗
1)Λν′(Jνa1Jν)
=< Λν(a2b2),Λν(c2d2) >tr JνΛν(d
∗
1c
∗
1) ⊗
tr
JνΛν(a1b1)
Consequently, by definition of G:
G
[
< Λν(a2b2),Λν(c2d2) >tr JνΛν(d
∗
1c
∗
1) ⊗
tr
JνΛν(a1b1)
]
is equal to the value of G(λβ,αΛν (σνi/2(b1))⊗
tr
Λν(σν−i(b
∗
2))
)∗W ∗ on:
[Λν′(Jνa1Jν) ⊗
tr
Λν(a2)] α⊗βˆ
νo
[Λν′(Jνd
∗
1c
∗
1Jν) ⊗
tr
Λν(d
∗
2c
∗
2)]
which is equal to the value of (λβ,αΛν(σνi/2(d1))⊗trΛν(σ
ν
−i(d
∗
2))
)∗W ∗ on:
[Λν′(Jνc1Jν) ⊗
tr
Λν(c2)] α⊗βˆ
νo
[Λν′(Jνb
∗
1a
∗
1Jν) ⊗
tr
Λν(b
∗
2a
∗
2)]
This last vector is < Λν(c2d2),Λν(a2b2) >tr JνΛν(b
∗
1a
∗
1) ⊗
tr
JνΛν(c1d1). Since
G is closed, we get:
G
[
JνΛν(d
∗
1c
∗
1) ⊗
tr
JνΛν(a1b1)
]
=
[
JνΛν(b
∗
1a
∗
1) ⊗
tr
JνΛν(c1d1)
]
so that G coincides with σtr(Fν ⊗
tr
Fν).
The polar decomposition of G = ID1/2 is such that D = ∆−1ν ⊗
tr
∆−1ν and
I = σtr(Jν ⊗
tr
Jν) so that the scaling group is τt = σ
ν′
−t ⋆
Z(M)
σνt for all t ∈ R and
the unitary antipode is R = ςZ(M) ◦ (j ⊗
Z(M)
j). We also notice that ν′ ⋆
Z(M)
ν
is τ -invariant.
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Remark 14.8. — If M is the commutative von Neumann algebra L∞(X),
then the structure coincides with the quantum space X .
14.3. Dual structure. — Here we compute the dual structure and we ob-
serve that this is not of adapted measured quantum groupoid’s type.
Proposition 14.9. — For all e, y ∈ Nν and η, ζ ∈ H, we have:
(ωΛν(y)⊗
tr
η,ζ⊗
tr
JνΛν(e) ∗ id)(W ) = 1 ⊗
Z(M)
Jνe
∗Jν(ρtrζ )
∗σtrρtrη y
Proof. — For all Ξ ∈ H ⊗
tr
H, ξ ∈ H and m ∈ Nν , we have:
((ωΛν(y)⊗
tr
η,ζ⊗
tr
JνΛν(e) ∗ id)(W )Ξ|ξ ⊗
tr
Λν(m))
= ([Λν(y) ⊗
tr
η] β⊗α
ν
Ξ|W ∗([ζ ⊗
tr
JνΛν(e)] α⊗βˆ
νo
[ξ ⊗
tr
Λν(m)]))
= ((1 ⊗
Z(M)
y)Ξ ⊗
tr
η|ξ ⊗
tr
ζ ⊗
tr
mJνΛν(e)) = (Ξ ⊗
tr
η|ξ ⊗
tr
y∗ζ ⊗
tr
JνeJνΛν(m))
= ((1 ⊗
Z(M)
ρtrη )Ξ|(1 ⊗
Z(M)
σtrρ
tr
y∗ζJνeJν)(ξ ⊗
tr
Λν(m)))
= ((1 ⊗
Z(M)
Jνe
∗Jν(ρtrζ )
∗σtrρtrη y)Ξ|ξ ⊗
tr
Λν(m))
Corollary 14.10. — We have ̂M ′ ⊗
Z(M)
M = 1 ⊗
Z(M)
Z(M)′ which is identi-
fied with Z(M)′.
Proof. — We already know that α(M) ∪ βˆ(M) ⊂ ̂M ′ ⊗
Z(M)
M so that 1 ⊗
Z(M)
Z(M)′ ⊂ ̂M ′ ⊗
Z(M)
M . The reverse inclusion comes from the previous proposi-
tion..
With this identification between 1 ⊗
Z(M)
Z(M)′ and Z(M)′, the dual struc-
ture admits M for basis, id for representation and j for anti-representation.
The dual co-product necessarily satisfies Γ̂(mn) = m j⊗id
ν
n for all m ∈ M
and n ∈M ′. If Iν is the canonical isomorphism from L2(M) j⊗id
ν
L2(M) onto
L2(M) given by Iν(Λν(x) j⊗id
ν
η) = α(x)η for all x ∈ Nν and η ∈ L2(M), then
we have Iν(m β⊗α
ν
n) = mnIν and we can identify the von Neumann algebra
M ′ β⋆α
M
M with Z(M) and the von Neumann algebra Z(M)′ β⋆α
M
Z(M)′ with
Z(M)′. The dual co-product is then identity through this identification.
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Lemma 14.11. — We have Λˆ((ωΞ,Λν(m)⊗
tr
JνΛν(e) ∗ id)(W )) = (m∗ ⊗
Z(M)
Jνe
∗Jν)Ξ for all m, e ∈ Nν et Ξ ∈ D((H ⊗
tr
H)β , ν
o).
Proof. — Let m1,m2 ∈ Nν . Then, we have:
(Λˆ((ωΞ,Λν(m)⊗
tr
JνΛν(e) ∗ id)(W ))|Λν′ (Jνm1Jν) ⊗
Z(M)
Λν(m2))
= ωΞ,Λν(m)⊗
tr
JνΛν(e)(Jνm
∗
1Jν ⊗
Z(M)
m∗2)
= ((Jνm
∗
1Jν ⊗
Z(M)
m∗2)Ξ|Λν(m) ⊗
tr
JνΛν(e))
= (Ξ|mJνΛν(m1) ⊗
tr
JνeJνΛν(m2))
= ((m∗ ⊗
Z(M)
Jνe
∗Jν)Ξ|Λν′ (Jνm1Jν) ⊗
tr
Λν(m2))
Proposition 14.12. — The dual operator-valued weight T̂R coincide with T
−1
in sense of proposition 12.11 of [Str81]. Also, the dual operator-valued weight
T̂L coincide with j ◦ T−1 ◦ j.
Proof. — Via the identification between ̂M ′ ⊗
Z(M)
M and Z(M)′, we have, by
proposition 14.9:
(ωΞ,Λν(m)⊗
tr
JνΛν (e) ∗ id)(W ) = Jνe∗Jν [(ρtrζ )∗σtrρtrη ]y
Let m, e, y ∈ Nν and η ∈ H . On one hand, we compute:
||Λˆ((ωΛν(y)⊗
tr
η,Λν(m)⊗
tr
JνΛν(e) ∗ id)(W ))||2 = ||m∗Λν(y) ⊗
tr
Jνe
∗Jνη||2
= (< Jνe
∗Jνη, Jνe∗Jνη >tr Λν(m∗y)|Λν(m∗y))
On the other hand, we have:
||Λˆ((ωΛν(y)⊗
tr
η,Λν(m⊗
tr
JνΛν(e) ∗ id)(W )))||2
= Φˆ((ρtrJνe∗Jνη)
∗σtrρtrΛν(y∗m)(ρ
tr
Λν(y∗m)
)∗σtrρtrJνe∗Jνη)
= Φˆ((ρtrJνe∗Jνη)
∗[θtr(Λν(y∗m),Λν(y∗m)) ⊗
Z(M)
1]ρtrJνe∗Jνη)
= Φˆ(< Jνe
∗Jνη, Jνe∗Jνη >tr θtr(Λν(y∗m),Λν(y∗m)))
Then we conclude that, for all m, y ∈ Nν , we have:
Φˆ(θtr(Λν(y
∗m),Λν(y∗m))) = ||Λν(m∗y)||2 = ||∆−1/2ν JνΛν(y∗m)||2
= ν′(θν(JνΛν(y∗m), JνΛν(y∗m))) = ν′ ◦ T−1(θtr(JνΛν(y∗m), JνΛν(y∗m)))
= ν ◦ j ◦ T−1 ◦ j(θtr(Λν(y∗m)),Λν(y∗m)))
Therefore T̂L = j ◦ T−1 ◦ j and we get the proposition.
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Proposition 14.13. — The dual quantum space quantum groupoid can be
identify with (M,Z(M)′, id, j, ν, id, j ◦T−1 ◦ j, T−1) which is a measured quan-
tum groupoid but not a adapted measured quantum groupoid. Moreover, ex-
pressions for co-involution and scaling group are given, for all x ∈ Z(M)′ and
t ∈ R:
Rˆ(x) = Jνx
∗Jν and τˆt(x) = ∆itν x∆
−it
ν
Proof. — The proposition gathers results of the section. Nevertheless we lay
stress on the following point. We have, for all t ∈ R and m ∈M :
σT
−1
t (m) = σ
T
−t(m) = σ
ν
−t(m)
instead of σνt (m) to have a adapted measured quantum groupoid.
Remark 14.14. — If M is a factor, L(H) is the von Neumann algebra under-
lying the structure of quantum space quantum groupoid whereas M ′ ⊗M is
the underlying von Neumann algebra of the dual structure. In general, they
are not isomorphic. Nevertheless, if M is abelian or if M is a type I factor
(and henceforth a sum of type I factors cf. paragraph 17.1), the structure is
self-dual. In the abelian case M = L∞(X), we recover the space groupoid X .
This example comes from the inclusion of von Neumann algebras ([Eno00]):
Z(M) ⊂M ⊂ Z(M)′ ⊂ . . .
15. Pairs quantum groupoid
15.1. Definition. — Let M be a von Neumann algebra. M acts on H =
L2(M) = L2ν(M) where ν is a n.s.f weight on M . We denote by M
′ the
commutant of M in L(L2(M)). M ′ ⊗M acts on L2(M)⊗ L2(M).
Let α (resp. β) be the (resp. anti-) representation of M to M ′ ⊗M such
that α(m) = 1 ⊗ m (resp. β(m) = j(m) ⊗ 1) where j(x) = Jνx∗Jν for all
x ∈ L(L2ν(M)).
Proposition 15.1. — The following formula:
I : [L2(M)⊗ L2(M)] β⊗α
ν
[L2(M)⊗ L2(M)]→ L2(M)⊗ L2(M)⊗ L2(M)
[Λν(y)⊗ η] β⊗α
ν
Ξ 7→ α(y)Ξ ⊗ η
for all η ∈ L2(M),Ξ ∈ L2(M) ⊗ L2(M) and y ∈ M , defines a canonical
isomorphism such that we have I([m⊗ x] β⊗α
ν
[y ⊗ n]) = (y ⊗mn ⊗ x)I, for
all m ∈M,n ∈M ′ and x, y ∈ L(L2(M)).
Proof. — Straightforward.
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Then, we can identify (M ′⊗M) β⋆α
M
(M ′⊗M) with M ′⊗Z(M)⊗M . We
define a normal *-homomorphism Γ by:
M ′ ⊗M → (M ′ ⊗M) β⋆α
ν
(M ′ ⊗M)
n⊗m 7→ I∗(n⊗ 1⊗m)I = [1⊗m] β⊗α
ν
[n⊗ 1]
Theorem 15.2. — (M,M ′ ⊗
Z(M)
M,α, β,Γ, ν, ν′⊗id, id⊗ν) is a adapted mea-
sured quantum groupoid w.r.t ν called pairs quantum groupoid.
Proof. — By definition, Γ is a morphism of Hopf bimodule. We have to prove
co-product relation. For all m ∈M and n ∈M ′, we have:
(Γ β⋆α
ν
id) ◦ Γ(n⊗m) = [1⊗m] β⊗α
ν
[1⊗ 1] β⊗α
ν
[n⊗ 1]
= (id β⋆α
ν
Γ) ◦ Γ(n⊗m)
R = ς ◦ (βν ⊗βν), where ς :M ′⊗M →M ⊗M ′ is the flip, is a co-involution so
it is sufficient to show that TL = ν
′⊗ id is left invariant and β-adapted w.r.t ν.
Letm ∈M,n ∈M ′ and ξ ∈ D((L2(M)⊗L2(M))β,νo). We put Φ = ν◦α−1◦TL
and we compute:
ωξ((id β⋆α
ν
Φ)Γ(n⊗m)) = Φ((ωξ β⋆α
ν
id)([1⊗m] β⊗α
ν
[n⊗ 1]))
= Φ([n⊗ 1]α(< [1⊗m]ξ, ξ >β,νo))
= ν′(n)ν(< [1⊗m]ξ, ξ >β,νo)
= ν′(n)ωξ(1⊗m) = ωξ(TL(n⊗m))
Finally, we prove that TR = R ◦ TL ◦ R = id⊗ ν is α-adapted w.r.t ν. For all
t ∈ R, we have:
σTRt = σ
ν′⊗ν
t |(M ′⊗M)∩β(M)′ = σ
ν′⊗ν
t |Z(M)⊗M = id⊗ σνt |Z(M)⊗M
so that we have for all t ∈ R and m ∈M :
σTRt ◦ α(m) = 1⊗ σνt (m) = α(σνt (m))
Remark 15.3. — If M = L∞(X), we find the structure of pairs groupoid
X ×X .
15.2. Fundamental elements. — By 3.16, we can compute the pseudo-
multiplicative unitary. Let first notice that Φ = ν′ ⊗ ν = Ψ so that λ = δ = 1
and:
α = 1⊗ id, αˆ = id⊗ 1, β = βν ⊗ 1 and βˆ = 1⊗ βν
For example, we have D((H ⊗H)βˆ,νo) ⊃ H ⊗D(Hβν , νo) = H ⊗ Λν(Nν) and
for all η ∈ H and y ∈ Nν , we have Rβˆ,νo(η⊗Λν(y)) = ληRβν ,νo(Λν(y)) = ληy.
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Lemma 15.4. — We have, for all η ∈ H and e ∈ Nν :
Iρβ,αη⊗JνΛν (e) = ληJνeJν ⊗ 1 and Iλ
β,α
Λν(y)⊗η = ρη(1 ⊗ y)
Proof. — Straightforward.
Proposition 15.5. — We have, for all Ξ ∈ H ⊗H, η ∈ H and m ∈ Nν :
W ∗(Ξ α⊗βˆ
νo
(η ⊗ Λν(m))) = I∗(η ⊗ (1⊗m)Ξ)
Proof. — For all m, e ∈ Nν and m′, e′ ∈ Nν′ , we have by the previous lemma:
IΓ(m′ ⊗m)ρβ,αJν′Λν′ (e′)⊗JνΛν(e) = (m
′ ⊗ 1⊗m)Iρβ,αJν′Λν′(e′)⊗JνΛν (e)
= (m′ ⊗ 1⊗m)λJν′Λν′ (e′)JνeJν ⊗ 1
= λJν′e′Jν′Λν′ (m′)JνeJν ⊗m
On the other hand, we have by 15.1:
I([1⊗ 1] β⊗α
ν
[Jν′e
′Jν′ ⊗ JνeJν ])W ∗ρα,βˆΛν′(m′)⊗Λν′(m′)
= (Jν′e
′Jν′ ⊗ JνeJν ⊗ 1)IW ∗ρα,βˆΛν′(m′)⊗Λν′ (m′)
Then by 3.16 and taking the limit over e and e′ which go to 1, we get for all
Ξ ∈ H ⊗H :
W ∗(Ξ α⊗βˆ
νo
(Λν′(m
′)⊗ Λν(m))) = I∗(Λν′(m′)⊗ (1⊗m)Ξ)
Now, if Ξ ∈ D(α(H ⊗H), ν), by continuity and density of Λν′(Nν′), we have
for all Ξ ∈ D(α(H ⊗H), ν):
W ∗(Ξ α⊗βˆ
νo
(η ⊗ Λν(m))) = I∗(η ⊗ (1⊗m)Ξ)
Since η ⊗ Λν(m) ∈ D((H ⊗H)βˆ,νo), the previous relation holds by continuity
for all Ξ ∈ H ⊗H .
Remark 15.6. — If σ denotes the flip of L2(M)⊗L2(M), then σ ◦ βˆ = β ◦ σ
and if I ′ = (1⊗ σ)I(σ βˆ⊗α
ν
[1⊗ 1])σνo , then I ′ is the identification:
I ′ : [L2(M)⊗ L2(M)] α⊗βˆ
νo
[L2(M)⊗ L2(M)]→ L2(M)⊗ L2(M)⊗ L2(M)
Ξ β⊗α
ν
[η ⊗ Λν(y)] 7→ η ⊗ α(y)Ξ
for all η ∈ L2(M),Ξ ∈ L2(M) ⊗ L2(M) and y ∈ M . Consequently, by the
previous proposition W ∗ = I∗I ′.
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Corollary 15.7. — We can re-construct the underlying von Neumann alge-
bra thanks to W :
M ′ ⊗M =< (id ∗ ωξ,η)(W ∗) | ξ ∈ D((H ⊗H)βˆ , νo), η ∈ D(α(H ⊗H), ν) >−w
Proof. — By 3.23, we know that:
< (id ∗ ωξ,η)(W ∗) | ξ ∈ D((H ⊗H)βˆ , νo, η ∈ D(α(H ⊗H), ν) >−w⊂M ′ ⊗M
Let η, ξ ∈ H and m, e ∈ Nν . Then, for all Ξ1,Ξ2 ∈ H ⊗H , we have, by 15.4:
((id ∗ ωη⊗Λν(m),ξ⊗JνΛν (e))(W ∗)Ξ1|Ξ2)
= (W ∗(Ξ1 α⊗βˆ
νo
η ⊗ Λν(m))|Ξ2 β⊗α
ν
ξ ⊗ JνΛν(e))
= (I∗(η ⊗ (1⊗m)Ξ1)|Ξ2 β⊗α
ν
ξ ⊗ JνΛν(e))
= (η ⊗ (1⊗m)Ξ1|ξ ⊗ (JνeJν ⊗ 1)Ξ2)
= (η|ξ)((Jνe∗Jν ⊗m)Ξ1|Ξ2)
Consequently, we get the reverse inclusion thanks to the relation:
(13) (id ∗ ωη⊗Λν(m),ξ⊗JνΛν(e))(W ∗) = (η|ξ)(Jνe∗Jν ⊗m)
Now, we compute G so as to get the antipode.
Proposition 15.8. — If Fν = S
∗
ν comes from Tomita’s theory, we have:
G = σ(Fν ⊗ Fν)
Proof. — For all a = Jνa1Jν ⊗ a2, b = Jνb1Jν ⊗ b2, c = Jνc1Jν ⊗ c2 and
d = Jνd1Jν ⊗ d2 be analytic elements of M ′ ⊗M w.r.t ν′ ⊗ ν. Then, by 15.4,
we have:
(λβ,αΛν (σνi/2(b1))⊗Λν(σν−i(b∗2))
)∗W ∗(Λν′⊗ν(a) α⊗βˆ
νo
Λν′⊗ν((Jνd∗1Jν ⊗ d∗2)c∗))
= (λβ,αΛν (σνi/2(b1))⊗Λν(σν−i(b∗2))
)∗I∗(Λν′(Jνd∗1c
∗
1Jν)⊗ (1⊗ d∗2c∗2)Λν′⊗ν(a))
=
[
ρΛν(σν−i(b∗2))(1⊗ σνi/2(b1))
]∗
(Λν′(Jνd
∗
1c
∗
1Jν)⊗ (1 ⊗ d∗2c∗2)Λν′⊗ν(a))
= (d∗2c
∗
2Λν(a2)|Λν(σν−i(b∗2))) Λν′(Jνd∗1c∗1Jν)⊗ σν−i/2(b∗1)Λν′(Jνa1Jν)
= ν(d∗2c
∗
2a2b2)JνΛν(d
∗
1c
∗
1)⊗ JνΛν(a1b1)
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Consequently, by definition of G, we have:
G [ν(d∗2c
∗
2a2b2)JνΛν(d
∗
1c
∗
1)⊗ JνΛν(a1b1)]
= G(λβ,αΛν (σνi/2(b1))⊗Λν(σν−i(b∗2))
)∗W ∗(Λν′⊗ν(a) α⊗βˆ
νo
Λν′⊗ν((Jνd∗1Jν ⊗ d∗2)c∗))
= (λβ,αΛν (σνi/2(d1))⊗Λν(σν−i(d∗2))
)∗W ∗(Λν′⊗ν(c) α⊗βˆ
νo
Λν′⊗ν((Jνb∗1Jν ⊗ b∗2)a∗))
= ν(b∗2a
∗
2c2d2)JνΛν(b
∗
1a
∗
1)⊗ JνΛν(c1d1)
Since G is anti-linear, we get:
G [JνΛν(d
∗
1c
∗
1)⊗ JνΛν(a1b1)] = [JνΛν(b∗1a∗1)⊗ JνΛν(c1d1)]
so that G coincides with σ(Fν ⊗ Fν).
The polar decomposition of G = ID1/2 is such that D = ∆−1ν ⊗ ∆−1ν and
I = Σ(Jν ⊗ Jν) so that the scaling group is τt = σν′−t ⊗ σνt for all t ∈ R and the
unitary antipode is R = ς ◦ (βν ⊗βν). We also notice that ν′⊗ ν is τ -invariant.
Corollary 15.9. — We have D(S) = D(σν′i/2)⊗D(σν−i/2) and we have
S(JνeJν ⊗m∗) = Jνσνi/2(m)Jν ⊗ σν−i/2(e∗)
for all e,m ∈ D(σνi/2). Moreover (id ∗ ωξ,η)(W ) ∈ D(S) and:
S((id ∗ ωξ,η)(W )) = (id ∗ ωξ,η)(W ∗)
for all ξ, η ∈ D(α(H ⊗H), ν) ∩D((H ⊗H)βˆ , νo).
Proof. — The first part of the corollary is straightforward by what precedes.
Let ζ, η ∈ H and e,m ∈ D(σνi/2). By 13, we have:
S((id ∗ ωζ⊗JνΛν (e),η⊗Λν(m))(W )) = S((ζ|η)JνeJν ⊗m∗)
= (ζ|η)Jσνi/2(m)J ⊗ σν−i/2(e∗)
= (id ∗ ωζ⊗JνΛν(e),η⊗Λν(m))(W ∗)
Since S is closed, we can conclude.
15.3. Dual structure. — We are now computing the dual structure.
Proposition 15.10. — For all e, y ∈ Nν and η, ζ ∈ H, we have:
(ωΛν(y)⊗η,ζ⊗JνΛν(e) ∗ id)(W ) = 1⊗ Jνe∗Jνρ∗ζΣρηy
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Proof. — For all Ξ ∈ H ⊗H, ξ ∈ H and m ∈ Nν , we have:
((ωΛν (y)⊗η,ζ⊗JνΛν(e) ∗ id)(W )Ξ|ξ ⊗ Λν(m))
= ([Λν(y)⊗ η] β⊗α
ν
Ξ|W ∗([ζ ⊗ JνΛν(e)] α⊗βˆ
νo
[ξ ⊗ Λν(m)]))
= ((1 ⊗ y)Ξ⊗ η|ξ ⊗ ζ ⊗mJνΛν(e)) = (Ξ⊗ η|ξ ⊗ y∗ζ ⊗ JνeJνΛν(m))
= ((1 ⊗ ρη)Ξ|(1 ⊗ Σρy∗ζJνeJν)(ξ ⊗ Λν(m)))
= ((1 ⊗ Jνe∗Jνρ∗ζΣρηy)Ξ|ξ ⊗ Λν(m))
Corollary 15.11. — We have M̂ ′ ⊗M = 1⊗ L(H).
Proof. — By definition, we recall that:
M̂ ′ ⊗M =< (ωΞ1,Ξ2∗id)(W ) |Ξ1 ∈ D((H⊗H)β , νo),Ξ2 ∈ D(α(H⊗H), ν) >−w
and we notice that L(H) ⊗ 1 ⊂ α(M)′ ∩ β(M)′. First of all, we prove that
M̂ ′ ⊗M ⊂ 1 ⊗ L(H). Let Ξ ∈ H, η ∈ H and m ∈ Nν . For all x ∈ L(H), we
have:
([1 ⊗ 1] β⊗α
ν
[x⊗ 1])W ∗(Ξ α⊗βˆ
ν
[η ⊗ JνΛν(m)])
= ([1⊗ 1] β⊗α
ν
[x⊗ 1])I∗(η ⊗ (1⊗m)Ξ) = I∗(xη ⊗ (1⊗m)Ξ)
=W ∗(Ξ α⊗βˆ
ν
[xη ⊗ JνΛν(m)])
=W ∗([1 ⊗ 1] β⊗α
ν
[x⊗ 1])(Ξ α⊗βˆ
ν
[η ⊗ JνΛν(m)])
Therefore, we get that ([1⊗ 1] β⊗α
ν
[x⊗ 1])W ∗ =W ∗([1⊗ 1] β⊗α
ν
[x⊗ 1]) for
all x ∈ L(H). Thus, we get:
M̂ ′ ⊗M ⊂ (L(H)⊗ 1)′ = 1⊗ L(H)
Then, we prove the reverse inclusion. By the previous proposition, we state
that, for all v, w ∈ H :
(ωΛν (y)⊗η,ζ⊗JνΛν(e) ∗ id)(W )(v ⊗ w) = (1⊗ Jνe∗Jν)ρ∗y∗ζ(1⊗ Σ)ρη(v ⊗ w)
= v ⊗ (w|y∗ζ)Jνe∗Jνη
and therefore we have:
M̂ ′ ⊗M ⊃< ωΛν(y)⊗η,ζ⊗JνΛν(e) ∗ id)(W ) | η, ζ ∈ H, e, y ∈ Nν >−w
=< 1⊗ p | p rank 1 projection >−w= 1⊗ L(H)
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We verify that (M ′⊗M)∩ M̂ ′ ⊗M = 1⊗M = α(M). The dual co-product
is given by Γˆ(x̂) = σνoW (x̂ β⊗α
ν
1)W ∗σν for all x̂ ∈ M̂ ′ ⊗M . We us the
following identification:
Φ : 1⊗ L(H) 7→ L(H)
1⊗ x→ x
which is implemented by λe where e ∈ H is a normalized vector.Then, we know
that Φ βˆ⋆α
ν
Φ is the identification between [1 ⊗ L(H)] βˆ⊗α
ν
[1 ⊗ L(H)] and
L(H) βν⋆id
ν
L(H) ≃ L(H).
Proposition 15.12. — We have W ∗σν(λe βν⊗id
ν
λe) = I
∗(λe ⊗ λe)Iν for all
vector e ∈ H of norm 1.
Proof. — Let m ∈ Nν and η ∈ H . We have:
W ∗σν(λe βν⊗id
ν
λe)(Λν(m) βν⊗id
ν
η) =W ∗σν([e⊗ Λν(m)] βˆ⊗α
ν
[e⊗ η])
=W ∗([e ⊗ η] α⊗βˆ
νo
[e⊗ Λν(m)]) = I∗(e ⊗ e⊗mη)
= I∗(λe ⊗ λe)Iν(Λν(m) βν⊗id
ν
η)
Corollary 15.13. — For all x ∈ L(H), we have:
(Φ βˆ⋆α
ν
Φ) ◦ Γˆ ◦ Φ−1(x) = I∗νxIν
Proof. — Let x ∈ L(H) and e ∈ H be a vector of norm 1. We have:
(Φ βˆ⋆α
ν
Φ) ◦ Γˆ ◦ Φ−1(x)
= (λ∗e βν⊗id
ν
λ∗e)σνoW ([1⊗ x] βˆ⊗α
ν
[1⊗ 1])W ∗σν(λe βν⊗id
ν
λe)
= I∗ν (λ
∗
e ⊗ λ∗e)I([1 ⊗ x] βˆ⊗α
ν
[1⊗ 1])I∗(λe ⊗ λe)Iν
= I∗ν (λ
∗
e ⊗ λ∗e)(1⊗ 1⊗ x)(λe ⊗ λe)Iν = I∗νxIν
Now, we are computing the dual operator-valued weight.
Lemma 15.14. — We have Λˆ((ωΞ,Λν(m)⊗JνΛν(e) ∗ id)(W )) = (m∗ ⊗ Jνe∗Jν)Ξ
for all m, e ∈ Nν et Ξ ∈ D((H ⊗H)β, νo).
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Proof. — Let m1,m2 ∈ Nν . We have:
(Λˆ((ωΞ,Λν(m)⊗JνΛν(e) ∗ id)(W ))|Λν′⊗ν(Jνm1Jν ⊗m2))
= ωΞ,Λν(m)⊗JνΛν(e)(Jνm
∗
1Jν ⊗m∗2) = ((Jνm∗1Jν ⊗m∗2)Ξ|Λν(m)⊗ JνΛν(e))
= (Ξ|mJνΛν(m1)⊗ JνeJνΛν(m2)) = ((m∗ ⊗ Jνe∗Jν)Ξ|Λν′⊗ν(Jνm1Jν ⊗m2))
Proposition 15.15. — We have TˆL = id ⊗ Eν′ where Eν′ is the operator-
valued weight from L(H) to M obtained from the weight ν′.
Proof. — Let m, e, y ∈ Nν and η ∈ H . On one hand, we compute:
||Λˆ((ωΞ,Λν(m)⊗JνΛν(e) ∗ id)(W ))||2 = ||m∗Λν(y)⊗ Jνe∗Jνη||2
= ||Jνe∗Jνη||2||Λν(m∗y)||2
On the other hand, by proposition 15.10, we have:
||Λˆ((ωΞ,Λν(m)⊗JνΛν(e) ∗ id)(W ))||2
= Φˆ(ρ∗η(1⊗ Σ)ρy∗Λν(m)(1⊗ JνeJν)(1 ⊗ Jνe∗Jν)ρ∗y∗Λν(m)(1⊗ Σ)ρη)
= ||Jνe∗Jνη||2Φˆ(1⊗ (Λν(m∗y)⊗ Λν(m∗y)))
where ξ ⊗ ξ is the operator of L(H) such that (ξ ⊗ ξ)v = (v|ξ)ξ. Then, if
ξ ∈ D(Sν), then we have:
Φˆ(1⊗ (ξ ⊗ ξ)) = ||Sνξ||2 = (∆νξ|ξ) = ( dν
dν′
ξ|ξ) = ν(θν′(ξ, ξ))
= ν ◦ Eν′(ξ ⊗ ξ) = ν ◦ α−1 ◦ TˆL(1 ⊗ (ξ ⊗ ξ))
We also have the following formulas, for all x ∈ L(H) and t ∈ R:
Rˆ(1 ⊗ x) = 1⊗ Jνx∗Jν and τˆt(1⊗ x) = 1⊗∆itν x∆−itν
The right invariant operator-valued weight is given by: TˆR = Rˆ ◦ TˆL ◦ Rˆ =
(id⊗ Eν).
Proposition 15.16. — The dual pairs quantum groupoid can be identify with
(M,L(H), id, j, id, ν, Eν′ , Eν) which is a measured quantum groupoid but not a
adapted measured quantum groupoid. Moreover, expressions for co-involution
and scaling group are given, for all x ∈ L(H) and t ∈ R:
Rˆ(x) = Jνx
∗Jν and τˆt(x) = ∆itν x∆
−it
ν
Proof. — The proposition gathers results of the section. Nevertheless we lay
stress on the following point. We have, for all t ∈ R and m ∈M :
σEνt (m) = σ
ν
−t(m)
instead of σνt (m) to have a adapted measured quantum groupoid.
MEASURED QUANTUM GROUPOIDS 129
Remark 15.17. — If M = L∞(X), we find the structure of pairs groupoid
X × X . This example comes from the inclusion of von Neumann algebras
([Eno00]):
C ⊂M ⊂ L(L2(M)) ⊂ L(L2(M))⊗M ⊂ . . .
16. Inclusions of von Neumann algebras
Let M0 ⊆ M1 be an inclusion of von Neumann algebras. We call basis
construction the following inclusions:
M0 ⊆M1 ⊆M2 = J1M ′0J1 = EndMo0 (L2(M1))
By iteration, we construct Jones’ tower M0 ⊆M1 ⊆M2 ⊆M3 ⊆ · · ·
Definition 16.1. — IfM ′0∩M1 ⊆M ′0∩M2 ⊆M ′0∩M3 is a basis construction,
then the inclusion is said to be of depth 2.
Let T1 be a n.s.f operator-valued weight from M1 to M0. By Haagerup’s
construction [Str81] (12.11) and [EN96] (10.1), it is possible to define a canoni-
cal n.s.f operator-valued weight T2 fromM2 toM1 such that, for all x, y ∈ NT1 ,
we have:
T2(ΛT1(x)ΛT1(y)
∗) = xy∗
By iteration, we define, for all i ≥ 1, a n.s.f operator-valued weight Ti from Mi
to Mi−1. If ψ0 is n.s.f weight sur M0, we put ψi = ψi−1 ◦ Ti.
Definition 16.2. — [EN96] (11.12), [EV00] (3.6). T1 is said to be regular if
restrictions of T2 to M
′
0 ∩M2 and of T3 to M ′1 ∩M3 are semifinite.
Proposition 16.3. — [EV00] (3.2, 3.8, 3.10). If M0 ⊂ M1 is an inclusion
with a regular n.s.f operator-valued weight T1 from M1 to M0, then there exists
a natural *-representation π of M ′0 ∩M3 on L2(M ′0 ∩M2) whose restriction to
M ′0 ∩M2 is the standard representation of M ′0 ∩M2. Moreover, the inclusion
is of depth 2 if, and only if π is faithful.
The following theorem exhibits a structure of measured quantum groupoid
coming from inclusion of von Neumann algebras.
Theorem 16.4. — Let M0 ⊂ M1 be a depth 2 inclusion of σ-finite von Neu-
mann algebras, equipped with a regular nsf operator-valued weight T1 in the
sense of [Eno00] and [Eno04]. Moreover, assume there exists on M ′0 ∩M1 a
nsf weight χ invariant under the modular automorphism group T1. Then, by
theorem 8.2 of [Eno04], we have:
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(1) there exists an application Γ˜ from M ′0 ∩M2 to
(M ′0 ∩M2) j1⋆id
M ′0∩M1
(M ′0 ∩M2)
such that (M ′0 ∩M1,M ′0 ∩M2, id, j1, Γ˜) is a Hopf-bimodule, (where id means
here the injection of M ′0 ∩M1 into M ′0 ∩M2, and j1 means here the restriction
of j1 coming from Tomita’s theory to M
′
0 ∩M1, considered then as an anti-
representation of M ′0 ∩M1 into M ′0 ∩M2). Moreover, the anti-automorphism
j1 of M
′
0 ∩M2 is a co-involution for this Hopf-bimodule structure.
(2) the nsf operator-valued weight T˜2 from M
′
0 ∩M2 to M ′0 ∩M1, restriction of
the second canonical weight construct from Jones’ tower and T1, is left invari-
ant.
(3) Let χ2 be the weight χ ◦ T˜2; there exist a one-parameter group of automor-
phisms τ˜t of M
′
0 ∩M2, commuting with the modular automorphism group σχ2 ,
such that, for all t ∈ R, we have:
Γ˜ ◦ σχ2t = (τ˜t j1⋆id
χ
σχ2t ) ◦ Γ˜
Moreover, we have j1 ◦ τ˜t = τ˜t ◦ j1.
Then, (M ′0∩M1,M ′0∩M2, id, j1, Γ˜, T˜2, j1, τ˜ , χ) is a measured quantum groupoid.
Proof. — We have Φ = χ2. Then, by proposition 6.6 of [Eno04], we have the
relation between R and Γ. Also, we notice that τ˜ coincide with σχ on M ′0∩M1
by theorem 5.10 of [Eno04] and that we have, for all n ∈M ′0 ∩M1 and t ∈ R:
σ
fT2
t (j1(n)) = σ
T2
t (j1(n)) = j1(σ
T1
t (n))
by corollary 4.8 and by 4.1 of [Eno04]. So that, γ = σT1 leaves χ invariant by
hypothesis.
Then we can show that the dual structure coincide with the natural one on
the second relative commutant of Jones’ tower.
Theorem 16.5. — Let M0 ⊂ M1 be a depth 2 inclusion of σ-finite von Neu-
mann algebras, equipped with a regular nsf operator-valued weight T1 in the
sense of [Eno00] and [Eno04]. Moreover, assume there exists on M ′0∩M1 a nsf
weight χ invariant under the modular automorphism group T1.
(1) there exists an application Γ˜′ from M ′1 ∩M3 to
(M ′1 ∩M3) j1⋆j2◦j1
M ′0∩M1
(M ′1 ∩M3)
such that (M ′0 ∩M1,M ′1 ∩M3, j2 ◦ j1, j1, Γ˜′) is a Hopf-bimodule, where j1, j2
come from Tomita’s theory. Moreover, the anti-automorphism j2 of M
′
1 ∩M3
is a co-involution for this Hopf-bimodule structure.
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(2) the nsf operator-valued weight T˜3 from M
′
1∩M3 to M ′1∩M2 = j1(M ′0∩M1),
restriction of the second canonical weight construct from Jones’ tower and T1,
is left invariant.
(3) Let χ3 be the weight χ ◦ T˜3; there exist a one-parameter group of automor-
phisms τ˜t of M
′
1 ∩M3, commuting with the modular automorphism group σχ3 ,
such that, for all t ∈ R, we have:
Γ˜ ◦ σχ3t = (τ˜t j1⋆j2◦j1
χ
σχ3t ) ◦ Γ˜
Moreover, we have j2 ◦ τ˜t = τ˜t ◦ j2.
Then, (M ′0∩M1,M ′1∩M3, j2◦j1, j1, Γ˜, T˜3, j2, τ˜ , χ) is the dual measured quantum
groupoid of M ′0 ∩M2 (equipped with the structure described on 16.4).
Proof. — All objects are constructed from the fundamental unitary that’s why
the Hopf-bimodule structure of the dual coincide with the structure on the
second relative commutant. The uniqueness theorem implies that the dual
operator-valued weight coincide with the restriction of T3 upto an element of
the basis.
We can’t characterize, at this stage, inclusions of von Neumann algebras
among measured quantum groupoids. A way to answer the question is to know
if each measured quantum groupoid acts on a von Neumann algebra .
17. Operations on adapted measured quantum groupoids
17.1. Elementary operations. —
17.1.1. Sum of adapted measured quantum groupoids. — A union of groupoids
is still a groupoid. We establish here a similar result at the quantum level:
Proposition 17.1. — Let (Ni,Mi, αi, βi,Γi, νi, T
i
L, T
i
R)i∈I be a family of
adapted measured quantum groupoids. In the von Neumann algebra level, if we
identify
⊕
i∈I Mi β⋆α
Ni
Mi with
(⊕
i∈I Mi
)
β⋆αL
i∈I Ni
(⊕
i∈I Mi
)
, then we get:
(
⊕
i∈I
Ni,
⊕
i∈I
Mi,
⊕
i∈I
αi,
⊕
i∈I
βi,
⊕
i∈I
Γi,
⊕
i∈I
νi,
⊕
i∈I
T iL,
⊕
i∈I
T iR)
a adapted measured quantum groupoid where operators act on the diagonal.
Proof. — Straightforward.
In particular, the sum of two quantum groups with different scaling constants
([VV03] for examples) produce a adapted measured quantum groupoid with
non scalar scaling operator.
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17.1.2. Tensor product of adapted measured quantum groupoids. — Cartesian
product of groups correspond to tensor product of quantum groups. In the
same way, we have:
Proposition 17.2. — Let (Ni,Mi, αi, βi,Γi, νi, T
i
L, T
i
R) be adapted measured
quantum groupoids for i = 1, 2. If we identify (M1 β1⋆α1
N1
M1)⊗(M2 β2⋆α2
N2
M2)
with (M1 ⊗M2) β1⊗β2⋆α1⊗α2
N1⊗N2
(M1 ⊗M2) as von Neumann algebras, then we
have:
(N1 ⊗N2,M1 ⊗M2, α1 ⊗ α2, β1 ⊗ β2,Γ1 ⊗ Γ2, ν1 ⊗ ν2, T 1L ⊗ T 2L, T 1R ⊗ T 2R)
is a adapted measured quantum groupoid.
Proof. — Straightforward.
17.1.3. Direct integrals of adapted measured quantum groupoids. — In this
section, X denote σ-compact, locally compact space and µ a Borel measure on
X . Theory of hilbertian integrals is described in [Tak03].
Proposition 17.3. — Let (Np,Mp, αp, βp,Γp, νp, T
p
L, T
p
R)p∈X be a family of
adapted measured quantum groupoids. In the von Neumann algebra level, if we
identify
∫ ⊕
X
Mp β⋆α
Np
Mp dµ(p) and
(∫ ⊕
X
Mp dµ(p)
)
β⋆αR
⊕
X
Np dµ(p)
(∫ ⊕
X
Mp dµ(p)
)
,
we have:
(
∫ ⊕
X
Np dµ(p),
∫ ⊕
X
Mp dµ(p),
∫ ⊕
X
αp dµ(p),
∫ ⊕
X
βp dµ(p), · · ·
· · ·
∫ ⊕
X
Γp dµ(p),
∫ ⊕
X
νp dµ(p),
∫ ⊕
X
T pL dµ(p),
∫ ⊕
X
T pR dµ(p))
is a adapted measured quantum groupoid.
Proof. — Left to the reader.
[Bla96] gives examples. In this case, the basis is L∞(X) and α = β = βˆ.
The fundamental unitary comes from a space onto the same space and then
can be viewed as a field of multiplicative unitaries.
17.2. Opposite and commutant structures. —
Definition 17.4. — We call Hopf-bimodule morphism from (N,M1, α1, β1,Γ1)
to (N,M2, α2, β2,Γ2) a morphism π of von Neumann algebras from M1 to M2
such that:
i) π ◦ α1 = α2 et π ◦ β1 = β2 ;
ii) Γ2 ◦ π = (π β1⋆α1
N
π) ◦ Γ.
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Also, we call anti-morphism of Hopf-bimodule from (N,M1, α1, β1,Γ1) to
(N,M2, α2, β2,Γ2) a morphism j of von Neumann algebras from M1 to M2
such that:
i) j ◦ α1 = β2 et j ◦ β1 = α2 ;
ii) Γ2 ◦ j = (j β1⋆α1
N
j) ◦ Γ1.
Definition 17.5. — For all Hopf-bimodule (N,M1, α1, β1,Γ1) and all 1-1
morphism of von Neumann algebras π from M1 onto M2, M2, (N,M2, π ◦
α1, π ◦ β1, (π β1⋆α1
N
π) ◦ Γ ◦ π−1) is a Hopf-bimodule called Hopf-bimodule
image by π. Also, if j is a 1-1 anti-morphism of von Neumann algebras
from M1 onto M2, then (N
0,M2, j ◦ α1, j ◦ β1, (j β1⋆α1
N
j) ◦ Γ ◦ j−1) is is a
Hopf-bimodule called Hopf-bimodule image by j.
Proposition 17.6. — Let π a 1-1 morphism from (N,M1, α1, β1,Γ1) onto
(N,M2, α2, β2,Γ2). If (N,M1, α1, β1,Γ1, R, TL, τ, ν) is a measured quantum
groupoid, then (N,M2, α2, β2,Γ2, π ◦ R ◦ π−1, π ◦ TL ◦ π−1, π ◦ τ ◦ π−1, ν) is a
measured quantum groupoid such that:
λ2 = π(λ1) et δ2 = π(δ1)
We denote by Φ1 = ν◦α−11 ◦TL and Φ2 = Φ1◦π−1. If I is the unitary from HΦ1
onto HΦ2 such that IΛΦ1(a) = ΛΦ2(π(a)) for all a ∈ NΦ1 , then fundamental
unitaries are linked by:
W2 = (I α1⊗βˆ1
No
I)W1(I
∗
β2⊗α2
N
I∗)
Proof. — It is easy to state that (N,M2, α2, β2,Γ2, π ◦R◦π−1, π ◦TL ◦π−1, π ◦
τ ◦ π−1, ν) is a measured quantum groupoid. For all v ∈ D((HΦ1 )β1 , νo),
a ∈ NTL ∩ NΦ1 and (No, νo)-basis (ξi)i∈I of (HΦ1)β1 , we have:
W ∗1 (I
∗
α2⊗βˆ2
No
I∗)(Iv α2⊗βˆ2
νo
ΛΨ2(π(a)) =W
∗
1 (v α1⊗βˆ1
νo
ΛΨ1(a))
=
∑
i∈I
ξi β1⊗α1
ν
ΛΦ1((ωv,ξi β1⋆α1
ν
id)Γ1(a))
=
∑
i∈I
ξi β1⊗α1
ν
ΛΦ1((ωv,ξi β1⋆α
ν
id)(π−1 β1⋆α1
N
π−1)Γ2(π(a))))
= (I∗ β2⊗α2
N
I∗)
∑
i∈I
Iξi β2⊗α2
ν
ΛΦ2((ωIv,Iξi β2⋆α2
ν
id)Γ2(a))
= (I∗ β2⊗α2
N
I∗)W ∗2 (Iv α2⊗βˆ2
νo
ΛΨ2(π(a)))
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Then, we have proved that W2 = (I α1⊗βˆ1
No
I)W1(I
∗
β2⊗α2
N
I∗). For all
a, b ∈ NjTLj ∩ NΦ◦j , we have:
R2((id β2⊗α2
ν
ωJΦ2ΛΦ2(π(a)))Γ2(π(b
∗)π(b)))
= (id β2⊗α2
ν
ωJΦ2ΛΦ2 (π(b)))Γ2(π(a
∗a))
= (id β2⊗α2
ν
ωJΦ2ΛΦ2 (π(b)))(π β1⋆α1
N
π)Γ1(a
∗a)
= π((id β1⊗α1
νo
ωJΦ1ΛΦ1(b))Γ1(a
∗a)) = πR1((id β1⊗α1
νo
ωJΦ1ΛΦ1(a))Γ1(b
∗b))
= πR1π
−1((id β2⊗α2
ν
ωJΦ2ΛΦ2 (π(a)))Γ2(π(b
∗)π(b)))
from which we get that R2 = π ◦ R1 ◦ π−1 and then S2 = π ◦ S1 ◦ π−1 and
τ2 = π◦τ1◦π−1 thanks to fundamental unitaries. Finally, we have for all t ∈ R:
[DΦ2 ◦R2 : DΦ2]t = [DΦ1 ◦R1 ◦ π−1 : DΦ1 ◦ π−1]t
= π([DΦ1 ◦R1 : DΦ1]t) = π(λ1) it
2
2 π(δ1)
it
and, so we have δ2 = π(δ1) and λ2 = π(λ1).
Proposition 17.7. — Let j a 1-1 anti-morphism from (N,M1, α1, β1,Γ1)
onto (N0,M2, α2, β2,Γ2). If (N,M1, α1, β1,Γ1, R, TL, τ, ν) is a measured quan-
tum groupoid, then (N0,M2, β2, α2,Γ2, j ◦R ◦ j−1, j ◦TL ◦ j−1, j ◦ τ−t ◦ j−1, ν0)
is a measured quantum groupoid such that:
λ2 = j(λ
−1
1 ) et δ2 = j(δ1)
We denote by Φ1 = ν ◦ α−11 ◦ TL and Φ2 = Φ1 ◦ j−1. If J is the unitary
from HΦ1 onto HΦ2 such that IΛΦ1(a) = JΦ2ΛΦ2(j(a
∗)) for all a ∈ NΦ1 , then
fundamental unitaries are linked by:
W2 = (J α1⊗βˆ1
No
J)W1(J
∗
α2⊗β2
N
J∗)
Proof. — The proof is very similar to the previous one.
Definition 17.8. — We call opposite quantum groupoid the image by the
co-involution R of the Hopf-bimodule, denoted by (N,M,α, β,Γ, R, TL, τ, ν)
op.
THe Hopf-bimodule is then the symmetrized one (No,M, β, α, ςN ◦ Γ).
Remark 17.9. — If N is abelian, α = β, Γ = ςN ◦ Γ then the measured
quantum groupoid is equal to its opposite : we speak about symmetric quantum
groupoid.
We put j the canonical *-anti-isomorphism from M onto M ′ coming from
Tomita’s theory, trivial on the center ofM and given by j(x) = JΦx
∗JΦ. Then,
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we have j ◦ α = β̂ and we put ̺ = j ◦ β. We can construct a unitary j ̺⋆βˆ
No
j
from M ′ ̺⋆βˆ
No
M ′ onto M β⋆α
N
M the adjoint of which is j β⋆α
N
j.
Definition 17.10. — We call commutant quantum groupoid the image by j
of the Hopf bimodule. It is denoted by (N,M,α, β,Γ, R, TL, τ, ν)
c. The Hopf-
bimodule is equal to (No,M ′, βˆ, ̺, (j β⋆α
N
j) ◦ Γ ◦ j). We put Γc = (j β⋆α
N
j) ◦ Γ ◦ j.
We describe fundamental objects of the structures.
Proposition 17.11. — We have the following formulas:
i) W op = σνoW
′∗σνo , Rop = R, τ
op
t = τ−t, δ
op = δ−1 et λop = λ−1 ;
ii) W c = (JΦ β⊗α
N
JΦ)W (JΦ ̺⊗βˆ
No
JΦ), R
c = jRj, τct = jτ−tj, δ
c = j(δ)
et λc = λ−1.
Proof. — It is an easy consequence of propositions 17.6 and 17.7 except for the
relation between W op and W ′. For all v ∈ D(αHΨ, ν), a ∈ NTR ∩ NΨR and
(N, ν)-basis (ηi)i∈I of αHΨ, we have:
(W op)∗σνo(ΛΨ(a) αˆ⊗β
νo
v) = (W op)∗(v αˆ⊗β
νo
ΛΨ(a))
=
∑
i∈I
ηi α⊗β
νo
ΛΨ((ωv,ηi α⋆β
νo
id)(ςN ◦ Γ(a)))
= σν
∑
i∈I
ΛΨ((id α⋆β
νo
ωv,ηi)Γ(a)) β⊗α
ν
ηi
= σνW
′(ΛΨ(a) αˆ⊗β
νo
v)
Then, we have proved that W op = σνoW
′∗σνo .
Corollary 17.12. — We have W ′ = (JbΦ α⊗β
νo
JbΦ)σνW
∗σν(J∗bΦ αˆ⊗β
νo
J∗bΦ).
Proof. — It is a consequence of the previous proposition and proposition 17.7.
Remark 17.13. — The application j ◦R, implemented by JΦJˆ , gives an iso-
morphism between the measured quantum groupoid and the opposite of the
commutant one.
Proposition 17.14. — We have the following equalities:
i) (N,M,α, β,Γ, ν, TL, TR)
op∧ = (N,M,α, β,Γ, ν, TL, TR)∧c
ii) (N,M,α, β,Γ, ν, TL, TR)
c∧ = (N,M,α, β,Γ, ν, TL, TR)∧op
iii) (N,M,α, β,Γ, ν, TL, TR)
c op = (N,M,α, β,Γ, ν, TL, TR)
op c
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Proof. — The dual of the opposite and the commutant of the dual have the
same basis N0. The von Neumann algebra of the first one is generated by
the operators (ω ∗ id)(W op) so is equal to JbΦ{(ω ∗ id)(W )}′′J∗bΦ = M̂ ′. The
representation and the anti-representation over N0 are both given by β̂ and α.
Finally, for all x ∈ M̂ ′, we have:
Γop∧(x) = σνW op(x α⊗β
No
1)(W op)∗σνo =W ′∗(1 β⊗α
N
x)W ′
By the previous corollary, we have:
Γop∧(x) = σν(JbΦ α⊗βˆ
νo
JbΦ)W (JbΦxJbΦ β⊗α
N
1)W ∗(J β⊗αˆ
ν
JbΦ)σνo
= (JbΦ βˆ⊗α
ν
JbΦ)Γˆ(JbΦxJbΦ)(JbΦ αˆ⊗β
νo
JbΦ) = Γˆ
c(x)
So i) is proved. ii) comes from i) and the bi-duality theorem.
The opposite of the commutant and the commutant of the opposite have the
same basis N0 and the same von Neumann algebra M ′. The representation
and the anti-representation are both given by ̺ and β̂. By [Vae01a], we have
JΨ = λ
i/4JΦ. Then we get, for all x ∈M ′:
Γop c(x) = (JΨ α⊗βˆ
νo
JΨ)ςNΓ(JΨxJΨ)(JΨ α⊗βˆ
νo
JΨ)
= ςNo(JΦ α⊗βˆ
νo
JΦ)Γ(JΦxJΦ)(JΦ α⊗βˆ
νo
JΦ)Γ
c op(x)
because λi/4 ∈ Z(M) ∩ α(N) ∩ β(N) So iii) is proved.
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