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Financial instruments whose market value is directly linked to interest rates, such as bonds,
swaps, mortgages, and interest rate derivatives, constitute an important part of the international
financial markets. For example, the notional amount of outstanding interest rate swaps in the US
swap market was equal to $22.3 trillion at the end of 19971. Banks, insurance companies, pension
funds, and other financial and non-financial institutions use these interest-rate dependent
instruments for a variety of reasons. First of all, many institutions increase their liquidity by
issuing bonds or loans. The institutions that invest in these bonds or loans take interest rate risk,
to obtain returns that are on average higher than a risk-free investment, or to speculate on
particular movements of interest rates. Another important application of interest rate dependent
instruments is to reduce or hedge the interest rate risk that institutions are exposed to. For
example, insurance companies and pension funds match their future liabilities by investing in
bonds with the appropriate maturities. Also, firms often use swaps to convert a series of future
cash flows that are sensitive to interest rate movements to a series of fixed cash flows. In some
of these cases, interest rate options are used to partly eliminate the downside interest rate risk.
When using these interest-rate dependent instruments, the abovementioned institutions have
to answer several key questions: What is a reasonable value for the instrument? What is the risk
of the instrument, in other words, how unpredictable is the future value of the instrument? How
can one eliminate or hedge the risk of the instrument? Which other financial instruments can one
use to eliminate the risk of the given financial instrument? The answers to such questions depend
on the future development of the term structure of interest rates. Therefore, nowadays large
financial as well as non-financial institutions use models for the term structure of interest rates
to value bonds and interest rate derivatives, to assess their riskiness, and to develop appropriate
hedging strategies to reduce the interest rate risk. In the chapters of this thesis we examine
several of these term structure models, by analyzing whether these models give appropriate
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answers to the questions mentioned above. 
The remainder of this introductory chapter is organized as follows. Section 1.2 presents a
short introduction to the theory of term structure models and the valuation of interest rate
derivatives. Section 1.3 summarizes the existing empirical evidence on term structure models.
Section 1.4 describes the setup of the chapters of this thesis and their contribution to the
empirical literature.
1.2  Term Structure Theory
The term structure of interest rates, often simply referred to as the term structure, describes, at
a given moment in time, the interest rate levels for all relevant maturities. There is a one-to-one
relation between this term structure and bond prices of different maturities. A term structure
model both describes the cross-sectional relation between interest rates of different maturities at
every moment in time, as well as the behaviour of these interest rates over time. In general, such
a model implies a particular probability distribution for bond prices at each future point in time,
which can, for example, be used to calculate risk measures for bond portfolios.
In most existing term structure models, it is typically assumed that a given number of bonds
are continuously traded in frictionless markets, with no transaction costs and with short selling
allowed. Another important standard assumption is that arbitrage opportunities are excluded.
These assumptions can be used to calculate prices for other bonds, interest rate derivatives, such
as futures, options, and instruments with more exotic payoff structures. In general, this derivative
valuation is based on a self-financing, dynamic trading strategy in a number of bonds, that exactly
replicates the payoff of the derivative. The initial value of this trading strategy is then the no-
arbitrage derivative price. This trading strategy directly demonstrates how the risk of the
derivative can be hedged. Only if the bond market is complete, the payoff of every interest rate
derivative can be replicated using such trading strategies. Most existing term structure models,
including the models analyzed in this thesis, imply that the bond market is complete. In general,
another way to obtain the no-arbitrage price for an interest rate derivative is to calculate the
discounted expected payoff under the so-called risk-neutral probability measure (see Harrison
and Kreps (1979)).
In the academic literature, many specific models for the term structure have been proposed
during the last twenty five years. As noted by De Munnik (1992), the existing models can be
divided into endogenous term structure models and endogenous term structure models. These
two approaches can have very different implications for risk calculations and derivative pricing,
as we will briefly discuss below. For more extensive surveys, we refer to Musiela and Rutkowski
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(1997), James and Webber (1999), and Pelsser (2000). 
In endogenous models, such as the Vasicek (1977) model and Cox, Ingersoll, and Ross (CIR,
1985) model, all bond prices are implied from assumptions on the behaviour of the short interest
rate and the market prices of risk. A key aspect of these models is that the term structure of
interest rates (or, equivalently, the cross section of bond prices) and the time series behaviour of
this term structure are directly linked to each other. This follows directly from the fact that a long
maturity interest rate is equal to the expectation of the average of future short interest rates, plus
a risk premium.
An important subclass of the endogenous term structure models are the affine term structure
models (Duffie and Kan (1996)). In these models, interest rates of different maturities are all
affine functions of one or more underlying factors. The one-period ahead expectation and
variance of these factors are also affine functions of the current values of the factors, which
demonstrates the link between the cross section of the term structure of interest rates and the
time series behaviour of this term structure. The Vasicek and CIR models are both special cases
of this affine class. Affine models are very popular in the academic literature, which is due to their
analytical tractability and simplicity. Still, other endogenous term structure have been proposed,
see, for example, Ait-Sahalia (1996) and Boudoukh et al. (1998). Below, we will discuss
empirical evidence on the validity of affine and non-affine models.
For every model that precludes arbitrage opportunities there exists at least one underlying
equilibrium model (see Rogers (1995)). In case of the CIR model, the bond prices are explicitly
derived from an underlying equilibrium. Thus, this model provides an explicit link between
underlying theory and the bond prices that are observed in the market, and, by empirically
analyzing this model, one can test the economic theory and provide input for new economic
theory. An important disadvantage of endogenous models is that the prices of bonds that are
implied by the model typically differ from the bond prices that are observed in the market,
because the model-implied bond prices are determined endogenously. Thus, if an endogenous
model is used for calculation of the Value at Risk of a bond portfolio, the model might misfit the
current price of this bond portfolio. Also, if an endogenous model is used for the pricing of
interest rate derivatives, the model might misfit the current price of the underlying bond or the
current interest rate level. Therefore, in investment practice endogenous models are not often
used.
In exogenous term structure models, the current term structure of interest rates is an input
to the model and is fitted exactly by construction. As mentioned above, this is important for
several financial applications. Also, the pricing and hedging of interest rate dependent instruments
does not depend on the value of the market prices of risk, in contrast to the endogenous models.
For the analysis of pricing and hedging interest rate derivatives in Chapters 5, 6, and 7, we
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choose to use exogenous term structure models. In general, these exogenous models do not
imply stationary interest rates, and have to be refitted to the bond prices or interest rates each
time they are applied. This is why exogenous term structure models are less interesting from an
economic point of view. Also, because of the nonstationary interest rates, endogenous models
might be preferred for pricing long-maturity derivatives or long-run risk calculations.
The first exogenous term structure model was proposed by Ho and Lee (1986). Heath,
Jarrow, and Morton (HJM, 1992) describe a general class of exogenous term structure models,
which encompasses many existing exogenous models, such as the Hull and White (1990) model.
A new class of exogenous models, the so-called market models, are a recent development in
modelling interest rates and pricing interest rate derivatives. Instead of modeling the
instantaneous short rate or instantaneous forward rates (as done by HJM (1992)), market models
directly model observable market rates, such as Libor rates (see Brace, Gatarek, and Musiela
(1997) and Miltersen, Sandmann, and Sondermann (1997)) or swap rates (see Jamshidian
(1997)). These models can lead to the Black (1976) pricing formula for caps or swaptions, which
is used by market practitioners. The match to the market Black formula for derivative prices
makes estimation of market models very simple. In Chapters 6 and 7 of this thesis, we provide
an empirical analysis and comparison of several market models.
Although endogenous and exogenous term structure models are different in their way of using
information on the current term structure of interest rates, the difference is not as clear-cut as it
seems. By introducing time-varying parameters in an endogenous term structure model, an
exogenous counterpart of this model can be obtained, that again fits the current term structure
by construction. For example, the endogenous Vasicek (1977) model can be modified to fit the
current term structure, which leads to the Generalized Vasicek model or the Hull and White
(1990) model. Furthermore, if the given endogenous model would correctly describe the bond
market and thus fit the current term structure without error, this endogenous model and its
exogenous counterpart will be exactly the same.
The two modeling approaches discussed above apply to the pricing of bonds and interest rate
derivatives in a single currency, where these bonds and derivatives are not subject to default risk
(for example, government bonds of well-developed countries). Several extensions of this standard
framework have been developed in the literature. For example, one can extend a single-country
term structure model to a multi-country framework, see Frachot (1995). These multi-country
models can be used for risk calculations for international bond portfolios and for the valuation
of cross-country interest rate derivatives. Such multi-country models are analyzed in Chapter 2.
Another extension is the pricing of bonds that are subject to default risk, such as corporate
bonds. Duffie and Singleton (1999) show how standard term structure models can be extended
to price such defaultable bonds. These defaultable term structure models can then be applied to
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value and hedge credit derivatives. In Chapter 3, we empirically examine such models.
1.3  Empirical Evidence
Over the last fifteen years, a large literature that empirically examines term structure models has
developed. The main focus has been the modeling of the US term structure of default-free
interest rates (i.e., interest rates corresponding to US government bond prices). Therefore, we
first discuss a number of stylized facts for the US government interest rate data. For more
extensive empirical evidence on term structure data and models, we refer to Campbell, Lo, and
MacKinley (1997), and James and Webber (1999).
First of all, the US term structure of interest rates is typically increasing with maturity, but
inverted or humped shapes for the term structure also occur. Second, interest rates exhibit mean
reverting behaviour, but this mean reversion is very slow, so that interest rates can remain above
or below their long term mean for several years. Since long-maturity rates and short-maturity
rates are directly linked to each other, mean-reverting behaviour of the short-maturity interest
rate has direct implications for the shape of the term structure. Third, interest rates of different
maturities are not perfectly correlated. In other words, the term structure of interest rates does
not only move up and down in its entirety; for instance, sometimes short-maturity interest rates
increase while long-maturity interest rates decrease. Fourth, there is evidence for time-varying
market prices of interest rate risk. A large empirical literature (see, for example, Campbell and
Shiller (1991)) has examined the validity of the expectations hypothesis, which, in its weak form,
states that market risk prices are constant or deterministic. In most cases, the restrictions implied
by the expectations hypothesis are rejected, which suggests that the prices of interest rate risk
vary stochastically over time. Fifth, the term structure of volatilities of interest rate changes
appears to be hump shaped: for short maturities, this volatility structure is increasing with
maturity, while for longer maturities this volatility structure is decreasing with maturity (see Dai
and Singleton (2000) and Jegadeesh and Pennacchi (1996)). Finally, there is evidence for
time-varying behaviour of interest rate volatilities. First of all, there is weak evidence that interest
rate volatilities depend on the level of the interest rate. Chan et al. (1992) provide evidence that
interest rate volatilities are larger when interest rates are high. However, Bliss and Smith (1998)
find that these results are driven by the high and volatile interest rates in the period 1979-1982,
when the Federal Reserve Bank changed its inflation stabilizing policy. After this period, there
seems to be only weak evidence for a relation between interest rate volatility and interest rate
levels. Other evidence for time-varying interest rate volatilities is given by Ball and Torous
(1999). They find evidence for the presence of volatility clustering in interest rate movements,
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by estimating GARCH-type models for interest rates.
Several articles have examined how well affine term structure models can fit some of these
stylized facts. Pearson and Sun (1994), Dai and Singleton (2000), DeJong (2000), and others,
find that one-factor affine models cannot fit both the average shape of the term structure and the
mean reverting behaviour of interest rates. Two-factor affine term structure models, with one
slowly mean reverting factor and one factor with quick mean reversion, give a much better fit of
these aspects of the data. Mean reverting behaviour of interest rates also has important
implications for the shape of the volatility structure. In (affine) one-factor models, mean reversion
of the short interest rate implies that long-maturity interest rates have a lower volatility than the
short interest rate. As shown by Dai and Singleton (2000), to generate a hump shaped volatility
pattern, a two-factor model is needed, with again one slowly mean reverting factor and one factor
with quick mean reversion, which are negatively correlated. Such two-factor models also
outperform one-factor models in fitting the correlations between interest rates of different
maturities, since one-factor models imply perfectly correlated interest rates. Finally, Backus et
al. (2000) show that particular multi-factor affine term structure models are able to capture the
time-varying behaviour of the market prices of interest rate risk. All these empirical studies on
affine term structure models use the assumption that bonds are traded in frictionless markets. In
Chapter 4 we relax this assumption, and test affine term structure models, correcting for the
presence of transaction costs.
Although the affine class of term structure models is quite general, these models also have
their limitations. For example, affine models imply that the drift of interest rates is linear in the
interest rates or factors. Ait-Sahalia (1996), Conley, Hansen, Luttmer, and Scheinkman (1997),
and Stanton (1997) provide evidence for non-linearity in the drift term: for intermediate levels
of the interest rate, the drift of interest rates is almost zero, and only for very low or very high
interest rate levels there is mean reverting behaviour of interest rates. In both articles nonlinear
term structure models are proposed that capture this behaviour. Andersen and Lund (1997) argue
that affine models are not able to appropriately describe the time-varying behaviour of interest
rate volatilities, and they propose a nonlinear model where the volatility (and the drift) of the
short rate are stochastic. This model can generate the volatility clustering of interest rates
mentioned above. Including stochastic volatility changes the (conditional) distribution of interest
rates, which has serious implications for derivative pricing and Value at Risk calculations. The
disadvantage of these nonlinear stochastic volatility models is that, typically, no analytical
expressions for bond prices exist.
In the last decade, data on the prices of interest rate derivatives have become available. These
data confirm some stylized facts that we discussed before. First, the derivative data give very
strong evidence for time-varying behaviour of interest rate volatilities. A simple way to see this
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is to calculate implied Black (1976) volatilities for the derivative prices. These implied volatilities
exhibit considerable variation over time. Second, data on interest rate derivatives with different
maturities show that there is clear evidence for a hump shaped pattern in the term structure of
interest rate volatilities. Amin and Morton (1994) and Moraleda and Vorst (1997) both provide
evidence for the presence of such a humped volatility structure. Interest rate derivative prices
contain valuable information on conditional variances and covariances of interest rates of
different maturities. Such data can be used to analyze the usefulness of existing term structure
models for pricing and hedging these derivatives, and possibly to provide requirements for new
models. The empirical literature examining term structure models for the pricing and hedging of
interest rate derivatives is still small. Flesaker (1993), Amin and Morton (1994), and Buhler et
al. (1999) analyze exogenous models without stochastic volatility, but they re-estimate the model
parameters for every day or week in their dataset. Using different estimation methods, they do
not find very strong evidence against one-factor exogenous models. In Chapters 5, 6, and 7 of
this thesis we extend the analysis of the abovementioned articles in several ways.
1.4  Contribution of the thesis
The remainder of this thesis is organized as follows. Chapters 2, 3, and 4, that together constitute
Part I, analyze bond pricing implications of term structure models. Part II, that contains the
Chapters 5, 6, and 7, focuses on the pricing and hedging of interest rate derivatives. In this
section, we briefly introduce each of these chapters and highlight its contribution to the literature.
Finally, Chapter 8 contains conclusions and directions for further research.
In Chapter 2 a joint model for bond returns in three major economies, namely the US,
Germany, and Japan, is analyzed, and its potential applications are discussed. We specify a linear
factor model for these bond returns, that can be seen as a discrete-time version of the
multi-currency extension of the Heath, Jarrow, and Morton (1992) framework. The chapter is
related to Knez, Litterman and Scheinkman (1994) and Litterman and Scheinkman (1991). In
these articles linear factor models for bond returns within one country are analyzed. We extend
these papers by jointly analyzing bond returns of different maturities in three countries. We
analyze both currency-hedged and unhedged bond returns. The data show that these bond returns
are positively correlated across countries. For currency-hedged bond returns, we find that a
five-factor model explains 96.5% of the variation of bond returns. These factors can be
associated with changes in the level and steepness of the term structures in (some of) these
countries. In particular, it turns out that changes in the level of the term structures are correlated
across countries, while changes in the steepness of the term structures are country-specific. The
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five-factor model also provides a good fit of the expected returns of bond returns in all countries.
We find similar results for bond returns that are not hedged for currency risk. The multi-country
model is compared with a model that specifies the behaviour of bond returns in each country
separately, by comparing the size of risk measures and derivative prices that are generated by
these two models. The two applications show that ignoring the cross-country bond return
correlation can have a significant effect on risk measures and derivative prices.
In Chapter 3 we analyze affine term structure models for the pricing of corporate bonds that
are subject to default risk. The focus of this chapter is an analysis of the joint behaviour of
corporate bond yields of many different firms. We use the framework of Duffie and Singleton
(1999) and model the instantaneous credit spread of each firm as a function of common factors
and a firm-specific factor, thereby generalizing the purely firm-specific model of Duffee (1999).
Using data on US corporate bond prices of 104 firms, we estimate the model for the credit spread
term structures of all firms with quasi maximum likelihood based on the Kalman filter. The results
provide strong evidence for the presence of common factors in credit spreads across firms. These
common factors represent market-wide movements in the credit spreads, and influence credit
spreads of all firms in the same direction. Credit spreads of low-rated firms are more sensitive
to these common factors than credit spreads of high-rated firms. We find that the risk associated
with the common factors is priced, while the firm-specific factor risk is not. In line with previous
results (Longstaff and Schwartz (1995), Kwan (1996), Duffee (1999), and Collin-Dufresne,
Goldstein and Martin (2000)), we find that changes in the common factors and firm-specific
factors are negatively correlated with stock returns and positively correlated with changes in
stock return volatility. We illustrate the importance of the common factor model by studying the
implications for the pricing of basket credit derivatives.
Chapter 4 focuses on the empirical testing of affine term structure models on the basis of
bond price data. Standard empirical tests of (affine) term structure models are based on the
assumption that bonds are traded in frictionless markets. For example, Stambaugh (1988),
Gibbons and Ramaswamy (1993), and references mentioned in the previous section, test affine
interest rate models using data on Treasury bills and bonds under the assumption of trading in
frictionless markets. However, market frictions such as transaction costs or short selling
constraints are an important fact of life for investors. In this chapter we explicitly take transaction
costs into account in the empirical testing of affine term structure models, and show that
including transaction costs of the sizes as observed in the market can considerably affect tests of
affine interest rate models. We test the implied (no arbitrage) Euler restrictions, and we calculate
the specification error bound of Hansen and Jagannathan (1997) to measure the extent to which
a model is misspecified. Using US data on T-bill and bond returns we find, under the assumption
of frictionless markets, strong evidence of misspecification of one- and two-factor affine interest
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rate models; portfolios of both short-maturity and long-maturity bonds are mispriced. In
particular, the returns on portfolios that contain both extreme long and short positions in
short-maturity T-bills and long-maturity bonds are mispriced. This is in line with earlier research.
We then investigate whether allowing for transaction costs of the size observed in the market can
resolve the misspecification. The results show that the evidence of misspecification of the one-
and two-factor affine models disappears in case of monthly holding periods at market size
transaction costs. Because of the transaction costs, the portfolios with both long and short
positions in T-bills and bonds are no longer mispriced. For quarterly holding periods, the models
have problems with pricing short-maturity T-bills at market size transaction costs.
There exists little empirical evidence of how multi-factor models perform in terms of the
pricing and hedging of interest rate derivatives. Therefore, in Chapter 5 we empirically analyze
the performance of both one- and multi-factor exogenous term structure models for both the
pricing and hedging of caps and swaptions. The chapter is related to Amin and Morton (1994)
and Buhler et al. (1999), who analyze the pricing of Eurodollar futures options and German
government bond options, respectively. Chapter 5 extends these articles in three ways. First, we
analyze a larger set of derivative instruments, that potentially contains information on the number
of relevant factors. Second, we apply both the estimation method of Amin and Morton (1994),
who use derivative price data, and the estimation method of Buhler et al. (1999), who use interest
rate data to estimate the model parameters. Third, we also investigate the hedging performance
of the models. The chapter focuses on two issues. First, we analyze the influence of the number
of factors on the pricing and hedging results, and, second, we compare the performance of using
interest rate data or derivative price data to estimate the model parameters in terms of pricing and
hedging. We use US data on interest rates, and cap and swaption prices from 1995 to 1999. We
find that models with two or three factors imply better out-of-sample predictions of cap and
swaption prices than one-factor models. Also, estimation on the basis of derivative prices leads
to more accurate out-of-sample prediction of cap and swaption prices than estimation on the
basis of interest rate data. The empirical results on the hedging of caps and swaptions show that,
if the number of hedge instruments is equal to the number of factors, the multi-factor models
outperform one-factor models in hedging caps and swaptions. However, if one uses a large set
of hedge instruments, one-factor models perform as well as multi-factor models. 
In Chapters 6 and 7 we examine the empirical validity of market models. Brace, Gatarek, and
Musiela (1997) and Miltersen, Sandmann, and Sondermann (1997) present an arbitrage-free
interest rate model, the Libor market model (LMM), in which forward Libor rates follow
lognormal processes, leading to the Black (1976) pricing formula for caps and floors, which is
used by market practitioners. A similar model for swap rates and swap rate derivatives was
developed by Jamshidian (1997). His so-called swap market model (SMM) leads to the Black
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formula for swaptions. The match to the market Black formula for option prices makes
calibration of market models very simple, since the quoted implied Black volatilities can directly
be inserted in the model, avoiding the numerical fitting procedures that are needed for the spot
rate or forward rate models. Another advantage of the market models is that they are based on
observable market rates, such as Libor rates and swap rates. 
In Chapter 6, we empirically analyze and compare these Libor and swap market models, using
data on prices of US caplets and swaptions. A Libor market model can directly be calibrated to
observed prices of caplets, whereas a swap market model is calibrated to a certain set of swaption
prices. For both models we analyze how well they price caplets and swaptions that were not used
for calibration. We show that, in general, the Libor market model leads to better prediction of
derivative prices that were not used for calibration than the swap market model. A one-factor
Libor market model with an exponentially declining volatility function gives much better pricing
results than a specification with a constant volatility function. Finally, we find that models that
are chosen to exactly match certain derivative prices are overfitted; more parsimonious models
lead to better predictions for derivative prices that were not used for calibration.
In Chapter 7 we extend the analysis of Chapter 6 by investigating multi-factor Libor market
models. Previous empirical work on term structure models has estimated and tested models on
the basis of either interest rate data (for example, Buhler et al. (1999), Dai and Singleton (2000),
De Jong (2000), Pearson and Sun (1994), Chapters 4 and 5 of this thesis), or derivative price
data (Amin and Morton (1994), Flesaker (1993), Chapters 5 and 6 of this thesis). In this chapter,
we analyze the benefits of combining these two data sets for estimating and testing term structure
models. We allow for the presence of measurement error in both the interest rates and the option
prices. Moment restrictions are derived for variances and covariances of changes in interest rates
of different maturities, and for the expected prices of several caps and swaptions. Estimation is
performed by applying the Generalized Method of Moments to these moment restrictions. The
empirical results are twofold. First, for both the two-factor and three-factor model, we find that,
when estimating the model using both interest rate and option price data, the standard errors of
the parameter estimates are not always smaller than the standard errors that result when only
interest rate data or option price data are used for estimation. Second, the results on the fit of the
two-factor model show that, in case of estimation based on option prices only, the model does
not accurately fit the standard deviations of interest rate changes, and, in case of estimation on
the basis of interest rate data, the model misprices caps and, especially, swaptions. Thus, the two-
factor model cannot fit the main features of the two data sets at the same time. This result
illustrates the benefit of using both interest rate data and option price data for testing term
structure models. The three-factor model provides a much better fit to both the interest rate data
and the option price data. However, even the three-factor model is not a complete success, since
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the estimate for the variance of the measurement error in the interest rates is unrealistically large.
Chapter 8 concludes and provides possible directions for future research.
PART I
Empirical Studies on the
Pricing of Bonds
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Chapter 2
Common Factors in International Bond
Returns
2.1  Introduction
Most large investors do not invest the fixed income part of their portfolio solely in government
bonds that are issued by their home country, but usually they diversify risk by investing in bonds
issued by different countries. For risk management of such international bond portfolios, it is
essential to have a joint model for the bond returns of the relevant maturities and in the relevant
countries. Also, for the pricing of cross-currency interest rate derivatives, such as differential
swaps, a joint model for term structure movements in different countries is required. In this
chapter, we empirically analyze a multi-country factor model that can be used for risk
management purposes as well as for the pricing of cross-currency interest rate derivatives. We
estimate and interpret the common factors that determine international bond returns of different
maturities. The multi-country model is compared with a model that specifies the behaviour of
bond returns in each country separately, by comparing the size of risk measures and derivative
prices that are generated by these two models.
Our work is related to Knez, Litterman and Scheinkman (1994) and Litterman and
Scheinkman (1991). In these papers, a linear factor model is estimated for short-term US money
market returns and long-term US government bond returns, respectively. In Knez, Litterman and
Scheinkman (1994), a four-factor model is proposed. The first two factors correspond to
movements in the level and the steepness of the term structure of money market rates, while the
other two factors account for differences in credit risk of the different money market instruments.
Litterman and Scheinkman (1991) find, on the basis of a principal component analysis, that US
bond returns are mainly determined by three factors, which correspond to level, steepness, and
curvature movements in the term structure.
We extend these papers by jointly analyzing bond returns of different maturities in three
countries, namely the US, Germany and Japan. In the spirit of the Arbitrage Pricing Theory
developed by Ross (1976), we assume a linear factor model for these bond returns, and assess
Common Factors in International Bond Returns16
how many factors are required to explain most of the variation in bond returns of all countries.
Similar to Litterman and Scheinkman (1991), we use principal components analysis on the
unconditional covariance matrix of bond returns of the different maturities in all countries to
estimate the factors that determine these bond returns. The estimated principal components or
factor loadings indicate per factor how this factor influences bond returns of the different
maturities in each country. We also estimate the prices of the risk associated with each factor.
Confidence intervals for the estimated factor loadings and factor risk prices are constructed using
bootstrap techniques.
In our empirical analysis, we analyze bond returns that are hedged for currency risk as well
as unhedged bond returns. In case of hedged bond returns, the returns are driven only by changes
in the underlying term structure. We use weekly data from 1990 to 1999 on Merrill Lynch bond
indices for the US, Germany, and Japan. For each country, bond index returns for five maturity
classes are used, from 1-3 years to larger than 10 years. In line with results presented by Ilmanen
(1995), bond returns are positively correlated across countries.
For the hedged bond returns, we find that a five-factor model explains 96.5% of the total
variation of international bond returns. Adding more factors to this model only slightly increases
the explained variation, and the factor loadings for the extra factors are small and statistically
insignificant. The first factor of the five-factor model can be interpreted as a world level factor,
because this factor represents movements in the level of the term structures in all countries in the
same direction. This factor explains 46.6% of the variation in bond returns. It is closely related
to the one-dimensional Macaulay (1938) duration measure and the duration measure for
international bond portfolios proposed by Thomas and Willner (1997), but similar to this
measure, it captures only some part of all movements in international bond prices. The second
factor represents parallel shifts in the term structures of Japan and the US in opposite directions,
and explains 27.5% of bond return variation. Similarly, the third factor represents parallel shifts
in opposite directions in the term structures of Germany and the US, explaining 17% of bond
return variation. The fourth and fifth factor represent changes in the steepness of the term
structure of Germany and Japan, respectively, explaining 3.1% and 2.3% of the bond return
variation. Thus, we conclude that the positive correlation between bond returns across countries
is only driven by correlation between the level of the term structures in the several countries.
Changes in the slope of the term structure are not correlated across countries.
We also estimate the risk price of each factor, and analyze whether the model can explain the
expected returns on bonds of different maturities and different countries. It turns out that the
five-factor model provides a good fit of these expected returns. In fact, only the first two factors
have statistically significant risk prices.
Next, we compare the multi-country model with a model that separately specifies term
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structure movements in each country, assuming zero correlation between term structure
movements across countries. This comparison consists of two parts. First, we calculate the Value
at Risk for several international bond portfolios for both models, thereby extending the Value at
Risk methodology of Singh (1997) to a multi-country setting. Second, using results from Frachot
(1995), we show how the linear factor model can be linked to multi-currency extensions of the
framework of Heath, Jarrow and Morton (HJM, 1992). As noted by Heath, Jarrow and Morton
(1990), principal component analysis can be used to estimate models in the HJM-framework, and
this result translates directly to the multi-country framework. Then, we calculate prices for cross-
country interest rate derivatives for both models. The two applications show that ignoring the
cross-country bond return correlation can have a significant effect on risk measures and
derivative prices.
Finally, we also analyze bond returns that are not hedged for currency risk, by including
currency returns for the DM/$ and Yen/$ exchange rates in the principal component analysis. We
find that two additional factors are needed to explain the same amount of variation as the five-
factor model for hedged bond returns. The interpretation of the first five factors in this seven-
factor model is similar to the five-factor model, but, because currency returns are correlated with
hedged bond returns, the two extra factors are not simply a DM/$ and Yen/$ factor.
The remainder of this chapter is organized as follows. The next section describes in detail the
linear factor model and the estimation methodology that is used. In Section 2.3 we describe the
data and replicate the analysis of Litterman and Scheinkman (1991) for each country in our data.
In Section 2.4 we estimate and interpret the multi-country factor model for hedged bond returns.
Section 2.5 contains two applications of the multi-country model, namely calculating the Value
at Risk of international bond portfolios and the pricing of cross-currency interest rate derivatives.
In Section 2.6 we extend the multi-country model by also including currency returns. Section 2.7
concludes.
2.2  Model Setup
2.2.1 Model Specification
The starting point of our analysis is the following factor model for bond returns
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1An extension to this model would be to include time-varying expected bond returns and time-varying
variances and covariances of bond returns.
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where Rt is an N-dimensional vector containing (weekly) returns on bonds of different maturities
and different countries, 4 is an N-dimensional vector of ones, and  is the one-week US risk-r USt
free short rate. The model states that excess returns  are determined by K commonRt&4 r
US
t
factors Ft through the  matrix ' (the factor loadings), and an N-dimensional vector ,tN ×K
containing bond-specific residuals, which can either be interpreted as measurement error in the
bond returns or as idiosyncratic risk components. This model fits into the framework of the
Arbitrage Pricing Theory (APT, Ross (1976)), and thus the elements of the K-dimensional vector
8 can be interpreted as the market prices of factor risk.
The unobservable variables Ft and ,t are assumed to be i.i.d. distributed
1 with
where In is an  identity matrix. The last three assumptions in equation (2.2) are just onen×n
choice for the normalizations that are required to properly define the factor loadings. The
assumption that the residual variances are all equal to each other is restrictive, but it allows us
to estimate the model (2.1) with principal components analysis, which is a simple and frequently
used technique in interest rate modeling (see, for example, Buhler et al. (1999), Golub and
Tilman (1997), Rebonato (1996), and Singh (1997)). Knez, Litterman and Scheinkman (1994)
allow these residual variances to be different from each other, at the cost of having to use a more
complicated estimation technique, i.e., maximum likelihood, and the possibly restrictive
assumption that the returns follow a multivariate normal distribution.
For each factor, one can easily calculate how much of the average variation in excess bond
returns is explained by this factor, namely
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2Because the time t+1 bond price is not known with certainty at time t, it is not possible to completely
eliminate currency risk using forward currency contracts. Because we consider a short return period, namely one
week, we can safely neglect this quantity risk.
3We define returns in logarithms, to separate the currency return from the bond return in a convenient way.
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Because the factors Ft are unobserved, one would like to construct a portfolio that is sensitive
to movements of a given factor, while it is insensitive to movements in all other factors. These
factor mimicking portfolios are not uniquely determined, see Knez, Litterman and Scheinkman
(1994). A convenient choice is as follows. For factor j, the weights of this factor mimicking
portfolio  are equal to the factor loadings  normalized to sum up to one. As outlined below,wj 'j
we will normalize the sum of the factor loadings to be positive, so that a positive factor loading
directly corresponds to a long position in the corresponding bond. One can easily check that this
portfolio is only sensitive to factor j and not to the other factors. These factor mimicking
portfolios can be used to analyze the properties of the factors.
We consider bond returns of M=5 different maturities, J1,..,JM, in three countries, US,
Germany, and Japan. The Ji-maturity log-return in terms of the country specific currency from
time t to time t+1 is denoted by  for US bond returns, and, similarly, by  for Germany,R USt,Ji R
GER
t,Ji
and by  for Japan. In this chapter, we take the viewpoint of a US investor, so that theR JAPt,Ji
German and Japanese bond returns have to be converted to $-returns. We will consider both
bond positions that are hedged for currency risk as well as unhedged bond positions.
We start with the case of hedged bond returns. The time t values of the DM/$ and Yen/$
exchange rates are denoted by  and , and the one-period forward rates at time t areS DMt S
Yen
t
defined as  and . Then, the currency-hedged $ returns on German bondsF DMt F
Yen
t
 are given by2 3R GERt,Ji ($, Hedged)
For Japanese returns an analogous relation holds. Since weekly forward currency rates are
typically close to current spot exchange rates, the difference between the hedged bond returns
and the local bond returns will be small relative to the total return. Therefore, hedged bond
returns are primarily driven by changes in the underlying local term structure of interest rates. We
let the vector Rt contain all US bond returns and the hedged bond returns for both Germany and
Japan. Thus, the dimension of this return vector is equal to 3M, so that N is equal to 3M in
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4The ordinary principal component estimates are biased upward given the model in (2.1), due to the residual
variance terms. To correct for this bias, each principal component has to be multiplied with a scale factor, see
Basilevsky (1995) and the appendix. For our models, the residual variances turn out to be small, so that these scale
factors are only slightly smaller than one. Litterman and Scheinkman (1991) make the assumption that the
idiosyncratic shocks are negligible.
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The model can easily be extended to include unhedged bond positions. If we define the
currency return from week t to week t+1 as
for the DM/$ currency, and, analogously, for the Yen/$, then it follows directly that an unhedged
(excess) bond return is equal to the hedged (excess) bond return plus the currency return. Thus,
we add the two currency returns (DM/$ and Yen/$) to the vector of hedged bond returns Rt, to
obtain the (3M+2)-dimensional vector of bond and currency returns , and again assume a linearR̃t
factor model for these returns as in (2.1) and (2.2).
2.2.2 Model Estimation
Using data on the excess bond returns, we will perform a principal component analysis on the
sample covariance matrix of , to estimate the factor loadings '. The principalRt&4 r
US
t
components are given by the eigenvectors of this covariance matrix. Then, the first K principal
components of the sample covariance matrix are consistent estimates4 of the factor loadings '
in equation (2.1). 
Given the assumptions in (2.1) and (2.2), the return covariance matrix E is equal to
Note that the factor loadings matrix ' can be postmultiplied with an orthonormal matrix 7
without changing the common covariance matrix part . Hence, given the covariance matrix'')
E, the factor loadings ' cannot be distinguished from the loadings '7. Principal component
analysis imposes that each subsequent factor explains an as large as possible part of the variation
and co-variation of bond returns, by imposing that the factor loading is orthogonal to all the
previous ones. Then, the factor loadings are uniquely determined, except for a sign change. We
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therefore impose that the sum of the factor loadings of a given factor is positive. As mentioned
above, this sign restriction facilitates the interpretation of factor mimicking portfolios.
If all returns follow a multivariate normal distribution, the normal limit distribution of these
estimators for the eigenvectors and eigenvalues is known explicitly, see Basilevsky (1995). For
other bond return distributions, the asymptotic distribution will, in general, still be the normal
distribution, but the expression for the asymptotic covariance matrix is complicated. Therefore,
to obtain confidence intervals for the estimates of the principal components or factor loadings,
we use a bootstrap technique, which is described shortly in the appendix. As noted by Shao and
Tun (1996), the bootstrap distribution converges to the asymptotic distribution under weak
assumptions on the return distribution. Hence, by using the bootstrap technique, we are able to
construct confidence intervals and standard errors for the factor loadings estimates without
having to make the normality assumption.
We also calculate the bootstrap distribution of the eigenvalues that correspond to the
eigenvectors. In the appendix it is shown that the model in equation (2.1) implies that the last
3M-K eigenvalues of E are equal to each other. Given the iid assumption on bond returns and
weak assumptions on the bond return distribution (see Shao and Tun (1996)), the eigenvalues
are asymptotically normally distributed, and the restriction on the eigenvalues can be tested using
a standard chi-square test statistic. We use the bootstrap distribution of the eigenvalues to
estimate the covariance matrix of the eigenvalues and to calculate the test statistic. By performing
this test for different numbers of factors K, one can test for the number of factors.
In a second step, we estimate the prices of factor risk, 8, given the estimated factor loadings.
Notice that the model implies that the expected excess bond returns satisfy
We use the Generalized Methods of Moments (Hansen (1982)) on the moment restrictions in
(2.7) to estimate 8, using the estimated factor loadings for '. This is equivalent to a GLS
regression of the average bond returns on the factor loadings matrix '. The covariance matrix
of the estimated moment restrictions and standard errors of the estimates for 8 are again
calculated using bootstrap techniques, and we correct these standard errors for the estimation
error in the factor loadings estimates. The factor price of risk of each factor can be interpreted
as the expected excess return on the factor mimicking portfolio, divided by its standard deviation
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where wj contains the weights of the factor mimicking portfolio of factor j.
2.2.3 Duration Measures
The linear factor model, defined in equations (2.1) and (2.2), is an extension of linear one-factor
models that correspond to Macaulay’s duration measure (Macaulay (1938)) and the international
duration measure proposed by Thomas and Willner (1997). Macaulay’s duration measure is
based on a linear one-factor model, where the factor loading of a bond is equal to the duration
of this bond. In this case, the factor represents a parallel shift in the entire term structure. If
applied to international bond portfolios, this model implies that bonds from different countries,
but with the same duration, have exactly the same factor loading. One problem of applying
Macaulay’s duration measure to international bond portfolios is that parallel shifts in term
structures of different countries do not have the same variance and are not perfectly correlated.
Therefore, to measure the sensitivity of international bond portfolios to parallel shifts in the local
term structure (in our case the US term structure), Thomas and Willner (1997) propose a
modification of Macaulay’s duration measure, that is again based on a linear one-factor model.
In this case, each bond has a factor loading that is equal to its duration times a so-called country-
beta. Analogous to the Capital Asset Pricing Model, this country-beta is defined as the
covariance of the US (all-maturity) bond index return and the foreign country’s all-maturity bond
index return, divided by the variance of the US bond index return5. As we have taken the
viewpoint of a US investor, the country-beta for the US is equal to one.
The factor model in (2.1) can also be used to calculate duration-type risk measures for a given
bond portfolio, as shown by Golub and Tilman (1997). If the bond portfolio has a weight vector
w and corresponding return , the ‘PCA-duration’ for factor j is given by . Recalling thatw )Rt w
)'j
the variance of the factors Ft is equal to one, this PCA-duration measures the percentage price
change of the portfolio when there is a positive shock of one (i.e., one standard deviation) to the
underlying factor in the next period. As argued by Willner (1996), and Golub and Tilman (1997),
using multiple PCA-durations to assess the risk of a bond portfolio typically gives a more
accurate description of interest rate risk than using Macaulay’s one-dimensional duration
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6Because 1-week forward exchange rates are not available for the entire data period, we transform 1-month
forward rates to 1-week forward rates, assuming that 1-week and 1-month interest rates are equal. Because of the
short forward maturity, the error caused by this assumption will be small.
measure. We will make a similar argument for international bond portfolios, by comparing the
models corresponding to Macaulay’s duration measure and the duration measure of Thomas and
Willner (1997), with the multi-factor multi-country model in equation (2.1).
2.3  Data Description and Results for Single-Country
Models
The data we use are total returns on Merrill Lynch Government Bond Indices for the US,
Germany, and Japan, which are available through Datastream. We have chosen these bond
indices because they are available at a relatively high frequency, namely weekly. These weekly
data start at January 8, 1990; we use data until October 11, 1999, which renders 510 time-series
observations on weekly bond index returns. For each country, five maturity classes are available:
1-3 years, 3-5 years, 5-7 years, 7-10 years, and more than 10 years. We construct excess bond
returns, using Datastream data on the 1-week Eurodollar interest rate.
The bond indices are all denominated in US $, and are not hedged for currency risk. To
construct returns on bond positions that are hedged for currency risk, we use data on spot and
forward exchange rates for the DM/$ and Yen/$ exchange rates6. These data are also from
Datastream. Thus, we have data on 15 returns on (currency-hedged) bond indices, as defined in
equation (2.4), for US, Germany and Japan, and we have data on two currency returns, as
defined in equation (2.5), for the DM/$ and the Yen/$ exchange rates.
In Table 2.1 we provide statistics on the bond and currency returns. In almost all cases, both
the average returns and the standard deviations increase with the maturity of the bond index, as
expected. Average bond returns are highest for Japan, which corresponds to the decrease of
Japanese interest rates over the last 10 years. We also calculate the skewness and kurtosis of the
bond returns. It turns out that the return distributions are not very asymmetric. But, especially
for Japanese bond returns, the tails of the return distribution are fatter than the normal
distribution. Given this evidence against normally distributed bond returns, we will in the sequel
calculate confidence intervals and standard errors using bootstrap techniques rather than the
explicit expressions for these, which only hold under the normality assumption (see Section 2.2).
Recall that we assume that returns are iid distributed. To investigate whether this assumption
makes sense, we report the autocorrelations of bond returns. There seems to be some negative
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autocorrelation in the (short-maturity) bond returns, which is consistent with mean-reverting
behaviour of interest rates. From the statistics on currency returns, it follows that hedging
currency risk would have led to slightly higher average total returns, namely 0.34% per year for
German bonds, and 0.19% for Japanese bonds. Currency returns are more volatile than hedged
bond returns. The correlation between the Yen/$ and DM/$ currency returns is quite high,
namely 0.44, which implies that unhedged German and Japanese bond returns are more strongly
correlated than hedged returns.
In Table 2.2, we present the average correlations between hedged bond returns and currency
returns, and in Figure 2.1, we plot the correlations between hedged bond returns of different
maturities and different countries. In general, the cross-country bond return correlations lie
between 0 and 0.5, indicating that interest rates movements across countries are positively
correlated. The graph also shows that, within each country, bond returns are highly correlated,
and that there is no clear maturity pattern in the cross-country correlations of bond returns. Table
2.2 shows that the average cross-country correlations are between 0.11 and 0.29. These numbers
are smaller than reported by Ilmanen (1995), who reports correlations between 0.40 and 0.55,
for the period 1978-1993 using monthly data. The correlation between hedged bond returns and
currency returns is close to zero in almost all cases. Only for the DM/$ currency return and US
bond returns there seems to be some small positive correlation.
To provide further insight in the bond return data, a linear factor model for hedged excess
bond returns, as in equation (2.1), is estimated for each country separately. In line with Litterman
and Scheinkman (1991), and Singh (1997), we estimate a three-factor model for the hedged
excess bond returns. Estimation is performed using principal component analysis. The results for
these single-country models will be used as a benchmark for the multi-country model.
In Figure 2.2, the factor loadings of the single-country three-factor models are graphed. For
all three countries, the estimates for the three factors are in line with the existing literature on
linear factor models for bond returns and principal component analysis (see Litterman and
Scheinkman (1991), Rebonato (1996), and Singh (1997)). For the first factor, the factor loadings
for bond returns all have the same sign and increase with the maturity of the bond. Note that a
change in the level of the term structure will more strongly influence long-maturity bond returns.
Thus, this factor can be interpreted as a factor that influences the level of the term structure of
interest rates. The second factor can be called a steepness factor, as movements in this factor
imply a steepening or flattening of the yield curve. The third factor changes the curvature of the
yield curve, because it influences bond returns of intermediate maturities in the opposite direction
of short-maturity and long-maturity bond returns. The confidence intervals indicate that the factor
Common Factors in International Bond Returns 25
7In all cases, we use 1000 bootstrap simulations to calculate confidence intervals and standard errors.
loadings are estimated quite accurately7.
Although the shape of the factor loadings is the same for all three countries, the explained
variance per factor is quite different across countries, as shown in Table 2.3. Using equation
(2.3), it follows that, for US bonds, the first factor explains on average 96.9% of the variance of
excess bond returns, and the explained variance for the second and third factor is quite low. In
Litterman and Scheinkman (1991), the explained variance is lower for the first factor, and higher
for the second and third factor. The differences with their study are due to the use of a different
data period, but also due to the fact that we use returns on portfolios of bonds within a certain
maturity class, whereas Litterman and Scheinkman (1991) use individual bond price data, which
might contain more idiosyncratic risk. For German and Japanese bonds, the explained variance
is lower compared to the US for the first factor, and higher for the second and third factors. This
indicates that, over the last 10 years, large steepness and curvature movements of the yield curve
have occured more often in Germany and Japan than in the US. As shown in Table 2.3, for each
country three factors explain on average at least 98.5% of the variation in excess bond returns.
Finally, for every country, we test the appropriateness of one-, two-, and three-factor models.
For the US, the hypothesis that the remaining eigenvalues are equal to each other is rejected for
all numbers of factors. For Germany and Japan, this restriction is rejected for the one- and two-
factor models, but it is not rejected in case of the three-factor model. We will return to the issue
of the number of factors when we analyze the multi-country models.
2.4  Empirical Results Multi-Country Model
In this section, we will restrict attention to the 15 currency-hedged excess bond returns, and
present results for the multi-country linear factor model for these bond returns. We find that a
five-factor model explains on average 96.4% of the bond return variation, and 98.5% of the
cross-sectional variation in average bond returns. Furthermore, the factor loadings of additional
factors are always individually insignificant, as well as the risk prices of these additional factors.
Therefore, we choose to restrict attention to a five-factor model. Note also that the factor
loadings of these first five factors remain exactly the same if we would estimate a model with a
larger number of factors, because we do not rotate the estimated factor loadings.
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8For the Macaulay-duration one-factor model, the variance of the factor is chosen such that the factor loadings
are close, in a least-squares sense, to the factor loadings for the first factor of the multi-country model. As the one-
factor model of Thomas and Willner (1997) aims at measuring the sensitivity to US term structure movements,
we choose the factor variance such that, for US bonds, the factor loadings are close to the factor loadings of the
first factor of the multi-country model. 
9To calculate these factor loadings, we assume that the durations of the bond indices are equal to 2, 4, 6.5,
8.5 and 12.5 years, respectively. The country-beta’s of Thomas and Willner (1997) are estimated using US,
German and Japanese all-maturity bond index returns, that are constructed by equally weighting the five maturity
classes that are available for each country. 
2.4.1 Interpretation of Factor Loadings
In Figures 2.3a-e we graph the estimated factor loadings together with 95%-confidence intervals
for the factor loadings, and in Table 2.4 we give for each factor the explained variance, relative
to the total variance of bond returns. We interpret the first factor as a world level factor. This
factor shifts the entire term structure in all countries in the same direction, and, as shown in Table
2.4, this factor accounts for 46.6% of all variation in the international excess bond returns. In
Figure 2.4, we give the explained variance per country. This graph shows that the first factor
explains around 60% of the variation in US bond returns, around 50% of the variation of hedged
German bond returns, and 25% of the variation of hedged Japanese bond returns. As described
in Section 2.2, the factor loadings in Figure 2.3a directly describe the weights of a factor
mimicking portfolio, which has a weight of 41% in US bonds, 32% in German bonds, and 27%
in Japanese bonds.
As described in Section 2.2, this first factor is also related to Macaulay’s duration and the
multi-country duration of Thomas and Willner (1997). In Figure 2.5, we graph the factor
loadings of the one-factor models that correspond to these two duration measures8 9. This graph
shows that the first factor of our multi-country model is closely related to the Macaulay-duration
factor, which confirms our interpretation of this factor as a world level factor. This also implies
that the factor mimicking portfolios that correspond to the factors 2 to 5, that will be analyzed
below, have a Macaulay duration that is close to zero. The graph also shows that, since the
duration measure of Thomas and Willner (1997) aims at measuring the international bond
portfolio sensitivity to shifts in the US term structure, and because the country-beta’s are equal
to 0.32 for Germany and 0.13 for Japan, the factor loadings that correspond to this duration
measure are low for German and Japanese bonds. Given that the linear one-factor models that
correspond to Macaulay’s duration and the duration of Thomas and Willner (1997) are restricted
versions of the general linear one-factor model, the fact that this general first factor captures
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around 47% of total bond return variation, indicates that these two duration measures only
capture some part of all movements in the term structures of several countries. On the other
hand, as long as one invests in internationally diversified portfolios, with country weights close
to the weights of the factor mimicking portfolio, the one-factor model can be used to calculate
accurate risk measures. In the next section we will see that such a one-factor model can severely
misprice cross-country interest rate derivatives.
We interpret the second factor, whose factor loadings are plotted in Figure 2.3b, as a Japan
minus US level factor. Again, this factor primarily influences the level of the term structure of
interest rates, as the factor loadings have the same sign within each country and because the
factor loadings are increasing with maturity. This factor influences Japanese bond returns in the
opposite direction of US bond returns, while German bond returns are hardly influenced by this
factor. The factor mimicking portfolio thus consists of long positions in Japanese bonds, and
short positions in US bonds. Thus, for a given bond portfolio, the PCA-duration associated with
this factor measures how sensitive the portfolio is to a change in the difference between the US
and Japanese term structures. This factor explains 27.5% of the average bond return variation.
In particular, it explains around 60% of Japanese bond return variation and 20% of US bond
return variation.
Similarly, we interpret the third factor as a Germany minus US level factor; this factor
explains 16.9% of the international bond return variation. We interpret the fourth and fifth factor
as a Germany steepness factor and a Japan steepness factor; these factors explain 3.1% and 2.3%
of the bond return variation, respectively. Each of these two factors changes the steepness of the
yield curves in Germany and Japan, respectively, while they do not significantly influence the
bond returns in the other two countries. In fact, these steepness factors are almost the same as
the steepness factors in the single-country models for Germany and Japan. The fact that the
steepness factors are almost completely country-specific, whereas the level movements in
international yield curves are correlated, implies that the positive correlation between
international bond returns seems to be caused by correlation between the levels of the
international yield curves.
As mentioned above, for additional factors, the factor loadings are always individually
insignificant. In particular, this implies that steepness movements in the US yield curve are not
included in the five-factor model. In the loadings of additional factors, we do find steepness
shapes for the US, but the explained variance of these factors is very low, which is in line with
the results for the single-country model for the US. We also test for the number of factors, by
testing for each K-factor model whether the remaining (15-K) eigenvalues are equal to each
other, as described in Section 2.2 and the appendix. It turns out that even the model with thirteen
factors is rejected, as the hypothesis that the 14th and 15th eigenvalues are equal to each other is
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rejected. As noted by Basilevsky (1995), these formal statistical tests typically tend to
overestimate the number of factors in small samples, so that other considerations, such as the
explained variance relative to the total variance and the interpretation of the factor loadings are
also important when choosing the number of factors. Therefore, we do not attempt to extend the
five-factor model with more factors.
2.4.2 Estimation of Factor Risk Prices
As described in Section 2.2, in a second step the prices of factor risk for this multi-country model
can be estimated using GMM or, equivalently, a GLS regression of average bond returns on the
factor loadings matrix '. As shown in equation (2.8), each factor price of risk equals the Sharpe-
ratio of the factor mimicking portfolio. The estimates and corresponding standard errors are
given in Table 2.5. This table shows that only the first two factors, the world level factor and the
Japan minus US level factor, have a risk price that is significant at a 10% significance level, and
the size of the factor risk prices is also largest for the first two factors. Setting all insignificant
risk prices to zero, the results on the risk price estimation imply that the mean-variance efficient
frontier is spanned by the two factor mimicking portfolios that correspond to the first two
factors.
Table 2.5 also contains the GMM J-statistic, a test-statistic for testing the overidentifying
restrictions in equation (2.7), and the corresponding p-value. The hypothesis that the five-factor
model correctly describes expected returns of all bonds is statistically rejected. However, as
discussed above, the individual factor risk prices are all insignificant except for the first two
factors. Furthermore, the five-factor model provides a good fit of the average bond returns, as
measured by the R2 of the GLS regression, which is equal to 98.5%. This is confirmed by Figure
2.6, where we graph the expected excess hedged bond returns implied by several models, and
unrestricted estimates, the sample averages, of these expected returns. The figure shows that the
two-factor model already gives a reasonable fit of the average bond returns, which is in line with
the fact that only the first two factors have a statistically and economically significant risk price.
The fact that the GMM J-test still leads to a rejection of the five-factor model, is due to the fact
that bond returns are highly correlated within countries. This implies that even small expected
return errors of two near-maturity bonds are enough to statistically reject the model.
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2.5  Value at Risk and Cross-Country Derivatives
In this section we will illustrate two applications of the multi-country model, calculating the
Value at Risk of international bond portfolios and pricing cross-country derivatives. Also, we will
compare the implications of the multi-country model with those of the single-country models that
were analyzed in Section 2.3. As a counterpart to the five-factor multi-country model for hedged
bond returns, we construct a five-factor model based on the single-country models for the US,
Germany and Japan. Of course, there are several ways to combine these single-country models.
We will choose a very simple combination of the single-country models: three of the five factors
are the level factors for the US, Germany, and Japan, as given in Figures 2.2a-c, and the other
two factors are given by the (single-country) steepness factors for Germany and Japan. In this
way both the multi-country model and the combined single-country model describe level and
steepness movements of term structures in the US, Germany, and Japan. In this combined single-
country model, each factor only influences (hedged) bond returns in one country. As it is
assumed that the factors are uncorrelated, this model implies zero correlations between (hedged)
bond returns in different countries. By comparing the combined single-country model and the
multi-country model, we can assess the importance of a joint analysis of international bond
returns.
For simplicity and analytical tractability, we assume for both the Value at Risk analysis and
the derivative price analysis that the bond returns follow a multivariate normal distribution.
2.5.1 Value at Risk Analysis
Under the normality assumption, the Value at Risk (for a one week horizon) with confidence
level (1-") of a bond portfolio with weights w can be calculated as
The portfolios that we analyze are the factor mimicking portfolios that correspond to the five
factors of the combined single-country model and the multi-country model, respectively. In this
way, we analyze both whether the multi-country model correctly describes the country-specific
term structure factors, and how well the combined single-country model describes the global term
structure factors. Note that the factor mimicking portfolios represent almost all variation in
national and international bond returns. By construction, the combined single-country model
yields the appropriate estimate for the Value at Risk of the factor mimicking portfolios
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10In equation (2.1), bond returns with a fixed maturity are modeled, instead of a fixed maturity date, as is done
by HJM (1992). Brace and Musiela (1995) provide a modeling framework, similar to the HJM (1992) framework,
on the basis of fixed maturity bond returns.
11Given the underlying continuous-time framework of Frachot (1995), it is, in principle, possible to derive
the process of the short rate from the processes of bond prices of all maturities.
corresponding to the factors of this model. The same holds for the multi-country model and its
factor mimicking portfolios.
In Table 2.6, we give the Value at Risk estimates. According to the results in the upper panel,
the multi-country model provides very accurate estimates of the Value at Risk of the country-
specific factor mimicking portfolios: the differences with the VaRs of the combined single-
country model are small and statistically insignificant. Hence, the movements in the country-
specific term structures can be described satisfactorily by the multi-country model. As shown in
the lower panel, the combined single-country model yields estimates of the Value at Risk of the
international factor mimicking portfolios that are significantly different from the (correct) VaRs
of the multi-country model. This is a direct result of the zero correlation between bond returns
across countries in this model. Consequently, in terms of VaRs, the multi-country model
outperforms the combined single-country model.
2.5.2 Pricing of Cross-Country Derivatives
As a second application, we show how to calculate prices of cross-country interest rate
derivatives. To be able to do so, we interpret the residual terms in equation (2.1) as measurement
error in the bond index data. Then the model in (2.1) can be seen as a discretization of the multi-
currency extension of the Heath, Jarrow and Morton (1992) framework, as described in Frachot
(1995)10, with normally distributed interest rates. Because the US bonds as well as the hedged
German and Japanese bonds pay out in US $, all these assets should have a drift that is equal to
the US short rate under the risk-neutral equivalent martingale measure. Hence, if we choose the
US money market account as numeraire, and set the market prices of factor risk all equal to zero,
we obtain the discretized process of bond returns under the unique equivalent martingale
measure. This process can directly be used to obtain prices for derivatives whose payoffs depend
on these bond returns. For simplicity, we ignore possible variation in the US short rate  whenr USt
valuing the derivatives11.
The derivatives that we analyze are basket options. These basket options pay out a notional
amount times the maximum of the returns on bond indices of a given maturity in the US,
Germany and Japan. If all three returns are negative, the option payoff is equal to zero. We
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choose the option maturity period equal to one year. This contract clearly depends on the
correlation between bond returns in different countries, so that we can measure the influence of
the assumption of zero cross-country correlations via this instrument.
For comparison, we not only calculate option prices on the basis of the combined single-
country model and the multi-country model, but also on the basis of models with one factor and
fifteen factors. In case of the 1-factor model, the factor is given by the first factor of the multi-
country model. This model implies that bond returns of different maturities and different
countries are all perfectly correlated. The 15-factor model exactly fits the covariance matrix of
the 15 bond returns that are modeled. We shall measure the performance of the other models by
comparing their implied derivative prices with the derivative prices that are implied by the 15-
factor model.
In Table 2.7, we report the prices of the basket options as a percentage of the notional
amount. Except for the 1-3 year maturity index, the prices on the basis of the multi-country
model are closer to the prices from the 15-factor model than the prices from the combined single-
country model. Because the combined single-country model neglects the positive bond return
correlations across countries, it overestimates the prices of the options (compared to the 15-
factor model). The multi-country model slightly underestimates the value of the options, because
it contains a subset of the factors in the 15-factor model. In all cases, the one-factor model clearly
underestimates the value of the derivative prices, because this model largely underestimates the
variance of bond returns.
2.6 An Extension to Unhedged Bond Returns
In this section, we analyze a multi-country model for both hedged bond returns and DM/$ and
Yen/$ currency returns. In this way, the risk of international bond portfolios that are not hedged
for currency risk can also be analyzed with a multi-country model. Therefore, we re-estimate the
linear factor model in equation (2.1), but now for the 17-dimensional return vector . Again,R̃t
we choose to estimate a low-dimensional factor model, because almost all variation in the bond
returns can be explained by a low number of factors. More specifically, we estimate a seven-
factor model. As shown in Table 2.4, this model explains 97.4% of the bond and currency return
variation.
To facilitate the interpretation of the factors, we perform an orthonormal rotation of the
estimated factor loadings. We rotate the seven factors, by choosing the orthonormal rotation
matrix that minimizes the sum of squared differences between the rotated factor loadings for
hedged bond returns and the factor loadings of the five factors of the multi-country model of
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Section 2.4. It turns out that it is possible to obtain almost exactly the same factor loadings for
hedged bond returns for the first five factors as for the multi-country model of Section 2.4.
Therefore, we only report the loadings on the hedged bond returns for the factors 6 and 7, as well
as the loadings on the currency returns for all seven factors; see Figures 2.7a-c. In Figure 2.7a
we see that, of the first five factors, the German and Japan steepness factors are correlated with
movements in the Yen/$ and DM/$ exchange rates, respectively. The 6th and 7th factor are
essentially currency factors. The 6th factor mostly influences the Yen/$ exchange rate, and hardly
influences hedged bond returns. The 7th factor primarily influences the DM/$ exchange rate. This
factor also causes some movements in the term structures of the US and Japan. We again test for
the number of factors, and find that, even for the fifteen-factor model, the hypothesis of equality
of the 16th and 17th eigenvalues is rejected. However, the explained variation of these additional
factors is low, and the factor loadings are always individually significant.
Summarizing, including the currency returns requires two extra factors to explain the same
amount of variation in hedged bond returns, but these two additional factors are not simply a
DM/$ factor and a Yen/$ factor. Instead, to account for the correlation between the two
currencies and the correlation between bond and currency returns, all factors influence both bond
and currency returns.
Note that the confidence intervals of the factor loadings for the currency returns are much
larger than for the hedged bond returns. Apparently, the correlations between hedged bond
returns and currency returns are less accurately estimated than the correlations between hedged
bond returns in different countries.
Finally, we again estimate the market prices of factor risk for the seven factors of this model.
The results, not reported here, are very similar to the case of hedged bond returns: the first two
factors have the largest prices of risk, and these two factor risk prices are significantly different
from zero at the 10% significance level. For all other factors the prices of risk are insignificant.
In particular, the 6th and 7th factors, that represent primarily currency movements, have
insignificant prices of risk.
2.7  Conclusions
In this chapter we jointly analyze bond returns of different maturities in the US, Germany and
Japan. In particular, by specifying and estimating a linear factor model for these bond returns, we
attempt to identify the common factors that determine these international bond returns.
We find that a five-factor model explains almost all variation in international bond returns that
are hedged for currency risk. All these factors either influence the level or the steepness of the
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term structure of interest rates in different countries. Changes in the level of the term structure
turn out to be positively correlated across countries, while changes in the steepness of the term
structures are country specific.
The five-factor model also provides a good fit of the expected returns on the bonds of
different maturities and different countries. Estimation of the factor risk prices reveals that only
the first two factors have significant risk prices.
We compare this multi-country model with a simpler model, that is a combination of single-
country linear factor models and implies zero cross-country bond return correlations. This
comparison is twofold. First, we calculate the Value at Risk for several international bond
portfolios, and second, we calculate prices of cross-country interest rate derivatives. In both
cases the multi-country model has a better performance, indicating that neglecting the correlation
between bond returns in different countries can lead to incorrect estimates for the Value at Risk
and derivative prices.
Finally, we extend the model by adding currency returns, so that the model describes returns
on bond positions that are not hedged for currency risk as well. In this case, a seven-factor model
explains almost all variation in bond and currency returns. The first five factors of this model are
very similar to the five factors of the model for hedged bond returns only, and the additional two
factors mainly describe currency returns.
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2.A Bootstrapping of Principal Components Analysis
In this appendix we show how the bootstrap technique can be used to calculate standard errors
and confidence intervals for the PCA estimates.
Given the linear factor model defined in equations (2.1) and (2.2), the covariance matrix of
bond returns can be decomposed as in equation (2.6). The first K principal components x1,.., xK
of the covariance matrix G are defined by
As shown by Basilevsky (1995), for the linear factor model in equation (2.1), the solution to
(2.A.1) is given by
Furthermore, the remaining 3M-K eigenvalues are all equal to .F2
Hence, given a sample estimate  of the covariance matrix G and corresponding eigenvectorsÊ
or principal components   and eigenvalues  of , estimates of the factorx̂1,..., x̂K *̂1,...., *̂K Ê
loadings ' and the residual variance  can be obtained as followsF2















To approximate the bootstrap distribution of these estimates, suppose one has T time-series
observations on the 3M bond returns. We assume that these bond returns are iid distributed over
time. Then, draw T times with replacement from these T time-series observations, and calculate
eigenvectors, eigenvalues, and the factor loadings from equation (2.A.3). By repeating this
procedure sufficiently many times, the bootstrap distribution of the eigenvectors, eigenvalues and
factor loadings can be approximated, which can be used to construct confidence intervals and test
statistics as described in the text. For example, if we define  as the vector that contains thev̂
pairwise differences between the smallest 3M-K eigenvalue estimates,
, and if we define  as the bootstrap covariance matrix of this(*̂K%2& *̂K%1),....., (*̂3M& *̂3M&1) V̂
vector, the test statistic for testing whether the smallest 3M-K eigenvalues are equal to each
other, is given by
Under the assumption that bond returns are iid distributed, the vector  is, under the nullv̂
hypothesis, asymptotically normally distributed, with mean zero and covariance matrix V, so that
the test statistic is asymptotically  distributed.P23M&K&1
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2.B Tables
Table 2.1. Descriptive Statistics Hedged Bond and Currency Returns.
Statistics are calculated from 510 weekly observations from 1990 until 1999, for hedged bond returns and
DM/$ and Yen/$ currency returns. All returns are in US $. The results are presented on a weekly basis, except








US 1-3 Years 6.43% 1.70% -0.12 3.71 -0.03
US 3-5 Years 7.26% 3.62% -0.17 3.52 -0.09
US 5-7 Years 7.65% 4.87% -0.30 3.92 -0.12
US 7-10 Years 7.82% 6.24% -0.37 4.21 -0.14
US >10 Years 8.49% 8.84% -0.32 4.19 -0.14
Germany 1-3 Years 6.12% 2.84% 0.06 5.98 -0.34
Germany 3-5 Years 6.95% 3.56% 0.12 4.10 -0.18
Germany 5-7 Years 7.45% 4.29% -0.17 6.14 -0.14
Germany 7-10 Years 7.34% 5.44% -0.70 5.80 -0.05
Germany >10 Years 8.26% 8.31% -0.43 5.13 -0.07
Japan 1-3 Years 7.50% 3.06% 0.73 9.23 -0.36
Japan 3-5 Years 9.80% 4.34% 0.62 7.01 -0.16
Japan 5-7 Years 10.07% 5.05% 0.25 5.88 -0.12
Japan 7-10 Years 10.36% 6.19% 0.16 5.74 -0.06
Japan >10 Years 10.96% 7.79% -0.11 5.50 0.08
DM/$ Currency Return -0.34% 11.18% -0.08 4.11 -0.08
Yen/$ Currency Return -0.19% 12.81% 0.98 9.19 -0.03
Table 2.2. Average Correlations Hedged Bond Returns and Currency Returns.
Correlations are calculated from 510 weekly observations from January 1990 until October 1999, for hedged
bond returns and DM/$ and Yen/$ currency returns, and averaged over the 5 bond maturity classes per country.
US Germany Japan DM/$ Yen/$
US Bond Returns 1
German Hedged Bond Returns 0.29 1
Japanese Hedged Bond Returns 0.11 0.28 1
DM/$ Currency Return 0.14 -0.08 -0.08 1
Yen/$ Currency Return -0.01 0.06 -0.05 0.44 1
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Table 2.3. Explained Variance Single-Country Three-Factor Models.
For hedged bond returns in each country, a separate three-factor model is estimated using principal
component analysis. The table reports the average explained variance for each factor as a fraction of the total
variance of bond returns, calculated using equation (2.3), as well as the standard error of this ratio in brackets.
This standard error is calculated applying the bootstrap technique.
Factor 1 Factor 2 Factor 3 Total




























Table 2.4. Explained Variance Multi-Country Models.
For hedged bond returns in all countries, a five-factor model is estimated using principal component analysis.
For hedged bond returns and currency returns, a seven-factor model is estimated. The table reports the average
explained variance for each factor as a fraction of the total variance, as well as the standard error of this ratio




Hedged Bond Returns and
Currency Returns
Factor 1 46.62% (2.32%) 27.48% (0.79%)
Factor 2 27.49% (1.97%) 16.77% (1.36%)
Factor 3 16.94% (1.28%) 10.21% (0.49%)
Factor 4 3.13% (0.23%) 8.10% (0.17%)
Factor 5 2.31% (0.24%) 6.21% (0.11%)
Factor 6 - 14.94% (0.42%)
Factor 7 - 13.72% (0.34%)
Total 96.49% (1.25%) 97.41% (1.12%)
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Table 2.5. Factor Risk Prices Multi-Country Model for Hedged Bond Returns.
For each factor of the multi-country model, the market price of factor risk is estimated using GMM as
described in the text. The table reports annualized market prices of risk. Standard errors are in brackets, and
calculated applying the bootstrap technique. As a test of the overidentifying restrictions in equation (2.7), we
also present the GMM J-statistic and the associated p-value, for one-factor to five-factor models. The number
of overidentifying restrictions is equal to 15 minus the number of factors. The last column contains the R2.





Factor 1 0.81 (0.33) 28.32 (0.013) 75.5%
Factor 2 0.56 (0.34) 25.27 (0.021) 96.5%
Factor 3 -0.13 (0.34) 25.12 (0.014) 97.2%
Factor 4 0.23 (0.32) 24.57 (0.010) 97.6%
Factor 5 0.43 (0.33) 22.88 (0.011) 98.5%
Table 2.6. Value at Risk of Factor Mimicking Portfolios.
For the combined single-country model and the multi-country model for hedged bond returns, the 95%-Value
at Risk is calculated for a one-week horizon. The portfolios that are analyzed are the factor mimicking
portfolios (FMP) of the combined single-country model and multi-country model, respectively. The last column







Factor Mimicking Portfolios (FMP)
Combined Single-Country Model
US Level Factor -1.25% -1.25% -1.60
Germany Level Factor -1.07% -1.07% -0.61
Japan Level Factor -0.86% -0.89% 0.75
Germany Steepness Factor -1.07% -1.07% -0.73
Japan Steepness Factor -0.97% -0.96% -0.95
Factor Mimicking Portfolios (FMP)
Multi-Country Model
World Level Factor -0.62% -0.80% 7.73
Japan minus US Level Factor -3.18% -2.98% -2.56
Germany minus US Level Factor -9.65% -7.62% -5.49
Germany Steepness Factor -0.79% -0.73% -4.07
Japan Steepness Factor -1.73% -1.61% -3.32
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Table 2.7. Prices of Basket Options.
For the combined single-country model and the multi-country model for hedged bond returns, prices of 1-year
basket options are calculated. Each basket option pays out a notional amount times the maximum of the returns
on the bond-indices in US, Germany, and Japan, for a certain maturity class. The table contains the model
option prices as percentage of the notional amount. For comparison, the option prices from models with 1









1-3 Year Bond Index 0.46% 1.98% 1.93% 2.11%
3-5 Year Bond Index 1.12% 3.22% 2.93% 3.01%
5-7 Year Bond Index 1.48% 3.99% 3.71% 3.73%
7-10 Year Bond Index 1.94% 5.03% 4.53% 4.58%


















Correlation Hedged $ Returns: US, Germany, Japan
US(1-5), Germany(6-10), Japan(11-15)
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 2.C Figures
Figure 2.1. Correlation Matrix Hedged Bond Returns. The graph contains correlations between (currency-
hedged) bond returns for weekly data from 1990 to 1999. On the x- and y-axis, the numbers 1-5 correspond to
US returns, with maturities from 1-3 years to >10 years, the numbers 6-10 correspond to German bond returns
(in US $), and the numbers 11-15 correspond to Japanese bond returns (in US $).
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Figures 2.2a-c. Results Single-Country Models. For each country, a three-factor model is estimated for (hedged)
bond returns. The graphs contain estimates and 95%-confidence intervals for the factor loadings of the three
factors. The factor loadings represent the weekly return that would be caused by a one standard deviation shock
to the factor. The confidence intervals are obtained applying the bootstrap technique.
Figure 2.2a
Figure 2.2b
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Figure 2.2c
Figures 2.3a-e. Results Multi-Country Model for Hedged Bond Returns. A five-factor model is estimated for
(hedged) bond returns in US, Germany, and Japan. The graphs contain estimates and confidence intervals for the
factor loadings of the five factors. The factor loadings represent the weekly return that would be caused by a one
standard deviation shock to the factor. The confidence intervals are obtained applying the bootstrap technique.
Figure 2.3a
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Figure 2.3b
Figure 2.3c
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Figure 2.3d
Figure 2.3e
Multi-Country Model for Hedged Returns:
















Macaulay's Duration Factor, Thomas &  Willner Duration Factor, 
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Figure 2.4. Explained Variance Multi-Country Model for Hedged Bond Returns. The graph shows the
explained variance relative to the total variance in bond returns for each country, as a function of the number of
factors.
Figure 2.5. Duration Factors. The graph shows the factor loadings associated with Macaulay’s duration and the
duration of Thomas and Willner (1997). The graph also contains the factor loadings of the first factor of the multi-
country model. The factor loadings represent the weekly return that would be caused by a one standard deviation
shock to the factor.
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Figure 2.6. Expected Excess Hedged Bond Returns and Average Returns. The figure contains the expected
excess hedged bond returns, as implied by one-, two-, and five-factor models (equation (2.7)). The sample
averages for excess hedged bond returns are also graphed.
Figures 2.7a-c. Results Multi-Country Model for Bond and Currency Returns. A 7-factor model is estimated
for hedged bond returns and currency returns. Figure 2.7a contains estimates and confidence intervals for the
factor loadings of currency returns for the seven factors. The factor loadings represent the weekly return that
would be caused by a one standard deviation shock to the factor. Confidence intervals are obtained applying the
bootstrap technique. Figures 2.7b and 2.7c contain the factor loadings of hedged bond returns for the factors 6
and 7.
Figure 2.7a
Sixth Factor: PCA Estimates and Confidence Intervals,






































































































Seventh Factor: PCA Estimates and Confidence Intervals,






































































































Common Factors in International Bond Returns 47
Figure 2.7b
Figure 2.7c
1The notional amount of credit derivatives held by US banks has grown from $20 billion in the first quarter
of 1997 to $230 billion in the first quarter of 1999 (Source: The J.P. Morgan Guide to Credit Derivatives).
Chapter 3
The Cross-Firm Behaviour of Credit
Spreads
3.1 Introduction
Recently, financial instruments that are subject to credit risk have received much attention, both
in practice and in the academic literature. Banks and other financial institutions have increasingly
often used credit derivatives1. Credit portfolio models are often used to measure the credit risk
in corporate bond portfolios. On the theoretical side, a new modeling approach to pricing credit
risk and credit derivatives has been developed by Duffie and Singleton (1999), Jarrow and
Turnbull (1995), and Madan and Unal (1998). In these so-called reduced-form or intensity-based
models, firms can default at each instant in time with some probability. Both this default
probability and the recovery rate in the event of default vary stochastically over time, and
together they determine the price of credit risk. Duffie and Lando (2000) show that these
intensity-based models can be interpreted as reduced form versions of structural firm value
models.
The main problem with this structural firm value approach, initiated by Merton (1974), is that
the firm value is typically not observable, so that specifying and estimating an empirically valid
process for this firm value can be difficult. Furthermore, a firm value model may quickly become
too complex to analyze in practice, because a firm's capital structure is often quite complicated.
In contrast, Duffie and Singleton (1999) show that the reduced form models can be specified and
estimated in a way that is very similar to the analysis of models for the term structure of
default-free interest rates, which makes this class useful in practical applications.
There are several empirical studies examining the pricing of credit risk with reduced form
models (Nielsen and Ronn (1996), Collin-Dufresne and Solnik (2000), Duffie and Singleton
(1997), Duffee (1999)). However, only Duffee (1999) uses individual bond price data to examine
these models. In the other articles spreads on aggregate yield indices or swap index rates are
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used. Such spreads cannot be directly related to a default event of a single firm.
Similar to Duffee (1999), we will use individual corporate bond price data to study reduced
form default models. Duffee (1999) analyses a reduced form model for each firm separately, and
does not investigate possible relations between corporate bond yields of different firms. Credit
spread data for different firms shows that credit spreads exhibit positive cross-firm correlation.
Therefore, the main focus of this chapter is an analysis of the joint behaviour of credit spreads
of many different firms. We study a model in the Duffie and Singleton (1999) class, that describes
the joint behaviour of corporate bond yields of several firms. As in Pearson and Sun (1994) and
Duffee (1999), the default-free term structure is described by a two-factor Cox, Ingersoll, and
Ross (CIR, 1985) model. In Chapter 4 we analyze a discrete-time version of this two-factor CIR
model. The instantaneous credit spread of a firm is modeled as a function of a low number of
common factors, and a firm-specific factor. Each firm has its own sensitivity to the common
factors. As in Duffee (1999), all factors follow translated square-root diffusion processes. The
model allows for correlation between the factors influencing the default-free interest rates and
the corporate bond spreads.
As mentioned above, in Duffee (1999) the analysis is restricted to a univariate model of bonds
of a given firm. However, there are several reasons to study the joint behaviour of corporate
bond yields. First, for stock prices, there is a large literature that shows that a few factors explain
a large part of the time-series and cross-sectional variation in stock returns, and, given the
relation between corporate bond prices and stock prices (predicted by firm value models), one
might expect that similar results hold for corporate bond prices. Second, for calculation of the
credit risk of portfolios containing corporate bonds of several firms, the cross-firm correlations
of credit spreads play an important role. In particular, for portfolios that contain bonds of many
different firms, the credit risk due to the firm-specific factors will be negligible due to
diversification effects; for such portfolios, the credit risk is determined by the systematic risk
caused by the common credit factors. Third, as noted by Li (1999), basket credit derivatives,
whose payoffs depend on corporate bond prices or default events of several firms, are
increasingly often used by financial institutions. For the pricing of such basket credit derivatives,
a joint model for these corporate bond prices is necessary. Fourth, by pooling the corporate bond
data of several firms, some model parameters might be estimated with higher accuracy.
We use a Bloomberg dataset of weekly US corporate bond price quotes for 592 bonds of 104
firms, from 1991 to 2000. All bonds in the dataset are rated investment-grade. An interesting
feature of the data is that the sampling period contains the Russia/LTCM crisis, in contrast to the
studies mentioned above. During this crisis credit spreads increased dramatically. It is interesting
to see how well the model performs in this period of volatile market circumstances.
The estimation methodology consists of four steps. First, using data on Treasury bond yields,
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we estimate the two-factor model for the default-free term structure using Quasi Maximum
Likelihood based on the Kalman filter. Second, we estimate the parameters that drive the
correlations between these factors and corporate bond spreads. Third, we estimate the common
factor processes that influence corporate bond spreads of all firms, again using Quasi Maximum
Likelihood based on the Kalman filter. Fourth, the residual bond pricing errors are used to
estimate the firm-specific factor for each firm.
We start by analyzing a model without common factors, thus replicating Duffee’s (1999)
analysis. The estimation results are qualitatively similar to his results. Credit spreads are mean-
reverting under the true probability measure, while they are trending under the risk-neutral
martingale measure. Credit spreads are slightly negatively correlated with the default-free term
structure, although this correlation is somewhat smaller than in Duffee (1999). For the typical
firm, the lower bound on the firm’s instantaneous credit spread is positive.
Subsequently, we estimate a model with two common credit factors and a firm-specific factor
for each firm. The common factors are statistically significant and reduce the pricing errors. Also,
after correcting for the common credit factors, the firm-specific factors have much lower cross-
firm correlations than in the model with firm-specific factors only.
The common factors represent market-wide movements in credit spreads. One factor
primarily influences the steepness of the spread term structures. This factor is especially
important during and after the Russia/LTCM crisis. The other factor causes almost parallel shifts
in the term structure of credit spreads. Both factors are slowly mean reverting under the true
probability measure, and trending under the risk-neutral measure. The latter result is explained
by the fact that both the credit spread term structures and the term structures of credit spread
volatility are increasing with maturity. The loadings on the common factors are positive for
almost all firms and are higher for firms with lower ratings. This leads to spread term structures
that are higher and more steeply increasing for lower ratings, and to higher spread volatilities for
lower ratings.
Duffee (1999) does not include common credit factors in his model, and finds that the risk
associated with the firm-specific factors is priced. In line with standard equity pricing models, we
find that the common credit factors have economically and statistically significant risk prices,
while the risk associated with the firm-specific factors of our model is not priced. Thus, our
results indicate that the market-wide spread risk, represented by movements in the common
factors, is priced in the corporate bond prices, whereas the firm-specific risk is not.
The Kalman filter estimation method provides estimates for the values of the common and
firm-specific factors. To facilitate the interpretation of the common and firm-specific factors, we
regress changes in these factors on portfolio and individual stock returns, respectively, and on
changes in the volatility of these stock returns (measured using a GARCH model). In line with
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previous results (Longstaff and Schwartz (1995), Kwan (1996), Duffee (1999)), we find that the
changes in the common and firm-specific factors are negatively correlated with stock returns, and
that the stock market leads the corporate bond market (in other words, corporate bond prices
are stale). We also find a positive correlation between changes in the common and firm-specific
factors and changes in stock return volatility, which is in line with Collin-Dufresne, Goldstein,
and Martin (2000), where a stock option volatility index is used to measure volatility. Both the
negative relation between credit spreads and stock returns and the positive relation between
credit spreads and stock return volatility are in line with predictions from Merton (1974)-type
firm value models.
The remainder of the chapter is organized as follows. Section 3.2 of the chapter introduces
the model. Section 3.3 describes the corporate bond data set. In Section 3.4 the estimation
methodology is outlined, and the estimation results and the implications for bond pricing are
discussed. In Section 3.5 we relate the common and firm-specific factors to the returns on
individual stocks and stock portfolios. Section 3.6 concludes.
3.2  A Common Factor Model for Defaultable Bond Prices
In this section we describe our corporate bond pricing model, which fits into the framework of
Duffie and Singleton (1999). The novel part of the model will be the common credit spread
factors, that influence credit spreads of all firms.
The first part of the model describes default-free interest rates. This part of the model is
identical to the default-free models of Pearson and Sun (1994) and Duffee (1999): the
instantaneous default-free short rate rt is a function of two factors F1,t and F2,t that both follow
square-root processes
Equation (3.1) shows that the default-free short rate  is modeled as the sum of a constant rt "r
and two factors  and , which each follow a stochastic differential equation with mean-F1,t F2,t
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2As noted by Duffie and Singleton (1999), we need to assume here that this instantaneous spread does not
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known exponential-affine pricing formula for bonds that are not subject to default risk (see Duffie
and Kan (1996)). In this chapter, we assume that US Treasury bonds are not defaultable. In
chapter 4 we analyze discrete-time versions of these affine term structure models.
As in Duffie and Singleton (1999), default is modeled as an unpredictable jump of a Poisson
process with stochastic intensity. The intensity of this jump process at time t under the equivalent
martingale measure is denoted by hj,t, for firm j, j=1,..,N, and, consequently, the risk-neutral
default probability in the time interval  is equal to  (for an infinitesimal time change(t, t%dt) hj,tdt
dt). In case of such a default event at time t, there is a downward jump in the bond price equal
to Lj,t times the market price of the bond just before the default event. Duffie and Singleton
(1999) call this the Recovery of Market Value (RMV) assumption. These authors show that,
conditional upon no default before time t, the time t price Vj(t,T) of a defaultable zero-coupon
bond, issued by firm j and maturing at time T, is given by
where  denotes the expectation conditional upon the information set at time t, under theE Qt
equivalent martingale measure Q. As noted by Duffee (1999), the risk-neutral instantaneous
default probability  will differ from the true default probability as long as the market pricehj,tdt
of risk associated with the Poisson jump process is nonzero.
Formula (3.2) shows that, given an appropriate model for the default-free rate rt, it suffices
to model the instantaneous spread, defined as , to price defaultable bonds2. Thissj,t ' hj,tLj,t
means that, given the RMV assumption, it is impossible to identify both the risk-neutral default
probability and the loss rate from corporate bond prices only. Therefore, we will model the
instantaneous spreads sj,t for different firms j. Duffee (1999) makes a different recovery
assumption than the RMV assumption, and, therefore, has to assume a constant loss rate. Of
course, if one is willing to assume a constant loss rate, all our results can be directly interpreted
as results for instantaneous risk-neutral default probabilities instead of instantaneous spreads.
We model the instantaneous spread of firm j, j=1,..,N, as a function of K common credit
factors Gi,t, i=1,..,K, and a firm-specific factor Hj,t, plus two terms that allow for correlation
between spreads and default-free rates:
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3Not all parameters in the process in equation (3.4) are identified. In the appendix we show that the
identification problem can be solved by normalizing the means of the factors , i=1,..,K.2Gi
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where the K common factors , i=1,..,K, follow independent square-root processes3Gi,t
and where the N firm-specific factors , j=1,..,N, also follow independent square-rootHj,t
processes
Here, the parameters in (3.4) and (3.5) with adapted superindices have the same meaning as in
equation (3.1). All Brownian motions are assumed to be independent from each other. The model
implies that credit spreads of firm j are influenced by the common credit factors through the
factor loadings , so that the sensitivity to the common credit factors can differ from firm to(ij
firm. For example, one might expect that firms with lower ratings are more sensitive to the
common credit factors. To allow for correlation between spreads and default-free rates, as
documented by, for example, Longstaff and Schwartz (1995) and Duffee (1998), the
instantaneous spread is influenced by the default-free factors through the parameters  and .$1,j $2,j
Finally, the credit spreads of each firm are also determined by a firm-specific factor. As in the
default-free model, the market price of factor risk is proportional to the factor level; for example,
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Brownian motion under the P measure, so that the market price of factor risk is equal to
. For convenience, all factors are taken in deviation of their mean. Notice that, since(8Gi /F
G
i ) Gi,t
all factors are nonnegative, the model implies, as follows from (3.3), a lower bound *j on the
instantaneous spread of firm j given by
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4Gutierrez (1998) examines whether the size and book-to-market factors of Fama and French (1996) are also
present in corporate bond returns, and finds evidence for a size factor in corporate bond returns (besides a general
market factor).
5Longstaff and Schwartz (1995), Kwan (1996), Duffee (1999), and Collin-Dufresne, Goldstein, and Martin
(2000) also find a relation between credit spreads and stock returns.
6Chakravarty and Sarkar (1999) examine the size of the realized bid-ask spread for US corporate and
government bonds. They find that, on average, the bid-ask spread for corporate bonds is twice the bid-ask spread
for government bonds.
7Elton, Gruber, Agrawal, and Mann (2000) argue that differences in taxes explain some part of the size of
credit spreads.












Equation (3.2) and equations (3.3)-(3.5) imply that the corporate bond price Vj(t,T) is given
by the well-known exponential-affine function of all factors in the model (Duffie and Kan
(1996)). Thus, the (T-t)-maturity zero-coupon spread, defined as the difference between the zero-
coupon interest rate corresponding to the corporate bond price Vj(t,T), and the (T-t)-maturity
zero-coupon default-free interest rate, is an affine function of all factors. In practice, coupon-
paying bonds are traded instead of zero-coupon bonds. The prices of these coupon bonds are
simply the sum of the prices of the coupon payments and the notional payment.
Given the stylized fact that stock returns are driven by a few common factors and firm-
specific or idiosyncratic risk terms, and given the theoretical relation between stock prices and
credit spreads (predicted by standard firm value models), it seems natural to include both
common factors and firm-specific factors in the spread model4. Indeed, in Section 3.5 of this
chapter, we show that the common credit factors, that we estimate from corporate bond price
data, are related to both stock returns and stock return volatility5. Similar to equity pricing
models, we allow the dependence on the common credit factors, that is determined by the factor
loadings (i,j, to vary over firms. Typically, equity pricing models assume that the firm-specific or
idiosyncratic risk is not priced. One would expect a similar result to hold for corporate bonds,
and, therefore, we will analyze whether the firm-specific factors are priced, by testing whether
their risk price  is different from zero. The constant term "j in equation (3.3) is also allowed8
H
j
to vary over firms. Besides the probability of default, this constant term might capture a variety
of effects that do not vary much over time, such as differences in liquidity6 and taxes7 relative to
the default-free government bonds, that might be different for each firm. Finally, note that, if the
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8This elimination of near-maturity bonds is slightly different from Duffee (1999). His elimination scheme
implies that bonds with maturities of 3.9 and 4.1 years would both be included.
number of common factors K is equal to zero, we obtain the purely firm-specific model that is
estimated by Duffee (1999).
3.3  Description Data and Zero-Spread Estimation
3.3.1 Data Description
The data on US-dollar corporate bond prices are taken from the Bloomberg Corporate Bonds
Database (BCBD), that contains mid-quotes for corporate bond prices. Besides these mid-quotes,
the dataset contains for each bond the maturity date, the coupon size and coupon frequency, the
(S&P) rating, the firm’s industry sector, and the amount issued. Although the data are available
on a daily basis, we use weekly observations (i.e., the observation on each Friday) to reduce the
influence of possible measurement errors. We collect data from February 22, 1991 until February
18, 2000.
The BCBD contains prices for many firms. To facilitate the comparison, we restrict ourselves
to the set of 161 firms that is analyzed by Duffee (1999). As in Duffee (1999), there are many
missing observations in the data; price quotes are not available for some bonds at each date.
Especially during the first four years of data, there are many missing observations. Also, for most
firms only long-maturity bond prices are available in these first four years.
Unfortunately, the BCBD does not contain (sufficient) data for all 161 firms. We only include
a firm in our analysis if there are data on at least two corporate bonds for at least 100 weeks,
which leaves us with 104 of the 161 firms. We only use bonds with constant, semiannual coupon
payments, that do not contain any put or call options, or sinking fund provisions. As in Duffee
(1999), observations on bond prices with remaining maturity less than one year are dropped.
Also, for a given firm, we only include bonds that have maturities that are more than 6 months
apart. If the maturity difference of two bonds is smaller than 6 months, we keep the most recently
issued bond8. More than 80% of the remaining bonds is senior unsecured. We only include other
bonds, such as subordinated bonds, if this bond has the same rating as the senior unsecured
bonds. At the end of the sample period, all 104 firms are rated investment-grade: 2 AAA-rated
firms, 13 AA-rated firms, 51 A-rated firms, and 31 BBB-rated firms.
Table 3.1, that is similar to Table 1 of Duffee (1999), contains information on the bond data.
For the median firm, on average 3 different bonds are used to estimate the model, and at 445 of
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the 470 weeks in the data at least one bond price is observed for this median firm. Also, there is
considerable variation in the bond maturities, as shown by the minimum and maximum bond
maturities.
Besides corporate bond price data, we also use Bloomberg data on the 6-month US treasury
bill, and the most recently issued US treasury bonds, for the maturities 2, 3, 5, 7, 10, and 30
years. These bonds are typically more liquid than the off-the-run treasury bonds, see Duffie
(1996). Recall that our model in equation (3.3) contains a constant spread term "j, that can pick
up liquidity differences between the corporate and treasury bonds.
3.3.2 Analysis of Coupon Spreads
To further analyze the corporate bond price data, we provide summary statistics on the coupon
spreads of the corporate bonds. We define the coupon spread as the difference between the yield-
to-maturity on a given corporate coupon-paying bond, and the yield-to-maturity of a default-free
bond (i.e., government bond) with the same coupon and maturity. The latter yield-to-maturity
is not directly available in our data for all maturities and coupon sizes. Therefore, we first
estimate the term structure of default-free zero-coupon interest rates. We use the following
extended Nelson-Siegel (1987) specification for these zero rates R(t,T)
For every week in the data, we estimate the parameters *1,t,..,*6,t by minimizing the sum of
squared bond pricing errors for the treasury bills and treasury bonds over these parameters. To
account for the fact that long-maturity bonds are more sensitive to interest rates, we weight each
pricing error with the duration of the bond.
Using this default-free term structure of zero rates, we can construct all necessary yield-to-
maturities on default-free coupon-paying bonds, and calculate the coupon spreads. However, it
turned out that there are some bond price observations in the data with coupon spreads that are
very likely incorrect. Therefore, we eliminated observations for which the coupon spread is above
400 basis points or below -50 basis points, as well as observations that are related to a coupon
spread movement of more than 100 basis points in one week. Also, we deleted the ‘middle’
observation for observations for which the coupon spread moves more than 50 basis points in
one week, and again more than 50 basis points in the opposite direction in the next week. This
way, we eliminated 616 of the 140,389 bond price observations.
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9Of course, the coupon spreads of two bonds with different coupon sizes, that are otherwise identical, can be
different. By averaging spreads of bonds within a rating category and maturity class, this effect is averaged out
to a large extent.
10We only estimate the zero-spreads at a given date if two or more bond prices are available at this date for
a given firm. Because the number of available bonds varies over firms and weeks, and to prevent overfitting, we
choose the number of parameters in equation (3.7) equal to the number of bonds n minus one, with a maximum
of 6 and a minimum of 2. Thus, if n is smaller than 7, we fix , with m=max(3,n). For the parameters*m,t,..,*6,t
, the values used are (1, 0, 0, 1).*3,t,..,*6,t
In Figure 3.1, we plot the average term structure of the coupon spreads, per rating category9.
The figure shows that, on average, high-rated bonds have a low and slowly increasing spread
term structure, whereas the lower-rated bonds have higher and more steeply increasing spread
term structures. In Figure 3.2, we plot the time-series behaviour of the coupon spreads, averaged
within each rating category. The graph shows that from 1991 to 1998, especially spreads of
lower-rated firms have declined, thereby decreasing the difference between spreads of firms with
different ratings. Due to the Russia/LTCM crises in the fall of 1998, spreads increase dramatically
in this period, and have remained high since. Figure 3.2 also shows that the difference between
the spread term structures of the different rating categories has increased again since the crisis,
and that there is considerable correlation between the spreads of the different rating categories,
which again motivates our common factor model. Other results, that are not included here, show
that the increase in spreads in the fall of 1998 is highest for firms in the financial sector and
lowest for the utilities sector, which is not suprising.
3.3.3 Construction of Corporate Zero-Rates and Zero-Spreads
Similar to Backus et al. (2000), De Jong (2000), Duan and Simonato (1999), and others, we will
not estimate our model directly on the coupon bond prices or coupon spreads, but on zero-
coupon interest rates that are implied by the coupon-paying corporate bond prices. In this
section, we therefore estimate for each firm and at each week the term structure of zero-coupon
corporate interest rates. In the previous subsection, we already discussed how the term structure
of default-free zero interest rates can be estimated. Using this estimated term structure, we
specify for each firm j the extended Nelson-Siegel specification in equation (3.7) for the zero-
spread Sj(t,T) of firm j. Zero-coupon corporate interest rates are then determined by the sum of
the default-free rates R(t,T) and the spreads Sj(t,T). At each week and for each firm, we estimate
the parameters in the specification for the zero-spreads by minimizing the sum of squared
corporate bond pricing errors over the parameters10, again weighting the pricing errors by the
The Cross-Firm Behaviour of Credit Spreads 59
bond’s duration.
Although these estimation results can be used to construct corporate zero-rates for all
possible maturities, these rates will only be reliable for maturities that lie within the maturity
range of the original coupon bonds. For further purposes, we therefore introduce for each firm
the short-maturity zero-rate and long-maturity zero-rate, that will be used for estimation in the
next section. At each week and for each firm, the short-maturity zero-rate is given by the zero-
rate with maturity equal to the shortest maturity of all coupon bonds of the firm available at that
week. The long-maturity zero-rate is defined as the zero-rate at the maximum of these bond
maturities. Because the set of available bonds changes during the 9 years of data, these minimum
and maximum maturities are not constant over time.
Before we turn to the model estimation, we first analyze the short and long zero-rates of all
firms. In Table 3.2, we provide summary statistics on the short and long zero-spreads, averaged
per rating category. These short and long zero-spreads are obtained by subtracting from the
corporate zero-rates the default-free zero rate with the same maturity. The average maturity of
the short spreads is around 8 years, and the average maturity of the long spreads is around 16
years. This table shows some important aspects of the credit spreads, that will be important later
to interpret the model parameter estimates. First, the lower rating, the higher the credit spread
and the spread volatility. Second, as was already shown in Figure 3.1, the average spread term
structure is increasing with maturity and this effect is stronger for lower ratings. Third, long-
maturity spreads are more volatile (both in levels and first differences) than short-maturity
spreads, and again this effect is more pronounced for lower ratings. In Figure 3.3, we plot the
time series of the long and short zero-spreads, averaged over all firms. This graph shows that the
difference between long and short spreads increased from 1991 to 2000; especially during and
after the Russia/LTCM crisis spread term structures are steeply increasing.
We also calculate the cross-firm correlations for the short and long zero-spreads. For the
short-maturity zero-spreads, the average cross-firm correlation is 0.686 for levels and 0.262 for
first differences; for the long-maturity spreads, these number are 0.623 and 0.197, respectively.
These cross-firm correlations show the positive relation between the movements in credit spreads
of different firms.
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3.4  Estimation Methodology and Results
3.4.1 Estimation Methodology
To estimate the model in equations (3.1)-(3.5), we use data on the zero-coupon default-free
interest rates and the short and long zero-coupon corporate interest rates for each firm. Duffee
(1999) uses yield-to-maturities of coupon-paying treasury and corporate bonds to estimate the
model. We choose to use zero-coupon rates for two reasons. First of all, the yield-to-maturities
on coupon-paying bonds are not linearly related to the underlying factors. To estimate the model,
Duffee (1999) has to linearly approximate this relation between yield-to-maturities and factors.
In contrast, zero-coupon rates are linear (or affine) functions of the underlying factors, so that
no approximations are needed for model estimation. Second, because the number of zero-coupon
rates that we use is smaller than the number of available bonds, estimation is less time-consuming,
which is an important issue given the large number of parameters and data points we have.
In principle, a joint estimation of all parameters in the model is most efficient. However, since
the number of parameters is large, we choose to perform estimation in four steps. The estimation
methodology is to a large extent similar to Duffee (1999).
First, we estimate the two-factor square-root model for the default-free term structure using
default-free zero-rates with maturities of 0.5, 1, 2, 3, 5, 10, and 30 years. Similar to Duffee
(1999), we use Quasi Maximum Likelihood (QML) based on the Kalman Filter to estimate the
parameters. Chen and Scott (1995), De Jong (2000), and Duan and Simonato (1999) also use
this estimation method to estimate affine models for the default-free term structure. We refer to
these articles for details on Kalman Filter QML estimation.
This estimation method is Quasi Maximum Likelihood because the distribution of (F1,t, F2,t)
conditional upon (F1,t-1, F2,t-1) is not normal. Moreover, the conditional variance in this
distribution depends on the unknown values (F1,t-1, F2,t-1), which makes the QML estimator based
on the Kalman Filter strictly speaking inconsistent. Simulation experiments by Duan and
Simonato (1999) and De Jong (2000) show that the induced biases are very small. Consistent
parameter estimates can be obtained by using the Efficient Method of Moments (EMM, Gallant
and Tauchen (1996)), combined with the semi-nonparametric (SNP) method of Gallant and
Tauchen (1992). Dai and Singleton (1999) use this method to estimate affine term structure
models. However, Duffee and Stanton (2000) compare EMM/SNP estimation of affine term
structure models with QML estimation using the Kalman filter. They document considerable
small-sample biases for the EMM/SNP method, and conclude that ‘for reasonable sample sizes,
the results strongly support the choice of the Kalman filter’.
We assume that each interest rate is observed with an i.i.d. measurement error, that is
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11In this chapter, we always use so-called unsmoothed estimates for the factor values at time t, which means
that only information up to time t is used to estimate the factor values.
12These zero-spreads are slightly different from the zero-spreads analyzed in section 3.3, because the two-
factor default-free model does not perfectly fit the term structure of default-free zero-coupon rates.
13In this regression, we account for the fact that the maturities of the short and long zero-spreads are not
constant over the sample period by allowing the maturity T-t in equation (3.8) to be different at each time t. This
implies that we cannot analytically solve the least squares problem. Therefore, we numerically minimize the sum
of squared errors over the parameters. Because not all parameters that determine the constant term Aj(T-t) are
estimated at this stage, we assume that the weekly change in this constant term (due to the changing maturity of
the short and long spreads) is constant.














uncorrelated with measurement errors of other interest rates. Besides parameter estimates, the
Kalman Filter estimation also gives estimates for the factor values (F1,t, F2,t) at all dates
11.
The second step of the estimation procedure involves estimation of the parameters $1,j and
$2,j, for each firm j=1,..,104. These parameters drive the correlation between credit spreads and
default-free interest rates. First, for each firm, we subtract the zero-coupon default-free interest
rates, implied by the two-factor square-root model in (3.1), from the zero-coupon short and long
corporate bond rates, which renders model-implied zero-coupon short and long spreads12. Our
model implies that these zero-spreads Sj(t,T) are affine functions of the underlying factors
where the functions Aj(.), Bi,j(.), Cj(.), D1,j(.), and D2,j(.) depend on the model parameters (see,
for example, Pearson and Sun (1994) for explicit expressions for these loading functions in
square-root models). In particular, for each firm j, the functions D1,j(.) and D2,j(.) only depend on
the parameters in the process of the default-free factors, that are estimated in the first step, and
on $1,j and $2,j. Given the assumption that all factors are independent from each other, we can
estimate $1,j and $2,j consistently by regressing the short and/or long zero-spread on the default-
free factors (F1,t, F2,t). The error term of such a regression turns out to be highly autocorrelated.
To obtain more accurate parameter estimates, we therefore use the first difference of equation
(3.8) to estimate $1,j and $2,j. Also, we use both the short and long maturity zero-spreads for
estimation, so that we actually estimate a system with two regression equations, with restrictions
on the parameters13.
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14For this QML estimation, we deal with missing observations in the same way as Duffee (1999).





The third step of our estimation procedure involves the estimation of the parameters that
determine the processes of the common credit factors Gi,t. First, we subtract from the spreads the
part that is explained by the default-free factors (F1,t, F2,t), which gives us spread residuals for
both the short and long zero-spread
where  is the part of the constant term  that is caused by the dependence of theÃj(T&t) Aj(T&t)
credit spreads on the two default-free factors. Then, we use these residuals to estimate the
parameters of the common credit factor processes using again QML based on the Kalman Filter,
which also gives us estimates for the factor values Gi,t 
14. For this estimation, we assume that
short and long zero-spreads of all firms are measured with error, and that the measurement errors
are all independent from each other and i.i.d. distributed with the same variance. The firm-specific
constant term  in equation (3.3) is also estimated in this step."j
The last step is the estimation of the parameters of the firm-specific factors Hj,t, j=1,..,104.
We construct new short and long zero-spread residuals, subtracting the part explained by the
common credit factors from the spread residuals in equation (3.9). For each firm j separately,
these new residuals are then used to estimate the parameters in the firm-specific factor process,
using again QML based on the Kalman Filter, and similar measurement error assumptions.
Independence of the common and firm-specific factors is sufficient to obtain consistency of the
multi-step estimation strategy (apart from the consistency issue discussed above). In practice, the
common credit factors are estimated from spread data of all 104 firms, while the firm-specific
factors are estimated for each firm separately. The independence assumption can thus be
motivated by the fact that the influence of a single firm on the common credit factor is negligible.
For comparison, we also estimate the model proposed by Duffee (1999), that only contains
firm-specific factors. In this case, step three is skipped in the estimation procedure and the
constant term  is estimated along with estimation of the parameters of the firm-specific factor."j
In each estimation step we calculate standard errors and t-ratios for the parameter estimates
(correcting for heteroskedasticity using White (1982)), assuming that the parameters that are
estimated in previous steps are estimated without sampling error. In principle, it is possible to
calculate the standard errors taking into account the previous steps, for instance, by means of
bootstrapping, but this is excessively time-consuming.
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3.4.2 Estimation Results
In Tables 3.3 and 3.4, we give summary statistics on the estimation results for the default-free
part of our model, as well as results on the fit on the T-bill yield and the yield-to-maturities of
the treasury coupon bonds. The parameter estimates are quite similar to Pearson and Sun (1994),
Duffee (1999), and De Jong (2000). As in Duffee (1999) and Pearson and Sun (1994), the value
for "r is negative, which implies that interest rates can become negative in this model, but this
negative value for "r enables the model to fit both flat and steeply sloped term structures. The
first factor has a correlation of -0.97 with the spread between the 30-year zero-rate and the
6-month rate. This factor is strongly mean-reverting. The other factor has a correlation of 0.96
with the 30-year zero rate. This factor has very low mean-reversion. Thus, the two factors can
conveniently be interpreted as steepness and level term structure factors. In Chapters 2, 4, and
5 we also provide evidence for level and steepness factors determining (US) term structure
movements. Table 3.2 shows a reasonable fit on the treasury yields. Since all corporate bonds
that are analyzed have maturities larger than 1 year, the pricing errors for the 6-month T-bill are
not a great concern.
In Table 3.5 summary statistics on the results of estimating $1,j and $2,j, j=1,..,104, are given.
In line with results by Longstaff and Schwartz (1995), and Duffee (1998, 1999), there is a
negative correlation between spreads and default-free rates, because for the majority of the firms
the parameter estimates are negative. However, the explained variation is small, and the estimates
are mostly insignificant. The median estimate for $2,j implies that an increase in F2,t of 100 basis
points (which is roughly a parallel shift of the default-free term structure) implies on average a
decrease in the instantaneous spread of the median firm of 5.4 basis points.
Before estimating the model with common credit factors, we replicate the analysis of Duffee
(1999) by estimating a model with firm-specific factors only. This model is obtained by setting
K, the number of common factors, equal to zero in equation (3.3). The estimation results are
given in Table 3.6. The differences with Duffee (1999) are due to a smaller set of firms, and a
different data period and data frequency. Qualitatively, the estimates are not really different. In
particular, as in Duffee (1999), we find that the mean-reversion parameter  is estimated6Hj
positively under the real probability measure, whereas under the risk-neutral measure the mean-
reversion parameter  is estimated negatively. This implies that, as spreads increase, the6Hj %8
H
j
spread term structure is more steeply increasing, which is a feature that is present in the data.
Compared to Duffee (1999), our volatility estimates are lower, and the mean-reversion under the
risk-neutral measure Q is more negative. We also find that the market prices of spread risk 8Hj
are negative, which implies that investors require higher expected returns in reward for the risk
due to the movements in credit spreads. Also, as in Duffee (1999), the lower bound *j on the
The Cross-Firm Behaviour of Credit Spreads64
15It turns out that the factor loading estimates (i,j are strongly negatively correlated with the estimate for the
factor volatility FiG. Intuitively, increasing all (i,j’s, j=1,..,104, and lowering FiG does not change the first two
moments of the distribution of the instantaneous spread, so that it might be difficult to identify all these
parameters. Therefore, for each factor, we normalize the mean of (i,j, j=1,..,104, to one. Note that, with this




16For this Likelihood Ratio test, we neglect the non-normality of the factor changes and use a normal
approximation for these changes.
instantaneous spreads is always positive, reflecting possible liquidity and tax differences between
corporate and government bonds. Finally, we find that the average of the cross-firm correlations
of weekly changes in the firm-specific factors is 0.283, indicating the positive relation between
spread movements across firms.
Table 3.6 shows that the standard errors of the parameter estimates are relatively large, which
is due to the large number of missing observations and the fact that for several firms not many
bonds of different maturities are available. This is also the case for the standard errors of the
estimates for the common factor model, which are discussed below. To decrease the standard
errors, one could, of course, restrict parameters to be constant across firms (although this is not
a harmless restriction). Instead, we report quantiles of the distribution of parameter estimates
across firms. These quantiles give an indication of the accuracy that would result if parameters
were assumed to be constant across firms.
Next, we estimate models with firm-specific factors, and one or two common credit factors,
respectively15. Comparing the models with no common factor and one common factor using a
‘Likelihood Ratio’ test16 results in a rejection of the model without a common factor. Because
a second ‘Likelihood Ratio’ test leads to a rejection of the model with one common credit factor
in favour of a two-factor model, we only report the results of the model with two common credit
factors in Table 3.7. For the first credit factor, the estimates for the firm-specific loadings (1,j are
positive for 102 of the 104 firms. Thus, this factor causes movements in credit spreads in the
same direction for almost all firms. This first credit factor has very slow mean-reversion under
the real probability measure, and is trending under the risk-neutral measure. This implies that the
loading function B1,j(T-t) in equation (3.8) is increasing with maturity (T-t), as shown in Figure
3.4. Thus, this factor causes an exponentially increasing term structure of spreads, and this factor
also makes long-maturity spreads more volatile than short-maturity spreads, which is both in line
with the data statistics presented in Section 3.3. In Section 3.3 we also showed that spread term
structures became more steeply increasing during the sample period (Figure 3.3). In line with
these findings, we find that the first factor (that causes steeply increasing spread term structures)
increases mostly during the 1991-2000 period. This is shown in Figure 3.5, where the
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unsmoothed estimates for the factor values are given. In particular, this first common factor has
the highest values during and after the Russia/LTCM crisis, to account for the higher and steeper
spread term structures during this period. Comparing this figure with the difference between long
and short maturity spreads in Figure 3.3 shows that there is indeed a relation between the first
factor and the steepness of the spread term structure. The correlation between the first common
credit factor and the difference beween the average long-maturity zero-spread and short-maturity
zero-spread is 0.89 in levels and 0.36 in first differences.
For the second factor, the estimates for the firm-specific loadings (2,j are also positive for 102
of the 104 firms (these 102 firms are not the same as the 102 firms that have a positive loading
on the first factor). This factor also represents movements in credit spreads of almost all firms
in the same direction. The second factor causes almost parallel movements in the spread term
structures, as shown by the loading function B2,j(T-t) in Figure 3.4. This factor has somewhat
stronger mean-reversion under the true probability measure than the first factor, and is only
slightly trending under the risk-neutral measure. Figure 3.5 shows that this factor influences
spreads during the entire sample period. In particular, this factor is high in the first years of the
sample period. Note that, although this factor also increases during and after the Russia/LTCM
crisis, its influence on the long-maturity spreads during the crisis is somewhat smaller than the
first factor, since the first factor is multiplied by the increasing loading function B2,j(T-t) in Figure
3.4.
The market prices of risk of both factors are negative and jointly statistically significant,
indicating that investors demand higher expected returns than the expected returns on default-free
bonds, to be compensated for the risk associated with common spread movements. It is important
to note what the role of the market risk prices is in explaining the steep term structures of credit
spreads. As outlined in Section 3.2, in our model the market price of factor risk is equal to
, and, thus, is increasing in the factor level. Due to this assumption, the model can(8Gi /F
G
i ) Gi,t
generate trending spread behaviour under the risk-neutral measure Q, if the parameter  is8Gi
sufficiently negative. This is the case for our parameter estimates. Therefore, when spreads are
high, corporate bonds are priced as if spreads are expected to increase further (as noted by
Duffee (1999)).
In Table 3.8 we present the parameter estimates for the factor loadings (i,j, averaged within
each rating category. The table clearly shows that lower-rated firms are more sensitive to the
common factors than high-rated firms. The explanation for this result is twofold. First, as shown
in Table 3.2, spread term structures are more steeply increasing for lower ratings, and, second,
Table 3.2 also shows that spreads are more volatile for lower-rated firms. Indeed, a higher value
for (i,j both implies steeper spread term structures (especially for the first factor) and more
volatile spreads. The first effect is shown in Figure 3.6, where we plot the average term
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structures of zero-spreads, as implied by the two-factor model. Table 3.8 also shows that the
lower bound on the instantaneous spread, *j, is lower for high-rated firms, but the differences
across rating categories are fairly small.
Although the results indicate that the model is able to generate different spread behaviour for
firms with different ratings, it does not include rating migrations. If the rating of a firm changes,
the firm-specific parameters do not change in the model. An extension of our model would be
to let the parameters (i,j explicitly depend on the rating of the firm, and assume a Markov-chain
process for the rating of the firm.
In Table 3.9 we present the estimation results for the parameters in the firm-specific factor
processes. Most strikingly, the market prices of the risk associated with movements in the firm-
specific factors are close to zero for most firms. This is in contrast with the results for the model
without common factors in Table 3.6, where we found large market prices of risk for the firm-
specific factors. Thus, after correcting for market-wide spread risk by including two common
credit factors, the remaining firm-specific movements in spreads are hardly priced. This is in line
with most equity pricing models, where idiosyncratic or firm-specific movements in stock prices
are not priced, and only the covariances of the stock return with the common factors determine
expected returns. 
To verify whether the firm-specific factors are really firm-specific, we calculate the cross-firm
correlations of weekly changes in these firm-specific factors. The average of these cross-firm
correlations is 0.074, which is much lower than 0.283, the average cross-firm correlation that was
found for the model without common factors.
3.4.3 Corporate Bond Pricing Errors
In this subsection, we analyze how well the common factor model fits the observed coupon bond
prices, by comparing the observed yield-to-maturity of the coupon bonds with the model-implied
yield-to-maturity. We distinguish three models: (i) Duffee’s model with only firm-specific factors,
(ii) a model with two common factors only and no firm-specific factors, and (iii) the model with
both two common factors and firm-specific factors. Model (ii) is included to show the relative
importance of the common and firm-specific factors.
In Table 3.10 we present results on the fit. All three models give a reasonable fit on the bond
yields for most firms; the two-factor model with firm-specific factors gives a mean absolute yield
error of 9.58 basis points, which is in the same order of magnitude as the fit on the Treasury
bonds. The model with both common and firm-specific factors has the best fit, which makes
sense, since this model nests the two other models. To compare the pricing results with Duffee
(1999), we also report the root mean squared yield errors (RMSE). These numbers are slightly
The Cross-Firm Behaviour of Credit Spreads 67
larger than in Duffee (1999): he reports a median RMSE of 9.83 basis points, while we find for
our dataset a median RMSE equal to 13.63 basis points for the purely firm-specific model, and
13.19 basis points for the common and firm-specific factor model. One explanation for this
difference could be the fact that our data period includes the Russia/LTCM crisis, as it turns out
that the yield errors are largest in this period for all models. Table 3.10 also shows that the model
with only two common factors (and no firm-specific factors) already gives a reasonable fit of the
coupon bond yields, although this model has much less parameters than the purely firm-specific
model.
To analyze the yield errors of the model with common and firm-specific factors further, we
plot in Figures 3.7a-b the average (absolute) yield errors as a function of maturity, for each rating
category. Figure 3.7a shows that the model implies somewhat too low yields for bonds with
remaining maturities smaller than five years, especially for AAA/AA-rated bonds. A possible
explanation for this result is that the dataset contains the most short-maturity bonds during the
last 3 years of the data period; especially the last 2 years of the data period the yield errors are
higher due the Russia/LTCM crisis. For intermediate and long bond maturities, Figure 3.7a
shows that the average yield errors are not far from zero.
In Figure 3.7b, we plot the average absolute yield errors for different maturity buckets and
rating categories. The results show that, except for the bonds with very short maturities, lower-
rated bonds have higher absolute yield errors on average. Thus, the model has some difficulties
in describing spread behaviour of lower-rated bonds, although part of the higher yield errors
could be due to liquidity effects. As shown by Chakravarty and Sarkar (1999), lower-rated bonds
are typically less liquid than high-rated bonds, which could imply that measurement error in the
bond price quotes in our data is larger for the lower-rated bonds.
3.5  Relating the Credit Factors to Stock Returns
To facilitate the interpretation of the common and firm-specific factors, we relate the changes in
these factors to stock returns in this section. Taking the viewpoint from a structural, Merton
(1974)-type firm value model, one would expect a relation between credit spreads and stock
returns. We will empirically investigate the presence of this relation using the factor values that
are estimated from our reduced-form model. Duffie and Lando (2000) explicitly derive a
reduced-form, intensity-based pricing model for corporate bonds, that is implied by a structural
firm value model. Thus, although we estimate a reduced-form model, there is presumably some
relation with a structural firm value framework.
The firm value framework can both generate a positive and negative relation between stock
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17We have performed the same regression as in equation (3.10), replacing the equally weighted portfolio
return with the S&P 500 return, and the results are very similar to the results based on the equally weighted
portfolio return.
18We use maximum likelihood to estimate the GARCH(1,1) model, imposing the restriction that the
unconditional variance of the stock return is finite.
returns and credit spread changes. If we let the volatility of the firm value be stochastic, two
effects can be distinguished, as noted by Kwan (1996). First, an increase in firm value itself leads
to a positive stock return and a decrease in the credit spread, and, second, an increase in the
volatility of the firm value leads to a positive stock return and an increase in the credit spread.
Several authors have empirically examined the relation between stock returns and credit
spreads. Longstaff and Schwartz (1995) document a negative contemporaneous relation between
stock index returns and credit spreads on corporate bond indices (for certain rating categories).
Both Kwan (1996) and Duffee (1999) examine the relation between credit spreads and stock
returns on the firm level and also find a negative relation. In addition, in both articles it is found
that the stock market leads the corporate bond market. In other words, bond prices are stale, and
slowly react to new information. 
Kwan (1996) interprets this negative relation as evidence that credit spread and stock price
changes are primarily driven by information on the value of the firm, and not by information on
the volatility of the firm value. This does not necessarily imply that firm value volatility is of no
importance. Collin-Dufresne, Goldstein, and Martin (2000) regress credit spread changes of
individual corporate bonds on S&P 500 stock returns, on changes in the VIX index, that is a
weighted average of implied volatilities of S&P 100 options, and several other variables. They
find a negative coefficient for the stock index return and a positive coefficient for the VIX index
change. If one interprets the stock (implied) volatility as a proxy for the firm value volatility, this
positive coefficient is in line with the prediction from the firm value framework.
Given the results of these articles, we will include in our regressions both stock returns and
a measure for the change in stock return volatility. We extend Collin-Dufresne, Goldstein, and
Martin (2000) by investigating the relation between credit spread factors and stock return
volatility on the firm level.
For 70 of the 104 firms, Datastream contains weekly stock price data for the period 1991-
2000. We will both use returns on the individual stocks, denoted , j=1,..,70, as well as theR jt
return  on an equally weighted portfolio of all stocks. The latter return has a correlation ofRt
0.89 with the S&P 500 return17. To measure stock return volatility, we estimate a GARCH(1,1)
model for each individual stock return separately18, and for the portfolio stock return, and
calculate the GARCH(1,1) volatility estimates for the individual stock returns, , and theFjt
The Cross-Firm Behaviour of Credit Spreads 69
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First, we relate the common credit factors to the portfolio stock return. We specify the
following regression equation for changes in the two common credit factors
Similar to Kwan (1996), we both include leads and lags of the explanatory variables, to analyze
possible lead-lag relationships. We use OLS to estimate the parameters in equation (3.10). In
Figures 3.8a-b, the results are plotted. They clearly indicate a statistically significant relation
between the common credit factors and stock returns. In line with all abovementioned articles,
the relation between the credit factors and stock returns is negative, and the corporate bond price
quotes respond more slowly to new information than stock prices do. More interestingly, we find
a significant positive relation between (lagged) stock return volatility changes and credit spread
changes (as represented by the common credit factors). This result is thus in line with Collin-
Dufresne, Goldstein, and Martin (2000). The economic significance of the stock return and stock
return volatility is of similar size. A one standard deviation return on the stock portfolio (1.84%)
leads to a decrease in the second factor, that represents a parallel shift in the spread term
structures of all firms, of 0.6 basis points over a two month period. Similarly, a one standard
deviation change in the stock return volatility (0.062%) leads to a total increase in the second
factor of about 0.4 basis points. For the first factor, the economic significance of the variables
is a little smaller for short maturity spreads. However, a one standard deviation stock return
volatility increase leads to a total increase in the 25-year maturity zero-spread of almost 1 basis
point for the average firm.
Next, we estimate a regression equation that is similar to equation (3.10), replacing the
common credit factor with a firm-specific factor, and the portfolio stock return and volatility with
the individual stock return and volatility
We restrict the slope coefficients in equation (3.11) to be constant across firms. We again use
OLS to estimate the parameters in equation (3.11). In Figure 3.9, the results are given.
Qualitatively, the results are very similar to the results for the common credit factors: stock
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returns are negatively related to credit spread changes, and stock return volatility changes are
positively related to credit spread changes. The economic significance of the parameter estimates
is somewhat lower.
Summarizing, we can conclude that market-wide spread movements are related to market
wide movements in stock prices and stock price volatility, and that firm-specific movements in
the credit spreads are related to individual stock returns and stock return volatility.
3.6  Conclusion
In this chapter, we analyze a reduced-form model for the credit spread term structures of many
different firms. We model the instantaneous spread for each firm as a function of two common
credit factors and a firm-specific factor. Including common factors in modeling spreads of many
firms is useful for analyzing the risk of portfolios in corporate bonds of many firms. Also, for the
pricing of basket credit derivatives, modeling the relation between credit spreads and default
events across firms is necessary. Estimation is performed using Quasi Maximum Likelihood based
on the Kalman filter. We allow for correlation between spreads and default-free interest rates.
The results indicate that there is significant co-movement in the credit spreads across firms;
our tests indicate that a model with two common credit factors is an improvement over a model
with only firm-specific factors and no common factors, as analyzed by Duffee (1999). These two
common factors represent market-wide spread movements. One factor causes almost parallel
movements in the term structure of credit spreads, while the other factor changes the steepness
of the term structure of credit spreads. This latter factor is especially important during and after
the Russia/LTCM crisis. Firms that have lower ratings are more sensitive to movements in these
common credit factors, and the model generates steeper and more volatile spread term structures
for these lower-rated firms.
We find that the risk associated with the common factors is priced; investors demand higher
expected returns due to the risk associated with market-wide movements in the credit spreads.
After correcting for this market-wide spread risk, the firm-specific factors are almost
uncorrelated across firms, so that this firm-specific spread risk can be diversified away. In line
with standard asset pricing theory, we find that the risk associated with these firm-specific factors
is not priced.
Finally, we document a relation between the common and firm-specific credit factors and
stock returns and stock return volatility. Positive stock returns correspond to decreasing credit
spreads, which is in line with results of Duffee (1999), Kwan (1996), and Longstaff and Schwartz
(1995). Positive changes in stock return volatility correspond to an increase in credit spreads.
The Cross-Firm Behaviour of Credit Spreads 71
Collin-Dufresne, Goldstein and Martin (2000) also find this relation, using data on an option
volatility index. Thus, we extend their results by investigating this relation on the firm level. Both
the negative relation between credit spreads and stock returns and the positive relation between
credit spreads and stock return volatility are in line with predictions from Merton (1974)-type
firm value models.
There are several extensions to the analysis in this chapter. Our model does not allow for
jumps in credit spreads, caused by, for example, rating migrations. The payoffs of some credit
derivatives explicitly depend on ratings. Thus, to price such instruments, explicit modeling of
rating transitions is necessary. Another extension would be to include high-yield bonds in the
analysis. Finally, Duffie, Pedersen, and Singleton (2000) and Keswani (1999) study the pricing
of defaultable sovereign debt with reduced-form default models. The model in this chapter can
be used to analyze the joint behaviour of spreads of sovereign debt of many countries.
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Appendices
3.A  Parameter Identification
From Duffee (1999) it follows that all parameters related to the default-free and firm-specific
factors can be identified. In this appendix, we analyze which parameters in the common credit
factor processes can be identified. In equation (3.3) it is shown that the contribution of the
common factor i to the instantaneous spread of firm j is given by . The process of Ḡi,j,t ' (i,jGi,t Ḡi,j,t
under the risk-neutral measure Q is given by
The process under the true probability measure is, heuristically speaking, obtained by removing 8Gi
from equation (3.A.1) and replacing the Q-Brownian motion  with a P-Brownian motionŴ
G
i,t
. Besides the lower bound , the identifiable parameters are the parameters in the processesW Gi,t *j
under P and Q, which are thus given by the four reduced-form parameters













reduced-form parameters are a function of five structural parameters. For another firm k the















and , it is not possible to recover the remaining structural parameters from the reduced form8Gi
parameter estimates, and that normalizing , i=1,..,K, solves this identification problem (other2Gi
normalizations are also possible). We thus normalize  to 50 basis points.2Gi
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3.B Tables
Table 3.1. Summary Statistics Corporate Bond Data.
Summary statistics on weekly observations for corporate bond prices from February 22, 1991 until February
18, 2000, for 592 bonds of 104 firms. The row ‘Weeks of data’ contains the number of weeks for which at least
one bond price is observed for a given firm. ‘Mean number of fitted bonds’ contains the mean number of bonds
fitted per week, conditional upon two bond prices observed at this week.
                                                                    Across 104 firms
Firm-level statistic Minimum Median Maximum
Weeks of data 175 445 470
Mean number of fitted bonds per week 1.3 3.0 8.0
Mean years to maturity of fitted bonds 2.6 7.7 22.9
Minimum years to maturity of fitted bonds 1.0 1.0 11.8
Maximum years to maturity of fitted bonds 4.7 15.0 50.0
Mean coupon of fitted bonds 5.8 7.6 10.1
Table 3.2. Summary Statistics Short- and Long-maturity Zero-Spreads.
As described in the text, for each firm and for each week in the dataset, a short-maturity and long-maturity
zero-coupon spread is constructed from the coupon bond prices, using an extended Nelson-Siegel specification.
All statistics are averaged over all firms in a given rating category.
                                                                    Averages per Rating Category
AAA/AA A BBB
Short-Maturity Spread: Mean 50.59 bp 68.23 bp 95.77 bp
Long-Maturity Spread: Mean 63.30 bp 98.61 bp 147.87 bp
 Short-Maturity Spread: Standard
Deviation
15.42 bp 21.92 bp 33.31 bp
Long-Maturity Spread: Standard Deviation 20.71 bp 31.69 bp 50.59 bp
 Short-Maturity Spread: Standard
Deviation of First Difference
5.90 bp 6.21 bp 7.15 bp
Long-Maturity Spread: Standard Deviation
of First Difference
6.74 bp 8.32 bp 10.06 bp
Short-Maturity Spread: Mean Maturity 7.50 yr 7.81 yr 7.95 yr
Long-Maturity Spread: Mean Maturity 15.22 yr 16.07 yr 16.98 yr
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Table 3.3. Kalman Filter Estimates of Two-Factor Square-Root Model for Default-
Free Rates.
Using Quasi-ML based on the Kalman Filter, the two-factor square-root model in equation (3.1) is estimated
using weekly data on the 6-month T-bill rate and zero-rates with maturities of 1, 2, 3, 5, 10 and 30 years, that
are estimated from T-bond yields using an extended Nelson-Siegel specification. It is assumed that all interest
rates are observed with i.i.d. measurement errors independent across instruments. T-ratios, corrected for
heteroskedasticity using White (1982), are in brackets.



















Table 3.4. Fit of Two-Factor Square-Root Model on Treasury Instruments.
The table reports the fit of the two-factor CIR model, estimated using QML based on the Kalman filter, on
the 6-month T-bill rate and Treasury bond yields (the unsmoothed yield-to-maturities of the coupon-paying
bonds). Data are weekly from February 1991 until February 2000.
Bond Maturity Mean Error Mean Absolute Error Root Mean Square Error
6 months -3.15 bp 20.04 bp 24.91 bp
2 years 1.32 bp 8.64 bp 10.57 bp
3 years 3.51 bp 11.72 bp 14.64 bp
5 years 0.40 bp 7.92 bp 9.57 bp
10 years -0.04 bp 4.42 bp 5.48 bp
30 years -6.98 bp 10.73 bp 14.50 bp
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Table 3.5. Estimates for Parameters Determining the Correlation between Spreads
and Default-Free Rates.
The table reports estimates of $1,j and $2,j, for firm j=1,..,104. These parameters determine the correlation
between spreads and default-free interest rates. Estimation is performed using OLS as described in the text.
Quartiles for the estimates, the t-ratios and the R2 are given.
First Quartile Firm Median Firm Third Quartile Firm
Estimate $1,j -0.028 -0.001 0.011
Estimate $2,j -0.101 -0.054 -0.029
T-ratio $1,j -0.17 -0.01 0.08
T-ratio $2,j -0.51 -0.33 -0.18
R2 0.002 0.005 0.011
Table 3.6. Estimates Duffee Model: Firm-Specific Factor Parameter Estimates.
The table reports estimates of parameters for the firm specific factors in the Duffee model, that is given in
equations (3.3)-(3.5) with K equal to zero. Estimates are obtained using QML based on the Kalman Filter.
Standard errors are calculated using the White (1982) heteroskedasticity-consistent covariance matrix. The
table also reports quartiles of the t-ratios of the parameter estimates.
First Quartile Firm Median Firm Third Quartile Firm
Estimate *j 17.99 bp 29.58 bp 37.76 bp
Estimate 6jH 0.017 0.106 0.192
Estimate 8jH -0.281 -0.176 -0.112
Estimate FjH 0.032 0.047 0.059
Estimate 2jH 3.64 bp 15.16 bp 30.93 bp
T-ratio *j 0.45 0.94 1.23
T-ratio 6jH 0.13 0.51 0.98
T-ratio 8jH -1.27 -0.76 -0.47
T-ratio FjH 6.30 10.08 15.03
T-ratio 2jH 0.11 0.50 0.95
Average Fitted
Instantaneous Spread
43.92 bp 53.90 bp 65.64 bp
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Table 3.7. Kalman Filter QML Estimates for Two Common Credit Factors.
Using Quasi-ML based on the Kalman Filter, the model with two common factors in equations (3.3)-(3.5)
is estimated. It is assumed that all zero-spreads are observed with i.i.d. measurement errors independent
across firms and maturity. Quartiles for the estimates and t-ratios are given, and calculated using the White
(1982) heteroskedasticity-consistent covariance matrix. The average of (i,j over all firms is normalized to one,
for both factors. Also, 2iG is normalized to 50 basis points for both factors.
Factor i 6iG 8iG FiG
Factor 1 0.0093 (0.36) -0.1141 (-4.12) 0.0091 (4.32)
Factor 2 0.0515 (0.26) -0.0606 (-1.30) 0.0148 (5.29)
First Quartile Firm Median Firm Third Quartile Firm
Estimate *j -5.52 bp 4.78 bp 15.68 bp
Estimate (1,j 0.672 0.922 1.224
Estimate (2,j 0.702 0.956 1.259
T-ratio *j -0.15 0.07 0.84
T-ratio (1,j 0.43 1.49 3.12
T-ratio (2,j 0.96 2.00 4.10
Average Fitted
Instantaneous Spread
48.43 bp 60.35 bp 70.02 bp
Table 3.8. Firm-Specific Parameter Estimates per Rating Category.
The table reports estimates of parameters in the model with two common factors in equations








Avg. Estimate *j 4.43 bp 5.47 bp 7.52 bp
Avg. Estimate (1,j 0.666 1.006 1.151
Avg. Estimate (2,j 0.689 0.910 1.323
Avg. Fitted
Instantaneous Spread
42.62 bp 57.78 bp 79.97 bp
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Table 3.9. Firm-Specific Factor Parameter Estimates for Common Factors Model.
The table reports quartiles of estimates and t-ratios of parameters for the firm specific factors in the model with
two common factors in equations (3.3)-(3.5). Estimates are obtained using QML based on the Kalman Filter.
Standard errors are calculated using the White (1982) heteroskedasticity-consistent covariance matrix.
First Quartile Firm Median Firm Third Quartile Firm
Estimate 6jH 0.001 0.0057 0.408
Estimate 8jH -0.037 -0.002 0.008
Estimate FjH 0.016 0.029 0.050
Estimate 2jH 5.03 bp 18.94 bp 235.23 bp
T-ratio 6jH 0.48 1.28 2.07
T-ratio 8jH -0.09 -0.06 0.46
T-ratio FjH 6.33 8.10 9.66
T-ratio 2jH 1.08 2.21 13.52
Table 3.10. Yield Errors for Corporate Bonds.
For each bond in the dataset, the yield error is defined as the difference between the model-implied yield-to-
maturity and the observed yield-to-maturity. For three models results are given: the model with firm-specific
factors only, the model with two common credit factors only, and the model with both two common credit
factors and firm-specific factors. For each firm, the average of the absolute value of these yield errors and the
root mean squared yield error (RMSE) is calculated. The table contains summary statistics on these average
absolute  yield errors and the RMSE for all firms.
                                                                    Avg. Absolute Yield Error per Firm: Across 104 firms
First Quartile Median Third Quartile
Firm-Specific Factors Only 6.97 bp 10.12 bp 13.56 bp
Common Factors Only 9.03 bp 12.93 bp 17.05 bp
Common and Firm-Specific Factors 6.75 bp 9.68 bp 13.12 bp
                                                                    Root Mean Squared Yield Error per Firm: Across 104 firms
First Quartile Median Third Quartile
Firm-Specific Factors Only 9.67 bp 13.63 bp 18.26 bp
Common Factors Only 11.82 bp 17.61 bp 22.82 bp
Common and Firm-Specific Factors 9.37 bp 13.19 bp 17.79 bp
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3.C Figures
Figure 3.1. Average Term Structures of Coupon-Spreads. Coupon spreads of 592 bonds of 104 firms are
averaged over time, and within each rating category and maturity bucket. The graphs depicts these averages.
Figure 3.2. Time Series of Coupon spreads. At each week, coupon spreads of 592 bonds of 104 firms are
averaged within each rating category. The graph depicts the resulting time series.
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Figure 3.3. Time Series of Short and Long Zero-Spreads. At each week, the short and long zero-spreads,
constructed using the extended Nelson-Siegel specification, of all 104 firms are averaged. The graph depicts the
resulting time series, and the difference between the average long and short zero-spreads.
Figure 3.4. Factor Loadings on Common Spread Factors. The graph contains the loadings of zero-spreads of
different maturities on the common spread factors, at the average firm parameter estimates (i.e., ).
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Figure 3.5. Time Series of Common Factors. The graph shows the time series of unsmoothed estimates of the
common factors, obtained using the Kalman Filter.
Figure 3.6. Model-Implied Term Structures of Zero-Coupon Spreads. At the average firm parameter estimates
within each rating category and the average of the estimated factor values, the term structures of zero-coupon
spreads implied by the common factor model are graphed.
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Figures 3.7a-b. Average Yield Errors for Model with Common and Firm-Specific Factors. A yield error is
defined as the observed yield-to-maturity of a coupon bond, minus the model-implied yield-to-maturity. For the
model with common and firm-specific factors, these yield errors are averaged over time, and within each rating
category and maturity bucket. Figure 3.7a presents the average yield errors, while Figure 3.7b presents the average
of the absolute value of the yield errors.
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Figures 3.8a-b. Relation between Common Credit Factors and Portfolio Stock Returns. The weekly change
in each of the two common credit factors is regressed on four leads and lags of a portfolio stock return, and on
four leads and lags of the change in the portfolio stock return volatility (equation (3.10)). Figure 3.8a contains
the regression coefficients for the stock returns; Figure 3.8b for the change in stock volatility. All coefficients are
in basis points per one standard deviation shock in stock returns (1.84%) and per one standard deviation shock
in stock return volatility (0.062%), respectively. The ‘*’, ‘**’, and ‘***’ denote significance on the 10%, 5%, and
1% level, respectively. White (1982) standard errors are used to correct for heteroskedasticity.
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Figure 3.9. Relation between Firm Specific Factors and Firm Specific Stock Returns. For each firm, the
weekly change in the firm specific factor is regressed on four leads and lags of the firm’s stock return, and on four
leads and lags of the change in the firm’s stock return volatility (equation (3.11)). The regression coefficients are
assumed to be constant over firms. For 70 firms stock price data are available. Figure 3.9 contains the regression
coefficients, which are all given in basis points per one standard deviation shock in weekly stock returns (3.89%,
averaged over all firms) and per one standard deviation shocks in stock return volatility (0.18%, averaged over
all firms), respectively. The ‘*’, ‘**’, and ‘***’ denote significance on the 10%, 5%, and 1% level, respectively.
White (1982) standard errors are used to correct for heteroskedasticity.
Chapter 4
Testing Affine Term Structure Models in
case of Transaction Costs
4.1  Introduction
As noted in Chapter 1, term structure models are used extensively for many purposes nowadays,
including risk management of portfolios containing bonds and the valuation of interest-rate
derivatives. Not surprisingly, tests of the empirical validity of the commonly used term structure
models have attracted considerable attention in the literature. In line with a large part of the
empirical asset pricing literature, the tests are based on the assumption of trading in frictionless
markets. For example, Stambaugh (1988), Gibbons and Ramaswamy (1993), and Pearson and
Sun (1994) test affine interest rate models using data on Treasury bills and bonds under the
assumption of trading in frictionless markets. However, market frictions such as transaction costs
or short selling constraints are an important fact of life for investors. The implicit assumption
when ignoring transaction costs is that these costs are sufficiently small, so that they do not
seriously affect the empirical results. In this chapter we will explicitly take transaction costs into
account in the empirical testing of affine term structure models, and show that including
transaction costs of the sizes as observed in the market can considerably affect tests of affine
interest rate models.
We shall analyze the interest rate models by testing whether the stochastic discount factor of
each of these interest rate models satisfies the Euler restrictions. These Euler restrictions are
implied by the no-arbitrage assumption, and can be derived in both frictionless markets and
markets with frictions. Based on these Euler restrictions, we will use two approaches to analyze
and test the models. First, we use Wald-type tests to test the implied Euler restrictions. For the
frictionless case, the analysis of Euler restrictions using Wald-tests is extensively discussed by
Cochrane (1996). A disadvantage of this approach is that, if one rejects a model, there is no clear
indication of the direction of misspecification, for example, which individual assets are possibly
mispriced by the model and which are not, if any. Also, if one applies this approach to two non-
nested models and both are rejected, no indication is obtained whether one model is more
misspecified than the other. To overcome these problems we also consider the specification error
Testing Affine Term Structure Models in case of Transaction Costs86
bound (SEB) developed by Hansen, Heaton and Luttmer (1995) and Hansen and Jagannathan
(1997). This bound measures the extent to which a model misprices a given set of assets. Hansen
and Jagannathan (1997) show that this bound can be interpreted as the maximum pricing error
for all portfolios that can be constructed from the assets under consideration. Also, this
specification error bound allows for direct comparison across (non-nested) models and the
method indicates which (portfolios of) assets contribute most to the misspecification. Hansen and
Jagannathan (1997) only consider frictionless economies; Hansen, Heaton and Luttmer (1995)
extend the setup to allow for market frictions. We apply their approach to affine term structure
models and compare the results with standard tests using the Euler restrictions.
Although the application of the stochastic discount factor in estimation and testing is
recognized for its generality,  there is some recent debate concerning its efficiency in estimation
and testing asset pricing models. According to Kan and Zhou (1999) the use of stochastic
discount factors may sometimes be quite inefficient, compared to particular other approaches.
However, as argued by Jagannathan and Wang (2000), and Cochrane (2000a, b), when
incorporating all relevant information, the approach based on using stochastic discount factors
is as good as the alternative approaches studied by Kan and Zhou (1999). So, there seems to be
no reason to abandon testing asset pricing models in terms of stochastic discount factors.
Our work is related to Luttmer (1996) and He and Modest (1995), who both analyze the
influence of transaction costs and other market frictions on the size of the volatility bounds of
Hansen and Jagannathan (1991), that give a lower bound on the variability of valid stochastic
discount factors. Empirically, Luttmer (1996) finds that small transaction costs greatly influence
the size of the volatility bounds; especially, the volatility bounds based on T-bill returns are very
sensitive to the size of transaction costs. The results of Luttmer (1996) imply that the conclusion
of rejection of several asset pricing models in Hansen and Jagannathan (1991), based on the
volatility bounds, changes if transaction costs are taken into account. Our work extends the work
of Luttmer (1996), because the volatility bound is a special case of the specification error bound.
Also, Luttmer (1996) focuses on consumption-based asset pricing models, whereas we analyze
bond pricing models and bond returns.
The bond pricing models that we consider are discrete-time versions of the affine-yield
models of Duffie and Kan (1996). This class includes the well-known Vasicek (1977) and Cox,
Ingersoll and Ross (CIR, 1985) models. There is by now a large literature that empirically
investigates these affine-yield models in frictionless markets (for example, Babbs and Nowman
(1999), Backus and Zin (1994), Brown and Schaefer (1994), Chen and Scott (1993), Gibbons
and Ramaswamy (1993), De Jong (2000), Pearson and Sun (1994) and Chapter 3). Our results
in this chapter indicate that, assuming no market frictions, there is considerable evidence that
both one- and two-factor Vasicek, CIR and the more general affine Duffie-Kan (1996) models
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Et[Ri,t%1 Yt%1] ' 1, i'1,..,n. (4.1)
that we consider significantly misprice the returns on portfolios that contain both extreme long
and short positions in short-maturity T-bills and long-maturity bonds. This result is in line with
most of the empirical work mentioned above, although in this literature the results for two-factor
models are somewhat mixed.
However, when allowing for transaction costs of market size, we find that these conclusions
need a more carefully balanced appraisal. In case of a monthly holding period, the evidence of
misspecification of the one- and two-factor affine models disappears when these transaction costs
are included. Because of the transaction costs, the portfolios with both long and short positions
in T-bills and bonds are no longer mispriced. For quarterly holding periods and market size
transaction costs, the results are mixed: the one- and two-factor affine models are not rejected
on the basis of data on long-maturity bond returns, but these models do misprice the short-
maturity T-bills. However, Duffee (1996) provides evidence that T-bill returns with very short
maturities contain a large idiosyncratic component, possibly due to market segmentation. This
might partially explain the difficulty the models have in pricing short-maturity T-bills.
The remainder of this chapter is organized as follows. In Section 4.2, we briefly review the
literature on affine interest rate models. In Section 4.3, we first summarize the literature on asset
pricing in markets with frictions, then we describe a Wald-test of the Euler restrictions in such
a market with frictions, and we discuss the specification error bound. In Section 4.4, after
describing our dataset and estimation procedures, we present the empirical test results. In Section
4.5 we summarize and conclude.
4.2 Affine Interest Rate Models
Let the n-dimensional vector  contain the gross returns from time t toRt%1 ' (R1,t%1,...,Rn,t%1)
)
time t+1 of n assets (in our case bonds of n different maturities). In the empirical analysis, we
analyze both monthly and quarterly holding periods, so that the returns Rt+1 are either monthly
returns or quarterly returns. Also, let Yt+1 denote a stochastic discount factor (SDF), such that,
in case of no arbitrage opportunities in terms of the n assets and no market frictions
with  strictly positive, and where the expectation is conditional on the information set at timeYt%1
t (see, for example, Campbell, Lo and MacKinlay (1997), Chapter 11).
Duffie and Kan (DK, 1996) describe the class of continuous-time multi-factor interest rate
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1In Campbell, Lo and MacKinley (1997), the specification of the log-SDF also contains a normally distributed
variable that is independent from >. This variable only influences the mean of the yield curve in a way that is very
similar to the way the mean of the state-variable influences the mean yield curve. In our analysis we do not include
this variable (in line with Backus and Zin (1994), Backus et al. (2000), and Bansal (1998)), allowing us in a
straightforward way to calculate the SDF in terms of observables.
2Furthermore, not all parameters in these affine models are identified. Following Dai and Singleton (2000),
we normalize the Vasicek and CIR models by setting G equal to the identity matrix, and by imposing that the
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models, that imply an affine relationship between interest rates and a vector of state variables. We
analyzed such continuous-time term structure models, applied to corporate bonds, in the previous
chapter. In this chapter, our setup is in discrete time. We will use discrete-time versions of the
affine models, as described by, for example Backus et al. (2000) and Campbell, Lo and
MacKinley (1997). Although various discrete-time versions of the continuous-time DK-class are
possible, the one proposed by these authors seems to be the most natural one. These authors
show that a discrete-time term structure model is affine, if the one-period ahead conditional joint
distribution of the log-SDF, , and an N-dimensional vector of state variables yt%1 ' log(Yt%1) at%1
is multivariate normal, and the conditional expectation and covariance matrix are both affine
functions of the state-variables . Therefore, the N-factor discrete-time DK model withat
conditionally normal innovations can be written as1
Here  represents an N-dimensional conditionally normally distributed random vector with>t%1
zero conditional mean and conditional variance matrix V, 7 and G are N×N-matrices containing
unknown parameters, , µ, and ( are N-dimensional unknown parameter"1,...,"N, $ ' ($1,...,$N)
)
vectors,  is an N-dimensional vector containing ones, and  represents the information set of4N It
time t. The components of the vector ( can be interpreted as the market prices of risk, as they
measure the sensitivity of the SDF (and, thus, bond returns) for the underlying factors. The N-
factor Vasicek model is obtained by setting , while the N-factor CIR model is"j ' 0, j'1,..N
obtained if .2 Using equations (4.1) and (4.2), one can$j ' 0, "j' (0, .., 0, "jj, 0, ..., 0)
), j'1,..N
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µ equal to zero, except for the first element µ 1.
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) r at%1 (4.6)
derive that bond prices are exponential-affine functions of the state variable at,
where Pn,t is the price of an n-period zero-coupon bond at time t, and rnt is the corresponding
interest rate. The factor loadings An and Bn are functions of the underlying parameters, and do
not depend on time.
In the empirical analysis, we will present results both for one- and two-factor Vasicek and
CIR models and for reduced form affine one- and two-factor models, which can be interpreted
as general affine (one- or two-factor) models. We shall now describe these reduced form models,
see also Dai and Singleton (2000). By rewriting (4.2) the SDF can be expressed in terms of
observables. First, by rewriting the second line of (4.2), we get
and then substituting this into the first line of (4.2), we see that the SDF is given by
Because all interest rates are affine functions of the state-variables, as represented in equation
(4.3), this relationship can be used to obtain a log-SDF that is affine in interest rates of N
different maturities and their lagged values. If we define  as the N-dimensional vectorr at
containing these N interest rates, the SDF becomes
where the parameter 21, and the N-dimensional vectors 22 and 23 are implicitly defined. Hence,




In a practical application one will make use of estimated versions of these models. We shall
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estimate the unknown parameters 2 of the reduced form affine model by applying the Generalized
Method of Moments (GMM), making use of moment restrictions implied by (4.1). We also use
GMM to estimate the parameters of the Vasicek and CIR models. For this GMM-estimation, we
choose our moment conditions such that basic properties of both a short and a long interest rate
and the mean returns on both short and long bonds are matched. Further details on the estimation
will be provided in the empirical analysis section.
In this chapter we shall test the validity of the term structure models discussed in this section,
allowing for the possibility of transaction costs. Due to transaction costs, restrictions of the type
(4.1) are too strict, i.e., term structure models have to violate less severe restrictions than (4.1)
before they can be classified as misspecified. In the next section we shall review these less severe
restrictions and ways to test them.
4.3 Testing the Models in case of Transaction Costs
4.3.1 Price Implications in case of Transaction Costs
Without transaction costs the models can easily be tested by verifying whether moment
restrictions implied by (4.1) are satisfied. However, transaction costs are a fact of life. With
transaction costs, the moment restrictions implied by (4.1) are too strong, so that rejection of
these moment restriction is no longer an indication of model misspecification. Indeed, if there are
short-selling constraints on the assets, absence of arbitrage opportunities requires the existence
of a strictly positive SDF satisfying (instead of (4.1))
see, for example, Jouini and Kallal (1995) or Luttmer (1996).
When considering transaction costs, we restrict ourselves to the case of a proportional spread
s that is equal at the ask and bid side, and the same for all assets under consideration. Let Pit
denote the midprice of asset i at time t. Then the gross return on taking a long position is equal
to
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and for short positions the gross return is equal to
In testing, transaction costs can be taken into account by rewriting the problem as one with
restrictions on short and long positions (see Luttmer (1996)) and introducing separate assets for
a long position in asset i with return  and for a short position with return . As aJlRi,t%1 J
sRi,t%1
consequence, the absence of arbitrage opportunities in the presence of transaction costs requires
the existence of a strictly positive SDF Yt+1 such that
In the empirical analysis we use unconditional Euler restrictions. Following Hansen and
Jagannathan (1991) and many others, we incorporate conditional information by constructing
returns on managed portfolios with payoffs  and corresponding price vectorxt%1 ' zt¼Rt%1
, where zt  is an m-dimensional vector with variables that are in the information setqt ' zt¼4n
at time t.3 The implied unconditional Euler restrictions are
where  and  represent the ith component of  and , respectively. In the sequel, wexi,t%1 qit xt%1 qt
shall refer to the vector  as the vector of returns, and we shall from now on denote thext%1
number of returns in (4.11) simply by n, instead of m×n, to avoid too cumbersome notation.
In general, this ‘multiplicative’ approach is not an optimal way of incorporating conditional






















information. For the volatility bounds of Hansen and Jagannathan (1991), Ferson and Siegel
(1998) discuss how to use conditional information optimally. Because similar results do not seem
to be available yet for the specification error bound (to be discussed in Subsection 4.3.3), and
because of the simplicity of the multiplicative approach, we prefer to use this approach.
4.3.2 Testing using a Wald-Test
For every affine term structure model, Wald-type tests of the Euler restrictions for both the
frictionless case (implied by equation (4.1)) and the case with transaction costs (following from
equation (4.10)) are relatively straightforward to implement. For the case of transaction costs,
the inequality constraints can be tested along the lines of Kodde and Palm (1986). In this section,
we briefly review this test. The test for frictionless markets is a special case. We start by
assuming that the SDF  is fully observed.Yt%1
The implied null hypothesis we test is that the SDF satisfies the Euler restrictions (4.11).
Given T time-series observations on the n-dimensional vector of returns  and a SDF, wext%1
estimate the ratio of expectations in (4.11) by its sample analogue
Then the test-statistic  as proposed by Kodde and Palm (1986) is given by>w
where  and where  denotes a consistent estimator of the asymptotic covariance< ' (<1,...,<n)
), Ŵ
matrix of .v̂ ' (v̂1,...,v̂n)
)
In the absence of transaction costs, the test-statistic  reduces to the J-statistic of Hansen>w
(1982), and follows, under the null hypothesis, asymptotically a chi-square distribution with n
degrees of freedom. In case of transaction costs, Kodde and Palm (1986) show that, under the
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4As suggested by Wolak (1989, 1991), we interpret this test as a local test of the inequality constraints. A
global interpretation of our test procedure would imply that we overestimate the size of transaction costs that is
needed to avoid statistical rejection of the model, or equivalently, that we would underestimate the influence of
transaction costs on model misspecification.
null hypothesis, this test-statistic is asymptotically distributed as a mixture of chi-square
distributions4. In this case simulation can be used to obtain p-values for a given value of the test-
statistic. 
In the empirical application the SDF  is unobserved, so that it has to be estimated.Yt%1
Estimation of the SDF means that the limiting distribution under the null hypothesis of the test
statistic discussed above has to be adapted, depending upon the way the parameter estimation
takes place. In our application we estimate the reduced form affine term structure models by
using moment restrictions derived from (4.1). In fact, as we explain in detail in the empirical
analysis section, we estimate the reduced form parameters 2 by minimizing the objective function
of (4.13), with respect to 2, but imposing the constraints  The test then becomes<i'1, i'1,...,n.
a test on overidentifying restrictions. In the Appendix we describe the limit distribution of the test
statistic (4.13) under the null hypothesis, given this estimation strategy for 2. On the other hand,
in estimating the Vasicek- and CIR-models we make use of moment restrictions unrelated to
(4.1) (see the empirical analysis section for details). As a consequence, the adaptation of the limit
distribution under the null hypothesis is a straightforward exercise in econometrics; its derivation
will not be reported here (but, see, for instance, Gourieroux and Monfort (1995)).
A disadvantage of the testing methodology of this subsection is that, if a model is rejected,
there is little indication of the direction of the misspecification. Also, if one rejects two non-
nested models, no indication is obtained whether one model is more misspecified than the other.
In the next subsection, we will argue that the use of the specification error bound overcomes
these problems.
4.3.3 Testing using the Specification Error Bound
As stressed by Hansen and Jagannathan (1997), an asset pricing model is an approximation of
reality and, therefore, it will typically not exactly satisfy the Euler restrictions in an empirical
analysis. These authors propose to measure the size of misspecification of a given proxy model,
with SDF , by measuring in some way the pricing errors of this proxy model. In this section,Yt%1
we briefly describe the part of their approach that is relevant for our application. Again, we start
by assuming that the SDF  is fully observable.Yt%1
 In our case, the proxy model is given by one of the models that we described in Section 4.2.
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5Hansen and Jagannathan (1997) also introduce a bound where the set of admissible SDFs only contains SDFs
with the same unconditional mean as the proxy SDF, and show that this condition is automatically satisfied if one
analyzes models with a stochastic discount factor that contains an additive, unknown constant term, that is chosen
such as to minimize the SEB. We do not analyze stochastic discount factors with this property, and we also do
not impose this restriction on the mean of the SDF, because this would imply that any model that we analyze
prices the return of a one-period bond without error.
E [qit]
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*2 ' minmt%10M E[(Yt%1&mt%1)
2]. (4.15)






We start by introducing the set  of admissible SDFs consisting of random variables mt+1 (whichM
are in the information set at time t+1) that satisfy the Euler restrictions
A SDF is thus admissible if it prices all (linear combinations of) assets under consideration
correctly. The SDF Yt+1 that is associated with the proposed model can be used to calculate
model prices of the payoffs, that, in general, may not satisfy the restrictions in (4.14). Hansen and
Jagannathan (1997) propose to measure the size of this misspecification by
The square root of (4.15) is called the Specification Error Bound (SEB), and can be interpreted
as a (minimum) distance between the proxy SDF Yt+1 and the set of admissible SDFs.
5
For the case without market frictions  (i.e.,  in (4.10)), Hansen and JagannathanJs ' Jl ' 1
(1997) show that the SEB following from equation (4.15) has an interpretation as the maximal
pricing error of all portfolios in the n assets
It is easy to show that this interpretation of the SEB still holds in the case of transaction costs.
More precisely, given the set  defined by (4.14), one can show that, with market frictions ofM
the form (4.10),  satisfies *
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Both (4.16) and (4.17) show that  gives a bound on pricing errors of portfolio payoffs that are*
normalized in a particular way. Note that this normalization does not imply that the components
or ‘weights’ in 8, which are equal to the Kuhn-Tucker multipliers of the binding Euler restrictions
(see Hansen and Jagannathan (1997)), sum up to one.
A slight modification of a frictionless result in Hansen and Jagannathan (1997), adapted to
the case of transaction costs, reveals that the SEB of (4.17) can also be calculated as
Comparing this with equation (4.13) shows that the SEB is closely related to the population
analogue of the Wald test-statistic. The only difference is the weighting matrix.
By replacing population moments with their sample analogues in equation (4.18), an estimate *̂
for the SEB can be obtained. Hansen, Heaton and Luttmer (1995) show, under the assumption
that the true  is strictly positive, that this estimator has asymptotically a normal limiting*
distribution; they also provide a consistent estimate for the asymptotic variance6. The assumption
that the true bound is strictly positive is crucially different from the setup of the Wald-test, where
the null hypothesis is that the model is correctly specified.
Thus, although the mathematical difference between the Wald test-statistic and the SEB is
only the form of the weighting matrix, the Wald-test and the SEB are two complementary
approaches. The Wald-test allows for efficient statistical testing based on the Euler restrictions
of a given model, but it does not provide information on the direction of misspecification. If the
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*2min ' min2 0 1 maxmt%1 0 M E[(Yt%1(2) & mt%1)
2], (4.19)
model is misspecified, the properties of the tests are not easy to derive. For the SEB, it is a priori
accepted that the model is misspecified; therefore, the size of misspecification is measured, along
with the contributions of individual assets  to this misspecification size by means of the Kuhn-
Tucker Multipliers.
In the empirical application, we do not observe the SDF , but, instead, we have toYt%1
estimate it. The preliminary round of estimation requires, similar to the Wald test, that the limit
distribution of the SEB has to be adapted, again following standard econometric lines. We do this
for the Vasicek- and CIR-models, resulting in, what we shall call, the Vasicek-SEB and the CIR-
SEB, respectively. However, in case of the reduced form affine term structure model, instead of
estimating the reduced form parameters 2 in a first round, we can also calculate the SEB by
minimizing over 2 as well, i.e., we can define the reduced form (RF-) SEB, as
This bound gives a lower bound on the specification error of the reduced form affine interest rate
models with a certain number of factors. In our application, we shall compare the estimates of
the RF-SEB with the estimates of the Vasicek-SEB and CIR-SEB. A large difference between the
RF-SEB and each of these latter two bounds is also an indication of misspecification of the
Vasicek or CIR interest rate model that is examined.
4.4 Empirical Results
4.4.1  Data
The dataset that we use contains monthly data on interest rates and bond holding returns. The
interest rate data are drawn from the CRSP Fama Files, and consist of interest rates of maturities
ranging from 1 month to 5 years. The short-maturity interest rates are derived from T-bill prices,
and the long-maturity interest rates are calculated from bond prices. We use a subsample from
1972-19977, consisting of 312 monthly  observations. In Table 4.1 some basic sample statistics
of data are presented.
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The monthly holding returns data that we use also come from the CRSP Fama Files. For
maturities up to one year, we use the nominal holding returns that are calculated from T-bill
prices. For longer maturities, we use the returns on the so-called maturity portfolios available in
the CRSP Fama Files, which are constructed from bonds whose maturity lies in a given interval.
The intervals we use are: 2 to 3 years, 4 to 5 years, 5 to 10 years, and larger than 10 years. Again
we use the subsample from 1972-1997. In Table 4.2 we report some sample properties of these
data. From this table, it is clear that the average holding returns differ considerably for the various
short maturities, whereas the differences in average holding returns for the long-maturity assets
are quite small, relative to the standard deviations and the difference in maturity.
In Table 4.3 we report information on the bid-ask spreads on T-bill prices, which are derived
from the CRSP data. It follows that the size of the transaction costs due to the bid-ask spread
is around 1.5 basis points, averaged over time and over all T-bills. Table 4.3 also shows that the
bid-ask spreads have decreased considerably during the last 25 years. For bonds, we refer to
Chakravarty and Sarkar (1999), who report a bid-ask spread of government bonds (with maturity
ranging from 10 months to 30 years) of around 11 cents when reported on the basis of a $100
par value. We shall use these findings in the evaluation of our test results.
The following sets of assets returns will be used in the empirical analysis:
1. Short-Maturities Asset Set: Four T-bills with maturities of 1, 3, 6, and 9 months.
2. Long-Maturities Asset Set: Four portfolio holding returns with maturity intervals equal to 2
to 3 years, 4 to 5 years, 5 to 10 years, and larger than 10 years.
3. All-Maturities Asset Set: Set 1 and set 2.
We thus consider three subsets of assets, one that contains only short-maturity T-bills,
another one that contains only long-maturity bonds and a third one that contains bonds of both
short and long maturities. The maturities of the T-bills are the same as in Luttmer (1996). As
mentioned earlier, we will both use monthly and quarterly returns on these assets to perform the
Wald-tests and calculate the SEBs.
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E[ Yt%1 xi,t%1]
E [qit]
' 1, i'1,...,n. (4.20)
2̂ ' Argmin201 ( v̂&4n )
) Ŵ
&1
( v̂&4n ), (4.21)
4.4.2  First Round Estimation Results
Before being able to test the models, we first need to estimate the SDFs  of theYt%1 ' Yt%1(2)
various models. In case of the reduced form affine term structure model, we have to estimate the
reduced form parameters 2. We do this for twelve variants: for each of the three maturity sets
mentioned in the previous subsection we estimate the one- and the two-factor versions of the
model, on the basis of monthly returns and quarterly returns, respectively. For the one factor
model we use the three month interest rate to construct the SDF (see (4.6)), and for the two-
factor version we use both the three month and the five year interest rates. In case of the Wald
test, we estimate then the reduced form parameters by means of the Generalized Method of
Moments -see, for example, Campbell, Lo, and MacKinlay (1997)-, using as moment restrictions
In case of the SEB, the reduced form parameters 2 are estimated using equation (4.19).
Recall that  and , where  is a vector with variables that are in thext%1 ' zt¼Rt%1 qt ' zt¼4n zt
information set at time t. Following Luttmer (1996), we construct these conditioning variables
in such a way that they are always positive, so that short-selling constraints or transaction costs
are straightforward to impose on the ‘conditional’ assets as well. Given the empirical evidence
that the yield spread predicts future interest rate movements (see, for example, Campbell and
Shiller (1991)), we choose to use the yield spread as conditioning variable. More precisely, in
case of the Short-Maturities Asset Set the conditional information consists of a constant and the
ratio of the 1-year and the 3-month interest rate (‘the short yield spread’); in case of the Long-
Maturities Asset Set the conditional information consists of a constant and the ratio of the 5-year
interest rate and the 1-year interest rate (‘the long yield spread’); and in case of the All-Maturities
Asset Set the conditional information consists of a constant, the short yield spread for T-bills and
the long yield spread for the maturity bond portfolios. This implies that the Short-Maturities
Asset Set and the Long-Maturities Asset Set both contain 8 returns, whereas the All-Maturities
Asset Set contains 16 returns.
The reduced form estimator  for 2 then equals2̂
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9They are available upon request.
with  as given by (4.12), where  is a vector of ones of the same dimension as , and where <̂ 4n <̂ Ŵ
is a consistent estimator of the asymptotic covariance matrix of . In the estimation,v̂ ' (v̂1,...,v̂n)
)
we actually apply iterated GMM, following Campbell, Lo, and MacKinlay (1997), also employing
their convergence criterion. For quarterly holding periods we use the Newey-West (1987)
method to estimate W, with two lags, in order to correct for the overlapping nature of the
quarterly pricing errors. 8
 The reduced form parameters do not allow one to retrieve the structural parameters of the
model as given in (4.2), due to lack of identification. As a consequence, the reduced form
parameters are not very insightful; for that reason we do not report them here.9
We also use GMM to estimate the parameters of the one- and the two-factor Vasicek and
CIR models. As already mentioned, here we choose our moment conditions such that basic
properties of both a short and a long interest rate and the mean returns on both short and long
bonds are matched. Hence, as moments we include the mean, variance and autocovariance of
both the 3-month and 5-year interest rate, and the covariance between both the levels and the first
differences of these two rates. We also include in our moment set the mean of four bond returns,
with maturities of 3 months, 9 months, 2-3 years and 5-10 years. The parameters of the models
are, subsequently, estimated by iterated GMM.
The estimation results of the Vasicek- and CIR-models are presented in Table 4.4. For both
the one- and two-factor Vasicek and CIR models, it can easily be verified that the parameter
estimates imply an upward sloping mean yield curve and, thus, mean holding returns that are
increasing with maturity. For the one-factor models, it turns out that the mean yield curve is
relatively flat, whereas the two-factor models are capable of fitting the upward sloping short end
of the yield curve. From the value of the J-statistic reported in this table it follows that the
overidentifying restrictions lead to a rejection of the one-factor Vasicek- and CIR-model. The
J-test does not result in a rejection of the two-factor models. This finding is comparable to the
estimation results of two-factor affine models in, for example, Backus et al. (2000), who both
conclude that a two-factor affine interest rate model can quite reasonably fit the basic properties
of interest rates with maturities from a few months up to 10 years. However, in our case, not all
parameters are estimated accurately for the two-factor Vasicek-model.
Given the first step estimation results for each one of the models, we can construct the
corresponding observable SDFs, relevant for the SEB and the Wald test. We use equations (4.9)
and (4.10) and the 3-month interest rate to construct an observable SDF for the one-factor
models, by inserting the GMM parameter estimates. Similarly, we construct a SDF for the two-











factor models using the 3-month and 5-year interest rate, and inserting the GMM parameter
estimates.
Given the estimated SDFs  of the various models, we can get a first impression of theYt%1
model accuracy by calculating the pricing errors of the managed portfolios constructed from the
All-Maturities Asset Set for each of the models. The pricing error for the managed portfolio
based on asset i is defined as
In Table 4.5 we present the average pricing errors together with corresponding t-values,
calculated over all managed portfolios on the basis of the All-Maturities Asset Set for the
different models, in case of a monthly holding period. The results are in line with the
expectations: the one-factor models are doing worse than the two-factor models, and the general
reduced form models are doing better than the structural Vasicek- and CIR-models. Table 4.5
also contains the pricing error correlation  across the models to show which models are close and
which are more apart. As can be seen from this table, we find particularly high correlations
between the one-factor Vasicek- and CIR-models. The pricing errors of the two-factor Vasicek
model are also highly correlated with the one-factor Vasicek- and CIR-models. 
4.4.3 Test Results
In this subsection we present empirical results for the specification tests of the one- and two-
factor Vasicek-, CIR-, and reduced form affine term structure models, first of all for a setup
without transaction costs and then with transaction costs, and both for monthly and quarterly
holding periods.
We start with the case without transaction costs.
In Table 4.6, we present the results of the Wald-test. As the table shows, the Wald-test on the
frictionless Euler restrictions rejects all models for all asset sets and for both monthly and
quarterly holding periods. Thus, although the J-test of the two-factor Vasicek- and CIR-models
does not lead to a rejection of these models, when confronted with the frictionless Euler
restrictions, we have to conclude that not only the Vasicek- and CIR-models, but even the much
more general reduced form models seem to be misspecified. This is in line with other research:
using different test procedures and different data, Dai and Singleton (2000) and De Jong (2000)
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also reject two-factor affine term structure models.
Table 4.7 reports the SEBs of the various models. As can be seen from this table, most SEBs
are large and far from zero. Notice that the difference between the Vasicek-SEB and CIR-SEB
is quite small, in line with the finding in Table 4.5 that the pricing errors of these models are
highly correlated. The results also show that the SEBs of the two-factor Vasicek and CIR models
do not decrease significantly compared to the one-factor analogue when we add the second
factor, which is also consistent with the rather high correlation between pricing errors of one-
factor and two-factor Vasicek (and CIR) models.
The one factor RF-SEB is not very different from the corresponding one-factor Vasicek- and
CIR-SEBs, as could be expected from the high correlations between the pricing errors of these
models as reported in Table 4.5. This implies that the one-factor Vasicek and CIR models are not
much “more misspecified” than the reduced form one-factor affine model. However, the SEB of
the two-factor reduced form affine model is much lower than the SEB of its one-factor analogue
and the two-factor Vasicek and CIR models. Because there are other structural form two-factor
affine models than the two-factor Vasicek and CIR models, this result indicates that there is a
two-factor affine term structure model, different from the two-factor Vasicek and CIR models,
that has a much lower specification error.
The SEBs in case of the T-bills are much larger than the bounds based on long-maturity
bonds. As Luttmer (1996) notices,  an explanation for the high T-bill bounds is that, because the
holding returns on the different T-bills are highly correlated, differences in average holding
returns on these T-bills can lead to something close to an arbitrage opportunity. Thus, the
admissible set of SDFs is relatively small. For the long-maturity bonds the differences in average
holding returns are not very large, especially relative to the volatility of the holding returns, and
thus the admissible set of SDFs is larger in this case.
The economic significance of the estimated bounds under the assumption of frictionless
markets is large. For example, based on the results for the All-Maturities Asset Set and the one
factor Vasicek-SEB, we can conclude that for the one-factor Vasicek model there exists a
portfolio, normalized as in equation (4.17), with a pricing error of about 0.69. This portfolio has
an observed (mid)price of 0.704, whereas the Vasicek model assigns a price of 0.016 to this
portfolio. In Figure 4.1A, we plot the t-ratios of the SEB-multipliers for this one-factor Vasicek
model in a frictionless market. As shown in equation (4.17), these multipliers are equal to the
weights of the maximum pricing error portfolio. This figure shows that the most severely
mispriced portfolios, which drive the model rejections irrespective of the testing methodology,
are characterized by extreme short and long positions in adjacent maturities. This implies that the
model is rejected in this frictionless setting because the observed behaviour of bond returns of
different maturities is less smooth than implied by the model. In his study of Euler equations for
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equity returns, Cochrane (1996) also finds that portfolios with long and short equity positions
are largely mispriced. Figure 4.1B contains a similar plot of the two-factor Vasicek model in a
frictionless market. The results are quite similar to the one-factor case, in line with the high
correlation between the pricing errors  of the two models, as reported in Table 4.5.
To obtain further insight in these results, we calculate the pricing errors for two types of
portfolios: portfolios in only one T-bill or bond, and two-asset portfolios that have a long
position in one T-bill (bond) and an equally large short position in another T-bill (bond). To
facilitate the comparison between these portfolio pricing errors and the SEBs in Table 4.7, we
normalize these portfolio weights in the same way as the SEB-weights 8 in equation (4.17) are
normalized. Table 4.8 presents the monthly pricing errors, in case of the one- and two-factor
Vasicek model10. It follows that individual T-bill and bond returns have low pricing errors; the
normalized pricing errors are smaller than 0.01 for all assets. The normalized pricing errors for
the portfolios in two assets are much larger than the pricing errors for the individual assets,
especially for the T-bills. Hence, the difference between the small pricing errors of two highly
correlated T-bill returns implies a large pricing error for the portfolio that has a long position in
one T-bill and a short position in the other T-bill. Although the individual pricing errors of the
short-maturity assets are comparable to those of the long-maturity assets, the higher correlation
and lower variance of the short-maturity asset returns gives higher pricing errors for the short-
maturity two-asset portfolios.
Overall, the conclusion is that under the assumption of a frictionless market one- and two-
factor affine term structure models do not seem appropriate. One way to proceed is to turn to
more-than-two-factor affine term structure models. However, in case of more-than-two-factor
models, estimation becomes quickly much harder. Instead of this alternative, it may be better to
investigate whether the assumption of a frictionless market is too strong, by allowing for
transaction costs of the sizes observed in the market.
Therefore, we turn to the case with transaction costs.
In Table 4.9 we present the results for the corresponding Wald test. We allow for transaction
costs of J (=s/2 in terms of equations (4.8) and (4.9)) basis points per holding period, assuming
for simplicity that the transaction costs are the same for all transactions. We determine the critical
transaction costs, defined as the amount of transaction costs for which the p-value of the Wald-
test equals 0.05. For monthly holding periods, it follows that for relatively small amounts of
transaction costs of around 1 basis point, none of the models is statistically rejected anymore. For
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quarterly holding periods larger transaction costs, up to 3.1 basis points for one-factor models
and 2.8 basis points for the two-factor models, are required in order to avoid statistical rejection
of the models. Because the monthly pricing errors are only very weakly correlated over time, the
quarterly pricing errors are larger than the monthly pricing errors and, therefore, also larger
transaction costs are required to accept the model statistically. Confronting the critical
transaction costs with the transaction costs as observed in the market, we see that the affine term
structure models only have difficulty in fitting the Short Maturities Asset Set with a quarterly
holding period appropriately. Only for this case we find critical transaction costs (between 2 and
3 basis points) larger than the average of 1.5 basis points found in the data on T-bills. Thus, when
allowing for transaction costs of the sizes observed in the market, the evaluation of the affine
term structure models becomes much more positive, than when judged on the basis of frictionless
Euler restrictions.
In Figure 4.2A-D we plot the SEBs as function of the transaction costs, distinguishing
between the one- and two-factor cases and the monthly and quarterly holding periods cases. For
comparison, we also graph the SEB of the risk-neutral pricing model, that is obtained if the
market price of risk is equal to zero. Hence, the SDF of this model is simply equal to .exp(&r1t )
The graphs show that the SEB for this simple model is always larger than the SEBs of all other
models, as could be expected. Still, the difference between the SEB of the risk-neutral pricing
model and the SEBs of the other models is not very large.
Focusing first on Figure 4.2A, we see that the graph shows, for the one-factor Vasicek, CIR
and reduced form affine term structure models, that the size of the SEB is around 0.01 at
transaction costs of 1.8 basis point, which is economically rather small. In the frictionless case,
extreme short and long positions in T-bills and bonds blow up the differences between pricing
errors of T-bills and bonds so that standard test procedures reject the affine models. However,
we show that, if small transaction costs are taken into account, these differences in pricing errors
are not large enough to cause rejection of the models. This is confirmed by Figure 4.1A, where
we plot the t-ratios of the Vasicek SEB-multipliers in case of transaction costs of 1 basis point.
At these transaction costs, none of the individual assets contributes significantly to the size of the
SEB. In fact, for several assets, the multipliers are exactly equal to zero; therefore, these assets
do not contribute at all to the size of the SEB.
Next we turn to Figure 4.2B. Compared to the monthly holding period, larger transaction
costs of more than 3 basis points are required in the quarterly holding period cases to obtain a
small SEB, in line with the findings in case of the Wald-tests. Figure 4.2B shows that there is still
a strong influence of small transaction costs on the SEBs, although it is clearly less strong than
for monthly holding periods.
Qualitatively, for the two-factor Vasicek and CIR models, the results of Figures 4.2C and D,
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and Figure 4.1B, are quite similar to the results for the one-factor models. However, comparing
the reduced form models with their structural counterparts in terms of the SEBs, we see that in
case of the one-factor models the difference is quite small (and statistically insignificant), whereas
in case of two factors, the RF-SEB is much smaller for the different sizes of transaction costs11.
On the basis of the SEB-outcomes we therefore prefer the two-factor reduced form model.
Concluding, we see that the SEB-results are quite in line with the Wald-test results: with
transaction costs of market size, the affine term structure models seem to perform reasonably
well. However, the restrictions implied by the models are rejected for the Short Maturities Asset
Set in case of a quarterly holding period. As noted by Duffee (1996), the one- and two-month
T-bill returns contain an idiosyncratic component, unrelated to returns on securities with longer
maturities. His explanation for this idiosyncratic variation is market segmentation. This might
(partially) explain the rejection of the models on the basis of the Short Maturities Asset Set.
4.5  Summary and Conclusions
In this chapter we analyze the bond pricing implications of affine interest rate models, allowing
for the presence of transaction costs. The goal of the chapter is to assess the importance of
incorporating market frictions for tests of asset pricing models.
We test the models formally for different sizes of transaction costs, using a Wald-test, and
we measure the size of misspecification of one- and two-factor affine interest rate models and
analyze how sensitive the misspecification size is to the size of the transaction costs. Our analysis
can be seen as an extension of Luttmer (1996), because we use the stronger specification error
bound test, as opposed to the volatility bound that is used by Luttmer (1996), which is a special
case of the specification error bound. Also, Luttmer (1996) focuses on consumption-based asset
pricing models, whereas we analyze models for the term structure of interest rates.
We find that, under the assumption of frictionless markets, one-factor affine interest rate
models misprice T-bill and bond returns in a significant way. Small differences in the pricing
errors of highly correlated T-bill and bond returns lead to a strong rejection of the one-factor
models. Adding a second factor to the models does not explain the misspecification of one-factor
models: two-factor models are also strongly rejected. However, if we take transaction costs of
market size into account, we find that the misspecification of the one- and two-factor models
disappears, in case of a monthly holding period. For quarterly holding periods at market size
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transaction costs, the models fit long-maturity bond returns well, and are only rejected on the
basis of short-maturity T-bill returns.



















4.A Limit Distribution of Reduced Form Affine Models
Wald Test
To obtain Wald-tests of general affine models, we estimate the parameters 2 in the SDF (4.6) by
solving  (4.21). Subsequently, we substitute these parameter estimates in the SDF in (4.6), and
test the (overidentifying) Euler restrictions, both in case of frictionless markets and in case of
transaction costs, using the test-statistic in (4.13). The estimation strategy for 2 influences the
limit distribution of the Wald-test in (4.13). In this appendix we derive this limit distribution. We
will show that the limit distribution of this minimized test-statistic is still a mixture of chi-square
distributions, but with less degrees of freedom than the test-statistic that is not minimized over
the parameters 2.
The Euler restrictions used for estimation are of the form
where 2 is a q-dimensional parameter vector, with n>q. To simplify notation, we define the
estimator of the left-hand side of (4.A.1) for a given value of 2 as follows
We then estimate the parameter 2 by applying GMM to the moment restrictions (4.A.1), with
a consistent estimate for the optimal weighting matrix. This is equivalent to minimizing (4.13)
over 2 with transaction costs set to zero. Denote the unique probability limit of the GMM-
estimate  with . The asymptotic covariance matrix of  is given by2̂ 20 v̂(2̂)
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where  is the asymptotic covariance matrix of , and where M0 is given by (seeW(20) v̂(20)
Gourieroux and Monfort (1995))
The covariance matrix in (4.A.3) has rank n-q. As noted by Gourieroux and Monfort (1995), a




consistently estimate this generalized inverse by , which consists of replacing populationŴ(2̂)&1
moments with sample moments in the asymptotic covariance matrix.
In a second step, the test-statistic is obtained from the following minimization
Then, conditional on the event that all restrictions are estimated to be binding in (4.A.5), the
statistic in (4.A.5) is asymptotically -distributed under the null hypothesis. Similarly,P2n&q
conditional on the event that exactly p restrictions in (4.A.5) are estimated to be binding, the
distribution of the test-statistic under the null hypothesis is , where  is the unit massP2max(p&q,0) P
2
0
at the origin. The probability weights for each of these events can be found using the degenerated
multivariate normal limit distribution of  under the null hypothesis given in equation (4.A.3).v̂(2̂)
Hence, the limit distribution of the test-statistic (4.A.5) under the null hypothesis is a mixture of
chi-square distributions with degrees of freedom between 0 and n-q.
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4.B Tables
Table 4.1. Properties of Interest Rates.
The sample moments are calculated using the CRSP Fama Files, which contains monthly data for the period
1972-1997. Interest rates are expressed on a yearly basis. 
Maturity in Months Mean St. Deviation Autocorrelation
1 6.61% 2.67% 0.96
3 7.03% 2.78% 0.97
12 7.50% 2.64% 0.97
24 7.78% 2.49% 0.98
36 7.96% 2.38% 0.98
48 8.11% 2.30% 0.98
60 8.20% 2.24% 0.98
Table 4.2. Properties of Holding Returns.
The table contains sample moments of monthly holding returns on T-bills with maturities of 1, 3 ,6 and 9
months and monthly holding returns on portfolios of bonds with maturities in a certain interval, which are
calculated using CRSP data for 1972-1997.
Maturity in Months Mean St. Deviation Autocorrelation
1 0.56% 0.23% 0.95
3 0.61% 0.27% 0.81
6 0.63% 0.36% 0.50
9 0.65% 0.49% 0.36
24-36 0.69% 1.20% 0.17
48-60 0.70% 1.67% 0.15
60-120 0.73% 2.07% 0.14
> 120 0.78% 2.92% 0.12
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Table 4.3. Bid-Ask Spreads of T-bill Prices.
Bid-ask spreads are in basis points and calculated by dividing the difference between bid and ask prices by the













1 month 1.3 bp 1.4 bp 0.4 bp 0.3 bp
3 months 2.1 bp 2.1 bp 0.5 bp 0.2 bp
6 months 4.1 bp 4.0 bp 1.1 bp 0.2 bp
9 months 5.9 bp 5.3 bp 1.6 bp 0.3 bp
Table 4.4. GMM Estimation Results: Vasicek and CIR Models.
The table contains the results of GMM estimation of the discrete-time, monthly, one-factor and two-factor
Vasicek and CIR models, based on 12 moment conditions. In square brackets the t-ratios are given, which have
been calculated using the Newey-West method with 12 lags. Also presented are the mean and variance of the
implied stochastic discount factor, and the GMM J-statistic. All parameters are expressed on a monthly basis.
Parameter 1-Factor Vasicek 2-Factor Vasicek 1-Factor CIR 2-Factor CIR
µ1 0.0095 [5.9] 0.027 [1.8] 0.0084 [8.7] 0.0015 [0.9]
100 $1 0.031 [3.2] 0.022 [1.1] - -
"11 - - 0.0064 [7.6] 0.012 [3.7]
1-711 0.012 [4.4] 0.004 [0.8] 0.016 [5.2] 0.012 [2.2]
(1 -256.94 [-2.9] -356.63 [-0.6] -126.19 [-5.5] -106.13 [-3.0]
µ2 - - - 0.023 [4.1]
100 $2 - 0.061 [3.1] - -
"22 - - - 0.020 [7.0]
1-722 - 0.106 [0.8] - 0.138 [4.2]
(2 - -351.42 [-2.6] - -61.62 [-8.7]
Mean of SDF 0.9945 0.9933 0.9981 0.9932
St.Dev. of SDF 0.0887 0.2108 0.1003 0.1754
J-Statistic (p-value) 21.71 [0.006] 10.68 [0.06] 21.17 [0.007] 7.44 [0.11]
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Table 4.5. Pricing Error Correlations across Models.
For each asset in the all maturities asset-set, the correlation between the monthly pricing errors of two models
is calculated. The table presents the average of these correlations over all assets. For the affine models, the
parameters that result from the minimization of the Wald test-statistic in (4.21) are used to calculate the
pricing errors. The table also contains for each model the average pricing error, averaged over all assets, as
















1F Vasicek 0.0074 [1.06] 1
1F CIR 0.0072 [1.04] 0.998 1
1F Affine 1.0e-5 [0.02] 0.483 0.471 1
2F Vasicek 0.0041 [0.48] 0.961 0.953 0.431 1
2F CIR 0.0039 [0.44] 0.680 0.695 0.150 0.718 1
2F Affine 3.1e-6 [0.02] 0.338 0.154 0.800 0.495 0.483 1
Table 4.6.Wald-test for One-Factor and Two-Factor Models in Frictionless Markets.
The table reports Wald test results for the one-factor and two-factor affine models and monthly and quarterly
holding periods. To calculate the asymptotic covariance matrices for the quarterly holding period, we use the




















p-value: Short-maturities 0.000 0.000 0.000 0.000 0.000 0.000
p-value: Long-maturities 0.041 0.015 0.000 0.004 0.003 0.000
p-value: All-maturities 0.000 0.000 0.000 0.000 0.000 0.000
Quarterly holding period
p-value: Short-maturities 0.000 0.000 0.000 0.000 0.000 0.000
p-value: Long-maturities 0.015 0.000 0.000 0.004 0.001 0.000
p-value: All-maturities 0.000 0.000 0.000 0.000 0.000 0.000
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Table 4.7. SEB for One-Factor and Two-Factor Models in Frictionless Markets.
The table reports the SEB for the one-factor and two-factor affine models. Asymptotic standard errors of the
SEB are given in brackets. To calculate the asymptotic covariance matrices for the quarterly holding period,
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Table 4.8. Normalized Pricing Errors of Long-Short Portfolios: 
One- and Two-Factor Vasicek Models.
The table contains monthly pricing errors for one- and two-asset portfolios. For each T-bill, the long-short
portfolio refers to a portfolio of the particular T-bill and the 1-month T-bill. For each bond, the long-short
portfolio refers to a portfolio in the particular bond and the 2-3 year maturity bond. For these long-short
portfolios, the multiplier-vector or weight-vector 8 in (4.17) always contains a positive and an equally large
negative element. The portfolio weights are normalized as in equation (4.17). In brackets, standard errors of

























T-bill 1-month 0.0076 (0.0085) - 0.0084 (0.0122) -
T-bill 3-months 0.0080 (0.0085) 0.354 (0.052) 0.0087 (0.0122) 0.302 (0.056)
T-bill 6-months 0.0080 (0.0084) 0.148 (0.056) 0.0086 (0.0120) 0.090 (0.060)
T-bill 9-months 0.0080 (0.0083) 0.100 (0.057) 0.0085 (0.0119) 0.046 (0.061)
Bond 2-3 years 0.0078 (0.0078) - 0.0079 (0.0113) -
Bond 4-5 years 0.0075 (0.0075) 0.039 (0.057) 0.0076 (0.0110) 0.063 (0.060)
Bond 5-10 years 0.0076 (0.0073) 0.016 (0.053) 0.0075 (0.0107) 0.041 (0.060)
Bond >10 years 0.0077 (0.0070) 0.009 (0.031) 0.0074 (0.0103) 0.029 (0.057)
Conditional
Returns
T-bill 1-month 0.0065 (0.0077) - 0.0003 (0.0098) -
T-bill 3-months 0.0069 (0.0077) 0.415 (0.052) 0.0004 (0.0097) 0.365 (0.056)
T-bill 6-months 0.0069 (0.0076) 0.199 (0.056) 0.0004 (0.0096) 0.143 (0.061)
T-bill 9-months 0.0070 (0.0075) 0.145 (0.058) 0.0004 (0.0095) 0.091 (0.064)
Bond 2-3 years 0.0070 (0.0070) - 0.0006 (0.0090) -
Bond 4-5 years 0.0070 (0.0068) 0.011 (0.046) 0.0008 (0.0089) 0.029 (0.059)
Bond 5-10 years 0.0072 (0.0066) 0.020 (0.053) 0.0007 (0.0087) 0.003 (0.057)
Bond >10 years 0.0075 (0.0063) 0.029 (0.054) 0.0005 (0.0085) 0.008 (0.056)
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Table 4.9. Critical Transaction Costs for One-Factor and Two-Factor Models.
The critical transaction costs are defined as the amount of transaction costs for which the Wald p-value is equal
to 0.05. Transaction costs are relative to the price and presented in basis points. The table presents results are




















Short-maturities 0.9 bp 0.9 bp 0.8 bp 0.7 bp 0.8 bp 0.9 bp
Long-maturities 0.1 bp 0.1 bp 0.1 bp 0.6 bp 0.6 bp 0.1 bp
All-maturities 1.0 bp 0.9 bp 0.8 bp 0.8 bp 0.9 bp 0.8 bp
Quarterly holding period
Short-maturities 2.7 bp 2.7 bp 2.6 bp 2.0 bp 2.2 bp 2.8 bp
Long-maturities 0.6 bp 0.7 bp 1.0 bp 1.1 bp 0.9 bp 0.6 bp
































































































Vasicek: 1 bp Trans.
Costs.
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4.C Figures
Figure 4.1A. SEB-Multipliers One-Factor Vasicek Model. T-ratios of SEB-multipliers for monthly returns and
one-factor Vasicek model, at transaction costs of 0 and 1 basis point.
Figure 4.1B. SEB-Multipliers Two-Factor Vasicek Model. T-ratios of SEB-multipliers for monthly returns and
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Figure 4.2A. Monthly SEB for One-Factor Models. The graph shows the SEB for different sizes of transaction
costs, for the risk-neutral pricing model, and one-factor Vasicek, CIR and affine models. Monthly holding periods.
Figure 4.2B. Quarterly SEB for One-Factor Models. The graph shows the SEB for different sizes of transaction
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Figure 4.2C. Monthly SEB for Two-Factor Models. The graph shows the SEB for different sizes of transaction
costs, for the risk-neutral pricing model, and two-factor Vasicek, CIR and affine models. Monthly holding periods.
Figure 4.2D. Quarterly SEB for Two-Factor Models. The graph shows the SEB for different sizes of
transaction costs, for the risk-neutral pricing model, and two-factor Vasicek, CIR and affine models. Quarterly
holding periods.
PART II
Empirical Studies on the
Pricing of Interest Rate Derivatives
Chapter 5
The Performance of Multi-Factor Term
Structure Models for Pricing and
Hedging Caps and Swaptions
5.1 Introduction
Most large financial institutions use term structure models to price and hedge interest rate
derivative securities. Several articles have empirically examined such term structure models. A
large part of this literature has focused on the performance of these models in terms of the pricing
of bonds, see, for example, Babbs and Nowman (1999), Dai and Singleton (1999), and Pearson
and Sun (1994), as well as the Chapters 2, 3, and 4. In general, the conclusion is that models that
have one factor that drives interest rates of all maturities are rejected in favour of two- or three-
factor models. However, there exists little empirical evidence of how multi-factor models perform
in terms of the pricing and hedging of interest rate derivatives. In this chapter we empirically
analyze the performance of both one- and multi-factor models for both the pricing and hedging
of caps and swaptions, using weekly data on cap and swaption prices from 1995 until 1999.
We focus on two issues. The first issue concerns the number of factors that is necessary for
accurate pricing and hedging of caps and swaptions. Longstaff, Santa-Clara, and Schwartz
(2000a) and Rebonato (1999) argue, purely on a theoretical basis that, although a one-factor
model might suffice for the pricing of caps, it is likely to be inappropriate for the pricing of
swaptions, because swaption prices directly depend on the correlation between interest rates of
different maturities. In one-factor models these (instantaneous) correlations are equal to one,
contradicting empirical observations.
The second aim of the chapter is to analyze which data !interest rate data or derivative price
data! should be used to estimate the parameters of the term structure model in order to
accurately price and hedge caps and swaptions. A similar issue has been studied by Chernov and
Ghysels (2000) for the estimation of stochastic volatility models for equity prices.
This chapter is related to Amin and Morton (1994) and Buhler et al. (1999). Amin and
Morton (1994) use Eurodollar futures options data and compare several one-factor HJM-type
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1Buhler et al. (1999) call their methodology a global approach, as opposed to the local approach of Amin and
Morton (1994). Global or interest-rate-based estimation is also applied by Moraleda and Vorst (1996), while the
local or option-based estimation method is also used by Flesaker (1993), Moraleda and Vorst (1997) and Moraleda
and Pelsser (2000).
models by analyzing the prediction of futures option prices, parameter stability and profits from
model-based trading strategies. They estimate the parameters of the model using the daily cross-
section of option prices, and conclude that the simplest one-factor model, the Ho and Lee (1986)
model, is the preferred one, although there is weak evidence for a hump-shaped volatility
structure. In contrast, Buhler et al. (1999) estimate the parameters of one- and two-factor models
using data on interest rate changes, and, subsequently, analyze how well these models price
options on German government bonds.
Our chapter extends these two articles in several ways. First, we apply both the option-based
estimation method of Amin and Morton (1994), and the interest-rate-based estimation method
that is used by Buhler et al. (1999)1. By applying both estimation approaches we will be able to
analyze which type of estimation will result in the best out-of-sample predictions of derivative
prices. Moreover, in this way we can also assess the sensitivity of the conclusions of Amin and
Morton (1994) and Buhler et al. (1999) to the specific estimation method chosen.
Second, we use data on other instruments than Buhler et al. (1999) and Amin and Morton
(1994), namely panel data on prices of caps and swaptions. These derivative prices contain much
information, because they contain both short- and long-maturity options, ranging from 1 month
to 10 years, and these options are written on both single interest rates (caps) and combinations
of interest rates of different maturities (swaptions). This variety in instruments enables us to
analyze in detail both the entire volatility structure of interest rates and the correlations between
these interest rates. In particular, we can distinguish between one-factor, two-factor and three-
factor models. In Amin and Morton (1994), the Eurodollar futures options have maturities up
to one year and the underlying interest rate has a maturity of three months. They note that ‘with
options on short-maturity instruments, we cannot distinguish between multiple additive factors’.
In Buhler et al. (1999), the options have maturities up to three years, and have as underlying
instruments only medium-term and long-term government bonds. They analyze both one- and
two-factor models, and find in some cases that the two-factor models have larger pricing errors
for the bond options than one-factor models. One explanation for this result may be a lack of
variety in the derivative instruments in their data to identify multiple factors. Also, because their
two-factor models do not nest the one-factor models, and estimation strategies differ amongst
these models, it is difficult to determine what exactly causes the difference between their one- and
two-factor models. In particular, the effect of non-perfect correlations between interest rates of
different maturities for derivative pricing remains unclear.
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Third, we not only investigate the pricing of interest rate derivatives, but also the size of
hedging errors of model-based delta-hedging strategies for caps and swaptions. Although pricing
accuracy has often been investigated, this does not apply to hedging accuracy. For equity options,
several articles examine the effectiveness of delta-hedging (for example, Dumas, Fleming and
Whaley (1997)). For interest rate options, the empirical evidence is scarce. In a simulated two-
factor economy, Canabarro (1995) shows that one-factor models might yield accurate derivative
price predictions, whereas these models poorly hedge interest rate options. We empirically
analyze hedging accuracy, and focus especially on the differences in hedging errors between one-
factor and multi-factor models. We also analyze hedging strategies based on different sets of
hedging instruments.
The models that we analyze are all specified according to the Heath, Jarrow and Morton
(HJM, 1992) approach. Many well-known term structure models, such as the Ho-Lee (1986)
model and the Hull-White (1990) model, fit into this framework. HJM-models fit the current term
structure of (forward) interest rates by construction. Especially for the pricing and hedging of
interest rate derivative portfolios, it is important to price the underlying swaps or bonds without
error. Also, the HJM models can price and hedge interest rate derivatives without assumptions
on the market price of interest rate risk. One only needs to specify the volatilities and correlations
of forward interest rates for all forward maturities.
Our empirical analysis consists of the following steps. First, we estimate the parameters of
the models under consideration. In case of option-based estimation we estimate the parameters
for every week in our dataset, using the cross-section of cap and swaption prices. In case of
interest-rate-based estimation we estimate the parameters for every week using a time-series of
interest rate changes and a rolling horizon of 39 weeks. Second, we analyze for each model and
for both estimation strategies the accuracy of predicting the prices of caps and swaptions out-of-
sample. Third, for each model, we assess the hedging accuracy for caps and swaptions, i.e., we
analyze how much of the variability of cap and swaption prices is removed by delta-hedging
strategies based on the model.
The empirical results can be summarized as follows. First, a three-factor model, applying
option-based estimation, results in the best out-of-sample predictions for cap and swaption
prices, but the differences in predictions with the one-factor models are economically not very
large, and not always statistically significant. In particular, we find that the absolute prediction
errors for swaptions decrease (on average) from 12.5% of the price, in case of a one-factor
model, to 8.7% of the price, in case of a three-factor model. In Chapter 7 we provide further
empirical evidence in favour of multi-factor term structure models for pricing interest rate
derivatives.
Second, in all cases, option-based estimation leads to better out-of-sample price predictions
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than interest-rate-based estimation, and the differences are especially large for the prediction of
swaption prices. Option-based estimation on average leads to estimates for forward rate
volatilities that are of the same size or a little lower than for interest-rate-based estimation. For
the multi-factor models, the correlations between forward interest rates are lowest in case of
option-based estimation. Hence, the interest-rate correlations implicit in swaption prices are
lower than the historically estimated interest rate correlations, which explains the superior
performance of option-based estimation, when it comes to predicting swaption prices.
If one compares different models on the basis of interest-rate-based estimation only, the multi-
factor models on average lead to worse predictions of cap and swaption prices than a one-factor
model. This result corresponds to the results of Buhler et al. (1999), who use interest-rate-based
estimation only, and implies that conclusions solely on the basis of interest-rate-based estimation
might be premature.
In addition, we construct for each model strategies for delta-hedging caps and swaptions,
assuming the validity of the underlying model, using discount bonds as hedge instruments. We
calculate how much the variability of cap and swaption prices decreases if one rebalances the
hedge portfolio every two weeks. If we use as many hedge instruments as the number of factors
in the model, we find large differences between the one- and multi-factor models; the reduction
in derivative price variability due to delta-hedging with the three-factor model is almost twice as
large as for the one-factor models. However, if we use for every cap and swaption a set of hedge
instruments that corresponds to all cash flow dates of the cap or swaption, the differences
between the one- and multi-factor models disappear. Hence, the choice of the number of hedge
instruments and the maturities of these hedge instruments seem to be more important than the
particular model choice.
The remainder of this chapter is organized as follows. In Section 5.2 we briefly review the
literature on HJM models and the pricing of caps and swaptions. Section 5.3 describes the data.
In Section 5.4 we discuss the specification of the different models and the estimation methods
that we use. Section 5.5 contains the estimation results. In Section 5.6, we analyze the
predictions of caps and swaption prices for both one-factor and multi-factor models, and we
determine the effect of non-perfectly correlated interest rates on the pricing of caps and
swaptions. In Section 5.7, we assess the hedging accuracy for caps and swaptions. Section 5.8
contains concluding remarks.
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5.2 Pricing Caps and Swaptions with HJM Models
In this section we briefly review the HJM approach to modeling the term structure of (forward)
interest rates. Let  denote the forward interest rate at time t for riskless and instantaneousf(t,T)
borrowing or lending at date T. The key to the HJM approach is to start with modeling the
processes of these instantaneous forward interest rates, given the current instantaneous forward
rate curve :f(0,T)
Here  are K factors, being independent Brownian Motions,  is the driftWi(t), i'1,..,K µ(t,T,T)
function, and  is the volatility function of factor i; T  represents the state of nature. InFi(t,T,T)
the general set-up, both the drift function and the volatility functions can be quite general, and
only have to satisfy weak regularity conditions. The process presented in (5.1) is under the “true”
probability distribution. HJM (1992) show that in an arbitrage-free economy, the resulting drift
function of the forward rates under the equivalent martingale measure, with the money-µ̃(t,T,T)
market account as numeraire, is completely determined by the volatility functions in (5.1), i.e.,
This implies that for the pricing and hedging of interest rate derivatives, only the volatility
functions need to be specified and estimated.
In this chapter, we only analyze models with time-homogeneous, deterministic volatility
functions, i.e., volatility functions that only depend on the dates t and T and, thus, not on T,
where the dependence on T and t is through their difference T-t. The reason is threefold. First,
estimation of time-inhomogeneous volatility functions from historical interest rate data is at the
least very difficult. Secondly, a time-inhomogeneous volatility function can lead to a very
unrealistic pattern for the future volatility of the spot rate. Third, the assumption of deterministic
volatilities together with time-homogeneity implies a Gaussian distribution for interest rates. As
our analysis is based on prices of at-the-money options, we will not be able to obtain very precise
results on the probability distribution of interest rates. Only if one observes a set of options with
a wide range of strike prices, one will be able to make clear statements concerning the probability
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2For US interest rates there is some evidence that the volatility of interest rates indeed depends on the level
of interest rates (Chan et al. (1992)). However, as argued by Babbs and Nowman (1999), these results may (partly)
be caused by the high and volatile interest rates in the period 1979-1982. More recent studies (Nowman (1997),
Bliss and Smith (1998)) provide at the most very weak evidence for a relation between volatility and the interest
rate level.
3Moreover, these models are linked to the Duffie-Kan (DK, 1996) class of interest rate models. The DK-class,
that encompasses, for example, the Vasicek (1977) and, Cox, Ingersoll, and Ross (1985) models, can be modified
to fit the current interest rate curve and, therefore, fits into the HJM framework (see Frachot and Lesne (1993)).
4Thus, .L*(t,T) ' *
&1(P(t,T) /P(t, T%*)&1)
df(t,T) ' µ(t, T,T)dt % j
K
i'1
Fi(T& t) dWi(t), (5.3)
distribution of interest rates. For example, Ait-Sahalia and Lo (1998) can nonparametrically
estimate the risk-neutral density of equity prices, but only because they can use equity option
prices with different strikes. Also, the studies of Amin and Morton (1994) and Buhler et al.
(1999) reveal that models that depend on T through the forward rates (as in HJM, section 7) and
differ in the way the volatility function depends on the forward rates, do not show large
differences in performance, suggesting that the dependence on T is not that crucial.2 An
additional argument to analyze Gaussian models is their analytical and numerical tractability3. Of
course, Gaussian models cannot guarantee positive interest rates. However, for realistic
parameter values, the probability of negative interest rates is small for Gaussian models (see
Rogers (1997)).
Thus, the models that we analyze have the following form
The implied drift function under the equivalent martingale measure becomes (5.2),  withFi(t,T,T)
replaced by , so that . The models that we consider differ through theFi(T&t) µ̃(t,T,T) ' µ̃(t,T)
number of factors K and the specification of each volatility  as function of T-t.Fi(T&t)
Given the specification of such Gaussian HJM models, pricing formulas for caps and
swaptions are readily available. Let P(t,T) denote the time t price of a zero-coupon bond
maturing at time T. Then the price of a caplet at time t,  that pays offCaplett,
 at time , where  is the *-period forward Libor rate4, has been*Max{0,L*(T, T)&k} T%* L*(t,T)
shown to be equal to (see Brace and Musiela (1994))
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Caplett ' P(t, T)N(&h) & (1%k*)P(t, T%*)N(&h&>),






















Swaptiont ' múK Max{0,P(t, T)NK(x) & j
n
i'1
k P(t, Ti)NK(x%(i) }dx, (5.5)















Here N(.) denotes the standard normal distribution function and It denotes the information set of
time t. Inspection of these formulas reveals that, because the variance of the log-bond price is the
relevant input for the price of the caplet, only the sum of the squared volatility functions of all
factors is present in the pricing formula. Therefore, the price of a caplet, and, thus, the price of
a cap, which is a sum of caplets of different maturities, only depends on the variances of interest
rates, and not on the covariances of bond prices or interest rates of different maturities.
For the price of a payer swaption at time t,  which gives the right to enter into aSwaptiont,
swap at time T with fixed rate k, where the swap has payment dates T1, T2,.., Tn, the following
expression is derived by Brace and Musiela (1994)
where NK(x) is the density function of the K-dimensional standard normal distribution and (1,..,(n
are K-dimensional vectors such that, for all i,j =1,...,n,
As opposed to caplets, the price of a swaption also depends on the covariances between bond
prices or interest rates of different maturities. As a very important difference between one- and
multi-factor models lies in the implications for covariances and correlations of interest rates (one-
factor models imply perfect instantaneous correlations between interest rates), swaption prices
potentially contain information on the number of factors that determine interest rate movements.
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5The data are provided by ABN-AMRO Bank, Amsterdam, the Netherlands.
Formula (5.5) is a special case of the pricing formula for the price of a put-option on a
coupon-bond derived by Jamshidian (1989), as a payer swaption is equivalent to a put-option on
a coupon-bond with coupon rate k and exercise price 1. For one-factor models, equation (5.5)
leads to a closed-form expression for the swaption price. For multi-factor models, it is, in general,
not possible to obtain closed-form solutions, and simulation is necessary to calculate prices. We
use the simulation methodology of Clewlow, Pang and Strickland (1996), who make use of
control variates, to obtain prices for swaptions.
For our hedging analysis we also need partial derivatives of the prices of caps and swaptions
with respect to zero-coupon prices, which are derived by Brace and Musiela (1994). For the sake
of completeness, the appendix contains these hedge ratios.
5.3 Caps and Swaptions Data
We use two US data sets5 for our analysis: one data set containing money-market rates and swap
rates and the other data set containing implied Black (1976) volatilities of caps and swaptions.
From January 1994 until June 1999 we have weekly data on US money-market rates with
maturities of 1, 3, 6, 9, and 12 months, and data on US swap rates with maturities ranging from
2 to 15 years. All weekly observations are on the Monday of each week. These interest rate data
are used to construct the forward interest rate curve at each Monday in the dataset. We need
these forward interest rates for two reasons. First, when pricing derivatives with HJM models,
the initial forward interest rate curve is an input to the HJM model. Second, one way to estimate
the parameters of the HJM volatility functions is based on the variances and covariances of
historical forward rate changes of different maturities.
However, when constructing the forward interest rate curves, one should be aware of a trade
off, as noted by Buhler et al. (1999). In principle, for the pricing of derivatives at one day, one
would like to fit the price of the underlying instrument perfectly. On the other hand, because
estimates for forward interest rates turn out to be very sensitive to small differences between
money market or swap rates of nearly the same maturity, a perfect fit of all underlying money
market and swap rates generally leads to unreasonably high estimates for the volatilities of
historical forward rate changes. Therefore, we impose some smoothness conditions on the shape
of the forward interest rate curve, as described in, for example, Bliss (1997). Thus, we
parametrize the price of a zero-coupon bond maturing at T at date t as follows
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6The total maturity of a swaption is defined as the sum of the option maturity and the swap maturity.






In our application we choose d equal to 3 and the number of knot points s equal to 2, with k1
set equal to 2 years and  equal to 4 years. The parameters $ are estimated for each Mondayk2
by minimizing the sum of squared relative differences between the observed money-market and
swap rates and the corresponding money-market and swap rates as implied by (5.7). In Table 5.1,
we present some summary statistics on the fit. It follows that the average absolute error is 0.46%
for money-market rates and 0.25% for swap rates, which is equivalent to, respectively, 2.3 and
1.2 basis points, which seems satisfactory. Notice that from (5.7) we can obtain a forward
interest curve f(t,T) that is differentiable in t and T.
The derivatives data that we use are weekly quotes, again on each Monday of the week, for
the implied Black (1976) volatilities of at-the-money-forward US caps and swaptions, from
January 2, 1995 to June 7, 1999. In total, this renders 232 weekly time-series observations on
63 instruments. The caps have maturities ranging from 1 to 10 years, and their payoffs are
defined on 3-month interest rates. The 1-year cap consists of 3 caplets with maturities of 3, 6,
and 9 months, and the 10-year cap consists of 39 caplets, with maturities ranging from 3 months
to 9 years and 9 months. The other caps are constructed in a similar way. The strike of each cap
is equal to the corresponding swap rate with quarterly compounding. Caps are quoted in the
market by Black implied volatilities. Given the underlying forward interest rate curve, there is a
one-to-one correspondence between the cap implied volatility and the price of a cap.
In Table 5.2 we provide some summary statistics on the implied volatilities of the caps.
Although these implied volatilities cannot be interpreted directly as volatilities of single interest
rates, because a cap consists of several caplets, we can still conclude that there is some evidence
for a  hump shaped volatility structure, which is in line with Amin and Morton (1994), and
Moraleda and Vorst (1997). More formal evidence for hump shaped volatility structures will be
given later in this chapter.
A swaption is characterized both by the option maturity and the swap maturity. In our data,
the option maturities range from 1 month to 5 years, while the swap maturities range from 1 to
10 years. We do not include prices of swaptions with total maturities6 longer than 11 years,
because the implied volatilities of these swaptions are not always updated in our data. The strike
of an at-the-money swaption is equal to the corresponding forward swap rate.  Hence, given the
underlying forward interest rate curve, there  is a one-to-one correspondence between swaption
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implied volatilities and swaption prices. In Tables 3 and 4, we provide summary statistics for the
swaption implied Black volatilities. Again, there is some informal evidence for a hump shaped
volatility structure. We also see that the variability over time in the swaption implied volatilities
is somewhat lower than for cap implied volatilities.
5.4  Model Specification and Estimation
The differences between models in the time-homogeneous Gaussian HJM class that we consider
arise from the number of factors that is included and the particular functional shape of the
volatility function corresponding to each factor. We choose to analyze two types of specifications
for the volatility function in the Gaussian HJM-class, namely a purely parametric one, and one
based upon Principal Components Analysis (PCA):
(I) Parametric One-Factor Models
F1(T&t) ' (1 e
&(2(T&t)(1%(3 (T&t))




In case of (I) , and  are unknown real-valued parameters. In case of (II) (1, (2 (3 g1, g2, and g3
are unknown functions of the time to maturity T-t.
The choice for these models is largely inspired by models that are proposed and analyzed in
the existing literature on interest rate models. The parametric one-factor model (I) is proposed
by Amin and Morton (1994) and Mercurio and Moraleda (1996). In its general form, it implies
a hump shaped volatility structure if (2 < (3. We will also analyze two special cases of this model.
First, if (2 and (3 are equal to zero, the constant volatility model of Ho and Lee (1986) is
obtained. If (3 is equal to zero, the Generalized Vasicek (1977) model is obtained, or,
equivalently, the one-factor model of Hull and White (1990). Amin and Morton (1994) are not
able to obtain stable parameter estimates for the general specification (I), and only estimate
restricted versions of this specification. So, we classify for later reference
(Ia) Ho and Lee: (2'(3'0,
(Ib) Generalized Vasicek: (3'0,
(Ic) Mercurio and Moraleda: (-s free.
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7See, for example, Ball and Torous (1999).
The one-factor PCA model is obtained if the functions  vanish, and the two-factorg2 and g3
PCA is obtained if the function  vanishes. The functions , , and  in the PCA models willg3 g1 g2 g3
be estimated using principal components analysis (PCA). The use of principal components
analysis to estimate HJM-volatility functions was proposed initially by Heath, Jarrow and Morton
(1990), and has been applied to interest rate data by, for example, Litterman and Scheinkman
(1991), Knez, Litterman, and Scheinkman (1994), Moraleda and Vorst (1996) and Buhler et al.
(1999). In Chapter 2 we also used PCA to estimate a multi-country extension of the HJM
framework. Below we will further discuss estimation of these models.
We can first of all determine which specification gives the best description of the variances
of forward interest rates. In this respect we extend Amin and Morton (1994), as we also analyze
models based on PCA-estimates. Furthermore, by analyzing PCA models with either one, two,
or three factors, we can analyze which specification gives the best description of the correlations
between forward interest rates of different maturities.
One way to proceed is to assume that the models are valid over the entire sample. Then one
could apply, for example, the Generalized Methods of Moments (see Hansen (1982)) using the
price restrictions for caps and swaptions to estimate the parameters and test for the
overidentifying restrictions. This is the procedure followed by Flesaker (1993). Following Amin
and Morton (1994), and Buhler et al. (1999), we follow a different approach: both in the cases
of option-based estimation and interest-rate-based estimation, we do not restrict the parameters
to be constant over the entire valuation period from 1995 to 1999, as there is some evidence for
time-varying interest rate volatility in the literature7. One could try to model time-varying
volatility using the stochastic-volatility approach (Hull and White (1987)). However, the
specification and estimation of such models is more difficult than for the models proposed here.
For example, in stochastic volatility models, one must specify the risk premium associated with
the stochastic volatility. Also, as noted by Amin and Morton (1994), using a constant volatility
model with market-implied or time-varying volatility parameters is a good approximation of a
stochastic volatility model, as long as the options that are analyzed are not too far from at-the-
money. In that case the valuation formula for an at-the-money option price in a stochastic
volatility model has a similar form as the valuation formula for an option price in a constant
volatility model, with the constant volatility parameter replaced by the expected volatility over
the lifetime of the option, as shown by Hull and White (1987).
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8We have also used exponential smoothing to give recent observations a higher weight. However, this does
not improve the pricing of caps and swaptions in general. This is in contrast with the results of Bali and
Karagozoglu (1999) for Eurodollar futures options.
9This approximate relationship is only exact if the drift of forward rate changes is equal to zero. For weekly
forward rate changes, the drift term is very small relative to the volatility of forward rate changes.
Cov[d f(t,Ti ),d f(t,Tj) ] ' j
K
k'1
Fk (Ti& t )Fk (Tj& t )dt. (5.8)
5.4.1 Interest-Rate-Based Estimation of Volatility Functions
We will use the term interest-rate-based estimation for estimation strategies that are solely based
on interest rate time series data. Because (forward) interest rates are Gaussian in our modeling
framework, and because under the equivalent martingale measure Q the drifts of interest rates
are determined by the variances and covariances of interest rates, we only need to estimate the
volatility functions of the models, which can be achieved by estimating the variances and
covariances of the interest rates.
We already argued why we want to use parameter estimates that vary over time. Therefore,
we use a rolling horizon estimation strategy to account for the time-varying behaviour of interest
rate volatility. In line with Buhler et al. (1999), we use a rolling horizon of 9 months (39 weeks)8.
For the model-class (II), we use principal components analysis to estimate the functions , g1 g2,
and . The approach uses the fact that for Gaussian HJM models, the covariance matrix ofg3
instantaneous forward rate changes is given by
By approximation, this relationship also holds for forward rate changes over small time periods,
in our case weekly changes9. We choose a finite number of forward rate maturities, construct a
covariance matrix of forward rate changes for these forward rate maturities and determine the
first three principal components of this covariance matrix. This renders estimates of the volatility
functions  at the forward rate maturities  that are used; we linearly interpolate betweengi T&t
these points to obtain the entire volatility function. This approach implies that the volatility
function of the one-factor model is the same as the volatility function of the first factor of a two-
or three-factor model. We use a set of 3-month forward rates with forward rate maturities from
0 up to 11 years, with quarterly intervals.
For the models with parametric volatility functions in specification (I), a principal component
analysis is not directly applicable. Therefore, we choose a different approach that is
The Performance of Multi-Factor Term Structure Models for Pricing and Hedging Caps and Swaptions 131
10Because we observe many more swaption than cap prices, namely 56 vs. 7, we put a higher weight on caps
than on swaptions. To be precise, all swaptions with a fixed option maturity (there are 9 different option
maturities) have a total weight of one, and each cap has a weight of one.
approximately based on the same information as used with the principal components analysis.
More precisely, we use the generalized method of moments (GMM, Hansen (1982)) to estimate
the parameters of the volatility functions, using both variances and covariances of forward rate
changes as moment restrictions, which are given in equation (5.8). The following moment
restrictions are used: the variances of forward rate changes with forward maturities of 3 months,
1, 3, 5, 7, and 10 years, and the covariance of the change in the forward rate with 3-month
forward maturity with the changes in forward rates with forward maturities of 1, 3, 5, 7, and 10
years. This yields 11 moment restrictions. Again, a rolling horizon of 9 months is used for this
GMM estimation.
5.4.2 Option-Based Estimation of Volatility Functions
A different way to estimate the parameters of the volatility functions of the different models is
to use the cross-section of derivative price data. We shall call this estimation strategy option-
based estimation. The option-based estimated parameters reflect market expectations that are
present in option prices and, thus, are  forward-looking.
For the models with parametric volatility functions in (I), we estimate the parameters by
minimizing the sum of squared relative differences between observed prices of caps and
swaptions and the corresponding prices for caps and swaptions as implied by the model10. This
minimization is performed for each week in our dataset separately, and, thus, this can lead to
parameter estimates that differ from week to week (recall that we use the option prices that are
observed on the Monday of each week).
For the models with PCA volatility functions, option-based estimation is less trivial. To obtain
a parsimonious specification of the volatility function and facilitate the interpretation of the
factors, we choose to maintain the shape of the volatility functions, as estimated with principal
components analysis based on the last 9 months of interest rate data. We model the volatility
function of each factor  as , where  denotes the estimated  according to thegi gi ' 8iĝ i ĝ i gi
interest-rate-based estimation method, and where 8i  is an unknown parameter. These parameters 8i
are estimated by  minimizing the weighted sum of squared relative pricing errors for each week
in our dataset. As a consequence, the shape of each factor volatility function is the same as for
interest-rate-based estimation, and only the volatility of the factor itself can be different for
option-based estimation. Thus, for the PCA models, the option-based estimation strategy uses
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11 In calculating the standard errors and J-statistics in this and subsequent tables, we ignore the sampling
error due to estimating (5.7).
both interest rate data and derivative price data. The difference between interest-rate-based
estimation and option-based estimation is completely determined by the cross-section of
derivative prices.
5.5  Estimated Volatilities and Correlations
5.5.1 Interest-Rate-Based Estimation
In Table 5.5 we provide information on the parameter estimates in case of the interest-rate-based
estimations of the parametric one-factor models (see (Ia)-(Ic) of the previous section), and in the
upper-left panel of  Figure 5.1 we graph the corresponding volatilities of forward rates implied
by the models. We report the parameter estimates averaged over all weekly estimations, together
with the corresponding standard deviations; we also report average t-ratios and average J-
statistics. The parametric models are statistically not rejected based on these moment
restrictions,11 which is not surprising, given the small sample of 39 weeks that is used for each
GMM estimation. For the Hull-White model, the average estimate for the mean-reversion
parameter (2  is small and negative. This is the result of the hump shape of the variance of
forward rate changes. Given a hump shaped volatility structure, a low volatility parameter (1 and
a negative estimate for the mean-reversion parameter (2 will roughly give the same fit as a high
volatility parameter and a positive mean-reversion estimate. This is confirmed by the parameter
estimates for the Mercurio-Moraleda model, which are such that the volatility structure for this
model is hump shaped, as shown in Figure 5.1. In this figure, it is also shown that the hump shape
for the forward rate volatilities in the Mercurio-Moraleda model is very different from the flat
shapes of the Ho-Lee and Hull-White models.
In Figure 5.2, we plot the average of the volatility functions of the PCA models (see (II) of
the previous section). The shapes for these three factors can be interpreted as level, steepness,
and curvature. These shapes are also found by, for example, Litterman and Scheinkman (1991)
and in Chapter 2. In Table 5.6, some summary statistics of the estimated volatility functions are
given. As we use a rolling horizon, the estimated volatility functions change weekly, but the
shapes of these volatility functions are quite constant over time. On average, the first three
factors explain about 97.8% of the variation in forward interest rates. The first factor explains
on average 83.7%, the second factor 10.1%, and the third factor 4.0%. 
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12The estimation of the  is actually the final step in a multi-step estimation procedure. We ignore the8i
sampling error due to the earlier steps.
In the upper-right panel of Figure 5.1 we graph the volatilities of the forward rates for
different forward rate maturities in case of the PCA-models, which again reveal a hump shaped
volatility structure. However, the shape of the hump is very different from the hump shape that
is implied by the Mercurio-Moraleda (parametric) model. In Figure 5.3 we plot the correlation
of a spot 3-month interest rate with forward rates of different maturities, for the two- and three-
factor PCA models. This graph shows that the difference between the correlations of the two-
and three-factor models is quite large. Hence, although the third factor only explains 4.0% of the
total variation in forward rates, it strongly affects correlations between interest rates.
5.5.2 Option-Based Estimation
For the parametric models (see (Ia)-(Ic) of Section 5.4), the averaged option-based parameter
estimates are given in Table 5.7. For the Ho-Lee model the option-based averaged parameter
estimate is slightly higher than the interest-rate-based averaged parameter estimate. For the Hull-
White model, the mean-reversion parameter is now slightly positive on average, although the
average is not significantly different from zero. For the Mercurio-Moraleda model, all average
parameter estimates are significantly different from zero. In most cases, the standard deviations
of the time-series of parameter estimates are a little higher for option-based estimation, compared
to interest-rate-based estimation.
In the lower-left panel of  Figure 5.1, we plot the average forward rate volatilities for these
three models. The Ho-Lee and Hull-White model again imply (almost) flat term structures of
volatility, whereas the Mercurio-Moraleda model again implies a hump shaped volatility curve.
However, for option-based estimation, the shape of the hump is quite different from the hump
implied by interest-rate-based estimation. In particular, option-based estimation leads to much
lower estimates for the volatilities of long-maturity forward rates than interest-rate-based
estimation.
In Table 5.8 we present the estimates for , the multipliers of the estimated factor volatility8i
functions , for both the one-, two-, and three-factor PCA models (see (II) of Section 5.4). Itĝ i
follows that the average estimates for the first, second, and third factor are significantly different
from zero.12 The parameter estimates for the first factor are in all cases not very volatile.
However, the time series of parameter estimates for the second and third factor have a much
larger standard deviation. Because the first factor primarily determines the volatilities of interest
rates, while the second and third factor mainly change the correlations between interest rates, it
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13This applies, at least, to the Netherlands, where, as a consequence, the two weeks horizon is also used for
internal purposes.
follows that the option-based estimates for the correlations are less stable over time than the
option-based volatility estimates.
In the lower-right panel of Figure 5.1, the average forward rate volatilities are graphed for
the option-based estimated PCA models. For the interest-rate-based estimates of the PCA
models, the volatilities of forward rates increase with the number of factors. For the option-based
estimates, this is not necessarily the case, and the forward rate volatilities for the one-, two-, and
three-factor models are quite close to each other. Also, the option-based estimates are on average
lower than the interest-rate-based estimates. Again, the shape of the volatility hump implied by
the PCA models is very different from the hump implied by the Mercurio-Moraleda (parametric)
model, because the long-maturity forward rates have much higher volatilities in the PCA models.
In Figure 5.3, we plot for the two- and three-factor PCA-models the average correlation of
the 3-month spot interest rate with forward rates of different forward maturities. The differences
between the correlations implied by the two- and three-factor models are large. Also, the option-
based correlation estimates are almost always lower than the interest-rate-based estimates.
Hence, the correlations implicit in swaption prices are on average lower than the estimates from
historical interest rate data.
5.6 Conditional Prediction of Derivative Prices
5.6.1 Comparison of Models
In this section, we will focus on the conditional prediction of derivative prices. This analysis is
also performed in Amin and Morton (1994), who refer to this as pricing options with lagged
volatility. To measure how well a given model conditionally predicts derivative prices, our
procedure is as follows. First, at each trading day in our dataset, we estimate the parameters of
a model, given information up to this day, using either interest-rate-based estimation or option-
based estimation. Then, after J weeks, we value the caps and swaptions using these parameter
values and the term structure after J weeks and compare the implied prices of the caps and
swaptions with the observed prices. This procedure is then repeated for all weeks in the dataset.
We will choose J equal to two (weeks), reflecting a risk horizon,  used in bank risk management
for regulatory purposes.13
Notice that this provides a fair comparison between the option-based estimation method and
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interest-rate-based estimation method, because we compare the out-of-sample fit of derivative
prices. If we would compare the fit of derivative prices at the day at which parameters are
estimated, option-based estimated models would always have a better fit than interest-rate-based
estimated models. If there are measurement errors in the derivative price data, and if these
measurement errors are uncorrelated over time, analyzing conditional predictions enables us to
detect whether option-based estimated models are overfitted to these measurement errors. For
completeness and comparison, we also present the pricing results for caps and swaptions at the
estimation day (J equal to zero) in Tables 9 and 10.
In Table 5.11, we present the prediction results for caps. Almost all models underprice caps
on average. The three-factor PCA model, applying option-based parameter estimation, has the
lowest absolute prediction errors, which are on average around 8%. These sizes of percentage
pricing errors are smaller than those reported by Buhler et al. (1999), and Amin and Morton
(1994). For each model separately, option-based estimation leads to lower absolute prediction
errors than interest-rate-based estimation; the difference in average absolute prediction errors is
largest for the Hull-White model, and equal to 3.7% of the price. However, the interest-rate-
based estimated PCA models outperform both the interest-rate-based and option-based estimated
Ho-Lee and Hull-White models. This result seems to be caused by the fact that these latter two
models are not able to provide a hump shaped volatility structure.
In Table 5.12, we give the results of a pairwise comparison of the models, on the basis of cap
prediction errors. We compute the differences of absolute prediction errors of each pair of
models and test whether the mean of this difference is equal to zero. It follows that the three-
factor PCA model, combined with option-based estimation, has significantly lower prediction
errors than all other models. For the subset of interest-rate-based estimated models, the two-
factor PCA model has the lowest prediction errors, but the difference with the three-factor PCA
model is not large and also not significant. Hence, only using interest-rate-based estimation to
compare models, which is done by Buhler et al. (1999), might lead to premature conclusions.
Table 5.12 also shows that the differences in prediction errors between option-based and interest-
rate-based estimation are in most cases statistically significant.
In Figure 5.4a, we plot the average and average absolute cap prediction errors for the three-
factor PCA model and option-based estimation. It is clear that there are maturity effects in these
pricing errors. The 1-year cap is overpriced, all other caps are underpriced. The average absolute
size of the prediction errors is almost constant over all caps. Therefore, all caps contribute to the
significant mispricing of caps reported in Table 5.11.
In Tables 13 and 14, we give the prediction results for swaptions. For the interest-rate-based
estimated models, the one-factor Ho-Lee model has the lowest prediction errors. The option-
based estimated models all statistically outperform the interest-rate-based estimated models for
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swaptions, and the difference in prediction errors is quite large for all models, and much larger
than the differences that were found for caps. In case of option-based estimation, the one-factor
Hull-White model has the lowest absolute prediction errors, which are on average equal to 8.5%.
For this model, the difference in prediction errors with the other models is significantly different
from zero, except for the three-factor PCA model. In fact, in case of option-based estimation,
the Hull-White model, the Mercurio-Moraleda model and the three-factor PCA model have
average prediction errors that are very close to each other.
The fact that a model that does not contain a hump shaped volatility structure comes out as
best for swaptions, implies that the hump shaped volatility structure is much less present in the
prices of swaptions, which also follows from the fact that the option-based estimated Ho-Lee
model yields smaller prediction errors than the one-factor PCA model.
In Figures 5.4b and 5.4c, we plot the prediction errors of the three-factor PCA model. It
follows that swaptions with short option or short swap maturities have the highest prediction
errors. Also, swaptions with short swap maturities are largely overpriced on average.
For the joint prediction of cap and swaption prices, the three-factor PCA model, applying
option-based estimation, has the best performance, as it is the only model that is not significantly
outperformed by any other model in predicting cap or swaption prices, while the model
outperforms any other model either in predicting cap prices or predicting swaption prices, or
both.
Finally, we note that for most models we find average underpricing of caps and average
overpricing of swaptions. In Figure 5.5, we plot the time series of average cap and swaption
prediction errors over time for the option-based estimated three-factor model. This graph shows
that this over- and underpricing is persistent over the 5 years of data. The over- and underpricing
is particularly substantial in the first one and a half year, becoming less in the remaining part of
the sample, possibly indicating a growth to maturity of the market. A priori, one would expect
such a result only for one-factor models, because swaption prices are determined by a
combination of interest rates that are not perfectly correlated, whereas cap prices are determined
only by variances of single interest rates. Hence, a one-factor model will most likely
underestimate variances and overestimate covariances of interest rates, leading to overpricing of
swaptions and underpricing of caps. However, we find this feature not only in one-factor models
but also in the multi-factor models considered. Future research has to indicate whether other
models, possibly including even more factors, can explain this under- and overpricing, and
whether this effect can be exploited to construct trading strategies to gain abnormal returns.
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5.6.2 Volatility and Correlation Effects
Above, we analyzed for both one- and multi-factor models the prediction of cap and swaption
prices. In this subsection, we will further analyze the differences between one-factor and multi-
factor PCA models, and decompose these differences into two parts, one caused by the volatility
structures and the other due to the correlations.
If extra factors are added to the one-factor PCA model, both the volatility of forward rates
and the correlations between these forward rates change. It is important to decompose the effect
(on cap and swaption prices) of adding a factor into these two components, because the real
added value of an extra factor is determined by the size of the correlation effect. This is because
for the class of Gaussian HJM models, the volatilities of forward rates implied by a multi-factor
model can also be obtained from an appropriately chosen one-factor model: corresponding to
the multi-factor model given in equation (5.3), the one-factor model with the same volatilities of
forward rates as the multi-factor model in (5.3) is given by
where Z(t) is a standard Brownian Motion. We shall refer to model (5.9) as the “one-factor PCA
model with K principal components”. The difference between models (5.3) and (5.9) is, of
course, the correlation structure between forward rates. To identify the correlation and volatility
effects, we shall compare three models. The volatility effect of adding a principal component is
measured by the difference between the one-factor model with one principal component and the
one-factor model with two or three principal components . The correlation effect is defined by
the difference between the one-factor PCA model with two (or three) principal components and
the two-factor (or three-factor) PCA model.
It is important to note that we do not re-estimate the parameters in model class (II) for the
one-factor PCA models with multiple principal components. This implies that, both for option-
based estimation and interest-rate-based estimation, the one-factor model with two (or three)
principal components generates exactly the same volatilities of forward rates as the two-factor
(or three-factor) model. This, in turn, implies that the prediction errors for caps are exactly the
same for these two models, because cap prices only depend on forward rate volatilities. Thus,
the only difference between these models will be the pricing of swaptions.
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14We observe the prices of at-the-money caps and swaptions at each trading day, so that after 2 weeks, we do
not observe the price of a cap or swaption with the at-the-money strike rate of the starting date. To be able to
calculate the price of a cap or swaption after these 2 weeks, we assume that there is no implied Black volatility
smile, i.e., we assume that the observed implied Black volatility for a cap or a swaption is the same for all strike
rates. As the deviations from the at-the-money strike rate in 2 weeks are not very large, this assumption seems
reasonable and not in favour of any particular model.
In Table 5.15 we present the average absolute prediction errors for swaptions. If we increase
the variance of forward rates in a one-factor model (by adding principal components to the one-
factor model), the absolute prediction errors for swaptions increase. This is because in the one-
factor model with one principal component, swaptions are already overpriced, as shown in Table
5.13, so that increasing the variance of forward rates in a one-factor model leads to even higher
overpricing of swaptions. Hence, the volatility effect is negative for swaptions. This negative
volatility effect is compensated by the correlation effect, which is around 2.2% of the price for
two-factor models and around 3.7% of the price for three-factor models, applying option-based
estimation. In other words, the absolute pricing errors decrease with 3.7% of the price, if we
allow interest rates to be imperfectly correlated, while keeping the variance of forward interest
rates at the same level. Applying interest-rate-based estimation, the correlation effect is somewhat
smaller. This is consistent with the results in Figure 5.3, which shows that option-based
estimation leads to lower correlations than interest-rate-based estimation.
5.7 Accuracy of Hedging Caps and Swaptions
Besides the pricing and prediction of interest-rate derivatives, a second application of term
structure models is the hedging of derivative instruments. In this section, we empirically
investigate the size of hedging errors of delta-hedging strategies, and we analyze the differences
between the hedging errors of the different models. In particular, we focus again on the
differences between one- and multi-factor models.
The setup is as follows. For each week, we estimate a model applying either option-based or
interest-rate-based estimation. We calculate for each cap and swaption the deltas (as implied by
the model under consideration) with respect to certain hedge instruments (to be presented), and
construct for each derivative instrument a delta-hedged portfolio. After two weeks, we compute
the change in the value of this hedge portfolio, using the observed prices for the hedge
instruments and the derivatives14. This procedure is repeated for each week. This gives us 230
(partly overlapping) time-series observations on hedging errors for each cap and swaption. We
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measure the accuracy of a hedging strategy by calculating for each cap and swaption the ratio of
the standard deviation of these 230 hedging errors and the standard deviation of  two-week
changes in an unhedged investment in the particular derivative instrument. This latter standard
deviation is model independent. Thus the ratio of standard deviations  measures how much of the
variability in the derivative instrument is removed by a delta-hedging strategy. If we would hedge
continuously using the correct model, the hedge-portfolio would have zero variance. Because
we only hedge discretely, and because the models we analyze are approximations to reality, we
will observe a positive hedging error variance.
We implement two hedging strategies, factor hedging and bucket hedging. Factor hedging
is based on the fact that in a K-factor model, K different instruments (together with the money-
market account) are theoretically sufficient to replicate every derivative instrument in continuous
time. Furthermore, the same K hedging instruments can be used for all derivatives. If the model
describes the interest rate movements correctly, the choice of hedging instruments is irrelevant
as long as the instruments are sensitive to all K factors. We choose a zero-coupon bond with 6
months maturity as the hedge instrument for all one-factor models, zero-coupon bonds with
maturities of 6 months and 10 years for all two-factor models and zero-coupon bonds with
maturities of 6 months, 3 years and 10 years for all three-factor models. This choice of
instruments is inspired by our results for the PCA models and the fact that (i) the first factor of
an interest rate model is often chosen to be related to the short interest rate, (ii) the second factor
is often associated with the spread between a long and short maturity interest rate, and (iii) the
third factor is related to the curvature of the term structure of interest rates (see, for example,
Andersen and Lund (1997), Longstaff and Schwartz (1992) and Boudoukh et al. (1997)).
Canabarro (1995) examines hedging accuracy for one-factor models in simulated two-factor
economies, using a single instrument to hedge all interest rate options. Canabarro (1995) reports
that, in a simulated two-factor economy, ‘the hedging accuracy of extended one-factor models
is poor’.
For factor hedging, the hedge instruments are the same for all caps and swaptions, and
depend only on the number of factors in the model. For bucket hedging the converse is true: the
hedge instruments are different for each derivative, and independent of the number of factors of
the model. The hedge instruments for each cap or swaption are zero-coupon bonds with
maturities that correspond to all tenor dates relevant to the particular derivative. For example,
for a 2-year cap, that consists of 7 quarterly caplets, we use as hedge instruments zero-coupon
bonds with maturities of 3 months, 6 months, and so on, up to 2 years. For a 1-year option on
a 5 year swap with yearly payments, we use zero-coupon bonds with maturities of 1 year, 2
years, and so on, up to 6 years, as hedge instruments. In the appendix, we give the formulas that
lead to the hedge ratios that we use for factor and bucket hedging.
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Thus, factor hedging represents a hedge strategy that makes use of as few instruments as
theoretically necessary, whereas bucket hedging probably comes closer to hedging as it is
performed in practice for large books of derivative instruments. Of course, other choices for the
hedge instruments are possible, but for almost all other choices the number of hedge instruments
will lie between the number of hedge instruments for factor hedging and the number of hedge
instruments for bucket hedging.
In Table 5.16, we present the results of the factor hedging strategy. For factor hedging, the
number of factors is of great importance: for the three-factor PCA model we find that factor
hedging leads to a reduction in standard deviation of around 65% for both caps and swaptions,
whereas the one-factor models lead, at best, to a standard deviation reduction of 46% for caps
and 36% for swaptions. Hence, because of non-parallel movements of the term structure, it does
not suffice to use only one hedge instrument to hedge all possible term structure movements. This
result is in line with the results of Canabarro (1995). The difference between the interest-rate-
based and option-based estimated models is not very large in all cases, although the overall
hedging results for option-based estimation are slightly better. If we focus on the results for one-
factor models, the results also show that for caps a model with a hump shaped volatility structure
performs a little better than models with constant or declining volatility functions, whereas for
swaptions the converse is true. This is in line with the results of the conditional prediction in the
previous section.
In Figure 5.6, we graph the ratios of standard deviation for all caps and swaptions. For caps,
adding the 10-year bond as hedge instrument improves the hedge results for the long-maturity
caps, and subsequently, adding the 3-year bond to the hedge instruments improves the hedge for
caps with intermediate maturities, as could be expected. For swaptions,we find a similar result.
For the one-factor PCA model, with the 6-month bond as hedge instrument, the reduction in
variability is largest for swaptions with short total maturities. Adding the 10-year bond as hedge
instrument improves the hedge results for swaptions with long total maturities, and, subsequently,
adding the 3-year bond reduces primarily the variance of hedge portfolios for swaptions with
intermediate maturities.
For all models and all instruments, there is still considerable variation left in the hedge
portfolio. Besides the fact that we only hedge discretely, one important cause of the non-zero
standard deviation is the vega-effect: after two weeks the (implied) volatility of the cap or
swaption has changed. To calculate how large this vega-effect is, we have recalculated the hedge
results, but now we value the portfolio after two weeks (the end of the hedging period) using the
same implied Black volatilities that were used to value the portfolio at the beginning of the hedge.
It follows from this analysis that, on average, the reduction in standard deviation is for caps 10%
higher and for swaptions 6% higher than without this vega-correction. Tables 2 and 4 show that,
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on average, the volatility of implied cap volatilities is larger than the volatility of implied swaption
volatilities, which is consistent with our findings for the size of the vega-effect. 
In Table 5.17 we give the results for bucket hedging. In contrast to the results for factor
hedging, there are hardly any differences between the models and estimation methods, although
the variance reduction is a little larger for interest-rate-based estimated models. It turns out that
the hedge ratios for bucket hedging, which are given in equations (5.A.1) and (5.A.6) in the
appendix, are not very sensitive to changes in the values of the parameters. For example,
doubling the Ho-Lee parameter from 0.01 to 0.02 on an annual basis (i.e., doubling the volatility
of all forward rates), leads to an average change in the hedge ratios of less than 1%. For the
hedge ratios that correspond to factor hedging, such a change in the parameter value leads to
changes in hedge ratios between 5% and 20%. Thus, we conclude that the choice of the number
of hedge instruments is more important than the particular model and estimation method that is
used.
Intuitively, the bucket hedging approach hedges a derivative for many possible movements
of the term structure, even if a one-factor model is used to calculate the deltas. This is what
makes this hedge strategy very robust. Thus, although the factor hedging results provide clear
evidence against one-factor term structure models, it is possible to decrease the hedging errors
of one-factor models by using more sophisticated hedge strategies.
In Figure 5.6, we give the bucket hedging results per cap and swaption, for the option-based
estimated three-factor PCA model. The results for the other models are quite similar. For the 7-
and the 10-year cap, factor hedging with a three-factor model leads to larger variance reductions
than the bucket hedging method. This can be explained as follows: with bucket hedging, a caplet
with a maturity of 9.75 years on a 3-month interest rate is hedged with two zero-coupon bonds
with maturities of 9.75 and 10 years, by taking a long position in one bond and a short position
in the other. However, as the difference between these two bond prices is essentially the 3-month
forward rate with a forward maturity of 9.75  years, and because long-maturities forward rates
are estimated (using equation (5.7)) with quite a high error variance, a large part of the
movements in this hedge portfolio is estimation error and thus uncorrelated with movements in
the derivative price. As the hedge instruments that are used for factor hedging are more robust
to this estimation error, factor hedging outperforms bucket hedging for long-maturity caps. Still,
for all caps together, bucket hedging leads to hedge reductions that are, on average, a little larger
than for factor hedging.
For swaptions, bucket hedging improves the hedge results in comparison to the hedge results
for factor hedging with a three-factor model, indicating that three hedge instruments are not
sufficient to hedge all swaptions accurately. Figure 5.6 shows that for swaptions with long option
maturities, estimation error for the underlying instruments plays a role, although the effect is not
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as strong as for caps.
Finally, we also calculated the size of the vega-effect for bucket hedging, and the size of this
effect is around 16 percent points for caps and 13 percent points for swaptions. In other words,
the ratios of standard deviations in Table 5.17 are 16% and 13% lower for, respectively, caps and
swaptions, if we correct for the vega-effect.
5.8 Concluding Remarks
The goal of this chapter is to provide an empirical analysis and comparison of several one- and
multi-factor HJM term structure models, and, in particular, to analyze the importance of a term
structure model with multiple factors for the pricing and hedging of interest rate derivatives. In
contrast to most previous research, we have used data on derivative instruments to compare the
models, namely caps and swaption prices. Because of the large variety in option maturities and
swap maturities, the prices of these instruments potentially contain a lot of information.
We compare the models by analyzing for each model the prediction of cap and swaption
prices and  the accuracy of hedging caps and swaptions. It has been claimed in the literature that,
for the pricing of swaptions, one-factor models are too restrictive because they imply perfect
correlation between interest rates of different maturities. We find that, on average, a three-factor
model gives the best prediction of cap and swaption prices, but the differences with one-factor
models are both economically and statistically not very large. We also find that parameter
estimation on the basis of option prices, as applied by Amin and Morton (1994), leads to better
prediction of derivative prices than estimation on the basis of interest rate changes, which is done
by Buhler et al. (1999). In almost all cases, caps are underpriced by both one- and multi-factor
models, whereas swaptions are overpriced by these models. This over- and underpricing is
persistent over almost 5 years of derivative price data.
A hedging analysis reveals large differences between the one- and multi-factor models, if one
uses as many hedge instruments as there are factors in the model: the reduction in derivative price
variability due to delta-hedging with the three-factor model is almost twice as large as for the
one-factor models. However, if we use for every cap and swaption a set of hedge instruments
that covers all maturities at which the cap or swaption pays out (bucket hedging), the differences
between the one- and multi-factor models disappear. Hence, from that perspective, the choice
of the number of hedge instruments and the maturities of these hedge instruments are more
important than the particular model choice.
In Chapter 7 we will further analyze multi-factor term structure models for the pricing of
interest rate derivatives. In that chapter we will use an estimation method that combines the
The Performance of Multi-Factor Term Structure Models for Pricing and Hedging Caps and Swaptions 143
information in interest rate data with the information in option price data. 
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Appendices
Appendix 5.A Factor and Bucket Hedging
In this appendix we discuss the hedging of swaptions in Gaussian time-homogeneous HJM
models. As a caplet is an option on a one-period swap, this discussion also applies to caps. The
results in this appendix are all derived by Brace and Musiela (1995).
Equations (5.5) and (5.6) present the price of a payer swaption, giving the right to enter a
swap at time T with fixed rate k, where the swap has payment dates T1, T2,.., Tn. To simplify
notation we assume here that the payment dates are equally spaced and define the daycount
fraction as the time between payment dates . We also define * ' Ti%1&Ti Ci ' k*, i'1,....,n&1
and . For the case of Gaussian HJM models, Brace and Musiela (1995) derive theCn ' 1%k*
partial derivatives of a swaption price V(t) with respect to zero-coupon bond prices :
Here  are defined in equation (5.6), and(i, i'1,...,n
and  is the complement of A. As before, NK(x) is the density function of the K-A c d úK
dimensional standard normal distribution.
The swaption price V(t) satisfies the following stochastic differential equation (under the
equivalent martingale measure Q, with the money market account as numeraire asset)
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Also, bond prices satisfy the following SDE in Gaussian time-homogeneous HJM models
Equations (5.A.3) and (5.A.5) show that the hedge-ratios in equation (5.A.1) can directly be used
to hedge the swaption with n+1 zero-coupon bonds with maturities T and T1, T2,.., Tn, because
This is exactly the hedge strategy of bucket hedging. Note also that in a K-factor model, the K
Brownian Motions in equation (5.A.3) can be substituted by K zero-coupon bond prices of
different maturities, using equation (5.A.5). This procedure leads directly to the hedge portfolio
that is used for factor hedging.
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5.B Tables
Table 5.1. Fit of Money-Market Rates and Swap Rates.
This table gives the results of fitting the smooth discount function in (5.7) to money-market rates and swap







Money Market Rates -0.04% (-0.2 bp) 0.46% (2.3 bp) 0.77% (3.9 bp)
Swap Rates 0.02 % (0.1 bp) 0.25% (1.2 bp) 0.47% (2.4 bp)
Table 5.2. Statistics Cap Implied Black Volatilities.
Averages and standard deviations are calculated from 232 weekly observations
on implied volatilities of caps.
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Table 5.3. Averages of Swaption Implied Volatilities.
















0.85 16.7% 17.0% 16.8% 16.7% 16.6% 15.9% 15.3%
0.25 16.5% 16.9% 16.6% 16.4% 16.0% 15.8% 15.0%
0.50 16.5% 16.8% 16.6% 16.4% 16.2% 15.6% 14.8%
1.00 17.8% 17.2% 16.7% 16.1% 15.8% 15.2% 14.4%
1.50 17.5% 16.9% 16.3% 15.9% 15.6% 14.9%
2.00 17.1% 16.6% 15.9% 15.7% 15.3% 14.8%
3.00 16.7% 16.0% 15.7% 15.3% 14.9% 14.3%
4.00 16.5% 15.8% 15.2% 14.4% 14.1%
5.00 16.2% 15.8% 15.1% 14.6% 14.2%
Table 5.4. Standard Deviations of Swaption Implied Volatilities.
Standard deviations are calculated from 232 weekly observations on implied volatilities of swaptions. All















0.85 5.6% 4.1% 3.9% 3.6% 3.4% 3.0% 2.6%
0.25 4.6% 3.7% 3.4% 3.1% 2.8% 2.6% 2.2%
0.50 3.5% 3.1% 2.9% 2.6% 2.4% 2.1% 1.8%
1.00 3.0% 2.6% 2.3% 2.1% 1.9% 1.7% 1.5%
1.50 2.6% 2.3% 2.0% 1.9% 1.8% 1.6%
2.00 2.3% 2.1% 1.9% 1.8% 1.8% 1.6%
3.00 1.9% 1.8% 1.7% 1.6% 1.6% 1.5%
4.00 1.7% 1.8% 1.6% 1.5% 1.5%
5.00 1.6% 1.6% 1.3% 1.4% 1.4%
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Table 5.5. GMM Interest-Rate-Based Estimation Results.
The table reports average parameter estimates for 1-factor models, based on GMM with moment restrictions
as described in section 5. A rolling horizon of 9 months is used. The volatility parameters are all expressed







Avg. Estimate (1 0.975% 0.950% 0.681%
Standard Deviation (1 0.169% 0.254% 0.193%
Avg. t-ratio (1 19.11 18.56 15.32
Avg. Estimate (2 - -0.009 0.191
Standard Deviation (2 - 0.031 0.091
Avg. t-ratio (2 - 2.22 2.45
Avg. Estimate (3 - - 0.850
Standard Deviation (3 - - 0.531









Table 5.6. Results of Principal Components Analysis.
The table reports average estimates and standard deviations of the factor volatility functions at the indicated
forward rate maturities. The factor volatility functions are estimated using principal components analysis, with
a rolling horizon of 9 months. The averages and standard deviations are calculated from the 282 resulting

















3 months 0.52% 0.17% -0.18% 0.14% 0.21% 0.11%
1 year 1.12% 0.32% -0.30% 0.25% 0.30% 0.11%
5 years 0.98% 0.14% 0.01% 0.12% -0.15% 0.08%
10 years 0.98% 0.17% 0.37% 0.40% 0.10% 0.22%
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Table 5.7. Option-Based Estimation Results Parametric Models.
Averages and standard deviations are taken over 282 weekly estimates. The p-value refers to a test of the
hypothesis that the parameter is equal to zero. For the parameter (1 the parameter sign is not identified,








Avg. Estimate (1 0.993% 1.057% 0.863%
Standard Deviation (1 0.166% 0.322% 0.421%
p-value (1 0 0 0
Avg. Estimate (2 - 0.017 0.248
Standard Deviation (2 - 0.069 0.086
p-value (2 - 0.403 0
Avg. Estimate (3 - - 0.879
Standard Deviation (3 - - 0.737
p-value (3 - - 0
Table 5.8. Implied Parameter Estimates for PCA Models.
Averages and standard deviations are taken over 282 weekly estimates. The p-value refers to a test of the
hypothesis that the parameter is equal to zero. If the true parameter value is equal to zero, the average has
asymptotically a truncated normal distribution.
Average Standard Deviation P-value
1-Factor Model, Factor 1 Parameter 0.989 0.114 0.000
2-Factor Model, Factor 1 Parameter 0.912 0.104 0.000
2-Factor Model, Factor 2 Parameter 0.996 0.665 0.000
3-Factor Model, Factor 1 Parameter 0.869 0.100 0.000
3-Factor Model, Factor 2 Parameter 0.901 0.689 0.000
3-Factor Model, Factor 3 Parameter 1.203 0.620 0.000
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Table 5.9. Pricing Results for Cap Prices.
The table provides statistics on the pricing errors of caps. A pricing error is defined as model price minus














Ho-Lee Model -8.83% 16.67% -7.55% 14.21%
Hull-White Model -11.90% 16.86% -6.42% 12.70%
Mercurio-Moraleda -9.79% 13.20% -7.32% 10.26%
1-Factor PCA -9.36% 12.28% -11.54% 12.10%
2-Factor PCA -4.02% 9.57% -8.32% 9.11%
3-Factor PCA 1.28% 9.72% -5.34% 6.83%
Table 5.10. Pricing Results for Swaption Prices.
The table provides statistics on the pricing errors of swaptions. A pricing error is defined as model price minus
observed price, divided by the observed price. Averages are based on 232 time-series observations, for 56













Ho-Lee Model 2.22% 12.33% 3.55% 8.65%
Hull-White Model 0.63% 13.01% 2.88% 7.24%
Mercurio-Moraleda 15.01% 19.34% 4.33% 7.34%
1-Factor PCA 10.23% 14.27% 7.47% 9.50%
2-Factor PCA 14.14% 16.34% 5.78% 8.36%
3-Factor PCA 16.17% 17.90% 3.28% 7.23%
The Performance of Multi-Factor Term Structure Models for Pricing and Hedging Caps and Swaptions 151
Table 5.11. 2-week Prediction Results for Cap Prices.
The table provides statistics on the two-week conditional prediction errors of caps. A prediction error is defined
as model prediction minus observed price, divided by the observed price. The conditional predictions are
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Table 5.12. Pairwise Model Comparison: Predicting Cap Prices, 2-week Horizon.
Models I-VI are interest-rate-based estimated models: I is Ho-Lee, II is Hull-White Model, III is the Mercurio-
Moraleda model, IV, V and VI are 1/2/3-factor PCA models. Models VII-XII are option-based estimated models,
in the same order as interest-rate-based estimated models. The table contains t-ratios for the difference in average
absolute pricing errors of pairs of models, i.e., the average absolute pricing error of model i (in row i) minus the
average absolute pricing error of model j (in column j). The t-ratios are calculated allowing for a general cross-
correlation structure of prediction errors, and corrected for heteroskedasticity and 10th degree autocorrelation
using Newey-West (1987).
I II III IV V VI VII VIII IX X XI
II 0.5
III -3.7 -5.8
IV -4.2 -4.7 -1.4
V -5.7 -5.7 -4.3 -3.7
VI -4.7 -4.6 -2.5 -1.8 0.5
VII -2.3 -2.1 1.1 1.7 4.2 3.9
VIII -3.1 -3.2 -0.1 0.6 3.1 3.2 -3.0
IX -4.7 -4.5 -2.0 -1.2 1.0 0.8 -5.6 -5.1
X -4.6 -4.2 -1.3 -0.5 2.6 1.9 -3.7 -1.7 2.1
XI -5.4 -5.1 -3.1 -2.3 -0.4 -0.7 -5.9 -5.2 -3.9 -3.9
XII -5.7 -5.7 -4.2 -3.3 -2.3 -2.6 -6.1 -6.4 -5.8 -5.0 -4.3
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Table 5.13. 2-week Prediction Results for Swaption Prices.
The table provides statistics on the two-week conditional swaption prediction errors. A prediction error is
defined as model prediction minus observed price, divided by the observed price. Conditional predictions are
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Table 5.14. Pairwise Model Comparison: Predicting Swaption Prices, 2-week Horizon.
Models I-VI are interest-rate-based estimated models: I is Ho-Lee, II is Hull-White Model, III is the Mercurio-
Moraleda Model, IV, V and VI are 1/2/3-factor PCA models. Models VII-XI are option-based estimated models,
in same order as interest-rate-based estimated models. The table contains t-ratios for the difference in average
absolute pricing errors of pairs of models, i.e., the average absolute pricing error of model i (in row i) minus the
average absolute pricing error of model j (in column j). The t-ratios are calculated allowing for a general cross-
correlation structure of prediction errors, and corrected for heteroskedasticity and 10th degree autocorrelation
using Newey-West(1987).
     j
   i
I II III IV V VI VII VIII IX X XI
II 1.6
III 3.4 3.2
IV 1.7 1.1 -4.1
V 2.9 2.4 -3.0 4.8
VI 3.4 3.0 -1.3 5.1 4.7
VII -2.7 -3.2 -3.9 -2.8 -3.6 -3.9
VIII -3.6 -4.0 -4.1 -3.3 -3.9 -4.2 -3.3
IX -3.4 -3.8 -4.0 -3.2 -3.9 -4.2 -2.4 2.6
X -2.0 -2.6 -3.6 -2.4 -3.3 -4.4 2.4 4.7 4.3
XI -2.8 -3.4 -3.9 -2.9 -3.6 -3.7 -0.5 3.6 2.9 -3.3
XII -3.5 -4.0 -4.1 -3.3 -3.9 -3.9 -3.4 0.9 -0.5 -4.7 -4.0
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Table 5.15. Volatility and Correlation Effects.
The table contains average absolute two-week prediction errors for swaptions, for PCA models with one-, two-
and three factors. For the one-factor PCA model, three versions are presented, namely models with either one,
two, or three principal components determining the volatility function of this model. Then the volatility effect
is given by the difference between the one-factor model with two or three components, and the one-factor
model with one principal component. The correlation effect is equal to the difference between the two-factor


















One Principal Component 14.62% - -













One Principal Component 10.54% - -
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Table 5.16. Results for Factor Hedging of Caps and Swaptions.
For each cap and swaption, the ratio of the standard deviation of two-week changes in the hedge portfolio and
the standard deviation of two-week changes in the unhedged portfolio are calculated. The table presents the
averages of these ratios over all caps and all swaptions. The hedge instrument for 1-factor models is a 6-month
zero-coupon bond, for 2-factor models 6-month and 10-year zero-coupon bonds, and for 3-factor models 6-














Ho-Lee Model 55.46% (3.31%) 55.45% (3.33%) 64.04% (4.46%) 64.00% (4.43%)
Hull-White Model 55.52% (3.33%) 56.92% (3.07%) 64.18% (4.48%) 64.91% (4.02%)
Mercurio- Moraleda
Model
55.01% (3.13%) 54.89% (2.96%) 65.58% (4.23%) 65.22% (3.91%)
1-Factor PCA 53.96% (4.21%) 53.90% (4.20%) 65.96% (5.48%) 65.86% (5.46%)
2-Factor PCA 53.86% (3.72%) 53.83% (3.73%) 58.80% (4.20%) 58.76% (4.21%)
3-Factor PCA 34.74% (2.58%) 34.66% (2.58%) 35.51% (2.61%) 35.44% (2.62%)
Table 5.17. Results for Bucket Hedging of Caps and Swaptions.
For each cap and swaption, the ratio of the standard deviation of two-week changes in the hedge portfolio and
the standard deviation of two-week changes in the unhedged portfolio are calculated. The table presents the
averages of these ratios over all caps and all swaptions. The hedge instruments are zero-coupon bonds that
correspond to all dates that are relevant for the particular derivative, so that the number of hedge-instruments















Ho-Lee Model 34.70% (2.64%) 34.65% (2.65%) 31.04% (2.31%) 31.02% (2.31%)
Hull-White Model 34.70% (2.64%) 34.64% (2.65%) 31.03% (2.31%) 30.98% (2.31%)
Mercurio- Moraleda Model 34.69% (2.64%) 34.62% (2.64%) 31.08% (2.31%) 31.02% (2.31%)
1-Factor PCA 34.66% (2.63%) 34.61% (2.64%) 31.11% (2.32%) 31.01% (2.32%)
2-Factor PCA 34.58% (2.63%) 34.58% (2.63%) 31.13% (2.32%) 30.99% (2.31%)
3-Factor PCA 34.53% (2.62%) 34.56% (2.63%) 31.14% (2.32%) 30.97% (2.31%)












Volatilities of Forward Rates: Interest-Rate-Based Estimation





























Volatilities of Forward Rates: Interest-Rate-Based Estimation
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5.C Figures
Figure 5.1. Estimated Forward Rate Volatilities. The plots contain the average volatilities of forward rates of
different forward rate maturities implied by parametric models and PCA models. The upper graphs correspond
to interest-rate-based estimation, the lower graphs correspond to option-based estimation. The forward rate
volatilities are obtained by averaging the weekly volatility estimates from January 1995 until June 1999. All
volatilities are annualized percentage volatilities.












Volatilities of Forward Rates: Option-Based Estimation





























Volatilities of Forward Rates: Option-Based Estimation
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Figure 5.2. PCA Volatility functions. Volatility functions for the first, second and third factor of the PCA
models. The volatility functions are estimated using principal components analysis on 3-month forward rate
changes with different forward maturities, using a rolling horizon of 9 months. The figure gives the average
volatility functions over all valuation dates. All volatilities are annualized percentage volatilities.



















































Average and Average Absolute Prediction Error
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Figure 5.3. Estimated Forward Rate Correlations. The plot contains the average correlations of the 3-month
spot interest rate with the 3-month forward rates of different forward rate maturities, implied by PCA models. The
correlations are obtained by averaging the weekly correlation estimates, calculated using the covariance matrix
in equation (5.7), from January 1995 until June 1999.
Figure 5.4a. Cap Prediction Errors. Average and average absolute two-week prediction errors for caps: Three-
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Figure 5.4b-c. Swaption Prediction Errors. Average and average absolute two-week prediction errors for
swaptions: Three-factor PCA model with option-based estimation.
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Figure 5.5. Time-series of Cap and Swaption Prediction Errors. The graph shows the average of respectively
all cap and swap prediction errors for each week, for January 1995 until June 1999. The prediction errors are for
the three-factor PCA model with option-based estimation.
Figure 5.6a. Cap Hedge Results. Ratios of standard deviations of two-week changes in hedged and unhedged
portfolios, for caps and for factor hedging and bucket hedging. All results are for the one-, two- and three-factor
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Figure 5.6b-e. Swaption Hedge Results. Ratios of standard deviations of two-week changes in hedged and
unhedged portfolios, for swaptions, and for factor hedging and bucket hedging. All results are for the one-, two-
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Chapter 6
Libor Market Models versus Swap
Market Models for Pricing Interest Rate
Derivatives: An Empirical Analysis
6.1 Introduction
Since the first interest rate swap was traded in 1981, the market for interest rate derivatives has
grown enormously. Both the volume and complexity of the products traded have increased.
Hence, the modelling and pricing of interest rate derivatives has been an area of active research
of considerable interest both for academics and practitioners.
To determine the prices of exotic interest rate derivatives, pricing models are used as an
‘extrapolation tool’. Given the prices of liquid instruments available in the market, such as caps
and swaptions, pricing models extract information about the distribution of the underlying rates
by calibrating to these market prices. The calibrated model is then used to price and hedge the
exotic instrument. For the successful pricing of exotic options, it is therefore important to find
parsimoniously specified models that provide an accurate fit to the prices of the liquid market
derivative instruments.
A recent development in modelling interest rates and pricing interest rate derivatives are the
so-called market models. Brace, Gatarek, and Musiela (1997) and Miltersen, Sandmann, and
Sondermann (1997) present an arbitrage-free interest rate model, the Libor Market Model
(LMM), in which forward Libor rates follow lognormal processes, leading to the Black (1976)
pricing formula for caps and floors, which is used by market practitioners. A similar model for
swap rates and swap rate derivatives was developed by Jamshidian (1997). His so-called Swap
Market Model (SMM) leads to the Black formula for swaptions.
Compared to the traditional models, such as the instantaneous spot rate models (for example,
Vasicek (1977), Cox, Ingersoll and Ross (1985), and Hull and White (1990)) and models for
instantaneous forward interest rates (Heath, Jarrow and Morton (1992) and Ritchken and
Sankarasubramanian (1995)), that we analyzed in the previous chapter, there are several
advantages of the market models. First, the match to the market Black formula for option prices
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1Recent work on the market models includes Andersen and Andreasen (1999), Barton, Brace, and Dun
(1998), Glasserman and Zhao (1999), Longstaff, Santa-Clara, and Schwartz (2000a,2000b), Pedersen (1999),
Rebonato (1999), and Schlögl (1999).
makes calibration of market models very simple. The quoted implied Black volatilities can
directly be inserted in the model, avoiding the numerical fitting procedures that are needed for
the spot rate or forward rate models. Second, the market models are based on observable market
rates, such as Libor rates and swap rates. Hence, one does not need the (unobserved)
instantaneous short rate or instantaneous forward rates to price and hedge caps and swaptions.
Given the advantages of the market models, it is not surprising that these models have
received a lot of attention recently1. However, there has been little attention to the empirical
performance of the market models. Since the LMM and the SMM are mutually inconsistent
approaches, it is an empirical question which model is to be preferred for practical purposes. It
is exactly this question we want to address in this chapter. We use US panel data on prices of
caplets of different option maturities, and prices of the swaption ‘matrix’ (i.e., prices of swaptions
for several option maturities and swap maturities). The chapter focuses on the following three
important issues.
The first is an empirical comparison of the LMM with the SMM. We use caplet prices for
calibration of the LMM. For calibration of the SMM, we use a subset of the swaption prices.
Then, to compare the LMM with the SMM, we use the differences between model prices and
actual prices for the derivative instruments that are not used for calibration of the LMM or the
SMM. Given these calibration strategies for the LMM and SMM, the empirical results show that
the LMM leads to better prediction of these derivative prices than the SMM. Also, the SMM
substantially overprices caplets. In this chapter, we provide an explanation for these results.
A second important issue in calibrating the model is the specification of the volatility function.
This function plays a crucial role in the model. We show that the usual choice of a constant
volatility function for each option maturity date is not a particularly attractive one, because the
LMM with a constant volatility function persistently overprices swaptions and the SMM with a
constant volatility function underprices swaptions. Much better results are obtained by specifying
an exponentially declining volatility function. This functional form corresponds to mean-reverting
behaviour of interest rates. We argue that the use of declining volatility functions decreases the
correlation between interest rates at different points in time, which has an important effect on the
prices of swaptions.
Third, we consider two different calibration methodologies: exact calibration and non-exact
calibration. Interest rate derivatives traders often use exact calibration to match the model as
closely as possible to observed market prices. In case of exact calibration, the model under
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consideration has as many parameters as calibration instruments, and these parameters are chosen
such that the model exactly fits caplets (in case of the LMM) or 10-year total maturity swaptions
(in case of the SMM). With non-exact calibration, the model has only a small number of
parameters and exact fitting of derivative prices is not possible in general. However, ‘overfitting’
of the model is potentially avoided, which may lead to better pricing of other derivatives. We find
that the exactly calibrated models overfit the derivative price data, as in almost all cases non-
exact calibration leads to smaller pricing errors for the derivatives that are not used for
calibration.
For all models and calibration methodologies, a specification test reveals that, under the
assumption of frictionless markets, the market models are rejected statistically. However, given
the large bid-ask spreads on these derivative instruments and given the results on the influence
of transaction costs on tests of pricing models in Chapter 4, the size of the pricing errors does
not seem to be economically very large.
This chapter is related to previous empirical work on pricing interest rate derivatives. Flesaker
(1993) and Amin and Morton (1994) analyze the pricing of Eurodollar futures options with
Heath, Jarrow, and Morton (HJM, 1992) models. In both articles one-factor models are
examined. The effect of the shape of the volatility function on derivative prices is analyzed by
Amin and Morton (1994), but since they only use short-maturity options on short-maturity
futures, they are not able to precisely estimate the volatilities of both short-maturity and long-
maturity forward rates. Thus, they conclude that the constant volatility Ho and Lee (1986) model
satisfactorily describes their data. As our dataset contains a wide range of option and swap
maturities, we are able to precisely estimate the decrease in the volatility structure and the effect
on the pricing of swaptions. Amin and Morton (1994) also examine whether models are
overfitted to derivative prices by analyzing whether model-based trading strategies are profitable.
They conclude that models with only two calibration parameters are overfitted to the derivative
prices. In this chapter, we provide a more direct analysis of model overfitting, by studying the
prediction of derivative prices that are not used for calibration. 
Buhler et al. (1999) use data on German government bond options to compare several one-
and two-factor interest rate models. Buhler et al. (1999) estimate the model parameters from
historical interest rate data, which leads to very large pricing errors for the bond options. Such
an estimation procedure can be useful for the calculation of risk measures, such as VaR. For the
accurate pricing of exotic interest rate derivatives, however, it seems inevitable to also include
the information in derivative prices to estimate the model parameters. This intuition is confirmed
by the results of the previous chapter, where we found that, for HJM models, parameter
estimation on the basis of option price data leads to better prediction of option prices than
parameter estimation on the basis of interest rate data.
Libor Market Models versus Swap Market Models for Pricing Interest Rate Derivatives168
2In Brace, Gatarek, and Musiela (1997), a formulation based on a continuum of bond prices at each moment
in time is presented, so that the LMM fits in the framework of Heath, Jarrow, and Morton (1992). However, as
noted by Jamshidian (1997), for the pricing and hedging of caplets and swaptions it is not necessary that a
continuum of bond prices and a money market account exist. This is an important difference between the market
models and the framework of Heath, Jarrow, and Morton (1992).
T1 < T2 < ... < TN (6.1)
Longstaff, Santa-Clara, and Schwartz (LSS, 2000b) analyze models based on Libor rates.
They use a very different estimation procedure, which uses principal component analysis. They
fit a LMM-type model to the prices of swaptions, and, subsequently, price caplets. Their focus
is, however, on another interesting aspect of market models, namely the number of relevant
factors. In Chapter 5 we also analyzed the importance of the number of factors, using HJM term
structure models for instantaneous forward rates.
The remainder of this chapter is organized as follows. In Section 6.2, we briefly review the
construction of the market models. Section 6.3 describes the data. Section 6.4 first discusses the
calibration methodology for the LMM and then presents the results of this calibration. Section
6.5 presents the calibration methodology and results for the SMM. In Section 6.6 we summarize
and conclude.
6.2  Libor and Swap Market Models
In this section we describe the market models of interest rates. We first show how a Libor
Market Model (LMM) is constructed. Thereafter, we briefly discuss the formulation of a Swap
Market Model (SMM). For a complete discussion of the Swap Market Models, we refer to
Jamshidian (1997) and Musiela and Rutkowski (1997, Chapter 14). For both models, we briefly
discuss the pricing of caplets and swaptions.
6.2.1 The Libor Market Model
We describe the LMM formulation based on a finite number of bond prices, following Jamshidian
(1997).2 We start with defining a finite set of dates, the so-called tenor structure,
We also define  as the so-called daycount fractions, which are*i ' Ti%1&Ti, i'1,..,N&1
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determined by the maturity of the Libor rate that is used to determine caplet payoffs and are most
often equal to 3 or 6 months3. Associated with each tenor date Tn is a bond that matures at this
date, and its time t price is denoted with . It is assumed that these bond prices follow ItôPn(t)
processes under the empirical probability measure, i.e.,
where Wt is a one-dimensional standard Brownian Motion. The drift function  and the bondµ
P
n(t)
price volatility  can depend on the bond price . The forward Libor rate at time t for theFPn(t) Pn(t)
accrual period  is defined as[Tn,Tn%1]
Applying Itô’s lemma to equation (6.3), it follows that a forward Libor rate satisfies the following
Itô process under the empirical probability measure
The function  is the drift function of the forward Libor rate, and  is the volatilityµn(t) (n(t)
function. The idea behind the LMM is to construct an arbitrage-free interest rate model that
implies a pricing formula for caplets that has the same structure as the Black pricing formula for
a caplet, that is used by market practitioners. As the Black pricing formula for a caplet is based
on the assumption that the relevant forward Libor rate follows a lognormal process under the
equivalent martingale measure, the LMM has to imply lognormal processes (under the equivalent
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t ), n'1,...,N&1 (6.5)
martingale measure) for the forward Libor rates in (6.3). Therefore, following Brace, Gatarek,
and Musiela (1997) and Jamshidian (1997), it is assumed that the volatility function  is a(n(t)
deterministic function of time, which can be different for the different forward Libor rates. For
a given forward Libor rate, this volatility function  describes the instantaneous(n(t), t#Tn,
volatility of this forward Libor rate over time, until the forward Libor rate matures at time .Tn
If this volatility function is constant, i.e., if  does not depend on t, the volatility of the(n(t)
forward Libor rate  is constant until its maturity date . A volatility function  that isLn(t) Tn (n(t)
increasing in time t would imply that the volatility of the forward Libor rate increases as the rate
approaches its maturity date.
Given these N-1 volatility functions of the forward Libor rates, the N volatility functions of
the bond prices cannot be recovered. This indeterminacy is solved by choosing one of these bond
prices as numeraire. By assuming that there are no arbitrage opportunities amongst the N bonds,
it follows (see Jamshidian (1997) and Musiela and Rutkowski (1997)) that numeraire-
denominated bond prices are martingales in the probability measure associated with the choice
of the numeraire. One convenient choice for the numeraire asset is the bond with the longest
maturity , and the associated probability measure is often called the terminal measure QN.PN(t)
Jamshidian (1997) shows that the process of forward Libor rates under the terminal measure is
given by
where  is a standard Brownian Motion under the terminal measure (and where the sum isW (t
defined to be equal to zero if n equals N-1). Given the QN-processes of these N-1 forward Libor
rates, all numeraire-denominated bond price processes can be determined.
The result in (6.5) implies that, in order to price and hedge interest rate derivatives, only the
volatility functions  have to be determined. Furthermore, under the terminal measure, the(n(t)
Libor rate  has zero drift. Similarly, under the probability measure Qn associated with theLN&1(t)
numeraire , the Libor rate  has zero drift. This directly follows from the fact that thePn(t) Ln&1(t)
Libor rate  is a ratio of bond prices, with the numeraire  in the denominator, asLn&1(t) Pn(t)
shown in equation (6.3).
We now turn to the pricing of (European) interest rate derivatives, such as caplets, caps and
swaptions. In the previous chapter we already introduced these instruments. Because we use a
different notation in this chapter, we will again discuss these instruments below. A caplet with
strike rate k and maturity date Tn pays off  at time Tn+1. The LMM-price of this*n (Ln(Tn)&k)
%
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caplet at time t can be calculated using the expectation  of the discounted payoff under theE n%1t
Qn+1 measure
Because  follows a driftless lognormal process under the Qn+1 measure, equation (6.6) leadsLn(t)
to the familiar Black pricing formula for a caplet and this caplet price is determined by the
conditional variance (under the Qn+1-measure) of the forward Libor rate over the maturity of the





of different maturities, can also analytically be determined for the LMM.
A swaption is an option on a swap. Consider a forward swap, with principal 1, where two
parties agree to exchange at dates  the floating Libor rates {Tn%1,...,Tn%m} {Ln(t),...,Ln%m&1(t)}
for a fixed rate. The forward swap rate is the fixed rate that gives this contract zero initial value
and is given by
A payers swaption with strike rate k, maturity date Tn and m payment dates gives the right
to enter into a swap at date Tn, where floating Libor payments are received and fixed payments
k are paid. Equivalently, a payers swaption gives the right to receive the cash flow
 at dates  (see Musiela and Rutkowski (1997)).*n%j&1 (Sn,m (Tn)&k)
% Tn%j, j'1,..,m
In equation (6.7), it is shown that a forward swap rate depends on several forward Libor
rates, so that the variance of a swap rate is a function of both the variances and covariances (or
correlations) of forward Libor rates. As already noted in Chapter 5, swaption prices thus depend
both on conditional variances and covariances of forward Libor rates of different maturities,
whereas caplet prices only depend on the conditional variance of one forward Libor rate. It is
easy to show that forward swap rates do not follow lognormal processes in the LMM, as the
forward par swap rate in (6.7) is a linear combination of several forward Libor rates. Swaptions
cannot be priced analytically by the LMM. We will use simulation to obtain (exact) prices of
swaptions, by simulating the Euler discretization of the processes of forward Libor rates in
equation (6.5) under the terminal measure. The complete simulation procedure is described in
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Brace (1998).
6.2.2 The Swap Market Model
The SMM is constructed in a way that is quite similar to the construction of the LMM, but the
algebra is more complicated. Therefore, we will only briefly discuss the construction of the
SMM, and refer to Jamshidian (1997) and Musiela and Rutkowski (1997, Chapter 14) for a
detailed discussion.
We start with the same tenor structure as given in equation (6.1), and we again assume that
the N bond prices follow Itô processes. Itô’s lemma implies that all forward swap rates also
follow Itô processes. To arrive at the Black-type pricing formula for swaptions, we will now
require that forward swap rates follow lognormal processes. More specifically, for the set of
forward swap rates that have the same enddate TN, , it is assumed that, underSn,N&n(t), n'1,...,N
the empirical probability measure
with deterministic volatility functions . Jamshidian (1997) shows that assuming that(n,N&n(t)
these forward swap rates follow lognormal processes is not consistent with the assumption that
forward Libor rates follow lognormal processes, so that the LMM and SMM are mutually
inconsistent. In other words, assumption (6.8) (with deterministic volatility functions )(n,N&n(t)
implies different bond price processes than assumption (6.4) (with deterministic volatility
functions ).(n(t)
Given the N-1 volatility functions  of the forward swap rates, the N volatility(n,N&n(t)
functions of bond prices cannot be determined and again this indeterminacy is resolved by
choosing a bond price as numeraire. For the forward swap rate  the most convenientSn,N&n(t)
choice of numeraire is the coupon process or present value of a basis point (PVBP)
. Equation (6.7) shows that, assuming no-arbitrage and choosing this couponjN&nj'1 *n%j&1 Pn%j(t)
process as numeraire, the forward swap rate  follows a driftless lognormal process underSn,N&n(t)
the equivalent martingale measure induced by this numeraire choice. This directly implies that the
SMM-price of a swaption with option maturity  and swap maturity  is given by theTn TN&Tn
Black formula. Hence, the N-1 swaptions that have a total maturity -defined as the option
maturity plus the swap maturity- equal to TN, will have a Black-type pricing formula, as the
forward swap rates that determine these swaption prices follow driftless lognormal processes
under their equivalent martingale measures. Again, determination of the volatilities  is(n,N&n(t)
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cap implied volatilities, assuming a piecewise constant caplet implied volatility curve.
sufficient to price derivatives.
The prices of other swaptions and caplets cannot be determined using the closed-form Black
formula, as the underlying rates do not follow lognormal processes in the SMM, and we use
simulation techniques to obtain the prices. Of course, we simulate all forward swap rates under
the same equivalent martingale measure, induced by a particular numeraire choice. We choose
to simulate under the terminal equivalent martingale measure, using an Euler discretization of
the processes of forward swap rates under this measure, which are derived by Jamshidian (1997).
The difference between the LMM and the SMM is, therefore, determined by the set of market
rates that follow lognormal processes in the model. For the LMM this is a set of forward Libor
rates, and for the SMM this is a set of forward swap rates.
6.3  Data Description
We use two types of data sets for our analysis: US term structure data to determine the
underlying term structure of forward Libor and forward swap rates, and US derivatives data on
implied volatilities of caplets and swaptions4. These data sets are similar to the data sets used in
Chapter 5. The data period is, however, shorter and the option data set in this chapter contains
caplet implied volatilities instead of cap implied volatilities.
The term structure data consist of 282 daily observations on a spot Libor rate, Eurodollar
futures prices, and swap rates of different maturities, for the time period between July 1995 and
September 1996. The prices of Eurodollar futures do not directly give information about forward
Libor rates, because future prices are different from forward prices. We correct for this difference
using an approximation for the price of an Eurodollar future in the LMM, derived by Brace
(1998, p. 4). To calculate this correction, we use the one-factor constant volatility LMM, which
is described in the next section. In Table 6.1, we present some summary statistics on these yield-
curve instruments. In line with data statistics presented in of Chapter 5, the standard deviations
of the rates reveal a humped volatility structure.
To determine forward Libor rates and forward swap rates for all possible (forward)
maturities, some assumption on the functional shape of the (forward) interest rates as function
of the time to maturity is often made (for example, an exponential spline function) and this shape
is fitted to the observed term structure data (spot Libor rates, Eurodollar future rates and swap
rates). However, our goal is to price derivatives and, therefore, we do not want to allow for
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rates.
6The market for in- and out-of–the-money options has not been liquid enough to obtain reliable historical
price data. 
pricing errors of the underlying term structure instruments at all, because these pricing errors are
directly transferred to the pricing errors for derivative prices. Thus, we choose the forward Libor
rate to be a piecewise constant function of the forward maturity of the forward Libor rate5, where
the nodes are determined by the dates at which the different term structure instruments mature.
This piecewise constant function is chosen such that all term structure instruments are fitted
exactly. In Figure 6.1, we plot the behaviour of some resulting forward Libor rates. For most
days in the dataset, the forward Libor rate curve has an inverse hump shaped form.
The second dataset we use consists of daily quotes for caplets and swaptions. More precisely,
on every trading day between July 1995 and September 1996 we observe quotes for implied
Black volatilities for at-the-money forward caplets of different maturities and for at-the-money
forward swaptions with different option and swap maturities. In total, we have 282 daily
observations. The caplet maturities range from 3 months to 10 years, the option maturities for
the swaptions range from 1 month to 5 years, and the swap maturities range from 1 year to 10
years. We will denote the observed caplet implied Black volatility for maturity T by , andIV C(T)
the observed swaption implied Black volatility with option maturity T1 and swap maturity T2 by
. All options are at-the-money forward, i.e., the strike rate of each caplet is theIV S (T1,T2)
forward Libor rate corresponding to the maturity date and the strike rate of each swaption is
given by the corresponding forward swap rate6. There is a one-to-one relation between the
implied Black volatility of each instrument and its price, so that we are able to construct prices
of all caplets and swaptions.
In Tables 6.2-6.4, we give the averages and standard deviations of the implied Black
volatilities of the caplets and swaptions. It follows both from the caplet and swaption data that
the volatility structure, as function of the maturity of forward Libor or swap rates, is first
increasing with maturity and then decreasing, i.e., it is humped-shaped. The maximum of the
hump for forward Libor and swap rates seems to be somewhere between 1 and 2 years. This
observation is in line with other empirical studies on interest rates and interest rate derivatives,
such as Amin and Morton (1994) and Moraleda and Vorst (1997), and with results presented in
Chapter 5.
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6.4  Results for Libor Market Models
In this section we estimate and analyze one-factor Libor Market Models. We start with a
description of the calibration methodology and the different choices that we make for the
volatility function. Thereafter, we present the pricing results for caplets and swaptions. We
conclude the section with a specification analysis of the pricing errors of the LMM.
6.4.1 Calibration Methodology
We analyze three complementary sets of derivatives:
C Caplets.
C <10-year Swaptions. Swaptions with a total maturity smaller than 10 years.
C 10-year Swaptions. Swaptions with a total maturity of 10 years.
The caplets can be priced using Black’s formula in case of the LMM, and the 10-year swaptions
can be priced by Black’s formula in case of the SMM, if the SMM is based on a total maturity
of 10 years7. The <10-year swaptions cannot be priced analytically by any of these two models.
Our empirical setup is such that the LMM is calibrated using the observed implied Black
volatilities of caplets, whereas the SMM is calibrated to implied Black volatilities of 10-year total
maturity swaptions. Hence, the pricing errors of the LMM and SMM for the <10-year swaptions
can be used to compare the accuracy of the models. This way, we compare the LMM,
implemented with a particular calibration strategy, with the SMM, implemented with another
particular calibration strategy.
We consider both constant volatility functions and exponential volatility functions, that
correspond to mean-reverting interest rates. For these two types of volatility functions, we
analyze both exact calibration and non-exact calibration models. Thus, in total we analyze four
different specifications for the volatility function in the LMM.
In practice, the LMM is often parametrized such that all caplet implied volatilities are fitted
exactly by the LMM. To exactly fit implied volatilities of caplets, one needs to assume some
particular form for the volatility function of forward Libor rates  in equation (6.5). There(n(t)
are several choices for the volatility function that lead to exact fitting of caplet prices, because
for each forward Libor rate, the dependence of  on time t can be chosen in many different(n(t)
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(n (t) ' e
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ways. Most endogenous term structure models, such as the models in the class of Duffie and Kan
(1996), imply time-homogeneous volatility functions, i.e., volatility functions that only depend
on the time-to-maturity (Tn-t). However, exogenous term structure models, such as the Heath,
Jarrow, and Morton (1992) models and the market models, do not necessarily have time-
homogeneous volatility functions. Still, one could prefer to have a market model with a time-
homogeneous volatility function, in order to have a direct relation with endogenous term
structure models. However, it is easy to show that for the LMM, it is only possible to exactly fit
caplets with a time-homogeneous volatility function if  is increasing with theIV C (Tn) Tn
maturity of the caplet Tn. For most days in our dataset, the observed implied caplet Black
volatilities do not satisfy this property, which is a consequence of the humped volatility structure
that is present in the data. Therefore, a time-inhomogeneous volatility function is necessary to
exactly fit caplet implied volatilities. This need for time-inhomogeneous volatility functions to
exactly fit caplets has already been observed by Brace and Musiela (1995).
Then, the simplest choice for  that leads to exact fitting of caplets is a flat volatility curve(n(t)
for each forward Libor rate
For this exact calibration, constant volatility LMM the volatility function  is constant over(n(t)
time t and equals the implied volatility of a caplet with maturity Tn. Because the volatility function
is different for each maturity date Tn, this is a time-inhomogeneous volatility function. Given this
choice for the volatility function of the one-factor LMM, the model is completely determined,
and the prices for swaptions that are implied by this model can be calculated. Note that, because
observed implied caplet volatilities change over time, the parameters n of this model also(
change each trading day.
The choice in equation (6.9) implies that forward Libor rates have a constant volatility during
their evolution until their maturity date. However, it is a stylized fact that interest rates show
declining volatility for long maturities. As shown in Section 7.2.2 of Chapter 7, in standard term
structure models, such a declining volatility function corresponds to mean reverting behaviour
of interest rates. To capture this effect, we also consider the following specification for the
volatility function
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(n (t) ' e
&6 (Tn& t)(, n'1,...,N&1 (6.13)
Given a value for 6, exact fitting of caplet implied volatilities is obtained by choosing8
In Chapter 7 we show that the exponential shape of the volatility function in equation (6.11) is
the same as the shape of the volatilities of instantaneous forward rates in the Vasicek (1977)
model. Since the estimates for 6, which are discussed in the next subsection, are indeed always
positive, we will refer to the LMM with this exponential volatility function as the declining
volatility LMM.
To examine whether exact calibration models are overfitted to noise in the derivative price
quotes, we also examine non-exact calibration models, and compare the pricing accuracy for
swaptions with the exact calibration models. To obtain a non-exact calibration counterpart of the
constant volatility model in (6.9), a natural choice is a volatility function that is constant both
over time t and over the forward maturity of the Libor rate Tn - t
This volatility function is time-homogeneous and does not allow for a humped volatility structure.
The parameter ( is estimated each trading day by minimizing the sum of squared differences
between the parameter ( and the implied volatilities of caplets, i.e. the estimate is equal to the
average of caplet implied volatilities of different maturities. Because we observe 10 caplets each
day, whereas the model in (6.12) contains only one parameter, this model will not fit all 10 caplet
prices exactly.
Similarly, a non-exact calibration version of the declining volatility LMM is obtained by
choosing the following volatility function
Given a value for the decay parameter 6, the parameter ( is estimated by least squares fitting of
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9In Moraleda and Pelsser (2000) a similar decay parameter is also estimated from derivative price data.
caplet implied volatilities. The resulting model is referred to as the non-exact calibration,
declining volatility LMM.
In Figure 6.2, we plot the implied Black volatilities of caplets, that directly determine the
shape of the volatility function of the exactly calibrated LMMs through equations (6.9) or (6.11).
The humped volatility structure is clearly present, and although there is variation in the implied
volatilities over time, the shape of the volatility function seems to be more or less the same. Most
striking is the steepness of this volatility curve at very short maturities.
For the declining volatility LMM, the decay parameter 6 has to be estimated. As our goal is
to accurately price swaptions with the LMM, it is natural to estimate this parameter from the
daily cross-section of observed swaption prices9. More specifically, we estimate the decay
parameter 6 at each day by minimizing the sum of squared differences between the observed
implied Black volatilities for all swaptions and the Black volatilities that correspond to the
swaption prices that are implied by the LMM. We choose to use Black volatilities as the way to
represent swaption prices, because this is market practice and because our data are in terms of
Black volatilities. As the implied Black volatilities of different swaptions are of the same order
(between 15% and 20%), this seems to be a fair weighting scheme, which we prefer over fitting
the dollar prices, which are quite different for various maturities. Bossaerts and Hillion (1997)
also argue that using implied volatilities instead of prices leads to a better weighting scheme.
Also, in all tables we present pricing errors in terms of Black implied volatilities, because these
are easier to interpret.
For the LMM, prices of swaptions can be calculated using either simulation techniques, as
described in Section 6.2, or the approximation price of Brace, Gatarek, and Musiela (1997), that
is described in the appendix. The nonlinear minimization, that is necessary to estimate the decay
parameter 6, would be very time-consuming if swaptions are priced using simulation techniques.
Therefore, we use the analytical approximation of Brace, Gatarek, and Musiela (1997) for a
swaption price to obtain an estimate for the decay parameter 6, and, given this estimate, we
obtain prices using simulation techniques. The difference between the simulated prices and the
prices from the analytical approximation is always smaller than 0.08 volatility points.
6.4.2 Estimation and Pricing Results
We start with the constant volatility LMM. Recall that we estimate the model parameters for
every day in the sample using the daily cross-section of caplet prices. In Table 6.5, we present
statistics on the parameter estimates for the non-exactly calibrated constant volatility LMM. The
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standard deviation of the time-series of parameter estimates of ( in equation (6.12) is equal to
1.4%. This is smaller than the standard deviations of the caplet implied volatilities, which are
above 2%, and this indicates that the parameter of the non-exactly calibrated model is more stable
than the parameters of the exactly calibrated model. In Table 6.6, we give the average fit of the
exactly calibrated and non-exactly calibrated LMM. For swaptions, which are the instruments
that are not used for calibration, the average absolute pricing error of the exactly calibrated
model is just above 2 volatility points, whereas the non-exactly calibrated model has an average
absolute pricing error of around 1.5 volatility point. This implies that the exactly calibrated model
is to some extent overfitted, because the more parsimoniously specified non-exact calibration
model has smaller pricing errors on swaptions. Still, although the non-exact calibration model
outperforms the exact calibration model, there is clear evidence that the flat volatility function
of the non-exact calibration model is in fact too simple: Figure 6.2 shows that there is a humped-
shaped volatility function which is persistent over time. The non-exact calibration model does not
exactly fit caplet prices, and the autocorrelations of the caplet pricing errors for the non-exact
calibration model in Table 6.6 are very high.
For the constant volatility LMM, the average pricing errors of swaptions are positive, both
in case of exact and non-exact calibration. This indicates that swaptions are overpriced by the
constant volatility LMM. We will discuss two explanations for this finding. First of all, a standard
explanation for this result, used by Longstaff, Santa-Clara, and Schwartz (2000a) and Rebonato
(1996, 1998), would be a missing second factor. Given the fact that the volatility of forward
Libor rates is determined by the caplet implied volatilities, a second factor would lower the
variances of swap rates. This is because swap rates are combinations of several forward Libor
rates and a second factor would imply nonperfect correlation between these forward Libor rates,
thereby lowering the variance of swap rates. This lower swap rate variance in turn lowers the
prices of swaptions that are implied by the model.
Although this nonperfect correlation of interest rates by introducing additional factors is
potentially an important effect, we would like to address another mechanism by which the
overpricing of swaptions can be explained. This alternative explanation for the overpricing of
swaptions by constant volatility models, which we feel has been ignored in the literature, is the
absence of a declining volatility structure. This can be explained as follows. The price of a
swaption at time t, that has as option maturity date Tn and swap maturity date Tn+m*, is primarily
determined by the following conditional covariance matrix ) of forward Libor rates
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Because the LMM is always calibrated to caplets, the variance of forward Libor rates over their
entire maturity is (on average) fixed. On the other hand, a declining volatility function implies that
the volatility of forward Libor rates increases as the rate comes closer to its maturity date, and
it follows that this leads to lower volatility for forward Libor rates far from maturity, and higher
volatility for forward Libor rates close to maturity. For the pricing of swaptions, only the
conditional variance of the forward Libor rate up to the option maturity date is relevant, as
shown in equation (6.14), and, thus, a declining volatility function implies lower swaption prices
than a constant volatility function, especially for swaptions with short option and long swap
maturities. In Figure 6.3, we illustrate this argument graphically, by plotting the swaption price
implied by the LMM for different values of the decay parameter 6.
To investigate the effect of a declining volatility function, we have estimated the declining
volatility LMM as described above, by minimizing, at each day in the sample, squared pricing
errors (in terms of Black volatilities) for swaptions over the decay parameter 6. In Figure 6.4,
the daily 6 estimates are plotted and in Table 6.5 we give summary statistics on the parameter
estimates. At all days, the estimates for 6 are positive, and these estimates are not very unstable
over time, although there seems to be a regime-shift in the middle of the time-period. Again, the
parameter estimates for the non-exactly calibrated model are more stable over time than for the
exactly calibrated model, as shown in Table 6.5. As the overpricing of swaptions is larger for the
exactly calibrated constant volatility model than for the non-exact calibration model, the estimates
for 6 of the model with exact calibration are also larger than for the model with non-exact
calibration.
Given the fact that the decay parameter 6 is estimated from swaption prices, it is clear that
the declining volatility LMM will always have a better fit than the constant volatility LMM.
However, as shown in Table 6.6, the increase in the fit of swaption prices is large, both for the
exactly and non-exactly calibrated models. Also, the average errors are close to zero now. The
exactly calibrated model still has a worse fit on swaptions than the non-exactly calibrated model,
although the differences are smaller in this case.
These results show the importance of including declining volatility functions in the
specification of market models. These results also imply that studies in which the number of
factors is estimated on the basis of constant volatility functions are likely to overestimate the
number of factors. We have also analyzed a two-factor version of the LMM. The results, that are
available on request, show that the two-factor model gives only slightly smaller pricing errors.
Also, the empirical results on exact calibration versus non-exact calibration and the effect of a
declining volatility structure are very similar to the results in case of the one-factor model.
Therefore, we have not included these two-factor results in the chapter. Of course, for other
applications, such as the pricing of options on the term spread and the risk management of bond
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portfolios, using a two-factor model is very necessary. In Chapter 7, we analyze multi-factor
Libor market models.
6.4.3 Analysis of the Pricing Errors
In Table 6.6, we also report the autocorrelation of daily pricing errors for caplets and swaptions.
These autocorrelations are quite high for all models, which is an indication of the systematic
nature of the pricing errors. There are also maturity effects in the pricing errors for the swaptions,
as is shown in Figure 6.5. For the exactly calibrated model, the pricing errors decrease with swap
maturity, and swaptions with long swap maturities are underpriced. Also, swaptions with very
short or very long option maturities are underpriced. In case of non-exact calibration, swaptions
with short and long total maturities are overpriced, whereas swaptions with intermediate total
maturities are underpriced. This pricing error pattern is caused by the absence of a humped
volatility structure in the non-exact calibration model.
To test whether the models on average correctly price caplets and swaptions, we regress the
observed difference between swaption and caplet implied volatilities on a constant and the model-
implied difference between swaption and caplet implied volatilities. This way, we investigate to
what extent the LMM explains the observed difference between swaption and caplet implied
volatilities. We prefer to use implied volatilities instead of prices, because the implied volatility
of an option is a measure that corrects for the price effects of the intrinsic value and the initial
term structure. We choose to use the difference between swaption and caplet volatilities as this
difference has a lower autocorrelation than the caplet and swaption implied volatilities itself. In
other words, we eliminate a possible ‘trend’ in the implied volatilities. This decreases small-
sample biases in the parameter estimates that are associated with regressions of this type, see, for
example, Bekaert et al. (1997). 
We thus use the following regression equation for every swaption separately
where  is the implied volatility at day t of the swaption price that is implied by theIV S,LMMt (Ti,Tj)
LMM; similar notation is used for caplets. The error term  is assumed to have zero,ij,t
expectation, finite variance, and sufficient decorrelation over time. If the model is correct, "ij is
equal to zero and $ij is equal to one. Amin and Morton (1994) estimate the same regression
equation for their analysis of Eurodollar futures options, but they use prices of options instead
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of implied volatilities. This is an important difference, because prices of options are partially
determined by their intrinsic value and the initial term structure, which are the same for the model
price and the observed price. This explains why Amin and Morton (1994) find very high R2
values, although the models they analyze are still rejected statistically.
In Table 6.7, we present a summary of the results for this regression analysis. It follows that
all models are rejected; the Wald-test for "ij = 0 and $ij = 1 rejects much more often than the 5%-
confidence level that is used. If we compare the difference of the parameter estimates with the
‘correct’ parameter values (zero intercept and slope equal to one) and the R2 values of the
constant volatility LMMs and the declining volatility LMMs, the performance of the declining
volatility LMMs is clearly better. Also, because of the large errors on caplet implied volatilities
for the non-exactly calibrated models, the regression results for these models are worse than for
the exactly calibrated models.
The values for the R2 indicate that there is some variation in the swaption and caplet prices
that cannot be explained by the model, although a part of this variation could be due to
measurement errors in the data, caused by the fact that we use quotes for the implied Black
volatilities.
6.5 Results for Swap Market Models
In this section we will perform a similar analysis for the SMM as in the previous section for the
LMM, and compare the results for the different models. We will calibrate the SMM to the set
of 10-year total maturity swaptions and investigate the pricing implications of this model for
caplets and swaptions with total maturity less than 10 years.
6.5.1 Calibration Methodology
The SMM is constructed such as to obtain analytical pricing formulas for a certain set of
swaptions, and we will estimate the volatility function of the SMM using this set of swaptions,
that all have the same total maturity. Then, we can analyze how well the resulting model prices
caplets and swaptions that have a smaller total maturity.
Given a choice for the total maturity, only swaptions and caplets with a total maturity smaller
than this given total maturity can be priced with the SMM. Therefore, an obvious choice for this
total maturity is 10 years, so that all caplets and (almost) all swaptions can be priced with the
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10We have also examined a SMM with a total maturity of 5 years. The empirical results are similar to the
results of the 10-year SMM.
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SMM10.
In the data, it is not always the case that we observe swaptions with a total maturity of exactly
10 years. For example, we observe the implied Black volatility of a swaption with an option
maturity of 1 month and swap maturities of 7 and 10 years. In this case, we follow market
practice and linearly interpolate between the 1-month/7-year swaption implied volatility and the
1-month/10-year swaption implied volatility to obtain the implied volatility for the swaption with
option maturity 1 month and total maturity 10 years. In Figure 6.6, we plot the resulting implied
Black volatilities of the swaptions with a total maturity of 10 years. It follows that this volatility
curve takes different shapes through time, both increasing, decreasing and humped shapes.
Similar to the LMM, it is only possible for a SMM to exactly fit swaption implied Black
volatilities with a time-homogeneous volatility function if  is increasing withIV S (Tn,10&Tn) Tn
the option maturity Tn of the swaption. Again, for the swaption implied Black volatilities with
total maturities of 10 years, this is not always the case in the data. Therefore, we choose the same
form for the volatility function of the SMM as the choice in equations (6.9)-(6.13) for the LMM
This leads to exact fitting of the implied Black volatilities of the 10-year total maturity swaptions.
The non-exactly calibrated Swap Market Models are also specified similar to the non-exactly
calibrated LMMs. Hence, the 10-year SMM is calibrated, either exact or non-exact, to 10-year
total maturity swaptions with option maturities of 1,3 and 6 months, and 1, 1.5, 2, 3, 4, and 5
years.
We both consider a constant volatility SMM and a declining volatility SMM. For the declining
volatility SMM, the decay parameter 6 is estimated daily by minimizing the sum of squared
differences between observed implied Black volatilities and Black volatilities that correspond to
the prices implied by the SMM, where the sum is taken over all instruments that are not priced
directly by the SMM, i.e. swaptions with a total maturity smaller than 10 years, and all caplets.
The prices of these caplets and swaptions cannot be determined analytically for the SMM, and
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thus we use simulation to price these instruments11. However, for computational reasons, we use
approximate analytical formulas for the prices of caplets and swaptions to estimate the decay
parameter 6. In the appendix, these approximation formulas are given. The difference between
the approximation and simulation prices is larger than for the LMM, but is at maximum equal to
0.5 volatility point. Given the estimated value for 6, we use simulation to obtain prices for the
caplets and swaptions.
6.5.2 Estimation and Pricing Results
In Table 6.9, we give the pricing results for the constant volatility SMM. Most remarkable are
the large pricing errors for caplets in case of exact calibration. In Figure 6.7, it is shown that
especially short-maturity caplets are overpriced substantially. In the next section, we will provide
a detailed explanation of this result. In case of non-exact calibration, the pricing errors for caplets
are much smaller and of the same size as the caplet pricing errors of the non-exactly calibrated
LMMs. Therefore, we can again conclude that exact calibration leads to overfitting of the model,
and in this case exact calibration results in very large pricing errors for caplets. Furthermore, the
average absolute pricing error on 10-year swaptions for the non-exactly calibrated model is
around 0.6 volatility points, so that the flat volatility function quite reasonably fits the 10-year
swaption implied volatilities.
For <10-year swaptions, the effect of differences in the implied volatilities of 10-year
swaptions is not as dramatic, because the swaption prices are determined by the variances of
several forward Libor rates, so that the impact of the high variances of forward Libor rates with
short forward maturities is much smaller. Hence, the differences between the exactly and non-
exactly calibrated models are small for swaptions, although the maximal pricing errors are larger
in case of exact calibration. Also, the parameter estimate for the non-exactly calibrated constant
volatility SMM is less variable over time than the implied volatilities of the swaptions that are
used for the exactly calibrated SMM, as can been seen in tables 6.4 and 6.5.
For the constant volatility SMM, the fit on <10-year swaptions is a little worse than the
constant volatility LMM, both in the case of exact and non-exact calibration. The constant
volatility SMM typically underprices swaptions with total maturities less than 10 years. An
explanation for this result is the absence of a declining volatility function. This can be seen as
follows. Consider the 10-year SMM and suppose we are pricing a swaption with option maturity
and swap maturity of 1 year, in other words, a 1x1 swaption. The conditional variance
 of the 1x1 forward swap rate that determines this swaption price is roughlyVart(S1,2 (T1))
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determined by the conditional variance, over the first year, of the 1x9 swap rate minus the 2x8
swap rate, . A declining volatility function will lower the conditionalVart (S1,9 (T1)&S2,8 (T1))
variance over the first year of the 2x8 swap rate, whereas the conditional variance of the 1x9
swap rate is fixed and determined by the observed implied volatility of the 1x9 swaption.
Therefore, the conditional variance of the 1x1 swap rate will increase if a declining volatility
function is introduced. Hence, the absence of a declining volatility function implies that the SMM
underprices swaptions.
In Figure 6.4b we plot the estimates for the decay parameter 6, for every day in the dataset,
and in Table 6.5 we summarize the parameter estimates. As expected, the average 6 estimates
are positive, but a little smaller than the 6 estimates for the LMM. Table 6.9 shows that including
a declining volatility function leads to a large decrease in absolute pricing errors for swaptions,
although the influence of the declining volatility function is somewhat smaller than for the LMM.
Similar to the constant volatility SMMs, the declining volatility SMMs have larger absolute
pricing errors on the <10-year swaptions than the declining volatility LMMs. We can thus
conclude that the Libor Market Models outperform the Swap Market Models in pricing caplets
and swaptions. Barton, Brace and Dun (1998) and Rebonato (1999) show in simulation studies
that if the LMM (or the SMM) is the true model, the prices for caps and swaptions implied by
the SMM (or the LMM) are quite close to the true prices. In contrast, we show that empirically,
calibrating the LMM to caplets leads to very different results than calibrating the SMM to
swaptions.
6.5.3 Explanation of Poor Performance of Swap Market Model
The most remarkable feature of the analysis above is the large pricing errors for caplets generated
by the SMM in case of exact calibration. Once the SMM is calibrated to the prices of swaptions,
it does a very poor job pricing caplets. This effect is persistent whether or not a declining
volatility structure  is included.
An intuitive explanation for this phenomenon can be given as follows. In a swap contract
various floating and fixed payments are exchanged. As the floating payments are based on
LIBOR rates, we can view the swap contract as a portfolio of LIBOR payments. Hence, the
volatility of the forward swap rate is determined by the volatility of the forward LIBOR rates.
To first order, we can say that the volatility of a forward swap rate is the volatility of a weighted
average of forward LIBOR rates (see also Rebonato (1996)).
If we observe a set of LIBOR volatilities, we can impute the swaption volatilities (given
additional assumptions on the correlations of the LIBOR rates) by averaging over the LIBOR
volatilities. Due to the averaging, individual differences in the observed LIBOR volatilities are
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cancelled out and we typically obtain reasonable swaption volatilities. If, on the other hand, we
observe a set of swaption volatilities we can invert the calculation and obtain the individual
LIBOR volatilities by differencing. However, small errors in the swaptions volatilities
(measurement errors and bid-ask spreads in the data) will get magnified when calculating the
LIBOR volatilities and we often obtain very unrealistic LIBOR volatilities. It is exactly this effect
which explains the poor performance of the Swap Market Model. It is also clear that this effect
will play a role irrespective of the number of factors used in a Swap Market Model.
6.5.4 Analysis of Pricing Errors
In Figure 6.7, we plot the average pricing error per caplet and swaption for the declining
volatility SMMs. The maturity effects in the pricing errors of the exact calibration model are
similar to the maturity effects in the pricing errors of the non-exact calibration model. We already
mentioned above that short-maturity caplets are overpriced by all SMMs. It also follows that
swaptions with short total maturities have the largest pricing errors, and these pricing errors are
positive on average. The swaptions with longer total maturities are underpriced by the declining
volatility SMM.
We again perform the regression in (6.15) of the observed difference between swaption and
caplet implied volatilities on the difference between swaption and caplet implied volatilities that
follows from the SMM. The results in Table 6.9 show that, in almost all cases, the model is
statistically rejected. The regression results for the case of non-exact calibration are a little better
than for exact calibration. Also, the R2 values are in most cases smaller than for the LMMs.
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6.6  Concluding Remarks
In this chapter, we empirically examine a recently developed class of models to price interest rate
derivatives, the so-called market models of interest rates. This class of models has several
advantages over the traditional approach of Heath, Jarrow, and Morton (1992). First, these
models are based directly on observable market rates, such as Libor rates and swap rates, instead
of instantaneous (forward) interest rates. Second, the models yield pricing formulas for caplets
or swaptions that correspond to the Black pricing formulas that are used in practice. And third,
as a consequence, these models can easily be calibrated to market prices of caps or swaptions.
We analyze and compare two one-factor market models: the Libor Market Model (LMM),
developed by Miltersen, Sandmann, and Sondermann (1997) and Brace, Gatarek, and Musiela
(1997), and the Swap Market Model (SMM), introduced by Jamshidian (1997) and Musiela and
Rutkowski (1997). For both models, we analyze a constant volatility specification and a declining
volatility specification, that corresponds to mean reverting behaviour of interest rates. We also
consider two calibration methodologies, exact calibration, that leads to exact fitting of a set of
derivative prices, and non-exact calibration, that does not lead to such an exact fit.
We show that a constant volatility specification for the LMM leads to overpricing of all
swaptions. An exponentially declining volatility specification (corresponding to mean reverting
interest rates) typically leads to a better fit of the LMM, and the estimates for the decay
parameter are quite stable over time. Using a different model and a different estimation method,
in Chapter 5 we also find that a declining volatility function leads to better option pricing results
than a constant volatility function.
For the LMM with a declining volatility function, the average absolute pricing error for all
swaptions is around 1 volatility point, which is, given the size of the bid-ask spreads for
swaptions, not very large. For the SMM with a constant volatility specification, we find that the
model underprices swaptions on average. Again, if we specify and estimate a declining volatility
function, this average underpricing disappears, although there are still some maturity effects in
the pricing errors. Overall, the average fit of the LMM is better than the fit of the SMM.
We also show that the exact calibration methodology, often used by derivatives traders, can
lead to overfitting to derivative prices, because using this methodology most often leads to higher
pricing errors than the non-exact calibration methodology. In other words, due to the presence
of noise in derivative prices, a better fit on some set of derivatives can lead to a worse fit of other
derivative instruments. The non-exact calibration methodology, therefore, (partially) eliminates
the noise in the derivative price quotes.
We have also analyzed two-factor versions of the Libor Market Model. The empirical results
on exact calibration versus non-exact calibration and the effect of a declining volatility structure
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are very similar to the results in case of the one-factor model. Therefore, we have not included
these two-factor results in the chapter.
In general, the relation between LIBOR and swap rate movements is influenced by, at least,
two effects: the correlation of interest rates at different points in time (as captured by the
declining volatility function/mean-reversion) and the correlation of different interest rates at the
same point in time (as captured by multi-factor models). To accurately price exotic interest rate
derivatives other than European caps and swaptions, such as spread options, one needs a model
that is capable of describing both types of correlations. Then, to precisely estimate such multi-
factor models, it seems wise to also use information on historical movements of interest rates of
different maturities. This is the topic of the next chapter. Another interesting extension of the
analysis in this chapter would be to analyze the hedging performance of market models. Such an
analysis could be performed in a similar way as in Chapter 5.
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6.A Swaption Pricing Formulas
In this appendix, we describe pricing formulas for caplets and swaptions for the LMM and SMM.
For the LMM, as it is described in Section 6.2, the price of a caplet is equal to
This follows from calculating the expectation in equation (6.6). This pricing formula is the same
as the Black pricing formula for a caplet, where the term >n is replaced by , where F isF Tn& t
the Black volatility.
Swaptions cannot be priced analytically in the LMM. Brace et al. (1997) derive an
approximation for the swaption price. They make a one-factor approximation to the covariance
matrix ) in equation (6.14)
Then, they show that an approximation price is given by (for notational convenience we consider
a swaption that matures at T1 and has m payment dates)
where s solves
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We have compared the swaption values based on this approximation with the values computed
using simulation. We find that the differences are always smaller than 0.08 volatility points.
For the SMM, the price of a swaption with a total maturity that is equal to the total maturity
of the SMM is given by the following formula
Again, the Black pricing formula also has this form, where the term >n,N-n is replaced by ,F Tn& t
where F is the Black volatility of the swaption.
Caplets and swaptions (with smaller total maturities than the total maturity of the SMM)
cannot be priced analytically with the SMM. Brace, Dun and Barton (1998) derive the following
approximate relation between swap rate volatilities and Libor rate volatilities, assuming driftless
lognormal processes for both forward Libor and swap rates
Then, by assuming that bond prices and Libor rates in (6.A.6) are fixed at their current values,
and given the swap rate volatilities for 10-year total maturity forward swap rates, the volatilities
of other forward swap rates and forward Libor rates can be determined. Given these forward
Libor and swap rate volatilities, the Black formula is used to obtain approximate prices for
caplets and swaptions. Compared to the LMM, more approximation assumptions are made for
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the SMM, and, therefore, the difference between simulated and approximated prices is larger and
at maximum equal to 0.5 volatility points.
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6.B Tables
Table 6.1. Descriptive Statistics Libor rates, Eurodollar Futures and Swap Rates.
Summary statistics are calculated from 282 daily observations from July 1995 until September 1996, and all




Libor 0.25 5.61% 0.21%
100-Eurodollar 0.12 5.60% 0.20%
100-Eurodollar 0.37 5.59% 0.36%
100-Eurodollar 0.62 5.67% 0.48%
100-Eurodollar 0.87 5.79% 0.53%
100-Eurodollar 1.12 5.92% 0.56%
100-Eurodollar 1.37 6.04% 0.58%
100-Eurodollar 1.62 6.13% 0.56%
100-Eurodollar 1.87 6.23% 0.53%
100-Eurodollar 2.12 6.31% 0.51%
100-Eurodollar 2.37 6.38% 0.51%
100-Eurodollar 2.62 6.45% 0.50%
100-Eurodollar 2.86 6.52% 0.47%
Swap 4 6.26% 0.46%
Swap 5 6.37% 0.46%
Swap 7 6.53% 0.45%
Swap 10 6.73% 0.44%
Swap 12 6.81% 0.43%
Swap 15 6.93% 0.41%
Swap 20 7.01% 0.39%
Swap 30 7.04% 0.37%
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Table 6.2. Descriptive Statistics Caplet Implied Black Volatilities.
Averages and standard deviations are calculated from 282 daily observations on implied volatilities of caplets,


















Table 6.3. Averages of Swaption Implied Volatilities.
Averages are calculated from 282 daily observations on implied Black volatilities of swaptions, from July 1995
until September 1996. Each row contains swaptions with a fixed option maturity and different swap maturities.




1 2 3 4 5 7 10
0.085 18.3 19.4 19.2 19.0 18.7 17.6 16.7
0.25 18.9 19.6 19.3 18.9 18.4 17.5 16.4
0.50 19.4 19.7 19.2 18.7 18.3 17.3 16.2
1.00 20.7 20.0 19.2 18.4 17.8 16.9 15.9
1.50 20.5 19.6 18.9 18.1 17.5 16.6
2.00 20.2 19.2 18.5 17.8 17.2 16.2
3.00 19.5 18.5 17.8 17.2 16.7 15.9
4.00 18.7 17.8 17.2 16.7 16.1
5.00 18.0 17.2 16.7 16.1 15.6
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Table 6.4. Standard Deviations of Swaption Implied Volatilities.
Standard deviations are calculated from 282 daily observations on implied volatilities of swaptions, from July
1995 until September 1996. Each row contains swaptions with a fixed option maturity and different swap




1 2 3 4 5 7 10
0.085 1.56 1.75 1.63 1.44 1.41 1.15 0.92
0.25 1.13 1.04 0.95 0.82 0.72 0.61 0.51
0.50 0.87 0.74 0.68 0.60 0.62 0.64 0.51
1.00 1.08 1.00 1.05 0.98 1.00 0.91 0.78
1.50 1.14 1.14 1.21 1.07 1.07 0.97
2.00 1.22 1.25 1.28 1.15 1.14 1.03
3.00 1.34 1.31 1.23 1.19 1.23 1.12
4.00 1.31 1.31 1.20 1.24 1.16
5.00 1.27 1.22 1.25 1.16 1.14
Table 6.5. Parameter Estimates LMM and SMM.
The table contains averages and standard deviations of 282 daily parameter estimates for one-factor LMMs
and SMMs, as specified in equations (6.9)-(6.13) and (6.16), both for the case of exact calibration and non-
exact calibration. All parameters are expressed on an annual basis.
Model Average ( St. Dev. ( Average 6 St.Dev. 6
Exact Calibration
Constant Volatility LMM - - - -
Declining Volatility LMM - - 0.092 0.032
Constant Volatility SMM - - - -
Declining Volatility SMM - - 0.049 0.025
Non-Exact Calibration
Constant Volatility LMM 0.182 0.014 - -
Declining Volatility LMM 0.194 0.019 0.043 0.022
Constant Volatility SMM 0.163 0.006 - -
Declining Volatility SMM 0.168 0.006 0.033 0.011
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Table 6.6. Pricing Results for Libor Market Model.
The table contains summary statistics on pricing errors of one-factor LMMs, for caplets, swaptions with a total
maturity less than 10 years and swaptions with a total maturity equal to 10 years. Results for four models are
presented: exactly calibrated and non-exactly calibrated models with and without a declining volatility
function. All pricing errors are measured in Black implied volatility points, and defined as the Black implied
volatility that is implied by the LMM minus the observed Black implied volatility. The Black volatilities are
















No No 0.00 3.28 8.03 0.717
No Yes - - - -
Yes No 0.06 3.26 9.06 0.673
Yes Yes - - - -
<10-Year Total Maturity Swaptions
No No 0.45 1.42 3.62 0.930
No Yes 1.84 2.11 4.41 0.736
Yes No -0.27 0.97 3.16 0.904
Yes Yes 0.30 1.08 3.88 0.716
10-Year Total Maturity Swaptions
No No 2.15 2.23 3.17 0.941
No Yes 2.01 2.08 2.99 0.736
Yes No 0.06 0.59 1.59 0.812
Yes Yes -0.80 0.90 1.93 0.715
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Table 6.7. Difference between Swaption Vols and Caplet Vols.
Regression Results for LMM.
For every swaption with a certain option maturity and swap maturity, the regression parameters in equation
(6.15) are estimated. The table reports the average (absolute) coefficient estimates, average (absolute) t-values
in brackets and the average of the R2. The column ‘Percentage Rejections’ shows for how many swaptions the
Wald-test for the joint hypothesis  is rejected at the 5% confidence level, relative to the total"ij'0 and $ij ' 1
number of swaptions. The t-values and Wald-tests are corrected for autocorrelation using the Newey-
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Table 6.8. Pricing Results for Swap Market Model.
The table contains summary statistics on pricing errors of one-factor SMMs, for caplets, swaptions with a total
maturity less than 10 years and swaptions with a total maturity equal to 10 years. Results for four models are
presented: exactly calibrated and non-exactly calibrated models with and without a declining volatility
function. All pricing errors are measured in Black implied volatility points, and defined as the Black implied

















No No -0.55 3.09 7.21 0.713
No Yes 2.87 6.99 26.11 0.707
Yes No 1.93 3.96 11.55 0.704
Yes Yes 5.16 7.36 28.09 0.732
<10-Year Total Maturity Swaptions
No No -1.81 2.28 5.08 0.910
No Yes -1.22 2.26 12.05 0.796
Yes No -0.22 1.24 4.78 0.897
Yes Yes 0.32 1.77 12.48 0.798
10-Year Total Maturity Swaptions
No No 0.00 0.59 1.39 0.951
No Yes - - - -
Yes No 0.00 0.42 1.10 0.939
Yes Yes - - - -
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Table 6.9. Difference between Swaption Vols and Caplet Vols.
Regression Results for SMM.
For every swaption with a certain option maturity and swap maturity, the regression parameters in the
following equation are estimated:
The table reports the average (absolute) coefficient estimates, average (absolute) t-values in brackets and the
average of the R2. The column ‘Percentage Rejections’ shows for how many swaptions the Wald-test for the
joint hypothesis  is rejected at the 5% confidence level, relative to the total number of"ij'0 and $ij ' 1
swaptions. The t-values and Wald-tests are corrected for autocorrelation using the Newey-West(1987) method






























































Forward 3-month Libor Interest Rates
24-7-1995 until 20-9-1996
Forward maturity: 3 months
Forward maturity: 1 year
Forward maturity: 5 years
Forward maturity: 10 years
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6.C Figures
Figure 6.1. Daily 3-month Forward Interest Rates. Forward rate maturities 3 months, 1 year, 5 years and 10
years, from July 1995 to September 1996.
Figure 6.2. Daily Caplet Implied Black Volatilities. Caplet implied Black volatilities, for option maturities from
1 month to 9.75 years. Daily data from July 1995 to September 1996.





















Decay Parameter on a Yearly Basis











Daily Mean-Reversion Estimate, One-Factor LMM, exact calibration
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Figure 6.3. Influence of Decay Parameter 6 on Swaption Price. For different values of the decay parameter 6,
the price and corresponding implied Black volatility of a 3x7 swaption (3 year option maturity, 7 year swap
maturity) in the exactly-calibrated one-factor LMM is calculated, using data for the first day in the dataset.
Figures 6.4a-b. Decay Parameter 6 Estimates. Daily estimates of decay parameter 6 for the exactly calibrated
one-factor LMM (upper graph) and SMM (lower graph), from July 1995 to September 1996.
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Figure 6.5. Pricing Errors Swaptions for LMM. Average volatility point error of swaptions for declining




















Avg. Vol. Point Error: mean-reversion LMM/Exact calibration
Swap Maturity
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Figure 6.6. 10-year Total Maturity Swaptions. Daily swaption implied Black volatility curve for 10-year SMM.
All swaptions have a total maturity equal to 10 years. Data from July 1995 to September 1996.
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Figures 6.7a-b. Pricing Errors Caplets for SMM. Average and average absolute volatility point errors caplets
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Figures 6.7c-d. Pricing Errors Swaptions for SMM. Average volatility point errors swaptions for one-factor
declining volatility SMM, with no exact calibration (upper graph) and exact calibration (lower graph). 
Chapter 7
Estimation of the Libor Market Model:
Combining Term Structure Data and
Option Prices
7.1  Introduction
Previous empirical work on term structure models has estimated and tested these models on the
basis of interest rate data (for example, Buhler et al. (1999), Dai and Singleton (2000), De Jong
(2000), Pearson and Sun (1994), Chapters 4 and 5 of this thesis), or derivative price data (Amin
and Morton (1994), Flesaker (1993), Chapters 5 and 6 of this thesis). There are several potential
benefits of combining these two data sets to estimate and test term structure models. First, model
parameters might be estimated more precisely. In particular, for estimating multi-factor term
structure models (that have a large number of parameters) using both interest rate data and
option prices seems beneficial. Second, using both data sets to test term structure models will
likely give stronger tests of these models. For example, it might be the case that a given model
provides a reasonable fit of the main features of interest rate data, but considerably misprices
interest rate options. Therefore, in this chapter, we estimate and test multi-factor term structure
models using both interest rate data and option price data, and investigate the benefits of using
both data sets.
The models that we analyze are in the class of the Libor Market Models (Brace, Gatarek, and
Musiela (1997), Miltersen, Sandmann, and Sondermann (1997), and Jamshidian (1997)), which
are also analyzed in Chapter 6. We specify a multi-factor Libor Market Model with correlated
factors, where each factor has a time-homogeneous volatility function that corresponds to
mean-reverting behaviour of the factor. This way, the model is related to the affine class of term
structure models (Duffie and Kan (1996)), and, in particular, to the stochastic mean model of
Jegadeesh and Pennacchi (1996). In the latter model, the short rate is mean reverting around a
‘shadow’ rate, that itself is (slowly) mean reverting around a constant mean. By allowing the
factors to be correlated, the model is able to generate a humped shape for the term structure of
interest rate volatilities.
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For the empirical analysis, we use weekly US data on Libor and swap rates and prices for
caps and swaptions from 1995 to 1999. The model setup explicitly allows for the presence of
measurement error in both the interest rates and derivative prices. Given this model setup,
moment restrictions are derived for both variances and covariances of changes in forward Libor
interest rates of different forward maturities, and for the expected prices of several caps and
swaptions. Estimation is performed by applying the Generalized Method of Moments (GMM,
Hansen (1982)). We estimate both two-factor and three-factor models, thereby extending the
analysis of Chapter 6, where one-factor Libor Market Models are analyzed. For comparison, we
also estimate the models both only on the basis of interest rate data and only on the basis of
option price data (similar to Chapter 5).
First, we analyze whether using both interest rate and option price data leads to more
accurate parameter estimates. For both the two-factor and three-factor model, we find that, when
estimating the model using both interest rate and option price data, the standard errors of the
parameter estimates are not always smaller than the standard errors that result when only interest
rate data or option price data are used for estimation.
Second, we analyze the fit of the models on the interest rate and option price data. The results
for the two-factor model show that, in case of estimation based on option prices only, the model
does not accurately fit the standard deviations of forward Libor rate changes, and, in case of
estimation on the basis of interest rate data, the model misprices caps and, especially, swaptions.
Thus, the two-factor model cannot fit the main features of the two data sets at the same time.
This result illustrates the benefit of using both interest rate data and option price data to test term
structure models. In case of joint estimation, there is a trade off between the fit on the option
price data and the fit on the interest rate data, but the two-factor model still poorly fits both the
forward Libor rate (co)variance structure and the maturity patterns in the cap and swaption
prices. In particular, the model is not capable of both fitting the humped shape of the term
structure of interest rate volatilities and the cross-correlations between forward Libor rate
changes.
The three-factor model provides a better fit to both the interest rate data and the option price
data. Both the humped shape of the standard deviations of forward Libor rate changes, and the
humped shape of the cap implied volatility curve are fitted more accurately. Still, the model
slightly overprices swaptions, and the model implies correlations between forward Libor rate
changes that are a bit lower than in the data. 
In line with results of Dai and Singleton (2000) and De Jong (2000), we find that the
correlations between the  factors are significantly different from zero. These nonzero correlations
are necessary to generate a hump shaped volatility curve. The results also show that allowing for
measurement error in the interest rates is an important aspect of the model setup. Neglecting this
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dLn(t) ' Ln(t)µn(t) dt % Ln(t)(n(t)
)dW(t) , n'1,...,N&1 (7.1)
measurement error structure would lead to overpricing of caps and too low standard deviations
of forward Libor rate changes. However, for all models the estimate for the variance of the Libor
measurement error is unrealistically large, which might be caused by too restrictive assumptions
on the measurement error structure.
The remainder of this chapter is organized as follows. Section 7.2 discusses and motivates
the modeling framework. Section 7.3 describes the interest rate data and option price data, as
well as the estimation methodology. Section 7.4 contains the estimation results for two-factor
and three-factor models. Section 7.5 concludes.
7.2  Modeling Framework
7.2.1  Libor Market Model
To jointly analyze both term structure data and option price data, we choose the Libor Market
Model (LMM) as modeling framework. The reason for using the LMM is threefold. First of all,
the LMM is often used by financial institutions. Second, our option price data consist of implied
Black (1976) volatility quotes for caps and swaptions, and the LMM implies simple Black-type
pricing formulas for caps (and approximate pricing formulas for swaptions), which facilitates the
estimation of the model. Third, Chapter 6 contains evidence that the LMM outperforms the Swap
Market Model (SMM) in pricing caps and swaptions. In Section 6.1 other advantages of the
market models are mentioned.
In Section 6.2 we already discussed the LMM and, therefore, we refer to this section for an
introduction to the LMM. The notation and setup for the LMM in this chapter is the same as in
the previous chapter. Thus, we again model a set of N bond prices with maturities T1,...,TN, that
determine (N-1) forward Libor rates.
In Chapter 6, we specified and estimated one-factor LMMs. We now extend this model to
a multi-factor LMM with K factors. This multi-factor LMM implies that the forward Libor rate
, defined in equation (6.3), satisfies the following Itô process under the true probabilityLn(t)
measure
The function  is the drift function of the forward Libor rate, and  is a K-dimensionalµn(t) (n(t)
vector that is often referred to as the volatility function.  is a K-dimensional vector ofW(t)
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)dW ((t) ), n'1,...,N&1 (7.2)
correlated Brownian motions. The correlation between the ith component and jth component of W(t)
is denoted by . As shown in Section 6.2, by choosing one of the N bonds as the numeraireDij
asset, we can obtain the process of the forward Libor rates under the equivalent martingale
measure associated with this numeraire choice. Under such an equivalent martingale measure,
the drift of the forward Libor rates is completely determined by the volatility functions ,(n(t)
n=1,..,N-1, see Chapter 6 and Jamshidian (1997). For example, if we take the longest maturity
bond  as the numeraire, we obtain the terminal measure , under which forward LiborPN(t) Q
N
rates follow the process
where  is a K-dimensional Brownian motion under the terminal measure, and where  isW ((t) E
the instantaneous correlation matrix of this Brownian motion, so that  is a K by K matrix withE
the (i,j)th component equal to .Dij
Equation (7.2) implies that, in order to price and hedge interest rate derivatives, only the
volatility functions  have to be determined. In Section 6.2 and appendix 6.A, we already(n(t)
discussed the pricing of caps and swaptions in the one-factor LMM, and the expressions in case
of the multi-factor LMM are very similar. We refer to Brace, Gatarek, and Musiela (1997) and
Jamshidian (1997) for the exact formulas. Most importantly, these formulas show that, in the
LMM, cap prices depend on conditional variances of forward Libor rates, whereas swaption
prices both depend on conditional variances of forward Libor rates, and conditional covariances
between forward Libor rates of different maturities.
7.2.2  Specification of Volatility Functions
The empirical results in Chapter 6 show that models with a time-inhomogeneous volatility
function can lead to overfitting to option prices. Chapter 6 also provides empirical evidence in
favour of a declining volatility function instead of a constant volatility function. Furthermore, Dai
and Singleton (2000) illustrate that allowing for nonzero correlations between factors in (affine)
term structure models is important for accurately describing US interest rate behaviour.
Therefore, we choose the following time-homogeneous specification for the volatility functions
in the LMM
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1The instantaneous covariance matrix of the Brownian motions has to be symmetric and positive definite.
These restrictions are imposed when estimating the model parameters.
2f(t,T) is the time t forward rate for instantaneous lending at time T.
dXi(t) ' &6iXi(t)dt % Fi dZi(t) (7.4)




(n(t) ' (F1 exp(&61 (Tn& t)),....,FKexp(&6K(Tn& t)))
), n'1,...,N&1 (7.3)
and allow for an unrestricted correlation matrix G for the Brownian motions1. In the remainder,
we will refer to the parameter  as the volatility parameter of factor i and to the parameter Fi 6i
as its decay parameter.
These volatility functions are very similar to the volatility functions implied by the affine term
structure models of Duffie and Kan (1996). In particular, consider a K-factor version of the
Vasicek (1977) model. In this model, the instantaneous short rate  is the sum of a constantr(t)
and K factors, i.e., , where each factor follows a mean reverting processr(t) ' 2 % jKi'1 Xi(t)
under the true probability measure with parameter , that determines the strength of the mean6i
reversion, and volatility parameter Fi
The vector of Brownian motions  is assumed to have instantaneousZ(t) ' (Z1(t),...,ZK(t))
)
correlation matrix . It is easy to show that, if the factor risk prices are deterministic, this modelE
implies the following process for instantaneous forward rates 2 f(t,T)
under the true probability measure. Under the equivalent martingale measure, the diffusion terms
in equation (7.5) remain unchanged and only the drift changes. Equation (7.5) shows that, in the
K-factor Vasicek model, changes in instantaneous forward rates are determined by K correlated
factors with volatility functions . Because the factor is strictly mean reverting,Fiexp(&6i (T&t))
this volatility function is decreasing in the time to maturity (T-t). The parameter  determines6i
the decay in the volatility function: strong mean reversion for a factor implies that the volatility
function declines quickly.
Equation (7.3) shows that we choose the same volatility functions for the LMM, which then
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3This follows from choosing  and .X1(t) ' (r(t)&2) & (2(t)&2)a/(a&b) X2(t) ' (2(t)&2)a/(a&b)
dr(t) ' a(2(t) & r(t))dt % FrdZ
r(t)
d2(t) ' b(2 & 2(t))dt % F2dZ
2(t)
Cov( dZ r(t),dZ 2(t) ) ' Dr2FrF2dt
(7.6)
apply to the changes in log forward Libor rates instead of instantaneous forward rates. This
choice facilitates the interpretation of the decay parameter : it is linked to the mean reversion6i
of factor i.
In case of a two-factor model, the Vasicek instantaneous spot rate model has a particularly
interesting interpretation, since this model can be rewritten as3
This is the central tendency model of Jegadeesh and Pennacchi (1996). In such a central tendency
model the short rate is mean reverting around a ‘shadow rate’ (the central tendency). This
shadow rate itself is mean reverting around a constant mean. Jegadeesh and Pennacchi claim that
this model is much more adequate in describing the dynamics of Eurodollar futures prices than
a one-factor model. Also, Jegadeesh and Pennacchi show that the central tendency model is able
to generate a humped structure for forward Libor rate volatilities, which is a feature of the US
Libor rate data and the cap data that we analyze. One can show that, to generate a humped
volatility structure, the mean reversion of  to the ‘spread’  has to be strong (i.e.,r(t) 2(t)& r(t)
a large value for a is required), the mean reversion of the shadow rate  has to be slow, and2(t)
the two Brownian motions have to be sufficiently negatively correlated.
7.3  Data and Estimation Method
7.3.1  Data
We use the same two US data sets as in Chapter 5: one data set containing money-market rates
and swap rates and another data set containing implied Black (1976) volatilities of caps and
swaptions. For both data sets we have 232 weekly observations from January 1995 until June
1999. We will only briefly describe these data here and refer to Section 5.3 for a more extensive
description.
In Section 5.3 we used the US money-market rates with maturities of 1, 3, 6, 9, and 12
Estimation of the Libor Market Model: Combining Term Structure Data and Option Prices 211
months, and the data on US swap rates with maturities ranging from 2 to 15 years to estimate
the instantaneous forward rate curve using an exponential splines specification. This way, we
obtained a trade off between fit of the money-market and swap rates and smoothness of the
forward rate curve. As mentioned in Section 5.3, since estimates for forward (Libor) rates are
very sensitive to small differences between money market or swap rates of nearly the same
maturity, a perfect fit of all underlying money market and swap rates generally leads to
unrealistically high estimates for the standard deviations of historical forward (Libor) rate
changes, and low correlations between these forward Libor rates. Therefore, we imposed some
smoothness conditions on the shape of the forward interest rate curve via the exponential splines
specification. Since the standard deviations and correlations of forward Libor rates are input to
our estimation procedure, we also use the smoothed exponential spline estimates for the forward
rate curves in this chapter. This exponential spline specification is given in equation (5.7). This
gives us at each week instantaneous forward rates f(t,T), from which we construct forward Libor
rates for different forward maturities and 3-month Libor maturity. In Table 7.1 we give the
correlation matrix of weekly changes in the logarithm of these forward Libor rates and in Figure
7.1 the annualized standard deviations of these changes are plotted. In line with results presented
in Amin and Morton (1994), Moraleda and Vorst (1997), and Chapters 5 and 6, Figure 7.1
shows that there is evidence for a humped volatility structure for forward Libor rate changes.
The derivatives data that we use are weekly quotes for the implied Black (1976) volatilities
of at-the-money-forward US caps and swaptions, in total 63 instruments. The caps have
maturities ranging from 1 to 10 years, and their payoffs are defined on 3-month Libor rates. The
1-year cap consists of 3 caplets with maturities of 3, 6, and 9 months, and the 10-year cap
consists of 39 caplets, with maturities ranging from 3 months to 9 years and 9 months. The other
caps are constructed in a similar way. The strike of each cap is equal to the corresponding swap
rate with quarterly compounding. In Figure 7.2 we plot the time series average of the implied
volatilities of the caps. Again there is evidence for a hump shaped volatility structure.
For the swaptions, the option maturities range from 1 month to 5 years, while the swap
maturities range from 1 to 10 years. The strike of an at-the-money swaption is equal to the
corresponding forward swap rate. In Tables 5.3 and 5.4 of Chapter 5, we provide summary
statistics for the swaption implied Black volatilities. These data again provide evidence for a
hump shaped volatility structure.
7.3.2  Estimation Methodology
In this chapter, we focus on estimating the diffusion parameters or volatility functions of the
forward Libor rate processes. To estimate these parameters, we derive moment restrictions that
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4This approximate relation is only exact if the drift of the log forward Libor rates is deterministic, which is
in general not the case. If the market prices of interest rate risk are very volatile or if the mean reversion
parameter is extremely large, the approximation error might be important.
Cov ( d ln Li(t), d ln Lj(t)) ' (i(t)
)E(j(t) dt, i,j'1,...,N&1 (7.7)
lnL (i (t) ' lnLi(t) % ,i(t), E(,i(t)) ' 0, i'1,..,N&1 (7.8)
can be applied to the forward Libor rate data and the cap and swaption price data, and use the
Generalized Method of Moments to estimate the models. We use two sets of moment
restrictions:
1. Variances of log forward Libor rate changes and covariances between log forward Libor rate
changes of different forward maturities.
2. Expected cap implied volatilities and swaption implied volatilities.
Similar to Chapter 5, we refer to estimation on the basis of the first set of moments as interest-
rate-based estimation, and to estimation on the basis of the second set of moments as option-
based estimation. The use of both sets of moment restrictions is referred to as joint estimation.
All moment restrictions are formulated under the true probability measure.
The first set of moment restrictions is based on the fact that the LMM implies that (under the
true probability measure)
By approximation, this relation holds for small time intervals .4 The use of variances and)t
covariances for estimation can be motivated by the fact that, if we neglect the drift of Libor rates,
the (conditional) distribution of log forward Libor rates is normal. In line with previous research
on term structure models (for example, De Jong (2000), Duan and Simonato (1999), Duffee
(1999)), we assume that the log forward Libor rate that we observe, , is equal to the trueln L (i (t)
log forward Libor rate , plus a zero-expectation error term , that is independently andln Li(t) ,i(t)
identically distributed over time and forward maturities, and independent of the true log forward
Libor rate :ln Li(t)
For simplicity, we assume that the error terms are maturity-specific and that the error variance
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5To perform GMM on variance and covariance restrictions, we add auxiliary moment restrictions of the form
, where the `s are free coefficients that are estimated along with the otherE() lnL (i (t)) ' "i, i'1,...,N&1 "i
parameters. Even if the true means (i.e., the `s) are equal to zero, which would be the case if forward Libor rates"i
are stationary, Cochrane (2001) notes that, in small samples, better estimates are obtained if one uses variances
and covariances instead of second moments. In our case, the sample means are very small relative to the variance
of the forward Libor rates, so that imposing that the `s are equal to zero hardly affects the GMM parameter"i
estimates.
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,, Cov(,i(t),,j(t)) ' 0, i,j'1,...,N&1, i…j (7.9)
is constant over forward maturities
There are several reasons to include the error term in the log forward Libor rate. First of all, the
forward Libor rates are estimated using the exponential splines specification, which might induce
some estimation error in the forward Libor rate estimates. Second, the underlying money-market
and swap data might contain measurement error due to illiquidity and time-of-the-day effects.
Third, the weekly first-order autocorrelation in the log-forward Libor rate changes is, averaged
over all forward maturities, equal to -0.185, whereas the higher-order autocorrelations are close
to zero or even positive. This supports the model, since it is easy to show that, abstracting from
the drift of forward Libor rates that is implied by the model, (7.1) and (7.8) lead to negative
first-order autocorrelation for discrete-time changes in the forward Libor rate, and zero
higher-order autocorrelations.
Note that the measurement error assumption in (7.8) changes the variance of the forward
Libor rate changes, whereas it leaves the covariances between forward Libor rates unchanged.
This way, the first set of moment restrictions is given by5
In Section 5.4.1 similar moment restrictions are formulated for changes in instantaneous forward
rates and HJM models, but without the measurement error variance. Using data on the log
forward Libor rates, we can estimate the right hand sides of equation (7.10) and confront these
estimates with the model-implied (co)variances. For estimation, we annualize the (co)variances
by multiplying (7.10) with  such as to obtain the same scaling for these restrictions as the1/)t
Estimation of the Libor Market Model: Combining Term Structure Data and Option Prices214
6The assumption that this error term has zero expectation should be interpreted as an approximate moment
restriction, due to the dependence of the LMM Black volatility  on the underlying forward LiborIV C,LMM(t, Ti)
rates. If this dependence would be linear, the presence of measurement error in the forward Libor rates would not
change the unconditional expectation of . In reality, this dependence is, however, not linear, so thatIV C,LMM(t, Ti)
the expectation of  will depend on the variance of the measurement error in the forward Libor ratesIV C,LMM(t, Ti)
(and higher-order moments of the measurement error distribution). A Taylor expansion shows that, for at-the-
money-forward caps and swaptions, this is a second order effect, and we will therefore neglect this effect in
estimating the model.
7This expectation is taken under the true probability measure, since the option prices are observed under this
measure. Of course, to calculate the option prices implied by the LMM, one uses an equivalent martingale
measure.
[IV C(t, Ti)]
2 ' [IV C,LMM(t,Ti))]
2 % 0i(t), E(0i(t)) ' 0 (7.11)
implied volatilities (see below).
To derive the moment restrictions for derivative prices, we assume that the (square of the)
observed implied Black volatility quote for a cap or swaption is equal to the (square of the) Black
implied volatility that corresponds to the model price, plus an independent zero-expectation error
term,6 that represents measurement error in the observed implied volatility quote. For caps, we
thus get
where  is the observed implied volatility for the cap with maturity Ti, and whereIV
C(t, Ti)
 is the implied volatility for this cap that corresponds to the cap price implied byIV C,LMM(t,Ti)
the LMM. A similar expression results for swaptions. We take the square of the implied
volatilities so that these moment restrictions are measured with the same scale as the restrictions
in (7.7). By taking the expectation on both sides of equation (7.11) we obtain moment
restrictions for caps and swaptions7.
By approximation, the measurement error variance of the forward Libor rates does not enter
the moment restrictions for caps and swaptions. Thus, by combining the forward Libor rate
moment restrictions and the cap and swaption restrictions, the measurement error variance can
be estimated precisely. Because the measurement error variance does not enter the cap and
swaption moment restrictions, this measurement error variance cannot be estimated in case of
option-based estimation. In this case, given the option-based parameter estimates, the
measurement error variance is estimated from the forward Libor variance moment restrictions.
As noted above, in the LMM, the prices of caps depend on the conditional variances of Libor
rates, whereas the prices of swaptions depend both on conditional variances of forward Libor
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8We use the method of Newey and West (1987) to correct this covariance matrix for heteroskedasticity and
autocorrelation.
rates, and on the conditional covariances between forward Libor rates of different forward
maturities. Thus, both sets of moment restrictions involve (conditional) variances and covariances
of forward Libor rates, and from both sets of moment restrictions it is possible to identify the
parameters of models with multiple factors.
We use the Generalized Method of Moments (Hansen (1982)) to estimate the parameters of
two- and three-factor LMMs. We select some forward maturities and option maturities for the
moment restrictions, to obtain roughly the same number of moment restrictions for interest-rate-
based estimation and option-based estimation. For the forward Libor rate variance restrictions,
we choose the following forward maturities (in years): 0.25, 0.75, 1.25, 1.75, 2.75, 3.75, 4.75,
6.75, and 9.75, in total 9 moment restrictions. These maturities are related to the cap maturities.
For the covariance restrictions, we take the covariances between forward Libor rate changes with
forward maturities of 0.25 years, 1.25 years, 2.75 years, 4.75 years, and 9.75 years, in total 10
moment restrictions.
For the cap moment restrictions, we use all 7 option maturities that are available in the cap
data, ranging from the 1-year cap to the 10-year cap. Since there are 56 different swaptions in
the data set, we select a subset of these swaptions. We choose three option maturities, 3 months,
1 year, and 5 years, and three swap maturities, 1 year, 3 years, and 5 years. Taking all
combinations gives us 9 moment restrictions for the swaptions.
In the first step of GMM, we choose an identity weighting matrix. Recall that we formulated
all moment restrictions such that they all refer to annualized variances and covariances, so that
giving equal weights to all moment restrictions is not unreasonable. Also, the number of moment
restrictions is roughly the same for the Libor variances, Libor covariances, cap volatilities, and
swaption volatilities, so that none of these four sets of restrictions dominates the first-step
estimation results. 
It turns out that the covariance matrix of these estimated moment restrictions is close to
singularity8. In other words, the estimated moment restrictions are highly correlated (especially
the restrictions for the caps and swaptions). The efficient, second step of GMM requires that the
inverse of the covariance matrix of the estimated moment restrictions is used as the weighting
matrix. As shown by Hansen (1982), this is the optimal choice for a correctly specified model in
the sense that it yields the lowest asymptotic variance for the GMM parameter estimates.
However, as noted by Cochrane (2001), if the covariance matrix of the moment restrictions is
close to singularity, using this covariance matrix as weighting matrix implies that one fits the
model parameters to linear combinations of the original moment restrictions that have very large
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9To see this in a simple example, suppose one fits a one-parameter model to the 1-year and 2-year forward
Libor variances. These Libor variance estimates are highly positively correlated. If one performs a Cholesky
decomposition of the optimal weighting matrix (the inverse of the covariance matrix), one finds that the
second-step GMM estimates are obtained by fitting to the 1-year forward Libor variance, and to the difference
between the 2-year and 1-year forward Libor variances, where this second moment restriction has a much higher
weight than the first moment restriction. 
positive and negative weights on the original moment restrictions. Using these linear
combinations of moment restrictions to estimate the model might be statistically optimal for a
correctly specified model (that is, asymptotically), but one can question whether these extreme
linear combinations are the most interesting moment restrictions from an economic point of view
(see Cochrane (2001)). Focusing on these extreme linear combinations might, therefore,
substantially reduce the robustness of the estimation procedure.
We find that, when using the optimal weighting matrix, the model is essentially fitted to the
differences between the moment restrictions rather than to the level of the moment restrictions,
since, due to the high correlations between the estimated moment restrictions, the standard errors
of these differences are much lower than the standard errors of the levels9. When performing
two-stage GMM estimation for our two-factor and three-factor models, we find that the shape
of the Libor variance term structure, the Libor covariance structure, and the cap and swaption
implied volatility term structures are fitted quite accurately, whereas the level of these term
structures is not fitted well. Therefore, we use in the empirical analysis in the next section only
the first-stage GMM estimator, that is obtained using an identity weighting matrix. Of course,
if the model is correctly specified, this estimator is still consistent and asymptotically normal, and
standard errors and tests are constructed in a straightforward way. In subsequent research, we
will analyze to what extent the differences between the first-stage and second-stage GMM
estimates are due to misspecification of the model and, in particular, to the restrictive
specification of the measurement error structure.
An alternative explanation for the current findings is that transaction costs for the options are
ignored. In Chapter 4 we show that, without transaction costs, portfolios with large short and
long positions in near-maturity bonds are mispriced and lead to the rejection of standard term
structure models. If transaction costs are included, these portfolios are no longer mispriced. One
might expect a similar result here, now applied to positions in near-maturity interest rate options
instead of bonds. For simplicity, we do not explicitly include transaction costs in this chapter and
use only first-stage GMM.
The near-singular covariance matrix of the moment restrictions also causes the GMM J-
statistic, that can be used to jointly test the overidentifying restrictions, to be very large for all
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10For a given moment restriction, this t-ratio is defined by the ratio of the model error for this moment
restriction and the standard error of this model error. This standard error is calculated using the asymptotic
covariance matrix of the estimated moment restrictions, analogous to equation (4.A.3) of Chapter 4 (see also
Gourieroux and Monfort (1995)).
11In case of interest-rate based estimation, this correlation parameter is estimated at the lower bound of -0.999.
In this case, for the calculation of standard errors and tests of moment restrictions the correlation parameter is
treated as a constant.
models that we estimate. Therefore, we will report individual t-ratios10 for the original moment
restrictions to analyze the statistical accuracy of the models.
7.4  Empirical Results
As described in Chapter 1, there is much empirical evidence against one-factor term structure
models. Also, given our specification for the volatility functions in equation (7.3), it directly
follows that one-factor models cannot generate a humped volatility structure. Therefore, we
focus on a two-factor and three-factor model. As explained in the previous section, we will
estimate both models three times: on the basis of interest-rate-based estimation, option-based
estimation, and joint estimation.
7.4.1  Two-Factor Results
In this subsection we focus on the two-factor results. In Table 7.2, we give the parameter
estimates. First of all, we note that joint estimation does not always give more accurate parameter
estimates than interest-rate-based and option-based estimation. For all three estimation
methodologies, we find that the first factor has a relatively low decay parameter, whereas the
second factor has a high decay parameter. This implies that only forward Libor rates with very
short forward maturities are influenced by the second factor, and that the other forward Libor
rates are driven by the first factor only, which causes these forward Libor rates to be (almost)
perfectly correlated. The estimate for the correlation between the two factors is negative and
close to -111. This large negative correlation is needed to generate a humped volatility structure
for forward Libor rates and cap implied volatilities.
In case of option-based estimation, the volatility parameters and the decay parameters are
somewhat higher than for interest-rate-based estimation. On the basis of option-based estimation
we thus find a stronger decay in the volatilities as function of maturity than based on
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interest-rated based estimation.
Irrespective of the estimation methodology that is used, we find a large estimate for the Libor
measurement error standard deviation. For example, in case of joint estimation, this measurement
error standard deviation is estimated at 0.0088, implying that the forward Libor rates are
measured with an error that has a standard deviation roughly equal to 88 basis points. Thus, the
model implies that forward Libor rates are measured very imprecisely, and, although we argued
in Section 7.2 that it is likely that there is some measurement error in the forward Libor rates, this
amount of measurement error seems to be too large. This large estimate for the Libor
measurement error variance either implies that the term structure model is misspecified, or that
the assumptions on the measurement error structure are incorrect. For example, we have assumed
constant variance of the measurement error across forward Libor maturities, and no correlation
between measurement errors of different forward Libor rates. In future research we plan to
examine whether other measurement error assumptions lead to more reasonable estimates for the
size of the measurement error. In particular, one could argue that forward Libor rates with long
forward maturities are measured with higher error, since these rates are more sensitive to
measurement error in the underlying swap rate data.
For the three sets of parameter estimates for the two-factor model, the fit on the standard
deviations of forward Libor rates is shown in Figure 7.1. The figure shows that, although all
parameter estimates generate a humped standard deviation structure, the shape of the
model-implied standard deviation structure is clearly different from the standard deviation term
structure observed in the data. Also, the shape of the Libor standard deviation structure implied
by option-based estimation is different from the shapes implied by the other two estimation
methods: for long forward maturities, option-based estimation leads to lower forward Libor
standard deviations. Note also that, if we would not include the Libor measurement error in the
model, the option-based estimates would imply forward Libor standard deviations that are all
much lower than the observed standard deviations. Table 7.3 gives the average absolute t-ratios
for the individual moment restrictions. In case of interest-rate-based estimation, none of the Libor
variance moment restrictions is misfitted significantly by the model. In case of option-based
estimation, two out of the nine Libor variance moment restrictions are significantly misfitted by
the model.
Table 7.1 gives the implications of the two-factor model for the cross-correlations of forward
Libor rates. As mentioned above, all three sets of parameter estimates imply that the two-factor
model itself yields almost perfect correlation between forward Libor rate changes of different
maturities. However, the presence of the forward Libor measurement error term generates some
decorrelation between forward Libor rates of different maturities. Since the Libor measurement
error variance is largest in case of option-based estimation, these parameter estimates lead to the
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lowest correlations between Libor rates. However, Table 7.1 shows that none of the three sets
of parameter estimates leads to a very good fit of the correlation structure. In the data, the
correlation between forward Libor rates decreases when the difference between the two forward
maturities increases, and all three two-factor models do not always imply such a correlation
structure. This is confirmed by the t-ratios of the covariance moment restrictions in Table 7.3,
that show that at least three of the ten covariance moment restrictions are rejected by all three
two-factor models.
Figure 7.2 depicts the observed implied volatility term structure for caps, and the cap
volatility structures implied by the two-factor model. Of course, the option-based parameter
estimates lead to the best fit of these cap volatilities. Both interest-rate based estimation and joint
estimation lead to cap volatility structures that are too flat. Comparing these results with the
forward Libor standard deviations shows that the decay in the cap volatility term structure is
larger than the decay in the term structure of forward Libor rate standard deviations. Still, due
to the large variation and the large autocorrelation in cap implied volatilities over time, none of
the models imply significant mispricing of the caps.
Finally, in Figure 7.3 we plot the fit of the two-factor models on the swaption implied
volatilities. First of all, the figure shows that interest-rate-based estimation leads to too high
prices for swaptions, and Table 7.3 shows that the pricing errors are mostly statistically
significant. Still, the shape of the swaption volatility term structure that is implied by the interest-
rate based estimates is very similar to the observed shape. In case of option-based estimation, the
two-factor model gives a better fit of the level of swaption volatilities, but it does not accurately
fit the shape of the swaption volatility term structure: option-based estimation leads to swaption
volatility term structures that are too humped and that decline too much for longer maturities.
Table 7.3 also shows that, even in case of option-based estimation, some swaptions are still
significantly mispriced. As expected, in case of joint estimation, the fit on the swaption volatilities
is worse than the fit in case of option-based estimation and better than the fit in case of interest-
rate based estimation. In general, the two-factor model is not able to fit both the cap volatility
structure, which exhibits a strong hump and is declining for long maturities, and the swaption
volatility structure, which has only a small hump.
Summarizing, the two-factor model does not give a satisfactory fit of the data. First of all,
there are some inconsistencies between estimation based on interest-rate data and estimation on
the basis of option price data. In case of option-based estimation, the model does not accurately
fit the standard deviations of forward Libor rate changes. In case of interest-rate based
estimation, the model does not give a good fit of caps and, especially, swaptions. Second, even
in case of joint estimation, Table 7.3 shows that there are still some Libor (co)variances and
option prices that are significantly misfitted by the model. In particular, the two-factor model
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misfits the correlation structure of forward Libor rates. The reason for this is the following. To
generate a humped volatility structure, the two factors need to be very highly negatively
correlated, and one factor needs to have a very high decay parameter. This implies that this factor
only influences very short maturity forward Libor rates, so that most forward Libor rates are
essentially driven by only one factor. The two-factor model thus implies almost perfectly
correlated forward Libor rates. Only due to the presence of the forward Libor measurement error
structure, the model generates some decorrelation between forward Libor rates, but the model-
implied correlation structure is quite different from the observed correlation structure. Therefore,
in the next subsection we analyze three-factor models.
7.4.2  Three-Factor Results
Table 7.4 presents the parameter estimates for the three-factor model for the three sets of
moment conditions. Again, joint estimation does not always give more accurate parameter
estimates than interest-rate-based and option-based estimation. For the three estimation methods,
the estimates for the volatility and decay parameters are quite similar to each other. One factor
has a high decay parameter, implying a quickly declining volatility function, another factor has
a very low decay parameter, implying a flat volatility function, and the third factor has an
intermediate decay parameter. Using interest rate data only and different estimation methods, Dai
and Singleton (2000) and De Jong (2000) find qualitatively similar results for three-factor
models. The correlations between the factors that follow from option-based estimation are
somewhat different from the factor-correlations implied by interest-rate-based estimation and
joint estimation. Below, we discuss the implications of this difference. Finally, the Libor rate
measurement error standard deviation is around 70 basis points for all three estimation methods,
which is roughly the same as in the two-factor model. Therefore, adding a third factor does not
‘solve’ the problem of the (too) large estimate for the Libor measurement error variance.
Figure 7.4 shows that all three estimation strategies provide a reasonable fit of the standard
deviations of forward Libor rates, and Table 7.3 shows that none of the forward Libor standard
deviations is misfitted significantly. Table 7.5 gives the forward Libor correlation structures
implied by the three estimation strategies. Clearly, the fit is much better than in case of the two-
factor model, although the correlations are on average a bit too low. Only in case of option-based
estimation, the correlations implied by the three-factor model are significantly too low (see Table
7.3). Thus, the correlations implicit in swaption prices are lower than the correlations in the
forward Libor data. This is in line with results presented in Chapter 5.
Figure 7.5 presents the fit of the three-factor models on the cap volatility structure. Interest-
rate based estimation leads to a reasonable fit of cap volatilities, and the pricing error is never
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(individually) significant. Note that, if we would not have included the Libor measurement error
structure in our model, interest-rate based estimation would have led to cap volatilities that are
much higher, which shows the importance of including the measurement errors. The other two
estimation strategies also lead to a good fit of the cap volatility structure.
The fit on the swaptions volatilities is given in Figure 7.6. In case of interest-rate based
estimation and joint estimation, swaptions are overpriced by the three-factor model. The reason
for this is that the forward Libor rate correlations, as estimated using the interest rate data, are
higher than the correlations implicit in swaption prices. Since lower correlations lead to lower
swaption prices, this implies that, in case of interest-rate based estimation, swaptions are
overpriced. In case of joint estimation, there is a trade off in the fit of the covariances (or,
correlations) of forward Libor rates and the fit of swaption volatilities. In the end, the model
parameter estimates imply forward Libor rate correlations that are somewhat lower than in the
interest rate data, and swaption volatilities that are higher than the observed swaption volatilities.
Summarizing, the three-factor model is a clear improvement over the two-factor model,
although the estimate for the Libor measurement error variance is still unrealistically large. The
fit on all four sets of moment restrictions, Libor variances, Libor covariances, cap volatilities, and
swaption volatilities, is better, and the differences between the implications of option-based
estimation and interest-rate based estimation are much smaller than in case of the two-factor
model. Only for the correlation structure of forward Libor rates and swaption prices, these two
estimation methods yield somewhat different results. The joint estimation strategy illustrates how
information in interest-rate data and option price data can be combined to accurately estimate the
three-factor model, and Table 7.3 confirms that, in case of joint estimation, almost all moment
restrictions are fitted accurately.
7.5 Summary and Conclusion
In this chapter we examine multi-factor Libor Market Models. We specify a model with
correlated factors, where each factor has a volatility function that corresponds to mean-reverting
behaviour of the factor. This way, the model is related to the affine class of term structure models
(Duffie and Kan (1996)), and, in particular, to the stochastic mean model of Jegadeesh and
Pennacchi (1996). 
To estimate and test such multi-factor models, we combine the information in interest rate
data with the information in the prices of interest rate options. Previous empirical work on term
structure models has estimated and tested models on the basis of either interest rate data, or
derivative price data. In this chapter, we analyze the benefits of combining these two data sets
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for estimating and testing term structure models. For comparison, we also estimate the models
both only on the basis of interest rate data and only on the basis of option price data.
We use weekly US data on Libor and swap rates and prices for caps and swaptions from 1995
to 1999. The model setup explicitly allows for the presence of measurement error in both the
interest rates and derivative prices. Given the model setup, moment restrictions are derived for
both variances and covariances of changes in forward Libor rates, and for the expected prices of
caps and swaptions. Estimation is performed by applying the Generalized Method of Moments
(GMM, Hansen (1982)). We estimate both two-factor and three-factor models.
First, we analyze whether using both interest rate and option price data leads to more
accurate parameter estimates. For both the two-factor and three-factor model, we find that, when
estimating the model using both interest rate and option price data, the standard errors of the
parameter estimates are not always smaller than the standard errors that result when only interest
rate data or option price data are used for estimation.
Second, we analyze the fit of the models on the interest rate and option price data. The results
for the two-factor model show that, in case of estimation based on option prices only, the model
does not accurately fit the standard deviations of forward Libor rate changes, and, in case of
estimation on the basis of interest rate data, the model misprices caps and, especially, swaptions.
Thus, the two-factor model cannot fit the main features of the two data sets at the same time.
This result illustrates the benefit of using both interest rate data and option price data for testing
term structure models.
The three-factor model provides a better fit to both the interest rate data and the option price
data. Both the humped shape of the standard deviations of forward Libor rate changes, and the
humped shape of the cap implied volatility curve are fitted more accurately. Still, the model
slightly overprices swaptions, and the model implies correlations between forward Libor rate
changes that are a bit lower than in the data. 
The results also show that allowing for measurement error in the interest rates is an important
aspect of the model setup. Neglecting this measurement error structure would lead to overpricing
of caps and too low standard deviations of forward Libor rate changes. However, although the
three-factor model gives a reasonably good fit of both the interest rate data and option price data,
the estimate for the variance of the measurement error in the forward Libor rates seems to be
unrealistically large. In this chapter, we have assumed that the forward Libor measurement errors
are uncorrelated across forward Libor maturities, and have the same variance. It would be
interesting to analyze whether more realistic estimates for the size of the measurement error
result if these assumptions are relaxed or if transaction costs are taken into account.
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Appendices
7.A Tables
Table 7.1. Fit 2-Factor Models: Correlations Forward Libor Rates.
The 2-factor LMM in equations (7.2) and (7.5) is estimated using first-stage GMM on the basis of three sets
of moments as described in the text. The table reports the correlations between forward Libor rate changes of
different forward maturities, as implied by the 2-factor models.
                         Data                                                           Interest-Rate Estimation
Maturity 1.25 2.75 4.75 9.75 1.25 2.75 4.75 9.75
0.25 0.895 0.727 0.704 0.576 0.863 0.854 0.839 0.786
1.25 - 0.847 0.832 0.688 - 0.882 0.866 0.811
2.75 - - 0.958 0.632 - - 0.858 0.803
4.75 - - - 0.821 - - - 0.789
Option Estimation                                                          Joint Estimation
Maturity 1.25 2.75 4.75 9.75 1.25 2.75 4.75 9.75
0.25 0.814 0.784 0.728 0.525 0.762 0.748 0.726 0.653
1.25 - 0.806 0.749 0.540 - 0.814 0.790 0.711
2.75 - - 0.722 0.520 - - 0.776 0.698
4.75 - - - 0.483 - - - 0.678
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Table 7.2. Parameter Estimates 2-Factor Model.
The 2-factor LMM in equations (7.2) and (7.5)  is estimated using first-stage GMM on the basis of three sets
of moments: variances and covariances of forward Libor rate changes, cap and swaption implied volatilities,
and these two sets together. The table reports parameter estimates and standard errors, which are corrected for
heteroskedasticity and 20th-lag autocorrelation  using Newey-West (1987).
Interest-Rate-Based Estimation Option-Based Estimation Joint Estimation
F1 0.222 (0.019) 0.246 (0.013) 0.212 (0.010)
F2 0.131 (0.095) 0.504 (0.017) 0.484 (0.001)
61 0.064 (0.018) 0.134 (0.018) 0.066 (0.001)
62 3.234 (1.166) 8.526 (0.882) 7.617 (0.716)
D12 -0.999 -0.996 (0.052) -0.859 (0.091)
F, 0.0071 (0.0008) 0.0091 (0.0028) 0.0088 (0.0018)
Table 7.3. Average Absolute T-ratios Moment Restrictions.
For the 2-factor and 3-factor models, the t-ratios of the individual moment restrictions are calculated, correcting
for heteroskedasticity and 20th-lag autocorrelation using Newey-West (1987). The table reports for each set of
moments the average of the absolute value of these t-ratios, and the number of moment restrictions that is







Libor Variances (9) 0.919 (0) 1.853 (2) 0.988 (1)
Libor Covariances (10) 1.670 (3) 2.593 (6) 2.201 (3)
Caps (7) 0.946 (0) 0.580 (0) 0.748 (0)
Swaptions (9) 3.973 (7) 1.318 (2) 1.801 (4)
3-Factor Model
Libor Variances (9) 0.225 (0) 0.390 (0) 0.243 (0)
Libor Covariances (10) 0.338 (0) 1.725 (3) 0.426 (0)
Caps (7) 0.443 (0) 0.317 (0) 0.439 (0)
Swaptions (9) 2.173 (4) 0.978 (1) 1.608 (3)
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Table 7.4. Parameter Estimates 3-Factor Model.
The 3-factor LMM in equations (7.2) and (7.5) is estimated using first-stage GMM on the basis of three sets
of moment restrictions. The table reports parameter estimates and standard errors, which are corrected for
heteroskedasticity and 20th-lag autocorrelation  using Newey-West (1987).
Interest-Rate-Based Estimation Option-Based Estimation Joint Estimation
F1 0.147 (0.015) 0.149 (0.045) 0.143 (0.014)
F2 0.908 (1.18) 0.508 (0.024) 0.687 (0.422)
F3 0.754 (1.17) 0.387 (0.053) 0.505 (0.448)
61 0.000 (0.008) 0.003 (0.044) 0.000 (0.016)
62 1.670 (0.566) 2.964 (1.01) 2.038 (0.656)
63 0.969 (0.450) 0.544 (0.024) 0.876 (0.344)
D12 -0.635 (0.083) -0.429 (0.633) -0.634 (0.305)
D13 -0.974 (0.090) -0.805 (0.192) -0.941 (0.103)
D23 0.529 (0.138) -0.106 (0.354) 0.486 (0.343)
F, 0.0067 (0.0008) 0.0070 (0.0037) 0.0072 (0.0028)
Table 7.5. Fit 3-Factor Models: Correlations Forward Libor Rates.
The 3-factor LMM in equations (7.2) and (7.5) is estimated using first-stage GMM on the basis of three sets
of moments as described in the text. The table reports the correlations between forward Libor rate changes of
different forward maturities, as implied by the 3-factor models.
                         Data                                                           Interest-Rate Estimation
Maturity 1.25 2.75 4.75 9.75 1.25 2.75 4.75 9.75
0.25 0.895 0.727 0.704 0.576 0.636 0.538 0.479 0.465
1.25 - 0.847 0.832 0.688 - 0.856 0.782 0.762
2.75 - - 0.958 0.632 - - 0.839 0.828
4.75 - - - 0.821 - - - 0.831
Option Estimation                                                          Joint Estimation
Maturity 1.25 2.75 4.75 9.75 1.25 2.75 4.75 9.75
0.25 0.665 0.428 0.191 0.059 0.596 0.501 0.444 0.428
1.25 - 0.797 0.608 0.484 - 0.837 0.760 0.738
2.75 - - 0.777 0.709 - - 0.813 0.801
4.75 - - - 0.798 - - - 0.803
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7.B Figures
Figure 7.1. Libor Volatilities 2-Factor Model. The 2-factor LMM (equations (7.2) and (7.5)) is estimated using
first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the annualized
standard deviations of forward Libor rate changes, as implied by the 2-factor models.
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Figure 7.2. Cap Volatilities 2-Factor Model. The 2-factor LMM (equation (7.2) and (7.5)) is estimated using
first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the cap Black
volatilities for different option maturities, as implied by the 2-factor models.
Figure 7.3. Swaption Volatilities 2-Factor Model. The 2-factor LMM (equations (7.2) and (7.5)) is estimated
using first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the swaption
Black volatilities for different option maturities, as implied by the 2-factor models.





















Data Option Interest-Rate 
Joint 























Estimation of the Libor Market Model: Combining Term Structure Data and Option Prices228
Figure 7.4. Libor Volatilities 3-Factor Model. The 3-factor LMM (equations (7.2) and (7.5)) is estimated using
first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the annualized
standard deviations of forward Libor rate changes, as implied by the 3-factor models. 
Figure 7.5. Cap Volatilities 3-Factor Model. The 3-factor LMM (equations (7.2) and (7.5)) is estimated using
first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the cap Black
volatilities for different option maturities, as implied by the 3-factor models. 
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Figure 7.6. Swaption Volatilities 3-Factor Models. The 3-factor LMM (equations (7.2) and (7.5)) is estimated
using first-stage GMM on the basis of three sets of moments as described in the text. The figure plots the swaption
Black volatilities for different option maturities, as implied by the 3-factor models.
Chapter 8
Summary and Directions for Further
Research
For several decades, many researchers have examined models for the term structure of interest
rates, and this thesis contributes to that literature. This chapter summarizes the main results of
the thesis, as well as natural extensions for further research.
The thesis consists of two parts. Part I, consisting of Chapters 2, 3, and 4, contains three
empirical studies on the pricing of bonds. Part II, consisting of Chapters 5, 6, and 7, focuses on
the pricing and hedging of interest rate derivatives.
In Chapter 2 we estimate and interpret the factors that jointly determine bond returns of
different maturities in the US, Germany and Japan, using a linear factor model for these bond
returns. We analyze both currency-hedged and unhedged bond returns. For currency-hedged
bond returns, we find that five factors explain 96.5% of the variation of bond returns. These
factors can be associated with changes in the level and steepness of the term structures in (some
of) these countries. In particular, it turns out that changes in the level of the term structures are
correlated across countries, while changes in the steepness of the term structures are country-
specific. The five-factor model also provides a good fit of the expected returns of bond returns
in all countries. We find similar results for bond returns that are not hedged for currency risk.
Finally, we show how the model can be used to calculate the Value at Risk for international bond
portfolios and to price cross-currency interest rate derivatives, and compare the results with
simpler models. In both cases the multi-country model has a better performance, indicating that
neglecting the correlation between bond returns in different countries can lead to incorrect
estimates for the Value at Risk and derivative prices. 
There are several ways to extend this chapter. First of all, in line with other empirical
evidence, one could include time-varying expected returns and (co)variances in the model.
Second, it would be interesting to extend the analysis to a larger set of countries, for instance,
emerging market countries.
In Chapter 3 we analyze an intensity-based model for the pricing of defaultable corporate
bonds of many different firms, that can be used to value basket credit derivatives and calculate
the risk of corporate bond portfolios. We use the framework of Duffie and Singleton (1999) and
model the instantaneous credit spread of each firm as a function of common factors and a
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firm-specific factor, thereby generalizing the purely firm-specific model of Duffee (1999). Using
data on US corporate bond prices of 104 firms, we estimate the model for the credit spread term
structures of all firms with quasi maximum likelihood based on the Kalman filter. The results
provide strong evidence for the presence of common factors in credit spreads across firms. These
common factors influence credit spreads of all firms in the same direction. We find that the risk
associated with the common factors is priced, while the firm-specific factor risk is not. The credit
spreads of low-rated firms are more sensitive to the common factors than the spreads of high-
rated firms. Finally, we find that changes in the common factors and firm-specific factors are
negatively correlated with stock returns and positively correlated with changes in stock return
volatility, which is in line with predictions from Merton (1974)-type firm value models.
An advantage of the reduced-form models analyzed in Chapter 3 is that they can be estimated
and implemented relatively easily, which makes these models very suitable for practical
applications. However, most reduced-form models do not have an explicit relation with a
structural model for the value of the firm. One exception is Duffie and Lando (2000), who give
an example of a firm value model that implies a reduced-form model that is in the Duffie and
Singleton (1999) class. Estimating tractable models for the term structure of credit spreads, that
are explicitly related to a firm value theory, will give insight in the validity of this theory and
provide guidelines for new theory.
In Chapter 4 we empirically analyze the impact of transaction costs on the performance of
affine interest rate models. Standard tests of term structure models are based on the assumption
of trading in frictionless markets. However, market frictions such as transaction costs or short
selling constraints are an important fact of life for investors. In this chapter we show that
including transaction costs of the sizes as observed in the market can considerably affect tests of
affine interest rate models. We test the implied (no arbitrage) Euler restrictions, and we calculate
the specification error bound of Hansen and Jagannathan to measure the extent to which a model
is misspecified. Using data on T-bill and bond returns we find, under the assumption of
frictionless markets, strong evidence of misspecification of one- and two-factor affine interest
rate models; portfolios of both short-maturity and long-maturity bonds are mispriced. This is in
line with earlier research. We then investigate whether allowing for transaction costs of the size
observed in the market can resolve the misspecification. The results show that the evidence of
misspecification of the one- and two-factor affine term structure models disappears in case of
monthly holding periods at market size transaction costs. Because of the transaction costs, the
portfolios with both long and short positions in T-bills and bonds are no longer mispriced. For
quarterly holding periods, the models have problems with pricing short-maturity T-bills at market
size transaction costs.
As shown in Chapter 4, including transaction costs in the evaluation of bond pricing models
Summary and Directions for Further Research 233
can change the empirical results considerably. The transaction costs for interest rate derivatives
are typically larger than for bonds. Including transaction costs and other market frictions in
models for the pricing and hedging of interest rate derivatives as well as in the empirical
evaluation of these models would, therefore, be an interesting extension. Furthermore,
transaction costs, illiquidity, and other market frictions might be even more important for the
pricing and hedging of credit derivatives. Corporate bonds, the underlying instruments for credit
derivatives, typically have higher transaction costs than government bonds. Furthermore, their
liquidity might deteriorate when the probability that the issuer defaults increases, which makes
the construction of appropriate hedging strategies more difficult. This leads to models where the
market is incomplete and where complete elimination of risk is impossible. An incomplete market
model typically implies an interval of no-arbitrage prices for a derivative instrument, instead of
a unique no-arbitrage price. Confronting such incomplete market models with data is an
interesting, but difficult topic.
In part II of the thesis we focus on the pricing and hedging of interest rate derivatives. In
Chapter 5 we empirically compare different term structure models on the basis of the pricing and
hedging of caps and swaptions. We analyze the influence of the number of factors on the pricing
and hedging results, and investigate which type of data !interest rate data or derivative price
data! should be used to estimate the model parameters to obtain the best pricing and hedging
results. We use data on US interest rates, and cap and swaption prices from 1995 to 1999. We
find that models with two or three factors imply better out-of-sample predictions of cap and
swaption prices than one-factor models. Also, estimation on the basis of derivative prices leads
to more accurate out-of-sample prediction of cap and swaption prices than estimation on the
basis of interest rate data. The results show that the interest-rate correlations implicit in swaption
prices are lower than the historically estimated interest rate correlations, which explains the
superior performance of option-based estimation, when it comes to predicting swaption prices.
The empirical results on the hedging of caps and swaptions show that, if the number of hedge
instruments is equal to the number of factors, the multi-factor models outperform one-factor
models in hedging caps and swaptions. However, if one uses a large set of hedge instruments,
one-factor models perform as well as multi-factor models. Hence, from that perspective, the
choice of the number of hedge instruments and the maturities of these hedge instruments are
more important than the particular model choice.
As interest rate derivative markets become more liquid, the empirical analysis of term
structure models could be extended to other, more exotic interest rate derivatives. In Chapter 5
we focused on at-the-money options. In-the-money and out-of-the-money interest rate options
are traded increasingly often. Data on such option prices could be used to document the risk-
neutral interest rate distribution implied by these option prices. For equity options there is already
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a large literature that estimates risk-neutral distributions implied by option prices (see, for
example, Ait-Sahalia and Lo (1998)). Other instruments that might become more liquid are
Bermudan swaptions and flexible caps. The prices of these instruments provide information on
the correlation between interest rates at different points in time. Using these option price data to
analyze term structure models will give a stronger test of these models.
Chapter 6 compares Libor and Swap Market Models for the pricing of interest rate
derivatives, using panel data on prices of US caplets and swaptions. Since the Libor Market
Model and the Swap Market Model are mutually inconsistent approaches, it is an empirical
question which model is to be preferred for practical purposes. A Libor Market Model can
directly be calibrated to observed prices of caplets, whereas a Swap Market Model is calibrated
to a certain set of swaption prices. For both models we analyze how well they price caplets and
swaptions that were not used for calibration. We find that the Libor Market Model on average
leads to better prediction of derivative prices that were not used for calibration than the Swap
Market Model, and we provide an explanation for these results. Second, we find that the Libor
Market Model with a constant volatility function persistently overprices swaptions and that the
Swap Market Model with a constant volatility function underprices swaptions. For both models,
much better pricing results are obtained by specifying an exponentially declining volatility
function. This functional form corresponds to mean-reverting behaviour of interest rates. Finally,
we find that models that are chosen to exactly match certain derivative prices are overfitted; more
parsimonious models lead to better predictions for derivative prices that were not used for
calibration. In other words, due to the presence of noise in derivative prices, a better fit of some
set of derivative prices can lead to a worse fit of other derivative instruments.
Chapter 7 extends the analysis of Chapter 6 by analyzing multi-factor Libor Market Models.
Previous empirical work on term structure models has estimated and tested these models on the
basis of either interest rate data or derivative price data. In this chapter, we analyze the benefits
of combining these two data sets for estimating and testing term structure models. We allow for
the presence of measurement error in both the interest rates and the option prices. Estimation is
performed using the Generalized Method of Moments (GMM). The empirical results are twofold.
First, for both the two-factor and three-factor model, we find that, when estimating the model
using both interest rate and option price data, the standard errors of the parameter estimates are
not always smaller than the standard errors that result when only interest rate data or option price
data are used for estimation. Second, the results on the fit of the two-factor model show that, in
case of estimation based on option prices only, the model does not accurately fit the standard
deviations of interest rate changes, and, in case of estimation on the basis of interest rate data,
the model misprices caps and, especially, swaptions. Thus, the two-factor model cannot fit the
main features of the two data sets at the same time. This result illustrates the benefit of using both
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interest rate data and option price data for testing term structure models. The three-factor model
provides a much better fit to both the interest rate data and the option price data. However, even
the three-factor model is not a complete success, since the estimate for the variance of the
measurement error in the forward Libor rates is unrealistically large. This might be caused by the
(too) simple measurement error assumptions, and it would be interesting to analyze whether more
realistic measurement error assumptions lead to more reasonable estimates for the size of the
measurement error. Also, in Chapter 6 we do not include transaction costs for the option prices,
which might be another reason for the large estimate for the interest rate measurement error
variance. Including transaction costs is, therefore, another interesting extension of this chapter.
In Chapters 5, 6, and 7 we analyze models where the volatility of (log) interest rate changes
is constant over time. As mentioned in these chapters, there is empirical evidence that interest
rate volatilities vary stochastically over time. Including stochastic interest rate volatility in term
structure models can have important implications for the pricing and hedging of interest rate
derivatives. Estimating such stochastic volatility term structure models is a challenge, since in
these models the interest rate volatility is typically not observed (see Chernov and Ghysels
(2000)).
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Samenvatting (Summary in Dutch)
Banken, verzekeringsmaatschappijen, pensioenfondsen, maar ook industriële ondernemingen
maken tegenwoordig op grote schaal gebruik van complexe financiële instrumenten waarvan de
marktwaarde direct gerelateerd is aan de  rentestanden. Te denken valt hierbij o.a. aan
overheidsobligaties, obligaties uitgegeven door ondernemingen, onderhandse leningen,
hypotheken (al dan niet met impliciete optie-elementen), rente-swaps, en rentederivaten. Zowel
de inschatting van de marktwaarde van dergelijke instrumenten als het beheer van de daaraan
verbonden risico’s is gebaseerd op modellen voor de rentetermijnstructuur en voor de waardering
van rente-afhankelijke instrumenten. Dezelfde modellen zijn evenzeer van groot belang bij het
ontwerpen van strategieën om de risico’s verbonden aan het aanhouden van dergelijke posities
af te dekken (te ‘hedgen’).
In dit proefschrift onderzoeken we een aantal van de bestaande modellen voor de
rentetermijnstructuur, door na te gaan in hoeverre deze modellen een adequate beschrijving geven
van de waargenomen waardeontwikkeling van rente-afhankelijke instrumenten en bruikbare
antwoorden geven ten aanzien van de waardering van die instrumenten, de inschatting van
rente-risico’s en de bepaling van hedge-strategieën. Het proefschrift bestaat uit twee delen. In
deel I (hoofdstukken 2, 3, en 4) worden de implicaties van rentemodellen voor het prijzen van
obligaties onderzocht. Deel II (hoofdstukken 5, 6, en 7) richt zich op het gebruiken van
rentemodellen voor het prijzen van rentederivaten en het afdekken van het risico van
rentederivaten.
In hoofdstuk 2 wordt een gezamenlijk model voor obligatierendementen in drie landen, te
weten de VS, Duitsland en Japan, geanalyseerd en worden mogelijke toepassingen van dit model
besproken. We specificeren een lineair factor model voor deze obligatierendementen. Voor
obligatieposities waarbij het valutarisico afgedekt is, verklaart een lineair factor model met vijf
factoren 96.5% van de variatie in de obligatierendementen. Deze factoren zijn te interpreteren
als bewegingen in het niveau en de steilheid van de rentetermijnstructuren in (sommige van) de
drie landen. De empirische resultaten laten zien dat veranderingen in het niveau van de
rentetermijnstructuren gecorreleerd zijn voor verschillende landen, terwijl veranderingen in de
steilheid van de rentetermijnstructuren landsspecifiek zijn. Het model met vijf factoren geeft
tevens een goede beschrijving van de verwachte obligatierendementen in de drie landen. Indien
voor de obligatieposities het valutarisico niet afgedekt wordt, vinden we gelijksoortige resultaten.
Het model kan gebruikt worden voor de bepaling van het neerwaartse risico van internationale
obligatieportefeuilles en voor het prijzen van zogenaamde 'cross-country' rentederivaten
(bijvoorbeeld een optie op de prijs van een internationale obligatieportefeuille). Voor beide
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toepassingen geeft het meer-landen model met vijf factoren betere resultaten dan een model dat
per land obligatierendementen beschrijft. Het negeren van correlaties tussen obligatierendementen
in verschillende landen kan derhalve leiden tot verkeerde inschattingen van het neerwaartse risico
en de prijzen van 'cross-country' rentederivaten.
In hoofdstuk 3 wordt een model voor het prijzen van obligaties die zijn uitgegeven door
ondernemingen geanalyseerd. Hierbij wordt expliciet rekening gehouden met de mogelijkheid van
faillissement van die onderneming, wat ertoe leidt dat de corresponderende rente doorgaans wat
hoger is dan die op staatsobligaties. Het verschil tussen beide rentestanden wordt de
kredietwaardigheidspremie (‘credit spread’) genoemd. Het model beschrijft de relaties tussen de
kredietwaardigheidspremies van verschillende ondernemingen. Dit model kan worden gebruikt
voor het inschatten van het risico van portefeuilles in bedrijfsobligaties en voor het prijzen van
kredietderivaten. We modelleren de kredietwaardigheidspremie voor iedere onderneming als een
functie van gezamenlijke factoren en een ondernemingsspecifieke factor. Hiermee generaliseren
we het geheel ondernemingsspecifieke model van Duffee (1999). Gebruikmakend van prijsdata
voor obligaties van 104 Amerikaanse ondernemingen, schatten we het model met de methode van
maximale aannemelijkheid. De resultaten laten zien dat er gezamenlijke factoren in de
kredietwaardigheidspremies van verschillende ondernemingen aanwezig zijn, welke de
kredietwaardigheidspremies van verschillende ondernemingen in dezelfde richting beïnvloeden.
De kredietwaardigheidspremies van ondernemingen met een lage krediet-rating zijn gevoeliger
voor veranderingen in de gezamenlijke factoren dan de kredietwaardigheidspremies van
ondernemingen met een hoge krediet-rating. Het risico dat verbonden is aan deze gezamenlijke
factoren leidt tot een lagere prijs voor de obligatie. Dit is echter niet het geval voor het risico dat
verbonden is aan de ondernemingsspecifieke factoren. We vinden ook dat de veranderingen in
de gezamenlijke en ondernemingsspecifieke factoren negatief samenhangen met
aandelenrendementen en positief met veranderingen in de aandelenvolatiliteit. Deze resultaten
corresponderen met voorspellingen van theoretische modellen voor de waarde van het bedrijf
(Merton (1974)).
In hoofdstuk 4 analyseren we wat de invloed is van transactiekosten op het toetsen van de
empirische validiteit van lineaire rentemodellen. De standaard toetsen van rentemodellen baseren
zich op de aanname dat obligaties worden verhandeld in frictieloze markten. Marktfricties, zoals
transactiekosten, zijn echter een belangrijk aspect van financiële markten. In dit hoofdstuk laten
we zien dat, indien we corrigeren voor de aanwezigheid van transactiekosten, de resultaten van
statistische toetsen van rentemodellen aanzienlijk kunnen veranderen. We toetsen de zogenaamde
Euler restricties, en meten de mate van misspecificatie van het rentemodel met behulp van de
misspecificatie-maatstaf van Hansen en Jagannathan. Gebruikmakend van rendementsdata voor
staatsleningen en obligaties in de VS, vinden we duidelijk bewijs voor misspecificatie van
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modellen met één of twee factoren, indien we aannemen dat er geen marktfricties zijn. In dit
geval impliceren de modellen vooral voor portefeuilles met zowel kortlopende als langlopende
obligaties een waarde die duidelijk afwijkt van de waargenomen prijzen. Vervolgens onderzoeken
we of, indien we corrigeren voor de aanwezigheid van transactiekosten, de gevonden
misspecificatie verdwijnt. De resultaten laten zien dat dit inderdaad het geval is, indien de
beleggingsperiode van beleggers gelijk is aan één maand. Echter, in het geval van een
beleggingsperiode van drie maanden, hebben de rentemodellen problemen met het correct prijzen
van kortlopende staatsleningen, zelfs wanneer er wordt gecorrigeerd voor transactiekosten.
In hoofdstuk 5, het eerste hoofdstuk van deel II, worden verschillende rentemodellen
vergeleken aan de hand van hun prestaties ten aanzien van het prijzen van bepaalde rente-opties,
te weten caps en swaptions, en het afdekken van het risico van deze opties. We analyseren de
invloed van het aantal factoren van het rentemodel op de prijzings- en afdekkingsresultaten, en
we onderzoeken welke data -rentedata of optieprijsdata- het beste gebruikt kunnen worden voor
het schatten van de parameters van het rentemodel. We gebruiken wekelijkse rentedata en
optieprijsdata voor de VS van 1995 tot en met 1999. De resultaten laten zien dat modellen met
twee of drie factoren betere voorspellingen voor optieprijzen geven dan modellen met één factor.
Daarnaast leveren modellen die geschat zijn met behulp van optieprijsdata betere voorspellingen
voor optieprijzen dan modellen die geschat zijn op basis van rentedata. De resultaten betreffende
het afdekken van het risico van de rente-opties laten zien dat, indien het aantal instrumenten dat
wordt gebruikt voor het afdekken van het risico gelijk is aan het aantal factoren, de modellen met
twee of drie factoren betere resultaten geven dan modellen met één factor. Wanneer een groter
aantal instrumenten voor het afdekken van het optieprijsrisico wordt gebruikt, leveren de
één-factor modellen evenwel even goede resultaten als de meer-factor modellen.
In hoofdstuk 6 vergelijken we twee recent ontwikkelde rentemodellen, het Libor markt model
en het swap markt model, welke beide in de praktijk veel gebruikt worden voor het prijzen van
rentederivaten. Omdat deze twee modellen niet gelijktijdig geldig kunnen zijn, is het een
empirische vraag welk model het beste gebruikt kan worden voor praktische toepassingen.  Een
Libor markt model kan direct worden geschat met behulp van marktprijzen van caplets, terwijl
een swap markt model direct kan worden geschat met behulp van marktprijzen van swaptions.
Voor beide modellen analyseren we de prijsfouten voor rente-opties die niet zijn gebruikt voor
het schatten van de modelparameters, en de resultaten laten zien dat het Libor markt model de
kleinste prijsfouten oplevert. Het blijkt ook dat een Libor markt model met een constante
volatiliteitsfunctie te hoge prijzen voor swaptions oplevert, en dat een swap markt model met een
constante volatiliteitsfunctie te lage prijzen voor swaptions oplevert. Voor beide modellen
worden veel betere prijzingsresultaten behaald indien een exponentieel dalende volatiliteitsfunctie
wordt gebruikt. Een dergelijke functionele vorm correspondeert met rentes die tenderen naar een
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langetermijngemiddelde. Ten slotte blijkt dat modellen met veel parameters die een bepaalde set
van opties correct prijzen, soms slechtere voorspellingen voor de prijzen van andere opties
leveren dan modellen met minder parameters.
In hoofdstuk 6 worden Libor markt modellen met één factor geanalyseerd. In hoofdstuk 7
wordt de analyse van Libor markt modellen uitgebouwd door meer-factor modellen te
onderzoeken. In de huidige academische literatuur worden rentemodellen statistisch getoetst op
basis van rentedata of optieprijsdata. In hoofdstuk 7 analyseren we de toegevoegde waarde van
het combineren van deze twee datasets voor het schatten en toetsen van rentemodellen. De opzet
van het model houdt rekening met meetfouten in zowel de rentedata als de optieprijsdata. De
empirische resultaten zijn tweeledig. Allereerst, voor zowel het twee-factor als het drie-factor
model, vinden we dat het gebruiken van rente- en optieprijsdata niet tot meer accurate
schattingen voor de modelparameters leidt. Ten tweede vinden we dat, wanneer het twee-factor
model alleen op basis van optieprijsdata wordt geschat, het model geen goede beschrijving van
de standaarddeviaties van renteveranderingen geeft. Indien het twee-factor model alleen op basis
van rentedata wordt geschat, geeft het model grote prijsfouten voor rente-opties, in het bijzonder
voor swaptions. Het twee-factor model kan derhalve niet de eigenschappen van de rente- en
optiedata gelijktijdig goed beschrijven. Dit resultaat laat de toegevoegde waarde zien van het
gebruiken van zowel rente- als optiedata voor het toetsen van rentemodellen. Het drie-factor
model geeft een veel betere beschrijving van zowel de rente- als optieprijsdata. Echter, de
variantie van de meetfout in de rentehoogte is onrealistisch hoog in het drie-factor model. Een
mogelijke oorzaak van dit resultaat is de relatief eenvoudige aanname voor de structuur van de
meetfouten.
