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Abstract 
 
I argue that conventionalism is a promising doctrine by defending it against the 
following four major objections. (1) Quine’s objection to truth by convention. (2) 
Quine’s objection regarding the definition of analytic, and regarding the distinction 
between the analytic and synthetic. (3) The objection from the necessary a posteriori. 
(4) The contingency problem. Some of the objections apply to analytic propositions, 
whereas some of them apply to necessary a posteriori propositions. I take Ayer’s 
doctrine as a typical version of Traditional Conventionalism. I develop my Revised 
Conventionalism about analytic propositions based on Ayer’s doctrine. The main 
revisions I argue for include that analytic propositions are a model constructed from 
our use of language, and that the necessity of analytic propositions can be given up. I 
take Sidelle’s doctrine as a typical version of Neo-Conventionalism. I develop my 
Revised Conventionalism about necessary a posteriori propositions based on Sidelle’s 
view. The main revision I argue for is that purportedly unrestricted necessary a 
posteriori propositions are only restrictedly necessary. I argue that my Revised 
Conventionalism can withstand the above four major objections. Conventionalism 
opens up a new line of thought for resolving philosophical problems. That is, 
conventionalism proposes explanations by virtue of our use of language, rather than 
by virtue of objective reality or by the nature of our thought. Given my defence of 
conventionalism, it follows that we can use the conventionalist line of thought to 
resolve a wide range of philosophical problems. 
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Introduction 
 
The aim of this thesis is to defend conventionalism. Roughly speaking, the spirit of 
conventionalism is to explain certain phenomena by appealing to linguistic 
conventions, i.e., by appealing to linguistic practices or linguistic usage. This line of 
thought is used in a variety of areas, including geometry (Poincare, 1902), logic, 
mathematics, ontology (Carnap, 1934), and necessity (Ayer, 1936/1946; Sidelle, 1989; 
Coppock 1984; Cameron 2009, 2010a, 2010b; Sider 2003, 2011). In this thesis I will 
argue that conventionalism is a promising philosophical doctrine by defending it 
against major objections. Before I introduce those objections and my responses to 
them, I need to clarify the version of conventionalism that I defend in this thesis. 
What I defend is a revised version of conventionalism in regard to analytic 
propositions (i.e. necessary a priori propositions) and in regard to necessary a 
posteriori propositions. I develop my revised version of conventionalism in regard to 
analytic propositions mainly on the basis of Ayer’s (1936/1946, 1936b) Traditional 
Conventionalism, and develop my revised version of conventionalism in regard to 
necessary a posteriori propositions mainly on the basis of Sidelle’s (1989, 1992) Neo-
Conventionalism. In what follows, I will briefly introduce Traditional 
Conventionalism and Neo-Conventionalism and clarify the relation between my 
revised version of conventionalism and Ayer’s and Sidelle’s conventionalism. 
 
Traditional Conventionalism was popular from the 1920s to the 1940s. Poincare 
(1902), Carnap (1934), Ayer (1936/1946), and Wittgenstein (1939) put forward 
different versions of Traditional Conventionalism. In addition, doctrines in the spirit 
of conventionalism date back at least as far as Locke (1689). Among these doctrines, 
Ayer’s Traditional Conventionalism is a relatively comprehensive version and my 
revised version of conventionalism in regard to analytic propositions is developed 
mainly from his doctrine.  
 
Ayer’s conventionalism focuses on providing a conventionalist explanation of the 
truth and necessity of analytic propositions. I will introduce the main tenets of Ayer’s 
view here and then articulate the view in detail in Chapter 1. First, Ayer construes 
propositions as logical constructions based on sentences. He argues that, “[r]egarding 
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classes as a species of logical constructions, we may define a proposition as a class of 
sentences which have the same intensional significance for anyone who understands 
them” (Ayer, 1946, p. 88). This means that although propositions are the truth bearers 
in Ayer’s doctrine, sentences play a more fundamental role in the relation between 
sentences and propositions.  
 
Second, Ayer is a deflationist about truth. “True” and “false” do not refer to “a 
genuine quality or relation” but are only ways of marking our “assertion and denial” 
of propositions (Ayer, 1946, p. 89). For example, saying that “Queen Anne is dead” is 
true is nothing more than asserting that Queen Anne is dead. “True” and “false”, 
therefore, are two marks connected to two categories of propositions: those 
propositions we assert and those we deny, respectively. 
 
Third, Ayer distinguishes between synthetic propositions and analytic propositions. 
Synthetic propositions include propositions about “matters of fact” (Ayer, 1946, p. 
31). The validity of synthetic propositions is determined by experience (Ibid., p. 78). 
He gives the following example of a synthetic proposition: “There are ants which 
have established a system of slavery”. We cannot know whether this proposition is 
true by merely investigating the definitions of the terms involved. Analytic 
propositions, on the other hand, include propositions about “relations of ideas” (Ibid., 
p. 31). The validity of an analytic proposition merely depends on the “definitions of 
the symbols it contains” (Ibid., p. 78). This category includes, amongst others, logical 
propositions and mathematical propositions, the truth of which can be known by 
investigating nothing else but the use of the terms involved. Ayer gives the following 
example: “Either some ants are parasitic or none are”. He believes that we can know 
the truth of this proposition by knowing nothing else but the way in which the words 
“either”, “or” and “not” are used. Once people know how to use these terms, they 
know that any proposition matching the form “either p is true or p is not true” is true. 
This process does not require investigating any experiences.  
 
Fourth, Ayer explains the truth of analytic propositions by virtue of linguistic 
conventions. We can see this point from the above example of analytic propositions. 
Ayer disagrees with the claim that the source of the truth of analytic propositions is 
experience and also disagrees with the construal of analytic propositions as 
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generalizations based on experience. He believes that the truth of analytic 
propositions have a different source in comparison to synthetic propositions. That is, 
the truth of analytic propositions is explained by virtue of our use of the terms 
contained in the proposition itself. In other words, when we know how to use the 
terms in the proposition, then we know what makes the proposition true. Another 
example Ayer gives is the following: “Nothing can be coloured in different ways at 
the same time with respect to the same part of itself” (Ayer, 1946, p. 79). This 
proposition is true by virtue of the convention that prescribes the way in which we are 
to use the phrase “the same parts of itself”. According to this convention, we do not 
give any part that can have a different colour at the same time the label “the same 
parts of itself”. Ayer’s example proposition is made true by this convention.  
 
Moreover, on many occasions Ayer understands linguistic conventions as definitions, 
in that knowing the use of a certain term is knowing the definition of the term. Hence, 
in order to know the truth of an analytic proposition one merely needs to know the 
definitions of the terms it contains. The difference between synthetic propositions and 
analytic propositions lies in whether we can know their truth (or falsity) merely by 
“considering the definitions of the symbols which constitute it” (Ayer, 1946, p. 79). 
 
Corresponding to his definition of analytic propositions and his conventionalist 
explanation of their truth, Ayer believes that analytic propositions have nothing to do 
with experience. Since linguistic conventions are only about our use of words, 
analytic propositions only record “our determination to use words in a certain 
fashion” (Ayer, 1946, p. 84). It follows that analytic propositions say nothing about 
matters of fact. For example, Ayer believes that the proposition “either some ants are 
parasitic or non are” does not give us any information about the behaviour of ants. In 
this sense, he claims that analytic propositions are “entirely devoid of factual content” 
(Ibid., p. 79). 
 
Fifth, Ayer argues that analytic propositions are necessary propositions. On the one 
hand, he argues that analytic propositions are independent of experience. When people 
discover something that seems to be in contradiction to a certain analytic proposition, 
they can change other conditions in order to protect the truth of the analytic 
proposition. Hence, analytic propositions cannot be disproved merely by experience. 
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On the other hand, he excludes the possibility of alternative options by arguing that 
even if we try to deny analytic propositions, which are based on the way in which we 
use words, we still have to use the words in the same way. He claims that we cannot 
deny analytic propositions “without infringing the conventions which are presupposed 
by our very denial” (Ayer, 1946, p. 84). Hence, such a denial is a self-contradiction. 
He stresses that this unrevisability is the “sole ground of their necessity” (Ibid., p. 84). 
 
In Ayer (1936b), he holds a slightly different view. He defends the necessity of 
analytic propositions by claiming that analytic propositions are rules. That is, 
propositions “do not describe how words are actually used but merely prescribe how 
words are to be used” (Ayer, 1936b, p. 20). On the one hand, our actual use of words 
will not affect those rules because those rules can be “followed or disobeyed” (Ibid.). 
In other words, those rules cannot be disproved by our actual use of words. On the 
other hand, Ayer believes that it does not make sense to deny those rules. Even if we 
use a different language, the rules still prescribe our use of the words in this language. 
Based on these two reasons, then, Ayer claims that analytic propositions are necessary 
propositions. What is more, Ayer argues that the unrevisability of these rules is the 
source of their truth. He claims that the rules “cannot conceivably be false” (Ibid.). In 
other words, analytic propositions are true in a way which excludes the possibility of 
alternative options. 
 
Sixth, Ayer also argues that analytic propositions are a priori propositions based on 
the aforementioned reasons. I will briefly reiterate them here. Analytic propositions 
do not “provide any information about any matter of fact” and thus lack “factual 
content” (Ayer, 1946, p. 79). Moreover, analytic propositions have the feature of 
independence of experience. Thus, they cannot be disproved merely by experience. 
These reasons all mean that analytic propositions have nothing to do with experience, 
and are thus a priori. 
 
As shown above, Traditional Conventionalists like Ayer invented a new way in which 
to deal with philosophical problems such as the truth of analytic propositions, and the 
necessity and the a priori of analytic propositions. They were hitherto explained by 
virtue of some metaphysical property or by a special philosophical intuition. Ayer 
explains all of these features by making use of linguistic conventions. This sort of 
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explanans is less mysterious and much easier to be understood than other explanantia.  
 
Traditional Conventionalism fell into disfavour after the 1950s when serious 
challenges to it were raised, the most prominent of which were by Quine (1936, 
1951). Quine (1936) raises an objection to truth by convention. Conventionalists such 
as Ayer believe that logical or mathematical propositions can be explained merely by 
virtue of linguistic conventions, and they explain analyticity in terms of definitions. 
Quine argues against this sort of conventionalism by claiming that a definition can 
only transform a true proposition into another true proposition by replacing a 
definiens with a definiendum, or vice versa. He grants that mathematical propositions 
can be explained by definitions based on logical propositions. However, he claims 
that logical truths cannot all be explained merely by virtue of linguistic conventions. 
The reason is that when people try to infer a logical proposition on the basis of a 
convention, they arrive at this inference by virtue of a convention. If this is the case 
then their effort to explain logical inference by virtue of conventions becomes an 
infinite regress, because every inference and explanation is arrived at by yet another 
convention. For example, someone may try to explain the logical inference from 
premise p and pq to q by virtue of convention c1. However, the explanation of the 
inference from p, pq and c1 to q takes place by virtue of convention c2. The latter 
sort of explanation is of the same kind as the one that led to it, and  because of this the 
process will continue indefinitely.  
 
Further, Quine (1951) objects to the distinction between the analytic and the synthetic. 
On the one hand, he argues that we cannot define analyticity without circularity. He 
points out that conventionalists explain analyticity as truth “by definition” or “in 
virtue of meaning alone”, but that “by definition” and “in virtue of meaning alone” 
are explained by the condition that two terms are synonymous or interchangeable. 
However, the explanation of synonymy or interchangeability already makes use of 
analyticity. On the other hand, Quine argues that there is no boundary between the 
analytic and the synthetic because our belief system is holistic. All the different 
propositions in our belief system depend on and are connected with each other. The 
propositions at the boundary of this system as a whole then connect to experience. 
This means that we cannot find propositions in one part of the system that are 
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completely independent of experience. Thus, there are no purely analytic propositions 
in our belief system.  
 
Another important challenge to Traditional Conventionalism comes from the growing 
awareness of the role of the necessary a posteriori. Some Traditional 
Conventionalists, such as Ayer, believe that the necessary corresponded to the a 
priori. However, Kripke and Putnam forcefully argued against this framework by 
proposing necessary a posteriori truths. Kripke (1971, 1980) and Putnam (1975) 
argue that there are metaphysically necessary truths – hereafter, a posteriori 
metaphysical necessity.  Kripke calls this necessity metaphysical necessity, whereas 
Putnam calls this necessity logical necessity and believes that logical necessity is 
equivalent to Kripke’s metaphysical necessity. 1  “Water is H2O” is a paradigm 
example of a necessary a posteriori truth. This claim is synthetic rather than analytic 
because we empirically discover that water in the world is H2O. The necessary a 
posteriori breaches the connection between necessity and analyticity required by 
Traditional Conventionalism. Therefore, the necessary a posteriori is construed as a 
serious challenge to conventionalism. 
 
Nevertheless, the core idea of conventionalism remains attractive. After the 
appearance of necessary a posteriori propositions, Traditional Conventionalism 
developed into Neo-Conventionalism. Some versions of the latter attempt to save 
conventionalism from the challenge of the necessary a posteriori; they include Sidelle 
(1989), Coppock (1984), Cameron (2009, 2010a, 2010b), and Sider (2003, 2011). 
These authors articulate different versions of Neo-Conventionalism, but they all pay 
close attention to the explanation of necessity. There are some versions of Neo-
Conventionalism that apply the conventionalist approach to issues of wider scope. For 
example, Waller (1999) develops a semantic conventionalism that not only accounts 
for necessary a posteriori claims but also for “entire languages containing a variety of 
kinds of claims” (Waller, 1999, p. 63). Einheuser (2003) discusses language-created 
entities and deals with ontological issues using a conventionalist approach. Among all 
the conventionalist doctrines, I will argue that Sidelle’s Neo-Conventionalism is the 
most powerful in answering various objections, and thus I take his Neo-
                                                 
1 Putnam’s view in regard to logical possibility changed in his later works. The discussion in this thesis 
is mainly based on his (1975). 
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Conventionalism as paradigmatic of Neo-Conventionalism. 
 
The main purpose of Sidelle’s Neo-Conventionalism is to provide a conventionalist 
explanation of necessary a posteriori propositions. I introduce his main idea here, and 
will articulate his view in detail in Chapter 4. First, Sidelle inherits the Traditional 
Conventionalist view regarding analytic propositions. Although the main purpose of 
Sidelle’s Neo-Conventionalism is to provide a conventionalist explanation for 
necessary a posteriori propositions, he also provides a defence of the view that there 
are analytic propositions. The reason he does so is that he separates modality-
involving analytic statements from necessary a posteriori claims (I will explain this 
point shortly). If he is to use modality-involving analytic statements in his argument, 
then he needs to first show that there are analytic truths.  
 
What he defends is the understanding of analyticity “in basically its traditional form” 
(Sidelle, 1989, p. 147). He agrees with the distinction between analytic propositions 
and synthetic propositions as per Traditional Conventionalism. He also agrees that the 
truth of analytic propositions can be explained merely by virtue of our linguistic 
conventions. He claims that the truth of analytic propositions has nothing to do with 
“the way the world happens to be” and is “a product of our linguistic conventions” 
(Ibid., p. 147). Correspondingly, since analytic propositions are irrelevant to the 
empirical conditions in the world, he agrees that analytic propositions are a priori 
propositions. Moreover, he agrees that analytic propositions are necessary 
propositions. He believes that the necessity of these propositions is based on their 
“full-scale unrevisability” (Ibid., p. 147). Their unrevisability is due to them being 
analytic, which is explained by virtue of linguistic conventions. In this sense, Sidelle 
believes that the necessity of analytic propositions can be explained by virtue of 
linguistic conventions. 
 
Second, Sidelle takes propositions to be the truth bearers. Necessary a posteriori 
propositions are the main subject matter of his account. However, we find that 
according to Sidelle’s understanding, there is a close relation between sentences, 
propositions and related facts. Sidelle disagrees with the view that aims to separate 
sentences, propositions and facts, the latter of which are claimed to make true 
propositions. According to this view, the role of sentences is only to express certain 
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propositions and the truth of propositions is completely determined by facts. Sidelle 
argues in contrast to this view that the convention regarding terms also puts 
restrictions on the level of propositions and on the level of facts. In other words, 
Sidelle argues the truth value of propositions is not only related to propositions and 
facts: the level of sentences also affects whether propositions regarding certain 
(possible) situations are true or false. He discusses linguistic conventions regarding 
the term “water” and claims that “the basic level of explanation here is at the level of 
words and sentences, rather than at the object level and that of propositions” (Sidelle, 
2009, p. 236). However, he qualifies that remark by saying that “it is not just at that 
level [the level of words and sentences]” (Ibid.). Briefly speaking, Sidelle argues that 
the convention regarding the term “water” affects what is possible (or necessary) in 
regard to the proposition “water is H2O” and in regard to what is carved up from the 
actual or possible world as the natural kind water. 
 
Third, Sidelle’s main aim is to provide a conventionalist explanation of necessary a 
posteriori truths. More precisely, he endeavours to explain metaphysical necessity by 
virtue of conventions. He divides necessary a posteriori claims into a (or some) 
modality-involving analytic statement and a (or some) non-modal epistemic 
statement. By doing so the necessity of the claim becomes relevant only to the 
modality-involving analytic part, which is based on our conventions. In this sense, 
Sidelle argues that the source of metaphysical necessity is our linguistic conventions, 
rather than real necessity in the world. He claims that “all necessity is grounded in our 
conventions, that there is no necessity “out there”” (Sidelle, 1989, p. xi). Moreover, he 
understands conventions as “our ways of speaking and thinking” (Ibid., p. 2).  
 
Fourth, Sidelle’s doctrine also supports the view that the truth of propositions depends 
on convention, although he does not express this point explicitly. Yablo (1992) notices 
this consequence and says that “Sidelle thinks conventions can make propositions 
true, by “making” the truth-conferring objects and kinds” (Yablo, 1992, p. 880). 
Yablo’s reason is that Sidelle holds the view of the world of stuff. Sidelle argues that 
before we applied the identity of individuation (across space, time and possible 
worlds) onto the world, the world was a world of stuff. The world of stuff is the world 
“devoid of modal properties” and “identity conditions”. That is, the world of stuff  “is 
preobjectual” (Sidelle, 1989, p. 55). Objects are not selected from “among the many 
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objects out there waiting to be referred to”; rather, the conventions “articulate (or 
create, or construct – but “articulate” seems to be better) objects from the 
independently inarticulate world” (Sidelle, 1992, p. 284). One of the consequences of 
Sidelle’s view of the world of stuff is that the truth of necessary a posteriori 
propositions also depends on our linguistic conventions. There is no mind-
independent fact which can make true propositions like “water is H2O” because there 
is no natural kind water in the mind-independent world. 
 
As for the relation between Traditional Conventionalism and Neo-Conventionalism, 
Sidelle (2015) remarks that “conventionalism does not require that all necessary truths 
are true by convention, but only that this is why they are necessary”. More precisely, 
Sidelle claims that conventions can explain the truth and the necessity of analytic 
propositions, but that conventions can only explain the necessity of necessary a 
posteriori propositions, but not their truth. However, according to the above brief 
explanation, it seems that his view is actually stronger than this. I will argue that his 
argument has the potential to explain the truth of necessary a posteriori propositions. 
According to this understanding, Sidelle’s Neo-Conventionalism extends the 
Traditional Conventionalist view of analytic propositions so that it also applies to the 
explanation of necessary a posteriori propositions.  
 
A substantial threat to both Traditional Conventionalism and Neo-Conventionalism 
comes from what has become known as the contingency problem. Black (1936) raises 
the contingency problem in regard to Traditional Conventionalism. He argues that if a 
particular proposition is based on a convention, then the proposition should be 
contingent rather than necessary. Sidelle (2009) expresses the contingency problem in 
regard to Neo-Conventionalism as follows. Our conventions might have been 
different and as a result they are contingent. If metaphysical necessity is explained by 
virtue of conventions, then what is explained is not really necessity. Traditional 
Conventionalism’s response to this problem is not plausible. For example, in order to 
preserve the necessity of analytic propositions, Ayer (1936b) argues that analytic 
proposition are rules, but this solution is not plausible. As Black (1936) shows, Ayer’s 
claim that rules can be followed or disobeyed means that our actual use of language 
cannot impose any restriction on whether analytic propositions are true. As a result, 
there is nothing in our actual use of language that can prevent us from conceiving 
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alternative analytic propositions as true. I hold that Neo-Conventionalism’s response 
to the contingency problem is not plausible: it is overly complicated and unintuitive. 
For example, Sidelle (2009) defends the claim that metaphysical necessity remains 
even if we grant that the associated conventions might have been different. This 
leaves him with the difficult problem of reconciling the claim that conventions can 
explain necessity with the claim that when conventions change there is no effect on 
necessity. 
 
The aim of this thesis is to defend conventionalism against the aforementioned major 
objections. The names I give to these objections are as follows: the objection to truth 
by convention, the objection to the distinction between the analytic and the synthetic 
(including the objection to the definition of “analytic” because the latter is relatively 
minor and raised in the same paper as the former), the objection from the necessary a 
posteriori, and the contingency problem.2  
 
The responses from Traditional Conventionalism and Neo-Conventionalism to these 
objections are illustrated in the following table. The table also covers the responses 
offered by my revised version of conventionalism, which I will explain shortly. In the 
table, I also point out the chapter where I discuss each of objections. 
 
 Traditional 
Conventionalism  
Neo-Conventionalism Revised 
Conventionalism 
Is the 
objection 
discussed? 
Is the 
response 
successful
? 
Is the 
objection 
discussed? 
Is the 
response 
successful
? 
Relation 
with 
previous 
responses 
Is the 
response 
successful
? 
1. The objection Yes Yes Yes Yes Agree Yes 
                                                 
2 Another major objection to conventionalism is the Lewy Point (cf. Yablo 1992 and Warren, 2015). 
The Lewy Point distinguishes between what expressions mean and what makes expressions true. Hence, 
according to this view, only the meaning of expressions depends on conventions. Associated 
truthmakers, on the other hand, i.e., what makes the expressions true, are facts that do not depend on 
conventions. A conventionalist response to the Lewy Point is to argue that the objects involved in the 
event described by the expression are constructed by conventions. Hence, the facts associated with 
these objects that make the expression true are also constructed by conventions. “Sidelle thinks 
conventions can make propositions true, by “making” the truth-conferring objects and kinds” (Yablo, 
1992, p. 880). A response to the Lewy Point is very important in showing that the conventionalist view 
is promising and in enhancing an anti-realist world picture, which is friendly to conventionalism. I 
regret that I cannot discuss the Lewy Point in this thesis because of problems of length. 
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to truth by 
convention 
(Quine, 1936)  
(Ch. 2) 
 
2.1. The 
objection to the 
definition of 
“analytic” 
(Quine, 1951)  
(Ch. 2) 
Yes Yes Yes Yes Agree Yes 
2.2. The 
objection to the 
distinction 
between the 
analytic and the 
synthetic (Quine, 
1951)  
(Ch. 2) 
Yes No Yes No New Yes 
3. The objection 
from the 
necessary a 
posteriori   
(Ch. 3, 4) 
No N/A Yes Yes Modified Yes 
4. The 
contingency 
problem  
(Ch. 1, 5, 6) 
Yes No Yes No New Yes 
 
I will argue  (in section 2.2) that the conventionalist response to the objection to truth 
by convention is plausible. Traditional conventionalism and Neo-Conventionalism 
both appeal to implicit conventionalism to answer this question (cf. Ayer, 1936b; 
Warren, 2016). Implicit conventionalism holds that logical truths are implicitly 
demonstrated (rather than explicitly expressed) by conventions. Further, I will argue 
(in section 2.3 before section 2.3.3) that the conventionalist response to the objection 
to the definition of “analytic” is plausible. Traditional conventionalism and Neo-
Conventionalism both argue that Quine’s requirement is too strong if one wishes to 
find a definition for “analytic” (cf. Grice & Strawson, 1956; Sidelle, 1989, Chapter 5). 
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However, I argue, Traditional Conventionalism does not have a plausible response to 
the objection to the distinction between the analytic and the synthetic and because of 
this it fell into disfavour since this distinction is a critical feature of Traditional 
Conventionalism. Moreover, Neo-Conventionalism does not have a plausible 
response either. Sidelle’s Neo-Conventionalism also endorses the same distinction 
between analytic propositions and synthetic propositions as Traditional 
Conventionalism. Moreover, he provides his response to this objection (cf. Sidelle, 
1989, Chapter 5). I argue (in section 2.3 from section 2.3.5) that Sidelle’s response is 
problematic and needs to be modified. The objection from the necessary a posteriori 
is discussed only by Neo-Conventionalists. I will argue (in section 4.2) that Sidelle’s 
response to the objection is successful (cf. Sidelle, 1989). I will argue that Sidelle’s 
response is best thought of as explaining restricted necessary a posteriori truths by 
linguistic conventions (I introduce this notion shortly). Moreover, I argue (in section 
4.3) that Cameron’s and Sider’s deflationary response is too weak and cannot save 
Neo-Conventionalism from other objections (cf. Cameron 2009, 2010a, 2010b; Sider 
2003, 2011). Lastly, I argue that in regard to the contingency problem, Traditional 
Conventionalism’s response is not plausible (in sections 1.2 and 1.3) and Neo-
Conventionalism’s response is overly complicated and unintuitive (in Chapters 5 and 
6). I will discuss each objection and the response to it in detail in the related chapters 
of this thesis. 
 
In order to make conventionalism more tenable when facing these major objections, I 
put forward my revised version of conventionalism. I call it Revised Conventionalism. 
Roughly speaking, Revised Conventionalism is comprised of (1) an account of 
analytic propositions, which is an amended Ayer-like view of analytic propositions, 
and (2) an account of necessary a posteriori propositions, which is an amended 
Sidelle-style view of necessary a posteriori propositions.  
 
Revised Conventionalism takes propositions to be truth bearers. Just like other 
conventionalist understandings of the relation between sentences, propositions and 
associated facts, such as that of Ayer and Sidelle, in Revised Conventionalism the 
level of sentences (or terms/words) plays a very important role and affects both 
propositions and facts. On the one hand, I will argue that the relation between analytic 
propositions and our use of language is the relation between a model and its 
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associated original data. On the other hand, I accept Sidelle’s view of the world of 
stuff and agree that objects and natural kind terms are carved up from the preobjectual 
world by the actual use of our language. Nevertheless, Revised Conventionalism still 
construes propositions as truth bearers. The reason for this is that propositions are to 
be construed as reorganized or idealized “sentences”. Taking propositions as truth 
bearers will thus make the discussion clearer and simpler.  
 
Revised Conventionalism holds that there is a distinction between analytic 
propositions and synthetic propositions, and holds that the truth of analytic 
propositions is explained by virtue of linguistic conventions. However, my view 
differs from Ayer’s Traditional Conventionalism in the following respects. The first 
difference is that I argue that the relation between analytic propositions and our use of 
language is the relation between a model and its associated original data. This is 
similar to Ayer’s (1936/1946) view that propositions are logical constructions based 
on sentences, rather than his (1936b) view that analytic proposition are rules. The 
second difference between Ayer and I is that I argue that the necessity of analytic 
propositions is problematic and so conventionalism should not defend the necessity of 
analytic propositions. These two points comprise the main difference between Ayer 
and I, though there are some other differences that result as a consequence of these 
two points. For example, our views differ regarding the apriority of analytic 
propositions. These differences will be articulated in Chapters 1 and 2.  
 
Revised Conventionalism endorses Sidelle’s conventionalist explanation of necessary 
a posteriori truths. In other words, I accept his way of dividing the non-modal 
empirical component and the modal analytic component of necessary a posteriori 
propositions. Thus, metaphysical necessity stems from the modal analytic component. 
I also agree with Sidelle’s view of the world of stuff to some extent and believe that 
this provides a friendly world picture for conventionalism. The difference between my 
Revised Conventionalism and Sidelle’s Neo-Conventionalism is that I argue that 
metaphysical necessity is only restricted necessity rather than unrestricted necessity. 
Briefly speaking, I take unrestricted necessity to be “the widest sort of necessity” 
(Sidelle, 2009, p. 226). Thus if x is unrestrictedly necessary, then x obtains in every 
possible world. In contrast, restricted necessity is what we obtain when we filter the 
set possible worlds by certain conditions. For example, when the restrictive condition 
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is our physical laws, the associated restricted necessity (or restricted possibility) is 
physical necessity (or physical possibility). In what follows I suppose that as it is used 
by its adherents, metaphysical necessity and possibility are taken to be the widest sort 
of necessity and possibility.   That is, I assume that the claim that “x is metaphysically 
necessary” entails that there is no world in which x fails to obtain. In this sense, 
metaphysical necessity is unrestricted. Not everyone uses the metaphysical necessity 
in this sense. One could hold that there are metaphysically impossible, but logically 
possible, worlds. Then one could hold that although “water is necessarily H2O” is 
metaphysically necessary, it is nevertheless false in some worlds. This is not how I 
take my opponent to understand metaphysical necessity in this thesis. By contrast, I 
will argue that metaphysical necessity is indeed a restricted kind of necessity. Bearing 
this in mind, I believe that Sidelle’s conventionalist explanation can be used to explain 
restricted necessity. This is the main difference between our views, the other 
differences that result as a consequence of this will be articulated in Chapter 6. 
 
It is worth pointing out an important change between Revised Conventionalism and 
Ayer’s or Sidelle’s doctrines: the reconsideration of whether conventionalism needs to 
defend necessity. I will argue that the necessity of analytic propositions and of 
necessary a posteriori propositions is dubious, and that conventionalists in the past 
have paid a great price in defending this necessity. For example, Ayer’s (1936b) 
response by virtue of understanding analytic propositions as rules is implausible, 
whereas Sidelle’s (2009) response is overly complicated and unintuitive. Therefore, 
Revised Conventionalism rejects the idea that conventionalists ought to defend the 
necessity of the a priori and of what have standardly become known as the necessary 
a posteriori. That is, we can give up necessity and still be conventionalists. Thus, a 
version of conventionalism that does not need to defend necessity will be more 
coherent and tenable. That version is Revised Conventionalism. 
 
In the above table, I illustrate how I organize the response of Revised 
Conventionalism to the major objections. I clarified the relation between the response 
of Revised Conventionalism and the response of previous versions of conventionalism 
(i.e., of Traditional Conventionalism and Neo-Conventionalism). As for the objection 
to truth by convention and the objection to the definition of analytic, Traditional 
Conventionalism and Neo-Conventionalism already provide plausible responses. 
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Revised Conventionalism agrees with their responses and believes their response is 
successful. My discussion in that section, then, will mainly articulate their response, 
whilst adding some clarifications. As for the objection from the necessary a 
posteriori, the main line of thought of the Neo-Conventionalist response is 
reasonable. My related discussion (in Chapter 4) mainly reiterates Sidelle’s response 
to this objection. However, since I will argue (in Chapter 6) that purported 
metaphysical necessity is only a restricted necessity, I will need to make some 
modifications (in section 6.2) in order to align this response with my understanding of 
conventionalism. As for the objection to the distinction between the analytic and the 
synthetic and the contingency problem, neither Traditional Conventionalism nor Neo-
Conventionalism provides a plausible response. I will provide (in section 2.3 after 
section 2.3.5) new responses to the objection to the distinction between the analytic 
and the synthetic by virtue of my Revised Conventionalism. My Revised 
Conventionalism also has new responses to the contingency problem in regard to 
analytic propositions (in section 1.3) and a new response to the contingency problem 
in regard to necessary a posteriori propositions (in Chapter 6). Roughly speaking, 
when particular objections are discussed, I will consider the Traditional 
Conventionalist response, the Neo-Conventionalist response and my response in the 
same chapter. The above table also shows that all the major objections to 
conventionalism can be successfully responded to, for Revised Conventionalism can 
provide plausible responses where previous versions of conventionalism cannot.  
 
Up to this point, I have briefly introduced Traditional Conventionalism, Neo-
Conventionalism and Revised Conventionalism. In the following, I will introduce the 
content of each chapter of the thesis.  
 
In Chapter 1, I first give a general introduction of conventionalism and clarify its 
main features. I focus on introducing Ayer’s (1936/1946, 1936b) Traditional 
Conventionalism. I will articulate the problems faced by Ayer’s Traditional 
Conventionalism and Ayer’s response to them. Third, I put forward my Revised 
Conventionalism about analytic propositions. I will argue that my view retains the 
useful features of Ayer’s doctrine whilst avoiding its problems. I will also respond to 
the contingency problem regarding analytic propositions. I will argue that a better 
way to resolve the contingency problem is give up defending the necessity of analytic 
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propositions.  
 
In Chapter 2, I defend Revised Conventionalism about analytic propositions against 
two serious challenges from Quine. As for the objection to truth by conventions, I will 
argue that logical truths are implicitly demonstrated (rather than explicitly expressed) 
by conventions. If this is the case then we can build logical propositions (with infinite 
application) from our finite use of conventions. As for the objection to the definition 
of “analytic”, I argue that Quine’s requirement regarding definitions is too strong. As 
for the objection to the distinction between the analytic and the synthetic, I argue that 
what Revised Conventionalism needs is not a difference of kinds, but rather a 
difference of degrees between analytic propositions and synthetic propositions. 
Understood in this way, Revised Conventionalism is compatible with Quine’s view. 
 
In the preceding chapters, I discuss Revised Conventionalism regarding analytic 
propositions. From Chapter 3 onward, I discuss Revised Conventionalism regarding 
necessary a posteriori propositions. In Chapters 3 and 4, I articulate an Neo-
Conventionalist response to the objection from the necessary a posteriori. In Chapter 
3, I introduce Kripke’s and Putnam’s theory of the necessary a posteriori. I articulate 
Putnam’s argument for the view that there are logically necessary truths. Next, I 
articulate Kripke’s argument for a posteriori metaphysical necessity by pointing out 
the difference between Kripke’s argument and Putnam’s argument. 
 
In Chapter 4, I introduce Neo-Conventionalism and its response to the objection from 
the necessary a posteriori. First, I articulate Sidelle’s (1989) Neo-Conventionalism. 
His way of explaining the necessity in necessary a posteriori truths by linguistic 
conventions is plausible. In Chapter 4 I also introduce Cameron’s (2009, 2010a, 
2010b) and Sider’s (2003, 2011) versions of Neo-Conventionalism. I argue that their 
versions of Neo-Conventionalism have some drawbacks in comparison with Sidelle’s 
version. Hence, since Sidelle’s Neo-Conventionalism can respond to the objection 
from the necessary a posteriori and to other objections (such as the Lewy Point, see 
footnote 2), I take his doctrine to be the paradigmatic, plausible version of Neo-
Conventionalism. The difference between Sidelle’s view and Revised 
Conventionalism will be clarified in Chapter 6. 
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In Chapters 5 and 6, I defend Revised Conventionalism against the contingency 
problem regarding necessary a posteriori propositions. In Chapter 5, I articulate 
Sidelle’s solution to this problem. His solution is based on the acceptance of the view 
that there are necessary a posteriori truths. He argues that “had our conventions been 
different, this would have no bearing on what is necessary” (Sidelle, 2009, p. 231). In 
Chapter 6, I articulate why I disagree with Sidelle’s solution. In contrast to Sidelle’s 
view, I do not believe in the existence of necessary a posteriori truths. Moreover, I 
cast doubt on the notion of unrestricted necessity, i.e., on Kripke’s and Putnam’s 
metaphysical necessity. I argue that purported metaphysical necessity is only 
restricted necessity under a certain linguistic restriction. Based on the view of 
restricted necessity, my response to the contingency problem is that both purported 
necessary a posteriori truths and conventions are contingent and that therefore there is 
no tension between contingency and necessity. Sidelle’s Neo-Conventionalism and 
Revised Conventionalism thus differ in regard to whether purported metaphysical 
conventionalism is unrestricted necessity.  
 
In Chapter 7, I summarise my responses to the four major objections to 
conventionalism and note that these responses rehabilitate conventionalism, showing 
that it is a promising view that may well be able resolve further philosophical 
problems than those that I consider in this thesis. A further task will be to articulate 
the ways in which Revised Conventionalism can respond to other objections to 
conventionalism. That, however, is a task for another day. 
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Chapter 1: Traditional Conventionalism and Objections to It 
 
1.1. Introduction  
In the first part of this chapter, I give a general introduction to conventionalism and 
then move on to focus on Ayer’s (1936/1946, 1936b) version of Traditional 
Conventionalism. I introduce conventionalism by highlighting some of its main 
features. This will be useful for understanding the discussion later on in this thesis. I 
show that the main aim of conventionalism is to resolve philosophical questions by 
virtue of (linguistic) conventions. In the second part of this chapter, I will introduce 
Ayer’s doctrine as a typical version of Traditional Conventionalism. I also articulate 
the problems with his Traditional Conventionalism. In the third part of this chapter, I 
will articulate my Revised Conventionalism and argue that it can avoid the problems 
with Ayer’s doctrine.  
 
1.1.1. Empiricism 
The first feature of conventionalism is its relation to empiricism. The debate 
surrounding conventionalism is related to the question of the source of our 
knowledge. Scholars were divided into two camps: the empiricists and the rationalists, 
who disagreed as to what was the source of some necessary claims, such as logical 
claims and mathematical claims. Very roughly, rationalists believe that our intuition 
provides us with knowledge. They believe that there are kinds of claims that are true 
and necessarily true, and that these claims are different to empirical synthetic claims. 
Rationalists argue that some claims are known to us by our intuition alone, and that 
the others can be deduced from the former. Rationalists understand intuition in terms 
of rational insight, according to which people can intuitively “see” and then grasp the 
truth or necessity of some claim. In this way, rationalists explain the truth and the 
necessity of such claims, which they argue are synthetic a priori claims.  
 
In contrast, very roughly, empiricists believe that our knowledge derives from our 
(sense) experience. For example, Ayer claims that “no statement which refers to a 
“reality” transcending the limits of all possible sense-experience can possibly have 
any literal significance” (Ayer, 1946, p. 34). Thus, empiricists reject the rationalist 
explanation of synthetic a priori claims. As Schlick remarks "The empiricism which I 
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represent believes itself to be clear on the point that, as a matter of principle, all 
propositions are either synthetic a posteriori or tautologous; synthetic a priori 
propositions seem to it to be a logical impossibility" (Schlick, 1949, p. 281). 
Empiricists find a different way to explain these necessary claims. Roughly speaking, 
they construe necessary truths as tautologies. For example, Ayer believes that 
necessary truths are tautologies: “To say that a proposition is true a priori is to say 
that it is a tautology” (Ayer, 1946, p. 87). 
 
Since tautologies have nothing to do with experience, empiricists claim that the truth 
of these claims is based on our use of language. In other words, necessary truths are 
based on conventions. The appearance of conventionalism opens a new line of 
thought in philosophy: scholars are no longer forced to offer an explanation only by 
virtue of either “object reality” or by virtue of “the nature of thought”. Rather, 
scholars can now offer explanations based on “human decisions about the use of 
language” (Ben-Menahem, 2006, p. 5). Conventionalism is a thesis that complements 
empirical explanation. Poincare’s conventionalist view of geometry is construed as 
“the birth of conventionalism” (Ibid.). Poincare argued that geometrical axioms are 
“neither synthetic a priori intuitions nor experimental facts. They are conventions” 
(Poincare, 1902, pp. 58-59). Geometry was up until then explained by virtue of the 
synthetic a priori, but Poincare showed that geometry can be explained by 
conventions. 
 
It is in this sense that conventionalism was closely connected with empiricism from 
the outset. Some famous Traditional Conventionalists, such as Carnap and Ayer, were 
also empiricists. Carnap (1934) provided a conventionalist explanation of 
mathematical claims and ontological claims. Ayer (1936/1946, 1936b) provided a 
conventionalist explanation of analytic propositions and necessity.  
 
1.1.2. Explanation by virtue of language 
The second feature of conventionalism involves the explanation of some phenomenon 
by virtue of linguistic factors (i.e., by virtue of convention). Different conventionalists 
stress in different ways the link between the explanans and the linguistic factors; let us 
look at a few. In Poincare’s conventionalism in regard to geometry, he regards the 
axioms of geometry as “only definitions in disguise”. Correspondingly, he construes 
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geometrical systems as “a kind of convention of language” (Poincare, 1902, p. 59). 
When he says that axioms are disguised definitions, he stresses that these definitions 
are different to trivial linguistic definitions, which are descriptions of things. 
Disguised definitions, on the other hand, have the function of postulates and thus can 
play the role of axioms. Thus, disguised definitions play the role of the first principles 
in a certain geometrical theory. If we choose different disguised definitions (i.e., 
different axioms) then we will have a different geometrical system (e.g., a Euclidean, 
Riemannian or Lobatchevskian geometry). In this way, Poincare explains geometrical 
systems in virtue of disguised definitions. Correspondingly, he claims that a 
geometrical system is “a kind of convention of language” (Poincare, 1902, p. 102) 
 
Carnap (1934) attempts to solve philosophical questions by virtue of syntactical 
investigation. First, he argues that many traditional philosophical questions are 
pseudo-questions and that the genuine philosophical task is the study of the logic of 
science. He believes that the questions in different sciences are meaningful, and that 
apart from these the other meaningful questions include only “the questions of the 
logical analysis of science, of its sentences, terms, concepts, theories, etc.” (Ibid., p. 
279, §72). Carnap believes that the questions of logical analysis (i.e., of the logic of 
science) are a proper subject matter for philosophy. Second, Carnap argues that 
questions in the logic of science are questions of syntax. It might seem that these 
questions are about objects in the world, but Carnap claims that they are actually 
about sentences, terms, theories and so on. In other words, they are all logical 
problems. Moreover, these logical problems are only syntactical problems. He 
disagrees with the traditional view that logical questions have two separate 
components, i.e., a formal component and a component of meaning or sense, and 
argues that if one goes far enough along the line of formal analysis then it is possible 
to cover the purported component of meaning or sense. Carnap argues that “all 
problems of the current logic of science, … are seen to be syntactical problems” 
(Ibid., p. 282, §73). In this way, Carnap converts all meaningful philosophical 
problems into syntactical problems in order to solve them.  
 
I mentioned in the Introduction that Ayer explains the truth and the necessity of 
analytic propositions by virtue of language. Briefly speaking, an analytic proposition 
is true merely by virtue of the use of the terms in the propositions. In other words, the 
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truth of analytic propositions is explained by “our determination to use words in a 
certain fashion” (Ayer, 1936/1946, p. 84). Furthermore, analytic propositions are 
necessary because they are true by virtue of our use of words. Even if people try to 
deny analytic propositions, they still must use the related words in the same way, the 
outcome of which is to support the truth of these analytic propositions. Thus, their 
denial is self-defeating and analytic propositions are necessarily true.  
 
Although Wittgenstein does not explicitly defend conventionalism, we can still find 
many conventionalist lines of thought in his work. He also regards mathematical 
propositions in terms of linguistic grammar. He understands mathematics to be 
composed of rules for organizing strings of mathematical signs, and the way in which 
he conceives of what mathematical propositions are about reflects this understanding 
of the nature of mathematics. Baker and Hacker (1985) remark that Wittgenstein 
argues that the aboutness relation between a mathematical proposition and a number 
is different to the aboutness relation between a proposition regarding ordinary objects 
and the ordinary objects themselves. For example, “2+2=4” is about the numbers “2” 
and “4”, and “Lions are carnivorous” is about lions. However, there are two types of 
the aboutness relation here. Baker and Hacker argue that the latter proposition 
regarding ordinary objects tells us a fact about lions, whereas the former mathematical 
proposition states a rule about the correct use of the numerals “2” and “4” – this is a 
conventionalist approach. Wittgenstein believes that this can even be applied to 
geometry: “Euclidean geometry gives rules for the application of words like “length” 
and “equal length”, etc. … arithmetic … gives rules for the use of number words” 
(Wittgenstein, 1939, pp. 256-257). Since mathematical propositions are about strings 
of mathematical signs, mathematics can overall be construed as being composed of 
the rules of organizing strings of mathematical signs.  
 
1.1.3. An advantage of the explanation by virtue of language 
Generally speaking, conventionalist explanations by virtue of language have a 
significant advantage over the competitors, and this is one reason for the continued 
attraction of conventionalism. The explanation by virtue of language is better than the 
explanation by virtue of what Black (1936, p. 29) calls the “mystical faculty of 
intuition” (i.e., the view appealing to the synthetic a priori). This is so because it is 
easier for people to have knowledge of and agree on our use of language in daily life 
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than it is for people to acquire knowledge from intuition. For the same reason, 
explanations by virtue of language are better than explanations that make use of 
abstract objects. Furthermore, there is a close tie between our actual use of language 
and our experience. It is widely accepted that some of our knowledge comes from 
experience, and so it is easy to understand how to give an explanation of something 
by virtue of experience. Hence, if it is possible to explain something by virtue of our 
using language as a kind of experience, then we should do so. 
 
It is worth noting that not all of the different variants of conventionalism have this 
advantage. For example, Ayer claims that analytic propositions are rules and the rules 
can be “followed or disobeyed” in the course of our actual use of words. This seems 
to eliminate the restriction of rules from our actual use of words and to invoke some 
factors into conventionalism that are difficult to define convincingly. As a result, I will 
reject Ayer’s appeal to rules when I discuss his Traditional Conventionalism in the 
second part of this chapter. Moreover, there are even some Neo-Conventionalists who 
invoke some factors that are outside of our experience and language. For example, 
Sider explains the necessity of mathematical claims by virtue of convention. 
However, he believes that the truth of mathematical claims are determined by other 
factors. He claims that mathematical truths like “2+2=4” are made true by “whatever 
makes mathematical truths true generally (facts about mathematical entities, perhaps)” 
(Sider, 2011, p. 269). I am not sympathetic with Sider’s Neo-Conventionalism either 
(I will explain why when I discuss Neo-Conventionalism in Chapter 4). 
 
1.1.4. Stipulation 
Certain notable features of conventionalism are a consequence of explanations by 
virtue of (linguistic) conventions. On the one hand, although conventions are 
“flagrantly and intricately ambiguous” (Goodman and Elgin, 1988, p. 93), roughly 
speaking, conventionalists pay more attention to the features of conventions in the 
sense of the conventional being “the artificial, the invented, the optional, as against 
the natural, the fundamental, the mandatory” (Ibid., p. 93). On the other hand, 
conventionalists construes the things explained by virtue of convention, such as 
analytic propositions, as the result of a process of stipulation. Thus, the features of 
conventionalism will be different from the features of a theory associated with 
descriptions or empirical generalizations. Based on the above considerations, a 
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conventionalist doctrine is often associated with some of the following features: non-
descriptivism, anti-realism, being associated with pragmatic criteria, and 
constructivism. I will explain each of these in turn. 
 
First, Ayer’s Traditional Conventionalism demonstrates the feature of non-
descriptivism. Ayer explains analytic propositions and their necessity by virtue of 
convention and argues that these propositions are rules. This means that analytic 
propositions are not real propositions, at least not if one thinks that the purpose of 
propositions is to describe something out there in the world.3 Malcolm (1940) points 
out that Ayer’s expression is helpful for removing the illusion that there are some 
special facts about abstract objects or about the nature of colour, space, time and so 
on, all of which are described by analytic propositions. Malcolm claims that 
“necessary statements really state nothing, are not really statements, do not state or 
express facts at all” (Malcolm, 1940, p. 203). 
 
As for the question of the verification of analytic propositions, which are at the root of 
the debate between empiricism and rationalism, conventionalism’s solution falls 
outside the framework of verification. Analytic claims do not describe something; 
rather, they stipulate something. There is thus no room for sceptical questions, such as 
how does one make sure that an analytic proposition is true in the sense of 
correspondence, because there is no comparison to be made between a proposition 
and something in the world which exists there independently.  
 
Second, conventionalism’s features of anti-realism and being associated with 
pragmatic criteria are closely related. We can say that conventionalism tries to provide 
an alternative to realism in regard to, for example, geometry and necessity. Realists 
usually derive their explanations from the reality that “is characterized as 
independence from the cognizing consciousness” (Carnap, 1928, p. 281, §175). In 
contrast, conventionalist explanations are not independent in this way, for they are 
bound up with our use of language. Consequently, the associated criterion regarding 
the choice between different frameworks of language is not true or false in the sense 
of correspondence or non-correspondence to reality, but rather, in terms of pragmatic 
                                                 
3 Although I disagree with Ayer’s explanation of analytic propositions as rules, I agree that they are not 
typical propositions in the sense that they do not merely describe something. 
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considerations. These features (anti-realism and being associated with pragmatic 
criteria) are present in the conventionalism of both Poincare and Carnap.  
 
Poincare compares Euclidean, Riemannian, and Lobachevskian geometries. He argues 
that there is nothing in the external world which forces us to use a particular 
geometrical system. Suppose an experiment is done to justify the claim that a beam of 
light travels in a straight line. Even if people find that the experimental results do not 
match Euclidean geometry, they may first consider changing some experimental 
presumptions (for example, the optical law that the path of a ray of light is a straight 
line) rather than modifying the geometrical system itself. Thus, no experiment can 
force us to choose a particular geometrical system and not some other system. 
Poincare also argues that Euclidean geometry is most suitable for use in our daily life 
and that our choice to use it depends on the criterion of convenience. If we choose to 
use non-Euclidean geometry in, say, Einstein’s theory of general relativity, Poincare 
will claim that the only reason for this choice is that it is more convenient to develop 
the theory of general relativity using non-Euclidean geometry than using Euclidean 
geometry. 
 
Carnap’s (1934) principle of tolerance also reflects the anti-realist and pragmatic 
features of conventionalism. The principle of tolerance is described as follows: 
 
In logic, there are no morals. Everyone is at liberty to build up his own logic, 
i.e., his own form of language, as he wishes. All that is required of him is that, if 
he wishes to discuss it, he must state his method clearly, and give syntactical 
rules instead of philosophical arguments. (Ibid., pp. 51-52, §17) 
 
Carnap used the principle of tolerance in order to settle the following debate in the 
foundation of mathematics between Brouwer’s intuitionism and classical 
mathematics. According to Brouwer’s intuitionism, the source of all mathematics is 
pure intuition, i.e., mathematics is created by our mental activities. Thus, true 
mathematical propositions are only the ones that can be proved to be true by our 
mental activities. An important consequence of this is that the principle of the 
excluded middle is invalid. The reason is that if, say, proposition A is false in that it 
cannot be proved, this does not mean that ~A is true. That is, it does not mean that the 
Page 25 
negation of A can be proved. Thus, according to intuitionism, proof by contradiction 
is invalid. These features, then, are in direct conflict with classical mathematics.  
 
However, Carnap argues that we do not need to worry about the conflict between 
Brouwer’s intuitionism and classical mathematics. He argues that intuitionism and 
classical mathematics are two differently defined linguistic systems. If this is the case, 
then there is no problem as to which system matches reality better. This is an instance 
of his principle of tolerance. Hence, the choice between different mathematic systems 
is not a matter of true or false but rather a matter of which structure of language is 
more fruitful give our aims. Carnap says that,  
 
[M]any of the controversial problems are recognized as being questions not of 
truth but of technical expedience. The question is: Which form of the 
mathematical system is technically most suitable for the purpose mentioned? 
Which one provides the greatest safety? (Carnap, 1939, pp. 192-193) 
 
Third, features of constructivism can be found in some versions of conventionalism. 
In these doctrines, some features, which were thought to belong to the mind-
independent world, are explained by virtue of our use of language. In other words, 
there are some features that were thought to belong to the mind-independent world, 
but that we now see as being constructed by our use of language. Sidelle’s Neo-
Conventionalism is an example of this. 
 
Sidelle explains the necessary a posteriori by virtue of convention. He construes his 
view as an objection to the view of real necessity. Kripke’s and Putnam’s argument for 
real necessity claims that the necessity of objects and natural kinds only depends on 
the mind-independent world. Sidelle counters that the source of this necessity is “in 
our ways of speaking and thinking” (Sidelle, 1989, p. 2). In this way, the problem of 
necessity is separated from metaphysics and becomes a linguistic problem. Sidelle 
also claims that it is our articulation (i.e., our way of speaking and thinking) that fixes 
the identity condition of an object or a natural kind “through space, time, and possible 
worlds” (Sidelle, 1992, p. 286). The world as it was before we articulate was a world 
of stuff devoid of any identity conditions or modal conditions. In this way, the 
individuation of objects is also separated from metaphysics and becomes a linguistic 
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problem. I will articulate Sidelle’s doctrine at length when discussing Neo-
Conventionalism in Chapter 4.    
 
To sum up, I have pointed out that conventionalism has the following advantages. It 
provides explanation by virtue of our use of language, which is less mysterious than 
appeals to intuition or abstract objects. The conventionalist line of thought can avoid 
scepticism. Some versions of conventionalism can transform some problems from the 
metaphysical realm to the realm of language. Therefore, it is worth paying more 
attention to conventionalism. 
 
1.2. Ayer’s Traditional Conventionalism 
Having briefly introducing conventionalism in its most general form, I will now turn 
to articulate Ayer’s Traditional Conventionalism at length. Ayer was a member of the 
Vienna Circle and postulated a mature version of Traditional Conventionalism. Ayer 
systemically articulated his conventionalist view in the book Language, Truth and 
Logic (1936/1946). His conventionalist view focuses on the explanation of the 
necessity of analytic propositions. I choose his view as the best exemplar of 
Traditional Conventionalism for the following reasons. First, his theory is a 
sophisticated conventionalism, for it extends the scope of conventionalist explanation 
to various analytic propositions, including logical and mathematical propositions. 
Second, his theory pays great attention to necessity, and this is also the main problem 
discussed in Neo-Conventionalism. Third, I sympathize with his other views, such as 
his claim that propositions are logical constructions out of sentences. I will 
demonstrate that these views are helpful in defending conventionalism. 
 
1.2.1. Ayer’s doctrine 
Ayer is an empiricist and so his motivation in putting forward Traditional 
Conventionalism is to resolve the challenge to empiricism that it faces from necessary 
truths. Ayer describes this challenge as follows. 
 
“Having admitted that we are empiricists, we must now deal with the objection 
that is commonly brought against all forms of empiricism; the objection, 
namely, that it is impossible on empiricist principles to account for our 
knowledge of necessary truths … whereas a scientific generalization is readily 
Page 27 
admitted to be fallible, the truths of mathematics and logic appear to everyone to 
be necessary and certain.” (Ayer, 1946, p. 72) 
 
Necessary truths, i.e., logic and mathematics, are different from empirical 
generalizations in the sense that the former are necessary and the latter are contingent. 
The problem for empiricists is how to accommodate logic and mathematics within 
their framework. 
 
Empiricists have two ways to deal with this problem. One is to deny that those 
statements are necessarily true. Another is to deny that they have associated factual 
content. Ayer chooses the second way. 4  The most important claim of Ayer’s 
Traditional Conventionalism is that necessary propositions are analytic propositions. 
Ayer says that necessary propositions “are without exception analytic propositions” 
and that the latter are related to “our determination to use words in a certain fashion” 
(Ayer, 1946, p. 84). In other words, necessary truths are based on our conventions. In 
this sense, the empiricist framework can also accommodate necessary truths.  
 
In order to understand Ayer’s view, we first need to understand the distinction 
between analytic propositions and synthetic propositions. Ayer accepted Kant’s 
definition of the analytic and the synthetic. “[I]f we say that a proposition is analytic 
when its validity depends solely on the definitions of the symbols which it contains, 
and synthetic when its validity is determined by the facts of experience” (Ayer, 1946, 
p. 78). So Ayer divides propositions into analytic propositions and synthetic 
propositions. 
 
I divide all genuine propositions into two classes: those which, in his 
terminology, concern “relations of ideas,” and those which concern “matters of 
fact.” The former class comprises the a priori propositions of logic and pure 
mathematics, and these I allow to be necessary and certain only because they are 
analytic. (Ayer, 1946, p. 31)  
                                                 
4 As for this problem, Mill chooses the former way. Mill’s view is a radical empiricist view. Mill insists 
that logic and mathematics are empirical generalizations on the grounds of our numerous observations. 
Hence, they are quite certain. However, they are still a posteriori and contingent. They are not 
necessary, because they could be false in principle. They are not a priori, because we know they are 
true through observations. For example, we know that arithmetic propositions are true through 
observing the relation between the quantities of things. 
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The former class, including the propositions of logic or pure mathematics, is 
composed of analytic propositions. For example, “Either some ants are parasitic or 
none are” is an analytic proposition (Ayer, 1946, p. 79). The reason is that we do not 
need observations to determine the validity of this proposition. If we know the way in 
which terms such as “either”, “or” and “not” are used, then we can know that the 
proposition “Either p is true or p is not true” is valid (Ibid., p. 79). In this sense, 
Ayer’s doctrine is a kind of conventionalism. Ayer did not explicitly give a definition 
of conventions, but it is clear that, in the first edition of his book Language, Truth and 
Logic (1936), he accepts the ordinary understanding of conventions, i.e., that 
conventions are general agreements or regularities in our use of language. This is also 
my understanding of conventions. 
 
Second, in order to understand Ayer’s view we need to understand his argument for 
the core claim of his Traditional Conventionalism that necessary propositions are 
analytic propositions. It is obvious that empirical propositions cannot be necessary 
because empirical conditions are contingent. It follows that if there are necessary 
propositions then necessary propositions must be analytic propositions. Thus, in order 
to argue that necessary propositions are equivalent to analytic propositions, Ayer 
needs to show that analytic propositions are necessary propositions.   
 
His argument for the view that analytic propositions are necessary propositions is 
twofold. Ayer begins his argument by investigating people’s response when they find 
some counterexamples to some analytic propositions. He then argues that analytic 
propositions are necessary by excluding the possibility of alternative options. 
 
As for the first part, Ayer’s discussion includes several examples. Ayer’s first example 
is counting five pairs of things. We count things the number of which was thought to 
be 5 pairs, but we only get 9 things. The reason may be that one thing was removed or 
that two things combined into one during our counting. If this takes place, we will not 
say that the mathematical proposition “2×5=10” is wrong. Rather, we will say the 
things we counted do not add up to 5 pairs. 
 
Ayer’s second example is the sum of three angles of a triangle. When we measure the 
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three angles of a triangle, we find that the sum of these three angles is not 180 
degrees. We will not draw the conclusion that Euclidean geometry is wrong. We may 
think that the measure is not accurate. Or we explain that what we measured is not a 
Euclidean triangle. 
 
Ayer’s third example is in regard to the law of excluded middle. If we find a 
counterexample to the law of excluded middle, we will adjust our other considerations 
to maintain the laws of logic. He takes the proposition “My friend has stopped writing 
to me” as an example (Ayer, 1946, p. 76). If my friend x has never written to me, it 
seems that the proposition is neither true nor false. However, we will say that the 
proposition is a combination of two propositions; namely of “My friend wrote to me 
in the past” and “My friend does not write to me now”. 5  The negating of the 
proposition, i.e., “My friend has not stopped writing to me” is not contradictory with 
the original proposition. Hence, it is not necessary for this negating proposition and 
the original proposition to meet the law of excluded middle. In this case, people 
change the idea that the negating of a proposition is its contradictory proposition and 
thus preserve the law of excluded middle.  
 
The point of these examples is that when we find some counterexamples to some laws 
of logic or mathematical propositions, we can always explain these away in a way 
which allows the laws of logic or mathematical propositions to be preserved. “[T]he 
situations in which a logical or mathematical principle might appear to be confuted 
are accounted for in such a way as to leave the principle unassailed” (Ayer, 1946, p. 
77). It follows that a logical or mathematical proposition cannot be overthrown by 
finding an empirical counterexample. Hence, Ayer claims that logical and 
mathematical propositions are different from empirical hypotheses. Analytic 
propositions are “independent of experience” in the sense that their validity does not 
need to be verified by experience (Ayer, 1946, p. 75). 
 
In the second part of the argument for the view that analytic propositions are 
necessary, Ayer rules out the possibility of alternative construals of analytic 
propositions. Ayer believes that analytic propositions “record our determination to use 
                                                 
5 According to this understanding of the proposition, the contradictory proposition should be “My 
friend did not write to me in the past or my friend write to me now”.  
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words in a certain fashion” (Ayer, 1946, p. 84). Even if we try to reject them, we have 
to use a language, which has presupposed them. “We cannot deny them without 
infringing the conventions which are presupposed by our very denial, and so falling 
into self-contradiction” (Ayer, 1946, p. 84). Ayer gives an explanation by relaying 
Wittgenstein’s view: the reason why the laws of logic hold is that we cannot describe 
an illogical world. Ayer claims that this is the “sole ground of their necessity” (Ayer, 
1946, p. 84). 
 
Furthermore, from the above discussion it is natural for Ayer to claim that analytic 
propositions are a priori. He stresses the fact that analytic propositions are irrelevant 
to any experience. Ayer says, 
 
They [analytic propositions] none of them provide any information about any 
matter of fact. In other words, they are entirely devoid of factual content. And it 
is for this reason that no experience can confute them. (Ayer, 1946, p. 79). 
 
On the other hand, analytic propositions are related to our use of words. “They simply 
record our determination to use words in a certain fashion” (Ayer, 1946, p. 84). In this 
sense, mathematics becomes a group of tautologies. Ayer accepts this point and 
explains that the usefulness of mathematics and logic is to show us what is implied by 
previous definitions. In this sense of tautology, Ayer believes that analytic 
propositions are a priori. “To say that a propositions is true a priori is to say that it is 
a tautology” (Ayer, 1946, p. 87). 
 
Looking at Ayer’s discussion of his Traditional Conventionalism, it is clear that he 
believes that analytic propositions have the following features.  
(1) There is a distinction between analytic propositions and synthetic propositions.  
(2) Analytic propositions are based on conventions. 
(3) Analytic propositions cannot be disproved merely by virtue of experience. This is 
the feature of the independence of experience. 
(4) Analytic propositions are necessary propositions.   
(5) Analytic propositions are a priori propositions. 
 
1.2.2. Objection: Analytic propositions are empirical synthetic propositions 
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There are still some other important features regarding analytic propositions, which 
need to be demonstrated through articulating Ayer’s answer to some objections. I will 
discuss two objections. One is that analytic propositions are only empirical 
generalizations of our use of words. The other one is the view that if analytic 
propositions are explained by virtue of conventions, then this cannot explain necessity 
because conventions are contingent – this is the contingency problem for Traditional 
Conventionalism.  I will discuss these two objections in turn, followed by the 
responses.  
 
Broad (1936) puts forward the first objection. He disagrees with Ayer’s view in regard 
to analytic propositions and argues that “all analytic propositions are synthetic and 
empirical” (Broad, 1936, pp. 107-108). Broad points out that according to Ayer’s 
view, a proposition will be analytic in the following two manners. In the first manner, 
analytic propositions are associated with the way people intend to use certain words. 
It follows that we can verify analytic propositions by investigating speaker’s present 
experiences and future behaviour. In the second manner, analytic propositions are 
associated with linguistic usages. It follows that we can verify analytic propositions 
by investigating how the majority of speakers and writers use words. Both ways are 
“quite plainly synthetic and empirical” (Ibid., pp. 107). Broad draws the conclusion 
that “[a]nalytic propositions are a certain sub-class of synthetic empirical 
propositions” (Ibid., pp. 108). 
 
Moreover, Broad argues that analytic propositions are not a priori. A priori 
propositions are the result of sufficient insight or the logically entailed result of 
sufficient insight. Broad calls the first category “intuitably a priori” and the second 
category “demonstrably a priori” (Broad, 1936, p. 103). Thus the analytic by virtue of 
linguistic usage is not the a priori of any category. The analytic by virtue of the 
intention to use words may involve introspection. However, the introspection of a 
speaker’s experience is different from the introspection which is associated with the a 
priori. Hence, the analytic by virtue of the intention to use words is not a priori. 
 
Furthermore, if analytic propositions are in fact empirical synthetic propositions of 
linguistic intention or linguistic usage, they cannot be necessarily true. If Ayer tries to 
use analytic propositions to explain necessity, the result will be a paradox –  
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“[n]ecessary propositions are not really necessary” (Malcolm, 1940, p. 190).  
 
1.2.3. Objection: The contingency problem 
Black (1936) puts forward the second objection to Traditional Conventionalism, 
which is known as the contingency problem.6 Black points out that Ayer’s argument is 
not sufficient to support the necessity of analytic propositions. He first argues that 
convention cannot support necessity. He construes convention as a kind of agreement 
of usage, and so it follows that people might have chosen to agree on a different 
convention to our current one. Hence, there is “an element of arbitrariness in the 
convention itself” (Black, 1936, p. 28). If this is so, then Ayer cannot claim that there 
is no possibility of choosing an alternative to a particular analytic proposition. That is, 
if Ayer argues that analytic propositions are thus by virtue of conventions, then it 
follows that they are not necessary propositions. 
 
One may suggest that a particular convention is more reasonable than other 
conventions and thus the choice of that particular convention is not arbitrary. Black 
argues that the way in which we decide which convention is more reasonable is based 
on some logical inference. That is, the comparison is based on the laws of logic. 
However, according to Ayer’s view, logic is also based on conventions. Therefore, we 
do not in fact find anything more fundamental that can be used in order to restrict the 
choice of conventions. Moreover, Black claims that even basic logical laws, for 
example, the criterion of internal consistency, are arbitrary because being self-
consistent is only our choice and we may choose differently.  
 
1.2.4. Response: Analytic propositions are rules 
Ayer (1936b) gives a response to the above two objections and by doing so enriches 
his Traditional Conventionalism. As for the first objection, i.e., that analytic 
propositions are empirical synthetic propositions based on our use of words, Ayer’s 
response is that this is incorrect because analytic propositions should be understood as 
rules. Ayer first claims that he disagrees with the view that analytic propositions are 
actually empirical synthetic propositions. “[T]hose who take a conventionalist view of 
                                                 
6  Here I will only discuss the contingency problem with respect to analytic propositions. The 
contingency problem can also be applied to necessary a posteriori truths and I will discuss it in 
Chapters 5 and 6.  
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a priori propositions do not mean to hold the theory that what are commonly said to 
be a priori propositions are really empirical propositions about the way words are 
used” (Ayer, 1936b, p. 19). He then clarifies that conventionalists construe those 
necessary propositions not as propositions in the ordinary sense. “It might be held that 
they [necessary propositions] are not, in the ordinary sense of the term, propositions at 
all. I suggest that this is what is really being maintained by conventionalists” (Ibid., 
pp. 19-20). Furthermore, he points out that conventionalists construe those a priori 
propositions as rules. “[W]hat are called a priori propositions do not describe how 
words are actually used but merely prescribe how words are to be used” (Ibid., p. 20). 
In other words, analytic propositions are prescriptive rather than descriptive. Ayer 
says that “the laws of logic and other a priori “propositions” are purely prescriptive in 
character” (Ibid.). In this way, Ayer distinguishes between analytic propositions and 
the description of our actual use of words. The latter are empirical synthetic 
propositions, while the former is not. Consequently, analytic propositions are not 
restricted by the actual use of words because they “merely lay down a rule” that can 
be “followed or disobeyed” during our actual use of words (Ibid.).  
 
It is easier to understand this point if we consider the difference between what 
actually happens and the associated rules of, for example, traffic flow. What actually 
happens may involve a vehicle stopping before a red light or a vehicle not stopping 
and thus running a red light. This difference does not affect the fact that the associated 
rule says that one must stop before a red light. By construing analytic propositions as 
rules, Ayer gets around the objection that analytic propositions are in fact empirical 
synthetic propositions. 
 
By virtue of the above understanding of analytic propositions, Ayer believes that he 
can also resolve the second objection, i.e., the contingency problem. In other words, 
understanding analytic propositions as rules can support the necessity of analytic 
propositions. Ayer insists that analytic propositions are rules that cannot vary, and thus 
their necessity is based on this unrevisability. “Their necessity, then, we must say, 
consists in the fact that it does not make sense to deny them” (Ayer, 1936b, p. 20). 
Even if the actual use of words is different, the associated rules, i.e., the prescription 
regarding how words are to be used, are still the same. “If we reject them we are 
merely adopting another usage from that which they prescribe” (Ibid.). By virtue of 
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understanding analytic propositions as rules, Ayer defends the necessity of analytic 
propositions.  
 
From Ayer’s response to the two objections above, we can find that he believes that 
analytic propositions have the following features.  
(6) Analytic propositions are rules. Similarly, analytic propositions are prescriptive 
rather than descriptive.7 
(7) Analytic propositions are not empirical synthetic propositions based on our actual 
use of words. 
 
1.2.5. Problems with Ayer’s solution 
Ayer’s claim that analytic propositions are rules, however, is not a good solution. 
Indeed, several scholars have pointed out the problems with this solution. I will 
discuss them in turn. 
 
Malcolm (1940) argues that analytic propositions are not rules. He demonstrates that 
there exists a similarity between analytic propositions, rules of grammar, and 
commands to use words in a certain way (Malcolm, 1940, p. 201). He uses the 
example of a radio. Children may say, “The radio is talking”. Adults may correct them 
and say, “A radio can’t talk. You mean that some one is talking on the radio.” In this 
case, the proposition “A radio can’t talk” is an analytic proposition. Alternatively, 
adults may say to the children, “We don’t say “the radio is talking”; we say “some one 
is talking on the radio”.” In this case, adults claim to be imposing a grammatical rule. 
Another alternative is the adults saying to the children, “Don’t say “the radio is 
talking”. Say “some one is talking on the radio”.” In this case, adults command 
children to use words in a certain way. Each of these three types of cases usually 
causes the same result, i.e., that the children will no longer use the expression “The 
radio is talking”. Hence, Malcolm claims that there is a similarity between analytic 
propositions, rules of grammar, and commands to use words in a certain way. 
 
However, Malcolm also argues that we cannot say that analytic propositions are rules 
and commands. He takes the propositions “2+2=4” and “Two persons can’t have the 
                                                 
7 For ease of reference to the claims in this section are numbered continuously. 
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same pain”, as well as other valid syllogisms as examples of analytic propositions in 
the ordinary sense. If English grammarians are asked to list as many rules of grammar 
as they can, they will not write down the above propositions. Hence, he believes that 
according to our ordinary use, we will not call these typical analytic propositions rules 
of grammar. Similarly, according to our ordinary use, we will not consider these 
typical analytic propositions commands, orders or requests.  
 
Even though Malcolm does not believe that it is proper to construe analytic 
propositions as rules of grammar nor as commands to use words in a certain way, he 
agrees with Ayer that analytic propositions are not real propositions. He construes 
empirical propositions as typical propositions because there are empirical facts which 
are described by these propositions. However, Malcolm argues that there are no 
associated facts (necessary facts in his terms) that are described by analytic 
statements. People may think that there are associated facts to do with abstract 
objects, or the nature of colour, space, time and so on, which are described by analytic 
propositions. Malcolm believes that this is an illusion that is evident when one sees 
that analytic propositions are not propositions at all. He believes that Ayer correctly 
points out the similarity between analytic propositions and rules or grammar, 
commands to use words in a certain way, which make people say that “necessary 
statements [analytic propositions] really state nothing, are not really statements, do 
not state or express facts at all” (Malcolm, 1940, p. 203).  
 
Another objection regards the necessity of analytic propositions; it is raised by Black 
(1936). He argues that even if it is correct, as Ayer thinks it is, to construe analytic 
propositions as rules, this is not enough to argue for the necessity of analytic 
propositions. Ayer claims that rules can be “followed or disobeyed” in the course of 
our actual use of words (Ayer, 1936b, p. 20). Black believes that this means that there 
is nothing in the language (say, English) that can demonstrate whether a rule or its 
opposite is true. For example, we usually say “2+2=4”, this may mean that there is a 
rule “2+2=4” and that people follow it. However, it might also be the case that there is 
a rule “2+2=3” but that people disobey it. Thus, without the restrictions enforced by 
our actual use of words, it is possible for us to conceive of analytic proposition as 
being false. In other words, even if people always say that “2+2=4”, we can still 
conceive of the rule that “2+2=3” and thus that the analytic proposition “2+2=4” is 
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false. 
 
Moreover, it follows from the above discussion that if there are restrictions regarding 
analytic propositions, those restrictions stem from extraneous considerations (rather 
than from the actual use of words). Black thus understands Ayer’s claims to be that 
analytic propositions are prescriptive, i.e., that they are a kind of command. However, 
Black points out that if analytic propositions are commands, the extraneous force that 
restricts them is the people who have the right to impose commands. Black says that 
“of the rules of arithmetic as of the rules of the road the ultimate custodian is the 
policeman” (Black, 1936, p. 29). He argues that defining analytic propositions in 
relation to some social environment cannot underwrite the necessity of analytic 
propositions because social environments are contingent. Therefore, even if we do 
understand analytic propositions as rules, we cannot explain the necessity of analytic 
propositions.   
 
1.3. My Revised Conventionalism  
Up to this point, I have articulated Ayer’s Traditional Conventionalism. I also showed 
that his doctrine has some problems. Nevertheless, I think that it is possible to hold a 
defensible conventionalist view in regard to analytic propositions. In order to do this, 
I put forward my Revised Conventionalism. I only discuss the problems regarding 
analytic propositions in this chapter. My Revised Conventionalism also includes a 
conventionalist view regarding necessary a posteriori propositions, which will be 
discussed in Chapter 6. In this chapter, I will argue that my Revised Conventionalism 
is a better solution in the following sense. Apart from their necessity, analytic 
propositions under my understanding have the same features as in Ayer’s doctrine. 
But since the necessity of analytic propositions is problematic, my Revised 
Conventionalism does not defend it. Consequently, the contingency problem is not a 
threat to my Revised Conventionalism. Hence, my Revised Conventionalism does not 
face the problems of Ayer’s doctrine.  
 
1.3.1. Analytic propositions as a model 
I will now begin to articulate my Revised Conventionalism. First, I need to clarify my 
understanding of analytic propositions. I disagree with Ayer’s view that analytic 
propositions are rules, but I believe that Ayer’s view regarding propositions can be 
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used to understand analytic propositions. Ayer believes that propositions are logical 
constructions of associated sentences. “Regarding classes as a species of logical 
constructions, we may define a proposition as a class of sentences which have the 
same intensional significance for anyone who understands them” (Ayer, 1946, p. 88). 
Ayer also argues that “to speak about a given proposition is a way of speaking about 
certain sentences, just as to speak about sentences, in this usage, is a way of speaking 
about particular signs” (Ibid.). Hence, we can construe sentences in terms of our 
actual use of words and expressions.  
 
Moreover, based on Ayer’s empiricism, we can say that our actual use of words and 
expressions comprise our linguistic experience. There are two components in Ayer’s 
framework: propositions and experience, the latter of which is to be contrasted with 
facts in the sense that facts are independent of experience. Ayer claims that 
“attempting to transcend the limits of possible sense-experience” is fruitless (Ayer, 
1946, p. 35). Ayer uses the phrase “independence of experience” in his argument for 
the view that analytic propositions cannot be disproved by empirical situations (Ibid., 
p. 75). This is what Ayer considers to be the relation between propositions and 
experiences. In regard to experiences, I will call the experience associated with 
linguistic practices a linguistic experience. In other words, linguistic experience is our 
experience of using words and expressions.  
 
Hence, the relation between propositions and sentences can be construed as the 
relation between propositions and linguistic experiences. A proposition is a logical 
construction with respect to associated linguistic experiences, and several propositions 
make up a model which is constructed from associated linguistic experiences. In other 
words, associated linguistic experiences are the original data with respect to the model 
of propositions. I call the linguistic experiences associated with a proposition the 
construction-based experience of the proposition.  
 
I can use the analogy of model building to explain Ayer’s theory of the relation 
between propositions, sentences and signs. A sentence is an abstract structure, which 
is created from the experiences of signs that are associated with the sentence. A 
proposition is an abstract structure, which is created from the associated sentences 
that are thought of as expressing the proposition. Note that, first, people assign an 
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identity to the created structures, although the associated construction-based elements 
are multiple. For example, the experiences of the related signs of a sentence are 
multiple because the experiences appear in more than one place and time, but the 
sentence associated with those signs is the same every time. Second, the building of 
the model is not a process of generalization, but a process of idealization. The reason 
is that some new structure is created and the criterion of a good model is not whether 
the new structure reflects features within the construction-based elements. For 
example, a sentence does not reflect the different pronunciations of a word spoken on 
different occasions. The model is an idealized, neater, and simpler form relative to the 
construction-based elements. 
 
It is worth noting that this relation is suitable for both analytic propositions and 
synthetic propositions. Ayer’s understanding of the relation between propositions and 
sentences is not limited to analytic propositions. In other words, both analytic 
propositions and empirical propositions are a logical construction from associated 
sentences.  
 
In the following, I will first show that, apart from the necessity of analytic 
propositions, my understanding of analytic propositions has the same features as 
Ayer’s doctrine. Hence, the questions that can be answered by understanding analytic 
propositions as Ayer does, can also be answered by my understanding of analytic 
propositions. Following that discussion I will discuss the necessity of analytic 
propositions and show that it is not needed.  
 
1.3.2. Analytic propositions and synthetic propositions  
The first of Ayer’s features of analytic propositions regards the distinction between 
analytic propositions and synthetic propositions. The way I distinguish these two 
types of proposition is in accord with Malcolm (1940). Malcolm agrees that for an 
analytic proposition, “to get clear about its meaning is to find out how it is being 
used” (Malcolm, 1940, p. 197). We can fix the use of an analytic proposition by 
observing the way we use words. “It is a matter to be settled by the eyes and the ears” 
(Ibid., p. 195). For example, a logician knows the law of logic “p≡~(~p)” is to know 
“a great number of facts about the way people use double negative and affirmative 
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expressions” (Ibid., p. 198). He also believes this is the reason why scholars have 
construed analytic propositions as empirical synthetic propositions; that is, because 
they are both related to some observable phenomena.  
 
However, Malcolm disagrees with the view that analytic propositions are only 
empirical propositions for the use of words. He distinguishes a proposition’s being 
“used to describe empirical facts” and being “used in making inferences, or in 
calculating” (Malcolm, 1940, p. 200). For example, when you do the calculation, you 
may mutter “2 and 2 is 4”. You use it to do calculation. You use it to describe the fact 
that “In modern English the sign “2+2” can be replaced by the sign “4””. On the other 
hand, Malcolm agrees that the proposition “2+2=4” is justified by a fact about how 
people use the expression “2+2” and “4”. In sum, the fact that people use words 
justifies the associated analytic propositions, but this fact is not described by analytic 
propositions. Analytic propositions are used to do calculations or inference, but are 
not used to describe the fact of people using words. In this way, Malcolm keeps the 
distinction between analytic propositions and empirical synthetic propositions. 
 
I agree with Malcolm’s pointing out the critical difference between analytic 
propositions and synthetic propositions. However, I would like to provide a clearer 
articulation of this difference. It follows from Malcolm’s view that there are two kinds 
of relation between propositions and associated experiences. One is a description and 
the other is calculation or inference. When we use the empirical proposition “these 
two apples are red”, this proposition usually describes some experience, in which 
there are two red apples. On the other hand, when we use the analytic proposition 
“2+2=4” in calculations, this proposition only connects to some experience, in which 
the calculation “2+2=4” is needed.  
 
Considering these two different relations (i.e., connection and description), we can 
say that experiences have different roles with respect to different kinds of 
propositions. For the case of empirical synthetic propositions, people usually believe 
that they describe some experience. I will call this kind of experience the described 
experience of synthetic propositions. For the case of analytic propositions, such as 
propositions of logic and mathematics, the associated experience is only connected by 
those inferences or calculations. Therefore, those experiences are the connected 
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experience of analytic propositions. My distinction between the different roles played 
by experience with respect to propositions can be illustrated in the following diagram.  
 
 
 
Arrows 3 and 4 stand for my understanding of the relation between propositions and 
our use of words. That is, for both analytic and empirical propositions, the associated 
linguistic experiences are their construction-based experiences. This is the 
commonality between analytic and empirical propositions. The difference between 
analytic propositions and synthetic propositions lies in the difference between arrow 1 
and arrow 2. Synthetic propositions describe associated (described) experience; while 
analytic propositions connect associated (connected) experience. In this way, I 
demonstrate that my understanding of analytic propositions as models constructed 
from associated linguistic experience (i.e., construction-based experience) can also 
support the distinction between analytic propositions and synthetic propositions.  
 
1.3.3. The independence of experience  
I will now turn to the third feature, according to which analytic propositions are 
independent of experience. This feature in Ayer’s doctrine means that analytic 
Experience 
Synthetic 
propositions 
Analytic 
propositions 
Linguistic experience 
1 
2 
3 
4 
1: Are described experience of 
2: Are connected experience of 
3, 4: Are construction-based experience of 
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propositions cannot be disproved by experience. The sort of experience being talked 
about here is the connected experience with respect to analytic propositions under my 
understanding. Ayer argues for the independence of experience through investigating 
the response of people upon finding that some analytic proposition was perhaps 
violated. Thus, what he considers is the relation between analytic propositions and the 
experiences that these analytic propositions are applied to. In my terminology, the 
involved experiences are the connected experiences of associated analytic 
propositions. Thus, the only difference between my understanding and Ayer’s is that I 
label the kind of experience in Ayer’s doctrine as connection experience. Since Ayer 
argues for the independence of analytic propositions from associated experience, he 
also argues for the independence of analytic propositions from associated connected 
experience under my understanding. That is, analytic propositions under my 
understanding still have the feature of independence of (connected) experience.  
 
1.3.4. Analytic propositions and our use of words  
Ayer’s seventh feature of analytic propositions is that they are not empirical synthetic 
propositions regarding our use of words. My understanding of analytic propositions 
also has this feature. According to my understanding, uses of words are the 
construction-based experience of associated analytic propositions. Hence, this feature 
changes to the feature that analytic propositions are not empirical synthetic 
propositions regarding associated construction-based experience. The reason is that 
the relation between a model and its associated original data is different from the 
relation between empirical synthetic propositions and their associated described 
experiences. The actual use of words includes many inconsistent and inaccurate cases. 
In contrast, analytic propositions are consistent and accurate. Ayer also believes that 
propositions are logical constructions based on sentences. To some extent, the 
building of the model of propositions is not a process of generalization, but a process 
of idealization. The purpose of building this model is not to reflect every detail in our 
ordinary use of language. Rather, the purpose is to create a more perfect, neater, or 
simpler form with respect to our original use of words. 
 
According to Malcolm, the fact that people use words justifies the associated analytic 
propositions, but these facts are not described by the analytic propositions. This also 
means that the criterion of analytic propositions is not to describe the associated use 
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of words. The criterion for a successful model of analytic propositions should be 
associated with whether people achieve their goals by using words in a certain way in 
some cases. This pragmatic consideration with respect to the result of using words 
should be the criterion for a successful model of analytic propositions. This is 
different from the situation of empirical synthetic propositions, which are restricted by 
the criterion of strictly reflecting the associated (described) experience.    
 
Based on the different criterions associated with successful analytic propositions and 
with successful synthetic propositions, we can say that there is a degree of freedom 
when the model of analytic propositions is constructed from the associated use of 
words. What is more, people can even construe certain ordinary uses of words as 
inaccurate or wrong based on a certain model of analytic propositions. Usually, we 
cannot say that some experience is wrong based on certain empirical synthetic 
propositions. This degree of freedom is explained by Ayer as the descriptive feature of 
rules with respect to the actual use of words. My understanding does not invoke rules 
at all but rather argues that understanding analytic propositions as a model constructed 
from our use of words is enough to explain the degree of freedom between analytic 
propositions and our use of words. In other words, my understanding of analytic 
propositions also avoids the result of analytic propositions becoming empirical 
synthetic propositions and thus meets Ayer’s feature of analytic propositions.  
 
1.3.5. Analytic propositions and conventions  
Although the model of analytic propositions has a degree of freedom with respect to 
our use of words as associated original data, analytic propositions are still based on 
this original data set. This means that both Ayer and I explain analytic propositions by 
virtue of conventions. This is also the aforementioned Ayer’s second feature of 
analytic propositions. 
 
It is worth distinguishing the notion of the independence of experience from the 
notion of the irrelevance of experience. I agree with Ayer’s view in regard to the 
independence of experience in the sense that analytic propositions cannot be 
disproved by virtue of experience – I call this the independence of connected 
experience (this corresponds to arrow 2 in section 1.3.2). On the other hand, the 
degree of freedom between analytic propositions and our use of words can be 
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construed as the independence of associated construction-based experience. Such a 
construal exists in the sense that the criterion of analytic propositions is not to strictly 
reflect the associated construction-based experience (i.e., our use of words) (this 
corresponds to arrow 3 in section 1.3.2). 
 
That said, however, the notion of the independence of experience is not the same as 
the notion of the irrelevance of experience. Consider the analogy of an idealized 
model and its associated original data. On the one hand, if there is no associated 
original data, then the building of the model cannot even get off the ground. On the 
other hand, the associated original data itself is not the criterion by which to 
determine whether the idealized model is correct. Similarly, we can say that our use of 
words provides the basis by which to discuss analytic propositions, although such a 
use is not the verification criterion in regard to analytic propositions. If there is no 
usage of words, then there will be no restriction with regard to any analytic 
proposition, let alone the possibility of deciding the best way in which to construct 
analytic propositions. Analytic propositions are not irrelevant to experience, but they 
are independent of experience. In this sense, under my understanding of them, 
analytic propositions are still explained by our use of words (i.e., by conventions). 
 
The twofold relation described in the last paragraph between a model and its original 
data can be easily understood by the analogy with a particular man-made object. For 
example, consider the fact that people can construct a knife from iron ore. On the one 
hand, iron ore provides the basis for making the knife. On the other hand, whether the 
knife is good does not depend on the criterion of the extent to which the features of 
the knife matches the features of iron ore. Rather, the relevant criterion is the extent to 
which the knife can help us achieve our goal of, say, cutting vegetables properly.  
 
1.3.6. The necessity of analytic propositions 
Up to this point I have discussed the Ayer’s features of analytic propositions that I can 
meet by my understanding (namely, Ayer’s features 1, 2, 3 and 7). I now turn to 
consider Ayer’s features of analytic propositions with which I disagree (namely, 
Ayer’s features 4, 5 and 6). I will argue that it is reasonable to give them up. In this 
section I will discuss the necessity of analytic propositions, which is also Ayer’s 
fourth feature of analytic propositions. I will first argue that Ayer’s two reasons for 
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supporting necessity are not plausible, and then argue that we can thus give up the 
necessity of analytic propositions.  
 
The independence of experience is Ayer’s first reason for arguing in favour of the 
necessity of analytic propositions. To some extent, Ayer construes the independence 
of experience as the feature that analytic propositions are irrelevant to experience. He 
believes that an analytic proposition “provides no information whatsoever … about 
any matter of fact” (Ayer, 1946, p. 79). Ayer retains this view even when he explains 
analytic propositions as rules. He claims that analytic propositions “make no assertion 
about any matter of fact” (Ayer, 1936b, p. 20). Hence, he believes that nothing in 
experience can affect the truths of analytic propositions and thus that analytic truths 
are necessary truths. 
 
However, I don’t think that the feature of the independence of experience (in the sense 
that analytic propositions cannot be disproved by virtue of experience) is enough to 
support the necessity of analytic propositions. What Ayer rejects is the relation 
between analytic propositions and connected experience, but there is still a connection 
between analytic propositions and construction-based experience. Thus, if we change 
the way in which we do arithmetical calculation or logical inference, it is possible to 
change the corresponding analytic propositions. For example, when non-Euclidean 
geometry is used to replace Euclidean geometry in some fields.  
 
Ayer also considers questions regarding geometrical systems and their application. In 
order to clarify whether this consideration has an impact on my above argument, I 
need to discuss matters further. Ayer also considers questions of the application of 
geometrical systems, such as “which of them [the geometric systems] is the most 
useful on any given occasion, which of them can be applied most easily and most 
fruitfully to an actual empirical situation” (Ayer, 1946, p. 83). However, he believes 
that the application of a certain kind of geometry is not a proposition within the scope 
of the geometry. Different geometric systems can all be true, but only if they are “free 
from contradiction” (Ibid.). 
 
I will argue that Ayer’s above consideration is not sufficient to support necessity. This 
is connected to Ayer’s understanding of “true” and “false”. As he puts it, “the terms 
Page 45 
“true” and “false” connote nothing, but function in the sentence simply as marks of 
assertion and denial” (Ayer, 1946, pp. 88-89). We could understand this to be saying 
that assertions and denials take place merely within a certain analytic system and thus 
have nothing to do with the application of the analytic system. In other words, we can 
take this to mean that the truth or falsity of a proposition reduces to a definition. That 
is, within a system, if we assert a particular proposition then we define it as true, and 
if we deny it then we define it as false. 
 
The problem lies in the fact that Ayer believes that when people claim that a 
proposition is necessarily true, they only mean that it cannot be false in a particular 
analytic system, say, in Euclidean geometry, and this is done without considering the 
application of the proposition. This understanding of necessity amounts to a trivial 
claim. Suppose that we can define “true” or “false” in regard to an analytic 
proposition without considering the application of the proposition. We can then build 
not only existent Euclidean geometry and non-Euclidean geometry, but also an 
enormous number of other reasonable or weirdly defined systems. Without 
considering the way in which the proposition is to be applied, we cannot select 
between the options, for they are all correct. Any proposition can be always be made 
to be true in an ad hoc defined system. For example, people can even define a system 
in such a way as to make true the proposition that “the sum of three angles of a 
triangle is equal to 100 degrees”. As a result, being always true in a system becomes a 
trivial thing. At the same time, the denial of the proposition in one system can then be 
defined as always true in a different ad hoc system. This understanding of “true” and 
“false” is not the one that is associated with the notion of necessity in the ordinary 
sense. According to the ordinary understanding, if a proposition is true, it rules out the 
possibility that its negated proposition is true. However, this does not meet our 
ordinary expectation of necessity, for any analytic proposition and its negation are 
both trivially necessarily true, albeit in different systems.  
 
We of course want to avoid triviality, and so I argue that it is sufficient to take “true” 
and “false” to be purely definitional within a particular system. However, when 
discussing the necessity of an analytic proposition, the discussion is not limited to the 
particular analytic system to which the proposition belongs. We also need to consider 
our acceptance or denial of the system itself. It is only the conjunction of these two 
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factors that breeds necessity. Briefly speaking, the claim that a proposition is 
necessarily true is equivalent to the claim that the proposition is always true in an 
analytic system plus the claim that the system is always accepted. In other words, in 
terms of Ayer’s understanding of “true” and “false” by virtue of assertion and denial, 
being necessarily true means that the proposition cannot be denied and a contradictory 
proposition (in the same or an alternative system) cannot be asserted in every 
situation, including the application situation. Thus, when discussing the necessity of a 
proposition, we also need to consider the way in which propositions are applied. This 
is because the reason for us preferring a particular analytic system over the others is 
due to pragmatic factors when the system is applied to something. It follows that we 
also need to consider pragmatic factors such as usefulness, easiness and fruitfulness 
given certain empirical conditions. Making use of pragmatic considerations, people 
can pick Euclidean geometry or non-Euclidean geometry from the set of many other 
possible systems and as a result avoid triviality. However, I think that this sort of 
necessity cannot be obtained, for it follows that, in any application guided by 
pragmatic considerations, we always assert a particular proposition and thus accept 
the analytic system within which this proposition is embedded. However, under 
different empirical conditions we may choose a different geometrical system and thus 
the nature of this proposition may be different. Even if some proposition is true in 
both Euclidean geometry and non-Euclidean geometry, we cannot rule out the 
possibility that in some other cases we may assert its negation if it is embedded within 
a different system. This is because the criterion by which we choose different systems 
is pragmatic, and because empirical conditions are contingent. Since we might accept 
different analytic systems conditional on different pragmatic ends, or different 
empirical conditions, it follows that none of the propositions in these systems is 
necessary in the sense postulated in this paragraph.  
 
Based on the above discussion, Ayer’s consideration regarding geometrical systems 
cannot save his view that analytic propositions are necessary. His understanding of 
necessity leads to triviality. And even if, as I have suggested, one can give necessity of 
this sort a nontrivial reading, such a necessity cannot be obtained.  
 
It is worth noting that the sort of truth being talked about when one discusses truth by 
convention is not merely one in which propositions are connected with trivially 
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defined notions of “true” and “false”. This is because actual conventions are affected 
by pragmatic considerations. Thus, although “true” and “false” can be trivially 
defined within an analytic system, the only propositions that are true within such a 
system, say existent Euclidean geometry or non-Euclidean geometry, are truths by 
virtue of conventions that are selected by reference to pragmatic considerations. 
 
I have just argued that Ayer’s first reason (i.e., the independence of experience) does 
not provide us with a reason to think that analytic truths are necessary. I now turn to 
argue that Ayer’s second reason cannot do so either. The second reason offered by 
Ayer to support the view that analytic propositions are necessary propositions is the 
unrevisability of analytic propositions. According to Ayer (1936/1946), analytic 
propositions are based on the way in which we use our language. Even if we want to 
reject some analytic propositions, we must use words in the same way. Thus, to reject 
an analytic proposition by using words in accordance with the same analytic 
proposition is self-contradictory. Ayer also invokes Wittgenstein’s view as an 
explanation: the reason why the laws of logic hold is that we cannot describe an 
illogical world. In Ayer (1936b) he makes a change in order to construe analytic 
propositions as rules, but he still insists on their unrevisability. He believes that these 
rules only prescribe our actual language use. Hence, even if our actual language 
changes, it is still prescribed by the same rules. 
 
As for Ayer’s (1936/1946) claim about unrevisability, my objection is that over time 
people change the way in which they use words in language. When people deny a 
certain analytic proposition, they may use words in a different way. For example, 
when people deny an analytic proposition in Euclidean geometry by virtue of a certain 
non-Euclidean geometry, they use, say, the term “straight line” in a different way. In 
this sense, the denial does not fall into self-contradiction because the denial makes use 
of words in a different way compared with the use of words in the proposition in 
Euclidean geometry that is rejected.  
 
Furthermore, Ayer’s (1936b) claim about unrevisability is not plausible, because it is 
not reasonable to believe that anyone has such an ability to prescribe a necessary rule. 
Ayer claims that people cannot make sure that an actual use of words is necessary. 
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No one would maintain that a proposition which described how people actually 
used words, or even one which described how the person who asserted it was 
himself going to use words in future, could not conceivably be false. (Ayer, 
1936b, p. 19) 
 
The same goes for any prescription. If the description of how people use words may 
vary, then prescriptions about how people use words may also vary. The reason is that 
what prescription can be made is restricted by a certain level of people’s 
understanding. For example, when there was only classical logic, people may have 
prescribed that the law of excluded middle was the prescriptive rule of the language. 
At that time, people did not believe that there will be a kind of prescriptive rule that 
allows a particular proposition to be both true and false. Along Wittgenstein’s 
example, people will say that a world that allows such situations is an illogical world 
and is impossible. However, the appearance of paraconsistent logic rejected the law of 
excluded middle.8 People now have a different idea with respect to what is allowed to 
be a prescriptive rule. This means that even prescriptive rules are not invariable 
because our claims regarding what rules are impossible may be a result of our current 
level of understanding. Therefore, Ayer’s argument for the unrevisability of analytic 
propositions is not plausible.  
 
Neither of Ayer’s two reasons can support the view that analytic propositions are 
necessary propositions. Thus, I choose to give up defending necessity in my Revised 
Conventionalism. In other words, analytic propositions or a system of analytic 
propositions are not invariable. My position is closer to Carnap’s principle of 
tolerance. “In logic,” he says, “there are no morals. Everyone is at liberty to build up 
his own logic, i.e. his own form of language as he wishes” (Carnap 1934, pp. 51-52, 
§17). The requirement is only that they can clearly give the syntactic rules of their 
method. 
 
Moreover, as per the discussion in the previous sections, I have argued that analytic 
propositions under my understanding also have Ayer’s other features without invoking 
                                                 
8  More precisely, not every theory of logic covered by paraconsistent logic breaches the law of 
excluded middle. However, some paraconsistent logic, for example dialetheism (which holds that A 
and ~A can be both true) rejects the law of excluded middle.  
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their necessity. This means that the necessity of analytic propositions is a relatively 
isolated component of Ayer’s doctrine. Thus, I may remove it without affecting the 
other parts of his theory. 
 
1.3.7. The apriority of analytic propositions 
Here I will discuss whether analytic propositions are a priori, i.e., Ayer’s fifth feature 
of analytic propositions. This question is relatively isolated and does not affect the 
necessity and other features of analytic propositions. The first thing to note is that I 
still construe analytic propositions as propositions. This is different from Ayer’s 
(1936b) and Malcolm’s (1940) views. I agree with Malcolm that there are different 
relations between facts and propositions. In my terminology, the relation between 
analytic propositions and associated connected experience is not that of description. 
What is more, I claim that the relation between analytic propositions and associated 
construction-based experience (i.e., our use of words) is not that of description but 
rather that of a constructive relation. In other words, I agree that analytic propositions 
are special in the sense that they do not describe anything. But I still want to call them 
analytic propositions because they are similar to empirical synthetic propositions in 
form. 
 
Second, analytic propositions are associated with stipulation. People usually construe 
empirical synthetic propositions as empirical generalizations. In contrast, I will argue 
that it is more reasonable to construe analytic propositions as a kind of empirical 
stipulation. Since the criterion of what is an analytic proposition is not that of 
matching experience, there is a certain degree of freedom in both the relation between 
analytic propositions and associated connected experiences, and the relation between 
analytic propositions and associated construction-based experiences. In other words, 
analytic propositions construct or create new structures that cannot be found in their 
associated connected experience or their associated construction-based experience. In 
this sense, analytic propositions are a kind of stipulation.   
 
Third, the stipulation of analytic propositions is an empirical stipulation that is, I 
stress, dependent on some empirical process. On the one hand, analytic propositions 
are based on our actual use of words. According to the aforementioned relation 
between analytic propositions and associated construction-based experience, if 
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analytic propositions are a model, then the associated original data are our linguistic 
experiences. In other words, the model of analytic propositions is built on the ground 
of empirical events. On the other hand, it follows from Ayer’s view that propositions 
are logical constructions out of sentences (i.e., out of our use of language), that 
propositions cannot exist prior to the aforementioned sentences. For example, 
mathematical propositions do not exist out there in the world waiting for us to 
discover them. Rather, they emerge after we do the associated calculations or 
explicitly assert them.  
 
The above two features of empirical stipulation, i.e., creating new structures and 
depending on an empirical process, are not difficult to understand. Some man-made 
things have both these features. For example, computers are made by factories 
through some empirical processes. After they were made, computers created some 
new structures. They provide a way to save a picture in a series of ternary arrays, 
which represent the strength of red, green and blue light in every pixel of the picture. 
Moreover, the strength of each colour is divided into 256 levels according to certain 
specifications. This structure does not emerge before the appearance of computers. In 
the sense that they share the above two important features, it is acceptable to 
understand analytic propositions as a man-made apparatus. Furthermore, in the sense 
that we do not say computers are a priori, we do not say that analytic propositions are 
a priori. Since analytic propositions depend on an empirical process we may say that 
they are a posteriori. Thus, with regard to the claim that analytic propositions are a 
posteriori, my Revised Conventionalism is different from Ayer’s Traditional 
Conventionalism.9  
 
1.3.8. Analytic propositions as rules  
I understand analytic propositions to be a model constructed from our use of words. 
This is different to Ayer’s view, according to which analytic propositions are rules. 
This is his sixth feature of analytic propositions. Based on the above discussion, I 
have argued that analytic propositions under my understanding also have those 
features in Ayer’s doctrine that need to be met. In what follows I will argue that my 
understanding does not have the problems that plague Ayer’s solution, and thus my 
                                                 
9 It is arguable that not invoking the a priori is an advantage because apriority is difficult to defend. Cf. 
Devitt (2005). I will not discuss these problems in this thesis. 
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understanding is an improvement on Ayer’s. 
 
Malcolm (1940) argues that although analytic propositions are not real propositions in 
the sense that they do not describe experience, it is not natural to construe them as 
rules of grammar or commands to use words in a certain way. How does this affect 
my understanding of conventionalism? On the one hand, my understanding retains the 
view that the relation between analytic propositions and (connected) experience is not 
that of description. I thus do not need to explain analytic propositions by virtue of 
associated facts (necessary facts in Malcolm’s terms) that are about, say, abstract 
objects. On the other hand, I still construe analytic propositions as a kind of 
proposition and do not invoke rules of grammar or commands to use words in a 
certain way. I think that this view is more natural. 
 
Black (1936) argues that even if Ayer construes analytic propositions as rules, Ayer 
still cannot argue for their necessity. How does this affect my Revised 
Conventionalism? First, in Revised Conventionalism the relation between analytic 
propositions and our use of language is the relation between a model and its 
associated original data. Thus, it is not a difficulty for Revised Conventionalism that 
nothing can restrict analytic propositions. Second, since Revised Conventionalism 
gives up the necessity of analytic propositions, the social environment can affect 
analytic propositions. This is also Revised Conventionalism’s answer to the 
contingency problem with respect to analytic propositions. Our use of words (i.e., 
conventions) will be different in different groups of people or in different periods of 
time – conventions are contingent. On the other hand, analytic propositions are not 
necessary according to Revised Conventionalism. Therefore, there is no conflict 
between this feature of conventions and analytic propositions.   
 
Up to this point, I argued that my Revised Conventionalism is able to provide most of 
Ayer’s features of analytic propositions. The features that are missing are the 
necessity and the apriority of analytic propositions. I argue that these two features are 
not plausible. In this chapter I also argued that my understanding of analytic 
propositions does not have the problems of Ayer’s view invoking rules. I can thus say 
that my Revised Conventionalism is a better theory than Ayer’s. In Chapter 2, I will 
continue to defend it against Quine’s objections to show that it is a tenable view.  
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Chapter 2: Quine’s Objections to Traditional Conventionalism 
 
2.1. Introduction 
Since the 1950s, Traditional Conventionalism has fallen into disfavour. The main 
objections came from Quine. Quine (1936) argues against the view that logical truth is 
based on linguistic conventions. Where Ayer believes that logical or mathematical 
propositions can be explained by virtue of linguistic conventions, i.e., by definition, 
Quine argues that a definition can only transform a true proposition into another true 
proposition by replacing a definiens with a definiendum, or vice versa, but that 
definitions cannot generate new true propositions. Quine (1951) argues that we cannot 
define analyticity without circularity and argues against the distinction between the 
analytic and the synthetic. Ayer’s Traditional Conventionalism, on the other hand, 
appeals to the distinction between analytic propositions and synthetic propositions, 
and holds that analytic propositions can be explained by virtue of linguistic 
conventions and that they are necessary. Quine’s argument threatens the division 
between the analytic and the synthetic. Hence, it is implausible that the truths of 
analytic propositions and synthetic propositions should have different sources and 
have totally different modal features. Quine’s objections are a challenge to Traditional 
Conventionalism. Furthermore, Kripke (1971, 1980) and Putnam (1975) argue that 
some propositions are necessary a posteriori true. This is in contrast to the Traditional 
Conventionalist view that all necessary truths are analytic. In this chapter, I will focus 
on Quine’s objections. Kripke’s and Putnam’s objections will be discussed in Chapters 
3 and 4.  
 
I will first discuss Quine’s (1936) objection and then his (1951) objection. As for his 
objection to truth by convention and his objection to the definition of “analytic”, 
Traditional Conventionalism and Neo-Conventionalism has each provided a response. 
Thus, the discussion mainly follows the line of thought of these responses, adding 
clarification where it is needed. As for Quine’s objection to the distinction between 
the analytic and the synthetic, the standard conventionalist response is problematic 
and thus I will provide an alternative response based on my Revised Conventionalism.  
 
2.2. The objection to truth by convention 
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Before introducing Quine’s objection to truth by convention, I briefly discuss what it 
means to claim that truth is conventional. Traditional Conventionalism, especially that 
of Ayer (1936), explains the truth and the necessity of analytic propositions by virtue 
of convention. Linguistic conventions are understood as the way in which we “use 
words in a certain fashion” (Ayer 1946, p. 84). Ayer also believes that conventions 
can be understood as the definitions of terms that particular propositions contain. 
Thus, we can know the truth (or falsity) of analytic propositions “merely by 
considering the definitions of the symbols which constitute it” (Ayer, 1946, p. 79). 
Although my Revised Conventionalism does not defend the necessity of analytic 
propositions, it retains the claim that the truth of analytic propositions can be 
explained merely by virtue of convention.10  I construe analytic propositions as a 
model built from our use of language. If “Either p is true or p is not true” is an 
accepted sentence in our use of language, then we can accept that the proposition that 
“Either p is true or p is not true” is valid (i.e., is true). That is, the truth of analytic 
propositions is based on our conventions.  
 
2.2.1. Quine’s objection 
Quine argues against the view that logical truth is based on conventions; he does this 
mainly in his (1936). He argues that the truth of analytic propositions is merely so by 
virtue of definition or linguistic conventions.  
 
First, Quine argues that all that definitions can do is transmit truths. He believes that a 
definition is merely “a convention of notational abbreviation” (Quine, 1936, p. 71). 
By virtue of definition, the only thing that we can do is substitute definiendums by 
definiens, or vice versa. Hence, what we are able to do is only transfer a true 
statement into another one of its forms. If we get a true statement through this kind of 
transformation, the only reason is that we knew before the transformation even took 
place that the statement was true. In other words, definitions are useful “only for 
transforming truths, not for founding them” (Quine, 1936, p. 81). 
 
                                                 
10 More precisely, I agree that a proposition like “Either p is true or p is not true” can be explained 
merely by virtue of linguistic conventions. However, I will argue that a proposition like “Either some 
ants are parasitic or none are” involves some factual content and thus cannot be explained merely by 
virtue of linguistic conventions (Ayer, 1946, p. 79). This is different to Ayer’s view. I will discuss this 
in detail when I explain the distinction between the analytic and the synthetic in sections 2.3.5 and 
2.3.6.  
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Secondly, Quine grants that we can get the truths of mathematics from the truths of 
logical propositions by making use of the aforementioned transformation. However, 
the question is whether the truth of logical propositions can be true merely by virtue 
of conventions. The transforming truths, i.e., the truths transformed from a different 
truth using definitions, are only truths in a relative sense. The question, then, is 
whether logical propositions can be true by virtue of conventions in a non-relative 
sense. 
 
Quine argues that trying to base logical truth in conventions will fall into an infinite 
regress. For example, suppose we have the following inference. 
 
P1. p. 
P2. If p then q. 
C. q.11 
 
In order to make this inference a general inference, i.e., a logical inference, we need to 
add the following premise.  
 
Premise II. “Let any expression be true which yields a truth when put for “q” in the 
result of putting a truth for “p” in “If p then q”” (Quine, 1936, p. 85). 
 
According to Quine, premise II is a linguistic convention (a linguistic stipulation in 
Quine’s terms) and means that if “p” and “if p then q” are true, then “q” is true (p and 
q can be replaced with any statement). This is the first step that is taken in the 
explanation of a logical truth by virtue of linguistic conventions. They have to invoke 
the linguistic stipulation II. Hence, our inference will be as follows. 
 
P1. p. 
P2. If p then q. 
                                                 
11 In Quine’s account, he uses the following inference as an example.  
Premise 1: p→(~p→q) 
Premise 2: (p→(~p→q))→(((~p→p) →p) →(p→p)) 
Conclusion: (((~p→p) →p) →(p→p)) 
“p” represents the proposition “time is money”. In the interests of simplicity, I use a simpler example 
that also explains Quine’s objection.   
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II: Let any expression be true which yields a truth when put for “q” in the result of 
putting a truth for “p” in “If p then q”. 
C. q. 
 
However, this measure does not answer the question of how to infer C from P1 and 
P2, it merely changes the question and thus poses a different question to be answered. 
The original question was how to explain the inference from P1 and P2 to C. The new 
question is how to explain the inference from P1, P2 and II, to C – this is evidently a 
new logical inference. The second step is then to explain this new logical inference by 
virtue of conventions. But then there is a need to invoke yet another premise (another 
linguistic stipulation) in order to explain this logical inference. Hence, the claim is 
that this process will continue indefinitely. 
 
The critical point for Quine is that logical inference is general and thus must be able 
to be applied to infinite instances. In order to create logical inference from linguistic 
conventions, however, we need to include a general logical inference in the premises 
– and by doing so, we are begging the question. Quine remarks in this respect that “if 
logic is to proceed mediately from conventions, logic is needed for inferring logic 
from the conventions” (Quine, 1936, p. 97). He later reiterated this point as follows. 
  
Briefly the point is that the logical truths, being infinite in number, must be 
given by general conventions rather than singly; and logic is needed then to 
begin with, in the metatheory, in order to apply the general conventions to 
individual cases. (Quine, 1954, p. 108) 
 
Quine’s objection has been very influential. Many scholars believe that the effort to 
explain the laws of logic by virtue of conventions fails. For example, Soames says: 
 
This, in a nutshell, was one of the central arguments of Quine’s paper, “Truth by 
Conventions,”… Although not fully appreciated right away, it eventually 
became a classic, and is now widely known for its powerful critique of the 
program of grounding a priori knowledge in knowledge of meaning. (Soames, 
2003, p. 265) 
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What is more, Sider discusses metaphysical questions that arise from the study of 
logic: for example, the question of whether logical notions carve nature at its joints. 
This question regards whether logical notions correspond to something in the mind-
independent world. Sider does not believe that the conventionalist view regarding 
logic, which implies that logical notions are not in the mind-independent world, 
provides a way in which to answer the above question. He believes that Quine’s 
challenge to Traditional Conventionalism is plausible and claims that, “If a hangover 
from logical conventionalism leads you to distrust the questions: pop a couple of 
aspirins, re-read your Quine (1936) … and report back” (Sider, 2011, p. 216). 
 
Some scholars try to defend Traditional Conventionalists by appealing to a 
reinterpretation of their view. For example, Ebbs (2011) argues that Carnap does not 
hold a kind of explanatory theory of truth by conventions. However, this is not my 
concern in this chapter. I will argue that Ayer (1936b) had already answered Quine’s 
challenge to truth by convention. 
 
2.2.2. Explicit conventionalism 
Quine’s objection is effective if the conventionalist view about laws of logic is 
understood in an explicit manner. Warren gives the following definition of 
explicitness. “A linguistic convention concerning a sentence takes the form of an 
explicit stipulation concerning the sentence” (Warren, 2016, p. 3). The explicit 
conventionalism of logical truth requires that if a rule of inference is used, the rule of 
inference must be explicitly stipulated.  
 
Warren (2016) argues that, according to Quine’s objection, the explicit 
conventionalism of logical truth will face the objection from the super-task argument 
and the regress argument. If each general logical inference needs to be explicitly 
stipulated, then explicit conventionalism will face the problem of the super-task, 
which attempts to express an infinite number of logical propositions within a finite 
period of time. There are an infinite number of logical propositions, but there is only a 
finite time in our life and only a finite number of humans. Moreover, the expression of 
each logical proposition needs a certain period of time in order to be made. The 
problem is that if fulfilling each task requires a certain amount of time, then infinite 
tasks cannot be completed in a finite period of time. 
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However, explicit conventionalists can give up the view that all logical propositions 
need to be explicitly expressed. They can claim that only finite logically true 
propositions need to be explicitly expressed and that the infinite logically true 
propositions can then be derived from them. Warren points out that this response has 
the problem of infinite regress. The problem is that, as Quine argues, if we try to 
derive infinite logically true propositions, then the finite explicitly expressed 
conventions are not enough for us to complete such a task. Infinite rules of inference 
are needed by which we can derive, using finitely expressed conventions, the infinite 
rules of inference. Therefore, the problem reappears. How can we explicitly express 
the infinite rule of inference in a finite time?  
 
Therefore, Quine’s objection holds regardless of whether explicit conventionalists 
hold the view that what is explicitly stipulated are particular logically true 
propositions or the view that what is explicitly stipulated are rules of inference. 
 
2.2.3. Implicit conventionalism 
Although Quine’s objection applies to explicit conventionalism, it does not apply to 
implicit conventionalism. According to implicit conventionalism, the laws of logic 
can also be implicitly alluded to rather than explicitly expressed in our daily 
inferences. When we are familiar with the laws of logic, we may express the laws 
explicitly in our inferences. However, when we have just begun to use these laws, 
they are usually only alluded to in our daily inference making rather than being 
explicitly expressed. Warren defines implicitness as follows: “a linguistic convention 
concerning a sentence takes the form of an implicit rule concerning the sentence” 
(Warren, 2016, p. 6). This means that the laws of logic used in an inference do not 
need to be explicitly expressed in order to perform the process of inference. 
 
The response by virtue of implicit conventionalism to Quine’s objection to truth by 
convention appeared when the only available version of conventionalism was 
Traditional Conventionalism (e.g., Ayer, 1936b), and this was subsequently accepted 
by later conventionalists (e.g., Warren, 2016). Thus, I grant that Traditional 
Conventionalism and Neo-Conventionalism have resolved this problem by appealing 
to implicit conventionalism. My Revised Conventionalism agrees with this response 
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to Quine’s objection, but the explanation I give to the response makes it more easily 
understood. In the following, I articulate Ayer’s response by virtue of implicit 
conventionalism and enhance it by appealing to my Revised Conventionalism. 
 
Ayer (1936b) makes clear that his conventionalism is a kind of implicit 
conventionalism. He does not believe that when we first start to use the laws of logic, 
they have already been assigned a meaning. He does not believe that the meanings of 
the laws of logic are always explicitly fixed on particular occasions. “No one, I think, 
would wish to assert that logical constants originally acquired their meaning by means 
of explicit conventions” (Ayer, 1936b, p. 18).  
 
Ayer uses the analogy of political obligation in a social contract to explain his view. If 
we try to find political obligations in social contracts from a certain period of time, we 
may discover that we cannot find explicit political obligations in such a way. An 
opponent could object to the view that political obligations are built by virtue of social 
contracts in just the same way that one objects to the view that the laws of logic are 
true by virtue of conventions. However, political obligation is an indispensable 
element in the totality of social contracts. Ayer’s answer to this problem is that 
political obligation is implicitly contained in social contracts, rather than being 
explicitly expressed.  
 
Ayer believes that the same goes for the laws of logic. He agrees that logic constants 
and rules of inference need to be assigned logical meaning to fulfil their function. 
However, the assignment of these logical meanings is a gradual process during which 
we use associated words and expressions. “We shall have to admit that the explicit 
assignment of meanings to logical constants can occur only at a stage where meanings 
have already been implicitly assigned” (Ayer, 1936b, pp. 18-19). Ayer believes that 
this is exactly what has happened.  
 
I will use Ayer’s line of thought in order to explain the example of the inference from 
“p” and “if p then q” to “q”. In order to justify this logical inference, we do not need 
to add a linguistic stipulation, such as premise II, to the inference. Rather, we need to 
actually do the inference, which is similar to the inference that “p” and “if p then q” 
then “q”. On the one hand, then, such an inference (which is also a linguistic 
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convention) is an application or instance of the logical inference from “p” and “if p 
then q” to “q”. When we actually do the inference we follow the logical rule that “p” 
and “if p then q” infer “q”. On the other hand, this logical inference is implied by our 
actual use of it. In other words, the logical inference itself is behind our actual use of 
this rule. 
 
It is reasonable to believe that Ayer and Warren will agree with this explanation in 
principle because they both invoke rules in their accounts (cf. Ayer, 1936b and 
Warren, 2016). However, as Warren points out, invoking rules and rule-following may 
cause controversy (cf. Warren, 2016, p. 7). I agree. Moreover, as I pointed out in 
section 1.1.3, the explanation by virtue of our use of language or linguistic experience 
is easier understood and less controversial than the explanation by virtue of rules. 
Hence, by making use of my Revised Conventionalism I can give the explanation in 
the last paragraph a reading that is easier understood. 
 
Since according to my Revised Conventionalism, analytic propositions are placed in a 
model that is built from our use of language, we can construe logical inference (i.e., 
logical propositions) in the same way. Thus, in the above explanation, when I say that 
the logical rules are implied or that they are behind our actual related inferences, I 
mean that we build the logical rules from our actual related inferences. Moreover, 
when I say that an actual inference follows or is an instance or application of a certain 
logical rule, I am speaking about relations such as those in which a particular set of 
original data stand in accordance with the model built from this set. The critical point 
is that logical inferences are not logically inferred from our actual inferences. Rather, 
logical inferences are idealisations from our actual inferences. Hence, when we build 
logic from conventions we do not need to take as part of our premises logical rules 
that are applied to infinite cases. Rather, we can build logical rules by idealisation 
from our conventions, and these rules can then be used in many subsequent cases. 
This idealization process can bridge the gap between the finite and infinite in the way 
that an abstract straight line with infinite length is constructed by idealization from 
many actual lines with limited length.  
 
Based on the above discussion, it is clear that implicit conventionalism is not subject 
to Quine’s super-task argument or his regress argument. In regard to the super-task 
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argument, we do not need to explicitly stipulate infinite logical propositions. In regard 
to the regress argument, we do not need to explicitly stipulate infinite rules of 
inference. 
 
It might be doubted whether the subject of my Revised Conventionalist explanation is 
indeed logical rules. It could be argued that propositions construed by the process of 
idealization are not necessary, whereas logical propositions are necessary. I have two 
remarks in this regard. First, my Revised Conventionalism is coherent, for I do not 
insist on defending the necessity of analytic propositions. Rather, I argue that 
conventionalism should give up its defense of necessity. Thus, there is no room for 
necessary logical truth in my Revised Conventionalism. Idealized propositions, which 
are implied or follow our actual inferences, play a role similar to that usually played 
by logical propositions.  Secondly, in Quine’s argument, he first assumes the existence 
of logical truth (i.e., he makes this assumption before arguing that our use of language 
can support the existence of logical truth). However, my interest is in a different 
direction. If there is a gap between linguistic conventions and logical propositions, I 
cast doubt on our expectation regarding logical propositions. Thus, in my Revised 
Conventionalism I give up the necessity of analytic propositions and bridge the gap 
between conventions and logical propositions.  
 
2.2.4. Explanatory idleness 
Unlike Soames (2003) and Sider (2011), Quine puts forward his objection with 
reservations. In his (1936) Quine realizes the possible objection to his view that 
appeals to implicitness.  
 
It may be held that we can adopt conventions through behaviour, without first 
announcing them in words; and that we can return and formulate our 
conventions verbally afterward, if we choose, when a full language is at our 
disposal. … So conceived, the conventions no longer involve us in vicious 
regress. (Quine, 1936, p. 98) 
 
He thus believes that this defence can avoid the vicious regress and that this is indeed 
what takes place in normal practice. However, Quine worries that if we accept that 
conventions can be implicitly adopted, a convention becomes devoid of “explanatory 
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force and [we are thus] reducing it to an idle label” (Quine, 1936, p. 99). If people 
accept this line of defence, what they claim is that logical truths are either a priori or 
that they are firmly accepted propositions. He remarks,  
 
We may wonder what one adds to the bare statement that the truths of logic and 
mathematics are a priori, or to the still barer behavioristic statement that they 
are firmly accepted, when he characterizes them as true by convention in such a 
sense.  (Quine, 1936, p. 99) 
 
Nevertheless, the bright side of accepting implicit conventionalism is that we only 
need to deal with the problem of explanatory idleness. Warren claims that “once we 
settle on a plausible, implicit version of conventionalism, the entire force of Quine’s 
discussion rests on the complaint voiced in this quote” (Warren, 2016, p. 11). 
 
2.2.5. Response to the problem of explanatory idleness 
Quine’s worry regarding explanatory idleness implies that logical truths are equivalent 
to a priori propositions or to firmly accepted propositions. However, I will argue that 
this equivalence cannot be held. As for the equivalence between logical truths and a 
priori propositions, my Revised Conventionalism does not agree with it. I argued in 
section 1.3.7 that analytic propositions are empirical stipulations. This means that 
analytic propositions are based on our use of language and thus are constructed by us. 
Hence, they should be counted as a posteriori. So saying that logical truths are merely 
a priori propositions does not reduce to a kind of explanatory idleness; rather, it is a 
false claim. 
 
Moreover, there is a difference between logical truths and firmly accepted 
propositions. This difference is related to the distinction between the analytic and the 
synthetic. In section 2.3, I will defend the distinction between the analytic and the 
synthetic and articulate my understanding regarding this distinction by virtue of my 
Revised Conventionalism. Here I only give a brief explanation – a complete 
understanding will be obtained, after section 2.3 where I give a systematic account of 
the concepts used below.  
 
Take as examples the following propositions: “either p is true or p is not true”, “either 
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some ants are parasitic or none are”, “bachelors are unmarried men”, and “water is 
H2O”. The distinction between the proposition “either p is true or p is not true” and 
the proposition “water is H2O” is clear according to Ayer’s distinction between 
analytic propositions and synthetic propositions. Analytic propositions are true merely 
by virtue of our use of language. Synthetic propositions are true by virtue of other 
matters of facts (in Ayer’s terms, other experiences). In this sense, “either p is true or 
p is not true” is an analytic proposition. The reason is that the proposition is highly 
idealized away from actual applications (such as “either some ants are parasitic or 
none are”) and that all factual content has been filtered out. In contrast, “water is 
H2O” is a synthetic proposition because it depends on the actual empirical conditions 
of water in the world. Moreover, propositions like “either some ants are parasitic or 
none are” or “bachelors are unmarried men” are in the middle area between analytic 
propositions and synthetic propositions because their truth not only depends on 
linguistic conventions but also includes some factual content at the same time. In 
section 2.3, I will systematically articulate how to locate these four propositions along 
a spectrum ranging from the linguistic to the empirical. Here I can briefly say that the 
law of logic only lies in the category of propositions, which has no factual content and 
thus lies on the linguistic end of the spectrum between the linguistic and the 
empirical. (I will call them straightforward linguistic propositions in section 2.3.6.1 
and provide further explanation there.) An example of such a law is “either p is true or 
p is not true”.  
 
This category of propositions also includes pure mathematical propositions. Since 
Quine grants that mathematical propositions can be inferred from the laws of logic, 
we can hold that mathematical propositions depend only on linguistic conventions and 
thus have no factual content. The difference between mathematical propositions and 
logical propositions depends on whether we count the involved constants as logical 
constants (i.e, “and”, “or” and “not”) or as mathematical constants (i.e., “1” “+” and 
“=”). Furthermore, this category of propositions also includes grammar rules. 
Grammar rules also merely depend on linguistic conventions and thus have no factual 
content. However, grammar rules can only be applied to our language. This is 
different from logical propositions (and mathematical propositions), which can be 
applied to a wider range of things. 
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I thus distinguish logical rules from firmly accepted propositions. In this way I resolve 
the final worry of explanatory idleness in Quine’s objection to truth by convention. I 
should stress that I do not mean that logical rules have some distinctive features that 
stand in contrast to firmly accepted propositions. By distinctive features I mean 
something like necessity. In section 1.3.7, I argued that analytic propositions can be 
construed as man-made apparatuses. I thus do not need to provide a stronger 
explanatory force for logical rules than some man-made apparatuses.  
 
The special explanatory force that our accepted logical rules have, which can be 
distinguished from others (distinguished from, say, the wrong logical rules), is based 
on some empirical consideration, rather than on some a priori factor. The reason that 
the current logical rules (rather than other rules) have become our firmly accepted 
propositions is due to some pragmatic consideration, i.e., that we often can achieve 
our purpose by our current use of language. It is worth noting that explaining 
explanatory force by virtue of pragmatic considerations does not contradict the view 
of “truth by convention”. This is because initially empirical considerations affect 
conventions and select an effective way of using language, and only then does the 
effect transfer to truth through the idealization and the formation of our current logical 
rules. The second part of this process is what we call “truth by convention”. 
 
In sum, logical rules are pure linguistic propositions that have no factual content and 
that can be applied to things which are not limited to linguistic components (such as 
words, phrases). The difference between logical propositions and mathematical 
propositions depends on our customary distinction between mathematical terms and 
logical terms. We accept some particular laws of logic rather than particular 
propositions of another form based on the effectiveness of the former in their actual 
application. 
 
2.3. The distinction between the analytic and the synthetic 
We have dealt with Quine’s (1936) objection to truth by convention, and now move 
onto Quine’s (1951) objection. Quine (1951) includes two objections: the objection to 
the definition of the analytic and the objection to the distinction between the analytic 
and the synthetic. I count them together as being one major objection to 
conventionalism, mainly because the former is relatively weak. As for the objection to 
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the definition of the analytic, I agree with Grice & Strawson’s (1956) response and I 
reiterate it here. As for the objection to the distinction between the analytic and the 
synthetic, previous conventionalist responses are problematic and so I will respond to 
this objection by virtue of my Revised Conventionalism.   
 
2.3.1. Quine’s objection to the definition of “analytic” 
We deal with Quine’s objection to the definition of analytic first. In sections 1 to 4 of 
Quine (1951) he argues that the notion of analyticity cannot be defined without falling 
into a circular argument. He points out that if Ayer wishes to explain necessity and 
apriority by virtue of analyticity, the definition of analyticity cannot be based on 
necessity and apriority. However, Quine argues that this is not possible.  
 
Ayer claims that we can know the truth (or falsity) of analytic propositions merely by 
knowing the use or the definitions of the symbols that constitute the propositions. It 
follows that the definition of analyticity is based on the understanding of the 
expression “by definition” or on the understanding of the expression “in virtue of 
meaning alone”. Quine argues that the notion of “by definition” can neither be 
explained by virtue of synonymy nor by interchangeability without falling into a 
circular argument. 
 
Suppose we understand the expression “by definition” as indicating that one may 
replace certain expressions with their corresponding synonyms. The question, then, is 
what the relation of synonymy is between these two expressions. Quine points out that 
people understand synonymy by virtue of the notion of definition, but that this is 
circular reasoning. For example, people believe that the term “bachelor” is 
synonymous with “unmarried man”. They will appeal to a dictionary to prove it. 
However, a definition of bachelor in the dictionary exists because lexicographers have 
a pre-existing belief, i.e., that “bachelor” is synonymous with “unmarried man”. 
Therefore, synonymy cannot be used to explain the relation of definition. 
 
Alternatively, suppose someone explains the relation of “by definition” using 
“interchangeability in all contexts without change of truth value” (Quine, 1951, p. 27). 
As Leibniz puts it, this is interchangeability salva veritate. Quine claims that a 
language should be complex enough in order to demonstrate what interchangeability 
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is salva veritate. For example, an extensional language is sufficient in order to 
demonstrate interchangeability salva veritate. In an extensional language, any two 
predicates with the same extension are interchangeable salva veritate. The predicate 
“being a creature with a heart” and the predicate “being a creature with kidneys” have 
the same extension on Earth. However, we do not think that they are synonymous. We 
say that these two predicates accidently have the same extensions. However, the 
synonym of the two predicates requires the fact that they necessarily have the same 
extensions. This means that we need a kind of language which includes an adverb like 
“necessarily” to express what is interchangeable salva veritate. Ayer tries to explain 
necessity by virtue of analytics, but if we try to define analytics by virtue of 
interchangeable salva veritate statements, there is a problem. That is, if we use 
necessity to explain the interchangeable salva veritate statements, the explanation 
becomes circular. Thus, Quine argues that we cannot define analyticity without falling 
into an infinite regress; this is the case no matter whether we base ourselves on 
synonyms or interchangeability.  
 
2.3.2. Grice & Strawson’s on Quine 
As for Quine’s objection to the definition of analytic, conventionalists will respond 
that Quine’s requirement is too strong. Grice & Strawson’s (1956) defence of 
conventionalism in this regard is plausible.  
 
Firstly, Grice & Strawson argue that we have some “established philosophical use” of 
the term “analytic” and “synthetic” (Grice & Strawson, 1956, p. 143). There is a long-
term tradition of philosophers using such terms. They describe things using opposition 
words like “necessary” and “contingent”, “a priori” and “empirical”, and “truth of 
reason” and “truth of fact” (Ibid., p. 142). There is also an on-going debate in regard 
to how to classify things into different sides of the divide, or whether these properties 
can be applied to a certain thing. Therefore, it is plausible to say that there is a kind of 
difference between these properties, such as “analytic” and “synthetic”. Grice & 
Strawson believe that Quine’s objection should not be construed as claiming that 
“there is no difference at all marked by the use of these expression” (Ibid., p. 143). 
Rather, the appropriate understanding of Quine’s objection should be that “the nature 
of, and reasons for the difference or differences are totally misunderstood by those 
who use the expressions, that the stories they tell themselves about the difference are 
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full of illusion” (Ibid.). In this sense, it is not true to say that conventionalists cannot 
appeal to the distinction between the analytic and the synthetic. The question is only 
whether conventionalists’ understanding of this distinction is correct when they use it.  
 
Secondly, Grice & Strawson argue that Quine’s requirement of non-circularity is too 
strong. They believe that Quine’s construal of the notion of “analytic” and related 
expressions of it form a circle or a family. This circle includes notions such as “self-
contradictory”, “necessary”, “synonymous”, “semantical rule”, and “definition”. What 
Quine argues is that each expression in this circle needs to be explained by virtue of 
other expressions in the same circle. Hence, Grice & Strawson argue that Quine has 
the following two criteria for a satisfactory explanation.  
 
(1) It [a satisfactory explanation] would seem to involve providing an 
explanation which does not incorporate any expression belonging to the family-
circle. 
(2) It would seem that the explanation provided must be of the same general 
character as those rejected explanations which do incorporate members of the 
family-circle… (Grice & Strawson, 1956, p. 148). 
 
It follows that Quine’s satisfactory explanation is a very neat definition and at the 
same time it does not involve any other expressions in the same circle. 
 
Grice & Strawson argue that Quine’s criterion of satisfactory explanation is too 
strong. “We may well begin to feel that a satisfactory explanation is hard to come 
by…. It is perhaps dubious whether any such explanations can ever be given” (Grice 
& Strawson, 1956, p. 148). Even if in some cases we can meet this criterion, it is 
widely accepted that in many cases this criterion cannot be satisfied. 
 
Grice & Strawson give some examples to illustrate this view. The first circle of related 
expressions includes “morally wrong”, “blameworthy”, “breach of moral rules”, and 
so on. The second circle of related expressions includes “true”, “false”, “statement”, 
“fact”, “denial”, “assertion” and other “proposition” related expressions (Grice & 
Strawson, 1956, p. 148). On the one hand, people have a certain understanding of 
these expressions within the circles and they can use them accordingly. On the other 
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hand, each expression in these circles is hard to neatly define without involving the 
other expressions in the same circle. 
 
Since we have some ordinary understanding of “analytic” and “synthetic”, and 
Quine’s criterion of satisfactory explanation is too strong, Quine’s objection by virtue 
of the circularity in the definition of “analytic” is not enough to stop us from using 
this concept meaningfully.12 Thus, Quine’s objection is not as serious as we first 
thought. Sidelle claims that Quine’s objection to the definition of the analytic “has not 
been taken to have a great deal of force, and it is not that in virtue of which “Two 
Dogmas” has had its great philosophical impact” (Sidelle, 1989, p. 140). 
 
2.3.3. Quine’s on the analytic and synthetic 
Having responded to the objection to the definition of analytic, we now turn to discuss 
Quine’s objection to the distinction between the analytic and the synthetic. In sections 
5 and 6 of Quine (1951), he argues that there is no boundary between the analytic and 
the synthetic.  
 
First, Quine articulates two dogmas of empiricism and the problems they cause. The 
first dogma is the view that there is a fundamental distinction between the analytic 
and the synthetic. The other dogma is reductionism. Radical reductionism holds that 
any meaningful statement can be reduced to a statement of direct experience. 
Although empiricists no longer accept that, they still accept “a subtler and more 
tenuous form” of reductionism (Quine, 1951, p. 40). He articulates this form of 
reductionism as follows: 
 
The notion lingers that to each statement, or each synthetic statement, there is 
associated a unique range of possible sensory events such that the occurrence of 
any of them would add to the likelihood of truth of the statement, and that there 
is associated also another unique range of possible sensory events whose 
occurrence would detract from that likelihood. (Quine, 1951, p. 40) 
 
                                                 
12 A similar answer to Quine’s objection can be found in Mate (1951). He argues that although some 
definition of “analytic” seems circular, “they may well be of help in understanding the term “analytic”” 
(Mate, 1951, p. 528). 
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Consequently, empiricists accept an assumption according to which people can 
confirm or refute an isolated statement without the consideration of other related 
statements.  
 
Quine believes that two dogmas are closely related to each other. “The two dogmas 
are, indeed, at root identical” (Quine, 1951, p. 41). If one accepts the above 
assumption then one can say that a proposition is confirmed in some empirical 
situations and refuted in different empirical situations. On this view, analytic 
propositions can be construed as a limiting kind of proposition, because they can be 
confirmed under any empirical situation. The result of these two dogmas is an isolated 
understanding of the nature of propositions, according to which a particular statement 
can be confirmed or refuted without considering any other related statement. 
 
Second, Quine disagrees with such an isolated understanding of propositions and 
postulates his holistic view of our belief system. He disagrees with the above 
empiricist assumption and argues that “our statements about the external world face 
the tribunal of sense experience not individually but only as a corporate body” (Quine, 
1951 p. 41).  
 
Quine put his famous metaphor of our belief system as follows: 
 
The totality of our so-called knowledge or beliefs, from the most casual matters 
of geography and history to the profoundest laws of atomic physics or even of 
pure mathematics and logic, is a man-made fabric which impinges on 
experience only along the edges. Or to change the figure, total science is like a 
field of force whose boundary conditions are experience. (Quine, 1951, p. 42) 
 
Quine makes the point that our belief system should be dealt with as a whole. All the 
different propositions in our belief system depend on and connect to each other. 
Therefore, we cannot find a boundary line in this system. We cannot find propositions 
in one part of the system that are independent of propositions in another part of the 
system. If we cannot find such a line in the system and if the boundary propositions of 
this system connect to experience, then there is no proposition that can be totally 
independent of experience. Hence, there are no pure analytic propositions, because the 
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associated criterion of analytic propositions is that they are totally independent of 
experience cannot be satisfied. In other words, Quine argues that there is no boundary 
line in our belief system, on one side of which there are propositions that are analytic 
and on the other side of which there are propositions that are synthetic.  
 
Moreover, Quine claims that it is possible to revise any proposition within the system. 
Any conflict with the boundary conditions will cause a readjustment of the other 
propositions in the system. “A conflict with experience at the periphery occasions 
readjustment in the interior of the field” (Quine, 1951, p. 42). The revision of 
propositions will spread throughout our system. Even logical laws will be affected, 
because logical laws are also elements within our connected system. There is no 
boundary line beyond which propositions cannot be affected in the readjustment 
process. This also means there are no analytic propositions, because according to the 
ordinary understanding, analytic propositions are also necessary propositions. In 
addition, “it becomes folly to seek a boundary between synthetic statements, which 
hold contingently on experience, and analytic statements, which hold come what 
may” (Ibid., p. 43). Therefore, the final result is that “no statement is immune from 
revision” (Ibid.). 
 
Both of Quine’s arguments challenge the distinction between the analytic and the 
synthetic. If there is no fundamental boundary between the analytic and the synthetic, 
we cannot say that a category of propositions is independent of the facts. We cannot 
explain analytic propositions merely by virtue of conventions, because we cannot say 
an analytic proposition is “devoid of factual content” (Ayer, 1946, p. 79). 
Furthermore, it is also problematic to explain necessity by virtue of analyticity.  
 
2.3.4. Sidelle (1989) on Quine 
Sidelle (1989) provides a response that is helpful to resolve Quine’s objection, 
although the response is still problematic. In this section, I will articulate Sidelle’s 
response, and then modify it on the basis of my Revised Conventionalism in the 
subsequent sections.  
 
First, Sidelle reiterates Grice & Strawson’s view that in our ordinary use we can find a 
distinction between “analytic” and “synthetic”, but that the distinction between them 
Page 71 
may be different from what we originally thought. 
 
Second, Sidelle believes that Grice & Strawson’s above view is compatible with 
Quine’s objection. According to Quine’s holistic picture, there is also a distinction, the 
distinction “between the statements closer to the center of our “total theory” and those 
closer to the periphery” (Sidelle, 1989, p. 145). Sidelle claims that this distinction of 
Quine’s can explain the motivation that some people have to believe that there is a 
distinction between the analytic and the synthetic and thus believe that analytic 
propositions are unrevisable. Statements that are more centrally located usually 
underpin a greater number of other statements in our belief system than those that are 
closer to the periphery. If a central statement is false, it will cause a dramatic 
readjustment of related statements. Hence, there is no easy way to imagine the 
variation of central statements. It follows that there is still a distinction between 
different statements, because “some [statements] could be given up only as parts of a 
wholesale abandoned theory” (Ibid., p. 146). In this way, Quine can explain the 
apparent unrevisability of central statements and the motivation for the distinction 
between the analytic and the synthetic. 
 
Sidelle claims that Quine replaces the traditional distinction between the analytic and 
the synthetic with the distinction between the central and the periphery. The latter “is 
not a very deep one – it is only that between statements closer to and further away 
from the center of the web of belief” (Sidelle, 1989, p. 146). In other words, this is a 
difference in degree, rather than a distinction in kind. If we understand the distinction 
between the analytic and the synthetic in this way, then the distinction is compatible 
with Quine’s holistic picture.  
 
On the other hand, if we understand analyticity in the traditional way (i.e., in the way 
according to which analyticity corresponds to unrevisability), then Quine will reject 
this kind of analyticity. According to the traditional view, the analytic corresponds to 
the necessary, i.e., to unrevisability. Because none of the propositions in Quine’s 
holistic picture are unrevisable, there are no analytic truths in the traditional sense. As 
Sidelle puts it, “Insofar as we think of analyticity as involving or entailing real 
unrevisability, we ought not to believe that there are analytic truths” (Sidelle, 1989, p. 
146). In other words, if we understand the distinction between the analytic and the 
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synthetic to be one based on unrevisability, then this distinction is incompatible with 
Quine’s holistic picture. 
 
Third, Sidelle disagrees with Quine’s replacement of the traditional distinction 
between the analytic and the synthetic with the distinction between the central and the 
periphery. Sidelle’s reason is that the distinction between the analytic and the 
synthetic does not fully match Quine’s distinction between the central and the 
peripheral. For example, the statement “bachelors are unmarried men” is analytic, but 
it is not central to our belief system. On the other hand, the statement “evolution 
proceeds by random mutation” is central but not analytic (Sidelle, 1989, p. 147). It is 
not difficult to find analytic propositions that are not theoretically central and 
theoretically central propositions that are not analytic. Hence, Sidelle argues that 
Quine is wrong in regard to the answer to the question of what the source is of the 
distinction between the analytic and the synthetic. 
 
Sidelle’s believes that the source of the analytic is unrevisability, not centrality.  
 
And the most plausible candidate [of the source] is that these statements are 
unrevisable and are so because they are analytic. This is enough, I think, to save 
the analytic/synthetic distinction in basically its traditional form, that is, 
analyticity entails a prioricity and full-scale unrevisability; some statements are 
true quite independently of the way of the world happens to be, because their 
truth is not a matter of fact, but rather a product of our linguistic conventions. 
(Sidelle, 1989, p. 147) 
 
I quote Sidelle’s statement in detail because the quotation clearly shows how a group 
of notions can have a correspondence relation. That is, the analytic corresponds to the 
a priori, full-scale unrevisability, independence of experience, and truth by virtue of 
linguistic conventions. 
 
2.3.5. Quine’s objection and Sidelle’s response 
In this section I briefly articulate my view, based on my Revised Conventionalism, 
regarding Quine’s objection and Sidelle’s response. The notions used here (i.e., the 
linguistic and the empirical) will be explained at length in section 2.3.6.  
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First, Quine’s holistic picture of our belief system can accommodate the distinction 
between the analytic and the synthetic. The key point is that according to my Revised 
Conventionalism articulated in Chapter 1, the analytic only corresponds to 
independence of experience and being true by virtue of linguistic conventions (more 
precisely, it is explained by virtue of linguistic conventions). The analytic does not 
connect to the a priori, the necessary, nor to unrevisability. Thus, it is not required that 
there be a clear-cut boundary between analytic propositions and synthetic propositions 
and that propositions on one side of this boundary be unrevisable. This is consistent 
with the view that all propositions in our belief system are interconnected with each 
other, thus making it possible for any proposition to be verified. Briefly speaking, if 
Revised Conventionalism gives up the correspondence between the analytic and 
unrevisability, it is not threatened by the situation described in Quine’s holistic 
picture. If a proposition that is analytic only means that it is explained by virtue of 
linguistic conventions, then even if it varies, it can still be explained by virtue of a 
different linguistic convention.  
 
Second, Sidelle’s reading of Quine’s objection is reasonable. Sidelle points out that 
Quine’s view replaces the traditional distinction between the analytic and the 
synthetic by the distinction between the central and the periphery. The difference 
between the central and the periphery is not a distinction in kind, but rather a 
difference in degree. This feature of Sidelle’s reading is consistent with Quine’s 
holistic view. In other words, the view that the distinction between analytic 
propositions and synthetic propositions is not a distinction in kind but rather a 
difference in degree is consistent with the view that there is no clear-cut boundary 
between the propositions.  
 
Third, it is not plausible for Sidelle to criticise Quine’s argument that the traditional 
distinction between the analytic and the synthetic is the distinction between the central 
and the periphery. This is because there is another explanation of the difference 
between the central and the periphery that circumvents Sidelle’s criticism.  
 
We can find two ways to understand the non-periphery in our belief system. One is 
centrality; a central proposition underpins a great number of other propositions. A 
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modification of a central proposition will cause dramatic readjustment in the system. 
However, the non-periphery can be understood in another sense. If the boundary of 
the belief system is experience, the non-periphery can be understood as the linguistic. 
This is easy to explain. Briefly speaking, the distinction between the analytic and the 
synthetic can be explained by virtue of the distinction between the linguistic and the 
empirical because, according to the traditional understanding, analytic propositions 
are true by virtue of meaning and synthetic propositions are true by virtue of facts. 
There is a contrast between the linguistic and the empirical in our traditional 
understanding. Therefore, there are two ways to understand the difference between the 
centre and the periphery: (1) as the difference between the theoretically central and 
the theoretically periphery and (2) as the difference between the linguistic and the 
empirical. Sidelle argues that the difference between the theoretically central and the 
theoretically peripheral is not adequate to replace the distinction between the analytic 
and the synthetic. Nonetheless, I will argue that another understanding, i.e., the 
difference between the linguistic and the empirical, is adequate for this task. 
 
2.3.6. The linguistic and the empirical 
In the following, I will first articulate the difference between the linguistic and the 
empirical in detail. Secondly, I will argue that the difference between the linguistic 
and the empirical is compatible with Quine’s holistic picture, i.e., that there is no 
boundary which totally separates the linguistic and the empirical. Thirdly, I will argue 
that the difference between the linguistic and the empirical can play the role played by 
the distinction between the analytic and the synthetic. Therefore, we can construe the 
difference between the linguistic and the empirical as the distinction between the 
analytic and the synthetic given Quine’s holistic picture. This also means that the 
distinction between the analytic and the synthetic is compatible with Quine’s holistic 
picture. 
 
2.3.6.1. What is the difference between the linguistic and the empirical? 
My articulation of the difference between the linguistic and the empirical will start 
with some straightforward examples, and then discuss some controversial examples. 
On the one hand, it is natural to believe that some propositions are true by virtue of 
matters of fact (or experience, according to empiricists). For example, the apple on the 
table is red. Such propositions are empirical propositions. On the other hand, there are 
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some propositions that meet the requirement of being “entirely devoid of factual 
content” (Ayer, 1946, p. 79). These are straightforward linguistic propositions. These 
include formal logical propositions and pure mathematical propositions.13 Moreover, 
the rules of grammar are also straightforward linguistic propositions because they 
only describe the use of words and expressions. For example, we cannot say “I seen 
him” (Whiteley, 1936, p. 24). These straightforward linguistic propositions cannot be 
confuted by experience, according to Ayer’s argument.  
 
It is worth noting that the difference between the linguistic and the empirical is 
associated with idealization, rather than merely with generalization. In contrast, we 
can generalize from theoretically peripheral propositions to get theoretically central 
propositions. Directly empirical propositions are usually about a particular event or 
object. A general proposition is usually about some law that describes a class of 
events or objects. A general proposition is thus usually more theoretically central than 
a directly empirical one. However, a mere generalization cannot create more linguistic 
(or more analytic) propositions. For example, a proposition regarding the colour of an 
apple is a directly empirical proposition. On the other hand, the proposition in regard 
to the colour of a kind of apple is a more general empirical proposition. This more 
general empirical proposition is more theoretically central in the sense that the 
variation of it will affect more propositions than the variation of the directly empirical 
proposition about an apple. However, this more general proposition is not more 
linguistic than the directly empirical proposition about an apple, this is because it is 
not closer to straightforward linguistic propositions than a directly empirical 
proposition.14  Only when we invoke some idealized structure – for example, the 
numbers – do we get a more linguistic proposition in the sense that it is closer to those 
straightforward linguistic propositions. For example, two apples added to two apples 
equals to four apples. Along this direction, we reach the pure mathematical 
proposition that “2+2=4”, which is a straightforward linguistic proposition and is 
totally idealized. Based on the above discussion, we can say that the direction of the 
linguistic with respect to the peripheral is different from the direction of the 
                                                 
13 A possible objection is that geometry needs to make use of diagrams, which are empirical, and if this 
is the case then geometry is not purely abstract. However, Ayer argues that this is wrong because “the 
use of diagrams is not essential to completely rigorous geometry” (Ayer, 1946, p. 83).  
14 At this stage, I do not consider the view that natural kinds like apple depend on linguistic practices. 
This view is accepted by Neo-Conventionalism, which will be discussed in Chapter 4.  
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theoretically central with respect to the peripheral.  
 
The reverse direction of idealization is application. We can apply the mathematical 
proposition “2+2=4” to the empirical situation of apples (perhaps to the counting of 
apples), and then we can get the proposition that two apples plus two apples equals to 
four apples. 
 
2.3.6.2. Quine on the linguistic and the empirical 
I will continue to explain the difference between the linguistic and the empirical by 
answering Quine’s objection to this distinction. This is also part of my argument for 
the view that the distinction between the linguistic and the empirical is compatible 
with Quine’s holistic picture. 
 
Quine rejects the division of a proposition into a linguistic component and a factual 
component. “My present suggestion is that it is nonsense, and the root of much 
nonsense, to speak of a linguistic component and a factual component in the truth of 
any individual statements” (Quine, 1951, p. 42).  
 
However, to divide one statement into a linguistic component and a factual 
component is one thing; having a statement that is either linguistic or empirical is 
another thing. I explain this difference by virtue of the difference between the 
perspective of inference and the perspective of description. 
 
Consider that the initial experience conditions enter our belief system via some 
empirical propositions. We then make some inferences by virtue of linguistic 
propositions. Then we get empirical propositions about the final experience 
conditions. For example, two apples are on table A and two apples are on table B. 
This is the initial experience condition. Then we move two apples from table B to 
table A. Since 2+2=4, there are four apples on table A. We can say that the 
propositions about the state of apples and tables are empirical propositions and the 
proposition “2+2=4” is a linguistic proposition. This difference is based on what is 
described by the proposition itself. Some people may say that “2+2=4” describes 
abstract objects. Either way, “2+2=4” does not directly describe an empirical 
condition. Colloquially speaking, linguistic propositions are not about the world. 
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On the other hand, we find that steps in the inference, from the initial empirical 
condition to the mathematical calculation to the final empirical condition are all 
connected together. The soundness of the inference depends on the soundness of all 
the involved propositions. If we find that after we move two apples from table B to 
table A, there are only three apples on table A,15 we may need to reconsider our 
inference. According to Quine’s view, each proposition in the whole inference can 
probably be varied. Thus, all propositions in this inference are empirical to some 
extent. There is no non-empirical proposition from the perspective of such an 
inference. 
 
In sum, from the perspective of inference, we cannot divide a single proposition into a 
linguistic component and a factual component; nor can we do so with a series of 
propositions. However, from the perspective of description, we can distinguish 
linguistic propositions from empirical propositions.  
 
My view can be illustrated by the following diagram. If we imagine our belief system 
as a circle, we can draw a small circle in it to stand for the scope of the linguistic. Our 
inference in the example of the four apples and two tables is represented by a series of 
connected lines, from one point of the boundary of the big circle to another point of 
the boundary of the big circle. Some lines in this series enter into the scope of the 
small circle, which stands for the linguistic propositions. From the perspective of the 
location of a line, we can say this line is inside the small circle (i.e., it is a linguistic 
proposition) or outside the small circle (i.e., it is an empirical proposition). On the 
other hand, from the perspective of the connections, each line in this series is 
connected to the boundary of the big circle. Hence, we cannot say that any part of the 
series is purely a linguistic proposition or purely a linguistic component in the sense 
of not being connected to experience. 
 
                                                 
15 The situation associated with “2+2=3” is not totally impossible. For example, when we move four 
drops of water on table A and table B together, we may get three drops. 
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Furthermore, if we can distinguish linguistic propositions from empirical propositions 
from the perspective of description, then from the same perspective we can also 
distinguish the linguistic component and the factual component of a proposition. In 
the above example, we can get the proposition that two apples plus two apples equals 
four apples. This conclusion depends on both the empirical condition of apples and 
the mathematical proposition “2+2=4”. Hence, from the perspective of description, 
the empirical condition of apples can be construed as the empirical component of the 
proposition, and “2+2=4” can be construed as the linguistic component of the 
proposition.16  
 
Thus, by using the distinction between different perspectives, I argue that Quine’s 
rejection of the division into linguistic components and factual components does not 
mean that his holistic picture is incompatible with the difference between the 
linguistic and the empirical. 
 
2.3.6.3. A difference in degree, not kind 
In order to argue that the difference between the linguistic and the empirical is 
compatible with Quine’s holistic picture, I also need to argue that this difference is a 
difference in degree, rather than a distinction in kind. First, I argue that there is no 
                                                 
16 I will explain this point again in the next section in the discussion of the proposition “either some 
ants are parasitic or none are”. 
The empirical 
The linguistic 
An inference 
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clear-cut boundary between linguistic propositions and empirical propositions. 
Second, I argue that there is a middle area between the linguistic and the empirical. 
 
The first point has been illustrated in the example of four apples and two tables in the 
last section. By using that example, I argued that from the perspective of inference, 
linguistic propositions and empirical propositions are connected. Variations of 
propositions caused by any sort of conflict with experience will spread throughout the 
whole belief system. In this sense, all propositions are empirical to some extent. This 
feature accords with Quine’s claim that there is no boundary in our belief system 
which totally separates analytic propositions and synthetic propositions.  
 
The second point is also an important feature of the distinction between the linguistic 
and the empirical. I will respond to Whiteley’s objection to the distinction between the 
analytic and the synthetic and articulate what I take to be the middle area between the 
linguistic and the empirical.  
 
Except for straightforward linguistic propositions (such as formal logical 
propositions) and straightforward empirical propositions (such as “the apple on the 
table is red”), there is no agreement about whether a particular proposition is analytic 
or synthetic. Opponents make use of this lack of agreement to challenge the 
distinction between the analytic and the synthetic. Whiteley discusses the sentence “I 
cannot be in London and in Birmingham at the same time” (hereinafter in this chapter 
referred as S) (Whiteley, 1936, p. 23). His aim is to show that there are some 
necessarily true propositions like S, which are not purely analytic and have factual 
content. This conflicts with Ayer’s view that sentence S is an analytic proposition 
based on linguistic conventions.  
 
Whiteley provides three reasons to support his view. First, Whiteley believes that only 
definitions and grammatical rules count as linguistic sentences. Sentence S is not a 
definition. Thus, if it is a linguistic sentence, it can only be a grammatical rule. 
However, sentence S being a linguistic sentence is not as clear as, say, the rule that 
says that we cannot say “I seen him”, since that is not grammatical. Hence, sentence S 
is “a mere verbal prejudice” (Whiteley, 1936, p. 24). Sentence S can be interpreted as 
the statement that a series of sentences, such as “I am in London and also in 
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Birmingham”, cannot be true. However, this series of sentences is factual rather than 
linguistic. Therefore, sentence S is factual rather than linguistic. 
 
Second, Whiteley claims that the contradictory of S is “I can be in London and 
Birmingham at the same time” (Whiteley, 1936, p. 25). This is obviously a factual 
claim. Therefore, sentence S is also factual.  
 
Third, Whiteley considers an inference involving sentence S. The inference starts 
from “I have an engagement in London for a certain evening, and an engagement in 
Birmingham for the same evening” to “Therefore one engagement will have to be 
broken” (Whiteley, 1936, p. 25). Sentence S is a critical step in this inference. The 
conclusion of this inference is about engagements and is obviously factual. Hence, 
sentence S cannot be a linguistic proposition, and this is true regardless of whether 
sentence S is a premise or a principle of the inference. If sentence S is construed as a 
premise of the inference, Whiteley doubts that we can infer a factual conclusion from 
its linguistic premise. Alternatively, people may construe sentence S as a principle of 
the inference. Whiteley believes that even if this is the case, sentence S cannot be a 
linguistic proposition. The reason is that the whole inference is not about language, 
and so the involving principle of the inference cannot be solely a linguistic 
proposition.  
 
We find a similar objection in Sider (2003). He doubts that some analytic propositions 
in Traditional Conventionalism include factual content.  
 
In what sense does the truth of “It is raining or it is not raining” depend solely 
on the meanings of its terms? Certainly, its truth depends on the fact that “or” 
means disjunction and “not” means negation; but doesn’t it also depend on a 
fact about disjunction and negation, to the effect that any disjunction of a 
proposition with its negation is true? In what sense do logical truths “lack 
factual content”? “It is raining or it is not raining” concerns the world, 
specifically concerning the matter of rain. After all, “It is raining” and “It is not 
raining” each concerns the world on the subject of rain, and the disjunction says 
that one or the other will hold. And how could “All bachelors are male” not say 
anything about the world? It contains a quantifier over bachelors, and says of 
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them that they are male. So it says something about the properties of bachelors – 
as worldly entities as one could ask for. (Sider, 2003, p. 30) 
 
In the following, I will argue that Whiteley’s objection can be answered by virtue of 
the view that the difference between the linguistic and the empirical is a difference in 
degree and that there is a middle area between the linguistic and the empirical. First, 
we can say that a proposition is more linguistic (or more empirical) than another 
proposition. For example, the proposition “either p is true or p is not true” (hereinafter 
in this chapter referred as P) is more of a linguistic proposition than the following 
sentences. 
“Either some ants are parasitic or none are” (hereinafter in this chapter referred as A) 
(Ayer, 1946, p. 79).  
 “I cannot be in London and in Birmingham at the same time” (Sentence S) (Whiteley, 
1936, p. 23) 
Proposition P is a pure logical proposition. Proposition A (say) is the result of 
applying a law of logic (proposition P) in the situation of ants. In this sense, we can 
say that proposition A is less linguistic or more empirical than proposition P. 
 
Second, we can claim that the propositions about which there is no agreement are in 
the middle area. For example, proposition P is in the middle area between the 
linguistic and the empirical, since it is the result of applying a law of logic 
(proposition P) in the situation of ants. We can even say that proposition P is the 
linguistic premise (linguistic component) of proposition A, and that the situation of 
ants is the empirical premise (empirical component) of proposition A.17  
 
Moreover, either the linguistic component or the empirical component can change the 
truth-value of proposition A – “either some ants are parasitic or none are”. Proposition 
A is true under classical logic. However, consider applying paraconsistent logic to the 
predicate “being parasitic”. For example, according to dialetheism, a statement can be 
both true and false at the same time. For example, suppose that all ants are non-
                                                 
17 I do not mean that there is no linguistic factor in the situation of ants at all. One could understand 
proposition P as the more linguistic premise of proposition A, and understand the situation of ants as 
the more empirical premise of proposition A. This adds weight to my argument from the last section 
against Quine’s view that we cannot make a division between a linguistic component and an empirical 
component. 
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parasitic except that there is a kind of ant that is parasitic only in certain 
environmental conditions. Colloquially speaking, this kind of ant is both parasitic and 
non-parasitic. Using dialetheism, the proposition “this kind of ant is parasitic” is both 
true and false. It follows that “either p is true or p is not true” (in the sense that “either 
x or y” excludes the situation of “both x and y”) is false, if p stands for the proposition 
“this kind of ants is parasitic”. It also follows that proposition A is false (at least is not 
strictly true), because “some ants are parasitic” may be both true and false and “no 
ants are parasitic” is both true and false. Thus, we can say that the truth-value of 
proposition A depends not only on the logical system we accept, but also on the 
empirical situation of ants. In this sense, we should not construe the middle area as the 
third category besides the linguistic and the empirical; rather, we should consider it as 
the overlap area of the linguistic and the empirical.  
 
Since proposition A is in the middle area of the linguistic and the empirical, we can 
infer some empirical conclusions from it. If this is so, then Whiteley’s three reasons 
are not plausible. The response to his first reason is that the propositions in the middle 
area can be interpreted as the negation of some empirical sentence. Proposition A is in 
the middle area between the linguistic and the empirical. In this sense, it can be 
interpreted as the negation of a series of propositions, which include sentences like 
“some ants are both parasitic and non-parasitic”. The sentences in this series can have 
factual content. 
 
Whiteley’s second reason can be answered in the same way. His second reason 
regards proposition S – “I cannot be in London and in Birmingham at the same time”. 
The contradictory proposition of S is “I can be in London and Birmingham at the 
same time” (Whiteley, 1936, p. 25), which is obviously a factual claim. If the 
contradictory propositions of S say something about a factual condition, then, 
Whiteley argues, S cannot be an analytic proposition. However, I claim that the 
contradictory proposition of S is in the middle area between the linguistic and the 
empirical. If this is the case, then contradictory propositions of S do say something 
about a factual situation. Moreover, the truth of the contradictory proposition of S 
depends on both our language and on the empirical situation. This is compatible with 
the claim that the truth of S depends on both our language and on the empirical 
situation. That is, S is in the middle area between the linguistic and the empirical. In 
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other words, if I claim that S is in the middle area between the linguistic and the 
empirical, my view is compatible with Whiteley’s to the effect that the contradiction 
of S says something about a factual situation.  
 
As for Whiteley’s third reason – that we cannot do inference and get conclusions 
regarding empirical conditions by virtue of mere analytic propositions – the response 
is that this is not plausible because people can infer some empirical conclusions by 
virtue of mathematical propositions. For example, in the above example of four apples 
and two tables, we infer the final empirical state by virtue of the mathematical 
proposition “2+2=4”. There is no gap between analytic propositions and synthetic 
propositions because they differ only in degree. In other words, they are connected 
together from the perspective of inference. 
 
A possible reply that Whiteley might offer is to stress the difference between his 
example (sentence S) and my example (sentence A). We can find a law of logic in 
sentence A. However, we cannot find a similar thing in sentence S. I will argue that 
conventionalists can claim that sentence S depends on the individualization of I. 
Individualization refers to the way in which we trace an object in space-time and in 
possible worlds. According to Neo-Conventionalism, individualization can be 
explained by virtue of conventions. I will discuss this further when I discuss Sidelle’s 
Neo-Conventionalism in Chapter 4. If we accept the assumption that individualization 
can be explained by virtue of conventions, it follows that my above argument is also 
applicable to Whiteley’s sentence S. Briefly speaking, sentence S can be in the middle 
area, the linguistic component can be the individualization of I, and the empirical 
component can be the distribution of the properties associated with my body, London 
and in Birmingham.  
 
Sider’s doubts can be answered in a similar way. His examples of “it is raining or it is 
not raining” and “all bachelors are male” are also in the middle area of the linguistic 
and the empirical. Hence, it is natural for them to have some factual content. 
 
Sider’s example involves cases of definition, which need more explanation. People 
usually define bachelors to be unmarried men and so construe this definition as 
analytic. Since this definition is not in formal logic, nor in pure mathematics or in 
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grammatical rules, I put it in the middle area between the linguistic and the 
empirical.18 So on the one hand, I agree with Sider that definitions involve factual 
content because the words used in the definition, such as “bachelor”, “unmarried” and 
“man”, are associated with some empirical conditions. For example, when the laws of 
marriage change, the people who meet this definition will change accordingly. On the 
other hand, it is arguable that to some extent definitions can suppress the effect of 
empirical change and maintain the connection between the definiendums and the 
definiens. For example, even if the laws of marriage change and the scope of 
“unmarried men” and “bachelor” change accordingly, the connection between the 
definiendum and the definien stays constant. This is not always the case, however, 
since in some cases we need to change the definition, perhaps after some empirical 
condition changes. We can thus consider definition to be a kind of idealization. 
Although the terms involved in a definition touch the scope of experience, the 
connections between definiendums and definiens is in an idealized space. 
 
To put the point in another way, the invoking of the middle area avoids the difficulty 
caused by the dichotomy in (Ayer’s) Traditional Conventionalism. Traditional 
Conventionalism divides propositions into two categories. One category (analytic 
propositions) fully depends on conventions and the other category (synthetic 
propositions) fully depends on matter of fact.19 There is no proposition that depends 
on both conventions and facts. Therefore, Traditional Conventionalists have to 
classify some controversial propositions into the category of analytic propositions. 
Many opponents challenge Traditional Conventionalism on this point. The invoking 
of a middle area, however, avoids this difficulty. On the one hand, it shrinks the scope 
of analytic propositions to a less controversial scope that includes formal logic, pure 
mathematics and grammatical rules. This restricted scope makes more plausible the 
view that some truth is so by virtue of conventions. On the other hand, the middle area 
accommodates controversial propositions. Hence, the challenge as to why they 
                                                 
18 Hereafter when I use “definitions” I usually mean non-formal definitions. I will not give more 
specification, except where it is needed. 
19  Strictly speaking, according to Ayer’s view, the truth of synthetic propositions is not merely 
determined by linguistic conventions. However, based on his examples such as “There are ants which 
have established a system of slavery” (Ayer, 1946, p. 78), the truth of synthetic propositions is mainly 
determined by whether empirical conditions match a certain criterion and thus it cannot be affected by, 
say, a change in the laws of logic. Therefore, I can roughly say that the truth of synthetic propositions 
fully depends on matters of fact.    
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include factual content can be answered. We can claim that those propositions in the 
middle area partly depend on conventions and partly depend on matter of facts.  
 
2.3.6.4. The difference between connection and description 
In order to argue that the distinction between the linguistic and the empirical is 
compatible with Quine’s holistic picture, I need to show that what I used to 
distinguish between the analytic and the synthetic does not invoke an unbridged gap. 
Here I need to answer an apparent difficulty caused by my own argument. When I 
explain the difference between analytic and synthetic propositions, I distinguish them 
by the different relation between each of them and experience. Analytic propositions 
connect experiences together, while synthetic propositions describe experiences. If I 
try to claim a holistic picture of different kinds of propositions, I need to give an 
explanation in which there is no boundary between the connection relation and the 
description relation. I can do this by virtue of Wittgenstein’s theory. 
 
Bloor (1996) understands Wittgenstein as a linguistic idealist. Linguistic idealists hold 
the view that some things are created by our linguistic practices. Whether 
Wittgenstein is a linguistic idealist is not the concern of this thesis, but what is the 
concern is that Bloor’s explanation gives a way in which to bridge the gap between 
the connection relation and the description relation. 
 
Bloor believes that we need to consider two kinds of relation in our linguistic 
practices. The first relation is the relation between words and objects. The second 
relation is the relation between words themselves. Bloor illuminates these two 
relations by the following diagram. 
 
 
word word word 
object 
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(Bloor, 1996, p. 364) 
 
Corresponding to this diagram, Bloor calls the first relation the vertical links, and the 
second relation the horizontal links. In the traditional view, people pay attention to the 
vertical links. Bloor believes that Wittgenstein (1953) argues that the horizontal links 
are more important than the vertical links.  
 
Bloor supports his view by his reading of Wittgenstein’s investigation of people’s use 
of a variety of words. Wittgenstein’s investigation starts from the simple example in 
which the vertical links seem very clear. For example, in the communication between 
a builder and an assistant, they use words like “block”, “slab”, “pillar” or the names of 
other tools; the corresponding relation between words and objects seems clear in this 
context. Next, Wittgenstein introduces more and more complicated examples to 
undermine the vertical links and bring the horizontal links to light. In some cases, a 
word does not stand for a particular object: for example, indexical words can stand for 
different objects (Wittgenstein, 1953, §8). Numerals stand for abstract objects rather 
than real objects (Ibid., §33). In some cases, which object is associated with which 
word is ambiguous. When people point to a chess piece, Wittgenstein stresses that it is 
a chess piece rather than a piece of wood, although they are both identical at that 
particular time (Ibid., §35). In some cases, the object associated with a word has 
ceased to exist. For example, the builder asks his assistant to fetch a tool which is 
already broken (Ibid., §41). In some cases, rather than cease to exist after a certain 
time, a correspondence between words and objects has never existed. For example, 
the builder uses a word in communication that has never referred to a tool, and his 
assistant responds to him according to a certain protocol. This protocol is completely 
about the token and has nothing to do with any tool (Ibid., §42). Wittgenstein also 
discusses the situation in which the vertical links are disturbed by mistakes (Ibid., 
§51), or the situation in which the vertical links need to be reconsidered later (Ibid., 
§80). Wittgenstein investigates the case of pain or sensation. When babies grow up, 
they learn to use the word “pain”, rather than merely cry. Wittgenstein claims that the 
word “pain” does not refer to or describe crying, but is a replacement for a previous 
expression – crying (Ibid., §244). Wittgenstein demonstrates that a clear 
correspondence between words and objects exists only in some special cases, whereas 
in the majority of actual uses of words the relation between the words and reality is 
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much more complicated and vague. Wittgenstein calls our linguistic practices a 
“language-game” and stresses that language and actions are “woven” together (Ibid., 
§7).  
 
Based on the above discussion, Bloor claims that “[t]he point, rather, is that without 
the surrounding linguistic practice there would be no “correspondence” between 
words and the world of the kind we encounter in ordinary uses of language” (Bloor, 
1996, p. 366). Those clear correspondences between words and objects emerge in 
some special cases as those horizontal connection relations occur. “[T]he “vertical” 
link in our diagram has no existence independent of the “horizontal” links” (Ibid., p. 
367). 
 
Bloor’s view, mutatis mutandis, can be used to bridge the gap between the connection 
relation and the description relation. The connection relation is associated with the 
horizontal links. If we are sympathetic to empiricism, we can agree that the horizontal 
links include not only words but also other experiences. The words or expressions are 
connected with other experiences. This is what I call the relation of connection. In 
section 1.3.2, I argued that the connection relation is that between analytic 
propositions and the connected experience. Here, we can say that not only analytic 
propositions but also synthetic propositions have the connection relation with the 
connected experience.20 The description relation is associated with the vertical links 
because it depends on a certain corresponding relation between words and objects. 
The description relation is only that between synthetic propositions and matters of 
fact.  
 
The conclusion that the vertical relation ontologically depends on the horizontal 
relation can be applied to different kinds of propositions. The description relation of 
synthetic propositions ontologically depends on the connection relation of 
propositions and experience. Briefly speaking, it is in our use of those synthetic 
propositions, which are connected with our other experiences, that we find that these 
synthetic propositions have the description relation with certain experiences.  
 
                                                 
20 Actually, not only analytic and synthetic propositions but also other non-propositional linguistic 
practices (for example, commands) have connection relations with the connected experience. 
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In this way, I can bridge the gap between the relation of connection and the relation of 
description. First, the connection relation is the relation suitable for all propositions, 
while the description relation is only suitable for synthetic propositions. Therefore, 
the connection relation and the description relation are not exclusively divided. 
Secondly, the description relation between synthetic propositions and matters of fact 
derives from the connection relation among analytic propositions, synthetic 
propositions and other experiences. Therefore, there is a boundary between the 
connection relation and the description relation, and they are compatible with Quine’s 
holistic picture. 
 
It also follows that any proposition is a linguistic proposition to some extent in the 
sense that it has the connection relation with other experiences. The relation of 
description is a phenomenon that is derived from connections (weaving, in 
Wittgenstein’s terms) between language and other experiences. Any proposition is 
used to connect experience on certain occasions to achieve our goals, description only 
emerges in some special cases. Hence, any proposition has an aspect of empirical 
stipulation in the sense that it is also a connection rather than a mere description. 
Moreover, we can say that a certain word in any proposition is created by us to 
achieve a certain purpose. 
 
Correspondingly, by virtue of this creative aspect, even directly empirical propositions 
can avoid the challenge from apparent counterexamples, although we are usually not 
inclined to do so. For example, even if the empirical situation apparently conflicts 
with the synthetic proposition “this apple is red”, people can still hold that this 
sentence is true. They can say that the word “red” is a code created by people and thus 
it is not necessary to match this word with the empirical situation of looking like red. 
Thus, they can construe this proposition as an analytic proposition and say “this apple 
is red” is still true within a certain system of coding. This is analogous to the situation 
in which analytic propositions in Euclidean geometry remain true even after people 
found alternative systems of geometry. 
 
Up to this point, I have argued that the difference between the linguistic and the 
empirical is compatible with Quine’s holistic picture. In the following I will argue that 
the difference between the linguistic and the empirical can replace the distinction 
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between the analytic and the synthetic in Traditional Conventionalism. 
 
2.3.6.5. From analytic vs synthetic to linguistic vs empirical 
The difference between the linguistic and the empirical can play the role played by the 
distinction between the analytic and the synthetic in Traditional Conventionalism.  
 
First, there are some straightforward linguistic propositions, such as in formal logic, 
pure mathematics and grammatical rules. They are devoid of factual content and are 
explained by virtue of linguistic practices or linguistic usage, i.e., by convention. In 
this point, the difference between the linguistic and the empirical accords with the 
spirit of Traditional Conventionalism.  
 
Moreover, the motivation of Traditional Conventionalism includes the motivation to 
explain the truth of mathematical propositions and logical propositions by convention. 
Formal logic and pure mathematics are seen as straightforward linguistic propositions 
that can be explained by conventions. According to (Ayer’s) Traditional 
Conventionalism, analytic propositions also include other logically or mathematically 
related propositions, such as “Either some ants are parasitic or none are”, (Ayer, 1946, 
p. 79). In the framework of the linguistic and the empirical, these propositions belong 
to the middle area, but the linguistic components in these propositions are still 
explained by virtue of conventions. 
 
Secondly, the difference between the linguistic and the empirical supports the 
independence of experience of analytic propositions. Ayer understands the 
independence of experience in the sense that analytic propositions cannot be 
disproved merely by virtue of experience. Although I have argued that the difference 
between the linguistic and the empirical is compatible with Quine’s holistic picture, in 
which it is possible for any proposition to be varied, I will also argue that the 
difference between the linguistic and the empirical supports the independence of 
experience. The reason is that Ayer’s argument is not incompatible with Quine’s 
argument. When people find an apparent conflict between theory and experience, Ayer 
argues that people can change other explanations in order to save analytic 
propositions, while Quine argues that it is possible for any proposition, including 
analytic ones, to be varied. Briefly speaking, Ayer claims that it is possible not to 
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change the related analytic proposition, whereas Quine claims that it is possible to 
change the related analytic proposition. Their claims are not contradictory. If we 
choose to change other explanations in the case of an apparent counterexample, we 
can retain the related analytic proposition. This is what Ayer called independence of 
experience. 
 
Thirdly, some Traditional Conventionalists, such as Ayer, explain necessity by virtue 
of analyticity. In other words, Ayer’s Traditional Conventionalism accepts necessity 
and defends it. But necessity is incompatible with Quine’s claim that any proposition 
is revisable. On this point, I agree with Quine. Moreover, my Revised 
Conventionalism does not insist on defending the necessity of analytic propositions. 
Hence, Quine’s claim that any proposition is revisable is not a threat to my Revised 
Conventionalism.  
 
Fourthly, based on the above discussion, the difference between the linguistic and the 
empirical avoids Sidelle’s criticism. By appealing to two counterexamples, Sidelle 
criticises Quine’s view that the difference between the theoretically central and the 
theoretically peripheral is in accordance with the distinction between the analytic and 
the synthetic. I claimed above that I side with Quine on this matter. This raises the 
problem of whether Sidelle’s criticism also applies to my view. I therefore need to 
explain that Sidelle’s criticism is not applicable to the difference between the 
linguistic and the empirical.  
 
The first counterexample in Sidelle’s criticism is the proposition “bachelors are 
unmarried men”. This proposition is analytic in the ordinary sense, but is not 
theoretically central. As for this counterexample, my answer is that the proposition is 
also linguistic to some extent, because, according to my understanding, definitions are 
in the middle area of the linguistic and the empirical. Thus, the proposition is not a 
counterexample to my view that the linguistic corresponds to the analytic. Sidelle’s 
second counterexample is the proposition “evolution proceeds by random mutation”. 
This proposition is synthetic in the ordinary sense, but is not theoretically peripheral. 
As for this counterexample, my answer is that the proposition is also close to the 
empirical side in my distinction between the linguistic and the empirical because it is 
mainly a generalization of empirical conditions. Thus, the proposition is not a 
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counterexample to my view that the empirical corresponds to the synthetic. We can 
say that the contrast between the linguistic and the empirical accords well with the 
contrast between the analytic and the synthetic. Sidelle’s criticism applies to Quine’s 
explanation. But it does not apply to my explanation, which explains the distinction 
between the analytic and the synthetic by virtue of the distinction between the 
linguistic and the empirical. 
 
In sum, according to my Revised Conventionalism, the difference between the 
linguistic and the empirical can explain the distinction between the analytic and the 
synthetic. Moreover, this explanation is consistent with Quine’s holistic picture of our 
belief system. In Chapter 3, I will begin to discuss another challenge to Traditional 
Conventionalism: that from Kripke’s and Putnam’s view of the necessary a 
posteriori.21  
  
                                                 
21 It is necessary to say something about the effect of my above view on empiricism. Empiricism was 
introduced in section 1.1.1 as a closely related theory to conventionalism and as a motivation for 
conventionalism. Empiricism claims that our knowledge derives from our (sense) experience. First, I 
will briefly describe Ayer’s empiricist picture. Ayer developed his conventionalism to explain analytic 
propositions, and he construed the conventionalist explanation as a complement to empiricism. That is, 
synthetic propositions are explained by virtue of experience and analytic propositions are explained by 
virtue of linguistic conventions. Analytic propositions and synthetic propositions are mutually 
exclusive. Second, I articulate the empiricist picture, which is consistent with my Revised 
Conventionalism. If my argument that there is no clear-cut boundary between analytic propositions and 
synthetic propositions is right, the implication to Ayer’s dimidiate picture of empiricism is as follows. 
On the one hand, knowledge does not stem from only experience or from only linguistic convention. 
Rather, knowledge stems from the set that includes linguistic factors, empirical factors and the 
interactions between them. This is different to Quine’s holistic picture to some extent because 
experience is not the edge of the net, but rather also weaved into the set. (Space does not permit me to 
argue for this difference in detail in this thesis.) On the other hand, linguistic conventions stem from 
our actual use of language, which is understood as our linguistic experience (cf. Section 1.3.1). In this 
sense, linguistic factors in the set can also be derived from experience. Thus, my Revised 
Conventionalism is an empiricist view because it follows the fundamental principle of empiricism that 
“you cannot conceive anything which is not of the same nature as something you have experienced” 
(Whiteley, 1936, p. 26). 
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Chapter 3: The Necessary A Posteriori 
 
3.1. Introduction 
From this chapter onward, I discuss conventionalism in regard to necessary a 
posteriori propositions, which are also the main concern of Neo-Conventionalists. 
The postulation of necessary a posteriori truths plays an important role in the move 
from Traditional Conventionalism to Neo-Conventionalism. Traditional 
Conventionalism, recall, holds that necessary propositions are all a priori 
propositions. Necessary a posteriori truths breach the connection between necessity 
and apriority and are construed as another serious challenge to conventionalism. 
Some conventionalists developed Neo-Conventionalism in order to answer this 
challenge. These Neo-Conventionalists argue that although the truth of necessary a 
posteriori propositions cannot be explained by virtue of convention, the necessity of 
these propositions can be explained by virtue of convention. Thus, it is sometimes 
said that Traditional Conventionalism defends the view of truth by convention, while 
Neo-Conventionalism retreats from truth by convention and only defends the view 
that necessity is as it is by virtue of convention. 
 
In this chapter I introduce Putnam’s and Kripke’s theories of the necessary a 
posteriori. In the next chapter, I will introduce the Neo-Conventionalist response to 
the challenge posed by these theories. In the chapters after that, I will continue to 
discuss further possible objections to conventionalism and argue that my Revised 
Conventionalism can solve these objections.  
 
3.2. Putnam’s logical necessity 
3.2.1. The Twin Earth thought experiment 
Putnam articulates his view of the necessary a posteriori in his “The Meaning of 
“Meaning”” (1975). The problem discussed in this paper regards the meanings of 
words. The aim of the paper is to argue against the traditional view of meaning and 
put forward an externalist theory of meaning. An externalist believes that meaning is 
determined by states that are not solely psychological. Putnam argues this by virtue of 
the Twin Earth thought experiment. At the same time, his argument also supports the 
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existence of the necessary a posteriori.22  
 
Before Putnam introduces his Twin Earth thought experiment, he clarifies some 
concepts. First, Putnam distinguishes meaning and extension. The extension of a term 
includes all the objects to which the term can be applied. We typically take the 
extension of a name to be its referent, and the extension of a predicate to be a 
property, and the extension of a sentence to be its truth-value. Putnam points out that 
some expressions can have the same extensions, but different meanings. For example, 
the two terms “creature with a heart” and “creature with a kidney” designate the same 
set of creatures on Earth (Putnam, 1975, p. 217). Thus, they have the same extension. 
However, these two terms have different meanings in the ordinary sense. Therefore, 
there is “something else” associated with these terms besides their extensions. Putnam 
calls this “something else” intension.  
 
Secondly, Putnam gives an account of the traditional understanding of meaning. 
According to the traditional view, meaning includes both intension and extension. The 
traditional view also has two assumptions. The first assumption is that meaning is 
only a matter of psychological state. The second assumption is that meaning (in the 
sense of intension) determines extension in that if meanings are the same, then 
associated extensions are the same (Putnam, 1975, p. 219). These two assumptions 
imply that the same psychological states must be connected with the same extension.  
 
After clarifying the associated concepts, Putnam articulates the Twin Earth 
experiment. He supposes that there is a Twin Earth, in which the situation is very 
much like our Earth, the only difference being that the molecular structure of the 
watery liquid in the lakes and oceans of Twin Earth is XYZ rather than H2O. 
However, XYZ and H2O are indistinguishable to the naked eye. In other words, XYZ 
on Twin Earth has the same appearance properties as H2O on Earth. Moreover, 
Putnam supposes that the people on Twin Earth also speak English and designate the 
watery liquid in their lakes and oceans by the word “water”. When people on both 
planets come to know the difference between the molecular structures of each watery 
liquid, then they come to agree that the extension of the term “water” on Earth is H2O, 
                                                 
22 Putnam subsequently changed his view (cf. Putnam, 1983, 1990). However, in this chapter, I will 
still focus on his view expressed in his (1975). 
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while the extension of “water” on Twin Earth is XYZ. 
 
In order to show that the Twin Earth thought experiment is a counterexample to the 
traditional understanding of meaning, Putnam considers what the situation would 
have been like in 1750, when people did not know the molecular structure of things. 
In 1800 or 1850, people knew the molecular structure of water. But Putnam claims 
that “water” had a different extension on Earth and on Twin Earth even in 1750 when 
no one could tell the difference. Therefore, since it is widely accepted that “water” has 
different extensions on Earth and Twin Earth in 1950, what Putnam needs to argue is 
that the extensions of “water” do not change from 1750 to 1950 on both Earth and 
Twin Earth. Putnam argues for this point by appealing to the same liquid relation 
(Putnam, 1975, p. 225). Suppose that a person first points to a glass of H2O and says it 
is water. This means that when he/she points to some other liquid and says that it is 
water, this liquid “bears a certain sameness relation to” the aforementioned liquid 
(Ibid.). Hence, what is called “water” on Earth is always the liquid which has the 
same liquid relation with H2O. And what is called “water” on Twin Earth is always 
the liquid, which has the same liquid relation with XYZ.  
 
Putnam also claims that an average speaker on Earth and an average speaker on Twin 
Earth have the same psychological states in regard to the term “water” in 1750. The 
reason is that water on Earth and on Twin Earth has exactly the same appearance 
properties and people do not know its molecular structure. Thus, in 1750, the 
psychological states of average speakers in regard to the term “water” are the same, 
but the extensions are different. This is taken to be a counterexample to the traditional 
view of meaning. Moreover, since psychological states do not determine extension, 
Putnam draws the conclusion that ““meanings” just ain’t in the head” (Putnam, 1975, 
p. 227).  
 
In the same article, Putnam also answers one possible objection. An opponent may 
doubt that water has the same extension in 1750 and 1950. For example, people in 
1750 may call XYZ “water” while people in 1950 will not. The same liquid relation is 
Putnam’s answer to this doubt. What is called “water” can be rephrased as “have the 
same liquid relation with A”. That is, having the same molecular structure with H2O 
(on Earth) or XYZ (on Twin Earth). Therefore, the extension does not change between 
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1750 and 1950.  
 
Putnam explains that when people in 1750 called XYZ “water” they did so because 
they applied the same liquid relation wrongly to XYZ. While from 1800 or 1850, 
when we found the molecular structure, we did so correctly. Even if people called 
XYZ “water” in 1750, this expression was “defeasible” after we found the theory of 
molecular structure (Putnam, 1975, p. 225). 
 
In order to argue for the view that the extension of “water” remains constant between 
1750 and 1950, Putnam also uses the example of “gold”. Putnam claims that “gold” 
used by the ancient Greeks designates the same thing as the “gold” in modern 
English. His reason is that when the ancient Greeks called something “gold”, they did 
not intend to apply this term to something with the same appearance properties; 
rather, they intended to apply this term to something with the same hidden structure as 
the gold in front of them. Hence, “gold” in ancient Greek also designated the metal 
with atomic number 79 like it does nowadays.   
 
3.2.2. Sociality and indexicality 
After he argues against the traditional view of meaning, Putnam starts to articulate his 
view of meaning. He claims that the meaning of a term is determined socially and 
indexically. He claims that his view of the indexicality of meaning and Kripke’s 
theory of rigid designators (I will explain this theory later) “are but two ways of 
making the same point” (Putnam, 1975, p. 234). His articulation of the indexicality of 
meaning is also his argument for the necessary a posteriori. 
 
First, I will introduce the sociality of meaning. By sociality, Putnam means that there 
is division of linguistic labour in the determination of the extension of a term 
(Putnam, 1975, p. 227). Not everyone, when they use a term, such as “gold”, needs to 
know what gold is. In some cases, experts alone can fix the extension of a term such 
as gold. So the extension of a term is determined by society, or relevant sub-parts 
thereof.  
 
By indexically, Putnam means that what is called water in a possible world must have 
the same liquid relation with the stuff we call “water” in the actual world. Putnam 
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calls it “indexicality” because it is similar to indexicals such as “now”, “this”, and 
“here” in our language. The extension of an indexical varies from context to context – 
their extensions are not determined by their intensions. Natural kind terms also have 
this indexical feature. The two assumptions of the traditional view are suitable neither 
for indexicals nor for natural kind terms. 
 
Based on the indexicality of natural kind terms, Putnam claims that if we find that 
water is H2O in the actual world, it is impossible that water is not H2O in any possible 
world. “[I]t isn’t logically possible that water isn’t H2O” (Putnam, 1975, p. 233). This 
is what Putnam calls logical necessity. Since the fact that water is H2O can only be 
found empirically, the proposition that “water is H2O” is necessary a posteriori true. 
 
It follows that either the first or the second assumption of the traditional view of 
meaning (i.e., that psychological states determine intension, and that intension 
determines extension) is wrong. If we try to keep the first assumption, we may get the 
following theory. We may claim that the meaning of “water” remains constant in 
different possible worlds, although the extension of water is different in different 
possible worlds. If we try to keep the second assumption, we get the following theory. 
“Water” has the same extension in different possible worlds, while “water” has 
different meanings in different possible worlds. Putnam claims that if the thought 
experiment of Twin Earth is right, then we must choose the second theory. It is worth 
pointing out that the choice between the above two theories also depends on whether 
the extension of water changed between 1750 and 1850, when we come to know the 
molecular structure of water. If we choose the second theory, it follows that the first 
assumption (that psychological states determine intension) should be given up, while 
the second assumption (that intension determine extension) remains untouched.  
 
In sum, Putnam argues that meanings of words are not totally determined by a 
speaker’s psychological state, and that the outside environment plays a role in 
determining the meanings of words. This is the way Putnam argues for semantic 
externalism. 
 
3.2.3. Putnam’s understanding of meaning 
After he argues for the necessary a posteriori and semantic externalism, Putnam 
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(1975) also explicitly articulates a model of meaning. Before I introduce his model of 
meaning, I need to introduce the notion of stereotype. According to Putnam, when 
speakers use a word they do not know its meaning if they only know the extension of 
the word as a set of physical objects (Putnam, 1975, p. 247). In order to “acquire the 
word” (i.e., know the meaning of the word), they need to meet a minimal competence 
requirement, which is the stereotype of the word (Ibid.). Putnam defines a stereotype 
as: 
 
[A] standardized description of features of the kind that are typical, or “normal”, 
or at any rate stereotypical. The central features of the stereotype generally are 
criteria – features which in normal situations constitute ways of recognizing if a 
thing belongs to the kind or, at least, necessary conditions (or probabilistic 
necessary conditions) for membership in the kind. (Putnam, 1975, p. 230) 
 
For example, the stereotype of water includes the following features: colourless, 
transparent, tasteless, thirst-quenching, and so on. 
 
In Putnam’s model, meaning includes the following four elements. “(i) the syntactic 
markers that apply to the word, e.g. “noun”; (2) the semantic markers that apply to the 
word, e.g. “animal”, “period of time”; (3) a description of the additional features of 
the stereotype, if any; (4) a description of the extension” (Putnam, 1975, p. 269). Take 
“water” as an example. The syntactic markers of it are “mass noun” and “concrete”. 
The semantic markers are “natural kind” and “liquid”. The stereotype includes 
“colourless”, “transparent”, “tasteless”, “thirst-quenching”, and so on. The extension 
of “water” is H2O.  
 
3.3. Kripke’s metaphysical possibility 
In addition to Putnam, Kripke also claims that there is necessary a posteriori truth. 
After introducing Putnam’s argument for the necessary a posteriori, I will introduce 
Kripke’s theory of metaphysical possibility. Kripke’s view is very similar to Putnam’s 
(in Putnam (1975)). Kripke also uses the example that water is necessarily H2O. It is 
worth noting that they both believe that the necessity involved in their view is real 
necessity. However, there are also some differences in their arguments. These 
differences can be understood by considering that Kripke provides different 
Page 98 
arguments for a posteriori metaphysical necessity. In order to understand Kripke’s 
argument for a posteriori metaphysical necessity, these differences need to be 
articulated. Moreover, in Chapter 6, I will first object to Putnam’s argument for a 
posteriori metaphysical necessity and then go on to object to Kripke’s arguments. I 
will argue that the differences between Kripke’s and Putnam’s arguments cannot save 
the view that there are metaphysically necessary truths.  
 
I will articulate the following differences in detail below. The first difference is that 
Kripke puts more stress on the claim that a possible world is stipulated rather than 
observed. The second difference is that Kripke’s theory of necessity is based on his 
theory of rigid designators. The third difference is that Kripke make uses of the 
Leibnizian principle of the indiscernibility of identicals to argue for his a posteriori 
metaphysical necessity. The fourth difference is that Kripke’s theory of necessity is 
not limited to cases of natural kind terms, but also applies to the cases of proper 
names and essential properties. After articulating these differences, I also articulate 
the view of real necessity held by both Putnam and Kripke, which is challenged by 
Neo-Conventionalism. 
 
3.3.1. Possible worlds are stipulated 
In Putnam’s description, Twin Earth is imaginable and reachable. People on Twin 
Earth also speak English and a spaceship from Earth could visit Twin Earth. In 
comparison with Putnam’s description, Kripke stresses that possible worlds are not 
discoverable by powerful telescopes; rather, possible worlds are stipulated (Kripke, 
1980, p. 44). He believes that his opponents misconstrue possible worlds as a “foreign 
country” or as a “distant planet way out there” (Kripke, 1971, p. 147).  
 
Kripke provides several objections to the distant planet view. First, if the distant 
planet view is right, we can only describe possible worlds purely qualitatively. 
However, it is obviously acceptable to talk about objects in a possible world directly. 
We will say that “if Nixon had only given a sufficient bribe to Senator X, he would 
have gotten Carswell through”, rather than that “if a man who has a hairline like such 
and such, and holds such and such political opinions had given a bribe to a man who 
was a senator and had such and such other qualities, then a man who was a judge in 
the South and had many other qualities resembling Carswell would have been 
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confirmed” (Kripke, 1971, p. 147). When we talk about counterfactual situations, we 
ordinarily speak of some objects or people and what might have been true of them. 
Second, epistemological questions cannot be applied to a stipulated possible world. 
Kripke suggests that the term “counterfactual situation” may be less misleading than 
the term “possible world” (Kripke, 1971, p. 148). When we talk about a 
counterfactual situation, we still focus on some objects, which are exactly the same 
objects in the actual world. Third, it is no less doubtful to claim the identity of 
qualities in different possible worlds than the identity of objects. Fourth, if what we 
talk about is a counterpart of me in another possible world, we may not care about the 
counterfactual situation because the person is someone different to me. Therefore, 
Kripke believes that possible worlds are stipulated by virtue of a description. He 
claims that “[a] possible world is given by the descriptive conditions we associate 
with it” (Kripke, 1980, p. 44). I agree that possible worlds are stipulated. However, 
my objection (in section 6.4) to the limited scope of metaphysically possible worlds, 
as that scope is construed by Kripke, cannot be circumvented by stressing that 
possible worlds are stipulated. 
 
3.3.2. Rigid designators 
The second difference between Kripke’s view and Putnam’s view is that Kripke’s 
view of necessity is based on his view of rigid designators. Although Putnam (1975) 
claims that he agrees with the view of rigid designators, Putnam argues for the view 
of necessity more by virtue of the Twin Earth thought experiment. A rigid designator 
is an expression, which designates the same object in any possible world, if this object 
exists in the possible world. In contrast, if an expression does not designate the same 
object in all possible worlds, it is a nonrigid designator.  
 
The view of rigid designators is argued for by appealing to intuition. Kripke claims 
that “[o]ne of the intuitive theses I will mention in these talks is that names are rigid 
designators” (Kripke, 1980, p. 48).  In the actual world Nixon is the U.S. President in 
1970. Intuitively, we will agree that the U.S. President in 1970 might not have been 
Nixon but we will deny that someone other than Nixon might have been Nixon. This 
man (Nixon) might not have been the U.S. President in 1970, but this man must be 
Nixon, although he might not have been called “Nixon”. The conclusion that is drawn 
from this intuition is that a proper name designates an object rigidly, while at least 
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some descriptions do not designate an object rigidly. 
 
Moreover, Kripke believes that the theory of rigid designators is the antecedent to the 
view of transworld identity. Kripke says: 
 
Those who have argued that to make sense of the notion of rigid designator, we 
must antecedently make sense of “criteria of transworld identity” have precisely 
reversed the cart and the horse; it is because we can refer (rigidly) to Nixon, and 
stipulate that we are speaking of what might have happened to him (under 
certain circumstances), that “transworld identifications” are unproblematic in 
such cases. (Kripke, 1980, p. 49) 
 
According to the ordinary view, we should fix the relation of transworld identification. 
And then we can discuss whether an expression designates the same object in 
different possible worlds. However, Kripke turns this view upside down. Since 
possible worlds are stipulated, we first make sure that rigid designators designate the 
same object according to our stipulation. And then based on these foundations of 
identical relations in different possible worlds, we can discuss transworld 
identifications.  
 
In other words, Kripke’s view is that our considerations of the relation between 
different possible worlds “begin with objects”, rather than “begin with worlds”.  
 
So, we do not begin with worlds (which are supposed somehow to be real, and 
whose qualities, but not whose objects, are perceptible to us), and then ask about 
criteria of transworld identification; on the contrary, we begin with the objects, 
which we have, and can identify, in the actual world. (Kripke, 1980, p. 53) 
 
By “begin with”, he does not mean that we should first talk about objects and then 
talk about worlds. He means that we not only begin with the objects but also end with 
them. Kripke construes the objects designated by proper names in the description of a 
possible world as the foundation of our discussion of transworld identity. Since they 
are the foundation from which everything else springs, they are construed as black 
boxes. These black boxes cannot be opened and changed according to other 
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considerations; for example, the consideration of relevant properties does not affect 
the black boxes. Kripke does talk about some properties of an object in some possible 
situations. However, he does not accept that considerations regarding the properties 
will affect the objects designated by proper names.  
 
Although arguing by virtue of the theory of rigid designators is a new way to argue 
for a posteriori metaphysical necessity in comparison with Putnam’s argument, in 
section 6.6 I will argue that both the theory of rigid designators, and the related view 
that possible worlds begin with objects, are problematic.  
 
3.3.3. The Leibnizian principle of the indiscernibility of identicals 
The third difference between Kripke’s argument and Putnam’s argument for a 
posteriori metaphysical necessity is that Kripke argues for a posteriori metaphysical 
necessity by virtue of the Leibnizian principle of the indiscernibility of identicals. 
This principle says that if object x is identical to object y, then x and y have all their 
properties in common, i.e., (x)(y)((x=y)⊃(Fx⊃Fy)). Kripke’s (1971) argument is as 
follows: 
(1) (x)(y)[(x=y)⊃(Fx⊃Fy) 
(2) (x)□(x=x) 
(3) (x)(y)(x=y)⊃(□(x=x)⊃□(x=y)) 
(4) (x)(y)((x=y)⊃□(x=y))  
In this argument, (2) means that any object is necessarily self-identical. If we construe 
“necessarily equals x” in (2) as a property and replace the F in (1) with it, we get (3). 
(3) means that for the objects x and y which are identical to each other, if x is 
necessarily identical to x then y is also necessarily identical to x. Because □(x=x) is 
always true, we can remove it and get (4) from (3). Finally, we get the conclusion that 
if object x is identical to object y, x is necessarily identical to y.  
 
As for this argument for a posteriori metaphysical necessity by virtue of the 
Leibnizian principle of the indiscernibility of identicals, in section 6.6 I will argue that 
the a posteriori metaphysical necessities cannot be based on the premise □(x=x) 
because this premise is not a posteriori. Moreover, conventionalists have good reason 
to doubt that the premise □(x=x) is true.  
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3.3.4. Identity statements involving proper names 
The fourth difference between Kripke’s view and Putnam’s view is that Kripke’s 
arguments are not limited to cases of natural kind terms. Kripke argues for the a 
posteriori necessity of the following three categories of claims: (1) identity statements 
involving proper names, (2) theoretical identities involving natural kind terms, and (3) 
claims of an essential property of an object. Moreover, he developed his theory of the 
necessity of proper names before he developed his theory of the necessity of natural 
kind terms. Kripke makes use of the argument from the theory of rigid designators 
and the argument by virtue of the Leibnizian principle in order to argue for a 
posteriori metaphysical necessity. In section 6.6, I will argue that the arguments for 
the other types of claim are also problematic from a conventionalist standpoint. Here I 
first explain Kripke’s arguments for the three types of claim. 
  
Kripke’s first argument for identity statements involving proper names is based on the 
theory of rigid designators. A paradigm example of identity statements involving 
proper names is “Hesperus is Phosphorus”. The discussion in the previous section 
regarding the view of rigid designators is also Kripke’s argument for the necessity of 
identity statements involving proper names. Kripke believes that proper names are 
rigid designators and that a rigid designator designates the same object in different 
possible worlds. Hesperus is a rigid designator and always designates the same object 
in different possible worlds. Furthermore, if two different proper names, such as 
Hesperus and Phosphorus, designate one and the same object in the actual world, they 
will designate the same object in any possible world, where the object exists. In other 
words, Hesperus is necessarily Phosphorus.  
 
Kripke’s second argument for the necessity of identity statements involving proper 
names is by virtue of the Leibnizian principle of the indiscernibility of identicals. The 
conclusion of this argument is that (x)(y)((x=y)⊃□(x=y). Thus, it follows that if 
Hesperus is identical to Phosphorus, then Hesperus is necessarily identical to 
Phosphorus.  
 
On the other hand, people’s knowledge that Hesperus is Phosphorus is a posteriori. In 
other words, people need to do some astronomical observations to know that 
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Hesperus is Phosphorus. Therefore, that Hesperus is Phosphorus is a posteriori 
necessary, and so identity statements involving proper names are necessary a 
posteriori. 
 
3.3.5. Theoretical identities involving natural kind terms 
The second category of necessary a posteriori claims is theoretical identities 
involving natural kind terms, for example, “water is H2O”. Kripke’s argument for 
necessity in regard to natural kind terms is derived from his view of necessity in 
regard to proper names. Kripke believes that natural kind terms are very similar to 
proper names. He claims that “terms for natural kinds are much closer to proper 
names than is ordinarily supposed” (Kripke, 1980, p. 127). Kripke believes that his 
argument for the necessity in regard to identity statements involving proper names is 
also suitable for theoretical identities involving natural kind terms. Examples of the 
latter include “gold has the atomic number 79”, “water is necessarily H2O”, and so on.  
 
Kripke argues that natural kind terms are also rigid designators by appealing to 
intuition. In the actual world, if some people find something which has the same 
appearance properties as water, but has a different molecular structure, we will not 
call it “water”. Kripke believes that the same is true for possible worlds. If people find 
something which has the same appearance properties as water, but has a different 
molecular structure, we will not call it “water”. Therefore, given that water is H2O in 
the actual world, Kripke claims that “water” refers to H2O in any possible world, if 
there is H2O in the possible world.  
 
On the other hand, that water is H2O is an empirical discovery and is a posteriori. 
Therefore, that water is H2O is necessary a posteriori. 
 
3.3.6. Essential properties of objects 
The third category of necessary a posteriori claims arise in virtue of essential 
properties of an object. An essential property of an object is a property that the object 
must have. An example of claims involving an essential property of an object is “this 
table is made of wood”. If one points to a wooden table in the room, they can claim 
that this table is necessarily wooden. Someone may suggest that there may be a table 
in the same place with the same appearance properties but made of another block of 
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wood or even of ice in a possible situation. Kripke believes that it does not follow that 
this table may have been made of ice. Rather, what this person imagines is another 
table (Kripke, 1980, p. 113-114). In this sense, given the table is actually made of 
wood, this table is necessarily made of wood.  
 
On the other hand, that the table is made of wood is an empirical fact. Therefore, 
claims about the essential properties of objects are also necessary a posteriori. 
 
To recap, I have introduced Kripke’s argument for all three types of necessary a 
posteriori propositions, i.e., identity statements involving proper names, theoretical 
identities involving natural kind terms and a claim of an essential property of an 
object. 
 
3.3.7. Real necessity 
After I articulate the difference between Kripke’s argument for a posteriori 
metaphysical necessity and Putnam’s, I articulate the view of real necessity, which is 
held by both Putnam and Kripke. Sidelle (1989) believes that what is in common 
between Putnam’s and Kripke’s view of the necessary a posteriori is that the necessity 
is real necessity. For them, “what is necessary and what is essential are mind-
independent features of the world” (Sidelle, 1989, p. 15).  
 
Sidelle finds several statements in Putnam’s and Kripke’s arguments to support this 
understanding. First, Putnam distinguishes logical necessity from conceivability. 
 
[W]e can perfectly well imagine having experiences that would convince us 
(and that would make it rational to believe that) water isn’t H2O. In that sense, it 
is conceivable that water isn’t H2O. It is conceivable, but it isn’t logically 
possible! Conceivability is no proof of logical possibility. … Human intuition 
has no privileged access to metaphysical possibility. (Putnam, 1975, p. 233) 
 
Putnam stresses that logical possibility does not depend on our intuition nor on what 
is conceivable. According to one philosophical tradition, we can do modal inquiry by 
investigating imagined situations. Putnam’s argument for logical possibility means 
that this traditional manner of inquiry fails. Putting it another way, our intuition can 
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tell us what is analytically impossible. However, analytic impossibility is not enough 
to ascertain what is logically impossible. “[W]hat is necessary will outstrip what is 
analytic” (Sidelle, 1989, p. 13). In this way, Putnam stresses that modal features are 
mind-independent.  
 
The second sort of evidence from Putnam is his Twin Earth thought experiment. 
Putnam does not claim that it is analytic that water is H2O. Rather, he claims that this 
is an empirical discovery. Moreover “[once] we have discovered that water (in the 
actual world) is H2O, nothing counts as a possible world in which water isn’t H2O” 
(Putnam, 1975, p. 233). According to Sidelle’s understanding, Putnam here claims 
that we discover that “water is necessary H2O”. The necessity regards the nature of 
water, rather than “our making” (Sidelle, 1989, p. 14). Furthermore, Putnam construes 
the same liquid relation, which is the transworld relation among different possible 
worlds, as a property of water rather than of “our making”. In other words, Putnam’s 
Twin Earth thought experiment focuses on features of water, rather than on our 
intentions. 
 
As for Kripke, the first piece of evidence is in Kripke’s example of gold. “Let us 
suppose that scientists have investigated the nature of gold and have found that it is 
part of the very nature of this substance, so to speak, that it has atomic number 79” 
(Kripke, 1980, p. 124). According to Sidelle’s understanding, Kripke here also alludes 
to the fact that the modal feature of gold is discovered.  
 
The second piece of evidence is in Kripke’s argument for the view that the origin of 
an object is essential. “How could a person originating from different parents, from a 
totally different sperm and egg, be this very women” (Kripke, 1980, p. 113)? The 
essence is construed as the real nature of the object, rather than as something made by 
“the way we talk or think” (Sidelle, 1989, p. 15). 
 
The third piece of evidence is in Kripke’s rejection of the view of nominal essence, 
for he claims that that is not what he discusses (Kripke, 1980, p. 115, n. 58). 
According to the view of nominal essence, when we name something by pointing to 
it, we also attach some sense to the name. For example, when someone named Nixon, 
they also meant that “I use “Nixon” as a name of that man” (Ibid.). By pointing out 
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the name used in a “man”, we reduce possible ambiguities. Thus, “being a man” is a 
nominal essence of the name “Nixon”, which is assigned by our using of the term, 
rather than merely by virtue of the nature of the man called “Nixon”. Kripke claims 
that what he argues for is not nominal essences but real essences. 
 
Furthermore, Sidelle explains why there are few explicit claims of real necessity and 
why there are few explicit arguments against the conventionalist understanding of 
necessity. The reason is that it is natural for most people to consider necessity as real 
necessity. Those who do not claim or consider the question of whether necessity is 
real or conventional, usually lean to the realist understanding of necessity. 
 
In sum, it seems that the existence of the necessary a posteriori is a challenge to 
conventionalism. On the one hand, these necessary a posteriori claims are related to 
empirical discovery. Hence, they are not a priori. On the other hand, these claims are 
based on real necessity. Hence, they are not analytic. The existence of the necessary a 
posteriori breaches the connection between the necessary and analytic in Traditional 
Conventionalism, such as Ayer’s doctrine. In Chapter 4, I will articulate how Neo-
Conventionalism responds to the challenge of the necessary a posteriori. 
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Chapter 4: Neo-Conventionalism 
 
4.1. Introduction 
The appearance of the necessary a posteriori, which breached the connection between 
necessity and analyticity required by Traditional Conventionalism, was construed as a 
serious challenge to Traditional Conventionalism.  
 
[T]he necessary a posteriori provides a prima facie challenge for 
“conventionalist” theories of modality. A very simple conventionalism that 
identified necessity with analyticity, construed as truth by convention, would 
face the challenge most directly, for conventionalists regarded analytic truths as 
being a priori.  (Sider, 2011, p. 282) 
 
Some scholars held on to conventionalism and developed it further in order to answer 
this challenge. Their doctrines are usually called Neo-Conventionalism. Some think 
that Neo-Conventionalism retreats from truth by convention and only defends the 
view that necessity is as it is by virtue of convention. For example, Sidelle (2015) 
remarks, “it has been noted that even if these necessary truths are not true by 
convention, they may still owe their necessity to convention” (Sidelle, 2015). In other 
words, “conventionalism does not require that all necessary truths are true by 
convention, but only that this is why they are necessary” (Ibid.). For example, on the 
one hand, Neo-Conventionalists hold that the truth of a non-modal claim, for 
example, the claim that water is actually H2O, is determined by empirical conditions. 
On the other hand, Neo-Conventionalists hold that the necessity (a modal property) of 
an associated modal claim, for example, the claim that water is necessarily H2O, 
stems from conventions. Thus, Neo-Conventionalism is usually understood as a 
conventionalist doctrine regarding necessity, rather than a doctrine regarding truth. 
 
The Neo-Conventionalists can be divided into two groups in accordance with their 
views of the source of necessity. Both groups reject the claim that modal properties 
have an explanation that is metaphysically deep. However, one group explains the 
nature of necessity by virtue of linguistic conventions. This group includes Sidelle 
(1989, 2009) and Coppock (1984). The second group gives a deflationary answer 
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regarding the nature of necessity. They believe that the source of necessity is that 
some propositions are true in every possible world and that that is all there is to say. 
This latter group includes Cameron (2009, 2010a, 2010b) and Sider (2003, 2011).  
 
In this chapter, I will first introduce Sidelle’s Neo-Conventionalism. I believe Sidelle 
provides a promising response to the challenge from the necessary a posteriori. Thus, 
I will articulate Sidelle’s conventionalist explanation of the necessary a posteriori in 
this chapter – my modification of his response based on my Revised Conventionalism 
will be explained in Chapter 6. Second, I will introduce Cameron’s and Sider’s 
version of deflationary Neo-Conventionalism. I will elucidate the commonalities and 
differences between Sidelle’s view and deflationary Neo-Conventionalism. Finally, I 
will argue that since my purpose is to defend conventionalism against the major 
objections levelled against it. I will focus on defending a view that is closer to 
Sidelle’s version of Neo-Conventionalism rather than deflationary Neo-
Conventionalism.  
 
4.2. Sidelle’s Neo-Conventionalism 
I will introduce Sidelle’s Neo-Conventionalism first. The following is also a Neo-
Conventionalist solution to the challenge from the necessary a posteriori. In response 
to this challenge, Sidelle accepts that there are necessary a posteriori truths but 
disagrees with Putnam and Kripke regarding the source of this necessity23. He argues 
that the necessity is not real necessity but rather that the source of the necessity is “in 
our ways of speaking and thinking” (Sidelle, 1989, p. 2). His approach is to divide 
necessary a posteriori claims into a (or some) modality-involving analytic statement 
and a (or some) non-modal epistemic statement and then argue that the necessity of 
the claim merely stems from the modality-involving analytic part. Moreover, he 
argues that the modality-involving analytic part is based on our conventions. In this 
way, Sidelle argues that the view of the necessary a posteriori is compatible with 
conventionalism. 
 
In the following, I will articulate Sidelle’s argument that conventionalism can provide 
an explanation for the necessary a posteriori. Sidelle’s argument ranges from the 
                                                 
23 In his (1989), Sidelle accepts this as an assumption of his doctrine. We will go further beyond this 
assumption in Chapter 6, but in this chapter the discussion keeps to this assumption. 
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cases of natural kind terms to the cases of objects. Next, I introduce his view of the 
world of stuff, which is a mind-independent world but lacks modal properties and 
identity conditions. This picture of the world is consistent with his conventionalist 
understanding of the necessary a posteriori. Thirdly, I articulate Sidelle’s four 
arguments against real necessity from epistemological and metaphysical perspectives. 
By these arguments, Sidelle shows that the conventionalist view of necessity is 
preferable to the realist view.  
 
4.2.1. Natural kind terms 
In order to argue that conventionalism can provide an explanation of the necessity in 
necessary a posteriori claims, Sidelle divides a typical claim of necessity into two 
components. One is an empirical contingent claim and the other is a necessity claim 
based on linguistic conventions (Sidelle, 1989, p. 43). Sidelle’s account covers cases 
involving natural kind terms and cases involving names of individuals. I will start 
with cases involving natural kind terms. 
 
Sidelle formulates his conventionalist explanation of claims of the necessary a 
posteriori by analysing the predicate parts of these claims. He argues that necessary a 
posteriori claims depend on empirical discovery. If the empirical discovery had 
different results, then different necessary a posteriori claims would be forthcoming. 
For example, if water actually turns out to be XYZ on Earth, we will not say that 
water is necessarily H2O; rather, we will say water is necessarily XYZ. Hence, those 
necessary a posteriori claims can take an abstract form such as “water is ___” 
(Sidelle, 1989, p. 32). The blank can be filled in by a fact which is empirically 
discovered. After the blank is filled in, the sentence becomes a necessary a posteriori 
claim. Hence, Sidelle asserts that there is another claim which hides behind a 
necessary a posteriori claim. For example, what is behind the claims such as “Water 
is H2O” is the claim that “Whatever is water’s deepest explanatory feature, water has 
it necessarily” (Sidelle, 1989, p. 33) 
 
Next Sidelle analyses subjects of necessary a posteriori claims. The subject of a 
necessary a posteriori claim belongs to a certain type. For example, Margaret Truman 
is a biological individual. Water is a chemical compound. Each type of subject 
requires a certain property to be necessary. For example, a subject of a biological 
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individual requires that its origin property is necessary. A subject of a chemical 
compound requires that its microstructure is necessary. We can also say that the type 
the subject belongs to is determined by the property construed as necessary for this 
subject.  
 
Based on the above analysis, we can find the general principle behind necessary a 
posteriori claims. Briefly speaking, different properties will fill in the blank according 
to what type the subject belongs to. Sidelle thus postulates the general principles of 
individuation: 
 
(x)(If x belongs to king K, then (if p is x’s P-property, then it is necessary that x 
is p)) (Sidelle, 1989, p. 34).  
 
x is the subject of a necessary a posteriori claim. K may be biological individuals, 
material objects, chemical compounds, natural kinds, and so on. p is a property of x. 
P-property is the type of property p. If p is being the daughter of Bess Truman, the 
corresponding P-property is its origin property. If p is being H2O, the P-property is its 
microstructure property. The examples of this general principle can be construed as 
follows: 
 
(x) (If x is a biological individual, then (if p is the biological origin of x, then it 
is necessary that x originated in p)) 
(x) (If x is a chemical compound [natural kind], then (if p is x’s chemical 
structure [deep explanatory feature], then it is necessary that x has p)) (Sidelle, 
1989, p. 34)  
 
In other words, if something is a biological individual, then it has its origin feature 
necessarily. If something is a chemical compound, then it has its chemical structure 
necessarily. If something is a natural kind, then it has its deep explanatory feature 
necessarily. The general principle of individuation is thus behind every specific claim 
of the necessary a posteriori.  
 
In order to make his doctrine a conventional explanation, Sidelle needs to demonstrate 
that those general principles of individuation are linguistic. He distinguishes 
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expressions at the object level and at the linguistic level and argues that the 
expressions of the general principles of individuation are at the linguistic level. 
Sidelle claims that the previous expressions of the general principles of individuation 
are in a “material mode”, in an “object language” or “at the object level” (Sidelle, 
1989, pp. 43-44). What they describe are not the conventions themselves, but the true 
facts made by conventions. Nevertheless, since they are about the conventions instead 
of being about the mind-independent world, the general principles of individuation 
can be expressed at the linguistic level. The “linguistic” or “formal mode” of 
expression of the general principles of individuation is as follows (Sidelle, 1989, p. 
43): 
 
(1) If “x” denotes something of kind K, then if p is the P-property of the thing 
denoted by “x”, then “x” applies to something in any possible situation only if it 
is (has) p. (Sidelle, 1989, pp. 43-44) 
 
In this expression, “x” is a term and is the subject of a necessary a posteriori claim. 
 
Sidelle also believes that the general principle of individuation is analytic, because it 
is not about some mind-independent modal feature of the world, but rather, based on 
our conventions regarding how we describe things and how we talk about non-actual 
situations.  
 
The entire conventionalist explanation of necessary a posteriori truth claims includes 
the following components.  
 
(1) If “x” denotes something of kind K, then if p is the P-property of the thing 
denoted by “x”, then “x” applies to something in any possible situation only if it 
is (has) p. 
(2) “x” denotes something of kind K. 
(3) p is the P-property of the thing denoted by “x”. (Sidelle, 1989, pp. 43-44) 
 
If we put (2) and (3) into the general principles of individuation in (1), we can get 
statement (4): 
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 (4) “x” applies to something in any possible situation only if it is p. (Sidelle, 
1989, pp. 43-44) 
 
An example of Sidelle’s conventionalist explanation is as follows: 
(1) If “water” denotes something of a chemical kind, then if being H2O is the 
chemical composition of the thing denoted by “water”, then “water” applies to 
something in any possible situation only if it is H2O. 
(2) “Water” denotes a chemical kind 
(3) H2O is the chemical composition of the thing denoted by “water” 
(4) “Water” applies, in any possible situation, only to what is composed of H2O (cf. 
Sidelle, 1989, pp. 43-44). 
Supposing that x is the thing donated by “x”. Usually we describe sentence (4) at the 
object level: “It is necessary x is p (necessarily, water is H2O)” (Sidelle, 1989, p. 44). 
 
Among these components, (1) and (2) are all conventional components and (3) is the 
component describing the situation in the actual world. Hence (3) is not the source of 
the modal feature; rather, (1) is the source of the modal feature. In other words, (1) is 
necessary and conventional and (3) is empirical and contingent. Therefore, the 
necessity of a necessary a posteriori claim, say (4), stems only from convention.2425  
 
In order to make the above analysis a conventionalist explanation of the necessary a 
posteriori, Sidelle points out that it cannot be understood in the way in which, say, 
“water” can only be applied to things which necessarily have their microstructures of 
H2O. This understanding still implies presupposed modal features of the mind-
independent world. In contrast, what he stresses in his analysis is that it is our 
conventions that restrict the application of a term in non-actual situations and create 
                                                 
24 Coppock (1984) makes a similar division. He believes that the claim that “(3) Being a sample of the 
same substance as something consists in having the same chemical structure” can be divided into the 
following two claims. “(3.1) Being a sample of the same substance as something consists in sharing 
with it those properties which (in the relevant sense) underlie, explains, or account for the relevant 
stereotypical characteristics.” “(3.2) The properties that underlie, explain, or account for the 
stereotypical characteristics of substances are, as a matter of actual fact, their chemical-structure 
properties”. Coppock believes that “(3.1) is a necessary truth because it is a result of conceptual 
analysis, and that (3.2) is a posteriori, a result of scientific investigation, but (at least on its fact) a 
contingent truth” (Ibid., pp. 267-268). Since Sidelle’s doctrine is more fine-grained and broader in 
scope (Sidelle’s world of stuff, for example, is also helpful in defending conventionalism), my 
articulation will focus on Sidelle’s doctrine. 
25 Two-dimensional semantics also makes a similar division. See section 5.3.4.  
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the necessity. Given the actual situation in the actual world, we refuse to apply the 
term, say, “water”, to things without the microstructures of H2O, and the “refusal does 
not reflect but rather constitutes, the necessity” (Armstrong, 1991, p. 106). 
 
4.2.2. Singular subjects 
The above introduction concentrates on cases of natural kind terms. As for singular 
subjects, Sidelle analyses them along the same lines. If we believe that the origin is 
necessary for a material object, we can postulate a class of “material object names” 
(Sidelle, 1989, p. 50). The convention associated with these is that we will apply a 
term in the material object names to things in possible situations with the same origin 
property as the one in the actual world. This analysis of natural kind terms is also 
applicable to material object names. Suppose that we use “Ralph” to denote a chair. 
We believe that the chair is a material object and necessarily has its origin property. 
This necessary a posteriori true claim can be explained in the following way. 
(1) If “Ralph” denotes something of material objects, then if p is the origin property of 
the thing denoted by “Ralph”, then “Ralph” applies to something in any possible 
situation only if it is (has) p. 
(2) “Ralph” donates something of material objects. 
(3) p is the origin property of the thing denoted by “Ralph”. 
If we put (2) and (3) into the general principles of individuation in (1), we can get 
statement (4): 
(4) “Ralph” applies to something in any possible situation only if it has the same 
origin property p (Sidelle, 1989, pp. 52-56). 
 
What we need to emphasize here is that we do not need to presuppose that a material 
object has some special modal feature. In contrast, the ways we use the term to denote 
a material object in the actual world and in possible situations create the necessity of 
the origin feature of a material object. 
 
In order to explain his point of view, Sidelle takes a chair named Ralph as an example. 
He says that when we point to a chair and name it “Ralph”, it is not the case that we 
simply point to a chair that is already there and then name that pre-existing object. 
Rather, we apply a certain identity condition to the chair-like thing and carve up the 
world into a chair. If we point to the same chair-like thing but apply a different 
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identity condition then we may carve up the world into a collection of wood. Suppose 
that when we point to the chair, Ralph, the chair has undergone some change. For 
example, its legs have been replaced. Therefore, there is the chair Ralph and a 
collection of wood at the same place. The chair Ralph and the collection of wood have 
different origins. Let us call these two origins CO and WO respectively. This 
ambiguity cannot be solved only by ostension. Therefore, if we can tell what the right 
origin of the thing pointed to by us is, we must point to it with the intention to pick 
out a chair (or a collection of wood). It is our intention instead of the mind-
independent world that constrains the necessary origin property of the chair Ralph. 
Put another way, we constrain the thing as a chair through constraining its necessary 
origin property. If we assert that the origin of the thing pointed to by us is CO, we 
constrain it as a chair. If we assert that the origin of the thing pointed to by us is WO, 
we constrain it as a collection of wood. We usually point to a chair Ralph and assert 
that Ralph necessarily originated in CO. According to Sidelle’s view, this “cannot be 
just a matter of pure ostension – we must, at least tacitly, mean to be talking about the 
chair” (Sidelle, 1989, p.52). 
 
4.2.3. A world of stuff 
After considering Sidelle’s explanation above, it is natural to raise the question of the 
nature of the world as it was before we point to things with a certain intention. Sidelle 
calls this world the world of stuff. Sidelle claims that stuff looks “just as the world 
looks”, but it is “devoid of modal properties, identity conditions” (Sidelle, 1989, p. 
55). Thus, we can say that “stuff is preobjectual” (Ibid.). 
 
In Sidelle (1992), he claims that there are two pictures of the world which are 
compatible with his point of view about the necessary a posteriori. In the first picture, 
which he calls Picture 1, there are many mind-independent things, which overlap with 
each other. Some of them have same actual properties and are only different in their 
modal properties. We select from them by referring to them according to our 
conventions.  
 
Heller (1990) also describes a world picture of this type. He believes that ordinary 
objects are conventional objects, i.e., that their boundaries are determined by our 
conventions. He says that “we have certain conventions that lead us to act as if there 
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is an object that has those persistence conditions and essential properties” (Heller, 
1990, p. 39). In addition to this, Heller argues that there are numerous non-
conventional objects, which are four-dimensional hunks of matter. According to his 
definition, a four-dimensional hunk of matter is “the material content of a filled region 
of spacetime” (Ibid., p. 51). The reason to see them as non-conventional objects is that 
their boundaries do not depend on us, i.e., their boundaries are not “a function of our 
special interests or our arbitrary choices” (Ibid.). Moreover, those ordinary objects as 
conventional objects are picked out from numerous non-conventional objects, which 
are independent of us. 
 
In Sidelle’s second picture, which he calls Picture 2, “[r]ather than selecting from 
among the many objects out there waiting to be referred to, the conventions articulate 
(or create, or construct – but “articulate” seems to be better) objects from the 
independently inarticulate world” (Sidelle, 1992, p. 284). This means that before the 
process of individualization undertaken by us, there are no structures of objects in the 
world. This is what Sidelle calls the world of stuff. There are no mind-independent 
identity conditions, i.e., there are no boundaries by which to trace objects through 
space and time. Such a preobjectual world is a pure distribution of properties. Only 
after we carve up the preobjectual world according to our conventions do objects in 
the ordinary sense emerge. Hence, according to Sidelle, we do not pick out objects 
(from already existing ones) but rather we create objects.  
 
As for Picture 2, we can find similarities in other scholars’ work. Benovsky (2006, 
2006b), for example, puts forward the bundle-bundle-bundle theory. He claims that an 
object is a region in five-dimensional space. The five dimensions include three-
dimensional space and time. The fifth dimension is composed of possible worlds. He 
claims that an object is first a bundle of properties. For example, Cyrano is only the 
collection of his properties, such as age, height, having such and such a nose, and so 
on. Next, this bundle of properties in a certain period of time makes up the object for 
the whole duration of its existence. In Benovsky’s terms, “they [objects] are bundles 
that are made up of bundles which are the temporal parts that make up the whole four-
dimensional individual (the bundle of bundles)” (Benovsky, 2006b, p. 23). For 
example, Cyrano is made up of different temporal parts, each of which is also a 
collection of properties. Finally, Benovsky applies this bundle theory to modal theory 
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in the following manner. An object is a bundle of possible components, each of which 
is in a certain possible world (the actual world is counted as one of the possible 
worlds). In this sense, Cyrano is “a bundle of bundles (of bundles of properties) 
inhabiting different possible worlds” (Ibid., p. 24). Just like the metaphor in which we 
imagine an object in four-dimensional spacetime as a worm, we can image an object  
as a worm extended in five dimensional space, the fifth dimension being possible 
worlds.  
 
The above view is comparable to Sidelle’s claim that the way we conceive the world 
provides the identity conditions to “tracing Fs [an object or a natural kind] through 
space, time, and possible worlds” (Sidelle, 1992, p. 286). Both Sidelle and Benovsky 
stress that there are no objects that are bearers of related properties. Moreover, they 
both construe objects as a region that is traced in space, time and possible worlds. 
Benovsky’s five-dimensional space-time-possible-worlds objects can be thought of as 
a way in which to visualize Sidelle’s Picture 2. However, the difference between them 
is that Sidelle stresses that the boundaries of objects (i.e., identity conditions) are 
imposed by the way in which we conceive the world, whereas Benovsky makes no 
such claim (indeed, Benovsky does not discuss conventionalism at all).  
 
Sidelle says that he prefers Picture 2 because it does not need to presuppose any real, 
mind-independent identity conditions and modal properties. Moreover, the identity-
like relations, i.e., constitution and supervenience relations, are easier to explain in 
terms of Picture 2, according to which identity-like relations are not in the mind-
independent world (Sidelle, 1992, p. 288). 
 
Sidelle defends Picture 2 against the objection that it follows from Picture 2 that if we 
never named water, then water would not exist. Sidelle’s answer is that even if we 
have not named water, there will still be portions of the world with the property of 
water, such as being H2O, wet, clear, drinkable, and so on. What is different is only 
that there is not an identity condition, which can exactly pick out those portions of the 
world. Sidelle asserts that Picture 2 is not idealist. Even if we do not think and talk 
about the world, the world is still there full of stuff and has various features. Sidelle 
claims that “while idealism and verificationism are, strictly, compatible with Picture 
2, they are neither entailed nor supported by it” (Sidelle, 1992, p. 287). 
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We can see that Sidelle’s conventionalism is not limited to the topic of necessity. 
Rather, it is a thoroughgoing doctrine about the world and our language. 
 
4.2.4. Arguments against real necessity 
After he provides a conventionalist explanation of necessity, Sidelle (1989) argues 
that a conventionalist explanation is preferable to a realist explanation, which needs 
the support of real necessity. He argues that real necessity is highly suspicious from 
both epistemological and metaphysical perspectives. 
 
The first epistemological problem for real necessity is a very natural doubt: how can 
we access the possible situation to know the real necessity? The necessary a 
posteriori truth cannot be known a priori and thus can only be known through 
empirical observation. We can only observe situations in the actual world and gain 
knowledge of what is true there. The question is how can we know this knowledge is 
necessarily true? If the source of the necessity is real necessity, then we need to 
observe it to make sure it is necessarily true. However, real necessity cannot be 
limited to situations only in the actual world. Therefore, the problem is that it is 
unclear how we can have access to the situation in a possible world to know the real 
necessity. 
 
Secondly, the modal inquiry usually appeals to imagination or thought experiments. If 
there is real necessity, why should we inquire into modality by imagination and 
thought experiments? In the past, necessity was associated with analyticity. Hence, it 
was natural to accept that whether a situation is possible depended on whether the 
situation could be coherently imaginable. However, if the source of necessity is real 
necessity, it becomes mysterious how we can investigate modal features by appealing 
to imagination or thought experiment. 
 
In the doctrine of the necessary a posteriori, imaginability has been separated from 
possibility. But this just avoids the difficulties regarding imagination, rather than 
answering the epistemological doubt. Realists do not replace imagination with 
anything which can alleviate the epistemological doubt about real necessity.  
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Thirdly, Sidelle analyses Kripke’s and Putnam’s arguments for the necessary a 
posteriori claims and asserts that their arguments appeal to general logical principles, 
a priori knowledge, and purely philosophical considerations, rather than ordinary 
observation or empirical discoveries. For example, Kripke argued for the necessity of 
identity between individuals by appeal to a general principle, (x)(y)((x=y)⊃□(x=y)). 
This general principle is based on an a priori knowledge that an object is necessarily 
identical to itself, i.e., (x)□(x=x). Kripke also argues that a table is necessarily made 
of wood, if it is actually made of wood. This argument is appealing to “purely 
philosophical considerations”, rather than some empirical observation (Sidelle, 1989, 
p. 93). Moreover, in the cases of natural kind terms “gold” and “water”, what can be 
discovered is only their actual microstructure (Kripke, 1980, p. 124; Putnam, 1975, p. 
225). These microstructures are the most important cause of their other actual 
performance, because according to the ordinary view, the behaviour of a material is 
determined by its composition. However, these microstructures cannot give us any 
modal knowledge about these materials. Imagination still plays an important role in 
related arguments. Sidelle remarks that this argument does not appeal to the fact that 
we cannot imagine that water is H2O; rather, the argument appeals to the fact that we 
cannot at the same time imagine that water is not H2O in a possible situation and that 
water is H2O in the actual world. Imagination is a “good guide” to possibility and 
necessity (Sidelle, 1989, p. 97). Sidelle claims that these related modal features are 
not determined metaphysically; rather, they are determined cognitively by our 
conventions. 
 
Fourthly, as shown above, conventionalism can also account for necessity by virtue of 
linguistic conventions. Even the necessary a posteriori cases can be explained by the 
analytic principles of individuation. Real necessity is not necessary in explaining 
necessity.  
 
After Sidelle casts doubt on real necessity from the prospective of epistemology, he 
claims that real necessity is also problematic from the perspective of metaphysics. In 
the first place, Sidelle asks “what, in what is actual, could make it the case that 
something could not be differently?” (Sidelle, 1989, p. 116). How can the situation in 
the actual world restrict the situation in a possible world in metaphysics? Sidelle does 
not argue for this point, but just asks the question and is sceptical that an answer can 
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be given. 
 
In the second place, Sidelle investigates the case of essential properties. If relevant 
necessity is real, it means that there is a special metaphysical tie between an object 
and its essential property. However, any actual state of affairs cannot determine that 
the special tie takes effect in possible situations. 
 
Moreover, the actual state of affairs do not play any role in both the case “Bachelors 
are unmarried men” and “Margaret Truman was necessarily the daughter of Harry and 
Bess”.26 The former case is an analytic truth, while the latter case is a necessary a 
posteriori truth. Hence, it is natural to infer that the “deep tie” between essential 
properties and their bearers is a matter of linguistic conventions, rather than a 
metaphysical feature (Sidelle, 1989, p. 118). 
 
Put another way, we can imagine that in a possible world there is watery stuff, which 
is not H2O. What we cannot imagine is that we call it “water” in our language. 
Therefore, the issue is not located in the features of the possible situation, but rather in 
the use of the term. Therefore, Sidelle asserts that “we are looking in the wrong place” 
when we try to find the necessity in the mind-independent world (Sidelle, 1989, p. 
118). 
 
In the third place, Sidelle also builds a counterexample to show that the judgement of 
whether a possible world is metaphysically possible is not a matter of the 
metaphysical features of the world. Suppose there is a possible world in which the 
watery stuff in some of its lakes and oceans is H2O and the watery stuff in other lakes 
                                                 
26 More needs to be said regarding this claim. First, Sidelle accepts that if Margaret Truman was not the 
daughter of Harry and Bess, the proposition that “Margaret Truman was necessarily the daughter of 
Harry and Bess” can be rejected. When Sidelle says that the actual state of affairs do not play any role 
in necessity claims, he does not mean that even if the actual situation does not obtain, the related 
necessity claims will still be true. Rather, he means that the actual state of affairs play no role in the 
modal features. In other words, the actual state of affairs cannot restrict the situation in a possible world 
and do not determine related modal features. Second, the ruling out of restriction and determination 
regards metaphysics rather than language. Sidelle agrees that (actually) linguistic conventions can 
make necessity claims true. What he rejects is that there is a metaphysical “deep tie” that connects the 
actual world and any possible world. According to his view, metaphysical features are discoverable by 
observation. Any observable thing is in the actual world. Thus, the metaphysical features have nothing 
to do with the relation between the actual world and possible worlds. Consequently, the actual state of 
affairs cannot restrict (and thus play no role in) situations in possible worlds through a metaphysical 
“deep tie”.  
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and oceans is XYZ. If “water” designated the liquid composed of H2O in this world, 
this is a metaphysically possible world for Kripke. However, in the same possible 
world, if “water” designated the liquid composed of XYZ, this possible world would 
only be epistemically possible, but not metaphysically possible. In this case, the 
distinction between a metaphysically possible world and a metaphysically impossible 
world does not stem from any qualitative feature of the possible world. Rather, the 
source of the distinction is our ways of conceiving the world. 
 
By virtue of the above arguments from a metaphysical or epistemological perspective, 
Sidelle rejects real necessity. Since conventionalism can also explain necessity (in the 
case of the necessary a posteriori), the conventionalist explanation of it is preferable. 
This means that the objection to conventionalism by virtue of necessary a posteriori 
truths is not plausible. In the case of necessary a posteriori truth, we can separate the 
necessary aspect from the empirical aspect, and the necessary aspect corresponds to 
the analytic. In other words, Neo-Conventionalism defends the correspondence 
between the necessary and the analytic in the case of necessary a posteriori truths. 
 
4.3. Deflationary Neo-Conventionalism 
4.3.1. Cameron’s deflationary Neo-Conventionalism 
Since I have articulated Sidelle’s Neo-Conventionalism above, in the following 
introduction of deflationary Neo-Conventionalism I will pay particular attention to 
clarifying the commonalities and differences between his position and that of 
Cameron’s. First, the convergence between them is that they both believe that 
necessity does not need to be explained by something metaphysically deep. Cameron 
says that “[a]ccording to the deflationary view, the necessary a posteriori is primarily 
a linguistic phenomenon rather than a metaphysical one” (Cameron, 2009, p. 7). He 
believes that Kripke’s and Putnam’s views of the necessary a posteriori do not change 
what worlds are metaphysically possible. Their views only affect what the correct 
descriptions of possible worlds are. In other words, their views only affect what 
sentences are necessary. He explains that Putnam’s Twin Earth thought experiment 
does not mean that the imaginable Twin Earth is impossible; it just means that we 
should not misdescribe it. The correct description of Twin Earth, according to 
Cameron, is that “there is no water, but merely twater” (Ibid., p. 8).   
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Second, the difference between Cameron’s and Sidelle’s Neo-Conventionalism is that 
Cameron does not explain the nature of necessity by virtue of conventions. If we were 
to explain the nature of necessity by virtue of conventions, then we will claim, like 
Sidelle does, that the necessity stems from a feature of linguistic conventions, i.e., the 
general principles of individualization. In contrast to such an explanation, Cameron 
just gives a deflationary answer regarding the source of modality. He says: “We are 
asked: what makes these worlds possible and these worlds impossible? I answer: just 
that the first are possible” (Cameron, 2009, p. 14). He gives the analogy of our 
classification of people. For example, consider certain people we call Φs, and other 
people we call non-Φs. We then ask “by virtue of what is a person a non-Φ?”.  
Cameron says that “the answer is obviously just that they weren’t in the group I 
singled out as the Φs; there is nothing more to be said” (Ibid., p. 15). The core claim 
of Cameron’s deflationary Neo-Conventionalism is that “the explanation for the 
source of necessity is just that there are some propositions that are true at every 
possible world” (Cameron, 2010a, p. 150). Cameron also believes that the task of 
Neo-Conventionalism is to justify the core claim. That is, he claims that “[t]he work 
neo-conventionalism is doing is allowing this [the core claim] to be a good 
explanation” (Ibid.).  
 
Furthermore, Cameron claims that although the distinction between possible worlds 
and impossible worlds is unnatural, it is not mind-dependent. He says that there “is a 
genuine, mind-independent, distinction between the possible worlds and the 
impossible worlds, it is a highly unnatural distinction…” (Cameron, 2009, p. 13). He 
explains that “That’s not to say that it is merely a matter of convention that <water is 
H2O> is necessary, of course; the deflationist agrees with the ontological theorist that 
these facts are mind-independent, worldly facts” (Ibid., p. 10).  
 
He explains this feature by an analogy with the case of Glasgow and Leeds. On the 
one hand, the boundaries of Great Britain are unnatural because “they do not carve 
joints that are there in reality” (Cameron, 2010b, p. 355). There is no property of 
Scottishness, which is owned by parts of Scotland but not by the rest of Great Britain. 
But on the other hand, the fact that Glasgow is in Scotland and Leeds is not is a mind-
independent fact. The actual boundary, according to our current division between 
Scotland and England, is a line, say L1. Even if we change our definition of the 
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boundary in the future, L1 would still be there but would no longer be mentioned by 
people. Thus, that Glasgow and Leeds are on different sides of L1 is mind-
independent.  
 
Third, Cameron believes that his deflationary Neo-Conventionalism can resolve the 
challenge of the necessary a posteriori. He accepts that there are necessary a 
posteriori truths, for example that water is necessarily a posteriori H2O. According to 
his understanding, it is on the one hand an empirical discovery that water in the actual 
world is H2O, but, on the other hand, we do not need empirical evidence to make sure 
of the necessity. That is, we do not need empirical evidence to make sure that this is 
true in all possible worlds. He says that “is not because we need empirical evidence to 
discover that the state of affairs that those sentences claim to obtain obtains 
necessarily; rather it is because we need empirical evidence to discover just what state 
of affairs those sentences claim to obtain” (Cameron, 2009, p. 7). Furthermore, as for 
the aspect of necessity, Cameron argues that this is a matter of description, rather than 
a matter of empirical evidence. That is, if someone believes that water can be 
something that is not H2O in a possible world, this is because they have misdescribed 
that world. The proper way to describe such a possible world is to describe the non-
H2O thing as, say, “twater” rather than as “water”. In this sense, the necessity is not 
based on some metaphysically deep thing. Cameron believes that this is a 
conventionalist view of the necessary a posteriori.  
 
4.3.2. Sider’s Humean Neo-Conventionalism 
Sider’s Humean Neo-Conventionalism is very similar to Cameron’s deflationary Neo-
Conventionalism. This is the case because we can find the above features in Sider’s 
account. The first such feature is that necessity is not explained by something 
metaphysically deep. Sider says that “At bottom, the world is an amodal place. 
Necessity and possibility do not carve at the joints” (Sider, 2011, p. 266). According 
to Sider’s view, certain sorts of propositions are necessary, for example, logical truths 
or mathematical truths, but “What determines the “certain sort” of propositions? 
Nothing “metaphysically deep”. For the Humean, necessity does not carve at the 
joints.” (Ibid., p. 269). Moreover, Sider claims that those sorts of necessary 
propositions are chosen based on our conventions. Sider answers: “Something about 
us, says the Humean. Perhaps the choice of the “certain sorts” is conventional” (Ibid., 
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p. 270). He argues that according to our convention (in using our modal language), we 
are able to choose particular sorts of truths as being special and then label them as 
necessary truths. 
 
The second feature is that we can construe Sider’s Humean Neo-Conventionalism as a 
kind of deflationary Neo-Conventionalism. Sider does not believe that 
conventionalism can provide further explanation of the nature of necessity. He argues 
that conventions are not used to explain the truth of propositions; rather, conventions 
only determine what sorts of proposition are necessary propositions. For example, 
mathematical truth is necessary. However, mathematical truths like “2+2=4” are made 
true by “whatever makes mathematical truths true generally (facts about mathematical 
entities, perhaps)” (Sider, 2011, p. 269). Another example is the proposition that 
“2+2=4 is either a logical truth or a mathematical truth” (Ibid., pp. 269-270). This 
proposition is true by virtue of “a general (logical) fact about disjunction”, which 
makes sure the disjunction is true when one of its disjuncts (i.e., 2+2=4 is a 
mathematical truth) is true  (Ibid., pp. 269-270). Sider claims that “[t]o say that a true 
proposition is necessary is to classify that proposition as being of a certain sort, but 
the proposition is true on its own merits” (Ibid., pp. 270-271). From such remarks it is 
clear that Sider endorses a kind of deflationary Neo-Conventionalist view. He says 
that “[t]he core idea of the Humean account, then, is that necessary truths are truths of 
certain more or less arbitrarily selected kinds” (Ibid., p. 271).  
 
Sider needs to provide a method of defining the scope of such arbitrarily selected 
kinds. Moreover, this method needs to be able to define which propositions in this 
scope are necessary. His method for doing so is similar to the way in which the 
definitions of axioms, inference rules and theorems in an algebraic system are 
composed. In an algebraic system, when people specify axioms and inference rules 
they also fix the scope of theorems. Theorems are claims that can be inferred from the 
axioms in the system. Similarly, Sider believes that if we specify a set of modal 
axioms and a set of modal rules, then we can define the scope of modal theorems. He 
defines modal axioms as “simply certain chosen true sentences” and defines modal 
rules as “certain chosen truth-preserving relations between sets of sentences and 
sentences” (Sider, 2011, p. 271). Thus, the associated set of modal theorems is a 
closure of sentences that can be inferred using modal rules and modal axioms. A 
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version of Humean Neo-Conventionalism can be defined by specifying modal axioms 
and modal rules and then, using this specification, we can specify modal theorems. 
Under a certain version of Humean Neo-Conventionalism, sentences are necessary iff 
they are modal theorems.  
 
Third, Sider provides a Humean solution to the challenge of the necessary a 
posteriori. Along the way he mentions Sidelle’s solution. According to Sider’s 
understanding, Sidelle separates the following analytic truth (W) from the necessary a 
posteriori claim that “All water is made up of H2O”. 
 
(W) Whatever water’s deep explanatory feature, F, happens to be, it is necessary 
that all water has F. (Sider, 2011, p. 282) 
 
The crucial difference between Sider’s view and Sidelle’s view is that Sider construes 
(W) as a definitional constraint on “necessary” rather than as a constraint on “water”. 
Thus, Sider converts (W) into a modal axiom – a natural kind axiom – as follows:  
 
Natural kind axiom: a proposition expressed by a sentence of the form “All Fs 
are Gs”, where F is a natural-kind term (such as “water”) and G expresses the 
deep explanatory feature of the property expressed by F.  
 
According to Sider’s view, a modal axiom distinguishes a particular set of selected 
true claims and classifies them as necessary claims in the ordinary sense. Therefore, if 
we include the natural kind axiom in a version of Humean Neo-Conventionalism, it 
follows that a sentence like “All water is made up of H2O” is classified as a necessary 
claim. In other words, necessarily, water is made up of H2O.  
 
Furthermore, Sider feels he does not need to give any more reasons for invoking the 
natural kind axiom. This is clear in the following quotation.  
 
What justifies their status as modal axioms? This is just how the concept of 
necessity works. Such propositions have no further feature that explains their 
inclusion as modal axioms. (Sider, 2011, p. 275) 
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In other words, he invokes the natural kind axiom only because associated claims 
involving natural kinds, for example water, are necessary. 
 
4.4. Why prefer Sidelle’s Neo-Conventionalism? 
In this section, I will argue that there are problems with deflationary Neo-
Conventionalism and if this is the case then, if I am to choose a version of 
conventionalism that answers major objections to it, I ought not choose deflationary 
Neo-Conventionalism. Since Sider’s Humean Neo-Conventionalism is similar to 
Cameron’s deflationary Neo-Conventionalism, I will discuss them together. 
 
Before discussing the problems with deflationary Neo-Conventionalism, it is worth 
noting that Cameron and Sider (on the one side), and Sidelle and I (on the other side) 
have different views regarding analytic claims. In Chapters 1 and 2 I defended the 
conventionalist view regarding analytic claims against several objections (such as the 
contingency problem for analytic propositions and Quine’s objections). To some 
extent, I defended the view of truth by convention. Sidelle also agrees with the 
Traditional Conventionalist view regarding analytic claims (cf. Sidelle, 1989, p. 147). 
Sidelle believes that Quine’s objection to Traditional Conventionalism is not 
plausible, although his argument is different to my argument. I have discussed 
Sidelle’s related view in this regard in the Introduction and Chapter 2. By contrast, 
Sider and Cameron both accept that Quine’s objections to truth by convention are 
overwhelming (cf. Cameron, 2010b, p. 354; Sider, 2011, p. 269). They believe that the 
view of truth by convention is “hopeless”  (Cameron, 2010a, p. 150).  
 
Consequently, as opposed to Cameron and Sider, Sidelle and I have a different 
inclination as to what conventionalism can do in regard to necessary a posteriori 
claims. Sidelle and I believe that the nature of analytic claims can be explained by 
virtue of conventions. Hence, it is natural for us to believe that the nature of necessary 
a posteriori claims can also be explained by virtue of conventions. In contrast, 
Cameron and Sider retreat to a deflationary explanation with respect to the necessity 
of analytic claims. It is natural for them to accept that we can only provide a 
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deflationary explanation of the necessary a posteriori claims.27 Thus, the views of 
Sidelle and I regarding analytic claims are coherent with our views regarding 
necessary a posteriori claims. On the other hand, the views of Cameron and Sider 
regarding analytic claims are also coherent with their views regarding necessary a 
posteriori claims. 
 
The first problem with deflationary Neo-Conventionalism is that, if my defence of 
conventionalism in regard to analytic propositions is right, we do not need to retreat to 
a deflationary stand that only explains the boundary of necessary claims (i.e., 
Cameron’s distinction between possible worlds and impossible worlds, and Sider’s 
classifying certain sorts of claims as necessary claims) by virtue of convention. As I 
argued in Chapters 1 and 2, analytic propositions are models built from the use of 
language associated with those propositions. The associated conventions are 
contingent; therefore, analytic propositions are not necessary. This is a way to explain 
the nature of necessity or contingency by virtue of convention. This is not a 
deflationary doctrine. Hence, my defence of conventionalism in regard to analytic 
propositions is an objection to deflationary Neo-Conventionalism in the following two 
senses: analytic claims are not necessary and the nature of the necessity (or 
contingency) of analytic claims can be explained by virtue of conventions.  
 
The second problem pertains to the contingency problem, which claims that 
contingent conventions cannot explain necessity. I will defend conventionalism 
against the contingency problem in Chapters 5 and 6. If the way in which I resolve the 
contingency problem is correct, then the deflationary theory of necessity is not 
needed. As for analytic claims (i.e., purported necessary a priori claims), I argued in 
Chapter 1 that they are not necessary. In Chapter 6, I will argue that purportedly 
(unrestrictedly) necessary a posteriori claims are only restricted necessary a 
posteriori claims. Since I showed that arguments for the existence of (unrestricted) 
necessary a priori or a posteriori truths are not plausible, we can say that there are no 
necessary claims. That is, there are no impossible claims. In this sense, there are no 
boundaries (i.e., Cameron’s distinction between possible worlds and impossible 
worlds, and Sider’s classifying certain sorts of claim as necessary claims) that are in 
                                                 
27 Sider calls the difference between his solution to the challenge of the necessary a posteriori and 
Sidelle’s as the difference between a Humean theory and conventionalism (cf. Sider, 2011, p. 283).  
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need of deflation by Cameron and Sider. As for the boundaries of restricted necessity, 
they stem from certain contingent restrictions, which are adopted based on different 
interests. Thus, the boundaries of restricted necessity do not need a deflationary 
explanation either.   
 
In contrast to the above, Sidelle’s Neo-Conventionalism does provide an explanation 
of necessity by virtue of conventions. Even if those purported (unrestricted) 
necessities turn out to be restricted necessities, his view can still be used to explain 
these restricted necessities. That is, Sidelle’s doctrine can explain why some claims 
are true under a certain restriction condition, although they are not unconditionally 
true.  
 
The third problem with deflationary Neo-Conventionalism pertains to the Lewy Point, 
which distinguishes between what is expressed by a sentence and how the world is.28 
It claims that conventions can only affect the former and thus have nothing to do with 
the latter. Since I will not discuss the Lewy Point in this thesis, I only point out that 
while deflationary Neo-Conventionalism cannot answer the Lewy Point, Sidelle’s 
Neo-Conventionalism is a promising answer to the Lewy Point. Cameron and Sider 
admit that conventionalism cannot answer the Lewy Point (cf. Cameron, 2009, p. 14, 
Sider, 2003, p. 201). Moreover, they construe the Lewy Point as an argument against 
truth by convention. They thus believe that this forces us into the position that 
convention can only explain the boundary of necessary claims (i.e., a deflationary 
Neo-Conventionalism) but cannot explain more (e.g., it cannot explain the truth of 
related claims). In contrast, Sidelle claims that objects and natural kinds are carved up 
from pre-objectual stuff by our conventions, i.e., by general principles of 
individuation. Along this line of thought, it is arguable that the way in which the 
world is can also be affected by conventions. Thus, conventions cannot be restricted 
only in respect to what is expressed by a sentence. As Yablo puts it, “Sidelle thinks 
conventions can make propositions true, by “making” the truth-conferring objects and 
kinds” (Yablo, 1992, p. 880). Therefore, if I aim to defend conventionalism against 
the Lewy Point in the future, I ought to choose Sidelle’s version of Neo-
Conventionalism.  
                                                 
28 For more on the Lewy Point, please refer to footnote 2 in the Introduction. 
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The reason for choosing Sidelle’s Neo-Conventionalism rather than deflationary Neo-
Conventionalism is clear from the above discussion. Briefly speaking, on the one 
hand, my view is closer to Sidelle’s doctrine and thus is very different from 
deflationary Neo-Conventionalism. On the other hand, if I am to try and answer the 
major objections to conventionalism, Sidelle’s doctrine is closer to a version of 
conventionalism that can withstand the major objections to conventionalism. 
Therefore, I take Sidelle’s view as typical of Neo-Conventionalism and develop my 
Revised Conventionalism in regard to necessary a posteriori propositions mostly 
based on Sidelle’s version of Neo-Conventionalism. The differences between my 
Revised Conventionalism and Sidelle's will be articulated when I defend 
conventionalism against the contingency problem in Chapter 6. 
 
An underlying thought to support the above inclination is that a thorough 
conventionalism is better than a non-thorough conventionalism (for example, it is 
better than deflationary conventionalism, which invokes some non-conventional 
factors). I of course owe an explanation that a thorough conventionalist solution is 
better than other solutions. To this I now turn. 
 
The reason why we should prefer a thorough conventionalism is a complex question 
that can only be answered in part in this thesis. Hence, here I just point out some 
important advantages of a thorough conventionalism. First, a thorough 
conventionalism explains various phenomena only by virtue of language (linguistic 
conventions) and experience (empirical discovery). This is neater than, say, 
deflationary Neo-Conventionalism, which explains different phenomena by virtue of 
different factors. For example, according to Sider’s view, in order to explain the truths 
and necessity of mathematical claims, logical claims, and necessary a posteriori 
claims, we need to involve linguistic conventions (which determine what is expressed 
by a sentence) and facts about mathematical entities, general logical facts, natural 
kind axioms (which are reflected in our use of modal language, but not determined by 
our use of modal language 29 ) and empirical discovery. Second, a thorough 
                                                 
29 As for why there is a reflection relation rather than a determination relation, please refer to the 
following quotation. “There is nothing special about the truth of maths, or analytic truths, or natural 
kind identities, etc, that we are latching on to when we single them out as necessary truths, it’s just that 
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conventionalism commits us to fewer things than, say, deflationary conventionalism. 
As shown above, deflationary conventionalism explains phenomena by virtue of some 
extra factors other than language and experience. Thus, the advantage of a thorough 
conventionalism is that it can shift the burden of proof to its opponents to justify the 
inclusion of these extra factors. Based on these considerations, if a thorough 
conventionalism is tenable then we should prefer it. I show in this thesis that a 
thorough conventionalism is indeed tenable. 
  
                                                                                                                                            
we consider such propositions important, and so we use our modal language to accord them special 
status” (Cameron, 2009, p. 14). This means that the modal properties of necessary truths are the 
properties in the world, which our language reflects. It is not the case that the way we currently use the 
modal language determines/makes the modal properties of necessary truths.  
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Chapter 5: The Contingency Problem 
 
5.1. Introduction 
In this chapter and the next chapter I will address the contingency problem. Usually it 
is held that conventionalism explains necessity by virtue of convention. However, 
opponents point out that conventions are contingent, i.e., particular conventions might 
have been different. If conventions are contingent, opponents claim, it is not plausible 
that necessity can be explained by virtue of conventions. They therefore argue that 
conventionalism is false. 
 
The contingency problem is construed as a challenge to the conventionalist view in 
regard to both analytic propositions and necessary a posteriori propositions. Hence, 
first, I will give a brief response to the contingency problem in regard to analytic 
propositions (i.e., purportedly necessary a priori propositions). This amounts to a 
reiteration of my response to this problem by virtue of my Revised Conventionalism, 
which was articulated in Chapter 1. Second, I will discuss the contingency problem in 
regard to necessary a posteriori propositions in detail. This discussion will encompass 
two chapters. In the current chapter I will discuss some existing responses to the 
contingency problem in regard to necessary a posteriori propositions. In Chapter 6, I 
will articulate the response to this problem by virtue of my Revised Conventionalism. 
 
5.2. The contingency problem and analytic propositions  
In Chapter 1, where I articulated my Revised Conventionalism, I responded to the 
contingency problem in regard to analytic propositions. Here I give just a brief recap. 
The contingency problem is a straightforward objection to conventionalism in regard 
to analytic propositions. We find this objection in the period in which Traditional 
Conventionalism was first developed. Black (1936) understands convention as 
“general agreement or consent, deliberate or implicit … as embodied in any accepted 
usage”. However, “we might in fact have chosen to do otherwise” (Black, 1936, p. 
28). Hence, “there is an element of arbitrariness in the convention itself” (Ibid.). The 
meaning of convention is inconsistent with necessity, which “could not conceivably 
be false” (Ibid.). Black uses the criterion of internal consistency as an example. If the 
conventionalist explains the criterion of internal consistency by virtue of conventions, 
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the criterion will not be necessary because “we need not choose to be self-consistent” 
(Ibid.). 
 
I answer this challenge by virtue of my Revised Conventionalism, which holds that 
the relation between analytic propositions and conventions is the relation between a 
model and its source data. In this sense, we can say that analytic propositions are 
explained by virtue of convention. However, my Revised Conventionalism does not 
defend the necessity of analytic propositions, although I retain other useful features of 
analytic propositions from Ayer’s Traditional Conventionalism, such as the 
independence of experience. After giving up necessity, I can agree that if conventions 
might have been different, analytic propositions, such as logical and mathematical 
propositions, may change accordingly. Hence, there is no the tension between 
necessity and contingency in my Revised Conventionalism and it can avoid the 
contingency problem in regard to analytic propositions.  
 
5.3. The contingency problem and necessary a posteriori propositions 
I will now turn to discuss, in detail, the contingency problem in regard to necessary a 
posteriori propositions. Because Traditional Conventionalism came before the 
appearance of the necessary a posteriori, the contingency problem in regard to the 
necessary a posteriori is discussed only by Neo-Conventionalists. Some Neo-
Conventionalists claim that the difference between Traditional Conventionalism and 
Neo-Conventionalism is that the former are in the business of explaining truth by 
virtue of conventions, while the latter are in the business of explaining necessity by 
virtue of conventions. For example, Sidelle (2015) remarks that “it has been noted 
that even if these necessary truths are not true by convention, they may still owe their 
necessity to convention” (Sidelle, 2015). Even if this is true, Neo-Conventionalists 
still believe that necessity can be explained by virtue of conventions, so they will still 
need to solve the contingency problem. Sidelle (2009) gives a typical description of 
the contingency problem as follows: 
 
According to Conventionalism, what is necessary, or essential, is so because of 
our conventions, our ways of conceiving and/or talking about the world. But our 
conventions, whatever they are, might have been different. If so, the 
Conventionalist must admit that what is necessary or essential might not have 
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been so. But, then, it is not really necessary or essential then! So 
conventionalism is false. (Sidelle, 2009, p. 224) 
 
The challenge posed by the contingency problem is one still faced by Traditional 
Conventionalism: i.e., if conventions are contingent then they cannot explain 
necessity. The difference here is that the problem for the Neo-Conventionalist 
involves not only analytic propositions (i.e., purportedly necessary a priori 
propositions) but also necessary a posteriori propositions. Moreover, Neo-
Conventionalists pay more attention to the latter than to the former. Since I have 
already dealt with the contingency problem in regard to analytic propositions in the 
previous section, in the following I will mainly focus on the discussion of the problem 
in regard to necessary a posteriori propositions.  
 
I will first introduce the standard reply to the contingency problem. Second, I 
introduce Sidelle’s objection to the standard reply and Sidelle’s answer to the 
contingency problem. Sidelle’s response is based on accepting the conclusion of 
Kripke’s and Putnam’s view of the necessary a posteriori. In other words, although 
Sidelle disagrees with Kripke and Putnam in regard to the root of necessity, he still 
accepts that the propositions Kripke and Putnam take to be necessary a posteriori, are 
indeed necessary a posteriori. Sidelle responds to the contingency problem by 
separating the way in which we evaluate what is possible from the consideration that 
conventions may have been different. Third, I will introduce a response to the 
contingency problem from two-dimensional semantics, for the two-dimensionalist 
response is similar to Sidelle’s. Fourth, I will articulate my response to the 
contingency problem in Chapter 6. In contrast to Sidelle’s answer, I disagree with 
Kripke’s and Putnam’s view of the necessary a posteriori. In other words, I do not 
agree that the propositions typically thought to be exemplars of the necessary a 
posteriori are necessary. Hence, I argue that metaphysical necessity is only restricted 
necessity and that if this is the case then the conventionalist view that metaphysical 
necessity is explained by conventions still holds.  
 
5.3.1. The standard reply 
The standard reply to the contingency problem makes use of an ambiguity in the 
understanding of the contingency problem. Sidelle (2009) asserts that there are two 
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different readings of this objection.  
 
As has been often pointed out, there is an ambiguity here concerning just what, 
according to Conventionalism, would have been different with a difference in 
our conventions – the truth of the claim (or obtaining of the property) itself (e.g. 
water might have failed to contain oxygen), or just its modal status (e.g. water 
might not have necessarily contained oxygen)? (Sidelle, 2009, p. 224) 
 
On the first reading, this objection focuses on “the truth of claims” (Sidelle, 2009, p. 
224). It means that if the associated conventions might have been different, then some 
claims, for example, bachelors are male or water is H2O, might have been false. In 
other words, according to the first reading, opponents cast doubt on the truth of 
propositions by virtue of the contingency problem. 
 
On the second reading, what is in doubt is “only its modal status”, i.e., the modal 
features of the claims (Sidelle, 2009, p. 224). In other words, opponents only claim 
that, if conventions are contingent, what is necessary may not be necessarily 
necessary. Consequently, this reading threatens the S4 axiom, i.e., □p→□□p. The S4 
axiom claims that what is necessary is necessarily necessary. However, if the 
associated conventions of a necessary proposition might have been different, then the 
claims are not necessarily necessary but only contingently necessary. 
 
Since some Neo-Conventionalists stress that the difference between Traditional 
Conventionalism and Neo-Conventionalism is that between truth by convention and 
necessity by convention, it is natural for them to understand that the contingency 
problem has the above two readings.  
 
The standard reply construes the second reading as a way to get around the 
contingency problem. The rejection of the modal features of propositions is separated 
from the rejection of the truth of the propositions. The standard reply claims that the 
contingency problem can only affect the modal features of the propositions but not the 
truth of the propositions. That is, if the conventions might have been different, it does 
not mean that those necessary propositions are false, but only that those necessary 
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propositions are only contingently necessary. For example, the standard reply does not 
mean that there are possible female bachelors, but only that it is contingent that there 
are no female bachelors. In this sense, the contingency problem only threatens the S4 
axiom, i.e., □p→□□p, but not necessity itself. 
 
5.3.2. Sidelle’s objection to the standard reply 
Sidelle is not satisfied with the standard reply and gives some reasons. The first 
reason for his dissatisfaction is that the standard reply cannot support metaphysical 
necessity. Sidelle distinguishes unrestricted necessity from restricted necessity. Some 
necessity is restricted, for example, physical, biological or technological necessity. 
They all depend on certain contingent features, for example, laws of nature, the 
current state of technology, and so on. These contingent features might not obtain in 
some possible worlds. In contrast, unrestricted necessity is “the widest sort of 
necessity” (Sidelle, 2009, p. 226). In other words, an unrestrictedly necessary 
proposition is true in all possible worlds, rather than a subset of possible worlds 
filtered by a certain restrictive condition.  
 
Sidelle believes that the goal of conventionalist explanation is metaphysical necessity 
and that metaphysical necessity is unrestricted necessity. Unrestricted necessity is true 
in all possible worlds. Thus, unrestricted necessity is associated with the universal 
accessibility relation between possible worlds. The accessibility relation is defined as 
follows: if we say that a possible world A is accessible from world B, it means that A 
is a possible world with respect to B. In other words, situation A is a genuine 
possibility with respect to world B. The universal accessibility relation means that 
every possible world (including the actual world) can access every other possible 
world (including the actual world). The universal accessibility relation requires an S5 
system. An S5 system is a modal logic system in which the accessibility relation is 
reflexive, symmetric, and transitive. Hence, metaphysical necessity is associated with 
an S5 system.  Moreover, that a system is an S5 system entails that it is an S4 system 
in which accessibility relations are only reflexive and transitive. An S4 axiom is true 
in an S4 system. S5 is stronger than S4 and thus S4 is also true in an S5 system. 
Hence, metaphysical necessity entails that S4 axiom holds. However, the standard 
reply holds that necessity is not necessarily necessary. That is, the standard reply 
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cannot, in fact, preserve the truth of the S4 axiom  □p→□□p. Therefore, the necessity 
defended by the standard reply is not metaphysical necessity.  
 
Sidelle’s second reason for supposing the standard reply to be unsatisfactory is that 
the second reading does not really get around the contingency problem. He believes 
that this is a more important objection. Take the proposition “bachelors are male” as 
an example. The standard reply allows for the failure of the S4 axiom. This means that 
a necessary proposition like “bachelors are necessarily male” is not necessarily 
necessary. It follows that there is a possible world W with respect to the actual world, 
where the related convention is different. Thus, the proposition could only be 
contingently true in W. Consequently, there is a different possible world W’ where not 
all bachelors are male. Since the standard reply retains the necessity and gives up only 
the view that the necessity is necessarily necessary, it requires that W’ is only 
accessible from W and is not accessible from the actual world. Only in this way, the 
situation that some bachelors are not male in W’ will not affect the necessity of the 
proposition “bachelors are male” in the actual world, because W’ is not an accessible 
world with respect to the actual world. 
 
However, Sidelle argues that the above requirement cannot be met. In other words, a 
world like W’ is not only accessible from W but also accessible from the actual world. 
The standard reply allows that the related convention might have been different in 
some possible world with respect to the actual world. Among these possible worlds, 
some possible worlds have different conventions with regard to “bachelor”, but no 
instance of such female bachelors. W is an example of the category of possible 
worlds. However, it is inevitable that among these possible worlds there will be some 
possible worlds where conventions in regard to “bachelor” are different and thus at 
the same time that there are female bachelors. W’ is an example of this category of 
possible world. In other words, if we allow some possible worlds with respect to the 
actual world to have different conventions, it is inevitable that we will also allow that 
some possible worlds with respect to the actual world will have both different 
conventions and, say, instances of female bachelors. In this sense, the possible worlds 
with respect to the actual world include not only the first category of possible worlds, 
such as W, but also the second category of possible worlds, such as W’. 
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Thus, if W’ is accessible from the actual world, it threatens the necessity of the 
proposition in the actual world. In possible worlds like W’, “bachelors are male” is 
not only possibly false, but also false. W’ is accessible from the actual world, and so it 
follows that in the actual world it is also possible that bachelors are not male. That is, 
it is not necessary that “bachelors are male” in the actual world. In this way, Sidelle 
argues that if the standard reply reject S4 then it will “destroy necessary truths 
altogether” (Sidelle, 2009, p. 138).  
 
The third reason why Sidelle is not satisfied with the standard reply is especially 
pressing for Traditional Conventionalism. Sidelle believes that Traditional 
Conventionalism defends not only “[being] necessary by convention” but also 
“[being] true by convention” (Sidelle, 2009, p. 238). If the standard reply agrees that 
“had our conventions been different, these [analytic propositions] would have been 
but contingent”, they need to also agree that “had our conventions been different […], 
these [analytic propositions] would have been false” (Ibid., p. 228). Hence, 
Traditional Conventionalism needs to deal with not only the challenge to “[being] 
necessary by convention” but also to the challenge of “[being] true by convention” 
caused by the contingency problem. 
 
5.3.3. Sidelle’s approach 
Roughly speaking, the conflict arising out of the contingency problem is that between 
the contingency of conventions and necessity. Hence, one way to solve the problem is 
to eliminate the contingency of conventions, i.e., to exclude the consideration that 
conventions might have been different when we are evaluating what is possible. 
Another way to solve the problem is to cast doubt on necessity. Sidelle chooses the 
first way, while I choose the second. 
 
Sidelle eliminates the contingency of convention by stressing that our discussion 
occurs “in our language”.  
 
Briefly, when we evaluate a counterfactual (or a statement about past times 
before our conventions were introduced) – even one about what would be true if 
we had not had the conventions we have – we do so, as Kripke rightly insists, in 
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our language, governed by whatever conventions govern these actual 
statements. (Sidelle, 1992, p. 286) 
 
 Kripke’s related discussion is as follows: 
 
What I mean by saying that a description might have referred to something 
different, I mean that in our language as we use it in describing a counterfactual 
situation, there might have been a different object satisfying the descriptive 
conditions we give for reference. (Kripke, 1971, p. 172)  
 
Sidelle and Kripke both distinguish the conventions in our world from the 
conventions in other possible worlds. When we consider whether a convention might 
have been different, what we are considering is a different convention in a different 
possible world. However, they both believe that when we consider possible situations, 
what we are considering is still within the realm of our language. For example, when 
we discuss what the term “water” will designate in every possible situation, we mean 
the term “water” in our language, rather than the term “water” in a possible situation. 
Hence, they both believe that language use in another possible world should not be 
taken into account when we consider possible situations with respect to the actual 
world. In other words, the consideration of whether conventions might have been 
different is a consideration of conventions in another possible world and so it is 
irrelevant to our issue.  
 
According to Sidelle’s explanation, the restriction of “in our language” binds meaning 
and possibility.30 Sidelle defines the meaning of a term as a rule for applying the term. 
Sidelle says: 
 
[B]eing male is part of the meaning of “bachelor”, and so, that the application of 
“bachelor” is constrained by this condition. Now, it is part of this being the 
meaning that this constraint applies even in counterfactual circumstances… 
                                                 
30 I construe the in-our-language condition as a restriction because I argue that the consideration of 
possibility must not be under this restriction. The in-our-language restriction is in fact used as the 
restriction in regard to the current meanings of our terms. I will argue that the meanings of terms in our 
language change over time. I will also argue that our consideration of possibility is not limited to the 
in-our-language restriction. Further discussion is in Chapter 6. 
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(Sidelle, 2009, p. 229) 
 
This means that the meaning of a term in our language is also the constraint suitable 
for application to all possible worlds and to limiting the use of a term in all possible 
situations. Hence, if the consideration of possibility is under the in-our-language 
restriction, the rules of applying terms in our language (i.e., meanings) are also the 
restriction of all possible situations. It could be suggested that if the convention might 
have been different, for example, if bachelors might have been unmarried men and 
women, then it is possible that there are unmarried female bachelors. However, 
Sidelle demurs, he writes that “our rules for applying “bachelor” tell us that one must 
be (give or take) “a never-been-married, but eligible male”” (Sidelle, 2009, p. 229). 
So, necessarily, there are no female bachelors. The different convention of applying 
the term “bachelor” is irrelevant to our consideration of possibility. 
 
In order to illustrate his view, Sidelle (2009) also makes the following analogy. 
Suppose we describe a situation, using English, that takes places in Mexico. We have 
rules in English that we use to make the description. Different languages, say, 
Spanish, have different rules. The rules in English are analogous to conventions 
associated with a term in the actual world and the rules of Spanish are analogous to 
different conventions in other possible worlds. The rules in Spanish are totally 
irrelevant to our description in English. Analogously, other conventions in other 
possible worlds are totally irrelevant to our conventions with respect to the 
consideration of possibility or necessity. 
 
The above discussion is also Sidelle’s answer to the contingency problem. The 
consideration of possibility must be under the in-our-language restriction (i.e., under 
the restriction of our rules of applying terms). Hence, the consideration that 
conventions might have been different (i.e., the contingency of conventions) is 
irrelevant to the issue of possibility or necessity. Sidelle claims that “had our 
conventions been different, this would have no bearing on what is necessary” (Sidelle, 
2009, p. 231). 
 
Furthermore, Sidelle’s answer to the contingency problem is applicable to both 
necessity and truth. For example, suppose there is a possible world where a related 
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convention is different, for example, bachelors might be female. Someone may 
believe that if this is the case, then we can say that Linda (in the actual world) is a 
female bachelor according to the convention in the possible world (cf. Sidelle, 2009, 
p. 229). Sidelle believes that this “bachelor” (according to the convention in the 
possible world) is not the “bachelor” in our language. Thus, the above proposition that 
“Linda is a female bachelor” will not affect the necessity of the proposition of 
“bachelor is necessarily male” in our language. Furthermore, the above proposition 
that “Linda is a female bachelor” will not affect the truth of the proposition of “Linda 
is not a bachelor” in our language. A different convention in another possible world is 
irrelevant to both necessity and truth of any proposition made in our language. In this 
way, Sidelle believes that he defends both Traditional Conventionalism (truth by 
convention according to Sidelle’s understanding) and Neo-Conventionalism 
(necessity by convention according to Sidelle’s understanding) against the 
contingency problem. 
 
Sidelle also responds to a possible objection in his (2009). The objection is based on a 
common sense belief that if B is explained by A, then the variation in A should cause 
the variation in B. If what is necessary is explained by virtue of linguistic 
conventions, then the variation in linguistic conventions should cause variation in 
what is necessary. Sidelle’s response to this objection is mainly a reiteration of his 
account given above.  Thus, here I just point out the key points in his response. 
Sidelle believes that the discussion of necessity (or possibility) is governed by the 
meanings of terms (i.e., the rules of applying terms) in our language. In other words, 
Sidelle aligns the scope of possibility with respect to the actual world, with the scope 
of possibility with respect to the constraint that the meanings of terms stay constant 
with what they are in our actual language.31 As a result, if some proposition is always 
true under this scope, then it is necessary. At the same time, the variation of 
conventions is outside this scope and so will not affect what is necessary or 
contingent. In this way, he rejects the objection.  
 
5.3.4. The two-dimensionalist solution 
                                                 
31 I call this the scope of possibility with respect to a certain constraint. This is because I do not believe 
that the scope of possibility with respect to the constraint that the meanings of terms stay constant with 
what they are in our actual language is the widest scope of possibility (this is clarified in Chapter 6). 
For more in regard to the in-our-language restriction, please refer to the first footnote of this chapter. 
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5.3.4.1. Introduction 
In what follows I introduce two-dimensional semantics, because it also construes 
metaphysical possibility as a linguistic problem and provides a similar answer to the 
contingency problem as Sidelle does. Sidelle stresses that his answer to the 
contingency problem is not due to the nature of water, but rather due to the fact that 
our talking of possible situations is governed by the meaning in our language.  
 
It is not as if the Conventionalist is saying “Well, of course, since water is 
essentially composed of H2O, no change in our conventions would make a 
difference to that” – rather, it is that since the meaning rules governing “water” 
tell us to apply it always and only to substances with the same explanatory 
microstructure that the stuff in our lakes, faucets, etc. actually has, then stuff 
lacking this microstructure – whether here or in another world – doesn’t count 
as water, whatever conventions may obtain in such a situation. (Sidelle, 2009, 
p.232)  
 
In the footnote just following this quotation, he mentions that Chalmers (1996) and 
Jackson (1998) have a similar solution. Introducing Chalmers’s and Jackson’s solution 
will help to clarify this line of thought. Since their solution to the contingency 
question is part of their two-dimensional semantics, the latter needs to be understood 
first. Hence, I will first introduce their two-dimensional semantics and then continue 
the discussion.32  
 
The purpose of two-dimensional semantics is to rebuild the relation between necessity 
and apriority. Putnam’s and Kripke’s theory of the necessary a posteriori severed the 
relation between necessity and apriority and claimed that some a posteriori truths are 
also necessary. The purpose of two-dimensional semantics is to rebuild this relation. 
The approach is to move away from the traditional understanding of intension towards 
a two-dimensional understanding. Thus, the a priori aspect of intension can be put 
into one particular dimension in a two-dimensional semantics, and the corresponding 
relation can thus be rebuilt between necessity and intension using this dimension. In 
                                                 
32 My introduction will focus on Chalmers’s doctrine. Chalmers’s two-dimensional semantics is similar 
to Jackson’s in many respects. Moreover, as for the question at issue – how to deal with the 
consideration that conventions might have been different – Chalmers and Jackson have the same 
position. My introduction of Chalmers’s doctrine is mainly based on his (1996, 2006).  
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other words, the case of necessary a posteriori truths can be accommodated in a two-
dimensional framework and the corresponding relation between necessity and 
apriority remains the same time. 
 
In Putnam’s and Kripke’s doctrine, meaning is investigated in only one dimension, 
but Chalmers believes that this is the root of the problem. He says: “In general, many 
apparent “problems” that arise from these Kripkean considerations are a consequence 
of trying to squeeze the doubly indexed picture of reference into a single notion of 
meaning or of necessity” (Chalmers, 1996, p. 64). In contrast, two-dimensional 
semantics claims that every expression is associated with two intensions: primary 
intensions and secondary intensions.  
 
Let us introduce what these two intensions are by using Putnam’s Twin Earth thought 
experiment. In the actual world (Earth), “water” designates H2O. Therefore, in any 
possible world (where H2O exists), “water” designates H2O according to Putnam’s 
and Kripke’s doctrine. Chalmers inherits this point of view, but he believes that this is 
only one dimension of the intension of the term, i.e., its secondary intension. 
Moreover, two-dimensional semantics claims that “water” is also associated with 
another intension – its primary intension. If a possible world is construed as an actual 
world, the reference of a term will be fixed in the same way in which people fix it in 
the actual world. For example, if Twin Earth is construed as an actual world, “water” 
will designate XYZ according to the way in which we fix the reference of “water” on 
Earth. The primary intension of a term is the relation between, on the one hand, a 
possible world construed as the actual world and, on the other hand, reference. The 
two-dimensional semantics of “water” can be illustrated in the following table. 
 
 Construed as counterfactual worlds 
Construed as 
actual worlds 
 Earth  Twin Earth … 
Earth H2O H2O … 
Twin Earth XYZ XYZ … 
… … … … 
(cf. Chalmers, 2006, p. 576) 
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The first line in the table shows the situations in which Earth is construed as the actual 
world. The second line shows the situation in which Twin Earth is construed as an 
actual world. Possible worlds play two types of roles in this table. The possible worlds 
on the horizontal axis of the table are construed as counterfactual worlds and make up 
the first dimension. The possible worlds on the vertical axis of the table are construed 
as actual worlds and make up the second dimension. The primary intension is 
reflected in the diagonal of the table. It is the function from possible worlds (more 
precisely, scenarios, which I will explain immediately) in the diagonal of the table to 
extensions. Chalmers claims that the primary intension of “water” is being watery 
stuff. The reason is that under different empirical conditions of a possible world that 
is construed as the actual world, people fix the reference of “water” by virtue of 
appearance properties like colourless, transparent, tasteless and so on. The second 
intension is reflected in the first row of the table. It is the function from possible 
worlds in the first row to extensions. Chalmers claims that the secondary intension of 
water is being H2O. 
 
Another concept I need to explain is scenario. The situation in every grid of the two-
dimensional table is a scenario. First, let me clarify the nature of possible worlds in 
this table. The first grid in the first row is the actual world, where water is H2O. 
According to Kripke’s view of the semantics of natural kind terms like “water” water 
must have the same molecular structure in any possible world. Therefore, all other 
grids in the first row stand for a possible world with respect to the actual world. The 
same goes for the situation in other grids. For example, when Twin Earth (the lower-
right grid) is construed as the actual world, all situations in the second rows except for 
the lower-right grid are possible worlds with respect to the Twin Earth as the actual 
world. Second, I need to introduce the notion of epistemic possibility. If a situation 
cannot be ruled out a priori, it is epistemically possible. For example, we cannot rule 
out a priori that water is not H2O. Chalmers believes that all situations in the two-
dimensional table are epistemically possible. All the epistemic possibilities make up 
an epistemic space. Third, the relationship between scenarios and epistemic 
possibility is similar to the relationship between possible worlds and metaphysical 
possibility. We can say a scenario is a possible world with regard to epistemic 
possibilities. Thus, the situation in every grid of the two-dimensional table is a 
scenario. 
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Furthermore, we can also make a two-dimensional table centred on certain 
propositions and put the truth values of a particular proposition in different scenarios 
into grids. The two-dimensional table for the proposition “water is H2O” is as follows. 
 
 Construed as counterfactual worlds 
Construed as 
actual worlds 
 Earth  Twin Earth … 
Earth T T … 
Twin Earth F F … 
… … … … 
 
The framework of this table is the same as the framework of the table of “water”. The 
possible worlds on the horizontal axis of the table are construed as counterfactual 
worlds, whereas the possible worlds on the vertical axis of the table are construed as 
actual worlds. In the above table, the truth value in each cell can be calculated along a 
similar line of thought. When the Earth is construed as the actual world, water is H2O. 
Thus, the proposition “water is H2O” is true in all possible worlds: that is, it is true 
along the horizontal row. However, if Twin Earth is construed as the actual world, 
people fix the reference of “water” by virtue of the appearance properties like 
colourless, transparent, tasteless and so on and then “water” designates XYZ in this 
scenario. In that case, “water is XYZ” is true across that horizontal row, and hence the 
proposition “water is H2O” is false in all of those cells that make up that row. The 
scenarios in the second line of the table are all possible worlds with respect to Twin 
Earth construed as the actual world. “Water” always designates XYZ in those cells. 
Hence, the proposition “water is H2O” is still false in the cell at bottom left. “Water is 
H2O” is metaphysically necessary and is true in the first row. The corresponding 
relation between these two claims is summarized in Chalmers’ core claim T4: 
 
A sentence token S is metaphysically necessary iff the secondary intension of S 
is true at all worlds. (Chalmers, 2006, p. 586) 
 
That is, the extension of a sentence S is its truth values. The secondary intension of S 
is the function from possible worlds in the first row, to truth values. That the sentence 
“water is H2O” is true in the first row amounts to nothing more than the claim that the 
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secondary intension of the sentence is true in all possible worlds. 
 
As for the proposition “water is the watery stuff”, the two-dimensional table will be as 
follows. 
 
 Construed as counterfactual worlds 
Construed as 
actual worlds 
 Earth  Twin Earth … 
Earth T F … 
Twin Earth F T … 
… … … … 
 
For the convenience of discussion let us suppose that H2O is tarry on Twin Earth and 
XYZ is tarry on Earth. When the Earth is construed as the actual world, water is H2O. 
Thus, the proposition “water is the watery stuff” is true on Earth but false on Twin 
Earth, where H2O is tarry. Considering the situation in the second row, if Twin Earth 
is construed as the actual world then water is XYZ. Thus, the proposition is false in 
the cell at the bottom left because on Earth XYZ is tarry. The proposition is true in the 
cell at the bottom right because on Twin Earth XYZ is watery. As a result, the 
proposition is always true in the diagonal of the table. On the other hand, regardless of 
what world is construed as the actual world, “water is the watery stuff” is true. That is, 
the truth of “water is the watery stuff” is independent of the empirical conditions, for 
the proposition is a priori. The corresponding relation between these two claims is 
summarized by Chalmers’s core claim T5: 
 
A sentence token S is a priori (epistemically necessary) iff the primary intension 
of S is true at all scenarios. (Chalmers, 2006, p. 586) 
 
That is, the primary intension of S is the function from scenarios at the diagonal to 
truth values. That the sentence “water is the watery stuff” is true in the first row 
means that the primary intension of the sentence is true in all scenarios. 
 
As shown in the core claims T4 and T5, two-dimensional semantics can accommodate 
necessary a posteriori truth and, at the same time, rebuild the connection between (an 
aspect of) intension and apriority. 
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5.3.4.2. Related problems 
Having introduced two-dimensional semantics, I will now discuss the following 
problems: First, what are we to make of the fact that two-dimensional semantics also 
construes metaphysical possibility as a linguistic problem? Second, how does two-
dimensional semantics build the relation between apriority and necessity? Third, how 
will a two-dimensionalist answer the contingency problem? 
 
The reason for Sidelle to claim that two-dimensional semantics has a similar solution 
to his is that two-dimensionalists also believe that the scope of metaphysical 
possibility is a linguistic problem. 
 
[T]he oft-cited distinction between “logical” and “metaphysical” possibility 
stemming from the Kripkean cases – on which it is held to be logically possible 
but not metaphysically possible that water is XYZ – is not a distinction at the 
level of worlds, but at most a distinction at the level of statements. (Chalmers, 
1996, p. 68) 
 
As shown in the two-dimensional table, the claim that “water is XYZ” is possibly true 
if we evaluate it according to its primary intension, though it is ruled out if we 
evaluate it according to its secondary intension. The possible worlds involved in these 
evaluations are the same, i.e., Earth and Twin Earth. 
 
According to the results of evaluations according to primary intensions, Chalmers 
argues that the claim “water is XYZ” is 1-conceivable and 1-possible. According to 
the results of evaluations according to secondary intensions, he argues that the claim 
“water is XYZ” is not 2-conceivable or 2-possible. 
 
Chalmers points out that 2-conceivable and 2-possible are a posteriori, because the 
environment (i.e., the empirical conditions in the world construed as the actual world) 
plays a role in determining it. For example, if Earth is construed as the actual world, 
the secondary intension of “water” is being H2O, while if Twin Earth is construed as 
the actual world, the secondary intension of it is being XYZ. In contrast, the primary 
intension is independent of empirical conditions. The primary intension of “water” is 
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always being watery stuff in all scenarios construed as the actual world. Hence, 
Chalmers claims that primary intensions “are in principle accessible from the 
armchair” and are a priori (Chalmers, 1996, p. 68). 
 
In this sense, two-dimensionalists rebuild the relation between apriority and necessity. 
1-necessity corresponds to apriority. If a statement is a priori, it will be true 
regardless of the empirical conditions, i.e., it is true in any scenario construed as 
actual. In other words, a priori true statements stay constant in the diagonal of the 
two-dimensional table, which includes nothing but 1-necessity. 
 
As for the contingency problem, the two-dimensionalist response is similar to 
Sidelle’s answer. Chalmers also holds the view that the language in a possible world 
is irrelevant to the consideration of possibility or necessity. That is, he also holds the 
in-our-language restriction to some extent. When he states that when Twin Earth is 
construed as the actual world, “water” will designate XYZ, he is saying that the term 
“water” is “water” in our language rather than in the scenario itself, i.e., in Twin Earth. 
He claims that the term “water” on Twin Earth that “sounds like “water” would be a 
different word altogether!” (Chalmers, 1996, p. 364). In other words, when people 
consider possibility or necessity, they only need to consider the term, say, “water”, 
(and the associated rules) in our language. People do not need to take the 
homophonous term in possible worlds (or scenarios) into account. 
 
The two-dimensionalist response can also be articulated by virtue of the two-
dimensionalist table. When different possible worlds are construed as the actual 
world, the necessary a posteriori propositions, for example “water is H2O”, are false 
in some scenarios. However, all possible worlds with respect to the actual world lie 
only in the first row of the two-dimensionalist table. Hence, those falsities do not 
affect the metaphysical necessity of the related propositions. In this way, two-
dimensional semantics retains necessary a posteriori truths and, at the same time, 
reflects the strong intuition that “the members of these pairs (“Hesperus” and 
“Phosphorus”, “water” and “H2O”, “I” and “David Chalmers”) differ in some aspect 
of meaning” and that “there is some way the world could turn out so that these terms 
would refer to different things” (Chalmers, 2006, p. 576). 
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In sum, two-dimensional semantics and Sidelle’s conventionalism both construed 
metaphysical possibility as a linguistic problem. They both accept Putnam’s and 
Kripke’s conclusion of necessary a posteriori propositions, i.e., they both agree that 
the propositions are necessary a posteriori. They both believe that the consideration 
of whether conventions might have been different does not affect necessity 
(possibility) with respect to the actual world. In Chapter 6, I will articulate my 
response to the contingency problem, which is different from both Sidelle and the 
two-dimensionalists in the sense that my response casts doubt on the necessary a 
posteriori. 
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Chapter 6: Revised Conventionalism 
 
6.1. Introduction 
So far I have defended conventionalism against a number of objections, and I have 
suggested an alternative version of conventionalism, Revised Conventionalism. 
Revised Conventionalism retains the conventionalist claim that modal truths are made 
true by convention, but rejects the Traditional Conventionalist assumption that 
analytic truths are necessary truths. In this chapter I argue that the Revised 
Conventionalist ought also to reject the Neo-Conventionalist assumption that a 
posteriori necessary truths are metaphysically necessary. This allows the Revised 
Conventionalist to respond to the contingency problem in a manner that is different 
from that proposed by Sidelle and other Neo-Conventionalists. Recall that the 
contingency problem is supposed to be a problem for conventionalists because, had 
our conventions been different, different claims would have come out as true. In 
particular, claims that (seem to be) necessary would have come out as false, or merely 
contingent, and hence the conventionalist must give up on the idea that what is 
necessary, is necessarily necessary. Or so goes the worry.  We have already seen the 
Neo-Conventionalist solution to this problem. In this chapter I proposed an alternative 
solution, according to which there are no metaphysical necessities, and hence there 
are no claims whose necessity the conventionalist must show to be necessary. Since I 
have already argued that we should not take analytic truths to be necessary, in this 
chapter I focus on a posteriori necessary truths. In sections 6.3 to 6.6, I articulate my 
objection to the view that there are necessary a posteriori truths, and respond to 
objections to my objections. In particular, in 6.5 I consider some objections that 
would naturally arise on the part of those who accept something like two-dimensional 
semantics. I further compare Revised Conventionalism and two-dimensional 
semantics in section 6.7.  
 
Before doing so, however, in section 6.2 I outline the way in which Revised 
Conventionalism responds to the contingency problem. In particular, I characterise the 
way in which Revised Conventionalism views the purported metaphysical necessities 
posited by Kripke and Putnam, and accepted by Neo-Conventionalists such as Sidelle. 
My objection to Kripke and Putnam’s arguments in favour of said metaphysical 
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necessities will be clearer once they are placed within the context of the view I 
defend. 
 
6.2. A sketch of Revised Conventionalism 
As we will see in the following sections, a particular view of meaning change will 
play a significant role in my objections to Kripke and Putnam’s arguments in favour 
of a posteriori metaphysical necessities. There, I will argue that the conventions 
associated with a term can change, and indeed, do change over time. I will also argue 
that purportedly necessary a posteriori propositions are restrictedly necessary (rather 
than unrestrictedly necessary). These propositions are restricted by the condition of a 
fixed meaning of a term. In other words, purported necessary a posteriori propositions 
are in fact contingent.33 The benefit of this contention is that there is no tension 
between the necessity of purportedly necessary a posteriori propositions and the 
contingency of linguistic conventions: for the former turn out not to be necessary. In 
this way, I resolve the contingency problem. 
 
But what does such a view look like? How can it be that there are no metaphysical 
necessities? To put it another way, suppose that I am right in what I say in response to 
Kripke and Putnam: suppose their arguments do not give us reason to think that there 
are a posteriori necessities because, in fact, their claims about the semantics for 
natural kind terms like “water” are false. Nevertheless, one might think, this does not 
show that there are no a posteriori necessities; still less does it show that there cannot 
be any such necessities. After all, one might think, even if in fact no one uses “water” 
at Kripke argues, someone surely could have. Indeed, we can invent a word, “water*” 
that we can use to express claims about what said person will say. For surely it will be 
that “water* is necessarily H2O”. Of course, we do not use “water*”, we use “water”, 
but the fact that someone can stipulate that they are using “water*” and stipulate that 
                                                 
33 I need to clarify the sense in which restricted necessity is necessary and the sense in which it is 
contingent. As I argued in the Introduction, a restrictedly necessary claim is true only in some possible 
worlds that are under the restriction of certain contingent restrictions. When we consider the possible 
worlds outside the associated contingent restriction, the restrictedly necessary claim does not hold in 
some of these possible worlds. In the sense that a restrictedly necessary claim is not true in all possible 
worlds, we can say that restricted necessity is contingent. As far as purported necessary a posteriori 
propositions are concerned, I will argue that they are only true only in those possible worlds which are 
restricted under the condition of a fixed meaning of a term. This condition is contingently chosen from 
many linguistic conditions. In this sense, purported necessary a posteriori propositions are only 
restrictedly necessary and are contingent with respect to the scope of possible worlds which are not 
restricted by the condition of a fixed meaning of a term. 
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they are using it in such a way that necessarily, “water*” picks out H2O, surely shows 
that there can be metaphysical necessities. And if that is true, then my arguments 
against Kripke and Putnam, which appeal to the uses of a particular term in certain 
(actual or constructed) situations, cannot show that there are no metaphysical 
necessities.  
 
In fact, however, the considerations to which I appeal in the next sections do tell 
against the existence of any metaphysical necessities, at least given the way in which I 
am understanding that notion. To see why, let us consider two options the Revised 
Conventionalist might pursue in spelling out Revised Conventionalism. I call the first 
of these the Meta-semantic Option, and the second the Assessor Relativist Option.  
 
Both views hold that claims such as “water is H2O” are made true by linguistic 
conventions. The meta-semantic view, however, holds that what such claims really 
express are meta-semantic claims of the following form: ““water” picks out H2O”. 
That claim is true. But it is contingently true. After all, the relevant linguistic 
conventions could have been somewhat different, and, indeed, in the following 
sections I argue that they have been different. I will later suggest that there was a time 
when ““water” picks out any watery stuff” was true. In that case, “water is H2O” is 
not true of necessity. We can, however, explain why we might have been tempted to 
suppose that it is necessary. Indeed, we can appeal to something very much like the 
approach Sidelle recommends. I will explain this in more detail shortly. To get a 
rough idea of the approach, however, we can notice that one of the linguistic 
conventions that attaches the term “water” to H2O might be one such that, according 
to those connections, only something that is H2O deserves to be called “water”.   
Relative to those conventions, then, “water is H2O” is true, and necessarily so. For 
relative to those conventions, we pick out H2O in every possible world by the term 
“water”. Nevertheless, this is not to say that “water is H2O” is metaphysically 
necessary. For there are permissible conventions that connect the very same term, 
“water”, with something other than H2O. I will have more to say about what makes a 
term the same term, in section 6.4.2. The point here is that for any term, “T”, it is very 
plausible indeed that different conventions can connect that term to different referents. 
If that is so, then there will, on this view, be no metaphysical necessities.  
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Does that mean that, for any term “T”, any possibility claim associated with that term 
is true? For instance, does it mean that “possibly, water has four legs” is true, because 
there are conventions that would have connected the term “water” to dogs? One need 
not say so. It might be that only some conventions are such as to connect the very 
same term, “T” to various referents. That is, it might be part of the identity conditions 
of “T” that only some conventions can connect that term to certain referents. The 
Revised Conventionalist might hold that once we connect what appears to be “T”, 
with certain conventions, to a referent, it turns out that what we have connected is in 
fact some other term altogether. For instance, when we connect certain conventions to 
the referent of “bank” and certain other conventions to the referent of “bank” it turns 
out that there are really two terms at play. Equally, however, the Revised 
Conventionalist might allow that any conventions can be paired with any term, and 
therefore that every possibility claim is true. On such a view, all it means to say that x 
is possibly y, is to say that there is some possible convention that connects “x” to y 
and so if any convention at all is possible, connecting terms to things in the world, 
then any possibility claim whatsoever will come out as true. Of course, once again, 
we can salvage some of the appearances here. Relative to the conventions we in fact 
use to connect “water” to its referent, “water has four legs” is not possible. That is, if 
we restrict ourselves to considering the ways in which “water” can be used to pick 
things out in the world, given the conventions we use, it is not the case that it picks 
out anything that has (or could have, given our conventions) four legs. So we can use 
an analogue of Sidelle’s strategy here, to explain in what respect “possibly, water has 
four legs” is false: namely it is false relative to a certain set of conventions. But it is 
true, simpliciter.  
 
There is a second option the Revised Conventionalism can consider for spelling out 
her view. This is, indeed, my preferred option – but nothing I say hangs on that being 
the case. The second option is one in which we endorse something like a relativist 
semantics across the board. The relativist semantics in question is one in which an 
utterance of a proposition should be assessed at different contexts of assessment. In 
general, relativist semantics remove any indexical features from determining the 
content of an expression, and instead put those additional features into a third 
parameter, the judge or assessor parameter, which, in addition to the usual features of 
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context, contributes to the truth of a proposition.34 Thus it is not merely the standard 
context, a world or time and world pair, which determines whether a proposition is 
true or false, but also another feature – a judge or assessor – relative to whose 
standards a proposition is assessed as being true or false. For instance, relativism has 
been proposed as a way of making sense of moral discourse. There, the relativist 
might contend that “x is right iff x maximises utility” expresses the same proposition 
in every context, but that proposition is assessed not just at different worlds and times, 
but also relative to different assessors that have different normative standards. 
Relative to one set of different normative standards the proposition is true, and 
relative to another it is false. I propose something similar in explicating Revised 
Conventionalism. Given this option, the truth-values of claims such as “water is H2O” 
are assessment relative. But rather than being assessed relative to some set of 
normative standards, they are assessed relative to some set of linguistic conventions. 
Relative to some linguistic conventions “water is H2O” comes out as true. Relative to 
others, however, it comes out as false. To say that “water is H2O” is necessarily true is 
to say that relative to any permissible set of conventions that connect the term “water” 
to its referent, “water is H2O” comes out as true. Since there is (as we shall soon see) 
more than one permissible set of such conventions which connect “water” to things 
other than H2O, the “water is H2O” is not true of necessity. Again, though, we can 
appeal to the same story as I roughly sketched above, to explain the appearance as of 
necessity. For, once more, relative to some particular convention, arguably the one we 
in fact have, “water” can only be applied to H2O. So relative to that convention, 
“water is H2O” is true of necessity. But this is a restricted necessity: it is true of 
necessity only relative to that particular convention.  
 
Notice, too, that everything I say here about “water” will hold, mutatis mutandis, for 
any other term. As long as there is no term which is such that there is only one 
permissible convention connecting that term to its referent, there will be no 
metaphysical necessities. For the reason why Putnam’s and Kripke’s arguments for a 
posteriori metaphysical necessities fail is that it is clear that there are other 
conventions that have been associated with the particular terms, such as “water”, upon 
                                                 
34 Cf. MacFarlane (2007). However, I do not want to stress too much that the additional parameter is 
assessor relative. What I am interested in is that the framework can reflect the relativity of propositions 
to different linguistic conventions. For more explanation refer to section 6.5.1. 
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which they focus. But the objection generalizes, since it is surely the case that for any 
term “T” there could be more than one permissible convention connection “T” to its 
referent.  
 
With these two options under our belt, we can now spell out in a little more detail the 
way in which either option is able to accommodate the appearance as of there being 
metaphysical necessities. Let us return to Sidelle’s account according to which a 
(purportedly) necessary a posteriori claim can be divided into two components, an 
empirical contingent claim and a necessary claim based on linguistic conventions. 
Recall that Sidelle believes that “water is necessarily H2O” can be inferred by the 
following four steps.    
(1) If “water” denotes something of a chemical kind, then if being H2O is the 
chemical composition of the thing denoted by “water”, then “water” applies to 
something in any possible situation only if it is H2O. 
(2) “Water” denotes a chemical kind. 
(3) H2O is the chemical composition of the thing denoted by “water”. 
(4) “Water” applies, in any possible situation, only to what is composed of H2O (cf. 
Sidelle, 1989, pp. 43-44). 
Among these components, (1) is necessary and conventional, and (3) is empirical and 
contingent. (1) and (2) are based on convention, and (3) only describes the situation in 
the actual world. It is (1), not (3) that is the source of modality.  
 
But everything Sidelle says, above, can be re-tasked by the Revised Conventionalist, 
who will say that the inference holds as long as we are restricting ourselves to 
considering only a particular linguistic convention. Thus we get the following: 
 (1) If “water” denotes something of a chemical kind according to a certain linguistic 
convention, L, then if being H2O is the chemical composition of the thing denoted by 
“water”, then “water” applies to something in any possible situation according to L, 
only if it is H2O. 
(2) According to L, “water” denotes a chemical kind. 
(3) H2O is the chemical composition of the thing denoted by “water”. 
(4) “Water” applies, in any possible situation according to L, only to what is 
composed of H2O. 
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Thus relative to L, “water is necessarily H2O” comes out as true.  However, the 
following inference is also a good one. Consider a linguistic convention that might 
have obtained in 1750, call it L*, which connects “water” to anything that has the 
same appearance properties. Then the inference will be as follows. 
(1) If “water” denotes something of a natural kind associated with certain appearance 
properties according to L*, then if being watery stuff is the appearance property of the 
thing denoted by “water”, then “water” applies to something in any possible situation 
according to L* only if it is watery stuff. 
(2) According to L*, “water” denotes a kind associated with certain appearance 
properties. 
(3) Being watery stuff is the appearance property of the thing denoted by “water”. 
(4) “Water” applies, in any possible situation according to L*, only to what is watery 
stuff. 
Relative to L*, then, “water is H2O” does not come out as necessarily true. Rather, 
what comes out as necessarily true, relative to L*, is “water is the watery stuff.”   
 
Since “necessarily, water is H2O” is true relative to L, and “possibly, water is not H20” 
is true relative to L* there is no contradiction here. Just as (on some metaethical 
views) relative to Fred, “murder is wrong” can be true, and relative to Prue it can be 
false, so too relative to one set of conventions “necessarily, water is H2O” can be true, 
and relative to another it can be false.  
 
It is also worth noting that the response to the contingency problem that this avenue 
affords it superior to that offered by Sidelle in two respects. First, Sidelle (2009) 
points out that people may ask the following question regarding his view: if what is 
necessary is explained by virtue of linguistic conventions, then shouldn’t the variation 
in linguistic conventions cause variation in what is necessary? Sidelle responds that 
the fact that the convention may have been different has nothing to do with what is 
possible. I, however, can provide a very natural response to the question just asked. A 
difference in convention does indeed cause a variation in what is necessary in the 
following sense: relative to different conventions, different claims of the form 
“necessarily p” will be true, and while “necessarily p” will be true relative to some 
conventions, it will false relative to others. Second, I will argue in the following 
sections that the metaphysical necessities posited by, inter alia, Sidelle, do not align 
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well with our ordinary considerations of what is possible. Indeed, the scope of 
possibility and necessity is, I will argue, too narrow if we endorse the view that there 
exist the metaphysical necessities posited by Kripke and Putnam and accepted by 
Sidelle. The sphere of possible worlds associated with metaphysical possibility has to 
be the widest scope of possibility. The sphere of worlds countenanced by Kripke, 
Putnam and Sidelle, however, is not, as we will see shortly, the widest sphere: there 
are possible worlds that lie outside the sphere of worlds they countenance. At its heart, 
this is my objection to the metaphysical necessities posited by Kripke and Putnam.  
 
Before I articulate my objection to the metaphysical necessities in the next section, I 
need to make the following clarification in order to avoid a possible misunderstanding 
of my objection. I will object to the view that the sphere of possible worlds associated 
with metaphysical possibility is the widest scope of possibility. It could be doubted 
that this is not the case, for the following reason. Because it is standardly thought that, 
e.g., both logical and epistemological possibility are broader in scope than 
metaphysical possibility, it is not reasonable to suggest that metaphysical possibility is 
the widest possibility. 
 
In order to answer this doubt, I need to distinguish two kinds of possibilities, each of 
which is associated with a different requirement. I will call the possibility associated 
with the way in which the world might have been, factual possibility, and the way in 
which is not required to be the way the world might have been, theoretical possibility. 
Logical possibility or epistemological possibility belong to theoretical possibility 
rather than factual possibility. In contrast, when I say that the sphere of possible 
worlds associated with metaphysical possibility has to be the widest scope of 
possibility, I mean the widest factual possibility. In the following, I will say that 
metaphysical possibility is unrestricted possibility (according to Kripke’s and 
Putnam’s view). By “unrestricted possibility”, I mean unrestricted factual possibility.  
 
My following objection to the metaphysical necessities makes use of some actual 
scenarios, or some scenarios that are very likely to happen, in order to argue that 
metaphysical possibility is not the widest factual possibility. Thus, the line of thought 
that invokes theoretical possibility (for example, logical and epistemological 
possibility) and claims that metaphysical possibility does not need to be the widest 
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possibility is not suitable for my argument. What they use is theoretical possibility, 
while what I discuss is factual possibility. 
 
Some scholars call factual possibility “possibility” and theoretical possibility (more 
precisely, epistemological possibility) “conceivability” (cf. Chalmers, 2002). In 
addition to using Chalmers's terminology, I will also continue to use “widest 
possibility” and “unrestricted possibility” rather than “widest factual possibility” and 
“unrestricted factual possibility”. I now turn to the objection to the metaphysical 
necessities. 
 
6.3. Against necessary a posteriori truths 
Here is a sketch of my objection to (unrestrictedly) necessary a posteriori truths: 
 
Premise 1: If purported metaphysical possibility is an unrestricted possibility, its 
scope should cover everything that actually occurs, and everything relevantly like 
what actually occurs. 
Premise 2: The scope of purported metaphysical possibility does not cover everything 
that actually occurs, and everything relevantly like what actually occurs.  
Conclusion: Purported metaphysical possibility is not an unrestricted possibility but is 
only a restricted possibility. 
 
The main idea of my argument is that the purportedly unrestricted metaphysical 
possibility35 – or, as I shall simply call it from now on, metaphysical possibility – fails 
to include situations which are, prima facie, possible. As a result, so long as we think 
those situations are indeed possible, it follows that the metaphysical possibility in 
question cannot be an unrestricted possibility: it cannot be all the possibilities that 
there are. For if metaphysical possibility is an unrestricted possibility, it must be the 
                                                 
35 Let me explain further why I use the term “purported metaphysical possibility”. My doubt regarding 
metaphysical possibility has two aspects. The first is the scope of metaphysical possibility: by casting 
doubt on the scope of metaphysical possibility, I argue that what most people have hitherto accepted as 
being metaphysical necessity is only a restricted necessity, i.e., possibility under some contingent 
restrictions. I do not mean that if we define possibility as the way the world might have been, then this 
possibility is restricted. The second aspect is the source of metaphysical possibility. I will argue that the 
associated contingent restriction of metaphysical possibility is a linguistic restriction (i.e., the 
restriction of fixed meaning, which will be explained later in this chapter). Thus, metaphysical 
possibility is explained as a linguistic possibility. Considering this second aspect, I choose to give 
metaphysical possibility the qualification purported metaphysical possibility. 
Page 157 
broadest kind of possibility. Thus, its scope must certainly cover any actual situation. 
My argument progresses by investigating some situations which have occurred in the 
actual world. (I also require a hypothetical situation in my argument; this hypothetical 
situation is one that is both very like others that have occurred, and is the kind of thing 
that, even if it has not occurred, something like this scenario is very likely actually to 
occur or have occurred). I will argue that some situations, which have taken place in 
the actual world (or are very like those that have actually occurred, or are like 
scenarios that are very likely to occur in the actual world), exceed the scope of 
metaphysical possibility. Briefly speaking, I show that some cases that are ruled out 
by metaphysical possibility occur in the actual world. Hence metaphysical possibility, 
thus construed, is not an unrestricted possibility, but a restricted possibility: i.e., 
possibility under some contingent restrictions. Furthermore, if the scope of 
metaphysical possibility is not the widest scope of possibility, the corresponding 
purportedly unrestricted metaphysical necessity – or hereafter metaphysical necessity 
for short – that is associated with the same scope is not an unrestricted necessity. This 
is because this necessity is only a necessity under some contingent restrictions. 
 
I articulate my view in the following manner. In section 6.3.1, I outline the 
contingency problem and present Sidelle’s solution to said problem. I point out that he 
and I disagree about the correct way to resolve the contingency problem – to wit, he 
holds that there are (unrestrictedly) necessary a posteriori truths, and therefore he 
holds that the Neo-Conventionalist must show these truths to be necessarily 
necessarily. By contrast, since I hold that there are no such unrestrictedly necessary a 
posteriori truths, holding instead that said truths are contingent, it can be no part of 
my task to try and show that these truths are necessarily necessary. In section 6.3.2, I 
articulate the ways in which Putnam’s argument for (unrestrictedly) necessary a 
posteriori truth depends on the view that the meaning of a term cannot change. In 
section 6.4, I articulate my aforementioned objection to the existence of 
(unrestrictedly) necessary a posteriori truths. I argue for premise 2 first. The argument 
for premise 2 includes the following three steps. First, I argue that the meanings of 
some related terms can change and have changed. Second, I argue that our ordinary 
consideration of possibility (necessity) is associated with the identity relation of 
terms, rather than with fixed meanings. I do this by appealing to people’s intuitive 
answers to related questions. I point out that spelling and pronunciation features of a 
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term play a role in our consideration of possibility (necessity). Third, based on our 
ordinary consideration of possibility, I argue that purported metaphysical possibility, 
which is associated with fixed meanings, does not cover everything that actually 
occurs and everything relevantly similar to what actually occurs (i.e., premise 2). 
After that, I briefly argue for premise 1 (briefly because it is relatively obvious), and 
then draw the conclusion that metaphysical necessity is not unrestricted necessity, but 
only restricted necessity under the restriction of fixed meaning. In other words, what 
are thought of as (unrestrictedly) necessary a posteriori truths are only restrictedly 
necessary a posteriori truths.  
 
In section 6.5, I will then give more objections to various defences of the view that 
there are (unrestrictedly) necessary a posteriori truths. Those objections are also 
further arguments against (unrestrictedly) necessary a posteriori truths from different 
perspectives.  
 
In section 6.6, I will focus on Kripke’s argument for metaphysical necessity. By 
investigating the differences between Kripke’s argument and Putnam’s argument, I 
will argue that Kripke’s argument does not succeed in defending metaphysical 
necessity.  
 
6.3.1. The contingency problem 
Neo-Conventionalists claim that the necessity of necessary a posteriori truths can be 
explained by virtue of linguistic conventions. Their problem then lies in trying to 
show that, even though our linguistic conventions surely could have been different, 
nevertheless, these necessary truths are necessarily necessary. The outline of the 
contingency problem, which is, effectively an argument against Neo-
Conventionalism, is as follows.  
(a) Had our conventions been different, necessity would have been different – that is, 
which truths are necessary, would have been different.  
(b) It follows that necessary truths explained by convention are not necessarily 
necessary truths.  
(c) However, (unrestrictedly) necessary a posteriori truths should be necessarily 
necessary.  
(d) So though conventionalism cannot explain (unrestrictedly) necessary a posteriori 
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truth. 
 
My solution to the contingency problem is to dissolve the problem by rejecting the 
assumption of the contingency problem, i.e., the claim that there are unrestrictedly 
metaphysically necessary truths. Sidelle, however, accepts this claim because he 
thinks: 
 
Kripke has made it very plausible that there are necessary truths that are 
synthetic and knowable only a posteriori. Some of the more familiar examples 
are “Hesperus is Phosphorus”; “Water is H2O”; and “Margaret Truman is a 
biological daughter of Harry and Bess Truman”. (Sidelle, 1989, p. 2) 
 
He therefore takes it as one of his main tasks to show that Neo-Conventionalism can 
explain these a posteriori necessities by appealing to conventions. He writes: 
 
I am not merely concerned with the question of consistency, whether or not it is 
possible both for conventionalism to be true and for there to be necessary a 
posteriori truths … What I hope to show, rather, is that even if we accept the 
necessary a posteriori, we should be conventionalists … Indeed, I will argue, 
the conventionalist can give a more satisfactory account of the phenomenon of 
the necessary a posteriori than can the realist. (Sidelle, 1989, p. 3) 
 
Bearing this in mind, Sidelle’s solution to the contingency problem is as follows. 
 
(A) We assess modal claims only relative to our language. 
(B) It follows that “had our conventions been different, this would have no bearing on 
what is necessary” (Sidelle, 2009, p. 231). In other words, the necessary truths 
explained by convention are necessarily necessary.  
(C) Therefore, conventionalism can explain (unrestrictedly) necessary a posteriori 
truths, which are necessarily necessary. 
 
I object to the claim there are unrestricted metaphysically necessary truths. Thus, if I 
am right, the aim of the conventionalist view of modality needs to change since 
conventionalism does not need to explain (unrestrictedly) necessary a posteriori 
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truths: there are none in need of explanation. This is one key difference between my 
Revised Conventionalism and Sidelle’s Neo-Conventionalism. In what follows I 
object to the arguments in favour of a posteriori necessities proffered by Kripke and 
Putnam. In particular, I focus on one key aspect of their account, namely the claim 
that the meanings of natural kind terms do not change.  
 
6.3.2. What if the meaning of a term is changeable? 
Both Kripke and Putnam hold that the meanings of natural kind terms do not change. 
As we will see, this plays an important role in their arguments for a posteriori 
necessities. Kripke says that “scientific discoveries of species essence do not 
constitute a “change of meaning”” (Kripke, 1980, p. 138). Putnam says that “the fact 
that an English speaker in 1750 might have called XYZ “water”, while he or his 
successors would not have called XYZ water in 1800 or 1850 does not mean that the 
“meaning” of “water” changed for the average speaker in the interval” (Putnam, 1975, 
p. 225). Putnam also says that 
 
If we say that the reference of their terms or of our terms changed when they or 
we developed chemistry (to the extent of being able to distill liquids, tell that 
water plus alcohol is a mixture, etc.) then we will have to say that almost every 
scientific discovery changes the reference of our terms. We did not discover that 
water (in the prescientific sense) was H2O on such a view; rather we stipulated 
it. To me this seems clearly wrong. What we meant by water all along was 
whatever had the same nature as the local stuff picked out by that term; and we 
discovered that water in that sense was H2O … (Putnam, 1981, p. 24)  
 
In this quotation, Putnam stresses that his reason for claiming that the meaning of 
“water” did not change is that people discovered rather than stipulated what water is. 
This contention is important to Putnam’s argument, which can be outlined as follows: 
 
Premise 1: The extension of “water” is H2O on Twin Earth and H2O in 1750 and 1950 
on Earth.  
Premise 2: If the extension of “water” is H2O in these scenarios, then the extension of 
“water” is determined indexically. 
Premise 3: If the extension of “water” is determined indexically, then “water” 
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designates H2O in all possible worlds. 
Conclusion: “Water” designates H2O in all possible worlds. That is, water is 
metaphysically necessarily H2O. (from Premise 1, 2 and 3) 
 
Putnam investigates the use of “water” in the scenario of the Twin Earth thought 
experiment to support his premise 1. He argues that “water” has the same extension 
(H2O) in 1750 and 1950, and that people on Earth will not call XYZ “water” when 
they are faced with XYZ on Twin Earth. His conclusion is that “water” designates 
H2O in 1750 and in 1950. What follows from the thought experiment, according to 
Putnam, is that the extension of “water” is determined indexically. This means that the 
extensions of “water” in different places, times and possible worlds, all have the 
same-liquid relation, i.e., they all have the same molecular structure. Furthermore, if 
“water” has the feature of indexicality, then it will designate H2O in any possible 
world in which water exists. Thus he concludes that “water” designates H2O in all 
possible worlds. That is, water is metaphysically necessarily H2O. If premise 1 is 
false, however, the argument does not go through.  
 
In section 6.4.1, I will argue that in 1750 the use of “water” was mainly based on 
appearance properties36, and that therefore the meaning of “water” in 1750 is different 
from its meaning in 1950. In the following, I demonstrate the effect on Putnam’s 
conclusion of metaphysical necessity when one assumes that the meaning of “water” 
did change in this manner between 1750 to 1950. In this way, I also demonstrate the 
dependence of Putnam’s argument for metaphysical necessity on the view that there is 
no meaning change. 
 
6.3.2.1. Different meaning, different extension 
If the meaning of “water” changed from 1750 to 1950, then the extension of “water” 
in 1750 is different to the extension of “water” in 1950, and  Premise 1 does not hold. 
Recall, the extension of a term is the things the term can be applied to. That is, the 
extension of a name is its referent, and of a predicate is a property; the extension of a 
sentence is its truth-value. We can continue to distinguish the actual extension from 
counterfactual extension. The actual extension is those things the term can be applied 
                                                 
36 For now, this sentence should be understood literally. In section 6.4.1, I will give further explanation. 
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to in the actual world. The counterfactual extension is those things the term can be 
applied to in counterfactual worlds.  
 
Both the actual and counterfactual extension of “water” in 1750 was different from 
the actual and counterfactual extension of “water” in 1950. The counterfactual 
extension of “water” in 1750 included XYZ, while the counterfactual extension of 
“water” in 1950 did not include XYZ. The actual extension of “water” in 1750 is also 
different from the actual extension of “water” in 1950. It is inevitable that before 1750 
people used “water” to designate some watery stuff that was not (merely) H2O. All 
kinds of watery substances (whether mixes of H2O with other materials, or other 
substances entirely) were also in the extension of “water” at that time. 
 
As is clear from the above quotation, however, Putnam would disagree. He construes 
as a kind of change the development in chemistry that gave us such things as the 
ability “to distill liquids, tell that water plus alcohol is a mixture” (Putnam, 1981, p. 
24). But he does not think that this implies a change in the extension of “water”. His 
reason is that if this were so, then the nature of water becomes stipulated rather than 
discovered. He stresses the fact that people discovered that the liquid, which we 
ostensively name “water” is H2O here on Earth. 
 
Conventionalists like myself, however, have a different understanding to Putnam’s, 
regarding how we designate water. I follow Sidelle’s Neo-Conventionalist view in 
holding that the boundary of a natural kind is fixed by an identity condition that is 
dependent on us. Sidelle claims that it is the way we conceive the world that provides 
the identity condition to “tracing Fs [an object or a natural kind] through space, time, 
and possible worlds” (Sidelle, 1992, p. 286). In this sense, conventionalists will say 
that “water is H2O” is true because we use the term “water” in a certain way. That is, 
conventionalists are sympathetic to the view that we stipulate (in some good sense) 
the reference of “water”, rather than discovering it and of course disagree with 
Putnam that such a view is “clearly wrong” (Putnam, 1981, p. 24). 
 
In order to avoid any confusion in the following articulation, it is worth mentioning 
that a consequence of the stipulation view of natural kinds is the correspondence 
between the way in which people use the term “water” and the way in which the 
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natural kind, water, is carved up. Conventionalists accept that there is a difference 
between the natural kind term and the natural kind itself. However, due to the 
correspondence between the two, conventionalists argue that the discussion of the 
way in which people use the term “water” and the discussion of the natural kind water 
are merely two sides of the same coin. Hence, in what follows I will construe the way 
in which people use the term “water” and the way in which people carve up the kind 
water as being the same thing. From the conventionalist point of view, this is not an 
erroneous slide from a linguistic problem to a metaphysical problem.  
 
It is also worth stressing the reason that I can make use of the conventionalist view in 
this part of the discussion. The reason is that holding a conventionalist view according 
to which objects and natural kinds are carved up by our linguistic conventions (i.e., 
Sidelle’s view of the world of stuff), does not require the premise that 
conventionalism also be able to explain purportedly (unrestrictedly) necessary a 
posteriori truths.  
 
So I am not begging the question at hand. Sidelle’s reasons in support of the world of 
stuff do not require the premise that purportedly (unrestrictedly) necessary a 
posteriori truths be explained by virtue of conventions. 37  Moreover, most of his 
arguments against real modal properties (i.e., real necessity), from both the 
epistemological and metaphysical perspective, do not require this premise either. 
More precisely, Sidelle only uses this premise in his fourth argument against real 
necessity from the epistemological perspective, which claims that necessary a 
posteriori truths can also be explained by virtue of conventions.38 Hence, there is no 
circularity, even if when I discuss the problem of purportedly (unrestrictedly) 
necessary a posteriori truths, I employ the claim that objects and natural kinds are 
both carved up by us.  
 
Since conventionalists have a different view to Putnam regarding discovery or 
stipulation, they have a reason to hold a different view regarding the extension of 
“water” on Earth in 1750 and in 1950. For conventionalists, the boundary of the 
natural kind water is stipulated and corresponds to our use of the term “water”. It 
                                                 
37 Cf. section 4.2.3. 
38 Cf. section 4.2.4. 
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follows that if the use of “water” changed between 1750 and 1950 then the boundary 
of the natural kind water also changed. That is, if something in the actual world enters 
into or is excluded from the boundary of water, then we can say that the extension of 
“water” has changed in the actual world. If we assume that the meaning of “water” 
changed between 1750 and 1950, then it follows that the use of “water” in each period 
is associated with a different criterion. In 1750 the use of “water” was mainly based 
on appearance properties, and so it follows that the boundary of the natural kind water 
in 1750 was restricted by the criterion of sameness of appearance properties like 
colourlessness, transparency, tastelessness and so on. In 1950 the use of “water” was 
associated with the molecular structure H2O, and so it follows that the boundary of 
water in 1950 was restricted by the criterion of being H2O. The things located within 
these two boundaries in 1750 and in 1950 are different even on Earth. For example, in 
1750 all kinds of materials could be mixed or dissolved into a watery stuff and still be 
within the boundary of water. In 1950, however, this was not the case. They are thus 
in the actual extension of “water” in 1750 but not in the actual extension of “water” in 
1950. That is, the actual extension of “water” changed.  
 
Further, conventionalists do not believe that Putnam can make his view plausible by 
stressing the ostensive naming of a term. Recall that Putnam believes that people can 
point to water and apply the same-liquid relation (i.e., having the same molecular 
structure) in order to fix the extension of the term “water”. Then since the liquid they 
are, in fact, pointing to is H2O, it follows that “water” picks out H2O, and all and only 
liquids bearing the same-liquid relation, i.e. being H2O. Conventionalists, however, 
reject the idea that ostension works in this way. Conventionalists believe that mere 
ostensive naming is not enough to fix the boundary of objects or of natural kinds. For 
example, Sidelle discusses a scenario in which people may point to a chair-like thing 
and name it “Ralph”.39 When this is done it is not clear whether the person has used 
“Ralph” to name a chair or to name a collection of wood. The ostensive naming itself 
is useless in distinguishing whether the chair-like thing is a chair or a collection of 
wood. This ambiguity can only be removed by virtue of the identity condition we 
intend to add to this act of ostensive naming. Only if we intend to speak of the object 
with the essential properties of a chair, are we speaking of a chair named “Ralph”. If 
                                                 
39 Sidelle’s example of Ralph is introduced in section 4.2.2. 
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we construe the origin of a thing as its essential property, our intending to speak of an 
object as a chair implies that we intend to connect the chair-like thing with its origin 
as a chair rather than its origin as a collection of wood.  
 
Similarly, conventionalists do not agree that a natural kind can be carved up only by 
ostensive naming. The particular identity condition that is connected to this ostensive 
naming plays a more important role. This point can be explained by responding to a 
possible objection to my view regarding the change of the actual extension of “water”. 
Opponents may suggest that people may happen to point to the same liquid, for 
example to the liquid in Lake Michigan, and call it “water” in both 1750 and in 1950 
and that this means that the extensions of “water” in those two periods are the same. 
However, I will argue that even if the way in which the ostensive naming takes place 
happens to be the same, the difference between the natural kind water, carved up by 
us in 1750, and the natural kind water, carved up in 1950 will not disappear. In 1750, 
all the liquid in Lake Michigan was water because at that time water was carved up by 
virtue of the criteria of appearance properties and all the liquid in Lake Michigan met 
this criteria. In 1950, strictly speaking, only the part of the lake that was pure water, 
which could be distilled from the liquid in Lake Michigan, was water. This difference 
stems from the different criteria by which people carved up water in 1750 and in 
1950. The ostensive naming merely plays an auxiliary role. The specification that the 
thing to which I point is water is wrong in the strict sense, for there are many 
impurities in an actual liquid. There are even fish in the lake when people point to 
Lake Michigan and use the term “water”. Thus, a better, though still rough, usable 
specification is that water is the thing to which I point and which meets certain 
criteria. So even if the ostensive naming happened to be the same in 1750 and in 
1950, the actual extension of “water” was still different because people used different 
criteria of specification. Moreover, this difference is reflected in some actual things in 
the world. 
 
Given all of this, we have good reason to think that both the actual and counterfactual 
extension of “water” in 1950 is different from the extension in 1750.  
 
6.3.2.2. Rejecting indexicality 
Yet if the extensions of “water” in 1750 and in 1950 are different, it follows that the 
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extension of “water” is not determined indexically. Putnam provides the following 
two theories for us to choose from. (1) The meaning of “water” remains constant in 
different possible worlds, although the extension of water is different in different 
possible worlds (hereafter the constant-meaning theory).  Or (2) “water” has different 
meanings in different possible worlds but has the same extension in those different 
possible worlds (hereafter the constant-extension theory). On the one hand, Putnam 
believes that the extensions of water in 1750 and in 1950 in the scope of the Twin 
Earth thought experiment are the same. He claims that what is designated by “water” 
must meet the same-liquid relation, i.e., it must be H2O. On the other hand, he 
believes that the meanings (intensions) of “water” in different possible worlds are 
different (I explain immediately below why I believe Putnam uses meanings as 
intensions). In this sense, Putnam argues that we should choose the constant-extension 
theory. The constant-extension theory means that the extension of “water” is 
determined indexically. That is, what is called “water” in different spaces, times and 
possible worlds must meet the same-liquid relation, i.e., having the molecular 
structure H2O. 
 
It is worth noting that, when he discusses the choice between the above two theories, 
Putnam uses “meaning” in the sense of intension. First, recall that the purpose of 
Putnam’s 1975 is to reject the traditional view of meaning, which assumes that 
“knowing the meaning of a term is just a matter of being in a certain psychological 
state” (Putnam, 1975, p. 219). I will express this as the claim that meaning is 
associated with psychological states or that psychological states reflect meaning. The 
traditional view has a second assumption: meaning (in the sense of intension) 
determines extension. In the context of traditional views, meaning is equivalent to 
intension. And the meaning (or intension) of a term can be construed by making use 
of some criteria associated with psychological states that are used to fix the reference. 
 
Second, the purpose of Putnam’s 1975 is to put forward a new theory of meaning, 
which he does systematically in the second half of the paper. In the section named 
“Meaning”, he expresses his conclusion as follows: “Yet it [meaning] cannot be 
identified with “intension” either, if intension is something like an individual 
speaker’s concept” (Putnam, 1975, p. 245). After that, he begins to articulate his view 
regarding meaning, which construes meaning as “an ordered pair (or possibly an 
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ordered n-tuple) of entities, one of which is the extension” (Ibid., p. 246). However, 
the discussion of the constant-meaning theory and the constant-extension theory is in 
the section “Indexicality and rigidity”, which is prior to the section “Meaning”. 
Putnam still uses the term “meaning” in the traditional way in the section 
“Indexicality and rigidity”. For example, under such an understanding, the meaning 
(intension) of “water” in 1750 includes features that are associated with the 
psychological states of average speakers regarding “water”, such as the appearance 
properties of water. 
 
After seeing the way in which meaning (intension) is used in this context, arguably, 
Putnam’s invoking of indexicality in the process of fixing reference is implausible. 
That is so, first, because I have argued that the extensions of “water” in 1750 and 
1950 are different. More precisely, in different places and times of the actual world, 
water is not always H2O. Considering the situation on Twin Earth, XYZ is also in the 
extension of “water” according to the use of “water” in 1750. Hence, it is not the case 
that what is designated by “water” must meet the same liquid relation. What Putnam 
construes as the indexicality of “water” is the criterion of the same-liquid relation. 
Therefore, if the extension of water is not (at all times) determined via the criterion of 
same-liquid relation, then its extension is not determined indexically. 
 
Secondly, Putnam’s view that “being H2O” is not within the intension (in the 
traditional sense) of “water” is problematic. He believes that according to the 
traditional view, the intension is associated with the psychological states of an average 
speaker. And in 1950, the psychological states of an average speaker are only 
associated with the appearance properties of water and not with the criterion “being 
H2O”. However, as “water is H2O” gradually becomes a common sense notion or an 
ordinary meaning, the psychological states of more and more average speakers 
regarding “water” will be associated with the criterion of “being H2O”. Hence, after 
people use “water” to designate H2O for some time, we can allow that the intension 
(in the traditional sense) includes the criterion of “being H2O”. Consequently, the 
extension of a natural kind term can be determined by intension without appealing to 
indexicality.  
 
The conclusion of the above discussion is that the invoking of indexicality is not 
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plausible, and if that is so then, pace Putnam, we need to use meaning and intension 
in the traditional way. That is, as far as natural kind terms are concerned, we should 
keep the connection between intension and psychological states with the intension 
determining extension, and where meaning is equivalent to intension.  
 
Consequently, I can explain what is going on in the Twin Earth thought experiment 
merely by virtue of intension (in the traditional view, i.e., meaning) and extension 
(without appealing to indexicality). I presupposed that the meaning of “water” in 1750 
and 1950 are different, which will be argued in section 6.4.1. I argued that the 
extensions of “water” in 1750 and 1950 are also different on Earth or on Twin Earth. 
Hence, the scenarios depicted in the Twin Earth thought experiment can be illustrated 
by the following table. 
 
 1750 1950 
Earth Twin Earth Earth Twin Earth 
Meaning 
(intension) 
Being watery 
stuff 
Being watery 
Stuff 
Being H2O Being H2O 
Extension Watery stuff 
(including H2O) 
Watery stuff 
(including XYZ) 
H2O H2O 
 
What this table reflects, is that relative to different sets of conventions (those present 
in 1750 versus those present in 1950) the intension of the term “water” is different, 
and consequently, its actual and counterfactual extension is different. So, given the 
conventions that connect “water” to its referent in 1750 are ones that focus on the 
appearance properties that the referent must have to be picked out by “water”, it turns 
out that the intension of “water” at that time is roughly “the watery stuff”, and, in turn 
that means that at that time “water” picked out anything watery, actually and 
counterfactually. In 1950, however, the conventions associating “water” with its 
referent were different: they focussed on the chemical nature of the actual watery 
stuff. Thus the intension of “water” in 1950 is something like “the actual chemical 
kind of the watery stuff”, that is, “H2O”. That means that the extension of “water” in 
1950 is H2O both actually and counterfactually. In sum, the scenarios described in the 
above table are different from both Putnam’s constant-meaning theory and his 
constant-extension theory. 
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6.3.2.3. Against the necessary a posteriori  
Finally, this brings us to the final step in the argument. Namely if the indexicality of 
natural kind terms does not hold, then the conclusion that there are a posteriori 
metaphysical necessities does not hold since if the extension of “water" is not 
indexically determined, the extension of “water” in different places, times, and 
possible worlds, is not fixed on H2O and “water is H2O” does not come out as 
necessarily true. 
 
Up to this point, I have argued that if the meaning of “water” in 1750 is different from 
the meaning in 1950, then Putnam’s argument for (unrestrictedly) necessary a 
posteriori truths fails. In this sense, we can say that contention that there are 
(unrestrictedly) necessary a posteriori truths depends on it being the case that the 
meanings of the terms in question do not change.40 In section 6.2 I noted that Revised 
Conventionalism is committed to the claim that the same term, “T” can have 
associated with it different conventions that connect that term to its referent. That 
claim, however, requires that a term “T” can remain the same term, despite being 
associated with different conventions regarding the referent of that term. An opponent 
might respond that if someone uses the term “water” to mean something different, 
then it is no longer the same term. In other words, the response could be that the 
condition under which a term is said to be our term “water” is that it designates H2O. 
In section 6.4.2 I outline my account of the identity of terms. For now, I will simply 
note that we have no good reason to suppose that just because a term is associated 
with a different meaning, it is therefore a different term. Suppose the token “water” 
has, in fact, been used to designate something other than H2O in history. If so, people 
will give a positive answer to the question of whether it is possible for “water” to 
designate something other than H2O. Intuitively, people’s consideration of possibility 
is not limited to a fixed meaning of a term, but rather, at least, covers all actual uses. 
Of course, my opponent might simply contend that “referring to H2O” is the necessary 
and sufficient criterion for a term to count as “water”. But in this context that begs the 
question.  
                                                 
40 The above discussion mainly focuses on Putnam’s argument for metaphysical possibility. Kripke’s 
argument for (unrestricted) necessary a posteriori truths is slightly different from Putnam’s argument. I 
will discuss Kripke’s argument in section 6.6. 
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So far then, in this section I have argued that the arguments in favour of a posteriori 
metaphysical necessities appeal to the claim that meanings of terms at issue do not 
change, and that the arguments do not go through if that premise is false. In what 
follows, however, I argue that meanings do change.  
 
6.4. Against necessary a posteriori truth (part II).   
6.4.1. The change of the term’s meaning 
In order to argue that meanings do change, and, in particular, that the meanings of 
natural kind terms change, I will mainly appeal to LaPorte’s example of jade in his 
(2004) and a scenario including two groups of people G1 and G2, who have different 
uses of the term “jade” (hereafter, the scenario of G1 and G2). Hence, let me first 
introduce both examples.  
 
Putnam (1975) mentions an example of jade in his argument for a posteriori 
metaphysical necessities. Later, LaPorte (2004) corrects Putnam’s (1975) claims about 
the use of term “jade” in history. In ancient China, the term “jade” was only applied to 
nephrite by the Chinese. Jadeite was not introduced to China until near the end of the 
eighteenth century. The Chinese knew that jadeite was a different stone from nephrite. 
However, subsequently they used “jade” to designate both jadeite and nephrite. In 
1863, a French scientist found that nephrite and jadeite have different microscopic 
structures.41 The reason for the Chinese designating both of them by “jade” is that 
jadeite and nephrite are similar in many respects, especially those which matter to 
collectors and jade carvers. They are only slightly different in some physical 
properties, which is of no concern to most people.  
 
The scenario of G1 and G2 is the other example that will be used in my argument. It 
is a more complicated scenario than LaPorte’s example of jade, but also regards the 
term “jade”. This scenario may not have actually happened but nonetheless is the kind 
of thing that is quite likely to occur. The reason for introducing this example is that 
this scenario shows the problem clearly. Briefly speaking, it will show that Putnam’s 
and Kripke’s lines of thought regarding necessary a posteriori truths make a certain 
                                                 
41 We now know that nephrite is Ca2(Mg,Fe)5Si8O22(OH)2, while jadeite is NaAl(SiO3)2 (LaPorte, 2004, 
pp. 94-99). 
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inference that is inconsistent with what actually occurs. 
 
Here is the scenario of G1 and G2. Suppose before jadeite was imported into China, a 
group of people in China had discovered molecular theory. However, the majority of 
people in China did not know of this discovery. Let us call this group of people G1 
and the majority of people in China G2. After jadeite is introduced into China, G1 
insists on using “jade” to designate only nephrite. This is possible because before the 
import of jadeite, what was designated by “jade” was only nephrite. G1 construe 
“jade” as a natural kind term, and suppose “jade” can only be applied according to a 
same-solid relation, i.e., the relation of having the same microscopic structure. This is 
exactly along Putnam’s line of thought. However, G2 apply “jade” to both nephrite 
and jadeite. This is also possible because this was exactly what actually happened in 
China. Later G1 and G2 come together. It is also possible that eventually people 
decide to use “jade” to designate both nephrite and jadeite. The reason could be 
simply that G2 is far larger in number than G1. This decision is also acceptable 
because this is the actual use of “jade” in China. If people want to distinguish these 
two kinds of jade they use “nephrite” and “jadeite” respectively. 
 
It is likely that something like this scenario has occurred in the actual world (whether 
or not it occurred in the case under discussion). Therefore, this scenario is worth 
considering.  
 
Having introduced the scenarios used in my objection, I will now argue for premise 2 
of my objection, i.e., the scope of purported metaphysical possibility does not cover 
everything that actually occurs, and everything relevantly like what actually occurs. 
This argument includes three steps. The first step is to argue that the meaning of terms 
is changeable throughout history. I will first introduce LaPorte’s view regarding 
meaning change, and then argue for my stronger view. 
 
In LaPorte’s example of jade, he argued that there is conceptual change. The ancient 
concept of jade is relatively vague. It was not straightforwardly correct or 
straightforwardly incorrect to call jadeite “jade” when jadeite was first imported. 
People had not considered the case of jadeite before the import of it. When jadeite 
was imported, people had two choices. One was applying the term “jade” according to 
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appearance properties. The other was applying the term “jade” according to 
microscopic structure. Which one ought to be chosen is not settled by the original use 
of the term “jade”: this is the “hidden vagueness in a word’s application” (LaPorte, 
2004, p. 97). This vagueness was “refined away” after people made an explicit 
decision once more information was known (Ibid.). The term “jade” is now definitely 
applied to jadeite. Briefly speaking, at the outset, the meaning of “jade” was not 
restricted to whether the application of it was to be associated with appearance 
properties or with microscopic structure. Now, the meaning of “jade” is restricted so 
that the application of it is associated with appearance properties. 
 
Correspondingly, LaPorte also believes that the meaning of “water” changed between 
1750 and 1950. He believes that it is not clear whether XYZ was or was not in the 
extension of the term “water” in 1750. In 1950, however, we knew more information 
about water, such as its microscopic structure, and thus made our decision about 
whether the application of the term “water” should be restricted to appearance 
properties or to microscopic structure. The vagueness was refined away. During this 
period, the meaning of the term “water” changed. This is contrary to Putnam’s and 
Kripke’s view. 
 
The scenario of G1 and G2 can be construed as an extension of LaPorte’s example of 
jade and it shows a more dramatic change in meaning. Before the importation of 
jadeite, the meaning of “jade” was vague in regard to whether it was associated with 
appearance properties or with microscopic structure. After the importation of jadeite, 
the people in G1 refined away the vagueness and restricted the application of “jade” 
to microscopic structure. The people in G2 also refined away the vagueness and 
restricted the application of “jade” to appearance properties. In modern times, all 
people used the term “jade” to designate both nephrite and jadeite. This means that at 
the end, the meaning of the term “jade” changed to the meaning used by the people in 
G2, i.e., the application of “jade” is now associated with appearance properties. The 
change from the use of G1 (designating only nephrite) to the use of G2 (designating 
both nephrite and jadeite) not only makes the meaning less vague, but is actually a 
genuine change of meaning.  
 
To some extent, LaPorte is not inclined to support genuine meaning change. LaPorte 
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says, 
 
Also unpromising is the contrary position that jadeite clearly failed to belong in 
the extension of “yü” [jade], so that when speaker decided to call it “yü” they 
merely changed the meaning of “yü”. That is another moral some might be 
tempted to draw, and if it is the right moral to draw then Putnam’s Twin Earth 
lesson can be salvaged intact. (LaPorte, 2004, p. 97) 
 
One reason for LaPorte to reject the view of genuine meaning change is that he 
believes that the change before and after the importation of jadeite is not genuine 
meaning change, but a process of the refining away of vagueness. His reason is that 
Chinese people have a disposition to call jadeite “jade”. “There speakers have been 
presented with such a substance, and they have displayed a strong disposition to count 
it “jade”” (LaPorte, 2004, p. 98). Thus, he believes that designating jadeite as jade 
was already inside the original meaning of “jade” before the importation of jadeite. 
 
I agree that there is vagueness in the use of the term “jade” before the importation of 
jadeite. Therefore, it is neither straightforwardly right nor straightforwardly wrong to 
call jadeite “jade” when jadeite was first imported into China. However, there also 
exists the case of genuine meaning change. For example, in the scenario of G1 and 
G2, even if there were a few people in G1 who discovered the molecular theory 
earlier than others and thus applied “jade” only to nephrite at a certain period, they did 
not have the disposition to call jadeite “jade” at that time. Their use of “jade” would 
have been disregarded by the majority of people, who would have continued to use 
“jade” to designate both nephrite and jadeite. People in G1 had to change their use of 
“jade” in their lives in order to communicate with the majority of people.  
 
In the sense of having genuine meaning change, the view I hold regarding meaning 
change is stronger than LaPorte’s view. As a consequence, I do not stress the 
difference between the process of refining away vagueness and genuine meaning 
change. For example, I say that in 1750 the use of “water” is mainly based on 
appearance properties. This makes articulation simple and is still compatible with 
LaPorte’s view. The reason is that a long time ago, the meaning of some terms did not 
have an aspect that was based on molecular structure. For example, the term “water” 
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must have appeared far earlier than the time when people had even a slight conception 
of molecular structure or of hidden structure. People did not have any disposition to 
apply the term “water” based on molecular structure at that time. Thus, for a long 
time, “water” was used only based on appearance properties. Only after people had 
some conception of hidden structure did they have the hesitation as to whether they 
should use “water” based on appearance properties or on microscopic structures. In 
other words, the meaning of “water” was vague in the recent past, and even earlier the 
meaning of “water” was mainly based on appearance properties. Thus, LaPorte’s view 
is right if we consider the period of time in recent past, and my view that the term 
“water” was used based on appearance properties is also right if we consider the even 
earlier period of time. 
 
Another reason why LaPorte does not hold the stronger point of view is that he has 
the following worry. If the case of jade is not only a process in which the vagueness of 
a term was refined away but rather a process of genuine meaning change, then 
Putnam can defend his view in the following way: “Putnam and Kripke prompt 
intuitions about the proper use of a term in counterfactual scenarios by asking what 
we would say were we presented with this or that scenario” (LaPorte, 2004, p. 97). If 
a person does not have the disposition to call jadeite “jade”, when we put him in a 
counterfactual situation, he will not call jadeite “jade”. Thus, Putnam can argue that it 
is not possible that “jade” designates jadeite.  
 
However, I do not have the same worry. The reason is that our inference in the actual 
world is different from Putnam’s inference in which he appeals to counterfactual 
situations. That we will not call jadeite “jade” in counterfactual situations does not 
mean that we will not do so in the actual world in the future. Hence, regardless of 
whether the process at hand is the refining away of vagueness or genuine meaning 
change, we need to take the term before and after the change into account. In other 
words, even if the meaning of “jade” genuinely changed from “being nephrite” to 
“being both nephrite and jadeite”, we still need to take both of them into account 
when we consider related possibility, for example, when we consider “is it possible 
that jade is both nephrite and jadeite?” 
 
6.4.2. The identity relation of terms 
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As already noted, my defence of Revised Conventionalism requires that the same 
term can have associated with it, at different times, different conventions that connect 
it with its referent. That means that I need to say something about under what 
conditions a term is the same.  
 
Roughly speaking, I will say that terms, T1 and T2, are one and the same term iff they 
meet the following conditions. 
 
(1) T1 and T2 have the same spelling and pronunciation features or the change of their 
spelling and pronunciation features is traceable42 and 
(2) T1 and T2 have the same meaning, or the meaning of one term changes 
continually into the meaning of the other term.43 
 
Since these criteria restrict whether terms are the same, I call them the identity 
relation of terms. If the meaning of a term changes over time, the scope associated 
with the identity relation of a term is wider than the scope of a fixed meaning of the 
term (accepted in a particular period of time or in a sub-group of people).  
 
The critical point of the above criteria is that spelling and pronunciation features play 
a role in the ordinary understanding of whether terms are the same or different. Why 
think so? Ordinary people believe that the word “jade” is “jade” before and after the 
importation of jadeite. And some Chinese people may tell you that their reason is that 
they use the same Chinese character. Second, we can clearly show that spelling and 
pronunciation features play a role by considering the following scenario (hereafter the 
scenario of “ja”). 
 
Suppose that after the importation of jadeite, Chinese people begin using a new 
Chinese character, say, the Chinese equivalent of “ja”, to designate both nephrite and 
                                                 
42 I would like to give an example of what I mean when I say that the change of the spelling and 
pronunciation features of terms is traceable. In the 1950s and 1960s, China systematically changed the 
way in which they wrote their characters, moving from traditional Chinese characters to simplified 
Chinese characters. The terms written with the simplified Chinese characters and their corresponding 
traditional Chinese characters are terms with changed but traceable spelling and pronunciation features. 
43  Depending on the case at hand, the process of meaning change may be fast or slow. Some 
spontaneous process might be slow and gradual, whereas some other change, which is imposed by an 
organization, such as a government or a scientific society, might be fast and sudden. 
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jadeite, rather than continuing to use the previous Chinese character equivalent to the 
English “jade”. Moreover, suppose people stop using “jade” completely. Thus, “jade” 
is a term in ancient Chinese, but it is not used nowadays. If we would like a term to 
designate only nephrite or only jadeite, we will need to use two technical terms that 
are found in modern Chinese, which are translated to “nephrite” and “jadeite” in 
English. The difference between this scenario and the real world situation is only in 
the spelling and pronunciation features. They can be illustrated as follows.  
 
(“->” means “actually designated”. “=>” means “changes to”). 
Actual situation: “jade” -> nephrite  =>  “jade” -> nephrite and jadeite 
The scenario using “ja”: “jade” -> nephrite => “ja” -> nephrite and jadeite 
 
The difference between these two situations is only that the terms “jade” and “ja” 
have different spelling and pronunciation features.  
 
I have shown that in the real world situation Chinese people consider the term “jade” 
before and after the importation of jadeite as the same term. Chinese people will give 
a positive answer to the question of whether it is possible that “jade” designates only 
nephrite and to the question of whether it is possible that “jade” designates both 
nephrite and jadeite. However, in the scenario using “ja”, when we ask Chinese 
people whether “jade” before the importation of jadeite and “ja” after the importation 
of jadeite is the same term, Chinese people will be inclined to give a negative answer 
because “jade” and “ja” are two different terms. The reason is that these two terms 
have different spelling and pronunciation, and people stopped using the term “jade” 
after the importation of jadeite. Moreover, according to the scenario using “ja”, “jade” 
is actually used to designate nephrite only, and “ja” is actually used to designate both 
nephrite and jadeite. Thus, people will give a positive answer to the question of 
whether it is possible that “jade” designates only nephrite. However, people may give 
a negative answer to the question of whether it is possible that “jade” designates both 
nephrite and jadeite. The reason is that, as per the scenario, the latter has not actually 
happened.44  
                                                 
44 I am inclined to say that it is possible that “jade” designates both nephrite and jadeite because, 
according to my view, when we consider possibility we need to also consider possible meaning, rather 
than only considering the actual meaning. However, the ordinary people, whose line of thought is 
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Insofar as the difference between the actual situation and the scenario using “ja” is 
only in the spelling and pronunciation features of the terms, it is plausible to say that 
these two examples show that spelling and pronunciation features affect whether we 
construe a term in one period of time and another term in another period of time as the 
same term.  
 
Moreover, Revised Conventionalism is committed to holding that since the same term 
can have associated with it different conventions, it follows that Revised 
Conventionalism is committed to the claim that consideration of possibility 
(necessity) is associated with the identity relation of terms, rather than with fixed 
meaning.  That is to say, “water is H2O” turns out not to be necessary, on my view, 
because “water” has associated with it different possible permissible conventions (in 
this case we can just consider the actual different conventions associated with it at 
different times) and relative to some of those conventions “water” picks out 
substances other than just H2O.  
 
Appeals to intuition provide some support for my view. Suppose we ask Chinese 
people, who know the above story of the term “jade”, whether the “jade” before the 
importation of jadeite and afterwards is the same term (word). They will give you a 
positive answer with confidence. Even if they are clear about the change of the use of 
the term “jade” in history, they will continue to give a positive answer. Suppose we 
ask Chinese people whether they believe that they are all using “jade” correctly in 
accordance with their language. They will also give a positive answer. Suppose we 
continue to ask Chinese people whether “jade” actually designates only jadeite, 
whether “jade” actually designates only nephrite, or whether “jade” actually 
designates both nephrite and jadeite, their answers to the three questions will all be 
positive. And they will not find it strange because the situation has happened in 
different periods of time and with respect to different people. If this is so then they 
will also give positive answers to the following questions: Is it possible for “jade” to 
designate only nephrite? Is it possible for “jade” to designate both nephrite and 
                                                                                                                                            
closer to Putnam’s, will be inclined to believe that this is not so. The reason is that “jade” actually only 
designates nephrite. They will construe “jade” as a natural kind term and thus the application of it will 
be restricted by same microscopic structure. Hence, they will believe that it is impossible for “jade” to 
designate both nephrite and jadeite. 
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jadeite? The reason is that both scenarios actually happened in China at a certain 
period of time.  
 
If the real world situation is like the situation in the scenario of G1 and G2, i.e., that 
some people in group G2 explicitly claim that “jade” is used to designate only 
nephrite, then we will get the same answers with respect to the above questions. 
Chinese people will agree that the term “jade” used in different periods of time and in 
different sub-groups of people is the same term in their language. Generally speaking, 
if a term has changed meaning, people will answer questions in the following way. 
When people face questions regarding possibility (necessity), say, “is it possible that 
“jade” refers to jadeite?”, they will take at least all usages of the term “jade” in history 
into account. This means that what speakers take to be possible, in ordinary 
consideration, is not limited by a particular meaning of a term in a particular period of 
time or to a sub-group of people in a community. 
 
At the very least, I have demonstrated that there is another way of considering 
possibility (necessity), a way which is associated with the identity relation of a term. 
If the meaning of a term cannot change, the way of considering possibility (necessity) 
associated with the identity relation of a term and the way associated with a fixed 
meaning of a term are the same. Putnam’s and Kripke’s doctrine belongs to this 
category because they both claim that the meaning of a term does not change.45 
However, I have argued that the meaning of a term is changeable. Hence, considering 
possibility in a way that is associated with terms is different to considering possibility 
in a way that is associated with fixed meanings. I have argued that my view gains 
support from ordinary people’s understanding. In the next section I continue to argue 
against the metaphysical a posteriori necessities posited by Kripke and Putnam, by 
attempting to show that given their view, modal space is too small: it rules out, as 
impossible, things that have actually occurred.  
 
6.4.3. Modal space is too small 
Now I will offer a defence of the third step in the argument for premise 2 of my 
objection to a posteriori metaphysical necessities. In the above discussion, I argued 
                                                 
45 See the beginning of section 6.3.2.  
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that the meaning of a term is changeable and that people consider possibility 
(necessity) based on the identity relation of terms. I can now argue that Kripke’s and 
Putnam’s metaphysical possibility does not cover everything that actually occurs nor 
everything relevantly like what actually occurs (i.e., premise 2); I do so by 
investigating the situations in LaPorte’s example of jade and the scenario of G1 and 
G2.  
 
If the meaning of “water” changed from 1750 to 1950, then Putnam’s and Kripke’s 
line of thought will lead to an inference which contradicts what is actually the case. If 
we take the situation in 1950 as the actual world and the situation in 1750 as a 
possible situation, according to Putnam’s and Kripke’s view the situation in 1750 is 
conceivable but not metaphysically possible. In 1950, the rule to apply the term 
“water” was that the microscopic structure is H2O. And in any metaphysically 
possible world “water” can only designate H2O. But those possible worlds do not 
include the situation in 1750, when people used “water” to designate some watery 
liquid that is not H2O. This was the case because the meaning of “water” was mainly 
based on appearance properties in 1750 and the extension of “water” was not merely 
H2O (in the actual world or counterfactual situations). So what is metaphysically 
possible, according to Kripke and Putnam, fails to include some situations that have 
actually happened. If this is the case then we cannot say that the scope of 
metaphysical possibility, thus understood, is sufficient.  
 
Moreover, the advocates of a posteriori metaphysical necessities cannot circumvent 
my objection by claiming that the associated terms in different possible worlds are 
only some, say, homophonous terms. They usually argue that if the terms are 
homophonous, the use of them in possible worlds does not need to be considered 
when we consider possible situations associated with the term in the actual world. 
However, I argued that the consideration of possibility (necessity) is associated with 
the identity relation of terms. People should all agree that the term “water” in 1750 is 
identical to the term “water” in 1950. My approach is to construe situations in 
different periods of time in the actual world as possible worlds and check whether 
what, intuitively, ought come out as metaphysically possible is instead rules as 
metaphysically impossible (or, if you prefer, as metaphysically necessarily false) by 
my opponents. The benefit of this approach is that the identity relation between the 
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associated terms in the actual world and possible worlds is based on the identity 
relation of a term in the actual world. Hence, it is plausible to say that the term 
“water” in the actual world, which is associated with the actual situation in 1950, is 
identical to the term in the possible world in my approach, which is associated with 
the actual situation in 1750. Therefore, to reject my argument based on the view of 
homophonous terms is not acceptable. 
 
I will use the scenario of G1 and G2 to show more clearly the contradiction caused by 
Kripke’s and Putnam’s lines of thought. Suppose that there was a person P1 in G1, 
who argued along Putnam’s line of thought and drew the conclusion that jade is a 
natural kind term and thus must designate the material with the same microscopic 
structure. At least we can understand this in regard to the use of “jade” in G1. P1 
believes that before and after the introduction of jadeite and the discovery of the 
molecular structure, the term “jade” designated only nephrite. This is analogous to the 
situation in which before and after the discovery of XYZ and molecular structures, the 
term “water” designated only H2O. Based on the situation of “water”, Putnam draws 
the conclusion that “water” must designate a liquid with the same molecular 
structures. Correspondingly, P1 could draw the conclusion that it is metaphysically 
necessary that “jade” designates only nephrite. 
 
However, P1’s conclusion is in contradiction with the final situation of the scenario of 
G1 and G2 where “jade” designates both nephrite and jadeite. I argued that a scenario 
analogous to that of G1 and G2 is very likely to happen in the actual world. We could 
construe the situation where people in G1 use “jade” to designate only nephrite as the 
actual world and construe the final situation where people use “jade” to designate 
both nephrite and jadeite as a possible world. When we make such a construal, we 
find that this possible world is not covered by the purported metaphysical possibility 
with respect to the actual world. Hence, this scenario also shows that the theory of 
purported metaphysical possibility does not cover some situations which have 
happened in different periods of time in the actual world. In other words, purported 
metaphysical possibility does not cover everything that actually occurs, and 
everything relevantly like what actually occurs.  
 
The reason that the scope of possibility in our ordinary consideration exceeds the 
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scope of purported metaphysical possibility is that the former is associated with 
identity relation of terms, while the latter is associated with fixed meaning.46 If the 
meaning of a term is changeable throughout history, the identity relation of a term is 
wider than a fixed meaning of the term. Hence, the possibility associated with terms is 
wider than the possibility associated with fixed meaning. Roughly speaking, 
possibility in our ordinary consideration includes multiple purported metaphysical 
possibilities based on the relation that a term has several meanings.  
 
In section 6.2 I suggested that the Revised Conventionalist will explain away the 
appearances as of some claims being necessary true, by holding that said claims are 
necessarily true relative to some particular convention. So, I say that purported 
metaphysical possibility is really a restricted possibility. Moreover, the restriction is a 
linguistic restriction: it is the restriction that we get when we focus only on a 
particular linguistic convention. Therefore, purported metaphysical possibility is a 
linguistically restricted possibility. Recall that according to the in-our-language 
restriction, the different meanings of a term are construed as homophonous terms in 
another possible world. Thus, possibility (necessity) is only considered under the 
restriction of fixed meaning, which is usually the current meaning or the meaning in a 
certain period of time. However, the above discussion demonstrates that even the 
situation in the actual world is not limited to this scope. Hence, the in-our-language 
restriction (in the sense of fixed meaning) is problematic and should be given up.  
 
Before the end of this section, I provide a quick response to a possible worry 
regarding my rejection of metaphysical necessity. On the one hand, I try to provide a 
conventionalist account of modality. On the other hand, I reject the claim that analytic 
                                                 
46 Some clarification is needed in order to avoid a misunderstanding of the aim of my argument by 
virtue of the scenario of G1 and G2. I claim that purported metaphysical possibility does not cover 
everything that actually occurs. It might be thought that my purpose is to argue against the logical rule 
that “P entails ◊P” because it might seem that my argument claims that what people do in China 
exceeds the space of possibility. However, this is not the case. I do not want to deny that “P entails ◊P”. 
Rather, I argue that the scope of purported metaphysical possibility is problematic. More precisely, the 
contradiction revealed by virtue of the scenario of G1 and G2 includes three factors: (1) “P entails ◊P”. 
Thus, if people in China are doing x, then x is possible. (2) The scope of possibility according to a 
certain theory of necessity. (3) According to Kripke’s and Putnam’s theory of necessity, an actual 
situation P is outside the scope of possibility ◊P. On my part, the problem lies in (2) rather than (1), just 
like what I claim in this paragraph. That is, the problem lies in the scope of possibility (which is 
associated with Kripke’s and Putnam’s theory) rather than in the law “P entails ◊P”. Briefly speaking, 
my solution is changing (2), i.e., extending the scope of possibility. According to the extended scope of 
possibility, “P entails ◊P” holds (in the scenario of G1 and G2). 
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propositions are necessary and I also argue that there are no a posteriori metaphysical 
necessities. It may seem that I do not leave room for modality at all and if this is so 
then my view is not a conventionalist account of modality. As for this worry, my 
answer is that the view that there is no (a priori or a posteriori) necessity does not 
equate to the view that there is no modality. Even if there is no necessity, we can still 
discuss possibility or restricted necessity, which is modality. We can still discuss a 
conventionalist account of restricted necessity, for example my previous explanation 
of the restricted necessity of the claim “water is H2O” alongside Sidelle’s line of 
thought in section 6.2. 
 
6.5.  Possible defences of metaphysical necessity 
6.5.1. Objecting to the identity of terms. 
My objection invokes the identity relation of terms. Advocates of (unrestrictedly) 
necessary a posteriori truths may argue that spelling and pronunciation features do 
not play a role in the consideration of possible situations. People are inclined to 
believe that the spelling and pronunciation features of a word are random, since we 
can choose any spelling and pronunciation features to stand for a word. Thus, people 
are inclined to accept that spelling and pronunciation features are irrelevant to what is 
possible. 
 
Even if people randomly choose a token for a term, they must keep using (almost) the 
same token in communication. That is, the token (i.e., spelling and pronunciation 
features) of a term on one occasion must be identical with the token of the same term 
on another occasion. This is not random. This means that if we use “wwaatteerr” to 
stand for the word “water”, then we will use it on every occasion. We will not use 
“wwaatteerr” sometimes, “aawwtteerr” some other times, and “wawatteerr” some 
other times. If this were the case then it will cause our use of language to be totally 
chaotic and thus we will not be able to use it in practice. Hence, the identity relation 
among different tokens of spelling and pronunciation features represents a structure, 
the stability of which is needed in order to fulfil the function of a usable natural 
language. Briefly speaking, the identity relation among different tokens of spelling 
and pronunciation features is not random. What my argument appeals to is the identity 
relation among different tokens based on their spelling and pronunciation features. I 
stress that the identity relation among different tokens of spelling and pronunciation 
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features plays a role in the making of the identity relation of terms, and the identity 
relation of terms affects our consideration of possibility or necessity.  
 
The second aspect of the difference between my view and the view that disagrees that 
spelling and pronunciation features play a role in the discussion regarding possibility 
(necessity) is related to meta-semantics. There is a series of defences of (unrestricted) 
necessary a posteriori truths that are relevant to this second aspect. Every member of 
the series of defences stresses that possibility (necessity) should be considered at the 
level of propositions. If a term in a sentence has changed meaning then this sentence 
will be split into several propositions, each of which is to be associated with one 
meaning of the term. For example, if the meaning of water changed from “watery 
stuff” to “H2O”, the sentence “water is H2O” becomes associated with two 
propositions: (1) water is H2O, where “water” means watery stuff, and (2) water is 
H2O, where “water” means H2O. This series of defences, then, is inclined to cut a 
term with a changed meaning into several different terms corresponding to each 
meaning.  
 
For example, Chalmers (1996) claims that the word “water” used on Twin Earth is 
only a homophonous word of “water” in our language (p. 364). Sidelle (1992) 
excludes different linguistic conventions associated with a term from our language 
because he believes that what is in our language is equivalent to what is “governed by 
whatever conventions govern these actual statements” (Sidelle, 1992, p. 286). Hence, 
these theorists will argue that each different meaning of a term should be construed as 
a different term. That is, they may say that if the meaning of “water” has changed in 
history, we should construe “water1” (with the meaning of “water stuff”) and 
“water2” (with the meaning of H2O) as two different terms. Correspondingly, there 
will be distinct modal claims associated with  “water1” and “water2”.  
 
Another way to put this objection is as follows: I have, in part, objected to Putnam 
and Kripke’s arguments for metaphysical necessities by arguing that meaning changes 
(or could change) over time, and that therefore neither of their arguments goes 
through. I suggest, instead, that different meanings can attach to the same term, at 
different times, because different conventions can connect the same term with 
different referents. But, it might be objected, this argument is purely ad hominem 
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against Putnam and Kripke. More recent defenders of a posteriori necessities need not 
suppose that there is no meaning change. For they can argue that if a sentence 
includes a term with changed meanings, then this sentence should be split into several 
propositions, each corresponding to one of the meanings. Thus if the meaning of 
“water” has changed, we should distinguish the proposition that is expressed by uses 
of “water” under one meaning, from the proposition that is expressed by uses of 
“water” under another meaning. So, for instance, contemporary defenders of a 
posteriori necessities can argue that in 1750 an utterance of the sentence “possibly, 
water is not H2O” is true, whilst also allowing that an utterance, in 1950, of the 
sentence “necessarily, water is H2O” is true. The reason there is no contradiction is 
that the proposition expressed by “water is H2O” in 1750, is not the same proposition 
as that expressed by “water is H2O” in 1950. So “necessarily, water is H2O” is not the 
negation of “possibly, water is not H2O” as long as the former is uttered in 1950, and 
the latter in 1750.  
 
According to such a view the connection across several different meanings of a term, 
which is associated with the identity relations of terms, disappears. Moreover, the 
possibilities associated with the different meanings of a term are also distinct. 
 
In what follows I offer some reasons why Revised Conventionalism is preferable to 
the Neo-Kripkean picture just articulated (or hereafter Neo-Kripkeanism).  
 
First, although it seems that Neo-Kripkeanism is consistent with the fact that 
meanings change, it is not consistent with certain conventionalist views. In other 
words, if people accept a certain conventionalist view (such as Sidelle’s), they have 
reason to reject Now-Kripkeanism. In section 6.3.2.1, I noted that according to 
Sidelle’s Neo-Conventionalism, objects and natural kinds are carved up by our 
linguistic conventions. Moreover, I noted that from a conventionalist perspective, the 
discussion of the natural kind water and the discussion of the way in which people use 
the term “water” are merely two sides of the same coin. When we assess some claims 
(at least, regarding objects and natural kinds), the relativity to some linguistic 
convention is not optional. This relativity arises from the nature of the subject matter 
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(i.e., objects and natural kinds) of the claims.47 In other words, the invoking of the 
assessor-relative semantics is not without basis. In this sense, my Revised 
Conventionalism is not a trivial conventionalism, which simply claims that the token 
of a sentence can be used to express any proposition by virtue of different linguistic 
conventions. The involving of linguistic conventions is done because there is no level 
of fact (regarding (natural) kinds or objects) that is independent of linguistic 
conventions. Thus, the proposition, which is thought of as describing the facts, 
inevitably invokes the relativity to linguistic conventions.  
 
An objector might, of course, claim that even if the truth-values of claims such as 
“water is H2O” are assessment relative, and are assessed relative to some set of 
linguistic conventions, nevertheless we can still separate out the proposition that is 
expressed in 1950, from that expressed in 1750, by the same sentence. Indeed, one 
might suggest that the sentence, uttered at each time, expresses different propositions 
because “water” has associated with it, different conventions at each time. Having 
done so, we can then argue that “water is H2O” uttered in 1750, fails to express a 
necessary truth while the proposition expressed by that sentence in 1950 does express 
a necessary truth. Perhaps we can, indeed, do so. But then the necessity is not 
metaphysical necessity. Roughly speaking, if whether a sentence expresses a 
necessary truth depends on whether we separate the term “water” into the terms 
“water1” and “water2”, this necessity is not metaphysical. This line of thought is 
similar to Sidelle’s rejection of Kripke’s argument for the metaphysical necessity of 
objects by virtue of the Leibnizian principle of the indiscernibility of identicals 
introduced in section 4.2.4. Sidelle argues that one cannot argue for metaphysical 
necessity by appealing to a priori knowledge, but rather one must argue for it by 
making use of ordinary observation or empirical discoveries. Moreover, even if we 
choose to say that utterances of “water is H2O” express different propositions at 
different times, this only represents one way of proceeding. This division of 
                                                 
47 To what extent can this conclusion hold? This depends on what extent the facts depend on linguistic 
conventions. In this section, since the Neo-Kripkean only uses the example of (natural) kind terms or 
objects, and the variation in meaning is only between different criteria associated with natural kinds 
and objects, my discussion is wide enough. It is arguable that the conclusion can be applied to a wider 
scope, if we accept a view such as linguistic idealism, which claims that “there is no way the world is 
independent of language” (Gert, 2003, p. 526). Hence, any claim that a person says is equivalent to a 
claim about linguistic conventions and thus we need to consider the relativity of the claim to certain 
linguistic conventions. This theme is related to the Lewy Point, which will not be discussed in this 
thesis.  
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possibility space is only one among others, including my own which appeals to the 
identity relation of terms. Since the space of possibilities associated with the identity 
relation of terms is larger than that associated with the Neo-Kripkean space, one 
might argue that if both views are coherent, we ought to prefer Revised 
Conventionalism to Neo-Kripkeanism.  
 
It is also possible that Neo-Kripkeans will defend their view by claiming that the 
separation of different propositions associated with different meanings of the same 
term is a foundational division in language. I endorse a different view about what is 
foundational in a meta-semantic picture. I will turn to discuss this now. 
 
Second, I articulate the difference in the underlying meta-semantic picture between 
Revised Conventionalism and Neo-Kripkeans. Briefly speaking, the difference 
regards whether one thinks that propositions are more fundamental than sentences. 
This distinction is the distinction between a use-based meta-semantic picture and 
proposition-based meta-semantic picture. Horwich describes the difference as 
follows.48 
 
In this connection it should be borne in mind that so-called “theories of 
meaning” divide into two groups. There are those, like the use theory, whose 
primary purpose is to specify the underlying non-semantic properties of 
expressions in virtue of which they possess their particular meanings; and there 
are those that remain at the semantic level, aiming at a systematization of 
familiar meaning facts in terms of theoretical semantic notions. (Horwich, 1998, 
pp. 51-52) 
 
There are two features of the use-based meta-semantic picture. First, meaning and 
propositions do not play a fundamental role. Warren (2015) rejects a proposition-
based meta-semantic picture in that he objects to a kind of picture “in which objects 
like propositions or meanings play some crucial, load-bearing role” (Warren, 2015, p. 
90). He also disagrees with the view that “propositions are meta-semantically 
                                                 
48 See Chapter Three of Horwich (1998) for more detail explanation of the difference between the use-
based metasemantic picture and proposition-based metasemantic picture. See Wittgenstein (1953), 
Block (1986), Brandom (1994) for more accounts regarding a use-based metasemantic picture.  
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important in that we only have a full explanation of the truth of some sentence if that 
explanation is framed in terms of propositions (or contents or meanings)” (Warren, 
2015, p. 91). Greenberg and Harman reject the view that “thoughts have intrinsic 
content that is prior to the use of concepts in thought” and believe that “meaning and 
content derive from use, not the other way round” (Greenberg and Harman, 2007, p. 
1)49. Second, use-based metaphysical semantics takes some non-semantic properties 
into account. For example, Horwich claims that the meaning of terms stems from their 
use, and that the use of terms includes some basic acceptance properties of the terms, 
including “phonological, syntactic, semantic, and pragmatic” properties (Horwich, 
1998, p. 44).  
 
It is arguable that my objection to (unrestrictedly) necessary a posteriori truths is in 
the spirit of the use-based meta-semantic picture because my approach also has the 
above two features. On the one hand, I invoke some non-semantic properties (i.e., 
spelling and pronunciation features) in dealing with the problem of possibility 
(necessity). On the other hand, the invoking of spelling and pronunciation features is 
consistent with the view that propositions are not fundamental. The spelling and 
pronunciation features maintain the connection within a term before and after a 
meaning change (i.e., they maintain the identity relation of a term). However, people 
usually divide a sentence into a series of different propositions if the meaning of a 
term in the sentence changes. Hence, the level of propositions cannot reflect the 
identity relation of terms. In this sense, the consideration at the level of propositions 
does not cover all related factors regarding possibility (necessity) because, as I have 
shown above, possibility (necessity) in our ordinary consideration is relevant to the 
identity relation of terms. Therefore, our consideration of possibility (necessity) 
involving spelling and pronunciation features is also at the level of sentences, rather 
than merely at the level of propositions. 
 
Furthermore, some conventionalists also lean towards the use-based meta-semantic 
picture. Warren says that “propositional explanation, or any similar principle, is 
rooted in a type of meta-semantic picture that conventionalists can, do, and should 
                                                 
49 What Greenberg and Harman refer to here is conceptual role semantics, which claims that “the 
meanings of expressions of a language (or other symbol system) or the contents of mental states are 
determined or explained by the role of the expressions or mental states in thinking” (Greenberg and 
Harman, 2007, p. 295). Thus, conceptual role semantics is under the use-based metasemantics picture.   
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reject” (Warren, 2015, p. 91). Traditional conventionalists such as Ayer (1946) claim 
that propositions are logical constructions from sentences.50 I understand this view as 
the claim that propositions are only a model built from our sentences (my Revised 
Conventionalism endorses this claim). Ayer says that “to speak about a given 
proposition is a way of speaking about certain sentences, just as to speak about 
sentences, in this usage, is a way of speaking about particular signs” (Ayer, 1946, p. 
88). Based on Ayer’s examples, we can say that to speak about the proposition “I am 
ill”, is to speak about sentences “I am ill”, “Ich bin krank”, “Je suis malade”, and so 
on (Ayer, 1946, p. 88). To speak about these sentences is to speak about particular 
signs such as “I”, “Ich”, “Je” and so on. We can say that, on the one hand, 
propositions do not play a more fundamental role than sentences. On the other hand, 
the signs, which involve some non-semantic properties like spelling, also need to be 
taken into account. Ayer’s related understanding sides with the use-based meta-
semantic picture. Moreover, my Revised Conventionalism fits in with Ayer’s line of 
thought. Hence, although it is conventionalism in regard to propositions, I take factors 
at the level of words or sentences into account because I construe propositions as 
reorganized or idealized “sentences”. 
 
Generally speaking, the problem of a modal theory based on propositions can be 
explained in the following way. Conventionalists should construe modal theory based 
on propositions as an idealized system with respect to the more complicated actual or 
possible use of language. Our use of language includes the following two connections. 
One is the connection between a term and a fixed meaning (or essential criterion). The 
other is the identity relation of a term, which is affected by some non-semantics 
factors, for example, spelling and pronunciation features. The modal theory based on 
propositions idealizes the second connection by claiming that different meanings 
imply different terms. For example, when the meaning of a term in a sentence 
changes, the modal theory based on propositions will claim that this sentence is 
associated with different propositions.  
 
As Wittgenstein wrote, “[w]e have got on to slippery ice where there is no friction and 
so in a certain sense the conditions are ideal, but also, just because of that, we are 
                                                 
50 As for Ayer’s view, please refer to Chapter 1, where I discussed Ayer’s Traditional Conventionalism. 
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unable to walk” (Wittgenstein, 1953, §107).51 The layer of propositions is the slippery 
ice, because it is the product of idealization. It ignores complications arising from our 
actual linguistic practices. Consequently, some situations (such as the possibility that 
a term is connected with different meanings), which seem possible based on our 
ordinary consideration, are lost and so purported metaphysical necessity obtains. 
However, this necessity is the result of idealization and the result of the limitation of 
the idealized system. In other words, the reason for the necessity is not that the 
possibility associated with the different meanings of a term cannot be combined to 
make a wider scope of possible situations (and so the necessity cannot obtain in this 
scope). Rather, the reason is that the modal theory based on propositions cannot 
mirror the connection between the possibilities associated with different meanings of 
a term. In this sense, metaphysical necessity is irrelevant to metaphysical structure 
and thus it is no wonder that it cannot cover all possibility in our ordinary 
consideration. 
 
In Chapter 1, I discussed how Ayer argues that we can change other conditions in 
order to avoid modifying an analytic theory. For example, when faced with empirical 
counterexamples, in order to avoid the modification of Euclidean geometry one can 
change the assumption that light travels in a straight line. In other words, this protects 
an analytic theory by breaching the connection between straight lines and other non-
geometrical conditions (light paths). Similarly, when faced with a challenge posed by 
meaning change, for example the case of “jade”, one can specify that the term “jade” 
before and after this change is not the same term but rather two different terms. But if 
one’s sole reason to do so is to allow us to maintain that there exist a posteriori 
necessities, then this is not reason enough, especially in the present context when that 
is precisely what is up for grabs. After all, in practice it seems that we often retain our 
ordinary understanding regarding what is the same term, and not accept that we create 
a new term every time its meaning changes. For example, Chinese people intuitively 
believe that the language their culture used several thousands years ago and the 
language that will be used in the foreseeable future is the same language. It is not 
natural to separate some part of it from what they see as “our” language, which may 
                                                 
51 Wittgenstein makes this statement when he argues against the following trend. Some are inclined to 
deprive our language of vagueness, which allows them to focus on some “ideal” propositions, i.e., pure 
and clear-cut propositions or words and logic based on them (Wittgenstein, 1953, §105). Wittgenstein 
believes that people so inclined are on the wrong track. 
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include different uses of terms like “jade” or “water”. This suggests that Revised 
Conventionalism better tracks our practice in this regard.  
 
6.5.2. The Objection from Intuition 
One important source of support for Putnam’s conclusion comes from intuition. Our 
intuition seems to support the claim that if a person on Earth travelled to Twin Earth, 
he will not say that XYZ on Twin Earth is water. If my argument against Putnam’s 
view is to hold sway, I need to explain away such an intuition.  
 
I have argued that in 1750 the use of “water” was mainly based on appearance 
properties. Hence, if a person in 1750 on Earth travels to Twin Earth, it is likely that 
he will have a different response. He will name “water” by its appearance properties, 
just like the Chinese did after the importation of jadeite. So, which intuitions we have, 
will depend on at what point in history we are considering our intuitions.  
 
Moreover, if we remove the constraint that we require the person on twin earth to 
immediately determine to what their term “water” refers, we may also get a different 
result. Requiring an immediate response means that the issue is judged according to 
our present rules, and thus we do not consider the possible change of meaning. This 
specification smuggles the restriction of fixed meaning into our consideration of a 
possible situation. For example, in the scenario of G1 and G2, when a person P1 in 
group G1 (who insists on using “jade” to designate only nephrite after the importation 
of jadeite) travels to Twin Earth, their immediate intuitive response will be that “jade” 
can only be applied to nephrite even on Twin Earth. However, we could remind P1 to 
consider the situation over a longer period of time, i.e., to take the change in the 
language into account. In the scenario of G1 and G2, people on Earth finally chose to 
use “jade” to designate both nephrite and jadeite. After P1 discovers that people on 
Earth already use “jade” to designate both nephrite and jadeite, they will change their 
mind and accept that it is also possible that “jade” designates jadeite on Twin Earth. 
The immediate intuitive response is limited by the current use of a term in their 
language. This kind of response neglects some possibilities, which are associated with 
the possible change in the language over a long time. If we change the conditions in 
the thought experiment then we can get a different intuitive response. In this way, I 
can explain away the intuitive support of Putnam’s view.  
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6.5.3. Apparent Meaning Change 
My objection to Putnam and Kripke’s argument for necessary a posteriori truths 
appeals to the claim that the meaning of natural kind terms does (and can) change. 
One might, however, respond to this objection by arguing that the scenarios I describe 
are not really cases of meaning change at all: they are merely cases of apparent 
meaning change.  
 
For instance, Putnam (1975) argues that the meaning “gold” used by the ancient 
Greeks designated the same thing, i.e., a metal with atomic number 79, as the term 
“gold” in Modern English designates (Putnam, 1975, p. 235). Thus, he claims, even in 
ancient Greek people named “gold” according to its “hidden structure”, rather than 
some “superficial characteristics” (Ibid.). 
 
Thus, Putnam might insist that the meaning of, say, “Jade” has not changed. Rather, 
he might suggest that Chinese people were always disposed to use “jade” to refer to 
jadeite. More generally, a Neo-Kripkean might argue that meanings are complicated 
things that are given by an individual (or community’s) total set of dispositions to pick 
out objects or properties by a given term, given various different discoveries said 
individual could make about the world. But then, if it were always the case that the 
Chinese were disposed to come to call both nephrite and jadeite “jade” (as evidenced 
by the fact that that is what happened) then the meaning of “jade” did not change: all 
that changed was that the Chinese came to learn that “jade” in fact picks out two 
substances.52   
 
In response, I will simply say that I agree with LaPorte (2004). LaPorte argues that 
when jadeite was first imported into China, a person could truly have said “this is not 
true jade” (LaPorte, 2004, p. 97). If the extension of “jade” always included both 
nephrite and jadeite, this person was obviously mistaken. However, considering the 
situation at the time, that does not seem to be so. LaPorte argues that some people also 
gave jadeite a different name when jadeite was first imported into China. “They called 
it “new jade” to distinguish it from nephrite jade” (Ibid., p. 96). Some people also 
                                                 
52 See Braddon-Mitchell (2004) for a Neo-Kripkean defense of such a view.  
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called jadeite “Yün-nan jade” or “kingfisher jade” (Ibid.). Hence, we cannot say that 
jadeite belonged to the extension of “jade” from the outset. This suggests that, at least 
in this case, there was genuine meaning change.  
 
Moreover, the example of gold also depends on some extra empirical conditions, and 
thus we cannot get a general conclusion that the meaning of a term cannot change. 
The difference between the cases of “water”, “gold” and “jade” is the time between 
the discovery of a similar material and the discovery of the associated molecular 
structure. In the case of “water” and “gold”, people found the molecular structure 
before the appearance of the other material, which played a similarly important role in 
daily life. In contrast, in the case of “jade” people did not find the molecular structure 
before the appearance of the other material, which played a similar role in daily life. 
The effect of this extra condition can be shown in the following scenario. 
 
Suppose that there had been another similar yellow valuable metal in ancient Greece. 
This metal and gold were both used as currency and called “gold” by the ancient 
Greeks. If so, considering what happened in the case of jadeite and nephrite, we have 
reason to suppose that “gold” in ancient Greece designated both the yellow valuable 
metal and what we now call “gold”. It could easily be, then, that “gold” in 
contemporary English would have been  used to designate both kinds of metal, i.e., its 
use is based on appearance properties. Since it is merely a contingent feature of our 
world that there was no such additional gold-like substance present in Ancient Greece, 
Putnam’s appeal to the case of Gold does not show what it purports to show.  
 
Furthermore, Putnam’s claim that people apply “gold” according to its “hidden 
structure” is also problematic. Even if people do in fact have this intention, this is a 
changeable intention, especially when we consider the time before people had a clear 
theory of molecular structure. Can we say that Chinese people also have some 
intention to apply jade according to its hidden structure? If jadeite had not been 
imported into China, “jade” would have only designated nephrite. Putnam would then 
have claimed that “jade” is applied according to its hidden structure from the outset. 
But that, clearly, would not have been true. Therefore, we can say that the intention of 
applying a term according to hidden structure is only one of many factors which will 
affect the use of a term, and that this intention will be outweighed by other empirical 
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conditions or considerations. Thus, this kind of intention is not sufficient for arguing 
for the existence of unrestrictedly necessary a posteriori truths.  
 
It may be objected that even if my objection to the example of “water” and “gold” 
hold, I need more examples to argue against Putnam’s general conclusion. I disagree. 
Putnam can argue that even if I have showed that the claims regarding “water” and 
“gold” are not metaphysically necessary truths, I cannot conclude, from this, that 
there are no metaphysical necessities. That is, indeed, the case. My arguments that 
aim to show that none of the paradigmatic cases to which Putnam and Kripke appeal 
are cases of metaphysical necessity do not, in themselves, show that there are no 
metaphysical necessities. Nevertheless, the arguments that I put forward against these 
claims being metaphysically necessary generalise. That is because the arguments 
show that so long as any term, “T”, that we deploy can be associated with different 
conventions, it follows, on my account, that no sentence involving “T” will come out 
as metaphysically necessarily true. Rather, any such sentence will always only be 
necessary true relative to one set of conventions (or another). If Kripke and Putnam 
are to show that there are metaphysical necessities, they must make a case for the 
plausibility of the claim that for at least some terms, “T*” those terms are such that 
they cannot be associated with different conventions. But it is very difficult to see on 
what basis such a claim could be made. And if that is right, then it follows that there 
are no metaphysical necessities: that is, no necessities of the broadest scope.  
 
6.5.4. The case of water and the case of jade are not analogous 
Another possible objection regards whether the analogy between the case of water and 
the case of jade is appropriate. My opponents believe that “water” as a natural kind 
term that designates things with a certain molecular structure. They might suppose to 
be relevantly different to the case of “jade” in that they suppose that “jade” is not a 
natural kind term, and cannot be used to designate only nephrite. In other words, my 
opponent may argue from the outset that “water” and “jade” are different kinds of 
terms: “water” is always used based on microscopic structure, while “jade” is always 
used based on appearance features. 
 
LaPorte (2004) argues against this view by appealing to the example of “ruby” and 
“topaz”. I agree with his argument. Thus, in the following I will explicate LaPorte’s 
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argument. LaPorte tells us that “ruby was applied to a kind of red mineral. Later, 
people found out that the molecular structure of ruby is Al2O3. However, even after 
people found out that Al2O3 can have other colours apart from red, they insisted that 
“ruby” designate only red Al2O3. The use of “ruby” is still partly made on the basis of 
appearance properties. This shows that some terms, like “ruby”, are not used totally 
on the basis of microscopic structure, before or after we find out about the molecular 
structure. On the other hand, the term “topaz” was used to designated only the yellow 
compound Al2SiO4(F,OH)2. Later, people found that some compounds with the same 
molecular structure are blue. Nowadays, people use “topaz” to designate both the 
yellow and blue compounds. This means that the use of “topaz” is now based on 
microscopic structure (LaPorte, 2004, pp. 101-102).  
 
The critical point in this example is that the terms “ruby” and “topaz” are similar in 
regard to their original usage. From the outset, they were both used to name a kind of 
stone. We believe that people will use both of them in an ostensive way, in the same 
way we designate water in Putnam’s Twin Earth thought experiment. However, now 
these two terms are used based on a different criterion, i.e., partly based on 
appearance properties or purely based on microscopic structure. This example 
demonstrates that it is difficult to determine whether a term will continue to be used 
based on its associated microscopic structure only when we restrict ourselves to the 
associated facts as they were before people discovered the molecular structures of 
materials. “What it shows is that it may be unclear, before the rise of science, whether 
a substance term refers to a natural kind, or to a color-restricted artificial kind” 
(LaPorte, 2004, p. 102). 
 
The case of “water” and “jade” is similar to the case of “ruby” and “topaz”. People 
use both “water” and “jade” to designate some liquid or some stones and they use the 
terms in an ostensive way. Hence, I have good reason to believe that it is hard to judge 
what will happen to the use of “water” and “jade” after the discovery of their 
molecular structure merely based on the facts before people discovered the relevant 
molecular structure. Therefore, there is no reason to suppose that the terms “water” 
and “jade” are relevantly different from the outset. It follows that it is possible that 
people could have continued to use “jade” to designate only nephrite, i.e., a 
designation based on microscopic structure. What happened with the term “water” 
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could also have happened to the term “jade”, and vice versa. The analogy between 
“water” and “jade” is appropriate if seen from the perspective of whether they are 
fated to be used on the basis of only microscopic structure from the outset. 53 
Generally speaking, the reason that a term, such as “water”, is used as a natural kind 
term (i.e., one associated with a certain molecular structure), while a different term, 
such as “jade”, is not used in this way, is not enough to cast doubt on the 
appropriateness of the analogy between the case of water and the case of jade.  
 
Having considered these responses to my objections to Kripke and Putnam’s 
arguments for a posteriori necessities, I now return to consider, in more detail, the 
differences between their approaches to see whether there is anything in these 
differences that might allow one or them to mount a more compelling argument in 
favour of such metaphysical necessities.  
 
6.5.5. A scientific convention and a colloquial convention  
Another response to my objection to metaphysical necessities appeals to a more 
precise understanding of the change of meaning of “water”. Opponents agree that 
before 1750 people used “water” to designate some watery stuff that was not (merely) 
H2O. However, they stress that even in 1950 or now, people still use “water” in a 
colloquial sense to refer to “the watery stuff”, although the scientific use of “water” 
refers to the chemical composition H2O. Their key point is that chemistry just brought 
in a technical, scientific use of the notion of “water” in addition to the colloquial use, 
rather than there being a meaning change. That is what is at issue with metaphysical 
necessity.  
 
In the example I used in section 6.3.2.1, I claimed that people used “water” to 
designate different things in 1750 as compared to in 1950. My opponents explain this 
as follows. In 1950, even if a distinct scientific use of the term “water” existed, it was 
clear that people still, as a matter of fact, use the term “water” in the non-scientific, 
colloquial sense, referring to bodies of liquid with all sorts of things other than pure 
                                                 
53 I agree that if we consider other empirical situations, we can predict the use of “water” after the 
discovery of molecular structure. For example, suppose that there is no another watery stuff on Earth. If 
this is so then “water” will be used based on microscopic structure. In contrast, suppose that there is 
another stone with similar appearance properties to jade. If this is so then “jade” will be used based on 
appearance properties. However, I argued in section 6.5.3 that based on these contingent empirical 
conditions we cannot get a general necessary claim for natural kind terms.  
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H2O. No one would say that the stuff in Lake Michigan is not water. In 1950, the 
scientific use of the notion of “water” came into use. The problem some might have 
with my articulation of the example is that it appears to ignore the fact that most of 
the time people do not use “water” in the scientific sense at all.  
 
My opponents’ conclusion is that there are two conventions here, not one. People 
must distinguish between the colloquial convention and the scientific convention. 
Once we do so, my opponents believe that they could undercut my argumentative 
strategy against metaphysical necessity. First, there is no meaning change associated 
with “water”, but two different conventions. Second, my argument uses the possible 
situation of one convention, for example, “water” in a colloquial sense, to argue that 
the metaphysical necessity associated with another convention is not wide enough, 
i.e., “water” in a scientific sense.  
 
My opponents might also believe that their objection can be applied to other aspects 
of my argument. For example, in the case of jade, the colloquial term can then be (and 
often is) used in parallel with the new, scientific use. In the scientific sense, jadeite 
and nephrite designate different chemical compounds, while there is some vagueness 
in the colloquial uses of related terms.  
 
… the well-known case of jadeite and nephrite can be dismissed on similar 
grounds. The two minerals share many of their chemical properties, yet differ in 
terms of microstructure. However, jadeite and nephrite are not exactly identical 
in terms of chemical properties, and a chemist would never make the mistake of 
calling them by the same (chemical) name once this is known. (Tahko, 2015, p. 
809) 
 
Once again, say the opponents, we must distinguish between the colloquial 
convention and the scientific convention. It is not plausible that I use the situation 
associated with the colloquial convention of a term to argue against the metaphysical 
possibility associated with the scientific convention of a term. 
 
As for this objection, first I agree that it is the case that people use a term in a 
scientific sense and in a colloquial sense at the same time. However, my response is 
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that the point is not whether there are different uses or conventions (like “water” in a 
colloquial sense and “water” in a scientific sense). The point is whether the difference 
between them separates the space of possibility.  
 
A difference in people’s colloquial use of a term does not separate the space of 
possibility. For example, some people, who may never have seen ice, may believe that 
“water” can only designate a kind of liquid. Other people, who have seen ice, may 
believe that it is still acceptable to call ice “water”. The difference between different 
colloquial uses does not separate the space of possibility (under the identity condition 
of a term). It is acceptable to say that it is possible that “water” designates only liquid 
water and it is also possible that “water” designates liquid water and solid ice. 
 
Is the difference between the colloquial use and the scientific use different from the 
difference between different colloquial uses? The current scientific convention may 
become a colloquial convention after several hundred years. If one considers the 
chemical criteria used in the cases rather than the more general concept of science, the 
situation is even more so. In this sense, there is no qualitative difference between the 
difference between the colloquial use and the scientific use and the difference 
between different colloquial uses. The scientific use and the colloquial use are still 
associated with the same space of possibility (associated with the identity condition of 
terms). 
  
The key point is that possibility in our ordinary consideration is associated with the 
identity of a term, rather than with the identity of meanings or conventions. When we 
ask whether it is possible for “water” to designate something, this space of possibility 
covers different uses of “water” regardless of whether these different uses are at 
different periods of time or at the same time.  
 
Generally speaking, my opponents’ line of thought that defends metaphysical 
possibility is to find a linguistic perspective from which the items in the examples in 
my objection can be distinguished into different things. For example, they claim that 
from the perspective of the scientific or the colloquial, I mixed up “water” in the 
scientific sense and “water” in the colloquial sense. However, what my argument 
needs is only that there is a linguistic perspective (for example, from the perspective 
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of the identity condition of terms), from which the items in the examples I used in my 
objection are covered in one space of possibility. The perspective I use may be 
different from the perspective the opponents use. If the opponents try to make a 
successful defence for metaphysical necessities using this line of thought, they need to 
argue that the linguistic perspective they choose is the unique perspective. 
 
6.6. Kripke’s approach   
6.6.1. Rigid designation  
One important difference between Putnam and Kripke is that the latter argues for 
metaphysical necessities via the theory of rigid designation. He thinks that terms like 
“water” designate rigidly: that is, they designate the same thing in every possible 
world, in the same way that the name “Sam” designates the same person in every 
possible world. If so, then it is necessary that water is H2O. It is, then, possible that 
this avenue will support unrestricted metaphysical necessity in a way that Putnam’s 
does not. I investigate this possibility here. Kripke’s theory of rigid designators claims 
that proper names designate the same thing in different possible worlds. He provides 
two reasons for this. The first is that the theory of rigid designators is in accordance 
with his understanding of possible worlds, i.e., that the stipulation of possible world 
begins with objects. The second is that his theory of rigid designators best captures 
our intuitions about cases. In this section, I will first argue against his view that our 
consideration of possible worlds begins with objects. Second, I will argue that if our 
consideration of possible worlds does not begin with objects, then neither reason 
Kripke gives for the theory of rigid designators is plausible. 
 
Kripke stresses that our consideration of possible worlds “begin[s] with the objects” 
(Kripke, 1980, p. 53). This is in accordance with Kripke’s argument that possible 
world are stipulated by our language. In comparison with Putnam’s description of the 
situation on Twin Earth (for example, that the people on Twin Earth also speak 
English), Kripke’s possible worlds are more abstract.  
 
Kripke and I both consider the way people think about possible situations, but I argue 
that the scope of his metaphysical possibility is not wide enough to cover the scope of 
possibility as we ordinarily conceive it. This means that Kripke may have 
misunderstood the way in which people consider possible situations. I will argue that 
Page 199 
the critical point is that when people consider possible worlds, they think of them both 
in a qualitative way and in a way based on objects.   
 
I agree that people stipulate possible situations by considering, for example, the 
proposition “suppose this man [Nixon] had lost” (Kripke, 1980, pp. 45-46). In 
Kripke’s terms, this way to consider possible situations “begin[s] with the objects” 
(Ibid., p. 53). However, in addition people also consider possible worlds qualitatively. 
In Kripke’s terms, this way to consider possible situations “begin[s] with worlds” 
(Ibid.). Kripke’s theory of possible worlds rules out this way of considering possible 
situations.54 
 
Disregarding the second way of considering possible situations causes a problem in 
the scope of possibility for Kripke. Briefly speaking, this is the reason why his sphere 
of possible worlds rules out as impossible, some things that actually happen. The 
reason is that the identity relation in the actual world is traced by virtue of properties. 
Let me explain. There is an epistemological problem regarding objects in the actual 
world. This is even the case if we accept Sidelle’s view of the world of stuff (or other 
views in which objects are not more fundamental than properties). Sidelle claims that 
there are no structures of objects in the mind-independent world and so we have to 
trace through space, time and possible worlds to individuate objects by virtue of their 
properties. What counts as the same object and what counts as the same term all 
depends on properties. In this sense, we cannot consider what will happen in the 
actual world merely by virtue of an object-privileged approach. If Kripke insists on 
his object-privileged approach, it follows that his theory of metaphysical possibility 
disregards what will happen in the actual world and thus it is an unsatisfactory theory 
of possible worlds.  
 
Moreover, even when we consider counterfactual situations we are still not limited by 
Kripke’s object-privileged approach. We can stipulate a possible world by describing 
“a man looking like such and such, or holding such and such political views, or 
                                                 
54  Beginning with worlds is the way in which Lewis (1986) considers possible situations. Lewis 
believes that all possible worlds exist and that the counterpart relation between objects in different 
possible worlds is based on the qualitative properties of different worlds. I do not need to accept 
Lewis’s modal realism like many other scholars have. It is arguable that even stipulated possible 
worlds can be built qualitatively. An obvious example is that Lewis conveys his possible worlds, which 
are built qualitatively, to his readers via language.  
Page 200 
otherwise qualitatively described” and ask whether such a man is Nixon (Kripke, 
1980, p. 46). This is a qualitative stipulation of possible worlds. In this sense, 
stipulated possible worlds do not entail that objects are privileged.  
 
Moreover, suppose we consider a period of time in the actual world as a possible 
world with respect to another period of time. For example, it is acceptable to stipulate 
the situation in 1750 on Earth as a possible situation with respect to the situation in 
1950 on Earth. This is a qualitative stipulation of possible worlds. The reason is that 
properties, for example, what a person looks like, affect the identity of objects in the 
actual world, especially when we accept Sidelle’s view of the world of stuff. 
Moreover, properties also affect the identity of terms by virtue of spelling and 
pronunciation features in the actual world. When we construe different periods of time 
in the actual world as, respectively, the new actual world and new possible worlds, the 
way by which we trace the same object or the same term across these worlds does not 
change.55 
 
Kripke claims that considering possible situations qualitatively “is not the way we 
ordinarily think of counterfactual situations” (Kripke, 1980, p. 45). However, it is not 
enough for him to argue for necessity by saying that we do not ordinarily think of it 
otherwise. What he needs is evidence that beginning with objects is the only way for 
us to consider counterfactual situations. But as shown above, beginning with objects 
is not the only way to consider counterfactual situations. Hence, Kripke’s 
understanding of our consideration of possible worlds, in which any stipulation must 
be centred on objects, is too narrow. Furthermore, Sidelle’s view of the world of stuff, 
which claims that there are no structures of objects in the mind-independent world, 
casts doubt on Kripke’s object-privileged approach. Conventionalists may respond to 
Kripke by saying that if there are no objects in the world then why should we consider 
the claim that possible worlds centre on objects. 
 
Given this, the two reasons that Kripke gives in support of his theory of rigid 
                                                 
55 The identity relation between objects based on properties is articulated in Lewis (1986) counterpart 
theory. It is worth noting that there is also a counterpart theory regarding terms. Warren (2015b) 
articulates a semantic counterparts theory according to which if two symbols play sufficiently similar 
semantic roles in different languages in different possible worlds, then these two symbols are semantic 
counterparts (Warren, 2015b, p. 1366). In contrast to this, my consideration regarding the counterpart 
relation between terms in different possible worlds focuses on their spelling and pronunciation features.  
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designators are not plausible. Kripke’s first reason is that the theory of rigid 
designators is in accordance with his understanding of possible worlds, i.e., that the 
stipulation of possible worlds begins with objects. If the stipulation of possible worlds 
begins with objects, then the specification of objects in the actual world should be 
accepted. At most what can be allowed is that some objects in the actual world do not 
exist in some possible worlds. What can vary in a possible world are only the relations 
between these objects. As a result, if a proper name designates an object in the actual 
world, it will continue to designate the same object in any possible world where it 
exists. That is, proper names are rigid designators. 
 
However, if our consideration of possible worlds is able to begin with worlds, this is 
not in accordance with the theory of rigid designators. I have argued that the 
stipulation of possible worlds can be done in two ways: by beginning with objects and 
by beginning with worlds (i.e., by stipulating possible worlds qualitatively). 
According to the latter way, the correspondence relation between properties is prior to 
the identity relation of objects. It then follows that answering the question of whether 
a term is a rigid designator comes after clarifying the transworld identity relations of 
objects. In this sense, the objects in different possible worlds designated by virtue of a 
proper name may be the different, because we can judge they are different according 
to the criteria based on properties. For example, according to qualitative criteria that 
include properties such as “a man who has a hairline like such and such, and holds 
such and such political opinions”, we can fix a Nixon (Nixon1) in a possible world. 
According to the criterion of who in a possible world can be designated by “Nixon” 
(in our language), we can fix another Nixon (Nixon2). These two Nixons may be 
different. In this sense, it is meaningful for us to say that the proper name “Nixon” 
does not designate the same object (i.e., Nixon1) in a possible world. This conclusion 
is in contradiction with the theory of rigid designators.  
 
The second reason Kripke gives in support of his theory of rigid designators is 
intuition. Kripke says that “[o]ne of the intuitive theses I will mention in these talks is 
that names are rigid designators” (Kripke, 1980, p. 48). However, I have argued that 
our ordinary consideration of possible worlds does not always begin with objects and 
so this understanding of possible worlds is not in accordance with the theory of rigid 
designators. Therefore, it is plausible to say that people who accept the above 
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consideration will have different intuitions. Thus, Kripke’s second reason for 
supporting the theory of rigid designators is also problematic.   
 
Consequently, appealing to the theory of rigid designators cannot save Kripke’s view 
from my criticism. If the theory of rigid designators is problematic, then the 
metaphysical necessity regarding the transworld identity of objects based on it is also 
problematic.  
 
Furthermore, Kripke’s use of the theory of rigid designators to argue for the 
metaphysical necessity of the transworld identity of objects is also problematic. This 
argument is based on an inversion. He reverses the relation between the notion of 
rigid designator and the criteria of transworld identity. He claims that it is the former 
that makes the latter unproblematic. It is because of this inversion that he can argue 
for a metaphysical point of view (i.e., the criteria for transworld identity) by virtue of 
a linguistic theory (i.e., by the theory of rigid designators). 
 
However, this inversion is also problematic. If a possible world can be considered 
qualitatively, we can ask for a criteria of the transworld identity of objects based on 
the distribution of properties in possible worlds. Based on the answer to this question, 
then, we can determine whether objects in different possible worlds designated by the 
same proper name are identical. In other words, the answer to this question affects 
whether the theory of rigid designators is true  
 
Up to this point, then, I have argued that the second difference between Putnam and 
Kripke does not help Kripke to circumvent my objections. The reason is that the 
theory of rigid designators is problematic, as is the argument that makes use of the 
theory of rigid designators to argue for metaphysical necessity regarding the 
transworld identity of objects. 
 
6.6.2. The indiscernibility of identicals 
The second difference between Putnam and Kripke is that Kripke argues for 
metaphysical necessity regarding the transworld identity of objects by virtue of the 
Leibnizian principle of the indiscernibility of identicals. Kripke’s inference starts with 
two principles. The first is that if one object is identical with itself, then it is 
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necessarily identical, i.e., (x)□(x=x). The second principle is the Leibnizian principle 
of the indiscernibility of identicals, which claims that if two objects are identical, then 
any properties of these two objects are the same, i.e., (x)(y)((x=y)⊃(Fx⊃Fy)). 
Kripke’s conclusion is that if two objects are identical, then they are necessarily 
identical, i.e., (x)(y)((x=y)⊃□(x=y)).   
 
We have already seen, in Section 4.2.4, that Sidelle rejects this argument by 
contending that it appeals to a priori knowledge, rather than to empirical observation. 
Hence, what Kripke argues for is not real metaphysical necessity. Moreover, 
according to (Sidelle’s) Neo-Conventionalism, the modal conditions of an object are 
assigned by us. Therefore, the premise of Kripke’s argument that an object is 
necessarily identical to itself, i.e., (x)□(x=x), is problematic from the conventionalist 
perspective. Conventionalists believe that this premise depends on how we 
conventionally assign the modal conditions to the object. If we always assign the 
same modal conditions to an actual object, then Kripke’s premise is true. However, if 
we can assign different modal conditions to an actual object then Kripke’s premise is 
false. This can be seen by making use of Benovsky’s five-dimensional space-time-
possible-worlds objects.56 Two such objects can have exactly the same parts in the 
actual world. However, they stretch to possible worlds in different ways. Therefore, 
Kripke’s premise (x)□(x=x) does not hold.  
 
I can explain this point by virtue of the aforementioned example of the chair named 
“Ralph”. When we point to the chair-like thing x (I mean the object in the actual 
world without modal properties), that thing is, of course, self-identical. When we pick 
out x as a chair, in doing so we pick out something that has certain modal properties. 
Neo-conventionalists such as Sidelle understand this in terms of us imposing certain 
modal properties on x, in the sense that it is because of our conventions associated 
with “chair” that when we pick out x qua chair, we pick out something that has certain 
modal properties. (In this, Sidelle has a view somewhat like that of Lewis’s view 
about contingent identity, according to which picking out x qua chair invokes certain 
counterpart relations (the chair counterpart relations) while picking x out qua 
aggregate of wood picks out certain other counterpart relations. Thus, for Lewis, “the 
                                                 
56 Cf. section 4.2.3. 
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chair cannot survive being flattened” is true, even though “the aggregate can survive 
being flattened” despite the fact that the aggregate and the chair are one and the same 
thing. Both modal claims come out as true because x picked out qua chair has no flat 
chair counterparts, whereas x picked out qua aggregate does have flat aggregate 
counterparts. This is sometimes known as contingent identity, though of course it is 
not the view that self identity is contingent). Once we understand Lewis’s view, we 
can see that Sidelle’s view shares some of the same features. He supposes that it is the 
conventions that we deploy when we pick out x as a chair, that determines which 
modal properties x, thus picked out, has. Likewise, he supposes that it is the 
conventions that we deploy when we pick out x as an aggregate, that determines 
which modal properties x, thus picked out, has.  As with Lewis, Sidelle holds that 
there are worlds in which x, qua aggregate, exists and is flat, but x qua chair does not 
exist despite the fact that the aggregate and the chair are one and the same actual 
object. Thus, he supposes that it is not the case that (x)□(x=x). As with Lewis, 
however, the best way to understand this is not as the claim that identity is not 
necessary. Rather, it is as the claim that two names which actually co-refer, can fail to 
co-refer in other worlds: the names contingently co-refer. Of course, the thing to 
which they actually co-refer is self identical, as is the merely possible thing to which 
one of them refers, and the other does not. The reason for this, for Sidelle, is that each 
name is associated with different conventions, and although each name actually 
articulates the same thing, the names are such that in other worlds, they can fail to 
articulate the same thing. 
 
6.6.3. Other types of metaphysical necessity 
The third difference between Kripke and Putnam is that Kripke also appeals to the 
essential properties of objects in arguing for metaphysical necessity. He asks us to 
consider the example of a wooden table. He considers the situation in which there is a 
table made of ice in the same place in a possible world as where a table made of wood 
is placed in the actual world. He argues that it does not follow that the wooden table 
may have been made of ice. Rather, what follows is that the table made of ice is a 
different table. In other words, he argues that if a table is made of wood, it will always 
be make of wood in any possible world, where this table exist. 
 
I will argue that Sidelle’s Neo-Conventionalism provides a different, and better, 
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explanation in regard to metaphysical necessity regarding essential properties. In 
section 4.2.2, I introduced Sidelle’s argument for the view that the essential properties 
of an object depends on how we consider the world. For example, when we 
ostensively name a chair (with its modal conditions) this “cannot be just a matter of 
pure ostension – we must, at least tacitly, mean to be talking about the chair” (Sidelle, 
1989, p.52). It is we that assign the modal conditions, i.e., the essential property of an 
object in Kripke’s terms, to the object. In other words, if the table is always made of 
wood in different possible worlds, it is so because we assign the modal conditions to it 
in this way. That is, this depends on our conventions. Conventionalism provides a 
different mechanism underlying the metaphysical necessity regarding the essential 
properties of objects. In this sense, conventionalists do not need to treat metaphysical 
necessity regarding essential properties of objects (i.e., type (3)) as something which 
is already argued for and thus one that is waiting for a conventionalist explanation. In 
addition, my objection to this type of metaphysical necessity can focus on 
conventionalist mechanisms and ignore Kripke’s mechanism. That is, if I have argued 
that we need to consider different linguistic conventions when we consider possibility, 
the connection between the purported essential property and a particular object is not 
necessary. Briefly speaking, we can construe Kripke’s metaphysical necessity 
regarding essential properties of objects (i.e., type (3)) as problematic from the 
conventionalist perspective.  
 
Up to this point, I have argued that my objection to the necessary a posteriori also 
applies to Kripke’s views, in the sense that the differences between Kripke and 
Putnam either cannot circumvent my objections or are problematic themselves from 
the conventionalist perspective. In other words, for a conventionalist, the differences 
between Kripke’s doctrine with respect to Putnam’s doctrine does not make Kripke’s 
argument for metaphysical necessity plausible.  
 
In the final section of this chapter I return to consider Revised Conventionalism and, 
in particular, to compare it to a recent Neo-Kripkean proposal: two-dimensional 
semantics.  
 
6.7. Two-dimensional semantics 
The defender of two-dimensionalist semantics assumes that we want to make sense of 
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the necessary a posteriori; she does not typically provide reasons why we ought to 
suppose there is any such thing. Recall that the two-dimensionalist holds that the a 
posteriori necessities are the claims that are true along the row of the table at which 
the actual world sits at one end. That is, they are those claims that have a necessarily 
true secondary intension. So according to the two-dimensionalist, “water is H2O” has 
a necessary secondary intension: given that actually, the watery stuff is H2O, then 
“water” picks out H2O in every possible world. However, this is consistent with us 
being able to consider what “water” would pick out, were the actual world somewhat 
different. We do so by consider what “water” does pick out, on the assumption that we 
make certain discoveries about the actual world. Or, if you prefer, we ask ourselves 
about the referent of “water” on various assumptions about which world is actual. 
Thus the two-dimensionalist can capture the idea that, if actually the watery stuff is 
XYZ, and not H20, then “water” actually picks out XYZ, and picks it out of necessity. 
Since in every world considered as actual “water” picks out whatever the watery stuff 
is, the primary intension of “water” is something like: the wet, potable, drinkable stuff 
that falls from the skies and fills the lakes. Hence this picture allows us to capture two 
aspects of meaning. On one of these meanings are functions from worlds to 
extensions. This is the secondary intension, and the secondary intension of “water” is 
such that “water is H2O” comes out as necessarily true. On the other dimension of 
meaning, meanings are functions from intensions to extensions. This is the primary 
intension. On the primary intension of “water”, “water is the watery stuff” comes out 
as necessarily true, but “water is H2O” does not, since there are worlds considered as 
actual in which the watery stuff is not H2O and worlds in which H2O is not the watery 
stuff. Thus the two-dimensionalist can also make sense of the idea that along one 
dimension of meaning “water is H2O” is not true of necessity.  
 
One way, then, to think about Revised Conventionalism relative to the two-
dimensionalist view, is that all of the epistemically possible worlds in the two-
dimensional table – that is, each world which we can consider as actual – is simply a 
possible world, simpliciter. Rather than talking of mere epistemic possibilities or 
epistemic scenarios, instead each world in the two-dimensional table is, according to 
Revised Conventionalism, simply a possible world. Of course, the two-dimensionalist 
need not think that the worlds considered as actual are merely epistemic possibilities. 
She might, instead, take the actual world (the actual, actual world) and simply move 
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the centre around. So, for instance, the original Twin Earth thought experiment was 
described as taking place within our actual world, such that Twin Earth is, effectively, 
another planet. We can then think of the world considered as actual, where “water is 
H2O” comes out as true, as being the actual world in which centre is our planet. Then 
when we consider a world as actual, in which “water is XYZ” comes out as true, we 
need to go to some merely epistemically possible world: instead we can simply move 
the centre of the world so that the centre is now on Twin Earth.  
 
Still, the point remains that Revised Conventionalism simply reads all the worlds 
considered as actual (either epistemic possibilities, or possible worlds with moved 
centres) as being possible worlds. Moreover, plausibly, Revised Conventionalism will 
include more worlds in its sphere of possibility than does two-dimensionalist. Two-
dimensionalist tables are typically constructed to ask: given the current conventions 
associated with “water”, what does the term pick out actually and counterfactually, 
and what does the term pick out actually, under different suppositions about how the 
actual world is. Thus even for the two-dimensionalist, something like “water is the 
watery stuff” comes out as necessarily true relative to the primary intension of 
“water”. For the Revised Conventionalist, however, that is not obviously so. Since 
there may be permissible conventions that connect “water” to its referent, there will 
be worlds considered as actual in which “water is the watery stuff” is false: namely all 
those worlds in which the (permissible) convention that connects “water” to its 
referent, connects it to a referent that is not watery stuff.  
 
So one way of thinking about Revised Conventionalism is that it supposes that there is 
more than one two-dimensional table that must consider, when we are considering 
claims about what is possible, or necessary. What the two-dimensionalist thinks of as 
being the entire two-dimensional matrix, the Revised Conventionalist sees as being 
the matrix relative to some particular convention. Thus the Revised Conventionalist 
can allow that relative to convention, C, a particular two-dimensional matrix correctly 
represents the primary and secondary intension of a term. Thus she can allow that 
relative to convention C, “water is the watery stuff” has a necessary primary 
intension. All the while, however, she will insist that “water is the watery stuff” is not 
true of necessity, since there is another two-dimensional table that represents the 
secondary and primary intension of “water” relative to some other permissible 
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convention. Thus relative to different conventions the Revised Conventionalist will 
construct a different two-dimensional table which tells us what the term picks out 
actually, under different hypotheses about the way actual world is, and what the term 
picks out counterfactually, given the way the actual world is.  
 
Hence, I contend that my Revised Conventionalism can capture all the intuitions that 
led to the development of two-dimensional semantics, whilst also capturing intuitions 
that the two-dimensional framework cannot.  
 
In conclusion then, in this chapter I hope to have shown that there is no good reason 
to posit a posteriori necessities, and, moreover, that Revised Conventionalism, which 
jettisons such necessities, can make equally good sense of the intuitions that led us to 
posit those necessities in the first place. This, in turn, gives me the resources to 
provide an entirely different response to the contingency problem: namely, there is no 
motivation to try to show that the metaphysical necessities are necessary of necessity 
since, on my view, the purportedly necessary claims are, in fact, contingent.  
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Chapter 7: Conclusion 
 
In this thesis I argued that conventionalism is promising, by defending it against the 
following four major objections: (1) Quine’s objection to truth by convention. (2) 
Quine’s objection regarding the definition of analyticity, and regarding the distinction 
between the analytic and synthetic. (3) The objection from the necessary a posteriori 
and (4) The contingency problem. Since Traditional Conventionalism and Neo-
Conventionalism have already offered plausible responses to some of these 
objections, I developed my Revised Conventionalism in order to resolve the 
objections not already resolved, or resolved in a manner I did not take to be optimal 
(such as the Neo-Conventionalist’s responses to the objection form the necessary a 
posteriori.) The objections focus on the status of analytic propositions and on 
purported necessary a posteriori propositions, and so my Revised Conventionalism 
also focuses on these two kinds of proposition.   
 
In Chapter 1, I responded to the contingency problem in regard to analytic 
propositions by appealing to my Revised Conventionalism. I developed my Revised 
Conventionalism in regard to analytic propositions based on Ayer’s Traditional 
Conventionalism. The main revisions I argued for include that analytic propositions 
are a model constructed from our use of language, and that the necessity of analytic 
propositions can, and should, be given up. Thus, I kept some useful features of 
analytic propositions from Ayer’s view, for example, the independence of experience 
in justification, and I accepted the view that the truth of analytic propositions can be 
explained by virtue of conventions. Moreover, because I gave up the necessity of 
analytic propositions I circumvented the contingency problem as it applies to analytic 
propositions. 
 
In Chapter 2, I dealt with two serious challenges to Traditional Conventionalism 
raised by Quine. In order to respond to Quine’s (1936) objection to truth by 
convention, Traditional Conventionalists and Neo-Conventionalists put forward 
implicit conventionalism, according to which logical rules do not need to be 
explicated in our actual inference, but rather, are alluded to in our actual inference 
making. There, I explain that implicit conventionalism can circumvent the super-task 
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problem and the regress problem articulated in Quine’s objection. Moreover, in order 
to explain that there is no explanatory idleness, I clarified how to distinguish logical 
truths from firmly accepted propositions.    
 
Another objection to conventionalism, found in Quine (1951), is the objection 
according to which any attempt to define “analytic” will fall into circularity. I 
followed Grice’s and Strawson’s responses in responding to this objection, and 
explained that Quine’s requirement regarding these definitions is too strong. Finally, a 
major objection to conventionalism in Quine (1951) is the objection to the distinction 
between the analytic and the synthetic by virtue of his holistic picture of our belief 
system. I responded to this objection via my Revised Conventionalism, according to 
which the distinction between the analytic and the synthetic is explained by virtue of 
the distinction between the linguistic and the empirical, where the latter differs in 
degrees rather than embodying a distinction between kinds. Therefore, my Revised 
Conventionalism maintains the distinction between the analytic and the synthetic and 
is still compatible with Quine’s holistic picture of our belief system. 
 
In Chapters 3 and 4 I articulated the Neo-Conventionalist’s response to the objection 
from the necessary a posteriori. The necessary a posteriori, whose existence is argued 
for by Kripke (1971, 1980), and Putnam (1975), breaches the connection between 
necessity and analyticity required by Traditional Conventionalism. In those chapters I 
explicate and, ultimately endorse some aspects of Sidelle’s Neo-Conventionalist 
response to this objection. Sidelle argues that the necessity of necessary a posteriori 
truths can be explained by virtue of conventions. He divides necessary a posteriori 
claims into a (or some) modality-involving analytic statement and a (or some) non-
modal epistemic statement. By doing so the necessity of the claim becomes relevant 
only to the modality-involving analytic part, which is based on our conventions. 
 
Moreover, Sidelle provides other useful lines of thought for defending 
conventionalism. First, Sidelle argues against Kripke’s and Putnam’s view of real 
necessity. He argues that necessity does not stem from “the mind-independent world, 
but rather in us, in our ways of speaking and thinking” (Sidelle, 1989, p. 2). Sidelle 
argues for this from both an epistemological and a metaphysical perspective. 
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Second, Sidelle articulates his view of the world of stuff, which is a world “devoid of 
modal properties, identity conditions”, that is “Stuff is preobjectual” (Sidelle, 1989, p. 
55). Objects and natural kinds are articulated (or created, or constructed) by linguistic 
conventions, rather than selected from “among the many objects out there waiting to 
be referred to” (Sidelle, 1992, p. 284).  
 
In Chapters 5 and 6 I discussed the contingency problem in regard to necessary a 
posteriori propositions. Sidelle’s response to this problem is based on the acceptance 
of the view that there are necessary a posteriori truths. He argues that the 
consideration that our conventions might have been different is irrelevant to our 
assessment regarding what is possible (necessary).  
 
Here, I part ways with Sidelle. I reject the contention that we ought to accept that 
there are necessary a posteriori truths and that the conventionalist is thereby obligated 
to explain the necessity of such truths. Instead, I cast doubt on Putnam’s and Kripke’s 
case for metaphysical necessity. The key point is to show that the scope of purported 
metaphysical possibility (the scope according to Kripke, Putnam, and others who 
accept that there are a posteriori necessities) does not cover everything that actually 
occurs, and everything relevantly like what actually occurs. I demonstrated that 
possibility in our ordinary consideration is associated with the identity relation of 
terms, rather than being limited to a fixed meaning of a term. My conclusion was that 
purportedly (unrestrictedly) metaphysical necessity is only a restricted necessity under 
a certain linguistic restriction – that is, restricted to a certain convention. I then defend 
this view against a number of objections. In doing so I made use of Sidelle’s 
objections to real necessity and his view of the world of stuff. Hence, I conclude that 
Sidelle’s ancillary views can support a stronger conclusion than the one he himself 
makes in regard to purported necessary a posteriori truths.  
 
The difference between my Revised Conventionalism and Sidelle’s Neo-
Conventionalism, then, is encapsulated in our different views regarding purportedly 
necessary a posteriori truths. In other words, my Revised Conventionalism claims 
that purportedly necessary a posteriori truths are not necessary simpliciter: they are 
not metaphysically necessary. Rather they are only restrictedly necessary. To explicate 
this view I make use of an assessor-relative semantics. I argue that the purported 
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metaphysical necessities are in fact only necessary relative to a particular context of 
assessment: in this case, relative to a particular set of linguistic conventions. On the 
other hand, I accept Sidelle’s line of thought in explaining this restricted necessity. 
The claims Sidelle takes to be metaphysically necessary are restrictedly necessary, 
and this restricted necessity is indeed, to be explained by linguistic conventions. By 
rejecting the existence of metaphysically necessary truths I thereby solve the 
contingency problem because such truths are, in fact, contingent rather than necessary. 
These truths are contingent, just as our linguistic conventions are contingent.  
 
There are other objections to conventionalism apart from the above four major 
objections. Dealing with them will be a further development of the conventionalist 
view articulated in this thesis. For example, the Lewy Point is also an important 
objection to conventionalism. According to this objection, we must distinguish 
between what is expressed by a sentence and how the world is, and, the objection 
proceeds conventions can only affect the former and thus have nothing to do with the 
latter.57 A possible response to the Lewy Point is to argue that the objects and natural 
kinds described by propositions are constructed by conventions. Hence, the facts 
associated with these natural kinds or objects that make the expression true are also 
constructed by conventions, rather than the facts being irrelevant to conventions. 
Moreover, it is arguable that the discussion of the Lewy Point can provide stronger 
support for Sidelle’s view of the world of stuff. Consequently, such a discussion will 
be helpful to make my argument in this thesis stronger because I make use of Sidelle’s 
view of the world of stuff in my argument against necessary a posteriori truths. 
Briefly speaking, the conventionalist view is coherent and promising, and that more 
discussion will make this even clearer.  
 
Finally, if we can successfully respond to the major objections to conventionalism, as 
I have argued we can, then conventionalism can be used to resolve still more 
philosophical problems. The spirit of conventionalism is to explain phenomena by 
virtue of linguistic conventions. Linguistic conventions make fewer ontological 
commitments than many other sorts of explanation, such as those that appeal to 
additional metaphysical posits. In addition, linguistic conventions are less mysterious 
                                                 
57 For more on the Lewy Point, please refer to footnote 2 in the Introduction and section 4.4. 
Page 213 
than many such explanations. In this sense, if a conventionalist explanation can be 
given to a particular phenomenon, then it should be preferred. I hope that the work I 
have begun in this thesis is a useful starting point for this broader project.  
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