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Abstract— The paper addresses the problem of efficiently
monitoring environmental fields in a smart building by the
use of a network of wireless noisy sensors that take discretely-
predefined measurements at their locations through time. It
is proposed that the indoor environmental fields are statis-
tically modeled by spatio-temporal non-parametric Gaussian
processes. The proposed models are able to effectively predict
and estimate the indoor climate parameters at any time and
at any locations of interest, which can be utilized to create
timely maps of indoor environments. More importantly, the
monitoring results are practically crucial for building man-
agement systems to efficiently control energy consumption
and maximally improve human comfort in the building. The
proposed approach was implemented in a real tested space in
a university building, where the obtained results are highly
promising.
I. INTRODUCTION
Recent researches have shown that energy consumption
in residential and commercial buildings is about 40% of
total energy consumed in the entire world [1]. Particularly,
heating, ventilating, and air conditioning (HVAC) systems
account for up to 47% of the building energy [2]. Neverthe-
less, it is also reported that at least 30% of the electric energy
consumed by the HVAC systems are wasted [3]. On the other
hand, there are more and more demands on standards for
indoor environmental qualities in building spaces [4]. That
is, indoor climates substantially impact on well-being and
productivity of the building inhabitants. Therefore, reducing
the energy consumption and increasing the human comfort
are paramount to economically and socially justify smart
buildings. While the human comfort indexes are based on
the indoor spatial fields such as air temperature, relative hu-
midity, and carbon dioxide, it is required to optimally control
the indoor environments. To this end, deeply understanding
of building environments is essential for efficient building
energy managements. Recent attentions consist of observing
indoor environmental parameters in secondary schools’ class-
rooms [5] and in university buildings [6], monitoring room
temperature in offices [7], and detecting fire in buildings [8].
However, to the best of our knowledge, in all aforementioned
existing works, authors have only concerned about locally
monitoring the indoor spatial parameters at some specific
points. Mapping environmental fields in the whole building
space is still questionable.
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The existing approaches mainly rely on the mathematically
analytical models such as partial differential or Navier-
Stokes equations [9]. The premise behind these heat transfer
models consists of incorporating architectural parameters
of the building into the models and presenting the most
comprehensive description of the thermal processes in the
building in the heat transfer equations. Notwithstanding, in
order to let the aforementioned models be computable, all
complexity of thermal interactions, unmeasured disturbances,
and uncertainties in thermal properties of structural elements
is simplified by various assumptions. Moreover, requirements
of the analytical models to be known a priori make them
more challenging to be more reliable [10].
Therefore, in this paper, a spatio-temporal model based
on the non-parametric data-driven Gaussian processes (GP)
is proposed to statistically represent distribution of the envi-
ronmental field in the building space. In fact, all parameters
of the GP models can be directly learned from measure-
ments collected by a wireless sensor network, then it can
fully delineate distributions of the spatial fields. The main
advantages of the proposed model are able to efficiently
temporally estimate and predict the indoor spatial fields in the
rest of the building space in which there are no measurements
conducted. This leads to a fact that a map/surface of the
interested environmental parameter in the building can be
created and sent out to the building management systems
as a timely feedback. Based on information obtained in
the environmental map, controlling laws/strategies can be
adjusted to regulate the indoor climate to reach to expected
values.
The paper is organized as follows. A spatio-temporal
model for environmental monitoring is presented in Section
II. Section III discusses results in the real scenarios con-
ducted in the experimental spaces. Finally, conclusions of
the work are provided in Section IV.
II. SPATIO-TEMPORAL MODEL FOR INDOOR
ENVIRONMENT
Let R denote the set of real numbers. Boldface case letters
are defined as vectors or matrices. The norm of a vector in
the Euclidean space is also denoted by ‖ · ‖. We let E define
the expectation operator while | · | defines the absolute value
of a scalar. The transpose of a matrix A is denoted as AT .
Other notations will be explained as and when they occur.
A. A Model of Spatio-temporal Fields
We consider a network of n wireless sensors that are spa-
tially deployed in buildings to observe indoor environmental
fields such as temperature, relative humidity and carbon
dioxide. Each sensor take discrete measurements over time
at predefined instants; then the data is wirelessly transmitted
to a base station (or sink) via a routing tree.
In the indoor space of interest Q ⊂ Rd, let spatial
locations of the wireless sensors within Q denote as s =
(sT1 , s
T
2 , · · · , sTn )T ∈ Rd×n. In this study, we suppose that at
each of collecting instants, all wireless sensors measure in-
door environments concurrently. Hence, we define the time at
which sensors take measurements as t = (t1, t2, · · · , tm)T ∈
R
m. As a result, a spatio-temporal location can be repre-
sented as a point on Rd × R. Now, the measurement of a
sensor at a location si and at time tj can be specified by
y(si, tj) = z(si, tj) + ε(si, tj), (1)
where z(si, tj) and ε(si, tj) are a random variable and a
noise at a spatio-temporal location (si, tj), i = 1, · · · , n
and j = 1, · · · ,m. The noise is assumed to be independent
and identically distributed. ε(si, tj) is normally distributed
with a zero mean and an unknown variance τ2. Therefore,
if Y (s, t) = (y(s1, t1), · · · , y(sn, tm))T ∈ Rn×m denotes a
vector of collective measurements gathered by the network
of wireless sensors up to current time tm, then it can be
delineated by
Y (s, t) = Z(s, t) + ε(s, t), (2)
where ε(s, t) = (ε(s1, t1), · · · , ε(sn, tm))T ∈ Rn×m, and
Z(s, t) = (z(s1, t1), · · · , z(sn, tm))T ∈ Rn×m is a spatio-
temporal random field that is proposed to be followed a
multivariate Gaussian distribution. The mean of the spatio-
temporal Z(s, t) is defined by μ(s, t) = E[Z(s, t)], and
each element of its covariance matrix can be computed by a
covariance function as specified
cov((si, tj), (sk, tl)) = σ
2corr(z(si, tj), z(sk, tl)), (3)
for any two pairs of spatio-temporal locations (si, tj) and
(sk, tl) on Rd × R, k = 1, · · · , n and l = 1, · · · ,m. Here,
σ2 is a marginal variance, and corr(z(si, tj), z(sk, tl)) is a
correlation function based on two random variables z(si, tj)
and z(sk, tl).
Notwithstanding, in fact, the main challenges in analyzing
the spatio-temporal environmental fields is how to choose
a correlation function that can best present the spatio-
temporal dependence of the observations. In recent research,
there are discussions about types of correlation functions
for space-time models [11]. There are two major sorts of
the spatio-temporal correlation models that are separable
and non-separable. Theoretically, the spatio-temporal non-
separable correlation models have been thought to better
capture possible space-time interactions. Nevertheless, due
to computational complexity of the spatio-temporal non-
separable correlation functions, especially when applied in
large data sets, in this work, we choose spatio-temporal
separable correlation models. One of frequently used space-
time separable correlation functions is the double-stable
model, as given by
corr(h, u) = exp
(
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where ψs and ψt are two positive scale parameters in terms
of space and time, respectively. ψs and ψt are referred to as
reduction rates of the dependence between two random vari-
ables z(si, tj) and z(sk, tl) at two spatio-temporal locations
(si, tj) and (sk, tl) when ‖ si − sk ‖ or |tj − tl| increase.
κs and κt are smoothing parameters, 0 < κs, κt  2. In
practice, κs and κt can be chosen a priori. Specifically, if
κs = 1 and κt = 1, we have an exponential space-time
separable correlation function. Similarly, setting κs = 2 and
κt = 2 leads to a Gaussian space-time separable correlation
model. It can be seen that in (4) the correlation function only
depends on ‖ si − sk ‖ and |tj − tl|, it is called spatially
temporally isotropic. Note that the parameters σ2, τ2, ψs and
ψt are unknown but can be learned by the use of all available
measurements.
B. Spatio-temporal Predictive Inference
From (2), it is derived that
Y (s, t) ∼ N (μ,Σ + τ2I), (5)
where μ is a scalar value that is a mean of all available
observations. Σ is the nm×nm covariance matrix of Y (s, t),
where its elements can be computed by using (3). I is a
nm× nm identity matrix. Let us first define s∗ and t∗ as a
matrix of coordinates of all unmeasured locations of interest
and a vector of specific instants when we would monitor the
environments, respectively. We also denote Z∗(s∗, t∗) is a
vector of random variables at locations s∗ and at times t∗.
Note that Y (s, t) and Z∗(s∗, t∗) are variables in the same
space Q, though they may not be observed at the same times.
















where μ∗ and Σ∗∗ are the mean and the covariance ma-
trix of Z∗(s∗, t∗). In this scenario, we suppose that the
mean is consistent, μ∗ = μ. Each element of the covari-












and t∗j , t
∗
l ∈ t∗. In addition, Σ∗ is the cross-covariance
matrix representing the dependence between Y (s, t) and
Z∗(s∗, t∗), whose elements are calculated by the cross-
covariance function cov((si, tj), (s∗k, t
∗
l )). From (6), we can
now infer the posterior distribution of Z∗(s∗, t∗), given the
measurements Y (s, t), by taking the following form.
Z∗(s∗, t∗)|Y (s, t) ∼ N (μ∗|Y (s,t),Σ∗∗|Y (s,t)), (7)
where
μ∗|Y (s,t) = μ∗ +ΣT∗ (Σ + τ
2I)−1(Y (s, t)− μ), (8)
Σ∗∗|Y (s,t) = Σ∗∗ − ΣT∗ (Σ + τ2I)−1Σ∗. (9)
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Fig. 1: Random sensor deployments at beginning in S2.1-
B4-01 room, Nanyang Technological University
It can be clearly seen that the indoor environmental fields
at any unobserved locations can be predicted at any time
by only using available measurements. In order to demon-
strate the effectiveness of the approach of predicting spatio-
temporal environmental fields, we implement and discuss the
method in the real scenarios in the following section.
III. REAL EXPERIMENTS IN BUILDINGS
A. Indoor Experimental Description
In order to demonstrate effectiveness of the spatio-
temporal model in intelligently monitoring indoor environ-
mental fields, we conducted experiments at the S2.1-B4-
01 room in the Nanyang Technological University campus,
Singapore. The experiments were carried out during the time
from 7 March to 10 April 2016. The experimented room
is sized 19.80 m in the length and 14.86 m in the width.
A brief snapshot of the room can be seen in the Fig. 1.
Better understanding the room configuration leads to better
analysis of the environmental variations. Thus, arrangements
of the S2.1-B4-01 room are delineated as the following.
The room has 3 doors. Opening and closing these doors
obviously affect on indoor environments. The main door is
in the corridor side, which room occupants usually use for
their entrance and exit of the room. The back door next to
the sensor nodes 14 and 15 is sometimes utilized in some
particular circumstances. And the door next to the sensor
node 18 is completely closed at all time. From the main
door, the left hand side of the room is the area where there
have cubicles with desk-work stations for research staff and
research students. When one enters the room, it can be seen
there is a technical area in the first left corner in which
servers and technical facilities are located. In the middle
of the room, there are four rows of tables with personal
computers for undergraduate classes. In addition, in the far
right corner, there have robots with equipment for other
research experiments. On the ceiling, it has 16 air inlets
and 16 air outlets, respectively. The air inlets supplied to
the room conditioned air with specific levels of temperature,
relative humidity and carbon dioxide, which are expected to
be similar to those of fresh air. And exhausted air gets out the
room via air outlets. Note that due to management reasons,
there are some air inlets and outlets to be off during the time
the experiments were conducted.
In the context of occupancy, there are daily 28 research
staff and research students working in the room in week-
days; some of them are still in on weekends. Moreover, it
usually has about 20 undergraduate students attending their
experimental classes in this room. Notice that occupants’
activities considerably influence on the indoor environmental
processes.
In the experiments, we utilized two wireless networks of
10 Libelium temperature sensors and 10 Monnit tempera-
ture sensors. These sensor nodes, after measuring indoor
temperatures, send the measurements directly to the network
routers via a one-hop routing structure. The data can be ac-
cessed from any internet connected devices. The downloaded
measurements were then employed to train and validate the
space-time models of the environmental fields in the room.
To provide good feedback for strategies of controlling
indoor environments, which is aimed to increase human
comfort, in this work we positioned all sensors at sitting
levels. 20 sensors measuring spatio-temporal temperatures in
the room were deliberately located and numbered as shown
in Fig. 1.
B. Result Discussions
The temperature measurements were gathered in 5 week
time. The first four week collective data was used for training
space-time models; and the last week sensor readings were
utilized to evaluate the learned models. Note that the sensors
were set to take environmental measurements every 2 hours.
That is, each sensor could gather 84 measurements at its
location every week.
Nonetheless, in the first presentation, we discuss real
variations of spatial processes over time at a sensor node
location. For instance, realistic temperatures in the tested
room through 4 week time, from 7 March to 3 April 2016,
at 4 specific sensor locations are demonstrated in Fig. 2. The
four chosen sensor positions represent the four particular
areas in the room. Specifically, the node 6 is close to the
door, the node 13 is in the cubicle area and next to a
corner, the node 17 is in the area with most nonhuman
activities, and the node 20 is in the middle of the room. The
measured temperatures are graphically curved into weekly
forms. Thus, it is interesting that we can also compare
location-self temperatures among weeks.
In general, temperature in the experimented room is itera-
tively high during the daytime and low during the nighttime,
except that at a location of the sensor node 17. Recordings
of the temperature sensor 17 in the four week experiments
are fluctuated in a non-ordered way, though their variations
are small, ranging from 22.2oC to 23.2oC. The reasons are
that there were almost no human activities and that air inlets
and outlets in an area around the sensor 17 were off during
experimental time. More importantly, the temperature in the
room at the selected locations was ranged from 21.4oC to
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Temperature over time at node 13
Week from 7 to 13 Mar
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Temperature over time at node 17
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Temperature over time at node 20
Week from 7 to 13 Mar
Week from 14 to 20 Mar
Week from 21 to 27 Mar
Week from 28 Mar to 03 Apr
(d)
Fig. 2: Real temperature observations over time at sensor nodes in weeks from 7 March to 3 April 2016 in S2.1-B4-01 room,
Nanyang Technological University: (a) node 6, (b) node 13, (c) node 17, (d) node 20. Refer to Fig. 1 for their locations.
24.2oC. In fact, this temperature is always lower than that
is outside since Singapore is a tropical rain-forest country
whose climate is with year-round hot temperature. It can be
obviously seen that the temperature at any time on weekends
is always lower than that is on weekdays. However, the
Friday 25 March, a public holiday in Singapore, was cooler
than the other weekdays. On the other hand, the heat inside
the room daily gets a peak around 2:00pm to 4:00pm and
then cools down to the lowest value at approximate 4:00am
to 6:00am.
During daytime the cubicle area is often hotter than the
others, which can be seen in curves of the temperatures
measured at the sensor node 13, a representative position
in the cubicle area, though it really cool in nighttime. This
phenomenon can be interpreted by the occupant activities
and the heat exhausted from working personal computers.
Notwithstanding, even though there are no heat-exhausted
facilities around the node 6, the temperature captured by the
sensor 6 is still high as compared with that in the cubicle
area. This high temperature was caused by frequently-opened
door activities.
In the following we discuss about maps of the environ-
mental fields in the room. Of the collected dataset, first four
week temperature measurements were employed to learn a
spatio-temporal model, which is introduced in Section II. For
instance, we utilized 6720 temperature values collected by
20 sensors over 4 weeks to develop a space-time model that
comprehensively represents for the temperature distribution
(a) (b) (c)
(d) (e) (f)
Fig. 3: Predicted temperature fields in S2.1-B4-01 room, Nanyang Technological University at different times on different
days: (a) at 16:45 on 7 April 2016, (b) at 10:50 on 8 April 2016 and (c) at 00:45 on 10 April 2016. Corresponding prediction
standard errors are also presented: (d) at 16:45 on 7 April 2016, (e) at 10:50 on 8 April 2016 and (f) at 00:45 on 10 April
2016. Ranges of the fields and the standard errors are illustrated in color bars.
in the tested room at any time. We call this model as model1.
The learned model of the temperature in the room was then
used to predict the temperature field at any locations in
the room at any time. In equivalent words, we can totally
create a highly accurate map of the heat in the whole room
at any time during the week. To demonstrate this fact, the
trained spatio-temporal temperature model was employed to
predict the maps of the heat in the experimented room at
three different times, 10:50am in the morning, 4:45pm in the
afternoon and 0:45am in the night in the evaluating week,
from 4 to 10 April 2016, shown in Fig. 3. The demonstrations
were conducted in two weekdays, Thursday 7 April and
Friday 8 April 2016, and one weekend, 10 April 2016. For
the purpose of comparisons, our sensors also measured the
room temperature at these three different times. A purely
spatial model [12] was learned by the use of each set of
data gathered at each tested time. We call this model as
modelt2. Since model
t
2 is purely spatial, at every time t we
have one modelt2 learned separately. Each learned spatial
model modelt2 was then employed to predict the heat map
of the whole room at the corresponding time t. The results
are also illustrated in Fig. 3.
Figures 3a, 3b and 3c illustrate the predicted temperature
fields in the whole tested room at 16:45 on Thursday 7
April, 10:50 on Friday 8 April and 00:45 on Sunday 10
April 2016, respectively. In each of these sub-figures, there
are two mean heat maps arranged in a column of which the
top demonstrates the predicted field obtained by the learned
spatio-temporal model model1 and the bottom shows the
estimated field obtained by modelt2 that is directly learned
by the realistic measurements at the corresponding time. At
each studied time, the figures are mapped at the same scale of
colors. Consequently, it can be clearly seen that the model1
based prediction results are highly comparable with those
obtained by the models of modelt2. More importantly, the
demonstrations of the entire room once again confirm that
the heat is higher in the working time, especially in the after-
noon, when there are happening of occupants activities. It can
be observed that the cubicle area under occupancy is really
hot of the temperature of above 24oC. Nevertheless, the
upper left corners of the figures demonstrate approximately
steady and high temperature over time, which is owing to
workings of the servers located in this area. Furthermore,
except the server region, the areas close to main and back
doors are always hotter than the others during the day. These
phenomena can be understandable when insulation of the
doors is weak.
Similarly, the prediction standard errors in the whole room
at three different times mentioned above are mapped as
demonstrated in figures 3d, 3e and 3f. Corresponding to
the predicted mean demonstrations, the standard errors are
also predicted by the model model1 and the models modelt2,
respectively. Generally, the predicted standard errors in the
top row of figures 3d, 3e and 3f, which are obtained by
the use of the model1, are considerably smaller than those
in the bottom row of these figures, which are obtained
by each model modelt2 at corresponding time. Note that
the comparisons are based on every pair of the predicted
standard errors obtained by the two types of models at every
individual location in the room. The premise behind these
differences is that the spatio-temporal model model1 consists
of temporal elements in its forms. In other words, the space-
time model has temporal correlations of the compared point
with the point before and the point after. This type of the
correlation does not exist in the purely spatial model modelt2.
It efficiently and effectively shows that the space-time model
proposed in this work can have better predictions of spatio-
temporal fields than spatial models.
IV. CONCLUSIONS
An efficient approach of monitoring indoor climates in
smart buildings was proposed, which involves modeling
and predicting environmental fields in the building spaces.
The indoor spatio-temporal environmental parameters are
first modeled by Gaussian processes, which allows building
management systems to observe the indoor climates at any
time and at any locations via monitoring maps/surfaces of
the environmental fields. From this, control laws/strategies
for managing the building are then effectively designed to
decline energy usage and grow occupant comfort in the
building spaces. The proposed method was comprehensively
implemented and then evaluated in a real space in a uni-
versity building. The obtained results have demonstrated the
efficiency of the approach.
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