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 Abstract  
Electrical capacitance tomography (ECT) is a low cost and fast imaging technique able 
to obtain cross sectional images of dielectric permittivity distribution. ECT has been 
successfully used in industrial process tomography mainly for 2D imaging. One of the 
key challenges in 3D ECT imaging is a large scale forward problem arising with a large 
number of elements in the meshed ECT sensor model. Notably a complete sensor 
model will provide the most appropriate solution to the forward problem. A complete 
sensor model requires modelling a shielded area behind electrodes, which leads to 
increase in density of the finite element mesh. In this thesis, an approximation error 
model (AEM) has been applied to the ECT modelling for the first time. In addition to 3D 
AEM modelling and to further evaluate the effectiveness of the proposed AEM 
algorithm, it was implemented to compensate for uncertainty in electrode size and 
mesh density in 2D ECT. The results achieved using AEM are promising. In terms of 
application area, this thesis focuses on fundamental development for possible use of 
ECT in non-destructive evaluation (NDE) application. In more traditional industrial 
process application the object is surrounded by a number of electrodes on its 
boundary. In NDE applications a planar array ECT and volumetric imaging is needed. 
This thesis presents a 3D planar array ECT sensor using a 3D reconstruction 
algorithm. The results are validated with a number of experimental tests. 3D planar 
array ECT imaging was further extended to image both dielectric and metallic samples. 
To quantify the limitations of planar array ECT, a 3D ECT sensor and 3D ECT software 
have been implemented and used to evaluate the performance of the 3D ECT imaging 
with missing sides, with planar array ECT being the most extreme case of missing 
sides. The underlying inverse problem was analysed using singular value 
decomposition of the sensitivity matrix for the first time. This thesis introduces the use 
of a resolution matrix to analyse the performance of a 3D ECT reconstruction 
algorithm. These analysis methods, which enabled an in depth analysis of imaging 
performance with missing sides, are able to quantify the performance of planar array 
ECT. 
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CHAPTER 1 Introduction to NDE 
Methods  
This thesis studies the fundamental development that could lead to a potential non-
destructive evaluation (NDE) application of capacitive measurement. This chapter aims 
to provide a general overview of states of existing NDE methods. The thesis will focus 
on the electrical capacitance tomography (ECT). In this chapter, several existing NDE 
methods are introduced.  
 
ECT has been widely used in industry since the late 1980s and early 1990s due to its 
low cost, fast response and some other specific requirements such as contactless test 
and constraint of testing time. ECT can be used to sense an objective by detecting the 
electrical field change inside the measurement range after applying a constant 
electrical potential between each combination of two electrodes. By applying an 
electrical potential to excitation electrodes, an electrostatic field is produced inside an 
ECT sensor to detect the permittivity changes of an object. It is proposed as a method 
for industrial process monitoring [1, 2, 3, 50]. However, it has not currently been used 
widely. There are many potential applications of ECT, such as real-time monitoring of a 
flow of liquids within pipes, separation of fluids, and potentially non-destructive testing 
(NDT) of dielectric materials, and even non-destructive crack detection in dielectric 
materials. Generally speaking, the principle of ECT can be used to investigate and 
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observe any process where both materials have low electric conductivity and have 
different permittivity. 
 
To solve the ECT inverse problems, there are currently several commonly used 
algorithms. Linear Back Projection (LBP) [1, 2, 7] is a basic and most commonly used 
image reconstruction algorithm and will be introduced in the following chapter. LBP is 
able to achieve a very fast response, but it does not provide a very accurate result [4]. 
Landweber iteration method [1, 2, 13, 16] is a more advanced reconstruction algorithm but 
much more complicated than LBP. While learning different reconstruction methods, 
some solutions achieved by solving ECT ill-posed problem have been found. One 
involves the commonly used regularisation method named Tikhonov regularisation [1, 2, 
5, 8]. This regularisation method minimizes the negative effect caused by those 
estimated components which have small singular values by adding a parameter term 
(depending to the value of regularisation parameter). Together with the regularisation 
technique, a powerful mathematical technique dealing with singular sets of equations 
called singular value decomposition (SVD) is used to analyse the ill-posedness of the 
inverse problem [3, 7, 8, 35]. 
1.1 NDE for non-conductive material 
According to information provided by UK Research Centre in Non-destructive 
Evaluation (RCNE), NDE has become a crucial tool in industry due to the increasingly 
challenging requirements to achieve greater integrity and safety performance. NDE is 
the definition for inspection techniques, which are non-invasive and non-intrusive [1]. 
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Due to this advantage, there is continuously focus in using NDE, and there will be 
considerable improvement of manufacturing processes through automation, improving 
efficiency and reducing the number of faulty products out of the production line. There 
are many conventional types of non-destructive inspection methods that are being 
currently widely used in industry for dielectric materials. Amongst the most common 
NDE methods, are ultrasound, X-rays, dye penetrant and eddy current inspection.  
 
Ultrasound technique is one of the most widely used techniques in civil, aerospace and 
medical applications due to its high accuracy and other characteristics. However, this 
technique has proven to be slow. To process ultrasonic testing, contacting medium (i.e. 
water, gel) is always required [109]. Therefore, ultrasound technique sometimes is not 
considered as non-destructive. Radiography is another common used technique for 
difficult materials. However, the use of radiography not only requires proper screening 
to protect the users but also is comparatively expensive. [145] Dye penetrant technique 
can only work with surface damage. In following sections, several common used NDE 
methods are introduced. 
 
 Liquid dye penetrant inspection 1.1.1
Liquid dye penetrant inspection is a widely applied and low-cost inspection method 
used to locate surface-breaking defects in all non-porous materials (metals, plastics, or 
ceramics). The penetrant may be applied to all non-ferrous materials and ferrous 
materials, although for ferrous components magnetic-particle inspection is often used 
instead for its subsurface detection capability. Liquid Dye Penetrant Inspection method 
is used to detect casting, forging and welding surface defects such as hairline cracks, 
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surface porosity, leaks in new products, and fatigue cracks on in-service components. 
As shown in Figure 1-1, after pre-cleaning the test object with cloth and dampening 
with solvent (a), penetrant is able to be applied on the surface by spraying or brushing 
(b). After proper dwell time, excess penetrant is removed (c). By applying the 
developer on the surface of test object (d), the surface damage can be decorated (e). 
   
(a) Surface preparation (b) Penetrant application (c) Removal 
  
 
(d) Developer application (e) Crack decorated  
 
Figure 1-1: Procedures of NDE-liquid dye penetrant  
 Radiography 1.1.2
The human body is difficult to model as a complete transfer function. Elements of the 
body, however, such as bones or molecules, have a known response to certain 
radiographic inputs, such as x-rays or magnetic resonance [75,106]. Coupled with the 
controlled introduction of a known element, such as digested barium, radiography can 
be used to image parts or functions of the body by measuring and interpreting the 
response to the radiographic input (as shown in Figure 1-2). The principle of 
radiography as a NDE method, is by using change of energy (energy lost) while x-ray 
travels through both the perfect part and damaged part of the material to image the test 
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object. In this manner, many bone fractures and diseases can be detected and 
localised in preparation for treatment. For these reasons, this method has also been 
used to examine the interior of mechanical systems in manufacturing as NDT 
techniques, as well [106]. As shown in Figure 1-2, x-rays are emitted to the testing object 
to image the internal condition.  
 
Figure 1-2: X-ray inspection process 
 
X-ray is the electromagnetic radiation with wavelengths in the range around 10 nm 
while the visible light has the wavelength from 0.4 to 0.8 𝜇𝑚. The energy of photon can 
be expressed as  𝐸 = ℎ𝑣 , where h is the Plank‟s constant and v is the frequency. 
Meanwhile the maximum possible energy of X-ray can be expressed as 𝐸 = 𝑒𝑉, where 
V 



























e is the electron charge and V is the applied voltage. The electron energy is transferred 
into X-ray energy in the collision process. 
 
By imaging the X-ray absorption energy through the test sample, a NDT process can 
be achieved. X-ray absorption depends on the sample thickness, properties of material 
(such as density) [107,108], and X-ray photon energy. A radiography method is sensitive 
to defects. The defects are determined from the difference in amount of the energy 
absorption that X-ray travel through the sample and the defects. This technique works 
with both non-conductive and conductive materials. 
Recent work has looked into 3D examination of impact damage in composite material 
by using a radiography method [107, 126]. 
 Thermography 1.1.3
Strictly, thermography is not an NDE technique as it requires the structure to be heated 
to display differences in the thermal properties. A thermal camera is used to detect the 
surface temperature of the test sample [41]. By using the difference of thermal 
conductivity between air (always exists with defects) and the testing sample, to image 
the internal condition, thermography has become a new type NDT method. 
Thermography has not been used widely yet. In this NDE process, the object in 
question is heated up and exposed to the air while using a thermal cameral to image 
the sample as shown in Figure 1-3. Because air has very small thermal conductivity, 
the cooling rate among the perfect part and defected part of the sample is significantly 
different. Due to the different thermal conductivity, a thermal camera is able to capture 




Figure 1-3: Thermography for NDT applications 
 
 Ultrasonic inspection 1.1.4
Ultrasonic testing is the most widely used non-destructive inspection method for the 
examination of composites and other material [96, 97]. With microscopically homogenous 
materials, it is commonly used in the frequency range 20 kHz to 20 MHz. However, 
with composite materials, the testing range is significantly reduced because of the 
increased attenuation. The operating frequency limit is usually 5 MHZ or less in this 
case [104]. A traditional ultrasonic sensor includes piezoelectric transducer, mechanical 













Figure 1-4: Ultrasonic sensor 
 
Being one of the most well-known NDT applications, ultrasound imaging employs high 
frequency acoustic waves to probe the interior of a sample. As the acoustic wave 
penetrates through the sample it is attenuated and reflected by any change in the 
density of the material. The reflected signal at the transceiver can be used to form an 
image. The development of the ultrasonic technique for plastic pipes spans across the 
use of pulse echo. A common application is the thickness measurement such as to 
measure pipework corrosion [106]. 
 
A pulse of ultrasonic energy, typically a few microseconds, is transmitted into the 
specimen in a direction normal to the surface. The pulse is reflected by perfect 
(undamaged) matrix-reinforcement boundaries and also from the boundaries 










Figure 1-5: Immersion pulse-echo test with submerged specimen 
 
Those signals, which travel back towards the probe, are detected and the position and 
size of a flaw is determined from the total pulse travel time and detected amplitude 
respectively. This is called A-scan display and it consists of a series of peaks, the 
position of which along the horizontal axis can be calibrated in terms of the depth in the 
composite. The amplitude of each echo will give some indication of the size and nature 
of the reflector, which might be a flaw or a specimen boundary. 
 
Figure 1-6: A-scan display for a typical pulse-echo immersion test 
Amplitude of 
reflection 
(a) Delay due to water path 



















In this testing method, there are four types of scan, named A-scan, B-scan, C-scan, 
and D-scan. Figure 1-6 demonstrates a typical A-scan display from a pulse-echo 
immersion test. In this figure, the echoes with different features within the composite do 
not merge (they are well resolved) because the pulse duration is short to prevent it 
from interacting with others at the same time. The first peak (a) is due to the electrical 
pulse used to excite the transducer (as known as the „main bang‟) and is a convenient 
reference for the following peaks. These are the front surface of the component (b), a 
flaw (c) and the rear surface of the component also known as the back-wall (d). 
 
In ultrasonic testing, B-scan displays a 2D „slice‟ through the specimen is produced by 
scanning the probe along the surface and capturing an A-scan at each point along the 
scanning direction. Therefore, B-scan is always considered as a large number of A-
scans. The resulting echoes are used to achieve the internal condition of a cross 
section inside the component. C-scan is the most relevant scan method of ultrasonic 
scanning. As shown in Figure 1-7, in C-scan, a large number of A-scans are located at 
each point on scan while defect echoes are displayed as an XY imaging of the part. C-
scan is a very slow process as it scans a very small area but the component could 
possibly be very big. D-scan is also a slice through the specimen taken at a fixed 






Figure 1-7: Ultrasonic scanning 
 
To summarise, ultrasonic inspection is able to detect both the location and the size of 
internal defects accurately [97,104,106]. Ultrasonic scanning does not require the full 
access to the component, but only one side is needed. There is no radiation hazard in 
ultrasonic testing, and the most important factor is that planar defects are able to be 
detected, irrespective of their orientation. 
 
Ultrasound is non-invasive. However for some applications, it requires a medium gel to 
be applied between the sensor and the object, which makes it intrusive [97,104]. 
Furthermore, ultrasonic testing is terribly slow. In certain materials, like austenitic steel, 
the large grain size found in welds can cause attenuation and this may mask defects. 
Furthermore, spurious indications, and the misreading of signals, can potentially result 






1.2 Capacitive imaging method for NDE 
To find a method of non-destructive dielectric material inspection, there has been a 
new approach developed at University of Warwick in 2006 [14], which is capable of 
imaging a wide range of materials and structures, ranging from insulators to metallic 
conductors. The approach, which has the potential to image the internal structure of 
different materials, known as capacitive imaging, uses electrode arrays to produce an 
AC electric field distribution within the material. By scanning the field over the material 
causes a change in the field distribution, and hence changes in output voltage. 
Capacitive coupling allows the technique to work on a wide variety of material 
properties, without requirement of contact and transmission medium. 
 
A pair of capacitive electrodes was used to generate an electric field distribution within 
the material. The test sample was placed between the electrodes as shown in Figure 
1-8. This experiment took a set of two metal plates as electrodes, which are placed 
above the surface of the test sample to be scanned by a certain distance and parallel 
to the surface of the sample. By applying excitation voltage to electrodes as the input, 
a charge signal is then able to be captured as the output as shown in Figure 1-8. This 
technique has been extended to arrays for emergency imaging scanning because this 





Figure 1-8: Experiment structure of capacitivie imaging 
 
In this case, the excitation voltage is in sinusoidal form with a fixed frequency. An 
alternative electrostatic field is established, with field lines passing through the object, 
whereby charge is induced on the surface of the second electrode. This coupled 
charge can be detected via a number of standard techniques such as charge amplifiers, 
processed and outputted as a DC voltage level. 
 
Research group from University of Warwick has carried out a series of test using this 
technique on concrete and some other dielectric material in 2D capacitive imaging and 
the results were promising as shown in Figure 1-9 [14]. 
 
Voltage Signal Input Charge Signal Output 







(a) Air-coupled ultrasound in through-transmission (b) Single-sided capacitive imaging 
Figure 1-9:Results achieved using capacitive imaging by University of Warwick [14] 
 
In 2011, a similar approach was developed at University of Warwick and Thapaer 
University in India described the application of capacitive sensing to the inspection of 
defects in fibre reinforced polymer (FRP) composites and reinforced concrete 
structures by carrying out series of 2D experiments [10]. In their work, a 2D finite 
element modelling method was proposed to detect the air and water voids in FRP 
wrapped concrete structure, by capturing the change in electric field images due to 
presence of certain defect. [10] 
 
Their proof-of-concept results indicate that the capacitive sensing technique could be 
used to detect cracks on the surface of FRP composites, as well as sub-surface air 
voids and water voids in RC structures. 
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1.3 Aims and Objectives 
The aim of this thesis is to evaluate the NDE application of ECT. There are many 
techniques that lend themselves to the use of an NDE application. Each of them has its 
own advantages and disadvantages. Among these, ECT has good potential (i.e. 
contactless inspection, fast response) but is very challenging due to the performance 
limitation to be used towards NDE applications.  
 
In reality, the test object cannot be scanned in full access (due to the size of the 
object). Hence limited-access-ECT such as planar array ECT has become necessary. 
This thesis is primarily focusing on in-depth analysis of limited-access-ECT and planar 
array ECT for potential NDE application due to its advantage of geometrical flexibility. 
Therefore, one of the main objectives in this thesis is to extend the image software for 
different geometries.  
 
The planar array ECT is suitable for NDE application, hence to evaluate the feasibility 
of this technique to provide volumetric sub-surface image, is the most important 
objective of this thesis. The planar array sensor is potentially able to provide more 
depth compared to the traditional capacitive imaging method for NDE. To understand 
the challenges with planar array ECT in NDE application, the thesis aims to evaluate 
the effect of missing data. This aim is done using a full 3D ECT sensor. 
 
To evaluate the NDE application of ECT, the following tasks were carried out:  
 ECT forward modelling for various geometries in 2D and 3D; 
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 Approximation error modelling for forward and inverse ECT problem; 
 Planar array ECT in 3D; 
 Evaluation of planar array technique 
 Relationship between image quality and amount of missing information (Full 3D 
technique). 
 
To tackle these tasks, the fundamental skills and knowledge of the whole process of 
ECT reconstruction using various algorithms were gained, and several different types 
of ECT sensors have been built (both in 2D and 3D), which are used for evaluations. 
1.4  Thesis Structure 
This thesis is about the evaluation of ECT. It is divided into several chapters to lead 
readers to a clear understanding of the technique and improvements that have been 
made to this technique. In the very beginning, various commonly used algorithms for 
ECT and different ECT sensors are demonstrated. Sections include various geometries 
of sensor design, and forward and inverse problems of ECT. In the linear 
reconstruction sections, the basic and commonly used method named linear back 
projection (LBP) is mentioned so as several other different algorithms. An iterative 
reconstruction algorithm (Landweber iteration method) is described, which is able to 
provide more accurate results. Both algorithms have been used in 2D and 3D image 
reconstruction. Non-linear reconstruction algorithm is found to be able to improve the 
results. However, this method is challenging for 3D ECT. Following this, the 
approximate error method is introduced in Chapter 3. This method is able to provide a 
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good result, which normally requires a very dense model, by using a coarse meshed 
model. 
 
Planar array ECT is one of the extreme cases in a limited access ECT technique. This 
type of ECT test has been performed and analysed in 3D (Chapter 4), while full 3D 
ECT and imaging quality varying with different amounts of missing data are analysed in 
Chapter 5 to provide a clear understanding of the 3D planar array ECT technique 
compared to a traditional ECT system. The validation of image quality and amount of 
missing data was analysed by using a full 3D ECT system in this chapter. 
 




CHAPTER 2 Electrical Capacitance 
Tomography  
This chapter aims to provide a brief of ECT system and methods. The image 
reconstruction of ECT can be divided into two parts, the forward problem and the 
inverse problem. The inverse problem of ECT is always ill-posed. Hence, different 
algorithms have been developed to solve the ECT inverse problem. To evaluate the 
performance of these well-known algorithms, experiments are carried out, but only 
some meshed models for forward modelling are shown in this chapter. 
2.1 Electrical capacitance tomography system 
The hardware of a traditional ECT system includes three parts as shown in Figure 2-1, 
namely a capacitance sensor, a capacitance measurement unit and a computer [2]. 
 











 Capacitance sensor design 2.1.1
An ECT sensor is comprised of an array of conducting plate electrodes (copper tape is 
used in the ECT sensors for electrodes) as shown in Figure 2-2. The outer grounded 
shield is not shown in this Figure so that the electrodes can been seen. 
 
 
Figure 2-2: 3D circular ECT sensor 
 
There are several parameters of the sensor design that could affect the measurement 
significantly and they should be considered carefully to achieve the best performance 
for the sensor [2]. There are parameters which are able to influence the image quality 
such as number of electrodes. It is commonly known that by using more electrodes, 
more measurements are able to be achieved potentially. But this doesn't necessarily 
improve the quality of image reconstruction. Because, with a constant sensor area, 
using more electrodes can result in decreasing in electrode surface area. Therefore, 
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signals captured on electrodes could be small in this case. There are other parameters 
to be considered include: 
A. The gap between the overall screen and the electrodes; 
B. The permittivity of the insulating pipe; 
C. The thickness of the insulating pipe; 
D. The size of the grounded layer of the electrodes. 
 
 Capacitance measurement unit 2.1.2
The capacitance measurement unit plays a very important role in measuring and 
conditioning the signals that are achieved from the capacitance sensor. The measuring 




Figure 2-3: A schematic drawing of a capacitance measuring unit 
 
The capacitance measuring bridge is an alternating current AC bridge, which is used 












used to connect the sensor and measurement unit in this thesis as shown in Figure 2-2 
and the measuring unit is provided by Process Tomography Ltd (PTL). The measuring 
unit, which is used in the laboratory, is able to amplify the signals received that are 
normally weak and corrupted with noise. By using the measuring unit provided, 
normalised capacitance data can be obtained. 
 Control computer 2.1.3
Since computers can only process digital signals, an analogue-to-digital converter 
(ADC) is required before the computer can process the capacitance data. The 
converter is usually available as a plug and play card, which can be fixed into a 
computer. Hence, the digitisation of an analogue signal can be handled by a computer 
[1, 3, 7, 35]. The main function of the computer is to process the collected data and 
implement image reconstruction. In this thesis, MatLab is used for image 




2.2 ECT forward problem 
The ECT image reconstruction process includes two steps, forward problems and 
inverse problems [1, 3, 6]. The forward problems will be explained in detail in the 
following parts of this chapter, while the inverse problems will be dealt with in the 
following sections. 
 
For ECT, the forward problem is a simulative process to calculate the electric potential 
and the capacitance matrix by providing the geometry of an ECT sensor, the potential 
applied on the exciting electrodes, and the geometry of the object inside the sensor. In 
a typical ECT process, a fixed voltage is applied to each of the electrodes in turn, while 
all the other electrodes are grounded. The total potential is measured on each of the 
remaining electrodes. For this reason the number of measurements has a relationship 
with the number of electrodes, which will be explained later.  
 
Several assumptions are worth pointing out: 
1. Negligible internal charges and wave propagation effects; 
2. Assuming the electrostatic approximation , for an electric potential  
  (2.1) 
then the mathematical model for an ECT forward problem can be written as: 
 ∇ ∙ (𝜀∇𝑢) = 0 𝑜𝑛 𝛺 (2.2) 
where  is the dielectric permittivity and  indicates the region inside the cylindrical 







The electric potential is fixed on each electrode and the boundary conditions can be 
defined as: 
 𝑢 = 𝑣𝑘  𝑜𝑛 𝐸𝑘 (2.3) 
where  indicates the kth electrode, and  is the voltage, that is applied on the 
recitative electrode and is zero on all other sensing electrodes. Therefore, the electrical 
charge on the kth electrode can be expressed as below: 






where  is the inward normal on the kth electrode. FEM is used solve this problem. By 
using Galerkin‟s approximation, [3] the boundary value problem reduces to a linear 
system of equations. 
 𝐾(𝜀)𝑈 = 𝑄 (2.5) 
In this equation,  indicates the discrete representation of ,  is the boundary 
condition term and  is the vector of electric potential solution.  
 
Assuming the thickness of electrodes is negligible, then the total charge on the kth 
electrode is the sum of charges between internal  and external  

















where  and  are the electric potentials on the inner and outer surfaces of the 




















It can be seen that interference would occur between the interior and exterior of the 
electrode through the gap between  and , which are both affected by the 
change of permittivity [3]. Therefore, with a same number of electrodes, using a sensor 
design which has very small gaps between electrodes to maximise the surface area of 
electrodes, can improve the quality of image reconstruction [3]. 
 
In ECT, the capacitance data are normalised after calibration. The normalised 





where  is the capacitance measurement for free space,  is the absolute 
capacitance measurement and  is the capacitance measurement while the sensor 
is filled with a high permittivity object. 
 
   
(a) (b) (c) 
Figure 2-4: Mesh models of 2D ECT systems; (a): Model with 24 electrodes; (b): Model 











Figure 2-5: Mesh model of 3D ECT; Left: Coarse meshed model with 24 electrodes; 
Right: Dense meshed model with 24 electrodes;  
 
Figure 2-4 and Figure 2-5 demonstrate the meshed models for 2D and 3D sensors 
respectively. Among the 2D meshed models in Figure 2-4, there are 8 electrodes, 12 
electrodes and 24 electrodes respectively. Among the 3D models in Figure 2-5, two 
computer models are generated based on an ECT sensor with different mesh density.  
 
A traditional circular 2D ECT sensor with 12 electrodes has been built. One of the 
planes in this 3D sensor was used as a 2D sensor. Several meshed models were 
programmed in different mesh densities, as shown in Figure 2-6, to compare how 





























(a) (b) (c) 
Figure 2-6 Mesh model of 12 electrodes 2D ECT system;(a): Real ECT 3D sensor with 12 
electrodes; (b): Model with coarse mesh density; (c): Model with dense mesh density; 
 
As shown in Figure 2-6, the first model is meshed into 1730 elements while the second 
model has 6210 elements. It is commonly known that with a fine meshed model, 
improvement in image quality could be achieved. However, a greater mesh density can 
cause longer computational time due to a larger number of elements and a larger 
number of calculations.  
 
























































(b) 3D ECT measurement 
 
Figure 2-7: Sample of capacitance measurements (a) 2D ECT measurement (b) 3D ECT 
measurement 
 
Figure 2-7 shows the measurement data with (a) a 2D ECT sensor and (b) a 3D ECT 
sensor (b) respectively. The capacitance of each combination of electrodes was 
measured, the relation between the number of measurements and the number of 
electrodes is:  




where N is the number of electrodes. 
 
With a 12 electrode system, there are 66 measurements captured. With respect to 
Figure 2-7, graph (a) shows the measurement data for 66 measurements in a 12-
electrode-2D system, while graph (b) shows a 2 ˣ 6 electrode 3D system (12 electrodes 
in total). As can be seen, the capacitive measurement pattern in (b) is formed by two 
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peak levels (marked in red line) while the single plane 2D system only has one peak 
level in measurement (marked in green line). In ECT, measurements of the 
capacitance between each combination of two electrodes are taken in turn. For free-
space measurements, as shown in Figure 2-7, neighbouring electrodes provide similar 
capacitance measurements so are the diagonal electrodes but at different level, when 
the entire measurement data is plotted with measurement number as shown in this 
case, the peak levels, as marked in dashed line in Figure 2-7, are formed.  
 
 Rectangular ECT sensor 2.2.1
 
A rectangular sensor has also been built, as shown in Figure 2-8. The rectangular ECT 
sensor (a) was meshed into the computer model (b). Compared to a circular sensor, by 
using the same number of electrodes of the same size, the rectangular sensor 
enlarges the sensor area. By applying a simulative voltage on the electrode and 
running forward problem process, the potential distribution (c), current distribution (d) 






(a) Rectangular sensor (b) Meshed computer model in MatLab 
  
(c) Potential distribution of the 
rectangular sensor 
(d) Current distribution of the 
rectangular sensor 
 
(e) Field distribution of the rectangular sensor 
Figure 2-8: Forward results of the rectangular ECT sensor (a) Rectangular sensor,(b) 
Meshed computer model in MatLab, (c) Potential distribution of the rectangular sensor, 
(d) Current distribution of the rectangular sensor, (e) Field distribution of the rectangular 
sensor. 
 










 Jacobian matrix and sensitivity map 2.2.2
The relationship between capacitance and the permittivity in each pixel (2D) or voxel 
(3D) is non-linear. A Jacobian matrix is used to linearise this relationship. Each row of 
the Jacobian matrix represents the sensitivity of one measurement data with respect to 
all voxels. Each row of the Jacobian matrix (also called the sensitivity map) indicates 
the relationship between capacitance and the permittivity of each combination of 
electrodes [1, 7]. The sensitivity map can be calculated using an efficient formulation 









where  ui  and uj  are the potentials over the region  Ω  when electrodes i and j are 
excitation electrodes respectively. Examples of sensitivity plots for some combinations 
of excitation and sensing electrodes are shown in Figure 2-9 and 2-10.  
 
In Section 2.2, the capacitance measurements between different combinations of 
electrodes in pairs can be defined as a function of the permittivity distribution. Hence: 
 C=F(ε) (2.12) 
 
where 𝐶 = [𝐶1 … 𝐶𝑚 …𝐶𝑀  ]
𝑇 is the capacitance vector consisting of all capacitances 
measured for all possible combination of the electrodes and M is the number of 
measurements. 
𝐹(ɛ) = [𝑓1(ɛ)… 𝑓𝑚(ɛ)… 𝑓𝑀(ɛ)]
𝑇 , where ɛ = [ɛ1, … , ɛ𝑘, … , ɛ𝐾]
𝑇.  ɛ  is the vector of 




Therefore, the change in capacitance, ∆C, in response to a perturbation of the 
permittivity distribution can be defined as: 
















































∙ ∆𝜀 + 𝑂(∆(𝜀)2)
 
  (2.13) 
where J is the Jacobian matrix of F with respect to permittivity, which as known as the 
sensitivity matrix.  
 
Among the Jacobian matrix, 
𝜕𝑓𝑚(𝜀)
 𝜕𝑓𝑘(𝜀)
  indicates the change of the mth capacitance due to 
the change in permittivity at the kth pixel. Hence, each column of the Jacobian matrix 
defines the relationship between capacitance and the permittivity between a certain 
two electrodes, which is called the sensitivity map. The sensitivity map indicates the 
sensitivity condition between two certain electrodes in ECT. 
 
As an example, an 8-electrode ECT sensor was used, as shown in Figure 2-9. Five 
sensitivity maps of different electrode combinations of this circular sensor are plotted in 










Figure 2-9: Computer model of an eight electrode 2D ECT sensor 
 
  
(a) Sensitivity map between electrodes 1 
and 2 
(b) Sensitivity map between electrodes 1 
and 3 
  
(c) Sensitivity map between electrodes 1 
and 4 
(d) Sensitivity map between electrodes 1 
and 5 
 
Figure 2-10: Sensitivity maps of the tubular ECT sensor 
 



















































With respect to Figure 2-10, it can be seen that the sensitivity of the circular ECT 
sensor in the near electrode region is good while in the central region, it is poor. 
According to this, to detect an object in the centre using ECT tubular sensor is always 
challenging. 
2.3 ECT inverse problem 
The inverse problem is the process of calculating the permittivity given the capacitance 
data from electrodes. To start with single step inverse problems, several basic 
algorithms are introduced as below. ECT inverse problems are always ill-posed due to 
the fact that the Jacobian matrix is not in full rank hence the inversion of Jacobian 
matrix does not exist. 
 Truncated singular value decomposition（TSVD） 2.3.1
There is no universal formal definition for inverse problems. The definition of an ill-
posed problem, according to Kabanikhin‟s article [147], Hadmard suggests that an „ill-
posed problem‟ is a problem for which the solution does not exist in its desired class, it 
is not unique (two or more) or the solution procedure is unstable. The inverse problems 
of ECT are ill-posed. Because the number of measurements is always smaller than the 
number of elements in ECT. Therefore, the Jacobian matrix is not full ranked.  
 
SVD is considered as a tool for analysis of problems with ill-posed matrices and the 
truncated SVD method has been widely used to solve a variety of discrete ill-
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conditioned problems [20, 22]. One of the disadvantages of using SVD is that it is 
frequently computationally expensive when dealing with large matrices [21]. 
 
Hence, to determine the ill-posedness of ECT inverse problem, SVD is used and 
presented as below: 
 
According to Xu [63], any matrix 𝐽 ∈ 𝑅𝑚∗𝑛 (in ECT A is the Jacobian matrix) 
 𝐴 = 𝑈Λ𝑉𝑇 (2.14) 
where U and V are unitary matrices, UT U = U UT = Im, V
T V = V VT = In. and Λ ∈ 𝑅𝑚∗𝑛 is 
a diagonal matrix of singular values of the matrix A, whose non-zero diagonal elements 
are 𝜆1, 𝜆2, … , 𝜆𝑘  
 
The introduction of SVD of a Jacobian matrix J in ECT shows how much information 
the imaging system is able to potentially provide. As an ill-posed problem, ECT 
requires regularisation to stabilise the reconstruction procedure. The amount of 
information that can be extracted from the boundary measurements depends on the 
number of singular values that are not masked by the noise in the data. According to 
the Picard criteria [20, 22], only the singular values above the noise level will contribute to 
a reasonable result. In the Tikhonov regularisation, the regularisation parameter is 
selected to stabilise the inverse problem (mostly based on experiences). SVD also 
provides an important tool to analyse the behaviour of the underlying inverse problem 
[9], more specifically in ECT reconstruction procedure. Figure 2-11 shows an example 
of singular value decay for 2D ECT system. Further use of SVD will be demonstrated 







Figure 2-11: SVD plot for the Jacobian matrix from a 12 electrodes 66 measurement; (a) 
Standard SVD plot; (b) SVD plot in log format. 
 
With respect to Figure 2-11, the singular value was plotted against measurement 
number. Figure 2-11 (a) shows the SVD plot with the standard values and (b) shows 
the SVD plot in semi-logarithmic scale. The SVD plots show the ill-posedness of the 
ECT inverse problem. 
Measurement Number 
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 TSVD algorithms 2.3.2
Being an invaluable tool for analysis of problems with ill-conditioned matrices, the 
truncated SVD (TSVD) method has been widely used to solve a variety of discrete ill-
posed problems. The method still lacks some theoretical criteria, in particular on 
selection of the number of singular values. The method of truncation determines the 
quality of a truncated SVD solution, but truncation is often done arbitrarily [63]. 
 
In practical evaluation in ECT, the ill-posed inverse problem can be written as the 
following linear algebraic model [13]:  
 𝑦 = 𝐴𝑥 + 𝜖 (2.15) 
where y is an array of boundary measurements collected by the data acquiring system 
of ECT. A is the Jacobian matrix with size of (m × n) where m denotes the number of 
independent data and n is the total number of pixels in the image, x is an unknown 
pixel vector, and 𝜖 is the error vector which indicates the noise in the collected data. 
 
Applying numerical methods, SVD for the Jacobian A is able to achieve. Without loss 
of generality, suppose the diagonal elements of  A  to be positive and to be arranged in 
decreasing order, 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑘 > 0 , where k is the truncation parameter, k ≤
min( 𝑚, 𝑛). 
 
The pseudo-inverse solution of Equation 2.14 is: 
 ?̂?𝑝𝑖 = 𝑉Λ
−1𝑈𝑇𝑦 (2.16) 
which is also the least squares approximations to the equation, because: 
 ?̂?𝐼𝑠 = (𝐴




For the convenience of programming it is commonly rewritten in the least squares or 
pseudo-inverse solution in spectral form yields: 






𝑖=1  (2.18) 
Dropping the smallest singular values and also the corresponding column vectors in 
matrices U and V by ignoring n-k number of small singular values in ?̂?𝐼𝑠, a least square 
and stable TSVD solution which is insensitive to the noise can be obtained as: 






𝑖=1  (2.19) 
 
 Linear back projection (LBP) 2.3.3
 
Linear back projection (LBP) is a simple and a basic image reconstruction algorithm, 
and it has been commonly used in ECT for 2D and 3D image reconstruction due to its 
fast response ability.  
 
As explained in Section 2.1, in a linear inverse problem the relationship between 
measured capacitance and permittivity distribution can be approximated and written in 
a linear normalised form: [3, 35] 
  (2.20) 
Where , the system known, is an M x 1 vector representing the normalised 
capacitance matrix, M indicates the number of measurements, which can be calculated 
by using Equation 2.10 in Section 2.2.  
 




 is an M x N vector representing the Jacobian sensitivity matrix (normalised 
capacitance with respect to normalised permittivity) , the system unknown, is an N 
x 1 matrix representing the normalised permittivity, where N means voxels. Then the 
system equations become: 
 ∆ε = 𝐽𝑇∆𝐶  (2.21) 
LBP algorithm is always considered to be the fastest and simplest method in ECT. It is 
easy to achieve a fast reconstruction rate of a few tens of frames per second. 
However, in reality, the Jacobian matrix  is actually dependent on the unknown 
permittivity distribution due to the non-linear relationship between the capacitance and 
the permittivity distribution, as mentioned in the previous chapter. For this reason, the 
results are less good when the permittivity difference is too large.  
 
Image reconstruction using the LBP algorithm in the linear case always relies on a 
sensitivity map while assuming a homogeneous permittivity distribution. By using 
proportionally adaptive thresholding and iteration, the blurring effect would be reduced 
significantly and quickly. However, the LBP algorithm is still the quickest method used 
nowadays due to the simple calculation process and assumptions.  
 Tikhonov method 2.3.4
 
Apart from the linear back projection algorithm in the previous section, Tikhonov 
algorithm is also commonly used and it is more advanced method compared to the 
LBP method. As said previously, the main task of image reconstruction for ECT is to 






form, it is to find the unknown  from the known , while  acts as a constant 
matrix in linear image reconstruction cases, hence: 
 ∆𝜀 = 𝐽−1∆𝐶 (2.22) 
However, 𝐽 is an m*n matrix instead of a square matrix hence 𝐽−1 does not exist and 
this leads to another way to solve the ECT inverse problem as below: 
 ∆𝐶 = 𝐽∆𝜀 + 𝐸𝑟𝑟𝑜𝑟 (2.23) 
 ∆𝐶 = 𝐽∆𝜀 (2.24) 




 ∆𝜀 =（𝐽𝑇𝐽 + αR）
−1
𝐽𝑇∆𝐶 (2.27) 
R is the regulation identity matrix and the term (𝐽𝑇𝐽 + αR)−1 has a filtering effect on the 
basic algorithms.  
 
In a single step inverse problem, it is assumed that the Jacobian remains the same 
throughout the entire image reconstruction process. However, in reality, it is not. To 
solve this issue, the following section introduces algorithms in more than one step, 
which is known as the iterative method. 
 Landweber iteration method  2.3.5
 
Different from single step inverse problem solutions, [12, 13, 16, 17, 42] suggested that the 
iterative method is able to provide more accurate solutions as opposed to the direct 
inverse methods and that it has great advantages over a fixed Jacobian matrix. The 




is very large and hence it is difficult for direct methods to be used due to computational 
memory constraints. 
The most commonly used and typical iterative reconstruction algorithm is the 
Landweber iteration method [13, 16], which can be defined as: 
 ∆𝜀𝑛 = ∆𝜀𝑛−1 + β𝐽
𝑇(𝐶 − 𝐽∆𝜀𝑛−1) (2.28) 
where β is the relaxation factor. [13, 14] 
 
According to Equation 2.28, ∆ɛn is obtained by adding the previous result ∆ɛn-1 and the 
correction term β𝐽𝑇(𝐶 − 𝐽∆𝜀𝑛−1), where C-J∆ɛn-1 is the error between the measurement
 and the re-calculated capacitance J∆ɛn-1.  
 
The latest result is calculated by choosing ∆𝜀0 as zero and using SVD. Therefore, the 
general expression of the Landweber iteration can be expressed in equivalent in SVD 
form [13]: 









𝑗=1  (2.29) 
where  is the rank of matrix ;  is the th singular value of matrix  and  are the 
left and the right singular vectors of the matrix , respectively, and  is the number of 
iterations.  
 
With respect to Equation 2.28, the result using -step Landweber iteration can be 
achieved by using this algorithm. However, using the Landweber iteration algorithm, 










To solve the time consuming issue of using the Landweber iteration algorithm, in a 
more efficient expression of this method using SVD, Equations 2.28 and 2.29 can be 
expressed as: 
 ∆𝜀𝑛 = ∆𝜀𝑛−1 + β𝐷𝐽
𝑇(𝐶 − 𝐽∆𝜀𝑛−1) (2.30) 









𝑗=1  (2.31) 
where  is the pre-conditioner, which represents a diagonal matrix and dj is the j
th 
diagonal element of matrix . It can be seen that, for any J, and |1 − β𝑑𝑗𝜎𝑗
2| < 1, 
Equation 2.31 converges. When this condition is satisfied, it can be expressed as:  
 0 < β𝑑𝑗 <
2
𝜎𝑗
2 , 𝑗 = 1,2,…𝑝 (2.32) 
 
Literature [13, 67] suggests that, β𝑑𝑗𝜎𝑗
2 ≤ 1  should be satisfied and β𝑑𝑗𝜎𝑗
2  should be 
close to 1, so that this method can converge faster.  
 










In this way,  is more able to satisfy the conditions described above. Generally, the 
term rj can be chosen as a constant for simplicity, which will lead to a sharpened 
reconstruction because of certain abnormal high frequency noise after a large number 















 Non-linear Tikhonov reconstruction 2.3.6
As has been discussed in the previous section, linear methods sometimes fail to 
provide accurate image reconstruction, due to the assumption made against the non-
linear nature of the problem. In linear analysis the problem J(x) =y is assumed to be 
linear. However, Yang demonstrated [3, 13, 16] that, if it cannot be described by a linear 
mapping from x to y, applying a non-linear algorithm can sometimes improve both the 
image quality and accuracy. For example, in the separation of an oil and water mixture 
[35], the linear method would fail to solve the problem properly due to the high contrast 
[43, 53]. The predicted values using a Jacobian matrix have an error due to the 
perturbation and solving the forward problem. 
 
A non-linear iterative algorithm requires computation of the Jacobian matrix in every 
iterations and re-calculation of the forward problem based on the latest update on 




Therefore, the advanced formula in each iteration is: 
  (2.34)[13,35] 
when n=1, this becomes a linear reconstruction. In this case, as mentioned for a linear 
algorithm,  is the Jacobian matrix, which is achieved with the permittivity ,  is 
the capacitance measurements vector, and the forward solution  is the predicted 
capacitance from the forward model with permittivity . The matrix is the 
2 22( )Cm F L   
2 1 2
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regularisation matrix, which penalises extreme changes in permittivity removing the 
instability in reconstruction.  
 
The residual error indicates the convergence of the inverse solutions, which can be 
defined as:  
 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑒𝑟𝑟𝑜𝑟 =  ‖𝐴𝑥 − 𝑏‖2 (2.35) 
[146] 
where A is the updated Jacobian matrix, b is the capacitance measurement, and x is 
the solution from the inverse problem. Residual errors converge in good condition once 
the algorithms are forced to run for more than one iteration.  
 
Higher accuracy forward modelling is needed for non-linear reconstruction. This means 
that the closer the simulating analysis approaches the reality situation, the more 
improvement can be achieved using an iterative algorithm compared to a single-step 
method.  
2.4 Summary 
The forward problem is a process to simulate the electric potential, given the 
permittivity distribution and particular excitation at the boundary [1, 3]. By solving the 
forward problem, the potential data, which will be used in inverse problem to calculate 
the permittivity distribution, can be achieved. By using data achieved in the inverse 




For linear image reconstruction, it is commonly simplified by assuming that the 
normalised capacitance varies linearly against the measurement before convergence. 
In reality, however, the relationship between the change of capacitance and permittivity 
is not linear. As a result, a more accurate model was used, and more difference 
between linear and non-linear analysis was achieved. In the results achieved, the 
differences were not that obvious because of the accuracy of the model. Hence, in the 
current experiments, it was difficult to visually detect the improvement produced by 




CHAPTER 3 Approximate Error Method 
Since most reconstruction algorithms rely on model-based approximations, it is 
important to ensure numerical accuracy for the model being used. FEM is a commonly 
used modelling technique for the ECT forward problem. The error modelling is used for 
mesh density and electrode size analyses are covered in this chapter. Due to the 
characteristic of the ECT technique, the size of the electrodes needs to be large 
enough to cover the entire image area. To solve the forward model accurately, a large 
number of elements are required in and around electrodes. Notably，a complete 
sensor model will provide the best solution to the forward problem. However, a large 
number of elements also bring in a large number of calculations, which results in 
longer computation time. For this reason, the advantages of incorporating 
discretisation and modelling error in ECT problem are studied. The approximation error 
model (AEM) has been used to account for discretisation error, and this allows using a 
coarse mesh for the forward problem to minimise the number of calculations, and 
achieving reconstruction accuracy close to that of a denser mesh.  
 
This chapter is written based on a published work [44], to which, the first two authors 
contributed equally. The author of this thesis (second author of the publication) was in 
charge of the development of the algorithms, 2D model building and analysis while the 
first author provided the 3D model, analysis which can be seen in [44]. Because the 
author was focusing on 2D AEM analysis, 3D results are not included in this thesis. 
Current theory of AEM and the one presented in this thesis are only implemented in 
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second order algorithms. Hence only Tikhonov regularisation methods are used in this 
chapter. 
3.1 Introduction 
The characteristics of ill-posed inverse problems in ECT make it sensitive to 
measurement noise and modelling errors [70]. A complete sensor model (CSM) in ECT 
is the most accurate forward model. The CSM requires meshing the exterior shielding, 
inter-electrode shielding and the air behind the electrodes and external shields [8]. This 
will make the ECT computationally intensive. In [44], it investigated the differences (also 
called systematic error in this chapter) between CSM and a simple sensor model with a 
coarse mesh for the forward problem. AEM has been developed [69] to provide a 
statistical way to compensate for these errors [5]. AEM is currently used successfully on 
optical tomography and Electrical Impedance Tomography (EIT) technique [68]. This 
algorithm is presently able to be applied on similar inverse problems [73-78]. A major 
difference in 3D ECT is the setup of the capacitive sensors, which makes it very mesh 
intensive around the electrodes [44].  This chapter presents 2D ECT forward modelling 
using AEM in 2D ECT. 
 
Literatures show that by making improvements to the forward model and the non-linear 
inversion technique [5, 70], it is possible to reconstruct complicated geometrical shapes 
by ECT [8]. The measured capacitance data  contains an error , which is caused by 
noise. The other source of error is due to the discretisation of the problem using the 




certain specific model, the element size  tends to zero and the accuracy in the model 
will increase. In another word,  tends to  as  tends to 0. In some cases 
(depending on the mesh density and design of the measurement system), the 
discretisation error ( ) can be even higher than the measurement error [5]. These 
errors can greatly reduce the quality of an image for coarser mesh-based FEM models. 
3.2 Approximation error model 
The aim is to improve the quality of the reconstructed images achieved by using 
coarser meshes and, thus, to reduce the computational time required to obtain a 
sufficient level of accuracy, which is very important to fast ECT imaging. The 
measurement error model is given by the approximate equation 
  (3.1) 
where  is the noise error in the measurement data,  is the mesh parameter 
controlling the level of discretisation, and  as  according to FEM, 
which is that the equation becomes exact within the measurement accuracy. The 
enhanced error model, which incorporates the discretisation error, is given by  
  (3.2) 
where  is the discretisation error. 
 
By determining the probability distribution for the modelling error , it can be treated 
as measurement noise, and a coarser mesh can thus be used to obtain higher 
reconstruction quality by correcting the modelling error. The first step in achieving this 
h
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goal is to assume that the forward problem of ECT can be approximated to an 
appropriate level of accuracy by a densely discretised finite-dimensional model 
 where  is small and . Suppose  within this level of 
accuracy and so the enhanced error model can be written as 
  (3.3) 
 
A set of random samples can be generated from the permittivity solutions of size N, 
using both the denser mesh with permittivity solutions  and the coarser mesh with 
permittivity solutions . This can be achieved by randomising the location, size and 
permittivity distribution of spherical 3D objects and circular 2D object in material under 
examination, and then by using the Tikhonov regularisation approach to solve the 
inverse problem, for both the permittivity distribution  in the denser mesh and the 
permittivity distribution εh in the coarser mesh, for each random case. Assume that the 
solutions  from the denser mesh, are accurate and the discretisation errors in 




The distribution of the discretisation approximation error from the samples will be 
calculated by assuming a Gaussian error term, , using the 
approximations [5]. 
  (3.5) 
and 
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  (3.6) 
 
Assuming the noise error is mutually independent and Gaussian-type, and considering
, where  is the mean and  is the symmetric and positive definite 
covariance matrix. The average discretisation error plus the average noise  provides 
the mean  of the noise vector, . The covariance of the noise vector can 
be calculated using [5, 127] 
  (3.7) 
 
By using the Cholesky factorisations [5] 
   ,  (3.8)
 
 
These can then be incorporated into the ECT model, to correct for the discretisation 
error, along with the noise error, so that the common method (objective function) to 




In linear form, this is equivalent to finding the permittivity that minimises the function: 
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Given that the actual  is approximated by the simulated , there will be 
measurement error  in both sets of solutions for . This means that the distribution for 
the measurement error can be taken as , where , 
where  and  is the relative noise of the system expressed as a 
percentage. In Equation 3.9, the instrument noise is not required as the capacitance 
differences of different measurement data are used. 
3.3 AEM results comparison 
 AEM for different mesh density 3.3.1
The effect of modelling this error has been examined first, using the traditional pixel 
based approach for 2D mode. Figure 3-1 shows two computer models built for a 12 
electrodes ECT system with different mesh densities. Figure 3-1 (a) is a coarse 
meshed model with 18300 elements, while (b) has a higher mesh density of 98384 
elements. Assuming Figure 3-1 (b) is able to provide the best quality of image 
reconstruction, this model is taken as a reference („true image‟) to pre-calculate the 
error between other models to model (b). Figure 3-2 shows the true 2D ECT image and 
a comparison between two cross-sectional images reconstructed on a coarse 2D 
meshed model (model (b) in Figure 3-1). In Figure 3-2, (a) was achieved without the 
inclusion of the error model (by using model (b) in Figure 3-1, hence this is the „true 
image‟ in this case) while (b) and (c) were achieved by using model (a) in Figure 3-1. 
From the two results (b) and (c) in Figure 3-2, AEM was applied to result (b), while (c) 
was achieved by using the traditional Tikhonov algorithm. 
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Figure 3-1: 2D ECT computer models used for AEM comparison: (a) coarse meshed 
model; (b) dense meshed model 
 
Figure 3-2: (a) ‘True’ image, (b) image with pre-calculated error, (c) image without pre-
calculated error. 
 
As far as Figure 5-2 is concerned, for 2D mode the image quality improvements are 
hard to be seen in visualisation. However, Figure 3-3 shows the error values of these 
two approaches and demonstrates that the inclusion of the error approximation model 




Figure 3-3: Comparison between error in the normal model and that in the enhanced 
error approximation model for 2D ECT mode 
 
By accounting for modelling error through AEM, it is possible to gain more information 
by lower level of regularisation as shown in Figure 3-4. It is clear that more singular 
values are above the blue error line, representing the error in the enhanced error 
model, than the red line which represents the uncorrected 2D ECT model. Hence, this 
allows more detailed images to be achieved. 
 
Figure 3-4: SVD graph with error levels for the model with discretisation error (red) and 
without discretisation errors (blue). 
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It is commonly known that by using a dense meshed model it is possible to improve 
image quality, but a large number of elements also bring in more calculations. As 
shown in all results in this chapter, by applying AEM between a coarse meshed model 
and a dense meshed model it is possible to improve the image quality using a coarse 
meshed model. At the same time, by applying this method to a coarse model also 
minimises the differences without increasing the number of elements and calculations 
compared to a dense meshed model. Several future tasks are discussed in the 
following chapter. 
 
 AEM for other possible errors 3.3.2
In this section, the AEM is applied to two models, which have same mesh density but 
different electrode sizes to demonstrate other uses of this method. The principle of the 
AEM is to calculate the predictable error and apply it to the result from the inverse 
problem, to minimise the systematic error. Apart from the systematic error caused by 
different mesh density, there are many other kinds of possibilities for systematic error 
to occur. In this sub-section, two different computer models were built, as shown in 
Figure 3-5, using the same mesh density. Meshed models were built with exactly the 
same dimensions and mesh densities, apart from the electrode size. Among them, 
model A has the correct dimension while the other model (model B) has smaller 
electrode size than the actual electrodes, as marked in red circles in Figure 3-5. Taking 
model A as the reference and images reconstructed by using this model as „true 





Model A Model B 
 
Figure 3-5: Computer model built for a 12 electrode ECT system 
 
Initial experiments were carried out using model A and B from Figure 3-5 and the 
results are listed in Figure 3-6. Assuming model A is the perfect model, results 
achieved by using this model are the „true image‟, as shown in column A of Figure 3-6. 
Results achieved by using the incorrect model (Model B) are listed in column B. The 
approximate error between model A and B was re-calculated and applied to the results 
from the inverse problem by using incorrect model B; results achieved by applying 


















   





   





   
    
Figure 3-6: Initial test of image reconstruction: A: True images; B: Image reconstruction 
by using incorrect model; C: Image reconstruction by using incorrect model with AEM 
applied 
 
With respect to Figure 3-6, images reconstructed without AEM clearly have poorer 
quality. Because of incorrect electrode size in model B, the results clearly show errors 
in neighbouring electrodes. With respect to experiment 3 in Figure 3-6, the samples, 
which were reconstructed without AEM, were connected together without being 




However, by applying AEM, the differences between results, which were achieved by 
using the incorrect model and correct mode, respectively, have been reduced, as 
shown in Figure 3-6. With the incorrect model (model B), the samples were well 
separated and the imaging error in neighbouring electrodes was reduced by using the 
AEM based model (as shown in column B and C). The test samples reconstructed in 
those results are much more clearly separated, as shown in the initial results. 
 
Having shown the initial improvement, follow-up tests were carried out as shown in 
Figure 3-7. Five models were built with the same mesh density and dimensions apart 
from the different electrode size. Among these models, model E has the largest 
electrode size (correct model, electrode size same as the sensor). From models D to A, 
the electrode size is reduced when building the meshed model gradually (shown in the 
first column of Figure 3-7). 
 
Among all models, A has the largest error in electrode size. Taking E as reference, the 
error between all sample models to model E (“perfect model”) was calculated and 
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 Figure 3-7: Comparison of image reconstruction with and without AEM 
 
As far as the results shown in Figure 3-7 are concerned, taking model E (perfect 
model) as the reference, models A and B both have large error by comparing the 
results achieved using these two models to those using model E, this is due to the 
large error in the size of electrodes. Applying approximate error to the image 
reconstruction for models A and B, the error in neighbouring electrodes has been 
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reduced but not completely removed. The test sample has been reconstructed and a 
visual improvement can been seen. With respect to results achieved by using models 
C and D, due to the smaller difference (error) in size of electrodes to the reference 
model (model E), by applying AEM, those errors in neighbouring electrodes have been 
reduced using the standard Tikhonov reconstruction. Test samples are enhanced in 
both changing in signal and reconstructed size. Because model E is the perfect model 
and the calculated error was achieved by using model E as reference, it is hard to see 
any improvement by applying AEM to the process when using this model as shown in 
Figure 3-7 row E.  
 
The cases of incorrect electrode size are not common in reality in the ECT, this has 
been taken as an example of one of the predictable systematic errors to demonstrate 
the application of AEM method. 
3.4 Computational time 
The error term and the inverse of the covariance of the error are calculated offline in 
AEM. The computational time of this process depends on the size of forward problem 
and the number of sample models. For 2D examples in this chapter, the computational 
time is 20 minutes (on Intel core i7) for 1000 sample models. Once the error term is 
pre-calculated, the computational time associated with Equation 3.10 is very close to 
the traditional Tikhonov based method (10% higher). Because the additional 
calculations of subtraction of the error term with traditional Tikhonov method is not 




Presented in [44], due to the large amount of computational complexity of this process in 
3D ECT, the GP GPU CUDA technology was applied to speed-up the process. 
Normally the AEM training can take a few days using Intel Core i7 (conventional CPU 
unit). MatLab AccelerEyes Jacket implementation provides about 9 times speed-up 
using Nvidia GT555M graphic processing unit. Thus, the AEM training process can be 
completed in a reasonable time (8-9 hours) in 3D for 5000 training samples. 
 
Since the AEM are developed in second order method such as Tikhonov algorithm and 
not yet implemented for first order method such as Landweber and LBP algorithms, the 
application to a large scale ECT problem is more challenging 
3.5 Summary 
This chapter presented simulation study of 2D ECT.  The use of AEM has been shown 
as an effective method of modelling 2D ECT. However, some error is created in the 
discretisation of the problem. In this chapter, it has been shown that a noticeable 
improvement in the image reconstruction in 2D is achieved by modelling the 
discretisation error using AEM in finite element, thus resulting in improved image 
reconstruction with coarser meshes or incorrect sensor models (incorrect electrode 
size model) and reduced computation time. The negative influence to the image 
reconstruction quality due to potential error in model dimension can be minimised by 
using AEM. Apart from this, the AEM method can be applied in reducing the difference 
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between using a complete model and an incomplete model (i.e. a simplified ECT 




CHAPTER 4 3D Planar Array ECT 
In the majority of non-destructive evaluation (NDE) applications for ECT there is only 
limited access to the targeted objects, making conventional circular array ECT 
impractical. In this chapter, a planar array ECT system is developed and proposed for 
3D sub-surface imaging as a form of limited access tomography. The sensor 
development, practical implication, capability and limitation of the proposed planar 
array ECT are discussed. Experimental results are used to evaluate the system 
performance. A depth of up to 53% of the length of the sensor array can be achieved 
using an array of 12 electrodes in a three by four arrangement. 
 
4.1 Introduction 
To date, most ECT systems have been designed and built using a traditional 
arrangement of electrodes, where the electrodes are arranged circumferentially around 
the target object [3, 5, 6]. This type of arrangement has a circular or rectangular geometry 
and requires free access around the complete periphery, when 'full access tomography' 
can be achieved [1, 5, 7, 8, 10, 19]. However, there are a number of potential applications 
where it may be difficult to examine the object in a 360 degree case and image 




There has been growing interest in planar array ECT for several new application areas 
in the past few years. In [60] commercial finite element software was used to model the 
forward problem for 3D planar array ECT. A 2D imaging planar array ECT was 
presented for a possible security scanning application [14, 58, 60, 124]. A single sided 
capacitive imaging system was developed for applications such as inspection of 
composite materials [14]. The system was applied to several NDT applications such as 
inspection of composite materials [14]. The capacitive imaging system uses a single pair 
of electrodes. In [14] the authors stated the advantages of an array imaging system for 
rapid inspection. In this chapter, the development of planar sensor model and system 
setup is presented, followed by experimental evaluation. A series of experiments were 
carried out and demonstrated.  
4.2 Sensor description 
The planar sensor array was built consisting of 12 electrodes, which were constructed 
using conductive copper tape as shown in Figure 4-1. The 12 electrodes were 
arranged in a 4 x 3 matrix array and attached to a plastic square plate with a surface 
area of 25 cm x 25 cm and 4 mm in thickness. The dimension of the electrode array is 
17 cm x 17 cm. There are grounded conductors between all electrodes and the 
surrounding area of the sensor array. A thin 5 mm conductive ground is used to 
separate electrodes. The planar electrodes are attached to a 2 mm thick plastic plate 
with relative static permittivity (dielectric constant) of 1.6. A metallic shield, on the rear 
of the sensor array, is used to partly shield the planar array from external interferences. 
Capacitance was measured using the PTL300E (Figure 4-1 (a)) from Process 
  
63 
Tomography Ltd. The PTL300E ECT system allows 12 channel capacitance 
measurements with frequency of 1.25 MHz, which allows capacitance values down to 
0.0003 pF (0.3 femtofarads) to be resolved.  This ECT system is capable of data 
collection at 100 frames per second. This makes it suitable for use as a rapid imaging 
device. According to the system instruction, the capacitance measurement noise level 
is typically better than 0.07 fF rms and the effective measurement resolution is 0.1 fF.  
 
  
(a) Measurement Unit (b) Electrode arrangements 
Figure 4-1: 3D planar array ECT system: (a) ECT 3D measurement system (b) electrode 
arrangements in the array. 
4.3 Image reconstruction 
In the case of a planar ECT, a wooden block covering the region of interest for imaging 
was used for Chigh. The wood block has a size of 17 cm x 17 cm x 17 cm, which is able 
to cover the whole area of interest for imaging over the surface of the planar array 
ECT. Figure 4-2 shows the meshed model generated by using Netgen mesh generator 
[54]，with the same geometry as the experimental planar sensor. The number of 
1 2 3 4 
5 6 7 8 
9 10 11 12 
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elements in this mesh is 81834. By solving the forward model [3] it is possible to 
evaluate the capacitance data, which then can be used in the inverse problem. 
 
Figure 4-2: Mesh model for the planar sensor 
The proposed sensor has 12 electrodes and hence there are 66 measurements. As 
shown in Figure 4-3, the simulated measurement data and experimental measurement 
data for free space have a certain difference. A complete sensor model can further 
improve the accuracy of the forward model [44], but also makes the computing of the 
forward model more costly.  
 
Figure 4-3: Simulated and measured capacitance.  








































As explained in Chapter 2, the relationship between capacitance and the permittivity of 
each voxel is non-linear. Therefore a fixed Jacobian matrix is used to linearise this 
relationship. Each row of the Jacobian matrix represents the sensitivity of one set of 
measurement data with respect to all voxels. Each row of the Jacobian matrix (also 
called the sensitivity map) indicates the relationship between capacitance and the 
permittivity of each combination of electrodes [1, 7]. 
 
Within the Jacobian matrix, the derivatives indicate the change of the mth capacitance 
due to the change in permittivity at the kth voxel. Therefore, each column of the 
Jacobian matrix indicates the relationship of the capacitance and the permittivity 
between two specific electrodes, which is the sensitivity map.  
 
Regarding the electrode arrangement in Figure 4-1 (b), two examples of the sensitivity 
maps are shown in Figure 4-4. While the nearby electrodes are producing higher 
capacitance data ((b) in Figure 4-4), the diagonal electrodes show good depth 





Figure 4-4: The sensitivity maps for planar array ECT: (a) Sensitivity maps for electrodes 
1 and 12. (b): Sensitivity maps for electrodes 5 and 6 
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Planar array ECT is an open boundary imaging system, and depending on the 
selection of the range of interest for imaging, many voxels will have very small 
sensitivity to various capacitance measurements. In this chapter, the Jacobian matrix is 
converted into a sparse matrix by applying a sparse function. Meanwhile the smallest 
values in the Jacobian matrix are set to zero. Hence the Jacobian matrix memory 
consumption is minimised in an efficient way and this shows a significant improvement 
in ECT processing time. However, some information in the Jacobian matrix is lost while 
its values are set to zero.  
 
The Landweber method is a commonly used algorithm to solve the inverse problem in 
ECT [2, 13]. As stated in Section 2.3.5, the main task of image reconstruction for ECT is 
to determine the permittivity distribution from the measured capacitance. In the discrete 
form, it is necessary to find the unknown  from the known , while  acts as a 
constant coefficient matrix in linear image reconstruction cases. In this study, 
Landweber iteration was used [16] (see equation 2.28).In equation 2.28,  is the 
relaxation factor chosen to be 0.5, with 200 iterations for experiments in this chapter. 
 
Several image quality measures were presented in [146], such as resolution (RES), 
positioning error (PE) and ringing effect (RNG). A modified image quality parameter, 
normalised resolution (NRES), is used to define the variation of the image quality with 
the depth. Image resolution, which is calculated using the equations defined in [12], 
measures the ratio of the voxel number in inclusions (in the case of the experiments in 
this chapter) to the total voxel number [12]. The total voxel number represents the 





  (4.1) 
where  is each voxel in the reconstruction inclusion, and V is the volume in the pixel 
of the true permittivity distribution. 
4.4 Results and discussion 
Here, the experimental results are presented for a planar array 3D ECT system. For 
this purpose, extensive simulations and experiments have been carried out, which 
show the feasibility of 3D planar array ECT imaging. In the following sections, the 
simulation study to systematic experimental tests has been extended. Dry wooden 
samples with dielectric constant around two to six were used in these experiments. 
Single object and multiple objects were reconstructed. Depth evaluation tests were 
carried out and all results are presented in this section. 
 
 Single object testing 4.4.1
In this experiment, single objects of different sizes were placed very close to the sensor 
at different locations on the planar array, as shown in column (a) of figures 4-5 and 4-6. 
Two dry wooden blocks were tested as a target sample. The larger wood block 
(sample A) was 150 mm x 50 mm x 50 mm and is shown Figure 4-5, while the smaller 
block was 50 mm x 50 mm x 50 mm (Figure 4-6). These two samples were placed in 
different locations in the near sensor region, examination results are listed. 3D results 
















location by exporting 3D results into 2D figures, cross-sectional images of 
corresponding results are added in column b in both figures to show the locations of 
reconstructed results. With respect to figures 4-5 and 4-6, it has shown that the planar 
ECT system is able to reconstruct single objects in any location when it is very near to 




















   
Figure 4-5: Results of reconstruction of single object in different location near the sensor 

























Figure 4-6: Results of reconstruction of single object in different location near the 
sensor (50 x 50 x 50mm target). (a): true object, (b): cross sectional image, and (c): iso-
surface image 
 Multiple object testing 4.4.2
As far as the results achieved in Section 4.4.2 are concerned, to test the performance 
with multiple objects, further tests were accomplished. 
 
In this section, the experiment of detecting multiple objects using the planar ECT 
sensor has been demonstrated. Maximum five wooden blocks (Four samples of size 
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30 mm x 20 mm x 50 mm and one has size 10 mm x 20 mm x 50 mm) were tested in 
different locations near the sensor surface, as shown in column a in Figure 4-7. 
 















































































Figure 4-7: Results of reconstruction of multiple objects in different location near the 
sensor. (a): true object, (b): cross sectional image, and (c): iso-surface image 
 
With respect to Figure 4-7, multiple wooden objects were detected and re-constructed 
with different locations by using 3D planar array ECT. This shows that the actual 
sensitivity of the planar ECT sensor is capable of detecting multiple objects attached to 
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the sensor in different locations within the near-sensor region. For example, when the 
wooden blocks were close to each other, as shown in experiment numbers 1 and 2, it 
was still possible to discriminate the two blocks. However, once samples were too 
close to each other, it was hard to separate them in image reconstruction, as shown in 
experiments number 3 and 4 in Figure 4-7. 
 Depth detection 4.4.3
In the previous two sections, the feasibility of the planar ECT system was investigated 
for object(s) close to the plane array sensor. In this section, the depth of penetration of 
the planar ECT system for potential sub-surface imaging applications will be examined. 
As shown in Figure 4-8, the test involved hanging an object from a steel rig, which was 
far enough from the sensor to minimise its influence on the system. The object was 
placed between the 6th and 7th electrodes, while the distance between the object and 
the sensor was varied in steps of 1cm to determine the maximum depth that the planar 
ECT system could sense. 
 









1 0 cm 
  
2 1 cm 
  
3 2 cm 
  
4 3 cm 
 
 
5 4 cm 
 
 









7 6 cm 
 
 
8 7 cm 
 
 
9 8 cm 
  
10 9 cm 
 
 
Figure 4-9: Results for single object in different location near the sensor 
 
As shown in Figure 4-9, ten sets of experiments were carried out. In these 
experiments, the distance between the test sample and 3D planar array ECT sensor 
was increased gradually in steps of 1cm. The 3D results of each experiment are listed 
in column c, while the side view of cross-sectional results are listed in column b to 
understand the locations of reconstructed sample by using the planar array ECT 
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sensor. With respect to the results in Figure 4-9, there is a drop in the sensitivity of the 
planar ECT sensor, which consequently results in a decrease of resolution of the 
reconstructed results as the distance between the test object and sensor is increased. 
The maximum distance, at which the system was still able to noticeably detect the 
wooden object, was at least 8 cm for an array of 17 cm x 17 cm (area of electrode 
array). A plot of resolution against the depth is shown in Figure 4-10. 
 
Figure 4-10: Resolution plot against the varying depth  
 
Figure 4-10 shows the change in resolution of the reconstructed image with varying 
depth of the object moving away from the sensor. With respect to the first three tests, 
the resolution remains above 90% and goes down slightly when the depth is less than 
3 cm. The resolution drops sharply when the depth reaches 4 cm and is totally lost 
after the depth goes above 9 cm, as shown in both Figures 4-9 and 4-10. This is an 
experimental observation and could be influenced by noise. In Figure 4-9, with 
increasing depth, cross-sectional results became bigger with increasing depth. The 
size of the reconstructed sample is bigger than the true size when the sample was far 
from the sensor. Because the noise becomes more dominant in the signal change 

























(∆C in equation 2.21) with the increasing in depth compared with the actual signal 
change due to the permittivity of the test sample. This can be further confirmed by 
information provided in Figure 4-10. 
4.5 Other potential applications 
Several new studies of planar array ECT are shown for detection of high contrast 
permittivity imaging void detection, and imaging floating metals. 
 Water level detection 4.5.1
By taking advantage of the fact that water has a relative permittivity of 80, it is possible 
to achieve a higher change in signal. To further test the 3D planar array ECT system 
with a high contrast test sample, a number of experiments were carried out and both 































With respect to experiment sets 1-3 in Figure 4-11, a quarter-filled bottle was tested in 
different locations near the planar array sensor. The results show that a high contrast 
sample (water) within the near sensor region was detectable.  
 
To further investigate the depth detection, same bottle was half-filled and tested, as 
shown in experiment sets 4-6. The results also provide reasonable information with 
increasing water level. Experiment set 7 was carried out with a set of a quarter-filled 
bottle and a fully-filled bottle while set 8 was carried out with a set of a half-filled bottle 
and fully-filled bottle respectively. 
 
With contrast, the water level can be detected in these experiments within the planar 
array sensor imaging region at near-sensor depth. The planar array ECT is able to 
detect the water level and multiple water samples. However, in the last two sets of 
results (experiments 7 and 8), reconstructed results went closer and attached together 
in depth direction because of the planar array‟s one-sided working process issue. 
Shown in sensitivity maps between neighbouring electrodes and diagonal electrodes in 
Figure 4-4, in the near surface region, neighbouring electrodes contribute the majority 
of changes in capacitance and signal and hence, it is sensitive in a wide region near 
the sensor as there are plenty of neighbouring electrodes in planar array ECT, as 
shown in experiment sets 1-6 in Figure 4-11.  However, due to the characteristic of 
planar array‟s one-sided working issue, with the increase in depth, the neighbouring 
electrodes provide little useful signal changes, while those captured by diagonal 
electrodes become dominant. As shown in Figure 4-4(a), the sensitivity maps between 
diagonal electrodes are able to detect the changes in permittivity that are far away from 
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the sensor. However, diagonal electrodes are only sensitive to the central location. 
With the increase in depth, the planar array ECT sensor is less sensitive in the corner 
region. Therefore, the test samples are reconstructed in centre in depth direction, as 
shown in experiments 7 and 8 of Figure 4-11. 
 
As far as Figure 4-12 is concerned, the bottle of water is hung up on the steel rig and is 
located between electrodes 6 and 7. The distance between the bottle and the sensor is 
varied from 1cm in steps of 1cm to the maximum depth that the planar ECT can sense. 
 
Figure 4-12: Set-up for depth sensitivity 
 




























Figure 4-13 shows that the capacitance measurement decreases with the changing of 
distance between the bottle and the planar array sensor. The change in capacitance 
becomes lower with increase in the distance between bottle and the sensor, which 
means the effect of the water on lower level of the electric field, becomes small. Hence 
the change in capacitance decreases. As the distance between the bottle and the 
sensor varying in step of 1 cm each time gradually, the volume of water in sensor 
region decreases linearly, and the overall equivalent permittivity of air and water 𝜀 
drops linearly. The graph of the capacitance is linear in form until the distance reaches 
9 cm, when the trend stops being linear. The part of irregular measurement curve after 
depth reaches 9 cm (marked in red circle in Figure 4-13) is predicted to be error. As at 
this depth, noise becomes dominant in measurement rather than change in 
capacitance in signal captured. In this case, similar to the result Section 4.4.3, the 
limitation of the ECT planar array sensor sensitivity is at also about 9 cm.   
 
Using the rectangular tank with scale bar (marks on white bandage) attached on the 
outer surface of the tank, it was filled with different levels of water from 1 cm to 12 cm 
as shown in Figure 4-14. 
 





Figure 4-15: Normalised data of capacitance vs. volume with rectangular tank 
 
Figure 4-15 shows that the capacitance measurement goes up when increasing the 
volume of water. The overall equivalent permittivity becomes larger when the tank is 
filled with more water, which results in the increase in capacitance. Since the water 
level increases in steps of 1cm, the volume of the water increases linearly, and the 
overall equivalent permittivity also increases linearly with the increasing volume of 
water.  
 Dielectric material void testing 4.5.2
ECT can be used in sensing dielectric materials where separated samples are placed 
on the planar sensor. The test material has changed to papers with large air void 
between the paper pads (as the large internal defects). In this section, the capacitance 
measurement of a full pad of paper, without out any air void (as shown in (a)), was 
used as the background reference data to reconstruct the air voids only instead of the 































Figure 4-16: Gap detection of paper pads as test sample with a gap of (a) 1 mm, (b) 10 
mm, (c) 100 mm and (d) 160 mm  
 
The Landweber iterative algorithm was used in this series of tests. For optimum 
results, the reconstruction was run for different iterations using the Landweber 
algorithm, the closer to convergence the result (see Landweber algorithm in Chapter 
2), the improved reconstructed image can be achieved. The convergence for 35, 50, 
and 50 iterations is plotted in Figure 4-17. 
 
With respect to Figure 4-17, the curves of Residual error norm (A*x-b) (see. Section 
2.3.6) indicates the error for solutions using different numbers of iterations. As a result, 
the number of iterations was reduced to 40, the results displayed in Figure 4-18 were 
reconstructed in 40 iterations using the Landweber algorithm with a scaling factor of 
0.05. 3D iso-surface plots of reconstructed results represent the boundary between the 
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air and the paper. By comparing with the true images, it is noticed that the 3D results in 




Figure 4-17: Number of iterations to convergence with the Landweber algorithm. For a 




Figure 4-18: Gap of a paper sample of 50mm in depth, for gaps of (a) 160 mm, (b) 100 































Figure 4-19: Gap of a paper sample of 30 mm in depth, for gaps of (a) 60 mm, (b) 40 mm, 
(c) 20 mm and (d) 10 mm.  
 
In the primary NDE experiments shown in Figure 4-19, the depth of the gap was 
reduced to 30 mm. The results show that, by using a suitable parameter, the boundary 
between the paper and air can be reliably imaged. However, showing in experiment 
sets (c) and (d), the air volume are reconstructed in the same locations and sizes when 
the air volumes are different in true images, this potentially tells the limitation of 
detectable air volume size by using this planar array ECT sensor. 
 
Figures 4-18 and 4-19 demonstrate the detection and image reconstruction of large 
defects in dielectric materials. With the system and sensor used in these sets of 
experiments, the minimum defect captured was around 20 mm. 
















Distance d  
𝜀0 𝜀0 𝜀1 𝜀0 𝜀0 𝜀0 
𝑑1 𝑑2 𝑑3 
 Floating metal and dielectrically material testing 4.5.3
 It is commonly considered that the ECT technique works only with dielectric materials, 
as in the previous sections, where it has been shown how planar array ECT works with 
dielectric materials such as wood and water. In this section, metallic samples were 
used to further investigate how metallic samples behave with planar array ECT, as 
shown in Figure 4-20. 
   
(a) Free Space Capacitance (b) Capacitance with Media (c) Capacitance with Metal 
Figure 4-20: Capacitance with metallic object 
 





where c is the capacitance, 𝜀0 is the capacitance permittivity of air, 𝜀𝑟  is the relative 
static permittivity, and A and d are the surface area and the distance between 
electrodes, respectively.  
 





𝐴  ( 4.3) 
Figure 4-20 (b) indicates the process of traditional ECT and, in this case, the 
capacitance has changed because the permittivity has changed. However, for metal 
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samples, which are conductive, charge would be gathered on both sides of the sample, 
as shown in Figure 4-20 (c). This is equivalent to changing the distance between two 
electrodes, which results in a change in capacitance measurement. In another words, 
metal samples can also result in capacitance changes, for which, they are detectable 
theoretically. 
 
To further investigate the working preference of metals and the 3D planar array ECT 
system, the following experiments were carried out. To initially investigate and compare 
the performance of metallic material and dielectric material, as shown in Figure 4-21. 
 
No. Dielectric material (wooden block) Metallic material (aluminium) 
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As far as Figure 4-21 is concerned, both a wooden block and a metallic block were 
tested individually in the near surface region using the planar array ECT sensor, to 
compare the results achieved with both dielectric and metallic material. Two test 
samples of different materials were placed in different locations. The results show that 
the metallic sample can be detected using the planar array ECT sensor. Metallic 
material can also cause changes in capacitance with a planar ECT system in the near 
surface region. However, different from dielectric material, due to the conductivity of 
metallic material, it can cause the invisibility issue beyond the metallic sample in a 
certain region due to the shield effect that is observed with metallic samples. 
 





Figure 4-22: Multiple objects testing 
 
With respect to the results shown in Figure 4-21, further experiments were carried out 
to further test the metallic sample performance with ECT, as shown in Figure 4-22. In 
this set of experiments, both the wooden block and the metallic block were tested at 
the same time using a 3D planar array sensor. The results of these multiple object 
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tests further proved that the ECT technique does work with metallic objects, as shown 
at the beginning of this sub-section. When two samples were placed in different 
locations, the reconstructed results were able to show each individual sample (as 
shown in experiment 1 in Figure 4-22). However, once the samples were placed too 
close (as shown in experiment 2 in Figure 4-22), the resulting reconstructed objects 
were visualised in one piece in the reconstructed image. Even though metallic material 
is detectable using ECT planar array system, it is hard to define from the results 
whether the sample is an electrical conductor or a dielectric material.  





















Figure 4-24: Depth testing of metallic object 
 
Having been proven that metallic material works with the planar array ECT system in a 
similar way to that of a dielectric material, further tests were carried out as shown in 
figures 4-23 and 4-24. As far as Figure 4-23 is concerned, several metallic samples 
with different complicated geometries were tested in the near surface region, as shown 
in real images. In the reconstructed results, different geometries of the test samples 
are detected and reconstructed. It can be seen that, the metallic sample works well in 
both x and y directions with 3D planar array ECT sensor in the near surface area. In 
Figure 4-24, a triangular metallic sample was placed vertically (experiment 1 in Figure 
4-24) and horizontally (experiment 2 in Figure 4-25) on the 3D planar array ECT 
sensor. According to results achieved from experiments 1 and 2, the triangular metallic 
sample was detected well in the near sensor region but not as well in the depth 




However, different from dielectric material, the metal affects the signal due to the 
conduction characteristic of the metal. Metallic material can produce similar results to 
dielectric material in ECT. However, different from dielectric material, the metal can 
bring a shielding effect, which will change the electric field and result in invisibility 
beyond the metallic material in a certain range. 
4.6 Summary 
The capability and feasibility of a planar ECT system has been demonstrated in 3D. 
This type of electrode geometry makes imaging of the near sub-surface possible. The 
approach is a challenging imaging setup since the access to the targeted object is 
limited to one surface only. Furthermore, it is demonstrated that planar ECT is capable 
of detecting an object at the sub-surface. The experimental results show that, although 
the in-depth detection using planar ECT is limited to 53% of the sensor array length, 
the accuracy decreased as the distance between the sample and the sensor 
increased. Planar array ECT performs well in central locations than edge locations. 
Because an object in the centre is closer to more neighbouring electrodes, which then 
provide good quality measured signals. The planar ECT has potential to be used as a 
sub-surface imaging tool in applications where a traditional circular ECT electrode 
array is inappropriate.  
 
Experimental results shown in this chapter are based on isolated dielectric samples, 




CHAPTER 5 Full 3D ECT 
In the majority of ECT applications there is only limited access to the targeted objects, 
making conventional circular array ECT impractical. However, with limited access 
testing the resolution is rather lower than for the traditional ECT technique. To improve 
the resolution, a clear understanding of the cause for lower resolution with the 
associated missing information is necessary. In this chapter, a cubic full 3D planar 
array ECT system is implemented to understand how image quality varies with different 
amounts of missing information by testing different numbers of sensor planes leading 
to a further understanding of planar array ECT.  
5.1 Introduction to full 3D ECT 
In 3D ECT, full access means access to all sides of the object [46, 79], so the term full 3D 
is used where the electrodes surround all sides of the objects. In the past few years 
there has also been growing interest in planar array ECT for several new application 
areas [38, 57, 58, 59, 60, 62, 81]. Limited access tomography is of great importance when there 
is limited access to the materials being tested. Consequently, the number of 
measurements that can be collected from materials being tested is comparatively 
small. This will further result in a loss in quality of the images that can be 
reconstructed. This chapter aims to investigate the effect of missing data on ECT 
image reconstruction. To reconstruct the whole process from a full access ECT 
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problem to a very limited ECT problem, a cubical ECT model is developed for 3D ECT 
imaging, while the amount of missing information is controlled by removing planes of 
sensor and is evaluated quantitatively. The image quality of the reconstructed results is 
analysed quantitatively using theoretical models, such as resolution (see Section 5.6.2) 
and SVD [20, 21, 22]. ECT imaging is fundamentally a 3D imaging problem. In the 
following section, the design of full 3D ECT will be presented in the very beginning, and 
the effect of missing data test will be explained afterwards. A full 3D ECT sensor model 
was previously proposed in [46, 79], by using a similar ECT sensor to this but analysed in 
a different way. This chapter verifies full 3D ECT using experimental data and analyses 
the image quality with different amounts of missing information (achieved by removing 
electrode planes in turn) to analyse the effect of missing data in limited access 
tomography. 
5.2 Sensor and system description 
A full 3D ECT sensor was built consisting of six planar ECT planes. On each plane 
there are four electrodes in 2 x 2 arrangement (as shown in Figure 5-1(b)), which were 
constructed using conductive copper tape at the outer surface to ground the outer 
surface, as shown in Figure 5-1. Each plane has a surface of 10 cm x 10 cm and 4 mm 
in thickness. The dimension of electrode array is 3.5 cm x 3.5 cm and between the 
electrodes and the surrounding area of the sensor array are grounded conductors. On 
the back side of the sensor array, a metallic shield was used to partly shield the planar 
array from external interference. The measurement of capacitance data was carried 
out by using the ITS M3C, as shown in Figure 5-1 (a), where 24 channel capacitance 
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measurements are possible with frequency of 1 MHz, based on a system, which allows 
capacitance values down to 0.01pF to be resolved. The measurement accuracy in this 
unit is not as good as other typical ECT systems such as the one used in Chapter 4. 
  
(a) ECT 3D measurement system (b) Electrode arrangement of one plane 
  
(c) Inside view of full 3D ECT system (d) Full 3D ECT sensor 
Figure 5-1: 3D full 3D ECT system: (a) ECT 3D measurement system (b) Electrode 
arrangement of one plane of full 3D ECT system s in the array (c) Inside view of full 3D 
ECT system (d) Full 3D ECT sensor 
5.3 Computational modelling 
Figure 5-2 shows both the sensor model and the meshed model are generated by 
Netgen [54] using the same geometry as the experimental sensor. The number of 
elements in this meshed model is 81834. By solving the forward model it is possible to 






Figure 5-2: (a) Computer model of full 3D ECT Sensor (b) Meshed model for full 3D ECT 
system 
 
The proposed sensor has 24 electrodes hence there are 276 possible measurements. 
The relationship between measured capacitance and the permittivity of each voxel is 
non-linear. In this chapter, the standard linear Tikhonov algorithm is used. Therefore, 
the Jacobian matrix is not updated during the whole process. As explained in Section 
2.2.2, each row of the Jacobian matrix (selectivity map) represents the sensitivity of 
one measurement data with respect to all voxels. The sensitivity map indicates the 
relationship between capacitance and the permittivity of each combination of 
electrodes. [1, 8] The sensitivity map can be calculated using an efficient formulation 
based on calculated fields from excitation and sensing electrodes [7]. 
By solving the forward problem in this ECT process, three of 276 the sensitivity maps 




   
(a) Neighbouring plane (b) Opposite plane (c) Opposite plane and 
diagonal electrodes 
 
Figure 5-3: Sensitivity between certain electrodes: (a) Neighbouring planes (b) and (c) 
Opposite planes 
 
The Tikhonov based method is commonly used to solve the inverse problem in ECT [3, 
59]. The main task of image reconstruction in ECT is to determine the permittivity 
distribution from the measured capacitance. In the discrete form, it is necessary to find 
the unknown  from the known , while  acts as a constant coefficient matrix in 
linear image reconstruction cases. In this study, an iterative reconstruction method 
called Tikhonov method was used [59] (see Section 2.3.4, equation 2.27). As stated in 
equation 2.27, the diagonal elements of Hessian matrix (JTJ), where JT is the transpose 
of the Jacobian matrix, are used as the regularisation term. The parameter is chosen 
empirically as 0.01 for a full tomography data set, the regularisation parameter was 
reduced gradually for limited access data. To accomplish the analysis by removing the 
electrode plane, the regularisation parameter  α for different number of removed 




5.4 Experimental results  
In this section, experimental results will be presented using a full 3D ECT sensor to 
analyse how the image quality varies with different amount of information available. 
This is achieved by removing the electrode planes to reduce the number of working 
electrodes and increase the amount of missing information collected by ECT. When the 
electrode planes are removed, corresponding measurement data is systematically 
removed from full measurement data to represent the latest status full 3D ECT with 
different numbers of missing planes.  
 
 Full 3D experiments: 5.4.1
Several experiments were carried out using the full 3D sensor, including single and 
multiple inclusions. Figure 5-4 shows image reconstruction results for full 3D 
experimental data when a cylindrical rubber cork, 2.5 cm diameter and 3.0 cm height, 
is moving inside the cubic sensor area from the top front corner to the bottom back 
corner. Both the true images and the reconstructed images are listed. Figure 5-5 
shows reconstruction of multiple inclusions. In (a), two corks were used in the diagonal 
direction as shown in the true image; the full 3D sensor was able to detect the location 
and the result is shown in the reconstructed result (a). Experiments (b) and (c) show 
reconstructions of the full 3D ECT used as a level detector, where 20% and 60% of 
cube was filled with polymer beads, respectively. The reconstruction results are shown 




      
Reconstructed 
results 
      
Figure 5-4: Sample and full 3D reconstruction of a moving rubber cork 
 
 
Figure 5-5: (a) Reconstruction of multiple inclusions, (b) level detection using full 3D 
ECT (20% filled), (c) level detection using full 3D ECT (60% filled), 
5.5 Limited access 3D ECT 
To analyse the effect of different amounts of missing information, five electrode planes 
were removed from the sensor one by one. Meanwhile, corresponding elements in 
capacitance measurement achieved from the full 3D ECT sensor were removed 
































shows the guidance of missing sides for limited access tomography using this full 3D 
ECT system. The outer shield is assumed to remain in all missing data scenarios. This 




(a) Full 3D 6-face-scan (b) 5-face-scan (c) 4-face-scan 
  
 
(d) 3-face-scan (e) 2-face-scan (f) 1-face-scan 
Figure 5-6: full 3D scan and missing sides scan guide 
 
The results of image reconstruction are shown in Figure 5-6 for a rubber cork located 
in centre of the imaging region. The experimental results are presented for 
reconstructed results with a missing side from the full 3D ECT system. As shown in 
Figure 5-7, image reconstruction of a cork in the central imaging area was 
accomplished. The central area is selected as it is not biased towards any plane. It is 
important that image degradation results when more than three sides are missing and 
this should be considered in the context of the low number of electrodes in this study. 
  
99 
In Figure 5-7, with an increasing number of missing electrode planes (from (b) to (g)) 
image quality went down gradually and was almost undetected in (g), in which only one 
electrode plane (4 electrodes, 6 measurements) was working. The image quality 
degradation will be further quantified and evaluated in the next section. 
 
(a) 
      
(b) (c) (d) (e) (f) (g) 
Figure 5-7: Image reconstruction results for an object in the centre with missing sides. 
(a) Rubber cork in centre, (b) no missing data with 24 electrodes remaining, (c) one side 
is missing with 20 electrodes remaining, (d)two sides are missing with 16 electrodes 
remaining, (e) three sides are missing with 12 electrodes remaining, (f) four sides are 
missing with 8 electrodes remaining, and (g) five sides are missing. 
5.6 Resolution analyses 
To verify the effect of missing sides, three approaches have been adopted. The first 
one relies on SVD of the Jacobian matrix and monitoring the trend of singular value 
decay in different missing data scenarios [21]. The second method is based on analysis 
of the resolution [79], which provides an indication for uniformity of overall sensitivity in 
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different areas of interest for imaging. The third method is based on image quality 
analysis from actual reconstructed images [79]. 
 Singular value decomposition 5.6.1
As explained in Chapter 2, SVD of the Jacobian matrix provides an important tool to 
analyse the behaviour of the underlying inverse problem [21]. SVD of the Jacobian 
matrix in the ECT system shows the potential advantages that the system is able to 
provide. In these ill-posed problems, ECT requires regularisation. The amount of 
information that can be extracted from the imaging problem depends on the number of 
singular values that are above the noise level. Based on the Picard criteria [20, 22], only 
the singular values above the noise level will contribute to the results.  
 
Figure 5-8 shows singular value decay for full 3D and different numbers of missing 
sides. It can be seen that, by increasing the number of missing sides, the slope of the 
singular value shows a more rapid drop, showing more severity of the ill-posedness of 
the inverse problem. With respect to Figure 5-8, it can be seen that the full 3D ECT 
with all electrodes working (blue line) has a larger number of singular values above the 
noise comparing to the missing sides. Similar to Figure 3-4 in previous chapter, noise 
analysis can be done to evaluate the number of useful singular values depending on 
measurement noise (and modelling error) in the ECT system. In this figure, the blue 
line is plotted with 24 electrodes working (276 measurements), while the purple line is 
plotted with 4 electrodes working (6 measurements). It can been seen that the slope of 
the singular value shows a more rapid drop by increasing the number of electrodes 
removed; this suggests the severity of the ill-possedness of the inverse problem. 
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Hence, the inverse problem becomes more ill-posed with the increase in the number of 
missing information. 
 
Figure 5-8: Singular value plot for full data and missing sides 
 
 Resolution matrix method: 5.6.2
The reliability of the inverted result could be very limited based on the amount of 
missing information, especially for zones where data are totally missing. To compare 
the quality of reconstructed results in a quantified way, the resolution, which identifies 
where the inversion has a good reliability and where it does not, is used in this chapter.  
 
From the previous chapter, taking equation ∆C = J∆ε𝑡𝑟𝑢𝑒  and substituting into the 
Tikhonov equation (Equation 2.27), the definition of the model resolution matrix Rm in 
this case can be obtained: 
 Rm = (J
TJ + αR)−1JTJ (5.1) 





In the ideal scenario, the resolution matrix Rm will be the identity matrix. Figures 5-9 (a) 
and (b) show plots of diagonal values of the matrix Rm for full data and for the case 
with a 3 face scan, respectively. The diagonal values are normalised against the 
largest values. For a 9261 x 9261 matrix in an ideal scenario the sum of diagonal 
values should be 9261. Due to the ill-posedness of the inverse problem, in full 3D ECT, 
the sum of the diagonal values of the matrix Rm is 2000 and will gradually decrease 
with missing sides, as shown in Figure 5-9 (c). Figure 5-8 shows that various voxels 
(and regions) are not detectable in the same way. The variation in detectability 
decreases with the number of missing sides.  Figure 5-9 (a) shows that, even with full 
3D access, not all areas of imaging can be reconstructed with the same accuracy. In 
Figure 5-4, the same parameter and the same testing object are used in full 3D ECT, 
but the results were different with different locations of the testing object. The diagonal 
elements of the Rm matrix are normalised against their largest value to make it simple 
to compare the level of homogeneity for reconstructed images for different amounts of 
missing data. The overall level of reconstruction capability can be evaluated with the 
absolute value of the regularisation matrix and it will depend on the regularisation 






(a) Normalised diagonal value for full data 
 
(b) Normalised diagonal value for 3 planes data 
 
(c) sum of diagonal values against number of missing sides 
Figure 5-9: Analysis of full 3D ECT with different missing planes: (a) And (b) Normalised 
diagonal value of the resolution for full data and 3 face scan, (c) sum of diagonal values 
against number of missing sides 


























































































 Image quality measures: 5.6.3
Resolution (RES) measures the size of reconstructed targets as a fraction of the 
medium. There is wide variety of image quality parameters that could be used for 
analysis in this section. RES was selected for simplicity and also to show consistency 
with the resolution analysis, so was SVD. In [46] a shape deformation measure has 
been used for image quality, which could be used for this study. 
 
Theoretical indication of resolution loss can be verified by analysing the reconstructed 
images from experimental data from full and missing data sets. Several image quality 
measures were presented in [146], such as resolution (RES), positioning error (PE) and 
ringing effect (RNG). Image resolution, which is calculated using the equations defined 
in [146], measures the ratio of voxel numbers in inclusions (in the case of the 
experiments in this chapter, the wooden sample) to the total voxel numbers [146]. The 
total voxel numbers represent the volume of the region of interest for imaging. It can be 
defined as stated in Section 4.3 (Equation 4.1). The RES value is then normalised 
against the full data set so that the relative resolution loss can be presented from the 
range 0 to 1. Figure 5-10 shows the image resolution values RES normalised against 
the resolution value for full access ECT data, which shows image quality degradation 




Figure 5-10: Resolution values for reconstructed images of Figure 5-5 
 
With respect to the result, it can be seen that the quality of the image varies 
significantly with different levels of missing data. Furthermore, various analysis 
methods were used to confirm the conclusion. It can be seen that with the increase in 
the number of missing information, the slope of the normalised resolution drops rapidly. 
In other words, with more missing information (by removing more electrode planes), 
the severity of the ill-posed condition of the inverse problem becomes worse. This is 
the same as shown in Figure 5-8. For a given noise level in a measurement system, 
the full 3D ECT has a larger number of singular values above the noise with full access 
to the sample compared to the missing sides. Shown in Figure 5-10, the resolution 
values drop sharply with an increasing amount of missing information. It is important 
that the results of this chapter are solely level on missing sides. The number of 
electrodes in each side remains constant so does the distance between electrode 
sides. Some of these resolution losses may be recoverable by adding electrodes on 
available sides and also by adjusting the distance from the object. Image analysis is 
































carried out for an inclusion in the central area of the imaging region to keep the 
comparisons meaningful for missing sides.  
5.7 Summary 
In this chapter a full 3D ECT sensor was developed and a series of experiments were 
carried out to analyse how image quality varies with different amounts of missing 
information. Quantitative image quality measures and theoretical tools are used to 
quantify the effect of missing sides. An analysing tool has been provided, which makes 
it possible to evaluate the effect of missing sides in each imaging scenario, or in other 
words, the effect of adding sides. More evaluations can be carried out in future studies 
with a large number of electrodes, for example 96 electrodes allowing more scenarios. 
However, with the increase in the number of electrodes, more information can be 
achieved, but this could result in reduction surface area of the electrodes hence the 
change in measurement signal. Future studies could include varying the number and 





CHAPTER 6 Conclusions and Future 
Work 
6.1 Conclusions 
The thesis aims at development of the ECT for possible NDE application and 
evaluation of its limitations and challenges. This is extremely challenging, but the aim 
of this thesis was to develop the fundamental tools needed to move the ECT towards 
this direction. This thesis began by development of several ECT sensor fabrications in 
wide variety of geometries and associated modelling work. Several ECT sensors have 
been built and tested. A good understanding of ECT algorithms and the ECT forward 
modelling have been developed. Modelling skills are gained for mesh generation for a 
variety of imaging geometries. These are presented in Section 2.2. It was always 
challenging to validate an ECT forward model against experimental data. A statistical 
method enabling evaluation of error between current model and a perfect scenario 
have been implemented. AEM was developed to account for a model imperfection in 
3D ECT. AEM theory has been used to present study of 2D ECT in this thesis.  
 
The capability and feasibility of a planar ECT system has been demonstrated in 3D. 
This type of electrode geometry makes imaging of the near sub-surface possible. The 
approach is a challenging imaging setup since the access to the targeted object is 
limited to one surface only. Furthermore, it is verified that planar ECT is capable of 
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detecting the object in the sub-surface. The experimental results show that although 
the in-depth detection using planar ECT is limited up to 50% of length of sensor array, 
but the accuracy goes down, as the sample is getting further away from the planar 
array sensor. Because objects located in the central area of sensor array are able to 
be detected and reconstructed in higher quality than the objects at the edge of 
electrode array. According to the sensitivity map plotted in Figure 4-4, different from 
traditional ECT system, planar array ECT is more sensitive in the centre of near sensor 
region than near the edge region. In depth direction, objects reconstructed were 
moving toward the central area with increasing depth. Because the change in signals 
mostly captured by the diagonal electrodes in depth direction. The capacitance 
difference between diagonal electrodes becomes dominant while capacitance 
measurement from neighbouring electrodes provides little information in depth 
direction. The problem with this is that the diagonal electrodes are only sensitive in the 
central area in depth detection, as shown in Figure 4-4 
 
Planar ECT has potential to be used as a sub-surface imaging tool in application where 
a circular ECT electrode array is inappropriate. The sub-surface imaging technique 
works well with dielectric material in a certain depth. Metallic material works with this 
technique as well. However, due to the conductive characteristic of metallic material, 
invisibility issue exists beyond the metallic material at a close range. For void detection 
using planar array ECT, experimental results are based on isolated dielectric samples, 
which are used to characterise the proposed planar ECT system.  
 
A full 3D sensor was developed and a series of experiments were carried out to 
analyse how image quality varies with different amount of missing information. 
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Quantitative image quality measures and theoretical tools are used to quantify the 
effect of missing sides. It has provided an analysing tool, which makes it possible to 
evaluate the effect of missing side in each imaging scenario or the effect of adding 
sides. More evaluations can be carried out in future with a large number of electrodes 
for example 96 electrodes allowing more scenarios. These results further explained the 
behaviour of the planar array ECT system. Limited access ECT always has the 
challenge of lacking in achieving full information, the full 3D system and the validation 
results gives direction of improvement of 3D planar array ECT.  
6.2 Future work 
More work to be done in design aspect of planar ECT array so that it makes it a 
suitable NDE sensor array. This needs to be done in NDE requirement and in context 
of individual applications. For the application of these results further investigation is 
required to bring the work to a suitable level, at which it can be incorporated into a 
suitable system. To achieve this there are several points to focus on for each sensor 
array. 
 
According to the demonstration of both planar array ECT and full 3D ECT, the potential 
application of planar array has been shown clearly while full 3D ECT provides addition 
knowledge to understand how planar array ECT works and the reason of limitation of 
planar array ECT. To increase the resolution of the planar array is of prime importance 
for furthering the field of subsurface 3D imaging for limited access imaging. An 
investigation into improvement in 3D image reconstruction software is needed to 
  
110 
improve the imaging speed and the resolution. Hidden defects within the paper pad 
can be created and tested as demonstrated in Chapter 5.6.2.  
 
Both sensor improvement and sensor design are worth studying in future. An in depth 
investigation into how the size of electrodes and the capacitive signal are measured, 
particularly for the planar sensor array, is needed. Following the identification of the 
ideal sensor size for application automatic threshold should be included to increase the 
rate, at which the results can be completed and analysed to provide relevant 
information.  
 
The non-uninform sensitivity maps of planar array ECT system in depth direction, 
needs to be studied in future. The sensitivity map of an ECT system indicates the 
image reconstruction ability of the system. The system performance of the 3D planar 
array ECT system in the near surface region is achieved from both neighbouring 
electrodes and diagonal electrodes. However, the depth sensitivity of the 3D planar 
array ECT system was significantly achieved from the diagonal electrodes and those 
electrodes, which are far away from each other. These electrodes are also influenced 
by increasing noise rather than change in signal with increasing depth. This has been 
mentioned in Chapter 4.4.4, for this reason, even the working depth of the planar array 
ECT system has been proven to be around 50% of the size of the sensor. In deep 
sensor region, due to the non-uniform sensitivity, multiple objects became difficult to be 
separated in reconstructed image. Samples in a corner region moved towards the 
central region in depth direction. This needs to be analysed and solved to improve the 
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