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Resumo
O obxectivo deste traballo é resolver un problema de control óptimo que consiste en
asignar tempos a luces de semáforos que regulan cruces de dúas rúas cos dous sentidos
de circulación, e aplicar os resultados a cruzamentos (con conxestións frecuentes) da
cidade da Coruña. O criterio de comparación exprésase nunha función obxectivo a
minimizar que pode ser: lonxitude media da cola no carril con maiores colas, lonxitude
da cola máis longa, tempo medio de espera no carril con maior tempo de espera,
unha combinación das anteriores, entre outras posibilidades. Desta forma obtense un
modelo tipo problema de optimización con restricións de complementariedade linear.
Analizaremos: o caso estático, é dicir, o modelo no cal os tempos das luces son variables,
pero só dependen dos fluxos de chegada e o caso dinámico, é dicir, considérase que no
semáforo hai sensores que permiten coñecer a cantidade de autos en cada carril e, entón,
pódese decidir se, dado o tráfico, mantense o estado actual, por canto tempo, ou se debe
cambiar a luz. Para a súa solución, propoñemos un método híbrido que combina unha
heurística, tipo recocido simulado, para calcular unha boa aproximación á solución,
que logo será mellorada cun algoritmo quasi-Newton para problemas de optimización
non suaves. Exporemos os resultados numéricos obtidos a partir da programación dos
algoritmos anteriores en MATLAB.
iii

Resumen
El objetivo de este trabajo es resolver un problema de control óptimo que consiste
en asignar tiempos a luces de semáforos que regulan cruces de dos calles con los dos
sentidos de circulación, y aplicar los resultados a cruces (con congestiones frecuentes)
de la ciudad de A Coruña. El criterio de comparación se expresa en una función ob-
jetivo a minimizar que puede ser: longitud media de la cola en el carril con mayores
colas, longitud de la cola más larga, tiempo medio de espera en el carril con mayor
tiempo de espera, una combinación de las anteriores, entre otras posibilidades. De esta
forma se obtiene un modelo tipo problema de optimización con restricciones de com-
plementariedad lineal. Analizaremos: el caso estático, es decir, el modelo en el cual
los tiempos de las luces son variables, pero sólo dependen de los flujos de llegada y
el caso dinámico, es decir, se considera que en el semáforo hay sensores que permiten
conocer la cantidad de autos en cada carril y, por ende, se puede decidir si, dado el
tráfico, se mantiene el estado actual, por cuánto tiempo, o si debe cambiar la luz. Para
su solución, proponemos un método híbrido que combina una heurística, tipo recocido
simulado, para calcular una buena aproximación a la solución, que luego será mejorada
con un algoritmo quasi-Newton para problemas de optimización no suaves. Expondre-
mos los resultados numéricos obtenidos a partir de la programación de los algoritmos
anteriores en MATLAB.
v

Abstract
The objective of this thesis is to solve the problem of finding the switch times of traffic
lights that regulate two two-way traffic intersections, and to then apply these results
to intersections in the city of Corunna which suffer from frequent congestions. The
criterion used for comparison is shown by minimizing the objective function which can
be by: the average length of the queue in the lane with the worst queues, the length
of the longest queue, the average wait time in the lane with the longest wait time, a
combination of all of the above. The resulting model is an optimization problem with
linear complementarity constraints. We will analyze the following: the static case, that
is, the model in which the times of the lights are variable, but only depend on the arrival
flows, and then the dynamic case, that is, there are sensors at all traffic lights that allow
us to know the number of cars in each lane and therefore decide if, given the traffic,
maintain the present state and for how long or decide if the light should change. In order
to solve this problem, we propose a hybrid solution strategy by which an approximation
to the solution is computed by means of a simulated annealing algorithm and then it is
improved by a quasi-Newton method for non-smooth optimization problems. We will
also present some numerical results obtained from the programming of the previous
algorithms in MATLAB
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Introducción
Como el número de vehículos y las necesidades de transporte crecen, las ciudades del
mundo muestran serios problemas de congestión de tráfico en sus carreteras. Los costes
incluyen pérdida de tiempo (ya sea tiempo libre o de trabajo), aumento del consumo
de combustible, contaminación, problemas de salud, stress y malestar, en general. Ade-
más, la congestión retarda el movimiento de mercancías y de servicios, de modo que,
aumenta el precio de los productos y reduce la competitividad de los negocios. Si el
problema no se trata correctamente, puede incluso paralizar el crecimiento económico
y desarrollo de nuestras ciudades y contribuir significativamente al indeseable efecto
invernadero y al cambio climático. Incluso cuando la sobresaturación de vehículos dura
poco y ocurre en una zona pequeña o en una esquina en particular, su efecto negativo
en el flujo del tráfico puede prolongarse por bastante tiempo. La sobresaturación se
define como la situación en la cual los vehículos no pueden moverse libremente, debido
a la cantidad de autos que están en una intersección o a las colas que se han formado en
las calles por las cuales se puede salir de la intersección. Por otro lado, cuando no hay
congestión queremos también que los vehículos atraviesen distintas zonas de la ciudad,
o circulen por las vías principales en el menor tiempo posible. Por tanto, es necesario
conseguir un sistema eficaz de transporte que facilite la movilidad de personas y mer-
cancías. Podemos afirmar que esa movilidad es un factor importante que contribuye
al crecimiento económico sostenible y a la generación de empleo. Para ello no sólo es
necesario generar una infraestructura física adecuada, sino minimizar los impactos me-
dioambientales que el transporte urbano y otros generan sobre el entorno. En efecto,
la movilidad origina una serie de costes medioambientales, debido a sus implicaciones
nocivas sobre el cambio climático (actualmente las emisiones de CO2 son superiores en
más de un 30% a las producidas en 1.990) y el transporte de todo tipo es el "único
sector de la economía respecto del que se pronostican incrementos de las emisiones"
[17]. Aunque ha mejorado la eficiencia energética de los turismos mediante la aplicación
de nuevas tecnologías y el peso de los mismos se ha reducido, lo que ha repercutido en
1
2 Introducción
un menor consumo de combustible, el número de automóviles ha crecido. Pero además
el ruido, la congestión del tráfico, cuya "disminución contribuirá significativamente a la
reducción de las emisiones de CO2" [18], los accidentes y los efectos sobre la salud aca-
rrean una serie de costes económicos y sociales que el Libro Blanco sobre Crecimiento,
Competitividad y Empleo [25], denominó: "pérdidas de bienestar significativas, aunque
ocultas", que pese a la dificultad de cuantificarlas la Unión Europea las valora en torno
al 4% del PIB.
A partir de la década de los 80 del siglo anterior, los responsables de los departa-
mentos de tráfico intuyeron que las soluciones tradicionales que se estaban aplicando
no serían capaces de resolver esta problemática. Estas soluciones típicamente impli-
caban la construcción de nuevas infraestructuras o la ampliación de las ya existentes,
pero en muchos casos no eran soluciones viables debido principalmente a los elevados
costes, a la carencia de espacio disponible y al inevitable impacto medioambiental. Por
tanto, los departamentos de tráfico de todo el mundo están muy interesados en la op-
timización de las infraestructuras existentes, con el objeto de mejorar al máximo sus
prestaciones. La Unión Europea tiene diferentes medios, a través de los cuales pretende
mitigar los indeseables impactos citados con anterioridad. Desde el establecimiento de
normas de comportamiento para los turismos nuevos, con el fin de reducir las emisio-
nes de CO2 [1], hasta el uso de una normativa para disminuir el ruido de vehículos de
motor, pasando por las medidas ordenadoras del tráfico, como pueden ser, entre otras,
el funcionamiento de los semáforos que regulan una intersección vial.
La función principal de los semáforos en el control de una intersección es dar el
paso alternativamente a los distintos grupos de vehículos, peatones, bicicletas y/u otro
sistema de transporte, de tal manera que éstos pasen a través de la intersección con un
mínimo de problemas, riesgos y demoras. Los objetivos del diseño de una intersección
regulada por semáforos son:
• Reducir y prevenir cierto tipo de accidentes en la intersección y en las intersec-
ciones aledañas.
• Reducir las demoras que experimentan los peatones y los vehículos al intentar
cruzar la intersección, y al mismo tiempo evitar los obstáculos en las intersecciones
más cercanas causados por colas largas.
• Reducir el consumo de combustible de los vehículos en la intersección.
• Reducir la emisión de contaminantes al aire (CO2), que afectará positivamente
Introducción 3
al efecto invernadero, así como a la disminución de ruidos.
• Por último, mejorar la calidad de vida de los ciudadanos y su salud.
Para que dichos objetivos se cumplan, el elemento fundamental es sincronizar y
optimizar el ciclo de los semáforos, es decir, sincronizar y optimizar la secuencia de
estados (rojo, verde, etc.) por la que pasan los semáforos y que se repite de manera
cíclica. Cada ciclo está asociado a una intersección, o sea, puede regir a varios semáforos.
Cada fase del ciclo (o stage) se compone de los estados en los que están todos los
semáforos de esa intersección durante un tiempo determinado, y que permiten uno o
varios movimientos simultáneos a través de la intersección.
Este ciclo de los semáforos se debe estudiar desde tres puntos de vista distintos:
• La longitud en tiempo del ciclo completo de los semáforos, es decir, el tiempo
necesario para que se dé una sucesión completa de indicaciones en los semáforos
conectados a un mismo regulador. Independientemente de lo que resulte de los
cálculos, la duración del ciclo tiene que estar forzosamente comprendida entre los
límites que fija la psicología del conductor. La práctica indica que ciclos menores
de 35 segundos o mayores de 120, se acomodan difícilmente a la mentalidad del
usuario de la vía pública [66].
• El porcentaje del tiempo dedicado para cada una de las fases.
• Las transiciones entre los semáforos consecutivos. Un ejemplo típico de esta cir-
cunstancia es la presencia de dos semáforos consecutivos en una avenida. En este
caso se define el tiempo de transición (offset time) como el tiempo desde que un
semáforo pasa a estado verde, hasta que el siguiente semáforo de la avenida pasa
también a verde.
Debido a que la buena coordinación de la red de semáforos de la ciudad y la optimi-
zación de los ciclos y fases de los mismos son herramientas fundamentales para tratar
de resolver los problemas de congestión de tráfico y sobresaturación de vehículos, como
se demuestra en numerosos trabajos (y entre ellos podemos citar [34], [55] y [51]), es por
lo que se ha diseñado un nuevo modelo, que es la principal aportación de la presente
tesis, para la resolución de dichos problemas.
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1.1. Estado del arte
En esta sección se quiere dar una visión de los diferentes trabajos de investigación
relacionados con el modelo que sostiene esta tesis. Se han clasificado los trabajos en
tres grupos. En primer lugar se tienen los trabajos agrupados dentro de las siglas ATIS
(Advanced Traveler Information Services) que son aquellos trabajos centrados en los
servicios avanzados de información a los conductores. Por otra parte, se pueden agru-
par otros trabajos en un segundo grupo etiquetado con las siglas ATMS (Advanced
Traffic Management Systems) que significa sistemas avanzados de gestión del tráfico.
Finalmente, otros trabajos de investigación concernientes al tráfico pueden agruparse
en un tercer subconjunto que se puede denominar ATOS (Advanced Traffic Optimi-
zation Systems) y donde aglutinarían aquellas propuestas de sistemas avanzados de
optimización del tráfico, en los cuales el tráfico no sólo es gestionado, sino que también
se intenta su optimización de manera automática sin la ayuda de la experiencia de
expertos humanos. Tales propuestas se han organizado en: optimización de una sola
intersección, lógica difusa, redes de Petri, redes Neuronales o aproximaciones híbridas.
Esta estructuración no es estática, ya que por su natulareza, algunos trabajos podrían
incluírse en más de un apartado.
Esta clasificación puede ser de utilidad para adquirir una ordenación mental inicial
del campo de investigación en el cual se mueve la presente tesis.
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1.1.1. Servicios avanzados de información a los conductores
(ATIS)
Los servicios avanzados de información a los conductores son esos servicios que pueden
potencialmente ayudarles a tomar decisiones para así realizar el viaje en las mejores
condiciones de eficiencia y seguridad. Entre las principales funciones que realizan los
ATIS, podemos resaltar:
• Planificación de viajes multimodales: proporcionan información regional global
y asistencia al viajero de transporte particular (automóviles) y de transporte
público.
• Servicios de información de guía para la ruta: proveen de una guía en línea autó-
noma o dinámica (información en tiempo real) que permite programar la ruta y
propone instrucciones de viraje durante el viaje.
• Funciones de consulta y soporte: avisos y sugerencias que pueden incluir adver-
tencias de incidentes, avisos de retardos, tiempos de viaje (estimado en tiempo
real), aviso de condiciones meteorológicas adversas, restricciones a vehículos co-
merciales (altura y peso), información y estado de los estacionamientos, próximos
peajes, etc...
Hay muchas iniciativas en este área. Aquí mostramos algunos ejemplos.
En la tesis defendida por Florian ([26]), se realiza un estudio empírico del impacto
de los ATIS en la calidad de la red de los servicios de transporte mediante la aplicación
del modelo DynaMIT (asignación dinámica de la red para la gestión de la información
a los conductores). Los resultados principales son que el guiado dinámico de ruta puede
mejorar los tiempos de los trayectos de los conductores, tanto de los guiados como de
los no guiados, y también mejora el rendimiento de la infraestructura de tráfico exis-
tente.
En [31] se aplica a un sistema de información de tráfico en una autopista sin peaje,
un modelo autómata celular de alta resolución para simulación de tráfico. El sistema
proporciona una simulación para el estado actual del tráfico sin usar sensores, y tam-
bién realiza estimaciones de la situación futura del tráfico (en 30 y 60 minutos). Esta
información a los usuarios de la red es proporcionada por un applet de java en una
página web.
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1.1.2. Sistemas avanzados de gestión del tráfico (ATMS)
Los sistemas avanzados de gestión del tráfico son los sistemas que facilitan la labor de
los técnicos que gestionan el tráfico. Hay muchos trabajos acerca de esta materia, la
mayor parte de ellos se centran en la simulación del tráfico. Los modelos de simulación
de tráfico se pueden dividir en dos grandes categorías: microscópica y macroscópica,
dependiendo del nivel de abstracción que utilicen. En los modelos microscópicos o de
micro simulación se modela el tráfico a nivel de cada vehículo. En los modelos ma-
croscópicos se abstrae hasta ver el comportamiento de todo el sistema, permitiendo así
tener una visión global del comportamiento. Algunos ejemplos son los siguientes:
En [59] se propone el uso de señales de tráfico sensibles (Responsive Signals) com-
binado con la capacidad de la red (en vez del coste total del viaje) como criterio de
control. La capacidad de la red se maximiza si las señales funcionan para equilibrar la
densidad de tráfico en las zonas más ocupadas de la red.
En el trabajo [53] se utilizan supercomputadores vectoriales para simular el tráfico
utilizando modelos basados en autómatas celulares en el menor tiempo posible.
El modelo AIMSUN2 se ha utilizado para simular las Rondas en Barcelona ([11]).
Utiliza computadores paralelos para reducir el tiempo de ejecución.
El modelo MITSIM ([74]) se ha utilizado para evaluar aspectos tanto del sistema de
control de tráfico como de las configuraciones de las vías de acceso en el proyecto área
central/túnel en Boston (EE.UU.). Incorpora explícitamente la predicción del tráfico,
la información del tráfico variable con el tiempo y la elección de ruta dinámica.
El modelo INTEGRATION se ha utilizado para simular el tráfico del Salt Lake
Metropolitan Área (EE.UU.)([56]). El objetivo de este artículo es triple. Primero se
presenta la viabilidad de modelar una red a gran escala con un nivel de detalle mi-
croscópico. En segundo lugar, se explica como han logrado la superación de los incon-
venientes que supone la ingente colección de datos necesaria para construir y calibrar
una simulación microscópica con una red de una escala tan grande. Por último, se
describen las oportunidades y aplicaciones del uso de una herramienta de simulación
microscópica en oposición a una macroscópica.
El modelo INTELSIM se usa en [6] y [7]. En esos trabajos se ha desarrollado un mo-
delo de aceleración lineal de los llamados modelos de autos siguiéndose (car-following)
o modelos de seguir al líder (los cuales modelan el comportamiento de cada vehículo
individual dependiendo del vehículo que lo antecede) para la simulación realista del
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flujo de tráfico orientado a aplicaciones a sistemas inteligentes de transporte (ITS). Se
simulan los tiempos de reacción de freno y los tiempos de reacción en cadena de los
conductores. Los autores argumentan que el modelo propuesto facilita perfiles de acele-
ración contínuos en lugar de los perfiles escalonados que se usan comunmente. Además
en [7] los mismos autores comparan varios métodos de autos siguiéndose con el modelo
que ellos proponen y con datos de campo.
En [42] se presenta un sistema experto para gestionar la congestión de tráfico. El
modelo propuesto abarca un algoritmo de fusión de datos para el análisis de la con-
gestión que permite representar e interpretar diferentes tipos de datos con distintos
niveles de fiabilidad e incertidumbre junto con un algoritmo eficiente para la selección
de planes de control que determina respuestas alternativas al control del tráfico. Se
describe el plan propuesto con una explicación del proceso de razonamiento para ayu-
dar a las decisiones de los operadores del tráfico y se muestra un ejemplo de validación
para exhibir la capacidad del sistema para reducir la congestión.
En [68] se explica que un tiempo de ciclo común (common cycle time) a todos los
semáforos de un conjunto de intersecciones es una aproximación peor que ciclos inde-
pendientes para cada intersección.
En [13] se propone un modelo de alta fidelidad (high fidelity) para simular un gran
volumen de tráfico a nivel regional. Su modelo usa conceptos de los modelos de autóma-
tas celulares y de los de autos siguiéndose. (En él, el universo está dado por las calles de
la ciudad, o por las carreteras a nivel regional y los elementos son los vehículos que se
mueven siguiendo un conjunto de reglas. El modelo se puede extender fácilmente para
representar otros elementos, por ejemplo conductores con distintos perfiles psicológicos,
distintos tipos de vehículos, distintas representaciones de cruces de calles o semáforos).
Proponen el concepto de la ocupación del espacio (Space Occupancy-SOC) y lo usan
para medir la congestión de tráfico. Su objetivo es simular grandes volúmenes de tráfico
con un tiempo de ejecución más corto usando algoritmos eficientes en un ordenador
personal.
1.1.3. Sistemas avanzados de optimización del tráfico (ATOS)
Los sistemas avanzados de optimización del tráfico son los sistemas donde el tráfico
se optimiza -o intenta ser optimizado- de una manera automática, sin la interacción
humana. A continuación se presentan algunos ejemplos notables.
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1.1.3.1. Optimización de una sola intersección
En [21] se analiza un problema de control óptimo de semáforos para un cruce de dos
carreteras con los dos sentidos de circulación. Se expone primero, un modelo exacto
y acíclico que describe la evolución de las longitudes de las colas en cada carril como
una función del tiempo y de los instantes de cambio ("switching"). También se expo-
ne la forma de determinar una sucesión switching sub-óptima para este sistema. Este
artículo se puede considerar la base de la presente Tesis.
En [70] se controla una intersección aislada aplicando técnicas basadas en la teoría
de control de sistemas lineales para resolver el problema del modelo lineal de tráfico.
La contribución principal de esta investigación es el desarrollo de una metodología, que
utiliza la tecnología disponible, para aliviar la congestión recurrente de una intersección
aislada, causada por la alta demanda de transporte.
Se publica un trabajo muy interesante en [71]. En este artículo, se piensa el tráfico
como formado por un conjunto de cruces que son optimizados de forma individual.
Proponen usar algoritmos de aprendizaje por refuerzo para optimizar lo que ellos con-
sideran un problema de decisión multiagente.
En [73] para un cruce simple con dos direcciones los autores proponen un nuevo
método basado por un lado en nuevas tecnologías para el reconocimiento de vehículos y
semáforos, que les permiten tratar el movimiento de cada vehículo de forma individual
y distinguir diferentes tipos de vehículos como, vehículos públicos o de emergencia y
por otro basado en la utilización de una aproximación branch and bound para el control
de semáforos con el objetivo de minimizar el tiempo de evacuación de la intersección.
1.1.3.2. Lógica difusa
En [76] los autores presentan un sistema de control difuso para ampliar o reducir el ciclo
de los semáforos. Mediante el uso de semáforos con sensores se puede ampliar el ciclo
del semáforo cuando éste detecta que están pasando muchos vehículos en la carretera o
reducir el ciclo si hay pocos vehículos pasando. En este trabajo se simulan los resulta-
dos observándose un incremento en la eficiencia mediante el uso de estos semáforos. Se
realiza una adaptación local para un solo semáforo en vez de una optimización global.
En [28] se propone una técnica de optimización local en tiempo real de una inter-
sección basada en lógica difusa (fuzzy logic).
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En [44] se establecen como variables de entrada la densidad de tráfico y la velocidad
de los vehículos durante el estado verde del semáforo y como salida el tiempo que debe
durar cada uno de los estados dentro del ciclo del semáforo.
El objetivo del trabajo presentado en [32] es optimizar el flujo de tráfico de un con-
junto de intersecciones mediante el uso de controladores locales fuzzy y un controlador
para un caso especial. Cada controlador local fuzzy controla el flujo de tráfico en el
cruce asignado, de acuerdo con el flujo de tráfico de su cruce y de los cruces adyacen-
tes. Cuando debido al estado del tráfico, los controladores locales no son suficientes, se
activa el controlador para el caso especial, el cual, usando un algoritmo tipo recocido
simulado optimiza el tiempo verde de todos los cruces de la red.
1.1.3.3. Redes de Petri
En [22] se aplican las redes de Petri para proporcionar una representación modular de
las redes de tráfico urbano regulado por semáforos. Con el fin de describir minuciosa-
mente el movimiento de vehículos en la red de tráfico, se adopta una representación
microscópica realizada vía redes de Petri. Una característica interesante del modelo
diseñado consiste en la posibilidad de representar los retardos (offset-time), entre los
ciclos de los diferentes semáforos de una manera empotrada en el mismo modelo. Aun-
que es un trabajo muy interesante, los autores optimizan solamente la coordinación
entre ciclos de diferentes semáforos.
Otro trabajo interesante usando redes de Petri es [40], donde se utilizan para con-
trolar una sola intersección por medio de controladores lógicos programables (Program-
mable Logic Controllers-PLCs). Comparan tres métodos para modelar los semáforos
en una intersección y encuentran que el más apropiado es el que combina las redes de
Petri con los PLCs.
En [41] los autores usan las redes de Petri para modelar y controlar intersecciones
semaforizadas. En particular aplican las redes de Petri a un controlador de semáforos
de ocho fases.
1.1.3.4. Redes Neuronales
En [60] los autores presentan un enfoque con redes neuronales para optimizar los ciclos
de los semáforos. Se utiliza una red neuronal (NN) para implementar la función de
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control de los semáforos. El proceso de desarrollo de la NN se alimenta exclusivamente
con datos reales. Debido a ello, este método sólo es útil en un sistema que tenga un
módulo de adquisición de datos on-line instalado. Sin embargo, tales sistemas no son
hasta ahora comunes en absoluto.
En [45] se optimiza el offset-time entre dos semáforos usando redes neuronales ar-
tificiales (ANNs). Aunque la metodología que se propone no trata explícitamente el
parámetro de desfase, se enfoca la optimización del tráfico de una manera mucho más
flexible.
En [37] los autores presentan un método de control inteligente de semáforos basa-
do en la teoría de “extension neural network” (ENN) para una intersección. Primero
miden (en la calle principal y en la secundaria de un cruce seleccionado) el número
de vehículos que circulan y el tiempo de paso de un vehículo en el período de luz
verde. Seguidamente los datos de tal medición se usan para construir un método de
estimación basado en ENN para la detección del flujo de tráfico de un cruce estandar.
Los resultados computacionales indican que el método de estimación propuesto puede
discriminar de forma rápida y exacta el flujo de tráfico de un cruce.
1.1.3.5. Aproximaciones híbridas
El proyecto TRANSIMS (Transportation Analysis and simulation system) utilizó mo-
delos de autómatas celulares para simular el tráfico para la ciudad de Fort Worth en
Dallas (EE.UU.) usando computación paralela ([52]). Incluye módulos de simulación
microscópica, planificación de rutas y estimación de la emisión de gases.
En [77] se propone el concepto de tiempo óptimo en verde (optimal green time), que
reduce el tiempo de espera medio de los vehículos, al tiempo que se mejora la media
de velocidad del vehículo usando reglas difusas (fuzzy) y redes neuronales. A través de
la simulación por ordenador este método ha demostrado ser mucho más eficiente que
usar tiempos fijos para los ciclos de los semáforos. La red neuronal difusa mejora de
manera consistente el tiempo de espera, la velocidad de los vehículos, y el consumo
de combustible. Este trabajo sólo tiene en cuenta una pequeña cantidad de semáforos
(dos intersecciones cercanas). Se coincide con los autores en la poca eficiencia de los
ciclos fijos de los semáforos.
En [57] se utiliza una arquitectura “ad hoc” para optimizar una red de tráfico de
nueve intersecciones. Utiliza algoritmos genéticos (GA) como técnica de optimización
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sobre una sola máquina. Se usa el modelo CORSIM (Corridor Traffic Simulation Mo-
del) ([33]) en la función de evaluación del GA.
Una combinación interesante de algoritmos y simulación de tráfico se publica en
[67]. En este trabajo se presenta un sistema de programación de rutas y planificación
horaria para vehículos de transporte de carga. Usan algoritmos genéticos (GA) como
técnica de optimización. El objetivo de los GA es la minimización del coste del viaje.
También se propone y prueba en una red real un algoritmo dinámico de programación
de rutas para vehículos. El modelo de simulación de tráfico implementado es macros-
cópico.
Otro trabajo muy interesante se presenta en [69], en él se formula un modelo de
asignación dinámica tipo Dynamic System-optimal (DSO) para una red urbana con-
gestionada con un determinado número de cruces regulados por semáforos. También
combinan simulación de tráfico con algoritmos genéticos. Lo fundamental de este tra-
bajo es asignar a cualquier viajero una ruta. Se utiliza un algoritmo genético para
minimizar el tiempo total de viaje de los usuarios. Se usa un modelo macroscópico
para la estimación de los retardos de tráfico. El problema DSO se resuelve primero con
tiempos fijos de semáforos, y también optimizando los tiempos de los semáforos.
En [61] se presenta una metodología para la optimización de los ciclos de un se-
máforo en una red de tráfico. Se diseña un modelo de tráfico microscópico y se usa
además un autómata celular. Con esta teoría los vehículos se consideran como entida-
des unidimensionales, las calles se ejemplifican como un conjunto de puntos; en cada
punto sólo puede haber un vehículo en cada instante de tiempo. Para alcanzar una so-
lución del problema se representa el estado de los semáforos mediante un cromosoma,
que tiene longitud variable en función del período de tiempo que se quiera optimizar,
aunque se supone que ese período de tiempo representa un ciclo base que se repite
indefinidamente. Este cromosoma está compuesto por valores enteros que representan
qué semáforo está abierto en el cruce en cada momento. Los resultados obtenidos con
esta codificación y el simulador descrito muestran que aparte de ser una forma válida,
permite optimizar varias intersecciones al mismo tiempo, lo que reduce los tiempos de
cálculo con respecto a otras soluciones.
En [63] se comparan dos versiones de un simulador microscópico de tráfico: un si-
mulador de tráfico estocástico con uno determinístico. Hay tres diferencias entre la
versión estocástica y la determinística: el orden de actualización de las celdas, el tiem-
po de creación del nuevo vehículo y la probabilidad de aceleración. En este trabajo se
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concluye que el simulador estocástico es un proceso estadístico (convergente) adecuado
de comparación y se demuestra que las salidas del simulador determinístico tienen una
alta correlación lineal con las estocásticas. Por lo tanto, el simulador determinístico
puede organizar la clasificación de la población en orden a la función fitness al menos
como el simulador estocástico, pero con un tiempo de cálculo notablemente más bajo.
En [62] se describe la diferencia entre dos tipos de codificación: el rendimiento en-
tre diferentes cruces y las estrategias de mutación. El logro principal de este trabajo
fue demostrar (por medio de un amplio conjunto de tests) que, al menos para el caso
particular de un cruce de pequeño nivel, si se combina con una probabilidad variable
para la mutación se obtiene un gran ahorro de tiempo de cálculo. Además se expone
cómo esa elección permite al algoritmo cubrir más rápidamente el espacio de soluciones
debido a la mayor variabilidad de genes entre generaciones. Esa combinación parece
evitar una convergencia prematura.
En [64] se introduce un estudio considerando tres criterios candidatos a ser el primer
paso para la extensión de la función fitness hacia una multicriterio. En ese criterio se
relaciona el número total de vehículos que abandonan la red, la ocupación de la red y
la emisión de gases de efecto invernadero. Se realiza un estudio de la correlación entre
esos parámetros.
En [65] usando una metodología basada en tres pilares:
1. Un multicomputador MIMD tipo Cluster Beowulf
2. Un algoritmo genético como técnica de optimización no determinística
3. Un simulador de tráfico microscópico basado en los autómatas celulares
se optimiza una red de tráfico situada en Santa Cruz de Tenerife (España).
En [39] se desarrolla un problema de regulación del tráfico a través del ajuste
de los ciclos de los semáforos (problema en el que existen dos fases en cada ciclo),
proponiéndose para su solución un método híbrido que combina una metaheurística tipo
recocido simulado para calcular una buena aproximación de la solución, que luego será
mejorada con un algoritmo quasi-Newton para problemas de optimización no suaves.
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1.2. Problema a investigar y metodología utilizada
El objetivo de la investigación es resolver un problema de control óptimo consistente
en asignar tiempos a luces de semáforos en intersecciones de distintos tipos y aplicar
los resultados a cruces (con congestiones frecuentes) de la ciudad de A Coruña. El
planteamiento es el siguiente: conocidas las tasas de llegada y de salida de vehículos
del cruce, para un entero N dado, y un tiempo inicial t0, se pretende calcular la mejor
sucesión t1, t2, . . . , tN de instantes de cambio de las luces de los semáforos (tiempos
switching). El criterio de comparación a considerar se expresa en una función objetivo
a minimizar que puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los carriles
• Longitud (ponderada) media de la cola en el carril con mayores colas
• Longitud (ponderada) de la cola más larga
• Suma (ponderada) de los tiempos medios de espera considerando las colas de
todos los carriles
• Tiempo (ponderado) medio de espera en el carril con mayor tiempo de espera
• Una combinación de las anteriores
Una vez identificadas zonas neurálgicas en la ciudad a partir de distintos pará-
metros de llegada de coches y tiempos estimados de salida, se estudian cruces con
características análogas, como por ejemplo:
(a) Cruces de dos calles con los dos sentidos de circulación en los que solamente se
puede circular de frente o girar a la derecha (llamados cruces con dos fases)
(b) Cruces de dos calles con los dos sentidos de circulación en los que en una dirección
se podrá circular de frente, girar a la derecha o a la izquierda, pero que en la otra
dirección sólo está permitido circular de frente o girar a la derecha (llamados
cruces con tres fases)
(c) Cruces de dos calles con los dos sentidos de circulación en los que en ambas
direcciones se podrá circular de frente, girar a la derecha o a la izquierda (llamados
cruces con cuatro fases)
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(d) Cruces de dos calles con los dos sentidos de circulación y con dos carriles en cada
sentido (con 8 semáforos en el cruce) en los que en ambas direcciones se podrá
circular de frente, girar a la derecha o a la izquierda (llamados cruces con seis
fases)
Nos proponemos lo siguiente:
1. Estudiar teóricamente y modelar el problema de optimización para un cruce del
tipo (a), en donde las restricciones del programa se interpretan como un problema
de complementariedad lineal extendido (ELCP). Analizaremos:
• Caso estático, es decir, el modelo en el cual los tiempos de las luces son
variables, pero sólo dependen de los flujos de llegada.
• Caso dinámico, es decir, se considera que en el semáforo hay sensores que
permiten conocer la cantidad de autos en cada carril y, por ende, se puede
decidir si, dado el tráfico, se mantiene el estado actual, por cuánto tiempo,
o si debe cambiar la luz.
2. Resolver el problema modelado mediante tres tipos de algoritmos:
• Tipo quasi-Newton (método del gradiente discreto)
• Heurístico (recocido simulado)
• Híbrido (que combina ambas estrategias)
3. Generalizar el modelo a cruces de los tipos (b) (c) y (d)
4. Obtener resultados numéricos a partir de la programación de los algoritmos an-
teriores en MATLAB.
5. Aplicar los métodos descritos a cruces de zonas neurálgicas de la ciudad de A
Coruña, que correspondan a cada uno de los modelos estudiados teóricamente,
usando datos reales o estimados de ocupación en distintas franjas horarias y
diferentes días de la semana.
6. Derivar actuaciones que permitan una mayor fluidez del tráfico rodado en las
zonas estudiadas.
7. Relatar y esbozar otras líneas de investigación, como por ejemplo: uso de otros
métodos heurísticos: colonias de hormigas, algoritmos genéticos, etc. o extensión
de la teoría propuesta al caso de las rotondas o de cruces concatenados.

Capítulo 2
Fundamentos teóricos
2.1. Introducción
En este capítulo se exponen los conceptos teóricos, en los que se fundamentan los
métodos usados para tratar de resolver los diferentes problemas de optimización que
se presentan en los modelos que se exponen en la presente tesis para optimizar el flujo
de tráfico en un cruce regulado por semáforos, en el que existen 2, 3, 4 o 6 fases.
En primer lugar se define el problema de complementariedad lineal extendido y
se exponen y demuestran las condiciones bajo las cuales este problema tiene solución
única, ya que en el modelo presentado en la sección 3.1 las restricciones del programa
se pueden expresar como un problema de complementariedad lineal extendido. Como
éste es un problema NP- duro en el que aparecen (cuando se trabaja con un número
importante de ciclos) un gran número de variables, restricciones suaves y no suaves,
se propone para su solución un método híbrido consistente en una heurística y un
algoritmo para resolver un problema de complementariedad lineal.
Para los modelos expuestos en las secciones 3.2, 4.1, 5.1, 5.2 y 6.1 se proponen tres
tipos de algoritmos:
• Tipo quasi-Newton: Por tanto en la sección 2.3 se trata el método del gradiente
discreto.
• Metaheurístico basado en la heurística de recocido simulado, de ahí que en la
sección 2.4 se estudian los métodos heurísticos y en particular el de recocido
simulado.
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• Un híbrido en el que, usando las ventajas de ambos algoritmos, primero se busca
una buena aproximación a la solución mediante el método de recocido simulado
y luego se mejora el comportamiento en una vecindad del punto mediante el
método del gradiente discreto.
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2.2. Los problemas de complementariedad lineal
2.2.1. Introducción. De KKT a los LCP
La teoría de los programas matemáticos con restricciones de desigualdad se desarrolló
a partir de 1951 por H. W. Kuhn y A. W. Tucker ([38]). Ellos enuncian un teorema que
ya había sido demostrado con anterioridad por William Karush en su tesis doctoral
([36]), pero que nunca había publicado. El teorema establece condiciones necesarias de
optimalidad local para programas del tipo:
minimizar f(x1, x2, . . . , xn)
sujeto a : h1(x1, x2, . . . , xn) ≥ 0
h2(x1, x2, . . . , xn) ≥ 0
. . . . . . . . . . . . . . . . . . . . .
hm(x1, x2, . . . , xn) ≥ 0
donde f : D ⊆ Rn → R, h : D ⊆ Rn → Rm, h = (h1, h2, . . . , hm) son diferenciables.
Tales condiciones (KKT) vienen dadas, para puntos que cumplen una cierta condición
de regularidad, por:
1. ∇f(x)−
m∑
i=1
λi∇hi(x) = 0
2. hi(x) ≥ 0, i = 1, . . . , m.
3. λihi(x) = 0, i = 1, . . . , m.
4. λi ≥ 0, i = 1, . . . , m.
donde λ = (λ1, . . . , λm) ⊆ Rm
En la búsqueda de métodos para resolver este sistema, se abordó el caso cuadrático
mı´n
x≥0
{
1
2
xT Mx + qx
}
donde M es una matriz cuadrada simétrica de orden n y q ∈ Rn. En este caso las
condiciones son:
1. xi ≥ 0, i = 1, . . . , n
2. (Mx + q)i ≥ 0, si xi = 0
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3. (Mx + q)i = 0, si xi > 0
es decir, se trata de encontrar x en Rn tal que Mx+q ≥ 0, x ≥ 0, xT (Mx+q) = 0. Este
es el origen de la definición del problema de complementariedad lineal (LCP) ([16]).
2.2.2. El problema de complementariedad lineal y algunas ge-
neralizaciones
Definición 2.2.1. El problema de complementariedad lineal (LCP) está definido así:
Dada una matriz M ∈ Rn×n y un vector q ∈ Rn, hallar dos vectores x, y ∈ Rn+, tales
que:
y = q + Mx
xT y = 0
Denotamos este LCP así: LCP(M,q).
El nombre proviene de la condición xT y = 0, que se llama condición de complemen-
tariedad ya que requiere que al menos una de las variables del par (xj , yj) sea igual a
cero en la solución del problema, para j = 1, . . . , n.
Teniendo en cuenta el origen de la definición del problema de complementariedad
lineal, se ve claramente que éste tiene asociado el siguiente programa cuadrático:
minimizar xT (q + Mx)
sujeto a : x ≥ 0
q + Mx ≥ 0
(2.1)
Algunas generalizaciones del problema de complementariedad lineal son: el proble-
ma de complementariedad lineal horizontal (HLCP), el problema de complementarie-
dad lineal vertical (VLCP), el problema de complementariedad lineal mixta
(MLCP) y los que a continuación se definen:
Definición 2.2.2. El problema de complementariedad lineal generalizado (GLCP), [que
fue introducido por Y. Ye en [75]] está definido así: Dadas matrices A, B ∈ Rm×n,
C ∈ Rm×k y un vector q ∈ Rm, encontrar vectores x, y ∈ Rn, z ∈ Rk tales que:
Ax + By + Cz = q
(x, y, z) ≥ 0
xT y = 0
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Definición 2.2.3. El problema de complementariedad lineal extendido (ELCP) [que
fue introducido por O.L. Mangasarian y J.S. Pang en [48]] está definido así: Dadas
dos matrices M, N ∈ Rm×n y dado K un conjunto poliédrico de Rm, hallar dos vectores
x, y ∈ Rn+ tales que:
Mx−Ny ∈ K
xT y = 0
Denotamos este ELCP así: ELCP(M,N,K). Cuando m=n, N=I y K={-q}, este pro-
blema se reduce al LCP(M,q).
2.2.3. El problema de complementariedad lineal extendido
(ELCP)
Teorema 2.2.1. El GLCP y el ELCP son equivalentes ([30])
Demostración. Para A, B ∈ Rm×n, C ∈ Rm×k y q ∈ Rm el problema GLCP se con-
vierte en ELCP(A,-B,K ), si definimos K = {q − Cz/z ≥ 0}. Por otro lado, si tenemos
un ELCP(M,N,K ), como K es un conjunto poliédrico, para alguna matriz L ∈ Rk×m
y algun vector b ∈ Rk , podemos escribir K = {u ∈ Rm/Lu ≥ b} . Entonces el
ELCP(M,N,K ) se convierte en un GLCP si consideramos m=k, A=LM, B=-LN, C=-I
y q=b. 2
Definición 2.2.4. Asociado al ELCP(M,N,K) podemos definir un programa bilineal
minimizar xT y
sujeto a : x ≥ 0
y ≥ 0
Mx−Ny ∈ K
Denotamos este problema por: BLP(M,N,K)
Observación 2.2.1. En 2.1 habíamos expuesto el programa cuadrático asociado al
LCP(M,q); éste está definido sólo para la variable x, mientras que el BLP(M,N,K)
involucra al par (x,y). Sin embargo el BLP(M,N,K) juega un papel similar en el estudio
del ELCP(M,N,K) como el que jugaba 2.1 en el tratamiento del LCP(M,q). Como la
función objetivo del BLP(M,N,K) es claramente no negativa sobre la región factible del
ELCP(M,N,K), es decir, sobre {(x, y) ∈ R2n+ /Mx − Ny ∈ K}, el ELCP(M,N,K) es
22 Capítulo 2. Fundamentos teóricos
equivalente al BLP(M,N,K) en el sentido de que un par de vectores (x,y) resuelve el
ELCP(M,N,K) si y sólo si (x,y) es una solución óptima global del BLP(M,N,K) con
un valor de la función objetivo igual a cero. Además por el teorema de Frank-Wolfe de
la programación cuadrática ([27]), el BLP(M,N,K) siempre tiene una solución óptima
si es factible (es decir si el conjunto {(x, y) ∈ R2n+ /Mx − Ny ∈ K} es no vacío). Lo
que no se verifica, en general, es que en la solución óptima del BLP(M,N,K) el valor
de la función objetivo sea cero.
En lo que sigue (basándonos en [30]) estableceremos varios resultados que refuerzan la
relación entre el ELCP y su BLP asociado.
Definición 2.2.5. Dadas matrices M, N ∈ Rm×n y dado K un conjunto poliédrico de
Rm decimos que {M, N} tiene la E-propiedad de suficiencia en columnas con respecto
a K si se verifica:
Si [Mu−Nv ∈ K−K, u ∗ v ≤ 0] ⇒ u ∗ v = 0
donde ∗ denota el producto de Hadamard de dos vectores, es decir u∗v es el vector cuyas
componentes son los productos de las componentes correspondientes de los vectores u y
v.
Observación 2.2.2. En el contexto de los LCP(M,q) M tiene la propiedad de suficien-
cia en columnas si x ∗Mx ≤ 0 ⇒ x ∗Mx = 0
Teorema 2.2.2. El par {M, N} tiene la E-propiedad de suficiencia en columnas con
respecto a K si y sólo si para cada p ∈ Rm, el conjunto solución del ELCP(M,N,K+p)
si es no vacío es un conjunto convexo.
Demostración.
⇐ Supongamos que la propiedad de suficiencia en columnas falla. Entonces pode-
mos encontrar dos vectores u y v tales que Mu−Nv ∈ K−K, u∗v ≤ 0 y uivi < 0 para
algún índice i. Sean Mu - Nv = a - b con a, b ∈ K y p = Mu+−Nv+−a = Mu−−Nv−−b,
donde u+ denota el vector que tiene por i-ésima componente (∀i) el valor máximo cal-
culado entre las i-ésimas componentes de los vectores u y 0, mientras que u− = u+−u.
Entonces (u+, v+) y (u−, v−) son soluciones del ELCP(M,N,K+p) ya que: por defini-
ción u+ ≥ 0, v+ ≥ 0, u− ≥ 0, v− ≥ 0; como se verifica u ∗ v ≤ 0 entonces u+T v+ = 0,
u−T v− = 0; Mu+ −Nv+ = a + p ∈ K + p, Mu− −Nv− = b + p ∈ K + p. Por tanto el
conjunto solución del ELCP(M,N,K+p) es no vacío, y sin embargo no es convexo, ya
que una combinación convexa de esas dos soluciones no es una solución; efectivamente,
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sea t entre 0 y 1, t(u+, v+) + (1− t)(u−, v−) = (tu+ + (1− t)u−, tv+ + (1− t)v−) no es
una solución, pues si lo fuera (tu+ + (1− t)u−)T (tv+ + (1− t)v−) tendría que ser cero
y no lo es pues u+ ∗ v− + u− ∗ v+ 6= 0 debido a que uivi < 0 para algún índice i.
⇒ Supongamos que se verifica la propiedad de suficiencia en columnas. Si (x, y),
(x, y) son dos soluciones del ELCP(M,N,K+p), entonces (u, v) = (x−x, y−y) satisfará
que Mu−Nv ∈ K−K, u∗v ≤ 0 y por tanto u∗v = 0. Debido a la no negatividad de los
vectores x, y, x, y, tenemos que x ∗ y = 0 = y ∗x, de donde se sigue que para cualquier
t entre 0 y 1, (tx + (1 − t)x) ∗ (ty + (1 − t)y) = 0, por tanto cualquier combinación
convexa de (x, y), (x, y) es solución del ELCP(M,N,K+p), efectivamente: sea t entre 0
y 1, t(x, y)+(1−t)(x, y) = (tx+(1−t)x, ty+(1−t)y) es solución del ELCP(M,N,K+p),
pues debido a la no negatividad de los vectores x, y, x, y entonces tx + (1 − t)x ≥ 0,
ty + (1 − t)y ≥ 0; (tx + (1 − t)x)T (ty + (1 − t)y) = 0 como consecuencia de que
(tx+(1−t)x)∗(ty+(1−t)y) = 0 y por último M(tx+(1−t)x)−N(ty+(1−t)y) ∈ K+p
ya que Mx−Ny ∈ K + p, Mx−Ny ∈ K + p. 2
Definición 2.2.6. Dadas matrices M, N ∈ Rm×n y dado K un conjunto poliédrico de
Rm decimos que {M, N} tiene la E-propiedad de suficiencia en filas con respecto a K
si se verifica:
Si [(MT u) ∗ (N tu) ≤ 0, u ∈ (0+K)∗] ⇒ (MT u) ∗ (N tu) = 0
donde si K = {u ∈ Rm/Lu ≥ b} para alguna matriz L ∈ Rn×m y algun vector b ∈ Rn,
0+K denota su cono recesión, es decir 0+K = {u ∈ Rm/Lu ≥ 0} y (0+K)∗ denota el
dual de este cono recesión, es decir (0+K)∗ = {v ∈ Rm/v = LT λ para algun λ ∈ Rn+}.
Observación 2.2.3. En el contexto de los LCP(M,q), una matriz cuadrada se dice
que tiene la propiedad de suficiencia en filas si MT tiene la propiedad de suficiencia en
columnas.
Definición 2.2.7. Dadas matrices M, N ∈ Rm×n, decimos que {M, N} es un cambio
en columnas de {M, N} si para cada índice i, M i = Mi y N i = Ni, o M i = Ni y
N i = Mi; donde cada subíndice i se refiere a la columna correspondiente.
Teorema 2.2.3. El par {M, N} tiene la E-propiedad de suficiencia en filas con respecto
a K si y sólo si para cada p ∈ Rm y para cada cambio en las columnas {M, N} de
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{M, N}, cada vector de KKT del programa bilineal BLP(M, N,K + p)
minimizar xty
sujeto a : x ≥ 0
y ≥ 0
Mx−Ny ∈ K + p
es solución del ELCP(M, N,K + p).
Demostración.
⇒ Supongamos que {M, N} tiene la E-propiedad de suficiencia en filas, como esta
propiedad se conserva si cambiamos {M, N} por alguno de sus cambios en columnas y
K se cambia por K+p, probamos esta implicación sólo para el ELCP(M,N,K ).
Sea (x, y) un vector de KKT del problema BLP(M,N,K )
minimizar xT y
sujeto a : x ≥ 0
y ≥ 0
Mx−Ny ∈ K (⇔ LMx− LNy − b ≥ 0)
entonces existen vectores r, s y λ tales que:
y − r − (LM)T λ = y − r −MT LT λ = 0 ⇒ y = r + MT LT λ
x− s + (LN)T λ = x− s + NT LT λ = 0 ⇒ x = s−NT LT λ
x ≥ 0, r ≥ 0, xT r = 0
y ≥ 0, s ≥ 0, yT s = 0
LMX − LNy − b ≥ 0, λ ≥ 0, (LMx− LNy − b)T λ = 0
Usando estas propiedades tenemos: (MT LT λ)∗(NT LT λ) = (y−r)∗(s−x) ≤ 0, pero
como LT λ ∈ (0+K)∗, usando la hipótesis concluímos que: (MT LT λ) ∗ (NT LT λ) = 0
y como consecuencia que x ∗ y = 0 y por tanto que el par (x, y) es solución del
ELCP(M,N,K ).
⇐ Supongamos que no se verifica la E-propiedad de suficiencia en filas, por tanto
existe un vector u ∈ Rm tal que:
Si [(MT u) ∗ (N tu) ≤ 0, u ∈ (0+K)∗] ⇒ (MT u) ∗ (N tu) 6= 0
entonces para algún i (MT u)i(NT u)i < 0. Podemos suponer que (MT u)i > 0 y
(NT u)i < 0; en otro caso intercambiamos las columnas Mi y Ni y trabajamos con
un cambio en columnas de {M, N}. Definimos vectores no negativos:
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x∗ := (NT u)−, s∗ := (NT u)+, y∗ := (MT u)+, r∗ := (MT u)−; se verifica:
x∗ = −NT u + s∗, y∗ = MT u + r∗, (x∗)T r∗ = 0, (y∗)T s∗ = 0.
Vamos a probar que para un vector p∗ apropiado el par (x∗, y∗) es un vector de
KKT para el programa bilineal BLP(M, N,K + p∗)
minimizar xT y
sujeto a : x ≥ 0
y ≥ 0
Mx−Ny ∈ K + p∗(⇔ LMx− LNy ≥ b + Lp∗)
y no es solución del ELCP(M, N,K+ p∗). Con este fin sea c := L(Mx∗ −Ny∗)− b. Se
verifica que el conjunto {p ∈ Rm/Lp ≤ c} es igual a (Mx∗ − Ny∗) − K y es no vacío
(p∗ es de dicho conjunto). Como u ∈ (0+K)∗, el conjunto {λ ∈ Rn/LT λ = u, λ ≥ 0} es
no vacío. Por la dualidad de la programación lineal, los problemas
minimizar λT c
sujeto a : LT λ = u
λ ≥ 0
y
maximizar pT u
sujeto a : Lp ≤ c
tienen soluciones óptimas λ∗ y p∗ tales que (λ∗)T c = (p∗)T u.
La desigualdad Lp∗ ≤ c demuestra que el par (x∗, y∗) es una solución factible para el
programa BLP(M, N,K+p∗). Como (λ∗)T (LMx∗−LNy∗−b−Lp∗) = (λ∗)T (c−Lp∗) =
(λ∗)T c − (p∗)T u = 0 vemos que el par (x∗, y∗) es un vector de KKT del programa
BLP(M, N,K + p∗) con multiplicadores r∗, s∗, λ∗, sin embargo no es una solución del
ELCP(M, N,K+p∗) debido a que (x∗)T y∗ 6= 0 pues habíamos supuesto que para algún
i (MT u)i > 0 y (NT u)i < 0, luego x∗i = (N
T u)−i > 0, y
∗
i = (M
T u)+i > 0. 2
Observación 2.2.4. En la prueba de la implicación ⇐ del teorema anterior, se usó un
cambio en columnas de {M, N} para hacer (MT u)i > 0 y (NT u)i < 0. Se puede evitar
este cambio si (0+K)∗ es un subespacio: podemos simplificar el trabajo con -u en lugar
de u. Como se verifica que (0+K)∗ es un subespacio si y sólo si 0+K es un subespacio,
podemos enunciar el siguiente:
Teorema 2.2.4. Supongamos que 0+K es un subespacio de Rm. Entonces {M, N}
posee la E-propiedad de suficiencia en filas con respecto a K si y sólo si para cada
p∗ ∈ Rm, cada vector de KKT del programa bilineal BLP(M, N,K+p∗) es una solución
del ELCP(M, N,K + p∗).
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Definición 2.2.8. Decimos que el ELCP(M,N,K) es factible si el conjunto de solu-
ciones factibles del BLP(M,N,K) es no vacío, es decir el conjunto [también llamado
región factible del ELCP(M,N,K)] {(x, y) ∈ R2n+ /Mx−Ny ∈ K} es no vacío.
Corolario 2.2.1. Supongamos que {M, N} tiene la E-propiedad de suficiencia en filas
con respecto a K. Entonces para cada p, la factibilidad del ELCP(M,N,K+p) implica
su solucionabilidad (es decir que el conjunto {(x, y) ∈ R2n+ /Mx−Ny ∈ K+p, xT y = 0}
sea no vacío).
Demostración. Como el ELCP(M,N,k+p) es factible, por definición el BLP(M,N,k+p)
lo es, luego ha de tener una solución óptima que debe ser de complementariedad, ya
que como {M, N} tiene la E-propiedad de suficiencia en filas con respecto a K, sabemos
por el teorema 2.2.3, que cada vector de KKT del BLP(M, N,K + p) (con M = M ,
N = N) resuleve el ELCP(M,N,K+p), como consecuencia se verifica la solucionabili-
dad del ELCP(M,N,K+p). 2
Definición 2.2.9. Dadas matrices M, N ∈ Rm×n y dado K un conjunto poliédrico
de Rm decimos que {M, N} tiene la P-propiedad con respecto a K si se verifican las
siguientes condiciones:
(P1) Si [Mu−Nv ∈ K−K, u ∗ v ≤ 0] ⇒ (u, v) = (0, 0)
(P2) Si [(MT u) ∗ (NT u) ≤ 0, u ∈ (0+K)∗] ⇒ u = 0
Observación 2.2.5. En el contexto de LCP(M,q), M tiene la P-propiedad si
x ∗Mx ≤ 0 ⇒ x = 0 (es decir M es una P-matriz).
Teorema 2.2.5. El par {M, N} tiene la P-propiedad con respecto a K si y sólo si
para cada p ∈ Rm y para cada cambio en columnas {M, N} de {M, N}, el
ELCP(M, N,K + p) tiene solución única.
Demostración.
⇒ Supongamos que se verifican las condiciones (P1) y (P2) de la definición 2.2.9.
Como éstas se siguen verificando cuando K se reemplaza por K+p, y cuando (M,N)
se reemplaza por cualquier cambio en las columnas {M, N} de {M, N}, probaremos
la existencia y unicidad de solución para el ELCP(M,N,K ). Si (x∗, y∗) y (x, y) son dos
soluciones cualesquiera de este problema, entonces (u, v) = (x∗ − x, y∗ − y) ∈ K−K y
u ∗ v ≤ 0, por tanto por verificarse la condición (P1) de la definición 2.2.9, (u,v)=(0,0).
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Esto prueba la unicidad de la solución. Probamos ahora la existencia de solución. Como
la condición (P2) de la definición 2.2.9 implica la E-propiedad de suficiencia en filas de
{M, N} con respecto a K, usando el corolario 2.2.1 solamente tenemos que probar la
factibilidad del ELCP(M,N,K ). Supongamos que el ELCP(M,N,K ) no es factible, por
tanto los conjuntos cerrados y convexos K y M(Rn+) − N(Rn+) son disjuntos. Por un
teorema de separación en [47] existe un vector no cero d ∈ Rm tal que:
dT r ≥ 0 ≥ dT (Ms−Nt), para todo r ∈ K, s, t∈ Rn+.
Denotamos por ext(K ) el conjunto (finito) de todos los puntos extremos de K. Co-
mo K=conv(ext(K ))+0+K (donde “conv” se refiere a la envolvente convexa), vemos
que 0 6= d ∈ (0+K)∗, MT d ≤ 0, NT d ≥ 0, lo cual contradice (P2) de la definición 2.2.9.
⇐ Supongamos que no se verifica (P2) de la definición 2.2.9, entonces existe un
vector no cero u ∈ (0+K)∗ tal que: (MT u) ∗ (NT u) ≤ 0. Por un cambio en columnas
{M, N} de {M, N} podemos suponer que Mu ≤ 0 y Nu ≥ 0. Entonces tenemos:
0 ≥ uT (Mx − Ny) para todos x, y ∈ Rn+. Ahora podemos encontrar un vector p tal
que uT (e + p) > 0 para todo e ∈ ext(K). Como K=conv(ext(K ))+0+K y u ∈ (0+K)∗,
vemos que uT (k + p) > 0 para todo k∈ K. Pero esto significa que para x e y no nega-
tivos en Rn, Mx−Ny no puede estar en K+p. Esto contradice la hipótesis de que el
ELCP(M, N,K+ p) tiene una (única) solución. Por tanto se cumple la condición (P2)
de la definición 2.2.9. 2
Teorema 2.2.6. Sean M,N∈ Rm×n y K={u ∈ Rm/Lu = b} donde L∈ Rk×m tiene (sin
pérdida de generalidad) rango k, y b∈ Rk. Entonces son equivalentes:
i. {M, N} tiene la P-propiedad con respecto a K.
ii. Para cada p∈ Rm, ELCP(M,N,K+p) tiene solución única.
iii. LM y LN son cuadradas y (LM)−1(LN) es una P-matriz.
Demostración. Vemos que K − K = 0+K = {u/Lu = 0} y (0+K)∗ = Im(LT ). En-
tonces las condiciones (P1) y (P2) de la definición 2.2.9 se convierten en:
(P
′
1) Si [LMu− LNv = 0, u ∗ v ≤ 0] ⇒ (u, v) = (0, 0)
(P
′
2) Si [(M
T LT x) ∗ (NT LT x) ≤ 0, x ∈ Rk] ⇒ x = 0
La implicación I⇒II se sigue del teorema anterior. Cuando se verifica III, (P ′1) y
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(P
′
2) se verifican ya que una matriz cuadrada es una P-matriz si y sólo si su traspuesta
es una P-matriz. Luego hemos probado III⇒I. Solamente nos falta probar II⇒III. Para
simplificar, usamos la siguiente notación A=LM, B=LN. Entonces las condiciones (P
′
1)
y (P
′
2) se convierten en:
(P
′′
1 ) Si [Au− Bv = 0, u ∗ v ≤ 0] ⇒ (u, v) = (0, 0)
(P
′′
2 ) Si [(A
T x) ∗ (BT x) ≤ 0, x ∈ Rk] ⇒ x = 0
Se puede probar II⇒III basándonos en que ELCP(M,N,K+p) es equivalente al pro-
blema de complementariedad lineal horizontal HLCP(A,B,b+Lp), donde b+Lp∈ Rk y
para los HLCP se verifica que: Si para cada q∈ Rk, HLCP(A,B,q) tiene solución única,
entonces A y B son matrices cuadradas y además A−1B es una P-matriz. 2
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2.3. Método del gradiente discreto
En la literatura, por ejemplo en [12, 43] podemos encontrar diferentes métodos tipo
quasi-Newton para resolver problemas de optimización no suaves, pero se optó por
usar el introducido en [8, 9] denominado método del gradiente discreto, pues se ajusta
adecuadamente al problema que se trata de resolver en este trabajo. Comenzamos con
la definición del gradiente discreto.
Sea f una función continua localmente Lipschitziana definida sobre Rn. Sean
S1 = {g ∈ Rn/‖g‖ = 1}, P = {z/z(λ) ∈ R1, z(λ) > 0, λ > 0, λ−1z(λ) → 0, λ → 0}.
P es el conjunto de las funciones infinitesimales univariantes positivas. Sea
G = {e ∈ Rn/e = (e1, e2, . . . , en), |ej| = 1, j = 1, . . . , n} el conjunto de todos los
vértices del hipercubo unidad en Rn. Tomamos g ∈ S1, e ∈ G, un número positivo
α ∈ (0, 1] y calculamos i = argmax{|gk|, k = 1, . . . , n}, definimos vectores ej = ej(α),
j = 1, . . . , n de la siguiente forma: ej = (αe1, α2e2, . . . , αjej , 0, . . . , 0) y consideramos
los puntos x0 = x + λg, xj = x0 + z(λ)ej(α), j = 1, . . . , n.
Definición 2.3.1. El gradiente discreto de la función f en el punto x ∈ Rn es el vector
Γi(x, g, e, z, λ, α) = (Γi1, . . . , Γ
i
n) ∈ Rn, g ∈ S1 con las siguientes coordenadas:
Γij = [z(λ)α
jej ]
−1[f(xj)− f(xj−1)], j = 1, . . . , n, j 6= i,
Γii = (λgi)
−1
[
f(x + λg)− f(x)− λ
n∑
j=1, j 6=i
Γijgj
]
.
Nota 2.3.1. De la definición anterior se sigue que:
f(x + λg)− f(x) = λ〈Γi(x, g, e, z, λ, α), g〉, ∀g ∈ S1, e ∈ G, z ∈ P, λ > 0, α > 0.
Se expone a continuación un algoritmo para el cálculo de la dirección de descenso.
Sean z ∈ P , λ > 0, α ∈ (0, 1], el número c ∈ (0, 1) y una tolerancia δ > 0 dados.
Algoritmo 2.3.1. (Algoritmo para el cálculo de la dirección de descenso)
1. Escoger un g1 ∈ S1, e ∈ G, calcular i = argmax{|gj|, j = 1, . . . , n} y un gradiente
discreto υ1 = Γi(x, g1, e, z, λ, α). Sea el conjunto D1(x) = {υ1} y k=1.
2. Calcular el vector ‖wk‖2 = min{‖w‖2/w ∈ Dk(x)}. Si ‖wk‖ ≤ δ, entonces se
para. En otro caso se va al paso 3.
3. Calcular la dirección de búsqueda mediante gk+1 = −‖wk‖−1wk
30 Capítulo 2. Fundamentos teóricos
4. Si f(x + λgk+1)− f(x) ≤ −cλ‖wk‖ entonces se para. En otro caso se va al paso
5.
5. Calcular i = argmax{|gk+1j |, j = 1, . . . , n} y un gradiente discreto υk+1 =
Γi(x, gk+1, e, z, λ, α), construir el conjunto Dk+1(x) = co{Dk(x)∪{υk+1}}, k=k+1
e ir al paso 2.
Nota 2.3.2. En el paso 1 del algoritmo anterior se calcula el gradiente discreto con
respecto a una dirección inicial g1 ∈ Rn. La distancia entre el cono convexo Dk(x) de
todos los gradientes discretos calculados y el origen se halla en el paso 2. Este problema
se resuelve usando el algoritmo de [72]. Si la distancia es menor que la tolerancia δ > 0
entonces se acepta el punto x como punto estacionario aproximado (paso 2), en otro
caso se calcula otra dirección de búsqueda en el paso 3. En el paso 4 se comprueba si
esta dirección es una dirección de descenso. Si lo es, se para y ya tenemos calculada la
dirección de descenso, en otro caso se calcula otro gradiente discreto en esta dirección
en el paso 5 y se actualiza el conjunto Dk(x).
Nota 2.3.3. Se puede probar que el algoritmo anterior termina después de un número
finito de iteraciones [10].
Sean sucesiones δk > 0, zk ∈ P , λk > 0, δk → 0+, zk → 0+, λk → 0+, k →∞,
un número suficientemente pequeño α > 0 y números c1 ∈ (0, 1), c2 ∈ (0, c1] dados.
Algoritmo 2.3.2. (Método del gradiente discreto)
1. Se escoge un punto de inicio x0 ∈ Rn y sea k=0.
2. Sea s=0 y xks = x
k.
3. Aplicar el algoritmo 2.3.1 para el cálculo de la dirección de descenso en x = xks ,
δ = δk, z = zk, λ = λk, c = c1. Este algoritmo termina después de un número
finito de iteraciones l>0. Como resultado, se consigue el conjunto Dl(xks) y un
elemento υks tal que ‖υks‖2 = min{‖υ‖2 /υ ∈ Dl(xks)}. Además, o ‖υks‖ ≤ δk o
para la dirección de búsqueda gks = −‖υks‖−1υks
f(xks + λkg
k
s )− f(xks) ≤ −c1λk‖υks‖
4. Si ‖υks‖ ≤ δk, entonces xk+1 = xks , k=k+1 y vamos al paso 2. En otro caso vamos
al paso 5.
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5. Se calcula xks+1 = x
k
s + σsg
k
s , donde σs está definido así:
σs = argmax
{
σ ≥ 0 / f(xks + σgks )− f(xks) ≤ −c2σ‖υks‖
}
.
6. s=s+1 y vamos al paso 3.
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2.4. Métodos heurísticos
Como se verá en el capítulo siguiente, el problema de regulación del tráfico a través
del ajuste de los ciclos de los semáforos, es intrínsicamente difícil de resolver de ma-
nera óptima, como alternativa surgen los procedimientos heurísticos que proporcionan
soluciones aceptablemente buenas, aunque no necesariamente óptimas, en tiempos de
cálculo razonables. Se podrían encontrar diversas definiciones para el concepto heurís-
tico, de las que presentamos tres a continuación:
“Procedimientos simples, a menudo basados en el sentido común, que tienden a ofre-
cer una buena solución (aunque no necesariamente la óptima) a problemas difíciles, de
un modo fácil y rápido” [78].
“Un método heurístico es un procedimiento para resolver un problema de optimi-
zación bien definido mediante una aproximación intuitiva, en la que la estructura del
problema se utiliza de forma inteligente para obtener una buena solución” [2].
“Técnica que explora buenas soluciones, cercanas al óptimo, en un tiempo compu-
tacional razonable sin poder garantizar ni factibilidad ni optimalidad y en muchos casos
incapaz de indicar la distancia a la que se queda del óptimo” [4].
2.4.1. Ventajas e inconvenientes de la utilización de métodos
heurísticos
Para aplicar algún método de optimización a problemas del mundo real, es necesario
construir un modelo de la realidad que será lo que se tratará de resolver en vez del
problema en sí. Los métodos heurísticos suelen ser más flexibles a la hora de repre-
sentar funciones objetivo (o multiobjetivo) de los problemas del mundo real que los
métodos exactos (no requieren especificación matemática completa del sistema). Aun-
que la solución obtenida no sea exacta, muchas veces no se puede probar que sea peor
que la que se obtendría mediante un método exacto, puesto que el modelo utilizado
para solucionar éste será probablemente más lejano al mundo real. Por ello siempre nos
quedará la pregunta ¿preferimos una solución exacta a un modelo aproximado a una
solución aproximada a un modelo exacto? [50].
Además de la reflexión anterior, las razones para la utilización de métodos heurís-
ticos pueden ser muy diversas:
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• Para muchos de los problemas de optimización más comunes no existe un método
exacto de resolución o el tiempo de cálculo requerido es desorbitado.
• Existen casos de problemas en los que la solución óptima no es indispensable; el
objetivo es simplemente buscar una solución de calidad aceptable. En estos casos
puede que no merezca la pena el esfuerzo de encontrarla.
• Además de los requerimientos de tiempo, los métodos exactos a veces tienen
fuertes necesidades de memoria y puede ocurrir que en el entorno en que se esté
no se disponga del mismo.
• Los métodos heurísticos resultan a menudo muy útiles como paso intermedio en
la utilización de otro algoritmo.
• Como se puede intuir, estos métodos permiten mayor flexibilidad en el manejo de
las características del problema y son más explicativos que los métodos exactos.
Por otra parte, no puede quedar sin mencionar que no todo son ventajas, puesto que,
así como con los métodos exactos se puede asegurar que la solución hallada es la mejor
solución que se puede obtener para el modelo resuelto, al utilizar métodos heurísticos no
se puede conocer la calidad de la solución obtenida porque no conoceremos el óptimo.
Así que, en caso de que exista un método exacto factible y queramos asegurar que la
solución obtenida es óptima, será preferible utilizarlo.
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2.5. Metaheurísticas: Definición y clasificación
Tradicionalmente para resolver un problema dado, se diseñaba un algoritmo específico.
Hoy en día, el interés primordial de los investigadores es el de diseñar métodos genera-
les que sirvan para resolver clases o categorías de problemas. Dado que estos métodos
generales sirven para construir o guiar el diseño de métodos que resuelvan problemas
específicos, se les ha dado el nombre de metaheurísticas. La característica general que
comparten las técnicas metaheurísticas es la de guiar una heurística subordinada de
acuerdo con algún concepto derivado de la inteligencia artificial, la biología, las mate-
máticas o la física, para mejorar su rendimiento.
Osman ([54]) proporciona una definición acertada de metaheurística: “Dentro de
la clase denominada metaheurísticas se incluyen todos aquellos procedimientos que en
un proceso iterativo, guían a una heurística subordinada combinando inteligentemente
diferentes conceptos tomados de analogías de la naturaleza, y exploran el espacio de
soluciones utilizando estrategias de aprendizaje para estructurar la información, con el
objeto de encontrar eficientemente soluciones cercanas al óptimo”.
Las metaheurísticas pueden clasificarse en los siguientes grupos según González
García, J. L. ([29]):
• De relajación: utilizan modelos relajados del original para la solución del pro-
blema. Se entiende por relajación la modificación, flexibilización o eliminación de
restricciones del problema original.
• Constructivas: tratan de obtener soluciones al problema a partir del análisis y
selección paulatina de las componentes que las forman. Se parte de una estructura
de solución vacía a la que se incorporan iterativamente sus diferentes elementos.
De este estilo es por ejemplo GRASP (Greedy randomized adaptative search
procedures), que modifica una estrategia greedy incluyendo pasos aleatorios para
seleccionar los elementos a incluir en una solución.
• De búsqueda: procedimientos que emplean transformaciones denominadas mo-
vimientos para recorrer el espacio de búsqueda cercano a una solución (vecindario
de la solución actual). Pueden distinguirse varios subtipos:
• De búsqueda local: establecen pautas de selección iterativa de las soluciones
vecinas a la actual que dan lugar a búsquedas heurísticas de alto rendimiento.
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• De búsqueda global: emplean diversos métodos para escapar de óptimos lo-
cales. Tres de ellos son:
◦ Re-arrancar la búsqueda desde otra posición del espacio de soluciones
(metaheurísticas de arranque múltiple o Multistart).
◦ Modificar la estructura del entorno de una solución (búsqueda por en-
tornos variables o variable neigborthood search ).
◦ Permitir soluciones que no mejoran el valor de la función objetivo de la
solución actual con cierta probabilidad.
• De búsqueda basada en poblaciones: en lugar de recorrer el espacio de solu-
ciones partiendo de un único punto, es una población de soluciones iniciales
la que recorre el espacio de manera simultánea e interactuando entre ellas.
Contemplan mecanismos (operadores) para generar nuevas soluciones a par-
tir de las ya existentes. A este grupo pertenecen por ejemplo los algoritmos
meméticos, la búsqueda dispersa (scatter search), o los algoritmos de hor-
migas.
• Evolutivas: en éstas, un conjunto de soluciones evoluciona en el espacio de bús-
queda estableciendo procedimientos de guiado del proceso. Se distinguen por la
forma en que combinan la información de las diferentes soluciones para obtener
otras nuevas. A este grupo pertenecen por ejemplo los algoritmos genéticos.
• De memoria a largo plazo: metaheurísticas de aprendizaje que emplean la
memoria del proceso de búsqueda para mejorar su rendimiento. El paradigma de
este tipo de algoritmos es la búsqueda tabú.
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2.6. Recocido simulado (Simulated annealing)
La idea básica de Recocido Simulado es la búsqueda global que permite movimientos
ascendentes para evitar quedar atrapado permaturamente en un óptimo local y fue
introducida por Metrópolis ([49]) en un algoritmo para simular el proceso de enfria-
miento de un material.
El método del recocido se utiliza en la industria para obtener materiales más re-
sistentes o más cristalinos, en general, para mejorar las cualidades de un material. El
proceso consiste en derretir el material (calentarlo a temperatura muy alta). En esa
situación los átomos adquieren una distribución azarosa dentro de la estructura del
material y la energía del sistema es máxima. Luego se hace descender la temperatura
muy lentamente por etapas, dejando que en cada una de esas etapas los átomos que-
den en equilibrio (es decir, que los átomos alcancen una configuración óptima para esa
temperatura). Al final del proceso, los átomos forman una estructura cristalina alta-
mente regular, el material alcanza así una máxima resistencia y la energía del sistema
es mínima. Experimentalmente se comprueba que si se hace descender la temperatura
bruscamente, o si no se espera suficiente tiempo en cada etapa, al final la estructura
del material no es la óptima.
Metrópolis modeló el proceso de recocido, simulando los cambios energéticos en un
sistema de partículas conforme decrece la temperatura, hasta que converge a un estado
estable (congelado). Las leyes de la termodinámica dicen que a una temperatura T la
probabilidad de un incremento energético de magnitud 4E se puede aproximar por
P (4E) = e−4EKBT (2.2)
donde KB es una constante física denominada de Boltzmann y T es la temperatura
del sistema. En el algoritmo de Metrópolis se genera una perturbación aleatoria en el
sistema y se calculan los cambios de energía resultantes: si hay una caída energética,
el cambio se acepta automáticamente; por el contrario, si se produce un incremento
energético, el cambio será aceptado con una probabilidad dada por 2.2. El proceso se
repite durante un número predefinido de iteraciones en series decrecientes de tempera-
turas, hasta que el sistema esté "frío". Conforme disminuye la temperatura disminuye
la probabilidad de aceptar configuraciones que supongan un incremento de la energía
del sistema. Así pues, a temperaturas altas son las características del sistema que más
afectan a su estado energético las que guían el proceso, mientras que al disminuir la
temperatura son los detalles de la configuración los que predominan en la evolución.
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2.6.1. Metaheurística basada en Recocido Simulado
Kirkpatrick, Gelatt y Vecchi ([58]) en sus publicaciones sobre circuitos VLSI, y Cerny
([14]) para el TSP independientemente, sugirieron que el tipo de simulación descri-
to en el apartado anterior, se podía utilizar para encontrar soluciones factibles de un
problema de optimización, con el objetivo de llegar a una solución óptima, asocian-
do conceptos clave del proceso original de simulación, con elementos de optimización
combinatoria según se indica en la tabla 2.1
Simulación termodinámica Optimización combinatoria
Estados del sistema Soluciones factibles
Energía Coste
Cambio de estado Solución en el entorno
Temperatura Parámetro de control
Estado congelado Solución heurística
Tabla 2.1: Simulación termodinámica y optimización combinatoria
La exploración del conjunto de posibles soluciones se realiza teniendo en cuenta
una estructura de vecindades pre-establecida, de modo que la evaluación de la dife-
rencia entre las evaluaciones de la función objetivo entre dos soluciones consecutivas
sea calculable de modo eficiente. La técnica de recocido simulado posee una elevada
capacidad para escapar de los mínimos locales gracias al empleo del criterio Metrópolis
de aceptación de configuraciones de mayor energía, es decir un modo de evitar que la
búsqueda finalice en un óptimo local, que no tiene por qué ser forzosamente el global,
es permitir que algunos movimientos sean hacia soluciones peores. Por tanto, cualquier
implementación de búsqueda local-global puede convertirse en una implementación
recocido simulado al elegir elementos del entorno de modo aleatorio, aceptar automá-
ticamente todos los movimientos hacia una mejor solución, y aceptar los movimientos
a una solución peor de acuerdo con una probabilidad dada por 2.2. La constante de
Boltzmann KB, en general no se considera, debido a que no tiene significado en los
problemas de optimización. Por tanto, basándonos en Dowsland ([24]) podemos definir
un algoritmo básico de recocido simulado para problemas de optimización de la manera
siguiente:
Sea F la función objetivo, F(s) el coste de la solución s y N(s) su entorno.
Seleccionar una solución inicial s0;
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Seleccionar una temperatura inicial T0 > 0;
Seleccionar una función de reducción de la temperatura α;
Seleccionar un número de iteraciones “nrep” para cada valor de la temperatura;
Seleccionar un criterio de parada (valor final de la temperatura);
Seleccionar una estructura N(s0) de soluciones vecinas a s0.
REPETIR
REPETIR
Seleccionar aleatoriamente una solución s ∈ N(s0);
Sea 4F = F (s)− F (s0);
Si 4F < 0 entonces s0 = s
SI NO
Generar aleatoriamente u ∈ U(0, 1);
Si u < e
−4F
T entonces s0 = s;
FIN
SI NO
HASTA QUE cuenta iteraciones = nrep
T = α(T )
HASTA QUE criterio de parada = CIERTO
La mejor solución visitada será la solución heurística dada por el algoritmo.
2.6.1.1. Generación de la solución inicial
Asensio Cuesta ([5]) indica que para lograr que la evolución del algoritmo sea indepen-
diente de la solución inicial empleada (característica primordial de cualquier heurística),
las primeras iteraciones se realizan a una temperatura muy elevada. De esta manera
se consigue que en sus primeros pasos se recorran soluciones muy alejadas entre sí. La
forma de generar la solución inicial s0 es, habitualmente, aleatoria. Dado que la elevada
temperatura de comienzo permitirá la aceptación de soluciones peores que la inicial, no
es necesaria la búsqueda de una buena solución de partida mediante alguna heurística
preliminar. En algunos casos se inicia el algoritmo desde varios puntos del espacio para
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lograr una exploración más exhaustiva, y en otros se toma como punto de partida la
mejor solución de una muestra aleatoria.
2.6.1.2. Determinación de la temperatura inicial
Para que la solución final del algoritmo sea independiente de la solución inicial de la
que se parte, la temperatura inicial debería ser independiente de la solución inicial y lo
suficientemente alta como para aceptar casi libremente las soluciones del entorno. En
aquellos problemas que están bien estructurados, por lo general hay suficiente informa-
ción como para estimar este valor. Por ejemplo, si el mayor incremento entre soluciones
vecinas es conocido, es habitual escoger T0 de tal forma que la probabilidad de acep-
tación sea P = e
−4F
T0 ≈ 1. Cuando esto no sea posible, la razón entre movimientos
aceptados y rechazados que dé lugar a un estado inicial aceptablemente volátil puede
ser fijado de antemano, y entonces el sistema podría ser calentado rápidamente hasta
que esa razón alcance el valor deseado. Ese sería entonces el valor elegido T0 para la
temperatura inicial, a partir de la cual comenzaría el proceso de recocido.
2.6.1.3. Condición de equilibrio y esquema de enfriamiento
La velocidad a la que se produce el enfriamiento es otro factor clave en el éxito de la
estrategia. Viene determinado, por una parte, por el número de iteraciones “nrep” que
se ejecutarán a cada temperatura, y por otra, por la velocidad α a la que se realizará
el enfriamiento. La teoría sugiere que se debería permitir que el sistema esté cerca
de su estado estacionario correspondiente a la temperatura actual, antes de reducir
ésta, y que además la temperatura vaya gradualmente acercándose al valor 0. En la
definición de α debe llegarse a un compromiso entre una disminución rápida, que puede
producir una convergencia prematura del algoritmo, y una evolución lenta en exceso
que prolonga demasiado el tiempo de cálculo.
El esquema de enfriamiento más sencillo es una expresión de tipo geométrico [23]
como: TM = αTM−1 en la que α es un número real perteneciente a (0,1), lo habitual es
que oscile entre 0,5 y 0,99.
Otro programa de enfriamiento es el propuesto por Lundy y Mees ([46]), en el que se
ejecuta una sola iteración para cada temperatura, pero ésta se reduce a una velocidad
muy lenta, según la fórmula TM =
TM−1
1+βTM−1
, siendo β un valor muy pequeño.
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La evidencia empírica y los resultados teóricos dan a entender que los detalles
concretos del programa de enfriamiento no son tan importantes como la velocidad a la
que se reduce la temperatura, y que tanto el programa geométrico como el de Lundy
y Mees darán resultados similares cuando el enfriamiento se produzca para el mismo
rango de temperaturas y para un número total de iteraciones similares.
2.6.1.4. El criterio de parada (criterio de congelación)
Existen diferentes criterios en base a los cuales el algoritmo detendrá su evolución. El
más sencillo de todos es predefinir un número de iteraciones a completar antes de la
detención. Otro es definir una temperatura de congelación, alcanzada la cuál, el al-
goritmo se detiene. Teóricamente T debería reducirse hasta 0, pero en la práctica la
búsqueda converge, por lo general, a su óptimo local final bastante antes de ese valor
nulo de la temperatura. Por tanto, si la temperatura de parada se fija muy baja, gas-
taremos mucho tiempo de búsqueda en las fases finales, que seguramente sería mejor
aprovechado en temperaturas superiores. Al contrario, si la temperatura final se fija
en un valor muy alto, es posible que la búsqueda no consiga alcanzar ningún óptimo
local.
En [35] se propone definir una constante k, que indica un número de etapas conse-
cutivas, tras la cuál se detendrá el proceso si no se produce una mejora de la última
solución obtenida en un determinado porcentaje.
2.6.1.5. Definición del entorno de solución
El simulated annealing es un proceso de búsqueda por entornos. Se define el entorno N
de una solución s0, como todas aquellas soluciones accesibles directamente desde s0.
Algunas de las primeras teorías sobre simulated annealing se basaban en entornos
uniformes y simétricos, es decir, todos los entornos eran del mismo tamaño y si
i ∈ N(j) ⇒ j ∈ N(i). Sin embargo, hoy se sabe que es suficiente con exigir el cumpli-
miento de una condición más suave, que exige que cualquier solución pueda alcanzarse
desde cualquier otra a través de una cadena de movimientos válidos, usando los entor-
nos. Es decir, es importante garantizar esta condición de alcanzabilidad (o ergodicidad )
al definir la estructura del espacio de soluciones y de los entornos.
Los algoritmos básicos emplean un método probabilista de exploración del entorno,
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lo cuál puede provocar la aparición de ciclos exploratorios visitando sucesivamente las
mismas soluciones. Implementaciones más elaboradas del algoritmo emplean técnicas
para evitar la aparición de ciclos, como el empleo de listas de soluciones ya visita-
das. En otros casos se realiza una exploración ordenada del entorno de las soluciones,
resultando este método más eficiente que el enfoque probabilista clásico [15].

Capítulo 3
Modelos para cruce simple (2 fases)
3.1. Antecedentes
3.1.1. Introducción
En esta sección se describe el modelo para un cruce simple (2 fases) expuesto por
Schutter-Moor en [21]. Se presenta primero, un modelo exacto que describe la evolución
de las longitudes de las colas como función del tiempo y de los instantes de cambio
("switching"). Los datos de entrada para el modelo son las tasas de entrada y salida de
los vehículos en el cruce. Esas cantidades se pueden determinar mediante detectores de
inducción eléctricos, sensores de ultrasonidos o sistemas de visión, en combinación con
datos históricos. Es obvio que en la práctica esta infraestructura de sensores debería
tener un coste bajo, alto rendimiento y fiabilidad. Seguidamente y con el objetivo de
obtener un modelo simplificado (más manejable para el análisis matemático) que será
la base de los métodos eficientes para calcular esquemas óptimos para los semáforos, se
hacen algunas hipótesis simplificadoras, explicándose por qué y cuando la mayoría de
esas hipótesis son razonables y como se pueden tener en cuenta desviaciones de dichas
hipótesis. Una vez expuesto el modelo simplificado, se pretende calcular una sucesión
temporal switching para semáforos que minimice un criterio, tal como la longitud media
de la cola sobre todas las colas, la longitud de la cola en el peor caso, el tiempo medio
de espera, etc. lo que lleva a un aumento del flujo de tráfico y a una disminución de los
efectos de la congestión de tráfico. Se interpretan las restricciones del problema como un
problema de complementariedad lineal extendido, por tanto para determinar la sucesión
temporal switching óptima, se debe optimizar la función objetivo en la solución del
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problema de complementariedad lineal extendido, como éste es un problema NP-duro
y además como los algoritmos para resolverlo (como el propuesto en [20]) requieren
tiempos de ejecución exponenciales, no son factibles cuando el número de ciclos es
grande, por lo que se discuten varias técnicas para calcular eficientemente subóptimos
y aproximar las sucesiones temporales switching. Finalmente se propone un método
híbrido de solución [3] que consiste en una heurística combinada con un algoritmo
eficiente para resolver un LCP.
3.1.2. El ejemplo y su modelización
3.1.2.1. El ejemplo
Sea un cruce de dos carreteras con los dos sentidos de circulación, en el que confluyen
cuatro carriles L1, L2, L3 y L4 y en el que en cada esquina hay un semáforo (T1, T2, T3
y T4), (Ver figura 3.1).
Para cada semáforo y en cada ciclo hay tres estados consecutivos: verde, ámbar y
rojo. La tasa de llegada de coches en el carril Li en el tiempo t es λi(t) para i=1,2,3,4.
Cuando el semáforo está verde (respectivamente ámbar) la tasa de salida en el carril
Li en el tiempo t es μi(t) (respectivamente κi(t)) para i=1,2,3,4. Se supone que la luz
ámbar permanece encendida durante un espacio de tiempo fijo e igual a δamb (este tiem-
po se determina según normas establecidas, hay distintos tipos de norma: americana,
europea, etc; en general fluctúa entre los 3 y los 4 segundos). La luz verde permanece
encendida durante un espacio de tiempo variable, que se calcula según: la velocidad
admitida en las vías, el número de carriles, la afluencia de vehículos, etc.; fluctúa entre
los 20 y los 30 segundos. Se considera que la luz roja de un semáforo está encendida
durante un espacio de tiempo igual a la suma de los tiempos en que están encendidas
las luces verde y ámbar de los semáforos situados en las vías opuestas (Ver tabla 3.1).
Sea un intervalo de tiempo [t0, tN ] y un número N de cambios de señales previstos.
Sean t0, t2, t4, . . . los instantes de tiempo en los que los semáforos T1 y T3 cambian de
ámbar a rojo (y T2 y T4 cambian de rojo a verde). Sean t1, t3, t5, . . . los instantes de
tiempo en los cuales los semáforos T1 y T3 cambian de rojo a verde (y T2 y T4 cambian
de ámbar a rojo) (Ver tabla 3.1).
Para modelizar estas situaciones se consideran: G1 = G3 = {1, 3, . . .} y G2 = G4 =
{0, 2, . . .}. Así si k ∈ Gi entonces el semáforo Ti cambia de rojo a verde en el instante
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T3
T4
T2
T1 L 4
L 3
L 1
L 2
Figura 3.1: Cruce simple
Período T1 T2 T3 T4
[t0, t1 − δamb) rojo verde rojo verde
[t1 − δamb, t1) rojo ámbar rojo ámbar
[t1, t2 − δamb) verde rojo verde rojo
[t2 − δamb, t2) ámbar rojo ámbar rojo
[t2, t3 − δamb) rojo verde rojo verde
[t3 − δamb, t3) rojo ámbar rojo ámbar
...
...
...
...
...
Tabla 3.1: Esquema de cambios (switching) en los semáforos
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tk y está verde en el período (tk, tk+1 − δamb). Es decir en este modelo aparecen dos
tipos de situaciones diferentes (2 fases) que se van repitiendo alternadamente: una en
la cual los semáforos T1 y T3 están en rojo y por tanto no pueden rebasar el cruce
los vehículos que circulan por los carriles L1 y L3, mientras que los semáforos T2 y
T4 están en verde en el período inicial [t2k, t2k+1 − δamb) y en ámbar en el período
final [t2k+1 − δamb, t2k+1), k = 0, 1, 2, . . . [N−12 ], y entonces si pueden rebasar el cruce
los coches que circulan por los carriles L2 y L4; y otra en la cual los semáforos T1 y
T3 están en verde en el período inicial [t2k+1, t2k+2 − δamb) y en ámbar en el período
final [t2k+2 − δamb, t2k+2), k = 0, 1, 2, . . . [N2 ] − 1 por tanto pueden rebasar el cruce los
vehículos que circulan por los carriles L1 y L3, y se detienen los que circulan por L2 y
L4, pues durante estos períodos los semáforos T2 y T4 se encuentran en rojo. Definimos
δk = tk+1 − tk, k = 0, 1, 2, . . . , N − 1. Es obvio que tenemos 0 ≤ δamb < δk para todo k.
Además λi(t), μi(t), κi(t)≥ 0 para todos i,t y tk < tk+1 para todo k.
Sea li(t) la longitud de la cola (es decir el número de coches esperando) en el carril
Li en el instante de tiempo t. Está claro que li(t) ≥ 0 para todos i,t.
3.1.2.2. El modelo exacto
Sea, por ejemplo, el carril L1. Cuando el semáforo T1 está rojo, hay llegadas al carril L1
(caracterizadas por la función tasa de llegada λ1) y no hay salidas. Cuando el semáforo
T1 está verde (o ámbar), hay llegadas y salidas en el carril L1. En ese caso la tasa neta
de crecimiento de la cola en el tiempo t es λ1(t)−μ1(t), (respectivamente λ1(t)−κ1(t)).
Además, la evolución de la longitud de cola en el carril L1 está dada por:
dl1(t)
dt
=

λ1(t) si t ∈ (t2k, t2k+1)
λ1(t)− μ1(t) si t ∈ (t2k+1, t2k+2 − δamb)
λ1(t)− κ1(t) si t ∈ (t2k+2 − δamb, t2k+2)
(3.1)
para k=0,1,2. . . Esto implica que la relación entre las longitudes de las colas y los
instantes de tiempo switching viene dada por:
l1(t2k+1) = l1(t2k) +
∫ t2k+1
t2k
λ1(t)dt (3.2)
l1(t2k+2) = l1(t2k+1) +
∫ t2k+2−δamb
t2k+1
(λ1(t)− μ1(t))dt +
∫ t2k+2
t2k+2−δamb
(λ1(t)− κ1(t))dt (3.3)
para k=0,1,2. . . Podemos escribir ecuaciones análogas para la evolución de las longi-
tudes de cola en los otros carriles.
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3.1.2.3. Un modelo simplificado
El modelo descrito en el apartado anterior no es manejable para el análisis matemático,
por tanto se introducen algunas hipótesis con las que se obtiene un modelo (aproxima-
do) más simple que se puede analizar muy fácilmente y para el cual se puede calcular
una sucesión temporal switching óptima para los semáforos.
Desde ahora se introducen las siguientes hipótesis:
• Las longitudes de las colas son variables continuas.
• La tasa media de llegadas y salidas de coches es constante (o varía muy despacio
en el tiempo).
• Para cada carril, la tasa media de salidas durante la fase verde es mayor o igual
que la tasa media de salidas durante la fase ámbar.
Las dos primeras hipótesis merecen algunas consideraciones:
• El propósito principal del modelo que se expone es calcular esquemas óptimos
de control de semáforos. El diseño de sucesiones temporales switching óptimas
para semáforos es sólo útil si las tasas de llegada y de salida de vehículos en el
cruce son altas. En ese caso, la aproximación de las longitudes de cola mediante
variables continuas sólo introduce pequeños errores. Además, también hay cierta
incertidumbre y variación en el tiempo en las tasas de salida y de llegada, lo
cual hace que, en general, calcular una sucesión exacta switching óptima para
semáforos sea una utopía. Por otro lado, en la práctica interesa más, obtener
rápidamente una buena aproximación de la sucesión temporal switching óptima
para semáforos, que gastar una gran cantidad de tiempo en obtener la sucesión
exacta switching óptima para semáforos.
• Si se tiene en cuenta que el propósito principal del modelo que se obtiene es el
diseño de una sucesión switching óptima para semáforos, entonces la hipótesis
de que la tasa media de llegadas y salidas sea constante no es una restricción
seria, teniendo en cuenta que usamos una estrategia de horizonte móvil: es decir,
se calcula el esquema switching óptimo para semáforos por ejemplo los próximos
10 ciclos, basándonos en una predicción de las tasas medias de llegadas y salidas
(usando datos medidos durante los ciclos anteriores) y se aplica este esquema
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durante el primero de los 10 ciclos, mientras tanto se actualizan las estimaciones
de las tasas de llegada y de salida y se calcula un nuevo esquema óptimo para los
10 ciclos siguientes y así sucesivamente.
Sea λi la tasa media de llegada de vehículos en el carril Li (dada en vehículos por
segundo). Sea μi (respectivamente κi) la tasa media de salida en el carril Li cuando
el semáforo está verde (respectivamente ámbar) y la longitud de cola es mayor que 0
(es decir, cuando hay coches esperando o llegando al carril Li). Así a partir de ahora
suponemos que:
λi(t) = λi para todo t
μi(t) =
{
μi si t ∈
⋃
k∈Gi(tk, tk+1 − δamb) y li(t) > 0
0 en otro caso
κi(t) =
{
κi si t ∈
⋃
k∈Gi(tk+1 − δamb, tk+1) y li(t) > 0
0 en otro caso
Nótese que λi, μi y κi son constantes (posiblemente sobre un período limitado de
tiempo si aplicamos una estrategia de horizonte móvil). Además λi ≥ 0, μi ≥ 0, κi ≥ 0
y κi ≤ μi.
Hemos de tener en cuenta que si se consideran (3.1) y (3.2)-(3.3), entonces la lon-
gitud de cola nunca es negativa. Sin embargo, si se usan las tasas medias de llegada y
de salida en la descripción de la evolución de las longitudes de cola, entonces hemos de
incluir explícitamente la condición de no negatividad cuando escribamos más adelante
las ecuaciones (aproximadas) de evolución de las longitudes de cola. Como consecuencia
se tiene:
l1(t2k+1) = l1(t2k) + λ1δ2k
l1(t2k+2 − δamb) = max(l1(t2k+1) + (λ1 − μ1)(δ2k+1 − δamb), 0) (3.4)
l1(t2k+2) = max(l1(t2k+2 − δamb) + (λ1 − κ1)δamb, 0) = (3.5)
= max(l1(t2k+1) + (λ1 − μ1)δ2k+1 + (μ1 − κ1)δamb, (λ1 − κ1)δamb, 0)
para k=0,1,2,. . . Tengamos en cuenta que también
l1(t2k+1) = max(l1(t2k) + λ1δ2k, 0) para k = 0, 1, 2, . . . , ademas li(t) ≥ 0, ∀t. (3.6)
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Se pueden escribir ecuaciones similares para l2(tk), l3(tk) y l4(tk). Si se definen
xk =

l1(tk)
l2(tk)
l3(tk)
l4(tk)
 , b1 =

λ1
λ2 − μ2
λ3
λ4 − μ4
 , b2 =

λ1 − μ1
λ2
λ3 − μ3
λ4
 , b3 =

0
(μ2 − κ2)δamb
0
(μ4 − κ4)δamb
 ,
b4 =

(μ1 − κ1)δamb
0
(μ3 − κ3)δamb
0
 , b5 =

0
max((λ2 − κ2)δamb, 0)
0
max((λ4 − κ4)δamb, 0)
 , b6 =

max((λ1 − κ1)δamb, 0)
0
max((λ3 − κ3)δamb, 0)
0
 ,
Entonces se tiene:
x2k+1 = max(x2k + b1δ2k + b3, b5) (3.7)
x2k+2 = max(x2k+1 + b2δ2k+1 + b4, b6) (3.8)
para k = 0, 1, 2, . . .
Definición 3.1.1. Se dice que las sucesiones {xk}k=0,1,2,...,N y {δk}k=0,1,2,...,N−1 son
compatibles (para δamb, λ
′
is, μ
′
is y κ
′
is dados) si satisfacen las ecuaciones de recurrencia
(3.7) y (3.8) para todo k.
Nota 3.1.1. El modelo que se obtuvo es diferente de los modelos usados por la mayoría
de los investigadores, debido a que consideramos que las longitudes de los ciclos verde-
ámbar-rojo pueden variar de ciclo a ciclo, es decir se ha obtenido un modelo acíclico.
Además se han considerado intersecciones no saturadas, es decir, aceptamos que las
longitudes de cola puedan ser iguales a 0 durante la fase verde.
3.1.3. Control óptimo
3.1.3.1. Exposición del problema
Desde ahora se supone que conocemos las tasas de llegada y de salida. Para un entero
N dado, y un tiempo inicial t0, se quiere calcular una sucesión óptima t1, t2, . . . , tN de
tiempos de cambio (switching) que minimice un criterio dado J. Definimos:
Gi(N)=Gi
⋂{0, 1, 2, . . . , N − 1}. Las posibles funciones objetivo son:
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• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
4∑
i=1
wi
∫ tN
t0
li(t)dt
tN − t0 (3.9)
• Longitud (ponderada) media de la cola en el carril con mayores colas
J2 = ma´x
i
(
wi
∫ tN
t0
li(t)dt
tN − t0
)
(3.10)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,t
(wili(t)) (3.11)
• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
4∑
i=1
wi
∫ tN
t0
li(t)dt
λi(tN − t0)
(3.12)
• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
i
(
wi
∫ tN
t0
li(t)dt
λi(tN − t0)
)
(3.13)
donde wi > 0 para todo i. Los factores peso wi se pueden usar para dar una importancia
más alta o peso a algunos carriles, por ejemplo escogemos w1 = w3 = 2 y w2 = w4 = 1
para dar una importancia 100 más alta a los coches que circulan por la calle formada
por los carriles L1 y L3.
La razón para introducir el factor tN − t0 en J1, J2, J4 y J5 es que en nuestra
aproximación el horizonte temporal no es fijo. El usar criterios basados en valores
medios temporales tiene la ventaja de que se mantienen valores finitos para las funciones
objetivo, incluso si N o tN tienden a ∞ (a condición de que las longitudes de las colas
sigan siendo finitas). Nótese que J1 y J4 son de hecho equivalentes, en el sentido de que
para cualquier vector peso w para J1, existe un vector peso w˜ para J4 tal que J1 y J4
son iguales. Esto también se verifica para J2 y J5.
Se pueden imponer algunas condiciones extras, tales como las duraciones mínimas
y máximas para los tiempos verde y rojo (si el tiempo rojo es demasiado largo, los
conductores tienden a creer que los semáforos están estropeados) o longitudes máximas
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para las colas (esto podría corresponder a una cota superior del espacio disponible
debido a la distancia con la incorporación precedente o por las características del cruce).
Esto nos lleva al problema P siguiente:
Minimizar J (3.14)
sujeto a:
δmin,verde,1 ≤ δ2k+1 − δamb ≤ δmax,verde,1 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.15)
δmin,verde,2 ≤ δ2k − δamb ≤ δmax,verde,2 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.16)
xk ≤ xmax para k = 1, 2, . . . , N (3.17)
x2k+1 = max(x2k + b1δ2k + b3, b5) para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.18)
x2k+2 = max(x2k+1 + b2δ2k+1 + b4, b6) para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.19)
donde δmin,verde,i (respectivamente δmax,verde,i) es el mínimo (respectivamente el máxi-
mo) tiempo verde en el carril Li , y (xmax)i es la máxima longitud de cola en el carril Li.
Nótese que también podríamos considerar que δmin,verde,i, δmax,verde,i y xmax dependen
de k. En todo lo que sigue suponemos que x0 ≤ xmax.
A continuación se discuten algunos métodos para resolver el problema (3.14)-(3.19).
Primeramente -siguiendo el trabajo presentado por Schutter-Moor en [21]- se inter-
pretan las restricciones (3.15)-(3.19) como un problema de complementariedad lineal
extendido (ELCP).
Para construir el ELCP, primero se considera (3.18) para un índice arbitrario k.
Esta ecuación se puede reescribir como sigue:
x2k+1 ≥ x2k + b1δ2k + b3 (3.20)
x2k+1 ≥ b5 (3.21)
(x2k+1)i = (x2k + b1δ2k + b3)i o (x2k+1)i = (b5)i para i = 1, 2, 3, 4. (3.22)
o equivalentemente:
x2k+1 − x2k − b1δ2k − b3 ≥ 0
x2k+1 − b5 ≥ 0
(x2k+1 − x2k − b1δ2k − b3)i (x2k+1 − b5)i = 0 para i = 1, 2, 3, 4.
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Como una suma de números no negativos es igual a 0 si y sólo sí todos los números
son iguales a 0, este sistema de ecuaciones es equivalente a:
x2k+1 − x2k − b1δ2k − b3 ≥ 0 (3.23)
x2k+1 − b5 ≥ 0 (3.24)
4∑
i=1
(x2k+1 − x2k − b1δ2k − b3)i (x2k+1 − b5)i = 0 (3.25)
Se puede repetir este razonamiento para (3.19) y para cada k. Así si se define:
x∗ =

x1
x2
...
xN
 y δ∗ =

δ0
δ1
...
δN−1

es fácil comprobar que finalmente se tiene un problema P de la forma
Minimizar J (3.26)
sujeto a:
Ax∗ + Bδ∗ + c ≥ 0 (3.27)
x∗ + d ≥ 0 (3.28)
Ex∗ + Fδ∗ + g ≥ 0 (3.29)
(Ax∗ + Bδ∗ + c)T (x∗ + d) = 0 (3.30)
con matrices A, B, E, F y vectores c,d,g definidos de la siguiente forma:
La matriz A es una matriz cuadrada de orden 4N ya que tiene N filas (=columnas)
de bloques y cada bloque tiene tantas filas (=columnas) como número de semáforos
(en el ejemplo, cuatro). Es triangular inferior con bloques identidad (I4) en la diagonal
principal y con bloques -identidad (−I4) a la izquierda de la diagonal principal, el resto
son bloques cero (04). Por tanto sus menores principales dominantes son positivos,
luego A es una P-matriz.
A =

I4 04 04 . . . 04 04
−I4 I4 04 . . . 04 04
04 −I4 I4 . . . 04 04
. . . . . . . . . . . . . . . . . .
04 04 04 . . . I4 04
04 04 04 . . . −I4 I4

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La matriz B es de orden 4NxN ya que tiene N filas (=columnas) de bloques y cada
bloque es un bloque columna con tantas filas como numero de semáforos. En la diagonal
se alternan los bloques (−b1), (−b2) y el resto son bloques cero (04×1), el bloque del
extremo inferior derecho será (−b1) si N es impar y (−b2) si N es par.
B =

−b1 04×1 04×1 . . . 04×1
04×1 −b2 04×1 . . . 04×1
04×1 04×1 −b1 . . . 04×1
. . . . . . . . . . . . . . .
04×1 04×1 04×1 . . . −bi

i =
{
1 si N es impar
2 si N es par
La matriz E es una matriz cuadrada de orden 4N, la matriz F es de orden 4NxN,
corresponden a las restricciones de acotación de los delta y de las longitudes de cola.
Los vectores c,d,g son vectores columna de orden 4Nx1 formados por N bloques
columna y cada bloque tiene tantas filas como número de semáforos. En el vector c los
bloques se van alternado (−b3), (−b4) y el último será (−b3) si N es impar y (−b4) si
N es par. En el vector d los bloques se van alternando (−b5), (−b6) y el último será
(−b5) si N es impar y (−b6) si N es par. En el vector g se van alternando (b3− b5 + b6)
y (−b4 + b5 − b6) y el último será (b3 − b5 + b6) si N es impar y (−b4 + b5 − b6) si N es
par.
c =

−b3
−b4
−b3
...
−bi

i =
{
3 si N es impar
4 si N es par
d =

−b5
−b6
−b5
...
−bj

j =
{
5 si N es impar
6 si N es par
g =

b3 − b5 + b6
−b4 + b5 − b6
b3 − b5 + b6
...
(−1)i−1bi + (−1)ib5 + (−1)i−1b6

i =
{
3 si N es impar
4 si N es par
Las ecuaciones (3.27), (3.28) y (3.30) corresponden a (3.3), (3.24) y (3.25) res-
pectivamente, y el sistema de desigualdades lineales (3.29) contiene a las condiciones
(3.15)-(3.17).
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Definición 3.1.2. Se dice que los vectores x∗ y δ∗ son compatibles para un x0 dado si
las sucesiones correspondientes {xk}k=0,1,2,...,N y {δk}k=0,1,2,...,N−1 son compatibles.
En lo que sigue un vector x∗ ∈ (R+)4N se corresponderá con una sucesión {xk}k=1,...,N
y viceversa, con (x∗)4(k−1)+j = (xk)j para k = 1, 2, . . . , N y j=1,2,3,4. Un vector
δ∗ ∈ (R+0 )N se corresponderá con una sucesión {δk}k=0,1,2,...,N−1, y viceversa, con
(δ∗)k = δk−1 para k = 1, 2, . . . , N
Como se ha indicado antes, el sistema (3.27)-(3.30) es un caso especial de un pro-
blema de complementariedad lineal extendido (ELCP). Para determinar la sucesión
temporal switching óptima, se debe optimizar la función objetivo J en la solución del
ELCP (3.27)-(3.30). En [20] se desarrolla un algoritmo para encontrar todas las solu-
ciones de un ELCP. Si se supone que x∗ y δ∗ están acotados superiormente (es decir
δmax,verde,i, δmax,rojo,i y las componentes de xmax están definidas y son distintas de ∞),
entonces el conjunto solución del sistema (3.27)-(3.30) está caracterizado por un con-
junto de vectores V =
{[
x∗i
δ∗i
]
/ i = 1, 2, . . . , r
}
y un conjunto de conjuntos de índices
Λ = {φj/j = 1, 2, . . . , p} con φj ⊆ {1, 2, . . . , r} para todo j, tal que para cualquier j,
cualquier combinación convexa de la forma
∑
i∈φj
νi
[
x∗i
δ∗i
]
con νi ≥ 0 y
∑
i∈φj
νi = 1,
es la solución de (3.27)-(3.30). Los vectores de V corresponden a los vértices del po-
liedro P definido por el sistema de ecuaciones e inecuaciones lineales (3.27)-(3.29), y
cada conjunto de índices φj corresponde a una cara de este poliedro y por tanto los
puntos de la cara pueden ser expresados como combinaciones convexas de los vértices.
Para cada conjunto de índices φj podríamos determinar para que combinación de los
ν ′is la función objetivo J alcanza un mínimo global sobre la cara y después seleccionar
el mínimo total.
Para calcular la solución de un ELCP, el algoritmo en [20] requiere tiempos de eje-
cución exponenciales. Esto implica que el ELCP no es factible si el número de ciclos
switching N es grande. En ese caso se considera un número más pequeño Ns de ciclos
switching, se calcula la estrategia switching óptima usando el método ELCP, imple-
mentando el primer paso (o pasos) de esta estrategia, después se calcula la estrategia
switching óptima para los ciclos switching siguientes, y así sucesivamente. Nótese que
aunque el último acercamiento es factible, solamente nos dará una solución subóptima.
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Esta aproximación se llama aproximación subóptimal multi-ELCP. La solución subóp-
tima puede usarse como punto inicial de una rutina de minimización local aplicada al
problema original total.
Se podría también aplicar una estrategia de horizonte móvil si la tasa media de
llegada λi y las tasas medias de salida μi y κi varían despacio en el tiempo; se estiman
las tasas medias de llegada y de salida sobre un cierto período (usando medidas obte-
nidas de cámaras o sensores), se calcula la estrategia de control óptimo y se aplica para
un cierto número de ciclos switching. Mientras tanto se actualizan las estimaciones de
los λ
′
is, μ
′
is y κ
′
is y luego se calcula una nueva estrategia de control óptimo para los
valores actualizados de las tasas medias de llegada y salida, y así sucesivamente. Esta
aproximación se llama modelo basado en el control predictivo o control predictivo ge-
neralizado.
Como se había mencionado anteriormente, ya se introduce una aproximación extra
al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo en las tasas de llegada y de salida, lo
cual hace que, en general, el cálculo de la sucesión temporal switching óptima para
semáforos sea una utopía. Además en la práctica, interesa más, obtener rápidamente
una buena aproximación de la sucesión temporal switching óptima, que gastar una
gran cantidad de tiempo para obtener la exacta. Por tanto en [21] se hacen algunas
aproximaciones extra, lo que lleva a algoritmos muy eficientes para calcular sucesiones
temporales switching subóptimas, que aproximan el óptimo exacto bastante bien, así
se propone la resolución de un problema que podríamos llamar aproximado relajado
PAR.
3.1.3.2. El problema aproximado relajado (PAR) y las soluciones subópti-
mas
En [21] primero se introducen unas funciones objetivo aproximadas que dependen explí-
citamente de x∗ y δ∗, de la siguiente forma: dados x0 y t0, definen la función l˜i (∙, x∗, δ∗),
-o para abreviar l˜i (∙)- como la función lineal a trozos que interpola en los puntos
(tk, li(tk)) para k = 0, 1, . . . , N . Las funciones objetivo aproximadas J˜l para l=1,2,3,4,5
están definidas como en (3.9)-(3.13) pero reemplazando li por l˜i.
Se probará que los valores de J3 y J˜3 coinciden. Sea l ∈ {1, 2, 4, 5}, el valor de las
funciones objetivo Jl y J˜l está determinada por la superficie bajo las funciones li y
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l˜i, respectivamente. Si la duración de la luz ámbar es cero y si las longitudes de cola
nunca son cero durante el tiempo verde, entonces las funciones li y l˜i y los valores de
Jl y J˜l coinciden. En la práctica, la duración de la luz ámbar será pequeña comparada
con la de la verde o de la roja. Además, una sucesión temporal switching óptima para
semáforos implica la ausencia de largos períodos en los cuales no espera ningún coche
en un carril, mientras que en otros carriles las longitudes de cola aumentan. Así si te-
nemos una sucesión temporal switching óptima para semáforos, entonces los períodos
durante los cuales la longitud de cola en algún carril es igual a cero son en general
cortos. Como consecuencia, para esquemas switching para semáforos en un entorno, el
esquema óptimo J˜l será una buena aproximación de Jl.
Se define el problema aproximado (PA) de la misma forma que se definió el pro-
blema P pero usando como funciones objetivo las funciones J˜l en lugar de las Jl para
l=1,2,3,4,5.
Minimizar J˜ (3.31)
sujeto a:
δmin,verde,1 ≤ δ2k+1 − δamb ≤ δmax,verde,1 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.32)
δmin,verde,2 ≤ δ2k − δamb ≤ δmax,verde,2 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.33)
xk ≤ xmax para k = 1, 2, . . . , N (3.34)
x2k+1 = max(x2k + b1δ2k + b3, b5) para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.35)
x2k+2 = max(x2k+1 + b2δ2k+1 + b4, b6) para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.36)
Se define el problema relajado (PR) correspondiente al problema original P como
sigue:
Minimizar J (3.37)
sujeto a:
δmin,verde,1 ≤ δ2k+1 − δamb ≤ δmax,verde,1 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.38)
δmin,verde,2 ≤ δ2k − δamb ≤ δmax,verde,2 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.39)
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xk ≤ xmax para k = 1, 2, . . . , N (3.40)
x2k+1 ≥ x2k + b1δ2k + b3 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.41)
x2k+1 ≥ b5 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.42)
x2k+2 ≥ x2k+1 + b2δ2k+1 + b4 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.43)
x2k+2 ≥ b6 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.44)
Si se compara este problema con el original, se han reemplazado (3.18) y (3.19) por
ecuaciones relajadas de la forma (3.20) y (3.21) sin tener en cuenta (3.2).
En general es más fácil resolver el problema relajado (PR) ya que el conjunto de
soluciones factibles de este problema es un conjunto convexo, mientras que el conjunto
de soluciones factibles de P es en general no convexo, ya que consiste en la unión de
caras del poliedro definido por el sistema de desigualdades (4.1)-(3.44).
Se define el problema aproximado relajado (PAR) así:
Minimizar J˜ (3.45)
sujeto a:
δmin,verde,1 ≤ δ2k+1 − δamb ≤ δmax,verde,1 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.46)
δmin,verde,2 ≤ δ2k − δamb ≤ δmax,verde,2 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.47)
xk ≤ xmax para k = 1, 2, . . . , N (3.48)
x2k+1 ≥ x2k + b1δ2k + b3 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.49)
x2k+1 ≥ b5 para k = 0, 1, . . . ,
[
N − 1
2
]
, (3.50)
x2k+2 ≥ x2k+1 + b2δ2k+1 + b4 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.51)
x2k+2 ≥ b6 para k = 0, 1, . . . ,
[
N
2
]
− 1, (3.52)
Se verifican las siguientes propiedades:
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Propiedad 3.1.1. Sean x0 ∈ (R+)4, x∗ ∈ (R+)4N y δ∗ ∈
(
R+0
)N . Si x∗ y δ∗ son
compatibles para x0 entonces se tiene que: J3 (δ∗) = J˜3 (x∗, δ∗) y Jl (δ∗) ≤ J˜l (x∗, δ∗)
para l=1,2,4,5.
Demostración. Sean x∗ y δ∗ compatibles para x0. Se supone que κi ≤ μi, por tanto
λi−κi ≥ λi−μi, ∀ i. Esto implica que no es posible una situación en la que λi−μi > 0
y λi − κi < 0. Como consecuencia, el máximo de las funciones lineales a trozos li(∙, δ∗)
y l˜i(∙, x∗, δ∗) coincide. Esto implica que J3(δ∗) = J˜3(x∗, δ∗).
Sea k ∈ Gi(N), por tanto Ti está verde en el intervalo (tk, tk+1 − δamb) y ámbar en
(tk+1 − δamb, tk+1). Es fácil ver que li(t, δ∗) ≤ l˜i(t, x∗, δ∗), ∀t ∈ (tk, tk+1) ya que κi ≤ μi.
Si k ≤ N − 2 entonces Ti está rojo en el intervalo (tk+1, tk+2) y en este intervalo li y l˜i
coinciden. Esto implica que li(t, δ∗) ≤ l˜i(t, x∗, δ∗), ∀t ∈ [t0, tN ]. Por tanto∫ tN
t0
li(t, δ
∗)dt ≤
∫ tN
t0
l˜i(t, x
∗, δ∗)dt
Como consecuencia se tiene que Jl (δ∗) ≤ J˜l (x∗, δ∗) para l = 1,2,4,5. 2
Propiedad 3.1.2. Si J es una función estrictamente monótona de x∗ (es decir si para
cada δ∗ con componentes positivas y para todos x˜∗, x̂∗, con 0 ≤ x˜∗ ≤ x̂∗, y con x˜∗j < x̂∗j
para al menos un índice j, tenemos que J(x˜∗, δ∗) < J(x̂∗, δ∗)) entonces cada solución
del problema relajado PR también es solución del problema original P.
Demostración. Sean x˜∗, δ˜? una solución óptima de PR. Ahora se demuestra por
contradicción que si J es estrictamente monótona de x∗, entonces x˜∗ tambien satisface
(3.18)-(3.19). Supongamos que x˜∗ no satisface (3.18)-(3.19).
• Primero supongamos que para algún índice k el vector x˜2k+1 no satisface (3.18).
Sea l el índice más pequeño tal que
x˜2l+1 ≥ max(x˜2l + b1δ˜2l + b3, b5) y (x˜2l+1)i 6= max((x˜2l + b1δ˜2l + b3)i, (b5)i)
para algún índice i.
Ahora se define δ̂∗ = δ˜∗ y
x̂∗ =

x̂1
x̂2
...
x̂N

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con:
x̂k = x˜k para k = 0, 1, . . . , 2l,
x̂2k+1 = max(x̂2k + b1δ̂2k + b3, b5) para k = l, l + 1, . . . ,
[
N−1
2
]
,
x̂2k+2 = max(x̂2k+1 + b2δ̂2k+1 + b4, b6) para k = l, l + 1, . . . ,
[
N
2
]− 1,
Trivialmente x̂2l+1 ≤ x˜2l+1. Demostramos ahora que x̂2l+2 ≤ x˜2l+2. Se tiene que:
x̂2l+2 = max(x̂2l+1 + b2δ̂2l+1 + b4, b6)
= max(x̂2l+1 + b2δ˜2l+1 + b4, b6) (ya que δ̂∗ = δ˜∗)
≤ max(x˜2l+1 + b2δ˜2l+1 + b4, b6) (ya que x̂2l+1 ≤ x˜2l+1)
≤ x˜2l+2 (por (3.43)-(3.44))
De manera similar se puede probar que x̂k ≤ x˜k para k = 2l +3, 2l +4, . . . N. Por
tanto, x̂∗ ≤ x˜∗. Como x˜k ≤ xmax ∀k, esto implica que x̂k también satisface (4.3)
∀k. Además como δ̂∗ = δ˜∗, esto implica que x̂k y δ̂k satisfacen las desigualdades
del sistema (4.1)-(3.44) ∀k.
• Si x˜2k+1 satisface (3.18) ∀k, entonces tiene que existir un índice l tal que (3.19)
no se cumple para x˜2l+2 ya que se supone que x˜∗ no satisface (3.18)-(3.19). Ahora
se puede usar un razonamiento similar al utilizado anteriormente para construir
x̂∗ y δ̂∗ tal que x̂∗ ≤ x˜∗, x̂∗j < x˜∗j para algún j y tal que x̂k y δ̂k satisfagan las
desigualdades del sistema (4.1)-(3.44), ∀k.
Como x̂∗ ≤ x˜∗ y x̂∗j < x˜∗j para al menos un índice j, se tiene que J(x̂∗, δ̂∗) < J(x˜∗, δ˜∗)
lo cual implica que x˜∗, δ˜∗ no es una solución óptima del problema PR, lo cual es una
contradicción, por tanto nuestra hipótesis inicial de que x˜∗ no satisface (3.18)-(3.19)
es falsa. El conjunto solución de (3.15)-(3.19) es un subconjunto del conjunto solución
de (4.1)-(3.44), esto implica que x˜∗, δ˜∗ también es una solución óptima del problema
original P. En resumen, cada solución óptima del problema relajado PR es también
una solución óptima del problema original P. 2
Propiedad 3.1.3. Para x0, δamb, λ
′
is, μ
′
is, κ
′
is y δ
∗ dados, las funciones J˜1 y J˜4 son
funciones estrictamente monótonas de x∗.
Demostración. Sea δ∗ ∈ (R+0 )N y sean x˜∗, x̂∗ ∈ (R+)4N . Si x˜∗ ≤ x̂∗ y x˜∗j < x̂∗j para al
menos un índice j=4(k-1)+i entonces se tiene que l˜i(t, x˜∗, δ∗) 6 l˜i(t, x̂∗, δ∗) ∀t ∈ [t0, tN ],
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y l˜i(t, x˜∗, δ∗) < l˜i(t, x̂∗, δ∗) en algún intervalo no vacío (tk−η, tk +η)∩ [t0, tN ] con η > 0.
Entonces, ∫ tN
t0
l˜i((t, x˜
∗, δ∗)dt <
∫ tN
t0
l˜i(t, x̂
∗, δ∗)dt
lo cual implica que J˜1(x˜∗, δ∗) < J˜1(x̂∗, δ∗) y J˜4(x˜∗, δ∗) < J˜4(x̂∗, δ∗). 2
Como consecuencia al usar como función objetivo J˜1 o J˜4 (que son estrictamente
monótonas de x∗) se ha probado que toda solución del problema aproximado relajado
es una solución del problema aproximado y esta es una solución suficientemente buena
para el problema P, según se justificó anteriormente. Sin embargo las funciones J˜2, J˜3
y J˜5 no son funciones estrictamente monótonas de x∗ para un δ∗ dado, por lo que no
podemos obtener para ellas resultados análogos a los encontrados para J˜1 o J˜4.
3.1.4. Modelo con restricciones de complementariedad. Pro-
puesta de un método híbrido de solución
Como hemos visto en [21] se proponen algoritmos de solución de un problema apro-
ximado basados en la relajación de éste. Como los autores señalan, estos algoritmos
conducen, en general, a soluciones subóptimas. El problema ELCP es un problema
NP-duro. Todo esto justifica la aplicación de un algoritmo heurístico de solución.
El método de solución que proponemos se basa en la propiedad que a continuación
demostramos y en la descomposición del vector solución del problema en la forma
x∗(δ∗).
Propiedad 3.1.4. Para cada δ∗ ∈ (R+0 )N , las restricciones de ELCP describen un
problema de complementariedad lineal con solución única.
Demostración. Al considerar el cambio de variable x∗+d = y se obtiene el problema
LCP con matriz A y término independiente Bδ∗ + c − Ad. La matriz A es triangular
inferior con elementos positivos (1) en la diagonal principal, por tanto P-matriz y como
consecuencia [16], el problema LCP (δ∗) tiene solución única, esto quiere decir que dado
δ∗ la longitud de las colas está unívocamente determinada. 2
El método de solución consistirá en una heurística para fijar los valores de δ∗ mas
un algoritmo eficiente para resolver el problema LCP (δ∗):
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1. Ĵ = M (valor suficientemente grande), k=1. Repetir q veces.
2. Mediante una heurística se explora el dominio acotado del vector δ∗. Construir
un vector δ∗.
3. Fijado δ∗, se determina la solución factible única del problema de complementa-
riedad lineal LCP (δ∗) correspondiente. Sea x∗(δ∗) la solución determinada.
4. Se evalúan las funciones Jl, según los distintos criterios.
5. Para cada criterio s: Si Js(x∗(δ∗)) < Ĵs entonces Ĵs := Js(x∗(δ∗)) y δ̂(s) = δ∗.
q=q+1.
Este enfoque tiene las siguientes ventajas:
• Es sencillo, adaptable a variaciones en los datos y rápido en su ejecución.
• Fácilmente adaptable a cambios en el modelo como pueden ser: tiempos de fase
proporcionales a un tiempo fijo por determinar, con constantes de proporcionali-
dad prefijadas o cotas pre-establecidas a la duración de las fases según el ciclo.
• Permite introducir un diálogo con el usuario a partir de los resultados y, según
los criterios evaluados, ofrecer a éste la posibilidad del análisis de diversas alter-
nativas de operación.
• Posibilidad de instrumentar distintos algoritmos heurísticos en el primer paso.
• El algotitmo propuesto por [21] trabaja con un problema relajado y caracterizan-
do puntos estacionarios. Las heurísticas ofrecen la opción de explorar la región
de soluciones “escapando” de extremos locales.
• Podemos considerar la minimización de la congestión medida por cualquiera de
los criterios aún cuando la función no sea diferenciable.
.
62 Capítulo 3. Modelos para cruce simple (2 fases)
3.2. Modelos estático y dinámico
3.2.1. Introducción
En esta sección se proponen y describen dos modelos para optimizar el flujo de tráfico
en un cruce simple regulado por semáforos: un modelo estático y otro dinámico.
El modelo estático, aunque está basado en el de Schutter-Moor expuesto en la sec-
ción 3.1, es una simplificación del mismo, lo que facilita su descripción, comprensión,
programación y resolución a través de un método híbrido que combina una metaheu-
rística tipo recocido simulado con un algoritmo quasi-Newton para problemas de opti-
mización no suaves.
Con el modelo dinámico lo que se intenta es eliminar situaciones indeseadas, como
por ejemplo, aquella en la que no hay autos en el carril con luz verde, mientras en otros
carriles hay vehículos esperando, para ello se considera que hay sensores que permiten
conocer la cantidad de autos en cada vía. Usando el método de resolución empleado
para el caso estático, los resultados computacionales reflejan una mejoría en el flujo de
tráfico cuando se usa el modelo dinámico respecto al estático.
3.2.2. Modelo estático
En esta sección presentamos un modelo matemático para el problema de control de
tráfico en un cruce simple. Se tiene una intersección a la que confluyen dos calles, ambas
doble vía y en las cuales no es posible doblar hacia la izquierda. En cada esquina del
cruce hay un semáforo. Se quiere hallar los períodos en que deben permanecer en verde
los semáforos T1 y T3, (rojo T2 y T4) y en cuales T1 y T3 muestran la luz roja (verde
T2 y T4), para evitar la congestión de las vías, descrita por el número de vehículos en
espera (longitud de la cola) en cada vía. Para evaluar la congestión de tráfico en las
vías se consideran distintos criterios: la suma de las longitudes medias de las colas de
cada vía, el tiempo medio de espera, largo de la cola más larga o una combinación de
ellas. De modo que, el objetivo es calcular una sucesión temportal switching óptima
para semáforos que minimice alguno de los criterios anteriores. Con este planteamiento,
hemos de modelar y resolver un problema que en cada ciclo tiene dos fases: ver figuras
3.2 y 3.3
Consideramos dado el número de veces que los semáforos tienen la luz verde y lo
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T3
T4
T2
T1 L 4
L 3
L 1
L 2
Figura 3.2: 1a fase
T3
T4
T2
T1 L 4
L 3
L 1
L 2
Figura 3.3: 2a fase
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denotamos por N. También se considera pre-establecido δamb que representa el tiempo
de duración de la luz ámbar (en la práctica se considera una constante que fluctúa
entre los 3 y los 4 segundos).
Como el tiempo de luz verde y el tiempo de luz ámbar de los carriles pares (resp.
impares) determinan el tiempo de luz roja de los carriles impares (resp. pares), el
problema consiste en determinar los períodos que deben permanecer en verde las luces
de los semáforos T1, T2, T3 y T4.
Describimos el problema con las variables de control δk, tiempo de duración de la
luz verde en el k-ésimo cambio de luz (incluyendo el ámbar) y las variables de estado
xk = (xk1, xk2, xk3, xk4)
t, cantidad promedio de vehículos en los carriles L1, L2, L3, L4
en el momento del k-ésimo cambio de luz.
Como simplificaciones del modelo trabajaremos con el comportamiento promedio
por lo que asumimos que la cantidad de autos es continua. Para cada carril i se definen
las tasas medias de llegada y salida de los vehículos bajo las luces verde y ámbar y se
denotan:
λi: tasa media de llegada de vehículos en el carril Li (dada en vehículos por segundo).
μi: tasa media de salida en el carril Li cuando el semáforo está en verde.
κi: tasa media de salida en el carril Li cuando el semáforo está en ámbar.
Los vectores bi, i=1,. . . ,6 representan el número de vehículos en cada carril teniendo
en cuenta los movimientos asociados a cada fase:
b1 =

λ1 − μ1
λ2
λ3 − μ3
λ4
 , b2 =

λ1
λ2 − μ2
λ3
λ4 − μ4
 , b3 =

(μ1 − κ1)δamb
0
(μ3 − κ3)δamb
0
 ,
b4 =

0
(μ2 − κ2)δamb
0
(μ4 − κ4)δamb
 , b5 =

max((λ1 − κ1)δamb, 0)
0
max((λ3 − κ3)δamb, 0)
0
 , b6 =

0
max((λ2 − κ2)δamb, 0)
0
max((λ4 − κ4)δamb, 0)
 ,
Entonces:
x2k+1 = max(x2k + b1δ2k+1 + b3, b5) para k = 0, 1, . . . , N − 1,
x2k+2 = max(x2k+1 + b2δ2k+2 + b4, b6) para k = 0, 1, . . . , N − 1,
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Las características de la zona de tráfico puede imponer otras regulaciones, tales
como establecer cotas a las duraciones mínimas y máximas para los tiempos verde y
rojo, así:
δmin.verde,i: cota mínima de duración de la luz en semáforo i=1,2.
δmax.verde,i: cota máxima de duración de la luz en semáforo i=1,2.
El problema de regulación de los semáforos puede representarse a través del siguiente
modelo:
Minimizar J (3.53)
sujeto a:
δmin.verde,1 ≤ δ2k+1 − δamb ≤ δmax.verde,1 para k = 0, 1, . . . , N − 1, (3.54)
δmin.verde,2 ≤ δ2k+2 − δamb ≤ δmax.verde,2 para k = 0, 1, . . . , N − 1, (3.55)
x2k+1 = max(x2k + b1δ2k+1 + b3, b5) para k = 0, 1, . . . , N − 1, (3.56)
x2k+2 = max(x2k+1 + b2δ2k+2 + b4, b6) para k = 0, 1, . . . , N − 1, (3.57)
Si los carriles difieren en importancia al evaluar el nivel de congestión de los mismos,
se represena el nivel de importancia del carril, fijando diferentes pesos o ponderaciones
wi, i = 1, . . . , 4. La función J a minimizar puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
4∑
j=1
wj
2N∑
i=1
xijδi
2N∑
i=1
δi
(3.58)
• Longitud (ponderada) media de las colas en el carril con mayores colas
J2 = ma´x
j
wj
2N∑
i=1
xijδi
2N∑
i=1
δi
(3.59)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,j
wjxij (3.60)
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• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
4∑
j=1
wj
λj
2N∑
i=1
xijδi
2N∑
i=1
δi
(3.61)
• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
j
wj
λj
2N∑
i=1
xijδi
2N∑
i=1
δi
(3.62)
Se puede analizar una sexta opción que consiste en considerar una combinación de los
criterios anteriores. Esto nos lleva a un modelo multi-objetivo que podemos resolver
tomando una combinación positiva de las distintas funciones objetivo.
J6 =
5∑
i=1
αiJi (3.63)
Como consecuencia de lo anteriormente expuesto, conocido δ (vector de los tiempos
de cada luz), la cantidad de autos en cada carril quede determinado mediante las
ecuaciones (3.56)-(3.57). Denotamos por x(δ) la matriz de 2N filas y 4 columnas donde
xij(δ) indica la cantidad de autos en el carril j en el momento del cambio de luz i.
Definimos:
Δij =
{
1 si i ≡ j(2)
0 si no
donde i ≡ j(2) significa que i es congruente con j módulo 2, o sea, existe un entero n
tal que i=j+2n.
Una forma más compacta de escribir el problema, sin tener que diferenciar entre
índices pares (correspondientes al cambio de luz roja-verde de los semáforos 1 y 3) y
los impares (donde cambia la luz de los semáforos 2 y 4) es la siguiente:
Minimizar J (3.64)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 ≤ δk − δamb ≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 (3.65)
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para k = 1, . . . , 2N
xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (3.66)
para k = 1, . . . , 2N ; j = 1, 2, 3, 4
Como habíamos mencionado anteriormente, ya introducimos una aproximación ex-
tra al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo de las tasas de llegada y de salida, lo
que hace recomendable obtener una buena aproximación de la solución óptima que sea
calculable en un tiempo corto y fácilmente ajustable a los cambios en los valores de los
parámetros. De hecho, utilizando un razonamiento análogo al empleado en la sección
3.1.3.1, llegamos a que estamos ante un problema de optimización con restricciones
de complementariedad lineal (problema NP-duro), que involucra a 10N variables, 4N
restricciones suaves y 8N no suaves, lo que hace que sea muy costoso aplicar un algorit-
mo iterativo [19]. Es por eso que para su solución proponemos un método híbrido que
combina una heurística, tipo recocido simulado, con un algoritmo quasi-Newton para
problemas de optimización no suaves ([39]).
3.2.3. Modelo dinámico
En este modelo consideramos que en el semáforo hay sensores que permiten conocer
la cantidad de autos en cada carril y, por ende, se puede decidir si, dado el tráfico, se
mantiene el estado actual, por cuánto tiempo, o si debe cambiar la luz. Esta decisión
permite menores tiempos de espera, pues elimina situaciones indeseadas como sería que
no hubiera autos en el carril con la luz verde mientras otros carriles esperan.
Para la estrategia de cambio consideramos que si hay al menos r2 vehículos espe-
rando en carriles con luz roja, entonces es recomendable cambiar, así como si hay a lo
más r1 autos en los carriles a los que corresponde la luz verde. Dado que puede ser muy
restrictivo asumir que los cambios de luces ocurren en estas situaciones, suavizamos el
modelo planteando que se minimiza el error cuadrático de aproximar la cantidad de
autos en los momentos de cambio en los carriles en espera por r2 y en los carriles de
servicio por r1.
O sea si la cantidad de autos en el carril al que corresponde la luz verde en el mo-
mento i es
∑
j
Δijxij , debemos agregar a la función objetivo el cuadrado de la diferencia
entre este valor y r1, pero solo si
∑
j
Δijxij > r1. Agregando la variable auxiliar ρmaxi y
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la restricción
∑
j
Δijxij ≤ ρmaxi entonces al minimizar (ρmaxi − r21) se cumple lo deseado.
Realizando un razonamiento análogo para los autos que esperan por el cambio de luz
para pasar y con la ayuda de la variable ρmini , la penalidad quedaría
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
donde∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . , 2N
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . , 2N
Usando un parámetro c para controlar el peso que se le da a esta nueva función en
el objeto a minimizar, el modelo final es:
Minimizar F = J + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
(3.67)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 ≤ δk − δamb ≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 (3.68)
para k = 1, . . . , 2N
xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (3.69)
para k = 1, . . . , 2N ; j = 1, 2, 3, 4∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . , 2N (3.70)
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . , 2N (3.71)
Para su solución proponemos un método híbrido que combina una heurística, tipo
recocido simulado, con un algoritmo quasi-Newton para problemas de optimización no
suaves.
3.2.4. Algoritmos solución
Según se indicó en la sección 2.6.1, con la metaheurística basada en recocido simulado,
se trata de resolver un problema de optimización min F (x), x ∈ M , simulando el
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proceso de enfriamiento en el que a medida que baja la temperatura el movimiento de
los átomos es menos probable ([58]). Dado un candidato a solución Ω el algoritmo busca
en una vecindad del mismo, un punto con mejor evaluación de la función objetivo.
De no existir, se toma un punto con peor evaluación como nueva solución con una
cierta probabilidad. Esta probabilidad que se calcula a partir de la ley de Boltzman, es
proporcional a la temperatura del sistema e inversamente proporcional a la variación
de los valores de la función objetivo al pasar al nuevo punto. Cada cierto número de
iteraciones se disminuye la temperatura del sistema. Los distintos criterios de parada
son: encontrar un punto con un valor adecuado de la función objetivo y alcanzar una
temperatura suficientemente baja en el sistema.
En base a lo expuesto en la sección 2.6.1, se formuló el algoritmo, cuyo seudo-código
se presenta a continuación.
1. Fijar t0 > 0 (temperatura inicial), α ∈ (0, 1) (parámetro del esquema de enfria-
miento), Q (cantidad de pasos con igual temperatura), T (menor temperatura a
alcanzar por el sistema). Escoger Ji, i = 1, . . . , 6, y construir F, función objetivo
del problema.
2. Construir un vector δ0 y la solución x(δ0) asociada. Fmejor = F (x(δ0), δ0), δmejor=δ0
temperatura t = t0, i=0, Fanterior = +∞.
3. Mientras t > T ,
1. q = 1
2. Mientras q < Q
1. Tomar δ un punto vecino de δi y hallar x(δ). Si F (x(δ), δ) < Fmejor,
δmejor = δ, Fmejor = F (x(δ), δ). Si F (x(δ), δ) < Fanterior δi+1 = δ,
Fanterior = F (x(δ), δ) e ir a 3.2.4.
2. Generar r, número aleatorio de acuerdo a la ley uniforme en (0,1).
3. Si r < exp
(
Fanterior−F (x(δ),δ)
t
)
, δi+1 = δ, si no, δi+1 = δi, δanterior = δi+1
y Fanterior = F (x(δi+1), δi+1) y construir la solución x(δi+1) asociada.
4. q=q+1 e ir a 3.2.
3. t = t.α e ir a 3.
4. Mejor solución δmejor con valor de la función objetivo F (x(δmejor), δmejor). Fin.
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Pueden considerarse diversos criterios para definir el sistema de vecindades para
ejecutar el algoritmo formulado. Consideramos el sistema de vecindades definido por el
criterio: δ es vecino de δ∗ si difieren en solo una componente y ‖δ− δ∗‖=1, es decir δ es
vecino de δ∗ si existe i tal que δi = δ∗i ±1 y δj = δ∗j para todo j 6= i. En aras de mantener
factibilidad se tiene en cuenta que el nuevo punto cumpla las restricciones en (3.68).
Claramente las vecindades así definidas, son un subconjunto discreto del conjunto de
soluciones factibles, pero posibilita la rápida exploración de soluciones factibles.
Teniendo en cuenta las restricciones (3.69) podemos reducir el modelo implícitamen-
te y calcular los valores de las funciones involucradas y sus derivadas de forma iterativa.
Así resolvemos el problema con un algoritmo determinístico tipo quasi-Newton para
funciones no suaves ([10]). La estrategia es:
1. Escoger un vector inicial δ0 y la solución x(δ0) asociada y k=0. Fijar sucesiones
αk, βk, γk, ζk → 0+, k →∞ y números c1 > c2 > 0.
2. Fijar s=0, δk,s = δk.
3. Buscar una dirección de descenso d, estimando ∇F por el método de gradiente
discreto ([10]), con (α, β, γ, ζ, c) = (αk, βk, γk, ζk, c1).
4. Si |d| 6 αk, δk+1 = δk,s, k=k+1, ir a 2.
5. Sea σs = argmax{σ ≥ 0, F (δk,s + σ d|d|)− F (δk,s) ≤ −c2 σ|d|}.
6. δk,s+1 = δk,s + σs d|d|
7. s=s+1. Ir a 3.
La dirección de descenso se calcula de la siguiente manera:
1. Fijar g, |g1| = 1 y fijar e, vérice del cubo unitario en Rn.
2. Calcular el gradiente discreto v1 = Γi(δ, g1, e, β, γ, ζ). D = {v1}, |gi| >
√
1
2n
k=1.
3. Hallar wk = argmin{|w|/w ∈ D}.
4. Si |wk| < α, fin.
5. Hallar gk+1 = wk|wk| . Si F (δ + γgk+1)− F (δ) ≤ cγ|wk|, fin.
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6. Calcular el gradiente discreto vk+1 = Γi(δ, gk+1, e, β, γ, ζ), |gi| >
√
1
2n
D=D∪{vk}
e ir a 3.
El gradiente discreto Γi(δ, g1, e, β, γ, ζ) se calcula componente a componente me-
diante un esquema de diferencias divididas entre puntos consecutivos que difieren en
ζjβ unidades en la componente j, a lo que se agrega una combinación de las compo-
nentes j 6= i para la i-ésima componente.
Este método arrojó en la mayoría de los casos mejores resultados que la heurística,
pero a un coste computacional superior. Usando las ventajas de ambos algoritmos, pro-
ponemos buscar una buena aproximación a la solución mediante el método de recocido
simulado. Luego se mejora el comportamiento en una vecindad del punto mediante el
algoritmo quasi-Newton para funciones no suaves ya expuesto.
Presentamos ahora un ejemplo para ilustrar el comportamiento del algoritmo, así
como los resultados obtenidos mediante la programación en MATLAB de los modelos y
métodos de resolución propuestos y su implementación en un ordenador con procesador
Intel Core i7, 950 que trabaja a 307 GHz.
3.2.5. Resultados computacionales
Datos: 5 ciclos, tiempo de ámbar 3 sg. Se usaron los parámetros que se indican en la
tabla 3.2
Carril 1 Carril 2 Carril 3 Carril 4
Tasa-llegada 0.3 0.3 0.2 0.25
Tasa-sal.ver. 0.7 0.7 1 0.5
Tasa-sal.ámb. 0.25 0.25 0.5 0.5
Tabla 3.2: Parámetros
En cuanto a las cotas del tiempo de las luces, se tomaron: δmin.verde,1 = δmin.verde,2 = 5
y δmax.verde,1 = δmax.verde,2 = 30.
Construcción de las funciones objetivo: Pesos w = [1 1 1 1 ], αi = 1, ∀i = 1, . . . , 5
(construcción de la función objetivo J6), r1 = 2, r2 = 8 (construcción de las funciones
objetivo del modelo dinámico)
Se obtuvo aleatoriamente un δ0 inicial (para cada una de las 6 opciones) y se utilizó
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para evaluar los dos modelos.
Temperatura inicial t0 = 100000000
Función de reducción de temperatura TM = 0.5 TM−1
Número de iteraciones con igual temperatura Q = 100
Criterio de parada T<0.000001
Veremos que en todos los casos, los resultados obtenidos con el modelo dinámico son
mejores que los del modelo estático, aunque el tiempo computacional sea sensiblemente
mayor.
Para J = J1 obtuvimos los resultados indicados en las tablas 3.3 y 3.4
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 5 7.37 10.34 19.64 6.80
Semáforos 2-4 6.66 8.90 13.50 5.65 7.82
Tabla 3.3: Duración de la luz verde en cada ciclo
Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 1.5 0 1.25
Ciclo 1o-2a fase 2.15 0.18 1.33 0
Ciclo 2o-1a fase 0.55 2.39 0 1.84
Ciclo 2o-2a fase 3.22 0.18 1.78 0
Ciclo 3o-1a fase 0.43 3.29 0 2.58
Ciclo 3o-2a fase 4.48 0.15 2.7 0
Ciclo 4o-1a fase 0.15 6.04 0 4.91
Ciclo 4o-2a fase 1.84 5.13 1.13 3.5
Ciclo 5o-1a fase 0.47 7.17 0 5.2
Ciclo 5o-2a fase 2.82 5.40 1.56 3.24
Tabla 3.4: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 8,265 autos. Peor cola: 7 autos. Tiempo computacional
0,7 sg.
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Para F1 = J1 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 5 7.44 9.42 7 6.08
Semáforos 2-4 5.44 8.17 7.42 10.68 6.18
Tabla 3.5: Duración de la luz verde en cada ciclo
Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 1.5 0 1.25
Ciclo 1o-2a fase 1.78 0.67 1.09 0
Ciclo 2o-1a fase 0.15 2.91 0 1.86
Ciclo 2o-2a fase 2.61 0.99 1.63 0
Ciclo 3o-1a fase 0.19 3.81 0 2.36
Ciclo 3o-2a fase 2.41 2.2 1.48 0.50
Ciclo 4o-1a fase 0.96 4.30 0 2.25
Ciclo 4o-2a fase 4.17 1.37 2.14 0
Ciclo 5o-1a fase 3.09 3.20 0 1.52
Ciclo 5o-2a fase 4.94 2.07 1.24 0
Tabla 3.6: Promedio de vehículos en el momento del cambio de luz
En este ejemplo hemos obtenido buenos resultados ya que las colas son cortas (peor
cola aproximadamente 5 autos). Además observamos que se evitó la congestión con
períodos largos sin cambio de luz cuando la cantidad de tráfico es grande y la situación
no deseada de que haya largas colas de vehículos esperando, mientras que en la vía
con luz verde sean muy pocos los que están pasando. El valor de la función objetivo es
7,8874 autos. Tiempo computacional 0,9 sg.
Para J = J2 obtuvimos los resultados indicados en las tablas 3.7 y 3.8
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 5 6.70 6.10 7.52 23.69
Semáforos 2-4 5.69 6.11 11.21 8.09 11.82
Tabla 3.7: Duración de la luz verde en cada ciclo
Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 1.5 0 1.25
Ciclo 1o-2a fase 1.85 0.57 1.13 0
Ciclo 2o-1a fase 0.53 2.58 0 1.67
Ciclo 2o-2a fase 2.36 1.49 1.22 0.15
Ciclo 3o-1a fase 1.27 3.32 0 1.67
Ciclo 3o-2a fase 4.63 0.18 2.24 0
Ciclo 4o-1a fase 2.97 2.44 0 1.88
Ciclo 4o-2a fase 5.38 0.58 1.60 0
Ciclo 5o-1a fase 0.15 7.69 0 5.92
Ciclo 5o-2a fase 3.70 4.31 2.36 2.97
Tabla 3.8: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 3,43 autos. Peor cola 7,69 autos. Tiempo computacional
0,8 sg.
Para F2 = J2 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 5 7.52 10.02 12.86 6.14
Semáforos 2-4 5.91 8.49 12.21 10.42 5.71
Tabla 3.9: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 1.5 0 1.25
Ciclo 1o-2a fase 1.92 0.48 1.18 0
Ciclo 2o-1a fase 0.26 2.74 0 1.88
Ciclo 2o-2a fase 2.81 0.70 1.70 0
Ciclo 3o-1a fase 0.15 3.70 0 2.50
Ciclo 3o-2a fase 3.82 0.17 2.44 0
Ciclo 4o-1a fase 0.15 4.02 0 3.21
Ciclo 4o-2a fase 3.27 1.21 2.08 0.61
Ciclo 5o-1a fase 2.17 3.04 0 2.14
Ciclo 5o-2a fase 3.88 2.11 1.14 0.72
Tabla 3.10: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 3,29 autos. Peor cola 4 autos. Tiempo computacional
1,2 sg.
Para J = J3 obtuvimos los resultados indicados en las tablas 3.11 y 3.12
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 21.95 10.98 17.97 16 17
Semáforos 2-4 16.86 12 18.97 12 12
Tabla 3.11: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 6.58 0 5.48
Ciclo 1o-2a fase 5.21 1.19 3.37 1.27
Ciclo 2o-1a fase 2.16 4.48 0 4.01
Ciclo 2o-2a fase 5.77 1.02 2.4 1
Ciclo 3o-1a fase 0.15 6.41 0 5.5
Ciclo 3o-2a fase 5.84 0.17 3.79 0.76
Ciclo 4o-1a fase 0.8 5 0 4.76
Ciclo 4o-2a fase 4.39 1.52 2.4 1.76
Ciclo 5o-1a fase 0.15 6.62 0 6
Ciclo 5o-2a fase 3.74 3.17 2.4 3
Tabla 3.12: Promedio de vehículos en el momento del cambio de luz
La peor cola tuvo 6,62 autos. Tiempo computacional 0,84 sg.
Para F3 = J3 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 9.38 6.31 7.54 9.36 7.75
Semáforos 2-4 6.71 8.91 7.46 5 10.99
Tabla 3.13: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 2.82 0 2.35
Ciclo 1o-2a fase 2.16 1.48 1.34 0.67
Ciclo 2o-1a fase 0.99 3.37 0 2.24
Ciclo 2o-2a fase 3.66 1.16 1.78 0.02
Ciclo 3o-1a fase 1.99 3.42 0 1.90
Ciclo 3o-2a fase 4.23 1.79 1.49 0.04
Ciclo 4o-1a fase 1.84 4.60 0 2.38
Ciclo 4o-2a fase 3.34 3.95 1 1.13
Ciclo 5o-1a fase 1.59 6.27 0 3.07
Ciclo 5o-2a fase 4.88 3.23 2.20 0.32
Tabla 3.14: Promedio de vehículos en el momento del cambio de luz
La peor cola tuvo 6,27 autos. Tiempo computacional 1,3 sg.
Para J = J4 obtuvimos los resultados indicados en las tablas 3.15 y 3.16
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 13.98 13.11 17 16.22 15.14
Semáforos 2-4 13.87 12.3 17.7 14.9 19.9
Tabla 3.15: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 4.19 0 3.49
Ciclo 1o-2a fase 4.31 0.15 2.77 0.03
Ciclo 2o-1a fase 0.41 4.08 0 3.3
Ciclo 2o-2a fase 4.1 0.51 2.46 0.23
Ciclo 3o-1a fase 0.15 5.61 0 4.48
Ciclo 3o-2a fase 5.46 0.15 3.54 0.05
Ciclo 4o-1a fase 0.32 5.01 0 4.1
Ciclo 4o-2a fase 4.78 0.41 2.97 0.39
Ciclo 5o-1a fase 0.15 4.96 0 4.17
Ciclo 5o-2a fase 6.12 0.15 3.98 0
Tabla 3.16: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 33,61 sg. Peor cola 6,1 autos. Tiempo computacional
0,7 sg.
Para F4 = J4 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 5 8.57 7.53 10.03 10.80
Semáforos 2-4 5.52 8.43 5.27 7.82 19.33
Tabla 3.17: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 1.5 0 1.25
Ciclo 1o-2a fase 1.81 0.64 1.10 0
Ciclo 2o-1a fase 0.15 3.21 0 2.14
Ciclo 2o-2a fase 2.68 1.19 1.69 0
Ciclo 3o-1a fase 1.01 3.44 0 1.92
Ciclo 3o-2a fase 2.60 2.69 1.1 0.60
Ciclo 4o-1a fase 0.15 5.70 0 3.10
Ciclo 4o-2a fase 2.50 3.91 1.57 1.15
Ciclo 5o-1a fase 0.15 7.15 0 3.85
Ciclo 5o-2a fase 5.95 0.77 3.87 0
Tabla 3.18: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 30,88 sg. Peor cola 7 autos. Tiempo computacional 1,1
sg.
Para J = J5 obtuvimos los resultados indicados en las tablas 3.19 y 3.20
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 6.99 6.92 7.69 16.21 7.14
Semáforos 2-4 5.03 7.25 5.35 5 11.22
Tabla 3.19: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 2.09 0 1.75
Ciclo 1o-2a fase 1.66 1.43 1 0.49
Ciclo 2o-1a fase 0.24 3.51 0 2.22
Ciclo 2o-2a fase 2.41 1.96 1.45 0.41
Ciclo 3o-1a fase 0.69 4.27 0 2.33
Ciclo 3o-2a fase 2.30 3.48 1.1 0.99
Ciclo 4o-1a fase 0.15 8.34 0 5.05
Ciclo 4o-2a fase 1.65 7.69 1 3.79
Ciclo 5o-1a fase 0.15 9.83 0 5.58
Ciclo 5o-2a fase 3.51 6.70 2.24 2.78
Tabla 3.20: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 18,22 sg. Peor cola 9,83 autos. Tiempo computacional
0,8 sg.
Para F5 = J5 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 14.68 16.76 28.3 22.69 29.43
Semáforos 2-4 15.46 16.24 27.8 21.35 28.19
Tabla 3.21: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 4.4 0 3.67
Ciclo 1o-2a fase 4.78 0.15 3.01 0
Ciclo 2o-1a fase 0.15 5.18 0 4.19
Ciclo 2o-2a fase 5.02 0.15 3.24 0.12
Ciclo 3o-1a fase 0.15 8.64 0 7.2
Ciclo 3o-2a fase 8.49 0.15 5.56 0.25
Ciclo 4o-1a fase 0.76 6.95 0 5.92
Ciclo 4o-2a fase 7.17 0.15 4.27 0.58
Ciclo 5o-1a fase 0.15 8.98 0 7.94
Ciclo 5o-2a fase 8.6 0.15 5.63 0.89
Tabla 3.22: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 13,47 sg. Peor cola 9 autos. Tiempo computacional 1,4
sg.
Culminamos con el problema multi-objetivo, modelado mediante la minimización
de la función J = J6, usando como vector de pesos (1 1 1 1 1) para no hacer diferencias
entre los distintos criterios, los resultados están indicados en las tablas 3.23 y 3.24.
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 12.77 9.74 24.12 6.98 19.5
Semáforos 2-4 8.94 11.41 18.85 14.56 5.86
Tabla 3.23: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 3.83 0 3.19
Ciclo 1o-2a fase 2.83 1.6 1.79 0.95
Ciclo 2o-1a fase 0.28 4.52 0 3.39
Ciclo 2o-2a fase 3.7 1.31 2.28 0.54
Ciclo 3o-1a fase 0.15 8.55 0 6.57
Ciclo 3o-2a fase 5.8 2.36 3.77 1.86
Ciclo 4o-1a fase 4.36 4.45 0 3.6
Ciclo 4o-2a fase 8.73 0.15 2.91 0
Ciclo 5o-1a fase 2.28 6 0 4.87
Ciclo 5o-2a fase 4 5 1.17 3.41
Tabla 3.24: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 81,5. Peor cola 8,73 autos. Tiempo computacional 1,7
sg.
Para F6 = J6 + c
[
2N∑
i=1
(ρmaxi − r1)2 +
2N∑
i=1
(ρmini − r2)2
]
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-3 11.07 12.08 10.13 13.50 11.33
Semáforos 2-4 11.97 15.53 7.92 5.31 5
Tabla 3.25: Duración de la luz verde en cada ciclo
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.15 3.32 0 2.77
Ciclo 1o-2a fase 3.73 0.15 2.39 0
Ciclo 2o-1a fase 0.25 3.77 0 3.02
Ciclo 2o-2a fase 4.91 0.15 3.11 0
Ciclo 3o-1a fase 2.21 3.19 0 2.53
Ciclo 3o-2a fase 4.58 1.37 1.58 0.55
Ciclo 4o-1a fase 0.54 5.42 0 3.93
Ciclo 4o-2a fase 2.13 4.65 1.06 2.60
Ciclo 5o-1a fase 0.15 8 0 5.43
Ciclo 5o-2a fase 1.65 7.40 1 4.18
Tabla 3.26: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo 58,12. Peor cola 8 autos. Tiempo computacional 1,9 sg.
Como se observa en la tabla 3.27, el modelo dinámico funciona mucho mejor que el
estático ya que, en todos los casos (con las diferentes funciones objetivo) el valor de la
función objetivo y la longitud de la peor cola es menor, y el tiempo computacional es
solamente sensiblemente superior.
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Valor función objetivo Longitud peor cola Tiempo computacional
J1 8.26 autos 7 autos 0.7 sg.
F1 7.88 autos 5 autos 0.9 sg.
J2 3.43 autos 7.69 autos 0.8 sg.
F2 3.29 autos 4 autos 1.2 sg.
J3 6.62 autos 6.62 autos 0.84 sg.
F3 6.27 autos 6.27 autos 1.3 sg.
J4 33.61 sg. 6.1 autos 0.7 sg.
F4 30.88 sg. 7 autos 1.1 sg.
J5 18.22 sg. 9.83 autos 0.8 sg.
F5 13.47 sg. 9 autos 1.4 sg.
J6 81.5 8.73 autos 1.7 sg.
F6 58.12 8 autos 1.9 sg.
Tabla 3.27: Tabla comparativa. Resultados modelos estático y dinámico
Capítulo 4
Modelos para cruce de tres fases
4.1. Modelo estático
En esta sección presentamos un modelo matemático para el problema de control de trá-
fico en una intersección a la que confluyen dos calles, ambas doble vía con las siguientes
características: en la de dirección y sentidos norte-sur y sur-norte se puede circular de
frente, girar a derecha e izquierda, mientras que en la de dirección y sentidos este-oeste
y oeste-este sólo se puede circular de frente y girar a la derecha. En cada esquina del
cruce hay un semáforo. Se quiere determinar los períodos en que deben permanecer
en verde o rojo las luces de los semáforos T1, T2, T3 y T4 para evitar la congestión de
las vías, descrita por el número de vehículos en espera (longitud de la cola) en cada
vía. Para evaluar la congestión de tráfico en las vías se consideran distintos criterios: la
suma de las longitudes medias de las colas de cada vía, el tiempo medio de espera, largo
de la cola más larga o una combinación de ellas. De modo que, el objetivo es calcular
una sucesión temportal switching óptima para semáforos que minimice alguno de los
criterios anteriores. Con este planteamiento, hemos de modelar y resolver un problema
que en cada ciclo tiene tres fases: ver figuras 4.1, 4.2 y 4.3
• En la primera fase el semáforo T1 está verde y T2, T3 y T4 permanecen en rojo,
por tanto los coches del carril L1 rebasan el cruce, continuando de frente o girando
a la derecha o a la izquierda.
• En la segunda fase los semáforos T2 y T4 que han cambiado de rojo a verde,
permiten que los vehículos que circulan por los carriles L2 y L4 rebasen el cruce
siguiendo de frente o girando a la derecha, (T1 y T3 están en rojo).
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T2
T1
T3
T4 L 1
L 2
L 4
L 3
Figura 4.1: 1a fase
T2T3
T4 T1L 1
L 2
L 3
L 4
Figura 4.2: 2a fase
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• En la tercera fase T3 cambia de rojo a verde, por tanto atraviesan el cruce los
vehículos que circulan por el carril L3 pudiendo continuar de frente o girar a la
derecha o a la izquierda, (T1, T2 y T4 están en rojo).
L3
L 2
L4
T 2T 3
T 4 L 1 T1
Figura 4.3: 3a fase
Consideramos dado el número de veces que los semáforos tienen la luz verde y lo
denotamos por N. También se considera pre-establecido δamb que representa el tiempo
de duración de la luz ámbar (en la práctica se considera una constante que fluctúa
entre los 3 y los 4 segundos).
Describimos el problema con las variables de control δk, tiempo de duración de la
luz verde en el k-ésimo cambio de luz (incluyendo el ámbar) y las variables de estado
xk = (xk1, xk2, xk3, xk4)
t, cantidad promedio de vehículos en los carriles L1, L2, L3, L4
en el momento del k-ésimo cambio de luz.
Como simplificaciones del modelo trabajaremos con el comportamiento promedio
por lo que asumimos que la cantidad de autos es continua. Para cada carril Li se definen
las tasas medias de llegada y salida de los vehículos bajo las luces verde y ámbar y se
denotan:
λi: tasa media de llegada de vehículos en el carril Li (dada en vehículos por segundo).
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μi: tasa media de salida en el carril Li cuando el semáforo está en verde.
κi: tasa media de salida en el carril Li cuando el semáforo está en ámbar.
Los vectores bi, i=1,. . . , 9 representan el número de vehículos en cada carril teniendo
en cuenta los movimientos asociados a cada fase:
b1 =

λ1 − μ1
λ2
λ3
λ4
 , b2 =

λ1
λ2 − μ2
λ3
λ4 − μ4
 , b3 =

λ1
λ2
λ3 − μ3
λ4
 , b4 =

(μ1 − κ1)δamb
0
0
0
 ,
b5 =

0
(μ2 − κ2)δamb
0
(μ4 − κ4)δamb
 , b6 =

0
0
(μ3 − κ3)δamb
0
 , b7 =

max((λ1 − κ1)δamb, 0)
0
0
0
 ,
b8 =

0
max((λ2 − κ2)δamb, 0)
0
max((λ4 − κ4)δamb, 0)
 , b9 =

0
0
max((λ3 − κ3)δamb, 0)
0
 .
Entonces:
x3k+1 = max(x3k + b1δ3k+1 + b4, b7) para k = 0, 1, . . . , N − 1,
x3k+2 = max(x3k+1 + b2δ3k+2 + b5, b8) para k = 0, 1, . . . , N − 1,
x3k+3 = max(x3k+2 + b3δ3k+3 + b6, b9) para k = 0, 1, . . . , N − 1,
Las características de la zona de tráfico puede imponer otras regulaciones, tales
como establecer cotas a las duraciones mínimas y máximas para los tiempos verde y
rojo, así:
δmin.verde,i: cota mínima de duración de la luz en semáforo i=1,2,3.
δmax.verde,i: cota máxima de duración de la luz en semáforo i=1,2,3.
El problema de regulación de los semáforos puede representarse a través del siguiente
modelo:
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Minimizar J (4.1)
sujeto a:
δmin.verde,1 ≤ δ3k+1 − δamb ≤ δmax.verde,1 para k = 0, 1, . . . , N − 1, (4.2)
δmin.verde,2 ≤ δ3k+2 − δamb ≤ δmax.verde,2 para k = 0, 1, . . . , N − 1, (4.3)
δmin.verde,3 ≤ δ3k+3 − δamb ≤ δmax.verde,3 para k = 0, 1, . . . , N − 1, (4.4)
x3k+1 = max(x3k + b1δ3k+1 + b4, b7) para k = 0, 1, . . . , N − 1, (4.5)
x3k+2 = max(x3k+1 + b2δ3k+2 + b5, b8) para k = 0, 1, . . . , N − 1, (4.6)
x3k+3 = max(x3k+2 + b3δ3k+3 + b6, b9) para k = 0, 1, . . . , N − 1, (4.7)
Si los carriles difieren en importancia al evaluar el nivel de congestión de los mismos,
se represena el nivel de importancia del carril, fijando diferentes pesos o ponderaciones
wi, i = 1, . . . , 4. La función J a minimizar puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
4∑
j=1
wj
3N∑
i=1
xijδi
3N∑
i=1
δi
(4.8)
• Longitud (ponderada) media de las colas en el carril con mayores colas
J2 = ma´x
j
wj
3N∑
i=1
xijδi
3N∑
i=1
δi
(4.9)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,j
wjxij (4.10)
• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
4∑
j=1
wj
λj
3N∑
i=1
xijδi
3N∑
i=1
δi
(4.11)
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• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
j
wj
λj
3N∑
i=1
xijδi
3N∑
i=1
δi
(4.12)
Se puede analizar una sexta opción que consiste en considerar una combinación de
los criterios anteriores. Esto nos lleva a un modelo multi-objetivo que podemos resolver
tomando una combinación positiva de las distintas funciones objetivo.
J6 =
5∑
i=1
αiJi (4.13)
donde los valores αi corresponden a los pesos que se les dan a los distintos usuarios.
Como consecuencia de lo anteriormente expuesto, conocido δ (vector de los tiempos
de cada luz), la cantidad de autos en cada carril quede determinado mediante las
ecuaciones (4.5)-(4.6)-(4.7). Denotamos por x(δ) la matriz de 3N filas y 4 columnas
donde xij(δ) indica la cantidad de autos en el carril j en el momento del cambio de luz
i.
Definimos:
Δij =

1
si i ≡ j(3) j = 1, 2, 3
o si i ≡ 2(3) j = 4
0 si no
es decir:
Δi1 = 1, cuando i es congruente con 1 módulo 3, en los demás casos Δi1 = 0.
Δi2 = 1, cuando i es congruente con 2 módulo 3, en los demás casos Δi2 = 0.
Δi3 = 1, cuando i es congruente con 3 módulo 3, en los demás casos Δi3 = 0.
Δi4 = 1, cuando i es congruente con 2 módulo 3, en los demás casos Δi4 = 0.
Una forma más compacta de escribir el problema, sin tener que diferenciar entre
las tres fases es la siguiente:
Minimizar J (4.14)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 ≤ δk − δamb ≤
≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3 para k = 1, . . . , 3N
(4.15)
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xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (4.16)
para k = 1, . . . , 3N ; j = 1, 2, 3, 4
Como habíamos mencionado anteriormente, ya introducimos una aproximación ex-
tra al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo de las tasas de llegada y de salida, lo
que hace recomendable obtener una buena aproximación de la solución óptima que sea
calculable en un tiempo corto y fácilmente ajustable a los cambios en los valores de los
parámetros. De hecho, utilizando un razonamiento análogo al empleado en la sección
3.1.3.1, llegamos a que estamos ante un problema de optimización con restricciones
de complementariedad lineal (problema NP-duro), que involucra a 15N variables, 6N
restricciones suaves y 12N no suaves, lo que hace que sea muy costoso aplicar un algo-
ritmo iterativo [19]. Es por eso que para su solución proponemos el algoritmo indicado
en la siguiente sección.
4.1.1. Algoritmo solución
Usaremos el algoritmo heurístico inspirado en la metaheurística de recocido simulado
utilizado en la sección 3.2.4, adaptado al modelo del presente capítulo, como método
de resolución. Al igual que se hizo en el capítulo anterior, se podría combinar el méto-
do heurístico con el método quasi-Newton, pero en el ejemplo descrito en la siguiente
sección, se comprueba que el método heurístico funciona adecuadamente en un tiempo
computacional corto, permitiendo mejorar el flujo de tráfico en las horas punta en la
intersección considerada, si lo comparamos con el flujo existente cuando la regulación
de semáforos es a ciclo fijo, que es la que en la actualidad se usa en dicho cruce.
El algoritmo y el método de resolución propuestos han sido pogramados en MATLAB
y se han implementado en un ordenador con procesador Intel Core i7, 950 que trabaja a
307 GHz. El programa permite variar los parámetros del algoritmo (temperatura inicial
y final, número de repeticiones para una temperatura fija y estrategia de disminución
de la temperatura), a fin de posibilitar el ajuste de sus valores en distintas situaciones
de tráfico (por ejemplo, en cuanto a densidad de tráfico o número de ciclos).
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4.1.2. Aplicación al cruce de la avenida de Finisterre con las
calles Palomar y Paseo de los Puentes
La intersección semaforizada de la avenida de Finisterre con las calles Palomar y Paseo
de los Puentes de la ciudad de A Coruña, (ver figura 4.4) es un ejemplo del tipo de
cruce presentado y modelado en este capítulo, o sea, de cruce regulado por semáforos
con las tres fases descritas en las figuras 4.1, 4.2 y 4.3 en cada ciclo.
Figura 4.4: Imagen del cruce
En la primera fase, el semáforo situado en la calle Palomar se encuentra en color
verde, permitiendo que los coches que circulan por dicha calle puedan rebasar el cruce
y continuar de frente, por el Paseo de los Puentes, o girar a la derecha o a la izquierda
hacia la avenida de Finisterre.
En la segunda fase, los semáforos situados en la avenida de Finisterre cambian de
rojo a verde, permitiendo la circulación por la mencionada avenida, o girar a la derecha
hacia la calle Palomar, o girar a la derecha hacia el Paseo de los Puentes.
En la tercera fase, el semáforo situado en el Paseo de los Puentes cambia de rojo
a verde, permitiendo a los vehículos rebasar el cruce, para continuar de frente hacia la
calle Palomar, o girar a la derecha o a la izquierda hacia la avenida de Finisterre.
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En las proximidades del cruce mencionado se encuentra un centro escolar. A las ho-
ras de entrada y salida del colegio, existe un problema importante de embotellamiento,
provocado fundamentalmente por el número elevado de vehículos que acceden la zona
para poder llevar o recoger a los alumnos.
Los semáforos están regulados mediante un ciclo fijo en todos los momentos del
día. La duración del tiempo ámbar es de 3 sg. y la duración del verde es (incluido el
ámbar) de 30 sg. para los semáforos de la calle Palomar y avenida de Finisterre y de
20 sg. para el del Paseo de los Puentes. Esta regulación, aunque se aproxima bastante
a la óptima durante la mayor parte del día, resulta bastante mala en las horas punta
de horario escolar, durante las cuales se pueden producir colas de hasta 20-22 coches.
A continuación, se analiza la validez del modelo propuesto para representar la situa-
ción del cruce mencionado. Se observa, a partir de datos reales de entrada y salida de
vehículos en el cruce, que el número de vehículos que esperan en los semáforos según el
modelo, es aproximadamente el mismo que los que en la realidad constituyen las colas
en las horas punta de horario escolar. Luego, usando esos mismos datos y el método
heurístico propuesto para la resolución del problema, se obtiene una regulación variable
de los tiempos verde de los semáforos para llegar a optimizar las diferentes funciones
objetivo, con lo cual la longitud de las colas se reduce considerablemente, lo que per-
mite una circulación más fluida, una reducción del gasto de combustible, disminución
de la contaminación ambiental y de los accidentes.
4.1.3. Resultados computacionales
Se consideran en este ejemplo diez ciclos (N=10). Por mediciones directas en observa-
ciones de varios días durante el horario pico, se estimaron las tasas de llegada y salida
en los carriles.
λ1=0.16, λ2=0.1, λ3=0.12, λ4=0.11 (vehículos por segundo)
μ1=0.43, μ2=0.43, μ3=0.45, μ4=0.51 (vehículos por segundo)
κ1 = κ2 = κ3 = κ4=0.1 (vehículos por segundo). δamb = 3sg.
δmin.verde,1 = δmin.verde,2 = δmin.verde,3 = 10sg.
δmax.verde,1 = δmax.verde,2 = 50sg., δmax.verde,3 = 30sg.
Pesos w=[1 1 1 1]. En ciclo fijo, el tiempo verde (incluído el ámbar) para los semá-
foros T1, T2 y T4 es de 30 sg. y para el T3 de 20 sg.
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.18 3 3.6 3.3
Ciclo 1o-2a fase 4.98 0 7.2 0
Ciclo 1o-3a fase 8.18 2 1.65 2.2
Ciclo 2o-1a fase 1.07 5 5.25 5.5
Ciclo 2o-2a fase 5.87 0 8.85 0
Ciclo 2o-3a fase 9.07 2 3.3 2.2
Ciclo 3o-1a fase 1.96 5 6.9 5.5
Ciclo 3o-2a fase 6.76 0 10.5 0
Ciclo 3o-3a fase 9.96 2 4.95 2.2
Ciclo 4o-1a fase 2.85 5 8.55 5.5
Ciclo 4o-2a fase 7.65 0 12.15 0
Ciclo 4o-3a fase 10.85 2 6.6 2.2
Ciclo 5o-1a fase 3.74 5 10.2 5.5
Ciclo 5o-2a fase 8.54 0 13.8 0
Ciclo 5o-3a fase 11.74 2 8.25 2.2
Ciclo 6o-1a fase 4.63 5 11.85 5.5
Ciclo 6o-2a fase 9.43 0 15.45 0
Ciclo 6o-3a fase 12.63 2 9.9 2.2
Ciclo 7o-1a fase 5.52 5 13.5 5.5
Ciclo 7o-2a fase 10.32 0 17.1 0
Ciclo 7o-3a fase 13.52 2 11.55 2.2
Ciclo 8o-1a fase 6.41 5 15.15 5.5
Ciclo 8o-2a fase 11.21 0 18.75 0
Ciclo 8o-3a fase 14.41 2 13.2 2.2
Ciclo 9o-1a fase 7.3 5 16.8 5.5
Ciclo 9o-2a fase 12.1 0 20.4 0
Ciclo 9o-3a fase 15.3 2 14.85 2.2
Ciclo 10o-1a fase 8.19 5 18.45 5.5
Ciclo 10o-2a fase 12.99 0 22.05 0
Ciclo 10o-3a fase 16.19 2 16.5 2.2
Tabla 4.1: Promedio de autos en el momento del cambio de luz en ciclo fijo
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Se ve que la longitud de la peor cola es de 22 vehículos, que se alcanza en el
Paseo de los Puentes. Sobre la calle Palomar la peor cola es de 16 coches. Sin embargo
en la avenida de Finisterre hay colas muy cortas, incluso en la fase dos (luz verde
para los semáforos de dicha avenida) existen momentos en que no rebasa el cruce
ningún vehículo. Estos resultados son un buen reflejo de la situación real. Los 10 ciclos
estudiados suponen un tiempo aproximado de 13 minutos, después de este intervalo
de tiempo, la situación empieza a mejorar ya que el número de coches que llegan por
la calle Palomar y Paseo de los Puentes disminuye, al pasar la hora punta del horario
escolar.
Partiendo de la misma situación inicial, y de los datos anteriormente señalados, se
aplicó el algoritmo propuesto con los siguientes parámetros:
Solución inicial: δ0 = [30 30 20 30 30 20 30 30 20 30 30 20 30 30 20 30 30 20 30 30
20 30 30 20 30 30 20 30 30 20]
Temperatura inicial t0 = 100000
Función de reducción de temperatura TM = 0.5 TM−1
Número de iteraciones con igual temperatura Q=200
Criterio de parada T<0.000000001
Los tiempos de luz verde obtenidos son dados por el vector:
δ = [15 14 15 20 13 17 25 15 18 25 15 18 25 16 17 22 13 17 23 18 15 25 10 14 16 12
15 17 10 14]
La siguiente tabla muestra el estado del sistema en las diferentes fases y ciclos
asociadas a estos tiempos de luz verde.
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0.18 1.5 1.8 1.65
Ciclo 1o-2a fase 2.42 0 3.48 0
Ciclo 1o-3a fase 4.82 1.5 0 1.68
Ciclo 2o-1a fase 0.41 3.5 2.46 3.88
Ciclo 2o-2a fase 2.49 0.2 4.02 0
Ciclo 2o-3a fase 5.21 1.9 0 1.9
Ciclo 3o-1a fase 0.18 4.4 3.06 4.65
Ciclo 3o-2a fase 2.58 0.44 4.86 0
Ciclo 3o-3a fase 5.46 2.24 0 2.01
Ciclo 4o-1a fase 0.18 4.74 3.06 4.76
Ciclo 4o-2a fase 2.58 0.78 4.86 0
Ciclo 4o-3a fase 5.46 2.58 0 2.01
Ciclo 5o-1a fase 0.18 5.08 3.06 4.76
Ciclo 5o-2a fase 2.74 0.79 4.98 0
Ciclo 5o-3a fase 5.46 2.49 0.42 1.9
Ciclo 6o-1a fase 0.51 4.69 3.06 4.32
Ciclo 6o-2a fase 2.59 1.39 4.62 0.35
Ciclo 6o-3a fase 5.31 3.09 0 2.22
Ciclo 7o-1a fase 0.18 5.39 2.82 4.75
Ciclo 7o-2a fase 3.06 0.44 4.98 0
Ciclo 7o-3a fase 5.46 1.94 1.08 1.68
Ciclo 8o-1a fase 0.18 4.44 4.08 4.43
Ciclo 8o-2a fase 1.78 2.13 5.28 1.66
Ciclo 8o-3a fase 4.02 3.53 1.71 3.2
Ciclo 9o-1a fase 0.69 5.13 3,63 4.96
Ciclo 9o-2a fase 2.61 2.16 5.07 1.39
Ciclo 9o-3a fase 5.01 3.66 1.17 3.04
Ciclo 10o-1a fase 1.41 5.36 3.21 4.91
Ciclo 10o-2a fase 3.01 3.05 4.41 2.14
Ciclo 10o-3a fase 5.25 4.45 0.85 3.68
Tabla 4.2: Promedio de autos en el momento del cambio de luz con heurística
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Puede apreciarse que la peor cola es de 5.46 vehículos que se alcanza en la calle
Palomar, en el Paseo de los Puentes es de 5.28 y en la avenida de Finisterre es apro-
ximadamente de 5 vehículos. Por tanto los resultados son muchísimo mejores que los
que se presentan en la realidad con el ciclo de semáforo de tiempo fijo. Ello es debido
a que se evita que en la avenida de Finisterre existan momentos de luz verde sin que
rebase el cruce ningún vehículo. Además el tiempo verde para la fase 1 está en torno
a los 23-25 sg, (30 en ciclo fijo), en la fase 2 está en torno a los 15-16 sg. (30 en ciclo
fijo) y en la fase 3 está en torno a 15-17 sg. (20 en ciclo fijo). Por tanto, como cabía
esperar, el error mayor está en el tiempo que en ciclo fijo se le concede a la fase 2.
El tiempo computacional para la heurística es en torno a los 3,3 sg., tiempo que
se puede considerar adecuado para que on-line se puedan ajustar de modo óptimo los
ciclos de los semáforos que rigen el cruce mencionado, al menos en las horas punta.
Con los diagramas de barras 4.5, 4.6, 4.7 y 4.8 se pueden observar comparativa-
mente, el número de vehículos en espera cuando el ciclo de los semáforos es fijo (color
azul), con las colas que se obtienen después de aplicar el método heurístico (color ro-
sa), durante cinco ciclos (fases 1-15) en cada uno de los cuatro carriles (Carril 1: calle
Palomar, carriles 2 y 4: avenida de Finisterre, carril 3: Paseo de los Puentes).
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Figura 4.5: Resultados: Color azul-ciclo fijo, color rosa-heurística
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Figura 4.6: Promedio de vehículos en el momento del cambio de luz
Carril tres
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Figura 4.7: Promedio de vehículos en el momento del cambio de luz
Carril cuatro
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Figura 4.8: Promedio de vehículos en el momento del cambio de luz
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4.2. Modelo dinámico
Si se considera la posibilidad de que en los semáforos haya sensores que permitan cono-
cer la cantidad de autos en cada carril y, por ende, se pueda decidir si dado el tráfico,
se mantiene el estado actual, por cuanto tiempo, o si debe cambiar la luz, podríamos
diseñar, para un cruce regulado por semáforos con tres fases en cada ciclo, un modelo
dinámico análogo al expuesto en la sección 3.2.3.
Con este modelo dinámico, usando como algoritmo solución el método heurístico
combinado con el quasi-Newton, se obtendrían indudablemente resultados mejores que
con el modelo estático, al que se le aplicó el método heurístico simplemente. Pero nos
encontramos ante un problema de tipo económico (no matemático) consistente en el
incremento de coste que supone la colocación de sensores en los semáforos que regulan
la intersección vial.
Nos preguntamos ¿para el cruce de la avenida de Finisterre con las calles Palomar
y Paseo de los Puentes, resultaría estrictamente necesario y rentable (en cuanto ahorro
en el consumo de combustible, tiempos de espera, contaminación medioambiental) la
colocación de sensores? o, por el contrario, a la vista de los buenos resultados obteni-
dos con el método heurístico como método de resolución aplicado al modelo estático,
¿resultaría suficiente la estimación o simulación de los datos de entrada y salida de
vehículos en las horas pico, para obtener una regulación próxima a la óptima de los
ciclos de los semáforos en las horas punta?. Pensamos que la respuesta a la segunda
pregunta es afirmativa, de ahí que, hayamos optado en este capítulo y para este ejemplo
concreto por la implementación exclusivamente del modelo estático.

Capítulo 5
Modelos para cruce de cuatro fases
5.1. Modelo estático para cuatro fases con cuatro se-
máforos
En esta sección presentamos un modelo matemático para el problema de control de
tráfico en un cruce. Se tiene una intersección a la que confluyen dos calles, ambas
doble vía en las que se puede circular de frente, girar a derecha e izquierda. En cada
esquina del cruce hay un semáforo. Se quiere determinar los períodos en que deben
permanecer en verde o rojo las luces de los semáforos T1, T2, T3 y T4 para evitar la
congestión de las vías, descrita por el número de vehículos en espera (longitud de la
cola) en cada vía. Para ello se consideran distintos criterios: la suma de las longitudes
medias de las colas de cada vía, longitud de la cola más larga, tiempo medio de espera
o una combinación de ellas. De modo que, el objetivo es calcular una sucesión temporal
switching óptima para semáforos que minimice alguno de los criterios anteriores. Con
este planteamiento, hemos de modelar y resolver un problema que en cada ciclo tiene
cuatro fases: ver figuras 5.1, 5.2, 5.3 y 5.4.
• En la primera fase el semáforo T1 está verde y T2, T3 y T4 permanecen en rojo,
por tanto los coches del carril L1 rebasan el cruce, continuando de frente o girando
a la derecha o a la izquierda.
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Figura 5.1: 1a fase
• En la segunda fase el semáforo T2 que ha cambiado de rojo a verde, permite
que los vehículos que circulan por el carril L2 rebasen el cruce siguiendo de frente
o girando a la derecha o izquierda (T1, T3 y T4 están en rojo).
• En la tercera fase el semáforo T3 que ha cambiado de rojo a verde, permite que
los vehículos que circulan por el carril L3 rebasen el cruce siguiendo de frente o
girando a la derecha o izquierda (T1, T2 y T4 están en rojo).
• En la cuarta fase el semáforo T4 que ha cambiado de rojo a verde, permite que
los vehículos qu circulan por el carril L4 rebasen el cruce siguiendo de frente o
girando a la derecha o izquierda (T1, T2 y T3 están en rojo).
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Figura 5.2: 2a fase
Figura 5.3: 3a fase
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Figura 5.4: 4a fase
Consideramos dado el número de veces que los semáforos tienen la luz verde y lo
denotamos por N. También se considera pre-establecido δamb que representa el tiempo
de duración de la luz ámbar (en la práctica se considera una constante que fluctúa
entre los 3 y los 4 segundos).
Describimos el problema con las variables de control δk, tiempo de duración de la
luz verde en el k-ésimo cambio de luz (incluyendo el ámbar) y las variables de estado
xk = (xk1, xk2, xk3, xk4)
t, cantidad promedio de vehículos en los carriles L1, L2, L3, L4
en el momento del k-ésimo cambio de luz.
Como simplificaciones del modelo trabajaremos con el comportamiento promedio
por lo que asumimos que la cantidad de autos es continua. Para cada carril Li se defi-
nen las tasas medias de llegada y salida de los vehículos bajo las luces verde y ámbar
y se denotan:
λi:tasa media de llegada de vehículos en el carril Li(dada en vehículos por segundo).
μi: tasa media de salida en el carril Li cuando el semáforo está en verde.
κi: tasa media de salida en el carril Li cuando el semáforo está en ámbar.
Los vectores bi, i=1,. . . , 12 representan el número de vehículos en cada carril te-
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niendo en cuenta los movimientos asociados a cada fase:
b1 =

λ1 − μ1
λ2
λ3
λ4
 , b2 =

λ1
λ2 − μ2
λ3
λ4
 , b3 =

λ1
λ2
λ3 − μ3
λ4
 , b4 =

λ1
λ2
λ3
λ4 − μ4
 ,
b5 =

(μ1 − κ1)δamb
0
0
0
 , b6 =

0
(μ2 − κ2)δamb
0
0
 , b7 =

0
0
(μ3 − κ3)δamb
0
 ,
b8 =

0
0
0
(μ4 − κ4)δamb
 , b9 =

max((λ1 − κ1)δamb, 0)
0
0
0
 , b10 =

0
max((λ2 − κ2)δamb, 0)
0
0
 ,
b11 =

0
0
max((λ3 − κ3)δamb, 0)
0
 , b12 =

0
0
0
max((λ4 − κ4)δamb, 0)
 ,
Entonces:
x4k+1 = max(x4k + b1δ4k+1 + b5, b9) para k = 0, 1, . . . , N − 1,
x4k+2 = max(x4k+1 + b2δ4k+2 + b6, b10) para k = 0, 1, . . . , N − 1,
x4k+3 = max(x4k+2 + b3δ4k+3 + b7, b11) para k = 0, 1, . . . , N − 1,
x4k+4 = max(x4k+3 + b4δ4k+4 + b8, b12) para k = 0, 1, . . . , N − 1,
Las características de la zona de tráfico puede imponer otras regulaciones, tales
como establecer cotas a las duraciones mínimas y máximas para los tiempos verde y
rojo, así:
δmin.verde,i: cota mínima de duración de la luz en semáforo i=1,2,3,4.
δmax.verde,i: cota máxima de duración de la luz en semáforo i=1,2,3,4.
El problema de regulación de los semáforos puede representarse a través del siguiente
modelo:
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Minimizar J (5.1)
sujeto a:
δmin.verde,1 ≤ δ4k+1 − δamb ≤ δmax.verde,1 para k = 0, 1, . . . , N − 1, (5.2)
δmin.verde,2 ≤ δ4k+2 − δamb ≤ δmax.verde,2 para k = 0, 1, . . . , N − 1, (5.3)
δmin.verde,3 ≤ δ4k+3 − δamb ≤ δmax.verde,3 para k = 0, 1, . . . , N − 1, (5.4)
δmin.verde,4 ≤ δ4k+4 − δamb ≤ δmax.verde,4 para k = 0, 1, . . . , N − 1, (5.5)
x4k+1 = max(x4k + b1δ4k+1 + b5, b9) para k = 0, 1, . . . , N − 1, (5.6)
x4k+2 = max(x4k+1 + b2δ4k+2 + b6, b10) para k = 0, 1, . . . , N − 1, (5.7)
x4k+3 = max(x4k+2 + b3δ4k+3 + b7, b11) para k = 0, 1, . . . , N − 1, (5.8)
x4k+4 = max(x4k+3 + b4δ4k+4 + b8, b12) para k = 0, 1, . . . , N − 1, (5.9)
Si los carriles difieren en importancia al evaluar el nivel de congestión de los mismos,
se represena el nivel de importancia del carril, fijando diferentes pesos o ponderaciones
wi, i = 1, . . . , 4. La función J a minimizar puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
4∑
j=1
wj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.10)
• Longitud (ponderada) media de las colas en el carril con mayores colas
J2 = ma´x
j
wj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.11)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,j
wjxij (5.12)
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• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
4∑
j=1
wj
λj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.13)
• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
j
wj
λj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.14)
Se puede analizar una sexta opción que consiste en considerar una combinación de
los criterios anteriores. Esto nos lleva a un modelo multi-objetivo que podemos resolver
tomando una combinación positiva de las distintas funciones objetivo.
J6 =
5∑
i=1
αiJi (5.15)
donde los valores αi corresponden a los pesos que se les dan a los distintos usuarios.
Como consecuencia de lo anteriormente expuesto, conocido δ (vector de los tiempos
de cada luz), la cantidad de autos en cada carril quede determinado mediante las ecua-
ciones (5.6)-(5.7)-(5.8)-(5.9). Denotamos por x(δ) la matriz de 4N filas y 4 columnas
donde xij(δ) indica la cantidad de autos en el carril j en el momento del cambio de luz
i.
Definimos:
Δij =
{
1 si i ≡ j(4)
0 si no
Una forma más compacta de escribir el problema, sin tener que diferenciar entre
las cuatro fases es la siguiente:
Minimizar J (5.16)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 + Δk4δmin.verde,4 ≤ δk − δamb ≤
≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3 + Δk4δmax.verde,4
(5.17)
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para k = 1, . . . , 4N
xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (5.18)
para k = 1, . . . , 4N ; j = 1, 2, 3, 4
Como habíamos mencionado anteriormente, ya introducimos una aproximación ex-
tra al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo de las tasas de llegada y de salida, lo
que hace recomendable obtener una buena aproximación de la solución óptima que sea
calculable en un tiempo corto y fácilmente ajustable a los cambios en los valores de los
parámetros. De hecho, utilizando un razonamiento análogo al empleado en la sección
3.1.3.1, llegamos a que estamos ante un problema de optimización con restricciones
de complementariedad lineal (problema NP-duro), que involucra a 20N variables, 8N
restricciones suaves y 16N no suaves, lo que hace que sea muy costoso aplicar un algo-
ritmo iterativo [19]. Es por eso que para su solución proponemos el algoritmo indicado
en la siguiente sección.
5.1.1. Algoritmo solución
Usaremos el algoritmo heurístico inspirado en la metaheurística de recocido simula-
do utilizado en la sección 3.2.4, adaptado al modelo de la sección 5.1, como método
de resolución. Al igual que se hizo en el capítulo tres, se podría combinar el método
heurístico con el método quasi-Newton, pero en el ejemplo descrito en la siguiente sec-
ción, se comprueba que el método heurístico funciona adecuadamente en un tiempo
computacional corto, permitiendo mejorar el flujo de tráfico en las horas punta en la
intersección considerada, si lo comparamos con el flujo existente cuando la regulación
de semáforos es a ciclo fijo, que es la que en la actualidad se usa en dicho cruce.
El algoritmo y el método de resolución propuestos han sido pogramados en MATLAB
y se han implementado en un ordenador con procesador Intel Core i7, 950 que trabaja a
307 GHz. El programa permite variar los parámetros del algoritmo (temperatura inicial
y final, número de repeticiones para una temperatura fija y estrategia de disminución
de la temperatura), a fin de posibilitar el ajuste de sus valores en distintas situaciones
de tráfico (por ejemplo, en cuanto a densidad de tráfico o número de ciclos).
5.1. Modelo estático para cuatro fases con cuatro semáforos 109
5.1.2. Aplicación al cruce de la avenida de Finisterre con la
Ronda de Nelle
La intersección semaforizada de la avenida de Finisterre con la Ronda de Nelle en la
ciudad de A Coruña, es un ejemplo del tipo de cruce presentado y modelado en la
sección 5.1, o sea, de cruce regulado por semáforos con las cuatro fases descritas en las
figuras 5.1, 5.2, 5.3 y 5.4 en cada ciclo.
En la primera fase, el semáforo situado en la Ronda de Nelle (T1) se encuentra en
color verde, permitiendo que los coches que circulan por dicha calle puedan rebasar el
cruce y continuar de frente, por la Ronda de Nelle en sentido hacia el estadio de Riazor,
o girar a la derecha o a la izquierda hacia la avenida de Finisterre.
En la segunda fase, el semáforo situado en la Ronda de Nelle en sentido hacia
los Cuatro Caminos (T2) cambia de rojo a verde, permitiendo la circulación en dicho
sentido, o girar a la derecha o a la izquierda hacia la avenida de Finisterre.
En la tercera fase, el semáforo situado en la avenida de Finisterre (T3) cambia de
rojo a verde, permitiendo a los vehículos rebasar el cruce, para continuar de frente
por dicha avenida en sentido hacia el centro de la ciudad, o girar a la derecha o a la
izquierda hacia la Ronda de Nelle.
En la cuarta fase, el semáforo situado en la avenida de Finisterre (T4) cambia de
rojo a verde, permitiendo que los vehículos rebasen el cruce, para continuar de frente
por dicha avenida en sentido hacia la salida de la ciudad, o girar a la derecha o a la
izquierda hacia la Ronda de Nelle.
En el cruce mencionado hemos de tener en cuenta las siguientes consideraciones,
algunas de las cuales pueden apreciarse en la figura 5.5
• Existe un paso elevado que permite la circulación en ambos sentidos por la Ronda
de Nelle, de ahí que en las fases 1 y 2 sean pocos los vehículos que continúan de
frente una vez que han rebasado el cruce.
• En el semáforo T1 existe un anexo en donde, en cierto momento, se ilumina en
ámbar una flecha que permite girar a la derecha, mientras que la luz de T1 está en
rojo. Esta situación dura el tiempo que permanece en verde la luz del semáforo
T4 y finaliza en el momento en que se pone en verde la luz de T1. En este trabajo,
esta situación no la hemos contemplado, pues sólo tiene efecto en el tráfico si
el coche que ocupa el primer lugar en la cola del carril L1 gira a la derecha, y
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Figura 5.5: Imagen del cruce
los siguientes también, ya que como la vía es muy estrecha, es prácticamente
imposible que dos vehículos se sitúen a la par.
• En el semáforo T2 también existe un anexo en donde, en cierto momento, se
ilumina en ámbar una flecha que permite girar a la derecha, mientras que la luz
de T2 está en rojo. Esta situación dura el tiempo que permanece en verde la luz
del semáforo T3 finalizando en el momento en que se pone en verde la luz de T4.
En este trabajo, esta situación no la hemos contemplado, pues sólo tiene efecto
en el tráfico si el coche que ocupa el primer lugar (y los siguientes) en la cola del
carril L2 gira a la derecha, ya que como la vía es muy estrecha es imposible que
dos vehículos se sitúen a la par.
• Teniendo en cuenta las consideraciones anteriores, es fácilmente comprensible que
el tiempo que los responsables de tráfico han asignado para la luz verde de los
semáforos T1 y T2 sea bajo, concretamente 14 sg. y 12 sg. respectivamente.
• En la avenida de Finisterre en sentido hacia la salida de la ciudad, antes de rebasar
el cruce, el carril L4 se convierte en doble carril, siendo uno para los coches que
giran a la derecha hacia la Ronda de Nelle, y otro para los que continúan de
frente o giran a la izquierda, de ahí que cuando la luz del semáforo T4 está verde
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(22 sg. en ciclo fijo) puedan rebasar el cruce un número elevado de vehículos (en
torno a los 14) a pesar de que la calzada esté en rampa.
• El tiempo que los responsables del tráfico han asignado a la luz verde del semáforo
T3 en ciclo fijo es de 30 sg.
• La duración de un ciclo completo (en ciclo fijo) es de 78 sg. que se encuentra en
el rango entre 35 sg. y 120 sg. que según [66] son los tiempos que en la práctica
mejor se acomodan a la mentalidad del usuario de la vía pública.
A continuación, se analiza la validez del modelo propuesto para representar la situa-
ción del cruce mencionado. Se observa, a partir de datos reales de entrada y salida de
vehículos en el cruce, que el número de vehículos que esperan en los semáforos según el
modelo, es aproximadamente el mismo que los que en la realidad constituyen las colas
en las horas punta. Luego, usando esos mismos datos y el método heurístico propuesto
para la resolución del problema, se obtiene una regulación variable de los tiempos verde
de los semáforos para llegar a optimizar las diferentes funciones objetivo, con lo cual
se obtiene una reducción en la longitud de las colas, lo que permite una circulación
más fluida, una reducción del gasto de combustible, disminución de la contaminación
ambiental y de los accidentes.
5.1.3. Resultados computacionales
Se consideran en este ejemplo cinco ciclos (N=5). Por mediciones directas en observa-
ciones de varios días durante el horario pico, se estimaron las tasas de llegada y salida
en los carriles.
λ1=0.09, λ2=0.08, λ3=0.19, λ4=0.21 (vehículos por segundo)
μ1=0.57, μ2=0.6, μ3=0.52, μ4=0.83 (vehículos por segundo)
κ1 = κ2 = κ3 = κ4=0.1 (vehículos por segundo). δamb = 3 sg.
δmin.verde,1 = δmin.verde,2 = δmin.verde,3 = δmin.verde,4 = 8 sg.
δmax.verde,1 = 20 sg., δmax.verde,2 = 16 sg., δmax.verde,3 = 52 sg., δmax.verde,4 = 36 sg.
Pesos w=[1 1 1 1]. En ciclo fijo, el tiempo verde (incluído el ámbar) para los semá-
foros es: para T1: 14 sg., para T2: 12 sg., para T3: 30 sg. y para T4: 22 sg.
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Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0 1.12 2.66 2.94
Ciclo 1o-2a fase 1.08 0 4.94 5.46
Ciclo 1o-3a fase 3.78 2.4 0.27 11.76
Ciclo 1o-4a fase 5.76 4.16 4.45 0.33
Ciclo 2o-1a fase 0.45 5.28 7.11 3.27
Ciclo 2o-2a fase 1.53 0.54 9.39 5.79
Ciclo 2o-3a fase 4.23 2.94 0.75 12.09
Ciclo 2o-4a fase 6.21 4.7 4.93 0.545
Ciclo 3o-1a fase 0.9 5.82 7.59 3.485
Ciclo 3o-2a fase 1.98 1.08 9.87 6
Ciclo 3o-3a fase 4.68 3.48 1.23 12.3
Ciclo 3o-4a fase 6.66 5.24 5.41 0.76
Ciclo 4o-1a fase 1.35 6.36 8 3.7
Ciclo 4o-2a fase 2.43 1.62 10.35 6.22
Ciclo 4o-3a fase 5.13 4 1.71 12.52
Ciclo 4o-4a fase 7.11 5.78 5.89 0.97
Ciclo 5o-1a fase 1.8 6.9 8.55 3.91
Ciclo 5o-2a fase 2.88 2.16 10.83 6.43
Ciclo 5o-3a fase 5.58 4.56 2.19 12.73
Ciclo 5o-4a fase 7.56 6.32 6.37 1.19
Tabla 5.1: Promedio de autos en el momento del cambio de luz en ciclo fijo
Se ve que la longitud de la peor cola es de 12,73 vehículos, que se alcanza en la
avenida de Finisterre en sentido hacia la salida de la ciudad. A pesar de este dato,
se observa que la regulación a ciclo fijo determinada por los responsables de tráfico
es bastante buena ya que, prácticamente rebasan el cruce todos los vehículos que se
encuentran en la cola, cuando se enciende la luz verde del semáforo correspondiente
(como máximo quedan dos vehículos en espera).
Partiendo de la misma situación inicial, y de los datos anteriormente señalados, se
aplicó el algoritmo propuesto con los siguientes parámetros:
Solución inicial: δ0 = [14 12 30 22 14 12 30 22 14 12 30 22 14 12 30 22 14 12 30 22]
Temperatura inicial t0 = 100000000
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Función de reducción de temperatura TM = 0.5TM−1
Número de iteraciones con igual temperatura Q = 100
Criterio de parada T<0.000000001
Los tiempos de luz verde obtenidos son dados por el vector:
δ = [19 8 16 18 8 8 24 17 13 8 21 21 8 8 27 17 14 8 18 26]
La siguiente tabla muestra el estado del sistema en las diferentes fases y ciclos
asociadas a estos tiempos de luz verde.
Carril 1 Carril 2 Carril 3 Carril 4
Ciclo 1o-1a fase 0 1.52 3.61 3.99
Ciclo 1o-2a fase 0.72 0 5.13 5.67
Ciclo 1o-3a fase 2.16 1.28 1.11 9.03
Ciclo 1o-4a fase 3.78 2.72 4.53 0.33
Ciclo 2o-1a fase 1.83 3.28 5.86 1.8
Ciclo 2o-2a fase 2.55 0.62 7.38 3.48
Ciclo 2o-3a fase 4.71 2.54 0.72 8.52
Ciclo 2o-4a fase 6.24 3.9 3.95 0.33
Ciclo 3o-1a fase 1.41 4.94 6.42 3.06
Ciclo 3o-2a fase 2.13 2.28 7.94 4.74
Ciclo 3o-3a fase 4 3.96 2.27 9.15
Ciclo 3o-4a fase 5.91 5.64 6.26 0.33
Ciclo 4o-1a fase 4.44 6.12 7.4 1.59
Ciclo 4o-2a fase 5.16 3.46 8.92 3.27
Ciclo 4o-3a fase 7.59 5.62 1.27 8.94
Ciclo 4o-4a fase 9.12 6.98 4.5 0.52
Ciclo 5o-1a fase 3.81 8.1 7.16 3.46
Ciclo 5o-2a fase 4.53 5.44 8.68 5.14
Ciclo 5o-3a fase 6.15 6.88 4 8.92
Ciclo 5o-4a fase 8.49 8.96 8.94 0.33
Tabla 5.2: Promedio de autos en el momento del cambio de luz con heurística
Se ve que la peor cola es de 9,15 vehículos que se alcanza en la avenida de Finisterre
en sentido hacia la salida de la ciudad, mientras que en ciclo fijo en esa misma dirección
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y sentido era de 12,73. Se aprecia, por tanto, la mejora obtenida con la heurística, a
pesar de que se observa que pueden quedar incluso 5 vehículos sin rebasar el cruce
durante la etapa de luz verde.
El tiempo computacional es de 1,8 sg. tiempo que se puede considerar adecuado
para que on-line se puedan ajustar de modo óptimo los ciclos de los semáforos que
rigen el cruce mencionado.
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5.2. Modelos estático y dinámico para cuatro fases
con ocho semáforos
5.2.1. Modelo estático
En esta sección presentamos un modelo matemático para el problema de control de
tráfico en un cruce. Se tiene una intersección a la que confluyen dos calles, ambas doble
vía (con dos carriles en cada sentido de circulación), en las que se puede circular de
frente, girar a derecha e izquierda. En cada carril antes de rebasar el cruce hay un
semáforo, por tanto es un cruce con ocho semáforos. Los semáforos T1, T3, T5 y T7
permiten seguir de frente o girar a la derecha, y los semáforos T2, T4, T6 y T8 sólo
permiten girar a la izquierda. Se quiere hallar los períodos en que deben permanecer en
verde o rojo las luces de los semáforos Ti, i = 1, . . . , 8 para evitar la congestión de las
vías, descrita por el número de vehículos en espera (longitud de la cola) en cada vía.
Para ello se consideran distintos criterios: la suma de las longitudes medias de las colas
de cada vía, longitud de la cola más larga, tiempo medio de espera o una combinación
de ellas. Con este planteamiento hemos de modelar y resolver un problema que en cada
ciclo tiene cuatro fases: ver figuras 5.6, 5.7, 5.8 y 5.9.
• En la primera fase los semáforos T1 y T5 están en verde (los demás semáforos
están en rojo), por tanto los vehículos que circulan por los carriles L1 y L5 rebasan
el cruce, continuando de frente o girando a la derecha.
• En la segunda fase los semáforos T2 y T6 que han cambiado de rojo a verde,
permiten que los vehículos que circulan por los carriles L2 y L6 rebasen el cruce
para girar hacia la izquierda, (los demás semáforos están en rojo).
• En la tercera fase los semáforos T3 y T7 que han cambiado de rojo a verde
permiten que los vehículos que circulan por los carriles L3 y L7 rebasen el cruce,
continuando de frente o girando a la derecha, (los demás semáforos están en rojo).
• En la cuarta fase los semáforos T4 y T8 que han cambiado de rojo a verde
permiten que los vehículos que circulan por los carriles L4 y L8 rebasen el cruce,
para girar hacia la izquierda, (los demás semáforos están en rojo).
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Figura 5.6: 1a fase
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Figura 5.7: 2a fase
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Figura 5.8: 3a fase
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Figura 5.9: 4a fase
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Consideramos dado el número de veces que los semáforos tienen la luz verde y lo
denotamos por N. También se considera pre-establecido δamb que representa el tiempo
de duración de la luz ámbar (en la práctica se considera una constante que fluctúa
entre los 3 y los 4 segundos).
Describimos el problema con las variables de control δk, tiempo de duración de la
luz verde en el k-ésimo cambio de luz (incluyendo el ámbar) y las variables de estado
xk = (xk1, xk2, xk3, xk4, xk5, xk6, xk7, xk8)
t, cantidad promedio de vehículos en los carriles
Li, i = 1, . . . , 8 en el momento del k-ésimo cambio de luz.
Como simplificaciones del modelo trabajaremos con el comportamiento promedio
por lo que asumimos que la cantidad de autos es continua. Para cada carril Li se definen
las tasas medias de llegada y salida de los vehículos bajo las luces verde y ámbar y se
denotan:
λi: tasa media de llegada de vehículos en el carril Li (dada en vehículos por segundo).
μi: tasa media de salida en el carril Li cuando el semáforo está en verde.
κi: tasa media de salida en el carril Li cuando el semáforo está en ámbar.
Los vectores bi, i=1,. . . , 12 representan el número de vehículos en cada carril te-
niendo en cuenta los movimientos asociados a cada fase.
b1 =

λ1 − μ1
λ2
λ3
λ4
λ5 − μ5
λ6
λ7
λ8

, b2 =

λ1
λ2 − μ2
λ3
λ4
λ5
λ6 − μ6
λ7
λ8

, b3 =

λ1
λ2
λ3 − μ3
λ4
λ5
λ6
λ7 − μ7
λ8

, b4 =

λ1
λ2
λ3
λ4 − μ4
λ5
λ6
λ7
λ8 − μ8

,
b5 =

(μ1 − κ1)δamb
0
0
0
(μ5 − κ5)δamb
0
0
0

, b6 =

0
(μ2 − κ2)δamb
0
0
0
(μ6 − κ6)δamb
0
0

, b7 =

0
0
(μ3 − κ3)δamb
0
0
0
(μ7 − κ7)δamb
0

,
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b8 =

0
0
0
(μ4 − κ4)δamb
0
0
0
(μ8 − κ8)δamb

, b9 =

max((λ1 − κ1)δamb, 0)
0
0
0
max((λ5 − κ5)δamb, 0)
0
0
0

, b10 =

0
max((λ2 − κ2)δamb, 0)
0
0
0
max((λ6 − κ6)δamb, 0)
0
0

,
b11 =

0
0
max((λ3 − κ3)δamb, 0)
0
0
0
max((λ7 − κ7)δamb, 0)
0

, b12 =

0
0
0
max((λ4 − κ4)δamb, 0)
0
0
0
max((λ8 − κ8)δamb, 0)

,
Entonces:
x4k+1 = max(x4k + b1δ4k+1 + b5, b9) para k = 0, 1, . . . , N − 1,
x4k+2 = max(x4k+1 + b2δ4k+2 + b6, b10) para k = 0, 1, . . . , N − 1,
x4k+3 = max(x4k+2 + b3δ4k+3 + b7, b11) para k = 0, 1, . . . , N − 1,
x4k+4 = max(x4k+3 + b4δ4k+4 + b8, b12) para k = 0, 1, . . . , N − 1,
Las características de la zona de tráfico puede imponer otras regulaciones, tales
como establecer cotas a las duraciones mínimas y máximas para los tiempos verde y
rojo, así:
δmin.verde,i: cota mínima de duración de la luz en semáforo i=1,2,3,4.
δmax.verde,i: cota máxima de duración de la luz en semáforo i=1,2,3,4.
El problema de regulación de los semáforos puede representarse a través del siguiente
modelo:
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Minimizar J (5.19)
sujeto a:
δmin.verde,1 ≤ δ4k+1 − δamb ≤ δmax.verde,1 para k = 0, 1, . . . , N − 1, (5.20)
δmin.verde,2 ≤ δ4k+2 − δamb ≤ δmax.verde,2 para k = 0, 1, . . . , N − 1, (5.21)
δmin.verde,3 ≤ δ4k+3 − δamb ≤ δmax.verde,3 para k = 0, 1, . . . , N − 1, (5.22)
δmin.verde,4 ≤ δ4k+4 − δamb ≤ δmax.verde,4 para k = 0, 1, . . . , N − 1, (5.23)
x4k+1 = max(x4k + b1δ4k+1 + b5, b9) para k = 0, 1, . . . , N − 1, (5.24)
x4k+2 = max(x4k+1 + b2δ4k+2 + b6, b10) para k = 0, 1, . . . , N − 1, (5.25)
x4k+3 = max(x4k+2 + b3δ4k+3 + b7, b11) para k = 0, 1, . . . , N − 1, (5.26)
x4k+4 = max(x4k+3 + b4δ4k+4 + b8, b12) para k = 0, 1, . . . , N − 1, (5.27)
Si los carriles difieren en importancia al evaluar el nivel de congestión de los mismos,
se representa el nivel de importancia del carril, fijando diferentes pesos o ponderaciones
(w1, . . . , w8). La función J a minimizar, puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
8∑
j=1
wj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.28)
• Longitud (ponderada) media de las colas en el carril con mayores colas
J2 = ma´x
j
wj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.29)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,j
wjxij (5.30)
5.2. Modelos estático y dinámico para cuatro fases con ocho semáforos 121
• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
8∑
j=1
wj
λj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.31)
• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
j
wj
λj
4N∑
i=1
xijδi
4N∑
i=1
δi
(5.32)
Se puede analizar una sexta opción que consiste en considerar una combinación de
los criterios anteriores. Esto nos lleva a un modelo multi-objetivo que podemos resolver
tomando una combinación positiva de las distintas funciones objetivo.
J6 =
5∑
i=1
αiJi (5.33)
donde los valores αi corresponden a los pesos que se les dan a los distintos usuarios.
Como consecuencia de lo anteriormente expuesto, conocido δ (vector de los tiempos
de cada luz), la cantidad de autos en cada carril quede determinado mediante las
ecuaciones (5.24)-(5.25)-(5.26)-(5.27). Denotamos por x(δ) la matriz de 4N filas y 8
columnas donde xij(δ) indica la cantidad de autos en el carril j en el momento del
cambio de luz i.
Definimos:
Δij =
{
1 si i ≡ j(4)
0 si no
Una forma más compacta de escribir el problema, sin tener que diferenciar entre
las cuatro fases es la siguiente:
Minimizar J (5.34)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 + Δk4δmin.verde,4 ≤ δk − δamb ≤
≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3 + Δk4δmax.verde,4
(5.35)
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para k = 1, . . . , 4N
xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (5.36)
para k = 1, . . . , 4N ; j = 1, . . . , 8
Como habíamos mencionado anteriormente, ya introducimos una aproximación ex-
tra al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo de las tasas de llegada y de salida, lo
que hace recomendable obtener una buena aproximación de la solución óptima que sea
calculable en un tiempo corto y fácilmente ajustable a los cambios en los valores de los
parámetros. De hecho, utilizando un razonamiento análogo al empleado en la sección
3.1.3.1, llegamos a que estamos ante un problema de optimización con restricciones
de complementariedad lineal (problema NP-duro), que involucra a 36N variables, 8N
restricciones suaves y 32N no suaves, lo que hace que sea muy costoso aplicar un al-
goritmo iterativo [19]. Es por eso que para su solución proponemos un método híbrido
que combina una heurística, tipo recocido simulado, con un algoritmo quasi-Newton
para problemas de optimización no suaves, como el descrito en la sección 3.2.4.
5.2.2. Modelo dinámico
En este modelo consideramos que en el semáforo hay sensores que permiten conocer
la cantidad de autos en cada carril y, por ende, se puede decidir si, dado el tráfico, se
mantiene el estado actual, por cuánto tiempo, o si debe cambiar la luz. Esta decisión
permite menores tiempos de espera, pues elimina situaciones indeseadas como sería que
no hubiera autos en el carril con la luz verde mientras otros carriles esperan.
Para la estrategia de cambio consideramos que si hay al menos r2 vehículos espe-
rando en carriles con luz roja, entonces es recomendable cambiar, así como si hay a lo
más r1 autos en los carriles a los que corresponde la luz verde. Dado que puede ser muy
restrictivo asumir que los cambios de luces ocurren en estas situaciones, suavizamos el
modelo planteando que se minimiza el error cuadrático de aproximar la cantidad de
autos en los momentos de cambio en los carriles en espera por r2 y en los carriles de
servicio por r1.
O sea si la cantidad de autos en el carril al que corresponde la luz verde en el
momento i es
∑
j Δijxij , debemos agregar a la función objetivo el cuadrado de la dife-
rencia entre este valor y r1, pero solo si
∑
j Δijxij > r1. Agregando la variable auxiliar
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ρmaxi y la restricción
∑
j Δijxij ≤ ρmaxi entonces al minimizar (ρmaxi − r21) se cumple lo
deseado. Realizando un razonamiento análogo para los autos que esperan por el cambio
de luz para pasar y con la ayuda de la variable ρmini , la penalidad quedaría
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
donde∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . 4N
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . 4N
Usando un parámetro c para controlar el peso que se le da a esta nueva función en
el objeto a minimizar, el modelo final es:
Minimizar F = J + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
(5.37)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 + Δk4δmin.verde,4 ≤ δk − δamb ≤
≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3 + Δk4δmax.verde,4
(5.38)
para k = 1, . . . , 4N
xkj = max[xk−1j +(λj−Δkjμj)δk +Δkj(μj−κj)δamb, max(Δkj(λj−κj)δamb, 0)] (5.39)
para k = 1, . . . , 4N ; j = 1, . . . , 8∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . 4N (5.40)
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . 4N (5.41)
Para su solución proponemos un método híbrido que combina una heurística, tipo
recocido simulado, con un algoritmo quasi-Newton para problemas de optimización no
suaves, como el descrito en la sección 3.2.4.
5.2.3. Resultados computacionales
Datos: 5 ciclos (N=5), tiempo de ámbar 3 sg.(δamb=3 sg.) Se usaron los parámetros
que se indican en la tabla 5.3
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Carriles 1 2 3 4 5 6 7 8
Tasa-llegada (λ) 0.18 0.12 0.18 0.15 0.18 0.12 0.18 0.15
Tasa-salida verde (μ) 0.9 0.6 0.9 0.7 0.9 0.6 0.9 0.7
Tasa-salida ámbar (κ) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Tabla 5.3: Parámetros
En cuanto a las cotas del tiempo de las luces, se tomaron:
δmin.verde,1 = δmin.verde,2 = δmin.verde,3 = δmin.verde,4 = 10 sg.
δmax.verde,1 = δmax.verde,3 = 30 sg. y δmax.verde,2 = δmax.verde,4 = 20 sg.
Construcción de las funciones objetivo
Pesos w = [1 1 1 1 1 1 1 1 ]
αi = 1, ∀i = 1, . . . , 5 (construcción de la función objetivo J6)
r1 = 2, r2 = 8 (construcción de las funciones objetivo del modelo dinámico)
Solución inicial: δ0 = [20 15 20 15 20 15 20 15 20 15 20 15 20 15 20 15 20 15 20 15 ]
Elementos para la construcción de la heurística
Temperatura inicial t0 = 100000000
Función de reducción de temperatura TM = 0.5 TM−1
Número de iteraciones con igual temperatura Q = 100
Criterio de parada T<0.000000001
Veremos que en todos los casos, los resultados obtenidos con el modelo dinámico son
mejores que los del modelo estático, aunque el tiempo computacional sea algo mayor.
Para J = J1 obtuvimos los resultados indicados en las tablas 5.4 y 5.5
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 20.45 18.48 20.16 19.1 16.9
Semáforos 2-6 10.78 15.69 16.08 16 13.01
Semáforos 3-7 15.06 15.68 18.62 18.19 19.65
Semáforos 4-8 16.71 15.95 18.7 20 16.73
Tabla 5.4: Duración de la luz verde en cada ciclo
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 2.45 3.68 3.06 0.24 2.45 3.68 3.06
Ciclo 1o-2a fase 2.18 0.06 5.62 4.68 2.18 0.06 5.62 4.68
Ciclo 1o-3a fase 4.89 1.86 0.24 6.94 4.89 1.86 0.24 6.94
Ciclo 1o-4a fase 7.9 3.87 3.24 0.15 7.9 3.87 3.24 0.15
Ciclo 2o-1a fase 0.24 6.09 6.57 2.92 0.24 6.09 6.57 2.92
Ciclo 2o-2a fase 3.06 0.06 9.4 5.27 3.06 0.06 9.4 5.27
Ciclo 2o-3a fase 5.88 1.94 0.5 7.63 5.88 1.94 0.5 7.63
Ciclo 2o-4a fase 8.75 3.85 3.37 0.65 8.75 3.85 3.37 0.65
Ciclo 3o-1a fase 0.24 6.27 7 3.68 0.24 6.27 7 3.68
Ciclo 3o-2a fase 3.13 0.06 9.9 6.09 3.13 0.06 9.9 6.09
Ciclo 3o-3a fase 6.48 2.29 0.24 8.9 6.48 2.29 0.24 8.9
Ciclo 3o-4a fase 9.85 4.53 3.6 0.4 9.85 4.53 3.6 0.4
Ciclo 4o-1a fase 0.24 6.83 7.04 3.26 0.24 6.83 7.04 3.26
Ciclo 4o-2a fase 3.11 0.66 9.92 5.66 3.11 0.66 9.92 5.66
Ciclo 4o-3a fase 6.39 2.84 0.24 8.39 6.39 2.84 0.24 8.39
Ciclo 4o-4a fase 9.99 5.25 3.84 0.15 9.99 5.25 3.84 0.15
Ciclo 5o-1a fase 0.24 7.28 6.89 2.68 0.24 7.28 6.89 2.68
Ciclo 5o-2a fase 2.58 2.53 9.23 4.63 2.58 2.53 9.23 4.63
Ciclo 5o-3a fase 6.12 4.89 0.24 7.58 6.12 4.89 0.24 7.58
Ciclo 5o-4a fase 9.13 6.9 3.25 0.18 9.13 6.9 3.25 0.18
Tabla 5.5: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo = 33,9 autos. Peor cola ∼= 10 autos. Tiempo compu-
tacional 1,2 sg.
Para F1 = J1 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados indicados en las tablas 5.6 y 5.7
Valor de la función objetivo = 29,2 autos. Peor cola ∼= 8,6 autos. Tiempo compu-
tacional 1,9 sg.
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 1.29 1.94 1.62 0.24 1.29 1.94 1.62
Ciclo 1o-2a fase 3.32 0.06 5 4.18 3.32 0.06 5 4.18
Ciclo 1o-3a fase 5.29 1.37 0.24 5.82 5.29 1.37 0.24 5.82
Ciclo 1o-4a fase 7.67 2.96 2.62 0.34 7.67 2.96 2.62 0.34
Ciclo 2o-1a fase 0.24 4.71 5.24 2.52 0.24 4.71 5.24 2.52
Ciclo 2o-2a fase 2.69 0.06 7.69 4.56 2.69 0.06 7.69 4.56
Ciclo 2o-3a fase 5.35 1.84 0.24 6.79 5.35 1.84 0.24 6.79
Ciclo 2o-4a fase 8.05 3.63 2.93 0.36 8.05 3.63 2.93 0.36
Ciclo 3o-1a fase 0.24 5.52 5.76 2.72 0.24 5.52 5.76 2.72
Ciclo 3o-2a fase 2.85 0.06 8.38 4.9 2.85 0.06 8.38 4.9
Ciclo 3o-3a fase 5.52 1.83 0.24 7.12 5.52 1.83 0.24 7.12
Ciclo 3o-4a fase 8.6 3.89 3.32 0.15 8.6 3.89 3.32 0.15
Ciclo 4o-1a fase 0.24 5.72 6.06 2.43 0.24 5.72 6.06 2.43
Ciclo 4o-2a fase 2.42 1.4 8.24 4.25 2.42 1.4 8.24 4.25
Ciclo 4o-3a fase 5.16 3.24 0.24 6.53 5.16 3.24 0.24 6.53
Ciclo 4o-4a fase 8 5.13 3.1 0.15 8 5.13 3.1 0.15
Ciclo 5o-1a fase 0.24 6.83 5.63 2.28 0.24 6.83 5.63 2.28
Ciclo 5o-2a fase 2.91 1.2 8.3 4.5 2.91 1.2 8.3 4.5
Ciclo 5o-3a fase 5.76 3.1 0.24 6.88 5.76 3.1 0.24 6.88
Ciclo 5o-4a fase 8.53 4.95 3 0.2 8.53 4.95 3 0.2
Tabla 5.6: Promedio de vehículos en el momento del cambio de luz
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 10.79 14.54 15.73 15.22 14.19
Semáforos 2-6 17.11 13.6 14.52 12.1 14.85
Semáforos 3-7 10.95 14.83 14.82 15.23 15.83
Semáforos 4-8 13.24 14.95 17.11 15.78 15.4
Tabla 5.7: Duración de la luz verde en cada ciclo
5.2. Modelos estático y dinámico para cuatro fases con ocho semáforos 127
Para J = J2 obtuvimos los resultados indicados en las tablas 5.8 y 5.9
Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 2.35 3.53 2.94 0.24 2.35 3.53 2.94
Ciclo 1o-2a fase 2.87 0.06 6.17 5.14 2.87 0.06 6.17 5.14
Ciclo 1o-3a fase 4.85 1.37 0.66 6.79 4.85 1.37 0.66 6.79
Ciclo 1o-4a fase 7.95 3.44 3.77 0.15 7.95 3.44 3.77 0.15
Ciclo 2o-1a fase 0.24 5.91 7.47 3.23 0.24 5.91 7.47 3.23
Ciclo 2o-2a fase 3.17 0.06 10.41 5.68 3.17 0.06 10.41 5.68
Ciclo 2o-3a fase 6.65 2.37 0.24 8.58 6.65 2.37 0.24 8.58
Ciclo 2o-4a fase 10.3 4.8 3.88 0.15 10.3 4.8 3.88 0.15
Ciclo 3o-1a fase 0.24 7.27 7.57 3.22 0.24 7.27 7.57 3.22
Ciclo 3o-2a fase 2.85 1.79 10.19 5.4 2.85 1.79 10.19 5.4
Ciclo 3o-3a fase 7.37 4.81 0.24 9.17 7.37 4.81 0.24 9.17
Ciclo 3o-4a fase 9.97 6.54 2.84 3 9.97 6.54 2.84 3
Ciclo 4o-1a fase 0.24 9.14 6.73 6.25 0.24 9.14 6.73 6.25
Ciclo 4o-2a fase 2.69 4.09 9.19 8.3 2.69 4.09 9.19 8.3
Ciclo 4o-3a fase 6.41 6.56 0.24 11.4 6.41 6.56 0.24 11.4
Ciclo 4o-4a fase 9.25 8.46 3.08 4.52 9.25 8.46 3.08 4.52
Ciclo 5o-1a fase 0.24 10.71 6.46 7.34 0.24 10.71 6.46 7.34
Ciclo 5o-2a fase 3.08 4.63 9.3 9.71 3.08 4.63 9.3 9.71
Ciclo 5o-3a fase 6.3 6.76 0.24 12.38 6.3 6.76 0.24 12.38
Ciclo 5o-4a fase 8.64 8.33 2.59 6.97 8.64 8.33 2.59 6.97
Tabla 5.8: Promedio de vehículos en el momento del cambio de luz
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 19.64 20.58 20.5 21.63 18.79
Semáforos 2-6 14.65 16.32 14.52 13.65 15.8
Semáforos 3-7 11 19.31 25.1 20.63 17.79
Semáforos 4-8 17.22 20 14.47 15.77 13.1
Tabla 5.9: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 6,03 autos. Peor cola ∼= 12,38 autos. Tiempo compu-
tacional 0,7 sg.
Para F2 = J2 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados reflejados en las tablas 5.10 y 5.11
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 15.94 16.91 20.73 18.92 22.96
Semáforos 2-6 12.95 13.13 17.47 19 13
Semáforos 3-7 27.9 13.92 18.95 24.93 20.69
Semáforos 4-8 15.12 18.06 20 18 15
Tabla 5.10: Duración de la luz verde en cada ciclo
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 1.91 2.87 2.39 0.24 1.91 2.87 2.39
Ciclo 1o-2a fase 2.57 0.06 5.2 4.33 2.57 0.06 5.2 4.33
Ciclo 1o-3a fase 7.59 3.4 0.24 8.5 7.59 3.4 0.24 8.5
Ciclo 1o-4a fase 10.31 5.22 2.96 2 10.31 5.22 2.96 2
Ciclo 2o-1a fase 0.53 7.25 6 4.54 0.53 7.25 6 4.54
Ciclo 2o-2a fase 2.89 2.45 8.37 6.5 2.89 2.45 8.37 6.5
Ciclo 2o-3a fase 5.4 4.1 0.74 8.59 5.4 4.1 0.74 8.59
Ciclo 2o-4a fase 8.65 6.28 4 0.46 8.65 6.28 4 0.46
Ciclo 3o-1a fase 0.24 8.77 7.72 3.57 0.24 8.77 7.72 3.57
Ciclo 3o-2a fase 3.38 1.88 10.87 6.19 3.38 1.88 10.87 6.19
Ciclo 3o-3a fase 6.8 4.16 0.24 9.03 6.8 4.16 0.24 9.03
Ciclo 3o-4a fase 10.39 6.56 3.84 0.15 10.39 6.56 3.84 0.15
Ciclo 4o-1a fase 0.24 8.83 7.24 2.99 0.24 8.83 7.24 2.99
Ciclo 4o-2a fase 3.66 1.2 10.67 5.84 3.66 1.2 10.67 5.84
Ciclo 4o-3a fase 8.15 4.18 0.24 9.58 8.15 4.18 0.24 9.58
Ciclo 4o-4a fase 11.41 6.35 3.49 1.42 11.41 6.35 3.49 1.42
Ciclo 5o-1a fase 0.24 9.11 7.63 4.87 0.24 9.11 7.63 4.87
Ciclo 5o-2a fase 2.58 4.36 10 6.82 2.58 4.36 10 6.82
Ciclo 5o-3a fase 6.3 6.85 0.24 9.93 6.3 6.85 0.24 9.93
Ciclo 5o-4a fase 9 8.65 2.94 3.47 9 8.65 2.94 3.47
Tabla 5.11: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo = 5,23 autos. Peor cola ∼= 11,4 autos. Tiempo compu-
tacional 0,8 sg.
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Para J = J3 obtuvimos los resultados indicados en las tablas 5.12 y 5.13
Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 3.48 5.22 4.35 0.24 3.48 5.22 4.35
Ciclo 1o-2a fase 2.67 0.06 7.65 6.38 2.67 0.06 7.65 6.38
Ciclo 1o-3a fase 6.03 2.29 0.24 9.17 6.03 2.29 0.24 9.17
Ciclo 1o-4a fase 9.56 4.65 3.77 0.18 9.56 4.65 3.77 0.18
Ciclo 2o-1a fase 0.24 7.35 7.83 3.56 0.24 7.35 7.83 3.56
Ciclo 2o-2a fase 3.16 1.04 10.76 6 3.16 1.04 10.76 6
Ciclo 2o-3a fase 6.45 3.24 0.24 8.74 6.45 3.24 0.24 8.74
Ciclo 2o-4a fase 9.39 5.19 3.17 1.58 9.39 5.19 3.17 1.58
Ciclo 3o-1a fase 3.17 6.63 5.32 3.37 3.17 6.63 5.32 3.37
Ciclo 3o-2a fase 3.88 0.9 8 5.63 3.88 0.9 8 5.63
Ciclo 3o-3a fase 8.07 2.36 1.68 7.46 8.07 2.36 1.68 7.46
Ciclo 3o-4a fase 10.46 3.95 4.1 1.94 10.46 3.95 4.1 1.94
Ciclo 4o-1a fase 0.24 6.27 7.55 4.83 0.24 6.27 7.55 4.83
Ciclo 4o-2a fase 3.13 0.06 10.44 7.24 3.13 0.06 10.44 7.24
Ciclo 4o-3a fase 6.95 2.61 0.24 10.43 6.95 2.61 0.24 10.43
Ciclo 4o-4a fase 10.47 4.96 3.75 1.5 10.47 4.96 3.75 1.5
Ciclo 5o-1a fase 1 7 6.72 4 1 7 6.72 4
Ciclo 5o-2a fase 4.1 0.15 10 6.57 4.1 0.15 10 6.57
Ciclo 5o-3a fase 7.75 2.58 0.24 9.61 7.75 2.58 0.24 9.61
Ciclo 5o-4a fase 10.41 4.35 2.89 3.29 10.41 4.35 2.89 3.29
Tabla 5.12: Promedio de vehículos en el momento del cambio de luz
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 29 22.55 12 19.27 16.5
Semáforos 2-6 13.5 16.27 15 16 17.27
Semáforos 3-7 18.64 18.27 12.15 21.27 20.27
Semáforos 4-8 19.63 16.29 13.29 19.51 14.75
Tabla 5.13: Duración de la luz verde en cada ciclo
Peor cola ∼= 11 autos. Tiempo computacional 1,1 sg.
Para F3 = J3 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados indicados en las tablas 5.14 y 5.15
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 19.06 16.69 18.69 17.72 19.72
Semáforos 2-6 14.06 15.37 14 14.05 19.05
Semáforos 3-7 10.93 15.06 18.72 18.72 17.06
Semáforos 4-8 16.06 17.06 19.1 19.1 15
Tabla 5.14: Duración de la luz verde en cada ciclo
Peor cola ∼= 10,65 autos. Tiempo computacional 1,25 sg.
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 2.28 3.43 2.86 0.24 2.28 3.43 2.86
Ciclo 1o-2a fase 2.77 0.06 5.96 4.96 2.77 0.06 5.96 4.96
Ciclo 1o-3a fase 4.73 1.37 0.49 6.6 4.73 1.37 0.49 6.6
Ciclo 1o-4a fase 7.63 3.3 3.38 0.15 7.63 3.3 3.38 0.15
Ciclo 2o-1a fase 0.24 5.3 6.39 2.65 0.24 5.3 6.39 2.65
Ciclo 2o-2a fase 3 0.06 9.15 4.96 3 0.06 9.15 4.96
Ciclo 2o-3a fase 5.72 1.86 0.7 7.22 5.72 1.86 0.7 7.22
Ciclo 2o-4a fase 8.79 3.91 3.78 0.15 8.79 3.91 3.78 0.15
Ciclo 3o-1a fase 0.24 6.16 7.14 2.95 0.24 6.16 7.14 2.95
Ciclo 3o-2a fase 2.75 0.95 9.66 5.04 2.75 0.95 9.66 5.04
Ciclo 3o-3a fase 6.12 3.2 0.24 7.85 6.12 3.2 0.24 7.85
Ciclo 3o-4a fase 9.56 5.49 3.67 0.15 9.56 5.49 3.67 0.15
Ciclo 4o-1a fase 0.24 7.61 6.86 2.8 0.24 7.61 6.86 2.8
Ciclo 4o-2a fase 2.76 2.37 9.39 4.91 2.76 2.37 9.39 4.91
Ciclo 4o-3a fase 6.14 4.62 0.24 7.72 6.14 4.62 0.24 7.72
Ciclo 4o-4a fase 9.5 6.91 3.67 0.15 9.5 6.91 3.67 0.15
Ciclo 5o-1a fase 0.24 9.27 7.22 3.1 0.24 9.27 7.22 3.1
Ciclo 5o-2a fase 3.69 1.63 10.65 6 3.69 1.63 10.65 6
Ciclo 5o-3a fase 6.74 3.68 0.77 8.52 6.74 3.68 0.77 8.52
Ciclo 5o-4a fase 9.44 5.48 3.47 2.07 9.44 5.48 3.47 2.07
Tabla 5.15: Promedio de vehículos en el momento del cambio de luz
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Para J = J4 obtuvimos los resultados indicados en las tablas 5.16 y 5.17
Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 2.33 3.49 2.91 0.24 2.33 3.49 2.91
Ciclo 1o-2a fase 2.04 0.06 5.29 4.41 2.04 0.06 5.29 4.41
Ciclo 1o-3a fase 3.87 1.28 0.36 5.94 3.87 1.28 0.36 5.94
Ciclo 1o-4a fase 6.62 3.11 3.11 0.15 6.62 3.11 3.11 0.15
Ciclo 2o-1a fase 0.27 4.58 5.3 1.97 0.27 4.58 5.3 1.97
Ciclo 2o-2a fase 3.21 0.06 8.24 4.42 3.21 0.06 8.24 4.42
Ciclo 2o-3a fase 5.5 1.59 1.45 6.34 5.5 1.59 1.45 6.34
Ciclo 2o-4a fase 7.81 3.12 3.76 1.09 7.81 3.12 3.76 1.09
Ciclo 3o-1a fase 1.12 4.64 6.03 2.98 1.12 4.64 6.03 2.98
Ciclo 3o-2a fase 3.85 0.06 8.75 5.26 3.85 0.06 8.75 5.26
Ciclo 3o-3a fase 6.8 2.02 0.24 7.71 6.8 2.02 0.24 7.71
Ciclo 3o-4a fase 9.92 4.1 3.35 0.15 9.92 4.1 3.35 0.15
Ciclo 4o-1a fase 1.91 5.83 5.95 2.31 1.91 5.83 5.95 2.31
Ciclo 4o-2a fase 4.64 0.06 8.68 4.59 4.64 0.06 8.68 4.59
Ciclo 4o-3a fase 7.31 1.84 0.39 6.82 7.31 1.84 0.39 6.82
Ciclo 4o-4a fase 10.16 3.74 3.24 0.15 10.16 3.74 3.24 0.15
Ciclo 5o-1a fase 1.8 5.54 5.93 2.39 1.8 5.54 5.93 2.39
Ciclo 5o-2a fase 4.4 0.1 8.53 4.56 4.4 0.1 8.53 4.56
Ciclo 5o-3a fase 7.38 2.09 0.24 7.04 7.38 2.09 0.24 7.04
Ciclo 5o-4a fase 10.22 4 3.08 0.16 10.22 4 3.08 0.16
Tabla 5.16: Promedio de vehículos en el momento del cambio de luz
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 19.42 12.16 12.61 14.45 14.95
Semáforos 2-6 10 16.33 15.14 15.15 14.45
Semáforos 3-7 10.19 12.75 16.39 14.85 16.58
Semáforos 4-8 15.3 12.8 17.3 15.83 15.79
Tabla 5.17: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 193,18 sg. Peor cola ∼= 10,23 autos. Tiempo compu-
tacional 2,95 sg.
Para F4 = J4 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados indicados en las tablas 5.18 y 5.19
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 26.1 12.95 15.49 14.89 14.42
Semáforos 2-6 10 13.71 15.17 14.42 15.23
Semáforos 3-7 11.79 15.77 15.15 14.61 14.21
Semáforos 4-8 17.37 16.36 15.8 15.27 11
Tabla 5.18: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 185 sg. Peor cola ∼= 8,7 autos. Tiempo computacional
3,4 sg.
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 3.13 4.7 3.91 0.24 3.13 4.7 3.91
Ciclo 1o-2a fase 2 0.06 6.5 5.41 2 0.06 6.5 5.41
Ciclo 1o-3a fase 4.16 1.47 0.41 7.18 4.16 1.47 0.41 7.18
Ciclo 1o-4a fase 7.29 3.56 3.53 0.15 7.29 3.56 3.53 0.15
Ciclo 2o-1a fase 0.35 5.11 5.87 2.1 0.35 5.11 5.87 2.1
Ciclo 2o-2a fase 2.82 0.06 8.34 4.15 2.82 0.06 8.34 4.15
Ciclo 2o-3a fase 5.66 1.95 0.24 6.51 5.66 1.95 0.24 6.51
Ciclo 2o-4a fase 8.61 3.91 3.18 0.15 8.61 3.91 3.18 0.15
Ciclo 3o-1a fase 0.24 5.77 5.97 2.47 0.24 5.77 5.97 2.47
Ciclo 3o-2a fase 2.97 0.06 8.7 4.75 2.97 0.06 8.7 4.75
Ciclo 3o-3a fase 5.7 1.88 0.24 7 5.7 1.88 0.24 7
Ciclo 3o-4a fase 8.54 3.77 3.08 0.15 8.54 3.77 3.08 0.15
Ciclo 4o-1a fase 0.24 5.56 5.76 2.38 0.24 5.56 5.76 2.38
Ciclo 4o-2a fase 2.83 0.13 8.36 4.55 2.83 0.13 8.36 4.55
Ciclo 4o-3a fase 5.46 1.89 0.24 6.74 5.46 1.89 0.24 6.74
Ciclo 4o-4a fase 8.22 3.72 3 0.15 8.22 3.72 3 0.15
Ciclo 5o-1a fase 0.24 5.45 5.58 2.31 0.24 5.45 5.58 2.31
Ciclo 5o-2a fase 2.98 0.06 8.32 4.59 2.98 0.06 8.32 4.59
Ciclo 5o-3a fase 5.54 1.76 0.49 6.73 5.54 1.76 0.49 6.73
Ciclo 5o-4a fase 7.52 3.09 2.48 2.45 7.52 3.09 2.48 2.45
Tabla 5.19: Promedio de vehículos en el momento del cambio de luz
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Para J = J5 obtuvimos los resultados indicados en las tablas 5.20 y 5.21
Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 1.55 2.33 1.94 0.24 1.55 2.33 1.94
Ciclo 1o-2a fase 2.59 0.06 4.68 3.9 2.59 0.06 4.68 3.9
Ciclo 1o-3a fase 5.51 2 0.24 6.34 5.51 2 0.24 6.34
Ciclo 1o-4a fase 8.77 4.18 3.5 0.15 8.77 4.18 3.5 0.15
Ciclo 2o-1a fase 0.24 6 6.27 2.45 0.24 6 6.27 2.45
Ciclo 2o-2a fase 3.71 0.06 9.75 5.35 3.71 0.06 9.75 5.35
Ciclo 2o-3a fase 6.67 2 0.34 7.81 6.67 2 0.34 7.81
Ciclo 2o-4a fase 10.05 4.28 3.72 0.15 10.05 4.28 3.72 0.15
Ciclo 3o-1a fase 0.24 7.08 7.92 3.64 0.24 7.08 7.92 3.64
Ciclo 3o-2a fase 3.04 1.09 10.73 6 3.04 1.09 10.73 6
Ciclo 3o-3a fase 5.54 2.76 3.12 8 5.54 2.76 3.12 8
Ciclo 3o-4a fase 8.82 4.94 6.4 0.15 8.82 4.94 6.4 0.15
Ciclo 4o-1a fase 0.9 6.66 9 2.3 0.9 6.66 9 2.3
Ciclo 4o-2a fase 4.21 0.06 12.29 5 4.21 0.06 12.29 5
Ciclo 4o-3a fase 9.13 3.33 0.24 9.15 9.13 3.33 0.24 9.15
Ciclo 4o-4a fase 12 5.22 3 2.28 12 5.22 3 2.28
Ciclo 5o-1a fase 0.93 7.46 6.43 5 0.93 7.46 6.43 5
Ciclo 5o-2a fase 3.53 2 9 7.24 3.53 2 9 7.24
Ciclo 5o-3a fase 6.01 3.69 1.5 9.31 6.01 3.69 1.5 9.31
Ciclo 5o-4a fase 8.78 5.54 4.27 2.65 8.78 5.54 4.27 2.65
Tabla 5.20: Promedio de vehículos en el momento del cambio de luz
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 13 15.39 23.31 14.33 18.65
Semáforos 2-6 13 19.33 15.6 18.41 14.43
Semáforos 3-7 16.23 16.4 13.89 27.28 13.8
Semáforos 4-8 18.11 18.79 18.19 15.77 15.38
Tabla 5.21: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 30 sg. Peor cola ∼= 12 autos. Tiempo computacional
1,7 sg.
Para F5 = J5 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados indicados en las tablas 5.22 y 5.23
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 10.6 15.24 16.28 16.7 16.35
Semáforos 2-6 14.12 15.77 15.64 16.63 14.28
Semáforos 3-7 10.46 15.04 17.17 20 18.71
Semáforos 4-8 19.68 18.9 19.28 15.13 15
Tabla 5.22: Duración de la luz verde en cada ciclo
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 1.27 1.9 1.59 0.24 1.27 1.9 1.59
Ciclo 1o-2a fase 2.78 0.06 4.45 3.7 2.78 0.06 4.45 3.7
Ciclo 1o-3a fase 4.66 1.31 0.24 5.27 4.66 1.31 0.24 5.27
Ciclo 1o-4a fase 8.2 3.67 3.78 0.15 8.2 3.67 3.78 0.15
Ciclo 2o-1a fase 0.24 5.5 6.52 2.43 0.24 5.5 6.52 2.43
Ciclo 2o-2a fase 3.08 0.06 9.36 4.8 3.08 0.06 9.36 4.8
Ciclo 2o-3a fase 5.78 1.86 0.93 7.05 5.78 1.86 0.93 7.05
Ciclo 2o-4a fase 9.19 4.13 4.34 0.15 9.19 4.13 4.34 0.15
Ciclo 3o-1a fase 0.24 6.08 7.27 2.59 0.24 6.08 7.27 2.59
Ciclo 3o-2a fase 3.05 0.07 10.08 4.94 3.05 0.07 10.08 4.94
Ciclo 3o-3a fase 6.14 2.13 0.24 7.51 6.14 2.13 0.24 7.51
Ciclo 3o-4a fase 9.61 4.45 3.7 0.15 9.61 4.45 3.7 0.15
Ciclo 4o-1a fase 0.24 6.45 6.71 2.65 0.24 6.45 6.71 2.65
Ciclo 4o-2a fase 3.23 0.06 9.71 5.15 3.23 0.06 9.71 5.15
Ciclo 4o-3a fase 6.82 2.45 0.24 8.14 6.82 2.45 0.24 8.14
Ciclo 4o-4a fase 9.55 4.27 2.96 1.62 9.55 4.27 2.96 1.62
Ciclo 5o-1a fase 0.24 6.23 5.9 4.07 0.24 6.23 5.9 4.07
Ciclo 5o-2a fase 2.8 0.88 8.47 6.21 2.8 0.88 8.47 6.21
Ciclo 5o-3a fase 6.17 3.12 0.24 9 6.17 3.12 0.24 9
Ciclo 5o-4a fase 8.89 4.93 2.95 2.53 8.89 4.93 2.95 2.53
Tabla 5.23: Promedio de vehículos en el momento del cambio de luz
Valor de la función objetivo = 26,6 sg. Peor cola ∼= 10 autos. Tiempo computacional
2,1 sg.
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Para J = J6 obtuvimos los resultados indicados en las tablas 5.24 y 5.25
Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 1.32 2 1.66 0.24 1.32 2 1.66
Ciclo 1o-2a fase 3.49 0.06 5.25 4.37 3.49 0.06 5.25 4.37
Ciclo 1o-3a fase 5.29 1.26 0.45 5.87 5.29 1.26 0.45 5.87
Ciclo 1o-4a fase 7.61 2.8 2.77 0.6 7.61 2.8 2.77 0.6
Ciclo 2o-1a fase 2.32 4 4.69 2.19 2.32 4 4.69 2.19
Ciclo 2o-2a fase 4.14 0.72 6.52 3.71 4.14 0.72 6.52 3.71
Ciclo 2o-3a fase 7.5 3 0.24 6.5 7.5 3 0.24 6.5
Ciclo 2o-4a fase 9.72 4.44 2.45 1.53 9.72 4.44 2.45 1.53
Ciclo 3o-1a fase 2 6.11 5 3.62 2 6.11 5 3.62
Ciclo 3o-2a fase 4.22 1.9 7.11 5.41 4.22 1.9 7.11 5.41
Ciclo 3o-3a fase 6.89 3.68 0.24 7.64 6.89 3.68 0.24 7.64
Ciclo 3o-4a fase 9.4 5.35 2.75 1.76 9.4 5.35 2.75 1.76
Ciclo 4o-1a fase 2.83 6.85 5 3.63 2.83 6.85 5 3.63
Ciclo 4o-2a fase 5.14 2.19 7.3 5.56 5.14 2.19 7.3 5.56
Ciclo 4o-3a fase 8.24 4.26 0.24 8.14 8.24 4.26 0.24 8.14
Ciclo 4o-4a fase 10.92 6.04 2.92 1.75 10.92 6.04 2.92 1.75
Ciclo 5o-1a fase 2.71 7.8 5.57 4 2.71 7.8 5.57 4
Ciclo 5o-2a fase 5.3 2.4 8.16 6.12 5.3 2.4 8.16 6.12
Ciclo 5o-3a fase 8 4.2 0.24 8.38 8 4.2 0.24 8.38
Ciclo 5o-4a fase 11.58 6.58 3.81 0.15 11.58 6.58 3.81 0.15
Tabla 5.24: Promedio de vehículos en el momento del cambio de luz
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Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 11 10.68 13.94 12.45 14.74
Semáforos 2-6 18.1 10.13 11.9 12.82 14.4
Semáforos 3-7 10 18.65 14.83 17.21 15
Semáforos 4-8 12.88 12.3 14 14.89 19.83
Tabla 5.25: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 316. Peor cola ∼= 11,58 autos. Tiempo computacional
5,2 sg.
Para F6 = J6 + c
[
4N∑
i=1
(ρmaxi − r1)2 +
4N∑
i=1
(ρmini − r2)2
]
obtuvimos los resultados indicados en las tablas 5.26 y 5.27
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4 Ciclo 5
Semáforos 1-5 17.68 11.82 13.45 13.36 13.76
Semáforos 2-6 10 12 14.1 13.39 13.96
Semáforos 3-7 10 13.1 13.39 14 13.42
Semáforos 4-8 15.04 13.77 14.45 12.65 15
Tabla 5.26: Duración de la luz verde en cada ciclo
Valor de la función objetivo = 228. Peor cola ∼= 7,9 autos. Tiempo computacional
6,3 sg.
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0.24 2.12 3.18 2.65 0.24 2.12 3.18 2.65
Ciclo 1o-2a fase 2.04 0.06 5 4.15 2.04 0.06 5 4.15
Ciclo 1o-3a fase 3.84 1.26 0.24 5.65 3.84 1.26 0.24 5.65
Ciclo 1o-4a fase 6.54 3.06 2.94 0.15 6.54 3.06 2.94 0.15
Ciclo 2o-1a fase 0.43 4.48 5.07 1.92 0.43 4.48 5.07 1.92
Ciclo 2o-2a fase 2.6 0.2 7.24 3.73 2.6 0.2 7.24 3.73
Ciclo 2o-3a fase 4.96 1.77 0.24 5.69 4.96 1.77 0.24 5.69
Ciclo 2o-4a fase 7.44 3.42 2.72 0.15 7.44 3.42 2.72 0.15
Ciclo 3o-1a fase 0.24 5 5.14 2.17 0.24 5 5.14 2.17
Ciclo 3o-2a fase 2.77 0.06 7.68 4.28 2.77 0.06 7.68 4.28
Ciclo 3o-3a fase 5.19 1.66 0.43 6.29 5.19 1.66 0.43 6.29
Ciclo 3o-4a fase 7.79 3.4 3.04 0.15 7.79 3.4 3.04 0.15
Ciclo 4o-1a fase 0.56 5 5.44 2.15 0.56 5 5.44 2.15
Ciclo 4o-2a fase 3 0.07 7.85 4.16 3 0.07 7.85 4.16
Ciclo 4o-3a fase 5.49 1.75 0.24 6.26 5.49 1.75 0.24 6.26
Ciclo 4o-4a fase 7.77 3.27 2.51 1.1 7.77 3.27 2.51 1.1
Ciclo 5o-1a fase 0.26 4.92 5 3.16 0.26 4.92 5 3.16
Ciclo 5o-2a fase 2.78 0.06 7.5 5.26 2.78 0.06 7.5 5.26
Ciclo 5o-3a fase 5.19 1.67 0.24 7.27 5.19 1.67 0.24 7.27
Ciclo 5o-4a fase 7.9 3.47 2.94 0.82 7.89 3.47 2.94 0.82
Tabla 5.27: Promedio de vehículos en el momento del cambio de luz
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En la tabla 5.28 se comparan los resultados obtenidos para las diferentes funciones
objetivo (con los modelos estático y dinámico), indicando además la longitud de la cola
más larga y el tiempo computacional en cada caso.
Se realizaron varias corridas de los programas para los modelos estático y dinámico,
y se observó que, para todas las funciones objetivo, los mejores resultados para el
modelo estático (en cuanto a valor de la función objetivo y longitud de la cola más larga)
son peores que los peores resultados (en cuanto a valor de la función objetivo y longitud
de la cola más larga) para el modelo dinámico, tal y como se puede apreciar en la tabla
5.28. El tiempo computacional es sensiblemente superior para el modelo dinámico que
para el estático. Por tanto, a la vista de estos resultados obtenidos con tasas teóricas de
llegada y salida de vehículos en el cruce, podemos concluir que, sería muy conveniente
la instalación de sensores en los semáforos para facilitar la ordenación del tráfico. Ahora
bien, corresponde a las Autoridades Públicas basarse en esta investigación para tomar
decisiones en lo tocante a una buena regulación del tráfico.
Valor función objetivo Longitud peor cola Tiempo computacional
J1 33.9 autos 10 autos 1.2 sg.
F1 29.2 autos 8.6 autos 1.9 sg.
J2 6.03 autos 12.38 autos 0.7 sg.
F2 5.23 autos 11.4 autos 0.8 sg.
J3 11 autos 11 autos 1.1 sg.
F3 10.65 autos 10.65 autos 1.25 sg.
J4 193.18 sg. 10.23 autos 2.95 sg.
F4 185 sg. 8.7 autos 3.4 sg.
J5 30 sg. 12 autos 1.7 sg.
F5 26.6 sg. 10 autos 2.1 sg.
J6 316 11.58 autos 5.2 sg.
F6 228 7.9 autos 6.3 sg.
Tabla 5.28: Tabla comparativa. Resultados modelos estático y dinámico
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Modelos para cruce de seis fases
6.1. Modelos estático y dinámico para seis fases con
ocho semáforos
6.1.1. Modelo estático
En esta sección presentamos un modelo matemático para el problema de control
de tráfico en un cruce. Se tiene una intersección a la que confluyen dos calles, ambas
doble vía, (con dos carriles en cada sentido de circulación), en las que se puede circular
de frente, girar a derecha e izquierda. En cada carril, antes de rebasar el cruce hay
un semáforo, por tanto es un cruce con ocho semáforos. Los semáforos T1, T3, T5 y
T7 permiten seguir de frente o girar a la derecha, y los semáforos T2, T4, T6 y T8 sólo
permiten girar a la izquierda. Se quiere hallar los períodos en que deben permanecer en
verde o rojo las luces de los semáforos Ti, i = 1, . . . , 8 para evitar la congestión de las
vías, descrita por el número de vehículos en espera (longitud de la cola) en cada vía.
Para ello se consideran distintos criterios: la suma de las longitudes medias de las colas
de cada vía, longitud de la cola más larga, tiempo medio de espera o una combinación
de ellas. Con este planteamiento hemos de modelar y resolver un problema que en cada
ciclo tiene seis fases: ver figuras 6.1, 6.2, 6.3, 6.4, 6.5 y 6.6.
• En la primera fase los semáforos T1 y T2 están en verde (los demás semáforos
están en rojo), por tanto los vehículos que circulan por el carril L1 rebasan el
cruce siguiendo de frente, o giran a la derecha y los que circulan por L2 rebasan
el cruce girando a la izquierda.
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• En la segunda fase el semáforo T1 continúa en verde (T2 ha cambiado de verde
a rojo) y T3 cambia de rojo a verde, por tanto continúan rebasando el cruce
siguiendo de frente o continúan girando a la derecha los vehículos que circulan
por el carril L1 y rebasan el cruce continuando de frente o giran a la derecha los
que circulan por L3.
• En la tercera fase el semáforo T3 continúa en verde (T1 ha cambiado de verde
a rojo) y T4 cambia de rojo a verde, por tanto continúan rebasando el cruce
siguiendo de frente o continúan girando a la derecha los vehículos que circulan
por el carril L3 y los que circulan por L4 rebasan el cruce girando a la izquierda.
• En la cuarta fase los semáforos T5 y T6 cambian de rojo a verde (T3 y T4
cambian de verde a rojo), por tanto rebasan el cruce siguiendo de frente, o giran
a la derecha los vehículos que circulan por el carril L5 y los que circulan por L6
rebasan el cruce girando a la izquierda.
• En la quinta fase el semáforo T5 continúa en verde (T6 ha cambiado de verde
a rojo) y T7 cambia de rojo a verde, por tanto continúan rebasando el cruce
siguiendo de frente o continúan girando a la derecha, los vehículos que circulan
por el carril L5 y rebasan el cruce siguiendo de frente o giran a la derecha los que
circulan por L7.
• En la sexta fase el semáforo T7 continúa en verde (T5 ha cambiado de verde
a rojo) y T8 cambia de rojo a verde, por tanto continúan rebasando el cruce
siguiendo de frente o continúan girando a la derecha los vehículos que circulan
por el carril L7 y los que circulan por L8 rebasan el cruce girando a la izquierda.
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Figura 6.1: 1a fase
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Figura 6.2: 2a fase
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Figura 6.3: 3a fase
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Figura 6.4: 4a fase
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Figura 6.5: 5a fase
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Figura 6.6: 6a fase
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Consideramos dado el número de veces que los semáforos tienen la luz verde y lo
denotamos por N. También se considera pre-establecido δamb que representa el tiempo
de duración de la luz ámbar (en la práctica se considera una constante que fluctúa
entre los 3 y los 4 segundos).
Describimos el problema con las variables de control δk, tiempo de duración de la
luz verde en el k-ésimo cambio de luz (incluyendo el ámbar) y las variables de estado
xk = (xk1, xk2, xk3, xk4, xk5, xk6, xk7, xk8)
t, cantidad promedio de vehículos en los carriles
Li, i = 1, . . . , 8 en el momento del k-ésimo cambio de luz.
Como simplificaciones del modelo trabajaremos con el comportamiento promedio
por lo que asumimos que la cantidad de autos es continua. Para cada carril Li se definen
las tasas medias de llegada y salida de los vehículos bajo las luces verde y ámbar y se
denotan:
λi: tasa media de llegada de vehículos en el carril Li (dada en vehículos por segundo).
μi: tasa media de salida en el carril Li cuando el semáforo está en verde.
κi: tasa media de salida en el carril Li cuando el semáforo está en ámbar.
Los vectores bi, i=1,. . . , 18 representan el número de vehículos en cada carril te-
niendo en cuenta los movimientos asociados a cada fase.
b1 =

λ1 − μ1
λ2 − μ2
λ3
λ4
λ5
λ6
λ7
λ8

, b2 =

λ1 − μ1
λ2
λ3 − μ3
λ4
λ5
λ6
λ7
λ8

, b3 =

λ1
λ2
λ3 − μ3
λ4 − μ4
λ5
λ6
λ7
λ8

, b4 =

λ1
λ2
λ3
λ4
λ5 − μ5
λ6 − μ6
λ7
λ8

,
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b5 =

λ1
λ2
λ3
λ4
λ5 − μ5
λ6
λ7 − μ7
λ8

, b6 =

λ1
λ2
λ3
λ4
λ5
λ6
λ7 − μ7
λ8 − μ8

, b7 =

0
(μ2 − κ2)δamb
0
0
0
0
0
0

, b8 =

(μ1 − κ1)δamb
0
0
0
0
0
0
0

,
b9 =

0
0
(μ3 − κ3)δamb
(μ4 − κ4)δamb
0
0
0
0

, b10 =

0
0
0
0
0
(μ6 − κ6)δamb
0
0

, b11 =

0
0
0
0
(μ5 − κ5)δamb
0
0
0

,
b12 =

0
0
0
0
0
0
(μ7 − κ7)δamb
(μ8 − κ8)δamb

, b13 =

0
max((λ2 − κ2)δamb, 0)
0
0
0
0
0
0

, b14 =

max((λ1 − κ1)δamb, 0)
0
0
0
0
0
0
0

,
b15 =

0
0
max((λ3 − κ3)δamb, 0)
max((λ4 − κ4)δamb, 0)
0
0
0
0

, b16 =

0
0
0
0
0
max((λ6 − κ6)δamb, 0)
0
0

,
150 Capítulo 6. Modelos para cruce de seis fases
b17 =

0
0
0
0
max((λ5 − κ5)δamb, 0)
0
0
0

, b18 =

0
0
0
0
0
0
max((λ7 − κ7)δamb, 0)
max((λ8 − κ8)δamb, 0)

.
Entonces:
x6k+1 = max(x6k + b1δ6k+1 + b7, b13) para k = 0, 1, . . . , N − 1,
x6k+2 = max(x6k+1 + b2δ6k+2 + b8, b14) para k = 0, 1, . . . , N − 1,
x6k+3 = max(x6k+2 + b3δ6k+3 + b9, b15) para k = 0, 1, . . . , N − 1,
x6k+4 = max(x6k+3 + b4δ6k+4 + b10, b16) para k = 0, 1, . . . , N − 1,
x6k+5 = max(x6k+4 + b5δ6k+5 + b11, b17) para k = 0, 1, . . . , N − 1,
x6k+6 = max(x6k+5 + b6δ6k+6 + b12, b18) para k = 0, 1, . . . , N − 1,
Las características de la zona de tráfico puede imponer otras regulaciones, tales
como establecer cotas a las duraciones mínimas y máximas para los tiempos verde y
rojo, así:
δmin.verde,i: cota mínima de duración de la luz en semáforo i = 1 . . . , 6.
δmax.verde,i: cota máxima de duración de la luz en semáforo i = 1, . . . , 6.
El problema de regulación de los semáforos puede representarse a través del siguiente
modelo:
Minimizar J (6.1)
sujeto a:
δmin.verde,1 ≤ δ6k+1 − δamb ≤ δmax.verde,1 para k = 0, 1, . . . , N − 1, (6.2)
δmin.verde,2 ≤ δ6k+2 − δamb ≤ δmax.verde,2 para k = 0, 1, . . . , N − 1, (6.3)
δmin.verde,3 ≤ δ6k+3 − δamb ≤ δmax.verde,3 para k = 0, 1, . . . , N − 1, (6.4)
δmin.verde,4 ≤ δ6k+4 − δamb ≤ δmax.verde,4 para k = 0, 1, . . . , N − 1, (6.5)
δmin.verde,5 ≤ δ6k+5 − δamb ≤ δmax.verde,5 para k = 0, 1, . . . , N − 1, (6.6)
δmin.verde,6 ≤ δ6k+6 − δamb ≤ δmax.verde,6 para k = 0, 1, . . . , N − 1, (6.7)
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x6k+1 = max(x6k + b1δ6k+1 + b7, b13) para k = 0, 1, . . . , N − 1, (6.8)
x6k+2 = max(x6k+1 + b2δ6k+2 + b8, b14) para k = 0, 1, . . . , N − 1, (6.9)
x6k+3 = max(x6k+2 + b3δ6k+3 + b9, b15) para k = 0, 1, . . . , N − 1, (6.10)
x6k+4 = max(x6k+3 + b4δ6k+4 + b10, b16) para k = 0, 1, . . . , N − 1, (6.11)
x6k+5 = max(x6k+4 + b5δ6k+5 + b11, b17) para k = 0, 1, . . . , N − 1, (6.12)
x6k+6 = max(x6k+5 + b6δ6k+6 + b12, b18) para k = 0, 1, . . . , N − 1, (6.13)
Si los carriles difieren en importancia al evaluar el nivel de congestión de los mismos,
se representa el nivel de importancia del carril, fijando diferentes pesos o ponderaciones
(w1, . . . , w8). La función J a minimizar, puede ser:
• Suma (ponderada) de las longitudes medias de las colas en todos los
carriles
J1 =
8∑
j=1
wj
6N∑
i=1
xijδi
6N∑
i=1
δi
(6.14)
• Longitud (ponderada) media de las colas en el carril con mayores colas
J2 = ma´x
j
wj
6N∑
i=1
xijδi
6N∑
i=1
δi
(6.15)
• Longitud (ponderada) de la cola más larga
J3 = ma´x
i,j
wjxij (6.16)
• Suma (ponderada) de los tiempos medios de espera considerando las
colas de todos los carriles
J4 =
8∑
j=1
wj
λj
6N∑
i=1
xijδi
6N∑
i=1
δi
(6.17)
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• Tiempo (ponderado) medio de espera en el carril con mayor tiempo
de espera
J5 = ma´x
j
wj
λj
6N∑
i=1
xijδi
6N∑
i=1
δi
(6.18)
Se puede analizar una sexta opción que consiste en considerar una combinación de
los criterios anteriores. Esto nos lleva a un modelo multi-objetivo que podemos resolver
tomando una combinación positiva de las distintas funciones objetivo.
J6 =
5∑
i=1
αiJi (6.19)
donde los valores αi corresponden a los pesos que se les dan a los distintos usuarios.
Como consecuencia de lo anteriormente expuesto, conocido δ (vector de los tiempos
de cada luz), la cantidad de autos en cada carril quede determinado mediante las
ecuaciones (6.8)-(6.9)-(6.10)-(6.11)-(6.12)-(6.13). Denotamos por x(δ) la matriz de 6N
filas y 8 columnas donde xij(δ) indica la cantidad de autos en el carril j en el momento
del cambio de luz i.
Sean los parámetros:
Δij =

1 si
i ≡ 1(6) j = 1, 2
i ≡ 2(6) j = 1, 3
i ≡ 3(6) j = 3, 4
i ≡ 4(6) j = 5, 6
i ≡ 5(6) j = 5, 7
i ≡ 0(6) j = 7, 8
0 si no
Δ˜ij =

1 si
i ≡ 1(6) j = 2
i ≡ 2(6) j = 1
i ≡ 3(6) j = 3, 4
i ≡ 4(6) j = 6
i ≡ 5(6) j = 5
i ≡ 0(6) j = 7, 8
0 si no
Una forma más compacta de escribir el problema, sin tener que diferenciar entre
las seis fases es la siguiente:
Minimizar J (6.20)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 + Δk4δmin.verde,4 + Δk5δmin.verde,5+
+Δk6δmin.verde,6 ≤ δk − δamb ≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3+
+Δk4δmax.verde,4 + Δk5δmax.verde,5 + Δk6δmax.verde,6 para k = 1, . . . , 6N
(6.21)
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xk,j = max[xk−1,j +(λj−Δkjμj)δk+Δ˜kj(μj−κj)δamb, max(Δ˜kj(λj−κj)δamb, 0)] (6.22)
para k = 1, . . . , 6N ; j = 1, . . . , 8
Como habíamos mencionado anteriormente, ya introducimos una aproximación ex-
tra al considerar las longitudes de cola continuas. Además, en la práctica, hay también
alguna incertidumbre y variación en el tiempo de las tasas de llegada y de salida, lo
que hace recomendable obtener una buena aproximación de la solución óptima que sea
calculable en un tiempo corto y fácilmente ajustable a los cambios en los valores de los
parámetros. De hecho, utilizando un razonamiento análogo al empleado en la sección
3.1.3.1, llegamos a que estamos ante un problema de optimización con restricciones
de complementariedad lineal (problema NP-duro), que involucra a 54N variables, 12N
restricciones suaves y 48N no suaves, lo que hace que sea muy costoso aplicar un al-
goritmo iterativo [19]. Es por eso que para su solución proponemos un método híbrido
que combina una heurística, tipo recocido simulado, con un algoritmo quasi-Newton
para problemas de optimización no suaves, como el descrito en la sección 3.2.4.
6.1.2. Modelo dinámico
En este modelo consideramos que en el semáforo hay sensores que permiten conocer
la cantidad de autos en cada carril y, por ende, se puede decidir si, dado el tráfico, se
mantiene el estado actual, por cuánto tiempo, o si debe cambiar la luz. Esta decisión
permite menores tiempos de espera, pues elimina situaciones indeseadas como sería que
no hubiera autos en el carril con la luz verde mientras otros carriles esperan.
Para la estrategia de cambio consideramos que si hay al menos r2 vehículos espe-
rando en carriles con luz roja, entonces es recomendable cambiar, así como si hay a lo
más r1 autos en los carriles a los que corresponde la luz verde. Dado que puede ser muy
restrictivo asumir que los cambios de luces ocurren en estas situaciones, suavizamos el
modelo planteando que se minimiza el error cuadrático de aproximar la cantidad de
autos en los momentos de cambio en los carriles en espera por r2 y en los carriles de
servicio por r1.
O sea si la cantidad de autos en el carril al que corresponde la luz verde en el
momento i es
∑
j Δijxij , debemos agregar a la función objetivo el cuadrado de la dife-
rencia entre este valor y r1, pero solo si
∑
j Δijxij > r1. Agregando la variable auxiliar
ρmaxi y la restricción
∑
j Δijxij ≤ ρmaxi entonces al minimizar (ρmaxi − r21) se cumple lo
deseado. Realizando un razonamiento análogo para los autos que esperan por el cambio
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de luz para pasar y con la ayuda de la variable ρmini , la penalidad quedaría
6N∑
i=1
(ρmaxi − r1)2 +
6N∑
i=1
(ρmini − r2)2
donde∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . 6N
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . 6N
Usando un parámetro c para controlar el peso que se le da a esta nueva función en
el objeto a minimizar, el modelo final es:
Minimizar F = J + c
[
6N∑
i=1
(ρmaxi − r1)2 +
6N∑
i=1
(ρmini − r2)2
]
(6.23)
sujeto a:
Δk1δmin.verde,1 + Δk2δmin.verde,2 + Δk3δmin.verde,3 + Δk4δmin.verde,4 + Δk5δmin.verde,5+
+Δk6δmin.verde,6 ≤ δk − δamb ≤ Δk1δmax.verde,1 + Δk2δmax.verde,2 + Δk3δmax.verde,3+
+Δk4δmax.verde,4 + Δk5δmax.verde,5 + Δk6δmax.verde,6 para k = 1, . . . , 6N
(6.24)
xk,j = max[xk−1,j +(λj−Δkjμj)δk+Δ˜kj(μj−κj)δamb, max(Δ˜kj(λj−κj)δamb, 0)] (6.25)
para k = 1, . . . , 6N ; j = 1, . . . , 8∑
j
(1−Δij)xij ≥ ρmini para i = 1, . . . 6N (6.26)
∑
j
Δijxij ≤ ρmaxi para i = 1, . . . 6N (6.27)
Para su solución proponemos un método híbrido que combina una heurística, tipo
recocido simulado, con un algoritmo quasi-Newton para problemas de optimización no
suaves, como el descrito en la sección 3.2.4.
6.1.3. Resultados computacionales
Con el objetivo de verificar la validez del algoritmo propuesto en esta tesis, se progra-
man en MATLAB y se implementan en un ordenador con procesador Intel Core i7, 950
que trabaja a 307 GHz., el algoritmo del método quasi-Newton (método del gradiente
discreto), el del método heurístico basado en la metaheurística de recocido simulado, el
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híbrido que combina el método heurístico y luego el quasi-Newton (que es el propuesto)
y el híbrido que combina el método quasi-Newton y luego el método heurístico. Todos
ellos se corren partiendo de los datos que a continuación se especifican, obteniéndose
los resultados para las funciones objetivo de los modelos estático y dinámico.
Datos: 5 ciclos (N=5), tiempo de ámbar 3 sg.(δamb=3 sg.).
Se usaron los parámetros que se indican en la tabla 6.1
Carriles 1 2 3 4 5 6 7 8
Tasa-llegada (λ) 0.1 0.15 0.2 0.15 0.2 0.1 0.15 0.2
Tasa-salida verde (μ) 0.7 0.7 2 1.5 0.7 0.7 1 1.5
Tasa-salida ámbar (κ) 0.25 0.25 0.45 0.2 0.25 0.25 0.45 0.2
Tabla 6.1: Parámetros
En cuanto a las cotas del tiempo de las luces, se tomaron:
δmin.verde,i = 5, ∀ i = 1, . . . , 6, δmax.verde,i = 30, ∀ i = 1, . . . , 6
Solución inicial: δ0 aleatorio
Construcción de las funciones objetivo
Pesos w = [1 1 1 1 1 1 1 1 ]
αi = 1, ∀i = 1, . . . , 5 (construcción de la función objetivo J6)
r1 = 8, r2 = 32 (construcción de las funciones objetivo del modelo dinámico)
Elementos para la construcción de la heurística
Temperatura inicial t0 = 100000000
Función de reducción de temperatura TM = 0.001 TM−1
Número de iteraciones con igual temperatura Q = 20
Criterio de parada T<0.0001
Los resultados obtenidos aparecen en las tablas 6.2 y 6.3
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Función objetivo QuasiNewton Heurístico Heurístico+Quasi Quasi+Heurístico
J1 51.26 autos 55.72 autos 48.49 autos 50 autos
F1 45.59 autos 55 autos 45 autos 45.57 autos
J2 12 autos 14.51 autos 10.57 autos 12 autos
F2 9.57 autos 15.88 autos 8.67 autos 9.57 autos
J3 22.6 autos 32.4 autos 21.2 autos 22.6 autos
F3 20.7 autos 31.4 autos 19.45 autos 20.7 autos
J4 258.6 sg. 404.4 sg. 194.5 sg. 257.4 sg.
F4 255.2 sg. 376.9 sg. 249.9 sg 250.5 sg.
J5 44.92 sg. 108.2 sg. 40.94 sg 44.41 sg
F5 36.12 sg. 83.51 sg. 34.48 sg. 35.92 sg.
J6 439.18 658.54 374.54 438.33
F6 329.14 485.61 298.92 326.75
Tabla 6.2: Tabla comparativa (1a corrida). Diferentes algoritmos
Función objetivo QuasiNewton Heurístico Heurístico+Quasi Quasi+Heurístico
J1 61.33 autos 64.09 autos 58.29 autos 61.3 autos
F1 38.2 autos 45.38 autos 37.05 autos 38.1 autos
J2 13.58 autos 14.56 autos 10.95 autos 13.52 autos
F2 11.43 autos 15.24 autos 10.33 autos 11.4 autos
J3 25.2 autos 34.8 autos 22.8 autos 25.2 autos
F3 22.9 autos 29.85 autos 20.8 autos 22.6 autos
J4 220.5 sg. 379.7 sg. 210.9 sg. 219.08 sg.
F4 199.8 sg. 339.6 sg. 185.6 sg 198.9 sg.
J5 49.82 sg. 81.78 sg. 38.57 sg 49.32 sg
F5 41.85 sg. 99.35 sg. 36.95 sg. 41.18 sg.
J6 447.06 630.34 415.1 445.35
F6 328.23 487.76 313.14 324.47
Tabla 6.3: Tabla comparativa (2a corrida). Diferentes algoritmos
6.1. Modelos estático y dinámico para seis fases con ocho semáforos 157
A la vista de los resultados que se recogen en las tablas 6.2 y 6.3 llegamos a las
siguientes conclusiones:
• El algoritmo que mejor se comporta (en cuanto a la obtención de los valores
mínimos de las diferentes funciones objetivo) es el algoritmo híbrido consistente
en buscar una aproximación a la solución por medio de recocido simulado, y luego
mejorarla a través del método del gradiente discreto.
• En segundo lugar, también se podría usar el método híbrido que busca primero
una solución por el método del gradiente discreto y, partiendo de ella, usa recocido
simulado, ya que su comportamiento es bastante similar al del anterior.
• En cuanto a los métodos que se usan en solitario, va mejor el método quasi-
Newton que la heurística. Quizás sería necesario replantearse las condiciones que
se usan para construir la heurística, en cuanto a función de reducción de tempe-
ratura, número de pasos con igual temperatura, criterio de parada, etc., para que
los resultados de ésta sean más ajustados a los de los métodos híbridos, lo que
además permitiría que éstos pudiesen mejorar al mejorar la heurística.
6.1.4. Aplicación al cruce de la avenida de Arteixo con la Ronda
de Outeiro
La intersección semaforizada de la avenida de Arteixo con la Ronda de Outeiro de la
ciudad de A Coruña, (ver figura 6.7) es un ejemplo del tipo de cruce presentado y
modelado en este capítulo, o sea, de cruce regulado por semáforos con las seis fases
descritas en las figuras 6.1, 6.2, 6.3, 6.4, 6.5 y 6.6 en cada ciclo.
En la primera fase los semáforos T1 y T2 están en verde (los demás semáforos están
en rojo), por tanto los vehículos que circulan por la Ronda de Outeiro en sentido hacia
el interior de la ciudad, rebasan el cruce siguiendo por dicha Ronda, o giran a la derecha
o a la izquierda hacia la avenida de Arteixo.
En la segunda fase el semáforo T1 sigue en verde (T2 ha cambiado de verde a rojo),
por tanto los vehículos continúan circulando por la Ronda de Outeiro, o continúan
girando a la derecha hacia la avenida de Arteixo, y T3 cambia de rojo a verde, permi-
tiendo a los vehículos iniciar la marcha por la Ronda de Outeiro en sentido hacia la
salida de la ciudad o girar a la derecha hacia la avenida de Arteixo.
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Figura 6.7: Imagen del cruce
En la tercera fase el semáforo T3 sigue en verde (T1 ha cambiado de verde a rojo),
por tanto los vehículos continúan circulando por la Ronda de Outeiro, o continúan
girando a la derecha hacia la avenida de Arteixo y T4 cambia de rojo a verde, por tanto
se puede girar a la izquierda hacia la avenida de Arteixo.
En la cuarta fase los semáforos T5 y T6 cambian de rojo a verde (T3 y T4 cambian de
verde a rojo), permitiendo a los vehículos iniciar la marcha por la avenida de Arteixo
en sentido hacia la salida de la ciudad, o girar a la derecha o a la izquierda hacia la
Ronda de Outeiro.
En la quinta fase el semáforo T5 sigue en verde (T6 ha cambiado de verde a rojo),
por tanto los vehículos continúan circulando por la avenida de Arteixo o continúan gi-
rando a la derecha hacia la Ronda de Outeiro y T7 cambia de rojo a verde, permitiendo
a los vehículos iniciar la marcha por la avenida de Arteixo en sentido hacia el centro
de la ciudad, o girar a la derecha hacia la Ronda de Outeiro.
En la sexta fase el semáforo T7 sigue en verde (T5 ha cambiado de verde a rojo),
por tanto los vehículos continúan circulando por la avenida de Arteixo, o continúan
girando a la derecha hacia la Ronda de Outeiro y T8 cambia de rojo a verde, por tanto
se puede girar a la izquierda hacia la Ronda de Outeiro.
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Una vez descritas las seis fases que constituyen cada uno de los ciclos de los semá-
foros, quisiera hacer los comentarios siguientes:
• En cada sentido de circulación, antes de rebasar el cruce, hay tres carriles: el de
la izquierda para girar hacia la izquierda, el del centro para seguir de frente y el
de la derecha para seguir de frente o girar hacia la derecha, excepto en la Ronda
de Outeiro en dirección a la salida de la ciudad que hay cuatro, uno para girar a
la izquierda, otro para girar a la derecha y dos para seguir de frente.
• En los semáforos T1, T3, T5 y T7 hay un anexo que, en ciertos momentos se
pone en verde o en ámbar intermitente, permitiendo el giro hacia la derecha. Su
funcionamiento es el siguiente:
- En el anexo del semáforo T1 sólo se enciende la luz verde a la vez y du-
rante el mismo tiempo que la luz verde del semáforo principal, por tanto,
su existencia sólo puede justificarse por el hecho de que permite una mejor
información al conductor acerca de la posibilidad de girar a la derecha.
- En el anexo del semáforo T3 sólo se enciende la luz ámbar intermitente en dos
períodos: en el primero de ellos, durante 10 sg. (tiempo que dura encendida
la luz verde del semáforo T8), mientras que la luz del semáforo principal
está en rojo y en el segundo durante el tiempo que está en verde el semáforo
principal.
- En el anexo del semáforo T5 sólo se enciende la luz ámbar intermitente. El
tiempo de duración es la suma del tiempo de luz verde del semáforo T4
-10 sg.- (luz roja en el semáforo principal) con el tiempo de luz verde del
semáforo principal.
- En el anexo del semáforo T7 sólo se enciende la luz ámbar intermitente
durante el tiempo que está en verde el semáforo principal y continúa durante
10 sg. más (tiempo que dura encendida la luz verde del semáforo T2), una
vez que la luz del semáforo principal cambió a rojo.
• El semáforo T7 permite a los peatones cruzar la avenida de Arteixo durante el
tiempo que el anexo del semáforo T3 está en ámbar intermitente en su segundo
período, lo que dificulta durante ese tiempo el giro a la derecha de los vehículos
que circulan por el carril L3.
• El semáforo T3 permite a los peatones cruzar la Ronda de Outeiro durante el
tiempo en el que el anexo del semáforo T5 está en ámbar intermitente a la vez
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que está en verde el semáforo principal, lo que dificulta durante ese tiempo el giro
a la derecha de los vehículos que circulan por el carril L5.
• El semáforo T1 permite a los peatones cruzar la Ronda de Outeiro durante el
tiempo en el que el anexo del semáforo T7 está en ámbar intermitente a la vez
que está en verde el semáforo principal, lo que dificulta durante ese tiempo el giro
a la derecha de los vehículos que circulan por el carril L7.
A la vista de las consideraciones anteriores, en nuestro modelo no hemos tenido
en cuenta los anexos de los semáforos T1, T3, T5 y T7 ya que, el del semáforo T1 no
afecta a la circulación y los de T3, T5 y T7, aunque si afectan, no lo hacen en una
medida significativa ya que, están puestos para compensar las dificultades en los giros
a la derecha provocados por el cruce de peatones. Lo que si se ha considerado es la
existencia de tres o cuatro carriles que, por supuesto, afecta a las tasas de llegada y de
salida de vehículos del cruce.
Los tiempos de luz verde que rigen los semáforos de la intersección son: para los
semáforos T2, T4, T6 y T8 que permiten el giro a la izquierda es de 10 sg., para los
semáforos T1 y T3 que permiten la circulación por la Ronda de Outeiro o giro a la
derecha, es de 40 sg. y para los semáforos T5 y T7 que permiten la circulación por la
avenida de Arteixo o giro a la derecha es de 25 sg. Por tanto la duración de las fases es:
primera fase 10 sg., segunda fase 30 sg., tercera fase 10 sg., cuarta fase 10 sg., quinta
fase 15 sg. y sexta fase 10 sg.
También se ha observado que, como es un cruce con mucha densidad de circulación
durante todo el día y fundamentalmente en horas punta, en ciertos intervalos de tiempo,
se produce una pequeña variación en la duración de las fases, ya que, los vehículos que
circulan por la Ronda de Outeiro lo hacen durante 50 sg. y los que circulan por la
avenida de Arteixo, durante 40 sg. Por tanto la duración del ciclo completo sería en un
caso de 85 sg. y en otro de 110 sg., tiempo que está según se indica en [66] dentro del
rango que se acomoda a la mentalidad del conductor.
6.1.5. Resultados computacionales
Por mediciones directas en observaciones de varios días durante diferentes momentos
del día y principalmente durante el horario pico, se estimaron las tasas de llegada y
salida en los carriles, las cuales se recogen en la tabla 6.4
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Carriles 1 2 3 4 5 6 7 8
Tasa-llegada (λ) 0.35 0.1 0.4 0.09 0.26 0.09 0.35 0.1
Tasa-salida verde (μ) 1.05 0.7 1.1 0.6 1 0.7 1 0.6
Tasa-salida ámbar (κ) 0.25 0.25 0.45 0.2 0.25 0.25 0.45 0.2
Tabla 6.4: Parámetros
Se implementó el algoritmo híbrido heurística+quasi-Newton con las tasas ante-
riores en cinco ciclos (ver los resultados en la tabla 6.5) y se observó que el largo de
las colas de vehículos en el cruce en horario pico, es muy similar al que se da en la
realidad; colas que no son muy deseables, debido a que en los carriles L1, L3, L5 y
L7 están entre los 20 y 25 vehículos, y en los carriles L2, L4, L6 y L8 entre los 8 y
10 vehículos. Ahora bien, también se observa que hay fases en las que rebasan la in-
tersección todos los vehículos que están esperando, por tanto, podemos afirmar que la
regulación hecha tanto con nuestro algoritmo como la diseñada por las Autoridades
de Tráfico, es bastante adecuada, teniendo en cuenta que este cruce absorbe el tráfico
de entrada y salida de la ciudad en dos direcciones diferentes, y el tráfico de entrada
y salida de un polígono industrial y de una zona en donde se encuentra una de las
superficies comerciales más grandes de España.
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Carriles 1 2 3 4 5 6 7 8
Ciclo 1o-1a fase 0 0 2 0.45 1.3 0.45 1.75 0.5
Ciclo 1o-2a fase 0.3 1 0 1.35 3.9 1.35 5.25 1.5
Ciclo 1o-3a fase 3.45 1.9 0 0 6.24 2.16 8.4 2.4
Ciclo 1o-4a fase 5.2 2.4 2 0.45 2.54 0.46 10.15 2.9
Ciclo 1o-5a fase 8 3.2 5.2 1.17 0.03 1.18 4.95 3.7
Ciclo 1o-6a fase 11.15 4.1 8.8 1.98 2.37 2 0.75 0.4
Ciclo 2o-1a fase 7.65 2.45 10.8 2.43 3.67 2.44 2.5 0.9
Ciclo 2o-2a fase 0.3 3.85 1 3.69 7.31 3.7 7.4 2.3
Ciclo 2o-3a fase 2.4 4.45 0 1.83 8.87 4.24 9.5 2.9
Ciclo 2o-4a fase 5.55 5.35 3.6 2.64 2.2 0.1 12.65 3.8
Ciclo 2o-5a fase 8.7 6.25 7.2 3.45 0.03 0.91 6.8 4.7
Ciclo 2o-6a fase 12.9 7.45 12 4.53 3.15 2 0.65 0
Ciclo 3o-1a fase 2.4 0 18 5.88 7.05 3.34 5.9 1.5
Ciclo 3o-2a fase 0.3 1.7 6.1 7.4 11.47 4.87 11.85 3.2
Ciclo 3o-3a fase 4.15 2.8 0.35 3 14.33 5.86 15.7 4.3
Ciclo 3o-4a fase 9.75 4.4 6.75 4.4 2.49 0 21.3 5.9
Ciclo 3o-5a fase 16 6.2 14 6 0.03 1.62 9.6 7.7
Ciclo 3o-6a fase 22 7.9 20.75 7.59 4.45 3.15 0.2 0.4
Ciclo 4o-1a fase 13.6 2.05 25.5 8.67 7.57 4.23 4.4 1.6
Ciclo 4o-2a fase 2.7 4 12.25 10.38 12.5 6 11 3.5
Ciclo 4o-3a fase 7.6 5.35 4.4 4.4 16.15 7.2 16 4.9
Ciclo 4o-4a fase 10 6 7.2 5 11 4.28 18.4 5.6
Ciclo 4o-5a fase 13.9 7.15 11.6 6 5 5.27 11.25 6.7
Ciclo 4o-6a fase 17.75 8.25 16 7 8 6.26 5.75 2.4
Ciclo 5o-1a fase 8.65 1.8 21.2 8.22 11.3 7.43 10.3 3.7
Ciclo 5o-2a fase 0.3 3.4 10 9.6 15.48 8.87 15.9 5.3
Ciclo 5o-3a fase 5.2 4.8 2.15 3.72 19.12 10.1 20.8 6.7
Ciclo 5o-4a fase 8.7 5.8 6.15 4.62 11.7 5.38 24.3 7.7
Ciclo 5o-5a fase 12.55 6.9 10.5 5.6 5.83 6.37 17.1 8.8
Ciclo 5o-6a fase 17.1 8.2 15.7 6.78 9.2 7.54 10.35 3.5
Tabla 6.5: Promedio de vehículos en el momento del cambio de luz
Conclusiones
El objetivo de este trabajo ha sido desarrollar modelos y algoritmos solución precisos
y estables para problemas de control óptimo de semáforos. Como aplicación particular
hemos considerado cruces con 2, 3, 4 o 6 fases en la ciudad de A Coruña. La metodología
de trabajo y los resultados obtenidos han sido los siguientes:
• Partiendo del modelo para cruce simple (2 fases) propuesto por Schutter-Moor,
(en el que las restricciones del modelo constituyen un problema de complementa-
riedad lineal extendido, NP-duro, por ello, propone un algoritmo solución de un
problema aproximado basado en la relajación de éste, lo que le lleva a soluciones
subóptimas), se diseñan dos modelos, uno en el cual los tiempos de las luces son
variables, pero sólo dependen de los flujos de llegada (caso estático) y otro en el
que se considera que en el semáforo hay sensores que permiten conocer la cantidad
de autos en cada carril y, por ende, se puede decidir si, dado el tráfico, se mantiene
el estado actual, por cuánto tiempo, o si debe cambiar la luz (caso dinámico). Se
consideraron diferentes funciones objetivo a minimizar: suma (ponderada) de las
longitudes medias de las colas en todos los carriles, longitud (ponderada) media
de las colas en el carril con mayores colas, longitud (ponderada) de la cola más
larga, suma (ponderada) de los tiempos medios de espera considerando las colas
de todos los carriles, tiempo (ponderado) medio de espera en el carril con ma-
yor tiempo de espera, o una combinación de todas ellas. El problema, por tanto,
consiste en encontrar los instantes de cambio switching de las luces de los semá-
foros, para los que se minimiza alguna de las funciones anteriores. Se propone un
método híbrido de solución donde se combina la filosofía de recocido simulado y
un método quasi-Newton adecuado. Con la heurística fuimos capaces de explorar
la región de soluciones escapando de extremos locales, y mediante el algoritmo
determinístico se mejoró considerablemente la solución obtenida a través de la
heurística. Hemos implementado estos algoritmos mediante programas escritos en
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MATLAB. Hemos presentado ejemplos numéricos para cinco ciclos, obteniéndose
que el modelo dinámico da resultados mejores, en cuanto al valor de la función
objetivo y al largo de las colas, que el modelo estático y el tiempo computacional
es sólo sensiblemente superior.
• Hemos diseñado un modelo para un cruce regulado por semáforos en el que hay
tres fases en cada ciclo. Para comprobar su validez, se implementó el modelo
diseñado y se aplicó al cruce de las calles Palomar, Paseo de los Puentes y avenida
de Finisterre, de la ciudad de A Coruña, comprobándose que las colas en los
distintos carriles y los tiempos medios de espera se corresponden con los que
se dan en la realidad en horas pico. Seguidamente se programó en MATLAB el
método heurístico aplicado a este modelo y se implementó partiendo de los datos
iniciales del cruce, comprobándose la bondad del algoritmo, ya que las colas se
redujeron sensiblemente, pues al ser los tiempos de las luces variables, se evita
que haya coches esperando cuando en otros carriles ninguno está pasando.
• A continuación se diseñan modelos para un cruce regulado por semáforos en el
que hay cuatro fases en cada ciclo con cuatro u ocho semáforos. Se aplica el
modelo diseñado al cruce de la avenida de Finisterre con la Ronda de Nelle en
A Coruña (4 semáforos) y, al igual que en el caso de tres fases, se comprueba su
validez y se programa en MATLAB el algoritmo heurístico, con el cual se obtienen
resultados algo mejores que los que se dan en la realidad con los semáforos a ciclo
fijo. En el caso de ocho semáforos, con datos de un cruce teórico, se programa en
MATLAB el método híbrido propuesto en este trabajo, y se aplica a los modelos
estático y dinámico usando todas las funciones objetivo que se consideran. Como
sucedió para el cruce simple, el comportamiento del modelo dinámico es mejor,
en cuanto al valor de las funciones objetivo y al largo de las colas, con un tiempo
computacional ligeramente superior.
• Para finalizar se diseña un modelo para un cruce regulado por ocho semáforos con
seis fases en cada ciclo. Se programan en MATLAB para este modelo, el método
quasi-Newton, el método heurístico, y dos métodos híbridos: uno que empieza en
la heurística y a continuación usa el quasi-Newton y otro que empieza por este
método y luego acaba usando la heurística. Se implementaron estos métodos con
datos teóricos, comprobando que con el que se obtienen los mejores resultados en
cuanto al valor de las funciones objetivo de los modelos estático y dinámico, y en
cuanto a la longitud de las colas, es con el método que empieza en la heurística
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y luego mejora la solución con el determinístico, que es el que propusimos desde
el principio de este trabajo. Seguidamente este método se aplica al cruce de la
Ronda de Outeiro con la avenida de Arteixo en A Coruña usando datos reales
del cruce en horas pico. La conclusión es que, aunque se mejora algo respecto a
lo que sucede en la realidad, los resultados son bastante similares a los que se
producen en el cruce, debido a que es un cruce con frecuentes embotellamientos,
pues tiene una densidad de tráfico muy alta.
• Los modelos que hemos diseñado y aplicado a la intersección regulada, impregnan
a nuestra investigación de un carácter interdisciplinario al incorporar no sólo re-
ferencias económicas y sociales, sino también los aspectos medioambientales que
pretende resolver, como la congestión, la generación de accidentes, los ruidos y
la contaminación atmosférica.
• Corresponde a las Autoridades Públicas basarse en esta investigación para tomar
decisiones en lo tocante a una buena regulación del tráfico.
En el futuro se tratará de seguir trabajando en dichas intersecciones con datos
reales de flujo de vehículos, incluyendo en nuestro estudio diferencias entre los distintos
carriles, un mayor número de ciclos y en el caso del problema multiobjetivo, vectores de
peso que ponderen más un objetivo que otro. También se tratará de relatar y esbozar
otras líneas de investigación, como por ejemplo: uso de otros métodos heurísticos:
colonias de hormigas, algoritmos genéticos, etc. o extensión de la teoría propuesta al
caso de las rotondas o de cruces concatenados.
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