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In this paper we show experimental evidence of a few correlation regimes of a cold dipolar exciton
fluid, created optically in a semiconductor bilayer heterostructure. In the higher temperature regime,
the average interaction energy between the particles shows a surprising temperature dependence
which is an evidence for correlations beyond the mean field model. At a lower temperature, there
is a sharp increase in the interaction energy of optically active excitons, accompanied by a strong
reduction in their apparent population. This is an evidence for a sharp macroscopic transition to a
dark state as was suggested theoretically.
Different collective many-body effects in Bose quantum
fluids of atoms [1] and exciton-polaritons [2] have been
observed in recent years. The common feature of these
quantum fluids is the weak interaction between the par-
ticles, which generally can be well described using mean
field theories where the interaction is considered as a lo-
cal, contact-like scattering [1]. In contrast, cold dipolar
fluids are composed of particles which carry a permanent
electric dipole. Due to the strength and longer range
of the dipole-dipole interaction, dipolar fluids are pre-
dicted to display physics that goes beyond a mean field
description[3]. In particular, cold dipolar bosons are ex-
pected to have new quantum as well as classical multi-
particle correlation regimes[3–5]. Observing the many-
body correlations will open a window to the complex un-
derlying physics that may drive the fluid into different
theoretically proposed collective phases such as dipolar
superfluids, dipolar crystals and dipolar liquids[6–9]. In
this paper we show experimental evidence of a few cor-
relation regimes of a cold dipolar exciton fluid, created
optically in a semiconductor bilayer heterostructure. In
the higher temperature regime, the average interaction
energy between the particles shows a surprising temper-
ature dependence which is an evidence for correlations
beyond the mean field model. At a lower temperature,
there is a sharp increase in the interaction energy of opti-
cally active excitons, accompanied by a strong reduction
in their apparent population. This could be an evidence
for a sharp macroscopic transition to a dark state as was
suggested theoretically[10].
There are currently only a few feasible realizations
of quantum dipolar fluids that are being experimentally
tested. Perhaps the most known are dipolar atoms[3] or
polar molecules [11] in either magneto-optical traps or
optical lattices[1], and indirect dipolar exciton conden-
sates in semiconductor quantum structures[12, 13]. Indi-
rect dipolar excitons (Xid) are coulomb-bound electron-
hole pairs inside an electrically gated semiconductor bi-
layer (also known as a double quantum well-DQW). Xid
are two-dimensional (2D) boson-like quasi-particles (see
illustration in Fig.1a) with 4 quasi degenerate spin states.
The two states with spin S = ±1 are optically active
(”bright”), and the two states with spin S = ±2 are opti-
cally inactive (”dark”)[10]. TheXid carry a static electric
dipole due to the separation of the electron and the hole
into the two adjacent layers. Furthermore, all the dipoles
are aligned perpendicular to the layers, so that the domi-
nant interaction between the Xid is an extended repulsive
dipole-dipole interaction[14, 15]. The unique advantage
of Xid systems is that the effect of the interactions be-
tween the excitons can be observed directly: the interac-
tion of a given exciton with its surrounding excitons is
manifested in an excess energy (called the ”blue shift” -
∆E), carried away from the system by a photon as the
exciton recombines radiatively. It was suggested theoret-
ically that this observed interaction energy could be used
as a direct experimental probe of the various particle cor-
relation regimes and the thermodynamic phases of Xid
systems[5, 15], if it can be mapped as a function of the
fluid temperature and density[16]. However, calibrating
the fluid density reliably at different temperatures turned
out to be a non-trivial task in optically excited exciton
systems[17] which so far hindered direct and consistent
observations of interaction-induced particle correlations.
Here we present time-resolved photoluminescence (PL)
experiments of an optically excited Xid fluid trapped in-
side an electrostatic trap[19–21]. We extract a consistent
mapping of ∆E for a range of bright exciton densities
(nb) and temperatures. We observe multi-particle cor-
relations in the dipolar exciton fluid, and evidence for
a macroscopic transition where the fluid redistribute its
density with dark states which are uncoupled to light.
Fig. 1b and c show typical time resolved PL images of an
Xid fluid inside an electrostatic trap after its excitation
with a non-resonant pulsed laser. About 50ns after exci-
tation, the fluid reaches a dynamical equilibrium between
the dipole-dipole repulsion of excitons that tends to drive
the fluid outwards, and the confining ”flat well” poten-
tial induced by the electrostatic gate. This equilibrium
results in a uniform and homogeneous PL distribution
inside the trap, indicating a flat density profile. This is
clearly seen in Fig. 1c. Fig. 1d and e present the corre-
sponding spatial-spectral images taken along the central
axis of the trap gate. Fig. 1e shows that the homoge-
2FIG. 1. Dipolar excitons in an electrostatic trap: sam-
ple structure, experimental setup, and PL dynamics.
a, An illustration of the bilayer system, the dipolar excitons,
and the circular electrostatic trap gate geometry. The excita-
tion laser pulse impinges at the center of the trap. b,c,d,e,
PL of an Xid fluid inside an electrostatic trap, at two different
times after a non-resonant excitation pulse. The first stage of
the dynamics starts with a fast expansion of the dense and hot
carriers due to the carrier-carrier repulsion (not seen here),
followed by a cooling and a formation of Xid. Due to their
strong dipole-dipole repulsion, these Xid continue to expand
rapidly towards the edges of the circular trap [18], where they
are confined through the interaction of their dipole with the
externally applied electric field under the trapping gate. b,c
Real space images of the Xid fluid PL from an electrostatic
trap during the laser pulse and 50ns after the laser pulse, re-
spectively. The PL is spectrally filtered to collect only the
emission from Xid fluid. Note that the Xid fluid reaches a ho-
mogeneous distribution in the trap in c. The dashed yellow
line mark the trap gate boundary. d,e, Spectral colormap im-
ages (in log scale) of theXid PL, taken from the cross-sections
of the electrostatic trap shown by the green dash lines in b,c,
respectively. The dot-dashed red line marks the spatial lo-
cation of the excitation spot, and the horizontal black lines
mark the trap gate boundary. The vertical black dot-dashed
line marks the energy at the bottom of the trap. The PL is
clearly blue shifted with respect to this energy, due to mutual
dipolar interactions between particles.
neously distributed PL is blue shifted from the emission
energy of a single exciton. This positive blue shift energy
∆E is due to the repulsive dipole-dipole interaction inside
the Xid fluid. In general, ∆E increases as nb increases
and its value is sensitive to the intricate multi-particle
correlation[5, 15].
Fig. 2a presents an example of the spatially integrated
and normalized PL spectra, taken at T = 3K, at different
times after the excitation pulse. The spectral position of
the PL line shifts with time to lower energies as nb de-
creases. At long times, the PL energy asymptotically
reaches a constant value. The difference between the PL
energy at any given time to this asymptotic value, is the
blue shift energy ∆E (marked by the arrow in Fig. 2a).
The time dependence of the spectrally integrated PL in-
tensity (I) and of ∆E are plotted in Fig. 2b. As the
FIG. 2. PL dynamics of a trapped Xid fluid. a, Spatially
integrated PL spectra of an Xid fluid in a trap (taken at 3K)
at different times after the short excitation pulse. The spectra
intensities are all normalized to unity for convenience. The
dot-dashed red line indicates the extrapolated Xid energy as
the density of the bright excitons goes to zero. The blue shift
energy, ∆E, is measured from this extrapolated energy, as is
marked by the black arrow. b, The extracted time depen-
dence ∆E (blue circles), and the integrated intensity I(green
squares) from the Xid spectra in a. It is seen that ∆E and I
decay non-exponentially and at different rates, due to the de-
pendence of the effective Xid lifetime on ∆E (see text). The
inset presents the same data as in b but in log scale.
Xid density drops with time, both I and ∆E decreases
with a non-exponential decay rate. The reason for this
non-exponential decay is the dependence of the Xid ra-
diative recombination time (τid) on nb: as is illustrated
in Fig. 3a, radiative recombination of the Xid can be de-
scribed by a tunneling of either the electron or the hole
(with a much lower probability due to its larger mass)
to the adjacent well, where direct optical recombination
with the opposite-charge particle takes place with a direct
exciton recombination time - τd. The tunneling proba-
bility depends on the difference between the direct and
indirect transition energies, Ed−Eid. The larger this en-
ergy difference is, the larger is τid compared to τd. This
picture can be quantified to get an expression for τid in
terms of τd and Ed − Eid [see supplementary material
(S1) for more details]:
1
τid
=
|c|2
τd
=
1
τd
v2
(Ed − Eid)2 , (1)
where |c|2 is the probability for an electron to tunnel
3to the hole QW, and v is the tunneling matrix element.
Note that while the non-polar, direct transition energy
Ed is independent of density, the dipolar energy Eid de-
pends on nb. The time dependence of τid/τd can be ex-
tracted from Eq. 1 by plugging in it the experimental
values of Ed − Eid(t). Fig. 3b presents this time depen-
dence for the three exemplary temperatures of T = 1.3K,
1.9K and 5K. Because the dominant Xid recombination
channel is radiative[22–24], the dynamics of nb, and its
relation to the observed PL intensity I, can be described
by a simple rate equation. Assuming an equilibrium of
bright and dark Xid [25] (i.e., nb = nd where nd is the
dark Xid density), we get:
I(t) = −α(T ) d
dt
(nb(t) + nd(t)) = −2α(T )dnb(t)
dt
=
= 2α(T )
nrad(t)
τid
= 2α(T )
β(T )nb(t)
τid
, (2)
where nrad is the density of optically active excitons with
in-plane k-vectors which are inside the radiation light
cone, β ≡ (nrad/nb), and α(T ) is the fraction of the total
emitted photon flux that is collected by the detector (see
[26], and supplementary material for more information).
We now note that counting all the emitted photons from
a given time t after the excitation to t → ∞ (where
nb = 0) yields nb(t), i.e.,
nb(t) =
∫∞
t I(t
′)dt′
2α(T )
(3)
This means that their densities are equal so that nb is
only half of the total exciton density. Secondly, combin-
ing Eq. (2) with Eq. (3) we get a relation between I(t),
τid(t), and β(T ):
I(t) =
β(T, t)
∫∞
t
I(t′)dt′
2τid(t)
. (4)
Since τid was extracted independently from the PL en-
ergy using Eq. 1, comparing the two sides of the equation
yields β(T, t). This dependence is plotted for 3 differ-
ent temperatures in Fig. 3d. β increases with decreasing
time, i.e., with increasing nb. Also, β decreases with
temperature. This density dependence is a signature of
a deviation from a pure classical ideal gas distribution.
Fig. 3e plots the theoretically calculated values of β(nb)
for the 3 corresponding temperatures, using an ideal 2D
Bose-Einstein (BE) model [see supplementary material
(S3) for the full derivation]. There is a reasonable qual-
itative agreement between the calculation and the ex-
periment, indicating the validity of the model assump-
tions. Note however that currently we cannot obtain a
direct comparison between the theoretical and experi-
mental values of β as no absolute calibration of nb exists.
Another strong verification for the validity of the above
analysis was done for a trapped Xid fluid in steady state
under CW excitation and is shown in the supplementary
material. Fig. 4a shows in green circles the tempera-
ture dependence of β at the high density limit (marked
by the black dashed lines in Fig. 3d. β(T ) increases as
T decreases down to ∼2.5K, where it suddenly drops.
This behavior is fitted to an ideal BE distribution, shown
by the solid blue line. For temperatures above ∼2.5K
the theoretical prediction fits well with the experimental
data. This means that for T >∼2.5K, the Xid fluid has
a well defined thermal distribution, but sharply deviates
from it at lower temperatures. This is the first important
observation of this analysis.
Next we would like to map the dependence of ∆E on T
and nb. This can be done with a common experimental
calibration for the optically-active exciton densities for
all temperatures using Eq. (3). To do this in a simple
tractable manner, we calculate an approximate, density
independent value of α(T ). We can then use this calcu-
lated value with Eq. (3) and the experimental values of
I(t) to get nb(t) for each T . The results are plotted in
Fig. 3c. This procedure allows us to compare the behav-
ior of the Xid fluid with similar densities but at different
temperatures.
Fig. 4b presents the experimental dependence of ∆E
on T for different fixed densities. Two distinct tempera-
ture regimes are observed for all densities, corresponding
exactly to the two regimes seen for β(T ), with a sharp
transition between them at Tc ≃2.5K. For all tempera-
tures above Tc, a clear temperature dependence of ∆E
is observed. ∆E decreases with decreasing T . This de-
pendence is a clear evidence for particle correlations be-
yond mean field. In contrast, a mean field calculation
of ∆E predicts a ”capacitor formula” dependence that
is temperature independent[27]. As the dipole-dipole in-
teraction between the excitons is repulsive, a reduction
of ∆E for a given density nb means an increase in the
particle correlations: the more the Xid spatially corre-
late to minimize their energy, the smaller ∆E will be.
Therefore, the results suggest that as T decreases, the
spatial correlations of the excitons in the fluid increase.
To better quantify the dependence of ∆E and therefore
the particle correlations on nb and T in this regime, we
look for a scaling law of our data. Fig. 5a plots ∆E for a
large set of densities and for all the measured tempera-
tures above Tc, as a function of nbT
2. The data collapse
into a single linear line to a high accuracy (see inset).
The linear dependence of ∆E on nb suggests a lack of
long range order in the fluid[5]. The scaling of ∆E on
T 2 is surprising. In contrast, the models of Refs.[5, 15]
predict a much weaker, sublinear dependence of ∆E on
T , if the dipoles are a classically correlated gas. This
specific temperature dependence could be an indication
for a transition of the fluid correlations from classical to
quantum. While the former are expected to lead to a
clear temperature dependence of ∆E, the latter should
have a much weaker dependence, as was calculated in
Ref. [5]. This transition to a temperature independent
∆E is especially clear for the low densities of Fig. 4b,
and it happens at a temperature range very similar to
4FIG. 3. Optical recombination model, data analysis, and Xid density calibration. a, On the left side a schematic
illustration of the energy band diagram of a DQW (in the growth direction) under an applied bias is shown . The energies
of the direct exciton (Ed) and the dipolar exciton (Eid) are marked. The right side illustrates the process of an Xid optical
recombination, in which the electron effectively tunnels to the adjacent well (stage 1) and recombines with the hole (stage 2),
emitting a photon. b, Extracted τid/τd vs. time for three experimental temperatures T = 1.3K, T = 1.9K and 5K, using
Eq. (1). c, The bright exciton density, nb(t), as a function of time for different temperatures, extracted using the calibration
procedure described in the text. d, The experimentally obtained values of β at different times for three different temperatures.
e, Calculated values of β as a function of nb for the same temperatures as in d, using an ideal 2D Bose-Einstein thermal
distribution.
the one where quantum degeneracy of Xid was reported
very recently [13]. Lower bound estimation for the Xid
density (see caption of Fig 4b) indeed suggests that the
Xid fluid should become quantum degenerate (see Fig
S3 in the supplementary material) for all the densities
presented.
Turning to the other regime, we observe a sharp in-
crease in ∆E for all densities just below Tc. This jump
correlates well with the onset of the deviation from the
theoretical values of β plotted in Fig. 4a, where we ob-
serve a sharp drop of β(T < Tc) with much less radiative
Xid than the theoretical prediction of a BE gas of bright
excitons (plotted in blue). In other words, suddenly be-
low Tc there seem to be less bright excitons but yet more
interaction energy. This is an indication for a sudden
and sharp depletion of the bright exciton density and
a sudden macroscopic transition to an optically inactive
”dark” state below Tc. This increase in the density of
the dark state is seen in ∆E of bright excitons as these
dark excitons still interact with the bright excitons. A
Bose-Einstein condensation (BEC) of dark excitons and
its effect on the excited bright exciton energy was recently
suggested in a theoretical paper by Combescot et. al.[10].
It was proposed that in perfect excitonic systems, the
dark excitons should have an energy slightly lower than
the bright excitons, and therefore at low enough temper-
atures and high densities, a BEC should form in the dark
state. In practice however, due to disorder and dipolar in-
teractions, it is more likely that the ground state consists
of a mixture of the bright and dark excitonic states. The
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FIG. 4. Particle correlation regimes. a, β values at
the high exciton density limit (marked by the black dashed
lines in Fig. 3d), as a function of T (green circles). The solid
blue line is the theoretical values of β assuming an ideal 2D
Bose-Einstein thermal distribution with nb = 3.5·10
10 [cm]−2.
b, ∆E as a function of T for different values of bright exci-
ton densities, nb (dashed lines are guides to the eye). The
vertical black dashed line mark Tc, the boundary between
the two regimes as is discussed in the text. A lower bound
for nb can be obtained from the blue shift at the highest
temperature by applying the mean field model [5] yielding
nb ≥ 2.2 · 10
10cm−2/1(a.u.). For this density estimate we
assume that at the highest temperature, the bright and dark
exciton densities are identical and therefore nb is half of the
total particle density.
following possible scenario is therefore consistent with
our experimental observations: for all temperatures, the
pulse excitation creates a large density of hot particles
that very quickly (within a few nanoseconds) cool down
to the lattice temperature. For T > Tc, due to efficient
spin flip processes between dark and bright states[25, 28],
their population is approximately equal throughout the
optical recombination process and their density decay to-
gether with time. At temperatures below Tc, the high
density fluid cools down and condenses fast after exci-
tation, pulling bright excitons to the dark ground state
so that the population equality between the two species
breaks down, resulting in more dark excitons and less
bright excitons than expected, as is seen in Fig.4a,b. The
fact that the temperature dependence of this transition
is very sharp (a fraction of a Kelvin), excludes the possi-
bility of a simple thermal re-population of a lower dark
state, but rather indicates to a sharp macroscopic tran-
sition. After the condensation, it is expected that the
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FIG. 5. Data analysis. a, Scaling of the data of ∆E
in 4 to nbT
2 for all T > Tc. The solid straight line was
added as a guide to the eye. The inset shows the R2 val-
ues of the quality of scaling of the experimental ∆E data to
nδbT
γ for different values of the exponents γ and δ. b, The
time dependence of the magnitude of energy ”jump” given
by δE = Eid(T = 2.2K) − Eid(T = 2.6K), where these two
temperatures correspond to the temperatures just below and
above Tc respectively. The dashed red line marks the value
of τid(T = 2.2K) at the low density limit.
scattering between the condensed particles in the fluid
will be strongly suppressed, leading to a suppression of
spin flip processes and therefore to an effective decoupling
of the dark Xid from the bright ones. Such scattering
suppression was recently observed and analyzed theoret-
ically [13]. Since the condensation and the bright-dark
decoupling happens shortly after the pulsed excitation,
it should be hard to directly observe the existence of a
dark state by monitoring the dynamics of the bright Xid
PL intensity alone. However, there is a way to probe the
dark state existence, as can be seen from Fig 5b. Here
we plot the time dependence of the energy ”jump” given
by δE = Eid(T = 2.2K)− Eid(T = 2.6K), where these
two temperatures correspond to the temperatures just
below and above Tc respectively. It can be seen that δE
persists for times much longer than the bright exciton
lifetime (marked by the red dashed line), which indicates
that there is a dark state in the system affecting the en-
ergy of the bright Xid via mutual dipolar interactions.
As can be seen in this figure, this state is populated for
times much longer than the longest lifetime of the bright
excitons, as is expected from a dark excitonic state which
is weakly coupled to light.
To summarize, the above results show a few distinct
6correlation regimes of a 2D dipolar exciton fluid. We
note that due to the complexity of the system and the
inherent problems of measuring a dark state directly, a
consistent theoretical framework that can describe these
effects as well as further experimental efforts are therefore
an outstanding challenge.
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1Supplementary material
I. EXPERIMENTAL DETAILS
The sample that is used in the experiment is an MBE grown bilayer structure consisting of a 120/40/120A˚ -
GaAs/Al0.45Ga0.55As/GaAs DQW on top of a n-doped GaAs substrate which serves as a bottom electrode. A semi-
transparent metallic (T i) circular electric gate, with a 50µm diameter, is micro-fabricated on top of the structure,
and is connected to a top electrode, as illustrated in Fig 1a. The area of the circular gate forms an electrostatic trap
for the Xid [1], which remain confined under it. The DQW structure is placed much closer to the bottom electrode
than to the top gates, to prevent a significant charge separation that can occur on the boundary of the trap [2–4].
The sample is mounted into a liquid 4He optical cryostat. The sample temperature in these experiments was varied
in the range of 1.3-7K. The sample is excited non-resonantly with a 671nm Q-switched laser with a pulse duration of
15ns and a repetition rate of 25kHz, focused on the center of the trap gate. The time and spatially resolved spectral
images following the excitation pulses are collected by a fast gated intensified CCD camera (PIMAX-II) mounted on
a spectrometer.
II. EXCITON LIFE TIME IN DOUBLE WELL SYSTEM
The recombination time of direct excitons is a few hundreds of picoseconds. The recombination time of dipolar
excitons can be a few orders of magnitude larger. The reason for this difference is that for exciton recombination
to happen, the electron and hole forming an exciton have to be located at the same place while electrons and holes
forming dipolar excitons are located in different quantum wells. For recombination an electron has to tunnel from the
electron well to the hole well. Hole tunneling to the electron well is negligible compared to the electron tunneling.
If the tunneling is neglected then an electron - hole pair can be in one of two possible states: a direct exciton and an
indirect exciton, excited states are not important for recombination. The electron functions in the two different wells
are not orthogonal and their overlap controls the tunneling probability. The recombination of an indirect exciton can
be considered as tunneling to a virtual direct exciton state and recombination of this direct exciton. The difference
between the energies of direct and indirect exciton is negligible compared to the energy of a photon emitted in the
recombination event. Therefore the recombination time of indirect excitons, τid, differs from the recombination time
of direct excitons, τd, by a small probability wt of the tunneling between the two exciton states:
1
τid
=
wt
τd
. (S1)
For calculation of wt we use the model of two wells of the same width separated by a barrier and assume that the
ground state of an electron in one of the wells is perturbed by: (a) the overlap with the ground wave function in
the other well, (b) the electric field applied perpendicular to the wells, (c) the attraction to the hole to which it is
bound, and (d) the interaction with electrons and holes belonging to different excitons. The main assumption is that
all these perturbations are small compared to the quantization energy of an electron in a single well, or to the energy
separation between the ground state and the first excited state. The electron wave function is approximated by a
2linear combination of the ground wave functions in the separate wells,
ψ(x) = clψl(x) + crψr(x) . (S2)
Neglecting an admixture of excited states we neglect a change of the exponential decay of the wave functions under
the barriers due to perturbation of the ground state energies (To take into account this change it is possible also to
include the energy correction in the original approximation). A system of equations for the coefficients cl and cr is
(E0 + vll + eFxll + Vint,ll)cl + (E0u+ vlr + eFxlr + Vint,lr)cr = E(cl + ucr) , (S3a)
(E0u+ vrl + eFxrl + Vint,rl)cl + (E0 + vrr + eFxrr + Vint,rr)cr = E(ucl + cr) . (S3b)
where E0 is the energy of the unperturbed ground state, vij is the matrix element of the perturbation of the two-well
structure compared to one well, F is the electric field, xij the coordinate matrix element, Vint,ij is the matrix element
of the interaction energy, and u is the overlap integral of ψl and ψr. Continuing in the frame of perturbation theory
we retain only the off-diagonal matrix elements of the structure perturbation v ≡ vrl = vlr that do not have another
small parameter. Transmission of an electron from one well to another changes only its energy in the electric field
and the interaction energy. Therefore Eq.(S3) is reduced to(
E1 − E − eFd
2
+
Vint,d
2
)
cl + vcr = 0 , (S4a)
vcl +
(
E1 − E + eFd
2
− Vint,d
2
)
cr = 0 , (S4b)
where E1 includes E0 and all corrections that are the same in both wells, d is the separation between the centers
of the wells and Vint,d is the difference of the electron interaction energy in the two wells. This energy includes
the binding energy difference between direct Ed and indirect E˜id excitons and also the (doubled) interaction energy
with other excitons (the interaction energy changes its sign as a result of electron transmission between the wells).
The electrostatic energy eFd is an addition to the binding energy of indirect exciton. Solving Eqs.(S4) leads to the
following expression for the amplitude of the electron wave function in the hole well
c =
1√
2
1− Ed − E˜id − eFd+∆E√
(Ed − E˜id − eFd+∆E)2 + 4v2
1/2 , (S5)
where ∆E is the interaction energy between indirect excitons. The tunneling probability is
wt = |c|2 . (S6)
If the tunneling matrix element v (in our sample can be estimated by v ≈ 0.25meV) is small compared to the energy
difference (in our experiment its minimum value is 5meV) then the expression for the tunneling probability is reduced
to
wt =
v2
(Ed − Eid)2 . (S7)
3were Eid = E˜id + eFd−∆E. Substitution of Eq.(S7) in Eq.(S1) results in
1
τid
=
1
τd
v2
(Ed − Eid)2 . (S8)
Which is identical to Eq.(1) in the main text.
III. CW EXPERIMENT
In the main text the relation between τid and ∆E was derived and used (Eq.(1) and Eq.(S8)) for the data analysis.
In order to further verify this analysis, the same model was used for the results of trapped Xid fluid in steady state. In
this experiment, the trapped Xid was excited using a CW HeNe laser at T=5K. The corresponding ∆E for different
laser powers (G) is presented in Fig. S1 by the blue circles. In steady state, were the number of the generated excitons
equals to the number of excitons that recombine, we have that nb = G × τid. Now we assume that ∆E ∝ nb, a
relation that was proven experimentally in the paper. By using Eq. (1) from the main text, we can get the functional
dependence of G on ∆E:
G =
nb
τid
∝ ∆E
(Eid − Ed)2 . (S9)
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FIG. S1. (color online). The dependence of ∆E on laser power (blue circles), in an exciton trap as the one discussed in the
paper but under CW laser excitation instead of a pulsed one.
The solid green line in Fig. S1 is a fit to Eq. (S9) where only the proportionality constant is used as a fit parameter.
A very good agreement between the model and the experiment is found, which adds another confirmation to our
model.
IV. THE INFLUENCE OF THE LIGHT CONE ON THE RADIATION
The energy of a dipolar exciton is given by Eex = E0 +Ekinetic where E0 is the energy of a motionless exciton and
the kinetic part is Ekinetic = h¯
2~k2‖/2m (the excitons can only move in the DQW plane). The photon energy inside
4the heterostructure is Eph = h¯
c
n |~k| where ~k = ~k‖ +~k⊥ is the wave vector and n is the effective refractive index. Since
there is a translational symmetry in the DQW plane, ~k‖ is a conserved quantity. Requiring energy conservation of
the exciton and the photon, we get the relation
E0 +
h¯2~k2‖
2m
= h¯
c
n
√
~k2‖ +
~k2⊥. (S10)
(S10) has of course numerous solutions, and the propagation angle of the emitted photon (see Fig. S2) is given by
|~k‖|/|~k| = sin θ. There are two limiting cases for Eq. (S10)
FIG. S2. Parallel and perpendicular momentum of the emitted photon.
1. If ~k‖ = 0, then the photon is emitted perpendicular to the DQW plane.
2. If ~k⊥ = 0, then the photon is emitted parallel to the DQW plane. This case yields the maximal ~k‖, which defines
the light cone.
Proceeding with the latter case and denoting k∗‖ = |~k‖|, one gets
k∗‖ =
mex
h¯
[
c
n
±
√( c
n
)2
− 2E0
m
]
(S11)
Plugging in numbers: E0 ≃ 1515meV , mex ≃ 0.18m0 (m0 is the free electron mass) and nGaAs ≃ 3.6, one gets
k∗‖
∼= 2.8 · 105cm−1. Only excitons with |~k‖| ≤ k∗‖ can recombine and decay radiatively.
The energy difference δE between excitons with k‖ = 0 and k
∗
‖ is δE = h¯
2k∗‖
2/2m ≈ 160µeV . Note that 1◦K ≈
90µeV , so for thermal equilibrium at few ◦K there is a relatively large number of excitons outside the light cone. Only
excitons with energy smaller than δE can recombine, and their number is given by nrad(T, n) =
∫ δE
0
f(ǫ(T, n))g(ǫ)dǫ
where f(ǫ(T, n)) is the energy distribution function and g(ǫ) is the density of states (which is a constant in 2D).
If we assume a thermal equilibrium and a classical Maxwell-Boltzmann (MB) distribution f(ǫ(T )) ∝ exp(−ǫ/kT ),
the fraction of optically active particles is given by
β(T ) ≡ nrad(T )
nb
=
∫ δE
0
f(ǫ)g(ǫ)dǫ∫∞
0
f(ǫ)g(ǫ)dǫ
= 1− e−δE/kT (S12)
5For an ideal Bose-Einstein distribution in 2D ,β becomes density dependent. Assuming an equal number of bright
and dark excitons, we plot the calculated temperature dependence of β for different particle densities in Fig. 4. For
low densities (nb ≤ 109[cm]−2), β coincides with the β based on MB distribution as expected, and slightly increases
for higher densities (by less then a factor of 2).
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FIG. S3. β as a function of T for MB statistics(blue line), and for BE statistics at different densities.
In reality, the collected photons are only part of the radiative photons due to the numerical aperture (NA) of our
experimental setup and the refraction of light going out from the sample (see Fig. S4). The PL intensity (I) that
is collected by our apparatus is proportional to the decay rate of excitons: I = α(T, n)dnbdt . If we had a perfect lens
which collects every emitted photon, this proportionality constant will be α = 1. If a photon with k‖ is collected by
FIG. S4. The influence of numerical aperture and the refraction of light on the collection efficiency
our optical system, Snell’s law requires that
nGaAs sin(θ1) = nGaAs
k‖
k
= sin(θ2) ≤ NA (S13)
For our experimental setup NA = 0.42, and we can substitute k = nGaAsk0 in the above expression (k0 is the wave
vector magnitude in vacuum), so the maximal k‖ that can be collected is k
col
‖ = NA ·k0 ≈ 0.42 · 2pi810nm ≈ 3.2 ·104cm−1.
6This limit also implies an energetic limit, which we denote by δEcol. Note that
kcol‖
k∗
‖
≈ 0.1 and thus
δEcol
δE
=
(
kcol‖
k∗‖
)2
≈ 0.01, (S14)
which is the reason why the experimentally accessible part of the dispersion curve of excitons is essentially flat (of
the order of 1µeV ). Now, by assuming again thermal equilibrium, we can calculate the following:
α(T, nb) =
∫ δEcol
0
f(ǫ, nb)g(ǫ)dǫ∫ δE
0
f(ǫ, nb)g(ǫ)dǫ
=
∫ δEcol
0
f(ǫ, nb)g(ǫ)dǫ
nbβ(T, nb)
. (S15)
This complicated equation cannot be solved without a good knowledge of the real distribution function, which we do
not have. However, it can be replaced with a simpler analytic expression if we assume MB distribution, yielding:
α(T ) =
1− e−δEcol/kT
β(T )
=
1− e−δEcol/kT
1− e−δE/kT (S16)
This simplification gives a density independent lower bound for α(T, nb). As the experimentally observed and cal-
culated changes of β with density are not large, this simplifications should give a fairly good approximation to α.
This assumption might result in a possible underestimate of α mostly for very high densities (short times after the
excitation), however, as can be seen in Fig. S5, the values of α(T ) do not depend strongly on the temperature in this
range, and therefore small modification of these values should not have a significant effect on the results presented.
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FIG. S5. Temperature dependence of the collection efficiency α(T )
calculated using Eq. S16
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