Abstract
Introduction
Computer-aided detection, or CAD, has been introduced as a means to provide support for observations and related interpretations of medical images. CAD systems have been used in preventive exams such as breast cancer screening, which aims at detecting breast cancer as early as possible in women of a certain targeted age. The screening process involves carrying out a mammography and the reading of the resulting breast X-ray images, or mammograms, by trained radiologists.
Most CAD systems have the purpose of helping avoiding human detection errors. However, they can also be exploited to increase the radiologist's performance by interpreting mammograms [11] . The main idea is to automatically extract and process image features which are characteristic for breast cancer through the use of pattern recognition techniques. More specifically, computer-aided detection systems usually analyse individual mammograms to indicate the presence of suspicious regions.
A proper interpretation of mammograms requires that all the images are interpreted in relationship to each other, which is exactly the way radiologists do their work. For example, if the mammogram of the left breast indicates low density of the glandular tissue, it is very likely that the image density of the right breast will be low as well. Taking into account such uncertain relationships among different images is currently the big challenge in computer-aided interpretation of mammograms. A strong correlation between the characteristics of the breast projections exists, and this can be used to improve the classification of a case as part of the decision process.
Recent research on relational probabilistic models offers new methods for expressing relationship, possibly uncertain, between objects in a domain [5, 6] . Part of the ideas underlying this field come from relational and objectoriented database theory. As all mammograms have identical features, yet with different values due to the fact that mammograms may be taken under different projections, at different time points, or from opposite breasts, it is quite natural to look at the features of mammograms as attributes that are related to each other in a sometimes generic and sometimes more specific fashion.
In contrast to previously developed models, we here show that object-oriented database theory offers a natural start for the exploitation of pattern recognition techniques in the breast cancer domain. Relational probabilistic methods are then explored for the diagnosis of breast cancer on the basis of mammographic information. This paper is organised as follows. In the next section we introduce concepts related to screening mammography. In Section 3 we present our proposed modelling of the data and in Section 4 we summarise experiments and results. An account on related work is provided in Section 5. Finally, final remarks and future work are discussed in Section 6. Mammographic images are obtained from different projections, which are usually mediolateral oblique (MLO) and craniocaudal (CC). CC views produce images of the breast from head to tail, having the nipple at the centre of the image, while MLO is an approximately 45-degree angled projection taken from the side, depicting the pectoral muscles. The CC and MLO images of a breast give complementary information to the interpreting radiologist in the sense that an abnormality in one of the views of the breast is likely, although not always, present in the other view. An abnormality is usually called a finding or lesion. An example of a lesion on the MLO and CC mammograms of a patient is shown in Figure 1 . In computer-aided interpretation of mammograms, an image is distinguished into so-called regions of interest, or regions for short. A region is characterised by means of features such as size, density and location. These features are used in the analysis of mammographic images, and they may, or may not, suggest a certain level of suspiciousness for the presence or development of breast cancer.
Despite the high level of expertise of radiologists, the number of misinterpretations in the screening process is still too high. It still happens that lesions which are cancerous are missed during the reading process, and this occurs because it is not always straight-forward to analyse mammograms, identify and diagnose detected regions. As a consequence, computer-aided detection systems have been developed, being the main aim of such systems to support radiologists on their observations and interpretation. In short, most CAD systems have the purpose of helping avoiding detection errors, but they can also be exploited to increase radiologists' performance by providing some interpretation to mammograms [11] .
The breast image database used in our research was constructed from digitalised images which are part of the Dutch breast cancer screening programme. In particular, we used the data obtained from image processing by the single-view CAD system described in [11, 10, 9] . Such system works as follows. It performs segmentation of a mammogram (one of the breasts projected in either MLO or CC view), and performs an initial detection step with a number of suspect image locations. Then, it extracts regions based on those suspicious locations and selects the features of each identified region. Given the features for each of those regions, a neural network establishes a likelihood score for a region to be suspicious for cancer. Using this likelihood score, the average number of normal regions with the same or higher score is determined, which can be looked upon as the falsepositive level (FPlevel). These two derived features were expected to be an extra indicative measure for the suspiciousness of regions and, together with the original features, used in order to improve detection of abnormalities.
In reading mammograms, radiologists judge for the presence of a lesion by comparing both views of each breast, and it is usually expected that a lesion is to be observed in both views. Computer-aided detection systems, on the other hand, have been mostly developed to analyse each view independently. Hence, the correlations in the lesion characteristics are not taken into account. In contrast to this, in the modelling presented here, we exploit the correlation among regions in different views. Moreover, the interpretation goes beyond the region level: more than being interested in classifying a region as suspicious, we want to consider the various regions present in a certain exam in order to classify a given case as a whole.
Even though regions in MLO and CC are intrinsically unique, meaning that the regions are not identical to one another, they have general characteristics described by the features that are extracted from the image. In this sense, regions can be naturally seen as conceptual entities, or objects, and their associated features as object attributes. These aspects can be well captured by an object-oriented representation. And it is such representation of the domain what we show next.
Relational Mammography Modelling
In relational domains the data instances are no longer recorded in homogeneous structures as commonly used in machine learning. Rather, the data are organised in terms of objects that have different attributes and that are linked to one another. The estimation of probability distributions for relational probabilistic models does not automatically assume that instances are independent and identically distributed, the almost standard assumption of maximum likelihood estimators. In the context of relational models, random variables are the objects' attributes, and thus a relational probabilistic model always assumes the presence of an object-oriented data model.
Mammogram Data Model
A patient is referred here as a case. Each case is associated to two breasts (left and right) and two views (MLO and CC). Each combination breast-projection form an exam. That is, an exam is a collection of projections of the patient's breast: MLO-right, MLO-left, CC-right and CC-left. Each of those images is then formed by its regions. Figure  2 depicts this database design. Each exam is associated to a breast and a view, and each breast and view to a corresponding case. In a particular exam, from an object representing a region in CC and another object representing a region in MLO we obtain a link. Here, all regions in CC are linked to all regions in MLO in the same breast projection. All regions used were detected by a single-view CAD system, described in Section 2. Our data set contained 1,063 screening exams of which 383 were confirmed as being cancerous by pathology reports. All exams contained both MLO and CC views. The total number of breasts is 2,126. All cancerous breasts have a visible abnormality representing a circumscribed lesion, architectural distortion, or asymmetry in at least one view. Lesion contours were marked by, or under supervision of, an experienced screening radiologist.
For each exam, we obtain information regarding at most 5 detected regions. In the dataset, there were in total 10,478 MLO regions and 10,343 CC regions. Data also accounts for the individual continuous features of each of those regions. Furthermore, the pathology report information describes the nature of the region: a confirmed cancerous region either in MLO or CC, or both.
Each MLO (similarly, CC) region is an object of type region, and its corresponding features are directly incorporated as object attributes. Some of those features are distance to skin and to chest, size -the area of the region, contrast, focal mass -describing the existence of a circumscribed lesion and spiculation -pattern of straight lines directed toward the centre of a lesion (which opposes to a linear texture).
The data graph given in Figure 3 shows the different objects in the database coloured and labelled according to their type (case, exam, breast, view, region). Here a given exam of a breast is sketched. Notice that, even though not depicted in the figure, the MLO regions are also linked to other CC regions which are associated to the same breast. 
Mammogram Relational Probability Tree
Probabilistic relational models define a generic dependency structure at the level of item types (in contrast to defining the dependency structure over attributes of specific objects). Typing items and parameters across items of the same type enables generalisation from a single instance (i.e., data graph) by decomposing the data graph into multiple examples of each item type (e.g., all objects representing detected regions), and building a joint model of dependencies between and among attributes of each type [5] .
Relational probability trees (RPTs) [6] , in special, build a model which shows a selective and intuitive representation of domain knowledge. Its learning algorithm takes a set of subgraphs as input, where each subgraph contains a target object to be classified and a set of other objects with form the relational neighbourhood of the target object. It then constructs a probability estimation tree to predict the target label. The algorithm searches over the space of binary relational features in order to obtain a split of the data, taking into account feature scores and correlation among features. The feature showing the maximum correlation is selected and included in the tree.
Comparison against standard tree-learner algorithms, such as C4.5 [8] , requires generation of propositional data sets and yields comparable performance in terms of accuracy [6] . On the other hand, learned trees are different in structure and RPTs offer the advantage that probability estimates are also obtained, in contrast to classification-only outputs of C4.5.
For instance, in order to predict the suspiciousness of a detected MLO region, an RPT model takes into account the features of the given region, but also the attributes of the CC regions to which the given MLO region is linked. In such model, root and internal nodes test the value of an object (or an aggregate) attribute, and a leaf node establishes the probability estimation of an instance that reaches it. When examining an RPT it holds for all nodes that, if the subgraph matches the feature specified in a node, we proceed through the left edge; otherwise, if there is no match, we traverse the right edge.
spiculation of a region as great its probability of being cancerous. For instance, consider the segment of a RPT shown in Figure 4 . In this case, we are building a model for the classification of MLO regions. The first node shown checks the value of attribute score (of suspiciousness) of linked CC regions: if this value is greater than 1.62 in at least four CC regions, then go to the left; otherwise, go to the right. How can one interpret such node? It is usually the case that higher scores are associated to cancerous regions. So, if most of the associated CC regions have high suspiciousness score, then there is a chance that the MLO region would also be suspicious. However, a further evaluation of other features are still necessary to refine such reasoning and subsequent classification.
In the subtree in the right, the attribute spicul (spiculation) of the MLO region is tested: if greater or equal than 1.05, the region is cancerous with probability 0.84; if not, with probability 0.57 this is classified as a non-cancerous region. This complies to the domain knowledge which determines that spiculation is one of the key features of cancerous regions. So, as high as the The reasoning is similar to subtree in the left: if the value of distance to skin of the targeted MLO region is greater or equal than 0.41, then the region is classified as cancerous with probability of 0.88; otherwise, it is classified as noncancerous in 72% of the cases. In such domain it is known that cancerous regions are usually found in the lobular ducts which are not located close to the breast skin.
Experiments
Given the database described in the Section 3, we have explored the relational aspect of the domain. Initially, models have been learned from the data to investigate the classification of regions as either malignant or benign.
Here we report results on building relational probability trees taking into account some of the features of MLO region and the CC regions it is linked to (and the other around), and also the models which target at the analysis per breast (taking into account all regions of such breast in both views) and per case (considering all regions in both breasts in both views).
Models were learned using software Proximity 1 for relational learning.
Results
Different models were build using different sets of features and different depths on the relational probability tree. Despite the different settings, models accuracy are usually high. This is due to the fact that the distribution of the data (in terms of non-cancerous and cancerous cases) is highly unbalanced. If we look, however, to the classification results, for instance in terms of Area Under the Curve (AUC) [4] , we can observe a better accuracy in terms of classification power. Training and testing were performed using a 10-fold cross-validation approach.
We used a (sub)set of 30 mammographic features of a region, including the output values given by the single-view CAD-system, i.e., suspiciousness score and false-positive level. The continuous features which were selected tend to be relatively invariant across the views. The average of AUC of learned models over the test sets is approximately 0.87 for both detection of MLO regions and CC regions.
Highest accuracy on a test set for MLO regions was 0.93 and CC regions 0.90. However, our primary goal is not only to obtain further improvement on the suspiciousness level of detected regions, but to use all the relational information available in order to better understanding the process of interpretation of a case. By exploiting the information among features and among regions we intend to achieve a better modelling of mammographic image interpretation.
For instance, in order to establish the prediction of a suspicious exam, we can build a RPT in which the target attribute is whether the exam is cancerous. Or, in our understanding, if an exam contains one (or more) cancerous regions, it can be categorised as a cancerous exam. In this case, we build an RPT taken into account the features of the regions in the exam, together with the features of the correlated regions in the other view. Further in the hierarchy, the detection of a suspicious breast taken into account the information which is part of the two exams associated to that breast, and case takes into account the information of both breasts. Figure 5 show the performance per breast. We compare the values obtained for each case between the probability tree model and the score of suspiciousness calculated by the single-view CAD. For the CAD, the interpretation for view, breast and patient were calculated on the basis of the analysis of score of suspiciousness obtained for the regions. The most suspicious region (e.g., the one with highest score of suspiciousness) becomes the representative of a breast in a certain view, and the highest value between the views represents the suspiciousness of the breast. In a similar way, the value of the case can then be obtained. This resembles, in some sense, the process of image interpretation: a patient case is considered cancerous if any of the detected regions is highly suspicious for cancer.
Overall we see that the RPT model outperforms the suspiciousness level of single-view CAD in terms of an increased true detection rate in the case level. It is possible to observe that an increase on true positive rate at low false positive rates (< 0.5) -a relevant result, considering the fact that the number of normal cases is considerably larger than the number of suspicious ones. Per case the AUC values are 0.81 for RPT model and 0.75 for CAD.
In Figure 6 the performance of relational probability tree model against the single-view CAD system regarding a case can be seen.
We have also made a comparison of the results of the relational model against the false-positive level computed by the CAD system. In this case the performance of bothin terms of accuracy -is similar. 
Discussion
Our RPT model, which considers a subset of extracted features from the images, allow a reasonable classification performance, compatible to previously developed model. As shown in [14] , this can lead to a better interpretation performance than the single-view CAD system when looking at probabilities assigned to breasts and cases. This gives an indication that relational models might improve classification performance, or show an alike accuracy when compared to false-positive levels of the CAD system, while yielding more comprehensible models.
For instance, by explicitly establishing the use of features of CC regions when constructing models for the prediction of MLO regions which represented true cancers, RPT models clearly explores the intrinsic relational character of the domain. Besides, when looking at such models we can easily identify which regions features where more relevant for the classification task in hand. In other words, we obtain models which i) incorporate background knowledge -resembling how interpretation is done; and, ii) describe how attributes of the objects relate to one anotherobtaining extra information about the relation among image features.
For the CAD predictions, the way of calculating the level of suspiciousness for breast and case can be extrapolated from the level of suspiciousness of a region. In contrast to this, our design presents some advantages. First, we are able exploit the relational character of the domain in order to deal with mammograms interpretation, and constructing more intelligible models in terms of existing relations. Secondly, the hierarchical character of the design facilitates the prediction of a case given the regions observed in its exams. In short, based on the database design (presented in Section 3) we are able to construct a model for the prediction of regions, but also to investigate further the objects hierarchy building also models for an overall prediction of a breast or a case, based on the regions in the corresponding exams. Each exam show a different perspective of the same breast, and existent regions in an exam giving an indication whether the breast, and consequently a case, as a whole would be considered as "suspicious".
Note that our database does not include features which given an overall information of the images. In this case, we can only consider the features of individual regions, and the aggregation of such features, to indicate suspicious of an exam, and further of a breast and case. As presented in the next section, some recent work concentrate on refining the association between regions. For instance, here we consider all the detection regions in CC to be linked to each region in MLO. However, in practice, there are usually fewer candidates for the real matching between a region in one view and a region in the other view. Considering only the "closer candidates" can improve our current results.
In terms of results evaluation, the use of different error estimation methods might help on assessing the error rate whenever more features are added to the model. Here we use a subset of the available features per regions, taken into account the ones which are (somewhat) invariant between views. However, further analysis on the robustness of the models obtained when this subset increases is still to be obtained.
Finally, by the non-independence assumption present on relational models we can go much further on evaluating the dependences among regions in different exams (and even in different cases) which are similar in their characteristics or, in a higher level of abstraction, to obtain also such comparison between breast and views. Besides, the development of relational dependency network (RDN) models [5] can be used to evaluate the correlation among different object features, given that a RDN approximates the joint probability distribution over the attribute values of a relational dataset. Although this asymptotic characteristic of the method is disadvantageous for many domains, in the context of breast cancer screening this is not the case, as we have a large amount of data available. Thus, here the approximation of a RDN should be reasonably accurate.
Related Work
A number of approaches which deal with multi-view breast cancer detection have been previously developed. In In [12] , Van Engeland and Karssemeijer extend this matching approach by building a multiple-classifier system for reclassifying the score of suspiciousness of an initially detected region based on the linked candidate region in the other view. Experiments show that the lesion based detection performance of the two-view detection system is significantly better than that of the single-view detection method. Paquerault et al. also consider established correspondence between suspected regions in both views to improve lesion detection ( [7] ). Here, LDA is used to classify each object pair as a true or false mass pair. By combining the resulting correspondence score with its one-view detection score the lesion detection improves and the number of false positives reduces.
Other studies on identifying corresponding regions in different mammographic views have also explored LDA and Bayesian artificial neural networks, in order to develop classifiers for lesions [15, 3] . As above, the aim is identi-fying the correspondence of a lesion rather than giving an overall interpretation of a case based on its related images.
Although all these studies demonstrate improvement in the lesion detection based on region linking, they do not provide evidence for improvement in the case detectionwhich is very relevant in the breast cancer screening context. While the correct detection and location of a suspicious region is important, in breast cancer screening the crucial decision is based on the mammographic exam: whether or not a patient should be sent for further examination.
On the other hand, such studies dedicated their attention on establishing whether a region in one view corresponds to a region in the other view, which is of vital relevance for the interpretation that we propose. For instance, when predicting the suspiciousness for cancer of a region we only need to consider the regions in the other view which are highly correlated to the one in question, instead of incorporating the information from all the identified regions in the other view. In that sense the work of Samulski and Karssemeijer [9] is of special interest. Incorporating multi-view features in our modelling might significantly improve current results.
In the models described in [14] and [1] an interpretation of a case as a whole is also achieved. They make use of Bayesian network technology in order to design a model which can exploit the information obtained from both MLO and CC. The main difference to the work presented in this paper is the nature of the models used for achieving such an interpretation of an image. In our case, the use of an object-oriented design allowed us to explore the data in such a way that the obtained probability trees can demonstrate, for instance, how the prediction of a region in a certain view can be influenced by the features of linked regions in the other view. This aspect has an important value: we are able to analyse which features of regions in one view are most relevant for prediction of regions in the other view.
Final Remarks
In this paper, we presented a way to develop relational probabilistic models of mammograms, a natural and comprehensible approach for representing the various domain entities, as well as the uncertain relations among those. The richness of the domain itself, together with a sufficient amount of data, empower the conceptual modelling of data and learning of relational models.
Given the results obtained we are encouraged to continue exploring relational models for this domain. When analysing mammograms the main goal is the interpretation of a case, taking into account not only the characteristics of isolated regions, but also the breast image as whole as well as previous mammograms (if any). We have shown that RPT models can be used in order to improve the score that the single view CAD system provides, being valuable not only for its prediction power but also for its intelligibility. By exploring further such modelling, we can analyse in detail the dependence among entities and their attributes.
As future work, we intend to include temporal information in the database design -indicating all the cases which belong to the same patient. This will allow us to explore patients' history, being then able to evaluate important aspects of mammogram interpretation not considered until now. For instance, judging whether a region is newly developed or is an unchanged abnormality previously observed.
Our aim is to further exploit the relational information present in the image data, maintaining a strong confidence that relational and temporal information together will yield us to obtain better models both in terms of classification and for being more easily understood.
