Matrix models of 2d quantum gravity coupled to matter fields are investigated by the renormalized perturbational method, in which the matrix model Hamiltonian is represented by the equivalent vector model. By the saddle point method, the renormalization group $-function is obtained in the successive approximation. § 1. Introduction
The large N limit of matrix model has been studied in many fields, including 2d quantum gravity, mesoscopic fluctuation and quantum chromodynamics. It is known that several matrix models are solvable in the large N limit. 1 >,z> When the space dimensionality or the central charge c increases, the matrix model becomes difficult to solve analytically. There is a c=l barrier. 3 > Only perturbational analysis 4 H> or the numerical simulations 7 > have been investigated for the case c > 1.
In this paper, we consider the matrix model by the saddle point method and we formulate the renormalized expansion for the matrix model. This renormalized expansion is based upon the rewriting the matrix model Hamiltonian by the equivalent N 2 -vector model Hamiltonian. Using the successive approximation for this Hamiltonian, we derive the critical point and the renormalization group .8-function. 8 >, 9 > We show that this method is effective for several matrix models. The task of deriving the perturbational series is reduced and the renormalization group analysis becomes possible. This paper is organized as follows. Section 2 deals with the one matrix model. Following the rule of obtaining the equivalent vector model Hamiltonian, we evaluate the renormalized expansion for the one matrix model. We obtain the exact renormalization group .8-function. Also we investigate the phase transition for the negative coefficient of trM 2 • 10 > Our formulation is very effective for this nonperturbative phenomenon. In § 3, we analyze the critical point by the successive approximation and discuss the value of the string susceptibility exponent by the scaling relation. In § 4, we consider d=l vector model by transforming the Hamiltonian to the equivalent d=l vector model. In § 5, a 'gauged matrix model is considered as a model of c=l case. This model becomes a good example of our method. In § 6, two-matrix model is formulated in this renormalized expansion. In § 7, we consider general case of nIsing model on a random surface, which is represented by the zn-matrix model. In § 8, we discuss the renormalization group .8-function in more detail. § 2. One matrix model
As two dimensional quantum gravity or random surface, one matrix model has been studied. In the large N limit, this model is solvable by Hilbert-Riemann integral equation.
1 > The Hamiltonian for this one matrix model is given by
where M is N X N Hermitian matrix. The free energy F is obtained 1 .
Z= jdMe-H.
Since the terms of Hamiltonian are diagonalized by the unitary matrix, the partition function is expressed by the eigenvalues of the Hermitian matrix M. Although this eigenvalue representation is a standard method, we employ another representation, which is closely related to the diagrammatic expansion. As we will discuss later, the eigenvalue representation does not work for the coupled matrix models. The perturbational series of the free energy F in the large N limit becomes
This perturbational series is obtained by counting the Feynman diagrams as in Fig. 1 .
As an equivalent matrix model to the original model of (2·1), we consider the following matrix model,
This model gives the same free energy of one matrix model in the large N-limit with appropriate coefficients CK. Since it is written by a polynomial of trM 2 , 
By replacing x---+ N 2 x, we obtain the free energy by the saddle point method, and the saddle point equation becomes
We denote F/N 2 by F. The coefficient CK is found to be the weight of the irreducible diagrams as shown in Fig. 2 in the original one matrix model. For the lower order coefficients, we have c1 =2, cz = -2, c3=32/3, C4= -96 and cs=ll26.4. The effective Hamiltonian is also obtained by the integration of the angular coordinate keeping the radial part which is the absolute value of matrix element.
In the diagrammatic analysis, this rewriting the Hamiltonian as a form of N 2 -vector model means the renormalization of the propagator. The field variable x is now the fully renormalized propagator and the self-consistent equation of the renormalization is the saddle point equation (2 ·10) . The terms of the effective Hamiltonian are the irreducible diagrams written by x. This remarkable property is useful for the numerical analysis. We define y by
and it is easy to see the following identity from the saddle point equation
By the definition of y, from the series expression of (2·9) we have the following equation y= 'L:,KcKgK-lX2K 
The quantities x and x 2 and also y=(oF/og) have the same singularity near gc as
with rst= -1/2. Two equations (2 ·12) and (2 ·16) determine the singular behavior of the onematrix model, i.e., pure 2d quantum gravity.
The advantage of this saddle point formulation is that we obtain the string susceptibility exponent rst of (2 ·18) by the renormalized series expansion of (2 ·13) or (2·14). Compared to the previous unrenormalized series expansion in the power of g, the number of Feynman diagrams are considerably reduced.
We now discuss the renormalization group JSl-function. As observed in the previous paper, 4 l the perturbational series of the free energy in the power of g has a simple recursive relation. We find that Noting that
we obtain from (2·20), 
The last term is added to be consistent with the first coefficient of (2·4). 
The renormalization group equation for the matrix model in the large N limit becomes
The string susceptibility exponent rst is obtained by
The renormalization group equation for the free energy is derived from (2·23). We define the /3-function for the free energy by iJ(g),
Taking the derivative of (2·29), we have
Thus we are able to indentify
Solving (2·31), we obtain iJ as
The expression for the i?-function of this matrix model is very simiar to O(N) vector model. We find the following result by the same analysis for the ratio of the coefficients,
for the O(N) vector model with the following Hamiltonian:
where r 2 =¢;/+···+r/>N 2 . We will discuss further the renormalization group t?-
We apply our renormalized expansion method to the case of the negative coefficient of trM
•
The Hamiltonian is
where we consider the region a<O, g>O, and M is NXN Hermitian matrix. The effective Hamiltonian for this model is the same as (2 · 7) except the coefficient of x which now becomes a/2 instead of 1/2. The saddle point equation (2·12) becomes ax=1-4gy
and Eqs. (2·13), (2·14) and (2·15) remain the same. There is a critical point, and beyond this point the saddle point value x is frozen. This transition is common in various-models in the large N-limit.nl,l 2 l It is expected that x is frozen as
where s is a negative constant to be determined. The critical point Xc and s are determined by Eq. (2·16) and (2·37). Inserting x=sa/g into (2·16),
The right-hand side of the above equation is represented in Fig. 3 . The critical value at which the degenerate solution is obtained, is z=4, s= -1/4. Then we find the critical point
When a 2 jg;;::: 16, the saddle point value of x is frozen as a x=-4g.
From (2 · 37), we have for this case
This solution has been obtained before by the integral equation of the eigenvalue. 10 l
We have obtained this solution by the saddle point method. § 3. Numerical estimation of the string susceptibility exponent for one matrix model Although one matrix model is exactly solvable, we consider the numerical method to obtain the string susceptibility exponent Yst.
The series of the derivative of the free energy is given by (2·13) with CK =KcK,
This series is obtained from the irreducible diagram expansion. This expansion becomes with t=gx
The ratio method gives tc=gx 
From Fig. 4 , we obtain rst=-1/2. Although this analysis is worse than the The singularity of the finite order is the same as a branched polymer case which has the following saddle point equation:
Thus the string susceptibility exponent is 1/2. However increasing the order of the approximation, the critical value gc approaches the value of -1/48, and the difference is scaled as
where Ac(K)= -1/gc which is evaluated by the saddle point equation
The exponent v is related to the string susceptibility exponent rst+2v=2.
For rst=-1/2, we have v=5/4. The ratio of (3·5) behaves
vK.
The critical value of Ac(K) is shown in Table I , from which vis estimated as v~5/4. § 4. d = 1 one matrix model d=1 one matrix model is solved by the fermion formulation for the inverted double well potential in the eigenvalue representation. where ,Pis the N 2 -dimensional vector field and the free energy F is the large N limit is supposed to be identical to d=1 one matrix model. In one dimension, the problem becomes a quantum mechanical one and the free energy is equal to the ground states energy Eo for the Schrodinger equation,
The N 2 -dimensional Laplacian is represented by the radial coordinate. To eliminate the first derivative term, the wave function is written by rf;=rap (r) and a= ( Replacing r. by Nr, we have in the large N limit, The saddle equation is solved by the successive approximation of taking up to order gK, and the critical value gc is obtained as a point beyond which the root x becomes complex. In Table II In Table II , the successive approximation approaches this value. To obtain the exponent v, we use the scaling behavior of the finite order K,
The ratio of the shift of cosmological constant Ac becomes
In Fig. 5 , RK is plotted for 1/K and from the slope, we find v=l. This leads to the value of rst by the scaling relation rst+2v=2,
In this section, we investigate a gauged matrix model. The gauge field is Abelian and the model is related to the Ginzburg-Landau model in a strong magnetic field, which appears in the superconductor with a magnetic field. 14 > We consider d=2 case. In a strong magnetic field, the lowest Landau level (L.L.L.) becomes important since the energy level is quantized and the gap nwc between the ground state and the first Landau level becomes large for strong magnetic field.
The gauged matrix model has been proposed for d=2 to avoid the tachyonic instability. 15 l We show that our L.L.L. model is well suited to the renormalized expansion formulation.
As extensively studied for Ginzburg-Landau model, the free energy is easily expanded by the coupling constant g. Since the Hilbert space is restricted to L.L.L., the order parameter is expanded in the L.L.L. wave functions. The degrees of two dimensional coordinates are quantized and the system becomes zero dimensional with the non-local interaction, which takes the Gaussian form. Usual L.L.L. model is written by a complex field. We generalized this complex field ¢ to a complex matrix r/>i.i. The Hamiltonian of this system is given by 
where as=a+(e/4m)B. We denote eBf]/4Jras 2 by g. The nonlocal interaction appears but the form of this interaction is Gaussian in one dimensional momentum coordinate. The perturbation for the free energy reduces to the Gaussian integral of q variables. This integral is equivalent to counting the number T of Euler path on each Feynman diagram. The each diagram has 1/T extra factor to the usuai one matrix combinatorial factor.
We consider the planar diagrams. The free energy is expanded up to order g 
This perturbation expansion has been evaluated for the unrenormalized scheme. We now discuss this model by the renormalized expansion scheme as shown in § 2.
We consider the equivalent N 2 -vector model, which has the following free energy (5·5)
The number of Euler path T becomes for the diagrams in Fig. 2 as ( 
Then together with the combinatorial factors shown in Fig. 2 , we have
The saddle point equation is given by
This equation is written as
where y=(8F/8g). This renormalized scheme of (5 · 6) and (5 · 7) becomes possible since the factor T of the number of Euler path is factorized. This is different .from the nonlocal propagator considered in § 4.
The ratio method for the singularity of the free energy gives Yst=O. Contrary to the d=1 matrix model/lit seems that there is no logarithmic singularity InK term in the ratio RK= cK/cK-1, where CK is the coefficient of the free energy oforder gK in (5·4) (5·9)
We note that Penner modeJ1 7 l has also no InK term in the ratio, which shows Yst=O. We consider that this gauged model belongs to the universality class of 2D gravity coupled to c= 1 matter field, although other gauged matrix model belongs to c = 2 case. 14 
J
We solve the saddle point equation by the approximation of order (gx 2 )K and find the critical point gc. These values are approaching Ac~40. As in the analysis of § 2, we deduce the critical exponent v by the ratio method, and find v=1, Yst=O. In § 8, we will discuss the renormalization group function for this model. § 
where the polynomials of a 2 appear for each diagram shown in Fig. 1 . There are two vertices M1 and Mz, and a factor a appears for each bond which connects the different colour vertices. The vertices M1 and Mz correspond to the spin-up and spin-down of the Ising spins which are placed on the vertices.
This expansion is based on the unrenormalized expansion as shown in Fig. 1 . It may be useful to find the renormalized expansion scheme as one matrix model or a gauged model for writing the model as N 2 -vector model. Since the factor of the polynomials of a is somehow nonlocal and it is not factorized in a simple way. We diagonalize the Hamiltonian of M1 and Mz by introducing L1, Lz as
We have by this transformation,
Replacing L1 and Lz by L1/J(1-a) and Lz/J(1+a), and g/2(1-a 2 )2 by g, we have
where we used two variables X1 and xz for trL1 2 and trLz
•
The saddle point condi~ tions for X1 and Xz become oF xr-~---= 0 , UXl which lead to 
S. Hikami
and we find the following identity, corresponding to (2 ·12)
Using the saddle point equations (6·7) and (6·8), we obtain the series expansion for the free energy F as (6·10) which becomes the same result of Ref. 4) when g is replaced by g/2 and F is divided by a factor 2. Two matrix model has a Ising phase transition at a=1/4. 18 J First, we try to solve the saddle point equations in the successive approximation, which takes into a count the terms up to order gK. The coupled saddle point equation is easily solved numerically for example by plotting two solutions of (6·7) and (6·8) in the X1-xz plane. The degenerate solution point gives gc. The obtained gc is shown in Table III .
The exact value of Ac= -1/gc is 101.25. The shift of the critical point for the finite order approximation is analyzed by the same ratio method as (3·7), Although we could obtain the string susceptibility exponent from (6·14) at ,1=0 as (3·3) for the one matrix model, we have no information about the crossover at the critical value Ac from the series (6·14).
It may be necessary to reconstruct the series expansion about the coupling constant g for the string susceptibility as shown in Ref. 4 ). We will discuss the renormalization group function for this model in § 8. § 7. n-Ising model on a random surface On each vertex of the Feynman diagram, different n-species Ising spins are placed. This model represents 2d quantum gravity coupled to matter field of the central charge c=n/2, since one Ising plays the role of c=1/2. It is easily represented by the 2n matrix model. For example, n=1 case is the previous two-matrix model and in the n=2 case we have the following four-matrix model, (7 ·1) This Hamiltonian is diagonalized by and we have
Using the replacement L1-->L1/(1+a),
4 we have
Thus we have the expression for the free energy written by X1, · · ·, X4, which are defined by
The saddle point equations become aF X;~=O.
uX;
Thus we get (7·6) (7 ·7) (7 ·8) and fia) = fz(a). We find the
The terms of order gK in the expression for the free energy F are essentially the same as one matrix model. The lines of Feynman diagrams now have possibility to choose one of 4-colours denoted by X;. The rule is that the colour of two lines at least should be the same at each vertex. Thus, the polynomial of X; for each irreducible diagram is determined.
This rule is applied also to n-Ising model with 2n matrix representation. The factors /;(a) for 2N-matrix model (i=1, ···, 2n) are obtained by the diagonalization of the Hamiltonian. It is enough to calculate the unperturbed term of the Hamiltonian Ho for the determination of /;(a). Using the notation L; of (7·2), we have similar expression to (7 · 3). For n=3, we get
2 n by g, we have for n=3,
(7 ·10)
Thus we have general rules for writing the 2n-matrix model in the vector representation.
We have checked that the perturbational series for the free energy F obtained before As we have seen in § 2, the renormalization group function /3(g) is simply given by (2·25) for the one matrix model. This expression shows that /3-function is regular at g=O, and becomes zero at the negative coupling constant gc. We may have the following differential equation, which leads to the renormalization group equation, (8·1) and the /3-function becomes (8·2) where we put ao=l.
We determine again the /3-function of the one matrix model, or equivalently the values of the coefficients aK and bK in (8·1). As discussed before, the successive approximation for the saddle point equation is made by taking the higher order terms of the irreducible diagrams of the free energy. The first order approximation takes the following free energy,
The saddle point equation becomes
The derivative y=(3F/3g) is related to x as (2·12), and we have in this order,
In the large g limit, we have x ~ 1/ f8i and
From (8·5) and (8·6) we pose these asymptotic behavior conditions on (8·1) as
Solving these coupled equations for the coefficients, we have ai=24, bo=1/2 and b1 = 16, and the differential equation is
This equation is exact for the free energy of (8·3), which corresponds to N-vector model (2·34). The next order g 2 is taken for the free energy as
The saddle point equation determines the value of x up to order g 2 , and consequently determines the value of y as 1-x y=~=2-36g+O(g 2 ).
The large g limit also determines the value of y as
Thus we determine the values of a1, bo and b1, assuming aK=bK=O for K~2, 2ai-36=36bo, 
Although this ,8-function (8·21) has an unphysical singularity in the positive g, it reasonably describes the behavior at the critical point -1/gc=39.3385 and the value of the derivative. Thus we find that the string susceptibility Yst is zero within our approximation. This result is consistent with the result of c=l. We apply the form of ,8-function for the two-matrix model. In the first simple approximation, we put (8·23) where a1, bo and b1 depend upon the coupling parameter a. At the critical value a =1/4, we obtain al=25.89, bo=0.3623, bl=18.35, co=2. The critical value g~ is obtained as -1/gc=50.66, while the exact value is -1/gc=50.625. The estimated string susceptibility becomes Yst= -0.3494. This approximation, however, does not give the maximum peak at a=1/4. Therefore, it is necessary to evaluate higher order approximation. The next order approximation for the two-matrix model ,8-function takes the form of (8·21) with al=34.941, az=232.12, bo=0.35932, bl=21.367, bz=161.45, co=2 and cl==18.206. The critical point becomes -1/gc=50.58 and Yst = -0.3501 at a=1/4. The form of our differential equation is similar to the previous Pade form by the ratio method. 4 l And the result is expected to be similar to the previous analysis by the ratio method. 4 J,sJ The previous ratio method is restricted to [2, 1] Pade form. Our differential form (8 ·1) is more general and precise in this respect. § 9. Discussion
In this paper, we have analyzed the matrix model by the renormalized expansion method. We have obtained equivalent N 2 -vector model which consists of the polynomial of (tr M 2 )2
1
, and developed a new series expansion by the help of the saddle point equation. This method is effective for several matrix models. We have derived an exact renormalization group equation for the one-matrix model and approximated one for the other matrix models. The approximation for the .8-function is consistent with the asymptotic behavior in the large coupling constant g and also with the small g expansion. It has [n, n] Pade form, and its derivative at the critical value gc gives the string susceptibility. This method is more systematic or precise than the simple ratio method.
