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Abstract
We describe the deﬁning sets of extended cyclic codes of length pn over a ﬁeld and over the ring
of integers modulo pe admitting the afﬁne group AGLm(pt ), n=mt , as a permutation group.
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1. Introduction
We consider cyclic codes of length pn − 1 (primitive cyclic codes) over a ring F, where
p is a prime and F is either a ﬁeld of characteristic p or the ring Z/peZ (integers modulo
pe). The extended code is deﬁned by adding an overall parity check. The basic elements of
the ambient space A of codes of length pn will be enumerated by elements of a ﬁeld Fpn of
pn elements, so the support of cyclic codes of length pn − 1 is the set F∗pn .
Let n = mt . Then the groups GLm(pt ) and AGLm(pt ) act on A by permuting basic
elements, where GLm(pt ) and AGLm(pt ) are, respectively, the general linear and afﬁne
general linear groups of F+pn viewed as an m-dimensional vector space over a ﬁeld Fpt .
Therefore, the extended cyclic code may admit the group AGLm(pt ) as a permutation
group. Our goal is to describe extended cyclic codes that are invariant under the group
AGLm(p
t ). We describe them by means of deﬁning sets.
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The set of groups Gm = AGLm(pt ) form a lattice which is isomorphic to the lattice
of subﬁelds of Fpn . Indeed, Gm ⊆ Gk if and only if Fpm ⊆ Fpk . The maximal group is
AGLn(p) and the minimal group is AGL1(pn).
The problem is well studied in case of codes over a ﬁeld. An extended cyclic code of
length pn is called afﬁne invariant if it is invariant under the afﬁne groupAGL1(pn) acting
on Fpn . They were characterized by Kasami et al. [14]. Later Charpin reproved this result
in terms of group algebras [8]. Berger and Charpin proved [7] that the permutation group
Per(C) of any afﬁne invariant code C is either the symmetric group Sym(pn), or satisﬁes
the condition AGLm(pt ) ⊆ Per(C) ⊆ ALm(pt ) for some m, t with mt = n, where
ALm(pt )=AGLm(pt ) ·Gal(Fpt /Fp) is the semiafﬁne general linear group. Moreover,
the automorphism group of an afﬁne invariant codeC over a ﬁeldF can be easily constructed
from the permutation group: Aut(C) ∼= F ∗ × Per(C). Therefore, the important question
is to determine what afﬁne invariant code is invariant under AGLm(pt ). This result is due
to Delsarte [10]. He gave a necessary and sufﬁcient condition (in terms of deﬁning sets) for
afﬁne invariant codes to be invariant under AGLm(pt ). Recently, Berger and Charpin [7]
found another condition equivalent to those of Delsarte. These results are also described in
the Handbook of Coding Theory [13].
The algebraic structure of modules over FptGLm(pt ) is studied in [6]. The lattice of
codes invariant under AGLm(pt ) is determined in [16].
In this paper, we describe extended primitive cyclic codes of length pn invariant under
the afﬁne group AGLm(pt ), where n=mt , in terms of polynomial functions and deﬁning
sets. We give one more necessary and sufﬁcient condition for codes to be invariant under
AGLm(p
t ) (see Theorem 5.5). Of course, it is equivalent to conditions of Delsarte, and
Berger and Charpin, but it looks much simpler and it is very easy to deal with. Theorem 5.4
gives a description of the deﬁning sets of AGLm(pt )-invariant codes. For any polynomial
code invariant underAGLm(pt )we can present its deﬁning set, and, conversely, for a given
deﬁning set we can explicitly construct the corresponding code in terms of polynomial
functions (Theorem 5.3). Moreover, Corollary 5.6 shows that any group G satisfying the
condition AGLm(pt ) ⊆ G ⊆ ALm(pt ) can be realized as a permutation group of an
afﬁne invariant code.
Then we apply our approach to codes over Z/peZ (the ring of integers modulo pe).
There is growing interest in such codes. In particular, it turns out that codes over Z/4Z
give a systematic way of constructing very good binary codes. For example, the famous
Kerdock and Preparata codes are non-linear binary codes that contain more codewords than
any comparable linear codes presently known. Recently, Hammons et al., [12] showed that
the Kerdock and Preparata codes can be very simply constructed as binary images under a
certain map, called the Gray map, of linear codes over Z/4Z. The Kerdock and Preparata
codes, considered as codes overZ/4Z, are analogs of the classical Reed–Muller codes: they
have length 2n and they are invariant under the afﬁne group AGL1(2n).
We study the extended cyclic codes over Z/peZ and give a necessary and sufﬁcient con-
dition for these codes (in terms of deﬁning sets) to be invariant underAGLm(pt ) (Theorem
6.5). These results were announced in [3]. Our considerations are closely related to the
study ofGm-invariant integral lattices [4]. Two important extremal cases,m=1 andm=n,
were studied also in [1,2] in detail. In papers [9,11] some particular cases were considered
with a different approach.
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2. Preliminaries
Let Fpn be a ﬁnite ﬁeld of pn elements, p be a prime number. LetA=F [V ] be the group
algebra of the abelian group V = F+pn over a ring F
A=
{∑
v∈V
avX
v | av ∈ F
}
.
Operations in A are given by∑
avX
v +
∑
bvX
v =
∑
(av + bv)Xv,
c
∑
avX
v =
∑
cavX
v, c ∈ F,
(∑
avX
v
)
·
(∑
bvX
v
)
=
∑
u,v
aubvX
u+v =
∑
w
(∑
u
aubw−u
)
Xw.
The elementX0 is the unity of the algebra A and A is a module over F of rank pn with basis
{Xv | v ∈ V }.
We consider F-submodules of A as codes of length pn based on the alphabet F.
The afﬁne groupG1 =AGL1(pn)= V ·GL1(pn) is a semidirect product of the abelian
group V and the multiplicative group GL1(pn)= F∗pn of the ﬁeld Fpn and it acts on A
û(Xv)=Xu+v, u ∈ V,
ĝ(Xv)=Xgv, g ∈ F∗pn.
G1-invariant submodules of A are called afﬁne invariant codes, and GL1(pn)-invariant
codes in
A′ =
∑
v =0
avX
v | av ∈ F

are cyclic codes. If C is a cyclic code in A′, then the extended cyclic code Cˆ is obtained by
embedding
∑
v =0
avX
v →
−∑
v =0
av
X0 +∑
v =0
avX
v.
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We recall some facts and deﬁnitions for the case when F is a ﬁeld. A cyclic code C of
length pn − 1 over F is an ideal in the quotient ring F [Y ]/(Ypn−1 − 1), and the code C is
uniquely determined by its generating polynomial f (Y ). Let  be a primitive element of
the ﬁeld Fpn . Then the set T of all numbers s, such that 0<spn − 1 and f (s) = 0, is
called the deﬁning set of C. Note that we consider the deﬁning set of a cyclic code in the
range 0<spn − 1, rather than 0s <pn − 1, as usually deﬁned; this allows us later to
consider 0 as an element of the deﬁning set of the extended code.
Consider the following F-linear map of A (respectively A′):
s
(∑
aX

)
=
∑
as ,
where 0spn − 1 (respectively 0<spn − 1). If C ⊆ A′ is a cyclic code then
T = {s | s(c)= 0 ∀c ∈ C}
is the deﬁning set of C. Then T ∪ {0} will be the deﬁning set of Cˆ.
For s, 0spn − 1, the p-adic expansion is
s =
n−1∑
i=0
sip
i, (0sip − 1).
The partial order relation ≺ on {0, 1, . . . , pn − 1} is deﬁned as follows:
∀s, r ∈ {0, 1, . . . , pn − 1} : s ≺ r ⇐⇒ siri, 0 in− 1.
The following result is well-known [8,14].
Theorem 2.1. Let T be the deﬁning set of an extended cyclic code Cˆ. Then Cˆ is afﬁne
invariant if and only if the condition s ∈ T implies t ∈ T for any t ≺ s.
One can reformulate this theorem in the following form.
Corollary 2.2. Let T be the deﬁning set of an extended cyclic code Cˆ. Then Cˆ is afﬁne
invariant if and only if the condition s =∑n−1i=0 sipi ∈ T , sj > 0 implies s − pj ∈ T .
3. Invariant codes
We consider codes invariant under the group Gm = AGLm(q) = V · GLm(q), where
n=mt and q = pt . First we study codes over a ﬁeld F = Fq of q elements, and in the next
section we consider codes over prime ﬁelds. The ambient space we denote byF, so
F=
{∑
v∈V
avX
v | av ∈ Fq
}
.
Since Fq is a subﬁeld of Fpn , we can consider V as a vector space of dimension m over
the ﬁeld Fq . Choose a basis {e0, . . . , em−1} of V over Fq . The natural action of the group
Gm = AGLm(q) onF is deﬁned as follows:
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û(Xv)=Xu+v, u ∈ V,
ĝ(Xv)=Xgv, g ∈ GLm(q).
Thus the problem of describing ofGm-invariant codes inF is equivalent to the problem of
describing GLm(q)-invariant ideals of the ringF.
The elements ofF can be considered as functions fromV to F. As a function, an element∑
avX
v is the one that assigns av to the element v of V. Consider the polynomial functions
x
i0
0 · · · xim−1m−1 =
∑
0,...,m−1∈Fq
i00 · · · im−1m−1X0e0+···+m−1em−1 .
Since q =  for  ∈ Fq , the polynomial functions can be reduced modulo xqs − xs . The
monomials xi00 · · · xim−1m−1, 0 isq−1, s=0, 1, . . . , m−1, form a basis of the vector space
F over Fq . In this subsection we are going to describeGm-invariant subspaces in terms of
these basis monomials.
We deﬁne the modules
M(0, . . . , t−1)
= 〈xi00+i01p+···+i0,t−1pt−10 · · · xim−1,0+im−1,1p+···+im−1,t−1p
t−1
m−1 |
i0j + i1j + · · · + im−1,jj , j = 0, 1, . . . , t − 1〉,
where 0jm(p − 1), 0 isjm(p − 1). Note that, in general, the monomials in this
deﬁnition may not be the basis monomials (but we can reduce them to basis ones). It is easy
to see that
M(m(p − 1), . . . , m(p − 1))=F,
M(0, . . . , 0)= 〈1〉,
M(0, . . . , t−1) ⊇M(0, . . . , j − 1, . . . , t−1).
Further, if isj >p− 1 for some s, j, then is0 + · · · + isjpj + · · · + is,t−1pt−1= is0 + · · · +
(isj − p)pj + (is,j+1 + 1)pj+1 + · · · + is,t−1pt−1; so
M(0, . . . , t−1) ⊇M(0, . . . , j − p, j+1 + 1, . . . , t−1).
Theorem 3.1. The module M(0, . . . , t−1) is invariant under the group Gm. Further-
more,anyGm-invariant submodule inF is equal to a sumof severalmodulesM(0, . . . , t−1).
Proof. For any integers j0 and s, d such that 0s, dm− 1, deﬁne linear transforma-
tions js and 
j
s,d fromF to itself by giving them as follows on the basis of monomials:
js (x
i0
0 · · · xim−1m−1)=
(
is
j
)
x
i0
0 · · · xis−js · · · xim−1m−1, (1)
js,d (x
i0
0 · · · xim−1m−1)=
(
is
j
)
x
i0
0 · · · xis−js · · · xid+jd · · · xim−1m−1. (2)
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We recall that
(
is
j
)
= 0 for is < j . The following lemma is taken from [5] (it also follows
from [6]).
Lemma 3.2. LetM be a subspace ofF. ThenM is invariant under Gm if and only if
1. M is invariant under the transformations js and js,d for s = d and 0s, dm − 1
and 0jq − 1, and
2. M is spanned by monomials.
In particular, the lemma says that if a moduleM is invariant under Gm,
x
i00+i01p+···+i0,t−1pt−1
0 x
i10+i11p+···+i1,t−1pt−1
1 · · · xim−1,0+im−1,1p+···+im−1,t−1p
t−1
m−1 ∈M,
where 0 iabp − 1, 0am− 1, 0b t − 1, and isj > 0 for some s and j, then
x
i00+···+i0,t−1pt−1
0 · · · x
is0+···+(isj−1)pj+···+is,t−1pt−1
s · · · xim−1,0+···+im−1,t−1p
t−1
m−1 ∈M,
x
i00+···
0 · · · x
is0+···+(isj−1)pj+···+is,t−1pt−1
s · · · xid0+···+(idj+1)p
j+···+id,t−1pt−1
d
· · · xim−1,0+···m−1 ∈M.
Suppose a Gm-invariant moduleM contains the monomial
x
i00+···+i0,t−1pt−1
0 x
i10+···+i1,t−1pt−1
1 · · · xim−1,0+···+im−1,t−1p
t−1
m−1
such that
i00 + i10 + · · · + im−1,0 = 0, . . . , i0,t−1 + i1,t−1 + · · · + im−1,t−1 = t−1,
where 0 isdp − 1. Then by Lemma 3.2 we haveM ⊇M(0, . . . , t−1). 
Here is one important particular case.
Example 1. IfM is the th order generalized Reed–Muller code then
M= 〈xi00 · · · xim−1m−1 | i0 + · · · + im−1〉 =
∑
0+···+t−1pt−1
M(0, . . . , t−1).
Now we are going to describe the situation when a moduleM(	0, . . . ,	t−1) is a sub-
module of another moduleM(0, . . . , t−1). This is given by the following.
Theorem 3.3. The moduleM(0, . . . , t−1) has a unique maximal submodule
t−1∑
j=0
M(0, . . . , j − 1, . . . , t−1)+
t−1∑
j=0
M(0, . . . , j − p, j+1 + 1, . . . , t−1),
where the indices j are considered modulo t and it is assumedM(0, . . . , t−1)=0 if j < 0
for some j, andM(. . . , m(p−1)+1, j+2, . . .)=M(. . . , (m−1)(p−1), j+2+1, . . .).
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Proof. Any monomial f fromM(0, . . . , t−1) is either a monomial
ax
i00+···+i0,t−1pt−1
0 x
i10+···+i1,t−1pt−1
1 · · · xim−1,0+···+im−1,t−1p
t−1
m−1 (3)
with the property
i00 + i10 + · · · + im−1,0 = 0, . . . , i0,t−1 + i1,t−1 + · · · + im−1,t−1 = t−1,
where 0 isdp−1, or an element of one of themodulesM(0, . . . , j−1, . . . , t−1) and
M(0, . . . , j −p, j+1+ 1, . . . , t−1) (in fact, these elements are obtained from element
(3) using transformations (1), (2)). In the former case f generatesM(0, . . . , t−1); in the
latter case f belongs to the required (maximal) module. 
So, in order to determine whether M(	0, . . . ,	t−1) ⊆ M(0, . . . , t−1), one has to
check the conditionsM(	0, . . . ,	t−1) ⊆M(0, . . . , j − 1, . . . , t−1), 0j t − 1, and
M(	0, . . . ,	t−1) ⊆M(0, . . . , j − p, j+1 + 1 . . . , t−1), 0j t − 1. And so on.
Example 2. Let n=4,m=2, t=2, p=2, q=pt=4. Then we have the following modules
over Fq :
M(0, 0)= 〈1〉,
M(1, 0)= 〈x0, x1, 1〉,
M(0, 1)= 〈x20 , x21 , 1〉,
M(2, 0)= 〈x20 , x0x1, x21 , x0, x1, 1〉,
M(0, 2)= 〈x20x21 , x20 , x21 , x0, x1, 1〉,
M(1, 1)= 〈x30 , x20x1, x0x21 , x31 , x20 , x21 , x0, x1, 1〉,
M(2, 1)= 〈x30x1, x20x21 , x0x31 , x30 , x20x1, x0x21 , x31 , x20 , x0x1, x21 , x0, x1, 1〉,
M(1, 2)= 〈x30x21 , x20x31 , x20x21 , x30 , x20x1, x0x21 , x31 , x20 , x0x1, x21 , x0, x1, 1〉,
M(2, 2)= 〈x30x31 , x30x21 , x20x31 , x30x1, x20x21 , x0x31 , x30 , x20x1, x0x21 , x31 , x20 , x0x1,
x21 , x0, x1, 1〉.
4. Invariant codes over a prime ﬁeld
Now we are going to study a situation when we change the alphabet ﬁeld. Let U =∑n
i=1Fgi be an ambient space for codes over the ﬁnite ﬁeld F. Let K be an extension of F
of degree m and 
 be a generator of the Galois groupGal(K, F ). We consider the K-space
U=∑ni=1Kgi ⊃ U and deﬁne the action of Gal(K, F ) onU:

ˆ
(∑
cigi
)
=
∑

(ci)gi .
Note that 
ˆ is not K-linear map, but is K-semilinear: 
ˆ(c)= 
()
ˆ(c) for  ∈ K , c ∈ U.
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The following theorem is of independent interest.
Theorem 4.1. Let U =∑ni=1Fgi be a vector space over a ﬁnite ﬁeld F = Fq with basis{g1, . . . , gn} and let a group H acts on the module U. Let a ﬁnite ﬁeld K be an extension of F
of degree m and 
 : K → K , 
()= q be a generator of the Galois group of the extension
K over F. Let U =∑ni=1Kgi ⊃ U be a vector space over the ﬁeld K with the same basis
and the action of H is extended toU in the natural way. Then the map
	 : C → C ∩ U
deﬁnes a bijective correspondence between the set of K-subspaces of U that are invariant
under H and 
, and the set of F-subspaces in U that are invariant under H.
Proof. Let , q, . . . ,q
m−1
be a normal basis of the extension K of the ﬁeld F. Note that∣∣∣∣∣∣∣∣
 q q
2
. . . q
m−1
q q
2
q
3
. . . 
. . . . . . . . . . . . . . .
q
m−1
 q . . . q
m−2
∣∣∣∣∣∣∣∣ = 0
in this situation [15, Corollary 2.38].
The map 	 is surjective, since for the F-submodule C ⊂ U , one has 	(K · C)= C. Let
us prove that 	 is injective. We need to prove that C = K(C ∩ U) for any K-subspace C
that is invariant under H and 
. It is clear thatC ⊃ K(C∩U). It remains for us to represent
an arbitrary element c ∈ C as an K-linear combination of elements from C ∩ U . This is
possible since the equation
c = y0
m−1∑
i=0

ˆi (c)+ y1
m−1∑
i=0

ˆi (qc)+ · · · + ym−1
m−1∑
i=0

ˆi (q
m−1
c)
has a solution, or equivalently, that the following equation system has a solution:
y0 + y1q + . . . + ym−1qm−1 = 1,
y0
q + y1q2 + . . . + ym−1 = 0,
. . .
y0
qm−1 + y1 + . . . + ym−1qm−2 = 0.
The matrix of the last system is invertible, as we mentioned above. 
Now we obtain results for codes over the prime ﬁeld. Deﬁne
M(0, . . . , t−1)= (M(0, . . . , t−1)+M(t−1, 0, . . . , t−2)+ · · ·+
M(1, . . . , t−1, 0)) ∩ A,
where
A=
{∑
v∈V
avX
v | av ∈ Fp
}
.
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Introducing the map T r :F→ A by
T r(f )= f + f p + · · · + f pt−1
we see that
M(0, . . . , t−1)= T r(M(0, . . . , t−1))= {T r(f ) | f ∈M(0, . . . , t−1)}.
It is also clear that
M(0, . . . , t−1)=M(t−1, 0, . . . , t−2).
So from Theorems 4.1 and 3.1 we obtain the following result.
Theorem 4.2. ThemoduleM(0, . . . , t−1) is invariant under the groupGm.Furthermore,
any Gm-invariant code in A is equal to a sum of several modulesM(0, . . . , t−1).
Example 3. Let n = 4, m = 2, t = 2, p = 2, q = pt = 4, Fq = Fp(). Then we have the
following modules over Fp (see Example 2):
M(0, 0)= 〈1〉,
M(1, 0)= 〈x0 + 2x20 ,2x0 + x20 ,x1 + 2x21 ,2x1 + x21 , 1〉,
M(2, 0)= 〈x0x1 + 2x20x21 ,2x0x1 + x20x21 〉 +M(1, 0),
M(1, 1)= 〈x30 ,x20x1 + 2x0x21 ,2x20x1 + x0x21 , x31〉 +M(1, 0),
M(2, 1)= 〈x30x1 + 2x30x21 ,2x30x1 + x30x21 ,x0x1
+ 2x20x21 ,2x0x1 + x20x21 〉 +M(2, 0)+M(1, 1),
M(2, 2)= 〈x30x31〉 +M(2, 1).
Any Gm-invariant code in A is equal to one of the following codes: 0, M(0, 0), M(1, 0),
M(2, 0),M(1, 1),M(2, 0)+M(1, 1),M(2, 1),M(2, 2).
5. Deﬁning sets
Let us describe theGm-invariance property in terms of deﬁning sets. The deﬁning set of
theGm-invariant code C over a ﬁeld F is equal to the deﬁning set of theGm-invariant code
C= F ′C over F ′, where F ′ ⊇ F and F ′ ⊇ Fq ; so we can restrict ourselves to codes over
the ﬁeld Fq .
The standard bilinear form onF is(∑
avX
v,
∑
bvX
v
)
=
∑
avbv.
Lemma 5.1. One has
(x
i0
0 · · · xim−1m−1, xj00 · · · xjm−1m−1 )= (−1)m(i0 + j0) · · · (im−1 + jm−1),
where (i)= 1 if either i = q − 1 or i = 2(q − 1), and (i)= 0 otherwise.
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Proof. We have
(x
i0
0 · · · xim−1m−1, xj00 · · · xjm−1m−1 )
=
(∑
i00 · · · im−1m−1X0e0+···+m−1em−1 ,
∑
j00 · · ·jm−1m−1X0e0+···+m−1em−1
)
=
∑
0,...,m−1
i0+j00 · · · im−1+jm−1m−1
= (−1)m(i0 + j0) · · · (im−1 + jm−1). 
Corollary 5.2. If C is a Gm-invariant code over Fq , then the code C⊥ orthogonal to C is
C⊥ = 〈xq−1−i00 · · · xq−1−im−1m−1 | xi00 · · · xim−1m−1 /∈C〉.
Proof. Consider the set
M= 〈xq−1−i00 · · · xq−1−im−1m−1 | xi00 · · · xim−1m−1 /∈C〉.
It is sufﬁcient to prove thatM ⊆ C⊥, since dimFqM= qm − dimFqC= dimFqC⊥. Let
a = xq−1−i00 · · · xq−1−im−1m−1 ∈M.
Suppose that there exist a monomial f ∈ C such that (a, f ) = 0. Then f = xj00 · · · xjm−1m−1 ,
where js=is or js=is+q−1 for any s. Therefore, xi00 · · · xim−1m−1 ∈ C, sinceC isGm-invariant.
This contradiction proves the statement. 
Theorem 5.3. The following assertions hold:
(i) If C is a Gm-invariant code over Fq , then its deﬁning set is
T = {s | xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C⊥}
= {s | x(p−1−s0)+(p−1−s1)p+···+(p−1−st−1)pt−10 · · ·
x
(p−1−s(m−1)t )+···+(p−1−smt−1)pt−1
m−1 /∈C}.
Here it is assumed that s =∑mt−1i=0 sipi is the p-adic expansion of s.
(ii) Let C be a code over Fq invariant under the group Gm, T be the deﬁning set of C,
and T ′ = {0, . . . , qm − 1}\T . Then
C= 〈x(p−1−s0)+(p−1−s1)p+···+(p−1−st−1)pt−10
· · · x(p−1−s(m−1)t )+···+(p−1−smt−1)pt−1m−1 | s ∈ T ′〉,
where s =∑ sipi is the p-adic expansion of s.
Proof. First of all, we extend the alphabet ﬁeld F and set
A˜=
{∑
v∈V
avX
v | av ∈ Fqm
}
.
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According to Theorem 4.1, it is sufﬁcient to prove our statement for codes C˜ ⊆ A˜ over
Fqm . In this case the maps is a Fqm -linear function from A˜ to Fqm and one has dimFqm C˜=
qm − |T | for the extended cyclic code C˜ with deﬁning set T.
Further, we note that s(a)= (a, bs), where
bs =
∑
0,...,m−1
(0e0 + · · · + m−1em−1)sX0e0+···+m−1em−1
as s(X
0e0+···+m−1em−1)= (0e0 + · · · + m−1em−1)s = (X0e0+···+m−1em−1 , bs).
Let C˜ be aGm-invariant Fqm -code with deﬁning set T, and let s =∑mt−1i=0 sipi, 0si
p−1, f =xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C˜
⊥
. Then f gener-
ates (over FqmGm) the module M˜(s0+ st + · · ·+ s(m−1)t , . . . , st−1+ s2t−1+ · · · smt−1) ⊆
C˜
⊥
. Here M˜(0, . . . , t−1)= FqmM(0, . . . , t−1). It is not hard to see that bs is equal to
a linear combination of monomials belonging to M˜(s0 + st + · · · + s(m−1)t , . . . , st−1 +
s2t−1 + · · · smt−1); so bs ∈ C˜⊥. Hence s(c)= 0 for any c ∈ C˜ and we have s ∈ T .
Finally, since dimFqm C˜
⊥ = qm − dimFqm C˜= qm − (qm − |T |)= |T |, we have
T = {s | xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C˜
⊥}.
(ii) We have
s ∈ T ′ ⇐⇒ xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 /∈C⊥
⇐⇒x(p−1−s0)+(p−1−s1)p+···+(p−1−st−1)pt−10 · · ·
x
(p−1−s(m−1)t )+···+(p−1−smt−1)pt−1
m−1 ∈ C. 
We deﬁne
T (0, . . . , t−1)= {s | 0spn − 1, sj + st+j + · · · + s(m−1)t+jj ,
j = 0, 1, . . . , t − 1}.
The next theorem, which follows from Theorems 5.3 and 3.1, gives a description of
Gm-invariant codes.
Theorem 5.4. Let T ⊆ {0, . . . , pn − 1}. Then T is the deﬁning set of a code (over a ﬁeld
F) invariant under the group Gm if and only if T satisﬁes the following two properties:
(i) T is a union of several subsets T (0, . . . , t−1);
(ii) If T (0, . . . , t−1) ⊆ T , jp, j+1<m(p − 1), then T (. . . , j−1, j − p,
j+1 + 1, j+2, . . .) ⊆ T .
From the description of Gm-invariant submodules we have one more criterion for ex-
tended cyclic codes to be Gm-invariant.
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Theorem 5.5. Let T be the deﬁning set of an extended cyclic code C of length pn over a
ﬁeld F. Then C is invariant under Gm, n = mt , if and only if the following two conditions
hold:
(i) s =∑n−1i=0 sipi ∈ T (0sip − 1), sj > 0⇒ s − pj ∈ T ;
(ii) s =∑n−1i=0 sipi ∈ T (0sip − 1), sj > 0⇒ (s − pj + pj · ptl)modpn−1 ∈ T for
l = 1, . . . , m− 1.
Proof. Recall that the deﬁning set of theGm-invariant code C over a ﬁeld F is equal to the
deﬁning set of the Gm-invariant code C′ = F ′C over F ′, where F ′ ⊇ F and F ′ ⊇ Fq ; so
we can assume F ⊇ Fq (we could even assume F =Fq since Fq is a splitting ﬁeld forGm).
Necessity. Let C be Gm-invariant code, s =∑mt−1i=0 sipi ∈ T , 0sip − 1, and sj > 0
for some j. Then according to Theorem 5.3 we have
x
s0+s1p+···+st−1pt−1
0 x
st+···+s2t−1pt−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C⊥.
Without loss of generality we can suppose that 0j t−1. Using Lemma 3.2 and applying
p
j
0,l one has
x
s0+···+(sj−1)pj+···+st−1pt−1
0 · · · x
slt+···+(slt+j+1)pj ···+slt+t−1pt−1
l
· · · xs(m−1)t+···+smt−1pt−1m−1 ∈ C⊥.
If slt +· · ·+ (slt+j +1)pj · · ·+ s(l+1)t−1pt−1q−1 then we get the required statement
(applying again Theorem 5.3): s − pj + pj · ql ∈ T .
Suppose slt+· · ·+(slt+j+1)pj · · ·+s(l+1)t−1pt−1q. Thismeans that slt+j=slt+j+1=
· · · = slt+t−1 = p − 1. Let us prove that
f = xs0+···+(sj−1)pj+···+st−1pt−10 · · · x
slt+slt+1p+···+slt+j−1pj−1
l
× x(s(l+1)t+1)+···+s(l+2)t−1pt−1l+1 · · · ∈ C⊥
in this case. Since xql = xl , we have
x
s0+···+(sj−1)pj+···+st−1pt−1
0 · · · x
(slt+1)+slt+1p+···+slt+j−1pj−1
l
· · · xs(m−1)t+···+smt−1pt−1m−1 ∈ C⊥.
If slt = p − 1, then, applying 1l,l+1, we have f ∈ C⊥. On the other hand, if slt = p − 1,
then we apply 1l,l+1 to the original vector and we have
x
s0+···+sj pj+···+st−1pt−1
0 · · · x
(slt−1)+···+slt+j pj ···+slt+t−1pt−1
l
× x(s(l+1)t+1)+···+s(l+1)t+t−1pt−1l+1 · · · ∈ C⊥.
Further, applying p
j
0,l , one has f ∈ C⊥.
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It remains to show that f ∈ C⊥ follows (s − pj + pj · ql)modpmt−1 ∈ T . Indeed, this is
clear if s(l+1)t + s(l+1)t+1p+ · · ·+ s(l+1)t+t−1pt−1<q− 1. If s(l+1)t + s(l+1)t+1p+ · · ·+
s(l+1)t+t−1pt−1 = q − 1 then
f = xs0+···+(sj−1)pj+···+st−1pt−10 · · · x
slt+slt+1p+···+slt+j−1pj−1
l
× x1l+1xs(l+2)t+···+s(l+3)t−1p
t−1
l+2 · · · ∈ C⊥.
Applying 1l+1,l+2 we have
x
s0+···+(sj−1)pj+···+st−1pt−1
0 · · · x
slt+slt+1p+···+slt+j−1pj−1
l
× x(s(l+2)t+1)+···+s(l+3)t−1pt−1l+2 · · · ∈ C⊥.
If s(l+2)t + s(l+2)t+1p+ · · · + s(l+2)t+t−1pt−1<q − 1, then the result follows. If s(l+2)t +
s(l+2)t+1p + · · · + s(l+2)t+t−1pt−1 = q − 1, we will repeat the previous reasoning.
Sufﬁciency. We set
C⊥ = 〈xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 | s ∈ T 〉.
We will prove that C⊥ is invariant under Gm. Let
x
s0+s1p+···+st−1pt−1
0 x
st+···+s2t−1pt−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C⊥,
where 0sip−1, 0 im−1, and sj > 0 for some j. One can assume that 0j t−1.
We set
f = xs0+···+(sj−1)pj+···+st−1pt−10 · · · x
slt+···+(slt+j+1)pj ···+slt+t−1pt−1
l
· · · xs(m−1)t+···+smt−1pt−1m−1 .
We need to prove that f ∈ C⊥; then the result follows by Theorem 5.3.
Consider the condition (s−pj +pj ·ql)modpmt−1 ∈ T . If slt +· · ·+ (slt+j +1)pj · · ·+
slt+t−1pt−1q − 1, then it follows that s − pj + pj · ql ∈ T . Hence f ∈ C⊥.
If slt+· · ·+(slt+j+1)pj · · ·+slt+t−1pt−1q then slt+j=slt+j+1=· · ·=slt+t−1=p−1
and we consider two cases.
(1) Let s(l+1)t = p − 1. Then s′ = s − pj + pj · ql = s0 + · · · + (sj − 1)pj + · · · +
st−1pt−1+ · · ·+ sltplt + slt+1plt+1+ · · ·+ slt+j−1plt+j−1+ (s(l+1)t + 1)p(l+1)t + · · ·+
smt−1pmt−1 + · · · ∈ T . The condition s′′ = s′ − p(l+1)t + plt ∈ T implies
f = xs0+···+(sj−1)pj+···+st−1pt−10 · · · x
(slt+1)+slt+1p+···+slt+j−1pj−1
l
× xs(l+1)t+···+smt−1pt−1l+1 · · · ∈ C⊥.
(2) Let s(l+1)t =p− 1. Then s′ = s −p(l+1)t +plt ∈ T and s′′ = s′ −pj +pj · ql ∈ T ,
hence
f = xs0+···+(sj−1)pj+···+st−1pt−10 · · · x
(slt+1)+slt+1p+···+slt+j−1pj−1
l
× xs(l+1)t+···+smt−1pt−1l+1 · · · ∈ C⊥.
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Finally, by Theorem 5.3 and Corollary 5.2 the invariance of C⊥ under Gm implies the
invariance of C under Gm. 
Example 4. For codes from Example 3 we have the following deﬁning sets (here for
visualization we write (s0, s1, s2, s3) in place of s0 + s1p1 + s2p2 + s3p3):
T (M(2, 2))=,
T (M(2, 1))= {(0, 0, 0, 0)},
T (M(2, 0)+M(1, 1))= {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1),
(0, 0, 0, 0)},
T (M(2, 0))= {(1, 1, 0, 0), (0, 1, 1, 0), (0, 0, 1, 1), (1, 0, 0, 1)} ∪ T (M(2, 0)
+M(1, 1)),
T (M(1, 1))= {(1, 0, 1, 0), (0, 1, 0, 1)} ∪ T (M(2, 0)+M(1, 1)),
T (M(1, 0))= T (M(2, 0)) ∪ T (M(1, 1)),
T (M(0, 0))= {0, . . . , 24 − 1}\(1, 1, 1, 1).
Note that
M(2, 2)⊥ = {0},
M(2, 1)⊥ =M(0, 0),
(M(2, 0)+M(1, 1))⊥ =M(1, 0),
M(2, 0)⊥ =M(1, 1).
CodesM(2, 0) andM(1, 1) are not invariant under AGL4(2).
Corollary 5.6. Let G be a ﬁnite group, AGLm(pt ) ⊆ G ⊆ ALm(pt ). Then there exists
an afﬁne invariant code C of length pmt such that Per(C)=G.
Proof. There is a divisor k of t such that G= AGLm(pt ) · 〈k〉, where  is a generator of
the Galois group Fpt /Fp. We deﬁne an afﬁne invariant code C by its deﬁning set
T = T (2, 0, . . . , 0)+ T (0, . . . , 0, k2, 0, . . . , 0)+ T (0, . . . , 0, 2k2 , 0, . . . , 0)+ . . .
for p> 2, and
T = T (2, 0, . . . , 0)+ T (0, . . . , 0, k2, 0, . . . , 0)+ T (0, . . . , 0, 2k2 , 0, . . . , 0)
+ . . .+ T (0, 1, 0, . . . , 0)+ T (0, . . . , 0, k0, 1, 0, . . . , 0)
+ T (0, . . . , 0, 2k0 , 1, 0, . . . , 0)+ . . .
for p = 2. Then Per(C)=G by Theorem 5.5. 
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6. Codes over Z/peZ
In this section, we consider extended cyclic codes over the ringZ/peZ of integersmodulo
pe. We have
A=
{∑
avX
v | av ∈ Z/peZ, v ∈ V
}
.
At ﬁrst, we state results for the particular case e= 2, since it is the most important case and
it is frequently considered in coding theory.
6.1. Codes over Z/p2Z
LetC be an extended cyclic code overZ/p2Z inA (i.e., invariant underGL1(pn)). There
are two canonical subcodes of C
C1 = pC,
C2 = C ∩ pA= {c ∈ C | pc = 0}.
They can be considered as linear codes over Fp.We say that (T1, T2) is the deﬁning set of C
if T1 and T2 are the deﬁning sets of C1 and C2, respectively. Assuming that Ci is naturally
embedded inF, we have
C1 ⊆ C2, T1 ⊇ T2.
We have the following theorem.
Theorem 6.1. Let (T1, T2) be the deﬁning set of an extended cyclic code C of length pn
over Z/p2Z. Then C is invariant under the group AGLm(pt ), n = mt , if and only if the
following four properties hold:
(i) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0⇒ s − pj ∈ Td for d = 1, 2;
(ii) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0 ⇒ (s − pj + pj+t l )modpn−1 ∈ Td for
l = 0, 1, . . . , m− 1 and d = 1, 2.
(iii) s =∑n−1i=0 sipi ∈ T2 (0sip − 1), sj > 0 ⇒ (s − pj + pj−1 · (ptl1 + · · · +
ptlp ))modpn−1 ∈ T1 for any l1, l2, . . . , lp with 0 lim− 1;
(iv) s =∑n−1i=0 sipi ∈ T2 (0sip − 1), sj = 0, sj+1> 0 ⇒ (s − pj )modpn−1 ∈ T1.
(Subscripts mod n.)
Properties (i) and (ii) show that T1 and T2 are the deﬁning sets of extended cyclic codes
over Fp invariant underGm. Property (iii) says that if s=∑n−1i=0 sipi ∈ T2 (0sip− 1),
sj > 0 then
(s0 + · · · + (sj − 1)pj + · · · + (sj−1+t l1 + t1)pj−1+t l1 + · · ·
+ (sj−1+t la + ta)pj−1+t la + · · · + sn−1pn−1)modpn−1 ∈ T1
for distinct li , li = 0, 1, . . . , m− 1, t1 + · · · + ta = p, ti1.
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Let us consider two important extremal cases: codes invariant under the afﬁne groups
AGL1(Fpn) and AGLn(Fp) (they were also considered in [1,2] in detail). In these cases
necessary and sufﬁcient conditions can be simpliﬁed.
Corollary 6.2. Let (T1, T2) be the deﬁning set of an extended cyclic code C of length pn
over Z/p2Z. Then C is invariant under the group AGL1(pn) if and only if the following
two properties hold:
(i) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0⇒ s − pj ∈ Td for d = 1, 2;
(ii) s =∑n−1i=0 sipi ∈ T2 (0sip − 1), sj = 0, sj+1> 0 ⇒ (s − pj )modpn−1 ∈ T1.
(Subscripts mod n.)
Corollary 6.3. Let (T1, T2) be the deﬁning set of an extended cyclic code C of length pn
over Z/p2Z. Then C is invariant under the group AGLn(p) if and only if the following
three properties hold:
(i) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0⇒ s − pj ∈ Td for d = 1, 2;
(ii) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0 ⇒ (s − pj + pl)modpn−1 ∈ Td for
l = 0, 1, . . . , n− 1 and d = 1, 2.
(iii) s ∈ T2⇒ (s+pl1+· · ·+plp−1)modpn−1 ∈ T1 for any l1, l2, . . . lp−1 with 0 lin−1.
This corollary allows us to give an explicit description of extended cyclic codes invariant
underAGLn(p). LetR(r1, r2; n) be the extended cyclic code with the deﬁning set (T1, T2),
where
Td =
{
n−1∑
i=0
sip
i | 0sip − 1),
∑
sin(p − 1)− 1− rd
}
, d = 1, 2.
In other words, R(r1, r2; n)= C is the extended cyclic code over Z/p2Z such that C1 and
C2 are respectively, the r1th and r2th order generalized Reed–Muller codes R(r1, n) and
R(r2, n), 0rd <n(p − 1).
Proposition 6.4. An extended cyclic code C of length pn over Z/p2Z is invariant un-
der AGLn(p) if and only if C = R(r1, r2; n) with 0rd <n(p − 1) for d = 1, 2 and
r2 min(n(p − 1)− 1, r1 + p − 1).
6.2. Codes over Z/peZ
In the general case, for an extended cyclic codeC overZ/peZwe deﬁne associated linear
codes over Fp
Ci = (C ∩ pi−1A+ piA)/piA, i = 1, 2, . . . , e.
Assuming that Ci is naturally embedded inF, we have
C1 ⊆ C2 ⊆ · · · ⊆ Ce.
From the results of [4] it follows that an extended cyclic code C is uniquely deﬁned by the
sequence {C1, . . . , Ce}.
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We say that (T1, T2, . . . , Te) is the deﬁning set of C if Ti is the deﬁning set of Ci for all
i = 1, 2, . . . , e. Then we have
Ti = {s | 0spn − 1, s(c) ≡ 0 (mod pi) for all c ∈ C}.
It is clear that
T1 ⊇ T2 ⊇ · · · ⊇ Te.
The next theorem gives a criterion for codes over Z/peZ to be Gm-invariant.
Theorem 6.5. Let (T1, T2, . . . , Te) be the deﬁning set of an extended cyclic codeC of length
pn over Z/peZ, 2en. Then C is invariant under the group AGLm(pt ), n=mt , if and
only if the following four properties hold:
(i) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0⇒ s − pj ∈ Td for d = 1, 2, …, e;
(ii) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0 ⇒ (s − pj + pj+t l )modpn−1 ∈ Td for
l = 0, 1, . . . , m− 1 and d = 1, 2, . . . , e;
(iii) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj > 0 ⇒ (s − pj + pj−1 · (ptl1 + · · · +
ptlp ))modpn−1 ∈ Td−1 for any l1, l2, . . . , lp with 0 lim− 1, where d = 2, 3, …, e;
(iv) s =∑n−1i=0 sipi ∈ Td (0sip − 1), sj = sj+1 = · · · = sj+a−1 = 0, sj+a > 0,
d − a > 0, a > 0⇒ (s − pj )modpn−1 ∈ Td−a . (Subscripts mod n.)
Note that in Theorem 6.5 the properties (i) and (iv) can be replaced by one property:
(*) s=∑n−1i=0 sipi ∈ Td (0sip−1), sj+a > 0, a0, d−a > 0⇒ (s−pj )modpn−1 ∈
Td−a . (Subscripts mod n.)
6.3. Proofs
We wish to extend our ring Z/peZ to apply a similar scheme of investigation as in
previous sections. First we construct an extension of the ring Zp. Let E be the (unique)
unramiﬁed extension of the ﬁeld of p-adic numbers Qp of degree t and Rp be the integral
closure of Zp in E. Let Gal(E/Qp) be the Galois group of E over Qp. We will use the
following properties of the ring Rp:
(1) The ring Rp has the unique maximal ideal pRp and any nonzero ideal in Rp is equal
to plRp for some nonnegative l.
(2) Rp/pRp ∼= Fq (we will identify these ﬁnite ﬁelds).
(3) Gal(E/Qp) ∼= Gal(Fq/Fp).
(4) There exists a generator  of the cyclic group Gal(E/Qp) such that (x) ≡
xp(mod pRp) for any x ∈ Rp.
(5) Zp = {x ∈ Rp | (x)= x}.
We are going to work with the quotient ring Rp/peRp. Note that in the case pe = 4 this
ring is used in many papers on codes over Z/4Z and called the Galois ring GR(4t ).
Deﬁne
A=
{∑
v∈V
avX
v | av ∈ Rp/peRp
}
⊃ A.
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The action of Gm can be carried over toA in the natural way, such that elements of Gm
act as (Rp/peRp)-linear maps. The groupGal(E/Qp) also deﬁnes a natural action on the
ringA:
ˆ
(∑
avX
v
)
=
∑
(av)Xv,
but ˆ is not a (Rp/peRp)-linear map.
The following theorem, taken from [4], explains the connection between A andA.
Theorem 6.6. Let U be a free (Z/peZ)-module with basis {e0, . . . , em−1} and let a group
H act on the module U. Let U=∑m−1i=0 (Rp/peRp)ei ⊇ U be a free module over the ring
Rp/p
eRp with the same basis, and the action of H is extended to U in the natural way.
Then the map
	 : C → C ∩ U
deﬁnes a bijective correspondence between the set of (Rp/peRp)-submodules of U that
are invariant under H and , and the set of (Z/peZ)-submodules in U that are invariant
under H.
We will also need the following theorem from [4]:
Theorem 6.7. LetM ⊆A be an (Rp/peRp)-code with zero sum,Md = (M∩pd−1A+
pdA)/pdA. ThenM is invariant under Gm if and only if the following conditions hold:
(i)Md is equal to a sum of several modulesM(0, . . . , t−1);
(ii) M(0, . . . , t−1) ⊆ Md , j−1<(m − 1)(p − 1), j > 0 imply M(. . . , j−1 +
p, j − 1, . . .) ⊆Md+1;
(iii)M(0, . . . , t−1) ⊆ Md , j = j+1 = · · · = j+a−1 = 0, j+a > 0, a > 0 imply
M(. . . , j−1, p − 1, . . . , p − 1, j+a − 1, . . .) ⊆Md+a .
Proof of Theorem 6.5. Theorem 6.6 implies that it is sufﬁcient to prove the theorem for
codes over Rp/peRp. Let M = C⊥. If C1, . . . ,Ce are the associated codes of C and
M1, . . . ,Me are the associated codes ofM thenCd=M⊥e+1−d . Thus Theorem 5.3 implies
that
Td = {s | xs0+s1p+···+st−1p
t−1
0 x
st+···+s2t−1pt−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈ C⊥d }
= {s | xs0+s1p+···+st−1pt−10 xst+···+s2t−1p
t−1
1 · · · xs(m−1)t+···+smt−1p
t−1
m−1 ∈Me+1−d}.
Now it is clear that conditions (i)–(iv) of Theorem 6.5 are equivalent to conditions (i)–(iii)
of Theorem 6.7. 
References
[1] K.S. Abdukhalikov, Afﬁne invariant and cyclic codes over p-adic numbers and ﬁnite rings, Designs, Codes
Cryptogr. 23 (2001) 343–370.
K. Abdukhalikov / Journal of Pure and Applied Algebra 196 (2005) 1–19 19
[2] K.S. Abdukhalikov, Codes over p-adic numbers and ﬁnite rings invariant under the full afﬁne group, Finite
Fields Their Appl. 7 (4) (2001) 449–467.
[3] K.S. Abdukhalikov, Deﬁning sets of cyclic codes invariant under the afﬁne group, Augot, in: Daniel et
al. (Eds.), WCC 2001 international workshop on coding and cryptography, Paris, France, January 8–12,
Elsevier, Amsterdam, 2001, Electron. Notes Discrete Math. 6 (2001), http://www1.elsevier.com/gej-ng/31/
29/24/40/23/98/endm6035.ps
[4] K.S. Abdukhalikov, Lattices invariant under the afﬁne general linear group, J. Algebra 276 (2) (2004)
638–662.
[5] E.F.Assmus, J.D.Key, Polynomial codes andﬁnite geometries, in:V.S. Pless,W.C.Huffman (Eds.),Handbook
of Coding Theory, Vol. 2, Elsevier, Amsterdam, 1998, pp. 1269–1343 (Chapter 16).
[6] M. Bardoe, P. Sin, The permutation modules for GL(n+1,Fq ) acting onPn(Fq ) and Fn+1q , J. LondonMath.
Soc. (2) 61 (1) (2000) 58–80.
[7] T. Berger, P. Charpin, The permutation group of afﬁne-invariant extended cyclic codes, IEEE Trans. Inform.
Theory 42 (6) (1996) 2194–2209.
[8] P. Charpin, Codes cycliques étendus invariants sous le groupe afﬁne. Thèse de Doctorat d’État, Université
Paris VII, 1987.
[9] D.K. Ray-Chaudhuri, J.T. Blackford,A transform approach to permutation groups of cyclic codes over Galois
rings, IEEE Trans. Inform. Theory 46 (2000) 2050–2058.
[10] P. Delsarte, On cyclic codes that are invariant under the general linear group, IEEE Trans. Inform. Theory 16
(1970) 760–769.
[11] B.K. Dey, B.S. Rajan, Afﬁne invariant extended cyclic codes over Galois rings, IEEE Trans. Inform. Theory
50 (4) (2004) 691–698.
[12] R. Hammons, P.V. Kumar, A.R. Calderbank, N.J.A. Sloane, P. Solé, The Z4-linearity of Kerdock, Preparata,
Goethals, and related codes, IEEE Trans. Inform. Theory 40 (2) (1994) 301–319.
[13] W. Cary Huffman, Codes and groups, in: V.S. Pless,W.C. Huffman (Eds.), Handbook of Coding Theory, Vol.
2, Elsevier, Amsterdam, 1998, pp. 1345–1440 (Chapter 17).
[14] T. Kasami, S. Lin, W.W. Peterson, Some results on cyclic codes which are invariant under the afﬁne group
and their applications, Inform. and Control 11 (1967) 475–496.
[15] P. Sin, H. Niederreiter, Finite Fields, Addison-Wesley, Readings, MA, 1983.
[16] P. Sin, On codes which are invariant under the afﬁne group, preprint.
