We consider a class of probability measures µ α s,r which have explicit CauchyStieltjes transforms. This class includes a symmetric beta distribution, a free Poisson law and some beta distributions as special cases. Also, we identify µ α s,2 as a free compound Poisson law with Lévy measure a monotone α-stable law. This implies the free infinite divisibility of µ α s,2 . Moreover, when symmetric or positive, µ α s,2 has a representation as the free multiplication of a free Poisson law and a monotone α-stable law. We also investigate the free infinite divisibility of µ α s,r for r = 2. Special cases include the beta distributions B(1 − 
Introduction
In random matrix theory, a Marchenko-Pastur law describes the asymptotic behavior of the spectrum of the so-called Wishart matrices [12] . In free probability, a MarchenkoPastur (or free Poisson) law plays the role that a Poisson distribution does in probability theory: it is the limiting distribution of ((1 − ⊞N when N → ∞. For this reason it is called a free Poisson law in the context of free probability. On the other hand, an arcsine law appears in probability theory as the law of the proportion of the time during which a Wiener process is non-negative. In monotone probability, an arcsine law plays the role of a Gaussian law [14] . In particular, an arcsine law is a monotone stable law with stability index α = 2 [11] .
Arizmendi et al. [2] found an interplay between Marchenko-Pastur and arcsine laws. They introduced a class F T A of freely infinitely divisible distributions whose Lévy measures are mixtures of a symmetric arcsine law. The building block of this class is a symmetric beta distribution
The free Lévy measure of b s coincides with an arcsine law. Moreover, b s is equal to the free multiplicative convolution of an arcsine law with a Marchenko-Pastur law, and hence, is freely infinitely divisible. Moreover, its Cauchy-Stieltjes transform (or Cauchy transform for short) can be calculated explicitly as
This paper studies a class of Cauchy-Stieltjes (or Cauchy for short) transforms related to Marchenko-Pastur laws and monotone stable laws. We deform the above Cauchy transform (1.1) to introduce a family of probability measures which include the symmetric beta distribution b s , Marchenko-Pastur and some other beta distributions as special cases. More explicitly, for 0 < α ≤ 2, we define (1.
2)
The branches of powers have to be defined carefully and the precise definition is presented in Section 3. It can be shown that the function (1.2) defines the Cauchy transform of a probability measure µ We note that the same relation appears for probability measures introduced by M lotkowski [13] . This relation enables us to calculate the inverse map explicitly: The inverse map of the reciprocal Cauchy transform, which is hard to calculate in general, is crucial to investigate free infinite divisibility. Therefore, the explicit form of (F α s,r ) −1 is quite useful and we can prove the free infinite divisibility of µ α s,r for some parameters. The probability measure µ 1/r on (0, 1). We prove that this is freely infinitely divisible if and only if 1 ≤ r ≤ 2. We also mention that, while an arcsine law is not freely infinitely divisible, some monotone stable laws are. This fact was implicitly proved by Biane in a different context; see Corollary 4.5 of [9] .
Preliminary results

The Voiculescu transform and the R-transform
In this paper, C + and C − respectively denote the upper half-plane and the lower half-plane of C.
An additive free convolution µ ⊞ ν of compactly supported probability measures µ and ν on R is the probability distribution of X + Y , where X and Y are self-adjoint free independent random variables with distributions µ and ν, respectively [19] . This convolution was extended to all Borel probability measures in [8] . A probability measure µ on R is said to be ⊞-infinitely divisible if for any n ∈ N, there is µ n such that µ = µ ⊞n n . For a probability measure µ on R, let us denote by G µ the Cauchy transform and by F µ its reciprocal:
. Bercovici and Voiculescu [8] proved the existence of η, η
) is called an R-transform. A probability measure µ is ⊞-infinitely divisible if and only if φ µ is the restriction of an analytic map from C + into C − ∪R [8] . This is also equivalent to the Lévy-Khintchine type representation suggested in [4] 
for some c ∈ R, a ≥ 0 and a non-negative measure ν satisfying ν({0}) = 0 and R min{1, x 2 }ν(dx) < ∞. We call ν the Lévy measure of µ.
The following is useful to calculate the Lévy measure. For a ⊞-infinitely divisible measure µ, its Voiculescu transform can be written as
for some γ ∈ R and a non-negative finite measure τ [8] . The measure τ can be calculated, by using the Stieltjes inversion formula [1, 18] , as
for all continuity points u, v of τ . Considering the relation R µ (z) = zφ µ ( Regarding atoms, the following formula holds:
The S-transform
Multiplicative free convolution ⊠ for probability measures on [0, ∞) was investigated in [20, 8] . This convolution corresponds to the probability distribution of
, where X and Y are positive free independent random variables. This convolution is characterized by S-transforms defined as follows. For a probability measure µ on R, we let ψ µ (z) := R zx 1−zx µ(dx). ψ µ coincides with a moment generating function if µ has finite moments of all orders. In [8] , ψ µ was proved to be univalent in the left half-plane iC + for a probability measure µ on [0, ∞) with µ({0}) < 1. Moreover, ψ µ (iC + ) contains the interval (1 − µ({0}), 0). Then a map χ µ : ψ µ (iC + ) → iC + is defined by the inverse of ψ µ . The S-transform is defined as
Using the S-transform, µ ⊠ ν is characterized as
in a common domain including an interval of the form (−ε, 0). More generally, a multiplicative convolution µ ⊠ ν can be defined if µ or ν is supported on [0, ∞). While (2.5) is expected to hold also in this case, it is not known whether an S-transform can be defined for every probability measure. It was shown in [20] to hold for measures with bounded support and non-vanishing mean, while the bounded case when µ has vanishing mean was solved in [16] . For the unbounded case, as a partial solution, Arizmendi and Pérez-Abreu defined an S-transform of a symmetric probability measure as follows. For a symmetric distribution µ = δ 0 , there is a unique probability distribution
. Then (2.5) still holds if µ or ν is symmetric and the other is supported on [0, ∞).
Finally we recall the analogues of compound Poisson distributions, which will be important in this paper. Definition 2.1. A probability measure µ is said to be free compound Poisson if R µ (z) = λψ ν (z) for a probability measure ν with ν({0}) = 0 and a λ ≥ 0. In this case, λν coincides with the Lévy measure of µ.
The Marchenko-Pastur law m with mean one belongs to the class of free compound Poisson measures; the pair (λ, ν) is given by ( 
in terms of the S-transform.
Probability measures µ α s,r
Let r > 0, 2 ≥ α > 0 and s ∈ C\{0}. For any η > 0, we will find an M > 0 such that the function
is defined as an analytic map in Γ η,M . To make the definition precise, we take branches of powers z 1/α , z 1/r and z α as follows:
(1) z 1/α and z α are respectively defined as e 1 α log (1) z and e α log (1) z in C\[0, ∞), where log (1) denotes a logarithm satisfying Im(log (1) z) ∈ (0, 2π);
We show that these branches enable us to define G α s,r as an analytic function in Γ η,M for an M > 0 depending on η > 0, s ∈ C\{0}, r > 0. Under the definition (2), the function (1 + w) 1/r is equal to the generalized binomial expansion ∞ n=0 1/r C n w n for |w| < 1, where 1/r C n is the generalized binomial coefficient
. Therefore, for z ∈ C + with large |z|, the function
can be written as
where (− 
for some complex coefficients c n (α, s, r) with c 0 = 1. In the second line, we used the formula −
for z ∈ Γ η,M , where M > 0 is large enough depending on (η, s, r). Then we have the following.
α is equal to
Also, we note that (1 + w)
Under further conditions on (r, α, s), the function G α s,r is well-defined in C + with values in C − , and therefore defines a probability measure. Theorem 3.2. Suppose 1 ≤ r < ∞, 0 < α ≤ 2 and s ∈ C\{0}. Assume that either of the following conditions is satisfied:
(1) 0 < α ≤ 1 and (2) , it is said to be admissible.
Proof. Let r ≥ 1. We can immediately check that zG α s,r (z) → 1 as z → ∞, z ∈ C + , non tangentially. Therefore, what needs to be proved is that G α s,r analytically maps the upper half-plane to the lower half-plane.
We first focus on the case 0 < α ≤ 1 and θ := arg s ∈ [π(1 − α), π]. Then the image of the map
in C + can be described as in Fig. 4 after some steps described in Figs. 1-3. We can see that the image of the map
is contained in the sector {z ∈ C : 0 < arg z < απ}. This implies the desired conclusion.
In the case 1 < α ≤ 2, we draw similar pictures; see Fig. 5-8 . In Fig. 8 , the image of
is contained in the sector {z ∈ C : 0 < arg z < απ}. Therefore, the image of the map
In each step described in the figures, a new univalent map is added, so that after all the steps, the map G α s,r is also univalent in C + .
Remark 3.3. (i)
The admissible condition is related to monotone stable distributions as mentioned in the next section.
(ii) We have µ 
A relation to monotone stable and free Poisson laws
Let a α s be a monotone (strictly) α-stable distribution [11] characterized by
where (α, s) satisfies the admissible condition. a 
Figure 2: The image of C + under the map . L 1 and L 2 are the same half lines as in Fig. 6 . L 3 and L 4 are starting at 0. l 1 is tangent to L 1 at 1 and approaches L 3 asymptotically. l 2 is tangent to L 2 at 1 and approaches L 4 asymptotically. where arg z is defined in (C + ∪ R)\{0} so that it takes values in [0, π]. Now the properties (1) and (2) 
On the other hand, the Voiculescu transform of µ α s,2 is given as
With Proposition 4 of [15] , the above result implies µ In general, the density of µ α s,2 is difficult to calculate. In some cases, however, the density is explicit as we show below.
(1) Let us consider (α, s, r) = (1, i, 2). Then µ 1 i,2 is the free multiplicative convolution of the Marchenko-Pastur law and a symmetric Cauchy distribution. This is absolutely continuous with a strictly positive density on R written as
We mention that this probability measure belongs to a class proposed in [10] . (2) Let (α, s, r) = (
, −1, 2). Then the corresponding probability measure is supported on [0, ∞) with a density
s,2 for s > 0 is a symmetric beta distribution:
In addition to µ α s,2 , some monotone stable distributions are also ⊞-infinitely divisible. This property was essentially proved by Biane [9] . In fact, Biane considered only special values for arg s, but the same proof can be applied to the above result.
Finally, we note the S-transforms of µ 
Proof. The Voiculescu transform φ a α s can be calculated as φ a α s (w) = F
Since R a α s (zS a α s (z)) = z holds, the desired formula follows. A similar calculation is possible for µ α s,2 .
5 More on free infinite divisibility of µ α s,r
In the previous section, we proved that µ α s,r is ⊞-infinitely divisible whenever r = 2. In this section we will determine infinite divisibility for r = 2. We found the general case is too difficult to treat, so that we only consider the problem for some parameters. The main results of this section are the following. We also show that some beta distributions are ⊞-infinitely divisible, and some are not.
The case
To prove the free infinite divisibility of µ α s,r , we introduce a subclass of ⊞-infinitely divisible distributions.
Definition 5.1. A probability measure µ is said to be in class UI 1 if F µ is univalent in C + and, moreover, F −1 µ has an analytic continuation from F µ (C + ) to C + as a univalent function.
The following property was implicitly used in [6] .
Proof. The Voiculescu transform φ µ has an analytic continuation to C + defined by F −1
Remark 5.3. If µ is ⊞-infinitely divisible, then F µ is always univalent in C + . This can be proved for instance by using the so-called subordination functions. Let µ be ⊞-infinitely divisible and µ t = µ ⊞t be the probability measure corresponding to the Voiculescu transform tφ µ . For s ≤ t, an analytic function ω s,t : C + → C + exists so that it satisfies F µs • ω s,t = F µt . ω s,t is called a subordination function. The reader is referred also to Eq. (5.4) of [5] , where the following replacements are required: µ by µ ⊞s and t by t/s. The relation F µs • ω s,t = F µt is equivalent to
Moreover it is proved in Theorem 4.6 of [5] that
Taking the limit s → 0 in (5.1), we get
For instance, the normal law
e −x 2 /2 dx is in UI from the result of [6] . Moreover, we can easily prove that Wigner's semicircle law, the Marchenko-Pastur law and the Cauchy distribution belong to UI.
UI is closed under the weak topology. This is proved as follows. The convergence of µ n implies the local uniform convergence of the Voiculescu transforms φ µn [8] . Since F −1 µn (z) = z + φ µn (z) converges locally uniformly, the limit function is univalent. Also F µn itself converges to a univalent function. Therefore the limit measure belongs to the class UI.
We note that UI is a proper subset of all ⊞-infinitely divisible distributions. For instance, let µ be a probability measure characterized by the Voiculescu transform φ µ (z) =
. We can find two distinct points
µ (z 2 ) with z 1 = iy for small y > 0 and z 2 near to i. This example also proves that UI is not closed under the free convolution, since the measures ν and λ, respectively defined by φ ν (z) := ) for 1 < r < ∞:
Indeed, now we have G ) is ⊞-infinitely divisible for 1 < r ≤ 2. More strongly, we can prove the following. 
as y ց 0. After some more calculations, one can see
where τ is the measure in (2.2). τ does not have an atom since lim yց0 iyφ µ (x + iy) = 0 for any x ∈ R. The Lévy measure ν 1 −1,r is equal to 1+x 2 x 2 τ as explained in Section 2. If s = Re iθ is not real, the support of µ 1 s,r is unbounded. The density for large |x| can be calculated as
In particular, µ 5.2 The case α = 1, r = 3
In Subsection 5.1, the free infinite divisibility of µ α s,r was proved for some parameters in terms of the class UI. In Section 3, we succeeded in proving the free infinite divisibility of µ α s,2 since the Voiculescu transform had a quite explicit form. For other parameters, it is difficult to investigate the free infinite divisibility. A possible case is for α = 1 and r = 3. In this case, the Voiculescu transform has a quite explicit form as in the case r = 2 and ⊞-infinite divisibility can be determined completely. Indeed, the Voiculescu transform is In contrast to the case r = 2, infinite divisibility depends on the parameter s if r = 3. dx, x ∈ R.
Proof. Because of Remark 3.3(iv), let us consider s = e iθ for simplicity. After some calculations, we get Im φ ) α maps C + to a shifted sector Ω := {z ∈ C : z = 0, −(π−θ) < arg(z−1) < −(π−θ)+απ}. If α > 1, Ω and the unit circle {z ∈ C : |z| = 1} have intersection which is an arc with an end point 1. Let us denote by ϕ ∈ (−π, π)\{0} the angle of the other end point of that arc. We can take r 0 (α, s) to be 2π |ϕ| .
