ABSTRACT Recently, the cross-modal analysis has drawn much attention due to the rapid growth and widespread emergence of multimodal data. It integrates multiple modalities to improve learning and generalization performance. However, most previous methods just focus on learning a common shared feature space for all modalities and ignore the private information hidden in each individual modality. To address this problem, we propose a novel shared-private information bottleneck (SPIB) method for crossmodal clustering. First, we devise a hybrid words model and a consensus clustering model to construct the shared information of multiple modalities, which capture the statistical correlation of low-level features and the semantic relations of the high-level clustering partitions, respectively. Second, the shared information of multiple modalities and the private information of individual modalities are maximally preserved through a unified information maximization function. Finally, the optimization of SPIB function is performed by a sequential ''draw-and-merge'' procedure, which guarantees the function converges to a local maximum. Besides, to solve the lack of tags in cross-modal social images, we also investigate the use of structured prior knowledge in the form of knowledge graph to enrich the information in semantic modality and design a novel semantic similarity measurement for social images. The experimental results on four types of cross-modal datasets demonstrate that our method outperforms the state-of-the-art approaches.
I. INTRODUCTION
With the rapid advancement of information technologies, massive amounts of cross-modal multimedia data are rapidly generated on the Internet over the last decade. It is common that the cross-modal data have similar high-level semantic information but appear in different modalities, sources, spaces. As shown in Fig. 1 , a piece of news can be reported in different languages [1] ; One image can be characterized by heterogeneous shape, texture and color features [2] ; A concept or event can be revealed by multiple media types, such as image, text, video and audio. There also have been various applications for cross-modal data, such as crossmodal retrieval [3] - [5] , multi-source fusion [6] , [7] , crossmodal hashing [8] , multi-sensors surveillance [9] . However, The associate editor coordinating the review of this manuscript and approving it for publication was Corrado Mencar. most of these applications rely on the availability of a large number of labeled data to train a learning model. Thus, it is natural to resort clustering algorithms for mining the undiscovered knowledge in unlabeled cross-modal data.
Clustering is defined as an unsupervised learning method [10] , [11] where the similar objects are partitioned into together while separating dissimilar ones apart. Although the existing clustering approaches have demonstrated superior performance on various tasks, they cannot directly deal with cross-modal data due to its multi-source and heterogeneous characteristic, which has been widely considered as a great challenge to cross-modal analysis. Therefore, it is urgent to develop a cross-modal clustering (CMC) algorithm so as to integrate multiple content modalities.
Basically, CMC [12] , [13] is a type of data-driven analysis method, which aims to find a more reasonable cluster structure and reveal the hidden relationships between multiple modalities by considering the complementary effect of the different modalities. Obviously, the key issue of CMC methods is to capture the relatedness of different modalities and transfer the shared information across modalities. To this end, the most prevalent methods are to learn a latent shared space by maximizing the correlations between multiple modalities, such as canonical correlation analysis (CCA) [12] , [14] , shared kernel information embedding (KIE) [13] , Gaussian process latent variable model [15] . However, the subspace based CMC approaches will destroy the original feature structure of the cross-modal data and lead to the loss of some necessary information when the features of all modalities are mapped into a shared low-dimensional space. In addition to the subspace approaches, there are some other effective clustering strategies that can be applied to cluster cross-modal data, such as multi-modal latent Dirichlet allocation [16] , multi-modal spectral clustering [2] , multi-view nonnegative matrix factorization [17] , robust multi-view k-means [18] . However, all the existing CMC approaches just focus on the shared information of the multiple modalities and ignore the private information hidden in each individual modality, which is obviously unreasonable and not in conformity with the realistic applications.
Recently, the popularity of social media websites has successfully motivated users to tag their visual content on the web, which results in large massive of cross-modal social images [19] - [21] . The social images include two modalities: image and user tags. Usually, the most users upload images with very simple words or tags, which leads to rare textual information in social images. Moreover, the tags are FIGURE 2. The illustration of SPIB method. In the SPIB model, the shared information in each modality and the shared information constructed by hybrid words model and consensus model are maximally preserved through ''bottleneck'', which is performed by a unified information maximization objective function based on information bottleneck method.
often ambiguous, overly personalized and limited in terms of completeness [22] . This is not surprising because that the diversity of knowledge and cultural background of its users results the uncontrolled nature of social tagging. Besides, there is also no clear semantic relationships between the social tags, which makes the clustering of cross-modal social images still a challenging task.
To address these problems, we propose a novel shared and private information bottleneck (SPIB) method for crossmodal clustering (see Fig 2) . Firstly, to construct the shared information of multiple modalities, we devise a hybrid words model and a consensus clustering model, which can characterize the shared information from the correlations of lowlevel features and the semantic relations of the high-level clustering partitions, respectively. Then, a unified information maximization objective function is proposed to maximally preserve the shared information of multiple modalities and the private information of individual modalities. Finally, a sequential ''draw-and-merge'' procedure is proposed to optimize the SPIB objective function. Besides, to solve the lack of semantic information in cross-modal social images, we also investigate the use of structured prior knowledge in the form of knowledge graph, and design a novel semantic similarity measurement for social images. Experimental results on cross-modal clustering tasks demonstrate that our method outperforms the state-of-the-art approaches. The contributions of this study can be summarized as follows.
• A new cross-modal clustering method named SPIB is proposed, which comprehensively considers the shared information of multiple modalities and the private information of each individual modality.
• Two shared information construction methods, hybrid words model and consensus clustering model, are proposed, which can ensure the statistical correlation of low-level features and the semantic relations of the highlevel clustering partitions, respectively.
• To solve the lack of semantic information in cross-modal social images, we investigate the use of structured prior knowledge in the form of knowledge graph, and design a novel semantic similarity measurement for social crossmodal data.
The remainder of this paper is organized as follows. Section II briefly reviews the related work on cross-modal analysis, then gives the basic background of cross-modal clustering and information bottleneck. Then the proposed shared-private information bottleneck method is presented in Section 3. The experimental results are detailed in Section 4. Finally, Section 5 concludes the paper.
II. RELATED WORK A. CROSS-MODAL CLUSTERING
Cross-modal clustering [2] , [12] - [15] , [17] , [18] approaches aim to find more reasonable cluster structure and reveal the hidden relationships between multiple modalities by considering the complementary effect of the different modalities. To this end, the most prevalent methods are to learn a latent shared space which maximizes the correlations between multiple modalities. For instance, [13] - [15] utilize shared kernel information embedding, canonical correlation analysis, Gaussian process latent variable models respectively to construct the shared subspace of multiple modalities. However, the subspace based CMC approaches always destroy the original feature structure of the cross-modal data and lead to the loss of some necessary information when the features of all modalities are mapped into shared a low-dimensional space. Aiming at this problem, [23] proposes a hierarchical model to combine the text and visual features in a bottom-up manner. First segments the target image into different patches, then the image and text data is transformed into a cross-modal vector by latent Dirichlet allocation model [24] . From the methodological point of view, [2] , [17] , [18] propose multi-model spectral clustering, multi-view joint matrix factorization and robust multi-view k-means method to deal with the crossmodal data. However, all the aforementioned approaches just focus on the shared information of the multiple modalities and ignore the private information hidden in each individual modal, which is obviously unreasonable and not in conformity with the realistic applications.
Consensus clustering [25] - [28] , also named ensemble clustering, has drawn more and more attention since it naturally has the ability to leverage complementary information from heterogeneous data sources. In particular, when dealing with cross-modal data, the consensus clustering method first generates a set of basic partitions for each individual modality, then the multiple basic partitions are integrated into a consensus one by a given combination criterion, such as shared mutual information [25] , probability trajectories [29] , cluster uncertainty estimation [30] . However, the existing consensus clustering methods just rely on the quality of basic partitions and ignores the original feature distribution of the original data, which always leads to the over-reliance of final clustering partition on the quality of the basic partitions. Recently, [26] proposes a consensus information bottleneck (CIB) method, which can simultaneously deal with the original features and the basis clusterings to relief the over-reliance of the existing consensus clustering method on the quality of basic clusterings. However, CIB method copes with each original features independently and ignores the low-level statistical correlations. Besides, the CIB method focuses on the multi-feature scenario of single-modal data, and cannot effectively cope with the problem of cross-modal clustering. In contrast, we devise a hybrid words model and a consensus clustering model in the proposed SPIB method to construct the shared information of multiple modalities more comprehensively, which simultaneously ensure the statistical correlation of low-level features and the semantic relations of the high-level clustering partitions.
B. INFORMATION BOTTLENECK
Information bottleneck (IB) [31] is a typical data analysis method based on information theory. Suppose there is the joint distribution between dataset X and its feature variable Y , IB aims to find an optimal and compressed representation T for the source variable X , meanwhile, the information contained in feature variable Y is maximally preserved. The objective function of IB method is given by
where p(t|x) is the coding scheme between the source variable X and its compressed variable T , I (T ; X ) is the mutual information measuring the shared information between two variables. As shown in Eq (1), IB method aims to find an optimal coding scheme p(t|x) under the condition
where D is the set of all the possible coding schemes between X and T . Thus, the objective function of IB is rewritten as
where β balances the trade-off between the data compression I (T ; X ) and information preservation I (T ; Y ). In clustering scenario, the size of source dataset X is always much larger than its compressed representation T , i.e., the cluster structure. Thus, β is always set as ∞ in real world applications, such as document analysis [32] , object recognition [33] , [34] , action clustering [35] , [36] . Thus, the objective function of IB is simplified as
III. SHARED-PRIVATE INFORMATION BOTTLENECK FOR CROSS-MODAL CLUSTERING
In this section, we elaborate a novel shared-private information bottleneck method, which establishes a general framework of cross-modal clustering. First, we give the problem formulation of the proposed SPIB method. Second, VOLUME 7, 2019 two shared information construction models are presented. third, the objective function of the SPIB and its optimization method are provided. Then, we give the theoretical analysis of the SPIB method. Finally, the semantic extension model is proposed to solve the lack of tags in social images.
A. PROBLEM FORMULATION
Suppose a cross-modal dataset is composed of k modalities for n instances, which is denoted by a set of matrices
where the variable X = {x 1 , · · · , x n } denotes the set of data instances, the variables Y 1 , · · · , Y k denote the feature vectors of the k modalities. In this study, the feature variables Y 1 , · · · , Y k in each modality are treated as private information, while the variable S is defined to indicate the shared information between the k modalities. Thus, the overall objective function of SPIB method is given as the following definition.
Definition 1: (Overall objective function of the SPIB). Suppose there is a cross-modal dataset
(X , Y 1 ), · · · , (X , Y k ), if the private information Y 1 , · · · , Y k
and shared information S are given, the overall objective function of the SPIB is defined as
where p(t|x) is the mapping from source dataset X to its cluster structure T . [37] between T and private information
I (T ; S) is the mutual information between T and shared information S. λ is the trade-off parameter to balance the shared and private information.
As shown in the Eq. (4), the SPIB method aims to discover the optimal cluster structure T of the cross-modal dataset X , while the shared and private information are maximally preserved with respect to T . When λ = 0 and k = 1, the SPIB reduces to IB algorithm. In the SPIB framework, we can employ bag-of-words model [38] or bag-ofvisual-words model [39] to construct the joint distributions
Next, we elaborate two models to construct the shared information of multiple modalities.
B. SHARED INFORMATION CONSTRUCTION 1) HYBRID WORDS MODEL
Bag-of-words or bag-of-visual-words model [38] , [39] is a popular data representation technique, which represents the source data as the co-occurrent vectors of keywords or visual words. For instance, a piece of news about basketball can be described by the occurrence number of the words like score, coach, fast break, rebound, etc; A urban image can be characterized by the occurrence number of the words like building, street, traffic light, etc. Simply combining the co-occurrent vectors of multiple modalities can depict the relationship between different modalities, however, the word frequency vectors of different modalities have obvious differences in scale and large sample redundancy. Aiming at this problem, we propose a hybrid words model to capture the relationship of multiple modalities. First, the data instances in each modality are transformed into co-occurrence vectors independently. Then, a novel hierarchical information maximization (HIM) method is proposed to build the hybrid words space of all modalities (see Fig. 3 ). Thus, the low-level statistic similarity of different modalities can be maximally ensured. in data x j , and m i is the vocabulary size in the i-th modality. Thus, we define the following function to discover the hybrid words spaceỸ for all modalities.
where p(ȳ|y i ) is the mapping from the feature vector Y i of each modality to the hybrid words spaceỸ . In this study, we propose a HIM method to optimize the Eq. (5). First, the HIM method regards each feature vector in all modalities as a singleton cluster, i.e., |Ỹ | =
|, where |Ỹ | is the size of the hybrid words space, |Y i | is the number of features in the i-th modality. Then, the HIM method integrates the most similar features together in a bottom-up manner, in which the redundant features are gradually eliminated. Suppose y h and y g are two feature vectors, then the value change of Eq. (5) is calculated as
where F bef max and F aft max are the values of Eq. (5) before and after y h and y g are merged together. Then, the probability distribution is defined as following after the y h and y g are merged together.
Next, we present the processing procedure of the HIM method as follows:
1) Initialize each feature point into a singleton cluster; 2) Calculate the value changes F max (y h , y g ) of Eq. (6); 3) Merge all the pairs of features that satisfy the minimum value change of Eq. (6), i.e., arg min F max (y h , y g ); 4) Update p(ỹ), p(y i |ỹ) according to Eq. (7).
2) CONSENSUS CLUSTERING MODEL
The proposed hybrid words model characterizes the correlations of multiple modalities by the low-level features.
To further explore the relationships of multiple modalities, we propose a consensus clustering model to capture the high-level similarity of the basic clusterings constructed by multiple modalities. In the consensus clustering model, a set of basic clusterings is first constructed from all modalities, then the mutual information metric is adopted to measure the similarity between the basic clusterings of the heterogeneous modalities.
In this study, the proposed SPIB method aims to find the cluster structure T = {t 1 , · · · , t M } in a cross-modal dataset, where M is the number of clusters. Suppose there are k basic clusterings C = {C 1 , · · · , C k } built by the k modalities, in which the l-th basic clustering is denoted by
To calculate the mutual information I (T ; C l ), we should first obtain the joint and margin distribution between them. Suppose n i is the number of data instances that are allocated into cluster c l i ; n j is the number of data instances that are allocated into cluster t j ; n ij is the number of data instances that are simultaneously allocated into cluster c l i and t j . Thus, the probability distributions between cluster T and C l are calculated as follows Fig 4 illustrates the correlation of high-level clusterings between modalities by mutual information metric. In this figure, the black box means the data x appears in the corresponding cluster. From Fig 4. (a) to (c), the degree of similarity between cluster C l and T is gradually weakened, and the value of mutual information correspondingly decreases. This demonstrates that the mutual information can effectively measure the correlation between the high-level clusterings of different modalities.
C. OBJECTIVE FUNCTION OF SPIB
In this study, the proposed SPIB method aims to discover the optimal cluster structure T of the cross-modal dataset X , while the private information Y 1 , · · · , Y k and shared information S are maximally preserved with respect to T . The shared information S includes two parts: the hybrid words spaceỸ and high-level basic clusterings C = {C 1 , · · · , C k }, which are constructed by the proposed hybrid words space and consensus clustering model, respectively. Thus, the objective function of the SPIB method is rewritten as 
D. OPTIMIZATION OF SPIB
In this part, we propose a sequential ''draw-and-merge'' to optimize the objective function of the proposed SPIB method. The sequential ''draw-and-merge'' approach finds the optimal cluster by the following three steps:
1) Random partition. The cross-modal dataset X =
2) Draw. Every data instance x is drawn from its original cluster t old and treated as a singleton cluster {x}. Now, the number of clusters is M + 1.
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3) Merge. To make the cluster number is M , the singleton cluster {x} should be allocated into the other cluster t new that will increase the value of Eq. (9).
The core problem of the sequential ''draw-and-merge'' approach is to select the appropriate cluster t new that the singleton cluster {x} is merged into. We use L bef and L aft to indicate the value of Eq. (9) before and after x is merged into some new cluster t new that t new = arg min L = L bef − L aft , where L is the value change of Eq. (9) before and after x is merged into t new , and we call it merge cost in this study.
where I private i
, I common and I clustering i
are the merge cost cause by the terms I (T ; Y i ), I (T ;Ỹ ) and I (T ; C i ), respectively.
Definition 2: Suppose a singleton cluster {x} is merged into cluster t and generate a new clustert, we can get
   p(t) = p(x) + p(t), p(y i |t) = p(x) p(t) p(y i |x) +
p(t) p(t)p(y i |t)
.
Next, we first give the calculation of I private i according to Eq.(11) and the definition of mutual information.
Substituting the Eq. (11) into Eq. (12), we can get that for For every x ∈ X do 9: Draw x from its current cluster. 10: Calculate all the merge costs L based on Eq. (10).
11:
Merge x into t that t = arg min t∈T L.
12:
end for 13: until p(t|x) is not changed where
p(x)+p(t) }, JS is the Jensen-Shannon divergence [37] . Similarly, we can obtain the I common as follow
As for the I clustering i
, we can get the I (T bef ; C i ) and I (T aft ; C i ) according to Eq. (7). Now, the overall merge cost can be calculated. Next, we present the SPIB algorithm as in Algorithm 1.
E. THEORETICAL ANALYSIS 1) CONVERGENCE ANALYSIS

Theorem 1: The objective function of SPIB method is able to converge to a stable solution.
Proof: We first prove that the value of Eq. (9) increases in every draw and merge iteration. We use L old to indicate the value of Eq. (9) before x is drawn from its current cluster t old , and use L bef and L aft to indicate the value of Eq. (9) before and after x is merged into some new cluster t new . Thus, the merge process has two situations: 1) t old = t new . The value of Eq. (9) is no changed since the {x} is merged into its original cluster in this situation,
Next, we prove the Eq. (9) is upper-bounded. Since T is a compressed representation of X , there must have I (T ; Y i ) ≤ I (X ; Y i ) and I (T ;Ỹ ) ≤ I (X ;Ỹ ). Moreover, suppose there is a true partition C for the source dataset X , we can obtain I (T ; C i ) < I (T ; C). Thus, the upper bound of Eq. (9) is
. In summary, we can prove that the objective function of the SPIB method is able to converge to a stable solution.
2) COMPLEXITY ANALYSIS
The Step 4 in Algorithm 1 is to construct hybrid words space, and its time complexity is O(|Ỹ | 2 ). The time complexity of step 5 is O(n log n) since we adopt the IB algorithm to build the basic clusterings for all modalities. The random partition in step 6 is O (1) . In the main loop of the SPIB algorithm, the time complexity of merge cost calculation in step
where M is the number of clusters.
IV. SEMANTIC EXTENSION FOR SOCIAL IMAGES
The proposed SPIB method can effectively cope with the cross-modal data when every modality has rich data information. With the increasing popularity of social media, large amounts of social images are being generated and collected everyday [19] - [21] . The social images include two modalities: image and user tags. In the applications of social media, most users usually upload images with very simple words or tags, which leads to rare textual information in social images [22] . Aiming at this problem, we propose a novel semantic extension model based on Gloss vector [40] , in which the structured knowledge graph in the form of WordNet [41] is adopted as a large corpus. Then, we design a novel semantic similarity measure for social images.
A. SEMANTIC EXTENSION BASED ON GLOSS VECTOR
Gloss vector is a semantic relatedness measurement algorithm, which bases on the assumption that one word can be characterized by its context. In this section, we employ the large corpus WordNet to obtain a word space with strong generalization ability. Once the word space is determined, we can generate a word vector for the word w by following steps: 1) Initialize a fixed-order all zero vector w; 2) Query the interpretation of the word w in WordNet, and extract the keywords in the interpretation. Then, we add the keywords to the corresponding position in the vector w by adding 1;
3) Repeat the step 2) for all the keywords. Now, we can obtain the word vector for the word w based on WordNet. The above process not only obtains the interpretation of a word, but also characterizes the secondorder meaning of the keyword, thus, it can capture complete semantic information of the social images. And the similarity between two words can be calculated by the cosine similarity between the word vectors.
B. SEMANTIC SIMILARITY MEASUREMENT
The semantic similarity between two social images can be computed according to the word similarities of user tags. If two words w 1 and w 2 are noun, we can employ the concept distance C(w 1 , w 2 ) between two words in WordNet, which is defined as follow
where length(w 1 , w 2 ) is the number of nodes between w 1 and w 2 in WordNet. depth is the maximum number of layers in WordNet, and we set it as 16. When there at least one word is not noun, the cosine similarity G(w 1 , w 2 ) between the word vectors by the Gloss vector can be seen as the word similarity. Thus, the semantic similarity S(w 1 , w 2 ) between any two words can be calculated as follow
Now, the semantic similarity between two social images I 1 and I 2 can be calculated by their corresponding tags I 1 = {p 1 , · · · , p r } and I 2 = {q 1 , · · · , q s }. Thus, the semantic similarity between I 1 and I 2 can be calculated as follow
where p and q is the words in social image I 1 and I 2 . Thus, the proposed SPIB method can cope with the social images after the semantic similarity matrix is constructed by the proposed semantic extension model.
V. EXPERIMENTS A. DATASETS AND EVALUATION METRICS
In this study, we employ 4 types of cross-modal datasets to demonstrate the effectiveness of the proposed SPIB method. The details of the datasets are shown in Table 1 . 1) Cross-media dataset. It contains 4 cross-modal datasets: Wikipedia [42] , Pascal Sentence [43] , Pascal VOC 07 [44] and X-Media [45] . They contains image-text pairs from various categories, and each image accompanies a text document. For Wikipedia, Pascal Sentence and X-media, we extract the popular 128 dimension SIFT [46] features to represent the images. For text representation, we first obtain the feature vector based on 500 tokens (with stop words removed), and then the LDA model is used to reduce the dimension to 100 dimensional probability vectors. For the Pascal VOC 07 dataset, we employ 776 dimensional visual feature, which contains a 200 dimensional SIFT BoVW feature, a 512-D GIST feature and a 64 dimensional HSV feature. For the text representation, we employ a 798 dimensional tag ranking feature provided by [47] .
2) Social images dataset. It contains two popular social image datasets: NUS-WIDE [48] and IAPR TC-12 [49] . The NUS-WIDE is a social image dataset from National University of Singapore, which consists of social images and its user tags. The NUS-WIDE includes 6696 tags and the number of tags in each image are from 3 to 12. The IAPR TC-12 is a image annotation dataset from CLEF, in which each image contains a short descriptive text message.
3) Reuters Multilingual dataset. The Reuters Multilingual dataset [1] contains 6 categories (i.e., C15, CCAT, E21, ECAT, GCAT and M11) of news reported by 5 different languages (i.e., Spanish, Italian, German, French and English). All documents are represented by using the 1000 dimensional BoW feature in this study.
4) Multiple heterogeneous feature dataset. The HMDB [50] dataset consists of 51 categories of 6849 human action video sequences, mainly recorded from movie clips, web vides, etc. In this study, we extract three heterogeneous features: histogram of oriented gradient (HOG), histogram of optical flow (HOF) and space-time interest points (STIP). Then, a 1000-dimensional BoVW representation for all feature representation is built separately.
We employ the most popular evaluation metrics, i.e., normalized mutual information (NMI) and clustering accuracy (AC) [25] , to measure the experimental results.
B. BASELINES
We compare the proposed SPIB with the 3 types of baseline algorithms:
1) Single-modal clustering algorithms. k-means and IB [31] are two typical and effective clustering algorithms. We report the best clustering results for all modalities in the tables and figures in this study.
2) Concatenate-IB algorithm. We concatenate the features of multiple modalities, and use the IB method to cluster the data instances based on mutual information.
3) Cross-modal clustering algorithms. In this study, 4 state-of-the-art cross-modal clustering algorithms are adopted, which are canonical correlation analysis (CCA) [12] , consensus information bottleneck (CIB) [26] , cluster-based similarity partitioning algorithm (CSPA) [25] , probability trajectory graph partitioning (PTGP) [29] and locally weighted evidence accumulation (LWGP) [30] . The CCA algorithm can learn the shared information of two modalities. Thus, for the cross-modal datasets with more than 2 modalities, we select two modalities with best performances as the input of CCA algorithm. The CSPA, PTGA and LWGP are the state-of-the-art consensus clustering, which adopt coassociation matrix, probability trajectory and evidence accumulation to integrate the basic clusterings of all modalities.
To fairly compare all the baselines, we adopt the source codes provided by the corresponding authors with the default or optimal parameter settings of their original papers. 
C. EXPERIMENTAL RESULTS AND ANALYSIS
1) THE PERFORMANCE OF EACH MODALITY
In order to verify the representation ability of different modalities of the cross-modal datasets, we perform the original IB algorithm on the different modalities of cross-modal dataset. As shown in Fig. 5 , we can get the following observations. 1) For Wikipedia, Pascal sentence and Pascal VOC 07 datasets, the performance of IB algorithm on the text modality is always better than the image modality. This phenomenon shows that it is difficult to obtain better clustering results only by image modality in cross-modal image clustering tasks. The rich semantic information can lead to more accurate clustering results.
2) For the social image datasets IAPR TC-12 and NUS, we utilize the semantic extension method based on Gloss vector to construct the semantic similarity matrix. As shown in Fig 5, the IB algorithm gets comparable clustering performance on the constructed semantic similarity matrix compared with the image modality on NUS-WIDE dataset. This verifies the effectiveness of the proposed semantic extension method. For IAPR TC-12 dataset, the performance of the IB algorithm on the constructed semantic similarity matrix is not better than the image modality. This is mainly because the semantic information in IAPR TC-12 is a sentence with many function words, and the notional words are too rare to characterize its semantic information. 3) The IB algorithm obtains similar clustering results on the heterogeneous feature spaces of Reuters multi-lingual dataset and the HMDB human action video dataset. This phenomenon shows that data instances can often be described from different feature representations, which reflect the different intrinsic characteristics of the cross-modal dataset. Therefore, it is wise to improve the quality of final clustering results by effectively organizing the complementary effect of multiple modalities. Table 2 and Table 3 show the comparison results of the proposed SPIB with all the other baselines. From these two tables, we can get the following observations. 1) Directly concatenating multiple modalities cannot always improve the clustering performance. For instance, the concatenate-IB algorithm obtains lower AC and NMI values than the original IB on the Pascal Sentence, and Pascal VOC 07 datasets. It is stated that simply connecting the multiple modalities cannot stably improves the clustering quality.
2) THE COMPARISON WITH CROSS-MODAL CLUSTERING METHODS
2) The performances of cross-modal clustering algorithms are much better than the best results of single-modal clustering algorithms. For instance, the average AC and NMI values of the four cross-modal clustering algorithms are all better than that of single-modal clustering algorithms.
3) Compared with other single-modal and cross-modal clustering baseline algorithms, the proposed SPIB obtains significant improvements on all the cross-modal datasets used in this paper. This phenomenon verifies the effectiveness of the proposed SPIB method on the task of cross-modal clustering.
D. THE EXPLORATION OF IMPACT FACTORS 1) PARAMETER ANALYSIS
The proposed SPIB method utilizes the parameter λ to control the balance between shared information and private information. Thus, we conduct experiment to evaluate the impact of λ on the performance of the SPIB algorithm. Specifically, we vary the value of λ from the space {10, 20, · · · , 110}.
It can be seen from Fig. 6 that the SPIB algorithm obtains a low AC value when the λ is small. Then, the AC values of the SPIB algorithm gradually improve as the value of λ increases. This is mainly because the complementary effect of the shared and private information begins to take effect. And the AC and NMI values of the SPIB algorithm reported in this paper are the clustering results when λ = 60.
2) CONVERGENCE ANALYSIS
The objective function (9) of the SPIB algorithm can only converge to a local optimal solution, thus, it is necessary to empirically analyze its convergence. Fig. 7 shows the value of Eq. (9) at each iteration of the SPIB algorithm. It can be seen from this figure that the value of Eq. (9) rises rapidly at first, then the amplitude of the rise tends to be flat, and finally the optimal value of the objective function is obtained.
3) ABLATION TEST
The proposed SPIB algorithm aims to discover more reasonable cluster structure by simultaneously considering the shared information of multiple modalities and the private information of individual modality, which are constructed by the novel hybrid words model and consensus clustering model, respectively. Thus, we conduct experiment to verify the effectiveness of each individual model in this section. Table 4 shows the clustering results of the proposed SPIB method when considering individual hybrid words model and consensus clustering model. From Table 4 , we can observe: 1) The clustering results of the SPIB algorithm with single hybrid words model and consensus clustering model are better than the optimal results of the IB algorithm on single modality. 2) The average results of the SPIB algorithm on consensus clustering model are slight better than the hybrid words model. 3) When simultaneously considering both the hybrid words model and the consensus clustering model, the clustering results of the SPIB algorithm is further improved. This phenomenon verifies the effectiveness of the hybrid words model and consensus clustering model.
VI. CONCLUSION
In this study, we propose a novel shared-private information bottleneck method for cross-modal clustering. Firstly, two novel shared information construction models are proposed to build the shared information of different modalities. Then, the shared information of multiple modalities and the private information of individual modalities are maximally preserved through a unified information maximization objective function. Finally, a sequential ''draw-and-merge'' procedure is proposed to optimize the objective function of SPIB. Besides, to solve the lack of social tags modality in cross-modal social images, we also investigate the use of structured prior knowledge in the form of knowledge graph to enrich the information in semantic modality, and design a novel semantic similarity measurement for social images. Experimental results on cross-modal clustering tasks demonstrate that our method outperforms the state-of-the-art approaches.
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