Abstract-Distance aware tag clouds add visualization of relations between terms to standard tag clouds. In addition to term importance (which is usually depicted through font size) the placement of terms represents the relation between words in the corpus. These relations are modeled as similarities between words and are visualized via the distance between the corresponding tags in the tag cloud. In this paper a modified multi-dimensional scaling (MDS) approach for tag positioning is presented. Applying standard MDS results in unsatisfying and unusable representations due to two problems. The first problem stems from word overlap which is orthogonal to the second problem: excessive empty space. Both of these shortcomings are addressed by introducing methods for overlap removal and empty space reduction. We show that these two modifications only moderately increase the resulting MDS stress value of the new positioning while they remove most of the overlaps and reduce the amount of white space.
I. INTRODUCTION
The basic purpose of a tag cloud is the presentation of a visual overview of a text collection. Regular tag clouds, which can be seen on various websites, represent the frequency or importance of a word or term related to a text collection via the size of the term. In most cases the terms are positioned as an alphabetical list or in a compact way to reduce unused white space in order to save space. Usually the positioning of the terms is not used to display additional information, such as the relations between terms. By taking these relations into account concerning the positioning of terms the expressiveness of a tag cloud visualization can be increased. Furthermore the visibility of terms for the viewer can be increased by certain positionings. As Bate et al. [1] evaluated, terms displayed in the first or in the last line of a tag cloud are often overlooked, especially if those terms are displayed with a smaller font size since they are less important or less frequent. Still less important terms can be meaningful and significant in combination with other terms e.g. to dissolve ambiguities, clarify meanings, or point out relations. Additionally the users attention can be drawn to certain terms.
In this paper we introduce a positioning method for terms in tag clouds that takes the relations between terms into account. These terms, extracted from a document set, are weighted based on their frequencies in the documents and positioned according to their relatedness. Relatedness is based on the co occurrences of terms but, of course, other types of similarities or distance measures can be used as well.
978-1-4244-6588-0/101$25.00 ©201 0 IEEE The aim of this visualization is split into four objectives: 1) displaying the importance of a term, 2) visual representation of relatedness (similarity), 3) compactness and 4) readability.
The importance of a term is commonly visualized by its font size in standard tag clouds. Therefore a measure of importance or weight is needed for each term, which is mapped to a range of font sizes. Mostly the frequency of a term in a certain document or corpus is used as weight. We propose the visualization of term relations (retrieved from similarities in the original term space) via the Euclidean distances in the two-dimensional projection plane of the tag cloud.
Finally the last two objectives are usually provided by standard tag clouds but will become more important here. They are important to increase the usability and aesthetics of the tag cloud. The third requirement relates to the compactness of the tag cloud. The amount of white space should be reduced to a reasonable proportion. This requirement is indirectly involved in the last objective. The selected and displayed terms should be clearly readable, whereas an overlapping of terms needs to be avoided or at least reduced to a minimum.
The paper is organized as follows. In the next section an overview of related work concerning tag cloud visualization techniques is given. In Section III the used data, preprocessing, term extraction as well as the term distance computation is described. In Section IV first a short overview of the MDS method used is given and secondly the applied improvements of term positioning are explained in order to fulfill the con straints mentioned above. A visual evaluation is presented alongside the visualization section and a quantitative of our main example in the evaluation section. The paper is concluded with an overview.
II. RELATED WORK
According to Viegas et al. [2] , one of the first examples of tag clouds may have been created by Milgram et al. in 1976 [3] . In an experiment people were asked to name landmarks in Paris. A collective map was created based on these landmarks, using font size to visualize how often each place was mentioned.
In 2002 the website Flickr used tag clouds to show the popularity of various tags [2] . For positioning, the tags or terms are sorted alphabetically and displayed line by line. The more popular or important a tag is, the bigger the font size.
This simple layout technique, is often applied to tag clouds. The alphabetically sorted tables and lists are so-called "tag clouds of the first generation". The key benefits of these tags clouds are their low computational complexity. Sorting terms alphabetically as well as displaying them in a table is time efficient. The drawback of these first generation approaches is that the possibility to apply positions to the terms of the tag cloud is not used. By using positioning methods to increase the expressiveness of the tag cloud, one can also add new information, such as the relation of the displayed tags, with regard to semantic similarity, to the visualization. Figure 1  depicts A first generation tag cloud visualization of important terms of inaugurals of the last three presidents of the USA.
In second generation tag clouds, the positioning of terms is much more important. In Seifert et al. [4] words are placed in a polygon. The biggest ones are placed in the middle and the others are placed around the middle, with the aim to minimize the empty space and to avoid overlapping. John Feinbergs' Wordle! is considered to be a second generation tag cloud as well. These tag clouds overcome on the one hand the drawback of alphabetical ordering [5] , but on the other hand are still static and relations between words are not visualized. Figure 2 shows a Word Ie of the most important terms of the inaugurals. It can be seen that the most frequent terms are placed in the middle and thereby attract the attention of the viewer faster than in Figure 1 .
To visualize the semantic relations of terms, usually based on their co-occurrence in documents, multi-dimensional scal ing (MDS) methods have been applied to position terms in wo r I d tag clouds, e.g. by Martin-Merino et al. [6] . However when using MDS, problems like O-distances leading to an overlap of terms or the curse of dimensionality can affect the visualization negatively. Semi-supervised approaches ( [7] , [8] ) have been applied to overcome the latter and to improve the discriminant power of tag clouds by taking advantage of a priori categorized documents.
A non static approach that visualizes terms over time can be seen in an online project 2. The most frequent terms, after removing common words, of the speeches of the presidents of the United States are visualized by an alphabetically sorted table. The more frequent a term, the bigger its font size. This approach enables one to notice topic changes over time and the different presidents. However, it is cognitively exhausting to follow particular terms, since they may appear at different positions.
Just recently, a new word cloud visualization was proposed by Cui et al. [9] , combining the visualization of a corpus evolving over time and the visualization of term relations via MDS positioning. The temporal evolution of content in the corpus is represented as the evolution of relations between important terms, thereby changing the positions of terms in the tag cloud.
III. DATA AND PREPROCESSING
In this section, first, data used for the visualizations is described briefly. Afterwards the used document preprocess ing is introduced, and terms selection criterias and distance measurement are described.
A. Data
Each data set consists of a set of document D, from which the required terms T are selected and the distances between each pair is calculated. For testing our visualization approach we used three different corpora. At first articles from the Times document collection3, which contains 425 articles from the time magazine in the year 1963. As a second approach the number of terms, a weight for each term was determined, representing its importance. Based on this weight, the most important terms are visualized in the tag cloud.
The weight or importance i(t ) = L d E D Wd(t ) of a term t in a document corpus D is determined by cumulating its tfidF values Wd(t ) for each document d of the corpus. The weight i( t ) is used in the visualization to determine the font size.
After term extraction and the computation of term weights, distances between all pairs of terms are computed. Each term is represented as a term vector in document space t E lRI D I, using the tfidf values as vector values at the corresponding indices ( t) d = Wd(t ). Based on these term vectors, the cosine distance d(t i' t j) = 1 -cos(tj, tj) between two terms t i and t j is computed. The cosine measure results in small distances for terms occurring in the same proportion in all considered documents. The set of the selected terms is described with T.
The complete preprocessing of the document collection was done with KNIME [10] . KNIME is a free data mining tool, which can be used to analyze and visualize huge amounts of data. For our approach we used the text-processing plugin 7, which already provides quite a lot of text mining routines.
IV. VISUALIZATION
In this section we introduce the positioning of tags in a tag cloud. The well-known MDS method to map the term distances onto the two-dimensional drawing pane is introduced followed by our improvements of the tag positioning. However, first the determination of font sizes is briefly discussed.
A. Font Size
As already mentioned, the font sizes represent the impor tance i(t ) of a term. Using a logarithmic adaptation yields good results, as the existence of few very large values is smoothed and the differences between smaller values become more visible [4] . In this work, the view is always determined by a preconfigured minimum f Smin and maximum f smax font size. In our experiments we always choose a range from a minimal font size of lOpt to a maximal font size of 50pt for the most important terms. The actual font size f s(t ) used to display the term t is determined by
where imin = min {i(t )lt E T} and imax = max {i(t )lt E T} are the minimum and maximum importance values of all displayed terms, respectively.
B. Term Placement
After calculating the font sizes, the high-dimensional term vectors are mapped via MDS onto two dimensions. For each term, a two-dimensional point is determined, which is used as the center of the rectangle in which the corresponding term is drawn. Note that the size of the rectangle is determined by the number of characters of the related term and its font size.
Multi-dimensional scaling is used to map objects of a high dimensional space onto a lower-dimensional space by trying to preserve the pairwise distances between objects ( [11] , [12] ). The high-dimensional space here is the document space in which the cosine distances between the term vectors is deter mined. The lower-dimensional space is the two-dimensional drawing area in which the Euclidean distance metric is used.
The aim of multi-dimensional scaling is to find a positioning for the high-dimensional points in the lower-dimensional space in a way such that distances, here cosine, are still preserved for each pair of points. To achieve this dimension reduction, a stress minimization is applied. The method used here was suggested by Sammons [13] and tries to find a minimum for the stress function E where 5 (t i' t j) is the euclidean distance between the terms t i and t j, i.e. the distance between the centers of their bounding boxes. After using a random initialization for the points in every iteration, the stress is decreased by gradient descent. A detailed description of this method can be found in [14] . Figure 3 shows the positioning of terms of the three inaugurals determined by the MDS result. In the visualization, the distance of the selected terms of the three inaugurals is visualized. Terms placed next to each other have been used frequently in the same speeches. Unfortunately, a lot of terms overlap and are thereby hardly or not at all readable. Most notably, terms being considered important in only one of the speeches overlap more than others. This results from a 0-distance of these terms in document space and hence they are mapped via MDS to the same center point and are displayed as an unreadable batch.
The visualization problems, based on the mapping of term distances in document space onto a two-dimensional projection plane, can be broken down to two main issues. These issues are identified considering the aim of getting a compact but still readable tag cloud view. The first problem yields from terms with O-distances, resulting from an exclusive co-occurrence in all documents they occur, leading to a cosine similarity of 1. The perfect positioning would be to display them exactly on top of each other, which results in an unreadable visualization. The second problem is the amount of white space in the tag cloud. The main reason for this effect is the distribution of distance values. A few large distances in comparison to many small distances leads to a distortion of the tag cloud and a huge amount of white space, since the MDS is trying to preserve these large distances. However, the exact representation of these large distances is not necessary. Instead it is important to give the viewer an impression of which terms are strongly or weakly related.
In the following we apply two modifications, resulting in a more readable and aesthetic view. The amount of white space in proportion to the total size and the amount of overlapping areas is reduced. Additionally we suggest the usage of an automatically-determined scale factor to fit the selected font size range and to minimize the overlap. The overall stress of the positioning is thereby increased, but only by a marginal amount as you can see in the evaluation section, where we compare the stress, overlapping and white space before and after our distance harmonization approach.
C. Distance harmonization
The aim of distance harmonization is to adjust the Euclidean distances in the tag cloud obtained from standard MDS, in order to improve the readability and aesthetics of the visual ization, with respect to the objectives listed in the introduction of this work.
The size siz e(t i) of a term rectangle is determined by the font size, calculated by its weight and the characters of the corresponding term t i E T. The pre-fixed size of the rectangles leads to a distortion of the two-dimensional mapping, which can be avoided by appropriate distance scaling. Therefore the minimal space required to display all term rectangles is determined by cumulating the area of all rectangles. This is the absolute minimum size needed to display all terms. We assume that scaling the mean of all distances by the square root of the minimal required space is sufficient to deskew the view. Hence, the scaling factor is defined by md S�Caling = with respect to the distance function d( · , . ).
Scaling distances does not have any impact on distances equal to zero. As they are the main reason for term overlap, a further adjustment of the distances is applied. To reduce the effect of O-distances, all distances are slightly increased by mds�ddon. Only the distance between a term and itself d(t , t )) is not increased, to keep the metric characteristics. The minimal distance greater than 0 is used for mds�ddon in this work.
mds�ddon = min {d (t i,t j) > Olt i,t j E T}
The next distance modification aims to reduce the effect of large differences between distances. We identified two prob lems at the extremes when investigating distances in relation to the unused white space: first the existence of mainly small and only a few large distances and second the opposite; many large and only few small distances. For the first problem, a logarithmic function is applied to the distances, separating the small and dampening the few large distances. The opposite problem can be improved by applying an exponential function.
To identify which of these problems occur, the ratio of small and large distances is determined based on the mean n of all distances.
Additionally, the decision criteria lJi is calculated as the pro portion between the number of values greater and number of values smaller than n. 
I{{t i, t j} I d(t i' t j) < n, t i, t j E T}I l{{t i,t j}ld(t i,t j) �n,t i,t j ET}I
In total the distance harmonization can be described using the following equation:
Results have shown that values between 0.7 and 0.9 for T yield good visualizations. Finally the positions of the term centers are calculated using the same multi-dimensional scaling meth ods as described in Section IV-B on the modified distances. Figure 4 depicts two tag clouds created from two different corpora (left, right column) using three different approaches of distance harmonization. An MDS with scaled distances is applied on the top. It is obvious that this visualization is not helpful due to the amount of overlapping terms. In the middle only offset mds�ddon and scaling is used, which already increases the usability of the view. At the bottom the logarithmic (right) and the exponential (left) adjustment is additionally used.
D. Minimizing remaining overlapping
The distance harmonization already yields proper results for the document sets it was tested on. But sometimes overlapping of terms still poses problems. To reduce the remaining overlap, the force transfer algorithm (FTA) [15] , which was constructed to remove node-node-overlapping in graph visualizations, is applied. The problem of overlapping between terms in a tag cloud is basically a problem of overlapping between rectangles.
Briefly the FTA works as follows: In each iteration, clusters are determined, where a cluster is described by a set of rectangles overlapping each other. The overlap in this cluster is than reduced starting from a core point. Huang et al. [16] argued to use the rectangle which is the nearest to the center of gravity of the cluster as core rectangle. Starting with the core rectangle all rectangles overlapping with the selected one are moved to resolve the overlapping. Also rectangles which overlap the rectangles to be moved are moved in the same direction. Repeating the clustering and moving iteratively results in an overlap-free visualization of the rectangles.
In our approach the definition of overlap was slightly changed since it is sufficient to display the terms and not their bounding boxes in a readable way. The visibility of a term is not affected much by a small overlap. Therefore two terms, i.e. their respective rectangles, were only considered to be overlapping if the area of overlap was greater than 10% of the area of the smaller rectangle.
In Figure 5 an example of overlap removal via FTA is depicted. Here again the inaugurals of the US presidents are visualized. The figure on the left shows the result with distance harmonization. In contrast to Figure 3 nearly all terms are readable already. On the right is the result where FTA has been applied additionally. Obviously all terms are visible here, but unfortunately, the resulting tag cloud is distorted.
V. EVALUATION
We already provided a visual evaluation of our approach and showed how distance harmonization and FTA improve the readability and aesthetics of the tag cloud. In addition a quantitative evaluation expresses how distance harmonization increases the stress while decreasing the size and the overlap ping. Therefore we use four evaluation criteria.
At first the total space size (P) required to display the tag cloud positioning P : = P(T) for all terms t E T is considered. As mentioned in Section IV-C an automatic scaling of distances is applied. The scaling factor is based on the minimal required space (e.g. the sum of all term rectangles), with the aim of keeping the size of the final visualization at an appropriate level.
The overlapping measure is defined by the sum of all overlapping areas. Here we don't take into account that an area can contain information from more than two terms. If this is the case the view deteriorates, since positioning more than two terms on top of each other further reduces their visibility.
Here the function overlap (t i' t j) calculates the overlapping rectangles between the corresponding rectangles of terms t i and t j and returns 0 if they don't overlap.
Afterwards the amount of white space is calculated using the total space and the overlapping measure.
Finally stress E, already defined in Section IV is evaluated. Note that for all kinds of harmonizations we use the scaled distances to measure the stress. Therefore an increase of stress must be expected, as MDS uses harmonized distance values. Table I shows the measurement for the example consid ering the three inaugurals. It contains the measurements for MDS without adjustments (pureMDS), MDS on harmonized distances with and without the Force-Transfer-Algorithm. In comparison the values for the standard alphabetical sorted table tag cloud and the inside out tag cloud can be seen in the last two rows. The percentage of overlapping is already decreased by distance harmonization and further by the FTA. The same behavior can be seen for the white space values. On the other hand, distance harmonization decreases the size of the tag cloud, in comparison to pureMDS. And also FTA afterwards only slightly increases the size again. The stress on the other hand is increased by harmonization as well as FTA. Finally, with only moderately increasing stress we could achieve next to zero overlapping and also decreases the size and the white space of the tag cloud.
VI. CONCLUSIONS
In this work we have presented a distance aware tag cloud visualization as well as methods to improve the readability, usefulness, and aesthetics of the resulting tag cloud. As usual, the importance of a term is determined by its number of occurrences and visualized by the term's font size. In addition relations between terms based on their cosine distances in the document space are represented by their positioning in the tag cloud. To position the terms, a multi-dimensional scaling approach with stress minimization was used. The distances of terms in the tag cloud are adjusted to remove overlaps and large amounts of empty white space. Since the proportions of the distances are preserved, their information content is maintained. For a further fine tuning of the positioning we used the FTA algorithm to remove the remaining overlap of the term's bounding boxes.
