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Povzetek
Delo opisuje inovativno metodo izračuna vidnosti [61, 62] in Fresnelovih con na digital-
nih zemljevidih z uporabo graﬁčno procesnih kartic CUDA NVIDIA. Izdelani so trije
vzporedni algoritmi:
• modiﬁciran vzporedni algoritem R2 za računanje vidnosti (R2-P),
• algoritem za izračun zakrivanj Fresnelovih con (FZC),
• algoritem za izračun prečnega preseka Fresnelovih con med oddajnikom in spreje-
mnikom (FZTI).
Na osnovi uveljavljenega sekvenčnega algoritma R2 za računanje vidnosti je razvit modi-
ﬁciran vzporedni algoritem R2-P, ki za pohitritev izračuna poleg večnitenja izkorišča še
druge uporabne lastnosti graﬁčne procesne enote. Združen dostop do globalnega pomnil-
nika pripomore k hitrejšemu pretoku podatkov in s tem k hitrejšemu izračunu. Izmenjava
informacij med nitmi v času računanja igra ključno vlogo pri pohitritvi. Izračun vidnosti
na poljubno velikih podatkih je omogočeno s segmentacijo digitalnega zemljevida.
Modiﬁciran vzporedni algoritem R2 je primerjan z že implementiranimi algoritmi za
izračun vidnosti v smislu točnosti izračuna in časa izračuna. Izkaže se, da je novi algori-
tem enako točen kot že uveljavljeni sekvenčni algoritem R2, hkrati pa omogoča bistveno
pohitritev izračuna. Čas izračuna je skrajšan iz reda nekaj minut na red nekaj sekund.
To pa v praksi pomeni možnost interaktivnega dela.
Pri načrtovanju radijskega pokrivanja je poleg vidnosti zelo uporaben podatek o za-
krivanju Fresnelovih con. Pri algoritmu za izračun zakrivanj Fresnelovih con se izbere
lokacijo radijskega oddajnika, višino oddajnika, opazovano višino sprejemnika nad tere-
nom in valovno dolžino radijskega valovanja. Algoritem za vsako točko terena izračuna,
katera Fresnelova cona je zakrita. Rezultat je digitalni zemljevid z izrisanimi območji
zakrivanj Fresnelovih con, kar o radijskem signalu na terenu pove precej več kot izračun
vidnosti. Predvsem na področjih, kjer je prva Fresnelova cona povsem zakrita, se v pri-
merjavi z izračunom vidnosti pridobi v praksi zelo uporabna informacija. Algoritem ima
tudi možnost upoštevanja rabe tal, kjer se višina terena poveča v odvisnosti od rabe tal
(npr. za gozdno površino reda 15 m).
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Z modiﬁkacijami, kot sta vpeljava Friisove enačbe in upoštevanje smernega diagrama
anten, postane algoritem enostaven propagacijski model in tako primeren za izračun ra-
dijskega pokrivanja. Izračun radijskega signala se primerja z izmerjenimi vrednostmi na
terenu za frekvence 90 Mhz (FM), 800 MHz (LTE) in 1800 MHz (LTE). Za različne
vhodne parametre enostavnega propagacijskega modela se izračuna standardna deviacija
sprememb med izmerjenimi in izračunanimi vrednostmi in se jih prikaže na graﬁh. Tako se
pridobijo najbolj optimalne vrednosti vhodnih parametrov za vsako frekvenčno področje
posebej.
Algoritem za izračun prečnega preseka Fresnelovih con med oddajnikom in spreje-
mnikom izračuna sliko Fresnelovih con, ki predstavlja matematični presek vseh skaliranih
prečnih presekov Fresnelovih con vzdolž radijske poti. Rezultat je vizualna slika, ki po-
kaže lastnosti radijske (linkovske) zveze v smislu zakritja posameznih Fresnelovih con. V
praksi bi algoritem najbolj koristil pri načrtovanju radijskih linkov, kjer bi lahko preverili,
koliko in kateri del Fresnelovih con manjka zaradi ovir (terena).
Vsi trije algoritmi so implementirani kot moduli GRASS GIS in se lahko uporabljajo
na vsakem osebnem računalniku, ki ima vgrajeno graﬁčno procesno enoto CUDA NVIDIA
in naloženo ustrezno prosto dostopno programsko opremo.
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Abstract
The work describes an innovative method with which to calculate the visibility [61, 62]
and Fresnel zones on digital maps using graphics processing NVIDIA CUDA cards. Three
parallel algorithms were formulated:
• modiﬁed R2 parallel algorithm for calculating visibility (R2-P),
• algorithm for calculating Fresnel zone clearance (FZC),
• algorithm for calculating Fresnel zone transverse intersection between the transmit-
ter and the receiver (FZTI).
The R2 parallel algorithm was developed based on the established R2 sequential algo-
rithm for computing visibility. Aside from threading, other useful features of the graphics
processing unit were used to speed up calculation time. Coalesced access to the global
memory helps speed up the ﬂow of information and thus also speeds up the calculation.
Exchange of information between threads during computation plays a key role in the
speedup. The segmentation of the digital map enables the calculation of visibility for
huge data sets.
The modiﬁed parallel R2 algorithm was compared with the already implemented al-
gorithms for the viewshed calculation in term of accuracy and duration of the calculation.
It turned out that the new algorithm R2-P had the same accuracy as the already estab-
lished sequential algorithm R2, although the former also makes it possible to signiﬁcantly
speed up the calculation. Calculation time is reduced from the order of a few minutes to
the order of a couple of seconds. This, in practice, means that there is a possibility of
interactive work.
In addition to the viewshed, Fresnel zone clearance is very useful for planning the radio
coverage. Algorithm FZC starts with the location of the radio transmitter, the height of
the transmitter, the receiver observation height above terrain, and the wavelength of
the radio waves. The algorithm for each point of the terrain calculates the ﬁrst clear
Fresnel zone. The result is a digital map with the plotted areas of Fresnel zone clearance.
This map provides better information about the radio signal than just a calculation of the
viewshed. Indeed areas where the ﬁrst Fresnel zone is completely obscured are particularly
good for providing very useful information. The algorithm also has the ability to take
into account land use, where the height of the terrain is raised as a function of land use
(eg. For the forest area, raising can be 15 m).
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With modiﬁcations, such as the introduction of the Friis transmission equation and
consideration of the radiation pattern, the algorithm becomes a simple radio propagation
model and thus is suitable for the calculation of radio coverage. Calculation of the radio
propagation is compared with the measured values on a ﬁeld for frequencies of 90 MHz
(FM), 800 MHz (LTE) and 1800 MHz (LTE). For a variety of input parameters, the
standard deviation of changes between the ﬁeld measurements and calculated propagation
is presented in graphs. In this way, the optimal values of the input parameters for each
frequency band can be obtained.
The algorithm for calculating Fresnel zone transverse intersection between the trans-
mitter and the receiver produces an image of Fresnel zones, which represents the mathe-
matical section of all scale cross-sectional Fresnel zones along the transmission path. The
result is a visual image that shows the characteristics of the radio link in terms of masking
individual Fresnel zones. In practice, the algorithm is most useful in the design of radio
links, where man can check how much and which part of the Fresnel zone is missing due
to terrain obstacles.
All three algorithms were implemented as GRASS GIS modules and can be used on any
PC with an integrated GPU NVIDIA CUDA and loaded with the appropriate free-access
software.
x
1 Uvod
V sodobnih brezžičnih sistemih je računanje vidnosti osnova za določanje radijskega po-
krivanja s signalom in je sestavni del matematičnih predikcijskih modelov [37, 38, 4, 63].
Računanje vidnosti se uporablja za umeščanje radijskih oddajnikov in radarjev v okolje
[19]. Izračun višine horizonta se lahko uporabi za umeščanje parabolične antene za spre-
jem satelitskih signalov [77]. Računanje vidnosti se uporablja tudi na drugih področjih,
npr. za preučevanje vidnosti v arheologiji [49, 48], določanje poti z najmanjšim ali z
največjim razgledom [75] ter umeščanje zgradb v okolje in določanje njihovega vizualnega
vpliva na okolje [27, 51].
Za računalniško računanje vidnosti se uporabljajo digitalni zemljevidi. Zapis višin je
v digitalni obliki mogoč v nepravilnih razmakih trikotniške nepravilne mreže TIN (Trian-
gular Irregular Network) [16] ali v obliki celične mreže z osnovo kvadrata RSG (Regular
Square Grid). Znanih je več algoritmov za računanje vidnosti. Delijo se na algoritme za
računanje diskretne strukture vidnosti (za celoten objekt se določi vidnost) in na algo-
ritme za računanje zvezne strukture vidnosti (za objekt se določijo področja vidnosti).
Pregledi algoritmov za izračun vidnosti so objavljeni v [28, 67, 29, 44, 16, 79]. Diskretne
strukture vidnosti se računajo na RSG, najbolj razširjeni algoritmi pa so algoritem R3
[28], algoritem R2 (ali RFVS), algoritem XDraw [81], izboljšani algoritem XDraw [41],
algoritem Sweep [81] in algoritem VL [28]. Zvezne strukture se računajo na TIN, naj-
bolj razširjeni algoritmi pa so: stopnjujoči algoritem [13], algoritem Katz, Overmars in
Sharir HSR [43]. Avtorji se lotevajo učinkovitega računanja vidnosti na različne načine
[1, 54, 85, 25, 35, 2, 50, 77, 76, 78]. Nekaj GPE-implementacij algoritmov za računanje
vidnosti je objavljeno v [88, 87, 73, 7, 30, 89, 90, 23]. V diplomski nalogi [46] je avtor na
primeru vidnosti razdelal učinkovitost različnih GPE.
V radijskih zvezah se pojem vidnosti razširi na področje tako imenovanih Fresnelovih
elipsoidov oz. Fresnelovih con. Kvaliteta radijske zveze je odvisna od zakrivanja Fresnelo-
vih con z ovirami na terenu [36, 53, 83]. Predvsem prva Fresnelova cona mora biti prosta
za zagotovitev kvalitetnih radijskih pogojev v zvezi.
Modeli za izračun radijskega pokrivanja so v grobem razdeljeni na empirične in deter-
ministične. Deterministični modeli temeljijo na ﬁzikalnem mehanizmu elektromagnetnega
valovanja (Maxwellove enačbe) ali na teoriji žarkovne optike, ko je valovna dolžina precej
manjša od izmer prostora. Deterministični modeli so natančni in zanesljivi v umetnih ali
enostavno opisljivih okoljih (vesoljske komunikacije, direktne mikrovalovne zveze z linki).
Tam, kjer ni mogoče zgraditi relativno enostavnih determinističnih modelov in/ali ni na
voljo dovolj računske kapacitete, se uporabljajo empirični modeli za izračun radijskega
pokrivanja.
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Na začetku so bili empirični modeli dokaj enostavni [69, 34, 39, 84]. Trenutno najbolj
razširjeni empirični modeli so [11, 38, 71] Hata, Hata COST 231 in Hata/Davison, Lon-
gley/Rice, COST 231 Walﬁsh Ikegami. Za posebna okolja, kot so cestni tuneli, obstajajo
posebni empirični modeli [8]. Nekaj avtorjev pa se vedno bolj nagiba k determinističnim
modelom [42]. Skupno skoraj vsem modelom, tako determinističnim kot empiričnim, je
dejstvo, da se opirajo na izračun vidnosti ali na zasenčenost Fresnelovih con.
GRASS (Geographics Resources Analysis Support System) GIS (Geographics Informa-
tion System) je odprtokodni paket, ki je namenjen geoprostorski analizi, obdelavi slik in
zemljevidov, prostorskemu modeliranju ter vizualizaciji [33, 55]. GRASS GIS se trenutno
uporablja v akademskih in poslovnih okoljih ter v številnih vladnih agencijah in okoljskih
svetovalnih podjetjih. Ustanovni član je OSGeo (Open Source Geospatial Foundation).
Funkcijski moduli so pisani v programskem jeziku C in delujejo v sekvenčnem načinu
računanja.
Pri izbiri strojne opreme za vzporedno računanje so pomembni vidiki razširjenost,
dostopnost in cena. Izbiralo se je med naslednjo na tržišču dostopno strojno opremo
za vzporedno računanje na osebnem računalniku [6]: običajnim večjedrnim procesorjem,
IXPC (Xeon Phi Coprocessor) proizvajalca Intel [40], NVIDIA GPE (graﬁčno procesno
enoto) in AMD GPE. Glede na množično razširjenost, dostopno ceno (nekaj deset do nekaj
sto EUR) in zmogljivost se je odločitev za NVIDIA GPE izkazala za najbolj smiselno.
Če jo primerjamo z računalniki v gruči za razpršeno vzporedno računanje, je to relativno
poceni in enostavna rešitev.
Obstoječi (sekvenčni) moduli za izračun vidnosti v okolju GRASS GIS so relativno
počasni pri izračunavanju (npr. reda minute na razdalji 30 km na digitalnem zemljevidu
ločljivosti 12,5 m). Da bi dosegli interaktivnost oz. zadovoljivo uporabniško izkušnjo,
bi potrebovali hitrejši modul za izračun vidnosti. Cilj v disertaciji je narediti izboljšan
modul, ki bi isto težavo rešil v nekaj sekundah na cenovno primerljivi strojni opremi. S
tem bi bilo omogočeno interaktivno delo. Hkrati pa so obstoječi moduli za izračun vidno-
sti v okolju GRASS GIS neprimerni za izračun vidnosti za velike razdalje na digitalnih
zemljevidih relativno velike ločljivosti (računanje vidnosti prek področja celotne Slovenije
na ločljivosti 12,5 m lahko npr. na obstoječih modulih traja reda pol ure). Vzporedni
modul za izračun vidnosti, opisan v tej disertaciji, izračuna vidnost na področju celotne
Slovenije v manj kot desetih sekundah. Algoritem za izračun vidnosti izkorišča predno-
sti GPE pred računalniki v gruči; posamezne niti v GPE lahko znotraj bloka med seboj
komunicirajo prek skupinskega pomnilnika na učinkovit in hiter način.
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V disertaciji je opisana izboljšava in vzporedna implementacija obstoječega modula
za izračun zakritja (angl. clearance) prve Fresnelove cone [5]. Novi modul je nadgra-
jen z računanjem zakritja poljubno izbranega števila Fresnelovih con. S tem modulom
se pridobi prostorsko natančnejši pogled nad zakrivanjem Fresnelovih con pri umeščanju
radijskega oddajnika v prostor. S povečanjem višine glede na rabo tal se dobi še natanč-
nejša slika zakrivanj Fresnelovih con. Nadaljnja nadgradnja modula v enostaven modul
za izračun radijskega pokrivanja je narejena z vpeljavo Friisove enačbe in upoštevanjem
smernih diagramov oddajne in sprejemne antene.
Obstoječi moduli za izračun Fresnelovih con med radijskim oddajnikom in sprejemni-
kom prikažejo samo vzdolžni prerez Fresnelovih con. Modul je izboljšan tako, da se ga
nadgradi z novo funkcijo prečnega prereza računanja Fresnelovih con. Modul je imple-
mentiran na vzporedni način.
Zaradi preglednosti algoritmi in pripadajoči moduli dobijo imena, ki so prikazana v
tabeli 1. Algoritem FZCP je izpeljan iz algoritma FZC in se zato v nalogi obravnava kot
en algoritem.
Opis algoritma Ime algoritma Angleški opis Ime modula
Modiﬁciran vzporedni algoritem R2 za
računanje vidnosti.
R2-P R2-Parallel r.cuda.viewshed
Algoritem za izračun zakrivanj
Fresnelovih con.
FZC Fresnel Zones
Clearance
r.cuda.fresnel
Enostaven algoritem za izračun radijskega
pokrivanja, nadgrajen iz FZC.
FZCP Fresnel Zones
Clearance &
Propagation
r.cuda.fresnel -p
Algoritem za izračun prečnega preseka
Fresnelovih con med oddajnikom in
sprejemnikom.
FZTI Fresnel Zones
Transferse
Intersection
r.cuda.rﬂink
Tabela 1: Poimenovanje algoritmov in modulov.
V poglavju 2 so na kratko opisana merila pri izbiri strojne in programske opreme.
Poglavje 3 podrobno opisuje zgradbo algoritma R2-P in implementacijo na graﬁčni kartici,
testiranje pa je opisano v poglavju 4. Zgradba in implementacija algoritma FZC je opisana
v poglavju 5. Nadgradnja algoritma FZC na algoritem FZCP je opisana v podpoglavju 5.4.
Testiranje algoritmov FZC in FZCP je obdelano v poglavju 6. V poglavju 7 je opisana
zgradba in implementacija algoritma FZTI, testiranje pa v poglavju 8.
3
Podrobni pregled obstoječih algoritmov za računanje vidnosti je opisan v prilogi A.
Kratek opis okolja CUDA je v prilogi B, kratek opis okolja GRASS GIS pa v prilogi C.
Deﬁnicija RSRP in RSRQ je opisana v prilogi D. V prilogi E je opisana šablona za
izgradnjo novega CUDA GRASS GIS-modula. V prilogi F je narejena primerjava časa
izračuna za različne graﬁčne kartice za več testov. Na koncu so v prilogi G našteti glavni
programski paketi, ki so se uporabljali pri izdelavi tega dela.
Na spletni strani http://s51mo.net/fresnel je dostopna izvorna koda modulov.
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2 Izbira strojne in programske opreme
Pri izbiri strojne opreme za vzporedno računanje so pomembni vidiki razširjenost, do-
stopnost in cena. Izbiralo se je med naslednjo, na tržišču dostopno strojno opremo za
vzporedno računanje na osebnem računalniku [6]:
• običajni večjedrni procesor,
• IXPC (Xeon Phi Coprocessor) proizvajalca Intel [40],
• NVIDIA GPE,
• AMD GPE.
2.1 Flynnova sistemizacija
Ker je računanje vidnosti in Fresnelovih con časovno potraten zalogaj, predvsem zaradi
vedno večjih digitalnih zemljevidov (ogromno podatkov), je ena izmed možnih izboljšav
računanje vidnosti na paralelnih računalnikih.
Sekvenčne in paralelne računalnike lahko razdelimo po Flynnovi sistemizaciji (angl.
Flynn’s taxonomy), ki je obširno opisana v [26, 20], njen glavni povzetek pa je prikazan
v tabeli 2.
Single instruction Multiple instruction
Single data SISD MISD
Multiple data SIMD MIMD
Tabela 2: Flynnova sistemizacija.
• SIMD je najbolj primeren za probleme tipa GIS.
• Različica SIMD je SIMT. V grobem lahko rečemo, da SIMD pomeni, da niti (angl.
threads) tečejo v zaklenjenem programskem toku (angl. lockstep), SIMT pa še
vedno pušča nekaj svobode pri izvajanju.
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2.2 Prednosti in slabosti posameznih rešitev
Pomembna dejstva:
• Običajni večjedrni procesor je bolj učinkovit pri problemih tipa MIMD. GIS je bolj
pisan na kožo problemom tipa SIMD oz. SIMT.
• IXPC potrebuje Intel prevajalnik, ki je plačljiv.
• Paket OpenCL lahko uporabljamo za vse strojne opcije; koda mora biti optimizi-
rana za vsako posebej. Paket je odprtokodni, kar je prednost. Dokumentacija ni
najboljša. Obstajajo skrite nedokumentirane napake.
• CUDA je samo za NVIDIA GPE. Dokumentacija je odlična. Od vseh orodij je
CUDA najbližje strojni opremi. Razvojno orodje je brezplačno (licenčni pogoji).
Možno je programiranje v zbirniku, paket vsebuje razhroščevalnik in odličen „proﬁ-
ler “.
• Povezovalnik („linker“) za CUDA je GCC. GRASS GIS je prav tako preveden s
prevajalnikom in povezovalnikom GCC.
• Potrebna strojna oprema, graﬁčna kartica NVIDIA, je relativno poceni, reda nekaj
deset EUR do nekaj sto EUR, odvisno od zmogljivosti graﬁčne kartice. Če to rešitev
primerjamo z računalniki v gruči za razpršeno vzporedno računanje, je relativno
poceni in enostavna.
Glede na zgoraj omenjena dejstva, množično razširjenost, dostopno ceno, zmogljivost in
široko paleto različno zmogljivih graﬁčnih kartic se odločitev za NVIDIA GPE izkaže za
najbolj smiselno.
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3 Vzporedni algoritem R2-P za računanje vidnosti in
implementacija na graﬁčni kartici
Sekvenčni algoritem R2, imenovan tudi RFVS, je bil kritiziran, da je slabo I/O-učinkovit
[79]. V nadaljevanju je opisana izvedenka algoritma R2 na vzporedni platformi in je imple-
mentirana kot modul z imenom r.cuda.viewshed. Izkaže se, da novi vzporedni algoritem
R2-P pridobi na I/O-učinkovitosti zaradi združenega dostopa do pomnilnika. Novost pri
novem vzporednem algoritmu R2-P je, da se žarki (oz. niti) med računanjem čakajo (sin-
hronizirajo) in ob vsaki iteraciji prek skupnega pomnilnika izmenjujejo informacijo o tem,
kateri žarek je bližje centru celice, kar dodatno pripomore k hitrosti izvajanja algoritma.
Algoritem je primeren za implementacijo na takih vzporednih platformah, kjer je možna
izmenjava podatkov med nitmi. Omeniti je treba še segmentacijo in računanje žarkov
vedno do roba zemljevida, kar je tudi novost.
Analiza vidnosti je narejena na digitalnem modelu višin (DMV oz. v angleščini DEM
– digital elevation model). Digitalni model višin obsega višine točk na določenem območju
[31]. Leta 2000 je bil izdelan digitalni model višin s tehniko radarske intereferometrije.
Za izdelavo so uporabljeni radarski posnetki Evrope vesoljske agencije (ESA), ki so bili
posneti s satelitoma ERS-1 in ERS-2. Z ovrednotenjem posameznih modelov je izdelan
digitalni model višin s celično mrežo ločljivosti 25 m krat 25 m (InSAR DMV 25). Za
celotno Slovenijo je ocenjena povprečna višinska natančnost 4,5 m. V goratih območjih
je lahko nekaj grobih napak, ki presegajo 50 m. Glede na druge digitalne modele višin so
največja prednost InSAR DMV 25 statistično homogena natančnost ter geomorfološko in
vizualno dober videz. Z interpolacijo InSAR DMV 25 je izdelan digitalni model višin s
celično mrežo ločljivosti 100 m krat 100 m (InSAR DMV 100).
Pred izvedbo algoritma je treba deﬁnirati nekatere termine ter podati angleške in
slovenske izraze zanje. Digitalni zemljevid, ki je shranjen na trdem disku, je v obliki
celične mreže RSG in je prikazan na sliki 1. Osnovna celica (angl. cell-grid) je kvadratne
oblike (recimo 25 m krat 25 m), višina celice pa je deﬁnirana točno v centru celice. Točka
na terenu (angl. point) je lahko v centru celice, lahko pa je nekje vmes. Kadar je točka v
centru celice, je višina točke nedvoumno določena z višino celice (je enaka višini celice).
Kadar pa točka ne leži v centru celice, se višina točke običajno izračuna z interpolacijo, za
vrednosti pa se vzame najbližja dva (linearna interpolacija) sosednja centra celic ali štiri
(bilinearna interpolacija) sosednje centre celic. Seveda je možna tudi kakšna drugačna
funkcija, kot recimo maksimalna vrednost, minimalna vrednost, interpolacija s pomočjo
polinomov itd.
Točka interesa (angl. POI – Point of Interest, nekateri avtorji jo imenujejo tudi angl.
viewpoint) je točka, iz katere se izračuna vidnost. Zaradi poenostavitve se privzame, da
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POI pri izračunih sovpada s centrom celice. POI ima torej štiri parametre, s katerimi
je opisana: koordinati x in y, višino DMV na koordinatah x in y ter višino opazovalca
nad terenom. Dodatno se lahko POI pripiše še omejitve, s katerimi se računa vidnost:
azimut in naklon ter vertikalni in horizontalni kot računanja. S tem je področje računanja
omejeno na konični izsek, kar se lahko uporabi pri računanju sevanja radijskih anten.
POI (to ka interesa)
žarek (pot ra unanja, nit)
celica (vrednost DMV, integer)
Slika 1: DMV, celica, žarki (poti računanja), točka interesa (POI).
Žarek (angl. ray) je polpremica, ki poteka od POI do robne celice digitalnega zemlje-
vida. Žarek predstavlja tudi pot računanja (angl. calculation path) oz. v poenostavitvi
tudi paralelno nit (angl. thread). Ta zadnja poenostavitev sicer ne drži popolnoma,
ker je, kot se bo pokazalo kasneje, zaradi razdelitve digitalnega zemljevida na segmente
potrebnih več niti za izračun vidnosti na meji segmenta.
Za razliko od klasičnega algoritma R2, ki računa žarke od POI do celice na robu že-
lenega področja računanja, se pri algoritmu R2-P računa žarke do robnih celic celotne
digitalne mape, ne glede na to, kako veliko je področje računanja. Prednost je v eno-
stavnejši pripravi računanja (ni treba vsakič izračunati robnih točk), žarki so bolj gosti
(natančnejši izračun), nenazadnje pa je izračun vidnosti celic (recimo blizu POI) vedno
enak, ne glede na radij izračuna.
Število žarkov N je neodvisno od območja računanja (angl. range). Število žarkov
se izrazi z enačbo (1), kjer C predstavlja število stolpcev (angl. columns), R pa število
vrstic (angl. rows) v digitalnem zemljevidu.
N = 2C + 2R− 4 ≈ 2C + 2R (1)
Vzporedna implementacija algoritma zahteva drugačen pristop kot sekvenčna imple-
mentacija istega algoritma. Vendar tudi pri vzporedni implementaciji algoritma ostanejo
deli algoritma, ki se jih zaradi različnih razlogov ne da narediti na vzporedni način. Primer
je, med drugim, dostop do trdega diska na običajnem osebnem računalniku. Do določene
mere k hitrejšemu dostopu do podatkov na trdem disku pripomore predpomnilnik (angl.
cache), vendar pa na žalost učinek predpomnilnika izzveni pri celotnem branju/pisanju
zelo dolgih datotek.
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Na osebnem računalniku se torej uporablja sekvenčna implementacija za branje/pisanje
digitalnega zemljevida s trdega diska/na trdi disk, prav tako pa za kopiranje digitalnega
zemljevida iz delovnega pomnilnika računalnika v globalni delovni pomnilnik enote CUDA
in nazaj. Računanje vidnosti se izvede v vzporednem načinu na graﬁčno procesni enoti
(GPE, angl. GPU – Graphics Processing Unit).
V nadaljevanju sekvenčni del osebnega računalnika imenujemo centralna procesna
enota (CPE), za razliko od vzporedne enote GPE na graﬁčni kartici.
3.1 Segmentacija digitalnega zemljevida
Podatki na digitalnem zemljevidu, kjer je v obliki DMV shranjen relief terena, so vhodni
podatki. Velikost vhodnih podatkov (število celic) je enako R · C. Vsaka celica vsebuje
vrednost, ki predstavlja nadmorsko višino terena v celici. Vhodni podatki so shematično
prikazani na sliki 2.
(xpoi,ypoi,hpoi+hobs)
Celica na vhodnem digitalnem zemljevidu (integer)
vhodni segment 0
vhodni segment 1
vhodni segment 2
vhodni segment 3
žarek (nit), poteka od POI do horizonta
POI (lokacija opazovalca)
POI
Celica na izhodnem digitalnem zemljevidu (integer)
Horizont vektor, vsebuje trenutne naklone (double)
žarek (nit), poteka od POI do horizonta
Vn
Vw
Vs
Ve
POI (lokacija opazovalca)
(a) (b)
Slika 2: Vhodni digitalni zemljevid oz. vhodni podatki (a) in izhodni digitalni zemljevid
oz. izhodni podatki (b).
Izhodni podatki so po velikosti enaki vhodnim podatkom in so prikazani na sliki 2(b).
Vsaka celica v izhodnih podatkih vsebuje informacijo o svoji vidnosti.
Pri računanju vidnosti na velikem DMV ta ne more biti shranjen v pomnilniku CPE
ali GPE v enem kosu. Cilj je izračun vidnosti na mnogo večjih digitalnih zemljevidih, kot
se jih lahko shrani v delovni pomnilnik CPE ali GPE. Za dosego tega cilja se digitalni
zemljevid razreže na približno enake pasove, ki se imenujejo segmenti.
Velikost vhodnega zemljevida Mm se izračuna z enačbo (2), kjer Sdtype predstavlja
velikost zapisa ene spremenljivke v zlogih (za integer je običajno 4). Število segmentov, na
katere razrežemo vhodno mapo, je podano z enačbo (3). Mg je manjša od dveh vrednosti:
prosti delovni pomnilnik na CPE in prosti globalni pomnilnik na GPE. Ma je velikost
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pomnilnika, ki je potreben za horizont vektor in ostale sinhronizacijske podatke med
bloki (opisano v poglavju 3.3). Konstanta 4 v enačbi (3) predstavlja dvojni medpomnilnik
(angl. buﬀer), uporabljen za vhodni in izhodni digitalni zemljevid. Velikost pomnilnika,
potrebnega za en segment, se izračuna z enačbo (4).
Mm=R · C · Sdtype (2)
Seg ≥
⌈
4 ·Mm
Mg −Ma
⌉
(3)
Ms =
Mm
Seg
+ 2 · C · Sdtype (4)
Okvirni diagram poteka predlaganega paralelnega algoritma R2-P je upodobljen na
sliki algoritma 1. Vzporedni del implementacije se izvaja v jedru (angl. kernel). Iz
diagrama je tudi vidno, da se jedra za izračun posameznih segmentov izvajajo eno za
drugim (sekvenčno). Njihovo izvajanje se ne sme časovno prekrivati. Prav tako so vsi
ostali elementi okvirnega diagrama poteka sekvenčni.
Algoritem 1 Okvirni diagram poteka predlaganega algoritma R2-P na vzporeden način.
START
Branje enega se-
gmenta vhodnega
digitalnega ze-
mljevida s trdega
diska v PMEM.
Kopiranje vhodnega
segmenta iz
PMEM v GMEM.
JEDRO (vzpo-
redni izračun
vidnosti znotraj
enega segmenta).
Kopiranje izhodnega
segmenta iz
GMEM v PMEM.
Zapis izhodnega
segmenta iz PMEM
na trdi disk.
Naslednji
segment?
Sestavljanje
(lepljenje) izhodnih
segmentov v izhodni
digitalni zemljevid.
STOP
da
ne
Vhodni segment digitalnega zemljevida je prebran s trdega diska v PMEM in nato
kopiran v GMEM graﬁčne procesne enote. V trenutku, ko je segment v GPE, se požene
jedro za izračun vidnosti. Jedro izvaja izračun vidnosti samo na segmentu, ki je trenutno
v globalnem pomnilniku GPE. Za pravilno delovanje algoritma prek vseh segmentov se
morajo vmesni rezultati segmentov (naklon) zapisovati v horizont vektor. Ti vmesni
rezultati služijo za pravilni izračun vidnosti prek vseh segmentov.
Jedro zapiše rezultat vidnosti v izhodni segment v GMEM, ki je enake velikosti kot
vhodni segment. Izhodni segment je nato kopiran v PMEM, iz katerega se zapiše na trdi
disk.
Opisani postopek se ponavlja tolikokrat, kolikor znaša število segmentov. Vrstni red
računanja segmentov je zelo pomemben. Računanje se vedno začne s segmentom, kjer
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leži POI. Nato se izračun pomika proti severu, kjer izračun pobira vse segmente po vrsti
enega za drugim. Podoben postopek sledi proti jugu. Segment, kjer leži POI, je že
izračunan, zato se izračun nadaljuje s prvim sosednjim južnim segmentom. Postopek se
nadaljuje do zadnjega južnega segmenta. Vrstni red računanja segmentov na sliki 2 bi
bil tako naslednji: najprej se izračuna segment 2, kjer leži POI. Nato se izračuna vse
segmente proti severu, najprej segment 1 in nato segment 0. Ko so vsi segmenti proti
severu izračunani, se izračunajo še segmenti proti jugu. V našem primeru je ostal samo
še segment 3.
Na koncu postopka se segmente zlepi skupaj v pravem vrstnem redu in izhodna digi-
talna mapa vidnosti je pripravljena za nadaljnjo uporabo.
3.2 Poti žarkov, korak računanja in točke računanja
Žarki začnejo svojo pot v POI in potujejo proti robu digitalnega zemljevida, vmes pa na
svoji poti prečkajo mnogo celic. Žarek je ravna črta od POI do robne celice digitalnega
zemljevida. Točke računanja so točne lokacije, kjer se računa vidnost (slika 3). Razda-
lja med točkami računanja na določenem žarku se imenuje korak računanja. Pot žarka
in korak računanja sta edinstveni lastnosti vsakega žarka in se izračunata pred vsakim
računanjem vidnosti na segmentu.
točka računanja
POI (lokacija opazovalca)
žarek (nit)
celica
Slika 3: Poti žarkov in točke računanja.
Par (xpoi, ypoi) predstavlja koordinato POI, par (xhorizon, yhorizon) predstavlja koordi-
nato celice na robu digitalnega zemljevida za vsak žarek. Pot vsakega žarka leži med
celicama (xpoi, ypoi) in (xhorizon, yhorizon). Za vsak žarek je treba predhodno izračunati dva
parametra: koraka v x in y smeri (xstep in ystep). Za izračun teh dveh parametrov sta
deﬁnirana izračuna proti severu/jugu (enačba (5)) in proti vzhodu/zahodu (enačba (6)).
Deﬁnicija funkcije sgn() je zapisana v enačbi (7).
xstep =
xhorizon − xpoi
|yhorizon − ypoi| , ystep = sgn(yhorizon − ypoi) (5)
xstep = sgn(xhorizon − xpoi) , ystep = yhorizon − ypoi|xhorizon − xpoi| (6)
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sgn(x) :=


−1 ifx < 0,
0 ifx = 0,
1 ifx > 0.
(7)
3.3 Horizont vektorji
Horizont vektorji so štirje in so shranjeni v natančnosti tipa double v GMEM. Število
elementov v vseh vektorjih skupaj je enako N . Vsak vektor predstavlja en zunanji rob
digitalnega zemljevida, severni Vn, južni Vs, vzhodni Ve in zahodni Vw, kot je prikazano na
sliki 2(b). Vektorja Ve in Vw imata vsak po R elementov, medtem ko imata vektorja Vn in
Vs vsak po C elementov. Pred začetkom računanja vidnosti je vsak element v vseh štirih
vektorjih postavljen na vrednost −π/2. Ta vrednost predstavlja naklon oz. pogled proti
sredini zemlje. Vrednost 0 predstavlja pogled proti horizontu, vrednost π/2 pa predstavlja
pogled proti zenitu.
V vsakem trenutku računanja horizont vektorji shranjujejo maksimalno vrednost na-
klona (α) za vsak žarek (poglavje 3.4). Te vrednosti temeljijo na največjem naklonu zaradi
ovire, katero prečka žarek.
3.4 Računanje vidnosti
Vidnost se računa za vsak žarek. Vsaka nit na GPE je odgovorna za računanje svojega
žarka (znotraj segmenta). Za vsako točko računanja je s pomočjo formule 8 izračunana
razdalja od POI, kjer je (xd, yd) koordinata trenutne točke računanja.
Za vsako točko računanja je s pomočjo enačbe (9) izračunan naklon α (slika 4), kjer
hd predstavlja vrednost DMV na točki (xd, yd), hpoi je DMV vrednost v POI (xpoi,ypoi),
hobs je opazovalčeva dodatna višina nad terenom v POI, hc pa je faktor popravka zaradi
ukrivljenosti zemlje (poglavje 3.8).
POI
h
o
b
s
naklonski kot
vidno podro je 
razdalja d
(xpoi,ypoi,hpoi)
(xd,yd,hd - hc)
POI
Slika 4: Presek terena in prikaz vidnega področja, POI in kot naklona α.
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d =
√
(xpoi − xd)2 + (ypoi − yd)2 (8)
α = arctan
(
(hd − hc)− (hobs + hpoi)
d
)
(9)
Vrednost α v točki računanja je nato primerjana z vrednostjo v horizont vektorju V
(horizont vektor V je lahko Vw, Ve, Vn ali Vs, odvisno, proti kateri smeri neba potuje
žarek). Če je na novo izračunana vrednost α večja od obstoječe v vektorju V , se vrednost
α vpiše v vektor V in točka računanja se označi za vidno. V nasprotnem primeru se
točka računanja označi za nevidno, vrednost v vektorju V pa se ne spremeni. Ali je
celica, na kateri leži točka računanja, vidna ali ne, pa se določi z metodo najbližjega žarka
(poglavje 3.5).
Ker je arctan() monotona funkcija, se lahko izračun vrednosti naklona α poenostavi
in se namesto enačbe (9) uporabi enačbo (10). V vsaki točki računanja se namesto kota
α v radianih torej izračuna zgolj razmerje αopt med kateto in hipotenuzo v pravokotnem
trikotniku. Seveda je v tem primeru treba začetne vrednosti vektorja V nastaviti na
vrednost −∞ ali vsaj na zelo veliko negativno vrednost.
αopt =
(hd − hc)− (hobs + hpoi)
d
(10)
S to optimizacijo se prihrani računanje funkcije arctan() za vsako točko računanja.
Ker je število računskih točk ≈ 2 · N · C, je prihranjenih prav toliko računanj funkcije
arctan().
3.5 Linearna interpolacija in metoda najbližjega žarka
Višina vsake celice je deﬁnirana v njenem centru. Pri izračunu vidnosti točke računanja
v skoraj vseh primerih ležijo zunaj centra celice, kar povzroči napako pri izračunih. Ker
je višina terena podana v diskretni obliki (višina terena je podana samo v centru celic),
je treba za bolj točen izračun narediti interpolacijo. Zaradi enostavne izvedbe in hitrega
izračuna je izbrana linearna interpolacija. Za vsako točko računanja se s pomočjo linearne
interpolacije določi višina hcp, hkrati pa se izračuna še razdalja do najbližjega centra celice
dn.
Primer izračuna interpolacije je prikazan na sliki 5. Višina v točki računanja hcp se
izračuna z interpolacijsko enačbo (11), kjer sta h1 in h2 višini centrov najbližjih celic, d12
je razdalja med centroma dveh sosednjih celic (ali raster digitalnega zemljevida), d1cp je
razdalja med točko računanja in centrom prve celice.
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hcp = h1 +
d1cp
d12
(h2 − h1) (11)
V smeri sever/jug od POI sta za interpolacijo izbrani dve sosednji horizontalni celici,
v smeri vzhod/zahod od POI sta za interpolacijo izbrani dve sosednji vertikalni celici
(slika 5(a)).
to ka ra unanja
POI
h1 h2
hcp
h1
h2
hcp
1
2
3
4
5
6 7 8
9
10
d12
d1cp
dn
(a) (b)
Slika 5: Linearna interpolacija (a) in metoda najbližjega žarka (b).
Metoda najbližjega žarka prispeva k bolj realističnemu izračunu vidnosti. Mnogo
žarkov lahko prečka celico, še posebej v celicah bliže POI. Metoda najbližjega žarka določi
kriterij vidnosti za določeno celico. Kombinacija točk računanja z logičnim ALI pripelje
do optimističnega rezultata (vsaka celica, ki je potencialno vidna, je označena za vidno),
kombinacija točk računanja z logičnim IN pripelje do pesimističnega rezultata (vsaka
celica, ki je potencialno nevidna, je označena za nevidno). V implementiranem algoritmu
je uporabljena metoda najbližjega žarka. To pomeni, da o vidnosti celice odloča samo
točka računanja, ki leži na žarku najbližjem centru celice. Razdalja dn postane merilo
bližine. Če žarek celico z višino h2 prečka bliže, potem je dn = d12 − d1cp (slika 5(a)). Če
žarek celico z višino h1 prečka bliže, potem je dn = d12.
Na primer: na sliki 5(b), so žarki 3, 7 in 10 uporabljeni za odločitev o vidnosti pripa-
dajočih celic. Vsi žarki pa, ne glede na to, ali neposredno prispevajo k vidnosti celice ali
ne, še vedno zapisujejo svoj največji naklon v svoj pripadajoči element vektorja V .
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3.6 Podobnost žarkov in CUDA-niti
Vsak žarek je izračunan s svojo nitjo. Pri algoritmu R2 mora vsak žarek imeti informacijo,
ali prečka celico najbliže njenemu centru. Ko več kot en žarek prečka določeno celico,
njeno vidnost določa samo žarek najbliže centru te celice. Treba je izdelati mehanizem, ki
določa, kateri žarek je bliže centru celice. Ta mehanizem deluje na naslednji način: nit za
vsak žarek izračuna razdaljo od centra celice, ki jo žarek trenutno prečka. Žarek mora od
dveh sosednjih žarkov hkrati dobiti informacijo o njunih razdaljah do centra celice, ki jo
ravnokar prečkata. Samo v primeru, ko imata oba sosednja žarka večjo razdaljo do centra
celice, je trenutni žarek najbliže centru celice in odloča o vidnosti celice (slika 5(b)).
Niti lahko med seboj izmenjujejo podatke prek skupnega SMEM. V CUDA je omejitev,
da imajo niti dostop do skupnega SMEM samo znotraj bloka, medtem ko so bloki znotraj
enega jedra neodvisni med seboj in ne morejo izmenjevati podatkov med seboj. Tipično
največje število niti na blok je v CUDA enako 1024. Velikost SMEM znotraj enega bloka
pa je tudi omejena in pri današnjih CUDA GPE znaša tipično 49152 zlogov.
Pri prečkanju žarka prek vsake celice znotraj programske zanke v jedru se vsakič
zapiše odmik žarka od jedra v SMEM. Takoj zatem je izvedena sinhronizacija med nitmi
z ukazom __sincthreads(). Posledično so vse niti med seboj sinhronizirane (v tej točki
programa vse niti dokončajo zapisan izračun in se med seboj počakajo). Ko so vse niti
zapisale podatke v SMEM, lahko niti začnejo z branjem podatkov od sosednjih niti. Če ne
bi bila izvedena sinhronizacija, bi nekatere hitrejše niti že brale podatke iz SMEM, druge,
počasnejše, pa podatkov še ne bi zapisale. Prišlo bi do branja nepravilnih podatkov in
zato do nepravilnega delovanja izračuna vidnosti.
Bloki med seboj ne morejo izmenjevati podatkov znotraj jedra, zato je treba niti na
robovih bloka prepletati (slika 6). Zadnji dve niti od določenega bloka in prvi dve niti
od sosednjega bloka so uporabljene za izračun dveh istih žarkov. S to tehniko so torej
vsi bloki prekriti za dve niti. Prva in zadnja nit vsakega bloka sta uporabljeni samo za
izračun oddaljenosti od trenutne celice, ne uporabljata pa se za izračun vidnosti.
S tem pristopom je uporabljenih več niti, kot je žarkov, odpade pa potreba po izmenjavi
podatkov med bloki. Naslednja prednost je tudi, da se vsi bloki izvršijo iz enega jedra.
Število dodatnih niti je enako dvakratnemu številu uporabljenih blokov. Če je thbl število
niti v bloku (običajno 1024 ali 512), lahko izrazimo število dodatnih potrebnih niti adth
v odstotkih z enačbo (12).
adth[%] = 100 · 2
thbl
(12)
Osnova izračuna vidnosti je CUDA-jedro. Skrajšan zapis jedra je prikazan na sliki 7.
Jedro je sestavljeno iz inicializacijskega dela in iz računskega dela. Namen inicializacij-
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Slika 6: Prikaz enega CUDA-bloka pri računanju vidnosti. Rdeče in modre sosednje linije
predstavljajo samostojne niti v bloku, zelene linije predstavljajo prepletene niti, ki se
izračunavajo v dveh sosednjih blokih. Povzdignjene rdeče in zelene linije predstavljajo en
blok v enem segmentu.
skega dela je priprava nekaterih podatkov za kasnejšo obdelavo. Predvsem je treba za
vsako nit (žarek) izračunati korak x in y ter začetno in končno točko računanja znotraj
segmenta. Namen računskega dela jedra je generiranje žarkov (slika 7, vrstica 6), pri čemer
jedro prebere podatke iz GMEM (iz vhodnega digitalnega zemljevida), izračuna vidnosti
znotraj segmenta ter zapiše izračun vidnosti v GMEM (v izhodni digitalni zemljevid).
Vsaka nit znotraj jedra je namenjena izračunu dela žarka znotraj enega segmenta
(slika 6). Pri vsaki točki računanja vzdolž žarka so izračunane naslednje vrednosti: raz-
dalja do POI, interpolirana višina terena ter naklon in razdalja do centra celice, ki jo
žarek prečka.
__global__ void viewshedKernel()
__shared__ double offset[] // inicializacijski del jedra2
izračun x_step in y_step
izračun začetnih stanj4
... // računski del jedra
for (za) vsako celico na žarku od POI do roba zemljevida znotraj segmenta do // generiranje6
izračun razdalje med POI in trenutno celico // žarkov
izračun višine računske točke s pomočjo interpolacije8
izračun naklona
izračun žarkovnega odmika od trenutnega centra celice10
zapis žarkovnega odmika od trenutnega centra celice v SMEM (v offset[])
__syncthreads() // vse niti v bloku so sinhornizirane na tem mestu12
if slope > V[] then
V[] = slope // naklon je shranjen v vektor14
// neighbor_offsets je prebran iz souporabniškega GPE pomnilnika (offset[])
if offset < neighbor_offset and nit ni zadnja ali prva v bloku then16
trenutna celica je vidna
Slika 7: Jedro (kernel) za računanje vidnosti.
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3.7 Prekrivanje segmentov
Podobno kot se morajo prekrivati niti med sosednjimi bloki, se morajo prekrivati tudi
sosednji segmenti. Segmenti se prekrivajo za eno vrstico. Zadnja vrstica v vseh segmentih,
razen v zadnjem, je namenjena izračunu interpolacije pri točkah računanja, ki so na
skrajnem spodnjem robu segmenta, t.j. južneje od spodnjih centrov celic. Seveda to ne
velja za spodnji segment, saj od tam naprej ni več podatkov za višine celic.
ža
rek
segment  i
segment  i+1
Slika 8: Prekrivanje dveh sosednjih segmentov. Slika prikazuje mejo dveh sosednjih se-
gmentov ter žarek, ki prehaja skozi dve sosednji celici.
Na sliki 8 je prikazana meja dveh segmentov ter žarek, ki prehaja mejo. Žarek v točki
računanja B potrebuje interpolacijsko izračunano vrednost višine. Interpolacija se izvaja
med višinama središč celic A in C. Celica s središčem C je že v sosednjem segmentu. Zato
je treba segment i povečati za eno vrstico, da še vedno vsebuje informacijo o višini C.
3.8 Upoštevanje ukrivljenosti zemlje
Zapis digitalnega zemljevida višin ne upošteva ukrivljenosti zemlje. Vse točke so zapisane
tako, kot da bi bila zemlja ploska. Zaradi realne oblike zemlje (sploščen sferoid) je treba
višine prilagajati glede oddaljenosti od POI. Pri majhnih oddaljenostih od POI je vpliv
ukrivljenosti zemlje zanemarljiv. Pri večjih oddaljenostih je ta vpliv precejšen in korekcija
tega vpliva mora biti vključena v izračun vidnosti.
Učinek vpliva ukrivljenosti zemlje je prikazan na sliki 9. Njen vpliv se izračuna z
enačbo (13) oz. z enačbo (14), kjer radij rearth predstavlja ukrivljenost zemlje (povprečna
vrednost je 6370,997 km). Točna vrednost rearth je odvisna od makrolokacije računanja.
Uporabnik jo lahko poljubno nastavi v aplikaciji.
(hc + rearth)
2 = d2 + r2earth (13)
hc =
√
d2 + r2earth − rearth (14)
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Slika 9: Višinska korekcija zaradi vpliva ukrivljenosti zemlje.
Pri računanju proﬁla radijskega razširjanja so ukrivljene radijske propagacijske poti
zamenjane z ravnimi črtami zaradi poenostavitve računanja. Da se izniči napaka zaradi
poenostavitve razširjanja radijskih valov iz ukrivljenega v premočrtno, je treba pri iz-
računu navidezno povečati radij zemlje ([47], stran 6). Običajno se pri takih izračunih
vzame vrednost štirih tretjin radija zemlje, kar je v grobem 8500 km.
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4 Testiranje vzporednega algoritma R2-P za računanje
vidnosti na CUDA GPE
Implementirani sta dve različici algoritma R2. Prva različica je v računskem delu vzpo-
redna (paralelna), imenuje se r.cuda.viewshed; implementirana je na CPE in na CUDA
GPE. Druga različica je v celoti sekvenčna in imenovana r.cpu.viewshed, implementirana
pa je samo na CPE. Namenjena je primerjavi potrebnega časa za izračun vidnosti s prvo
različico implementacije. Rezultati izračuna prve in druge različice so identični.
Računanje vidnosti za r.cuda.viewshed se v grobem deli na dva dela: pripravljalni
del in računski del. Pripravljalni del vsebuje rutine za branje/pisanje podatkov s trdega
diska/na trdi disk, kopiranje podatkov na graﬁčno kartico in nazaj ter zagona jedra (oz.
več jeder). Računski del računa vidnost na digitalnem zemljevidu višin. CPE-koda je
pisana v programskem jeziku C++, GPE-koda je pisana z uporabo CUDA SDK V5.0.
Optimizacijski nivo prevajalnika je nastavljen na -O3.
Določitev tipa GPE je pomemben del programa. Graﬁčna kartica CUDA mora biti
vsaj različice 1.3 ali novejše (angl. compute capability), da ima podporo računanja z
spremenljivkami tipa double (64-bitni zapis). Druga pomembna lastnost graﬁčne kartice
je velikost GMEM. Ta vrednost se na trenutno aktualnih graﬁčnih karticah giblje med 1
GB do 4 GB. Preveriti je treba tudi velikost prostega pomnilnika na CPE. Običajno ta
ni ozko grlo, ker imajo današnji osebni računalniki 16 GB ali več delovnega pomnilnika.
Prostega delovnega pomnilnika je tako običajno več kot na graﬁčni kartici, algoritem za
izračun vidnosti pa mora upoštevati manjšo vrednost od obeh (podpoglavje 3.1); število
segmentov se izračuna z enačbo (3).
Pomnilnik mora biti dodeljen za segmente tako v CPE kot v GPE. Z uporabo pritr-
jenega pomnilnika CPE PMEM (dodeljenega z rutino cudaHostAlloc) je dosežena večja
pretočnost podatkov med CPE in GPE. Rutina cudaMalloc dodeli GMEM na GPE. Ve-
likost dodeljenega pomnilnika je enaka velikosti segmenta, povečanega za eno vrstico.
Razlog je v prekrivanju segmentov za eno vrstico (podpoglavje 3.7).
Vhodni digitalni zemljevid je s trdega diska prebran v segmentih. Datoteka se odpre,
prebere in zapre z dobro znanimi C-rutinami fopen(), fread() in fclose(). Za nastavitev
kazalca za branje na začetni zlog segmenta je uporabljena rutina fseek(). Po določitvi
kazalca je vhodni digitalni zemljevid v sekvenčnem načinu prebran v PMEM kot zvezni
tok (angl. stream).
Razporejevalnik (angl. scheduler) mora določiti vrstni red računanja segmentov in
zagnati jedro za vsak segment posebej.
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Vsi testi so bili izvedeni na osebnem računalniku z naslednjimi speciﬁkacijami:
• Procesor: šest jeder „hyper-threading”, Intel(R) Core(TM) i7-3930K CPU@ 3.20 GHz.
• RAM: 32 GB.
• Trdi disk: SSD Corsair Force GT, velikost: 223 GiB (240 GB).
• CUDA GPE: [58] GTX 680.
• Operacijski sistem: Linux (UBUNTU 11.04).
• Datotečni sistem: ext4.
4.1 Priprava vhodnih podatkov
Kot vhodni podatki je vzetih dvoje DMV za teritorij celotne Slovenije (izsek DMV je
prikazan na sliki 10). Podatki so v surovem formatu; vsaka celica ima vrednost, ki pred-
stavlja nadmorsko višino v metrih in je shranjena v številskem formatu integer (štirje
zlogi). V prvem podatkovnem setu je velikost celice 25 m x 25 m, velikost celega digi-
talnega zemljevida je 0,48 GB. V drugem podatkovnem setu je velikost celice 12,5 m x
12,5 m, velikost digitalnega zemljevida je 1,89 GB. Ker za testiranje algoritma ni bilo na
voljo podrobnejših digitalnih zemljevidov (oz. z isto ločljivostjo na večjem področju), so
bili večji digitalni zemljevidi pripravljeni z večkratnim vzorčenjem (angl. up-sampled) iz
osnovnih digitalnih zemljevidov. Vsi seti digitalnih zemljevidov so prikazani v tabeli 3.
Pripravljenih je bilo deset podatkovnih setov velikosti od 0,48 GB do 186 GB.
Slika 10: Vhodni podatki za računanje vidnosti, izsek DMV.
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Set Velikost [GB] Velikost celice Stolpcev (C) Vrstic (R) Število celic
1a 0,48 25 m x 25 m 14081 8961 126.179.841
2a 1,89 12,5 m x 12,5 m 28161 17921 504.673.281
3b 2,94 10 m x 10 m 35200 22400 788.480.000
4b 7,52 6,25 m x 6,25 m 56320 35840 2.018.508.800
5b 11,75 5 m x 5 m 70400 44800 3.153.920.000
6b 18,36 4 m x 4 m 88000 56000 4.928.000.000
7b 23,98 3,5 m x 3,5 m 100572 64000 6.436.608.000
8b 47 2,5 m x 2,5 m 140805 89605 12.616.832.025
9b 120 1,5625 m x 1,5625 m 225288 143368 32.299.089.984
10b 186 1,25 m x 1,25 m 281610 179210 50.467.328.100
Tabela 3: Set vhodnih digitalnih zemljevidov.
aPodatki originalnega DMV za teritorij Slovenije.
bPodatki, dobljeni s pomočjo interpolacije iz drugega podatkovnega seta.
4.2 Tip spremenljivk in analiza zasedenosti CUDA GPE
GPE CUDA ima računske zmožnosti razdeljene na posamezne neodvisne procesne enote
(SM, angl. streaming multiprocessor) [18]. Število SM je različno za različne GPE; pri
novejših znaša 16. Vsak SM ima omejeno število 32-bitnih registrov, SMEM, aktivnih
blokov in aktivnih niti. Te vrednosti so odvisne od računskih zmožnosti GPE.
Zasedenost CUDA (angl. occupancy) je deﬁnirana kot razmerje med aktivnimi snopi
v SM in največjim številom aktivnih snopov. Omejitev pri zasedenosti GPE je prevelika
uporaba registrov, SMEM ali velikost bloka.
double x, y; // spremenljivke morajo biti double, drugače napaka, ki se sešteva v zanki, postane vidna
double x_step, y_step;
calculate x_step and y_step
for (x=x_poi, y=y_poi; ;x=x+x_step, y=y+y_step)
... // v vsakem koraku glavne zanke se x in y povečata za vrednost tipa double
Slika 11: Naivna implementacija glavne zanke v jedru.
V prvi, naivni implementaciji so bile uporabljene vse spremenljivke tipa double (slika 11),
kar je pripeljalo do uporabe 37 registrov za vsako nit. Obe prostorski spremenljivki x in
y sta bili pri vsaki iteraciji glavne zanke povečani za vrednosti predhodno izračunanih
korakov xstep in ystep tipa double. Na sliki 14(a) je prikazan vpliv spreminjanja števila niti
v bloku na zasedenost in trajanje računanja jedra. Teoretična zasedenost je izračunana
s pomočjo kalkulatorja za zasedenost [60]. Najboljša teoretična zasedenost za naivno im-
plementacijo je 75 %, dosežena praktična zasedenost pa je bila 67,8 % pri 768 niti na blok.
21
Hitrejše izvajanje je bilo doseženo pri 128 nitih na blok (graf Trajanje na sliki 14(a)), kjer
je bila dosežena zasedenost 65,9 %.
Seveda je možna uporaba spremenljivk tipa ﬂoat v naivni implementaciji, kjer je
dosežena zasedenost blizu 100 %. Vendar so rezultati v tem primeru slabi, saj se pojavi
Moirrov vzorec (angl. Moirre pattern), kar je prikazano na sliki 13(a). Razlog za ta
rezultat je v seštevanju napak v glavni zanki jedra, ker imajo spremenljivke tipa ﬂoat (pa
tudi double) omejen nabor možnih vrednosti (ﬂoat in double niso realna števila, temveč
samo približki). Pri vsaki iteraciji glavne zanke prištejemo majhno napako, ki se v zanki
sešteva in na koncu prispeva znaten delež k rezultatu.
float x, y; // spremenljivke so lahko tipa float
float x_step, y_step;
int step;
calculate x_step and y_step
for (step=0; ;step++) // v vsakem koraku zanke je povečana spremenljivka tipa integer
x=x_step*step+x_poi; // x in y sta izračunana v vsakem koraku glavne zanke
y=y_step*step+y_poi;
...
Figure 12: Optimizirana implementacija glavne zanke v jedru.
V optimizirani implementaciji je uvedena nova spremenljivka step tipa integer. Ta
spremenljivka je pri vsaki iteraciji glavne zanke v jedru povečana za vrednost 1. Prostorski
spremenljivki x in y sta izračunani vsakič posebej ob vsaki iteraciji glavne zanke (slika 4.2).
S tem postopkom je akumuliranje napak prek iteracij glavne zanke onemogočeno.
(a) (b)
Slika 13: Naivna implementacija ﬂoat (a) in optimizirana implementacija ﬂoat (b) glavne
zanke v jedru.
V optimizirani implementaciji so uporabljene spremenljivke tipa ﬂoat (slika 4.2), kar
kot rezultat vrne uporabo 28 registrov za vsako nit. Teoretična zasedenost je tako 100 %.
Praktično pa je dosežena zasedenost 90 % (slika 14(b)).
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Rezultati kažejo, da je nastavitev 512 niti na blok optimalna nastavitev za uporabljeno
graﬁčno kartico. Vsi parametri so bili merjeni z uporabo proﬁlerja nvpp, ki je del razvojne
platforme NVIDIA CUDA za Linux [59].
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Slika 14: Vpliv števila niti na blok pri CUDA-jedru za računanje vidnosti za naivno (a)
in optimizirano (b) implementacijo.
4.3 Združen dostop do GMEM v glavni zanki jedra
Dostop do GMEM traja od 400 do 600 časovnih ciklov. GPE lahko bere 32-bitno (za
8-bitne podatke), 64-bitno (za 16-bitne podatke) ali 128-bitno besedo (za 32-, 64- ali 128-
bitne podatke, kar je naš primer) iz GMEM v registre v enem ukazu. Pasovna širina
GMEM je najbolj učinkovita, ko je združen dostop do GMEM (angl. coalesced global
memory access) iz snopa (angl. warp) prebran iz istih ali sosednjih pomnilniških lokacij.
Nezdružen
dostop
do GMEM
Združen dostop
do GMEM
POI
Slika 15: Združen in nezdružen dostop do GMEM.
Združen dostop do GMEM je bolj izrazit severno in južno od POI. Vzhodno in zahodno
od POI je združen dostop izrazit še v bližini POI, kjer več žarkov prečka iste celice.
Bliže robu zemljevida je združen dostop manj izrazit. Na sliki 15 je v poenostavljeni
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obliki prikazan združen dostop do GMEM. Siva barva predstavlja podatke, ki jih je treba
prenesti iz GMEM v register (jedro). Za severni in južni trikotnik je mogoče prebrati
podatke z enim dostopom do GMEM. Za vzhodni in zahodni trikotnik so potrebni štirje
dostopi do GMEM za isto količino podatkov.
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Slika 16: Izmerjen pretok podatkov za združen (odmik) in nezdružen (razmik, korak)
dostop do GMEM za graﬁčno kartico GeForce GTX 680.
Na sliki 16 je izmerjen pretok podatkov za združen in nezdružen dostop do GMEM
za graﬁčno kartico NVIDIA GeForce GTX 680. Polna črta prikazuje velikost pretoka
podatkov, če so podatki odmaknjeni od začetne točke (angl. oﬀset throughput). Pretok
podatkov je približno enako hiter in je ves čas združen, ne glede na to, kakšen je odmik.
Prekinjena črta prikazuje velikost pretoka podatkov, če so podatki razmaknjeni za določen
korak (angl. stride throughput). Hitrost pretoka podatkov močno pade, če podatke med
seboj razmaknemo. Dostop do podatkov postane nezdružen (angl. uncoalasced).
Razmik podatkov ima ogromen vpliv na hitrost pretoka podatkov [12]. Do tega učinka
pogosteje pride vzhodno in zahodno od POI, manj pogosto pa severno in južno. Prav tako
pa je hitrost pretoka podatkov zaradi tega efekta ob robu zemljevida manjša.
Izmerjen je čas računanja za posamezne trikotnike. V povprečju je za južni/severni
trikotnik potreben pol krajši čas računanja kot za vzhodni/zahodni trikotnik. Vendar pa
je celoten čas računanja celega jedra v razumnih mejah, kar je vidno na sliki 19.
4.4 Hitrost pretoka podatkov za trdi disk in cudaMemcpy
Hitrost pretoka podatkov s trdega diska/na trdi disk je bistveno nižja kot hitrost pretoka
podatkov z graﬁčne kartice/na graﬁčno kartico. To dejstvo nam pomaga pri načrtovanju
algoritma za računanje vidnosti, pri katerem je celotni čas računanja odvisen skoraj samo
od hitrosti branja in pisanja (R/W) na trdi disk.
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Slika 17: Povprečni pretok podatkov za dva tipa trdih diskov in za različne velikosti
datotek.
Za konkreten osebni računalnik (poglavje 4) so bili narejeni testi R/W-pretoka po-
datkov za dva različna trda diska. Datoteka je bila razdeljena na segmente. Ker je bil
posamezen segment relativno velik (1 GB oz. velikosti datoteke, kjer je bil samo en se-
gment), je pretok podatkov deloval kot zvezni tok (angl. stream). Povprečni R/W-pretok
za različne velikosti datoteke je prikazan na sliki 17. Iz grafa je vidno, da predpomnilnik
v trdem disku (angl. disk buﬀer) zelo pomaga pri hitrostih dostopa za datoteke manjše
od približno 100 MB. Vpliv predpomnilnika v RAM-u operacijskega sistema (angl. page
cache) izzveni pri datotekah, večjih od približno 10 GB.
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Slika 18: Pretok cudaMemcpy za različne velikosti segmentov.
Prenos podatkov med CUDA GPE in CPE RAM je testiran z rutino CudaMemcpy,
kar je prikazano na sliki 18. Na strani CPE je za testiranje uporabljen PMEM in običajno
rezerviran RAM (označen z MEM). Iz grafa je jasno vidno, da PMEM dosega večje hitro-
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sti pretoka podatkov kot običajno rezerviran pomnilnik MEM. To velja za vse velikosti
segmentov.
Slika 19: Časovni potek (timeline) računanja za izračun vidnosti. Digitalni zemljevid je
razdeljen na 4 segmente. V vrstici Runtaime API je klic rutine cudaHostAlloc (levo)
in klic rutine cudaFreeHost (desno). V vrstici Markers and Ranges so rutine za pi-
sanje (W-HD) in branje (R-HD) s trdega diska. V vrstici Stream 8 in Stream 9 so
rutine cudaMemCpy (zlate barve) in glavna jedra (vijolične barve). Slika je narejena s
programom NVIDIA Visual Proﬁler [59].
Za implementacijo algoritma so zanimive vhodne datoteke velikosti 1 GB in več.
Slika 19 prikazuje časovni potek izračuna vidnosti za relativno majhen vhodni digitalni
zemljevid (velikost datoteke je 1 GB, število segmentov je 4). Branje in pisanje na trdi
disk je časovno zelo potratna operacija, ki očitno porabi največ časa. Na časovnem poteku
je prikazan pristop, pri katerem je izkoriščena možnost hkratnega delovanja CPE in GPE.
Da ta pristop deluje pravilno, je treba upoštevati nekaj pravil:
• Glavna jedra za izračun vidnosti se ne smejo časovno prekrivati (podpoglavje 3.1).
• MemCpy(H to D), jedro in MemCpy(D to H) lahko začnejo z izvajanjem po tem,
ko je vhodni segment prebran v RAM osebnega računalnika.
• Pisanje na trdi disk se lahko začne izvajati po tem, ko so izračuni vidnosti zapisani
v RAM osebnega računalnika.
Za pravilno prekrivanje izvajanja CPE in GPE sta uporabljeni dve dodatni strategiji:
• dvojni medpomnilnik (angl. double buﬀer), t.j. dvojni medpomnilnik za vhodne in
izhodne podatke na CPE in GPE,
• dva CUDA-toka (angl. CUDA stream) za vse računske korake.
Na sliki 19 je vidno, da je bil za prvi segment uporabljen CUDA-tok št. 8 (Stream 8), za
drugi segment je bil uporabljen CUDA-tok št. 9 (Stream 9), za tretji segment je bil spet
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uporabljen CUDA-tok št. 8 (Stream 8) in tako naprej do zadnjega segmenta. Prav tako
se izmenično izmenjujeta uporabi medpomnilnikov.
Pri tem konkretnem primeru so izmerjene naslednje povprečne vrednosti pretokov
podatkov:
• branje s trdega diska v CPE PMEM: 2,5 GB/s,
• kopiranje iz CPE PMEM v GPE GMEM: 5,7 GB/s,
• pretok glavnega CUDA-jedra za izračun vidnosti: 2,1 GB/s,
• kopiranje podatkov iz GPE GMEM v CPE PMEM: 6,2 GB/s,
• zapisovanje podatkov iz CPE PMEM na trdi disk: 0,9 GB/s.
Za drugačno strojno konﬁguracijo osebnega računalnika dobimo seveda drugačne izmer-
jene vrednosti. Današnje CUDA GPE lahko izvajajo kopiranje podatkov in računsko jedro
hkrati. Prav tako lahko izvajajo dva jedra hkrati, kar dejansko izkoriščamo v našem pri-
meru: hkrati v enem jedru računamo vidnost, v drugem pa brišemo drugi medpomnilnik.
Glede na te predstavljene rezultate mora razporejevalnik opravil (angl. scheduler)
poskrbeti za pravilno časovno zaporedje izvajanja posameznih sklopov algoritma glede na
strojno opremo, velikosti digitalnih zemljevidov in ostalih različnih parametrov.
4.5 Vpliv števila segmentov na časovno izvajanje programa
Na sliki 20 je prikazan vpliv števila segmentov (na katere je razrezan vhodni digitalni
zemljevid) na čas izvajanja. Narejen je bil test z vhodnim digitalnim zemljevidom veli-
kosti 1,89 GB in različnim številom segmentov. Minimalno število segmentov je bilo 3,
podrobno je bilo testirano do števila segmentov 50. Za vsako število segmentov je bil
testni program pognan 50-krat. Zabeležen je povprečni, maksimalni in minimalni čas
izvrševanja jeder oz. celotnega programa za vsako vrednost števila segmentov.
Slika 20(a) prikazuje vpliv števila segmentov na računski čas vseh jeder skupaj. Slika
20(b) prikazuje vpliv števila segmentov na skupni čas izvajanja celotnega programa. Vi-
dno je, da ima število segmentov zelo majhen vpliv na čas izvajanja programa in skoraj
nikakršnega na čas izvajanja celotnega izračuna vidnosti. Celotni čas računanja se opa-
zno podaljša pri zelo velikem številu segmentov. Pri številu segmentov 10000 se je čas
izvajanja podaljšal za 10 %. Glavni vzrok za podaljšan čas je v povečanem klicu jeder
(vsako jedro ima svojo inicializacijo, ki zahteva svoj računski čas).
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Slika 20: Vpliv števila segmentov na čas izvajanja jeder za izračun vidnosti (a) in vpliv
števila segmentov na skupni čas izvajanja celotnega programa (b).
Število segmentov je odvisno od velikosti vhodnega digitalnega zemljevida in od veli-
kosti prostega pomnilnika (na GPE in v CPE). Minimalno število segmentov je izračunano
po enačbi (3). Kot splošno pravilo velja, da mora biti število segmentov čim nižje. Vendar
pa je treba pustiti dovolj prostega pomnilnika za ostale aplikacije, ki se izvajajo hkrati z
računanjem vidnosti.
4.6 Primerjava algoritmov za izračun vidnosti
Narejena je bila primerjava štirih različnih implementacij algoritmov. Algoritem R3 [72],
implementiran v okolju GRASS GIS, je bil uporabljen kot referenca. Predlagani paralelni
algoritem r.cuda.viewshed je bil primerjan z referenčnim algoritmom glede na točnost in
hitrost izračunavanja. Za primerjavo sta bili uporabljeni še dve sekvenčni implementaciji
algoritmov in sicer r.cpu.viewshed in TiledVS [24]. Algoritem r.cpu.viewshed je sekvenčna
izvedba predlaganega algoritma.
Korekcija ukrivljenosti zemlje v referenčni algoritem ni vgrajena, zato je bila izklo-
pljena tudi pri ostalih algoritmih.
4.6.1 Primerjava hitrosti izvajanja za različne implementacije algoritmov za
izračun vidnosti
Rezultati testiranj za različne velikosti vhodnih zemljevidov so prikazani v tabeli 4. Čas
računanja algoritma R3 je močno odvisen od števila vidnih celic. Zato je bila implemen-
tacija algoritma R3 testirana s POI, postavljenim na vrh (mnogo vidnih celic) in v dolino
(malo vidnih celic). V nasprotju pa čas računanja algoritma R2 ni odvisen od števila
vidnih celic.
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R3 TiledVS r.cpu.viewshed r.cuda.viewshed
Set Velikost [GB] vse (dno/vrh)a vsea vsea rač.a vsea jedra a seg.b
1 0,48 310 /2776 28 13 11 1,8 0,2 1
2 1,89 1426/21045 115 52 46 7 0,7 3
3 2,94 - 196 84 77 10 1,3 4
4 7,52 - 453 229 216 21 3,5 9
5 11,75 - 670 375 352 31 5,5 13
6 18,36 - 1014 626 588 52 9,5 21
7 23,98 - 1317 892 831 91 13 27
8 47 - 2635 2266 2106 265 29 54
9 120 - 13498 9645 9252 1051 112 140
10 186 - - 20474 19865 1922 235 218
Tabela 4: Primerjava časa izvajanja računanja vidnosti za štiri različne implementacije.
aVse vrednosti so v sekundah.
bŠtevilo segmentov, uporabljenih pri izračunu.
Za sekvenčno različico r.cpu.viewshed predlaganega algoritma je izmerjen celotni čas
izvajanja (vse) ter čas izvajanja računskega dela algoritma (rač.). Za paralelno različico
r.cuda.viewshed predlaganega algoritma sta prikazani dve vrednosti: celotni čas izvajanja
(vse) in celotni čas izvajanja jeder (jedra). Prikazano je tudi število segmentov, upora-
bljenih za izračun posameznih podatkovnih setov.
Časovni test je bil narejen tudi z algoritmom TileVS, pri katerem je osnova delovanja
razdelitev vhodne digitalne mape na bloke, shranjene v podatkovnih strukturah, ki se
obnašajo kot predpomnilniki. Sekvenčni algoritem r.cpu.viewshed je bil tudi tu hitrejši
kot TiledVS.
Meritev pokaže, da računski del v sekvenčnem algoritmu r.cpu.viewshed traja več kot
90 % časa izvajanja. Branje pomnilnika in pisanje v pomnilnik (strogo sekvenčni opravili)
potrebujeta manj kot 10 % časa računanja. Z uporabo Amdahlovega zakona je mogoče
bistveno izboljšati celotni potrebni računski čas z izvedbo vzporednega računskega dela
algoritma. To je tudi narejeno v implementaciji r.cuda.viewshed na CUDA GPE. Pomanj-
kljivost uporabe CUDA GPE je dodatno kopiranje podatkov iz pomnilnika računalnika
na GPE in nazaj.
Doseženi faktor izboljšanja celotne hitrosti izvajanja algoritma za vidnost pri uporabi
CUDA GPE je 10. Doseženi faktor izboljšanja računskega dela pa je približno 70.
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4.6.2 Primerjava natančnosti izračunov za različne implementacije algorit-
mov za izračun vidnosti
Detajlni pogled na izračun vidnosti pri uporabi enakih vhodnih podatkov za algoritme
r.los (R3), r.cuda.viewshed (R2) in TiledVS je prikazan na sliki 21. Implementacija al-
goritma r.cuda.viewshed da povsem enake rezultate kot implementacija r.cpu.viewshed,
zato slednja ni obravnavana v tej primerjavi.
Test je narejen z desetimi reprezentativnimi POI na digitalnem zemljevidu velikosti
1,89 GB (28161 stolpcev krat 17921 vrstic, vsaka celica meri 12,5 m krat 12,5 m). Pet
reprezentativnih POI je na vrhu hribov (dober pogled na vse smeri neba), pet POI pa
je na pobočjih hribov z relativno dobrim razgledom. Maksimalna razdalja računanja
je nastavljena na 25 km. Za vsak test je izračunano število celic, ki kažejo različen
rezultat med različnimi implementacijami algoritmov. Na sliki 21 je prikazan majhen
izsek računanja iz ene POI v velikosti 2625 m krat 1375 m.
(a) (b)
Slika 21: Leva slika (a) prikazuje primerjavo med algoritmoma r.los (R3) in
r.cuda.viewshed (R2). Desna slika (b) prikazuje primerjavo med r.los (R3) in TiledVS.
Celice, pobarvane s črno barvo, prikazujejo področja, kjer se oba algoritma strinjata o
vidnosti. Celice, pobarvane z zeleno barvo, prikazujejo področja, vidna z algoritmom
r.cuda.viewshed (a) ali TiledVS (b). Celice, pobarvane z rdečo barvo, prikazujejo podro-
čja, vidna z algoritmom r.los.
Slika 21(a) pokaže, da algoritma r.los in r.cuda.viewshed dosežeta skoraj enak rezultat.
Oba algoritma se strinjata pri vidnosti v 99,89 % celic v najboljšem primeru in v 99,52 %
v najslabšem primeru. To je pričakovan rezultat, saj je R3 natančen algoritem, R2 pa je
njegov približek. Podoben rezultat med primerjavo obeh algoritmov je opisan v [28].
Na sliki 21(b) je prikazana razlika med algoritmoma r.los in TiledVS. Algoritma se
strinjata pri vidnosti v 97,52 % celic v najboljšem primeru in v 93,22 % v najslabšem
primeru.
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5 Algoritem za računanje zakrivanj Fresnelovih con (al-
goritem FZC)
Pri načrtovanju radijskega pokrivanja je poleg vidnosti zelo uporaben podatek o zakri-
vanju Fresnelovih con. Uporabnik izbere lokacijo radijskega oddajnika, višino oddajnika,
opazovano višino sprejemnika nad terenom ter valovno dolžino radijskega valovanja. Al-
goritem za vsako točko terena izračuna, katera Fresnelova cona je zakrita. Fresnelove cone
se v tem algoritmu računajo samo po vertikali. Tukaj pride do določene napake, ki je tem
manjša, čim bolj pohlevne oblike je teren.
5.1 Zgradba algoritma za računanje zakrivanj Fresnelovih con na
zemljevidu
TX
VERTIKALNE SKUPINE
 VMESNIH TO✁K 
RA✁UNANJA 
FRESNELOVEGA
ZAKRIVANJA
TO
✁
KA RA
✁
UNANJA 
NA OBRO
✁
U
LOKACIJA
ODDAJNIKA
Slika 22: Računanje zakrivanj Fresnelovih con po obročih. Pogled na zemljevid s ptičje
perspektive.
Od oddajnika do vsake točke na terenu se nariše navidezna ravna črta LOS oz. sre-
diščnica (sliki 22 in 23). Nato se na vsaki točki (x, y) terena po vertikali izračunajo višine
Fresnelovih con in se primerjajo z višino terena. V vmesnih točkah računanja se išče
najvišja višina Fresnelovih con, ki je tik nad terenom. V točko računanja na obroču se
vpiše najvišja ovirana višina Fresnelovih con iz vseh vmesnih točk računanja.
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TX
VERTIKALNE SKUPINE
VMESNIH TO✁K RA✁UNANJA
FRESNELOVEGA ZAKRIVANJA
LOKACIJA
ODDAJNIKA
TO
✁
KA RA
✁
UNANJA
NA OBRO
✁
U
hTX
htgt
Slika 23: Prerez računanja ene točke na obroču.
Računanje se izvede z lokacije oddajnika navzven po obročih (oz. kvadratih). Prvi
obroč vsebuje 8 točk okoli oddajnika, drugi obroč vsebuje 16 točk, tretji vsebuje 24 itd.
Število točk računanja na obroču je 8i, kjer je i številka (oz. indeks) obroča, štetje pa
se začne z 1. Vsaki točki na obroču se pripiše še i − 1 vertikalnih skupin vmesnih točk.
Vsaka vertikalna skupina točk se računa v svoji niti. Število niti, potrebnih za izračun
enega obroča, je torej 8i2. Število obročev pa je odvisno od velikosti želenega rezultata
(največje oddaljenosti od oddajnika). Celotno število niti, ki jih potrebujemo za celoten
izračun, je:
s = 8
r∑
i=1
i2 (15)
kjer je s število niti, r pa je razdalja od oddajnika do sredine roba zadnjega obroča
(kvadrata). Enačba za vsoto kvadratov je:
12 + 22 + ...+ r2 =
1
6
r(r + 1)(2n+ 1) (16)
Po združitvi enačb (15) in (16) se število niti izrazi z enačbo:
s =
8
6
r(r + 1)(2r + 1) (17)
Pri velikih r prevladuje člen r3 in lahko se predpostavi, da je kompleksnost izračuna
enaka O(r3).
Vrednost nmax določi uporabnik modula in predstavlja število Fresnelovih con, ki jih
bo računal. Prav tako uporabnik modula določi nstep, ki predstavlja natančnost izračuna
zakrivanja Fresnelovih con.
Osnovna enačba za izračun Fresnelovih elipsoidov je naslednja:
Fn =
√
nλ
d1d2
d1 + d2
(18)
Ker uporabnik poda parameter λ, ta parameter za izračun predstavlja konstanto.
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Člen n, ki je realno pozitivno število, se spreminja v vsaki vertikalni skupini vmesnih točk
računanja in je odvisen od oddaljenosti od središčnice. Pri vseh vertikalnih skupinah točk
se izračuna set predhodno izračunanih členov
√
nλ. Člen n zavzame vrednosti od 0 do
nmax, po korakih nstep. Set Vlr ima naslednjo obliko:
Vlr = {0,
√
nstep λ,
√
2nstep λ,
√
3nstep λ, ...,
√
nmax λ} (19)
Število elementov ki jih ima set Vlr, je:
#Vlr =
⌈
nmax
nstep
⌉
(20)
Člen
fd =
√
d1d2
d1 + d2
(21)
se izračuna za vsako vertikalno skupino vmesnih točk računanja. Vertikalno odda-
ljenost od središčnice se za vsako točko v vertikalni skupini točk izračuna z enostavno
enačbo:
Fn(i) = Vlr[i] · fd (22)
5.2 Računanje zakrivanja Fresnelovih con s CUDA-jedri
Na sliki 22 in v psevdokodi na sliki 24 je prikazan izračun enega obroča. Diagram poteka
računanja zakrivanja Fresnelovih con pa je prikazan na sliki algoritma 2. Vsak obroč se
izračuna v treh sekvenčno klicanih CUDA-jedrih :
• kernelFresnelPrepare_()
• kernelFresnelCalculate_()
• kernelFresnelWrite_()
5.2.1 Jedro kernelFresnelPrepare_()
V jedru kernelFresnelPrepare_() se pripravi 6 setov podatkov, od katerih ima vsak po
1 + 2i elementov. V set Vd se shranijo razdalje od vsake celice na obroču do oddajnika.
V sete VhN ,VhS,VhW ,VhE se shranijo višine vsake celice na trenutno računajočem se
obroču za vse štiri strani neba. Hkrati pa je upoštevana še ukrivljenost zemlje glede na
oddaljenost od oddajnika (enačba (14)). V set Vs se zapiše korak po x oz. po y osi, s
katerim se določi pozicijo (x, y) niti. Hitrost izvajanja tega CUDA-jedra je sorazmerno
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Algoritem 2 Diagram poteka računanja zakrivanj Fresnelovih con po obročih.
START
Kopiranje DMV v
globalni pomnilnik
graﬁčne kartice, brisanje
seta Vr, izračun seta Vlr
kernelFresnelPrepare_();
izračun
VhN ,VhS ,VhW ,VhE ,Vd
in Vs
kernelFresnelCalculate_();
izračun (x, y), d1, d2,
branje h iz TMEM,
zanka za zakrivanje Fre-
snela, zapis maksimalne
vrednosti v Vr
kernelFresnelWrite_();
zapis Vr v obroč
Naslednji
obroč?
Kopiranje rezultata v
pomnilnik računalnika
in nato na trdi disk.
STOP
da
ne
zelo velika, ker potrebuje 8i niti, kar je zelo malo v primerjavi s številom niti, ki jih
potrebuje izvajanje jedra kernelFresnelCalculate_().
5.2.2 Jedro kernelFresnelCalculate_()
V jedru kernelFresnelCalculate_() se dejansko izračuna vrednosti zakritja Fresnel-
ovih con v vsaki celici na obroču. Kot je bilo že omenjeno, je število niti za izračun obroča
enako 8i2. Vsaka nit mora najprej izračunati svojo koordinato (x, y):
x[j] =


j ·Vs[j] + xpoi, north
−j + xpoi, west
j ·Vs[j] + xpoi, south
j + xpoi, east
(23)
y[j] =


−j + ypoi, north
j ·Vs[j] + ypoi, west
j + ypoi, south
j ·Vs[j] + ypoi, east
(24)
kjer je j indeks vertikalne skupine vmesnih točk računanja (slika 23). Indeks j začne
šteti od oddajnika in raste proti obroču. (xpoi, ypoi) je pozicija oddajnika, (x[j], y[j]) pa
je pozicija vertikalne skupine vmesnih točk računanja.
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__global__ void kernelFresnelCalculate_()
__shared__ int result[] // skupni pomnilnik za začasno hranjenje rezultata2
__shared__ int clutter[] // skupni pomnilnik za začasno hranjenje tipa terena
izračun (x,y) za vertikalno skupino točk4
izračun Fresnelovih razdalj d1 in d2
izračun fd=sqrt(d1*d2/(d1+d2))6
izračun višine središčnice h v točki (x,y)
branje in zapis rabe terena v clutter[thread_id]8
branje višine terena hp v točki (x,y) iz teksturnega pomnilnika, bilinearna interpolacija
izračun vpliva ukrivljenosti zemlje hc10
if d1 > dc and d2 > dc then
hp = hp + Vc[clutter[thread_id]] // povišanje terena zaradi rabe tal12
for i from #Vlr downto 0 do // vertikalno sondiranje zakrivanja Fresnelovih con
fn=Vlr[i]*fd // izračun formule za Fresnelove cone14
if hp > (h+fn) then
result[thread_id]=#Vlr-i-1 // teren zakriva Fresnelovo cono višje od središčnice16
break
if hp > (h-fn) then18
result[thread_id]=#Vlr+i-1 // teren zakriva Fresnelovo cono nižje od središčnice
else20
break
22
__syncthreads() // čakanje na rezultate vseh niti v bloku (na tem mestu so niti sinhornizirane)
24
step=1
do // iskanje minimalne vrednosti v result[] znotraj enega bloka26
if step & thread_id <> 0 then
break28
if result[thread_id] > result[thread_id+step] then
result[thread_id] = result[thread_id+step]30
__syncthreads()
step = step<<132
while step <= thread_dim
// minimalna vrednost rezultata enega bloka je vpisana v result[0]34
if thread_id == 0 then36
atomicMin(Vr[ring_id],result[0]) // zapis rezultata v obroč s funkcijo atomic
Slika 24: Jedro kernelFresnelCalculate_().
V vsaki vertikalni skupini točk s koordinatama (x[j], y[j]) se izvedejo naslednje ope-
racije:
1. Branje višine terena iz teksturnega pomnilnika z ukazom hp = tex2D(tex, x[j], y[j]);
argument tex je kazalec na teksturni pomnilnik. Prebrana višina terena v točkah je
bilinearna interpolacija višin štirih sosednjih celic.
2. Višina terena se zniža za faktor ukrivljenosti zemlje (enačba (14)).
3. Izračunata se razdalji d1in d2 s pomočjo enačb d1 = Vd[j] · j/i in d2 = Vd[j]− d1.
4. V zanki se vertikalno sondira in poišče Fresnelovo zakritje z enačbo (22).
5. Poišče se minimalna vrednost Fresnelovega zakritja vzdolž celotnega prereza od
oddajnika do točke računanja na obroču in rezultat se zapiše v Vr.
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Bilinearna interpolacija ne zahteva dodatnega računskega časa, ker je to funkcija strojne
opreme oz. teksturnega pomnilnika na graﬁčni kartici NVIDIA. Bilinearna interpolacija na
graﬁčni kartici NVIDIA deluje samo na tipih spremenljivk unsigned char, unsigned short
in ﬂoat. Ne deluje pa na tipih int in double. V implementaciji algoritma se uporablja
zapis višin v tipu unsigned short. Poleg tega pa je bilinearna interpolacija na graﬁčni
kartici NVIDIA omejena na natančnost 9 bitov, kar za potrebe interpolacije višine terena
popolnoma zadošča.
Psevdokoda za kernelFresnelCalculate_() je prikazana na sliki 24.
5.2.3 Jedro kernelFresnelWrite_()
V CUDA-jedru kernelFresnelWrite_() se rezultati zakritja Fresnelovih conVr shranijo
v obroč (slika 25). Hkrati se izbrišejo vrednosti v setu Vr, da je pripravljen za računanje
v naslednjem obroču.
__global__ void kernelFresnelWrite_()
izračun (x,y) za vsako točko na obroču2
izračun azimuta
izračun naklona4
if propagation==true then
izračun Gtxant6
izračun PRX
zapis PRX v obroč // rezultat je radijsko pokrivanje8
else
zapis Vr v obroč // rezultat je zakrivanje Fresnelovih con10
Slika 25: Jedro kernelFresnelWrite_().
5.3 Upoštevanje rabe tal pri izračunu zakritja Fresnelovih con.
Pri razpolaganju s podatki o rabi tal se lahko izračun zakritja Fresnelovih con izboljša
z dvigom višine terena pri samem izračunavanju. Običajno je raba tal podana glede na
uporabo (urbano brez pozidave, predmestje, gosto urbano, park ...), tip rastlinja (kme-
tijska površina, gozd, močvirje) ali vodo. V angleški literaturi se datoteka, ki vsebuje
podatke o rabi tal, imenuje clutter ﬁle. Raba tal je za vsako celico zemljevida podana v
obliki celega števila. Za konkretni primer Slovenije je bila uporabljena datoteka za rabo
tal, ki ima 12 možnih vrednosti (tabela 5).
Za vsak tip rabe tal se intuitivno uvede vrednost povišanja terena v metrih. V po-
glavju 6 je opisano, kako je mogoče te vrednosti korigirati z metodo primerjave radijskih
predikcij z meritvami na terenu. Višino terena se korigira (poviša) samo na področju
terena, ki je od oddajnika ali sprejemnika bolj oddaljena od vnaprej izbrane vrednosti dc
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(slika 24, vrstici 11 in 12). Izkaže se, da je za vrednost dc najbolje vzeti vrednost reda
100 metrov.
Vrednost Opis Intuitivna
povprečna
višina vc
1 urbano brez pozidave 0
2 predmestje (pod 8 m) 6
3 urbano (med 8 m in 15 m) 11
4 gosto urbano (nad 15 m) 15
5 kmetijska površina 1
6 gozd 14
7 močvirje 0
8 suha odprta zemljišča s posebnim rastlinskim pokrovom 1
9 odprta zemljišča brez rastlinskega pokrova ali z
nepomembnim rastlinskim pokrovom
0
10 voda 0
11 industrijsko območje 15
12 park 1
-9999 ni podatka 0
Tabela 5: Raba tal.
5.4 Nadgradnja modula za izračun zakrivanja Fresnelovih con v
enostaven model za izračun radijskega pokrivanja (algoritem
FZCP)
Na osnovi ideje o izračunu radijskega pokrivanja s pomočjo teorije uklona na klinasti oviri
se osnovni modul razširi z nekaj enostavnimi enačbami in dobi se enostaven predikcijski
model za izračun radijskega pokrivanja. V osnovi je model podoben Durkinovemu modelu
[22, 21, 17]. Bistvena razlika je vpeljava dviga višine terena na podlagi podatka o rabi
tal in opustitev efektivne višine oddajne in sprejemne antene. Model se poenostavi tudi
zaradi enotne obravnave področij LOS in NLOS za razliko od Durkinovega modela, kjer
za področja LOS veljajo drugačne enačbe kot pri področju NLOS. S tem se doseže eno-
stavnejši in ﬁzikalno preglednejši zapis enačb za radijsko slabljenje. Izkaže se, da modela
skorajda ni treba umerjati, saj je mogoče že intuitivno določiti parametre modela glede
na ﬁzikalno sliko razširjanja radijskih valov. Za boljšo natančnost bi bilo treba upošte-
vati odboje od tal na determinističen način, kar pomeni izračun vpadnih kotov in izračun
slabljenja zaradi dvojnega žarka (direktnega in odbitega od podlage). V enostavnem mo-
delu se tega ne upošteva. Prav tako se ne upošteva uklona na dvojni, trojni ali večkratni
klinasti oviri.
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5.4.1 Slabljenje zaradi uklona na klinasti oviri
Za vsako točko na terenu je mogoče izračunati prispevek slabljenja zaradi efekta klinaste
ovire. V prvi fazi predpostavimo, da računamo z enojno klinasto oviro. Električno polje
Ed za klinasto oviro se zapiše:
Ed
E0
= F (ν) =
(1 + j)
2
∞ˆ
v
e
−jpit2
2 dt (25)
kjer je F (ν) kompleksni Fresnelov integral, ν pa je Kirchoﬀov uklonski parameter na
klinasti oviri in je podan z enačbo:
ν = h
√
2(d1 + d2)
λ d1 d2
(26)
Ker je h enak F n(enačba (18)), je s pravilnim predznakom mogoče zapisati:
ν = Fn
√
2(d1 + d2)
λ d1 d2
= sgn(n)
√
|n|λd1d2
d1 + d2
2(d1 + d2)
λd1d2
= sgn(n)
√
2|n| (27)
Pri tem se predpostavlja, da n zavzame negativne vrednosti pod središčnico. Deﬁnicija
funkcije sgn() je zapisana v enačbi (7).
Slabljenje na enojni klinasti oviri [36] je podano z enačbo:
Fd = 20 log
{
1√
2
√
[0.5− C(ν)]2 + [0.5− S(ν)]2
}
(28)
oziroma se ga izrazi kot funkcijo parametra n, ki je predhodno izračunan v modulu:
Fd = 20 log
{
1√
2
√
[0.5− C(sgn(n)
√
2|n|)]2 + [0.5− S(sgn(n)
√
2|n|)]2
}
(29)
pri čemer sta C() in S() Fresnelova kosinusni in sinusni integral in sta deﬁnirana z
enačbama:
C(x) =
xˆ
0
cos(t2)dt (30)
S(x) =
xˆ
0
sin(t2)dt (31)
Slabljenje, izračunano s pomočjo enačbe (29), je prikazano na sliki 26.
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Slika 26: Slabljenje na klinasti oviri.
Vsaka vertikalna točka predstavlja konkretno Fresnelovo cono in s tem tudi faktor
slabljenja Fd[dB]. Set Vfd ima toliko elementov, kot je vertikalnih točk:
#Vfd =
⌈
2
nmax
nstep
⌉
(32)
V vsak element setaVfd se vpiše izračunana vrednost slabljenja s pomočjo enačbe (29).
V literaturi se za izračun faktorja slabljenja na klinasti oviri pogosto uporabljajo približne
formule za posamezne odseke. Ker je število vertikalnih točk relativno majhno (od nekaj
deset do nekaj sto) in ker se izračun faktorja slabljenja izračuna samo enkrat za celoten
izračun predikcije, se vrednosti izračunajo numerično direktno s pomočjo enačbe (29).
Uporabljena je izvorna koda iz [66]. Tako se dobi natančen izračun faktorja slabljenja oz.
ojačanja tudi za področja, kjer je prva Fresnelova cona popolnoma odkrita.
5.4.2 Izračun radijskega pokrivanja
Moč signala na sprejemni strani se izračuna z logaritemsko formulo:
PRX = PTX +Gtx −Dtx(Φ,Θ) +Grx −Drx − A0 − A1log(d)− 20 log(f) + Fd (33)
pri čemer je PTX moč oddajnika, Dtx inDrx sta smerna diagrama oddajne in sprejemne
antene [3], A0 je odmik (oﬀset), A1 pa je naklonski koeﬁcient razdalje d med oddajnikom
in sprejemnikom. PRX predstavlja moč signala na vhodu sprejemnika.
Pri mobilnih komunikacijah je sprejemna antena običajno enostavna paličasta ali vgra-
jena v napravo. Predpostavlja se, da je smerni diagram sprejemne antene Drx približno
enak v vse smeri, zato se ga v izračunih vzame kot konstanto. Nasprotno pa je sevanje
oddajne antene (bazna postaja) odvisno od smeri oddajanja in je treba upoštevati smerni
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diagram. Proizvajalec običajno poda ojačanje antene v glavnem snopu Gtx in smerni
diagram v dveh ravninah Dtx(Φ,Θ); za azimut in za naklon. Če ima antena glavni snop
v smeri osi x, smerni diagram za azimut leži v ravnini xy, kot, ki oklepa želeno smer in
os x, pa je označen z grško črko Φ. Smerni diagram za naklon leži v ravnini xz, kot, ki
oklepa želeno smer in os x, pa je označen z grško črko Θ. Na sliki 27 je prikazan primer
smernega diagrama.
Slika 27: Smerni diagram oddajne antene, vir: [68].
Smerni diagram za azimut je podan kot set s 360 elementi v obliki, pri kateri ima vsak
element zapis slabljenja v dB za vsako kotno stopinjo smeri neba:
VΦ = {ao, a1,a2, ..., a359} (34)
Smerni diagram za naklon je podan kot set s 360 elementi v obliki, pri kateri ima vsak
element zapis slabljenja v dB za vsako kotno stopinjo naklonskega kota:
VΘ = {n0, n1, n2, ..., n359} (35)
Nekaj dokaj enakovrednih metod za aproksimacijo 3D-smernega diagrama iz horizon-
talnega in vertikalnega zapisa 2D-antenskega diagrama je zapisanih v [32, 82, 64]. Izbrana
je utežna metoda [82], ker je enostavna za implementacijo. Osnovna enačba za aproksi-
macijo smernega diagrama antene je:
D(Φ,Θ) =
VΦ[Φ] · w1 +VΘ[Θ] · w2
k
√
wk1 + w
k
2
, (36)
40
kjer avtor [82] kot optimalno vrednost navaja k = 2. Člena w1 in w2 sta uteži, deﬁnirani
z naslednjima enačbama:
w1(Φ,Θ) = vert(Θ) · [1− hor(Φ)]
w2(Φ,Θ) = hor(Φ) · [1− vert(Θ)] (37)
Člena hor(Φ) in vert(Θ) pa sta izračunana z enačbama:
hor(Φ) = 10−
VΦ[Φ]
10
vert(Θ) = 10−
VΘ[Θ]
10 (38)
Algoritem 3 Diagram poteka računanja radijskega pokrivanja po obročih.
START
Kopiranje DMV v
globalni pomnilnik
graﬁčne kartice, brisanje
seta Vr, izračun seta
Vlr, izračun seta Vfd
kernelFresnelPrepare_();
izračun
VhN ,VhS ,VhW ,VhE ,Vd
in Vs
kernelFresnelCalculate_();
izračun (x, y), d1, d2,
branje h iz TMEM,
zanka za zakrivanje Fre-
snela, zapis maksimalne
vrednosti v Vr
kernelFresnelWrite_();
izračun Gtxant, izračun
Fd iz Vr in Vfd, izračun
in zapis PRX v obroč
Naslednji
obroč?
Kopiranje rezultata v
pomnilnik računalnika
in nato na trdi disk.
STOP
da
ne
Na sliki algoritma 3 je prikazan diagram poteka za izračun radijskega pokrivanja po
obročih. V primerjavi z modulom za izračun zakrivanje Fresnelovih con (slika 2) je pri
modulu za izračun radijskega pokrivanja dodan izračun seta Vlr na začetku izvajanja
programa ter kar nekaj bistvenih sprememb v CUDA-jedru kernelFresnelWrite_().
Ob upoštevanju, da je kompleksnost izračuna CUDA-jedra kernelFresnelCalculate_()
enaka O(r3) in da je kompleksnost izračuna CUDA-jedra kernelFresnelWrite_() enaka
O(r2), se pri večjih r čas računanja zaradi te dodelave ne poveča bistveno.
Na sliki 25 je prikazana psevdokoda CUDA-jedra kernelFresnelWrite_(). Z bi-
tno spremenljivko propagation se izbere, ali bo rezultat radijsko pokrivanje (propaga-
tion=true) ali zakrivanje Fresnelovih con (propagation=false).
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6 Testiranje algoritma za računanje zakrivanj Fresne-
lovih con in radijskega pokrivanja
Slika 28 prikazuje dva izračuna zakrivanj Fresnelovih con. Izračun je bil narejen z nasle-
dnjimi vhodnimi podatki:
• Lokacija: stolp Rašica (točno na sredini slike).
• Teren: 40 km x 40 km.
• Ločljivost DMV: 12,5 m.
• Višina oddajnika nad terenom: 18 m, višina sprejemnika (htgt): 3 m.
• Število računanih Fresnelovih con: 30.
(a) (b)
Slika 28: Zakrivanje Fresnelovih con za λ = 10 cm (a) in za λ = 30 cm (b).
Na sliki 28(a) je prikazan izračun za valovno dolžino λ = 10 cm, na sliki 28(b) pa je
prikazan izračun za valovno dolžino λ = 30 cm. Barve z negativnim indeksom, manjšim
od −1, prikazujejo področja, kjer je prva Fresnelova cona v celoti zakrita. Zelena po-
meni zakrivanje druge, svetlo modra tretje, temno modra četrte in temno vijolična pete
Fresnelove cone. Svetlo vijolična označuje zakritje Fresnelovih con od šeste naprej.
Barve s pozitivnim indeksom, večjim od 1, prikazujejo področja, na katerih je prva Fre-
snelova cona popolnoma odkrita. Oranžna pomeni odkrivanje druge, rdeča tretje, temno
rdeča četrte in rjava pete Fresnelove cone. Odtenki sive pomenijo odkritje Fresnelovih
con od šeste naprej. Svetlo siva označuje področja, kjer so vse Fresnelove cone, ki so upo-
števane v izračunu, v celoti odkrite. Bela barva označuje področja, kjer so vse Fresnelove
cone, ki so upoštevane v izračunu, v celoti zakrite.
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(a) (b)
Slika 29: Izračun vidnosti (a) in izračun zakrivanja Fresnelovih con za λ = 30 cm, prekrit
z izračunom vidnosti (b).
Če primerjamo obe sliki, takoj opazimo razliko v površini pokrivanja. Predvsem pri
svetlo vijolični barvi je opazno, da se pri daljših valovnih dolžinah razlije na bolj za-
krite kotičke terena. Po drugi strani pa daljše valovne dolžine pomenijo bolj napihnjene
Fresnelove cone in s tem rezanje spodnjega dela elipsoida, kar se kaže v manjši povr-
šini popolnoma odprtih področij (manj oranžnih, rdečih, temno rdečih, rjavih in sivih
odtenkov).
(a) (b)
Slika 30: Primer izračuna radijskega pokrivanja s krožno anteno za λ = 10 cm (a) in za
λ = 30 cm (b).
Na sliki 29(a) je iz iste lokacije izračunana optična vidnost. Črna barva pomeni, da je
področje optično vidno, bela barva pomeni, da področje optično ni vidno. Na sliki 29(b)
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je prikazan isti izračun kot na sliki 28(b), s to razliko, da je dodatno prekrit s sliko vidnosti
(črna barva). Lepo je opazno delno pokrivanje rumenega področja (prva Fresnelova cona
je delno zastrta). Področje, kjer je pokrita več kot polovica prve Fresnelove cone, je na
tej sliki rumeno. Področje, kjer je odkrite več kot pol prve Fresnelove cone, se je skrilo
pod črno barvo (vidno področje). Točno na meji med rumeno in črno barvo je mogoče
pričakovati slabljenje −6 dB zaradi efekta zakrivanja Fresnelovih con.
Na sliki 30 je prikazan izračun za izmišljen primer radijskega pokrivanja za anteno
s krožnim smernim diagramom za valovno dolžino λ = 10 cm (a) in za valovno dolžino
λ = 30 cm (b). Moč oddajnika je nastavljena na velikostni razred 1W . Uporabljen je
dvig terena zaradi uporabe tal (tabela 5).
Na sliki 31 sta prikazana dva izračuna za isto valovno dolžino. Ne levi sliki ni bil
upoštevan dvig terena zaradi rabe tal, na desni sliki dvig terena upoštevamo. Zaradi
dviga terena se pokažejo dodatne podrobnosti, ki zelo prispevajo k natančnosti izračuna
radijskega pokrivanja.
(a) (b)
Slika 31: Primer izračuna radijskega pokrivanja s krožno anteno za λ = 10 cm. Pri levi
sliki (a) ni upoštevan dvig terena zaradi rabe tal, pri desni sliki (b) je dvig terena zaradi
rabe tal upoštevan.
6.1 Izračun pokrivanja 3-metrskega valovnega področja in pri-
merjava z meritvami
Za potrditev pravilnosti izračuna radijskega pokrivanja z enostavnim modelom je bil na
3-metrskem radijskem področju uporabljen obstoječi radiodifuzni oddajnik za FM-radio
na Krimu. Na terenu je bila v zimskem času (ni rastja) merjena jakost signala z osebnim
avtomobilom. Uporabljena je bila naslednja merilna oprema:
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• Spektralni analizator Anritsu MS2721B.
• Paličasta antena Trival ADS-21/4-C z magnetnim podstavkom ADM-21/MA6, oja-
čanje 0 dB, pasovna širina 8 MHz, umerjena na 92 MHz.
• GPS Garmin GPSmap 60CSx z izhodom RS232.
• Osebni računalnik z operacijskim sistemom Linux in aplikacijo za zajem podatkov
iz spektralnega analizatorja in GPS-a.
Merjene so bile tri radijske frekvence: 88 MHz, 93,5 MHz in 96,5 MHz. Meritev je
potekala na področju Ljubljanske kotline, predvsem na področju Medvod, Vodic, Brnika,
Most, Cerkelj na Gorenjskem in Ambroža. Tako je bil zajet celoten spekter meritev: v
vidnem področju, za oviro in tudi področja, kjer je prva Fresnelova cona prosta (Ambrož).
Na sliki 32 je prikazan izsek meritve. V ozadju je v deloma transparentni barvi prikazano
izračunano pokrivanje.
Slika 32: Izsek meritve na terenu za frekvenco 88 MHz. V ozadju je izračun radijskega
pokrivanja.
Jakost signala je bila izmerjena v 6423 točkah. Jakost signala je bila v vsaki izmerjeni
točki primerjana z izračunano vrednostjo z enačbo za standardno deviacijo:
σ =
√√√√∑ x2 − (∑ x)2
n
n− 1 , (39)
kjer je x = PRX − Pmes za vsako izmerjeno lokacijo. Člen PRX je izračunana vrednost
radijskega pokrivanja z enačbo (33), Pmes pa je izmerjena vrednost na lokaciji meritve.
Model za izračun radijskega pokrivanja je tem natančnejši, čim manjša je standardna
deviacija σ.
Na sliki 33(a) je prikazana standardna deviacija v odvisnosti od višine sprejemne an-
tene. Na tako velikem vzorcu meritev je mogoče opaziti razliko v izračunu zaradi višine
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sprejemne antene. Iz grafa je mogoče razbrati, da je najmanjša standardna deviacija
takrat, ko damo v izračun višino sprejemne antene ∼ 1, 6m, kar se sklada z realnostjo.
Paličasta antena z magnetnim podstavkom je bila ves čas meritve na sredini strehe obi-
čajnega avtomobila – limuzine.
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Slika 33: Standardna deviacija v odvisnosti od računane višine sprejemne antene na av-
tomobilu (a) in standardna deviacija v odvisnosti od dviga višine DMV zaradi rabe tal
za gozdno področje. Grafa veljata za 3-metrsko frekvenčno področje.
Na sliki 33(b) je prikazana sprememba standardne deviacije zaradi upoštevanja različne
višine gozda. Pri konkretnem primeru je najmanjša standardna deviacija takrat, ko DMV
na področju gozda dvignemo za ∼ 14m. Podobno lahko naredimo za vse vrednosti rabe
tal iz tabele 5.
Če dvig terena zaradi rabe tal ni uporabljen, je σ = 6, 01011 dB. Če dvig terena zaradi
rabe tal je uporabljen, je σ = 5, 57336 dB.
6.2 Izračun pokrivanja LTE na frekvenčnem področju 800 MHz
in primerjava z meritvami
Na frekvenčnem področju 800 MHz so uporabljene meritve na terenu za 56 različnih
radijskih celic. Lokacije radijskih celic in azimut anten so prikazani na sliki 34. Na vsaki
radijski celici je opravljenih od 207 meritev pa do 34849 meritev. Na vseh radijskih celicah
skupaj je opravljenih 471854 meritev. Meritve so opravljene z merilnim avtomobilom s
profesionalno merilno opremo:
• Merilni inštrument Rohde & Schwarz TSMW.
• Paličasta antena na strehi avtomobila za frekvenčno področje 800 MHz.
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Slika 34: Radijske celice LTE 800 MHz, ki so bile uporabljene pri analizi modula za
izračun pokrivanja, vir: mGis.
Za vsako radijsko celico so na voljo naslednji podatki:
• Ime radijske celice.
• Lokacija radijske celice: x in y.
• Tip antene (vertikalni in horizontalni smerni diagram, ojačanje).
• Višina antene.
• Azimut.
• Mehanski in električni naklon antene.
• Meritve jakosti signala RSRP na različnih lokacijah v dometu radijske celice.
Podobno kot pri izračunu pokrivanja FM so tudi tukaj izmerjene vrednosti primerjane
z izračunom radijskega pokrivanja. Namesto meritve iz enega oddajnika je na voljo več
meritev iz več oddajnikov (radijskih celic). Za vsako radijsko celico posebej je izračunana
standardna deviacija σc z enačbo:
σc =
√√√√∑ x2 − (∑ x)2
n
n− 1 , (40)
kjer je x = PRX −Pmes, za vsako izmerjeno lokacijo. Člen PRX je izračunana vrednost
radijskega pokrivanja z enačbo (33), Pmes pa je izmerjena vrednost na lokaciji meritve.
Za vsako radijsko celico je izračunana lastna standardna deviacija. Skupno deviacijo je
možno prikazati kot povprečje posameznih rezultatov (enačba (41)), kjer nc predstavlja
število radijskih celic.
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σ =
∑
σc
nc
(41)
Skupno deviacijo pa je možno prikazati tudi kot uteženo povprečje posameznih re-
zultatov (enačba (42)), kjer je utež število posameznih meritev wc v vsaki radijski celici.
Število vseh meritev za vse radijske celice je w =
∑
wc. Na graﬁh, ki sledijo, sta prikazani
obe krivulji.
σ =
∑
σcwc∑
wc
(42)
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Slika 35: Slika (a) prikazuje standardno deviacijo v odvisnosti od dviga DMV zaradi
rabe tal za gosto urbano področje. Slika (b) prikazuje standardno deviacijo v odvisnosti
od dviga višine DMV zaradi rabe tal za gozdno področje. Grafa veljata za frekvenčno
področje 800 MHz LTE.
Na sliki 35(a) je prikazana standardna deviacija dviga DMV zaradi rabe tal za gosto
urbano področje. Minimum se pokaže pri višini stavb ∼ 12m. Pokaže se zelo izrazit
minimum pri višini gozda na sliki 35(b). Minimum je pri vrednosti ∼ 20m. Ena od
možnih razlag, zakaj je višina gozda na LTE 800 MHz višja kot pri FM, je ta, da so FM-
meritve nastale v zimskem času v suhem vremenu, LTE-meritve pa so skupek merjenj
v vseh letnih časih, lahko tudi v vlažnem vremenu. Pozelenel gozd, še posebej če je
razmočen zaradi dežja, predstavlja močnejšo oviro za radijske valove. Poleg tega pa višja
frekvenca teže prodira skozi gozdni prostor kot nižja.
Na sliki 36(a) je prikazana standardna deviacija v odvisnosti od vrednosti parametra
A1 iz enačbe (33). Izkaže se, da je optimalna vrednost zelo blizu 20. Za dvig terena zaradi
rabe tal pa je optimalna vrednost ∼ 100m od oddajnika in sprejemnika (slika 36(b)).
49
 7,2
 7,4
 7,6
 7,8
 8
 8,2
 8,4
 8,6
 18  20  22  24  26  28  30
st
an
da
rd
na
 d
ev
ia
cij
a σ
 
[dB
]
vrednost parametra A1
utežena σ
neutežena σ
 7,2
 7,4
 7,6
 7,8
 8
 8,2
 8,4
 8,6
 8,8
 20  40  60  80  100 120 140 160 180 200
st
an
da
rd
na
 d
ev
ia
cij
a σ
 
[dB
]
min. razdalja za upoštevanje dviga terena [m]
utežena σ
neutežena σ
(a) (b)
Slika 36: Standardna deviacija v odvisnosti od vrednosti parametra A1 iz enačbe (33) je
na sliki (a). Slika (b) prikazuje standardno deviacijo v odvisnosti od minimalne razdalje
dc, na kateri upoštevamo dvig terena zaradi rabe tal (poglavje 5.3). Grafa veljata za
frekvenčno področje 800 MHz LTE.
6.3 Izračun pokrivanja LTE na frekvenčnem področju 1800 MHz
in primerjava z meritvami
Na frekvenčnem področju 1800 MHz so uporabljene meritve 80 različnih radijskih celic.
Lokacije radijskih celic in azimut anten so prikazani na sliki 37. Na vsaki radijski celici
je opravljenih od 6974 meritev pa do 25675 meritev. Na vseh izbranih radijskih celicah
skupaj je opravljenih 785802 meritev. Metodologija izračuna je ista kot za frekvenčno
področje 800 Mhz.
Slika 37: Radijske celice LTE 1800MHz, ki so bile uporabljene pri analizi modula za
izračun pokrivanja, vir: mGis.
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Na sliki 38(a) je prikazana standardna deviacija dviga DMV zaradi rabe tal za gosto
urbano področje. Minimum se pokaže pri višini stavb ∼ 12m. Pokaže se zelo izrazit
minimum pri višini gozda na sliki 38(b), ki je pri vrednosti ∼ 18m.
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Slika 38: Slika (a) prikazuje standardno deviacijo v odvisnosti od dviga DMV zaradi
rabe tal za gosto urbano področje. Slika (b) prikazuje standardno deviacijo v odvisnosti
od dviga višine DMV zaradi rabe tal za gozdno področje. Grafa veljata za frekvenčno
področje 1800 MHz LTE.
Na sliki 39(a) je prikazana standardna deviacija v odvisnosti od vrednosti parametra
A1 iz enačbe (33). Zopet se izkaže, da je optimalna vrednost zelo blizu 20. Za dvig
terena zaradi rabe tal pa je optimalna vrednost ∼ 100m od oddajnika in sprejemnika
(slika 39(b)).
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Slika 39: Standardna deviacija v odvisnosti od vrednosti parametra A1 iz enačbe (33) je
na sliki (a). Slika (b) prikazuje standardno deviacijo v odvisnosti od razdalje, na kateri
upoštevamo dvig terena zaradi rabe tal. Grafa veljata za frekvenčno področje 1800 MHz
LTE.
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6.4 Primerjava časa računanja algoritma na GPE in na CPE
Na sliki 40 je prikazana primerjava časa računanja zakrivanja Fresnelovih con za različne
radije. Izračun algoritma za različne radije je narejen na graﬁčni kartici NVIDIA GTX
780Ti. Za primerjavo je isti izračun narejen na enem jedru procesorja Intel i7-4790.
Uporabljen je primer iz slike 28(b), ločljivost digitalnega zemljevida je 25 m x 25 m. V
konkretnem primeru je bil čas izračuna na GPE približno za faktor 15 manjši od časa
izračuna na enem jedru CPE. Na GPE je uporabljena strojna bilinearna interpolacija pri
branju digitalnega zemljevida. Na CPE strojna bilinearna interpolacija ne obstaja, zato je
izračun nenatančen. Bilinearno interpolacijo bi bilo mogoče na CPE narediti programsko,
kar bi še dodatno podaljšalo čas izračuna na CPE.
čas računanja [s]
radij računanja [km] število točk i7-4790 GTX 780Ti pohitritev
1 1600 0,5 0,4 1,3
5 40000 5,1 1,0 5,1
10 160000 31,5 3,6 8,8
15 360000 100,3 9,4 10,7
20 640000 252,4 20,4 12,4
25 1000000 494,3 38,1 13,0
30 1440000 880,9 65,2 13,6
35 1960000 1440,0 101,7 14,2
40 2560000 2305,3 156,2 14,8
45 3240000 3535,2 231,0 15,3
50 4000000 5119,9 323,9 15,8
Tabela 6: Tabelarični prikaz časa izračuna algoritma za zakrivanje Fresnelovih con na
enem CPE brez bilinearne interpolacije in na GPE z bilinerano interpolacijo.
Iz navedenega je mogoče zaključiti, da bi na konkretni konﬁguraciji dobili podoben
čas izračuna na CPE in na GPE, če bi na CPE hkrati uporabili več kot 15 CPE-jeder
(upoštevati je treba še izračun bilinearne interpolacije). Če upoštevamo dejstvo, da CPE-
jedra med računanjem na GPE lahko samostojno opravljajo druge naloge in če upoštevamo
še sprejemljivo ceno graﬁčne kartice, je za konkretni algoritem smiselna izbira izračuna
na GPE.
6.5 Časovni potek izvajanja algoritma na GPE
Na sliki 41 je prikazan časovni potek izvajanja algoritma. Prikazan je čas izračuna iz
primera v prejšnjem poglavju. Radij računanja je 10 km. Iz slike se vidi, da večino časa
izvajanja, več kot 99 odstotkov, potrebuje glavno CUDA-jedro (kernelFresnelCalculate), v
katerem se izvaja vzporedno računanje. Kopiranje podatkov na graﬁčno kartico (MemCpy
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Slika 40: Graﬁčni prikaz časa izračuna algoritma za zakrivanje Fresnelovih con na enem
CPE brez bilinearne interpolacije in na GPE z bilinerano interpolacijo.
HtoD) in kopiranje rezultata iz graﬁčne kartice (MemCpy DtoH) v primerjavi s celotnim
časom izvajanja programa potrebujeta minimalni čas.
Slika 41: Časovni potek (timeline) izvajanja algoritma za izračun zakrivanja Fresnelovih
con. Slika je narejena s programom NVIDIA Visual Proﬁler [59].
Algoritem za izračun zakrivanja Fresnelovih con je po Amdahlovem zakonu zelo prime-
ren za vzporedno implementacijo. Strogo sekvenčne operacije (npr. rezervacija pomnil-
nika, kopiranje podatkov), ki se jih ne da implementirati na vzporedni način, v primerjavi
s celotnim časom izračuna porabijo zelo malo časa, gledano v odstotkih.
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6.6 Primerjava algoritma FFZ z algoritmom za računanje zakri-
vanja Fresnelovih con
Algoritem FFZ [5] je prva nadgradnja algoritma za izračun vidnosti. Za primer točka (TX)
več točk (RX) izračuna karto, na kateri je prikazana vidnost, kot dodatek pa območje,
na katerem je prva Fresnelova cona delno zakrita, izračuna vrednost ω. V področju
NLOS je ω = 0, v področju LOS, na katerem je prva Fresnelova cona delno zakrita, je
0 < ω < 1, in v področju LOS, na katerem je prva Fresnelova cona popolnoma odkrita,
je ω = 1. Algoritem ne obravnava področja NLOS podrobneje, prav tako pa podrobneje
ne obravnava področja LOS, na katerem je prva Fresnelova cona popolnoma odkrita.
(a) (b)
Slika 42: Izračun karte z algoritmom FFZ (a) in z algoritmom FZC (b) za λ = 30 cm.
Na sliki 42(a) je prikazan izračun karte Fresnelovih con z algoritmom FFZ, na sliki 42(b)
pa izračun karte Fresnelovih con z algoritmom FZC. Algoritem FFZ izračuna vidnost (črna
barva in siva barva). Prednost algoritma FFZ pred klasičnim izračunom vidnosti je v po-
drobnejši obravnavi prve Fresnelove cone, pa še to samo v območju vidnosti. Algoritem
FZC pa prikaže poljuben spekter Fresnelovih con v območju LOS in v območju NLOS.
Algoritem FFZ je implementiran v sekvenčnem načinu, medtem ko je algoritem FZC
implementiran na vzporedni način.
Nadgradnja algoritma FZC na enostaven model radijskega pokrivanja je trivialna (vpe-
ljava Friisove enačbe in upoštevanje smernih diagramov anten). Nadgradnja algoritma
FFZ na model pokrivanja bi dala precej manj natančne rezultate, saj algoritem ne upo-
števa vpliva Fresnelovih con v področju NLOS.
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7 Algoritem za izračun prečnega preseka Fresnelovih
con med oddajnikom in sprejemnikom (algoritem FZTI)
7.1 Konstruiranje normiranega preseka Fresnelovih elipsoidov
Razširitev algoritma za računanje zakrivanja Fresnelovih con je algoritem, ki zna prikazati
prečni presek Fresnelovih con med oddajnikom in sprejemnikom. Osnova tega algoritma je
slika normiranega preseka Fresnelovih elipsoidov. Na podlagi te slike se izdelajo nadaljnji
izračuni.
Konstruiranje normiranega preseka Fresnelovih elipsoidov je narejeno v funkciji
kernelConstructFresnelZoneIntersection_(), v datoteki CUserModule.cu,
modul r.cuda.rﬂink. Normiran presek Fresnelovih elipsoidov je prikazan na sliki 43.
ry
rx
Fdim
nmax x
y
xf
yf
Slika 43: Normiran presek Fresnelovih elipsoidov.
V globalnem pomnilniku GPE je rezerviran pomnilnik v velikosti Fdim · Fdim· sd, pri
čemer je Fdim število točk na stranici kvadrata, sd pa je število bajtov za zapis ene točke.
V konkretnem primeru je uporabljen zapis točke tipa int in velja sd = 4.
Izhodišče je osnovna enačba za izračun Fresnelovih con:
Fn =
√
nλ
d1d2
d1 + d2
, (43)
pri čemer je d1 razdalja do oddajnika, d2 je razdalja do sprejemnika, λ je valovna
dolžina elektromagnetnega valovanja, n pa je številka Fresnelove cone. Člen n je lahko
tudi realno pozitivno število in za vmesne vrednosti med celimi števili predstavlja točko
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znotraj cone. Člen Fn predstavlja razdaljo od središčnice. Pri opazovanju določene točke
v prostoru oziroma pri konstrukciji normirane slike je člen
Λ = λ
d1d2
d1 + d2
(44)
konstanta. Enačbo (43) se zapiše:
F 2n = nΛ (45)
Uporabnik modula izbere število želenih Fresnelovih con nmax, ki jih bo opazoval. Za
točko nmax na robu kvadrata (slika 43) velja Fn = Fdim/2 in n = nmax. Konstanto Λ
za normirano sliko se izračuna s pomočjo enačbe (46) in se prenese v GPE v argumentu
CUDA-jedra.
Λ =
F2dim
4 · nmax (46)
Glede na razdaljo r od središča slike se vsaki točki pripiše vrednost Fresnelovega izseka
s pomočjo enačbe:
nr =
r2
Λ
(47)
Razdalja od središča slike je
r =
√(
xf − Fdim
2
)2
+
(Fdim
2
− yf
)2
(48)
Enačba (48) se vstavi v enačbo (47):
nr =
(
xf − Fdim2
)2
+
(
Fdim
2
− yf
)2
Λ
(49)
Enačbo (49) je mogoče zapisati tudi v drugačni obliki, ki je primernejša za kasnejša
izvajanja:
nr =
((xf − Fdim/2
Fdim/2
)2
+
(Fdim/2− yf
Fdim/2
)2)
· nmax (50)
V enačbi (49) ni več kvadratnega korena, kar je ugodno zaradi hitrosti izračuna. Izra-
čun se izvaja v CUDA-jedru za vsako točko na normirani sliki. Člen xf zavzame vse cele
vrednosti med 0 in Fdim − 1, člen yf pa za vsako vrednost xf zavzame vse cele vrednosti
med 0 in Fdim− 1. V sekvenčnem programiranju bi ta izračun izvedli v dvojni ugnezdeni
zanki for. Na paralelni platformi pa vsaka nit izvede izračun za svojo točko, vse niti pa
se načelno izvedejo hkrati.
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Enačba (49) za prvo Fresnelovo cono vrne vrednosti med 0 in 1, za drugo Fresnelovo
cono vrednosti med 1 in 2, za tretjo med 2 in 3 in tako naprej. Zaradi ohranitve vrednosti
za decimalno vejico se vrednost, zapisana v normirano sliko, pomnoži s faktorjem 106.
V sredini prve Fresnelove cone, kjer je rezultat enačbe vrednost 0, se v normirano sliko
zapiše vrednost −1. To je posledica dejstva, da vrednost 0 predstavlja oviro, vrednost,
različna od nič, pa predstavlja prehodno pot za radijske valove. Konkretna aplikacija je
omejena na izračun maksimalno 2147 Fresnelovih con (v praksi se uporablja izračun za
nekaj Fresnelovih con). CUDA-jedro za izračun normiranega preseka Fresnelovih con je
zelo enostavno in je prikazano na sliki 44.
__global__ void kernelConstructFresnelZoneIntersection_(double Λ)
int xx_id = threadIdx.x + blockIdx.x * blockDim.x; // koordinata x2
if(xx_id>=Fdim) return;
int yy_id = blockIdx.y; // koordinata y4
double Dx=Fdim/2-xx_id;
double Dy=Fdim/2-yy_id;6
double Dr=Dx*Dx+Dy*Dy; // razdalja od centra slike
double nr = 1000000.0 * Dr / Λ; // skaliranje oz. množenje z 10000008
fresnel_pict[xx_id+yy_id*Fdim]=nr; // zapis rezultata v sliko
Slika 44: Jedro kernelConstructFresnelZoneIntersection_().
7.2 Skaliranje normiranih presekov Fresnelovih elipsoidov vzdolž
radijske poti
Normiran presek Fresnelovih elipsoidov se na vsaki točki računanja vzdolž radijske poti
skalira na ustrezno velikost. Odmik od središčnice za vsako točko preseka v xf in v yf
smeri je deﬁniran kot:
rx =
(xf − Fdim/2)
Fdim/2︸ ︷︷ ︸
rrx
·
√
λnmax︸ ︷︷ ︸
flsr
·
√
d1d2
d1 + d2︸ ︷︷ ︸
dc
[m] (51)
ry =
(Fdim/2− yf )
Fdim/2︸ ︷︷ ︸
rry
·
√
λnmax︸ ︷︷ ︸
flsr
·
√
d1d2
d1 + d2︸ ︷︷ ︸
dc
[m] (52)
Razdalji d1in d2 morata biti izraženi v metrih. Zaradi kasnejšega prikladnejšega raču-
nanja je r′x v enotah piksli, pri čemer je mres ločljivost vhodnega zemljevida:
r
′
x =
rx
mres
[pix] (53)
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Člen
flsr =
√
λnmax (54)
predstavlja predhodno izračunano konstanto in ga CUDA-jedro prevzame v argu-
mentu. Člena
rrx =
(xf − Fdim/2)
Fdim/2
(55)
in
rry =
(Fdim/2− yf )
Fdim/2
(56)
sta izračunana v vsaki niti CUDA-jedra za vsako točko preseka enkrat. Znotraj CUDA-
jedra je zanka, ki predstavlja potovanje žarka od sprejemnika do oddajnika po vnaprej
določenem elipsoidu. V vsaki točki računanja je izračun člen
fd =
√
d1d2
d1 + d2
(57)
Odmik vsake točke od središčnice je izračunan s poenostavljenima enačbama:
rx = rrx · flsr · fd [m] (58)
ry = rry · flsr · fd [m] (59)
Rezultat rx predstavlja odmik točke računanja levo in desno od središčnice, ry pa
predstavlja odmik točke računanja gor in dol od središčnice.
7.3 Središčnica in izračun ortogonalnih točk na preseku
Na sliki 45 je prikazana središčnica, gledana s ptičje perspektive, na sliki 46 pa pogled
s strani. Središčnica je povezovalna ravna črta med oddajnikom in sprejemnikom oz.
med točkama (xpoi1, ypoi1) in (xpoi2, ypoi2). Razdalja med oddajnikom in sprejemnikom je
izračunana z enačbo (62).
Dx = xpoi2 − xpoi1 [pix] (60)
Dy = ypoi2 − ypoi1 [pix] (61)
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Slika 45: Središčnica, gledano s ptičje perspektive.
D = mres ·
√
D2x +D
2
y [m] (62)
Na sliki 45 so s črnimi pikami prikazane samo nekatere točke računanja. Število točk
računanja je odvisno od ločljivosti vhodnega zemljevida. Za optimalni izračun se koraka
x in y izračunata z naslednjima enačbama:
xstep =

s, |Dx| > |Dy|s · |Dx
Dy
|, |Dx| ≤ |Dy|
(63)
ystep =

s · |
Dy
Dx
|, |Dx| > |Dy|
s, |Dx| ≤ |Dy|
(64)
pri čemer je s korak računanja, prednastavljena vrednost pa je 1. Z večanjem para-
metra s se povečuje korak računanja in s tem zmanjšuje točnost. Hkrati se linearno s
povečanjem koraka skrajša čas računanja.
središ nica
Fresnel
ov elips
oid
hpoi1
hpoi2hhp
ry
ry
h1
h2
d1 d2
Slika 46: Središčnica, gledano s strani.
59
Z vrednostmi parametra s, manjšimi od 1, se točnost računanja zaradi ločljivosti
digitalnega zemljevida zelo malo poveča.
Število točk računanja na eni niti je podano z enačbo:
sn =
|Dx|
xstep
=
|Dy|
ystep
(65)
V vsaki računski točki na središčnici (xc, yc) so izračunane pozicije točk (xr, yr), ki
ležijo na Fresnelovih elipsoidih. Točke (xr, yr) ležijo na ploskvi, ki je pravokotna na smer
širjenja radijskih valov oz. pravokotna na središčnico. Deﬁnirana sta:
xr − xc = a (66)
yr − yc = b (67)
Naklon središčnice ks je podan z enačbo:
ks =
Dy
Dx
(68)
Naklon premice, ki pravokotno seka središčnico, pa je podan z enačbo:
kp =
b
a
= − 1
ks
= −Dx
Dy
(69)
Nastavita se dve enačbi:
r2x = a
2 + b2 (70)
k2p =
b2
a2
(71)
V enačbi (71) se izpostavi b2 in se vstavi v enačbo (70):
r2x = a
2(1 + k2p) (72)
a = ±rx
√
1
1 + k2p
(73)
xr = ±rx
√
1
1 + k2p
+ xc (74)
Nato se v enačbi (71) izpostavi a2 in se ga vstavi v enačbo (70):
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r2x = b
2
(1 + k2p
k2p
)
(75)
b = ±rx
√
k2p
1 + k2p
(76)
yr = ±rx
√
k2p
1 + k2p
+ yc (77)
Deﬁnirana sta:
kx = ±
√
1
1 + k2p
, ky = ±
√
k2p
1 + k2p
(78)
Vrednosti kx in ky sta izračunani pred zagonom CUDA-jedra in sta podani CUDA-
jedru v argumentu. Poenostavljeni enačbi za izračun ortogonalnih točk se zapišeta v lepši
obliki:
xr = ±rxkx + xc (79)
yr = ±rxky + yc (80)
Na sliki 46 je prikazana središčnica s strani. Ker je razdalja med oddajnikom in
sprejemnikom običajno za nekaj faktorjev večja od višinske razlike med oddajnikom in
sprejemnikom, je mogoče zanemariti odmik višinskih točk zaradi vertikalnega naklona
središčnice.
Višina središčnice v neki točki računanja je izračunana z enačbo:
h = (hpoi1 + h1) +
d1
d1 + d2
((hpoi2 + h2)− (hpoi1 + h1)) (81)
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__global__ void kernelRflink_(double flsr, int steps)
izračun xx_id in yy_id // koordinati x in y za fresnel_pict[]2
izračun rrx in rry // enačbi (55) in (56)
for i=0, i<steps, i++ do4
izračun d1 in d2 // razdalji od oddajnika in sprejemnika
izračun fd // enačba (57)6
double rx=rrx*flsr*fd // enačba (58)
double ry=rry*flsr*fd // enačba (59)8
izračun xr in yr // enačbi (79) in (80)
izračun višine središčnice h // enačba (81)10
h=h-ry
branje višine hp v točki (xr,yr) iz teksturnega pomnilnika, bilinerna interpolacija12
if hp > h then
fresnel_pict[xx_id+yy_id*Fdim]=0; // ovira, brisanje zapisa v sliki14
Slika 47: Jedro kernelRflink_().
Odmik po višini za različne Fresnelove elipsoide predstavlja ry, ki je izračunan z
enačbo (59).
Glavno CUDA-jedro kernelRflink_() je prikazano na sliki 47. Primer izračuna
preseka Fresnelovih con je prikazan na sliki 48.
Slika 48: Fresnelove cone za oviro.
7.4 Izračun električnega polja
Osnovna geometrija oddajnika in sprejemnika je podana na sliki 49. Izhodišče je Kirchho-
ﬀov integralski teorem zapisan v vektorski obliki :
~E(RX) =
1
4π
ˆ
A1
(G
∂ ~E
∂n
− ~E∂G
∂n
)dA1 (82)
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Slika 49: Oddajnik in sprejemnik, osnovna geometrija.
Polja se zapišejo v valovni obliki:
~E =
−→
1E C
e−jkr1
r1
(83)
G =
e−jkr2
r2
(84)
kjer je k valovno število in je deﬁnirano z enačbo:
k =
2π
λ
=
ω
c0
(85)
Zapišejo se razmere na ploskvi A1:
∂G
∂n
=
−→
1n
−→
1r2
∂G
∂r2
≈ −→1n−→1r1 (−jk ~E) (86)
∂ ~E
∂n
=
−→
1n
−→
1r1
∂ ~E
∂r1
≈ −→1n−→1r2 (−jkG) (87)
in se jih vstavi v enačbo (82):
~E(RX) = − jk
4π
ˆ
A1
(G ~E
−→
1n
−→
1r1 −G ~E
−→
1n
−→
1r2) dA1 (88)
~E(RX) =
jk
4π
ˆ
A1
−→
1n (
−→
1r2 −
−→
1r1)G ~E dA1 (89)
Ker se računa za Fraunhoferjevo področje, je mogoče poenostaviti:
rx, ry ≪ d1, d2 ⇒ −→1n−→1r1 ≈ −1,
−→
1n
−→
1r2 ≈ 1 (90)
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r1 =
√
r2x + r
2
y + d
2
1 ≈ d1 +
r2x + r
2
y
2d1
(91)
r2 =
√
r2x + r
2
y + d
2
2 ≈ d2 +
r2x + r
2
y
2d2
(92)
Enačba (91) se vstavi v enačbo (83):
~E =
−→
1E C
e−jkr1
r1
≈ −→1E C 1
d1
e−jkd1 e
−
jk
2d1
(r2x+r
2
y), (93)
in enačba (92) se vstavi v enačbo (84):
G =
e−jkr2
r2
≈ 1
d2
e−jkd2 e
−
jk
2d2
(r2x+r
2
y) (94)
Na koncu se enačbi (93) in (94) vstavita v enačbo (89):
~E(RX)
.
=
−→
1E C
jk
2π
e−jkd1
d1
e−jkd2
d2
ˆ
A1
e
−
jk
2d1
(r2x+r
2
y) e
−
jk
2d2
(r2x+r
2
y) drx dry (95)
~E(RX)
.
=
−→
1E C
jk
2π
e−jk(d1+d2)
d1d2
ˆ
A1
e
−jk
d1+d2
2d1d2
(r2x+r
2
y) drx dry (96)
Površina elementa je odvisna od razdalj do sprejemnika in do oddajnika. Največjo
površino ima element, ki je točno na sredini med oddajnikom in sprejemnikom.
Podobno je razdalja od središčnice odvisna od razdalj do sprejemnika in do oddajnika.
Element je najbolj oddaljen od središčnice točno na sredini med oddajnikom in spreje-
mnikom. To seveda ne velja za središčni element slike. Ta je na sredini slike, ne glede na
oddaljenost.
y
z
x
TX RXd1 d2
r2r1 re
x
y
1n
1r1
1r2
Slika 50: Skaliranje elementa vzdolž Fresnelovega elipsoida.
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Skaliranje posameznega elementa z dimenzijama ∆x in ∆y vzdolž radijskega linka se
zapiše:
∆x =
2
Fdim
√
λnmax
√
d1d2
d1 + d2
(97)
∆y =
2
Fdim
√
λnmax
√
d1d2
d1 + d2
(98)
∆x ·∆y = 4λnmaxF2dim
d1d2
d1 + d2
(99)
Skaliranje r2e vzdolž radijskega linka je dobljeno s pomočjo enačb (51) in (52):
r2e = r
2
x + r
2
y =
((xf − Fdim/2
Fdim/2
)2
+
(Fdim/2− yf
Fdim/2
)2)
· λnmax · d1d2
d1 + d2
(100)
Zaradi preglednosti se še enkrat zapiše nr (enačba (49)):
nr =
((xf − Fdim/2
Fdim/2
)2
+
(Fdim/2− yf
Fdim/2
)2)
· nmax (101)
in enačba (100) se poenostavi:
r2x + r
2
y = nr · λ ·
d1d2
d1 + d2
(102)
Privzame se, da je faza znotraj enega dovolj majhnega elementa konstantna, zato je
mogoče integral iz enačbe (96) zamenjati z vsoto:
~E(RX)
.
=
−→
1E C
jk
2π
e−jk(d1+d2)
∑
elem
1
d1d2
e
−jk
d1+d2
2d1d2
(r2x+r
2
y)∆x∆y (103)
Enačbi (99) in (102) se vstavi v (103):
~E(RX)
.
=
−→
1E C
jk
2π
e−jk(d1+d2)
∑
elem
1
d1d2
e
−jk
d1+d2
2d1d2
nr λ
d1d2
d1+d2
4λnmax
F2dim
d1d2
d1 + d2
(104)
Enačba se poenostavi:
~E(RX)
.
=
−→
1E C
jk
2π
e−jk(d1+d2)
1
d1 + d2
4λnmax
F2dim
∑
elem
e−
j
2
knrλ (105)
Namesto valovnega števila k se vstavi 2pi/λ:
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~E(RX)
.
=
−→
1E C j e
−jk(d1+d2)
1
d1 + d2
4nmax
F2dim
∑
elem
e−jpinr (106)
Ker se elementi skalirajo vzdolž radijske poti, električna poljska jakost na sprejemu ni
odvisna od razdalje elementov od oddajnika ali sprejemnika. To se lahko razbere tudi iz
enačbe (106).
Moč na sprejemu je mogoče izraziti z:
P (RX) =
| ~E(RX)|2
Z
(107)
kjer je Z karakteristična impedanca praznega prostora in velja:
Z = (120 π)Ω
.
= 377Ω (108)
Za končni izračun moči na sprejemu se seštejejo vsi elementi, ki niso zakriti z oviro
(slika 48) z enačbo:
P (RX) = K ·
∣∣∣∣∑
elem
(
cos(πnr)− i sin(πnr)
)∣∣∣∣2 (109)
kjer je K konstanta znotraj enega izračuna in je zapisana kot:
K =
1
Z
C2
1
(d1 + d2)2
16n2max
F4dim
(110)
Izračun moči z enačbo (109) ni enak realnosti, ker je upoštevano omejeno število
Fresnelovih con (slika 53). V praksi je numerični izračun lahko uporaben pri izračunavanju
Fresnelovih leč ali za izobraževalne namene pri študiju Fresnelovih con.
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8 Testiranje algoritma za izračun prečnega preseka Fre-
snelovih con
Na sliki 51 so prikazani izračuni prečnih presekov Fresnelovih con za radijski link. Raz-
dalja med oddajnikom in sprejemnikom je 24 km. Prva slika prikazuje normiran presek
Fresnelovih elipsoidov brez ovir, naslednje slike so za λ: 10 cm, 20 cm, 40 cm, 80 cm in
160 cm prek iste ovire.
neovirano λ = 10 cm λ = 20 cm
λ = 40 cm λ = 80 cm λ = 160 cm
Slika 51: Prečni presek Fresnelovih elipsoidov pri neoviranem linku in linku, zastrtem z
isto oviro (hrib), za pet različnih valovnih dolžin.
Prečni presek vizualno prikaže morebitne težave z radijskim linkom. Pri radijskih
linkih se teži k popolnoma prosti prvi Fresnelovi coni (rdeč krog na sredini). Če ta pogoj
ni izpolnjen, je radijski link manj zanesljiv.
8.1 Simulacija klinaste ovire
Slika 52 prikazuje simulacijo klinaste ovire. Klinasta ovira se premika od desete Fresnelove
cone spodaj prek prve Fresnelove cone in znova do desete Fresnelove cone.
V odvisnosti od zakritosti Fresnelove cone se numerično izračuna sprememba jakosti
signala na sprejemu. Izbrani so trije scenariji z 11, 51 Fresnelovimi conami ter s 101
Fresnelovo cono. Na sliki 53 je prikazan signal, izračunan z enačbo (109). Z rdečo barvo je
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Slika 52: Graﬁčni prikaz simulacije klinaste ovire za scenarij z enajstimi Fresnelovimi
conami.
narisana referenca, izračunana z enačbo (29). Iz grafa se vidi, da računanje jakosti signala
za oviro na omenjeni način vnese napako, ker se upošteva omejeno število Fresnelovih con.
Modul ni primeren za numerični izračun jakosti signala na sprejemu. Po drugi strani pa
modul na enem mestu poda zelo uporabno vizualno informacijo o preprekah na trasi
radijske zveze v smislu zakrivanja s Fresnelovimi conami.
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Slika 53: Numerična simulacija klinaste ovire za različno število Fresnelovih con.
8.2 Primerjava časa računanja algoritma FZTI na GPE in na
CPE
Na sliki 54 in v tabeli 7 je prikazana primerjava časa računanja prečnega preseka Fresnel-
ovih con za radijski link dolžine 46 km, λ = 0, 3m, ločljivost digitalnega zemljevida je
12,5 m x 12,5 m. Spreminjala se je dimenzija slike Fresnelovega preseka Fdim. Število
žarkov, ki jih je treba izračunati, je enaka F2dim. Izračun algoritma za različne vrednosti
Fdim je narejen na graﬁčni kartici NVIDIA GTX 780Ti. Za primerjavo je isti izračun
narejen na enem jedru procesorja Intel i7-4790. V konkretnem primeru je čas izračuna
na GPE približno za faktor 45 manjši od časa izračuna na enem jedru CPE. Na GPE je
uporabljena strojna bilinearna interpolacija pri branju digitalnega zemljevida. Na CPE
strojna bilinearna interpolacija ne obstaja, zato je izračun nenatančen. Bilinearno in-
terpolacijo bi bilo mogoče na CPE narediti programsko, kar bi še dodatno povečalo čas
izračuna na CPE.
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čas računanja [s]
dimenzija slike Fdim i7-4790 GTX 780Ti pohitritev
200 4,4 1,2 3,7
1000 62,9 2,5 25,2
2000 245,7 6,4 38,4
3000 551,4 14,0 39,4
4000 977,2 22,1 44,2
5000 1526,4 33,1 46,1
6000 2195,9 47,2 46,5
7000 2997,4 64,6 46,4
Tabela 7: Tabelarični prikaz časa izračuna algoritma za izračun prečnega preseka Fresne-
lovih con na enem CPE brez bilinearne interpolacij in na GPE z bilinerano interpolacijo.
Spet lahko iz navedenega zaključimo, da bi na konkretni konﬁguraciji dobili podoben
čas izračuna na CPE kot na GPE, če bi na CPE hkrati uporabili več kot 46 CPE-jeder
(upoštevati je treba še izračun bilinearne interpolacije). Če upoštevamo dejstvo, da med
računanjem na GPE CPE-jedra lahko samostojno opravljajo druge naloge in če upo-
števamo še sprejemljivo ceno graﬁčne kartice, je izbira izračuna na GPE za konkretni
algoritem več kot smiselna.
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Slika 54: Graﬁčni prikaz časa izračuna algoritma za izračun prečnega preseka Fresnelovih
con na enem CPE brez bilinearne interpolacije in na GPE z bilinearno interpolacijo.
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8.3 Časovni potek izvajanja algoritma FZTI na GPE
Na sliki 55 je prikazan časovni potek izvajanja algoritma FZTI. Prikazan je čas izračuna
iz primera v prejšnjem poglavju. Dimenzija slike Fresnelovega preseka je Fdim = 2000.
Iz slike se vidi, da večino časa izvajanja, več kot 97 %, potrebuje glavno CUDA-jedro
(kernelUser), v katerem se izvaja vzporedno računanje. Kopiranje podatkov na graﬁčno
kartico (MemCpy HtoD) in kopiranje rezultata iz graﬁčne kartice (MemCpy DtoH) v
primerjavi s celotnim časom izvajanja programa potrebujeta minimalni čas.
Slika 55: Časovni potek (timeline) izvajanja algoritma za izračun prečnega preseka Fre-
snelovih con. Slika je narejena s programom NVIDIA Visual Proﬁler [59].
Algoritem za izračun preseka Fresnelovih con je po Amdahlovem zakonu zelo primeren
za vzporedno implementacijo. Strogo sekvenčne operacije (npr. rezervacija pomnilnika,
kopiranje podatkov), ki se jih ne da implementirati na vzporedni način, v primerjavi s
celotnim časom izračuna porabijo zelo malo časa, gledano v odstotkih.
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Sklep
Osnovni cilj doktorske disertacije je bila izdelava GIS-modulov za deterministični izračun
vidnosti, Fresnelovih con in radijskega pokrivanja. Za izračun radijskega pokrivanja se
danes v veliki meri uporabljajo empirični modeli pokrivanja, kot so Okumura-Hata in
izpeljanke. Empirični modeli so relativno enostavni in hitri za izračun ter potrebujejo
relativno malo procesorske moči. Vendar so zapleteni za uporabo, saj je treba pred izbiro
in uporabo modela pretehtati in nastaviti številne parametre. Ker empirični modeli v
veliki meri temeljijo na principih statistike, ﬁzikalna slika razširjanja radijskih valov ni
več povsem jasna. Hkrati taki modeli z vsako izboljšavo postanejo kompleksnejši in bolj
zapleteni za uporabo.
V preteklosti je bilo glavno gonilo razvoja empiričnih modelov dejstvo, da še niso ob-
stajali cenovno dostopni računalniki, ki bi bili zmožni izračunati deterministični model v
dovolj kratkem in uporabnem času. V današnjem času, s prihodom cenovno dostopnih
enot za vzporedno računanje, se je odprla priložnost za „obuditev“ determinističnih mo-
delov. Seveda pa je tudi pri determinističnih modelih točnost končnega rezultata odvisna
od točnosti vhodnih podatkov.
V doktorski disertaciji je bil najprej razvit vzporedni algoritem za izračun vidnosti. Z
izjemno pohitritvijo izračuna se je dobilo interaktivno orodje za ocenitev jakosti radijskega
signala na terenu. Že zgolj analiza vidnosti precej pove o tem, ali bo radijski signal na
sprejemu zadovoljiv ali ne. Za boljšo radijsko sliko je bil nadalje razvit algoritem, ki
prikazuje zakritje Fresnelovih con. Na sliki digitalnega zemljevida se tako jasno pokažejo
področja, ki so za oviro, pokaže pa se tudi informacija, katera Fresnelova cona je zakrita.
Algoritem je determinističen in je zato natančen. Njegova kompleksnost je velika in je
zato primeren samo za izračun na hitrih vzporednih platformah.
Algoritem za izračun zakritja Fresnelovih con je nadgrajen z upoštevanjem rabe tal na
način, da se višina terena pri izračunu poveča za vnaprej določeno vrednost (npr. višina
gozda za 18 m). S tem se sicer vnese določeno negotovost (gozd ni povsod višine 18 m),
vendar pa se slika Fresnelovih con občutno bolj približa realnosti.
Nadalje je algoritem za izračun zakritja Fresnelovih con nadgrajen na enostaven pre-
dikcijski model z implementacijo Friisove formule in z upoštevanjem smernih diagramov
anten. Izračuni so primerjani z meritvami na terenu za tri frekvenčna področja (90 MHz,
800 MHz in 1800 MHz). Izkaže se, da so izračuni enostavnega predikcijskega modela
povsem primerljivi, v nekaterih primerih celo boljši kot izračuni z empiričnimi modeli.
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Pri radijskih linkih je treba poskrbeti, da je prva Fresnelova cona prosta ovir. Algo-
ritem za izračun prečnega preseka Fresnelovih con med oddajnikom in sprejemnikom je
namenjen hitri vizualni oceni kvalitete radijskega linka, ker na enostavni sliki pokaže mo-
rebitne ovire v prostoru Fresnelovih con za celotno radijsko pot. Algoritem pa ni primeren
za izračun točne vrednosti radijskega signala na sprejemu, ker vedno upošteva omejeno
število Fresnelovih con.
Prednost determinističnih modelov je v matematični preglednosti in ohranjanju ﬁzi-
kalne slike razširjanja radijskih valov. Slabost pa je njihova kompleksnost izračuna in s
tem povezani daljši časi izračunavanja, saj zahtevajo mnogo večjo procesorsko moč kot
primerljivi empiričnimi modeli. Še pred nekaj leti je bil izračun determinističnega modela
povezan z velikimi in dragimi računalniki ali pa s časovno zelo dolgim izračunom, kar
je bilo za praktično uporabo nesprejemljivo. Trenutni razvoj je na stopnji, ki omogoča
izračun determinističnih modelov na cenovno sprejemljivih enotah za vzporedno računa-
nje – graﬁčnih karticah. Razvoj enot za vzporedno računanje je v polnem razmahu in v
prihodnjih letih lahko pričakujemo vedno boljše, hitrejše ter cenovno sprejemljive izdelke,
za katere pa se je razvoj programske opreme začel že danes.
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Prispevki k znanosti
Delo doktorske disertacije z naslovom: Vzporedno računanje vidnosti in Fresnelovih con
na graﬁčnih procesnih enotah predstavlja inovativno in učinkovito rešitev računanja in
prikazovanja vidnosti ter Fresnelovih con s pomočjo vzporedne strojne in programske
opreme.
Prispevki k znanosti doktorske disertacije so naslednji:
Modiﬁkacija sekvenčnega R2 algoritma za računanje vidnosti na vzporedno
platformo in implementacija na graﬁčni kartici.
Sekvenčni algoritem R2 je bil kritiziran, da je slabo I/O-učinkovit [79]. V doktor-
ski nalogi je razvita izvedenka algoritma R2 na vzporedni platformi in implementirana
kot modul z imenom r.cuda.viewshed. Novi vzporedni algoritem R2-P pridobi na I/O-
učinkovitosti zaradi združenega dostopa do pomnilnika. Novost pri novem vzporednem
algoritmu R2-P je, da se žarki (oz. niti) med računanjem čakajo (sinhronizirajo) in ob
vsaki iteraciji prek skupnega pomnilnika izmenjujejo informacijo o tem, kateri žarek je
bliže centru celice, kar dodatno pripomore k hitrosti izvajanja algoritma. Algoritem je
postal primeren za implementacijo na takih vzporednih platformah, kjer je možna hitra
izmenjava podatkov med nitmi. Omeniti je treba še segmentacijo in računanje žarkov
vedno do roba zemljevida, kar je tudi novost.
Izboljšava dveh modulov za izračun Fresnelovih con z vzporednim načinom
računanja.
Prvi modul z imenom r.cuda.fresnel je namenjen izračunu zakritja (angl. clearance)
s Fresnelovimi območji od točke lokacije oddajnika do vsake celice na zemljevidu za eno-
značno določeno valovno dolžino radijskega valovanja. Kompleksnost izračunavanja mo-
dula je enaka O(r3). Za vsako celico na terenu se pridobi informacija o zakritju poljubne
Fresnelove cone. V rezultatu vsaka celica vsebuje informacijo o tem, katere Fresnelove
cone so proste in katere so zakrite. Modul je razširitev modula FFZ, ki je opisan v [5]. No-
vost pri algoritmu FZC je, da poleg informacije o zakritosti prve Fresnelove cone izračuna
tudi informacijo o zakritosti ostalih Fresnelovih con in s tem prikaže dodatno informacijo
o radijskem pokrivanju. Ker je implementacija izvedena na vzporedni platformi, je čas
izračuna krajši. Modul lahko tudi upošteva rabo tal na tak način, da za različne rabe
tal dvigne teren za različne višine. Modul je nadgrajen na enostaven model za izračun
radijskega pokrivanja.
Drugi modul z imenom r.cuda.rﬂink je namenjen izračunu prečnega preseka Fresnelovih
elipsoidov med oddajnikom in sprejemnikom. Vzdolžni presek je klasični pogled s strani
na Fresnelove cone med oddajnikom in sprejemnikom. Novost algoritma FZTI je prečni
presek Fresnelovih con, ki da natančno 2D-sliko o tem, kje in koliko so ovire zakrile
Fresnelove cone.
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A Pregled obstoječih algoritmov za računanje vidnosti
A.1 Matematični in digitalni model terena
Deﬁniciji matematičnega in digitalnega modela terena sta opisani v [14] in sta prevzeti iz
omenjene literature.
Naravni teren je zvezna funkcija z = f(x, y), deﬁnirana na enostavno povezanem
prostoru D (angl. simple connected space) ravnine x, y. Matematični model terena (angl.
MTM – Mathematical Terrain Model) oz. teren je deﬁniran kot parM ≡ (D, f). Digitalni
model terena (angl. DTM – Digital Terrain Model) je podrazred MTM-ja in je deﬁniran
kot prostorski razrez (območje) Σ prostora D v set prostorskih regij R = {R1, R2, ..., Rm}
in set F zveznih funkcij z = fi(x, y), i = 1, 2, ...,m, vsak deﬁniran na Ri, hkrati pa morata
imeti meji dveh prostorskih regij Ri in Rj enake vrednosti fi in fj. DTM je zapisan kot
par D ≡ (Σ,F).
DTM se razvrsti v RSG in PTM (angl. Polyhedral Terrain Model). V RSG je teren
shranjen v pravilni kvadratni mreži, funkcija fi pa je odsekoma linearna, kvadratna ali
kubna, dobljena z interpolacijo med posameznimi vrednostmi. PTM je sestavljena iz
prostorskega grafa z ravnimi črtami in linearno interpoliranimi funkcijami oz. iz mreže
večrobnih ravnih ploskev (angl. polyhedral). TIN je sestavljen iz mreže trikotnikov in je
podvrsta PTM.
(a) (b) (c)
Slika 56: Zapis višin v obliki TIN (a), stopničasti RSG (b) in trikotniški RSG (c), vir: [16].
RSG in TIN sta običajno zgrajena iz končnega seta točk P ≡ (xi, yi, zi), ki deﬁnirajo
teren. RSG običajno predstavlja enakomerno prostorsko porazdeljene podatke v obliki
mreže in je znotraj aplikacije običajno zapisan kot matrika. TIN se uporablja tam, kjer
je potreben prostorsko neenakomeren zapis podatkov z različno ločljivostjo terena in mo-
žnostjo zapisa posebnih lokacij (vrhovi, doline, prehajanja) ali posebne linije (grebeni ali
doline).
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Slika 57: Delaunayeva triangulacija (a) in navadna triangulacija (b), vir: [14].
Pri graditvi TIN se pri razdelitvi terena običajno uporablja Delaunayeva triangulacija,
ker se dobro obnaša pri numerični interpolaciji. V danem setu točk S v ravnini je Σ iz S
Delaunayeva triangulacija, če očrtan krog vsakega trikotnika t v Σ znotraj ne vsebuje točk
iz S (slika 57). Delaunayeva triangulacija ima tudi zelo pomembno lastnost, povezano z
računanjem vidnosti. Pripada razredu acikličnih razdelitev ravnine, t.j. razdelitev, ki
omogočajo relacijo delne urejenosti (relacija pred/za) za vse točke na domeni. Pri danem
prostorskem razrezu Σ in točki V na njem je rob e1 pred robom e2 glede na V , če obstaja
žarek r, ki izhaja iz točke V in seka e1 in e2 tako, da je presečišče r in e1 bliže točki V
kot presečišče r in e2. Slika 58 prikazuje različne situacije pri relaciji pred/za.
V
e1
e2
e3
Slika 58: Različni primeri za relacijo pred/za: rob e1 je pred robom e2; e1 in e3 nista
povezana, vir: [14].
Dani prostorski razrez Σ, kjer je relacija pred/za delno urejena, se imenuje aciklični
prostorski razrez glede na točko V . V nasprotnem primeru se imenuje ciklični prostorski
razrez. Prostorski razrez Σ je enostavno acikličen, če je acikličen za vse točke V . Pri dani
točki P v 3D-prostoru je digitalni model terena D ≡ (Σ,F) acikličen glede na točko P ,
če je Σ acikličen razrez terena glede na točko P . Torej se digitalni aciklični model terena
DTM D ≡ (Σ,F) imenuje tako takrat, ko je Σ acikličen.
Aciklični modeli imajo veliko uporabnost v izračunih vidnosti, ker so ploskve in robovi
lahko radialno sortirani okoli katere koli točke vidnosti. Termin vrstni red oddaljenosti
(angl. distance order) se uporablja za aciklični model terena, kjer je mogoče celotni vrstni
red oddaljenosti uskladiti z relacijo pred/za. Pri danem vrstnem redu oddaljenosti je z
uporabo tistih ploskev in robov, ki so sortirani pred trenutnim vrstnim redom, mogoč
postopen izračun vidnosti za vsako ploskev in rob.
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A.2 Računanje diskretne strukture vidnosti
Da je rezultat diskretna struktura, velja takrat, ko se za celoten objekt naenkrat določi,
ali je viden ali neviden. Običajno se diskretne strukture vidnosti računajo na digitalnih
zemljevidih v obliki RSG. V obstoječi literaturi so opisani štirje osnovni algoritmi za
računanje vidnosti na digitalnih RSG-zemljevidih iz ene točke: R3, R2, XDraw in Sweep.
Obstaja pa tudi mnogo izpeljank.
Pri digitalnih zemljevidih tipa RSG se uvedeta dva pojma: celica in točka. Celica
je osnovna kvadratna površina, ki ima običajno stranico velikosti nekaj metrov (npr.
osnovna celica lahko meri 12,5 m krat 12,5 m). Višina celice je spremenljivka, ki je
običajno deﬁnirana na sredini celice (včasih tudi v njenem oglišču). Točka, kot že ime
pove, je točkasta lokacija kjer koli znotraj (ali na robu) celice, torej kjer koli na digitalnem
zemljevidu. Pri iskanju višine v točki, ki ni točno na sredini celice, se običajno uporablja
bilinearna interpolacija. Na ta način je teren prikazan kot gladka površina. Dve točki ali
celici na terenu sta med seboj vidni v primeru, če LOS ne seka vmesnega terena. Višina
naključne točke na terenu se računa z interpolacijo štirih sosednjih celic.
Algoritmi za izračun diskretne strukture vidnosti temeljijo na sekanju LOS s celicami.
LOS izhajajo iz lokacije opazovalca (POI).
Posebna vrsta so VL (angl. Visibility-LOS) algoritmi. Namenjeni so za približen
izračun utežnega indeksa vidnosti za vsako celico. Vsaka celica dobi utežno vrednost, ki
pove, iz koliko drugih celic je vidna.
A.2.1 Algoritem R3
Algoritem R3 je najbolj natančen algoritem za izračun vidnosti na mreži RSG, zato je
največkrat vzet za referenco točnosti izračunavanja [28]. Hkrati pa je tudi najpočasnejši
in ni primeren za izračun vidnosti pri velikih digitalnih zemljevidih. V algoritmu R3 se
vidnost okoli danega opazovalca izračuna na tradicionalni način. Od opazovalca do vsake
celice se izračuna črto vidljivosti (angl. LOS – Line of Sight) in pogleda, če je naklon
vmesnih interpoliranih točk manjši od naklona celice. Če je naklon vmesnih interpoliranih
točk manjši, je celica vidna, v nasprotnem primeru je nevidna. Metoda izračuna vidnosti
je prikazana na sliki 59(a). Na sliki so centri celic označeni s krogci. Označeni sta tudi dve
točki (x-crossing in y-crossing), kjer algoritem izračuna interpolacijo med dvema točkama
in preveri, ali je naklon še vedno nižji od naklona trenutno računane celice. Če je doseg
označen z r, je čas izračunavanja proporcoionalen r3.
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Slika 59: Način računanja za algoritem R3 (a) in algoritem R2 (b), vir: [44].
A.2.2 Algoritem R2
R2 (slika 59(b)) je optimizacija algoritma R3. Nekateri viri ga imenujejo tudi algoritem
RFVS. Deluje na naslednji način:
1. Za vsako celico na obodu želenega dosega vidnosti se izračuna LOS ter preveri
naklon vmesnih celic, ki jih prečka LOS.
2. Nato se računa vzdolž LOS v smeri od POI do oboda želenega dosega. Celica, ki jo
seka linija LOS, je vidna, če ima višji naklon, kot vsi predhodno izračunani nakloni. Vsaka
celica tako lahko dobi več ocen o vidnosti, ki se lahko med seboj razlikujejo. Običajno o
vidnosti določene celice določa linija LOS, ki poteka najbližje centru celice.
Če je doseg označen z r, je čas izračunavanja proporcionalen r2.
A.2.3 Algoritem XDraw
Algoritem XDraw [29] je najenostavneje razložiti na 1D (enodimenzionalnem) primeru,
kot je prikazano na sliki 60(a). POI je v točki 0, točka 1 je vedno vidna. LOS od POI
skozi točko 1 pade pod točko 2, torej je točka 2 vidna. Naslednji LOS poteka skozi točko
2, kar je prikazano z linijo iz pikic. Ta LOS gre pod točko 3, torej je točka 3 vidna.
Naslednji LOS poteka skozi točko 3, kar je prikazano z linijo iz črtic. Točki 4 in 5 sta pod
LOS, torej sta nevidni. Točka 6 je nad LOS in je vidna. LOS se dvigne skozi točko 6, kar
je prikazano s polno črto. Točka 7 je pod LOS in je nevidna. V vsaki točki je izračunano
dvoje: ali je točka vidna in, če je vidna, naklon LOS iz POI skozi to točko.
V primeru 2D se vidnost in višine LOS računajo za kvadratne obroče okoli POI
(slika 60(b)). Zelo hiter in nenatančen algoritem XDraw povečuje obroče okoli POI in
na i-tem obroču računa vidnost. Vsak obroč i je odvisen samo od predhodnega obroča
i − 1. Vsaka celica shrani dodano informacijo o največjem naklonu LOS do zdaj v tej
smeri. Da se določi vidnost za posamezno celico v obroču i, je uporabljena informacija
ustrezne celice ali para dveh celic v obroču i− 1. Če je celica v obroču i nevidna, shrani
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informacijo o LOS od ustrezne celice ali par dveh celic iz obroča i − 1. Če je vidna, pa
shrani svoj naklon LOS.
Za primer je prikazana celica (2,1) na sliki 60. Linija LOS za to celico gre med
celicama (1,0) in (1,1). Torej se izračuna približen naklon LOS v celici (2,1) iz naklona v
celicah (1,0) in (1,1). Vzeti je mogoče več vrednosti: maksimum, minimum ali linearno
interpolacijo med naklonoma LOS v celicah (1,0) in (1,1). Pri maksimalni vrednosti
je vsaka celica, ki je izračunana kot nevidna, v realnosti skoraj zagotovo res nevidna.
Pri minimalni vrednosti je vsaka celica, ki je izračunana kot vidna, v realnosti skoraj
zagotovo res vidna. Linearna interpolacija naj bi dala najbolj točen rezultat na račun časa
računanja. Z izračunom maksimalnih in minimalnih vrednosti ter vrednosti izračunanih
z interpolacijo, je pridobljena dobra ocena vidnosti s conami napak.
0 1 2 3 4 5 6 7
(a) (b)
Slika 60: Enodimenzionalna vidnost (a) in dvodimenzionalni obroči vidnosti (b) v algo-
ritmu XDraw, vir: [28].
Izračun drugega obroča je dokaj tradicionalen, do sprememb pride v tretjem obroču.
Primer je celica (3,1), kjer gre LOS med celicama (2,0) in (2,1). Pri izračunu LOS za
celico (3,1) niso uporabljene dejanske višine za (2,0) in (2,1), temveč višine njunih LOS,
ki imajo višjo vrednost, če sta celici nevidni. Ta informacija vsebuje vse informacije o
vseh celicah, ki so sosednje LOS od POI do (3,1). Torej za določitev LOS za točko (3,1)
ni treba preverjati nobene druge celice. Na kratko, za izračun vidnosti v neki celici je
dovolj informacija o dveh drugih celicah, kar skrajša čas računanja.
Težava pri XDraw se pojavi, ker je izračunana vidnost celice odvisna od celic, ki so
za več kot osnovno razdaljo oddaljene od linije do POI. Celica (5,2) je recimo odvisna od
(4,1) in (4,2). Ti dve sta odvisni od (3,0), (3,1) in (3,2). Te pa so odvisne od (2,0), (2,1)
in (2,2). (2,2) ni sosednja liniji od (0,0) in (5,2). Dlje, ko gremo od POI, bolj se širi vpliv
vpletenih celic. Vendar je z uporabo linearne interpolacije vpliv motečih celic majhen,
razen če ne vsebujejo dominante značilnosti.
XDraw uporabi vsako celico prevečkrat, kar privede do nekoliko zglajene površine. To
je za nekatere primere lahko dobro.
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(a) (b)
Slika 61: Vhodni DMV (a) in izračun vidnosti z algoritmom XDraw (b), vir: [28].
Slika 61(a) prikazuje izsek terena, velikega 600 krat 600 celic, slika 61(b) pa prikazuje
rezultat vidnosti na istem delu terena z uporabo maksimalne, minimalne in interpolacijske
metode. POI je 20 m nad najvišjo točko blizu spodnjega levega kota zemljevida. Možne
tarče so tudi 20 m nad zemljo.
Na sliki 61(b) je z belo barvo označen del, ki je izračunan z metodo maksimalne apro-
ksimacije in je skoraj zagotovo viden. Svetlo sivo področje je skrito metodi maksimalne
aproksimacije, je pa vidno z metodo linearne interpolacije in je verjetno vidno. Temno
sivo področje je vidno samo z metodo minimalne aproksimacije in je potencialno vidno.
Črno področje je nevidno vsem trem metodam in je skoraj zagotovo nevidno.
A.2.4 Izboljšan algoritem XDraw
V [41] je opisan izpopolnjen algoritem XDraw, ki v obroču i uporablja informacijo ustrezne
celice ali para dveh celic iz obroča i−M , kjer je M naravno število ter predstavlja faktor
računanja iz prejšnjega obroča (angl. back track order) in velja M > 1. Ko je M = 1,
algoritem spet postane običajen algoritem XDraw, ki je opisan v podpoglavju A.2.3.
(a) (b)
Slika 62: V običajnem algoritmu XDraw (M = 1) je funkcija LOS interpolirana enkrat
blizu ciljne celice. Vrednosti LOS v sivi coni so že izračunane in torej na voljo za interpo-
lacijo (a). Nov pristop interpolira funkcijo LOS (sivi krogec) ter nato interpolira še dva
koraka do končne celice. V tem konkretnem primeru je faktor M enak 3 (b), vir: [41].
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Izboljšan algoritem XDraw za razliko od navadnega algoritma XDraw začne računanje
nekaj vzorcev nazaj bližje točki pv in tako manj upošteva napake, ki so se nabrale v
interpolaciji na zadnjem delu funkcije LOS (slika 62), kar pa privede do daljšega časa
računanja. Rezultat se izboljša in je zelo blizu direktni metodi.
Slika 63 prikazuje tri različne rezultate izboljšanega algoritma XDraw z različnim fak-
torjem M . Na sliki 63(a) je M = 1 in je to torej klasični algoritem XDraw. Na sliki je
mogoče opaziti, da je dolga senca, ki predstavlja nasip v smeri jugovzhodno od točke opa-
zovanja, slabo izrazita. Pri povečanju faktorja M = 5 se nasip že bolje vidi (slika 63(b)).
Pri faktorju M = 10 pa je rezultat zelo podoben direktni metodi (slika 63(c)).
(a) (b) (c)
Slika 63: Izračun vidnosti za različne vrednosti M . Če je M enako 1, dobimo klasičen
algoritem XDraw (a), na sredini (b) je rezultat vidnosti, pri katerem je M enak 5, na
desni (c) je rezultat vidnosti, pri katerem je M enak 10, vir: [41].
A.2.5 Algoritem sweep
Algoritem sweep za računanje vidnosti je opisan v [81, 23]. Algoritmi sweep se upora-
bljajo za razne geometrijske probleme, kot recimo prekrivanje zemljevidov (angl. map
overlay), izračun Voronojevega diagrama ali odstranitev skritih površin (angl. hidden
surface removal).
Slika 64: Skica algoritma sweep, vir: [81].
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Splošen opis algoritma sweep je prikazan na sliki 64 in na sliki 65. Črta, ki prečka
področje z objekti (angl. sweep line), v določenem trenutku seka objekte. Objekti, ki jih
trenutno seka, so zapisani v aktivni strukturi (angl. active structure, status structure).
Trenutek, ko se črta dotakne objekta ali ko črta zapusti objekt, imenujemo dogodek (angl.
event). Ko se črta dotakne objekta, se objekt vpiše v aktivno strukturo. Ko črta zapusti
objekt, se objekt izbriše iz aktivne strukture. Za vsak objekt pa lahko obstaja še dodatni
dogodek (ali več dogodkov), kjer se računa želena naloga.
1. Inicializacija seznama dogodkov (event list).
2. Inicializacija aktivne strukture (binarno drevo).
3. While seznam dogodkov ni prazen
4. Do zbriši dogodek z največjo y koordinato iz seznama dogodkov
5. If novi objekt seka črto, ga dodaj v aktivno strukturo.
6. If objekt ne seka več črte, ga briši iz aktivne strukture.
7. Izračunaj želeno nalogo z uporabo aktivne strukture.
8. If treba, dodaj nove dogodke v seznam dogodkov.
9. Enddo
Slika 65: Struktura algoritma sweep, vir: [81].
Za računanje vidnosti na podatkih RSG je algoritem sweep nekoliko modiﬁciran.
Glavna naloga algoritma je določitev LOS za vsako celico ter presek z vmesnimi celi-
cami. Algoritem deluje takole: polpremica, ki se začenja v centru POI, rotira krožno
okoli POI za 2π (slika 66). Med rotiranjem vodi evidenco o vseh celicah, ki jih seka v
tistem trenutku in jih zapiše v aktivno strukturo. Aktivna struktura je običajno v obliki
balansiranega binarnega drevesa in je označena s črko T .
Trenutno sekajoče celice se imenujejo aktivne celice. Vsaka celica beleži tri dogodke:
• Ko se celica prvič dotakne rotirajoče polpremice, se doda v evidenco v aktivno
strukturo T .
• Ko rotirajoča polpremica zapusti področje celice, se celica izbriše iz aktivne struk-
ture T .
• Ko se rotirajoča polpremica dotakne centra celice, se za to konkretno celico izračuna
vidnost.
V najbolj levi list drevesa T je shranjena celica, ki je najbližje POI (slika 66(b)). V vsak
list drevesa je hkrati shranjen LOS (naklon) iz centra POI do centra celice, ki jo list
predstavlja. Če ima torej POI višino hpoi in celica, ki se vpisuje v list drevesa, višino hl,
razdalja med njima pa je d, se v list drevesa vpiše vrednost arctan((hl − hpoi)/d). Hkrati
pa je v vsako vozlišče drevesa vpisana večja vrednost od obeh sinov. Torej imamo v
vsakem vozlišču vpisan največji naklon od celotnega poddrevesa tega vozlišča. Vstavljanje
in brisanje elementa v drevo traja O(log n) časa. Metode za povečevanje podatkovne
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strukture (angl. Augmenting Data Structures) so opisane v različni literaturi, med drugim
tudi v [9].
Ob inicializaciji se v seznam dogodkov za vsako celico vpišejo trije koti polpremice;
kot, pri katerem se celica začne dotikati polpremice, kot centra celice in kot, pri katerem
polpremica zapusti področje celice. Če imata dva dogodka (seveda za različni celici) isti
kot, se dogodek celice, ki je bližje POI, vpiše više na seznam dogodkov.
(a) (b)
Slika 66: Rotirajoča polpremica (a) in aktivne celice, ki so trenutno v aktivni strukturi
(b), vir: [35].
Nato se inicializira seznam dogodkov s sortiranjem dogodkov po kotih. Začne se lahko
s kotom 0 na pozitivni x osi. Dogodki se jemljejo s seznama dogodkov po vrsti in glede
na tip dogodka se izvede eno od naslednjih dejanj: vpis celice v T , brisanje celice iz T
ali iskanje v T . Zadnje dejanje je izvedeno takrat, ko je dogodek povzročen s sekanjem
polpremice s centrom celice. Algoritem mora ugotoviti, ali je celica vidna ali ne. Celica
je vidna, če ima LOS do nje višji naklon kot vse celice bliže POI.
Slika 67: Iskalna pot v drevesu T za algoritem sweep, vir: [81].
V drevesu T se sledi pot od celice, pri kateri je polpremica prečkala center proti korenini
drevesa. Najbliže korenini drevesa se poišče prvi levi otrok, pri katerem je iskalna pot
zavila desno. Na sliki 67 je prikazana iskalna pot (debelejša črta) in ustrezni levi otroci
(debelejše pike). Najbliže korenini drevesa je otrok z vrednostjo 0,25 in predstavlja najvišji
naklon LOS celic, katere so bližje POI. S primerjavo najvišjega naklona LOS in naklona
LOS celice se lahko ugotovi ali je celica vidna.
V algoritmu sweep je shranjen naklon centra celic v drevesu T . Ko polpremica seka
celico v centru, druge celice, ki so bliže POI in vplivajo na vidnost, verjetno ne sekajo
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polpremice v centru celice. To privede do napake v vidnosti; algoritem sweep zato ni
natančen algoritem.
A.2.6 Algoritem VL
Algoritem VL (angl. Visibility-LOS) za vsako celico na terenu izračuna utežen indeks
vidnosti in prikaže, koliko področja je vidnega iz vsake celice v vse smeri neba. Običajno
so točke, ki so bliže, utežene z večjo utežjo kot tiste, ki so dlje. VL požene majhno število
žarkov (npr. od 16 do 128) iz vsake točke v vse smeri. Veljavnost uporabe tako majhnega
števila žarkov je prikazana eksperimentalno v [67], teoretično pa v [28].
Na sliki 68(b) je prikazan rezultat indeksa vidnosti za DMV iz slike 68(a). Celice, ki
vidijo več drugih celic, so svetlejše barve. V tej disertaciji se ne ukvarjamo z algoritmom
VL in je ta primer prikazan zgolj kot zanimivost.
(a) (b)
Slika 68: DMV (a) in pripadajoči indeks vidnosti (b), vir: [28].
A.3 Računanje zvezne strukture vidnosti
Pri računanju zvezne strukture vidnosti se na vsakem objektu določi območja, ki so vidna,
in območja, ki so nevidna. Za izračun zvezne strukture vidnosti se v glavnem uporablja
zapis tipa TIN (set ravninskih ploskev). Nekateri algoritmi so teoretično zanimivi zaradi
svoje dobre asimptotične kompleksnosti, vendar jih je težko implementirati. Drugi algo-
ritmi so bili uspešno implementirani in kažejo dobre praktične zmogljivosti, medtem ko
kažejo slabo „worst-case” kompleksnost ali pa teoretična kompleksnost ni znana.
Računanje zvezne strukture vidnosti za zapis TIN je strogo povezan z bolj splošnim
problemom odstranitve skritega površja (angl. HSR – Hidden Surface Removal) za 3D-
scene. Ta problem zahteva izračun vidnih delov ploskev (poligonov) na projekcijsko plo-
skev (angl. VP – view-plane, na sliki 69 je to ravnina xz ). V bistvu je vidnost na TIN
poseben primer tega problema. Podobno je mogoče zaključiti, da je horizont zgornja
ovojnica slike, projicirane na ravnino xz.
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Slika 69: Vidnost iz točke V na zapisu višin tipa TIN. Nevidna področja so narisana s
sivo barvo. Zgoraj je projekcija TIN na xz ravnino, kakor je videti iz točke V. Debela črta
prikazuje horizont, vir: [16].
v
t1
t2
t3
Slika 70: Trikotnik t2 je pred trikotnikoma t1 in t3, medtem ko t1 in t3 nista povezana.
Vrstni red naprej-nazaj mora izpolniti pogoj relacije t2 < t1 in t2 < t3, relacija t1 in t3 pa
je lahko t1 < t3 ali t3 < t1, vir: [16].
Običajni pristop za računanje vidnosti na TIN je sestavljen iz računanja (določanja)
ploskev iz točke V, v smeri od spredaj nazaj. Trikotnik t2 je pred trikotnikom t1, če
obstaja žarek, ki izhaja iz V in seka oba trikotnika in hkrati je presek s t2 bližje V kot
presek s t1 (slika 70).
A.3.1 Stopnjujoči algoritem
Stopnjujoči algoritem (angl. incremental algorithm) za računanje vidnosti procesira en
trikotnik iz vhodnega TIN naenkrat v smeri od spredaj nazaj s trikotnikom, ki leži najbliže
točki V . Zemljevid vidnosti že procesiranih trikotnikov se sproti posodablja. Trenutni
horizont se prav tako posodablja in se uporablja za računanje vidnosti vsakega novega
trikotnika. Implementacija tega algoritma [13] prikazuje skoraj linearen čas izvajanja,
čeprav je asimptotična kompleksnost v najslabšem primeru O(n2α(n)). Računanje od
spredaj nazaj je narejeno s postopnim grajenjem poligona v obliki zvezde okoli točke V ,
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na začetku s trikotnikom, ki vsebuje V , in z dodajanjem po enega trikotnika naenkrat,
dokler niso vsi trikotniki vključeni v poligon.
v
Y
Y
N
N
Y
Y
Y
N
Slika 71: Faza stopnjujočega algoritma. Že procesirani trikotniki so v sivi barvi. Trenutni
horizont je označen z debelejšimi črtami. Sosednji trikotniki že procesiranih trikotnikov
so označeni z Y, če so bili predhodni trikotniki že procesirani (torej se lahko procesirajo).
V nasprotnem primeru so označeni s črko N, vir: [16].
Na sliki 71 je prikazana ena faza stopnjujočega algoritma s trenutnim poligonom v
obliki zvezde in horizontom. Trikotniki, ki so na zunanjih mejah trenutnega poligona, so
kandidati za naslednje procesiranje. Če se kandidat t lahko vključi v poligon tako, da se
ohranja oblika zvezde, potem je procesiran. Vidni del t je določen s projekcijo trenutnega
horizonta na površino trikotnika t.
A.3.2 Algoritem Katz, Overmars in Sharir HSR
Ta algoritem je razvit kot široka paleta 3D-scen, nato pa je specializiran za teren [43].
Enostavnejša različica algoritma, pri kateri shranjevanje podatkov ni optimizirano, deluje
takole: metoda najprej sortira objekte po globini (slika 72(a)) in jih shrani v balansirano
binarno drevo τ (slika 72(b)). Najbližji objekt je shranjen v najbolj levi list drevesa. Za
vsako vozlišče δ drevesa τ se izračuna dvoje:
• Uδ – unija projekcije objektov poddrevesa τδ, začetega v δ.
• Vδ – vidni del Uδ, t.j. podset od Uδ, sestavljen iz tistih točk, ki niso vsebovane v
projekciji od nobenega bližnjega objekta (shranjeni v τ levo od δ).
Uδ in Vδ sta planarna, lahko vsebujeta tudi luknje, in velja Vδ ⊆ Uδ. Meje so sestavljene
iz delov projiciranih robov originalnih objektov. Uδ si je moč predstavljati kot nov objekt,
ki je zlepil vse pod njim shranjene objekte, Vδ pa je samo vidni del teh objektov. Na
sliki 72(b) so ob vsakem vozlišču narisani Uδ, črno pobarvan del pa predstavljajo Vδ.
Ko je enkrat izračunan Vδ za vsako vozlišče δ, je izračun končan, ker Vδ za vsako
vozlišče δ vsebuje natančno tiste dele objekta, shranjenega v to vozlišče, ki so vidni.
Končni korak je lepljenje vseh Vδ kar je vidnost kot končni rezultat.
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(a) (b)
Slika 72: Vidnost šestih trikotnikov (a) in drevo τ z regijami Uδ in Vδ (zasenčeno) (b),
vir: [43].
Izračun Uδ je precej enostaven. Izvede se z dna proti vrhu z izračunom unije vseh
listov drevesa in nato z združevanjem unij v smeri proti korenu grafa, pri čemer
Uδ = Ulson(δ) ∪ Urson(δ) (111)
Ko so izračunani vsi Uδ v vseh vozliščih, se izračunajo Vδ za vsa vozlišča v smeri od
vrha drevesa (korena) proti dnu. Metoda temelji na naslednji lemi:
Vroot =Uroot
Vlson(δ) =Vδ ∩ Ulson(δ) (112)
Vrson(δ) =Vδ − Ulson(δ)
Lemo (112) se uporabi za izračun območij Vδ z začetkom v korenu v smeri proti dnu
drevesa. Za izračun Vlson(δ) se izračuna presek Vδ in Ulson(δ). Za izračun Vrson(δ) pa se
izračuna razlika med Vδ in Ulson(δ). Končni rezultat se dobi z lepljenjem vseh Vδ.
A.4 Vidnost na večločljivostnem modelu terena
Običajno je datoteka višin terena po velikosti ogromna, zato dostop do podatkov traja
dolgo. Ker mnogo nalog ne zahteva tako podrobnih podatkov oziroma so podrobni po-
datki zahtevani samo na določenem predelu terena, iz tega logično sledi, da je treba
narediti DMV podroben tam, kjer je to potrebno, in grob tam, kjer tako ﬁni podatki
niso potrebni. Večločljivostni (angl. multi-resolution) model je bil razvit z namenom
zagotavljanja kompaktne predstavitve terena. Večločljivostni model terena se izogiba re-
dundancam v podatkih. Hkrati pa je mogoče predstaviti teren na katerem koli nivoju
podrobnosti.
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Računanje vidnosti je zelo občutljivo na napake v bližini točke V (POI), saj se napake
pri gradnji LOS povečujejo. Zato je visoka ločljivost podatkov v bližini točke V nujna,
bolj oddaljeni deli zemljevida pa so lahko predstavljeni manj podrobno.
Večločljivostni model terena je sestavljen iz grobega terena in delno urejenega seta
sprememb [16], ki je dodan osnovnemu grobemu terenu, vse zato, da se dobi najbolj
optimalen teren (slika 73).
(a) (b) (c) (d)
Slika 73: Grob TIN (a), visoko ločljivostni TIN (c) in delno urejen set sprememb (b),
ki tvori večločljivostni model (d). Vsaka sprememba je predstavljena kot krogec, puščice
predstavljajo odvisne povezave, vir: [16].
V mrežastih modelih (pridobljenih iz podatkov RSG) so podrobnosti vsebovane v
enakomernih presledkih (slika 74).
Slika 74: Pravila za razdelitev terena, vir: [16].
V nepravilnih modelih (pridobljenih iz podatkov TIN) so podrobnosti predhodno iz-
računane z operatorji za lokalno spreminjanje ločljivosti. Postopek lahko poteka skozi
iterativno poenostavitev (iz največje ločljivosti postopno odpravljanje podrobnosti) ali
skozi iterativno dodelavo (angl. reﬁnement – začenjanje z najmanjšo ločljivostjo in doda-
janje podrobnosti).
(a) (b)
Slika 75: Dodajanje vozlišča (a) in odvzemanje povezave (b), vir: [16].
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Nekaj primerov operatorjev za lokalno spreminjanje ločljivosti:
• Dodajanje vozlišča, ki doda novo vozlišče p, zbriše set trikotnikov v soseščini p in
jih zamenja z novimi trikotniki s skupno točko v p (slika 75(a)).
• Odvzemanje vozlišča (obratni operator od dodajanja vozlišča) zbriše vozlišče p z
vsemi trikotniki s skupno točko p in naredi nove trikotnike, ki zapolnijo „luknjo“.
• Odvzem roba, ki skrči rob e v vozlišče p, zbriše oba trikotnika, ki imata skupni rob
z robom e, in popravi ostale trikotnike v soseščini roba e (slika 75(b)).
V literaturi je predlaganih mnogo večločljivostnih modelov, ki imajo različne lastnosti.
Pregled je v [15].
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B Opis CUDA
Graﬁčne procesne enote (GPE, angl. GPU – graphics processing unit), tradicionalno
znane kot video kartice, se v osnovi uporabljajo za upodabljanje (angl. rendering) gra-
ﬁčnih informacij na zaslonu. S pojavom graﬁčne procesne enote za splošni namen (angl.
GPGPU – general purpose GPU) se je odprl nov svet paralelnega računanja. Programi-
ranje na GPE je bilo včasih omejeno s programskimi vmesniki (angl. API – application
programming interface). Primer je OpenGL, ki je bil načrtovan za programiranje prikaza
graﬁke. Za namene programiranja na GPGPU so prišla nova orodja za programiranje.
Najbolj razširjena in uporabna sta programski okvir CUDA (Compute Uniﬁed Device
Architecture) in odprtokodni OpenCL.
Graﬁčne kartice NVIDIA CUDA po Flynnovi sistemizaciji spadajo v SIMD oz. bolj
natančno v SIMT (single instruction, multiple thread). V grobem lahko rečemo, da SIMD
pomeni, da niti (angl. threads) tečejo v zaklenjenem programskem toku (angl. lockstep),
SIMT pa še vedno pušča nekaj svobode pri izvajanju.
OpenCL omogoča pisanje paralelne kode, ki je prenosljiva med različnimi strojnimi
opremami. Program, napisan v OpenCL, bo deloval tako na osebnem računalniku, ki ima
vgrajen GPGPU, kot na tistem, ki GPGPU nima. Uporabnik bo načelno opazil samo
razliko v času izvajanja programa. OpenCL na graﬁčnih karticah NVIDIA za osnovo
uporablja gonilnike NVIDIA. Slaba stran uporabe OpenCL v primerjavi z golim CUDA
je odmik od strojne opreme (OpenCL je načelno višji programski jezik kot CUDA, ker je
bolj splošen). Lahko se zgodi, da graﬁčne kartice ne moremo popolnoma izkoristiti, ker
enostavno nimamo rutine, ki bi jo potrebovali (podobno kot primerjava strojnega jezika
– „asemblerja“ – in višjih programskih jezikov). Druga slaba stran OpenCL je časovni
zamik, s katerim so implementirane novosti v OpenCL, ki jih NVIDIA implementira v
CUDA.
CUDA je omejena samo na programiranje na graﬁčnih karticah NVIDIA [57, 56].
CUDA je ime za prevajalnike in ostala orodja (angl. toolchain) iz NVIDIA, ki omogočajo
C-programerjem pisanje paralelne kode za GPE (in tudi prepletanje s CPE) z uporabo
nekaj enostavnih C-dodatkov [70, 45, 86]. CUDA programerju skrije zapleteno strojno
opremo in omogoča bolj enostavno programsko izražanje. V CUDA je vključena razširi-
tev prevajalnika za C/C++ (lahko tudi python), knjižnice funkcij in abstrakcije strojne
opreme.
CUDA uporablja različne tipe pomnilnika (slika 76(a)), ki se razlikujejo po hitrosti de-
lovanja, dostopnosti, zmožnosti pisanja in veljavnosti znotraj kode. Registri so najhitrejši
in so dosegljivi samo znotraj niti. Na današnjih karticah je število registrov na SM reda
velikosti 32768 in več. Skupni pomnilnik SMEM (angl. shared memory) je za spozna-
nje počasnejši in je hkrati dosegljiv vsem nitim znotraj enega bloka, kar pomeni, da niti
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znotraj bloka lahko izmenjujejo podatke preko SMEM. Na današnjih karticah je velikost
SMEM na blok 49152 zlogov in več. Število registrov in velikost SMEM sta deﬁnirana na
blok. Vsebina registrov in SMEM je veljavna samo znotraj bloka.
Globalni pomnilnik (GMEM, angl. global memory) je največji in najpočasnejši po-
mnilnik na graﬁčni kartici (na današnjih karticah reda velikosti 1 GB in več). Vsebina
GMEM se ohranja tudi skozi več jeder, dokler se pomnilnik ne sprosti. Konstantni po-
mnilnik (CMEM, angl. constant memory) je optimiziran za branje iz mnogih niti. Na
današnjih karticah je CMEM reda velikosti 64 kB. Teksturni pomnilnik (TMEM, angl.
texture memory) ima vgrajene dodatne strojno izvršljive funkcije, npr. interpolacijo.
TMEM je optimiziran za 2D-prostorsko lociranje. Pri hkratnem branju istih podatkov je
CMEM mnogo hitrejši kot TMEM.
GPE mreža
Blok (0,0) Blok (1,0)
SMEM (skupni p.) SMEM (skupni p.)
Registri Registri Registri Registri
Nit (0,0) Nit (1,0) Nit (0,0) Nit (1,0)
LMEM
lokalni
pomn.
LMEM
lokalni
pomn.
LMEM
lokalni
pomn.
LMEM
lokalni
pomn.
GMEM       globalni 
                 pomn.
CMEM        konst.
                  pomn.
TMEM
teksturni pomnilnik
CPE
CPE GPE
Mreža 1
Blok
(0,0)
Blok
(1,0)
Blok
(0,1)
Blok
(1,1)
Jedro
1
Jedro
2
Mreža 2
(a) (b)
Slika 76: Razvrstitev pomnilnika v CUDA (a) in logična predstavitev programiranja
CUDA (b).
Najmanjše programske enote, ki se razvrščajo, se imenujejo snopi (angl. warps). Vsak
snop sestavlja 32 niti, pri čemer naj bi vse niti v snopu izvajale isto programsko kodo.
Ena procesna enota SM izvaja večje število snopov, vendar največ 16. Dejansko izvajanje
ukazov posamezne niti je odvisno od vejitvenih ukazov, vendar si želimo, da bi vse niti
enako vejile oz. da bi bila divergenca niti minimalna.
Jedro (angl. kernel) je paralelna koda, ki se izvaja na različnih setih podatkov. Niti
so organizirane v bloke in mreže (slika 76(b)). Med izvajanjem programa lahko niti
komunicirajo druga z drugo samo znotraj enega bloka. Bloki ne morejo komunicirati med
seboj zaradi naključnega vrstnega reda izvrševanja blokov znotraj GPE-mreže. Če več
jeder izvajamo sekvenčno po vnaprej določenem vrstnem redu (za kar v našem primeru
gre), lahko mreže med seboj komunicirajo preko GMEM.
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V CPE je možna uporaba pritrjenega pomnilnika PMEM [65]. Za PMEM je zajam-
čeno, da bo lociran na CPE RAM (razen če ni dovolj prostega prostora – v tem primeru
rutina za lociranje javi napako). Sistem tudi poskrbi, da PMEM nikoli ni lociran na
rezervni lokaciji na trdem disku (angl. swap). PMEM je lociran z rutino cudaMallocHost.
Način programiranja v CUDA se precej razlikuje od programiranja v standardu Ope-
nMP [10]. Pri OpenMP so programske zanke na videz enake kot v programskem jeziku
C. Ključni ukaz, ki izvaja zanko na vzporedni način, pa je:
#pragma omp parallel
V CUDA okolju se jedro programira kot posebna funkcija s predpono:
__global__
Pred izvajanjem je treba določiti število niti in blokov, ki se bodo izvajali. Zanke se
ne piše, saj že število niti določa, kolikokrat (vzporedno) se CUDA-jedro izvrši.
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C Opis okolja GRASS GIS
GRASS (Geographics Resources Analysis Support System) GIS (Geographics Information
System) je odprtokodni paket, ki je namenjen za geoprostorsko analizo, obdelavo slik,
zemljevidov, prostorsko modeliranje in vizualizacijo [33, 55]. GRASS GIS se trenutno
uporablja v akademskih in poslovnih okoljih ter v številnih vladnih agencijah in okoljskih
svetovalnih podjetjih. Ustanovni član je OSGeo (Open Source Geospatial Foundation).
Funkcijski moduli so pisani v programskem jeziku C in delujejo v sekvenčnem načinu
računanja.
Osnovna okna pri zagonu okolja GRASS GIS so prikazana na sliki 77. Levo je okno
za upravljanje s sloji, desno je okno za vizualizacijo, spodaj levo je ukazna lupina (črna),
kjer se moduli zaženejo v komandni vrstici ali kot uporabniški vmesnik.
Slika 77: Osnovna okna v okolju GRASS GIS.
V GRASS GIS-u je že preko 350 modulov, ki med drugim omogočajo: analizo 2D-
rastrskih podatkov, analizo 3D-rastrskih podatkov, analizo vektorskih podatkov, analizo
točkastih podatkov, procesiranje slike, analizo DTM (Digital Terrain Model), geokodira-
nje, vizualizacijo, kreiranje digitalnih zemljevidov, povezavo s podatkovnimi bazami SQL,
izračun geostatistike in še mnogo več.
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(a) (b) (c)
Slika 78: Primer nastavljanja in zagona modula r.cuda.fresnel iz uporabniškega vmesnika.
Primer nastavljanja in zagon modula iz uporabniškega vmesnika je prikazan na sliki 78,
kjer so prikazani trije zavihki vhodnih parametrov. Primer klica GRASS GIS-modula iz
komandne vrstice v ukazni lupini ali iz skripte je videti takole:
r.cuda.fresnel --overwrite input=mobitel_slo_dem12i@PERMANENT output=fresnel_map \
obs_elev=18.0 tgt_elev=2.0 max_dist=15000 coordinate=419838,131038 lambda=0.2 \
fresnels=11 antenna_file=742265_2140_X_CO_M45_02T.MSI clutter=clut25_slo_gi
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D Deﬁnicija RSRP in RSRQ v LTE
RSRP (Reference Signal Receive Power) je povprečna moč osnovnih OFDM-elementov,
ki imajo funkcijo referenčnega signala (RS – Reference Signal). Izmerijo se moči vseh re-
ferenčnih signalov na celotni pasovni širini radijskega kanala, nato se izračuna njihova
povprečna moč. RSRP je merjen samo na OFDM-simbolih, ki vsebujejo referenčne si-
gnale. Število referenčnih signalov v enem simbolu je odvisno od pasovne širine. Pri
pasovni širini 20 MHz in enem antenskem priključku je 200 referenčnih signalov, pri pa-
sovni širini 10 MHZ in enem antenskem priključku je 100 referenčni signalov itd. Obseg
vrednosti RSRP je –44 dBm ... –140 dBm.
RSSI (Received Signal Strength Indicator) je celotna moč (moč radijske celice, inter-
ference in šuma) na sprejemu, merjena na vsej pasovni širini kanala. Meri se samo na
OFDM-simbolih, kjer so prisotni referenčni signali.
RSRQ (Reference Signal Received Quality) pove veliko o kvaliteti signala in je v
korelaciji z vrednostjo S/N. Deﬁniran je kot razmerje:
RSRQ =
N ·RSRP
RSSI
, (113)
pri čemer je N enak številu osnovnih blokov RB (Resource Block) v pasovni širini
radijskega kanala. Pri pasovni širin 20 MHz je 100 osnovnih blokov, pri pasovni širini
10 MHZ je 50 osnovnih blokov itd. Obseg vrednosti RSRQ je –3 dBm ... –19,5 dBm.
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E Splošni CUDA GRASS GIS-modul
Splošni modul predstavlja programsko podlago oz. šablono (template) za razvoj uporab-
niškega CUDA GRASS GIS-modula. Vsebuje več razredov (class), ki so preko dedovanja
povezani v smiselno celoto (slika 79). Razreda CDevice in CDeviceBuff sta namenjena
samo za GPE, skrbita pa za branje lastnosti (properties) GPE in za rezerviranje po-
mnilnika na GPE. Razreda CHost in CHostBuff sta namenjena samo za CPE, skrbita
pa za branje lastnosti (properties) CPE in za rezerviranje pomnilnika na računalniku.
Razred CBuff povezuje obe veji, vsebuje pa funkciji za kopiranje vsebine pomnilnika
iz CPE na GPE in obratno. Razred CMap je namenjen shranjevanju in manipulaciji z
lastnostmi digitalnih zemljevidov. Segmentacija digitalnih zemljevidov je narejena v ra-
zredu CSegmentScheduler. Razred CRunScheduler skrbi za pravilno časovno izvajanje
CUDA-jeder. Za branje vhodnih argumentov programa skrbi razred CArgs, za kompre-
sijo podatkov pa razred CCompress. Vsa izvorna koda, ki določa lastnosti uporabniškega
namenskega modula, se piše v razred CUserModule.
Del CPE kode je napisan v C++ s pomočjo objektnega programiranja [74], del GPE
kode pa je napisan v CUDA.
Slika 79: Razredi C++ v splošnem CUDA GRASS GIS-modulu.
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Celoten objekt user se na podlagi razredov iz slike 79 zgradi z ukazom:
CUser* user = new CUser;
S pomočjo skripte CUDA make [52] in s prevajalnikoma nvcc in gcc se zgradi statična
knjižnica libcudaUser.a (slika algoritma 4). Uporabniški modul se zgradi s pomočjo
skripte GRASS GIS make iz datoteke main.cpp, knjižnice libcudaUser.a in datoteke
description.html . Datoteka main.cpp je GRASS-ova šablonska datoteka za pisanje
GRASS-ovih modulov. V njej se konstruira vhodne parametre in obliko GUI-vmesnika ter
kliče funkcije CUDA iz statične knjižnice libcudaUser.a . V datoteko description.html
se napiše opis algoritma ter pomoč uporabniku.
Algoritem 4 Potek prevajanja uporabniškega modula.
CUserModule* user;
user =
new CUserModule;
CUDA make
(nvcc + gcc)
statična knjižnica
libcudaUser.a
GRASS GIS make
(gcc)
GRASS GIS
main.cpp
uporabniški modul
r.cuda.user
GRASS GIS
description.html
knjižnica CUDA RT
libcudart
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F Primerjava hitrosti računanja modulov na različnih
platformah in z različnimi podatki
Vsi algoritmi so bili testirani na različnih graﬁčnih karticah na enem strežniškem in raz-
ličnih osebnih računalnikih. Nabor graﬁčnih kartic je bil od najcenejše kartice NVIDIA
GeForce GT 730 pa do strežniške kartice NVIDIA Tesla K20c. V tabeli 8 so najpomemb-
nejše lastnosti vseh testiranih graﬁčnih kartic.
Kartica NVIDIA Capabilitya GMEMb Coresc Max. Clockd Mem. Clocke Busf
GeForce GT 730 3.5 2047 MB 384 902 MHz 900 MHz 64 bit
GeForce GTX 560Ti 2.1 1024 MB 384 1800 MHz 2000 MHz 256 bit
GeForce GTX 680 3.0 2048 MB 1536 1058 MHz 3004 MHz 256 bit
GeForce GTX 780Ti 3.5 3071 MB 2880 1084 MHz 3500 MHz 384 bit
GeForce GTX 980M g 5.2 4095 MB 1536 1126 MHz 2505 MHz 256 bit
Tesla K20c 3.5 4800 MB 2496 706 MHz 2600 MHz 320 bit
Tabela 8: Glavne lastnosti testnih graﬁčnih kartic NVIDIA.
a zmogljivost kartice (compute capability)
b velikost globalnega pomnilnika
c število osnovnih enot CUDA
d najvišji takt GPE
e takt pomnilnika
f širina vodila do pomnilnika
g prenosni računalnik
Za testiranje modulov je bilo pripravljenih dvoje različnih vhodnih podatkov:
• DMV in raba tal za področje Slovenije. Podatki so bili kupljeni na Geodetski upravi
Republike Slovenije [31] in so zaprtega tipa (niso prosto dostopni).
• Prosto dostopni SRTM DMV ločljivosti 1 kotne sekunde za področje Avstrije.
Prosto dostopni podatki SRTM so brezplačno na voljo na spletni strani [80]. Za potrebe
testiranja je bil uporabljen najnovejši NASA SRTM3 SRTMGL1. Ločljivost podatkov je
ena kotna sekunda. Prejšnji različici SRTM (1.0 in 2.1) sta imeli področja nedeﬁniranih
podatkov, ki nastanejo zaradi radarske metodologije. Težava nastane na stopničastem
terenu ali na področjih z nizko reﬂeksijo, kot so puščave. V SRTM3 so nedeﬁnirana
področja popravljena z drugimi viri podatkov.
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Podatki SRTM so distribuirani v datotekah HGT velikosti 1201 x 1201 celic za ločlji-
vost 3 kotnih sekund in velikosti 3601 x 3601 celic za ločljivost ene kotne sekunde. Za
večja področja je treba shraniti sosednja področja (datoteke HGT) v skupni imenik in
pognati skripto:
gdalwarp *.hgt my_srtm.tif
gdalwarp -of GTiff -co "INTERLEAVE=PIXEL" -s_srs "+proj=latlong +datum=WGS84" \
-t_srs "+proj=utm +zone=33 +datum=WGS84" my_srtm.tif my_srtm_mercator.tif
Prvi ukaz zlepi vse datoteke HGT v eno in jih zapiše v format geo-tif. Drugi ukaz
iz datoteke geo-tif naredi novo datoteko geo-tif, ki uporablja projekcijo UTM. V okolju
GRASS GIS se z ukazom
r.in.gdal input=my_srtm_mercator.tif output=my_srtm
datoteko geo-tif uvozi v sloj GRASS GIS.
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F.1 Test 1
Izračun vidnosti s Šmarne gore. Ločljivost vhodnih podatki znaša 12,5 m x 12,5 m.
Največji radij računanja je 20 km. Višina opazovalca je 3 m. Na sliki 80 je prikazan
rezultat izračuna.
(a) (b)
Slika 80: Izračun vidnosti s Šmarne gore. Slika (a) prikazuje vidnost, na sliki (b) barve
označujejo kot, pod katerim opazovalec vidi teren, legenda je v kotnih stopinjah.
Skripta:
g.region w=438868.75 s=89381.25 e=478993.75 n=129756.25 res=12.5
r.cuda.viewshed input=mobitel_slo_dem12i@PERMANENT output=test1a obs_elev=3 \
coordinate=458954,109647 max_dist=20000 --overwrite
r.cuda.viewshed input=mobitel_slo_dem12i@PERMANENT output=test1b obs_elev=3 \
coordinate=458954,109647 max_dist=20000 --overwrite -d
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F.2 Test 2
Izračun vidnosti z razdalje 1 km nad Ljubljanskim barjem (pogled iz balona). Ločljivost
vhodnih podatki znaša 12,5 m x 12,5 m. Največji radij računanja ni omejen. Na sliki 81
je prikazan rezultat izračuna.
(a) (b)
Slika 81: Izračun vidnosti iz balona nad Ljubljanskim barjem. Slika (a) prikazuje vidnost
z upoštevanjem ukrivljenosti zemlje, na sliki (b) ukrivljenost zemlje ni upoštevana.
Skripta:
g.region rast=mobitel_slo_dem12i
r.cuda.viewshed input=mobitel_slo_dem12i@PERMANENT output=test2a obs_elev=1000 \
coordinate=464335,100568 --overwrite
r.cuda.viewshed input=mobitel_slo_dem12i@PERMANENT output=test2b obs_elev=1000 \
coordinate=464335,100568 --overwrite earth=0
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F.3 Test 3
Izračun zakrivanj Fresnelovih con na razdalji do 15 km od bazne postaje (slika 82). Ločlji-
vost vhodnih podatki znaša 25 m x 25 m. Valovna dolžina je 0,375 m. Število računanih
Fresnelovih con je 30. Višina oddajne antene nad terenom je 31 m, višina sprejemne
antene je 1,6 m. Pri izračunu je upoštevana raba tal (clut25_slo_gi). Izračun je narejen
za obstoječo radijsko celico na bazni postaji v naselju Kalce-Naklo v občini Krško.
Slika 82: Zakrivanje Fresnelovih con za bazno postajo v naselju Kalce-Naklo.
Skripta:
r.cuda.fresnel --overwrite input=mobitel_slo_dem25s@PERMANENT output=test3 \
obs_elev=31 tgt_elev=1.6 max_dist=15000 coordinate=535394,82014 \
fresnel_step=0.05 fresnels=30 lambda=0.375 clutter=clut25_slo_gi \
parcorr=parcorr -r -u
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F.4 Test 4
Izračun radijskega pokrivanja na razdalji do 15 km od bazne postaje (slika 83). Ločljivost
vhodnih podatki znaša 25 m x 25 m. Valovna dolžina je 0,375 m. Število računanih
Fresnelovih con je 30. Višina oddajne antene nad terenom je 31 m, višina sprejemne
antene je 1,6 m. Pri izračunu je upoštevana raba tal (clut25_slo_gi). Izračun je narejen
za obstoječo radijsko celico na bazni postaji v naselju Kalce-Naklo v občini Krško.
Slika 83: Zakrivanje Fresnelovih con za bazno postajo v naselju Kalce-Naklo.
Skripta:
r.cuda.fresnel --overwrite input=mobitel_slo_dem25s@PERMANENT output=test4 \
obs_elev=31 tgt_elev=1.6 max_dist=15000 coordinate=535394,82014 \
fresnel_step=0.05 fresnels=30 lambda=0.375 clutter=clut25_slo_gi \
parcorr=parcorr antenna_file=742265V02_0790_X_CO_M45_05T.MSI \
azim_angle=30 elev_angle=0 -r -u -p
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F.5 Test 5
Izračun zakrivanj Fresnelovih con na razdalji do 80 km od izmišljenega oddajnika v Av-
striji, južno od mesta Linz na nadmorski višini 1000 m (slika 84). Ločljivost vhodnih
podatkov znaša eno kotno sekundo (SRTMGL1). Valovna dolžina je 1 m. Število računa-
nih Fresnelovih con je 21. Višina oddajne antene nad terenom je 30 m, višina sprejemne
antene je 2 m.
Slika 84: Zakrivanje Fresnelovih con za namišljeni oddajnik v Avstriji.
Skripta:
r.cuda.fresnel --overwrite input=avstrija2@PERMANENT output=test5 obs_elev=30 \
tgt_elev=2 max_dist=80000 coordinate=1676981,6063982 lambda=1 fresnels=21
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F.6 Test 6
Izračun prečnega preseka Fresnelovih con za namišljeno linkovsko zvezo na področju Av-
strije. Razdalja je 200 km, valovna dolžina je 0,15 m. Višina obeh anten je 15 m nad
terenom. Ločljivost vhodnih podatkov znaša eno kotno sekundo (SRTMGL1). Število
računanih Fresnelovih con je 21. Dimenzija slike prečnega preseka Fresnelovih con je
4000 x 4000 točk.
(a) (b)
Slika 85: Prikaz usmerjene radijske zveza (a) in prečni presek Fresnelovih con (b).
Slika 86: Proﬁl terena za usmerjeno radijsko zvezo v Avstriji.
Skripta:
r.cuda.rflink --overwrite input=avstrija2@PERMANENT output=test6 lambda=0.15 \
coordinate1=1558453,6042590 coordinate2=1759131,6037361 elev1=15 elev2=15 \
figure_dim=4000
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F.7 Rezultati
V tabeli 9 so časi izvajanja različnih testov na različnih graﬁčnih karticah. Časi izvajanja
so zapisani v sekundah.
Test [s]
1 2 3 4 5 6
Kartica NVIDIA R2-P R2-P FZC FZCP FZC FZTI
GeForce GT 730 1,4 13,8 152,0 152,0 1514,6 365,8
GeForce GTX 560Ti 0,8 4,0 - - - -
GeForce GTX 680 0,5 3,1 32,0 32,0 313,0 74,7
GeForce GTX 780Ti 0,4 1,9 16,1 16,1 158,1 41,0
GeForce GTX 980M 1,2 4,2 32,6 32,6 327,4 106,4
Tesla K20c 1,1 3,7 32,4 32,4 282,9 23,0
Tabela 9: Testiranje različnih graﬁčnih kartic.
Izkaže se, da ima graﬁčna kartica NVIDIA GeForce GTX 780Ti zelo ugodne zmoglji-
vosti v primerjavi z ostalimi karticami. V primerjavi s karticami Tesla so kartice GTX kar
nekajkrat cenejše. Prednost kartic Tesla pred karticami GTX je njihova vzdržljivost pri
nepretrganih obremenitvah, odkrivanje napak v pomnilniku ECC in hitrejše računanje s
števili na plavajočo vejico double . Testirana kartica Tesla K20c je starejše generacije.
Pričakuje se, da bi kartice Tesla novejše generacije pokazale precej boljše zmogljivosti.
Vse kartice so bile tudi obremenjene z nekajurnimi nepretrganimi izračuni. Pri nobeni
se niso pojavile težave v smislu pregrevanja ali nezanesljivega delovanja. Cenovno zelo
ugodna kartica GeForce GT 730 (cena nekaj deset EUR) se je izkazala kot odlična pri
razvoju aplikacij, saj je programe v prvi fazi mogoče testirati z majhnim setom podatkov.
Ni pa primerna za produkcijo, saj je prepočasna. Kartica GeForce GTX 980M je vgrajena
v prenosni računalnik in je zaradi omejenega prostora (hlajenje) in omejene napajalne
energije počasnejša od starejše klasične kartice GeForce GTX 780Ti.
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G Uporabljeni programski paketi
Za izdelavo doktorske disertacije so bili uporabljeni naslednji programski paketi:
• Linux Ubuntu (http://www.ubuntu.com/)
• GCC, the GNU Compiler Collection (https://gcc.gnu.org/)
• GNU Make (http://www.gnu.org/software/make)
• NVIDIA CUDA (http://www.nvidia.com/object/cuda_home_new.html)
• GDAL (http://www.gdal.org/)
• GRASS GIS (http://grass.osgeo.org/)
• mGis (Telekom Slovenije)
• QGIS (http://www.qgis.org)
• ECLIPSE (https://eclipse.org/)
• LATEX (http://www.latex-project.org/)
• Lyx (http://www.lyx.org/)
• Gnuplot (http://www.gnuplot.info/)
• GIMP (http://www.gimp.org/)
• INKSCAPE (https://inkscape.org)
• Subversion (https://subversion.apache.org/)
in v manjšem obsegu še mnogi drugi.
113

Simboli
α naklonski kot pri računanju vidnosti med POI in končno točko ali celico
αopt naklonsko razmerje pri računanju vidnosti med POI in končno točko ali celico
λ valovna dolžina radijskega signala
σ standardna deviacija
adth[%] povečanje števila niti zaradi prekrivanja, v odstotkih
C število stolpcev v digitalnem zemljevidu (columns)
d razdalja med POI in trenutno točko računanja
Fn Fresnelov elipsoid
hc faktor popravka zaradi ukrivljenosti zemlje
hd DMV na točki d
hcp višina v točki računanja, pridobljena z interpolacijo
Ma velikost pomnilnika za vektorje in ostale parametre
Mm velikost pomnilnika za vhodni zemljevid
Ms velikost pomnilnika za segment
N število žarkov
R število vrstic v digitalnem zemljevidu (rows)
rearth polmer zemlje
Sdtype število zlogov, potrebnih za zapis spremenljivke
Seg število segmentov
thbl število niti v bloku (običajno 512 ali 1024)
xstep,ystep korak računanja
(xd,yd) koordinate trenutne točke računanja
(xhorizon,yhorizon) koordinata celice na horizontu
(xpoi,ypoi) koordinate od točke POI
AMD proizvajalec graﬁčnih procesnih enot in procesorjev
COST angl. European Cooperation in the ﬁeld of Scientiﬁc and Technical research
CPE centralna procesna enota
CPU centralna procesna enota (angl. Central Processing Unit)
CUDA vzporedna programska platforma (NVIDIA)
DEM digitalni model višin (angl. Digital Elevation Model)
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DMV digitalni model višin (angl. DEM)
DTM digitalni model terena (angl. Digital Terrain Model)
ECC pomnilnik z možnostjo odkrivanja napak (Error-correcting code memory)
ERS satelit za daljinsko zaznavanje (angl. European Remote Sensing)
ESA Evropska vesoljska agencija
FZC algoritem za izračun zakrivanj Fresnelovih con
FZCP enostaven algoritem za izračun radijske propagacije
FZTI algoritem za izračun prečnega preseka Fresnelovih con
GCC prevajalniška zbirka GNU (angl. GNU Compiler Collection)
GMEM globalni pomnilnik na GPE (angl. global memory)
GNU računalniški operacijski sistem, ki je sestavljen izključno iz prostega progra-
mja
GPE graﬁčna procesna enota (angl. GPU – Graphical Processing Unit)
GPGPU graﬁčna procesna enota za splošni namen (angl. general purpose GPU)
GPU graﬁčna procesna enota
GRASS GIS odprtokodni gis programski paket
HGT datoteka s končnico *.hgt, ki vsebuje zapis višin, pridobljen v projektu SRTM
HSR odstranitev skritega površja (angl. Hidden Surface Removal)
InSAR radar za opazovanje zemljine površine (angl. Interferometric synthetic aper-
ture radar)
Intel proizvajalec procesorjev in enot za vzporedno računanje
IXPC vzporedni procesor (angl. Xeon Phi Coprocessor) proizvajalca Intel
LOS premica vidnosti, vidno področje (angl. Line of Sight)
LTE standard 3GPP na področju mobilnih telekomunikacij (ang. Long Term Evo-
lution)
MEM običajni pomnilnik na CPE (RAM)
MIMD mnogo ukazov, mnogo podatkov (Flynnova sistemizacija)
MISD mnogo ukazov, en podatek (Flynnova sistemizacija)
NLOS nevidno področje (angl. Non Line of Sight)
NVIDIA proizvajalec graﬁčnih procesnih enot
OFDM ortogonalno frekvenčno multipleksiranje (angl. Orthogonal frequency-division
multiplexing)
116
OpenCL odprtokodno programsko orodje za pisanje programov na različnih strojnih
platformah
PMEM pritrjeni pomnilnik na CPE (angl. pinned memory)
POI točka, kjer stoji opazovalec (angl. Point of Interest)
PTM poliedrični model terena (angl. Polyhedral Terrain Model)
R2 algoritem za izračun vidnosti
R2-P vzporedni algoritem za izračun vidnosti
R3 algoritem za izračun vidnosti
RSG celična mreža z osnovo kvadrata (vrsta zapisa rasterskega zemljevida)
RSRQ kvaliteta signala na sprejemu v tehnologiji LTE (angl. Reference Signal Re-
ceived Quality)
RSRQ referenčna moč signala na sprejemu v tehnologiji LTE (angl. Reference Signal
Receive Power)
RSSI celotna moč signala na sprejemu (angl. Received Signal Strenght Indicator)
SIMD en ukaz, mnogo podatkov (Flynnova sistemizacija)
SIMT en ukaz, mnogo niti
SISD en ukaz, en podatek (Flynnova sistemizacija)
SMEM skupni pomnilnik na GPE (angl. shared memory)
SRMT3 zapis višin SRTM V3.0 (različica 3)
SRTM globalni projekt za merjenje višne terena (angl. Shuttle Radar Topography
Mission)
SRTMGL1 globalni digitalni zemljevid višin v ločljivosti 1 ločne sekunde
SSD polprevodniški trdi disk brez gibljivih delov (angl. solid-state drive)
Sweep algoritem za izračun vidnosti
TiledVS implementacija algoritma za računanje vidnosti
TIN trikotniška nepravilna mreža (vrsta zapisa rasterskega zemljevida)
TMEM teksturni pomnilnik na GPE (angl. texture memory)
VL algoritem za izračun medsebojne vidnosti (angl. Visibility LOS)
XDraw algoritem za izračun vidnosti
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A rapid and flexible parallel approach for viewshed computation on large digital
elevation models is presented. Our work is focused on the implementation of a
derivate of the R2 viewshed algorithm. Emphasis has been placed on input/output
(IO) efficiency that can be achieved by memory segmentation and coalesced memory
access. An implementation of the parallel viewshed algorithm on the Compute
Unified Device Architecture (CUDA), which exploits the high parallelism of the
graphics processing unit, is presented. This version is referred to as r.cuda.visibility.
The accuracy of our algorithm is compared to the r.los R3 algorithm (integrated into
the open-source Geographic Resources Analysis Support System geographic infor-
mation system environment) and other IO-efficient algorithms. Our results demon-
strate that the proposed implementation of the R2 algorithm is faster and more IO
efficient than previously presented IO-efficient algorithms, and that it achieves
moderate calculation precision compared to the R3 algorithm. Thus, to the best of
our knowledge, the algorithm presented here is the most efficient viewshed approach,
in terms of computational speed, for large data sets.
Keywords: viewshed; line of sight; large terrain maps; CUDA; GPU
1. Introduction
Many interesting applications, such as visibility studies in archeology (Lake et al. 1998,
Lake and Woodman 2003) or siting problems (Franklin and Vogt 2006, Magalhães Salles
et al. 2011), require a viewshed analysis. For example, landscape architects can use a
viewshed analysis to determine the visual impact of new structures (Kvarfordt 2010).
During the geographic planning of modern wireless communication networks, a viewshed
analysis is frequently used (Dodd 2001). Viewshed analyses range from determining the
impact of a new standing structure to calculating signal-propagation conditions. In some
cases, limits must be introduced to the vertical and horizontal angle of view to best
represent the antenna radiation pattern. To increase the accuracy of such a representation,
the effective curvature of the Earth is also considered. In some applications, it is necessary
to adjust the effective curvature of the Earth to best represent the radio signal diffraction
effect. Compared to optical visibility, radio signals are less susceptible to shadowing by
obstacles.
For a more accurate analysis, detailed, high-resolution maps are required. Due to the
increased size of such map data sets, viewshed analysis becomes a very time-consuming
*Corresponding author. Email: andrej.osterman@guest.arnes.si
International Journal of Geographical Information Science, 2014
Vol. 28, No. 11, 2304–2327, http://dx.doi.org/10.1080/13658816.2014.918319
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operation. Using well-known algorithms, the computation time of large data sets can
amount to several hours (Lake et al. 1998).
Our daily work involves the use of geographic information systems (GISs) for radio
network planning tools (Hrovat et al. 2010). One of the essential components of radio
network planning tools is the viewshed module, which, in cooperation with other radio
modules, produces the required prediction results.
Several algorithms for viewshed calculations are currently known (Toma 2012). A
straightforward approach to determine the visibility from a given point of interest (POI),
called the R3 algorithm, requires O(n3) time for the entire map. The algorithms R2 and
XDraw are adaptations of R3. Both run on O(n2) time at the expense of accuracy. All the
three algorithms were described in Franklin and Ray (1994).
A different approach, the sweep algorithm, was described in van Kreveld (1996); this
algorithm requires O n
ﬃﬃﬃ
n
pð Þ time for calculation. Van Kreveld improved the algorithm to
require only O(n lg n) time for viewshed calculation.
To achieve an acceptable user experience in real-time applications, a faster implemen-
tation of the viewshed algorithm is needed. A significant increase in speed can be
achieved using the Compute Unified Device Architecture (CUDA) to exploit the paralle-
lism of graphics processing units (GPUs). Various effective methods can be applied, as
described in NVIDIA Corporation (2013), and different algorithm implementations can be
used (Xia et al. 2011, Tabik et al. 2013, Zhao et al. 2013). However, not all viewshed
algorithms are equally suitable to be parallelized. We will show that a parallel implemen-
tation of the R2 algorithm can be very efficient. The R2 algorithm has been criticized for
not being input/output (IO) efficient (Toma 2012). We will demonstrate that our parallel
implementation is IO efficient and that it can be used with massive data sets within a very
short computation time. This is, to the best of our knowledge, a novel method for
viewshed computation.
In this article, a parallel approach for a derivative of the viewshed R2 algorithm on
digital elevation model (DEM) maps is presented. The focus of our work is on the
performance attributes of the algorithm, increasing the algorithm’s flexibility regarding
the map size and maintaining the accuracy of the algorithm within practical limits. The
proposed implementation of the R2 parallel algorithm, named r.cuda.visibility, is imple-
mented in a CUDA GPU. This algorithm is accurate compared to the sequential R3
algorithm (Shapira 1990) implemented in the Geographic Resources Analysis Support
System (GRASS) GIS environment (GRASS GIS 2013). We also implement a derivative
of the R2 algorithm in a sequential version, called r.cpu.visibility. An efficiency compar-
ison was made between the r.cuda.visibility, r.cpu.visibility, and TiledVS (Ferreira et al.
2012). The source code of our implementation is available at the following website: http://
viewshed.s51mo.net.
The remainder of the article is organized as follows. In Section 2, preliminaries and
background information are provided. In Section 3, a brief CUDA tutorial is provided. In
Section 4, the proposed version of the R2 parallel algorithm is described. The implemen-
tation of the parallel algorithm is described in Section 5. In Section 6, procedures for
optimizing the implementation of the algorithm in regard to the variable type and
occupancy analyses are presented. Memory considerations are described in detail in
Sections 7 and 8. The influence of the number of segments is elaborated in Section 9.
A comparison of several algorithms is presented in Section 10. Related works are
reviewed in Section 11. Conclusions, discussion, and future work are presented in
Section 12.
International Journal of Geographical Information Science 2305
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2. Background
A viewshed analysis is generally calculated on DEM data sets, which are stored in data
files. In the context of this work, DEMs assembled from regular square grids (RSGs) are
used. Each grid cell of the RSG holds a value indicating the terrain elevation above sea
level. In our case, these values are stored as four-byte signed integers, expressed in meters.
A POI, or viewpoint, is the viewer’s location on the terrain map (Figure 1). The POI
has several parameters: the position coordinates (x,y), the DEM value, and the arbitrary
height above ground level (explained in Section 4.4).
For the purpose of a specific application (e.g., antenna radiation pattern representa-
tion), the POI can include additional parameters: azimuth, elevation, and the horizontal
and vertical view angle ranges.
A ray (calculation path) traversing the grid cells is defined from the POI toward every
edge grid cell on one of the four DEM borders. Our algorithm always takes rays from the
POI to the edge of the map, in contrast to the original R2 algorithm, which takes rays from
the POI to the perimeter of the range. We chose this approach primarily because of its simple
implementation (there is no search procedure for grid cells on the perimeter range). At the
same time, improvements in accuracy were achieved due to the increased density of rays.
The number of rays N used in a viewshed calculation is therefore independent of the
range and is described by the equation N = 2C + 2R–4 ≈ 2C + 2R, where R is the number
of rows and C is the number of columns in the DEM.
3. Introduction of CUDA
Because our parallel implementation of the R2 algorithm is implemented in CUDA, we
will briefly introduce some terms. CUDA uses different memory types (Figure 2a), which
differ according to their speed, reachability, writability, and validity. Registers are the
fastest, and they are accessible only inside a thread. Shared memory is slightly slower.
Threads inside one block can communicate with each other through shared memory. The
number of registers and the amount of shared memory is defined per block. The content of
registers and shared memory are valid inside one thread block.
Global memory is the largest and slowest memory type. The content is retained
through all kernel launches until the memory is freed. Constant memory is optimized
for broadcast, i.e., when the threads in a warp all read the same memory location. Texture
memory has implemented additional hardware functions, such as interpolation. Texture
memory is optimized for 2D spatial locality. When a read is being broadcast to the
threads, constant memory is much faster than texture memory.
A kernel is parallel code executing on different data sets. Threads are organized into blocks
and grids (Figure 2b). During the execution, threads can only communicate with each other
Figure 1. DEM, rays (calculation path), and point of interest.
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inside a single block. Blocks cannot communicate with each other because of the random
order of the execution of the blocks inside a grid. If several kernel launches are sequential
(which is true in our case), grids can communicate with each other through global memory.
In a host, we use pinned memory for map data storage. Pinned memory is memory
guaranteed to be allocated on the main host memory unless there is not enough room.
Pinned memory is memory allocated using the cudaMallocHost function, which prevents
the memory from being swapped out and provides improved transfer speeds.
4. Algorithm implementation
The main focus of our implementation of the R2 algorithm is to calculate visibility on a huge
volume of data that do not fit in the internal memory. At the same time, we want the fastest
possible data processing. We completed two main versions of the implementation: sequential
and parallel. The key point in the simple and effective implementation of both the parallel and
the sequential versions is segmenting the map into bands called segments. In other words, the
map is divided into longitudinal segments in the most natural way, which allows for quick
read, write, and copy operations using well-known standard C and CUDA functions.
Parallel implementations usually require a different approach than sequential ones.
The current implementation of the parallel R2 viewshed algorithm is realized with a
combination of sequential and parallel (CPU and GPU) methods. A sequential method is
used for copying data sets to and from the GPU, whereas a parallel method is imple-
mented in the kernel to accomplish the viewshed calculation. The main advantage of the
parallel version of our implementation is that reading global data inside the kernel is
coalesced to a certain degree (Section 7).
In our algorithm, we use interpolation within the kernel. By using texture memory for
interpolation purposes, the benefit is an approximately 10% faster computation time of the
kernel. The drawbacks are inflexible memory manipulation (segment size is not flexible)
and a limited set of interpolation methods. Therefore, we avoid the use of texture memory.
The interpolation is described in Section 4.5.
Figure 2. CUDA memory hierarchy (a) and logical representation of the CUDA programming
model (b).
International Journal of Geographical Information Science 2307
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In the following sections, we refer to the desktop computer as the host and to the GPU
as the device, i.e., host memory means the RAM memory on the desktop computer,
whereas device memory means the global memory on the GPU.
4.1. Terrain segmentation
The input data set used in the viewshed analysis is the DEM stored in a file on the host
data storage and is referred to as the input map. The size of the entire input map is R · C,
where R is the number of rows and C is the number of columns. Each grid cell of the input
map contains a value that represents the elevation above sea level. The input map is
schematically shown in Figure 3a.
The output data set is the same size as the input data set and is referred to as the output
map. The output map is schematically shown in Figure 3b. Each grid cell of the output
map contains a value, with information on whether a particular grid cell is visible.
If a large DEM map is used to calculate the viewshed analysis, it cannot be stored on
the host or the device in one part. Our goal is to be able to process much larger maps than
the memory capacity of a host or device. To achieve this goal, larger input maps and
output maps are divided into equally sized strips (segments).
The number of segments (Seg) corresponding to the terrain segmentation can be
calculated using Equation (1), where Mm is the memory size of the input map
(Mm = R · C · Sdtype, where Sdtype is a variable size in bytes, representing the grid-cell
data type; e.g., for the integer type, Sdtype is 4) and Mg is the smaller value of the amount
of global memory available on the device and the free host memory. Other data must also
be stored in global memory (Ma), i.e., the horizon vector (explained in Section 4.3), and
the parameter data for cooperation between blocks of kernel code during ray coordination
and synchronization. The constant 4 in Equation (1) represents the double buffer used for
the input and output maps.
The memory size needed for a segment (Ms) can be calculated using Equation (2).
Seg  4 Mm
Mg Ma
 
(1)
Figure 3. Input DEM map (a) and output viewshed map (b).
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Ms ¼ Mm
Seg
þ 2  C  Sdtype (2)
A framework of the flowchart of the proposed implementation of the R2 parallel
algorithm is depicted in Figure 4. The parallel part of the algorithm is carried out in the
element KERNEL. Note that different kernels are executed serially and must not overlap.
Each execution of the kernel calculates data in one segment. All other elements on the
flowchart are based on sequential methods.
The input segment is read into the host pinned memory (Pinned Memory 2013) and
then copied to the device global memory. Once the input segment is in the device global
memory, the kernel for the viewshed computation can be started. The kernel executes the
viewshed analysis only on the loaded input segment. For proper algorithm operation over
all the segments, the intermediate segment results (angular elevation) are stored in the
horizon vector. These intermediate results are used as working parameters during the
calculation of the subsequent segment.
The segment results of the viewshed kernel (visibility) are stored in the output
segment in the device global memory, which is the same size as the input segment. The
output segment is then copied from the device global memory to the host pinned memory
and then written to the data-storage temporary segment map.
The described steps are repeated as many times as there are segments. The order of
processing segments is very important, i.e., starting with the segment where the POI
resides, followed by adjacent segments toward the north and continuing until the northern
edge of the map is reached. The same procedure is followed toward the southern edge of
the map. For example, in Figure 3, segment 2 is processed first. Then, this sequence is
followed: segment 1, segment 0, and segment 3.
At the end of the algorithm, all the segments, which are stored in the temporary
segment maps, have to be merged into the output map in the proper order.
4.2. Ray path and ray step
As noted in Section 2, rays always start at a POI and travel toward the horizon edge, thus
traversing several grid cells along their path. A ray path is a straight line traversing from
the POI to the horizon edge. The calculation points are the exact points on the ray where
Figure 4. Framework flowchart of the parallel implementation of the R2 algorithm.
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the calculation of the viewshed is performed (Figure 5). The distance between two
adjacent calculation points on each ray is determined by the ray step. The ray path and
ray step are unique for each ray and are defined before the beginning of the visibility
calculation.
The pair (xpoi, ypoi) represents the POI coordinates, and the pair (xhorizon, yhorizon)
represents the coordinates of the edge point on the horizon for each ray; thus, each ray
path is a line between (xpoi,ypoi) and (xhorizon, yhorizon).
For each ray, two unique ray step parameters must be calculated: xstep and ystep. There
is a similar approach for calculating the ray steps toward the north/south (Equation (3))
and east/west (Equation (4)), where sgn() is the sign function.
xstep ¼ xhorizon  xpoi
yhorizon  ypoi
  ; ystep ¼ sgn yhorizon  ypoi
 
(3)
xstep ¼ sgn xhorizon  xpoi
 
; ystep ¼ yhorizon  ypoi
xhorizon  xpoi
  ; (4)
4.3. Horizon vectors
The horizon vectors are stored as four double-precision vectors in the device global
memory. Altogether, the horizon vectors have N elements. Each vector represents one
border edge of the output map, namely, north (Vn), south (Vs), east (Ve) and west (Vw), as
shown in Figure 3b. Vectors Vw and Ve consist of R elements and Vn and Vs of C elements.
At the beginning of the calculation, each element of all four vectors is set to –pi/2
(minimum value). This value represents the angle of view directly toward the ground.
The value 0 represents the view straight toward the horizon and the value pi/2 represents
the view straight up toward the sky.
At any given moment during the viewshed calculation, the horizon vector holds the
temporary maximum angular elevation (α) for each ray (Section 4.4). These values are
based on the maximum obstacle height on the corresponding ray.
4.4. Visibility calculation
The visibility property is calculated for each ray. Each thread on the device is responsible
for the computation of one ray. At every calculation point on the ray, the distance d from
Figure 5. Ray paths and calculation points.
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the POI is calculated using Equation (5), where (xd, yd) is the coordinate of the current
calculation point.
For every calculation point on the ray, the vertical angle (angular elevation) α is
computed (Equation (6) and Figure 6), where hd is the DEM value at point (xd, yd), hpoi is
the DEM value at point (xpoi, ypoi), hobs is the additional height above ground level, and hc
is the Earth-curvature height correction factor (described in Section 4.7).
d ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xpoi  xd
 2 þ ypoi  yd 2
q
(5)
α ¼ arctan hd  hcð Þ  hobs þ hpoi
 
d
 	
(6)
The value α at a calculation point is compared to the element of the horizon vector V
(the horizon vector V could be Vw, Ve, Vn, or Vs, depending on the direction the ray is
pointing). When a new value α is greater than the existing one in the element of vector V,
the greater value replaces the old value, and the current grid cell in the output segment is
marked as visible if additional conditions are fulfilled (the nearest-ray approach, explained
below in Section 4.5). If, in contrast, a new value α is smaller than the existing value in
the element of vector V, nothing is modified and the visibility status of the current grid cell
in the output segment remains the same.
4.5. Linear interpolation and nearest-ray approach
The elevation of each grid cell is defined at its center. In viewshed analysis, the calcula-
tion points frequently lie outside the grid-cell center, which leads to errors due to the
granularity of the elevation map. The map granularity can be reduced using interpolation
between neighboring grid cells. For proper interpolation, at each calculation point, two
calculation parameters must be determined. The first parameter is the elevation (height)
level of calculation point hcp; the second parameter is the distance between the calculation
point and the center of the nearest grid cell dn.
An interpolation example is shown in Figure 7a. For the linear interpolation, the
interpolated elevation values at calculation point hcp can be calculated using Equation (7),
(xd,yd,hd - hc)
(xpoi,ypoi,hpoi)
distance d
Point of Interest
visible area
POINT
OF
INTEREST
slope angle
α
α
h
o
b
s
Figure 6. Cross-section of terrain (ray) showing the visible area from the POI and slope angle α.
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where h1 and h2 are elevation values of neighbor grid cells, d12 is the distance between the
centers of adjacent grid cells, and d1cp is the distance between the calculation point and the
cell center of the first grid cell.
hcp ¼ h1 þ d1cp
d12
h2  h1ð Þ (7)
In the north/south direction, two horizontally adjacent grid cells are selected for
interpolation. In the east/west direction, two vertically adjacent grid cells are selected
for interpolation (Figure 7a).
The nearest-ray preference approach contributes to a more realistic computational
result of the viewshed algorithm. Many rays can traverse a particular grid cell, especially
if the grid cell is near the POI. The nearest-ray strategy determines the visibility criteria of
the resulting grid. Logical ‘OR’ operations, used to combine adjacent rays, lead to an
optimistic result. If, however, logical ‘AND’ operations are used, a pessimistic result is
achieved.
The nearest-ray approach, using only the ray that traverses nearest to the cell center, is
adopted in the implemented algorithm. The value dn is used for the proximity criterion. If
the ray traverses closer to a grid cell with elevation h2, then dn = d12–d1cp (Figure 7a). If
the ray traverses closer to a grid cell with height h1, then dn becomes equal to d12.
For example, in Figure 7b, rays 3, 7, and 10 are used for the grid-cell visibility
decision. Although the majority of rays do not have any effect on the visibility result, they
are considered for horizon vector update. The presented approach contributes to a more
realistic viewshed analysis (presented in Section 10.2).
d12
dnd1cp
hcp
hcp
h2
h2
h1
h1
4
Figure 7. Linear interpolation (a) and nearest-ray approach (b).
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4.6. Resemblance of viewshed rays and CUDA threads
Each viewshed ray should be calculated by its own CUDA thread. The basic feature of the
R2 algorithm requires that the ray needs information if it is the nearest ray traversing a
particular grid-cell center. When more than one ray traverses the particular grid cell, only
the nearest ray to the grid-cell center determines whether this particular cell is visible.
Clearly, there must be some mechanism to determine which ray is closer to the center of
the grid cell. This mechanism works in the following way: for each ray, the distance is
calculated from the current traversed grid-cell center. Then, one must determine whether
the ray is closer to the grid-cell center than any neighboring ray(s). To achieve this, one
must know the distance of the neighboring ray(s) from the center of the grid cell. If the
distance(s) of the neighboring ray(s) is greater than the distance of the ray of interest, then
the ray of interest is the nearest ray. Only the nearest ray resolves the current cell grid
visibility (Figure 7b).
Different rays (threads) can exchange data with each other only through shared
memory. In CUDA, there is a limitation that threads can use the same shared memory
only within a block, whereas blocks inside one kernel are independent and cannot
exchange data among themselves. The typical maximum number of threads per block
for current CUDA units is 1024. There are also limitations on the size of the shared
memory per block, and for our CUDA device, this size is 49,152 bytes.
In each calculation grid cell, inside a kernel’s for loop, the current offset data (distance
from grid-cell center) are written to shared memory. After that, synchronization among all
threads should be performed with _syncthreads(). As a consequence, all threads are
synchronized, and their offset data are written to the shared memory at this point. The
data from the neighboring threads can now be read from shared memory.
Because blocks cannot exchange data among themselves inside the kernel, we take an
intertwined thread approach (Figure 8). The last two threads from a particular block and
the first two threads from a consecutive block are used for the calculation of the same two
rays. Using this technique, all blocks are intertwined by two threads. The first and last
thread from each block are not directly used to calculate visibility, but only to calculate the
nearest ray. All other threads directly participate in the viewshed analysis.
With this approach, more threads are used than the number of rays. However, no
additional technique for data exchange among the blocks is needed, and all blocks can run
from one kernel. The number of additional threads is twice the number of blocks used. If
we express the additional threads adth as a percentage, this number is adth[%] = 100 · 2/
thbl, where thbl is number of threads in one block (usually 1024 or 512).
Figure 8. Representation of one CUDA block in a viewshed analysis. The red and blue grouped
lines represent unique threads in a block; the green lines represent intertwined threads, which are
calculated in two neighboring blocks. The lifted red and green lines represent one block calculation
in one segment.
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The core of the presented viewshed program is the GPU kernel. An abbreviated listing
for clarity purposes is shown in Figure 9. The kernel consists of an initialization and a
computational part. The objective of the initialization part is to prepare data variables for
later calculation. The objective of the computational part is ray generation (Figure 9, for
loop in line 6), where we read data from the global device memory, calculate the visibility,
and store the results back in the global device memory. Each thread of the kernel is used
to calculate only the rays inside the current segment (Figure 8). On each calculation point
along a ray path, the following values are calculated: distance, interpolation height, slope,
and offset from the current grid-cell center.
4.7. Earth-curvature consideration
When working under realistic geographic conditions, the terrain is not a flat plane, but is
rather slightly curved due to the shape of the Earth. The Earth is known to be an
approximate oblate spheroid. At small distances from the POI, the Earth-curvature effect
is negligible. Farther away, this effect has a substantial influence, and a correction of the
elevation of distant grid cells must be included in the algorithm for realistic results.
hc þ rearthð Þ2 ¼ d2 þ r2earth (8)
hc ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ r2earth
q
 rearth (9)
The effect of the Earth’s curvature is shown in Figure 10. Its influence can be
estimated using Equations (8) and (9), where rearth is the Earth’s radius (average value
6370.997 km). By default, the Earth-curvature correction is included in the proposed
algorithm. The exact value rearth depends on the macro-location of the user and can be set
arbitrarily.
When dealing with radio propagation profiles, the curved radio rays are replaced with
linear rays for the purpose of geometric simplicity (Kukushkin 2004, p. 6). To account for
the error introduced if drawing radio rays as straight lines, the Earth’s radius has to be
increased. The radius of this virtual sphere is known as the effective Earth’s radius, and it
is approximately equal to four-thirds the true radius of the Earth, i.e., roughly 8500 km.
Figure 9. Viewshed kernel.
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5. Implementation of the parallel algorithm on a CUDA GPU
We have implemented two versions of the R2 algorithm. One version is performed by the
CPU (r.cpu.visibility) and the other is performed by the CPU and GPU (r.cuda.visibility).
For the parallel version, the NVIDIA CUDA was chosen for the implementation
because of the wide availability of hardware (graphical devices) and software (drivers
and compilers) for this platform.
The calculations of the algorithm code consist of two main parts: a preparation part
and a calculation part. The preparation part contains functions for reading/writing data
from/to a hard disk and transferring it to the GPU and calculation calls (basic flowchart
from Figure 4). The calculation part implements the viewshed analysis. The CPU code is
written in the C++ language, and the GPU code is written using CUDA SDK V5.0. The
optimization level for the GPU program is –O3.
Determining the type of CUDA device integrated into the host computer is an
important part of the program. This device should support compute capability (CC) 1.3
or higher to provide native support for double-precision floating-point values, i.e., 64-bit
values. Another important parameter is the amount of global memory available in the
GPU device. This value can range from 1 to 4 GB on currently available GPUs. The
amount of free RAM on the host computer should also be determined. Currently, desktop
computers have 16 GB or more of RAM. The program should adapt to the smaller free
memory value of the two before the number of map segments is determined as in
Equation (1).
Memory should be allocated for map segments on both the host and the device. Using
page-locked (or pinned) memory, a higher bandwidth is achieved between the host and the
device, which is made possible by the function cudaHostAlloc. The function cudaMalloc
is used for memory allocation on the device. The size of the memory allocation is equal to
the size of one segment incremented by the size of one row on the map. An additional line
is needed for the proper linear interpolation of the last row in each segment (except the
southern segment).
The input map is read into host memory in segments. The map file is opened, read,
and closed using the well-known functions fopen(), fread(), and fclose(), respectively. To
find the starting point of the required segment, the function fseek() is used. After the
beginning of the segment has been located, it is read in sequential order into the host
pinned memory.
d
r
e
a
rth
r
e
arth
h
c
Figure 10. Height correction due to the curvature of the Earth.
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The scheduler should determine the order of segment computation and launch the
viewshed kernel for each segment.
All tests were performed on a desktop computer with the following component
specifications:
• Processor: six hyper-threading cores, Intel(R) Core(TM) i7–3930K CPU @
3.20 GHz.
• RAM memory: 32 GB
• Hard disk: SSD Corsair Force GT, size: 223 GiB (240 GB)
• CUDA device: NVIDIA GeForce GTX 680.
• Operating system: Linux (UBUNTU 11.04)
• File system: ext4
5.1. Input data preparation
For the input data, two DEMs of the Slovenian territory were used (see the fragment of the
input data in Figure 11). The data are in raw format, each grid cell has a value that
represents height above sea level in meters, which is stored as an integer value (4 bytes).
The first DEM had a grid size of 25 × 25 m2, whereas the second DEM had a
12.5 × 12.5 m2 grid size. The memory sizes of the two maps were 0.48 and 1.89 GB,
respectively. In the absence of larger maps for testing, we used up-sampled versions of the
original map to verify the correct operation of the algorithm. All the test input data sets are
listed in Table 1. We prepared ten data sets, with sizes ranging from 0.48 to 186 GB.
6. Variable types and CUDA GPU occupancy analyses
A CUDA-enabled GPU has its processing capability split into streaming multiprocessors
(SMs), and the number of SMs depends on the actual device. Each SM has a finite
number of 32-bit registers, a shared memory, a maximum number of active blocks, and a
maximum number of active threads. These numbers depend on the CC of the GPU.
Figure 11. Input data set, DEM example.
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CUDA occupancy is defined as the ratio of the number of active warps per multi-
processor to the maximum number of active warps. Register usage, shared memory usage,
or block size can be potential occupancy limiters.
With the first naive implementation, we used double type for all variables (Figure 12),
which led to 37 registers used for each thread. Both variables, x and y, were increased
on each iteration of the loop with the pre-calculated double value xstep and ystep. In
Figure 13a, the impact on occupancy and kernel duration of varying the number of
threads per block is depicted. The theoretical occupancy was calculated using
Occupancy Calculator, provided by the NVIDIA Excel spreadsheet calculator
Table 1. Test data sets.
Data set Size (GB) Grid-cell size Columns (C) Rows (R) Grid cells
1a 0.48 25 × 25 m2 14,081 8961 126,179,841
2a 1.89 12.5 × 12.5 m2 28,161 17,921 504,673,281
3b 2.94 10 × 10 m2 35,200 22,400 788,480,000
4b 7.52 6.25 × 6.25 m2 56,320 35,840 2,018,508,800
5b 11.75 5 × 5 m2 70,400 44,800 3,153,920,000
6b 18.36 4 × 4 m2 88,000 56,000 4,928,000,000
7b 23.98 3.5 × 3.5 m2 100,572 64,000 6,436,608,000
8b 47 2.5 × 2.5 m2 140,805 89,605 12,616,832,025
9b 120 1.5625 × 1.5625 m2 225,288 143,368 32,299,089,984
10b 186 1.25 × 1.25 m2 281,610 179,210 50,467,328,100
Notes: aData sets of the original DEM for a territory of Slovenia.
bData set derived by interpolation from the second data set.
Figure 12. Naive implementation of the main loop in kernel.
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Figure 13. Impact of varying threads per block in a CUDA GPU viewshed kernel for the naive (a)
and optimized (b) kernel loop.
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(Occupancy Calculator 2013). The best theoretical occupancy value for the naive
implementation of the viewshed kernel was 75%; the practically achieved value was
67.8%, with the threads per block set to the value of 768. The fastest duration of kernel
execution was achieved at a value 128 threads per block (see Duration line in Figure
13a), for which we achieved an occupancy value of 65.9%.
There is, of course, the possibility of using float variables for this naive implementa-
tion and reaching an occupancy of near 100%, but the results in this case are unreliable,
i.e., a Moirre pattern occurs (Figure 14b). The reason for this effect lies in the aggregation
of errors through the loop because float (and also double) values have a limited set of
possible values (float and double are not real numbers). In each iteration through the loop,
we obtain a small error value that accumulates throughout the loop.
In the optimized implementation of the main loop inside the kernel, a new integer
variable, step, was introduced. This variable is increased in each iteration only by a value
of 1. Variables x and y are calculated from scratch at each iteration (Figure 15). With this
procedure, the aggregation of errors through the loop is prevented.
In the optimized implementation, we used the float type for variables (Figure 15),
which led to 28 registers used for each thread. A theoretical occupancy of 100% can be
reached, and a practical occupancy of 90% was achieved (Figure 13b).
The results indicate that a setting of 512 threads per block in the optimized version is
the optimal value for our device. All these parameters were measured using the NVIDIA
profiler, which is part of the NVIDIA Nsight development platform (NVIDIA Profiler
2014).
Figure 14. Optimized float implementation (a) versus naive float implementation (b) of the loop in
the kernel.
Figure 15. Optimized implementation of the main loop in the kernel.
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7. Coalesced global memory access in the main kernel routine
An access to device global memory costs 400–600 clock cycles. GPUs can read 32-bit
(for 8-bit data), 64-bit (for 16-bit data), or 128-bit words (for 32, 64, or 128 bit data,
which is our case) from global memory into registers in a single instruction. Global
memory bandwidth in a GPU is most efficient when simultaneous memory accesses
threads in a half-warp (during the execution of a single read or write instruction), which
can be coalesced into a single memory transaction (coalesced global memory access).
Coalesced global memory access can be strongly utilized for the north and south
triangles from a POI. For the west and east triangles, coalesced memory access is utilized
near the POI, where more threads traverse the same grid cell. The closer we get to the
edge of the map, the less coalesced access is used. In Figure 16a, these effects are
presented in a simplified form. The gray color represents data we intend to transfer
from the GPU global memory to the kernel. For the north and south triangles, we can
get all the data into the kernel with one read. For the east and west triangles, we need four
read operations to get the same amount of data into the kernel.
In Figure 16b, throughput for our GPU, GeForce GTX 680, is measured. The graph
represents coalesced global memory access with different offsets. We can see that the
reading-data offset has very little impact on throughput. However, the stride size has a
huge impact on throughput. This happens in the east/west triangles more often than in the
north/south triangles of the map. Closer to the edge of the map, the throughput is smaller.
We measured the time difference between the computation time for the north/south
triangles and the east/west triangles. On average, a north/south computation took half of
the time of an east/west computation, regardless of the size of the map. However, the
overall kernel computation time was reasonable, which can be seen in Figure 18.
8. Hard disk throughput compared to the cudaMemcpy throughput
We exploited the fact that the read/write (R/W) throughput of hard disks is significantly
lower than the R/W throughput of CUDA memory copy. This fact helped us design the
implementation of the viewshed algorithm, in which the overall computational speed
depends almost exclusively on the R/W hard disk throughput.
Figure 16. Coalesced memory access for north triangle versus uncoalesced memory access for east
triangle (a). Measured throughput for coalesced (offset) and uncoalesced (stride) memory access for
GeForce GTX 680 (b).
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For our PC computer, we made R/W tests for different file sizes and two hard disks.
The file was divided into the segments. Since the segment was relatively large in size
(1 GB), the transfer of the whole file behaved like a stream. The average R/W throughput
of different file sizes is shown in Figure 17a. From the graph, it can be clearly seen that
the disk buffer helped out for file sizes that were less than approximately 100 MB. The
influence of a page cache vanished at file sizes of more than approximately 10 GB. The
page cache is a transparent cache of disk-backed pages kept in main memory (RAM) by
the operating system for quicker access.
The data were transferred between the CUDA device and the CPU RAM with the
cudaMemcpy function. For our PC computer, we made throughput tests for different
segment sizes and for pageable and pinned CPU memory. From the graph in Figure
17b, one can clearly see that pinned memory achieved greater throughput for all segment
sizes.
We are interested in file sizes of 1 GB and more. Figure 18 shows the timeline for
small viewshed calculation (size of file is 1 G, segment size is 4). Since reading and
Segment size (bytes)File size (bytes)
Figure 17. The average stream R/W throughput for two hard disks and different file sizes (a).
cudaMemcpy throughput (Geforce GTX 680) for different segment sizes (b).
Figure 18. The Timeline View from NVIDIA visual profiler for concrete viewshed analysis for
data divided into the four segments. In the Runtime API row are cudaHostAlloc call (left) and
cudaFreeHost call (right). In the Markers and Ranges row are CPU reading from and writing to
HD routines (R-HD and W-HD). In the Stream 8 and the Stream 9 rows are GPU cudaMemCpy
and main viewshed kernel routines.
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writing to hard disk is time consuming and the CPU and GPU can work simultaneously,
we exploited this fact and let the GPU and CPU overlap. For this, we needed to consider a
few rules. The main viewshed kernels cannot overlap due to the segmentation order
computation (see Section 4). MemCpy(H to D), kernel and MemCpy(D to H) can start
after the data have been read to RAM. Writing to hard disk can start after the calculated
data has been copied to RAM.
To successfully perform overlapping, we used a double buffer and two CUDA streams
for all calculation steps (double buffer for input data in the CPU and GPU and also double
buffer for output data for the CPU and GPU were used). The first segment was calculated
in the first buffer set and the first CUDA stream (Stream 8), the second segment was
calculated in the second buffer set and the second CUDA stream (Stream 9), the third
segment was calculated in the first buffer set and the first CUDA stream (Stream 8), and
so on until the last segment.
For this particular case, we measured the following average throughputs: reading from
hard disk was 2.5 GB/s, copy data to GPU was 5.7 GB/s, kernel throughput was 2.1 GB/s,
copy data from GPU was 6.2 GB/s, and writing to hard disk was 0.9 GB/s. For different
hardware configurations, different throughputs should be measured. Modern CUDA units
can perform memory copy and kernel execution simultaneously. Also, two kernels can be
run simultaneously – what we actually used in our case (simultaneous execution of the run
visibility and reset buffer kernels). Based on these results, the scheduler should provide
the right timing for routines to perform the optimal calculation timeline.
9. Impact of the number of segments on program execution time
In Figure 19, we illustrate the impact of varying the number of segments on the
computation time. The test with a 1.89 GB data size was conducted with different segment
quantities. The minimum number of segments was 3, and the test was conducted for up to
50. For each segment set, we ran the computation 50 times. We recorded the average,
maximum, and minimum duration times for each segmentation. Figure 19a shows the
impact of the number of segments on the calculation time for all kernels. Figure 19b
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Figure 19. Impact of varying the number of segments on the computation time for the kernel
duration time (a) and for the overall duration time (b).
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shows the impact of the number of segments on the overall computation time. We
observed that the number of segments had very little impact on the execution time for
all kernels and almost no impact on the overall computation time. The overall computa-
tion time increased noticeably when the number of segments exceeded 10,000 (in this
case, the overall computation time rises by approximately 10%). The reason for this result
is the increased number of kernels starts.
The number of segments depends on the size of the maps and the amount of free
memory. The minimum number of segments can be calculated using Equation (1). As a
general rule, the appropriate number of segments should be kept as low as possible.
However, care must be taken to leave enough free memory for other applications, which
could run simultaneously with the viewshed calculation.
10. Algorithm comparison
Four different algorithms were tested and compared. The R3 algorithm (Shapira 1990),
implemented in the GRASS GIS package, was chosen as a reference. The proposed
parallel algorithm, r.cuda.visibility, and the sequential version of the proposed algorithm,
r.cpu.visibility, were compared with the reference algorithm. In addition, we conducted
the same tests with the TiledVS viewshed implementation (Ferreira et al. 2012).
The Earth-curvature correction was not integrated in the reference algorithm R3. For
the purposes of comparison, this correction was also disabled in the other algorithms (r.
cpu.visibility, r.cuda.visibility, and TiledVS) during the tests.
10.1. Experimental results
The experimental results for different data sizes and different algorithms are shown in
Table 2. From the test results, it can be observed that the computation time of the R3
algorithm is strongly dependent on the number of visible grid cells. Therefore, the R3
algorithm was tested and compared using two different parameter values (a pit and a peak
POI). In contrast, the computation time of the proposed algorithm is independent of the
number of visible grid cells (independent of the POI position: pit or peak).
Table 2. Comparison of computation time for four implementations of viewshed algorithms.
R3 TiledVS r.cpu.visibility r.cuda.visibility
Data set Size (GB)
all
(pit/peak)a alla alla calc.a alla kernela segmentsb
1 0.48 310/2776 28 13 11 1.8 0.2 1
2 1.89 1426/21,045 115 52 46 7 0.7 3
3 2.94 – 196 84 77 10 1.3 4
4 7.52 – 453 229 216 21 3.5 9
5 11.75 – 670 375 352 31 5.5 13
6 18.36 – 1014 626 588 52 9.5 21
7 23.98 – 1317 892 831 91 13 27
8 47 – 2635 2266 2106 265 29 54
9 120 – 13,498 9645 9252 1051 112 140
10 186 – – 20,474 19,865 1922 235 218
Notes: aAll values of duration are in seconds.
bThe indicated number is the number of segments in the calculation with our hardware.
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For the sequential version of the proposed algorithm (r.cpu.visibility), the total
calculation time (all) and calculation viewshed time (calc.) are presented. For the parallel
version of the proposed algorithm (r.cuda.visibility), two values are presented: the total
computation time (all) and the kernel computation time (kernel). The total time (all)
represents the overall duration of the operation (kernel computation time and all data
transferred from hard disk to GPU and back). The number of segments (for our computer
environment) into which the map has been divided is also presented.
We also conducted tests with the sequential TilesVS package (Ferreira et al. 2012),
which is based on subdividing the terrain into blocks that are stored in a special data
structure managed as a cache memory. Our approach results in a better computation time
than TilesVS, even with the sequential r.cpu.viewshed version.
From the time results of r.cpu.visibility, we can conclude that the calculation part of r.
cpu.visibility took more than 90% of the duration time. Memory reading and writing took
less than 10% of the time (strictly sequential routines). Using Amdahl’s law, we can make
a significant speed improvement if we improve the calculation time with parallelism
(CUDA). The drawback of using CUDA is the additional memory required to copy to
and from the device. The speed-up achieved with r.cuda.visibility improves r.cpu.visibility
by a factor of 10.
10.2. Accuracy comparison of algorithms
A detailed view of the viewshed analysis using the same input data set with the r.los (R3),
the r.cuda.visibility (R2) and the TiledVS implementations is shown in Figure 20. Testing
the accuracy of the r.cpu.visibility was implicitly done, because the r.cpu.visibility
produces exactly the same result as the r.cuda.visibility implementation.
A test with 10 representative POI locations on a 1.89 GB data size (28,161
cols × 17,921 rows, each grid cell is 12.5 × 12.5 m2) was conducted. Five of them are
located on hilltops, from which the view extends to all four sides of the sky; and five of
them are located on hill slopes with a relatively good view. The maximum distance was
set to 25 km. For each test case, we counted the number of grid cells showing different
results from the compared algorithms. In Figure 20, a fragment of 2625 × 1375 m2 is
shown.
Figure 20. Panel (a) shows the comparison between the r.los (R3) and the r.cuda.visibility (R2)
algorithms. Panel (b) shows the comparison between the r.los (R3) and the TiledVS. The black grid
cells represent the area of visibility for both algorithms. The green grid cells represent those visible
only for the r.cuda.visibility (a) or the TiledVS (b). The red grid cells represent those visible only for
the r.los.
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From Figure 20a, we can see that the r.los and the r.cuda.visibility achieved almost the
same result. Both algorithms agreed on the visibility of 99.89% of grid cells in the best
case and of 99.52% in the worst case. This is expected because R2 is an approximate
algorithm, whereas R3 is an exact one. Similar accuracy differences between R2 and R3
were reported by Franklin and Ray (1994). We exploited this minimal accuracy difference
to achieve the remarkable execution-time speed-ups presented in the previous section.
In Figure 20b, we show the results of the comparison between r.los and TiledVS. After
testing with the same 10 representative POIs, the algorithms agreed on the visibility of
97.52% of grid cells in the best case and of 93.22% in the worst case.
11. Related work
Several approaches have been proposed for a parallel implementation of the viewshed
calculation. In Xia et al. (2011), the simulation results of two algorithms were presented:
Matrix Traversal and Ray Traversal. Both algorithms were implemented in sequential and
parallel modes, resulting in four different implementation types. If the grid cell is
traversed by multiple rays, the logical ‘OR’ function was used between the rays to
determine the visibility criteria, which generates overly optimistic results. The presented
results are calculated on a map size of 4996 × 3088 grid cells, which is smaller than our
first data set (see Table 1).
In Zhao et al. (2013), two parallel algorithms for the viewshed analysis of grid-based
terrains were introduced. These algorithms, namely, the GPU-fine and GPU-coarse, were
based on the well-known R3 sequential algorithm (Shapira 1990). The computational
efficiency of these algorithms has been demonstrated on various DEM sizes, from 1.49 to
20.54 GB, and compared to the original R3. The computation time of these algorithms
depends on the number of visible points. However, the approach taken by these research-
ers is fundamentally different from our approach because they worked with the R3
algorithm.
In Gao et al. (2011), a linear-interpolation approach between neighboring grid cells
was described. The authors present two DEM processing optimization solutions on a
GPU. The first solution assigned data to different memory locations on the GPU. The
second solution used instruction optimization for SM. The GPU texture memory was used
for the input map data set, resulting in an increased processing speed and hardware
interpolation between the grid-cell values (limited interpolation methods by the device
hardware). The maximum size of the map was restricted to the amount of 2D texture
memory available. The presented report was only for two map sizes, 366 × 372 and
2847 × 3717 grid cells. In contrast to our approach, the authors did not provide a solution
for large data maps.
In Strnad (2011), the Earth-curvature consideration was presented. For the input map
data set, texture memory was used, leading to limitations in map size and interpolation.
The computation time of relatively small maps was reported (maximum of 8192 × 8192
grid cells, which is smaller than our first data set; Table 1).
In the research report Osterman (2012), a basic approach was presented, suggesting
further investigation and leading to the optimizations presented in the present article. With
the additional improvements in memory-handling efficiency (Section 4.1), near-cell
interpolation, the nearest-ray strategy (Section 4.5), and optimization (NVIDIA
Corporation 2013), a reduction in computation time and improved accuracy and flexibility
of the algorithm were achieved.
2324 A. Osterman et al.
D
ow
nl
oa
de
d 
by
 [
fa
cu
lt
ie
s 
of
 th
e 
U
ni
ve
rs
it
y 
of
 L
ju
bl
ja
na
] 
at
 0
4:
14
 2
1 
S
ep
te
m
be
r 
20
15
 
In Amanatides et al. (1987), the authors proposed a fast voxel traversal algorithm for
ray tracing, which searches objects in voxels. If the object is not present in the voxel, the
computation for that voxel can be abandoned and the computation time is faster. In R3,
the longest line-of-sight (LOS) functions are calculated first. Along LOS, traversing the
voxels, obstacles are searched. If no obstacles are found in the voxels, those voxels are
skipped from further LOS computation and computation speed is accelerated. In R2, when
the LOS functions are calculated, the computation of viewshed is finished. Therefore, the
fast voxel traversal algorithm does not bring any benefit to R2 computation.
In Izraelevitz (2003), the authors proposed a bridge between the direct method based
on LOS analysis and the fast, but less accurate, XDraw method. Their implementation was
sequential. The best method for implementing their algorithm in a parallel manner is an
open challenge.
12. Conclusion, discussion, and future work
In this article, we introduced a modification of the well-known R2 algorithm in a parallel
implementation, with the possibility of processing large maps in a computer with a
relatively small memory size. The focus is on flexibility, IO efficiency, and the best
possible computation time. The essential reason for the improved computation times of
our algorithm, as compared to other approaches, is the use of coalesced memory access to
global memory on the device (Davidson and Jinturkar 1994) during terrain segmentation.
Therefore, IO efficiency involves a single reading and writing of the map in and out of
memory, coalesced global memory access, and double buffering, with overlapping of
CPU and GPU routines.
The type of interpolation (e.g., linear) can have a major effect on visibility. In addition,
the influence of the type of the interpolation depends on the type of terrain. In this work,
we used only linear interpolation. We leave experimentation with other methods for future
work.
In the mobile telecommunications industry, as a starting point, our research allows for
real-time terrain analysis for the complex task of mobile network planning. It is possible
to increase the network planning efficiency at lower costs by using real-time analysis
tools. This algorithm allows for the optimization of the locations of mobile network base
stations, with computations of numerous scenarios and effective planning of long-haul
microwave links, replacing less accurate, traditional methods (floating balloons or mirror
targeting).
A variety of analysis algorithms could be based on the computationally efficient kernel
that forms the core of the presented algorithm. The presented algorithm, r.cuda.visibility,
is currently part of the GRASS-RaPlaT project (Hrovat et al. 2010, Benedičič et al. 2014).
RaPlaT is an open-source radio planning tool for GSM, UMTS, and LTE mobile systems.
With the increasing demand placed on the analysis capabilities of modern mobile net-
works, our parallelization approach can be used to further improve RAPlaT tools.
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