I. INTRODUCTION

I
N recent years there has been great interest in the implementation of high-speed Viterbi decoders. The application of Viterbi decoders to magnetic storage channels for decoding intersymbol interference has pushed required decode rates to over 100 Mb/s for high-end drives [1] . A potential application of even higher rates is in convolutionally coded optical -ary pulse position modulation (PPM) systems, for which decode rates extend into the Gb/s range [2] . Another less obvious application of high-speed architectures is in low power design through voltage scaling, a technique which is based on trading excess speed for reduced power dissipation at lower voltages [3] .
The goal of high-speed Viterbi decoder design is to achieve unlimited concurrency and hence throughput while obeying an ideal linear scaling rule. Lookahead-based architectures (e.g., the layered method in [4] ) have been proposed as a means of achieving unlimited concurrency; however, such architectures are not area-efficient, because a -fold increase in throughput requires a -fold increase in hardware complexity, where is the number of states. The radix-4 fully parallel architecture for a radix-2 trellis is the only lookahead scheme which obeys ideal linear scaling for a two-fold increase in throughput [5] . Further throughput increases require an alternative approach to lookahead, if the overall area efficiency is to be maintained.
The simplest method to increase throughput is to decompose the input stream into blocks of length which can be processed in parallel using conventional Viterbi decoders. Such an architecture yields a -fold increase in throughput for a -fold increase in complexity. However, independent block processing requires knowledge of the initial state metrics which are unknown until the previous block is processed. Hence, without additional information, this approach is of no practical use because is limited to one.
Two practical approaches to block-based decoding are state initialization [6] and interleaving [4] . State initialization achieves block independence by forcing the encoder to a known state at the start of each block. This technique reduces the information rate and adds complexity to the decoder which must obtain block synchronization from the received data. Interleaving achieves block independence by interleaving independently encoded sequences. By definition, the blocks are independent and hence can be decoded independently; however, the encoded sequences are interleaved prior to the addition of noise. This approach is not applicable to digital sequence detection in the presence of intersymbol interference because the "encoder" is the intrinsic impulse response of the channel and hence cannot be separated from the additive noise component of the channel.
Another block-based approach is the sliding block decoder [7] . This approach is based on modeling the Viterbi algorithm as a time-invariant, nonlinear digital filter with finite memory. Table lookup is the proposed method to implement the nonlinear filter; however, except for the simplest examples, this approach is infeasible. For example, implementation of a four-state, convolutional decoder (hard decision) requires 8 Gbytes of ROM to achieve coding gain equivalent to a conventional Viterbi decoder. The infeasibility of this approach explains why it has been all but forgotten in the Viterbi literature.
In this paper, an alternative block-based method is proposed that can be applied to any Viterbi decoding problem without constraining the encoding process. The sliding block Viterbi decoder (SBVD), similar to the "acquisition method 1" proposed in [8] , utilizes the Viterbi algorithm to implement the sliding block method. Rather than precompute the nonlinear filter tables, the Viterbi algorithm is used in real time to compute the decoder output. The SBVD combines the filter characteristics of the sliding block decoder with the computational efficiency of a conventional Viterbi decoder.
0018-9200/97$10.00 © 1997 IEEE The systolic SBVD implementation presented in this paper is similar to the systolic minimized architecture [9] , but there are also some major differences. The minimized method was proposed as an extremely efficient block-based algorithm and claimed to be minimal with respect to hardware complexity (hence the name minimized). It will be shown that the hardware complexity of our SBVD architecture is similar to, if not less than, that of the minimized method. Furthermore, it provides a true maximum likelihood algorithm given the constraint of block decoding. As such, the coding performance of the SBVD method always upper bounds the minimized method for the same block length.
The organization of this paper is as follows. In Section II the Viterbi algorithm and the notational conventions are reviewed. In Section III the sliding block method is reviewed and extended to the more general and practical SBVD method. A systolic SBVD architecture and its implementation for a fourstate Viterbi decoder is presented in Section IV. Finally, in Section V fabrication results for the design are presented.
II. VITERBI ALGORITHM
The Viterbi algorithm is an optimal algorithm for estimating the state sequence of a finite state process observed in the presence of memoryless noise [10] . The classical application of the Viterbi algorithm is decoding convolutional codes, a class of forward error correction (FEC) code. The four-state, convolutional encoder/decoder is shown in Fig. 1 . The encoder consists of a two-tap binary shift register, which can be modeled as a four-state finite state process. For each input (data) symbol , two encoded output symbols and are generated as a modulo-2 sum of the shift register contents and the input. The encoded symbols are corrupted by noise during transmission to produce decoder inputs and . Given the noisy observations of the encoding finite state process, the Viterbi algorithm is used to estimate the most likely encoding state sequence from which the decoded sequence can be easily derived. In this section the algorithm is described from an operational point of view using the four-state encoder example.
The evolution of a four-state encoder can be described using the trellis diagram shown in Fig. 2 . The trellis is a timeindexed version of the state diagram. Each node corresponds to a state at a given time index, and each branch corresponds to a state transition. Associated with each branch is the input symbol and output symbols corresponding to the state transition. Given a known starting state, every input sequence corresponds to a unique path through the trellis. At the decoder, each branch is assigned a weight, referred to as a branch metric, which is a measure of the likelihood of the transition given the noisy observations. Branch metrics are typically calculated using a distance measure, so that more likely transitions are assigned smaller weights. Given the unique mapping between a trellis path and an input sequence, the most likely path (shortest path) through the trellis corresponds to the most likely input sequence. In this context, the Viterbi algorithm is an efficient method for finding the shortest path through a trellis.
The first phase of the Viterbi algorithm is to recursively compute the shortest paths to time in terms of the shortest paths to time . At time each state is assigned a state metric which is defined as the accumulated metric along the shortest path leading to that state. The state metrics at time can be recursively calculated in terms of the state metrics of the previous iteration as follows: (1) where is a predecessor state of and is the branch metric on the transition from state to state . The qualitative interpretation of this expression is as follows. The shortest path into state must pass through a predecessor state by definition. If the shortest path into passes through , then the state metric for the path must be given by the state metric for plus the branch metric for the state transition from to . The final state metric for is given by the minimum of all candidate paths.
The recursive update given in (1) is the well-known addcompare-select (ACS) operation and is implemented as shown in Fig. 3 for the four-state trellis. The update unit, referred to as a two-way ACS unit, outputs the updated state metric and a 1-b decision which identifies the entering path of minimum metric.
The second phase of the Viterbi algorithm involves tracing back and decoding the shortest path through the trellis, which is recursively defined by the decisions from the ACS update. The shortest path leading to a state is referred to as the survivor path for that state. A property of the trellis which is utilized for survivor path decode is that if the survivor paths from all possible states at time are traced back, then with high probability all the paths merge at time , where is the survivor path length. Once the survivor paths have merged, the traced path is unique independent of the starting state and future ACS iterations. Based on the survivor path merge property, the trace-back method for survivor path decode proceeds as follows [11] . Store all the decisions from to . At time an arbitrary starting state is chosen and the survivor path is traced back to time , at which point the input corresponding to the transition at time is decoded.
III. SLIDING BLOCK METHODS
A. Sliding Block Decoder
The sliding block decoder was originally proposed for convolutional decoding, although the result applies equally well to any Viterbi-based decoder. The only difference between the two applications is the survivor path length required to achieve the desired performance. In the following description of the sliding block method, an -state ( ), convolutional code is assumed.
It has been shown that the survivor paths from all possible starting states merge with high probability iterations back into the trellis. The parameter is the well-known survivor path length and is typically 5 [12] . Similarly, when starting with unknown initial state metrics (typically set to zero), the state metrics after trellis iterations are independent of the initial metrics; or equivalently, the survivor path will merge with the true survivor path had the initial metrics been known. The parameter is the synchronization length and is typically 5 [13] .
Based on the observed survivor path behavior, it is proposed in [7] that the state at time can be decoded using only information from the interval to . Such a decoder is a sliding block decoder, a time-invariant nonlinear digital filter with finite memory and delay. The proposed implementation of the nonlinear filter is table lookup [7] . Received symbols over the interval to form the address, and the table output is the decoder output. Soft decision decoding of bits using 5 past and future symbols requires 20 address bits ( implies two symbols per iteration). Even the simple (2, 1, 3) code, with 3-b soft decision inputs, requires a 60-b address lookup table ROM! While the sliding block concept is sound, this implementation is infeasible. The following subsection describes how the sliding block approach can be implemented efficiently using the Viterbi algorithm. 
B. Sliding Block Viterbi Decoder
The sliding block decoder output is equal to the decision of the state at time that lies on the shortest path (survivor path) through the trellis from to , which is equivalent to maximum likelihood decoding given a finite block length. The Viterbi algorithm is normally run in the direction of increasing time (forward) to avoid storing the entire sequence before decoding can start. Given a finite length trellis corresponding to the block interval, the shortest path can be found by running the algorithm forward or backward (by reversing the trellis transitions). Intuitively, finding the shortest path in either direction must yield the same result. Another implication of the reversibility is that and should be chosen equal for a given total block length [7] . In the following discussion the block interval is assumed to be to . As well as forward and backward processing of the interval, a general hybrid Viterbi algorithm can be derived that combines forward and backward processing of the interval as shown in Fig. 4 . At some trellis iteration , within the interval, the shortest path must pass through one of the four possible states. Forward processing of the interval to yields four survivor paths corresponding to the shortest paths from to each state at time . Similarly, backward processing of the interval to yields the shortest paths from to each state at time . For a given state at time , the shortest path over the interval through this state must be the concatenation of the forward and backward shortest paths for this state (proof by contradiction) and the state metric for a concatenated path is the sum of the forward and backward state metrics [8] . Hence, selecting the state at time with the smallest concatenated state metric yields the starting state for trace-back of the shortest path. If then can be decoded directly; otherwise trace-back from to is required.
The hybrid Viterbi algorithm subsumes the forward only and backward only algorithms, which correspond to the special cases of and , respectively. The minimized method is based on another special case corresponding 
to
. A sliding block decoder described in this paper is the SBVD.
The SBVD requires trellis iterations per decoded output; hence the relative area efficiency is compared with a conventional Viterbi decoder. The relative area efficiency can be increased by decoding a block of length rather than just a single iteration. That is, apply the hybrid Viterbi algorithm to the interval to and decode the interval to . Each block of decoded outputs requires trellis iterations and hence the relative area efficiency is . As the decoded block length increases, the SBVD approaches ideal linear scaling.
This SBVD architecture can be applied to high-speed Viterbi decoding of convolutional codes of any number of states. The hardware overhead, compared to sequential Viterbi decoding, is independent of the number of states, but proportional to the ratio of the survivor path length and the block length , which can be made arbitrarily small. This relatively small overhead enables codes of large constraint lengths to be decoded as efficiently as codes of shorter lengths without a theoretical speed limit.
Any choice of for the hybrid Viterbi algorithm can be used for block decoding. Two schemes of practical interest are forward only processing, shown in Fig. 5(a) , and equal forward/backward processing, shown in Fig. 5(b) . The systolic architecture described in Section IV is based on the forward/backward algorithm because the available algorithm concurrency is doubled with respect to the forward only approach. This translates to reduced decode delay and reduced skew buffer memory required to support the systolic architecture.
C. Minimized Method
The minimized method [9] is an alternative block-based algorithm that utilizes forward/backward processing as shown in Fig. 6 . The algorithm is a two-pass procedure. The first pass is used to estimate the states at either end of the decode block. On the second pass, these estimated states are used to force the initial state metrics for processing of the decode block. Using known initial state metrics, the entire survivor path of the decode block can be decoded, rather than just the state at the merge point of the forward and backward processing.
D. Comparison of SBVD and Minimized Method
As formulated, both the SBVD and the minimized method decode the interval to based solely on the input symbols over the interval to . Given this finite observation window, the SBVD method is a true maximum likelihood algorithm (under the constraint of using block decoding), selecting the path (or sequence) from the set of all possible paths that is closest to the observed output over the finite observation interval. In comparison, the minimized method is not a maximum likelihood algorithm because the estimates of the states at either end of the decode block are not based on all of the available data. A true maximum likelihood estimate is based on the entire observation interval and hence the coding gain of the SBVD method always upper bounds the minimized method for the same interval parameters.
The basic operation in both the SBVD and the minimized methods is the block state estimate. A state estimate consists of pair-wise additions of the forward and backward state metrics for each state, followed by an -way compare to select the state of smallest metric. This operation is referred to as an -way add-compare (AC), the complexity of which is lower bounded by two-way ACS units. The relative performance of the two approaches depends on the value of the survivor path length . At , typical for fixed state decoding [12] , the relative difference in performance is insignificant. The SBVD method is equivalent to the best state survivor path decoding, and hence the survivor path length can be reduced to 2.5 [11] , without any significant performance degradation. It is in this operating regime that the performance of the minimized method falls off with respect to the SBVD method. An example of the coding loss as a function of survivor path length for the two methods relative to a conventional four-state, Viterbi decoder is shown in Fig. 7 (BPSK data with dB and BER 10 ). The simulations are based on a decode length , which is the chosen length for the systolic SBVD architecture described in Section IV and the minimized architecture described in [9] . Assuming a coding loss of up to 0.2 dB is acceptable, the minimized method can only operate down to an of seven compared to the SBVD method which can operate at an of five.
The SBVD method is not only optimal in terms of performance for a given , but its hardware complexity may be lower compared to the minimized method for the following reasons.
• In general, one state estimate is required per decoded block for the SBVD method compared with two for the minimized method. However, hardware complexity for the minimized method can be appropriately reduced to counteract this effect [8] .
• The forward processing path contains one state estimate per decoded block for the SBVD method compared with two for the minimized method. Assuming a log-depth hierarchical -way AC unit, the overall latency (and hence skew buffer memory) of a systolic SBVD implementation can be reduced by as much as log ( ) stages compared with a systolic minimized implementation.
• Initialization of state metrics to force the estimated starting states as in the minimized method is not required using the SBVD method.
IV. SYSTOLIC SBVD IMPLEMENTATION
The SBVD method reduces the problem of decoding a continuous input stream to decoding independent blocks. For moderate throughput increases (factor of two to four) over conventional architectures, the simplest approach is to run multiple decoders in parallel. For higher throughput increases (factor of ten), systolic processing of the data blocks (or vectors) is very efficient. The following subsections describe the architecture and implementation details of a systolic SVBD, designed to achieve a decode rate of 1 Gb/s.
A. Specification
The specifications for the Viterbi decoder are:
• four-state, or (2, 1, 3) convolutional decoder/encoder; • generator polynomials and ; • eight-level soft decision inputs; • survivor path length (0.10 dB loss with respect to Viterbi decoder ); • coding gain of 3.4 dB at 10 BER. Simulated performance of the decoder for an additive white Gaussian noise (AWGN) channel is shown in Fig. 8 .
B. Architecture
For systolic implementation it is efficient to choose the forward and backward intervals to be equal, as shown in Fig. 5(b) , and to be an integer multiple of ; hence the decode interval should be greater than or equal to and a multiple of . The minimum value of is chosen in our implementation for the following reasons. First, the systolic architecture presented in this section achieves a decode rate of , where is the clock rate. Given that clock rates on the order of 100 MHz are achievable in current technology, it is unlikely that a value of greater than the minimum will be required, since the resulting decode rates are already over 1 Gb/s. Second, the complexity of the ACS hardware scales with , but the complexity of the pipeline skew buffer memory scales with . As a result, it is desirable to achieve a given throughput by minimizing the block length and maximizing the clock rate. Finally, higher throughput rates are achievable by decoding multiple blocks in parallel on multiple systolic SBVD processors. Such architectures can be implemented efficiently by replicating identical systolic processors if the forward and backward decode intervals and the decode block interval are equal. These requirements constrain the choice of to . Decoding of a continuous input stream using the SBVD method is analogous to overlap-add filtering as shown Fig. 9 . The input stream is blocked into input symbol vectors of length , successive pairs of which are decoded using the SBVD method to produce output vectors of length . Since the vector lengths are finite, the recursive ACS and traceback recursions can be unfolded and pipelined to yield the systolic SBVD architecture shown in Fig. 10 , which achieves a throughput of one decoded vector per clock cycle, equivalent to a decode rate of . Implementation of the SBVD architecture is relatively straightforward given the high-level architecture shown in Fig. 10 . A more detailed view of the pipelined vector processors and the skew buffer design for the simplified case of is shown in Fig. 11 . The design consists of the following five basic functional units:
• branch metric (BM) units;
• four-state ACS units;
• four-way AC unit;
• trace-back (TB) units;
• skew buffers. Each BM/ACS/TB stage updates a complete trellis iteration per clock cycle and is equivalent in complexity to a four-state fully parallel decoder.
The design goal of 1 Gb/s is achieved using an of six (vector length 12) and a clock rate of 83 MHz. This clock rate is achieved using only one pipeline stage per ACS, which is the limiting critical path in the design. The following subsections review the implementation details of the complete SBVD design.
C. Branch Metric Units
Each branch metric (BM) unit calculates the branch metrics for a single trellis iteration. Two 3-b soft decision inputs are combined to form four 4-b branch metrics corresponding to the four possible encoder outputs. The metrics are calculated using a uniform distance measure equal to the symbol itself when compared with logic-0 and equal to its one's complement when compared with logic-1 [14] . The design of the BM unit is described in [5] .
D. Four-State ACS and Four-Way AC Units
Normalization is avoided in all add-compare operations using modulo arithmetic [15] . The maximum potential dynamic range after an add occurs in the four-way AC unit and the state metric precision required to implement modulo arithmetic, equal to twice this range, is given by bits (2) In (2) is the maximum dynamic range of the state metrics and is given by (3) where is the number of states and is maximum branch metric. For the four-state decoder, and the required state metric precision is 7 b.
The basic building block of the ACS and AC units is a twoway ACS unit. The design of the two-way ACS unit shown in Fig. 12 is similar to the four-way ACS unit described by the authors in [5] . Fast, area-efficient ACS units are designed using ripple carry arithmetic for the add and compare operations. By implementing the compare using subtraction, the adder and subtracter carry chains run in parallel from LSB to MSB, resulting in an add-compare delay that is only one full adder bit delay longer than the ripple carry add delay alone. Only the subtracter carry chains are implemented to generate the sign of the result and hence the comparison.
The four-state ACS unit updates the state metrics for a single iteration of the trellis. Each unit consists of four two-way ACS units organized as two radix-2 units, as shown in Fig. 13 for the forward processor. The central position of the BM unit in the schematic reflects the final layout topology of each BM/ACS stage. On each clock cycle, four state metrics from the previous vector processor stage are input and four updated state metrics are output. Each update also generates a vector of four 1-b decisions that are output to the trace-back processor. The four-way AC unit adds the final state metrics from the forward and backward processors. The combined metrics are compared and the state with minimum metric is output as the starting state for the trace-back processors. The four-way AC unit is implemented in two pipeline stages as shown in Fig. 14. 
E. Trace-Back Units
The trace-back (TB) unit implements a single trace-back recursion and consists of a four-way multiplexer. The current state estimate from the previous trace-back processor stage is used to select the decision of the current state from the input decision vector. The selected 1-b decision and the 2-b current state are appropriately combined to form the state estimate for the next stage and the decoded output.
F. Skew Buffers
Unfolding and pipelining the recursive ACS and trace-back calculations requires retiming of the input and output streams via skew buffers, which are implemented directly using shift-registers. The skew buffers are sufficiently small that RAM or hybrid delay RAM/shift-register architectures are not areaefficient solutions. The total skew buffer memory for input symbols, decisions, and decoded outputs is only 1188 b, occupies approximately 12% of the chip area, and dissipates 10% of the total power.
G. Testing Issues
The convolutional encoder is implemented on the same chip to facilitate extensive on-chip selftest. Due to pin limitations, the encoder inputs/outputs (32 pins) were not brought offchip; that is, the sole function of the encoder is for selftest. In selftest mode, the encoder input is switched to an 11-tap pseudorandom sequence. The binary encoder output symbols are converted to 3-b soft decisions (0 011 and 1 100) for input to the decoder. The mapping is chosen to ensure state metric growth while guaranteeing error free decoding; hence a delayed version of the encoder input can be compared to the decoder output to verify functionality.
H. Clocking and I/O
A single phase clocking strategy was chosen to simplify clock distribution while maximizing system throughput. All register elements are implemented using rising edge truesingle-phase circuits [16] . The global clock is distributed up the center of the chip, from which local clocks are derived using two-stage buffers of identical delay.
The throughput of the design requires a minimum of 72 input pins (vector of 12 symbol pairs each of 6 bits) and 12 output pins (vector of 12 decoded bits), assuming the I/O is clocked at the internal clock rate. Given a 144-pin budget, the input stream is clocked at the internal clock rate and the output stream is parallelized to run at half the internal clock rate. A full rate clock of 83 MHz is supplied to the chip and a half rate clock is output, synchronized with the output stream.
V. FABRICATION AND TEST RESULTS
The design was fabricated using 1.2-m double-metal CMOS at Hewlett-Packard via MOSIS on the April 1992 run. The 9.21 mm 8.77 mm (81 mm ) chip contains 150 000 transistors and is packaged in a 144-pin PGA. A micrograph of the complete chip is shown in Fig. 15 . The forward and backward processors are positioned on the right and left halves of the die, respectively. The 12-stage ACS vector processors are folded over to match the width of the six-stage trace-back processors, resulting in a very area-efficient layout.
Typical parts are fully functional at a clock rate of greater than 83 MHz and dissipate 3.0 W at V and C. This corresponds to a vector iteration rate of 83 MHz, equivalent to a radix-2 iteration rate of 1 GHz or a decode rate of 1 Gb/s.
For low power operation, typical parts are fully functional at a clock rate of greater than 12 MHz, equivalent to a decode rate of 144 Mb/s, and dissipate 24 mW at V and C. Since power dissipation scales with clock rate, the relative merit of the design can be quantified in terms of throughput per unit power and is equal to 6 Mb/s/mW. In contrast, the 32-state fully parallel decoder [5] achieves a comparable decode rate of 140 Mb/s and dissipates 1.8 W at V and C, equal to a throughput per unit power of 0.6 Mb/s/mW (scaled by a factor of eight to account for the relative complexity of the design). Hence, trading excess throughput for reduced power dissipation at lower supply voltages, the SBVD design achieves decode rates comparable to existing fully parallel decoders, while reducing the power dissipation by an order of magnitude.
VI. SUMMARY
An SBVD is implemented that combines the filtering characteristics of the sliding block decoder with the computation efficiency of the Viterbi algorithm. The finite memory length ( ) of the Viterbi algorithm allows decoding of the interval to based only on the input symbols over the interval to . A general hybrid Viterbi algorithm is proposed for decode of each block, which combines forward and backward trellis processing. Each decoded block of length requires trellis iterations, hence the relative computational efficiency of the SBVD method is approximately compared to conventional Viterbi decoding. The advantage of the SBVD approach is unlimited concurrency and hence throughput due to independent block decoding, as opposed to conventional decoder architectures, which are limited in throughput by the recursive ACS update.
A systolic SBVD architecture is presented which achieves a decode rate of . The architecture is demonstrated in a four-state, Viterbi decoder, which has been designed and fabricated in 1.2-m CMOS. Typical parts are fully functional at a clock rate of 83 MHz, equivalent to a trellis iteration rate of 1 GHz or a decode rate of 1 Gb/s. This is the first single-chip CMOS design to reach the 1 Gb/s milestone and is currently the fastest published Viterbi decoder design.
