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Abstract
A new characterization of random fields appearing in physical models is
presented that is based on their well-known Homogeneous Chaos expansions.
We take advantage of the adaptation capabilities of these expansions where
the core idea is to rotate the basis of the underlying Gaussian Hilbert space, in
order to achieve reduced functional representations that concentrate the induced
probability measure in a lower dimensional subspace. For a smooth family of
rotations along the domain of interest, the uncorrelated Gaussian inputs are
transformed into a Gaussian process, thus introducing a mesoscale that captures
intermediate characteristics of the quantity of interest.
1. Introduction
Modeling, characterizing and propagating uncertainties in complex phys-
ical systems have been extensively explored in recent years as they straddle
engineering and the physical, computational, and mathematical sciences. The
computational burden associated with a probabilistic representation of these
uncertainties is a persistent related challenge. One class of approaches to this
challenge has been to seek proper functional representations of the quantities
of interest (QoI) under investigation that will be consistent with the observed
reality as well as with the mathematical formulation of the underlying physical
system, which for instance, is characterized within the context of partial differ-
ential equations with stochastic parameters. Additionally, these representations
are equipped to serve as accurate propagators useful for prediction or statistical
inference purposes. Among the criteria that make such a functional repre-
sentation a successful candidate, are often the ability to provide a parametric
interpretation of the uncertainties involved in a subscale level of the governing
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physics, as well as its quality as an approximation of what is assumed to be the
reality and its discrepancy from it, in terms of several modes of convergence
such as distributional, almost sure or functional (L2).
The Homogeneous (Wiener) Chaos [35] representation of random processes
has provided a convenient way to characterize solutions of systems of equa-
tions that describe physical phenomena as was demonstrated in [15] and further
applied to a wide range of engineering problems [11, 25, 10, 12, 14]. Generaliza-
tion of these representations beyond the Gaussian white noise [36, 30] provided
the foundation for a multi-purpose tool for uncertainty characterization and
propagation [21, 27, 37], statistical updating [29, 23, 24] and design [17, 33] or
as a generic mathematical model in order to characterize uncertainties using
maximum likelihood techniques [6, 16], Bayesian inference [13, 2] or maximum
entropy [5]. Despite its wide applicability which has resulted in significant gains,
including but not limited to computational efficiencies, its use can still easily be-
come prohibitive with the increase of the dimensionality of the stochastic input.
Several attempts using sparse representations [8, 7] have only partially man-
aged to sidestep the issue which still remains a major drawback. Recently, a new
method for adapted Chaos expansions in Homogeneous Chaos spaces has shown
some promising potential as a generic dimensionality reduction technique [32].
The core idea is based on rotating the independent Gaussian inputs through a
suitable isometry to form a new basis such that the new expansion expressed in
terms of that basis concentrates its probability measure in a lower dimensional
subspace, consequently, the basis terms of the Homogeneous Chaos spaces that
lie outside that subspace can be filtered out via a projection procedure. Several
special cases along with intrusive and non-intrusive computational algorithms
were suggested which result in significant model reduction while maintaining
high fidelity in the probabilistic characterization of the scalar QoIs.
It is the main objective of the present paper to extend further the basis
adaptation technique from simple scalar quantities of interest to random fields
or vector valued quantities that admit a polynomial chaos expansion. Such
random fields emerge, for instance, as solutions of partial differential equations
with random parameters and can be found to have different degree of dependence
on the stochastic inputs at different spatio-temporal locations, therefore their
adapted representations and the corresponsing adapted basis should be expected
to exhibit such a spatio-temporal dependence. We provide a general framework
where a family of isometries are indexed by the same topological space used for
indexing the random field of interest. Several important properties are proved
for the new adapted expansion, namely the new stochastic input is no longer a
vector of standard normal variables but a Gaussian random field that admits a
Karhunen-Loeve [20, 22] expansion with respect to those variables. This new
quantity essentially merges uncertainties into a new basis that varies at different
locations, thus introducing a new way of upscaling uncertainties with localized
information about the quantity of interest. In addition, new explicit formulas
are derived that allow the transformation of an existing chaos expansion to a
new expansion with respect to any chosen basis. One major benefit of this
capability is that, once a chaos expansion is available, any suitable adaptation
2
can be achieved without further relying on intrusive and non-intrusive methods
that would require additional (repeated) evaluations of the mathematical model,
thus delivering us from further computational costs.
This paper is organized as follows: First we introduce the basis adaptation
framework for Homogeneous Chaos expansions and the reduction procedure
via projection on subspaces of the Hilbert space of square integrable random
fields. Next we demonstrate how the framework applies when stochasticity is
also present in the coefficients of the chaos expansion and finally we provide the
theoretical foundations of an infinite dimensional perspective of our approach
which shows that our derivations remain consistent and are nothing more but
a special case of Hilbert spaces of arbitrary dimension. Finally, our results are
illustrated with two numerical examples: That of an elliptic PDE with random
diffusion parameter, which explores various ways of obtaining reduced order
expansions that adapt well on the random field of interest and an explicit chaos
expansion where its first order coefficients consist of a geometric series which
allows the comparison of infinite dimensional adaptations and their truncated
versions.
2. Basis adaptation in Homogeneous Chaos expansions of random
fields
2.1. The Homogeneous (Wiener) Chaos
We consider a probability space (Ω,F ,P) and G a d-dimensional Gaussian
Hilbert space, that is a closed vector space spanned by a set of d independent
standard (zero-mean and unit-variance) Gaussian random variables {ξi}di=1,
equipped with the inner product 〈·, ·〉G defined as 〈ξ, ζ〉G = E[ξζ] for ξ, ζ ∈ H ,
where E[·] denotes the mathematical expectation with respect to the probability
measure P. For simplicity, throughtout this section we will drop the index G
and simply write 〈·, ·〉 whenever there is no confusion. Let now F(G) be the
σ-algebra generated by the elements of G, then since all Gaussian variables have
finite second moments, it follows that G is a closed subspace of L2(Ω,F(G),P).
We also define G⋄n, for n ∈ N ∪ {−1, 0} to be the space of all polynomials of
exact order n, with the convention G⋄−1 := {0}. Then clearly G⋄0 is the space
of constants and G⋄1 = G and in fact from the Cameron-Martin theorem [3, 19]
we have that L2(Ω,F(G),P) = ⊕∞n=0 G⋄n which has an orhogonal basis that
consists of the multidimensional Hermite polynomials defined as
hα(ξ) =
d∏
i=1
hαi(ξi), (1)
where α = (α1, ..., αd) ∈ J := Nd ∪ {0} and hαi(ξi) are the 1-dimensional
Hermite polynomials of order αi. More precisely {hα, |α| = n} spans G⋄n,
where |α| =∑i αi and by introducing the orthonormal basis that consists of
ψα(ξ) =
hα(ξ)√
α!
, α ∈ J , (2)
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any u ∈ L2(Ω,F(G),P) can be represented by its Homogeneous Chaos expansion
u(ξ) =
∑
α∈J
uαψα(ξ), (3)
where the convergence of the infinite summation is with respect to the L2(Ω,F(G),P)
norm and α! =
∏d
i=1 αi!.
Consider now a real-valued quantity of interest u(x, ξ) where x ∈ D ⊂ Rk,
D is typically bounded, and assume that u ∈ L2(Ω×D,F(G×D),P×λ), where
F(G ×D) is the σ-algebra generated by the rectangles A×B ∈ G ×D, λ is the
Lebesgue measure on Rk and P× λ is the product measure on Ω×D. Then is
holds that
E
[
||u(x, ξ)||2L2(D)
]
=
∫
Ω
||u(x, ξ)||2L2(D)p(ξ)dξ =
∫
Ω
∫
D
|u(x, ξ)|2p(ξ)dλ(x)dξ < +∞. (4)
Then, for each x ∈ D we have u(x, ξ) ∈ L2(Ω,F(G),P) and as above it admits a
representation in terms of its orthogonal basis, that is the Hermite polynomials,
u(x, ξ) =
∑
α∈J
uα(x)ψα(ξ), (5)
and the above square-integrability condition (||u(x, ξ)||L2(D) < +∞, for ξ a.s.)
implies that ||uα(x)||L2(D) < +∞ for all α ∈ J , a condition that will be useful
below.
2.2. Change of basis for random fields
In what follows we work with a truncated representation of u, that is we
assume that only a finite number of terms of order up to p ∈ N are present
u(x, ξ) =
∑
α∈Jp
uα(x)ψα(ξ), (6)
with Jp = {α ∈ J : |α| ≤ p}. The change of basis framework [32] presented
below can easily be generalized for the case of an infinite series. Namely, we
consider an isometry A : Rd → Rd and we observe that η := Aξ is a basis in G
if and only if ξ is. Since the Cameron-Martin theorem applies for any basis in
G, then u can also be written as
uA(x, ξ) := u(x,η) =
∑
β,|β|≤p
uAβ (x)ψβ(η), (7)
and by denoting ψAβ (ξ) := ψβ(η) = ψβ(Aξ) and using the orthogonality be-
tween the polynomials we can write the new coefficients as
uAβ (x) =
∑
α
uα(x)
〈
ψα, ψ
A
β
〉
, ∀x. (8)
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This can be seen as a pointwise convergence in L2(D) but in fact a stronger
result is true: For the new expansion we still have that ||uAβ (x)||L2(D) < +∞ so
the series actually converges in L2(D).
For the above it is clear that once a Homogeneous Chaos series of u(x, ξ) is
available, then given any isometry A, Eq. (8) gives the coefficients of the series
expansion with respect to the new basis, as a function of the initial coefficients
and the entries of A. Although this expession in the current form is computa-
tionally cumbersome, using properties of the Wick product [19] we are able to
derive analytic formulae with respect to the entries of A that, to the best of our
knowledge have not been presented before. Derivations of these formulae can
be found in Appendix A.
Note here that since the above expressions hold for any isometry A and all
x ∈ D, one might consider choosing different A’s for various choices of x. To
illustrate this dependence of A := A(x) on x we take for instance the Gaussian
and the quadratic adaptation [32]. For the Gaussian case, the first row of A is
defined, for each x, through the mapping ξ → η1 given as
η1(x) =
1(∑d
i=1 u
2
ǫi(x)
)1/2
d∑
i=1
uǫi(x)ξi, (9)
where ǫi = (0, ..., 1, ..., 0) is the multi-index with 1 in the ith location and
zeros elsewhere. This represents the (normalized) centered Gaussian part of
u(x). Similarly, for the quadratic case, the matrix A is the unitary matrix that
satisfies, for each x,
S(x) = ATDA (10)
where S has entries
u2ǫi√
2
along the diagonal and
uǫij√
2
elsewhere.
As these cases indicate, the isometry A can depend on x and as a conse-
quence, η will also depend on x which implies that for each x, ξ is transformed
to a different basis η(x). By construction, each component ηi(x) of the adapted
bases is a Gaussian process with covariance kernel
ki(x,y) = E[ηi(x)ηi(y)] =
d∑
j,k=1
aij(x)aik(y)E[ξjξk] = ai(x)ai(y)
T (11)
where for convenience we denote by ai(x) = (ai1(x), ..., aid(x)) the ith row of
A(x). In fact, for the case where the dependence is such that the entries aij(x)
are square integrable, the following result holds:
Theorem 1. Provided that the entries of ai(x) are square-integrable, the
function ki(·, ·) : D ×D → R defined in eq. (11) is a Hilbert-Schmidt kernel.
Proof. Detailed proof in Appendix B. 
Remark 1. For an example, in the case of linear adaptation, the square-
integrability of uǫi(x) as mentioned in the previous subsection suffices to show
that ||a1j ||L2(D) < +∞, therefore k1(x,y) is Hilbert-Schmidt.
5
Remark 2. In fact, we will see below that ki(x,y) has at most d posi-
tive eigenvalues and the decomposition (11) is the one that follows by Mercer’s
theorem [26].
2.3. Reduced adapted decompositions via projection
Next, it is of interest to consider a projection of the above expansion on a
subspace of VI ⊂ L2(Ω×D) with VI being the space spanned by {ψβ : β ∈ I}
for some I ⊂ Jp, resulting in
uA,I(x, ξ) := uI(x,η) =
∑
β∈I
uAβ (x)ψβ(η)
=
∑
β∈I
∑
α∈Ip
uα(x)
〈
ψα, ψ
A
β
〉
ψβ(η). (12)
Such projections introduce an error that can be described as the difference
u−uA,I. Trivially in the case where I = Jp, this difference is zero. Futhermore
one can write u(x,η) as a series of {ψα(ξ)}α∈Jp
u(x,η) =
∑
γ∈Jp
uγ(x)ψγ(ξ), (13)
which gives
uγ(x) =
∑
β∈Jp
∑
α∈Jp
uα(x)
〈
ψα, ψ
A
β
〉〈
ψAβ , ψγ
〉
(14)
and in the case of a projection on some I, the sum over β is simply taken in
I instead of Jp. We denote by w(x) and wA,I(x) the vectors with entries the
coefficients {uα(x)}α∈Jp and {uγ(x)}Jp respectively and with |J | the cardinal-
ity of a set J . By introducing the |Jp| × |Jp| Grammian matrix C with entries
Cα,β =
〈
ψα, ψ
A
β
〉
for β ∈ I and 0 otherwise, we can write the error associated
with a projection I as
w(x)−wA,I(x) = (I−CCT )w(x), (15)
which depends solely on I and A. Note that as mentioned previously, as I
approaches Jp the error becomes zero independently of A. However, for I being
a strict subset of Jp the error can vary as a function of the entries of A. A closer
look, using Proposition 2 from Appendix A, indicates thatC is a block diagonal
matrix and so is CCT . Furthermore for the case of n-dimensional adaptations
(n < d), each block matrix of the diagonal has only n non-zero columns.
Several options are available for exploration of the error of a particular adap-
tation procedure. For instance, for each x ∈ D and a fixed projection space I
one might wish to minimize, with respect to A, an appropriately chosen norm
of w−wA,I in order to locally adapt the chaos expansion of u(x) at the point
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of interest x. Alternatively for a global adaptation one can also minimize an
L2(D) norm of w −wI , that is
||w(x)−wI(x)||L2(D) =
(∫
D
||w(x) −wI(x)||2dx
)1/2
. (16)
Further investigation of the interrelation between the error and the choice of
A falls beyond the scope of the present paper and can be the subject of future
work.
2.4. Basis adaptation of Chaos expansions with random coefficients
In this subsection we consider the case where the coefficients of the chaos
expansion are themselves taken to be random variables. We adopt the formu-
lation presented in [31] where the random coefficients can be thought of as the
result of a reduced decomposition. More specifically, let two orthonormal bases
ξ ∈ G1 and ζ ∈ G2 with G1, G2 being d1- and d2-dimensional Gaussian Hilbert
spaces respectively, that are statistically independent and let G = G1 × G2
the closure of the product space G1 × G2. Then it is known [30] that any
u(x, ξ, ζ) ∈ L2(Ω×D,F(G),P) admits an expansion
u(x, ξ, ζ) =
∑
α∈J d1
∑
β∈J d2
uα,β(x)ψα(ξ)ψβ(ζ), (17)
where J di := Nd1 ∪ {0}, i = 1, 2. The above expansion can be rearranged in
the form,
u(x, ξ, ζ) =
∑
α∈J d1
Uα(x, ζ)ψα(ξ), (18)
where
Uα(x, ζ) =
∑
β∈J d2
uα,β(x)ψβ(ζ). (19)
Thus, u(x, ξ, ζ) can be written as a polynomial chaos expansion with respect to
ξ with random coefficients that depend on ζ and are independent of the basis
functions {ψα(ξ)}α∈J d1 . In order to proceed, we consider again the truncated
series
uJp(x, ξ, ζ) =
∑
α∈J d1p
Uα(x, ζ)ψα(ξ), (20)
and
Uα(x, ζ) =
∑
β∈J d2p
uα,β(x)ψβ(ζ), (21)
where with no loss of generality we take the order of truncation p to be common
in both series. Then the extension of the adaptation and projection procedures
presented in the previous subsection is straightforward. It is clear that for any
given isometryA, the coefficients UAα given in Eq. (8) will also be random since
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the inner product used to project u(x, ξ, ζ) on the basis functions ψα(ξ) is the
merely expectation with respect to ξ. Namely,
UAα = E
[
uJp(x, ξ, ζ)ψα(ξ)
]
= E
[
uJp(x, ξ, ζ)ψα(ξ)|ζ
]
. (22)
It is also worth noting that in the case of the standard adaptation schemes
(Gaussian, quadratic), the isometry is itself a random matrix that depends on
the coefficients of the reduced expansion (20) and more specifically its proba-
bility distribution depends on ζ. Denote by Φη(t) the characteristic function of
the new basis η = A(ζ)ξ. Then following some standard manipulations, taking
into account the independence between ζ and ξ and the almost sure constraint
that A(ζ)AT (ζ) = Id1 , where Id1 is the unit matrix in R
d1×d1 , one can evaluate
Φη(t) = E
[
eit
Tη
]
= e−
1
2
tTt, t ∈ Rd1 (23)
thus concluding that the marginal distribution of η is indeed N (0, Id1) and that
the standard Hermite polynomial chaos expansions remain valid.
2.5. Extension to infinite-dimensional spaces
In the previous subsections we have developed our basis adaptation method-
ology by initially taking the Gaussian Hilbert space G to be a finite dimensional
space. In this section we demonstrate that this can be viewed as a special case
of a space G that is of arbitraty dimension (countable or uncountable infinite
dimensional). In order to do this, first it is essential to provide some further in-
sight on the construction of such spaces. Next we will show that, for a family of
isometries {A(x)}x∈D, under suitable topological conditions, the elements of the
tranformed basis can be viewed as Gaussian fields that admit a Karhunen-Loeve
type expansion in terms of the initial basis.
We start with a necessary definition:
Definition 1. For any H real Hilbert space, we say that the Gaussian Hilbert
space G is indexed by H if there is a linear isometry χ 7→ ξχ, from H to G.
This definition provides a natural way to construct G, given someH . Namely,
if {ei}i∈I is a basis for H and {ξi}i∈I is a set of uncorrelated standard normal
variables with common index set I, then the mapping χ :=
∑
χiei 7→
∑
χiξi
is an isometry and G := span{ξi}i∈I is a Gaussian Hilbert space indexed by H .
Of course, in order for the above to make sense we need the sum
∑
χiξi to be
defined. In the case where H is finite dimensional, then
∑
χiξi ∈ N (0, ||χ||2H)
and more generally, if ξ = (ξ1, ..., ξd) is H-valued, then the map χ 7→ 〈ξ, χ〉H ∼
N (0, ||χ||2H) defines an isometry. For instance, let H := Rd and {ξi}di=1 to be
scalar standard normal variables. This is actually the case upon which our
methodology has been built.
The main difficulty when H is infinite dimensional is to ensure the existence
of some ξ = {ξi}i∈I such that 〈ξ, χ〉H ∼ N (0, ||χ||2H) for all χ ∈ H . Gaussian
measures on infinite dimensional spaces are defined in terms of real measures on
their dual space [9, 28]. In practice this means that often there is no H-valued
Gaussian variable ξ. In the countable case, the construction of G then can
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be obtained with the following procedure (see [19, 9] for technical details): A
locally convex topological vector space X must be identified such that H ⊂ X
for which there is a continuous inclusion mapping T : H 7→ X which is a
Hilbert-Schmidt operator. Then, we have that X ∗ ⊂ H and subsequently we
obtain the Gelfand triple X ∗ ⊂ H ⊂ X . It is possible to choose ξ ∈ X such
that 〈ξ, χ〉X ∼ N (0, ||χ||2H) for any χ ∈ X ∗ and we define the Gaussian Hilbert
space as G0 = {〈ξ, χ〉X |χ ∈ X}. Then the mapping ξ → 〈ξ, χ〉X from X ∗ to
G0 is an isometry and by continuity it can be extended from H to the closure
G = G0. Then G is indexed by H . For an example, let H := ℓ2(N) the set of
real square summable sequences {an}n∈N and take ξ = (ξ1, ξ2, ...) with ξn i.i.d.
N (0, 1). Then clearly ξ /∈ l2(N) and we take X := R∞ and X ∗ = ∑∞i=1R and∑∞
n=1 anξn ∼ N (0,
∑
a2n) where the sum converges a.s. The basis adaptation
procedure here would consist of selecting an orthonormal basis {en}n∈N on ℓ2(N)
and then defining the isometry A : ξ 7→ η with ηn =
∑
einξi. If {ξn}n∈N is an
orthonormal basis on G, then so is {ηn}n∈N and any Wiener chaos expansion
of elements in L2(Ω,F(G),P) can be taken with respect to the new basis. A
construction of a space G for the uncountably infinite case can be found in [18].
At last, motivated by the adaptation schemes presented above, we explore
the case where an isometry is chosen to depend on parameters x, in a more
abstract setting. For simplicity, we consider the countably infinite dimen-
sional case, however, all the theorems that we recall and prove below are also
valid in the uncountably infinite case and we only need to interpret the in-
finite sums as limits of nets in L2. Let G be a Gaussian Hilbert space in-
dexed by a real Hilbert space H and D be any topological space. Let also
B = {{en}n∈N, orthonormal basis in H} the space of all orthonormal bases in
H and assume there is a map A : D 7→ B that is continuous and onto. Then
for any basis {en}n∈N there is x ∈ D such that A(x) = {en}n∈N and we write
{en(x)}n∈N, that is we assume that D is a continuous parameterization of the
space of rotations in H , therefore any basis can be indexed by some x ∈ D.
Moreover, in order to maintain the Hilbert-Schmidt structure of the kernels de-
fined below we will assume that the entries of ||ein(x)||L2(D) ≤ ∞ for all the
entries of en(x). Let X ∗ ⊂ H ⊂ X be a Gelfand triple as described above,
ξ ∈ X an orthonormal basis in G and let
ηn(x) =
〈
ξ, en(x)
〉
H
=
∞∑
i=1
ein(x)ξi, n ∈ N. (24)
In what follows, for the sake of simplicity we drop n and we refer to an abritrary
component η(x) unless there is a need for further clarification. We have the
following lemma:
Lemma 1. For η(x) as above we have that G = span{η(x)}x∈D.
Proof. Detailed proof in Appendix C. 
Now for given η(x) and for each ξ ∈ H define the mapping R : D 7→ R with
Rη(ξ)(x) =
〈
ξ, η(x)
〉
G
= E[ξη(x)] (25)
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and the Cameron-Martin space, corresponding to η
Rη(G) = {Rη(ξ) : ξ ∈ H} (26)
which is the space of such mappings. Then we have the following:
Theorem 2. Let η(x) defined as in Eq. (24). Then {ei(x)}i∈N spans the
Cameron-Martin space corresponding to η(x).
Proof. Detailed proof in Appendix D. 
The above theorem essentially implies that for any n ∈ N, the ηn(x) obtained
after a change of basis transformation throught the isometries A(x), x ∈ D,
are Gaussian processes and the expression (24) is their Karhunen-Loeve type
expansion with a number of terms equal to the dimension of G. Consequently,
in finite dimensional spaces, the expansion consists of finite terms and their
corresponding covariance kernels of the form (11) have at most finitely many
positive eigenvalues.
3. Numerical examples
3.1. Elliptic PDE
We consider the following elliptic PDE
−∇ (κ(x, ξ) · ∇u(x, ξ)) = g(x), x ∈ D
(κ(x, ξ)∇u(x, ξ)) · n = 0, x ∈ ∂D (27)
that can be thought of as the pressure equation in a single flow problem with
no-flux boundary conditions. The transmissivity tensor κ(x, ξ) is modeled as
a random process, g(x) is a term that describes sinks and sources and n is the
unit vector, perpendicular to the boundary. In addition, the condition∫
∂D
u(x)dx = 0 (28)
is imposed to ensure well-posedness of the boundary-value problem. In this
2-dimensional setting we take D = [0, 400]2 which is discretized in a 40 × 40
rectangular grid and we place a source and a sink at xso = (0, 0) and xsi =
(400, 400) respectively by taking
g(x) = s exp
[
−1
2
2∑
i=1
(xi − xiso)2
l2i
]
− s exp
[
−1
2
2∑
i=1
(xi − xisi)2
l2i
]
(29)
with s = 0.5, l1 = l2 = 20. In what follows, equation (27) is solved using a
two-point flux-approximation finite-volume scheme [1].
As the prior model of the transmissivity, we take κ = (κx,κy,κz) to be
isotropic (κx = κy = κz := κ0) where the components are a log-normally
distributed process, that is κ0(x, ξ) = exp (G(x, ξ)) where G(x, ξ) is a Gaus-
sian field. We parameterize G(x, ξ) by considering its Karhunen-Loeve (KL)
expansion
G(x, ξ) = G0(x) +
∞∑
i=1
√
λiξigi(x) (30)
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where {λi}i≥0 and {gi(x)}i≥0 are the eigenvalues and eigenvectors respectively
of its covariance kernel, which is taken to be a squared exponential kernel
k(x,y) = σ2 exp
[
−1
2
2∑
i=1
(xi − yi)2
ℓ2i
]
. (31)
For the sake of simplicity we take G0(x) = 0, whereas the kernel parameters
are σ2 = 0.5, ℓ1 = ℓ2 = 80. Then we truncate the KL expansion such that it
retains a 97% of the energy. That reduces to a finite expansion with 20 terms
therefore we have ξ ∈ Rd with d = 20.
Next, a 3rd-order polynomial chaos expansion
u(x, ξ) =
∑
α∈J3
uα(x)ψα(ξ) (32)
of the solution of Eq. (27) was contructed. Due to the relatively high dimen-
sionality of the input, an ensemble of N = 105 Monte Carlo samples of the
20-dimensional Gaussian input was used in order to estimate the coefficients
uα(x) =
〈
u(x, ξ)ψα(ξ)
〉
≈ 1
N
N∑
n=1
u(x, ξ(n))ψα(ξ
(n)). (33)
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Figure 1: The first 20 eigenvectors of the covariance kernel of η1.
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Figure 2: The 20 entries of the first row of A(x) for the Gaussian adaptation.
3.1.1. Gaussian adaptation
First we construct the 1-dimensional adapted 2nd-order series
uA(x)(η) = u
A(x)
0 + u
A(x)
1 η + u
A(x)
2
η2 − 1√
2
(34)
using as A(x) family of isometries where the first row is defined as in Eq. (9),
that is the Gaussian adaptation. The kernel of the transformed input η, that is
k1(x,y) = a1(x)a1(y)
T , has 20 strictly positive eigenvalues while the rest are
zero as was proved in the previous section. As expected, η has unit variance at
each location, k1(x,x) = 1 and the covariance takes smaller values elsewhere.
Its eigenvectors are shown in Fig. 1 and the entries of the first row of A(x) are
shown in Fig. 2, which are essentially the normalized coefficients {uǫi(x)}20i=1 as
indicated in Eq. (9).
The coefficients in expression (34) are shown in Fig. 3. As it seems by
construction, the finer scales of fluctuation that can be seen in the coefficients
of the full expansion, are merged within η and are captured by its distribution
and its covariance kernel while the coefficients of the adapted expansion display
only the coarse behavior. Analytically, it can be seen for instance (see Eq
A.20) that the first order coefficient is nothing but the norm of the first order
coefficients of the full expansion. The black dots indicate 9 locations where a
comparison of the probability densities of {uA(xi)(η)}9i=1 and {uA(xi)(η)}9i=1 was
performed, the results of which are shown in Fig. 4. The density functions of
the two chaos expansions demonstrate good agreement among the two random
quantities, with those of the adapted expansions being slightly more peaked and
with lighter tails, due to the relatively large number of terms being essentially
neglected via projection. Note that while the initial series consists of 1771
12
terms, the adapted series consists of only 3! At last, Fig. 5 shows an example
of realizations of the velocity fields
v = −κ(x, ξ)∇u(x, ξ), x ∈ D (35)
computed for both u(x, ξ) and uA(x)(η).
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Figure 3: Coefficients u
A(x)
iǫ1
, i = 0, 1, 2 of the second-order one-dimensional
Gaussian adaptation.
−25 −20 −15 −10 −5 0 5 10
Pdfs at observation points
Figure 4: Gaussian adaptation: Comparison of the pdfs of {u(xi, ξ)}9i=1 and
{uA(xi)(η)}9i=1, where xi, i = 1, ..., 9 are the points of interest. The black dashed
line corresponds to the original chaos expansion u(x, ξ), while the purple line
indicates the adapted chaos exansion uA(x)(η).
13
0 5 10 15 20 25 30 35 40
x1
0
5
10
15
20
25
30
35
x
2
0.000
0.075
0.150
0.225
0.300
0.375
0.450
0.525
0.600
0 5 10 15 20 25 30 35 40
x1
0
5
10
15
20
25
30
35
x
2
0.00
0.08
0.16
0.24
0.32
0.40
0.48
0.56
0 5 10 15 20 25 30 35
x1
0
5
10
15
20
25
30
35
x
2
0.00
0.06
0.12
0.18
0.24
0.30
0.36
0.42
0.48
0.54
0 5 10 15 20 25 30 35
x1
0
5
10
15
20
25
30
35
x
2
0.00
0.06
0.12
0.18
0.24
0.30
0.36
0.42
0.48
Figure 5: Sample of velocity fields v corresponding to u(x, ξ) (left column) and
uA(x)(η) (right column). Top row shows vx1 and bottom row shows vx2 .
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Figure 6: Coefficients u
A(x)
ii , i = 1, ..., 5 of the second-order 5-dimensional
quadratic adaptation.
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Figure 7: Quadratic adaptation: Comparison of the pdfs of {u(xi, ξ)}9i=1 and
{uA(xi)(η)}9i=1, where xi, i = 1, ..., 9 are the points of interest. The black dashed
line corresponds to the original chaos expansion u(x, ξ), while the purple line
indicates the adapted chaos exansion uA(x)(η).
3.1.2. Quadratic adaptation
Next we construct a 5-dimensional quadratic adaptation, that is
uA(x)(η) = u
A(x)
0 +
5∑
i=1
u
A(x)
i ηi +
5∑
i=1
u
A(x)
ii
(η2i − 1)√
2
, (36)
whereA is constructed such that is satisfies Eq. (10). The quadratic adaptation
can be seen [32] to have exactly the same sum of the polynomial terms up to or-
der two with those of the full expansion without essentially discarding any terms
via projection and the second order coefficients u
A(x)
ii are proportional to the
eigenvalues of S (shown in Fig. 6). Due to the small order of our full expansion,
this might be expexted to adapt better than the Gaussian adaptation, given also
that we include an expansion with higher dimensionality than the 1-dimensional
Gaussian adaptation. Comparison of the density functions at 9 locations with
those of the full expansion can be seen in Fig. 7 which verifies our argument and
shows particularly a better agreement between the tails of the two pdfs. The
two adaptations are also compared with themselves at three locations, labeled
A, B and C (shown in u
A(x)
22 - Fig. 6) and the results are shown in Fig. 8 where
this time the distributions of a 5- and 10-dimensional Gaussian adaptations
are plotted together with the 5-dimensional quadratic adaptation. Again, good
agreement can be seen between the 3 pdfs with the quadratic adaptation being
slightly closer to the true distribution. Another interesting characteristic here is
that as we keep increasing the dimensionality of the expansion by adding only
terms of 1-dimensional series, that is, dropping polynomial terms that depend
15
jointly on two or more ξ’s, the contribution is small and it seems that the joint
terms are essential in achieving a full distributional equality (in fact the equality
will be almost surely). However, the agreement shown here can be considered
sufficient for estimating various statistics of interest. Further investigation in
order to identify the suitable rotations to optimally adapt the expansion while
maintaining low dimensionality could be pursued by minimizing an error func-
tion of the form (15),(16) or within the context of active subspaces [4] and is
beyond the scope of this work.
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Figure 8: Comparison of the Gaussian and quadratic adaptation for different
choices of the dimension at the three locations A (up left), B (up right) and C
(bottom).
3.1.3. Adaptation on expansion with random coefficients
At last, we test our approach on a reduced chaos expansion with random co-
efficients as given in Eq. (20) where we have arbitrarily chosen ξˆ = (ξ1, ξ2, ξ3, ξ4)
and ζˆ = (ξ5, ..., ξ20). Although this can be seen as a way to separate fine and
coarse random fluctuations (and this is in fact our motivation behind this con-
struction, as was introduced in [31]), we do not claim this to be the case here
since the influence of the first four ξ’s is not necessarily significantly dominating
in this particular permeability model due to the relatively low correlation lengths
ℓ1, ℓ2. We restrict ourselves in presenting only how the adaptation methodology
applies in such a case and leave the costruction of a more illustrating example
16
for another paper. The 4-dimensional third-order expansion with respect to ξˆ
with the coefficients being dependent on ζˆ is,
u(x, ξˆ, ζˆ) = U0(x, ζˆ) +
∑16
i=1Uiǫ1(x, ζˆ)ψiǫ1(ξi)+
+
∑
α,|α|=2Uα(x, ζˆ)ψα(ξˆ) +
∑
α,|α|=3Uα(x, ζˆ)ψ(ξˆ)
(37)
where Uα are given in Eq. (21). We use again the Gaussian adaptation scheme
to construct a 1-dimensional second order expansion
uA(ζ)(ξˆ, η) = U
A(x,ζ)
0 +U
A(x,ζ)
1 η +U
A(x,ζ)
2
η2 − 1√
2
(38)
Note here that only the 4-dimensional ξˆ has been merged into a 1-dimensional η
while the influence of all dimensions incorporated in ζˆ is present both in the co-
efficients and in the polynomials through the isometry A(x, ζ). The estimated
expected values of the adapted coefficients U
A(x,ζ)
i are shown in Fig. 9. The
density functions shown in Fig. 10 are constructed by simultanesously sampling
from ζˆ and ξˆ, then evaluating Uα and A based on the values of ζˆ and sub-
sequently computing the coefficients of the adapted expansion that at last are
evaluated on ξˆ. Again very good agreement is observed when compared to the
pdfs of the full expansions. Since we have only applied the basis rotation on 4
dimensions, upon re-expanding the series, this is a 17-dimensional expansion.
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Figure 9: Expectation of the random coefficients E
[
U
A(x,ζ)
i
]
, i = 0, 1, 2 of the
second-order one-dimensional Gaussian adaptation of u(x, ξˆ, ζˆ) coefficients. As
expected E
[
U
A(x,ζ)
0
]
= u
A(x)
0 = u0(x).
3.2. Infinite dimensional expansion with geometric series coefficients
We consider a simple random process that is written as a function of an
infinite number of Gaussians given as
u(x, ξ) =
∞∑
n=1
bn(x)ξn +
( ∞∑
n=1
bn(x)ξn
)2
(39)
where
bn(x) = x
(n−1)/2, x ∈ (−1, 1). (40)
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Figure 10: Adaptation with random coefficients: Comparison of the pdfs of
{u(xi, ξ)}9i=1 and {uA(xi)(η)}9i=1, where xi, i = 1, ..., 9 are the points of interest.
The black dashed line corresponds to the original chaos expansion u(x, ξ), while
the purple line indicates the adapted chaos exansion uA(x)(η).
Since the sum of coefficients bn is square summable with
∑∞
n=1 b
2
n =
1
1−x , then
u(x, ξ) < +∞ a.s. for |x| < 1 with ∑ bnξn ∼ N (0, 11−x ) and the variance of
the summand blows up for x → ±1. We apply the 1-dimensional Gaussian
adaptation which consists of transforming ξ to
η =
1
(
∑∞
n=1 bn(x)
2)
1/2
∞∑
n=1
bn(x)ξn (41)
and using expressions (A.20) and (A.21) we take
u(x, η) = u1(x)η + u2(x)
(η2 − 1)√
2
(42)
where
u1(x) =
1√
1−x
u2(x) =
1
1+x +
√
2 x1−x2 .
(43)
Our goal is to compare the above analytical 1-dimensional adaptation with
two truncated versions. First, the summations in the initial representation (Eq.
(39)) are truncated at d terms
ud(x, ξ) =
d∑
n=1
bn(x)ξn +
(
d∑
n=1
bn(x)ξn
)2
, (44)
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Figure 11: Top: Adaptation u(x, η) at x = 0.3 and its truncations using d = 10.
Middle: Adaptation at x = 0.9 and its truncations using d = 10 (left) and
d = 50 (middle). Bottom: Adaptation at x = 0.99 and its truncations using
d = 10 (left), d = 50 (middle) and d = 100 (right).
which after adaptation gives
uˆd(x, ηd) = uˆ1ηd + uˆ2(x)
(
η2d − 1
)
√
2
, (45)
where
uˆ1(x) =
(
1−xd
1−x
)1/2
uˆ2(x) =
1−x2d
(1−xd)(1+x) +
√
2
1−xd
(
x(1−x2d)
1−x2 − x
d(1−xd)
1−x
) (46)
and
ηd =
1(∑d
n=1 bn(x)
2
)1/2
d∑
n=1
bn(x)ξn. (47)
Note here that uˆi(x)→ ui(x), i = 1, 2 as d→∞. Second, the adapted expansion
(42) is replaced by one where only the input η is truncated, depending only on
d terms, that is
u(x, ηˆ) = u1(x)ηˆ + u2(x)
(ηˆ2 − 1)√
2
, (48)
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with
ηˆ =
1
(
∑∞
n=1 bn(x)
2)
1/2
d∑
n=1
bn(x)ξn. (49)
Note that in the first truncation, although the dimensionality is initially re-
duced to d terms, the adaptation procedure enforces η to be standard normally
distributed by construction while in the second truncation the truncated ηˆ is
no longer standard normal (in fact it is N (0, 1 − xd)) but it shares the same
coefficients with (42).
The pdfs of the three expansions are shown in Fig. 11 for various choices of
x and the truncation order d. Although for small choices of x the terms bn(x)
decay fast and both approximations behave well, as x approaches 1, the dis-
crepancy of uˆd(x, ηd) from u(x, η) increases dramatically while u(x, ηˆ) remains
sufficiently close, thus making a better approximation. This illustrates the fact
that a finite order truncation of the polynomial chaos expansion prior to any
adaptation can behave poorly compared to a truncation that takes place after
adapting the expansion. Note also that in this example the coefficients decrease
geometrically and therefore their influence in the probability density of the QoI
u(x, η) vanishes rapidly. The consequences of such truncations can be even more
severe in a case where all coefficients are of significant importance.
4. Conclusions
We have presented a new formulation of random processes and random fields
using as starting point a homogeneous chaos expansion which allows merging
the dimensions of the initial functional without deformation of its probability
density structure. The tranformed input variables can be seen as an input ran-
dom field with richer information about the quantity of interest than the simple
standard Gaussian inputs, that we think of as an intermediate scale between the
input and the chaos expansion. This novel represention has significant potential
as a dimensionality reduction technique and can allow the exploration of higher
dimensional polynomial chaos expansions that appear in physical systems, an
area that undoubtedly has suffered a lot by the curse of dimensionality.
Appendix A. Computation of the coefficients qAβ (x)
Appendix A.1. Derivation of the general formula
Our goal is to derive an explicit expression for the coefficients uAβ defined as
uAβ =
∑
α∈Jp
uα
〈
ψα(ξ), ψβ(Aξ)
〉
, β ∈ Jp. (A.1)
In order to prove our main result, we introduce some necessary tools that will
allow us to proceed. Let πn : L
2(Ω) → G⋄n be the orthogonal projection of
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L2(Ω) onto G⋄n. The Wick product for Gaussian variables ξi, ..., ξn denoted
with ⋄, is
ξ1 ⋄ · · · ⋄ ξn = πn(ξ1 · · · ξn) (A.2)
that is the projection of the ordinary product ξ1 · · · ξn onto G⋄n. For the case
where ξ1 = .... = ξn we write ξ
⋄n = ξ1 ⋄ · · · ⋄ ξn. It is easy to see [19], for
instance, that for ξ ∼ N (0, 1), we have ξ⋄n = hn(ξ) and that for any {ξi}di=1
orthonormal basis in G, α ∈ J ,
ξ⋄α11 ⋄ · · · ⋄ ξ⋄αdd =
d∏
i=1
hαi(ξi) = hα(ξ). (A.3)
A Feynman diagram γ of order n and rank r is a graph consisting of n vertices
and r edges such that no two edges share a common vertex. That means that
there are always 2r paired vertices and n − 2r unpaired ones. The diagram is
called complete when r = n/2. A graph where each vertex is labelled with a
Gaussian random variable ξi, i = 1, ..., n is said to have value
v(γ) =
r∏
k=1
〈
ξik , ξjk
〉∏
i∈C
ξi (A.4)
where (ξik , ξjk), k = 1, ..., r are the pairs of vertices and C is the set of unpaired
ones. Clearly, when γ is complete, C is empty and v(γ) is a constant. Given
the above definitions, we can present the following ([19], Th. 3.12):
Proposition 1. Let {ζij}1≤i≤k,1≤j≤li be real jointly Gaussian random vari-
ables and define Yi = ζi1 ⋄ · · · ⋄ ζili , then
E [Y1 · · ·Yk] =
∑
γ
v(γ) (A.5)
where the sum is taken over all complete Feynman diagrams such that no edge
joins any ζi1j1 , ζi2j2 with i1 = i2.
This is also known as Wick’s theorem [34]. Taking this into account, our
main result follows:
Proposition 2. Let {ξi}di=1 be an orthonormal basis in G, A : Rd → Rd
be an isometry and take any α,β ∈ J . Let also {ηi}di=1 be such that η = Aξ.
Then 〈
hα(ξ), hβ(η)
〉
=
{ ∑
An
∏n
k=1 aik,jk , |α| = |β|
0, |α| 6= |β| (A.6)
where aik,jk are entries of A and the sum is taken over An, which is the number
of possible ways to choose n entries of A such that exactly αi of them are in the
ith column and βi of them are ith row, simultaneously, for all i = 1, ..., d.
Proof. Define {ζij}1≤i≤k,1≤j≤li with k = 2, l1 = |α| := n, l2 = |β| := m
where
{ζ1j}nj=1 :=

ξ1, ..., ξ1︸ ︷︷ ︸
α1
, ..., ξd, ..., ξd︸ ︷︷ ︸
αd

 , (A.7)
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{ζ2j}mj=1 :=

η1, ..., η1︸ ︷︷ ︸
β
1
, ..., ηd, ..., ηd︸ ︷︷ ︸
βd

 . (A.8)
Then for Y1 := ξ
⋄α1
1 ⋄ · · · ⋄ ξ⋄αdd = hα(ξ) and Y2 := η⋄α11 ⋄ · · · ⋄ η⋄αdd = hβ(η),
Prop. 1 gives that 〈
hα(ξ), hβ(η)
〉
= E [Y1Y2] =
∑
γ
v(γ) (A.9)
where the sum is taken over all complete Feynman diagrams with edges that
connect {ζ1j}nj=1 with {ζ2j}mj=1. Clearly for n 6= m there is no such complete
Feynman diagram and the sum is zero. For n = m, any such diagram γ can be
represented by its pairs
{
(ζ1j , ζ2lj )
}n
j=1
and has value
v(γ) =
n∏
j=1
〈
ζ1j , ζ2lj
〉
=
α1∏
j=1
〈
ξ1, ζ2lj
〉 α1+α2∏
j=α1+1
〈
ξ2, ζ2lj
〉
· · ·
n∏
j=n−αd
〈
ξd, ζ2lj
〉
.
(A.10)
Observe that any ζ2lj ∈ {ηs}ds=1 and that for any ηs〈
ξj , ηs
〉
=
〈
ξj ,
d∑
r=1
asrξr
〉
= as,j (A.11)
that follows from η = Aξ and as,j is the (s, j)th entry of A. Therefore, substi-
tuting in the above equation and noting that exactly αi of the products
〈
·, ·
〉
include ξi and exactly βi include ηi we obtain that exactly αi and βi entries of
A will be taken from the ith column and ith row respectively, which completes
the proof. 
An immediate consequence of the above proposition, when one wants to
compute the coefficients of a chaos expansion with respect to a rotated basis
η = Aξ, is that the sum is reduced to
uAβ =
∑
α∈Jp
uα
〈
ψα(ξ), ψβ(Aξ)
〉
=
∑
α,|α|=|β|
uα
〈
ψα(ξ), ψβ(Aξ)
〉
. (A.12)
The above formula can be further simplified for the case of 1-dimensional poly-
nomials:
Corollary 1. For any n ∈ N, α ∈ J with |α| = n and i = 1, ..., d, we have
〈
hα(ξ), hn(ηi)
〉
= n!
d∏
k=1
aαki,k (A.13)
Proof. Let β ∈ J with β = nǫi = (0, ..., n, ..., 0) and by working as in the
proof of Prop. 2 with
{ζ2j}nj=1 =

ηi, ..., ηi︸ ︷︷ ︸
n

 , (A.14)
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it is easy to see that all complete Feynman diagrams take the same value, that
is
v(γ) =
α1∏
j=1
〈
ξ1, ηi
〉
· · ·
αd∏
j=1
〈
ξd, ηi
〉
= aαii,1 · · ·aαdi,d =
d∏
k=1
aαki,k (A.15)
and the total number of such diagrams is n!. 
Appendix A.2. Coefficients for 1-dimensional subspaces
Taking into account Corollary 1 from the previous paragraph, we are now
ready to derive explicit formulas for the coefficients along 1-dimensional sub-
spaces of chaos expansion uA(η). Namely, for any β ∈ J with β = nǫi =
(0, ..., n, ..., 0), i = 1, ..., d and n ∈ N, we have
uAβ =
∑
α,|α|=n
uα
〈
ψα(ξ), ψn(ηi)
〉
= (A.16)
=
∑
α,|α|=n
uα√
α!
√
n!
〈
hα(ξ), hn(ηi)
〉
= (A.17)
=
√
n!
∑
α,|α|=n
uα√
α!
d∏
k=1
aαki,k. (A.18)
The coefficients of ψβ(η) of order up to 3 are given by:
uA0 = u0 (A.19)
uAǫi =
d∑
k=1
ai,kuǫk (A.20)
uA2ǫi =
d∑
k=1
ukka
2
i,k +
√
2
d∑
k=1
j>k
ukjai,kai,j (A.21)
uA3ǫi =
d∑
k=1
ukkka
3
i,k +
√
3
d∑
k=1
j>k
ukkja
2
i,kai,j + (A.22)
+
√
6
d∑
k=1
j>k
l>j
ukjlai,kai,jai,l (A.23)
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Appendix B. Proof of Theorem 1
We have ∫
D
∫
D
|ki(x,y)|2dxdy =
=
d∑
j,k=1
∫
D
aij(x)aik(x)dx
∫
D
aij(y)aik(y)dy ≤
≤
d∑
j,k=1
||aij ||2L2(D)||aik||2L2(D) < +∞
where the second row is derived after applying the Cauchy-Schwarz inequality.
Appendix C. Proof of Lemma 1
Clearly by definition η(x) ∈ G for all x ∈ D since {ξi}i∈N forms a basis in
G, therefore span{η(x)}x∈D ⊂ G. On the oher hand, for any ξ ∈ G there exists
χ ∈ H such that
ξ =
〈
χ, ξ
〉
H
=
∑
i
χiξi (C.1)
where χn = 〈χ, en〉H with {en}n∈N some basis in H . Set x1 ∈ A−1 ({en}n∈N)
and for n ≥ 2 choose xn such that en = eˆ1(xn) where eˆ1(xn) is the first basis
element of A(xn). This is possible since we can continuously rotate any basis
until its n-th element becomes the first element of another basis. Then
ξ =
〈
χ, ξ
〉
H
=
∑
i
〈
χi, ei
〉
H
〈
ei, ξ
〉
H
=
∑
i
χi
〈
e(xi),x
〉
H
=
∑
i
χiη(xi),
therefore ξ ∈ span{η(x)}x∈D and G ⊂ span{η(x)}x∈D which completes the
proof.
Appendix D. Proof of Theorem 2
It is known ([19], Theorem 8.15) that the linear mapping Rη(·)(x) is an
isometry from span{η(x)}x∈D to Rη(G) and by using Lemma 1 we have that
G and Rη(G) have the same dimension. Also ([19], Corollary 8.16) Rη(G) is
spanned by the covariance kernels
ky(x) = Rη(η(y))(x) = E[η(y)η(x)], y ∈ D (D.1)
and ([19], Theorem 8.22) η(x) admits a representation
η(x) =
∞∑
i=1
ρi(x)ξi (D.2)
24
where {ρi}i∈N is a basis in Rη(G) and {ξi} a basis in span{η(x)}x∈D = G and
the limit is taken in L2. Let {yi}i∈N such that ρi(x) = kyi(x). From the proof
of Lemma 1 we can see that it is possible to choose yi such that η(yi) = ξi, all
i ∈ N. That is due to the fact that the isometry Rη(·)(x) will map the basis
{η(yi)}i∈N to a basis {kyi(x)}i∈N in Rη(G). Then
η(x) =
∑
i
ρi(x)ξi =
∑
i
kyi(x)ξi =
∑
i
E[ξiη(x)]ξi
=
∑
i
〈
ξi, η(x)
〉
G
ξi =
∑
i
∑
j
ej(x)
〈
ξi, ξj
〉
G
ξi
=
∑
i
ei(x)ξi,
from where we obtain ρi(x) = ei(x).
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