Let 0 < α, β < 2 be any real number.
Introduction
Symmetry, Liouville theorems and nonexistence are very useful in studying semi-linear elliptic equations and systems. For example, in [3] , [33] , [39] and [40] , those properties played an essential role in deriving a priori bounds for solutions; and in [11] , [43] , [42] , [50] and [55] , they were used to obtain uniqueness of solutions. There are many other applications.
In this paper, we employ a new idea, i.e. the iteration method, to establish such properties for the following fractional system with different orders:
where 0 < α, β < 2, n ≥ 3, and R n + := {x = (x 1 , x 2 , · · · , x n ) ∈ R n |x n > 0} is the upper half Euclidean space.
Let us begin with the definition of the fractional Laplacian. The fractional Laplacian in R n is a nonlocal pseudo-differential operator, assuming the form (−△) α/2 u(x) = C n,α P V R n u(x) − u(z) |x − z| n+α dz, (1.2) where 0 < α < 2 is any real number and P V stands for the Cauchy principle value. One can also extend the operator in (1.2) to a wider space of functions
It is easy to verify that for u ∈ C 1,1
, the integral on the right hand side of (1.2) is well defined. There are several distinctly different ways to define the fractional Laplacian in a domain Ω ∈ R n , which coincide when the domain is the entire Euclidean space, but can otherwise be quite different. For example, Cabre and Tan [27] studied a nonlocal problem, taking as the fractional Laplacian the operator with the same eigenfunctions as the regular Laplacian, by extending to one further dimension. Another way is to restrict the integration to the domain: 4) known as the regional fractional Laplacian [36] . To guarantee the validity of the integration on the right hind side of (1.4), one need u ∈ C 1,1
, where L α (Ω) is defined as (1.3) by substituting R n for Ω.
In recent years, the fractional Laplacian has been frequently used to model diverse physical phenomena, such as phase transitions, flame propagation, the turbulence, water waves, anomalous diffusion and quasi-geostrophic flows (see [7] [10] [28] [62] and the references therein). It also has various applications in probability, optimization and finance (see [2] [4] [27] ). In particular, the fractional Laplacian can be understood as the infinitestmal generator of a stable Lévy process [4] .
In our work, we consider the fractional Laplacians (−△) α/2 , (−△) β/2 in the following setting (−△) α/2 u(x) = C n,α P V and we suppose that u ∈ C 1,1
. We first list several maximum principles for System (1.1) in Section 2, with these maximum principles, using the iteration method and the direct method of moving planes for the fractional Laplacian, we mainly prove Theorem 1.1. Assume that f (t), g(t) ≥ 0 are strictly increasing about t in [0, +∞), and f (t) t p 0 , g(t) t q 0 are non-increasing in t > 0 with p 0 = n+α n−β , q 0 = n+β n−α . Suppose the nonnegative solutions of (1.1) u ∈ L α (R n + ) ∩ C 1,1
and f (0) = g(0) = 0. Everyone knows that a majority of results are about the fractional systems involving the same order operators, please see [63] , [47] , [17] and [49] . However, few results have been derived for fractional systems with different orders. Here what we want to emphasize is that, our result is precisely about a class of systems with different orders α, β but also contains the same-order case α = β; moreover, we allow α, β to be any real number between 0 and 2, and as far as we know no other results have managed this, even for systems with more simpler nonlinear terms such as 6) with p = q. That is Remark 1.2. In Theorem 1.1, the orders α, β of the fractional system (1.1) can be any real number between 0 and 2, no matter α = β or α = β.
The significance of our work also lies in the generalities of the nonlinear terms f (t), g(t), t ≥ 0. Obviously, f (t), g(t) represent a large family of functions such as ln(1 + t), at p , bt + ln(1 + t) and so on. When f (t) = t p , g(t) = t q and α = β, the system (1.1) becomes the famous fractional Lane-Emden system in R
where 0 < α < 2.
In the past several decades, the celebrate Lane-Emden system
has played a central role in the progression of nonlinear analysis. Some basic results, for example, the eigenfunction theory, the critical point theory, the a priori estimates and the Liouville-type theorems, have been obtained, among which the Liouville theorems have grasped more and more attentions, but have not yet been fully studied. The famous Lane-Emden conjecture states For p, q > 0, problem (1.8) possesses no classical solutions in the subcritical case
Proving such a nonexistence result seems to be challenging, and it is still open for dimensions n ≥ 5. In an important paper [48] , Mitidiery authenticated the Lane-Emden conjecture for radial solutions, and proved that (1.8) has bounded radial classical solutions in the critical and the supercritical cases (
, which means that the nonexistence theorem is optimal for radial solutions. Serrin and Zou [61] also derived the above existence result. For non-radial solutions, Souto [59] , Mitidieri [48] and Serrin and Zou [60] established the conjecture in dimensions n = 1, 2, while in R 3 , Serrin and Zou [60] proved the nonexistence of polynomially bounded solutions, an assumption that was dropped by Polácik, Quittner and Souplet [53] a decade later. More recently, Souplet [59] settled the conjecture completely in R 4 and partly in higher dimensions n ≥ 5. Further evidence supporting the conjecture can also be found in [9] , [17] , [20] , [32] and [44] . Along with the emerging of the fractional Laplacian, the counterpart of the Lane-Emden system involving the fractional Laplacian, i.e. the fractional Lane-Emden system, is also getting more and more attentions, but is much less understood than the Lane-Emden system. The main difficulty is caused by the non-locality of the fractional Laplacian. To overcome it, Chen, Li and Ou [23] introduced the method of moving planes in integral forms. Latter, Chen, Li and Li [22] developed a direct method of moving planes for the fractional Laplacian, which enable one to deal with the fraction equations and systems directly.
Recently, Leite and Montenegro [46] established the existence and uniqueness of positive viscosity solutions to the fractional Lane-Emden system in Ω 9) with pq = 1, p, q > 0 in the supercritical case
where Ω ⊆ R n is a smooth bounded domain. Quaas and Xia [56] considered (1.7) and proved nonexistence of positive viscosity solutions under 1 < p, q < n+2α n−2α . Actually, we have also partially solved the fractional Lane-Emden conjecture, no matter the same-order one or the different-order one, in dimensions n ≥ 3 as a byproduct of Theorem 1.1: Corollary 1.1. From Theorem 1.1 and Remark 1.2, one can see that (i) for any 0 < α < 2 and 0 < p, q ≤ n+α n−α , we also obtained the nonexistence of positive solutions to the fractional Lame-Emden system (1.7) in R n + for dimensions n ≥ 3;
(ii) for any 0 < α, β < 2 and 0 < p ≤ n+α n−β , 0 < q ≤ n+β n−α , we also obtained the nonexistence of positive solutions to the fractional Lame-Emden system (1.6) in R n + for dimensions n ≥ 3.
In the proof of Theorem 1.1, some new ideas are involved. Here we briefly illustrate them. During the proof, we first derive that either the solutions u(x) = v(x) ≡ 0 or u(x), v(x) > 0 in R n + by virtue of (1.1) and Theorem 2.1. For the case u(x), v(x) > 0 in R n + , to apply the method of moving planes, we make proper Kelvin transforms centered at
is the boundary of R n + , and x 0 is arbitrarily chosen): 11) respectively. Now through the moving plane method (moving the planes along any direction which is perpendicular to the x n axis), we have two possibilities: (i)ū,v are symmetric about some line l Q = L x 0 , (ii)ū,v are symmetric about l x 0 , where l Q (l x 0 ) denotes the line parallel to x n -axis and passing through Point Q (x 0 ).
Here the new ideas we want to underline are that, in possibility (i), we derive by (1.10), (1.11) and the symmetry ofū,v that
for some constants C 1 , C 2 > 0, and hence reduce (1.1) into
which enable us to apply the method of moving planes in integral forms directly to u(x), v(x) along the positive x n direction, and finally obtain that u, v are increasing about x n . This is a contradiction with (1.12), therefore (1.1) admits no positive solutions. To (ii), it immediately follows that u = u(x n ), v = v(x n ), and this is a contradiction with the finiteness of u, v respectively, which we can arrive at through the iteration method and ingenious computation.
This paper is organized as follows. In section 2, we list several maximum principles which will be used in the proof of Theorem 1.1. Section 3 is mainly dedicated to the proof of Theorem 1.1. In Section 4, we prove four claims which are used in Section 3.
Throughout this paper, we denote c, c 0 , A, C, A i , B i , C i , i ∈ N as positive constants whose values may be different in different lines.
Three Known Maximum Principles
Similarly to Theorem 2.1 in [22] , we obtained the following maximum principle for α-superharmonic functions, where (−△) α/2 is defined as (1.5).
is semi-continuous onΩ for 0 < α < 2 and satisfies
(iii) Conclusions (i) and (ii) hold for the unbounded region Ω if we further assume that
The proof of Theorem 2.1 here is similar to the proof of Theorem 2.1 in [22] , now let us prove it briefly.
Proof. If (2.2) does not hold, then the semi-continuity of u onΩ indicates that there exists a
From (2.1) one knows that x 0 is in the interior of Ω, then it follows that
which contradicts with inequality (2.1). This verifies (2.2).
and u ≥ 0, we must have u(x) = 0 almost everywhere in R n + . If (2.3) holds, we can still get that the minimum point of u is in the interior of Ω. Thus, similarly to the bounded case, we can immediately obtain that conclusions (i) and (ii) are still true for unbounded Ω.
This completes the proof.
Let T λ be a hyperplane in R n + , choose any direction which is perpendicular to the x n axis to be the x 1 direction, without loss of generality, we may suppose that
be the reflection of x about the plane T λ . Denote
In [25] , Chen, Li and Ma introduced two key ingredients for the direct method of moving planes for the fractional Laplacians defined in (1.2). Based on their results, here we also establish two similar key ingredients, in which the fractional Laplacians are differently defined as (1.5). Since the proofs of the two key ingredients here are almost the same as the ones in [25] , we only prove them briefly for readers convenience, for the detailed proofs, please refer to [25] . 
are lower semi-continuous onΩ for 0 < α, β < 2, and satisfy
with c i (x) ≤ 0, i = 1, 2, and
then there exists a constant R 0 > 0 (depending on c i (x), but is independent of U, V ) such that if
Proof. If there is a pointx ∈ Σ λ such that
then we have by (1.5) that
For each fixed λ < 0, there exists a C > 0 such that
(2.12)
and
Since V is lower semi-continuous onΩ, it sees from (2.14) that there is ax ∈ Σ λ such that
and similarly there also holds
Therefore, for fixed λ < 0, if |x|, |x| are sufficiently large, then by (2.5), (2.6), (2.15) and (2.17), one can deduce that
This contradiction shows that U (x) ≥ 0 for |x| sufficiently large. Similarly, one can also deduce that V (x) ≥ 0 for |x| large enough. This indicates that U (x), V (x) ≥ 0 when |x| > R, R > 0 large, and finally verifies (2.8).
then we have for sufficiently small l > 0 that
Proof. Let us prove by the contrary. If (2.20) does not hold, then by the semi-continuity of U onΩ, there is ax ∈Ω such that
and by (2.19), one can easily deduce thatx is in the interior of Ω. Similar to (2.11), we have
( 2.23) and let
Thus, similar to the proof of Theorem 2.2, it holds 25) and
which indicates V (x) < 0, then there exists ax ∈ Ω such that 27) and similar to (2.25), we can also get
Together with (2.26), similar to (2.18), since c i (x) ≤ 0, i = 1, 2, are bounded from below, then we have for l > 0 sufficiently small that
This contradiction shows that U (x) ≥ 0 in Ω. Similarly one can also obtain that V (x) ≥ 0 in Ω, Thus (2.20) must be true. To prove Theorem 2.3 (ii), without loss of generality, we may suppose that U (x 0 ) = 0 for some x 0 ∈ Ω, then similar to (2.10),
The proof of Theorem 2.3 completes here.
Remark 2.1. Suppose that the minimum point of U inΩ isx, and the minimum point of V in Ω isx. From the proofs of Theorem 2.2 and Theorem 2.3, we can see that the inequalities
are only required atx andx respectively. Furthermore, if U (x) < 0, then V (x) < 0; and also, if
3. The proof of Theorem 1.1
In this section, we prove Theorem 1.1.
Proof. Suppose u, v are the solutions to (1.1), we first show that either
, then from (1.1) and Theorem 2.1 (ii), we know that
If u ≡ 0 in R Till now, we have shown that either (3.1) or (3.2) holds. Therefore, without loss of generality, we may now suppose u, v > 0 in R n + , and go on to prove u = u(x n ), v = v(x n ). Finally we verify that this is a contradiction with the finiteness of u, v, and thus arrive at the desired conclusion.
Because there is no decay condition on u, v near infinity, we are not able to carry the method of moving planes on u, v directly. To overcome this difficulty, we make a Kelvin transform. And to guarantee that R n + is invariant under the transform, we need to locate the center x 0 on the boundary ∂R n + = {x|x n = 0}. Now for any point
be the Kelvin transforms of u and v centered at x 0 respectively. Then by (1.1) and (3.3), one has
The functionsū,v ∈ C 1,1 loc (R n + ) are positive, decay to 0 at infinity no slower than |x − x 0 | α−n and |x − x 0 | β−n respectively, and may have a singularity at x 0 . Since u, v ∈ C(R n ), together with (3.3), we know thatū,v → 0 when x n → 0 and |x − x 0 | ≥ ǫ > 0, where ǫ is a small positive constant. In the following, we prove thatū,v are rotationally symmetric about any line parallel to the x n -axis, from which we can derive that u = u(
, choose any direction which is perpendicular to the x n -axis to be the x 1 direction. To prove thatū,v are rotationally symmetric about some line parallel to the x n -axis, it suffices to show thatū,v are symmetric in x 1 .
and Σ
(3.5)
Step 1. Start moving the plane T λ from −∞ to the right along the x 1 direction.
In the following, with the help of Theorem 2.2, we prove that for λ < x 0 1 , |λ| large enough,
It is easy to see that U λ (x) = V λ (x) = 0 on T λ , and
Let us first admit the following claim, its proof will be given in Section 4. Claim 3.1. For λ < x 0 1 , |λ| large enough, there exists a small constant ǫ > 0 and a positive constant c λ such that
Now we know that if U λ and V λ are negative somewhere in Σ λ , then the negative minima of U λ ,
and similar to (2.13), we also obtain 9) and obviously I 1 ≥ 0, so I 2 < 0. Now by the strict monotonicity of f , one can arrive at V λ (x) < 0. Then there is a pointx ∈ Σ λ such that
and furthermore, we can also deduce that U λ (x) < 0.
Similarly, one can also derive that, if Σ
Since f (t) ≥ 0 are strictly increasing about t in [0, +∞),
t p 0 is non-increasing in t > 0 with p 0 = n+α n−β , then it follows from (3.5), (3.10) that
Denote s = |x−x 0 | n−βv (x) > 0, because we already know thatx is in the interior of Σ λ \B ǫ ((x 0 ) λ ), so s ≥ c for some positive constant c. Since
Together with (3.11), we have
Similarly, we can also obtain
Then at the minimum point ofū (x) and the minimum point ofv (x), we have
with c i (x) < 0, i = 1, 2. From (3.3) and (3.14), it is easy to verify that, 16) hence c 1 (x), c 2 (x) < 0 satisfy (2.6). Now by (3.7) and Remark 2.1, applying Theorem 2.2 to U λ ,
), we conclude that there exists R 0 > 0 (independent of λ), such that if x,x are negative minima of U λ , V λ respectively in Σ λ , then |x|, |x| ≤ R 0 .
(3.17)
Now for λ ≤ −R 0 , we have (3.6).
Step 2. Keep moving the plane T λ to the right until arriving at the limiting position.
Step 1 provides a starting point from which we can move the plane T λ to the right as long as (3.6) holds to its limiting position. Denote
To prove (3.18), let us consider two possibilities: 
Possibility (i)
If not, without loss of generality, we may suppose that there is a pointx such that
By the definition of λ 0 , one knows that U λ0 (x), V λ0 (x) ≥ 0 in Σ λ0 , then on the one hand,
on the other hand,
Here we arrive at a contradiction, and this verifies (3.20) . Let us first admit Claim 3.2. There exists a constant c 0 > 0 such that for sufficiently small η > 0,
We will prove Claim 3.2 in Section 4. Now for any
Then, for λ sufficiently close to λ 0 , sinceū(x),v(x) are continuous in Σ λ , it follows by (3.23) that 24) and similarly,
have no intersections with B η ((x 0 ) λ ). By (3.17), the negative minima of U λ , V λ connot be attained outside of B R0 (0). Next we will prove that they can neither be attained inside of B R0 (0), i.e., for λ sufficiently close to λ 0 ,
Actually, for any λ ∈ [λ 0 , λ 0 + ε), there exists a small δ > 0 such that if
This can be easily obtained by Theorem 2.3:
can be seen from (3.14) and (3.16), now by (3.27) and Remark 2.1, to derive (3.28) from (3.27), we only need to use Theorem 2.3 to U λ , V λ with the narrow region
Here what we need to point out is that, if (Σ 
Now what left is to show (3.27), and we only need to prove
It follows from (3.20) that there exists a constant c > 0 such that
where ξ > 0 is a small constant. Since U λ (x), V λ (x) depend continuously on λ, there exists ε > 0 and ε < δ, such that for all λ ∈ (λ 0 , λ 0 + ε), we have
By the continuities of U λ (x), V λ (x) near x n = 0 and U λ (x) = V λ (x) = 0 on ∂R n + \ B η ((x 0 ) λ ), letting ξ → 0, we can further deduce that
This verifies (3.29), and thus verifies (3.27).
Combining (3.17), (3.24), (3.25), (3.27) and (3.28), we conclude that for all λ ∈ (λ 0 , λ 0 + ε),
which contradicts the definition of λ 0 . Therefore, we must have
For any point P ∈ ∂R n + , define l P the line parallel to the x n -axis and passing through P . Since the x 1 direction is arbitrarily chosen, now we know by (3.33) thatū(x),v(x) are axially symmetric about some line l Q different from l x 0 , andū(x),v(x) ≡ c are bounded near x 0 , thus u(x), v(x) ≡ c are bounded in R n too, and furthermore,
We also know that (−△) α/2 u(x), (−△) β/2 v(x) are axially symmetric about the same line l Q , which can be easily proved through elementary computation with the help of (1.5). Thus the right hand side of the following equations
should have the same symmetry. From this, we are able to prove that
for some positive constants C 1 , C 2 (C 1 , C 2 cannot be 0, otherwise u(x) = u(x n ), v(x) = v(x n ) are axially symmetric about l x 0 , please refer to [68] ). The proofs of (3.35) and (3.36) are sophisticated, we have proved them before, please refer to [70] . Now let us admit Claim 3.3. If (3.34)-(3.36) hold, then (1.1) has no positive solutions in R n + . The proof of Claim 3.3 is long and sophisticated, we put it in Section 4. Till now we have shown that (1.1) possesses no positive solutions under Possibility (i).
Possibility (ii). From the definition of λ 0 , one knows that
Now we move the plane T λ from +∞ to the left. Similarly, we can also derive that either
The case described by (3.38) can be handled with the same way as Possibility (i). Now from (3.37) and (3.39), we have
So far, we have proved thatū,v are symmetric about the plane T x 0
1
. Since the x 1 direction is arbitrarily chosen, we have actually shown thatū,v are axially symmetric about l x 0 . For any two points
. Sinceū,v are axially symmetric about l x 0 , so are u, v, hence u(X 1 ) = u(X 2 ) and v(X 1 ) = v(X 2 ). This implies that u = u(x n ), v = v(x n ). Next, we show that u = u(x n ), v = v(x n ), u, v > 0 in R n + contradict the finiteness of u, v respectively, which indicates that (1.1) possesses no positive solutions. Let us first admit the following claim, its proof is pretty sophisticated and will be given in Section 4.
Claim 3.4. Suppose that f, g, u and v satisfy the conditions in Theorem 1.1, u, v > 0 in R n + . Then u = u(x n ), v = v(x n ) contradict the finiteness of u, v respectively. By (3.1), (3.2) and Claim 3.4, we can immediately conclude that the only nonnegative solutions of (1.1) have to be u = v ≡ 0 in R n , and thus finish the proof of Theorem 1.1.
Proofs of Four Claims
Here we prove Claims 3.1, 3.2, 3.3 and 3.4. Without loss of generality, we may suppose the center of the Kelvin transform x 0 = 0.
Proof of Claim 3.1 .
Proof. Please note that we already assumed u, v > 0 in R n + in the beginning of Section 3, so it holdsū,v > 0 here. Now under this assumption, we first show that
Sinceū(x) → 0 as |x| → ∞, and (B ǫ (0
we only need to prove u(x) ≥ 2c λ 1 |x| n−α , when x ∈ R n + and |x| sufficiently large.
is a cutoff function and
For any x ∈ R n + \ B R (0), we have
Because v ∈ C(R n ), f ≥ 0 is strictly increasing for t ≥ 0, it yields that for any x ∈ R n + \ B R (0) and R large enough, there exist two positive constants C 1 and C 2 such that
From (4.3) and (4.4), we get
Noting Theorem 2.1, it gets
together with (4.5), letting R → ∞, we derive
and by (4.4), u(x) ≥ 2c λ |x| n−α , for x ∈ R n + and |x| sufficiently large.
Similarly, one can also obtain that
This completes the proof of Claim 3.1.
Proof of Claim 3.2
Before proving Claim 3.2, we first narrate two propositions.
are locally bounded positive solutions to the problem 6) then they are also solutions to
and vice versa. Here G α ∞ (x, y), G β ∞ (x, y) are the Green functions of (4.6):
where t = 4x n y n , s = |x − y| 2 and A n,α , B n,α (A n,β , B n,β ) are positive constants which only depend on n, α (n, β).
The proof of Proposition 4.1 here is entirely similar to the proof of Theorem 2.1 in [65] . Since the conditions "f (t), g(t) ≥ 0 are strictly increasing for t ≥ 0" and "u, v ∈ C 1,1 loc (R n + )" guarantee that: (i) f (v(x)) and g(u(x)) are locally bounded on R n + ; (ii) f (t), g(t) ≥ C 0 for t > R, where R > 0 is sufficiently large and C 0 is a positive constant. we only need to substitute f (v(x)) (and g(u(x))) for x γ n u p (x) in the proof of Theorem 2.1 in [65] . Here we omit the details. 
where s = |x − y| 2 . Thus for any x, y ∈ Σ λ ,
The proof of Proposition 4.2 is standard and can be found in the proof of Lemma 2.1 in [15] . Here we omit the details.
Proof. From (3.20) and the continuities of U λ0 and V λ0 , there exists a point x 1 ∈ Σ λ0 and a small positive δ such that
(4.10)
By Proposition 4.1 and (3.4) (please note that in this section we already let x 0 = 0 for simplicity), we have
Through elementary computation, for any x ∈ R n + , we deduce that
It follows from the monotonicities of f (t) and f (t)/t n+α n−β that for any x ∈ B ǫ (0
(4.13)
one knows by (4.10) and the continuity ofv that
for some constants C 3 , C 4 > 0, C 3 < C 4 . Because we already supposed u, v > 0 in R n + at the beginning of Section 3, so it also holdsū,v > 0 in R n + , together with the continuity ofv, one gets
for some constants C 5 , C 6 > 0, C 5 < C 6 . Since f is strictly increasing in [0, +∞), by (4.14) and (4.15) we obtain that, there exists C 7 , C 8 > 0, C 7 < C 8 such that for any y ∈ B δ/2 (x 1 ),
Now (4.14) and (4.16) indicate that
for some C 0 > 0. Hence, it shows by (4.10), (4.13) and Proposition 4.2 that
Similarly, one can also derive that
Now Claim 3.2 is proved.
Proof of Claim 3.3
This subsection is dedicated to the proof of Claim 3.3. Redefinê
be the refection of x about the planeT λ . Denote
and are solutions to (4.18), then they are also solutions of 19) and vice versa. Hence, to prove Claim 3.3, we only need to prove that (4.19) possesses no positive solutions which satisfy (3.34), and without loss of generality, we may suppose C 1 = C 2 = 1 for simplicity. Before the proof, let us first narrate three key ingredients which will be used in the forthcoming integral estimate. 20) where s = |x − y| 2 , t = 4x n y n . Thus
(ii) for any x, y ∈ Σ * λ , x = y,
The proof of Proposition 4.4 is standard and can be found in the proof of Lemma 2.1 in [15] . Here we omit the details. Proposition 4.5. For any x ∈ Σ * λ , it holds that
Proof of Proposition 4.5. Let us first prove (4.22). Since
by Proposition 4.4, we arrive at
This completes the proof of (4.22) , and similarly, one can also prove (4.23). Next, we prove (4.24). By Proposition 4.4, we have
This verifies (4.24). (4.25) can be similarly proved, here we omit the details. Now let us begin to prove that (4.19) possesses no positive solutions.
Proof. To get the desired nonexistence result, we apply the method of moving planes in integral forms and divide the proof into two steps. In the first step, we start from the very low end of R n + , we will prove that for λ > 0 sufficiently small,
In the second step, we will move our plane in the positive x n direction as long as (4.26) holds to show that U λ (x), V λ (x) are monotone increasing in x n and thus derive a contradiction.
Step 1. In this step, we show that for λ > 0 sufficiently small, Σ , by (4.22) and the Mean Value Theorem, we get
By the expression of G α ∞ (x, y) given in Proposition 4.1, one knows
For any r > max{ n n−α , n n−β }, apply Proposition 4.3 and Hölder inequality to (4.28), then
) . 
Therefore, we can choose λ > 0 sufficiently small such that
Thus by (4.29) and (4.30) we conclude that
Step 2. Now we start form such small positive λ and move the planeT λ up as long as (4.26) holds.
Define
We will prove λ 0 = +∞. (4.35) Suppose in the contrary that λ 0 < +∞, we will show that u(x), v(x) are symmetric about the planeTλ 0 , that is
This is a contradiction with u(x), v(x) > 0 in R n + . Now let us verify (4.36) by the contrary. If (4.36) is not true, then for such a λ 0 , one has
(4.37)
In this case, we are able to prove that the plane can be moved further up. More precisely, we will show that there is a ε > 0 such that for all λ ∈ [λ 0 , λ 0 + ε),
If (4.38) does not hold, then Σ − λ = ∅, we again resort to inequalities (4.31) and (4.32), and if we can obtain
then by (4.31) and (4.32) we get
Hence, for this values of λ ≥ λ 0 , we have (4.38) . This contradicts the definition of λ 0 ,. Therefore (4.36) must be valid.
We postpone the proof of (4.39) for a while. By (4.36), we deduce that u(x) = v(x) = 0 on the plane x n = 2λ 0 , the symmetric image of the boundary ∂R n + with respect to the planeT λ0 , this contradicts our assumption u, v > 0 in R n + . Therefore (4.35) must be true. However (4.35) implies that the positive solutions u, v are monotone increasing about x n , which again contradicts (3.34). Hence (4.19) possesses no positive solutions, and thus (1.1) has no positive solutions either.
Now what left is to show (4.39). Since (3.34) and (4.33) hold, for any small η > 0, we can choose R large enough such that 
Similarly, we can also derive U λ0 (x) > 0, and this, together with (4.42), verifies (4.41). Since u, v ∈ C(R n ), for any given small δ > 0, one has by (4.41) that
where C 0 > 0 is a constant, thus
So, for any λ ∈ [λ 0 , λ 0 + ε), we can let ε, δ > 0 small enough such that Σ − λ ∩ B R (0) is sufficiently small to guarantee
Choose η < 1/4, combining (4.40) and (4.45), we conclude that (4.39) holds for any λ ∈ (λ 0 , λ 0 + ε).
The proof of Claim 3.3 ends here.
Proof of Claim 3.4
We first list a propositions which will be used in the proof of Claim 3.4. 
where t = 4x n y n , s = |x − y| 2 and c n,α , C n,α (c n,β , C n,β ) stand for different positive constants which only depend on n, α (n, β).
The proof of Proposition 4.6 is standard and can be found in [15] . Now let us begin to prove Claim 3.4.
Proof. By Proposition 4.1, to prove Claim 3.4, we only need to show that the positive solutions u = u(x n ) and v = v(x n ) contradict the finiteness of the integrals
respectively. In fact, by Proposition 4.6, if u(x) = u(x n ), v(x) = v(x n ) are a pair of positive solutions to (??), then by (4.46), for each fixed x ∈ R n + and R large enough, we have 50) and similarly, And this indicates that for y n sufficiently large, Next we prove u q0 (y n )(y n ) β/2 ≥ C > 0, (4.60) for any y n > 0, which is a contradiction with (4.59). Similarly, we can also prove v p0 (y n )(y n ) α/2 ≥ C > 0, (4.61) for any y n > 0, which is a contradiction with (4.57). Hence u = u(x n ) > 0 and v = v(x n ) > 0 contradict the finiteness of u and v respectively. Now let us begin to prove (4.60). Similarly to (4.56), for any x = (0, x n ) ∈ R Similarly, for any fixed 0 < α, β < 2, we can also choose m to be an integer satisfying (4.77) and prove that the following inequality is true for such choice of m, ψ 2m−1 (p 0 , q 0 ) ≥ 0. (4.79) This, together with (4.72), verifies that (4.61) is true, which indicates that u = u(x n ) > 0 contradict the finiteness of u. Now let us consider Case (ii). For any fixed 0 < α, β < 2, we choose m to be an integer greater than
