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vRESUMEN, RESULTADOS Y CONCLUSIONES
Una superficie de Riemann es una variedad anal´ıtica compleja de dimen-
sio´n uno, esto es, un espacio topolo´gico Hausdorff, segundo numerable y
conexo provisto de cartas locales sobre abiertos del plano complejo, de
modo que las funciones de transicio´n son aplicaciones holomorfas. Como
toda superficie de Riemann es a la vez una variedad real diferenciable
orientable de dimensio´n dos, las compactas esta´n clasificadas desde un
punto de vista topolo´gico por su ge´nero. Si bien existe so´lo una clase
de isomorf´ıa de superficies de Riemann de ge´nero cero, la clasificacio´n
anal´ıtica es, en general, bastante ma´s complicada. En efecto, el espacio
que parametriza clases de isomorf´ıa de superficies de Riemann de ge´nero
g > 1 es un espacio anal´ıtico complejo de dimensio´n 3g− 3; este espacio
es conocido como el espacio de mo´dulos. La teor´ıa elemental de cubri-
mientos nos permite asegurar que cualquier superficie de Riemann se
realiza como el espacio de o´rbitas de su cobertor universal bajo la accio´n
de un grupo adecuado de automorfismos. Por otro lado, el Teorema de
Uniformizacio´n provee los u´nicos tres candidatos para ser aquel cobertor
universal. En concreto, este importante teorema asegura que la esfera de
Riemann, el plano complejo y el disco unitario son las u´nicas superficies
de Riemann que son simplemente conexas; estas opciones se correspon-
den, en el caso compacto, con superficies de Riemann de ge´nero cero,
uno y mayor que uno respectivamente.
Una variedad algebraica proyectiva es un subconjunto irreducible de
un espacio proyectivo obtenido como el lugar comu´n de los ceros de una
coleccio´n finita de polinomios homoge´neos. Curvas y superficies algebrai-
cas proyectivas son variedades algebraicas proyectivas de dimensio´n uno
y dos respectivamente. Un subcuerpo k del cuerpo de los nu´meros com-
plejos es un cuerpo de definicio´n para una variedad algebraica proyectiva
X si existe una coleccio´n de polinomios con coeficientes en k de tal suerte
que la variedad algebraica proyectiva que ellos definen sea isomorfa a X.
Una variedad algebraica proyectiva es aritme´tica si admite la clausura
algebraica del cuerpo de los nu´meros racionales como cuerpo de defini-
cio´n. Como consecuencia del Teorema de Riemann-Roch y del Teorema
de la Funcio´n Impl´ıcita, existe una equivalencia entre superficies de Rie-
mann compactas y curvas algebraicas proyectivas. Es por esta razo´n que
tiene sentido hablar de superficies de Riemann aritme´ticas y estudiar
co´mo la aritmeticidad, que es una propiedad algebraica, se traduce en su
estructura compleja. En este sentido, el Teorema de Belyi establece que
una superficie de Riemann es aritme´tica si y so´lo si admite una funcio´n
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meromorfa que ramifica sobre exactamente tres valores; aquella funcio´n
es llamada una funcio´n de Belyi.
Sea V una superficie compleja y C una superficie de Riemann. Una
aplicacio´n holomorfa f : V → C es una familia de superficies de Rie-
mann si f es sobreyectiva, propia y de rango maximal en todo punto de
tal suerte que sus fibras sean superficies de Riemann topolo´gicamente
equivalentes. La familia es de tipo finito hiperbo´lico si cada fibra es una
superficie de Riemann de tipo finito hiperbo´lico, esto es, una superficie
de Riemann compacta de ge´nero g desde la cual removemos n puntos de
modo que 2g− 2 +n > 0. Usando la teor´ıa de uniformizacio´n simulta´nea
de Bers para superficies de Riemann, Griffiths demostro´ que cualquier
variedad algebraica proyectiva posee un abierto de Zariski cuyo cobertor
universal es un tipo muy especial de dominio acotado y contractible que,
en la terminolog´ıa de Bers, se denomina un dominio de Bergman. Nos
referiremos a este resultado como el Teorema de Uniformizacio´n de Bers-
Griffiths. Como consecuencia de este importante resultado, el cobertor
universal de una familia V → C de superficies de Riemann de tipo finito
hiperbo´lico es un dominio de Bergman. Adema´s, gracias a trabajos de
Shabat, el grupo cobertor universal de V tiene ı´ndice finito en el grupo
completo de automorfismos del cobertor universal de V.
No hay razo´n para sospechar que todo dominio de Bergman aparezca
como el cobertor universal de una familia de superficies de Riemann. De
hecho, el primer resultado de este trabajo (Teorema 4.21) provee un crite-
rio para decidir cua´ndo un dominio de Bergman corresponde al cobertor
universal de una familia de superficies de Riemann; a estos dominios
de Bergman los hemos llamado de tipo algebraico. Esta caracterizacio´n
esta´ basada en el estudio de una sucesio´n exacta de grupos y de un
movimiento holomorfo asociado al dominio de Bergman. Ma´s au´n, algu-
nos dominios de Bergman de tipo algebraico aparecen como cobertores
universales de familias aritme´ticas de superficies de Riemann, es decir,
familias tales que el espacio base, el espacio total (suponiendo que e´ste
es una superficie algebraica casi-proyectiva) y la aplicacio´n entre ellos
son aritme´ticos. A estos dominios de Bergman los hemos llamado de ti-
po aritme´tico. El segundo resultado de esta tesis (Teorema 5.11) provee
condiciones necesarias y suficientes para que un dominio de Bergman de
tipo algebraico sea de tipo aritme´tico.
Gonza´lez-Diez generalizo´ el Teorema de Belyi para superficies alge-
braicas proyectivas reemplazando las funciones de Belyi por los llamados
pinceles de Lefschetz. En particular, este teorema implica que si una su-
perficie algebraica proyectiva es aritme´tica entonces contiene un abierto
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de Zariski cuyo cobertor universal es un dominio de Bergman de tipo
aritme´tico. El tercer y ma´s relevante resultado de esta tesis (Teorema
5.17) establece que la implicancia anterior es, de hecho, una equivalen-
cia. Notamos que este resultado nos dice que la aritmeticidad de una
superficie algebraica proyectiva esta´ completamente determinada por la
clase de isomorf´ıa de los cobertores universales de sus abiertos de Zariski.
Este hecho contrasta con lo que ocurre en el caso de curvas algebraicas
proyectivas para las cuales el cobertor universal depende so´lo del ge´nero.
Una clase muy especial de familias de superficies de Riemann son
las fibraciones de Kodaira, esto es, familias de superficies de Riemann
S → C donde C y las fibras son superficies de Riemann compactas y S
es una superficie algebraica proyectiva. Estas fibraciones fueron introdu-
cidas por Kodaira como un ejemplo para probar que la signatura de un
fibrado diferenciable no es multiplicativa o, de forma equivalente, que la
pendiente del espacio total puede ser mayor que dos. Sea k un subcuerpo
algebraicamente cerrado del cuerpo de los nu´meros complejos. Para es-
tas fibraciones hemos demostrado que k es un cuerpo de definicio´n para
S si y so´lo si lo es para C (Teorema 6.1) y tambie´n que la propiedad
de estar definida sobre aquel cuerpo depende u´nicamente de la clase de
isomorf´ıa de su cobertor universal (Teorema 6.2). Adema´s, construimos
de forma bastante expl´ıcita una coleccio´n biparame´trica de fibraciones
de Kodaira que, gracias a los resultados antes mencionados, da lugar a
una coleccio´n no-numerable de dominios dos-dimensionales contractibles
simplemente conexos que no son isomorfos (Teorema 6.9). La pendiente
de estas fibraciones tambie´n se incluye (Proposicio´n 6.10).
Esta tesis esta´ estructurada de la siguiente manera. En el primer
cap´ıtulo repasaremos los preliminares necesarios: superficies de Riemann,
grupos fuchsianos, curvas algebraicas proyectivas, acciones de grupos
y automorfismos. En el segundo cap´ıtulo introduciremos el espacio de
Teichmu¨ller y el grupo modular asociado a una superficie de Riemann.
Presentaremos el espacio de mo´dulos como el cociente entre ellos y estu-
diaremos tambie´n ciertas subvariedades del espacio de Teichmu¨ller. En
el tercer cap´ıtulo estudiaremos familias de superficies de Riemann, la
fibracio´n de Bers, la familia universal, la curva universal y la Propie-
dad Universal de Teichmu¨ller. Introduciremos tambie´n ciertos cocientes
lisos del espacio de Teichmu¨ller. En el cuatro cap´ıtulo exhibiremos la
demostracio´n de Bers del Teorema de Uniformizacio´n de Bers-Griffiths
para variedades algebraicas proyectivas y su adaptacio´n para familias de
superficies de Riemann. Adema´s, introduciremos el concepto de movi-
miento holomorfo para plantear y luego demostrar el Teorema 4.21. En
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el quinto cap´ıtulo estudiaremos la aritmeticidad para variedades algebrai-
cas, poniendo e´nfasis en curvas y superficies, as´ı como la aritmeticidad
para familias de superficies de Riemann. Adema´s, haciendo uso de la com-
pactificacio´n de Deligne-Mumford del espacio de mo´dulos, mostraremos
co´mo familias de superficies de Riemann pueden ser compactificadas; los
Teoremas 5.11 y 5.17 se demuestran en este cap´ıtulo. El u´ltimo cap´ıtulo
estara´ enteramente dedicado a estudiar las fibraciones de Kodaria y a
demostrar los resultados ya mencionados para estas familias.
Los resultados ma´s importantes de esta tesis pueden encontrarse en
los siguientes trabajos:
(a) Gonza´lez-Diez, G., y Reyes-Carocca, S., The arithmeti-
city of a Kodaira fibration is determined by its universal cover,
Comm. Math. Helv., Por aparecer.
(b) Gonza´lez-Diez, G., y Reyes-Carocca, S., Families of Rie-
mann surfaces, uniformization and arithmeticity, Preprint.
En siguiente art´ıculo tambie´n contiene resultados relacionados con
los temas tratados en esta tesis:
(c) Hidalgo, R. y Reyes-Carocca, S., A constructive proof of
Weil’s Galois descent theorem, arXiv:1203.6294.
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MAIN RESULTS AND CONCLUSIONS
A Riemann surface is a one-dimensional complex analytic manifold, that
is, a Hausdorff topological space, second countable and connected endo-
wed with local charts over open subsets of the complex plane, in such
a way that the coordinate changes are holomorphic maps. As each Rie-
mann surface is also an orientable two-dimensional real differential ma-
nifold, the compact ones are classified from a topological point of view
by its genus. Although there is only one isomorphism class of compact
Riemann surfaces of genus zero, the analytic classification is, in general,
far more complicated. Indeed, the space that parametrizes isomorphism
classes of Riemann surfaces of genus g > 1 is a complex analytic space of
dimension 3g− 3; this space is known as the moduli space. Basic theory
of covering spaces allows us to assert that every Riemann surface can
be realized as the orbit space of its universal cover by the action of a
suitable group of automorphisms. On the other hand, Uniformization’s
Theorem provides the only three possibilities for this universal cover.
More precisely, this important theorem states that the Riemann sphere,
the complex plane and the unit disk are the only Riemann surfaces which
are simply connected; these options correspond, in the compact case, to
Riemann surfaces of genus zero, one and greater than one respectively.
A projective algebraic variety is an irreducible subset of a projective
space obtained as the common locus of the zeros of a finite collection of
homogeneous polynomials. Projective algebraic curves and surfaces are
projective algebraic varieties of dimension one and two respectively. A
subfield k of the field of the complex numbers is a field of definition for a
projective algebraic variety X if there exists a collection of polynomials
with coefficients in k in such a way that the projective algebraic variety
they define is isomorphic to X. A projective algebraic variety is arithme-
tic if it admits the algebraic closure of the field of the rational numbers as
a field of definition. As a consequence of Riemann-Roch’s Theorem and
the Implicit Function’s Theorem, there is an equivalence between com-
pact Riemann surfaces and projective algebraic curves. Thus, it makes
sense the concept of arithmetic Riemann surface and to study how the
arithmeticity, which is an algebraic property, is reflected on its complex
structure. Indeed, Belyi’s Theorem establishes that a Riemann surface is
arithmetic if and only if it admits a meromorphic function which ramifies
over exactly three values; this function is called a Belyi map.
Let V be a complex surface and C a Riemann surface. A holomorp-
hic map f : V → C is called a family of Riemann surfaces if f is a
surjective proper map everywhere of maximal rank so that its fibers are
xtopologically equivalent Riemann surfaces. The family is called of finite
hyperbolic type if each fiber is a Riemann surface of finite hyperbolic
type, that is, a compact Riemann surface of genus g with n points re-
moved such that 2g − 2 + n > 0. By making use of Bers’ theory of
simultaneous uniformization of Riemann surfaces, Griffiths proved that
every projective algebraic variety is endowed with an open Zariski sub-
set whose universal cover is a very special kind of bounded contractible
domain which, in the Bers’ terminology, is called a Bergman domain.
We shall refer to this result as Bers-Griffiths’ Uniformization Theorem.
As a consequence of this important result, the universal cover of a fa-
mily V → C of Riemann surfaces of finite hyperbolic type is a Bergman
domain. Furthermore, by results due to Shabat, the universal covering
group of V has finite index in the full group of automorphisms of the
universal cover of V.
There is not a reasonable argument in order to conjecture that every
Bergman domain should arise as the universal cover of a family of Rie-
mann surfaces. In fact, the first result of this thesis (Theorem 4.21) pro-
vides a criterion in order to decide when a Bergman domain corresponds
to the universal cover of a family of Riemann surfaces; we have called
them Bergman domains of algebraic type. This characterization is based
on the study of an exact sequence of groups and a holomorphic motion
associated to the Bergman domain. Moreover, some Bergman domains
of algebraic type arise as the universal covers of arithmetic families of
Riemann surfaces, that is, families such that the base space, the total
space (which is supposed to be a quasi-projective algebraic surface) and
the map between them are arithmetic. We have called them Bergman
domains of arithmetic type. The second result of this thesis (Theorem
5.11) provides necessary and sufficient conditions for a Bergman domain
of algebraic type to be of arithmetic type.
Gonza´lez-Diez generalized Belyi’s Theorem for projective algebraic
surfaces by replacing Belyi functions by the so-called Lefschetz pencils.
In particular, this theorem implies that if a projective algebraic surface is
arithmetic then it contains a Zariski open subset whose universal cover is
a Bergman domain of arithmetic type. The third and main result of this
thesis (Theorem 5.17) establishes that the converse also holds. Namely,
this result states that the property of being arithmetic for a projective
algebraic surface is completely determined by the isomorphism class of
the universal covers of its Zariski open subsets. We note that the situation
for projective algebraic surfaces differs radically from that of projective
algebraic curves for which the universal cover depends only on the genus.
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A very special kind of families of Riemann surfaces are Kodaira fi-
brations, that is, families of Riemann surfaces S → C where C and the
fibers are compact Riemann surfaces and S is a projective algebraic sur-
face. These fibrations were introduced by Kodaira as an example to prove
that the signature of a differentiable fibration is not multiplicative. This
property of the signature is equivalent to the total space having slope
greater than two. Let k be an algebraically closed subfield of the field
of the complex numbers. For these fibrations we have proved that k is a
field of definition for S if and only if k is a field of definition for C (Theo-
rem 6.1) and also that the property of being defined over that field only
depends on the isomorphism class of the universal cover (Theorem 6.2).
Moreover, we have constructed, in a very explicit way, a biparametric
collection of Kodaira fibrations which, by the results already announced,
gives rise to an uncountable collection of two-dimensional simply connec-
ted contractible domains which are not isomorphic (Theorem 6.9). The
slope of these fibrations is also provided (Proposition 6.10).
The thesis is organized as follows. In the first chapter we shall briefly
review some standard background: Riemann surfaces, Fuchsian groups,
projective algebraic curves, group actions and automorphisms. In the se-
cond chapter we shall introduce the Teichmu¨ller space and the mapping
class group associated to a Riemann surface. Moduli space is also intro-
duced as the quotient between them. Some submanifolds of Teichmu¨ller
space are also considered. In the third chapter we will study families of
Riemann surfaces, Bers’ fiber space, the universal family, the universal
curve and the Teichmu¨ller’s Universal Property. We shall also introduce
some smooth quotients of the Teichmu¨ller space. In the fourth chapter,
we will exhibit the proof given by Bers of Bers-Griffiths’ Uniformiza-
tion Theorem for algebraic varieties and its adaptation for families of
Riemann surfaces. Furthermore, we shall introduce the concept of holo-
morphic motion in order to state and prove Theorem 4.21. In the fifth
chapter we shall study the arithmeticity for algebraic varieties, mainly
for curves and surfaces, as well as for families of Riemann surfaces. Mo-
reover, by making use of the Deligne-Mumford compactification of the
moduli space, we shall show how families of Riemann surfaces can be
compactified; Theorems 5.11 and 5.17 are proved in this chapter. The
last chapter will be entirely devoted to study Kodaira fibrations and to
prove the results already announced for this families.
The main results of this thesis can be found in the following papers:
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(a) Gonza´lez-Diez, G., and Reyes-Carocca, S., The arithme-
ticity of a Kodaira fibration is determined by its universal cover,
Comm. Math. Helv., To appear.
(b) Gonza´lez-Diez, G., and Reyes-Carocca, S., Families of
Riemann surfaces, uniformization and arithmeticity, Preprint.
The following paper also includes results related to the contents of
this thesis:
(c) Hidalgo, R. and Reyes-Carocca, S., A constructive proof
of Weil’s Galois descent theorem, arXiv:1203.6294.
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LISTA DE SI´MBOLOS
Z anillo de los nu´meros enteros
Q cuerpo de los nu´meros racionales
R cuerpo de los nu´meros reales
C cuerpo de los nu´meros complejos
S1 c´ırculo unitario en el plano complejo
H semiplano superior en el plano complejo
L semiplano inferior en el plano complejo
∆ disco unitario en el plano complejo
C esfera de Riemann
Mo¨b(C) grupo de transformaciones de Mo¨bius
Pn espacio proyectivo n−dimensional
Aut(S) grupo de automorfismos de S
M(S) cuerpo de funciones meromorfas de S
multp(f) multiplicidad de f en p
deg(f) grado de f
KS clase cano´nica de S
div(ω) divisor cano´nico asociado a la 1−forma ω
div(f) divisor principal asociado a la funcio´n f
H1,0(S) espacio vectorial de 1−formas de S
Ω(G) regio´n de discontinuidad de G
Λ(G) conjunto l´ımite de G
stab(z) estabilizador de z
N(G) normalizador de G
Z/kZ grupo c´ıclico de orden k
µf dilatacio´n compleja de f
Tg,n espacio de Teichmu¨ller
Tg,n(H0) espacio de Teichmu¨ller respecto a H0
Modg,n grupo modular
Modg,n(H0) grupo modular respecto a H0
modg,n grupo modular extendido
Mg,n espacio de mo´dulos
Fg,n → Tg,n espacio fibrado de Bers
Vg,n → Tg,n familia universal
Cg,n →Mg,n curva universal
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CAPI´TULO 1
Preliminares
En el primer cap´ıtulo de este trabajo repasaremos los objetos y resul-
tados ba´sicos que hay que manejar para entender los cap´ıtulos siguientes.
Aprovecharemos de fijar la notacio´n.
1.1. Superficies de Riemann
Definicio´n 1. Una variedad anal´ıtica compleja X de dimensio´n n es
un espacio topolo´gico Hausdorff, segundo numerable y conexo provisto
de una coleccio´n de abiertos {Uα} que cubren X y homeomorfismos ϕα :
Uα → Cn sobre abiertos de Cn de tal suerte que si Uα ∩Uβ 6= ∅ entonces
la funcio´n de transicio´n
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) −→ ϕβ(Uα ∩ Uβ)
es holomorfa. Los pares (Uα, ϕα) son las cartas locales y la coleccio´n
{(Uα, ϕα)} es el atlas o la estructura compleja de X.
Definicio´n 2. Una superficie de Riemann es una variedad anal´ıtica
compleja de dimensio´n uno.
Intuitivamente, una superficie de Riemann es un objeto que localmen-
te luce como un abierto del plano complejo y, en consecuencia, podemos
realizar ana´lisis complejo sobre ella.
Ejemplo 1.1. Los ejemplos ma´s elementales de superficies de Rie-
mann son los abiertos conexos del plano complejo provistos de la iden-
tidad como u´nica carta local. Algunos abiertos distinguidos son el semi-
plano superior
H = {z ∈ C : Im(z) > 0},
el semiplano inferior
L = {z ∈ C : Im(z) < 0},
el disco unitario
∆ = {z ∈ C : |z| < 1}
y el mismo plano complejo.
1
2 1. PRELIMINARES
Todos estos ejemplos son simplemente conexos y no compactos. El
primer ejemplo compacto corresponde a la compactificacio´n de C por un
punto: la esfera de Riemann
C := C ∪ {∞}
provista de la estructura compleja dada por las cartas (C, z 7→ z) y (C−
{0}, z 7→ 1/z). No´tese que la esfera de Riemann tambie´n es simplemente
conexa.
Ejemplo 1.2. Sea {ω1, ω2} un subconjunto de C linealmente inde-
pendiente sobre R y
Λ = {nω1 +mω2 : n,m ∈ Z}
el reticulado de C generado por ω1 y ω2. La relacio´n
z1 'Λ z2 ⇔ z1 − z2 ∈ Λ
es de equivalencia. Denotamos por
S = C/Λ = {[z] : z ∈ C}
el conjunto de clases provisto de la topolog´ıa cociente dada por la pro-
yeccio´n cano´nica pi : C→ S tal que z 7→ [z].
Cada z ∈ C tiene un entorno V de tal suerte que
pi−1(U) = ∪λ∈Λ(λ+ V )
es una unio´n disjunta, donde U = pi(V ). De esta forma pi|V : V → U es
un homeomorfismo y por tanto (U, (pi|V )−1) es una carta local para S.
Con esta construccio´n las funciones de transicio´n son aplicaciones de la
forma z 7→ z + λ con λ ∈ Λ y por tanto holomorfas; sigue que S es una
superficie de Riemann.
E´ste es un ejemplo de una superficie de Riemann compacta con es-
tructura de grupo abeliano que no es simplemente conexa. Diremos que
S es un toro complejo; puede representarse luego de identificar los lados
opuestos del paralelo´gramo de ve´rtices 0, ω1, ω2 y ω1 +ω2 como se ilustra
en la figura siguiente.
1.1. SUPERFICIES DE RIEMANN 3
Como toda superficie de Riemann es a la vez una variedad real di-
ferenciable de dimensio´n dos, las compactas esta´n clasificadas, desde un
punto de vista topolo´gico, por su ge´nero. Ver, por ejemplo [52, p. 9].
Definicio´n 3. Sea f : S1 → S2 una aplicacio´n continua entre dos
superficies de Riemann. Diremos que f es una aplicacio´n holomorfa si
para cada p ∈ S1 es posible escoger cartas locales (U,ϕ) y (V, ψ) de p y
f(p) respectivamente, de tal suerte que f(U) ⊂ V y
ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )
sea holomorfa en el sentido usual.
Un homeomorfismo f es un isomorfismo si f y f−1 son holomorfas.
Si existe un isomorfismo entre S1 y S2 entonces diremos que e´stas son
isomorfas y anotaremos S1 ∼= S2. Un isomorfismo de una superficie en s´ı
misma es un automorfismo; denotaremos por Aut(S) el grupo de auto-
morfismos de S.
Ejemplo 1.3. El semiplano superior y el disco unitario son isomorfos.
En efecto, la aplicacio´n
ϕ : H→ ∆ z 7→ z − i
z + i
es un isomorfismo entre ellos. Por otro lado, el plano complejo y el semi-
plano superior no son isomorfos. En efecto, si existiese un isomorfismo ψ
entre ellos, entonces la composicio´n
ϕ ◦ ψ : C→ ∆
ser´ıa una aplicacio´n entera, no constante y acotada. Esto contradice el
Teorema de Liouville -ver, por ejemplo [47, p. 130].
Teorema 1.1. Sea f : S1 → S2 una aplicacio´n holomorfa entre
superficies de Riemann con S1 compacta. Entonces f es constante o so-
breyectiva. Si f es sobreyectiva entonces S2 es compacta.
Como corolario se puede ver que las u´nicas funciones holomorfas S →
C de una superficie de Riemann compacta S son las funciones constantes.
El Teorema de la Aplicacio´n de Riemann -ver, por ejemplo [47, p.
306]- clasifica todos los abiertos conexos y simplemente conexos del plano
complejo. Esencialmente existen dos tipos: el mismo plano complejo y el
disco unitario.
Teorema 1.2. Sea U un abierto conexo y simplemente conexo es-
trictamente contenido en C. Entonces U y ∆ son isomorfos.
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La esfera de Riemann, el plano complejo y el semiplano superior son
tres superficies de Riemann esenciales para construir nuevos ejemplos,
como veremos ma´s adelante. Comenzamos estudiando sus grupos de au-
tomorfismos.
Definicio´n 4. Una transformacio´n de Mo¨bius es una aplicacio´n de
la esfera de Riemann en s´ı misma de la forma
z 7→ az + b
cz + d
donde a, b, c, d son nu´meros complejos tales que ad− bc = 1.
Denotaremos por Mo¨b(C) el grupo de todas las transformaciones de
Mo¨bius. El homomorfismo de grupos sobreyectivo
SL(2,C)→ Mo¨b(C)
(
a b
c d
)
7→ g(z) = az + b
cz + d
tiene nu´cleo {±id} y por tanto se tiene que
Mo¨b(C) ∼= PSL(2,C).
Proposicio´n 1.3. El grupo de transformaciones de Mo¨bius Mo¨b(C)
es el grupo completo de automorfismos de la esfera de Riemann.
El Teorema de Casorati-Weierstrass -ver, por ejemplo [47, p. 168]-
implica que cada automorfismo del plano complejo se extiende a uno de
la esfera de Riemann. De esta forma el grupo de automorfismos de C esta´
compuesto por aquellas transformaciones de Mo¨bius que fijan el infinito
Aut(C) = {z 7→ az + b : a, b ∈ C, a 6= 0}
mientras que el grupo de automorfismos del semiplano superior consiste
en las transformaciones de Mo¨bius con entradas reales
Aut(H) ∼= PSL(2,R).
El Ejemplo 1.3 nos permite determinar el grupo completo de auto-
morfismos del disco unitario, a saber, conservando notaciones
Aut(∆) = ϕAut(H)ϕ−1 =
{
z 7→ eiθ z − a
1− az , a ∈ ∆, θ ∈ R
}
.
Sea g ∈ Mo¨b(C) no trivial. Despue´s de resolver la ecuacio´n g(z) = z
para z, es fa´cil ver que g tiene uno o dos puntos fijos. Podemos clasificar
las transformaciones de Mo¨bius no triviales de la siguiente manera:
(a) Si g tiene exactamente un punto fijo entonces diremos que g es
parabo´lica. En tal caso, g es conjugada a la traslacio´n z 7→ z+ 1.
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(b) Si g tiene dos puntos fijos entonces es conjugada a z 7→ λeiθz.
Si λ = 1 entonces diremos que g es el´ıptica; en caso contrario
diremos que es g es loxodro´mica.
(c) Una transformacio´n loxodro´mica con θ = 0 se llama hiperbo´lica.
Diremos que una superficie de Riemann S tiene una pinchadura si
contiene un abierto isomorfo a ∆−{0}. En tal caso existe una superficie
de Riemann R, u´nica mo´dulo isomorfismo, tal que
R− {1 punto} ∼= S
y as´ı la pinchadura de S se corresponde con el punto distinguido de R.
Definicio´n 5. Diremos que S es una superficie de Riemann de tipo
finito (g, n) con g, n ≥ 0 si
S ∼= R− {x1, . . . , xn}
donde R es una superficie de Riemann compacta de ge´nero g y x1, . . . , xn
son n puntos distintos en R. Tambie´n se dice S que tiene ge´nero g y n
pinchaduras.
El grupo fundamental pi1(S) de una superficie de Riemann S de ti-
po finito (g, n) esta´ generado por 2g elementos hiperbo´licos a1, . . . , ag,
b1, . . . , bg y n elementos parabo´licos c1, . . . , cn satisfaciendo
g∏
j=1
[aj, bj]
n∏
k=1
ck = 1,
donde [u, v] = uvu−1v−1 es el conmutador entre u y v.
La teor´ıa elemental de cubrimientos nos dice que cada espacio to-
polo´gico local arco-conexo S (en particular una superficie de Riemann)
se puede realizar como el espacio de o´rbitas
S ∼= S˜/G
donde S˜ es el cobertor universal de S y G ∼= pi1(S) es el grupo de trans-
formaciones del cubrimiento universal pi : S˜ → S, dado por
G = {ϕ ∈ Aut(S˜) : pi ◦ ϕ = pi}.
La accio´n de G sobre S˜ es propiamente discontinua y no tiene puntos
fijos (en la Seccio´n 1.3 estudiaremos con detalle estos conceptos); de esta
forma es posible dotar al cobertor universal de una u´nica estructura de
superficie de Riemann de tal suerte que pi sea holomorfa.
El siguiente teorema dice que hay so´lo tres posibilidades para el cober-
tor universal de una superficie de Riemann. Es conocido en la literatura
como el Teorema de Uniformizacio´n; ver, por ejemplo [20, p. 180].
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Teorema 1.4. Si S es una superficie de Riemann simplemente co-
nexa entonces S es isomorfa a una de las siguientes:
(a) La esfera de Riemann.
(b) El plano complejo.
(c) El semiplano superior.
1.2. Curvas Algebraicas y el Teorema de Riemann-Roch
En esta seccio´n abordaremos las superficies de Riemann desde un
punto de vista algebraico: como ceros de polinomios homoge´neos en es-
pacios proyectivos complejos.
Denotaremos por Pn el espacio proyectivo complejo n−dimensional
definido como el conjunto de o´rbitas de la accio´n multiplicativa de C−{0}
sobre Cn+1 − {0}. Es claro que mediante la proyeccio´n cano´nica
pi : Cn+1 − {0} → Pn
cada punto de Pn se identifica con un subespacio vectorial de dimensio´n
uno de Cn+1. Si x ∈ Pn se corresponde con el subespacio 〈(x0, . . . , xn)〉,
entonces lo denotaremos por x = [x0 : . . . : xn] y diremos que e´stas son
unas coordenadas homoge´neas de x.
Provisto de la topolog´ıa cociente por pi, el espacio Pn se convierte en
una variedad anal´ıtica compleja de dimensio´n n, compacta y simplemente
conexa. Un atlas para Pn esta´ dado por los abiertos (llamados abiertos
afines) Ui = {[x0 : . . . : xn] ∈ Pn : xi 6= 0} junto con los homeomorfismos
Ui → Cn [x0 : . . . : xn] 7→ (x0/xi, . . . , xi−1/xi, xi+1/xi, . . . , xn/xi).
Ejemplo 1.4. La l´ınea proyectiva P1 es una superficie de Riemann
compacta y simplemente conexa. En consecuencia es isomorfa a la esfera
de Riemann; por ejemplo, mediante la correspondencia
[x : y] 7→
{
x/y si y 6= 0
∞ si y = 0.
Sea f ∈ C[x0, . . . , xn] un polinomio en las indeterminadas x0, . . . , xn
y con coeficientes complejos. Claramente no es posible usar f para definir
una funcio´n en Pn dada la no unicidad de las coordenadas homoge´neas.
Sin embargo, si f fuese una forma homoge´nea, esto es, si
f(λx0, . . . , λxn) = λ
df(x0, . . . , xn) ∀λ ∈ C− {0},
para cierto d ∈ Z, entonces tendr´ıa sentido escribir {x ∈ Pn : f(x) = 0}.
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Definicio´n 6. Una curva algebraica proyectiva es el lugar comu´n
C ⊂ Pn de los ceros de una coleccio´n {fα} de polinomios homoge´neos de
modo que en cada punto, C esta´ descrita por n− 1 polinomios
fα1 = · · · = fαn−1 = 0.
Si la matriz jacobiana
J(fα1 , . . . , fαn−1) =
(
∂fαi
∂xj
)
∈ M((n− 1)× (n+ 1),C[x0, . . . , xn])
no tiene rango maximal en un punto x ∈ C, entonces diremos que x es
un punto singular de C. La curva es lisa o no-singular si carece de puntos
singulares.
Teorema 1.5. Cada curva algebraica proyectiva lisa y conexa es
una superficie de Riemann compacta.
La prueba del teorema anterior (ver, por ejemplo el primer cap´ıtulo
de [53]) sigue esencialmente la misma idea del siguiente ejemplo.
Ejemplo 1.5. Consideremos la curva algebraica proyectiva conexa y
lisa
C =
{
[x : y : z] ∈ P2 : xn + yn + zn = 0} .
Las cartas locales
ϕ1 : U1 = {[x : y : z] ∈ C : x 6= 0} → C [x : y : z] 7→ y/x
ϕ2 : U2 = {[x : y : z] ∈ C : y 6= 0} → C [x : y : z] 7→ z/y
ϕ3 : U3 = {[x : y : z] ∈ C : z 6= 0} → C [x : y : z] 7→ y/z
son compatibles. En efecto, en ϕ1(U1 ∩ U2) vale que
ϕ2 ◦ ϕ−11 (t) = ϕ2([1 : t : h(t)]) = h(t)
donde h es una funcio´n holomorfa tal que 1 + tn + (h(t))n = 0. En este
ejemplo es directo determinar quie´n es h; en el caso general su existencia
y holomorf´ıa esta´ garantizada por el Teorema de la Funcio´n Impl´ıcita.
De forma ana´loga se verifica la compatibilidad de las otras cartas locales.
Por ser un cerrado en un compacto se tiene que C es compacta.
Sea f ∈ C[x, y] un polinomio irreducible de grado d ≥ 1. Entonces f
permite definir el conjunto
C ′ = {(x, y) ∈ C2 : f(x, y) = 0}
que es llamado la curva af´ın plana asociada a f. Si
F (x, y, z) := zdf(x/z, y/z)
entonces f tambie´n da lugar a la curva algebraica proyectiva
C = {[x : y : z] ∈ P2 : F (x, y, z) = 0}
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que contiene a C ′ como el abierto z 6= 0. No´tese que C es una compacti-
ficacio´n de C ′. Si C tiene puntos singulares entonces es posible asociarle
una nueva curva que carece de singularidades (su desingularizacio´n) y
que por tanto es una superficie de Riemann compacta. En general, esta
construccio´n es u´nica mo´dulo isomorfismo (ver, por ejemplo [22, Pro-
posicio´n 1.81]) y por tanto podemos hablar de la superficie de Riemann
compacta definida por un polinomio irreducible f ∈ C[x, y] entendiendo
que hablamos de su compactificacio´n y desingularizacio´n.
Ejemplo 1.6. Sea g ≥ 2 y a1, . . . , a2g+2 nu´meros complejos distintos.
La superficie de Riemann compacta inducida por el polinomio
y2 −
2g+2∏
k=1
(x− ak)
se llama hiperel´ıptica y tiene ge´nero g.
Definicio´n 7. Sea S una superficie de Riemann. Un divisor de S es
una funcio´n D : S −→ Z cuyo soporte es un subconjunto discreto de S.
Denotaremos por Div(S) el grupo de todos los divisores de S.
Si S es compacta entonces el soporte es finito. Anotaremos
D =
∑
p∈S
D(p) · p
y definimos el grado de D como deg(D) =
∑
p∈S D(p).
Ejemplo 1.7. Denotaremos porM(S) el cuerpo de funciones mero-
morfas de una superficie de Riemann compacta S. Si f ∈ M(S) − {0},
entonces podemos asociarle a f el divisor
div(f) =
∑
p∈S
ordpf · p
donde ordpf denota el orden de f en p.
Definicio´n 8. Una 1−forma meromorfa sobre una superficie de Rie-
mann provista de un atlas {(Ui, ϕi)} es una coleccio´n de funciones me-
romorfas
ω = {fi : Ui → C}
de tal suerte que fidzi = fjdzj en Ui ∩ Uj donde el s´ımbolo dzi/dzj(p)
denota la derivada de la funcio´n de transicio´n ϕj ◦ ϕ−1i en ϕi(p).
Ejemplo 1.8. Si f es una funcio´n meromorfa entonces df denota la
1−forma meromorfa que en Ui luce como (f ◦ ϕ−1i )′.
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Anotaremos ω = fdz entendiendo que ω|Ui = fidzi. Si todas las
funciones fi son holomorfas entonces ω es una 1−forma holomorfa; todas
ellas forman un espacio vectorial complejo que denotaremos por H1,0(S).
Ejemplo 1.9. Sea S una superficie de Riemann compacta y ω una
1−forma meromorfa no nula sobre S. Entonces
div(ω) =
∑
p∈S
ordpω · p
es un divisor, donde ordpω es el orden de ω en p y esta´ definido como
ordpfi si p ∈ Ui. Un divisor de esta forma se llama divisor cano´nico.
Un divisor D sobre S es llamado efectivo si para cada p ∈ S vale que
D(p) ≥ 0. Anotamos D ≥ 0. Se define
L(D) = {f ∈M(S) : div(f) +D ≥ 0} ∪ {0}
el espacio vectorial complejo que contiene todas las funciones meromorfas
de S cuyos polos esta´n acotados por D. En efecto, si n = D(p) y f ∈
L(D) tiene un polo en p entonces e´ste tiene orden a lo sumo −n.
Teorema 1.6. Sea S una superficie de Riemann compacta de ge´nero
g. Entonces para cada divisor D se tiene que
dimC L(D)− dimC L(KS −D) = deg (D) + 1− g
donde KS denota cualquier divisor cano´nico.
El teorema anterior es conocido como el Teorema de Riemann-Roch.
En [20, p. 71] se puede revisar su demostracio´n desde un punto de vista
anal´ıtico, mientras que una demostracio´n desde un punto de vista al-
gebraico puede hallarse en [53, p. 185]. Su importancia queda clara al
conocer los resultados que se obtienen como consecuencia de e´l. En este
trabajo so´lo mencionaremos algunos de ellos.
Si D = 0 el teorema anterior implica que
dimC L(KS) = dimC L(0)− deg (0)− 1 + g = g
obteniendo que
L(KS) = {f ∈M(S) : div(f) +KS ≥ 0} ∼= H1,0(S)
es un espacio vectorial complejo de dimensio´n g.
Por otro lado, si D = KS el teorema anterior implica que
dimC L(KS) = dimC L(0) + deg (KS) + 1− g
obteniendo que deg(KS) es 2g− 2. Esto nos dice que una 1−forma holo-
morfa en una superficie de Riemann de ge´nero g tiene exactamente 2g−2
ceros contados con multiplicidad.
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Ejemplo 1.10. La superficie de Riemann compacta S inducida por
el polinomio y2 = x6 − 1 tiene ge´nero dos y por tanto H1,0(S) tiene
dimensio´n dos. En efecto, si x,y denotan las proyecciones en la primera
y segunda coordenada entonces es posible verificar que
H1,0(S) = 〈dx/y,xdx/y〉.
Dos consecuencias relevantes del Teorema de Riemann-Roch son los
siguientes corolarios, los cuales establecen que las superficies de Riemann
de ge´nero g ≤ 1 son curvas algebraicas proyectivas. Ver [53, p. 197].
Corolario 1.7. Una superficie de Riemann compacta es de ge´nero
cero si y so´lo si es isomorfa a P1.
Corolario 1.8. Una superficie de Riemann compacta es de ge´nero
uno si y so´lo si es isomorfa a una cu´bica no-singular en P2.
Sea S una superficie de Riemann de ge´nero g ≥ 2 y {ω1, . . . , ωg} una
base del espacio vectorial de 1−formas holomorfas H1,0(S). Siempre es
posible escoger una base de tal suerte que sus elementos no tengan ceros
comunes, induciendo una aplicacio´n bien definida
Φ : S → Pg−1 z 7→ [ω1(z) : . . . : ωg(z)].
Si S es no-hiperel´ıptica entonces Φ es un isomorfismo sobre la imagen
y por tanto S es isomorfa a la curva algebraica proyectiva Φ(S) en Pg−1.
Para los casos hiperel´ıpticos se puede proceder de forma ana´loga pero
utilizando 3−formas holomorfas si g = 2 y 2−formas holomorfas si g ≥ 3.
Ver, por ejemplo [53, p. 203].
Corolario 1.9. Toda superficie de Riemann compacta es isomorfa
a una curva algebraica proyectiva lisa y conexa.
El Teorema 1.5 y el Corolario 1.9 proveen una equivalencia entre su-
perficies de Riemann compactas y curvas algebraicas proyectivas lisas y
conexas. En todo lo que sigue utilizaremos indistintamente ambos con-
ceptos.
1.3. Grupos Fuchsianos
Toda superficie de Riemann compacta de ge´nero mayor que uno se
representa como el espacio de o´rbitas de H bajo la accio´n de un grupo
adecuado de automorfismos de H. En esta seccio´n estudiaremos aquellos
grupos que pueden aparecer.
Sea G un grupo de transformaciones de Mo¨bius actuando sobre la
esfera de Riemann por automorfismos:
G× C→ C (g, z) 7→ g · z = g(z).
1.3. GRUPOS FUCHSIANOS 11
Denotaremos por Ω(G) al conjunto de todos los elementos de la es-
fera donde G actu´a de forma propiamente discontinua, es decir, aquellos
puntos z para los cuales existe una vecindad U tal que la condicio´n
g(U) ∩ U = ∅
se satisface para todos los elementos de G salvo un nu´mero finito; le
llamaremos la regio´n de discontinuidad de G.
Denotaremos por Λ(G) el complemento de Ω(G) en la esfera y le
llamaremos el conjunto l´ımite de G. Este conjunto coincide con los puntos
de acumulacio´n de las o´rbitas de G.
Definicio´n 9. Un grupo G de transformaciones de Mo¨bius es klei-
niano si su regio´n de discontinuidad es no vac´ıa.
Por identificarse con un grupo de matrices de formato 2×2, el grupo
de automorfismos de la esfera de Riemann esta´ provisto de la topolog´ıa
inducida por C4. Esta topolog´ıa coincide con la dada por la convergencia
uniforme en compactos.
Proposicio´n 1.10. Todo grupo kleiniano es discreto.
Demostracio´n. Si G no es discreto entonces existe una sucesio´n
de elementos distintos gn en G que convergen a la identidad; sigue que
gn(z) → z para cada z. De esta forma para cada entorno U de z el
conjunto gn(U) interseca a U para infinitos valores de n y, por tanto, la
regio´n de discontinuidad de G es vac´ıa. 
El ejemplo emblema´tico de un grupo discreto que no es kleiniano es
SL(2,Z[i]) donde Z[i] = {a + bi : a, b ∈ Z} es el anillo de los enteros de
Gauss.
Si G es un grupo kleiniano y z ∈ Ω(G) entonces siempre existe una
vecindad U de z de tal suerte que
stabG(z) = {g ∈ G : g(U) ∩ U 6= ∅}.
Adema´s, stabG(z) consta so´lo de la identidad y elementos el´ıpticos re-
sultando ser un grupo finito c´ıclico o bien el grupo trivial.
Recalcamos que si G es un grupo kleiniano, entonces su regio´n de dis-
continuidad Ω(G) es un abierto G−invariante y, en consecuencia, se des-
compone en una coleccio´n a lo sumo numerable de componentes conexas:
diremos que e´stas son las componentes de G. Si ∆i es una componente
de G entonces denotamos por
Gi = {g ∈ G : g(∆i) = ∆i}
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el estabilizador de ∆i en G. En general Gi es un subgrupo propio de G; si
ocurre que G = Gi entonces se dice que ∆i es una componente invariante
de G. Dos componentes ∆i y ∆j se dicen conjugadas si existe g ∈ G tal
que ∆i = g(∆j). Sea
pi : Ω(G)→ Ω(G)/G = ⊕i∆i/Gi
la proyeccio´n cano´nica de paso al cociente.
Teorema 1.11. El espacio Ω(G)/G tiene estructura de superficie
de Riemann (disconexa) de modo que pi es una aplicacio´n holomorfa.
En caso de que G no tenga elementos no triviales actuando con puntos
fijos, pi es un cubrimiento normal no ramificado y por tanto un homeo-
morfismo local. Sigue que las cartas locales esta´n dadas por restricciones
de pi−1. Si alguno de los estabilizadores es no trivial, digamos stab(z0) de
orden k ≥ 2, entonces pi es un cubrimiento normal ramificado. Se puede
suponer que
stab(z0) = 〈z 7→ exp(2pii/k)〉 ∼= Z/kZ
y entonces alrededor de un disco U centrado en z0 la aplicacio´n pi luce
como
z 7→ w = zk.
La funcio´n z 7→ n√z sobre pi(U) sirve como carta local. Diremos que z0
es un punto de ramificacio´n y que su imagen es un valor de ramificacio´n.
Definicio´n 10. Un grupo kleiniano G es un grupo de tipo finito si:
(a) Ω(G)/G consiste en una coleccio´n finita de componentes.
(b) Ω(G)→ Ω(G)/G ramifica sobre una coleccio´n finita de valores.
(c) ∆i/Gi es una superficie de Riemann de tipo finito.
Un grupo kleiniano se llama no-elemental si su conjunto l´ımite tiene
al menos tres puntos. El siguiente teorema es conocido en la literatura
como el Teorema de Finitud de Ahlfors. Ver [46, p. 58].
Teorema 1.12. Sea G un grupo kleiniano no-elemental y finitamen-
te generado. Entonces G es de tipo finito.
Un c´ırculo generalizado en la esfera de Riemann es un c´ırculo eucli-
deano o bien la unio´n de una l´ınea euclideana con el punto del infinito. Un
c´ırculo generalizado determina dos subconjuntos disjuntos de la esfera;
les llamaremos discos generalizados.
Definicio´n 11. Un grupo kleiniano es fuchsiano si su conjunto l´ımite
esta´ contenido en un c´ırculo generalizado C de la esfera de Riemann y
deja invariante cada uno de los discos generalizados que determina C.
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Dos c´ırculos generalizados distinguidos son la recta real extendida
R = ∂H y el c´ırculo unitario S1 = ∂∆. Si C no es una de estas opciones
entonces, despue´s de conjugar por una transformacio´n de Mo¨bius adecua-
da, se puede suponer s´ı lo es. Es por esta razo´n que en todo lo que sigue
siempre pensaremos en los grupos fuchsianos como subgrupos de Aut(H)
o bien de Aut(∆); en tal caso tambie´n se dice que esta´n normalizados.
Adema´s, nos interesan los grupos fuchsianos del primer tipo (es decir,
aque´llos que satisfacen Λ(G) = C) y que son finitamente generados por-
que e´stos uniformizan superficies de Riemann de tipo finito hiperbo´lico,
esto es, de tipo (g, n) con 2g−2+n > 0. No´tese que la condicio´n anterior
so´lo excluye los casos bien estudiados (0, 0), (0, 1), (0, 2) y (1, 0).
Supongamos que G es un grupo fuchsiano del primer tipo, finita-
mente generado y con torsio´n actuando sobre H. Denotamos por HG el
complemento en H de los puntos fijos de elementos no triviales de G.
Entonces la proyeccio´n
pi : HG → HG/G
es un cubrimiento normal no ramificado y HG/G es una superficie de
Riemann de tipo finito (g,m+ n) donde
H/G = HG/G ∪ {p1, . . . , pm}
y cada pj corresponde a una clase de conjugacio´n en G de un subgru-
po c´ıclico maximal de orden 2 ≤ vj < ∞. Las dema´s n pinchaduras
corresponden a clases de conjugacio´n de subgrupos c´ıclicos infinitos ma-
ximales de elementos parabo´licos. Notamos que H/G es una superficie
de Riemann de tipo finito (g, n) con m puntos distintiguidos.
Definicio´n 12. Con las notaciones anteriores, diremos que G tiene
signatura
s(G) = (g; v1, . . . , vm,∞, n. . .,∞)
y que el cociente H/G es una superficie de Riemann de tipo finito con
puntos co´nicos. Este u´ltimo objeto tambie´n se conoce en la literatura
como una orbifold de Riemann.
Ejemplo 1.11. La accio´n de G = 〈a(z) = −1/z, b(z) = z + 1〉 sobre
H tiene a i y ρ = exp(2pii/3) como puntos fijos de elementos no triviales.
La aplicacio´n
HG = H− {G-o´rbitas de i, ρ} → HG/G
es un cubrimiento no ramificado y HG/G es una superficie de Riemann
de tipo (0, 2+1). En efecto, no es dif´ıcil ver que∞ representa la clase de
conjugacio´n del grupo c´ıclico de orden infinito generado por b mientras
que i y ρ representan clases de conjugacio´n de grupos c´ıclicos finitos de
o´rdenes 2 y 3 generados por a y ab. La signatura de G es (0; 2, 3,∞).
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En la literatura el grupo del ejemplo anterior se conoce como el grupo
modular. Este grupo reu´ne todas las transformaciones de Mo¨bius con
entradas enteras y por tanto es isomorfo a PSL(2,Z).
El siguiente resultado es conocido como el Lema de Selberg. Ver [58].
Proposicio´n 1.13. Sea G un grupo finitamente generado de trans-
formaciones de Mo¨bius. Entonces G contiene un subgrupo normal de
ı´ndice finito que es libre de torsio´n.
Proposicio´n 1.14. Sean G1 y G2 dos grupos fuchsianos sin torsio´n.
Entonces las siguientes afirmaciones son equivalentes:
(a) G1 y G2 son grupos conjugados en Aut(H).
(b) H/G1 y H/G2 son superficies de Riemann isomorfas.
Si admitimos torsio´n la proposicio´n anterior sigue siendo cierta pero
reemplazando la parte (b) por orbifolds de Riemann.
Demostracio´n. Denotamos por pii : H → H/Gi las proyecciones
de paso al cociente. Un isomorfismo f : H/G1 → H/G2 se levanta a un
automorfismo f ′ de H de modo que el diagrama
H H
H/G1 H/G2
f ′
f
pi1 pi2
conmuta. La conmutatividad del diagrama equivale a que f ′ conjugue
G1 en G2. Al reve´s, si G1 y G2 son conjugados por h : H→ H, entonces
la regla [z]G1 7→ [h(z)]G2 es un isomorfismo entre H/G1 y H/G2. 
1.4. Automorfismos y Acciones de Grupos
En esta seccio´n haremos un breve repaso sobre automorfismos y ac-
ciones de grupos en superficies de Riemann compactas.
Definicio´n 13. Sea f : S1 → S2 una aplicacio´n holomorfa no-
constante entre superficies de Riemann compactas y p ∈ S1. Se define la
multiplicidad de f en p como el u´nico entero k ≥ 1 para el cual existen
cartas locales para p y f(p) respectivamente tal que f luzca como
w = f(z) = zk
en un entorno de p. Anotamos multp(f) = k.
Si ocurre que multp(f) ≥ 2 entonces diremos que p y f(p) son punto
y valor de ramificacio´n de f respectivamente. La compacidad implica que
so´lo existe un nu´mero finito de ellos. Si f carece de puntos de ramificacio´n
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entonces f es un cubrimiento. Es por esta razo´n que usualmente se habla
de cubrimientos ramificados y no ramificados.
Se define el grado de f mediante
deg(f) =
∑
f(p)=q
multp(f)
para q fijo. Esta cantidad es independiente de la eleccio´n de q; ver, por
ejemplo [53, p. 47].
Sea G un grupo abstracto y finito. Se dice que G actu´a holomo´rfica-
mente sobre una superficie de Riemann compacta S si existe un homo-
morfismo de grupos
Φ : G→ Aut(S).
Si G actu´a con nu´cleo K = ker(Φ) entonces es fa´cil ver que el grupo
cociente G/K actu´a con exactamente las mismas o´rbitas. Es por esta
razo´n que supondremos siempre que las acciones son inyectivas y por
tanto pensaremos en G como un grupo de automorfismos de S.
Sea S una superficie de Riemann compacta y G un grupo finito de
automorfismos. Entonces G siempre actu´a de forma propiamente discon-
tinua sobre S pero eventualmente con puntos fijos. Nos proponemos do-
tar de estructura de superficie de Riemann al cociente S/G. El siguiente
lema nos dice co´mo construir cartas locales para el cociente.
Lema 1.15. Sea S una superficie de Riemann compacta y G un grupo
finito de automorfismos de S. Entonces para cada p ∈ S existe un entorno
Up ⊂ S tal que:
(a) Up es precisamente invariante por stabG(p).
(b) ningu´n otro punto de Up es fijo por elementos de stabG(p).
(c) la aplicacio´n natural
α : Up/stabG(p)→ S/G
es un homeomorfismo sobre un abierto W de S/G.
Supongamos que p ∈ S con stabG(p) trivial. Entonces la aplicacio´n
α del lema anterior asegura la existencia de un homeomorfismo α−1 :
W → Up desde un entorno de [p] ∈ S/G. Achicando si fuese necesario
el abierto Up se puede suponer que e´ste es el dominio de una carta local
ϕ : Up → C de S y de esta forma
ϕ ◦ α−1 : W → C
es una carta local para [p].
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Supongamos que p ∈ S con stabG(p) de orden m ≥ 2. Si z denota
una carta local centrada de p entonces la aplicacio´n
h : Up → C z 7→
∏
g(z)
(donde la productoria se toma sobre los elementos de stabG(p)) tiene
multiplicidad m en p, es holomorfa y es stabG(p)−invariante. En conse-
cuencia desciende al cociente para definir un homeomorfismo
h′ : Up/stabG(p)→ C
sobre un abierto V de C. De esta forma la composicio´n
h′ ◦ α−1 : W → Up/stabG(p)→ V ⊂ C
es una carta local para [p].
Resumimos lo anterior con el siguiente teorema.
Teorema 1.16. Sea G grupo finito de automorfismos de una su-
perficie de Riemann compacta S. Entonces S/G admite estructura de
superficie de Riemann de tal suerte que la proyeccio´n natural
pi : S → S/G
es una aplicacio´n holomorfa de grado igual al orden de G. Adema´s, la
multiplicidad de pi en p ∈ S coincide con el orden de su estabilizador.
Sea f : S1 → S2 un cubrimiento de grado d ≥ 1 ramificado en los
valores y1, . . . , yn ∈ S2. Si y0 ∈ S2 es un valor regular de f, entonces
definimos el homomorfismo de monodromı´a de f mediante
Θ(f) : pi1(S2 − {y1, . . . , yn}, y0)→ Biy(f−1(y0))
γ 7→ Θ(f)(γ) = σ−1γ
donde σγ se define de la siguiente manera. Dado un lazo γ basado en y0,
e´ste se levanta a una curva en S1 cuyos puntos inicial x y final x
′ esta´n
en la fibra sobre y0. En tal caso σγ(x) = x
′.
Por comodidad podemos enumerar los puntos en la fibra sobre y0
para pensar en el homomorfismo de monodromı´a como
Θ(f) : pi1(S2 − {y1, . . . , yn}, y0)→ Sd.
La imagen M(f) de pi1(S2−{y1, . . . , yn}, y0) en Sd es lo que se conoce
como la monodromı´a de f. Es posible verificar que este grupo esta´ defi-
nido, mo´dulo conjugaciones en Sd, independientemente de la numeracio´n
y del punto base escogido.
Teorema 1.17. Sean f1 : S1 → S y f2 : S2 → S dos cubrimientos
del mismo grado d y ramificados sobre los mismos valores. Entonces las
siguientes afirmaciones son equivalentes:
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(a) M(f1) y M(f2) son conjugados en Sd.
(b) Existe un isomorfismo de superficies de Riemann ϕ : S1 → S2 de
tal suerte que f2 ◦ ϕ = f1.
La prueba del teorema anterior puede encontrarse, por ejemplo, en
[22, p. 153]. Una consecuencia relevante de este teorema es la siguiente.
Observacio´n 1. Una vez fijado d y un subconjunto finito B de una
superficie de Riemann S, existe so´lo una cantidad finita, mo´dulo equiva-
lencia, de cubrimientos S1 → S de grado d ramificados en B.
El siguiente teorema es conocido en la literatura como la Fo´rmula de
Riemann-Hurwitz. Ver [20, p. 19].
Teorema 1.18. Sean S1 y S2 dos superficies de Riemann compac-
tas de ge´neros g1 y g2 respectivamente y f : S1 → S2 una aplicacio´n
holomorfa no-constante. Entonces
2g1 − 2 = deg(f)(2g2 − 2) +B
donde B =
∑
p∈S1(multp(f)− 1) es el nu´mero de ramificacio´n de f .
Ejemplo 1.12. Sea S la superficie de Riemann compacta dada por
xn + yn + zn = 0 en P2 y f : S → P1 la aplicacio´n de grado n dada por
[x : y : z] 7→ [x : y]. La aplicacio´n f ramifica sobre [x0 : y0] si y so´lo si
f−1([x0 : y0]) = {[x0 : y0 : z] ∈ P2 : xn0 + yn0 + zn = 0}
tiene cardinalidad menor que n. Esto ocurre solamente cuando xn0 +y
n
0 =
0 y de esta forma f ramifica en los n puntos [ζ : 1 : 0] tal que ζn = −1 con
multiplicidad n en cada uno de ellos. La fo´rmula de Riemann-Hurwitz
implica que
2gS − 2 = n(2 · 0− 2) + n(n− 1)
obteniendo que
gS =
1
2
(n− 1)(n− 2).
Observacio´n 2. Si el cubrimiento f es normal, esto es, dado por la
accio´n de un grupo finito G y {p1, . . . , pn} es un conjunto de puntos fijos
de G donde cada pi es un representante de una o´rbita distinta y todas
las o´rbitas esta´n representadas, entonces se tiene que
B = |G| ·
n∑
i=1
(
1− 1
mi
)
donde mi es el orden del estabilizador stabG(pi).
Ejemplo 1.13. La fo´rmula de Riemann-Hurwitz permite determinar
todos los grupos finitos no triviales que actu´an en la esfera de Riemann.
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Signatura Orden Grupo
(0;n, n) n Z/nZ
(0; 2, 2, n) 2n Dn
(0; 2, 3, 3) 12 A4
(0; 2, 3, 4) 24 S4
(0; 2, 3, 5) 60 A5
Ejemplo 1.14. Consideremos la superficie de Riemann C(λ) de ge´ne-
ro uno definida en el plano proyectivo como la curva algebraica proyectiva
{y2z = x(x− z)(x− λz)} ⊂ P2
para λ ∈ C−{0, 1}. Si z = 0 obtenemos u´nicamente el punto p = [0 : 1 :
0] mientras que en el abierto af´ın z 6= 0 la curva C(λ) luce como
{y2 = x(x− 1)(x− λ)} ⊂ C2
La aplicacio´n pi : C(λ) → C definida por pi(x, y) = x tiene grado dos y
ramifica sobre los valores {0, 1, λ} adema´s del∞ cuya u´nica preimagen es
p. El grupo de transformaciones de pi es G = 〈(x, y) 7→ (x,−y)〉 ∼= Z/2Z
y puede interpretarse como la rotacio´n de C(λ) a lo largo de un eje
imaginario con cuatro puntos fijos como ilustra la siguiente figura.
El Teorema 1.16 nos dice que el cociente C(λ)/G tiene estructura de
superficie de Riemann, mientras el Teorema 1.18 asegura que su ge´nero
es cero. En efecto, se tiene que
1 = 1 + 2(g − 1) + 4 · (1− 1/2) =⇒ g = 0
y luego C(λ)/G se identifica con la esfera de Riemann con cuatro puntos
de ramificacio´n de ı´ndice dos. En el lenguaje de la Definicio´n 12 se tiene
que C(λ)/G es una orbifold de Riemann y si C(λ)/G ∼= H/Γ entonces
su grupo uniformizante Γ tiene signatura (0; 2, 2, 2, 2).
Sea S una superficie de Riemann compacta, Γ un grupo fuchsiano tal
que S = H/Γ y
N(Γ) = {ϕ ∈ Aut(H) : ϕΓϕ−1 = Γ}
su normalizador en Aut(H). Cada ϕ ∈ N(Γ) induce un automorfismo ϕ′
de S mediante la regla
ϕ′([z]Γ) = [ϕ(z)]Γ.
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La correspondencia
N(Γ)→ Aut(S) ϕ 7→ ϕ′
induce un homomorfismo de grupos cuyo nu´cleo es Γ. Como cada auto-
morfismo de S se levanta a un automorfismo de H que normaliza Γ, se
tiene que
Aut(S) ∼= N(Γ)/Γ.
Teorema 1.19. Sea S una superficie de Riemann compacta de ge´ne-
ro g ≥ 2. Entonces su grupo de automorfismos es finito y
|Aut(S)| ≤ 84(g − 1).
La cota se obtiene estudiando el cubrimiento S → S/Aut(S). Ver,
por ejemplo [20, p. 242]. El siguiente resultado caracteriza las acciones
de grupos sobre superficies de Riemann.
Proposicio´n 1.20. Las siguientes afirmaciones son equivalentes.
(a) Un grupo abstracto G actu´a como grupo de automorfismos de
S = H/K.
(b) G ∼= Γ/K para algu´n grupo fuchsiano Γ que contiene a K como
subgrupo normal de ı´ndice |G|.
(c) Existe un homomorfismo de grupos sobreyectivo Θ : Γ→ G cuyo
nu´cleo es K.
Ejemplo 1.15. Sean p, r ≥ 2 con p primo, r par y Γ el grupo fuch-
siano generado por los elementos hiperbo´licos a1, a2, b1, b2 y los elementos
el´ıpticos c1, . . . , cr junto con las relaciones
a1b1a
−1
1 b
−1
1 · a2b2a−12 b−12 · c1 · · · cr = cp1 = · · · = cpr = 1.
El homomorfismo Θ : Γ→ Z/pZ = {0, 1, . . . , p− 1} dado por
a1, a2, b1, b2 7→ 0, c2i 7→ 1, c2i−1 7→ p− 1 1 ≤ i ≤ r/2
es sobreyectivo. Sigue que K := ker(Θ) unifomiza una superficie de Rie-
mann compacta S admitiendo una accio´n de Z/pZ de tal suerte que
el cociente es una superficie de Riemann de ge´nero dos con r puntos
co´nicos de orden p. Como Z/pZ es c´ıclico lo mismo nos dice que S tie-
ne un automorfismo de orden p con r puntos fijos. El ge´nero de S es
g = p+ 1 + r(p− 1)/2.
Si los elementos ci son parabo´licos entonces el mismo homomorfismo
de grupos justifica la existencia de una superficie de Riemann S admi-
tiendo una accio´n de Z/pZ de tal suerte que el cociente es una superficie
de Riemann de tipo finito (2, r).

CAPI´TULO 2
El Espacio de Teichmu¨ller
En este cap´ıtulo describiremos en detalle el espacio de Teichmu¨ller
asociado a una superficie de Riemann. Seguiremos las notaciones de [57].
2.1. Aplicaciones casi-conformales
Sea X una superficie real orientada de clase C∞ provista de una
me´trica riemanniana ds2 = adx2 +2bdxdy+cdy2. En coordenadas locales
complejas z = x+iy y z = x−iy la me´trica puede ser expresada mediante
ds2 = λ(z)|dz + µ(z)dz|2
donde
λ :=
1
2
(
1
2
(a+ c)−
√
ac− b2
)
es una funcio´n a valores reales positivos y
µ :=
a− c+ 2ib
a+ c+ 2
√
ac− b2
es una funcio´n a valores complejos dentro del disco unitario.
Sea
f : U ⊂ X → V ⊂ C (x, y) 7→ w = f(x, y)
un difeomorfismo definido en un abierto U de X. Dotamos a U de la
me´trica ds2 y a V de la me´trica euclideana. Recordamos que f es con-
formal si y so´lo si preserva la medida de los a´ngulos y la orientacio´n. En
nuestro caso se tiene que:
(a) f preserva la medida de los a´ngulos si |ds| y |dw| son proporcio-
nales en todo punto.
(b) f preserva la orientacio´n si el jacobiano de f no cambia de signo
en U.
No´tese que
|dw| = |fzdz + fzdz| ∼ |dz + (fz/fz) dz|
y de esta forma, la conformalidad equivale a
fz(z) = µ(z)fz(z)
y J(f)(z) = |fz(z)|2 − |fz(z)|2 > 0 para todo z ∈ U.
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En lo que sigue supondremos que todas las aplicaciones preservan la
orientacio´n.
Definicio´n 14. Sea f : U ⊂ C → V ⊂ C un difeomorfismo entre
abiertos de C. Se define la dilatacio´n compleja de f en z mediante
µf (z) =
fz(z)
fz(z)
.
Ejemplo 2.1. Sean a, b ∈ C. La dilatacio´n compleja de la aplicacio´n
f : C→ C z 7→ az + bz
es µf (z) = b/a para todo z ∈ C.
Sea u = eiθ un vector unitario en el plano complejo y f un difeomor-
fismo entre dominios del plano complejo. Entonces
∂uf(z0) = fz(z0)e
iθ + fz(z0)e
−iθ
donde ∂uf(z0) denota la derivada direccional de f en z0 en la direccio´n
de u. Sigue que
ma´x |∂uf(z0)| = |fz(z0)|+ |fz(z0)| mı´n |∂uf(z0)| = |fz(z0)| − |fz(z0)|
y por tanto el cociente
K(f)(z0) :=
ma´x |∂uf(z0)|
mı´n |∂uf(z0)| =
1 + |µf (z0)|
1− |µf (z0)|
depende so´lo de la dilatacio´n compleja µf (z0) de f en z0.
Si a = ∂f/∂z(z0) y b = ∂f/∂z(z0) entonces la derivada
f ′(z0) : z 7→ az + bz
de f en z0 tiene la misma forma que la aplicacio´n del Ejemplo 2.1. No´tese
que K(f)(z0) coincide con el cociente entre el semieje mayor y el semieje
menor de la elipse imagen por f ′(z0) del c´ırculo unitario S1.
Definicio´n 15. Se dice que un difeomorfismo f : U ⊂ C → V ⊂ C
es casi-conformal si la funcio´n
K(f) : U → R
esta´ acotada en U . Equivalentemente, si
sup
z∈U
|µf (z)| < 1.
Las aplicaciones casi-conformales son una generalizacio´n de las con-
formales. En efecto, la casi-conformalidad de un difeomorfismo se traduce
en el env´ıo de c´ırculos infinitesimales en elipses infinitesimales con ex-
centricidad controlada (y no so´lo c´ırculos, como en el caso conformal).
2.1. APLICACIONES CASI-CONFORMALES 23
Ejemplo 2.2. La aplicacio´n
f : ∆→ C z 7→ z
1− zz
no es casi-conformal. En efecto, su dilatacio´n compleja es
µf (z) =
fz(z)
fz(z)
=
z2/(1− zz)2
1/(1− zz)2 = z
2 =⇒ sup
z∈∆
|µ(z)| = 1.
Ma´s adelante veremos que ∆ y C no son casi-conformalmente equivalen-
tes.
Una definicio´n ma´s co´moda y general que la Definicio´n 15 para ho-
meomorfismos casi-conformales es la siguiente.
Definicio´n 16. Sea f : U ⊂ C → C un homeomorfismo. Entonces
f es casi-conformal si:
(a) f tiene derivadas distribucionales locales L1−integrables y
(b) f resuelve una ecuacio´n de Beltrami
fz = µfz
casi siempre en U para alguna funcio´n µ en L∞(U) satisfaciendo
||µ||∞ < 1.
Proposicio´n 2.1. Sean f, g homeomorfismos casi-conformales. En-
tonces
(2.1) µg◦f−1(f(z)) =
fz(z)
fz(z)
· µg(z)− µf (z)
1− µf (z)µg(z)
Demostracio´n. No´tese que para el caso diferenciable la proposicio´n
anterior no es ma´s que la regla de la cadena. Ver [48, p. 31] para un caso
ma´s general. 
Si en (2.1) tomamos g como la funcio´n identidad entonces
µf−1(f(z)) = −fz(z)
fz(z)
· µf (z)
porque µg = 0 y en particular vale que ||µf ||∞ = ||µf−1||∞.
Proposicio´n 2.2. f es casi-conformal si y so´lo si f−1 lo es.
Ma´s generalmente, si g es una aplicacio´n holomorfa entonces
µg◦f−1(f(z)) = −fz(z)
fz(z)
· µf (z) = µf−1(f(z)),
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es decir, la dilatacio´n compleja no cambia al componer por la izquierda
por una aplicacio´n holomorfa. Ana´logamente, si f es holomorfa entonces
µg◦f−1(f(z)) =
fz(z)
fz(z)
· µg(z).
Adema´s si f y g son casi-conformales, entonces (2.1) implica que
||µg◦f−1||∞ < 1
y por tanto la casi-conformalidad es cerrada por composiciones.
Proposicio´n 2.3. Las aplicaciones casi-conformales forman un gru-
po con la composicio´n.
Sea U ⊂ C abierto. Denotaremos por
L∞1 (U) = {µ : U → C medible : ||µ||∞ < 1}
la bola unitaria en el espacio de Banach L∞(U).
Proposicio´n 2.4. Sean f y g dos homeomorfismos casi-conformales
definidos en un dominio U satisfaciendo la misma ecuacio´n de Beltrami
wz = µwz
para cierto µ ∈ L∞1 (U). Entonces f ◦ g−1 y g ◦ f−1 son biholomorfismos.
Rec´ıprocamente, si f es solucio´n de la ecuacio´n, entonces ϕ ◦ f tambie´n
lo es para cada ϕ holomorfa.
Demostracio´n. Es consecuencia directa de (2.1) porque h es un
biholomorfismo si y so´lo si µh = 0. 
Sea f un homeomorfismo casi-conformal de C con dilatacio´n com-
pleja µ. Por la proposicio´n anterior podemos suponer que f fija 0 y 1.
Ahora extendemos f al ∞ de modo que e´ste fije 0, 1 y ∞. Cuando una
homeomorfismo f es elegido de esta manera se dice que esta´ normalizado.
Teorema 2.5. Sea µ ∈ L∞1 (C). Existe un u´nico homeomorfismo
casi-conformal normalizado Wµ de la esfera de Riemann en s´ı misma
cuya dilatacio´n compleja es µ. Ma´s au´n, para cada z0 ∈ C fijo, la funcio´n
L∞1 (C)→ C µ 7→ W µ(z0)
es holomorfa.
El teorema anterior es fundamental pues en e´l se basa toda la teor´ıa
anal´ıtica de Teichmu¨ller; e´ste asegura la existencia y unicidad de solu-
ciones normalizadas de la ecuacio´n de Beltrami. En la literatura este
resultado se conoce como el Teorema de Ahlfors-Bers (ver [1]); su de-
mostracio´n tambie´n puede verse en [57, p. 34].
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Un elemento µ ∈ L∞1 (H) puede ser extendido a L∞1 (C) de dos formas
naturales:
(a) extendiendo µ como nula al semiplano inferior{
µ(z) z ∈ H
0 z ∈ L
y por tanto, segu´n el Teorema 2.5, obteniendo un u´nico homeo-
morfismo casi-conformal normalizado de la esfera de Riemann en
s´ı misma con dilatacio´n compleja µ en H y holomorfo en L. En
lo sucesivo lo denotaremos por wµ.
(b) extendiendo µ por simetr´ıa al semiplano inferior{
µ(z) z ∈ H
µ(z) z ∈ L
y por tanto, segu´n el Teorema 2.5, obteniendo un u´nico homeo-
morfismo casi-conformal normalizado de la esfera de Riemann en
s´ı misma que deja invariante H y con dilatacio´n compleja µ en
H. En lo sucesivo lo denotaremos por wµ.
Proposicio´n 2.6. Cada homeomorfismo casi-conformal de H en s´ı
mismo se extiende continuamente al borde ∂H.
La proposicio´n anterior nos dice que wµ : H→ H es el u´nico homeo-
morfismo casi-conformal de H con dilatacio´n compleja µ cuya extensio´n
al borde ∂H fija 0, 1 y ∞.
Corolario 2.7. El disco unitario y el plano complejo no son casi
conformalmente equivalentes.
Demostracio´n. Si existiese un homeomorfismo casi-conformal f :
∆ → C con dilatacio´n compleja µ entonces el Teorema 2.5 implicar´ıa
que f−1 ◦wµ : C→ ∆ es un isomorfismo. Esto contradice el Teorema de
Liouville. 
Definicio´n 17. Sea f : S → S ′ un homeomorfismo entre dos super-
ficies de Riemann. Diremos que f es casi-conformal si cualquier expresio´n
local de f es casi-conformal.
Supongamos que elegimos dos cartas locales ψ1 y ψ2 para f(p) en las
cuales f luce como f1 := ψ1 ◦ f ◦ ϕ−1 y f2 := ψ2 ◦ f ◦ ϕ−1. Entonces
ψ12 ◦ f1 = f2
donde ψ12 = ψ2 ◦ ψ−11 es holomorfa y as´ı, (2.1) implica que
µf2 = µψ12◦f1 = µf1 .
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Ana´logamente, si ahora elegimos dos cartas locales ϕ1 y ϕ2 para p en
las cuales f luce como f1 := ψ ◦ f ◦ ϕ−11 y f2 := ψ ◦ f ◦ ϕ−12 , entonces
f2 ◦ ϕ12 = f1
donde ϕ12 = ϕ2 ◦ ϕ−11 es holomorfa. Sigue entonces por (2.1) que
µf1 = µf2◦ϕ12 =
(ϕ12)z
(ϕ12)z
µf2 ◦ ϕ12.
Lo anterior nos dice que para aplicaciones casi-conformales entre su-
perficies de Riemann la dilatacio´n compleja no esta´ bien definida como
una funcio´n.
Definicio´n 18. Una (p, q)−forma diferencial sobre una superficie
de Riemann S es una asignacio´n de una funcio´n µ de clase L∞ por cada
carta local z de S de tal suerte que la cantidad
µ(z)(dz)p(dz)q
permanezca invariante por cambios de coordenadas. Denotaremos por
L∞(p, q)(S) el conjunto de las (p, q)−formas diferenciales sobre S.
Sigue que si f : S → S ′ es una aplicacio´n casi-conformal entonces
µf ∈ L∞(−1, 1)(S).
Sea G un grupo kleiniano y f un homeomorfismo casi-conformal de
la esfera de Riemann en s´ı misma. No es dif´ıcil verificar que el conjunto
fGf−1 = {fgf−1 : g ∈ G}
es tambie´n un grupo de homeomorfismos casi-conformales de la esfera de
Riemann en s´ı misma. Si ocurre que fGf−1 es un grupo de transforma-
ciones de Mo¨bius, entonces diremos que f y G son compatibles.
Proposicio´n 2.8. Sea G un grupo kleiniano con regio´n de disconti-
nuidad Ω y f un homeomorfismo casi-conformal compatible con G. En-
tonces fGf−1 es un grupo kleiniano con regio´n de discontinuidad f(Ω).
Demostracio´n. Si G actu´a de forma propiamente discontinua en
z0, digamos con U como buena vecindad, entonces fGf
−1 actu´a de forma
propiamente discontinua en f(z0) con f(U) como buena vecindad. 
Proposicio´n 2.9. Las siguientes afirmaciones son equivalentes:
(a) f es compatible con G.
(b) µ = µf es compatible con G, esto es, para cada g ∈ G la igualdad
(µ ◦ g) · g′/g′ = µ
vale casi siempre en C.
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Demostracio´n. Es consecuencia directa de (2.1). 
Sea G un grupo fuchsiano actuando en H. Definimos el espacio de los
coeficientes de Beltrami de G como
L∞1 (H, G) = {µ ∈ L∞1 (H) : µ es compatible conG}.
Para cada µ en L∞1 (H, G) tenemos dos grupos asociados y abstracta-
mente isomorfos:
(a) Como wµ es compatible con G entonces
Gµ := wµG(wµ)−1 = {gµ := wµg(wµ)−1 : g ∈ G}
es un grupo kleiniano cuya regio´n de discontinuidad es wµ(H).
Diremos que Gµ es una deformacio´n casi-conformal de G o un
grupo casi-fuchsiano y que wµ(H) es un casi-disco.
(b) Como wµ es compatible con G entonces
Gµ := wµG(wµ)
−1 = {gµ := wµg(wµ)−1 : g ∈ G}
es un grupo kleiniano cuya regio´n de discontinuidad es H, esto
es, Gµ es un grupo fuchsiano.
Sea G un grupo fuchsiano tal que S = H/G sea una superficie de
Riemann. Para G y S tenemos dos espacios bien definidos:
(a) L∞(H, G) de las funciones medibles L∞ compatibles con G.
(b) L∞(−1, 1)(S) de las (−1, 1)−formas diferenciales sobre S.
Resulta claro que
L∞(H, G) ∼= L∞(−1, 1)(S)
porque los cambios de coordenadas en S son los elementos del grupo G.
Supongamos que {(Uα, ϕα)} es la estructura compleja de S y µ ∈
L∞1 (−1, 1)(S). Por el Teorema 2.5 para cada α existe un homeomorfismo
casi-conformal wα : Uα → C cuya dilatacio´n compleja es µ. De esta for-
ma, el conjunto {(Uα, wα)} es un nuevo atlas para S porque sus funciones
de transicio´n son holomorfas por (2.1); la denotaremos por Sµ.
Teorema 2.10. Sea S ∼= H/G una superficie de Riemann de tipo
finito hiperbo´lico y µ ∈ L∞1 (H, G). Entonces
Sµ ∼= H/Gµ ∼= wµ(H)/Gµ.
Demostracio´n. Sea fµ : S ∼= H/G → H/Gµ el homeomorfismo
inducido por wµ. Como id : S → Sµ es µ−casi-conformal se tiene que
fµ ◦ id−1 : Sµ → H/Gµ es un isomorfismo por (2.1). Similarmente se
prueba que Sµ ∼= wµ(H)/Gµ. 
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2.2. El Espacio de Teichmu¨ller
Sea S una superficie de Riemann de tipo finito (g, n).
Definicio´n 19. Diremos que el par (S ′, f ′) es un marking sobre S
si S ′ es una superficie de Riemann y f ′ : S → S ′ es un homeomorfismo
casi-conformal. Denotaremos por M ′(S) el conjunto que reu´ne todos los
markings sobre S.
Dos markings (S1, f1) y (S2, f2) esta´n relacionados si existe un iso-
morfismo de superficies de Riemann h : S1 → S2 de tal suerte que f−12 hf1
sea homoto´picamente trivial. Equivalentemente, si el diagrama
S
S1 S2
f1 f2
h
conmuta mo´dulo homotop´ıa. Anotamos (S1, f1) ' (S2, f2) y no es dif´ıcil
chequear que ' es una relacio´n de equivalencia.
Si dos pares son equivalentes por ' entonces diremos que ellos son
Teichmu¨ller equivalentes. Denotaremos por [(S1, f1)] la clase de (S1, f1).
Definicio´n 20. Se define el espacio de Teichmu¨ller de S como el
conjunto de clases de equivalencia de markings sobre S, esto es,
T (S) = {[(S1, f1)] : (S1, f1) ∈M ′(S)}.
Denotaremos por Mg,n el conjunto que parametriza clases de iso-
morf´ıa de superficies de Riemann de tipo finito (g, n). Ma´s adelante ve-
remos queMg,n esta´ provisto de estructura de espacio anal´ıtico complejo;
es conocido como espacio de mo´dulos de superficies de Riemann de tipo
(g, n). Para el caso compacto anotamos simplemente Mg. No´tese que el
espacio de Teichmu¨ller de S esta´ provisto de una proyeccio´n natural
θ : T (S)→Mg,n [(S ′, f ′)] 7→ [S ′]
admitiendo como fibra sobre el punto [S ′] a las clases de markings [(R, g)]
tales que R ∼= S ′.
En M ′(S) consideramos la relacio´n de equivalencia (S1, f1) ∼= (S2, f2)
si y so´lo si f2 ◦ f−11 es un isomorfismo y denotamos por M(S) el respec-
tivo cociente. Observamos que si (S1, f1) ∼= (S2, f2) entonces e´stos son
Teichmu¨ller equivalentes simplemente considerando h = f2 ◦ f−11 en la
definicio´n. Sigue que se tienen proyecciones naturales
M ′(S)→M(S)→ T (S).
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Teorema 2.11. La funcio´n d : M(S)×M(S)→ R
d([(S1, f1)], [(S2, f2)]) =
1
2
logK(f2 ◦ f−11 )
es una me´trica sobre M(S) que induce sobre T (S) la me´trica
d([(S1, f1)], [(S2, f2)]) = ı´nf
1
2
logK(ϕ),
donde el ı´nfimo se toma sobre de todos los homeomorfismos casi confor-
males ϕ que sean homoto´picos a f2 ◦ f−11 . Con esta me´trica T (S) en un
espacio me´trico completo.
La me´trica antes definida es conocida como la me´trica de Teichmu¨ller.
Diremos que la proyeccio´n
Φ : M(S)→ T (S)
es la proyeccio´n fundamental. La me´trica d permite dotar a T (S) de una
topolog´ıa que hace a Φ continua.
Proposicio´n 2.12. Sea ϕ : S → S ′ un homeomorfismo casi confor-
mal entre superficies de Riemann. La aplicacio´n
ϕ∗ : T (S)→ T (S ′) [(S1, f1)] 7→ [(S1, f1 ◦ ϕ−1)]
es una isometr´ıa en las me´tricas de Teichmu¨ller. En particular, ϕ∗ es un
homeomorfismo.
Demostracio´n. Denotamos por dS y dS′ las me´tricas de
Teichmu¨ller en T (S) y T (S ′) respectivamente. Notamos que
dS′([(S1, f1 ◦ ϕ−1)], [(S2, f2 ◦ ϕ−1)]) = ı´nf 1
2
logK(h)
donde h recorre la clase de homotop´ıa de (f1 ◦ ϕ−1) ◦ (f2 ◦ ϕ−1)−1 que
coincide con f1 ◦ f−12 y, por tanto, es igual a dS([(S1, f1)], [(S2, f2)]). La
continuidad es clara. 
Sea Q(S) el grupo de todos los homeomorfismos casi-conformales de
S en s´ı mismo. La correspondencia
Θ : Q(S)→ Homeo(T (S)) ϕ 7→ ϕ∗
es un homomorfismo de grupos considerando como operacio´n la compo-
sicio´n; no´tese que su nu´cleo es exactamente el subgrupo normal Q0(S)
compuesto por aquellos homeomorfismos que son homoto´picamente tri-
viales.
Definicio´n 21. Se define el grupo modular Mod(S) de S como el
grupo cociente Q(S)/Q0(S), esto es, el grupo de todos los homeomorfis-
mos casi-conformales de S en s´ı mismo mo´dulo homotop´ıa.
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Denotaremos por 〈ϕ〉 la clase de ϕ en Mod(S). En la literatura el
grupo modular tambie´n se suele llamar el mapping class group.
El grupo modular actu´a sobre el espacio de Teichmu¨ller
Mod(S)× T (S)→ T (S) (〈ϕ〉, [(S1, f1)]) 7→ [(S1, f1 ◦ ϕ−1)]
por isometr´ıas. Denotaremos por [[(S1, f1)]] la clase de [(S1, f1)] vista en
el cociente T (S)/Mod(S).
Proposicio´n 2.13. La correspondencia
T (S)/Mod(S)→Mg,n [[(S1, f1)]] 7→ [S1]
es una biyeccio´n.
Demostracio´n. Sean [[(S1, f1)]] y [[(S2, f2)]] en T (S)/Mod(S) tales
que [S1] = [S2] enMg,n. Sigue que existe un isomorfismo de superficies de
Riemann h : S1 → S2. Si ϕ := f−11 hf2 entonces 〈ϕ〉([(S1, f1)]) = [(S2, f2)]
y de esta manera se tiene la inyectividad. La sobreyectividad es clara. 
Ejemplo 2.3. Sea S una superficie de Riemann de ge´nero uno. En-
tonces T (S) es homeomorfo al semiplano superior H y Mod(S) es iso-
morfo al grupo modular cla´sico PSL(2,Z). De esta forma el espacio de
mo´dulos de superficies de Riemann de ge´nero uno
M1 ∼= H/PSL(2,Z)
se identifica con una orbifold de Riemann de signatura (0; 2, 3,∞). Esto
es, el plano complejo C con dos puntos distinguidos. Ver Ejemplo 1.11.
Observamos que para g = 1 se tiene que:
(a) El espacio de Teichmu¨ller es una variedad anal´ıtica compleja de
dimensio´n finita.
(b) El grupo modular actu´a de forma propiamente discontinua por
biholomorfismos sobre el espacio de Teichmu¨ller fijando puntos.
(c) El espacio de mo´dulos es un espacio anal´ıtico complejo no com-
pacto.
A lo largo de este cap´ıtulo veremos que lo hechos antes listados ocu-
rren en el caso general.
Sea G un grupo fuchsiano y L∞1 (H, G) la bola unitaria del espacio
de coeficientes de Beltrami de G. Recalcamos que cada µ ∈ L∞1 (H, G)
da lugar a un homeomorfismo casi-conformal normalizado wµ : H → H
induciendo e´ste un homeomorfismo casi-conformal
fµ : S = H/G→ Sµ = H/Gµ
entre superficies de Riemann.
2.2. EL ESPACIO DE TEICHMU¨LLER 31
Proposicio´n 2.14. Sea G un grupo fuchsiano del primer tipo y
µ, ν ∈ L∞1 (H, G). Las siguientes afirmaciones son equivalentes:
(a) fµ y fν son aplicaciones homoto´picas.
(b) wµ = wν sobre ∂H.
(c) wµg(wµ)
−1 = wνg(wν)−1 para todo g ∈ G.
Demostracio´n. Ver, por ejemplo [57, p. 115]. 
Diremos que dos elementos µ, ν ∈ L∞1 (H, G) son Teichmu¨ller equiva-
lentes si y so´lo si las extensiones a ∂H de wµ y wν coinciden. En tal caso
anotamos µ ' ν y [µ] es la clase de µ.
Definicio´n 22. Se define el espacio de Teichmu¨ller de G como el
conjunto de clases de equivalencia ' en L∞1 (H, G), esto es,
T (G) = {[µ] : µ ∈ L∞1 (H, G)}.
Supongamos que S ∼= H/G es una superficie de Riemann. Entonces
la correspondencia µ 7→ (Sµ, fµ) permite identificar L∞1 (H, G) y M(S).
De esta forma, la me´trica d sobre M(S) coincide con la me´trica
d(µ, ν) =
1
2
logK(wµ ◦ w−1ν )
sobre L∞1 (H, G) y e´sta a su vez desciende a una me´trica sobre T (G)
definiendo una topolog´ıa que hace la proyeccio´n fundamental
Φ : L∞1 (H, G)→ T (G)
continua. Como L∞1 (H, G) es una bola unitaria, se tiene el siguiente:
Corolario 2.15. El espacio de Teichmu¨ller T (G) es conexo.
Sea Q el grupo de todos los homeomorfismos casi-conformales de H
en s´ı mismo. Denotamos por
Q(G) = {w ∈ Q : w−1Gw ⊂ Mo¨b(C)}
el subgrupo de Q compuesto por los que son compatibles con G.
Proposicio´n 2.16. Sea w ∈ Q(G). Entonces la aplicacio´n
w∗ : T (w−1Gw)→ T (G) [µ] 7→ [µwµ◦w−1 ]
es una isometr´ıa en las me´tricas de Teichmu¨ller. En particular, w∗ es
un homeomorfismo.
Definimos
NQ(G) = {w ∈ Q : wGw−1 = G}
y es claro que para cada w ∈ NQ(G) vale que w∗ : T (G)→ T (G) es una
auto-isometr´ıa. Se tienen las siguientes propiedades:
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Proposicio´n 2.17. Sean w1, w2 ∈ NQ(G). Entonces:
(a) (w1 ◦ w2)∗ = w∗1 ◦ w∗2.
(b) w∗1 = w
∗
2 si y so´lo si w1 = w2 en ∂H.
Recalcamos que NQ(G) contiene a G como subgrupo y que g∗ es la
identidad para cada g ∈ G.
Definicio´n 23. Se define el grupo modular extendido de G como
mod(G) =
NQ(G)
Q0(G)
donde Q0(G) denota el subgrupo de NQ(G) de elementos cuya extensio´n
al eje real es la identidad. Se define el grupo modular de G mediante
Mod(G) = mod(G)/G.
Si w ∈ NQ(G) entonces denotaremos por [w] y 〈w〉 los elementos
que define w en mod(G) y Mod(G) respectivamente. El grupo modular
Mod(G) actu´a sobre el espacio de Teichmu¨ller T (G) mediante la regla
Mod(G)× T (G)→ T (G) (〈w〉, [µ]) 7→ 〈w〉([µ]) = [µwµ◦w−1 ]
Dados w1 y w2 en NQ(G) ellos inducen la misma accio´n sobre T (G)
si y so´lo si existe g ∈ G de tal suerte que w1 ◦ w−12 = g en ∂H. Adema´s,
dos elementos [µ] y [ν] de T (G) son equivalentes por Mod(G) si y so´lo si
los grupos Gµ y Gν son conjugados en Mo¨b(C) y por tanto obtenemos
una biyeccio´n
T (G)/Mod(G)→Mg,n
cuando H/G es una superficie de Riemann de tipo finito (g, n).
Si S ∼= H/G es una superficie de Riemann de tipo finito hiperbo´lico
(g, n) entonces hemos definido:
(a) el espacio de Teichmu¨ller y el grupo modular asociado a S y
(b) el espacio de Teichmu¨ller y el grupo modular asociado a G.
La correspondencia [µ] 7→ [(H/Gµ, fµ)] permite enunciar el siguiente:
Teorema 2.18. Sea S = H/G una superficie de Riemann de tipo
finito hiperbo´lico. Entonces
T (G) ∼= T (S)
mediante una isometr´ıa en las me´tricas de Teichmu¨ller.
Sea [w] ∈ mod(G). Como w es un homeomorfismo casi-conformal de
H y normaliza G, e´ste induce un elemento en Mod(S). Esta correspon-
dencia es un homomorfismo de grupos con nu´cleo G. Se tiene entonces
el siguiente:
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Teorema 2.19. Sea S = H/G una superficie de Riemann de tipo
finito hiperbo´lico. Entonces
Mod(G) ∼= Mod(S).
Durante esta seccio´n hemos visto que el espacio de Teichmu¨ller y el
grupo modular de S ∼= H/G so´lo dependen del tipo finito de S. Es por
esta razo´n que es comu´n utilizar la notacio´n Tg,n y Modg,n respectiva-
mente. Dependiendo del contexto usaremos a conveniencia cualquiera de
los dos modelos vistos tanto del espacio de Teichmu¨ller como del grupo
modular. Destacamos aqu´ı que existen otras formas de ver el espacio de
Teichmu¨ller que no se describira´n en este trabajo.
Teorema 2.20. Sea S una superficie de Riemann de tipo finito
hiperbo´lico (g, n). Entonces:
(a) El grupo modular Modg,n actu´a de forma propiamente discontinua
sobre el espacio de Teichmu¨ller Tg,n.
(b) El grupo modular Modg,n actu´a con puntos fijos sobre Tg,n siempre
que e´ste no sea trivial.
(c) Los puntos fijos de la accio´n de Modg,n sobre Tg,n son los pares
[(S ′, f ′)] con S ′ admitiendo automorfismos no triviales.
Demostracio´n. Ver la Seccio´n 2.7 en [57]. 
2.3. El Embedding de Bers
En esta seccio´n dotaremos al espacio de Teichmu¨ller de estructura de
variedad anal´ıtica compleja de modo que el grupo modular actu´e sobre
e´l por biholomorfismos.
Definicio´n 24. Sea f una funcio´n holomorfa e inyectiva. Se define
la derivada de Schwarz S(f) de f mediante:
S(f) =
(
f ′′
f ′
)′
− 1
2
(
f ′′
f ′
)2
Consideremos el conjunto de funciones {1, z, f, zf} cuyo wronskiano
esta´ dado por
W (1, z, f, zf) = 3(f ′′)2 − 2f ′f ′′′
No´tese que desde la definicio´n se tiene que S(f) = f ′′′/f ′ − 3/2(f ′′/f ′)2
y as´ı
S(f)(z) = −W (1, z, f(z), zf(z))
2(f ′(z))2
,
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obteniendo que S(f) = 0 si y so´lo siW (1, z, f, zf) = 0. En otras palabras,
existen constantes complejas a, b, c, d no todas nulas satisfaciendo
a+ bz + cf(z) + dzf(z) = 0⇐⇒ f(z) = az + b
cz + d
.
Sigue que S(f) = 0 si y so´lo si f es una transformacio´n de Mo¨bius.
Mediante un ca´lculo directo se puede probar la igualdad
S(f ◦ g) = S(f(g)) · (g′)2 + S(g).
Sea G un grupo fuchsiano. Denotaremos por B2(L, G) el espacio vec-
torial complejo que reu´ne las funciones holomorfas σ : L → C compati-
bles con G en el sentido de que
σ(g(z)) · (g′(z))2 = σ(z)
para z ∈ L y g ∈ G y acotadas en el sentido de que
||σ|| = sup
z∈L
Im(z)2|σ(z)| <∞.
Sea µ ∈ L∞1 (H, G). Para cada g ∈ G existe una transformacio´n de
Mo¨bius h de tal suerte que h ◦ wµ|L = wµ|L ◦ g. Se tiene que
S(wµ|L)(z) = S(h ◦ wµ|L)(z) = S(wµ|L(g))(z) · (g′(z))2.
Adema´s, la desigualdad de Nehari -ver [57, p.194]- asegura que
|S(wµ|L)(z)|(2Im(z))2 ≤ 6
y esto implica que S(wµ|L) es acotado. Sigue que
µ ∈ L∞1 (H, G) =⇒ S(wµ|L) ∈ B2(L, G)
Proposicio´n 2.21. La aplicacio´n
T (G)→ B2(L, G) [µ]→ S(wµ|L)
esta´ bien definida y es inyectiva.
Demostracio´n. No´tese que [µ] = [ν] si y so´lo si wµ|L = wν |L
y de esta forma la correspondencia µ → S(wµ|L) induce una funcio´n
bien definida desde T (G). Para verificar la inyectividad supongamos que
S(wµ|L) = S(wν |L) y definamos h := wµ|L ◦ (wν |L)−1. Derivando
S(wµ|L) = S(h(wν |L)) · dw
ν |L
dz
+ S(wν |L)
y como dwν/dz nunca se anula, la hipo´tesis implica que S(h(wν |L)) = 0;
sigue que h es de Mo¨bius. No´tese que h fija ∞, 0 y 1 y de esta forma es
la identidad. As´ı wµ|L = wν |L y esto equivale a que [µ] = [ν]. 
La aplicacio´n de la proposicio´n anterior se conoce como el Embedding
de Bers. Se tiene el siguiente teorema (ver el tercer cap´ıtulo de [57]).
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Teorema 2.22. La aplicacio´n T (G) → B2(L, G) identifica T (G)
con un dominio abierto y acotado de B2(L, G) dota´ndolo de estructura
compleja de tal suerte que la proyeccio´n fundamental L∞1 (H, G)→ T (G)
es una submersio´n holomorfa.
Si S = H/G es una superficie de Riemann de tipo finito (g, n) enton-
ces el espacio vectorial B2(L, G) tiene dimensio´n 3g − 3 + n. As´ı Tg,n se
identifica con un dominio abierto y acotado de C3g−3+n.
Teorema 2.23. Sea S una superficie de Riemann de tipo finito hi-
perbo´lico (g, n). El espacio de Teichmu¨ller Tg,n es una variedad anal´ıtica
compleja y si 3g − 3 + n > 0 entonces
dimC Tg,n = 3g − 3 + n.
La accio´n de Modg,n sobre Tg,n esta´ dada por traslaciones y la proyec-
cio´n fundamental admite secciones locales holomorfas. Este hecho junto
con el Teorema de Cartan [13] permite enunciar el siguiente:
Corolario 2.24. El grupo modular Modg,n actu´a sobre el espacio de
Teichmu¨ller Tg,n por biholomorfismos. Adema´s, si 3g−3+n > 0 entonces
el espacio de mo´dulos Mg,n es un espacio anal´ıtico complejo normal de
dimensio´n 3g − 3 + n.
En la primera seccio´n del cuarto cap´ıtulo precisaremos que´ es un
espacio anal´ıtico complejo normal. Por ahora basta pensar que es un
espacio con estructura compleja que emula bien el concepto de variedad
anal´ıtica compleja pero poseyendo buenas singularidades.
Cada transformacio´n modular es un biholomorfismo del espacio de
Teichmu¨ller. Ma´s au´n, en la mayor´ıa de los casos el rec´ıproco tambie´n es
cierto: finalizamos el cap´ıtulo con el siguiente teorema (ver [18, p. 114]).
Teorema 2.25. Si dimC Tg,n ≥ 3 entonces el grupo modular Modg,n
es el grupo completo de automorfismos holomorfos de Tg,n.
2.4. El Espacio de Teichmu¨ller Tg(H0)
En esta seccio´n estudiaremos ciertas subvariedades complejas del es-
pacio de Teichmu¨ller asociadas a superficies de Riemann con simetr´ıas.
Sea S0 una superficie de Riemann compacta de ge´nero g ≥ 2 y H0
un grupo de automorfismos de S0.
Definicio´n 25. Sea S una superficie de Riemann y H < Aut(S).
Diremos que el par (S,H) es una superficie de Riemann con H0−simetr´ıa
si existe un homeomorfismo θ : S0 → S de tal suerte que θH0θ−1 = H.
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Dos superficies de Riemann con H0−simetr´ıa (S,H) y (S ′, H ′) son
equivalentes si existe un isomorfismo de superficies de Riemann φ : S →
S ′ de tal suerte que φH ′φ−1 = H. Denotaremos por {S,H} la clase de
equivalencia de (S,H) y
M˜g(H0) = {{S,H} : (S,H) con H0−simetr´ıa}
el conjunto que reu´ne estas clases. Adema´s, denotaremos por
Mg(H0) = {[S] : (S,H) con H0−simetr´ıa}
el subconjunto del espacio de mo´dulos Mg correspondiente a los puntos
que representan superficies de Riemann con H0−simetr´ıa.
Definicio´n 26. Se define el espacio de Teichmu¨ller Tg(H0) asociado
a una superficie de Riemann de ge´nero g con H0−simetr´ıa como el sub-
conjunto fijo de Tg bajo la accio´n de H0 visto como subgrupo del grupo
modular Modg.
El conjunto Tg(H0) es una subvariedad compleja no vac´ıa de Tg,
Tg(H0) = {[(S, f)] ∈ Tg : ∃H < Aut(S), H = fH0f−1}
y mediante la proyeccio´n cano´nica θ : Tg →Mg vale que
θ(Tg(H0)) = Mg(H0).
Ver [26, p. 77].
La subvariedad compleja Tg(H0) es ella misma un espacio de
Teichmu¨ller. En efecto, es posible probar que
Tg(H0) ∼= Tγ,n
donde R0 := S0/H0 es de tipo finito (γ, n).
Definimos el grupo modular relativo con respecto a H0 mediante
Modg(H0) = {〈f〉 ∈ Modg : 〈f〉 · Tg(H0) = Tg(H0)}
el cual coincide con el normalizador de H0 visto como subgrupo de Modg.
Sigue entonces que cada elemento 〈f〉 ∈ Modg(H0) induce un homeomor-
fismo f ′ : R0 → R0 y de esta forma se tiene un homomorfismo de grupos
Θ : Modg(H0)→ Modγ,r
cuyo nu´cleo es H0. Si denotamos por N la imagen de Θ, entonces
Modg(H0)/H0 ∼= N
y N tiene ı´ndice finito en Modγ,r como se prueba en [21, p.183]
Como Tg(H0) es un variedad anal´ıtica compleja y Modg(H0) actu´a
por biholomorfismos, se tiene que el cociente
Tg(H0)/Modg(H0)
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esta´ provisto de estructura de espacio anal´ıtico complejo normal.
Dado un punto [(S, f)] ∈ Tg(H0) se tiene que S por definicio´n posee
un grupo de automorfismos H = fH0f
−1. La correspondencia [(S, f)] 7→
{S,H} define una aplicacio´n sobreyectiva Tg(H0)→ M˜g(H0). Ma´s au´n,
se tiene que
Tg(H0)/Modg(H0) ∼= M˜g(H0)
esta´n en biyeccio´n y de esta forma es posible dotar a M˜g(H0) de estruc-
tura de espacio anal´ıtico complejo normal de dimensio´n 3γ − 3 + n.
Teorema 2.26. Mg(H0) es una subvariedad irreducible de Mg y la
aplicacio´n
M˜g(H0)→Mg(H0) {S,H} 7→ [S]
es su normalizacio´n.
Demostracio´n. Ver [26, Teorema 1]. 

CAPI´TULO 3
Familias de Superficies de Riemann
En este cap´ıtulo estudiaremos familias holomorfas de superficies de
Riemann y ciertos fibrados construidos sobre el espacio de Teichmu¨ller.
3.1. Fibrados y Familias Holomorfas
Definicio´n 27. Un fibrado es una aplicacio´n continua y sobreyectiva
p : E → B entre espacios topolo´gicos. Diremos que E es el espacio total,
B es el espacio base y para b ∈ B el conjunto
p−1(b) = {e ∈ E : p(e) = b}
es la fibra sobre b. Si X es un tercer espacio topolo´gico entonces diremos
que el fibrado esta´ modelado por X si cada fibra es homeomorfa a X.
Un morfismo entre dos fibrados p1 : E1 → B1 y p2 : E2 → B2 es un
par (f, g) de aplicaciones continuas de tal suerte que el diagrama
E1 E2
B1 B2
f
g
p1 p2
sea conmutativo. Si f y g son homeomorfismos entonces diremos que el
par (f, g) es un homeomorfismo entre fibrados.
Ejemplo 3.1. Sea p2 : E2 → B2 un fibrado y g : B1 → B2 una
aplicacio´n continua. Definimos el conjunto
g∗E2 := {(b1, e2) ∈ B1 × E2 : g(b1) = p2(e2)}
y lo dotamos de la topolog´ıa heredada de la topolog´ıa producto en B1×
E2; luego las proyecciones p1 : g
∗E2 → B1 y f : g∗E2 → E2 son continuas.
La aplicacio´n p1 : g
∗E2 → B1 es un nuevo fibrado (llamado el fibrado
pull-back de p2 por g) y el par (f, g) es un morfismo entre p1 y p2. No´tese
que la fibra sobre b1 por p1 es homeomorfa a la fibra sobre g(b1) por p2.
Definicio´n 28. Un espacio fibrado holomorfo es un fibrado p : E →
B que satisface las siguientes propiedades:
(a) E y B son espacios anal´ıticos complejos.
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(b) p es una aplicacio´n holomorfa, submersiva y sobreyectiva.
Un isomorfismo entre dos espacios fibrados holomorfos es un homeo-
morfismo (f, g) de fibrados tal que f y g son isomorfismos.
Sea X una superficie topolo´gica de tipo finito (g, n).
Definicio´n 29. Un fibrado p : E → B modelado por X es topolo´gi-
camente local trivial si existe un cubrimiento por abiertos {Ui} de B y
una coleccio´n de homeomorfismos Ti : Ui × X → p−1(Ui) de tal suerte
que el diagrama
Ui
p−1(Ui) Ui ×X
p pi1
Ti
conmute, donde pi1 denota la proyeccio´n en la primera coordenada.
Definicio´n 30. Una familia holomorfa de superficies de Riemann de
tipo finito (g, n) es un espacio fibrado holomorfo f : E → B modelado
por X satisfaciendo las siguientes condiciones:
(a) E y B son variedades anal´ıticas complejas finito-dimensionales.
(b) f topolo´gicamente local trivial.
Adema´s, si ocurre que todas las fibras son isomorfas como superficies de
Riemann entonces diremos que la familia es isotrivial.
Ejemplo 3.2. El espacio
E = {([x : y : z], t) ∈ P2 × (C− {0}) : y4 = x3z − tz4}
junto con la aplicacio´n f : E → C − {0} dada por ([x : y : z], t) 7→ t es
una familia holomorfa de superficies de Riemann compactas de ge´nero
tres admitiendo como fibra sobre t0 ∈ C−{0} la curva y4 = x3z−t0z4 en
P2. Afirmamos f es una familia isotrivial. En efecto, si t1, t2 ∈ C − {0}
son distintos entonces
[x : y : z] 7→ [ξ1/3x : ξ1/4y : x] ξ = t2/t1
es un isomorfismo entre f−1(t1) y f−1(t2). Ver [57, p. 353].
El Teorema de Finitud de Arakelov es un resultado que sera´ funda-
mental para este trabajo; ver [2]. Una formulacio´n adecuada para noso-
tros es la siguiente; su demostracio´n puede encontrarse en [40, p. 207].
Teorema 3.1. Sea C una superficie de Riemann de tipo finito hi-
perbo´lico. Entonces existe una cantidad finita de familias holomorfas no-
isotriviales no-equivalentes de superficie de Riemann de tipo finito hi-
perbo´lico fijo sobre C.
3.2. EL ESPACIO DE BERS Y LA FAMILIA UNIVERSAL 41
3.2. El Espacio de Bers y la Familia Universal
Sea G un grupo fuchsiano de tal suerte que S = H/G sea una super-
ficie de Riemann de tipo finito (g, n).
Definicio´n 31. Se define el espacio de Bers asociado a G
Fg,n = {([µ], z) ∈ Tg,n × C : µ ∈ L∞1 (H, G), z ∈ wµ(H)}
donde wµ es la solucio´n normalizada de la ecuacio´n de Beltrami obtenida
al extender µ como la funcio´n nula al semiplano inferior.
Recalcamos que el conjunto wµ(H) es un casi-disco en C y que de-
pende so´lo de la clase de equivalencia de µ en Tg,n.
El espacio de Bers esta´ provisto de una proyeccio´n natural
F : Fg,n → Tg,n ([µ], z) 7→ [µ]
admitiendo como fibra sobre [µ] el casi-disco
F−1([µ]) = {([µ], z) : z ∈ wµ(H)} ∼= wµ(H).
Como Fg,n es un abierto de Tg,n × C, e´ste hereda su topolog´ıa y
estructura compleja. Adema´s, si σ es una seccio´n global continua de la
proyeccio´n fundamental Φ : L∞1 (H, G)→ Tg,n entonces la aplicacio´n
(3.1) ([µ], z) 7→ ([µ], wσ([µ])(z))
es un homeomorfismo entre Fg,n y Tg,n×H que respeta las proyecciones.
Teorema 3.2. La proyeccio´n de Bers
F : Fg,n → Tg,n
es un espacio fibrado holomorfo: el espacio fibrado de Bers. Adema´s, el
grupo modular extendido modg,n actu´a sobre Fg,n por biholomorfismos
[w] · ([µ], z) = ([ν] := 〈w〉([µ]), wν ◦ w ◦ (wµ)−1(z))
para w ∈ NQ(G) y z ∈ C.
Sea g ∈ G y w ∈ NQ(G). Como las acciones de [w] y [g ◦ w] en Fg,n
son distintas pero coinciden en la primera entrada, la accio´n de modg,n
sobre Fg,n desciende por F como la accio´n de Modg,n sobre Tg,n.
Por otro lado, G se puede ver contenido en modg,n como las transfor-
maciones holomorfas inducidas por los elementos de G y de esta forma
G actu´a sobre Fg,n de forma propiamente discontinua respetando fibras
[g] · ([µ], z) = ([µ] = 〈g〉([µ]), wµ ◦ g ◦ (wµ)−1(z)) = ([µ], gµ(z)).
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Definicio´n 32. Se define la familia universal como el espacio fibrado
holomorfo
p : Vg,n = Fg,n/G→ Tg,n
donde la accio´n de G esta´ dada por
[g] · ([µ], z) = ([µ], wµ ◦ g ◦ (wµ)−1(z))
y la fibra sobre [µ] es la superficie de Riemann Sµ := wµ(H)/Gµ.
Teorema 3.3. El grupo modg,n actu´a de forma propiamente discon-
tinua sobre Fg,n. La curva universal
pig,n : Cg,n := Fg,n/modg,n →Mg,n
es un espacio fibrado complejo normal sobre el espacio de mo´dulos Mg,n
de tal suerte que la fibra sobre el punto que representa la clase de iso-
morf´ıa de R es una superficie de Riemann isomorfa a R/Aut(R).
Hemos ya visto que si [ν] = 〈w〉([µ]) entonces la aplicacio´n
ϕµν : w
µ(H)→ wν(H) z 7→ wνw(wµ)−1(z)
es holomorfa. No´tese que e´sta conjuga Gµ en Gν y de esta forma induce
un isomorfismo entre Sµ y Sν .
Proposicio´n 3.4. La accio´n de modg,n sobre el espacio de Bers Fg,n
induce una accio´n bien definida de Modg,n sobre la familia universal Vg,n.
Observamos que
Cg,n = Fg,n/modg,n ∼= (Fg,n/G)/(modg,n/G) = Vg,n/Modg,n
y, por lo tanto, tenemos aplicaciones holomorfas
Fg,n // Vg,n // Cg,n //Mg,n
con fibras sobre θ([µ]) ∈Mg,n dadas por
wµ(H) // wµ(H)/Gµ // wµ(H)/N(Gµ) // θ([µ])
Podemos construir el siguiente diagrama:
Vg,n Cg,n = Vg,n/Modg,n
Tg,n Mg,n ∼= Tg,n/Modg,n
Fg,n
p
θ
pig,n
F
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Cada fibra de la familia universal p : Vg,n → Tg,n da lugar a una
superficie de Riemann compacta despue´s de “rellenar sus n pinchaduras”
y, de esta forma, se obtiene un nuevo espacio fibrado holomorfo
p′ : V ′g,n → Tg,n
sobre el espacio de Teichmu¨ller admitiendo como fibras a superficies de
Riemann compactas de ge´nero g con n puntos marcados. Esta construc-
cio´n puede hacerse al considerar grupos fuchsianos poseyendo elementos
de torsio´n en la definicio´n del espacio de Teichmu¨ller. Ver, por ejemplo
[57, p. 323]. Nos referiremos a e´sta como la familia universal n−punteada
de ge´nero g. Esta familia esta´ provista de n secciones globales holomorfas
y disjuntas
si : Tg,n → V ′g,n
dadas por la posicio´n de los n puntos marcados.
3.3. La Curva Universal de nivel
El espacio de mo´dulos es un espacio anal´ıtico complejo que puede
realizarse como un cociente del espacio de Teichmu¨ller. En esta seccio´n
estudiaremos ciertos cocientes del espacio de Teichmu¨ller que son lisos.
Sea S0 una superficie de Riemann compacta de ge´nero g y H1(S0,Z)
el primer grupo de homolog´ıa de S0 con coeficientes enteros. Recalcamos
que H1(S0,Z) es isomorfo a la abelianizacio´n del grupo fundamental de
S0 y por tanto isomorfo a Z2g.
Sea {a, b} = {a1, . . . , ag, b1, . . . , bg} una base cano´nica de H1(S0,Z),
es decir, su matriz de interseccio´n es
J =
(
0 Ig
−Ig 0
)
∈ M(2g,Z)
donde Ig denota la matriz identidad de formato g × g.
Cada homeomorfismo f de S0 induce un homomorfismo de grupos f∗
de H1(S0,Z) que hace corresponder {a, b} con una nueva base que tam-
bie´n es cano´nica. En consecuencia, existe una matriz M(f) ∈ SL(2g,Z)
definida mediante (
a
b
)
= M(f) ·
(
a′
b′
)
y satisfaciendo la igualdad
M(f) · J ·M(f)t = J.
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Definicio´n 33. Se define el grupo simple´ctico de ge´nero g sobre Z
mediante
Sp(2g,Z) = {A ∈ SL(2g,Z) : A · J · At = J}
Teorema 3.5. La correspondencia
Aut(S0)→ Sp(2g,Z) f 7→M(f)
es un monomorfismo de grupos para toda S0 de ge´nero g ≥ 2.
La demostracio´n del teorema anterior puede encontrarse en [20, p.
270]. Como un automorfismo de una superficie de Riemann de ge´nero
mayor que uno ha de tener orden finito, e´ste es representado en Sp(2g,Z)
por una matriz de orden finito. Se tiene el siguiente resultado conocido
como el Lema de Serre (ver, por ejemplo [20, p. 275]).
Lema 3.6. Sea A ∈ Sp(2g,Z) de orden finito m ≥ 2. Si A ≡ I2g
mo´d k entonces m = k = 2.
Notamos que el monomorfismo del Teorema 3.5 induce el homomor-
fismo de grupos
Aut(S0)→ Sp(2g,Z/kZ)
reduciendo entradas mo´dulo k. Un automorfismo esta´ en el nu´cleo si y
so´lo si su matriz asociada es congruente a la identidad I2g mo´dulo k. Se
sigue entonces del lema anterior que si k ≥ 3 entonces e´ste es inyectivo.
Ma´s en general, se tiene una aplicacio´n
Homeo(S0)→ Sp(2g,Z)
induciendo un homomorfismo de grupos
Modg → Sp(2g,Z/kZ)
tomando clases de homotop´ıa en la partida y reduciendo entradas mo´dulo
k en la llegada.
Definicio´n 34. Sea k ≥ 3. Se define el grupo modular de ge´nero g
y de nivel k mediante
Mod[k]g = ker(Modg → Sp(2g,Z/kZ)).
En concreto,
Mod[k]g = {〈f〉 ∈ Modg : f [k]∗ = id}
donde
f [k]∗ : H1(S0,Z/kZ)→ H1(S0,Z/kZ)
es el homomorfismo de grupos inducido por el homeomorfismo f. Se tiene
una sucesio´n exacta de grupos
1 // Mod[k]g // Modg // Sp(2g,Z/kZ) // 1.
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Proposicio´n 3.7. Mod[k]g es un subgrupo normal de ı´ndice finito de
Modg y carece de elementos no triviales de orden finito.
Demostracio´n. Ver, por ejemplo [57, p. 164]. 
El grupo Mod[k]g actu´a de forma propiamente discontinua por biho-
lomorfismos sobre Tg y Vg por ser un subgrupo de Modg. Ma´s au´n, la
proposicio´n anterior nos dice que estas acciones son libres de puntos fijos.
Podemos construir el siguiente diagrama
C [k]g := Vg/Mod
[k]
g Cg = Vg/ModgVg
M [k]g := Tg/Mod
[k]
g Mg = Tg/ModgTg
donde C [k]g yM
[k]
g son variedades anal´ıticas complejas de dimensio´n 3g−3
para cada k ≥ 3. Adema´s, las aplicaciones holomorfas
M [k]g →Mg C [k]g → Cg
tienen grado finito y esta´n dadas por la accio´n del grupo cociente
Modg/Mod
[k]
g
∼= Sp(2g,Z/kZ).
Sea R una superficie de Riemann. Denotaremos por Aut[k](R) el sub-
grupo de Aut(R) compuesto por aquellos automorfismos representados
en H1(R,Z) por una matriz que es congruente a I2g mo´dulo k.
Definicio´n 35. Se define la curva universal de nivel k y tipo (g, 0)
como el espacio fibrado holomorfo
pi[k]g : C
[k]
g →M [k]g
admitiendo como fibra sobre el punto que representa la clase de isomorf´ıa
de una superficie de Riemann R una superficie de Riemann isomorfa al
cociente R/Aut[k](R).
Si k ≥ 3 entonces por el Lema 3.6 se tiene que Aut[k](R) es trivial. De
esta forma, la curva universal de nivel k ≥ 3 admite como fibra sobre el
punto [R] una superficie de Riemann isomorfa a R en vez de un cociente
de ella. Esta cualidad es el motivo de su importancia, como veremos ma´s
adelante.
Observacio´n 3. De forma ana´loga se puede considerar la curva uni-
versal
pi[k]g,n : C
[k]
g,n →M [k]g,n
de nivel k y tipo finito (g, n). Para pi
[k]
g tambie´n anotamos pi
[k]
g,0.
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Si consideramos la aplicacio´n olvido
M [k]g,n →M [k]g,0
y el fibrado pull-back por ella de la curva universal de nivel k y tipo finito
(g, 0), obtenemos una nueva variedad anal´ıtica compleja C
′[k]
g,n sobreM
[k]
g,n
de tal forma que el siguiente diagrama es conmutativo
C
′[k]
g,n C
[k]
g,0
M [k]g,n M
[k]
g,0
pi′[k]g,n pi
[k]
g,0
La fibra por pi′[k]g,n sobre el punto que representa la clase de isomorf´ıa
de una superficie de Riemann R de tipo finito (g, n) es una superficie
de Riemann isomorfa a R∗ donde R∗ denota la superficie de Riemann
compacta obtenida despue´s de “rellenar las n pinchaduras” de R. Nos
referiremos a e´sta como la curva universal n−punteada de nivel k y de
ge´nero g.
Recalcamos que pi′[k]g,n posee n secciones globales holomorfas y disjun-
tas
s˜i : M
[k]
g,n → C
′[k]
g,n
una por cada una de las pinchaduras “rellenadas” (ver [57, p. 323]).
3.4. La Propiedad Universal de Teichmu¨ller
Sea f : E → B una familia holomorfa de superficies de Riemann de
tipo finito modelada como fibrado por X. Como f es topolo´gicamente
local trivial, existe un cubrimiento por abiertos {Ui} de B y homeomor-
fismos (trivializaciones) Ti : Ui×X → f−1(Ui) de modo que el diagrama
Ui
f−1(Ui) Ui ×X
f pi1
Ti
es conmutativo. Supongamos que Ui es un abierto del cubrimiento de B
y que b ∈ Ui. Entonces la restriccio´n
T bi : {b} ×X → f−1(b)
de la trivializacio´n Ti a {b}×X es un homeomorfismo y puede suponerse
casi-conformal. Si ahora Uj es otro abierto del cubrimiento de B tal que
b ∈ Ui ∩ Uj entonces la restriccio´n
T bj : {b} ×X → f−1(b)
3.4. LA PROPIEDAD UNIVERSAL DE TEICHMU¨LLER 47
de la trivializacio´n Tj a {b} ×X es otro homeomorfismo casi-conformal.
No´tese que lo anterior nos permite definir dos puntos
[(f−1(b), T bi )] [(f
−1(b), T bj )]
en el espacio de Teichmu¨ller T (X) de X. Sea Tij(b) = Ti(b) ◦ T−1j (b).
Definicio´n 36. Sea f : E → B una familia holomorfa de superficies
de Riemann de tipo finito.
(a) Un marking sobre f es una eleccio´n de las trivializaciones de
modo que Tij(b) sea homoto´picamente trivial para todo b ∈ B.
(b) Una familia es marcada si sobre ella se puede definir un marking.
Ejemplo 3.3. Sea f : E → B una familia holomorfa de superficies
de Riemann modelada como fibrado por X, con B contractible. Entonces
la familia es topolo´gicamente trivial, es decir, existe un homeomorfismo
T : B ×X → E
siendo e´ste la u´nica trivializacio´n. De esta forma, la restriccio´n
T b : {b} ×X → f−1(b)
puede suponerse casi-conformal y las aplicaciones Tij(b) son triviales; por
tanto la familia es marcada.
Por ejemplo, como Tg,n es contractible, la familia universal p : Vg,n →
Tg,n es una familia marcada. Ma´s au´n, la trivializacio´n
Tg,n ×X → Vg,n
se puede conseguir a partir de la aplicacio´n (3.1) de la p. 41.
No´tese que si f : E → B es una familia marcada entonces cada fibra
esta´ provista de un u´nico marking mo´dulo equivalencia de Teichmu¨ller
y por tanto hay una aplicacio´n bien definida B → Tg,n. Con las mismas
notaciones, se tiene la siguiente definicio´n:
Definicio´n 37. Sea f : E → B una familia holomorfa de superficies
de Riemann de tipo finito (g, n). Si f es marcada entonces se define la
aplicacio´n de clasificacio´n de f mediante
Φ : B → Tg,n b 7→ [(f−1(b), T bi )].
Teorema 3.8. La aplicacio´n de clasificacio´n es holomorfa.
Demostracio´n. Ver [57, p. 355]. 
Proposicio´n 3.9. El pull-back de una familia marcada es nueva-
mente una familia marcada.
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Definicio´n 38. Un isomorfismo de familias marcadas es un isomor-
fismo de familias (φ, ψ) tal que la restriccio´n de φ a cada fibra induzca
un isomorfismo de superficies de Riemann que preserve el marking.
El siguiente importante teorema es conocido en la literatura como la
Propiedad Universal de Teichmu¨ller.
Teorema 3.10. Sea f : E → B una familia holomorfa de superficies
de Riemann de tipo finito hiperbo´lico (g, n). Si f es marcada entonces
existe un u´nico morfismo de familias marcadas entre f y la familia uni-
versal
E Vg,n
B Tg,n
f p
Demostracio´n. Su demostracio´n puede encontrarse en [57, p. 349].
Para el caso infinito-dimensional ver [17]; para el caso n = 0 ver [32]. 
La aplicacio´n B → Tg,n del diagrama anterior no puede ser otra que
la aplicacio´n de clasificacio´n de f y, en consecuencia, f es isomorfa como
familia marcada al pull-back de la familia universal por su aplicacio´n de
clasificacio´n.
Supongamos que f : E → B es una familia holomorfa de superficies
de Riemann de tipo finito (g, n). Desafortunadamente no siempre es po-
sible marcar esta familia; sin embargo, podemos definir igualmente una
aplicacio´n de clasificacio´n holomorfa para f pero de forma multivaluada.
En efecto, sea b ∈ B y U una bola abierta que contenga b. Restringimos
la familia a V := f−1(U) y ahora como U se puede contraer, la familia
f : V → U s´ı es marcada (ver Ejemplo 3.3). Si
Φ : U ⊂ B → Tg,n
es su aplicacio´n de clasificacio´n entonces Φ se extiende a B como una
funcio´n holomorfa de forma multi-valuada, como afirmamos.
Adema´s Φ induce otras dos funciones holomorfas y univaluadas:
(a) Si b ∈ U ∩ U ′ con U ′ otra bola, entonces los dos markings con
los cuales se puede marcar la fibra sobre b se diferencian el uno
del otro por un homeomorfismo de X. Esto implica que Φ induce
una aplicacio´n holomorfa
h : B →Mg,n
tal que h = θ◦Φ donde θ : Tg,n →Mg,n es la proyeccio´n cano´nica.
No´tese que h env´ıa cada punto de b a la clase de isomorf´ıa de su
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fibra; esta aplicacio´n tambie´n se conoce como la aplicacio´n de
clasificacio´n de f.
(b) La aplicacio´n Φ puede extenderse de forma holomorfa a lo largo
de cualquier camino en B que comience en b y, por tanto, si
pi : B˜ → B es el cubrimiento universal de B entonces Φ se levanta
a una aplicacio´n holomorfa
Φ˜ : B˜ → Tg,n
de tal suerte que Φ ◦ pi = Φ˜.
Podemos resumir lo anterior en el siguiente diagrama conmutativo:
B˜ Tg,n
B Mg,n
Φ˜
h
Φ
pi θ

CAPI´TULO 4
Uniformizacio´n de Bers-Griffiths
En este cap´ıtulo estudiaremos la uniformizacio´n de variedades alge-
braicas proyectivas y familias holomorfas de superficies de Riemann en
el sentido de Bers-Griffiths.
4.1. Preliminares
En esta seccio´n repasaremos brevemente algunos objetos algebraicos
y anal´ıticos que es necesario conocer antes de continuar.
4.1.1. Preliminares Algebraicos.
Definicio´n 39. Un conjunto algebraico es un subconjunto X de Pn
de los ceros comunes de los polinomios de algu´n ideal homoge´neo I del
anillo C[x0, . . . , xn]. Si X es irreducible entonces diremos que X es una
variedad algebraica proyectiva.
El Teorema de la Base de Hilbert -ver, por ejemplo [3, p. 90]- nos
permite asegurar que el ideal I de la definicio´n anterior es finitamente
generado y luego X se puede ver como los ceros comunes de una cantidad
finita de polinomios homoge´neos.
Ejemplo 4.1. Sea I = 〈xyz〉. Entonces I define el conjunto algebraico
X = {[x : y : z] ∈ P2 : xyz = 0}
que corresponde a la unio´n de tres l´ıneas proyectivas; e´ste es un ejemplo
de un conjunto algebraico que no es una variedad algebraica proyectiva.
De las propiedades de los ideales se siguen los siguientes hechos:
(a) Pn y el conjunto vac´ıo son conjuntos algebraicos,
(b) la unio´n finita de conjuntos algebraicos es nuevamente un con-
junto algebraico y
(c) la interseccio´n arbitraria de conjuntos algebraicos es nuevamente
un conjunto algebraico.
Lo anterior nos permite dotar a Pn de una topolog´ıa (conocida co-
mo la topolog´ıa de Zariski) declarando como cerrados a los conjuntos
algebraicos. No´tese que los abiertos de Zariski son siempre densos en la
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topolog´ıa complejo-anal´ıtica de Pn. Una base para la topolog´ıa de Zariski
esta´ formada por los abiertos de la forma Pn −V(f) donde
V(f) = {p ∈ Pn : f(p) = 0}
con f irreducible. Se dice que V(f) es la hipersuperficie generada por f.
Una variedad algebraica proyectiva es un cerrado de Pn en la topo-
log´ıa de Zariski y por tanto podemos dotarla de la topolog´ıa inducida.
Definicio´n 40. Una variedad algebraica casi-proyectiva es un abier-
to de Zariski de una variedad algebraica proyectiva.
Ejemplo 4.2. Ejemplos de variedades algebraicas casi-proyectivas
son las variedades algebraicas proyectivas. Si de Pn removemos un pun-
to obtenemos una variedad algebraica casi-proyectiva que no es un una
variedad algebraica proyectiva.
En lo que sigue cuando hablemos de variedades algebraicas nos refe-
riremos a variedades algebraicas proyectivas y casi-proyectivas.
Definicio´n 41. Sean X ⊂ Pn y Y ⊂ Pm dos variedades algebraicas
proyectivas. Diremos que:
(a) Una aplicacio´n Cn → Cm es regular (resp. racional) si esta´ dada
por polinomios (resp. funciones racionales) con coeficientes en C
en cada componente.
(b) Una aplicacio´n Pn → Pm es regular (resp. racional) si toda res-
triccio´n de ella a abiertos afines de Pn y Pm es una aplicacio´n
regular (resp. racional).
(c) Una aplicacio´n X → Y es regular (resp. racional) si es la restric-
cio´n de una aplicacio´n regular (resp. racional) entre los espacios
proyectivos respectivos.
(d) Una aplicacio´n X → Y es birregular (resp. birracional) si es
regular (resp. racional) con inversa regular (resp. racional).
(e) X y Y son birregularmente equivalentes (resp. birracionalmen-
te equivalentes) si existe X → Y birregular (resp. birracional).
Anotamos X ' Y (resp. X ∼= Y ).
Una aplicacio´n regular (resp. birregular) tambie´n se conoce como un
morfismo (resp. isomorfismo). Una aplicacio´n racional no esta´ definida
en todos los puntos de X; para destacar este hecho en lo sucesivo utili-
zaremos la notacio´n X 99K Y.
Ejemplo 4.3. Consideremos la aplicacio´n regular inyectiva s : P1 ×
P1 → P3 definida por
([x0 : x1], [y0 : y1]) 7→ [x0y0 : x0y1 : x1y0 : x1y1].
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En las coordenadas u, v, w y z la imagen X de s es la hipersuperficie
generada por el polinomio uz−vw y de esta forma se puede ver a P1×P1
como una cua´drica lisa en P3. La aplicacio´n racional
X 99K P2 [u : v : w : z]→ [u : v : w]
esta´ definida en todo punto salvo en [0 : 0 : 0 : 1] y admite como inversa
la aplicacio´n racional
P2 99K X [z0 : z1 : z2] 7→ [z20 : z0z1 : z0z2 : z1z2]
la cual esta´ definida en todos los puntos de P2 salvo en [0 : 0 : 1] y
[0 : 1 : 0]. Sigue que P1 × P1 y P2 son birracionalmente equivalentes.
Supongamos que X esta´ definida por los polinomios f1, . . . , fm en Pn.
Un punto x ∈ X para el cual la evaluacio´n de la matriz jacobiana
J(f1, . . . , fm) =
(
∂fi
∂xj
)
∈ M(m× (n+ 1),C[x0, . . . , xn])
no tiene rango maximal es llamado un punto singular de X. Si X carece
de puntos singulares entonces diremos que X es una variedad algebraica
proyectiva lisa o no-singular.
Ejemplo 4.4. La hipersuperficie V(f) es lisa si y so´lo si no contiene
ningu´n punto que anule simulta´neamente todas las derivadas parciales
de f.
El Teorema de Normalizacio´n de Noether -ver, por ejemplo [62, p.
52]- asegura que cada variedad algebraica proyectiva X esta´ provista de
una aplicacio´n finita X → Ps, donde s depende so´lo de X.
Definicio´n 42. Se define la dimensio´n de X como el u´nico entero s
satisfaciendo el Teorema de Normalizacio´n de Noether. Anotamos
s = dimX.
Si U ⊂ X es una variedad algebraica casi-proyectiva no vac´ıa entonces
X − U es una unio´n finita de subvariedades algebraicas proyectivas de
X de codimensio´n positiva.
Curvas y superficies algebraicas proyectivas son variedades algebrai-
cas proyectivas de dimensio´n uno y dos respectivamente. En el primer
cap´ıtulo de este trabajo vimos que existe una equivalencia entre curvas
algebraicas proyectivas conexas no-singulares y superficies de Riemann
compactas. Si bien toda superficie algebraica proyectiva no-singular es
una superficie compleja compacta (es decir, una variedad anal´ıtica com-
pleja compacta de dimensio´n dos), el siguiente ejemplo muestra que no
se tiene una equivalencia.
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Ejemplo 4.5. Sea G el subgrupo de Aut(C2) generado por la trans-
formacio´n (z, w) 7→ (z/2, w/2). Entonces la superficie compleja cociente
C2 − {(0, 0)}/G
es compacta pero no algebraica proyectiva. Ver, por ejemplo [4, p. 172]
Proposicio´n 4.1. Sea X1 → X2 un cubrimiento no ramificado entre
superficies complejas compactas. Entonces X1 es algebraica proyectiva si
y so´lo si X2 es algebraica proyectiva.
Demostracio´n. Ver, por ejemplo [30, p. 192]. 
Proposicio´n 4.2. Sea X ⊂ Pm variedad algebraica proyectiva li-
sa de dimensio´n n. Existen polinomios homoge´neos del mismo grado
f0, . . . , fn−1 en m + 1 indeterminadas y abiertos de Zariski U ⊂ X y
B ⊂ Pn−1 de tal suerte que la aplicacio´n racional
f : Pm 99K Pn−1 ξ 7→ [f0(ξ) : . . . : fn−1(ξ)]
satisface las siguientes propiedades:
(a) f induce una aplicacio´n regular entre U y B.
(b) f es de rango maximal en cada punto de U.
(c) Para cada b ∈ B el conjunto
Sb = f
−1(b) ∩ U
es superficie de Riemann tipo finito (g, k) fijo con 3g−3 +k ≥ 0.
Demostracio´n. Ver, por ejemplo [10, p. 286]. 
4.1.2. Preliminares Anal´ıticos. En este apartado revisaremos
algunos objetos y resultados que necesitaremos sobre espacios anal´ıticos
complejos. Una buena referencia es [28].
Definicio´n 43. Sea Ω un abierto de Cn. Un subconjunto U de Ω es
un subconjunto anal´ıtico de Ω si cada x ∈ U tiene una vecindad N ⊂ Ω
de tal suerte que
U ∩N = {x ∈ N : f1(x) = · · · = fs(x) = 0}
para ciertas funciones holomorfas f1, . . . , fs en N.
Definicio´n 44. Sea X un espacio topolo´gico y OX un subhaz del
haz de ge´rmenes de funciones continuas de X. Se dice que X (o que el
par (X,OX)) es un espacio anal´ıtico complejo si:
(a) X es Hausdorff y segundo numerable.
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(b) cada punto x ∈ X tiene un entorno V ⊂ X provisto de un ho-
meomorfismo f : V → U sobre un subconjunto anal´ıtico U de un
abierto Ω ⊂ Cn de tal suerte que
OX |V = f ∗(OCn|U)
El haz OX de la definicio´n anterior es, por definicio´n, el haz de ge´rme-
nes de funciones holomorfas del espacio anal´ıtico complejo X.
Intuitivamente, un espacio anal´ıtico complejo es un espacio que luce
localmente como subconjunto de un abierto de Cn obtenido como ce-
ros de una coleccio´n finita de funciones holomorfas. Los ejemplos ma´s
ilustrativos se pueden conseguir como subconjuntos de Cn.
Ejemplo 4.6. La bolas en Cn son espacios anal´ıticos complejos. En
efecto, basta tomar f1, . . . , fs como las funciones nulas. El conjunto
{(x, y) ∈ C2 : y2 = x3}
es un espacio anal´ıtico complejo tomando f1(x, y) = y
2 − x3.
Un punto x ∈ X es un punto regular de X si tiene un entorno que es
isomorfo a un abierto de Cn. Un punto singular es un punto no regular.
Un espacio anal´ıtico complejo (conexo) que carece de puntos singulares
es una variedad anal´ıtica compleja.
Denotaremos por OX,x el anillo de funciones holomorfas de x.
Definicio´n 45. Un punto x ∈ X es normal si OX,x es ı´ntegramente
cerrado en su anillo de cocientes.
Si todo punto de X es normal entonces se dice que X es un espacio
anal´ıtico complejo normal. Todo punto regular es normal.
Ejemplo 4.7. El espacio de mo´dulos Mg,n es un espacio anal´ıtico
complejo normal como anunciamos en el Teorema 2.24. Ma´s en general,
como consecuencia del Teorema de Cartan (ver [13]) los cocientes de
variedades anal´ıticas complejas por la accio´n de grupos actuando discon-
tinuamente son espacios anal´ıticos complejos normales.
Definicio´n 46. Sean X y Y dos espacios anal´ıticos complejos. Una
aplicacio´n continua f : X → Y es una aplicacio´n holomorfa entre espa-
cios anal´ıticos complejos si para todo x ∈ X vale que
f ∗(OY,f(x)) ⊂ OX,x.
Definicio´n 47. Una aplicacio´n meromorfa entre dos espacios anal´ıti-
cos complejos X y Y es una correspondencia f : X → Y satisfaciendo
las siguientes propiedades:
(a) f(x) es un subconjunto compacto no vac´ıo de Y para cada x ∈ X.
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(b) El grafo
gr(f) = {(x, y) ∈ X × Y : y ∈ f(x)}
de f es un subespacio anal´ıtico complejo de X×Y cuya dimensio´n
es igual a la dimensio´n de X.
(c) Existe un subconjunto denso X∗ de X de modo que la restriccio´n
de f a X∗ es una funcio´n.
La proyeccio´n pi : gr(f)→ X es propia y por tanto
pi−1(x) = {x} × f(x) ∼= f(x)
es un subespacio anal´ıtico complejo de Y. Por un resultado de Remmert,
el subconjunto S de puntos donde f(x) tiene dimensio´n positiva es un
subespacio anal´ıtico complejo cerrado de X de codimensio´n al menos
dos. Ver, por ejemplo [44, p. 105]. De esta forma
f : X − S → Y
es una aplicacio´n holomorfa entre espacios anal´ıticos complejos. Las no-
ciones de aplicacio´n biholomorfa y bimeromorfa se definen de la forma
natural.
Ejemplo 4.8. Sea U ⊂ C2 un entorno de (0, 0) y
X = {((x, y), [z1 : z2]) ∈ U × P1 : xz2 = yz1}
subvariedad anal´ıtica compleja de U × P1 provista de la proyeccio´n
pi : X → U ((x, y), [z1 : z2]) 7→ (x, y).
Entonces la correspondencia inversa de pi, digamos
f : U → X,
es una aplicacio´n meromorfa. En efecto, si (x0, y0) 6= (0, 0) entonces
f(x0, y0) = ((x0, y0), [x0 : y0]).
Adema´s
f(0, 0) = {((0, 0), [z1 : z2] : [z1 : z2] ∈ P1}
y por tanto (0, 0) se corresponde con una copia L de P1 dentro de X. Es
claro que el grafo de f es un subespacio anal´ıtico complejo de U ×X de
dimensio´n uno. En este ejemplo f no esta´ definida como funcio´n so´lo en
(0, 0) y por lo tanto
f : U − {(0, 0)} → X
es holomorfa. De hecho,
f : U − {(0, 0)} → X − L
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es un biholomorfismo. La aplicacio´n pi se conoce como la explosio´n de U
en el origen.
Cada variedad algebraica proyectiva es al mismo tiempo una sub-
variedad anal´ıtica compleja compacta de algu´n espacio proyectivo Pn
(provisto Pn de la topolog´ıa complejo-anal´ıtica). El siguiente teorema es
conocido como el Teorema de Chow. Ver, por ejemplo [4, p. 44]
Teorema 4.3. Sea X ⊂ Pn un subespacio anal´ıtico complejo. Si X
es cerrado en la topolog´ıa complejo-anal´ıtica, entonces X es cerrado en
la topolog´ıa de Zariski.
Serre en su famoso trabajo Ge´ome´trie Alge´brique et Ge´ome´trie Analy-
tique (ma´s conocido como GAGA; ver [59]) prueba que las propiedades
anal´ıticas (por ejemplo, aplicaciones holomorfas y meromorfas) y las pro-
piedades algebraicas (por ejemplo, aplicaciones regulares y racionales) se
corresponden. Es por esta razo´n que para variedades algebraicas pode-
mos hacer libre uso de las herramientas anal´ıticas despue´s de dotarlas de
la estructura compleja natural. Ver, por ejemplo [4, p. 44] y [34, p. 438].
Teorema 4.4. Sea X un espacio anal´ıtico complejo. Entonces existe
un espacio anal´ıtico complejo normal XN u´nicamente determinado por
X mo´dulo isomorfismo y una aplicacio´n bimeromorfa
piN : X
N → X
de grado finito. Ma´s au´n, si N denota el conjunto de los puntos normales
de X, entonces piN induce un isomorfismo entre N y pi
−1
N (N).
Teorema 4.5. Sea X un espacio anal´ıtico complejo. Entonces existe
una variedad anal´ıtica compleja Y y una aplicacio´n bimeromorfa
pi : Y → X
de tal suerte que si S denota el conjunto de los puntos singulares de X
entonces pi induce un isomorfismo entre X − S y Y − pi−1(S).
La aplicacio´n del Teorema 4.4 se conoce como la normalizacio´n de X
mientras que cada aplicacio´n como en el Teorema 4.5 es conocida como
una resolucio´n de singularidades de X.
Recalcamos que existen muchas resoluciones de singularidades para
un mismo espacio, sin embargo, para espacios anal´ıticos complejos nor-
males de dimensio´n dos se tiene el siguiente resultado, cuya prueba puede
encontrarse, por ejemplo, en [4, p. 86]
Teorema 4.6. Sea X una espacio anal´ıtico complejo normal de
dimensio´n dos. Entonces el conjunto de singularidades de X es finito y
existe una resolucio´n de singularidades
pim : Xm → X
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u´nicamente determinada por X mo´dulo isomorfismo caracterizada como
aque´lla que no contrae ninguna curva en Xm que sea racional con auto-
interseccio´n −1.
4.1.3. Dimensio´n de Kodaira. Sea X una variedad anal´ıtica
compleja compacta y K un divisor cano´nico. Para cada entero positi-
vo n denotaremos por nK el divisor de n−formas holomorfas de X y por
|nK| su sistema lineal, esto es, el conjunto de divisores efectivos de X
linealmente equivalentes con nK.
Si |nK| es no vac´ıo entonces nK da lugar a una aplicacio´n meromorfa
ϕnK : X → PN
llamada la n−e´sima aplicacio´n pluri-cano´nica.
Definicio´n 48. La dimensio´n de Kodaira X se define como
κ(X) = ma´x
n>0
dimϕnK(X).
Si |nK| es vac´ıo para todo n entonces diremos que la dimensio´n de
Kodaira de X es −∞. Definiciones equivalentes para la dimensio´n de
Kodaira pueden verse, por ejemplo en [4, p. 22] y [43, p. 365].
Las ideas descritas en el primer cap´ıtulo de este trabajo para justificar
que toda superficie de Riemann es una curva algebraica proyectiva nos
permiten escribir la siguiente proposicio´n.
Proposicio´n 4.7. Sea C una superficie de Riemann compacta de
ge´nero g. Entonces:
(a) g = 0 si y so´lo si κ(C) = −∞.
(b) g = 1 si y so´lo si κ(C) = 0.
(c) g ≥ 2 si y so´lo si κ(C) = 1.
Definicio´n 49. Sea X una variedad anal´ıtica compleja compacta.
Se dice que X es de tipo general si
κ(X) = dim(X).
Supongamos que S es una variedad anal´ıtica compleja compacta dos-
dimensional. Si S es de tipo general entonces existe n de tal suerte que
S → S ′ := ϕnK(S)
es meromorfa. Notamos que S ′ (y por tanto tambie´n S) esta´ provista de
dos funciones meromorfas algebraicamente independientes. Sigue por el
Teorema de Chrow-Kodaira que S es una superficie algebraica proyectiva.
Ver, por ejemplo [34, p. 443].
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El siguiente resultado es un caso particular de una conjetura mucho
ma´s general propuesta por Iitaka (ver, por ejemplo [4, p. 5]); se conoce
como la sub-aditividad de la dimensio´n de Kodaira.
Teorema 4.8. Si f : S → C un morfismo sobreyectivo entre una
superficie algebraica proyectiva S y una curva algebraica proyectiva C
con fibra general F, entonces
κ(S) ≥ κ(C) + κ(F ).
En particular, si C y F son hiperbo´licas entonces S es de tipo general.
Demostracio´n. Ver [42, Teorema 2]. 
Definicio´n 50. Un espacio anal´ıtico complejo compacto es de tipo
general si posee una resolucio´n de singularidades (que es una variedad
anal´ıtica compleja compacta) de tipo general.
Teorema 4.9. Sean X y Y espacios anal´ıticos complejos tales que
dim(Y ) ≤ dim(X) con Y compacto y de tipo general. Sea A un subespacio
anal´ıtico complejo de X. Entonces cada aplicacio´n meromorfa X −A→
Y de rango maximal es de hecho una aplicacio´n meromorfa de X en Y.
Demostracio´n. Ver [43, p. 370]. 
4.2. Uniformizacio´n de Variedades Algebraicas
Hemos visto que existen so´lo tres opciones para el cobertor universal
de una superficie de Riemann. Desafortunadamente no existe un resulta-
do similar en dimensiones mayores. Algunas razones para justificar esta
afirmacio´n son las siguientes (ver, por ejemplo [62, p. 401]):
(a) existe una cantidad infinita de variedades anal´ıticas complejas
compactas simplemente conexas de dimensio´n n ≥ 2.
(b) para cada grupo finito Γ existe una variedad anal´ıtica compleja
compacta de dimensio´n n ≥ 2 cuyo grupo fundamental es Γ.
(c) el polidisco
∆n = {(z1, . . . , zn) ∈ Cn : |zi| < 1}
no es isomorfo a la bola unitaria
Bn = {z ∈ Cn : |z| < 1}
para n ≥ 2 (Teorema de Poincare´).
A pesar de lo anterior, Griffiths en [29] obtuvo una uniformizacio´n
local (en el sentido de la topolog´ıa de Zariski) para variedades algebraicas
proyectivas utilizando la uniformizacio´n simulta´nea para superficies de
Riemann introducida diez an˜os antes por Bers en [9].
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Definicio´n 51. Sea B ⊂ Cn un dominio. Diremos que B es un do-
minio de Bergman n−dimensional si es un conjunto formado por n−uplas
(z1, . . . , zn) tales que z1 ∈ ∆ y
zj+1 ∈ Dj+1(z1, . . . , zj) 1 ≤ j ≤ n− 1
donde Dj+1 es un dominio acotado de Jordan cuya curva frontera admite
una representacio´n parame´trica
zj+1 = W (z1, . . . , zj; s) s ∈ S1 = ∂∆
donde para s fijo, la funcio´n W es holomorfa con respecto a z1, . . . , zj
para z1 ∈ ∆ y z2 ∈ D2(z1), z3 ∈ D3(z1, z2), . . . , zj ∈ Dj(z1, . . . , zj−1).
El siguiente resultado es fundamental para esta tesis. Haremos refe-
rencia a e´l como el Teorema de Uniformizacio´n de Bers-Griffiths; inclui-
mos su demostracio´n siguiendo [10, p. 285].
Teorema 4.10. Sea X una variedad algebraica proyectiva lisa de
dimensio´n n. Entonces existe un abierto de Zariski no vac´ıo U de X de
tal suerte que el cobertor universal de U es isomorfo a un dominio de
Bergman n−dimensional.
Demostracio´n. Procedemos por induccio´n sobre la dimensio´n de
X. Como primer paso notamos que el teorema en el caso n = 1 no nos
dice ma´s que la uniformizacio´n de superficies de Riemann. Supongamos
que el teorema es cierto para n− 1 con n ≥ 2 y que X ⊂ Ps.
La Proposicio´n 4.2 nos permite asegurar la existencia de polinomios
homoge´neos f0, . . . , fn−1 de tal suerte que la correspondencia
f : Ps 99K Pn−1 ξ 7→ [f0(ξ) : . . . : fn−1(ξ)]
induce una aplicacio´n regular entre abiertos de Zariski U ⊂ X y B ⊂
Pn−1 y que para todo b ∈ B el conjunto
Sb = f
−1(b) ∩ U ⊂ U
es una superficie de Riemann de tipo finito fijo (g, k) con 3g− 3 + k ≥ 0
contenida en U. Como la dimensio´n de B es n − 1, la hipo´tesis induc-
tiva nos dice que existe un abierto de Zariski U ′ ⊂ B uniformizado por
un dominio de Bergman (n − 1)−dimensional. Sin perder generalidad
podemos suponer que U ′ = B.
Sea G un grupo fuchsiano libre de torsio´n de tal suerte que el cociente
∆/G sea una superficie de Riemann de tipo (g, k). Sea b0 ∈ B y W ⊂ B
una vecindad contractible de b0. Restringimos f a ese abierto
f : V ⊂ U → W ⊂ B
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con V = f−1(W ), obteniendo una familia holomorfa de superficies de
Riemann que es marcada. Sigue que la aplicacio´n de clasificacio´n
Φ : W → T (G) b 7→ Φ(b) = [µ]
tal que wµ(∆)/Gµ ∼= Sb es holomorfa y puede ser continuada de forma
holomorfa a cada camino en B. Sea pi : B˜ → B el cubrimiento universal
de B y
Φ˜ : B˜ → T (G)
el levantamiento de Φ a B˜. Definimos
B = {(t, z) : t ∈ B˜, z ∈ wΦ˜(t)(∆)} ⊂ Cn.
No´tese que en estricto rigor en la expresio´n anterior deber´ıamos es-
cribir σ(Φ˜(t)) en vez de Φ˜(t) donde σ es una seccio´n del fibrado funda-
mental. Utilizaremos este abuso de la notacio´n en todo lo que sigue.
Un punto t´ıpico de B es de la forma (t1, . . . , tn−1, z) donde t1 ∈ ∆,
tj+1 ∈ Dj(t1, . . . , tj). La hipo´tesis inductiva asegura que Dj y su frontera
satisfacen las condiciones de la Definicio´n 51. Por otro lado,
z ∈ Dt = Dt1,...,tn−1 := wΦ˜(t)(∆)
cuya frontera es el casi-c´ırculo
∂(wΦ˜(t)(∆)) = wΦ˜(t)(S1)
donde S1 denota la circunferencia unitaria en C. Sigue que la frontera de
Dt admite una representacio´n parame´trica
z = W (t, s) := wΦ˜(t)(s)
para s ∈ S1 y t ∈ ∆. No´tese que para s fijo, la funcio´n
t 7→ wΦ˜(t)(s)
es holomorfa. En efecto, la afirmacio´n anterior es consecuencia de la holo-
morf´ıa tanto de la aplicacio´n de clasificacio´n como de la correspondencia
µ 7→ wµ(z0) para z0 fijo. De esta forma, B es un dominio de Bergman
n−dimensional y so´lo resta chequear que es isomorfo al cobertor univer-
sal de U.
El grupo G actu´a sobre B por biholomorfismos
(4.1) g · (t, z) = (t, wΦ˜(t)g(wΦ˜(t))−1(z))
de forma propiamente discontinua y sin puntos fijos; en consecuen-
cia, el espacio cociente tiene estructura de variedad anal´ıtica compleja
n−dimensional y la proyeccio´n B → B/G es el cubrimiento universal
de B/G por ser B simplemente conexo.
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Un punto t´ıpico de B/G es un par (t, [z]) donde
[z] ∈ wΦ˜(t)(∆)/GΦ˜(t) ∼= Spi(t) ⊂ U
y t ∈ B˜. Podemos entonces construir una aplicacio´n holomorfa y sobre-
yectiva
Π : B/G→ U (t, [z]) 7→ [z]
y considerar la composicio´n B → B/G→ U. Sigue que B es el cobertor
universal de U, esto es, U admite como cobertor universal un dominio de
Bergman n−dimensional. Esto concluye la demostracio´n. 
4.3. Uniformizacio´n de Familias
En esta seccio´n estudiaremos el cobertor universal de una familia
holomorfa de superficies de Riemann. Comenzamos por adaptar la de-
mostracio´n del Teorema de Uniformizacio´n de Bers-Griffiths para probar
el siguiente:
Teorema 4.11. Sea R una superficie de Riemann de tipo finito hi-
perbo´lico y f : V → R una familia holomorfa no-isotrivial de superficies
de Riemann de tipo finito hiperbo´lico. Entonces el cobertor universal de
V es isomorfo a un dominio de Bergman dos-dimensional.
Demostracio´n. Supongamos que f es una familia de tipo finito
hiperbo´lico (g, n). Sea pi : ∆ → R un cubrimiento universal de R y Γ el
grupo de transformaciones de pi de tal suerte que R es isomorfo a ∆/Γ.
Denotaremos por h : pi∗V → ∆ la familia pull-back de f por pi.
pi∗V V
∆ R
pi
h f
pi2
Recalcamos que h es una nueva familia cuyas fibras son isomorfas a
las fibras de f pero que, dado que ∆ es contractible, goza de la cualidad
de ser una familia marcada. Sigue que su aplicacio´n de clasificacio´n
Φ : ∆→ Tg,n
esta´ bien definida y, por la propiedad universal de Teichmu¨ller, h es
isomorfa al pull-back de la familia universal p : Vg,n → Tg,n por Φ. De
forma equivalente, existe un isomorfismo pi∗V ∼= Φ∗Vg,n que preserva
fibras donde
Φ∗Vg,n = {(t, ρ) ∈ ∆× Vg,n : Φ(t) = p(ρ)}
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y un diagrama conmutativo
pi∗V ∼= Φ∗Vg,n Vg,n
∆ Tg,n
Φ
h p
Consideramos tambie´n la fibracio´n pull-back del espacio fibrado de
Bers F : Fg,n → Tg,n por Φ. Se tiene que el diagrama
Φ∗Fg,n Fg,n
∆ Tg,n
Φ
F ′ F
es conmutativo donde
Φ∗Fg,n = {(t, ξ) ∈ ∆× Fg,n : Φ(t) = F (ξ)}.
Denotaremos por pi′ : B → pi∗V el cubrimiento universal de pi∗V.
Afirmacio´n 1. B es el cobertor universal de V.
Sea Π : B → V la aplicacio´n continua y sobreyectiva dada por Π =
pi2 ◦pi′. Dado que pi′ es un cubrimiento y B es simplemente conexo, basta
verificar que pi2 es un cubrimiento. Sea v ∈ V y z ∈ ∆ tal que pi(z) =
f(v). Como Γ actu´a sin puntos fijos sobre ∆ existe un entorno U de z tal
que γ(U)∩U = ∅ para todo γ ∈ Γ no trivial. Definimos W := f−1(pi(U))
entorno de v. Ahora
pi−12 (W ) = pi
−1
2 f
−1(pi(U)) = h−1pi−1(pi(U)) = ∪γ∈Γh−1(γ(U))
y la eleccio´n de U asegura que la unio´n anterior es disjunta. Es claro que
para cada γ la aplicacio´n
pi2 : h
−1(γ(U))→ W
es un homeomorfismo.
Afirmacio´n 2. Φ∗Fg,n es un espacio simplemente conexo.
Notamos que el fibrado Φ∗Fg,n → ∆ esta´ modelado por un casi-disco,
digamos D. Como la base y la fibra son espacios simplemente conexos,
la sucesio´n exacta larga de homotop´ıa asociada a la fibracio´n es
1 = pi1(D)→ pi1(Φ∗Fg,n)→ pi1(∆) = 1
y por tanto pi1(Φ
∗Fg,n) = 1.
Afirmacio´n 3. B y Φ∗Fg,n son isomorfos.
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Ya vimos en la Afirmacio´n 1 y en la Afirmacio´n 2 que B es el cobertor
universal de V y que Φ∗Fg,n es simplemente conexo. Nos bastara´ entonces
probar que Φ∗Fg,n cubre a V. Consideramos la aplicacio´n
η : Φ∗Fg,n → Φ∗Vg,n
dada por
(t, ξ = (Φ(t), z)) 7→ (t, ρ = (Φ(t), [z]))
donde [z] denota la GΦ(t)−clase de z, la cual es continua, sobreyectiva
y satisface h ◦ η = F ′. Observamos que dado (t0, ρ0 = (Φ(t0), [z0])) ∈
Φ∗Vg,n, su conjunto preimagen corresponde a los puntos de la forma
(t0, ξ0 = (Φ(t0), g · z0))
con g ∈ GΦ(t0) y por tanto η es un cubrimiento de Φ∗Vg,n. Como en la
Afirmacio´n 1 ya vimos que pi2 es un cubrimientos, la composicio´n
pi2 ◦ η : Φ∗Fg,n → Φ∗Vg,n ∼= pi∗V → V
es un cubrimiento de V. La unicidad mo´dulo isomorf´ıa del cobertor uni-
versal nos dice que Φ∗Fg,n y B son isomorfos, probando la afirmacio´n.
Definimos
B = {(t′, z′) ∈ ∆× C : z′ ∈ Dt′}
donde Dt′ = w
Φ(t′)(∆). Entonces es claro que B es un dominio de Berg-
man dos-dimensional provisto de la aplicacio´n frontera
(4.2) W (t′, s′) = wΦ(t
′)(s′).
La aplicacio´n
Φ∗Fg,n → B (t, ξ = (Φ(t), z)) 7→ (t, z)
es holomorfa, inyectiva y su imagen esB. Sigue que el cobertor universal
de V es isomorfo al dominio de Bergman B, probando el Teorema 4.11.

Recalcamos desde la Definicio´n 51 que una funcio´n frontera W aso-
ciada a un dominio de Bergman dos-dimensional es una funcio´n
W : ∆× S1 → C (t, s) 7→ W (t, s)
que satisface:
(a) s 7→ W (t, s) es inyectiva para todo t ∈ ∆.
(b) t 7→ W (t, s) es holomorfa para todo s ∈ S1.
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Adema´s, un mismo dominio de Bergman puede estar provisto de ma´s
de una funcio´n frontera.
Imayoshi y Nishimura en [38] y [39] estudiaron el cobertor universal
de familias holomorfas de superficies de Riemann demostrando que una
familia es isotrivial si y so´lo si su cobertor universal es isomorfo al bidisco.
Definicio´n 52. Sea B un dominio de Bergman dos-dimensional.
Diremos que:
(a) B es trivial si es isomorfo al bidisco ∆2.
(b) B es admisible si es no trivial y esta´ provisto de una funcio´n
frontera W : ∆× S1 → C satisfaciendo que
W (0, s) : S1 → C
es la identidad.
Teorema 4.12. Sea R una superficie de Riemann de tipo finito hi-
perbo´lico y f : V → R una familia holomorfa no-isotrivial de superficies
de Riemann de tipo finito hiperbo´lico. Entonces el cobertor universal de
V es isomorfo a un dominio de Bergman que es admisible.
Demostracio´n. Utilizamos las mismas notaciones de la demostra-
cio´n del teorema anterior. Sea H : ∆ × V0 → pi∗V una trivializacio´n
de h con V0 = h
−1(0) y sea α : V0 → X un difeomorfismo. Denotamos
por Ht la restriccio´n de H a {t} × V0 de tal suerte que la aplicacio´n de
clasificacio´n de h es
Φ : ∆→ T (X) t 7→ [(h−1(t), Ht ◦ α−1)].
Hemos ya visto que, por la propiedad universal de Teichmu¨ller, pi∗V ∼=
Φ∗Vg,n y el cobertor universal B de V es isomorfo a
Φ∗Fg,n = {(t, z) : t ∈ ∆, z ∈ wΦ(t)(∆)}.
Ahora, si en la definicio´n del espacio de Teichmu¨ller elegimos X = V0 y
α = H0, entonces Φ(0) = [(V0, id)] ∈ T (V0). Como la aplicacio´n frontera
de B construida en la demostracio´n del teorema anterior es
W (t, s) = wΦ(t)(s)
(ver ecuacio´n (4.2) en p. 64) se sigue que
W (0, s) = wΦ(0)(s) = s
para todo s ∈ S1. Como B no es trivial el resultado se tiene. 
Sea
B = {(t, z) : t ∈ ∆, z ∈ Dt}
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un dominio de Bergman isomorfo al cobertor universal de una familia
f : V → R de tipo finito hiperbo´lico. Denotaremos por Aut(B) el grupo
completo de biholomorfismos de B. Sea
G = {ϕ ∈ Aut(B) : Π ◦ ϕ = Π} ∼= pi1(V )
el grupo de transformaciones del cubrimiento universal Π : B → V de V
y sea Γ el grupo de transformaciones del cubrimiento universal ∆ → R
de R. Entonces los elementos de G son biholomorfismos deB de la forma
g(t, z) = (gˆ(t), gt(z))
donde gˆ ∈ Aut(∆) y gt : Dt → Dgˆ(t) es un isomorfismo.
Adema´s, el homomorfismo de grupos
Θ : G→ Aut(∆) g 7→ gˆ
induce una sucesio´n exacta de grupos
1 // K // G Θ // Γ // 1
donde Γ = im(Θ) y K := ker(Θ). Nos referiremos a e´sta como la sucesio´n
exacta de grupos asociada a la familia f.
La restriccio´n del grupo K a cada dominio Dt induce un homomor-
fismo de grupos
Φt : K→ Aut(Dt)
cuya imagen denotaremos por Kt. Adema´s, como vimos en el transcurso
de la demostracio´n del Teorema de Uniformizacio´n de Bers-Griffiths, el
grupo
Kt = w
Φ(t)K0(w
Φ(t))−1
es una deformacio´n casi-conformal del grupo fuchsiano K0 ≤ Aut(∆) (es
decir, es casi-fuchsiano; ver tambie´n la igualdad (4.1) en p. 61) y actu´a
sobre Dt de modo que
Dt/Kt ∼= f−1([t]Γ)
para todo t ∈ ∆. Diremos que G es una extensio´n de Bers-Griffiths de
K por Γ. No´tese que la familia puede ser completamente recuperada a
partir de su sucesio´n exacta asociada.
El siguiente teorema es un hecho que sera´ fundamental en las demos-
traciones de los resultados de esta tesis; fue probado por Shabat. Ver los
trabajos [60] y [61].
Teorema 4.13. Sea f : V → R una familia holomorfa no-isotrivial
de superficies de Riemann tal que sus fibras y la superficie base R son de
tipo finito hiperbo´lico y B el cobertor universal de V. Entonces:
(a) Aut(B) actu´a de forma propiamente discontinua sobre B.
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(b) pi1(V ) tiene ı´ndice finito en Aut(B).
Supongamos que f : V → R es una familia no-isotrivial de superficies
de Riemann de tipo finito hiperbo´lico caracterizada por la sucesio´n exacta
1 // K // G Θ // Γ // 1.
Describiremos dos formas para construir nuevas familias a partir de f.
4.3.1. Subgrupos de G. Cada subgrupo H de G induce una su-
cesio´n exacta
1 // KH // H
Θ|H
// ΓH // 1
por restriccio´n, donde ΓH = Θ(H) y KH = ker(Θ|H) = K ∩H.
Lema 4.14. Si H tiene ı´ndice finito en G, entonces ΓH y KH tienen
ı´ndice finito en Γ y K respectivamente.
Demostracio´n. Supongamos que H tiene ı´ndice n en G. Entonces
existen elementos g1, . . . , gn en G de tal suerte que
G = g1H ∪ . . . ∪ gnH.
Aplicando Θ a la igualdad anterior obtenemos que
Γ = γ1ΓH ∪ . . . ∪ γnΓH
donde γi = Θ(gi). Sigue que ΓH tiene ı´ndice menor o igual a n en Γ.
Ahora consideremos la aplicacio´n
Φ : K→ G/H k 7→ kH.
Si Φ(k1) = Φ(k2) entonces k
−1
2 k1 ∈ K∩H y de esta forma Φ induce una
aplicacio´n inyectiva
K/KH → G/H.
Sigue que KH tiene ı´ndice menor o igual a n en K.

Sigue que cada subgrupo de ı´ndice finito H de G induce una nueva
familia holomorfa de superficies de Riemann
fH : B/H → ∆/ΓH
de tal suerte que su fibra sobre [t]ΓH es isomorfa al cociente Dt/K
H
t donde
KHt es un grupo kleiniano que realiza la accio´n de KH sobre Dt. Como
|K/KH | =
∣∣Kt/KHt ∣∣
para todo t ∈ ∆, la fibra sobre [t]ΓH por fH cubre con grado finito fijo a
la fibra sobre [t]Γ por f.
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Se tiene el siguiente diagrama conmutativo
B/G B/H
∆/Γ ∆/ΓH
f fH
donde las flechas horizontales indican las proyecciones inducidas por las
inclusiones H ≤ G y ΓH ≤ Γ.
4.3.2. Subgrupos de Γ. Cada subgrupo Γ′ de Γ induce la sucesio´n
exacta
1 // K′ // G′
Θ|G′
// Γ′ // 1
por restriccio´n, donde G′ := Θ−1(Γ′) y K′ = ker(ΘG′) = G′ ∩K.
Lema 4.15. K′ = K.
Demostracio´n. Si g ∈ K entonces g ∈ G y Θ(g) = 1. Como Γ′ es
un subgrupo de Γ se tiene que g ∈ G′ y por tanto g ∈ K′. 
Sigue que cada subgrupo Γ′ de ı´ndice finito en Γ induce una nueva
familia holomorfa de superficies de Riemann
f ′ : B/G′ → ∆/Γ′
de tal suerte que su fibra sobre [t]Γ′ es isomorfa a la fibra sobre [t]Γ por
f. Se tiene el siguiente diagrama conmutativo
B/G B/G′
∆/Γ ∆/Γ′
f f ′
donde las fechas horizontales indican las proyecciones inducidas por las
inclusiones G′ ≤ G y Γ′ ≤ Γ. No´tese que la nueva familia f ′ coincide con
la familia pull-back de f por la proyeccio´n ∆/Γ′ → ∆/Γ
Observacio´n 4. Recalcamos que los dos procesos antes descritos
para construir nuevas familias a partir de una familia dada permiten, en
general, aumentar el ge´nero de las fibras y de la base respectivamente.
Lo relevante de esta construccio´n es que todas estas familias comparten
el mismo cobertor universal.
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4.4. Dominios de Bergman de tipo algebraico
Comenzamos esta seccio´n notando que todo dominio de Bergman
B = {(t, z) : t ∈ ∆, z ∈ Dt}
esta´ naturalmente provisto de estructura de fibrado pi : B → ∆ de modo
que la fibra sobre t ∈ ∆ sea el disco Dt. En lo que sigue utilizaremos la
notacio´n (B, pi) para indicar la estructura de fibrado de B.
Definicio´n 53. Un isomorfismo α entre (B1, pi1) y (B2, pi2) es un
biholomorfismo α : B1 → B2 que corresponde fibras de pi1 con fibras de
pi2. Tambie´n diremos que α es un isomorfismo por fibras entre B1 y B2.
Denotaremos por Aut(B, pi) el subgrupo de Aut(B) compuesto por
los automorfismos por fibras deB. Cada elemento ϕ ∈ Aut(B, pi) induce
un elemento ϕˆ ∈ Aut(∆) mediante
Dt 7→ Dϕˆ(t) := ϕ(Dt).
Sigue que la correspondencia ϕ 7→ ϕˆ da lugar a un homomorfismo
Θ : Aut(B, pi)→ Aut(∆)
el cual a su vez induce una sucesio´n exacta de grupos
1 // KB // Aut(B, pi) // ΓB // 1
donde ΓB = im(Θ) y KB = ker(Φ). Diremos que la anterior es la sucesio´n
exacta de grupos asociada al par (B, pi).
En virtud de los Teoremas 4.11 y 4.12, el cobertor universal de una
familia de superficies de Riemann es un dominio de Bergman admisible.
Adema´s, como veremos ma´s adelante, si un dominio de Bergman admi-
sible aparece como el cobertor universal de alguna familia entonces es el
cobertor universal de una superficie algebraica casi-proyectiva.
Esta observacio´n nos sugiere dar la siguiente definicio´n.
Definicio´n 54. Diremos que un dominio de Bergman admisible es
de tipo algebraico si es isomorfo al cobertor universal de una familia
holomorfa de superficies de Riemann cuya base y fibras son superficies
de Riemann de tipo finito hiperbo´lico.
El objetivo de esta seccio´n es demostrar el Teorema 4.21 el cual pro-
vee una caracterizacio´n de los dominios de Bergman admisibles que son
de tipo algebraico. Antes de aquello presentaremos algunos objetos y re-
sultados necesarios tanto para plantear esta caracterizacio´n como para
demostrarla.
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4.4.1. Movimientos Holomorfos.
Definicio´n 55. Sea E un subconjunto de la esfera de Riemann C.
Un movimiento holomorfo de E parametrizado por ∆ es una funcio´n
f : ∆× E → C
satisfaciendo las siguientes propiedades:
(a) f(0, s) = s para todo s ∈ E.
(b) t 7→ f(t, s) es holomorfa para todo s ∈ E.
(c) s 7→ f(t, s) es inyectiva para todo t ∈ ∆.
El concepto de movimiento holomorfo fue introducido por primera
vez por Man˜e´, Sad y Sullivan en [51] atrayendo bastante atencio´n como
una herramienta u´til en dina´mica compleja y teor´ıa de Teichmu¨ller.
Un problema bien estudiado sobre movimientos holomorfos es el de
la extensio´n, esto es, determinar condiciones bajo las cuales un movi-
miento holomorfo de E1 puede extenderse a un movimiento holomorfo
de E2 ⊇ E1. Despue´s de varios resultados parciales, el problema fue
completamente resuelto por Slodkowski; ver [63, Teorema 1.3].
Teorema 4.16. Sea f : ∆×E → C un movimiento holomorfo de E
parametrizado por ∆. Entonces f admite una extensio´n a un movimiento
holomorfo de la esfera de Riemann parametrizado por ∆.
Supongamos que E contiene al menos tres puntos y sea G un grupo
de transformaciones de Mo¨bius que dejen E invariante.
Definicio´n 56. Un movimiento holomorfo f : ∆×E → C es llamado
G−equivariante si para cada g ∈ G y t ∈ ∆ existe una transformacio´n
de Mo¨bius Xt(g) de modo que
f(t, g(s)) = Xt(g)(f(t, s))
para cada s ∈ E.
Un movimiento holomorfo G−equivariante induce una coleccio´n
{Xt(G) = ftGf−1t : t ∈ ∆}
de grupos que, en el lenguaje de Bers, se conoce como familia holomorfa
de grupos de transformaciones de Mo¨bius abstractamente isomorfos (ver,
por ejemplo [8]).
El siguiente resultado complementa el Teorema 4.16.
Teorema 4.17. Sea f : ∆ × E → C un movimiento holomorfo de
E parametrizado por ∆ que es G−equivariante. Entonces f admite una
extensio´n a un movimiento holomorfo de la esfera de Riemann parame-
trizado por ∆ que tambie´n es G−equivariante.
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Demostracio´n. Ver [19, Teorema 1]. 
Sullivan en [64] (ver tambie´n [6, Teorema 2.3] para un contexto ma´s
general) demostro´ el siguiente resultado.
Teorema 4.18. Sea f : ∆ × E → C un movimiento holomorfo de
E parametrizado por ∆. Entonces la inyeccio´n
ft := f(t, ·) : E → C
es la restriccio´n de un homeomorfismo casi-conformal de C.
Como consecuencia del teorema anterior se puede probar que todo
movimiento holomorfo es continuo. Este hecho ya hab´ıa sido probado en
el llamado λ−lema (ver [51, p. 193]).
Sea (B, pi) un dominio de Bergman admisible siendo Dt la fibra sobre
t ∈ ∆. Es claro desde la Definicio´n 52 que existe una aplicacio´n frontera
W : ∆× S1 → C (t, s) 7→ W (t, s)
que es un movimiento holomorfo de S1 parametrizado por ∆. Ahora,
por el Teorema 4.16, W se extiende a un movimiento holomorfo de toda
la esfera de Riemann parametrizado por ∆. Denotaremos con el mismo
s´ımbolo W su restriccio´n a ∆×∆. Como Wt es un homeomorfismo casi-
conformal y Dt es un dominio acotado de Jordan con ∂Dt = Wt(S1), se
tiene que Dt = Wt(∆) y por tanto Dt es un casi-disco para todo t ∈ ∆.
No´tese que B se reobtiene como el grafo del homeomorfismo
(t, z) 7→ (t,Wt(z))
y pi como la proyeccio´n en la primera coordenada. Es decir:
Proposicio´n 4.19. Cada dominio de Bergman admisible (B, pi) pue-
de recuperarse a partir de una funcio´n frontera W que sea un movimiento
holomorfo.
Por otro lado, todo movimiento holomorfo de ∆ parametrizado por
∆ da lugar a un dominio de Bergman. Veamos dos ejemplos:
Ejemplo 4.9. Un movimiento holomorfo f para el cual
z 7→ ft(z) = f(t, z)
es, adema´s de inyectivo, holomorfo para todo t ∈ ∆ (por ejemplo, el
movimiento holomorfo trivial f(t, z) = z) da lugar a un dominio de
Bergman B que es trivial. En efecto, en tal caso la correspondencia
(t, z) 7→ (t, ft(z))
es un biholomorfismo entre ∆2 y su imagen B.
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Ejemplo 4.10. Liu en [49] (ver tambie´n [65, p. 6]) probo´ que el
dominio de Bergman B inducido por el movimiento holomorfo
f : ∆×∆→ C (t, z) 7→ z + t2z
es no-trivial y por tanto admisible. Afirmamos que f no es equivariante
por ningu´n grupo fuchsiano. En efecto, por ejemplo para t = 1/
√
2 se
tiene que
f 1√
2
(z) = z + (1/2)z
y que
f−11√
2
(z) = (4/3)z − (2/3)z.
Entonces, usando algu´n programa computacional, se puede chequear que
f 1√
2
◦ g ◦ f−11√
2
(z)
no es una transformacio´n de Mo¨bius para cada g(z) = eiθ(z+a)/(1−az).
Sea
1 // KB // Aut(B, pi) // ΓB // 1
la sucesio´n exacta de grupos asociada a (B, pi). La restriccio´n de KB al
casi-disco Dt da lugar a un homomorfismo de grupos
Φt : KB → Aut(Dt)
para todo t ∈ ∆; denotaremos por Kt la imagen de Φt. En particular K0
es un subgrupo de Aut(∆) y por tanto deja S1 invariante. No´tese que,
en general, el homomorfismo anterior no es inyectivo. Por ejemplo, si
consideramos el bidisco junto con la proyeccio´n en la primera coordenada,
podemos ver que el automorfismo no trivial de KB
(t, z) 7→ (t, (z − t)/(1− t¯z))
pertenece a ker(Φ0).
Proposicio´n 4.20. Si Φ0 es inyectivo y W es una funcio´n fronte-
ra que es un movimiento holomorfo K0−equivariante entonces Xt(K0)
coincide con Kt para todo t ∈ ∆. En particular, los grupos Kt son casi-
conformalmente conjugados.
Demostracio´n. Supongamos que W es K0−equivariante. Entonces
para todo t, z ∈ ∆ y k0 ∈ K0 se tiene que
W (t, k0(z)) = Xt(k0)(W (t, z))
donde Xt(k0) = Wtk0W
−1
t es una transformacio´n de Mo¨bius. Es claro que
la correspondencia z 7→ Wtk0W−1t (z) define una aplicacio´n holomorfa.
Afirmamos que la correspondencia t 7→ Wtk0W−1t (z) tambie´n lo hace.
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En efecto, siguiendo [19, p. 929], consideremos tres puntos z1, z2, z3 en
∆ y ht la u´nica transformacio´n de Mo¨bius tal que
W (t, zi) = ht(zi)
para todo i. Sigue que
W (t, k0(zi)) = Xt(k0)(ht(zi)).
Como las aplicaciones t 7→ W (t, zi) y t 7→ W (t, k0(zi)) son holomorfas,
se tiene que t 7→ ht y t 7→ Xt(k0) ◦ ht tambie´n lo son. Esto implica que
t 7→ Xt(k0(z)) = Wtk0W−1t (z) es holomorfa, como afirmamos.
En consecuencia, para cada k0 ∈ K0 la aplicacio´n
ϕk0 : B → B (t, z) 7→ (t,Wtk0W−1t (z))
es un biholomorfismo de B que pertenece al nu´cleo KB. Ahora, como
estamos asumiendo que Φ0 es un isomorfismo, el homomorfismo Ψ0 :
K0 → KB tal que Ψ0(k0) = ϕk0 ha de ser la inversa de Φ0. Sigue que
cada elemento de KB es de la forma
(t, z) 7→ (t,Wtk0W−1t (z))
para algu´n k0 ∈ K0, es decir, Xt(K0) = Kt para todo t ∈ ∆. La u´ltima
afirmacio´n de la proposicio´n es consecuencia del Teorema 4.18. 
4.4.2. Caracterizacio´n de los dominios de Bergman de tipo
algebraico.
Teorema 4.21. Sea (B, pi) un dominio de Bergman admisible y
1 // KB // Aut(B, pi)
Θ
// ΓB // 1
su sucesio´n exacta de grupos asociada. Entonces (B, pi) es de tipo alge-
braico si y so´lo si las siguientes afirmaciones valen:
(a) ΓB es un grupo fuchsiano de tipo finito hiperbo´lico.
(b) Aut(B, pi) contiene un subgrupo de ı´ndice finito G tal que la res-
triccio´n de Φ0 a G ∩KB es inyectiva y Φ0(G ∩KB) es un grupo
fuchsiano de tipo finito hiperbo´lico.
(c) (B, pi) admite una funcio´n frontera W que es un movimiento
holomorfo Φ0(G ∩KB)−equivariante.
Demostracio´n. Supongamos que (B, pi) es un dominio de Bergman
de tipo algebraico isomorfo al cobertor universal de una familia f : V →
C y que
1 // K // G // Γ // 1
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es la sucesio´n exacta de grupos asociada a f. Notamos que esta sucesio´n
no es nada ma´s que la restriccio´n de
1 // KB // Aut(B, pi) // ΓB // 1
a G. Ahora, por el Teorema 4.13, el grupo G tiene ı´ndice finito en Aut(B)
y por lo tanto tambie´n en Aut(B, pi). Esto implica que Γ tiene ı´ndice fini-
to en ΓB. Entonces, siendo Γ el grupo cobertor universal de la superficie
de Riemann C, el grupo ΓB es fuchsiano de tipo finito hiperbo´lico y
hemos probado (a). La afirmacio´n (b) se tiene como una consecuencia
directa del Teorema de Uniformizacio´n de Bers-Griffiths para familias de
superficies de Riemann como se explica en la p. 66.
Rec´ıprocamente, supongamos que ΓB es un grupo fuchsiano de ti-
po finito hiperbo´lico y que Aut(B, pi) contiene un subgrupo de ı´ndice
finito G de tal suerte que la restriccio´n de Φ0 a G ∩ KB es inyecti-
va, que Φ0(G ∩ KB) es un grupo fuchsiano de tipo finito hiperbo´lico
y que existe una funcio´n frontera W que es un movimiento holomorfo
Φ0(G ∩KB)−equivariante. Denotamos por
1 // K′B := KB ∩G // G // Θ(G) := Γ′B // 1
la sucesio´n exacta de grupos obtenida despue´s de restringir Θ a G. Por
la Proposicio´n 1.13 existe un subgrupo normal de ı´ndice finito Γ′′B de Γ
′
B
que es libre de torsio´n. Restringiendo Θ a G′′ := Θ−1(Γ′′B) obtenemos la
sucesio´n exacta de grupos
1 // K′B // G′′ // Γ′′B // 1
con el mismo nu´cleo.
Denotaremos por K ′t la imagen de K′B mediante el homomorfis-
mo Φt. Recalcamos que por el Teorema 4.17 el movimiento holomor-
fo W se extiende a un movimiento holomorfo de ∆ que sigue siendo
K ′0−equivariante; lo denotaremos tambie´n por W.
Afirmacio´n 1. G′′ actu´a de forma propiamente discontinua sobreB.
Sea (t′, z′) un punto arbitrario deB. Como Γ′′B es un grupo fuchsiano
libre de torsio´n, existe una vecindad U ⊂ ∆ de t′ de tal suerte que
γ(U) ∩ U = ∅ para cada elemento no-trivial γ ∈ Γ′′B. Sea z0 el punto
en ∆ tal que Wt′(z0) = z
′. Como K ′0 es un grupo fuchsiano, existe una
vecindad V0 ⊂ ∆ de (0, z0) tal que k0(V0)∩V0 6= ∅ para finitos elementos
k0 ∈ K ′0.
Consideramos la aplicacio´n
φW : ∆×∆→ ∆× C (t, z) 7→ (t,Wt(z))
4.4. DOMINIOS DE BERGMAN DE TIPO ALGEBRAICO 75
cuya imagen es B. Claramente φW es inyectiva; adema´s, como conse-
cuencia del Teorema 4.18, e´sta es continua. El teorema de la invarianza
del dominio (ver, por ejemplo [52, p. 216]) nos permite asegurar que
U := φW (U × V0) = {(t, z) : t ∈ U, z ∈ Wt(V0)} ⊂ B
es una vecindad de (t′, z′) homeomofa a U × V0.
Sea g(t, z) = (gˆ(t), gt(z)) un biholomorfismo de B en G′′ tal que
g(U ) ∩U 6= ∅. Entonces existen (t1, z1) y (t2, z2) en U tales que
g(t1, z1) = (gˆ(t1), gt1(z1)) = (t2, z2).
Como gˆ es un elemento de Γ′′B la eleccio´n de la vecindad U implica que
gˆ = id y por tanto g ∈ K′B y t1 = t2. Sea zi0 el u´nico punto de V0
tal que Wt1(z
i
0) = zi. Apelando a los mismos argumentos usados en la
demostracio´n de la Proposicio´n 4.20, la hipo´tesis permite asegurar que
Wt1K
′
0W
−1
t1
= K ′t1
y por tanto existe cierto k0 ∈ K ′0 tal que gt1 = Wt1k0W−1t1 . Observamos
que k0(z
1
0) = z
2
0 y, en consecuencia, k0(V0)∩V0 6= ∅. La eleccio´n de V0 nos
permite concluir que existe so´lo una cantidad finita de opciones para k0,
luego finitas opciones para gt1 y por tanto finitas opciones para g. Esto
prueba la Afirmacio´n 1.
La afirmacio´n anterior implica que la sucesio´n exacta de grupos
1 // K′B // G′′ // Γ′′B // 1
da lugar a una aplicacio´n holomorfa
V := B/G′′ → C := ∆/Γ′′B
entre un espacio anal´ıtico complejo dos-dimensional V y una superficie
de Riemann de tipo finito hiperbo´lico C. Si G′′ actuase libre de puntos
fijos sobre B entonces podr´ıamos concluir que V → C es una familia ho-
lomorfa no-isotrivial de superficies de Riemann de tipo finito hiperbo´lico
y, por tanto, que (B, pi) es de tipo algebraico. En cualquier caso, los
elementos de G′′ que fijan algu´n punto deben pertenecer al nu´cleo K′B y
corresponderse con los elementos de torsio´n deK ′0. Por lo tanto existe so´lo
un nu´mero finito de clases de conjugacio´n de e´stos, digamos {h1, . . . , hs}.
Afirmacio´n 2. Existe un subgrupo normal de ı´ndice finito G′′′ de
G′′ que no contiene ningu´n elemento no trivial con torsio´n.
Por un resultado de Johnson (ver [41, Teorema 3.6]), el hecho de que
Γ′′B sea un grupo fuchsiano libre de torsio´n y que K′B sea finitamente ge-
nerado y residualmente finito, implica que G′′ es un grupo residualmente
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finito. Sigue que para cada 1 ≤ i ≤ s existe un subgrupo normal de ı´ndice
finito G′′i de G′′ que no contiene a hi y, en consecuencia, la interseccio´n
G′′′ := ∩si=1G′′i
es un subgrupo normal de ı´ndice finito de G′′ que no contiene ningu´n
elemento no trivial con torsio´n. Esto prueba la Afirmacio´n 2.
Ahora, si restringimos la sucesio´n exacta de (B, pi) a G′′′ obtenemos
una sucesio´n
1 // K′B ∩G′′′ // G′′′ // Γ′′′B := Θ(G′′′) // 1
la cual induce una aplicacio´n holomorfa B/G′′′ → ∆/Γ′′′B que s´ı es una
familia holomorfa no-isotrivial de superficies de Riemann de tipo finito
hiperbo´lico. Sigue que (B, pi) es de tipo algebraico y esto concluye la
demostracio´n. 
Ejemplo 4.11. El dominio de Bergman del Ejemplo 4.10 no es, por
el teorema anterior, de tipo algebraico.
CAPI´TULO 5
Aritmeticidad
En este cap´ıtulo abordaremos el problema de la aritmeticidad de una
variedad algebraica, esto es, estudiaremos cua´ndo se puede definir sobre
un cuerpo de nu´meros.
5.1. Generalidades: cuerpos de definicio´n
Sea X una variedad algebraica proyectiva y k un subcuerpo de C.
Definicio´n 57. Diremos que k es un cuerpo de definicio´n para X si
existen polinomios homoge´neos con coeficientes en k de tal suerte que la
variedad algebraica proyectiva que ellos definen sea isomorfa a X.
Si k es cuerpo de definicio´n para X entonces tambie´n diremos que X
se puede definir sobre k. Si X esta´ ya escrita como ceros de polinomios
con coeficientes en k entonces diremos que X esta´ definida sobre k.
Ejemplo 5.1. La curva algebraica proyectiva de ge´nero uno
C = {[x : y : z] ∈ P2 : y2z − x3 + piz3 = 0}
esta´ definida sobre Q(pi) pero tambie´n puede definirse sobre el cuerpo de
los nu´meros racionales. En efecto, C es isomorfa a
R = {[x : y : z] ∈ P2 : y2z − x3 + z3 = 0}
mediante el isomorfismo R→ C dado por
[x : y : z] 7→ [ 3√pix : √piy : z].
Denotaremos por Gal(C) el grupo de automorfismos como cuerpo del
cuerpo de los nu´meros complejos y por Gal(C/k) el subgrupo compuesto
aquellos automorfismos que fijan los elementos de k. La accio´n natural
de Gal(C) sobre C se extiende a una accio´n sobre el anillo de polinomios
con coeficientes complejos
(σ, f) 7→ fσ
donde fσ es el polinomio obtenido despue´s de aplicar σ a los coeficientes
de f.
Sea X una variedad algebraica proyectiva y σ ∈ Gal(C). Denotare-
mos por Xσ la variedad algebraica proyectiva definida por los polinomios
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obtenidos despue´s de aplicar σ a los polinomios que definen X. Ana´lo-
gamente, si ϕ : X → Y es un morfismo entre variedades algebraicas pro-
yectivas entonces denotaremos por ϕσ : Xσ → Y σ el morfismo obtenido
despue´s de aplicar σ a los polinomios que localmente definen ϕ. No´tese
que la correspondencia X 7→ Xσ induce una accio´n de Gal(C) sobre el
conjunto de clases de isomorf´ıa de variedades algebraicas proyectivas.
Definicio´n 58. Sean X y Y dos variedades algebraicas proyectivas
definidas sobre k y ϕ : X → Y un morfismo entre ellas. Diremos que k es
un cuerpo de definicio´n para ϕ si existe un morfismo ϕ0 : X → Y definido
localmente por polinomios con coeficientes en k y existen automorfismos
f y g de X y Y respectivamente de modo el diagrama que
X X
Y Y
f
g
ϕ ϕ0
sea conmutativo.
Dada una variedad algebraica proyectiva y un subcuerpo de C, la
primera pregunta que uno puede hacerse es si e´sta puede o no definirse
sobre aquel cuerpo. La respuesta a este problema fue dada en 1956 por
Weil en [66]. A continuacio´n presentamos una versio´n particular de este
teorema que es suficiente para este trabajo.
Teorema 5.1. Sea X ⊂ Pn una variedad algebraica proyectiva con
grupo finito de automorfismos y k un subcuerpo de C. Si existe una co-
leccio´n de isomorfismos
{fσ : X → Xσ : σ ∈ Gal(C/k)}
de tal suerte que para todo σ1, σ2 ∈ Gal(C/k) la condicio´n de co-ciclo
fσ1σ2 = f
σ1
σ2
◦ fσ1
valga, entonces existe una variedad algebraica proyectiva Y definida sobre
k y un isomorfismo ϕ : X → Y de tal suerte que ϕσ ◦ fσ = ϕ.
La demostracio´n original del teorema de Weil es dif´ıcil de seguir y
no provee una forma para determinar expl´ıcitamente la variedad Y. Una
demostracio´n constructiva de este teorema junto con un ejemplo expl´ıcito
que muestra co´mo esta demostracio´n puede aplicarse, puede encontrarse
en [35].
Una consecuencia directa del Teorema de Weil es que cada variedad
algebraica proyectiva X sin automorfismos no triviales se puede definir
sobre el cuerpo fijo del subgrupo de Gal(C) compuesto por aquellos σ
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para los cuales existe un isomorfismo entre X y Xσ. Aquel cuerpo se
conoce en la literatura como el cuerpo de mo´dulos de X.
Sea k un subcuerpo numerable del cuerpo de los nu´meros complejos y
k¯ su clausura algebraica. Supongamos que X es una variedad algebraica
proyectiva definida sobre k¯. Entonces la o´rbita de la clase de isomorf´ıa
de X (en el conjunto de clases de isomorf´ıa de variedades algebraicas
proyectivas) bajo la accio´n del grupo de Galois Gal(C/k), es un conjunto
finito.
El siguiente teorema establece que la implicancia anterior es, de he-
cho, una equivalencia. Ver [24, p. 341]
Teorema 5.2. Sea X una variedad algebraica proyectiva. Entonces
las siguientes afirmaciones son equivalentes:
(a) k¯ es un cuerpo de definicio´n para X.
(b) El conjunto {Xσ : σ ∈ Gal(C/k)} contiene finitas clases de iso-
morf´ıa de variedades.
De forma ana´loga, en el mismo trabajo se obtiene un resultado similar
para morfismos entre variedades algebraicas proyectivas.
Teorema 5.3. Sean X y Y variedades algebraicas proyectivas de-
finidas sobre k y ϕ : X → Y un morfismo entre ellas. Entonces las
siguientes afirmaciones son equivalentes:
(a) k¯ es un cuerpo de definicio´n para ϕ.
(b) El conjunto {ϕσ : σ ∈ Gal(C/k)} contiene finitas clases de equi-
valencia de morfismos.
El siguiente resultado se sigue del Teorema 5.2. Ver [24, p. 341].
Proposicio´n 5.4. Sean X y Y dos variedades algebraicas proyectivas
de la misma dimensio´n con Y no-singular y de tipo general. Si X esta´
definida sobre k¯ y existe un morfismo sobreyectivo X → Y entonces Y
tambie´n esta´ definida sobre k¯.
Generalizando la Definicio´n 57 se tiene la siguiente:
Definicio´n 59. Sea U una variedad algebraica casi-proyectiva conte-
nida en la variedad algebraica proyectiva X. Diremos que U esta´ definida
sobre k si X y el cerrado de Zariski X − U lo esta´n. Diremos que U se
puede definir sobre k si existe un isomorfismo Φ : X → Y de tal suerte
que Y y Φ(U) este´n definidos sobre k.
En lo que sigue estaremos interesados en describir el conjunto de va-
riedades algebraicas que se pueden definir sobre el cuerpo de los nu´meros
algebraicos, esto es, la clausura algebraica Q del cuerpo de los nu´meros
racionales.
80 5. ARITMETICIDAD
Definicio´n 60. Una variedad algebraica es aritme´tica si se puede
definir sobre el cuerpo de nu´meros algebraicos.
Ejemplo 5.2. La superficie algebraica casi-proyectiva
V = P2 − {y2z = x3 + z3}
es aritme´tica, de hecho, esta´ definida en Q. La superficie algebraica casi-
proyectiva
U = P2 − {y2z = x3 + piz3}
no esta´ definida sobre Q pero s´ı es aritme´tica. En efecto, el automorfismo
Φ : P2 → P2 [x : y : z] 7→ [ 3√pix : √piy : z]
satisface Φ−1(U) = V.
Recalcamos que un cuerpo de nu´meros es por definicio´n una extensio´n
finita del cuerpo de los nu´meros racionales.
Proposicio´n 5.5. Sea X una variedad algebraica proyectiva. En-
tonces X es aritme´tica si y so´lo si se puede definir sobre un cuerpo de
nu´meros.
Demostracio´n. Si X es aritme´tica entonces se puede definir por
una coleccio´n finita de polinomios con coeficientes {a1, . . . , aN} en Q.
Entonces X se puede definir sobre el cuerpo de nu´meros Q(a1, . . . , aN).
La otra direccio´n es evidente. 
5.2. Curvas y Superficies Aritme´ticas
5.2.1. Curvas. Una superficie de Riemann de ge´nero cero es iso-
morfa a la curva algebraica proyectiva definida por z = 0 en el plano
proyectivo; sigue que se puede definir sobre el cuerpo de los nu´meros
racionales y por tanto es aritme´tica.
Una superficie de Riemann de ge´nero uno es isomorfa a la curva
algebraica proyectiva C definida por el polinomio
y2z = x3 + axz2 + bz3
en el plano proyectivo para ciertos a, b ∈ C tales que (4a3 + 27b2) 6= 0 y,
por tanto, Q(a, b) es un cuerpo de definicio´n para C. Ma´s au´n, esta curva
admite como cuerpo mı´nimo (en el sentido de la inclusio´n) de definicio´n
a Q(a3/4a3 + 27b2). Sigue que existen superficies de Riemann de ge´nero
uno aritme´ticas y no aritme´ticas.
Belyi noto´ en [7] que si una curva es aritme´tica entonces e´sta esta´
dotada de una funcio´n meromorfa que ramifica exactamente sobre tres
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valores. El siguiente resultado complementa lo probado por Belyi y ac-
tualmente en la literatura se conoce como el Teorema de Belyi. Para una
demostracio´n, ver por ejemplo [22].
Teorema 5.6. Sea C una superficie de Riemann compacta de ge´nero
g ≥ 2. Las siguientes afirmaciones son equivalentes:
(a) C es aritme´tica.
(b) C admite una funcio´n meromorfa no constante f : C → P1 ra-
mificada sobre tres valores.
(c) C contiene un abierto de Zariski uniformizado por un subgrupo
libre de torsio´n y de ı´ndice finito del grupo modular.
Una superficie de Riemann aritme´tica en la literatura tambie´n se suele
llamar una curva de Belyi. La aplicacio´n f de la parte (b) del teorema
anterior puede ser escogida de modo que ramifique sobre 0, 1 y∞; en tal
caso diremos que f es una funcio´n de Belyi y (C, f) es un par de Belyi.
Las curvas aritme´ticas han atra´ıdo bastante atencio´n desde que Grot-
hendieck advirtio´, en su famoso Esquisse d’un Programme [31], interesan-
tes relaciones entre pares de Belyi y cierta clase de grafos bicoloreados
(llamados dessins d’enfants). Como consecuencia, se consigue una ac-
cio´n natural del grupo absoluto de Galois sobre el conjunto de todos los
dessins d’enfants. En particular, los cuerpos de definicio´n de una curva
deber´ıan estar, de cierta forma, codificados en sus dessins d’enfants. Una
buena referencia para esta teor´ıa es [22].
Observacio´n 5. Para cada ge´nero fijo g 6= 0 existen superficies de
Riemann aritme´ticas y no aritme´ticas, y sin embargo, todas ellas com-
parten el mismo cobertor universal. Esta observacio´n nos dice que la
aritmeticidad de una superficie de Riemann compacta es informacio´n
indistinguible en su cobertor universal.
Proposicio´n 5.7. Sea f : C1 → C2 un cubrimiento de superficies de
Riemann compactas. Entonces:
(a) Si C2 y todos los valores de ramificacio´n de f son aritme´ticos
entonces C1 y f tambie´n son aritme´ticos. En particular, las fun-
ciones de Belyi son aritme´ticas.
(b) Si C1 es aritme´tica entonces C2 tambie´n es aritme´tica.
(c) Si C1 y C2 son aritme´ticas con C2 hiperbo´lica, entonces f es
aritme´tico.
(d) Si C2 es hiperbo´lica entonces cada automorfismo de C2 es
aritme´tico.
(e) Si f es no ramificado entonces C1 es aritme´tica si y so´lo si C2 es
aritme´tica.
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Demostracio´n. Las afirmaciones son consecuencia de los Teoremas
5.2 y 5.3 y de resultados de finitud. Ver la cuarta seccio´n de [24]. 
5.2.2. Superficies. Sea S ⊂ Pn una superficie algebraica proyec-
tiva. Entonces, por resultados cla´sicos de Bertini, es posible construir un
pincel de hiperplanos
{Hλ = λ0H0 + λ1H1 : λ = [λ0 : λ1] ∈ P1}
en Pn de modo que las secciones hiperplanas Sλ := S ∩Hλ sean gene´ri-
camente superficies de Riemann compactas y
S = ∪λ∈P1Sλ.
La correspondencia f(x) = λ si y so´lo si x ∈ Sλ nos permite definir
una funcio´n racional
f : S 99K P1
definida en todos los puntos de S con la excepcio´n de aque´llos que se
encuentran sobre el eje del pincel ∩λ∈P1Hλ. Estos u´ltimos son los puntos
que pertenecen simulta´neamente a todas las secciones hiperplanas; los
llamaremos puntos base y los denotemos por B = {b1, . . . , br}.
Si S∗ = S −B, entonces la eleccio´n adecuada del pencil tambie´n nos
permite suponer que f satisface las siguientes afirmaciones:
(a) f : S∗ → P1 es una submersio´n holomorfa fuera de los puntos
cr´ıticos {x1, . . . , xd} y no dos de ellos esta´n en la misma fibra; de
esta manera se corresponden con los valores cr´ıticos de f
{q1 = f(x1), . . . , qd = f(xd)}.
(b) En cada punto cr´ıtico f luce localmente como
(z1, z2) 7→ z21 + z22 .
(c) En cada punto base f luce localmente como
(z1, z2) 7→ z1/z2.
No´tese que (a) implica que so´lo hay un nu´mero finito de fibras sin-
gulares (aisladas) y que cada una de ellas posee exactamente una singu-
laridad; la parte (b) afirma que aquella singularidad es un nodo.
Definicio´n 61. Se dice que una funcio´n racional f : S 99K P1 es un
pincel de Lefschetz si tiene conjunto base finito no vac´ıo y satisface las
tres condiciones anteriores.
Sea f : S 99K P1 un pincel de Lefschetz y crit(f) el conjunto de
valores cr´ıticos de f. Si U denota el abierto de Zariski de S obtenido
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luego de remover las fibras singulares y los puntos base de f, entonces la
restriccio´n
f : U ⊂ S → P1 − crit(f)
es una familia holomorfa de superficies de Riemann de tipo finito.
Definicio´n 62. Una superficie algebraica proyectiva se llama mini-
mal si no contiene curvas de ge´nero cero con autointerseccio´n −1.
Proposicio´n 5.8. Si S es una superficie algebraica proyectiva enton-
ces existe una superficie algebraica proyectiva minimal S0 y un morfismo
birracional S → S0. Adema´s, si S es de tipo general entonces S0 esta´
u´nicamente determinada por S, mo´dulo isomorfismo.
Demostracio´n. Ver, por ejemplo [5, p. 67]. 
Sea X una variedad algebraica proyectiva fija. Maehara demostro´
que el conjunto de clases de equivalencia birracional de superficies de
tipo general que son imagen de X por una aplicacio´n racional, es finito
(ver [50, p. 102]). Este hecho nos permite enunciar el siguiente:
Teorema 5.9. Sea X una variedad algebraica proyectiva, S una
superficie algebraica proyectiva minimal de tipo general y f : X 99K S
una aplicacio´n racional dominante. Si X esta´ definida sobre Q entonces
S tambie´n lo esta´.
Demostracio´n. Si X esta´ definida sobre Q entonces X = Xσ para
cada σ ∈ Gal(C/Q¯) y por tanto se tiene una aplicacio´n racional domi-
nante fσ : X 99K Sσ para cada σ ∈ Gal(C/Q¯). Entonces el resultado de
Maehara implica que la coleccio´n {Sσ} contiene finitas clases de equi-
valencia birracional. Como S es minimal entonces Sσ tambie´n lo es. La
minimalidad implica que si Sσ1 y Sσ2 son biracionalmente equivalentes
entonces son isomorfas. De esta forma el conjunto {Sσ} contiene finitas
clases de isomorf´ıa. Sigue por el Teorema 5.2 que S esta´ definida sobre
Q. 
El siguiente resultado generaliza el Teorema de Belyi. Ver [23].
Teorema 5.10. Sea S una superficie algebraica proyectiva minimal
de tipo general. Las siguientes afirmaciones son equivalentes:
(a) S es aritme´tica.
(b) S admite un pincel de Lefschetz f : S 99K P1 cuyos valores cr´ıti-
cos esta´n definidos en Q.
(c) S contiene un abierto de Zariski U admitiendo una uniformiza-
cio´n de Bers-Griffiths de tal suerte que su grupo uniformizante
sea una extensio´n de un subgrupo de ı´ndice finito y sin torsio´n de
ge´nero cero del grupo modular.
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5.3. Dominios de Bergman de tipo aritme´tico
Recalcamos que en el cuarto cap´ıtulo de este trabajo hemos provisto
un criterio para decidir cua´ndo un dominio de Bergman admisible es de
tipo algebraico.
Supongamos que (B, pi) es un dominio de Bergman de tipo algebraico,
digamos isomorfo al cobertor universal de una familia de superficies de
Riemann f : V → C. Si V una superficie casi-proyectiva entonces la
aplicacio´n f esta´ dada localmente por una coleccio´n finita de polinomios
homoge´neos (ver, por ejemplo [62, p. 35]) y por tanto tiene sentido hablar
de cuerpos de definicio´n para estas familias.
Definicio´n 63. Sea V una superficie casi-proyectiva y f : V → C
una familia holomorfa de superficies de Riemann cuya base y fibras son
de tipo finito hiperbo´lico. Diremos que f es una familia aritme´tica si V,C
y f lo son.
En esta seccio´n estudiaremos aquellos dominios de Bergman de tipo
algebraico que aparecen como cobertor universal de familias aritme´ticas.
Definicio´n 64. Diremos que un dominio de Bergman de tipo alge-
braico es de tipo aritme´tico si es isomorfo al cobertor universal de una
familia holomorfa no-isotrivial de superficies de Riemann de tipo finito
hiperbo´lico que es aritme´tica.
Recalcamos que si (B, pi) es de tipo algebraico entonces, como con-
secuencia del Teorema 4.13, el grupo ΓB es fuchsiano y por tanto el
cociente ∆/ΓB tiene estructura de orbifold de Riemann. Utilizaremos la
notacio´n
OB = (R; q1, . . . , qn)
para referirnos a la orbifold de Riemann ∆/ΓB entendiendo que su es-
tructura de superficie de Riemann subyacente es isomorfa a R y que el
cubrimiento universal ∆→ R ramifica sobre los valores {q1, . . . , qn}.
Definicio´n 65. Diremos que la orbifold de Riemann
OB = (R; q1, . . . , qn)
es aritme´tica si R y los puntos qi son aritme´ticos.
Recalcamos que R es aritme´tica, por definicio´n, si R y el conjunto
finito R−R esta´n definidos sobre Q, donde R denota la compactificacio´n
de R. El siguiente teorema es un criterio para decidir cua´ndo un dominio
de Bergman de tipo algebraico es de tipo aritme´tico.
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Teorema 5.11. Sea (B, pi) un dominio de Bergman de tipo alge-
braico y
1 // KB // Aut(B, pi) // ΓB // 1
su sucesio´n exacta de grupos asociada. Las siguientes afirmaciones son
equivalentes:
(a) (B, pi) es de tipo aritme´tico.
(b) OB es una orbifold de Riemann aritme´tica.
Corolario 5.12. Si ΓB es conmensurable con un grupo triangular
hiperbo´lico entonces (B, pi) es de tipo aritme´tico.
La demostracio´n del teorema y del corolario anterior se encuentran
en las Subsecciones 5.3.2 y 5.3.3 respectivamente. Antes de aque´llo pre-
sentaremos algunos objetos y resultados imprescindibles para las demos-
traciones.
5.3.1. Superficies de Riemann estables.
Definicio´n 66. Una superficie de Riemann estable de ge´nero g ≥ 2
es un espacio anal´ıtico complejo uno-dimensional conexo y compacto C
en el cual hay un conjunto distinguido Σ de k puntos con 0 ≤ k ≤ 3g−3
cuyos elementos llamaremos nodos tal que:
(a) cada nodo tiene una vecindad isomorfa al conjunto
{(z, w) ∈ C2 : zw = 0, |z| < 1, |w| < 1}
(b) el conjunto C −Σ tiene r componentes conexas, que llamaremos
las partes de C, cada una de las cuales tiene estructura de super-
ficie de Riemann de tipo finito hiperbo´lico (gi, ni) de tal suerte
que n1 + · · ·+ nr = 2k y g = (g1 − 1) + · · ·+ (gr − 1) + k + 1.
Si k = 0 entonces C es una superficie de Riemann compacta de
ge´nero g en el sentido usual. Si de C −Σ removemos n puntos, entonces
obtenemos una superficie de Riemann estable de tipo finito (g, n).
Ejemplo 5.3. La figura siguiente ilustra co´mo luce una superficie de
Riemann estable de ge´nero g = 2 con dos nodos y dos partes.
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Denotaremos por M¯g,n el espacio que parametriza las clases de iso-
morf´ıa de superficies de Riemann estables de tipo finito (g, n). Este im-
portante espacio fue introducido por Deligne y Mumford en [16] siendo
una compactificacio´n del espacio de mo´dulos Mg,n; es conocido en la
literatura como el espacio de Deligne-Mumford de curvas estables.
Este espacio ha sido extensamente estudiado desde distintos puntos
de vista. Un resultado central es el siguiente:
Teorema 5.13. El espacio de Deligne-Mumford M¯g,n es una varie-
dad algebraica proyectiva definida sobre Z.
Demostracio´n. Ver [16]. Ver tambie´n [33]. 
Recalcamos que la curva universal de tipo finito (g, n)
pig,n : Cg,n →Mg,n
es un espacio fibrado complejo normal de modo que la fibra sobre el
punto que representa una superficie de Riemann C de tipo finito (g, n)
es una superficie de Riemann isomorfa al cociente C/Aut(C). Ver p. 42.
A partir de pig,n se pueden considerar dos espacios fibrados holomorfos
sobre la compactificacio´n de Deligne-Mumford M¯g,n deMg,n, como sigue:
(a) Sobre M¯g,n existe un espacio anal´ıtico complejo C¯g,n y una fibra-
cio´n
p¯ig,n : C¯g,n → M¯g,n
admitiendo como fibra sobre el punto que representa a una su-
perficie de Riemann estable C de tipo (g, n) una superficie de
Riemann estable isomorfa al cociente C/Aut(C). Nos referiremos
a e´sta como la curva universal estable de tipo (g, n). No´tese que
C¯g,n no es compacto cuando n > 0 y que p¯ig,n extiende pig,n.
(b) Sea F : M¯g,n → M¯g la aplicacio´n olvido. Si consideramos el
fibrado pull-back de la curva universal estable de tipo (g, 0) por
F entonces se obtiene un nuevo espacio fibrado holomorfo
p¯i′g,n : C¯
′
g,n → M¯g,n
de tal suerte que el diagrama
C¯ ′g,n C¯g,0
M¯g,n M¯g,0.
F
p¯i′g,n p¯ig,0
es conmutativo. La fibra sobre el punto que representa a una
superficie de Riemann estable C de tipo (g, n) es una superficie
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de Riemann estable isomorfa al cociente C∗/Aut(C∗) donde C∗
denota la superficie de Riemann estable y compacta de ge´nero
g obtenida despue´s de “rellenar las n pinchaduras” de C. Nos
referiremos a e´sta como la curva universal estable n−punteada
de ge´nero g. No´tese que C¯ ′g,n es compacto.
Recalcamos que los espacios C [k]g,n y M
[k]
g,n son variedades anal´ıticas
complejas para cada k ≥ 3 y que cubren con grado finito a Cg,n y a Mg,n
respectivamente. Adema´s, la curva universal de nivel k y tipo finito (g, n)
pi[k]g,n : C
[k]
g,n →M [k]g,n
es un espacio fibrado holomorfo admitiendo como fibra sobre el punto
que representa una superficie de Riemann C de tipo (g, n) una superficie
de Riemann isomorfa a C (en vez de un cociente suyo). Ver p. 45.
Sobre la compactificacio´n de Deligne-Mumford M¯ [k]g,n de M
[k]
g,n, de for-
ma completamente ana´loga a como hemos hecho para la curva universal,
podemos considerar:
(a) la curva universal estable de nivel k y de tipo finito (g, n)
p¯i[k]g,n : C¯
[k]
g,n → M¯ [k]g,n
de tal suerte que el diagrama
C¯g,n C¯
[k]
g,n
M¯g,n M¯
[k]
g,n
p¯ig,n p¯i
[k]
g,n
es conmutativo y admitiendo como fibra sobre el punto que re-
presenta una superficie de Riemann estable C de tipo (g, n) una
superficie de Riemann isomorfa a C.
(b) la curva universal estable n−punteada de nivel k y de ge´nero g
p¯i
′[k]
g,n : C¯
′[k]
g,n → M¯ [k]g,n
de tal suerte que el diagrama
C¯
′[k]
g,n C¯
[k]
g,0
M¯ [k]g,n M¯
[k]
g,0
F [k]
p¯i
′[k]
g,n p¯i
[k]
g,0
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es conmutativo, donde F [k] es la aplicacio´n olvido y admitiendo
como fibra sobre el punto que representa una superficie de Rie-
mann estable C de tipo (g, n) una superficie de Riemann com-
pacta de ge´nero g isomorfa a C∗.
Ver [56, p. 285] y [57, p. 323].
Teorema 5.14. C¯ [k]g,n, C¯
′[k]
g,n y M¯
[k]
g,n son variedades algebraicas pro-
yectivas definidas sobre Z[ 1
k
].
Demostracio´n. Ver [16, p. 106]. 
Sea f : V → C una familia holomorfa de superficies de Riemann de
tipo finito hiperbo´lico (g, n) sobre una curva C de tipo finito hiperbo´lico
y
Φf : C →Mg,n t 7→ [f−1(t)]
su aplicacio´n de clasificacio´n. Un resultado muy importante para nosotros
sera´ el siguiente teorema, el cual fue probado por Imayoshi basa´ndose en
un resultado de Kobayashi sobre extensiones de aplicaciones holomorfas
entre espacios complejos. Ver [37, p. 289].
Teorema 5.15. La aplicacio´n de clasificacio´n Φf : C → Mg,n se
extiende a una aplicacio´n holomorfa
Φ¯f : C → M¯g,n.
Sea pi : ∆→ C el cubrimiento universal de C y Γ su grupo cobertor
universal. Denotamos por
h : pi∗V → ∆
la familia pull-back de f por pi y por Φ˜ : ∆ → Tg,n su aplicacio´n de
clasificacio´n. La monodromı´a de f es el homomorfismo de grupos
Θ : Γ→ Modg,n
definido mediante la igualdad Φ˜f ◦ γ = Θ(γ) ◦ Φ˜f para γ ∈ Γ.
Denotaremos por Γ3 el grupo preimagen por Θ de Mod
[3]
g,n y por C3 la
respectiva superficie de Riemann cociente ∆/Γ3. Es claro por la propia
construccio´n que C3 esta´ dotada de un cubrimiento no-ramificado pi3 :
C3 → C sobre C. Denotaremos por f3 : V3 → C3 la familia pull-back de
f por pi3. Ahora, la aplicacio´n Φf se levanta a una aplicacio´n holomorfa
Φf3 : C3 →M [3]g,n = Tg,n/Mod[3]g,n.
Gracias a la Propiedad Universal de Teichmu¨ller la familia f3 : V3 →
C3 se recupera como el pull-back de la curva universal de nivel tres y
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tipo (g, n) por Φf3 . El siguiente diagrama conmuta donde V3
∼= Φ∗f3C [3]g,n.
V V3 C
[3]
g,n
C C3 M
[3]
g,n
pi3
f f3
Φf3
pi
[3]
g,n
Recalcamos que las n secciones de pi
[3]
g,n (ver p. 46) inducen n secciones
globales holomorfas y disjuntas si : C3 → V3 de la familia f3.
Utilizando los mismos argumentos esgrimidos para probar el Teorema
5.15, se puede verificar que Φf3 se extiende a una aplicacio´n holomorfa
Φ¯f3 : C3 → M¯ [3]g,n
entre variedades algebraicas proyectivas.
Ahora podemos considerar la fibracio´n pull-back de la curva universal
estable n−punteada de nivel tres y ge´nero g
p¯i
′[3]
g,n : C¯
′[3]
g,n → M¯ [3]g,n
por Φ¯f3 para obtener un espacio anal´ıtico complejo compacto de dimen-
sio´n dos
Vˆ3 := Φ¯
∗
f3
C¯
′[3]
g,n
dotado de una aplicacio´n holomorfa fˆ3 : Vˆ3 → C3 de tal forma que el
diagrama
V3 Vˆ3 C¯
′[3]
g,n
C3 C3 M¯
[3]
g,n
f3 fˆ3 Φ¯f3
p¯i
′[3]
g,n
conmute. No´tese que fˆ3 coincide con f3 en V3.
Proposicio´n 5.16. Si la base y las fibras de fˆ3 : Vˆ3 → C3 tienen
ge´nero mayor que uno entonces Vˆ3 es una superficie algebraica proyectiva
de tipo general.
Demostracio´n. Sea r : V˜3 → Vˆ3 una resolucio´n de singularidades
de Vˆ3 y f˜3 : V˜3 → C3 la aplicacio´n asociada de tal suerte que el diagrama
V˜3
Vˆ3 C3
r f˜3
fˆ3
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es conmutativo. Ahora, siguiendo los argumentos utilizados en la demos-
tracio´n de la Proposicio´n (4.1) en [4, p. 194], si V˜3 no fuese una superficie
algebraica entonces las fibras de f˜3 ser´ıan curvas el´ıpticas y por tanto las
fibras de fˆ3 tambie´n; esto contradice nuestra suposicio´n sobre el ge´nero
de las fibras. Sigue que Vˆ3 es una superficie algebraica proyectiva. Ahora,
por la sub-aditividad de la dimensio´n de Kodaira, el hecho de que la base
y las fibras de f˜3 sean de ge´nero al menos dos implica que V˜3 es de tipo
general (ver Teorema 4.8); sigue que Vˆ3 es algebraica proyectiva y de tipo
general. 
No´tese que la diferencia Vˆ3−V3 corresponde a la unio´n de una canti-
dad finita curvas estables (las fibras sobre C3−C3) junto con la imagen de
las n secciones globales holomorfas y disjuntas de la familia f3 : V3 → C3.
5.3.2. Demostracio´n del Teorema 5.11. Sea (B, pi) un dominio
de Bergman de tipo algebraico y f : V → C una familia holomorfa no-
isotrivial de superficies de Riemann tal que (B, pi) es isomorfo al cobertor
universal de V.
Supongamos que f esta´ caracterizada por la sucesio´n exacta
1 // K // G // Γ // 1
y que las fibras de f son de tipo finito (g, n). Podemos suponer que g y
el ge´nero de C son al menos dos (ver Observacio´n 4 en la p. 68).
Supongamos que (B, pi) es de tipo aritme´tico. Sin pe´rdida de gene-
ralidad podemos suponer que la familia f : V → C es aritme´tica. El
Teorema 4.13 implica que el grupo Γ tiene ı´ndice finito en ΓB y por
lo tanto esa inclusio´n induce un cubrimiento ramificado de grado finito
entre C y R. Denotaremos por β : C → R el cubrimiento ramificado aso-
ciado entre las respectivas superficies de Riemann compactas. Siendo la
imagen de una curva definida sobre Q por un cubrimiento, la Proposicio´n
5.7 asegura que la curva R esta´ definida sobre Q.
Sean γ1, . . . , γs elementos de ΓB de tal suerte que ΓB = γ1Γ∪. . .∪γsΓ.
Definimos
Γ0 := ∩si=1γiΓγ−1i
y observamos que Γ0 es un subgrupo normal libre de torsio´n y de ı´ndice
finito de ΓB y tambie´n un subgrupo de ı´ndice finito de Γ. Denotaremos
por C0 la superficie de Riemann ∆/Γ0 y por pi1 : C0 → C y pi0 : C0 → R
los cubrimientos dados por las inclusiones Γ0 ≤ Γ y Γ0 ≤ ΓB respeti-
vamente. Los cubrimientos pi1 y pi0 se extienden a cubrimientos p¯i1 y p¯i0
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entre las respectivas compactificaciones de modo que el diagrama
C0
C R
p¯i1 p¯i0
β
es conmutativo.
Como C es una curva aritme´tica los valores de ramificacio´n de p¯i1,
que esta´n contenidos en C −C, son puntos definidos sobre Q. Sigue por
la Proposicio´n 5.7 que tanto la curva C0 como la aplicacio´n p¯i1 esta´n
definidas sobre Q. A su vez, la aritmeticidad de C0 implica que sus
automorfismos son aplicaciones aritme´ticas y, de esta manera, podemos
concluir que el cubrimiento normal p¯i0 es tambie´n aritme´tico. Ahora,
siendo la imagen por p¯i0 de la preimagen por p¯i1 de C − C, se obtiene
que los puntos en R − R esta´n definidos sobre Q; esto nos dice que R
es aritme´tica. Adema´s, como el conjunto de los valores de ramificacio´n
de p¯i0 esta´ definido sobre Q y contiene a los valores de ramificacio´n del
cubrimiento universal ∆ → R, cada punto qi esta´ definido sobre Q. De
esta forma hemos obtenido que OB es una orbifold aritme´tica.
Para demostrar la segunda parte del teorema debemos proceder cui-
dadosamente. Como hemos descrito en la subseccio´n anterior, a partir
de f podemos construir una nueva familia f3 : V3 → C3 siendo (B, pi) el
cobertor universal de V3. Adema´s, la familia f3 (o, ma´s espec´ıficamente,
la aplicacio´n Φf3) nos permite construir, de forma u´nica, la fibracio´n
fˆ3 : Vˆ3 := Φ¯
∗
f3
C¯
′[3]
g,n → C3.
Como g y el ge´nero de C son supuestos mayores que uno, entonces la
Proposicio´n 5.16 asegura que Vˆ3 es una superficie algebraica proyectiva
de tipo general.
Afirmacio´n 1. Si σ ∈ Gal(C) y Ψ : M¯ [3]g,n → M¯g,n es la aplicacio´n
de grado finito dada por el olvido de la estructura de nivel, entonces
Ψ ◦ (Φ¯f3)σ = Ψ ◦ Φ¯fσ3 .
En particular, la aplicacio´n (Φ¯f3)
σ esta´ u´nicamente determinada por Φ¯fσ3
salvo finitas opciones.
Si la igualdad es cierta en Cσ3 entonces tambie´n lo sera´ en C
σ
3 por
continuidad. Supongamos que y = σ(x) ∈ Cσ3 . Entonces
Ψ ◦ (Φ¯f3)σ(σ(x)) = Ψ ◦ ((Φ¯f3)(x))σ = [(f−13 (x))σ] = [(f−13 )σ(σ(x))]
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y
Ψ ◦ Φ¯fσ3 (σ(x)) = [(fσ3 )−1(σ(x))].
La afirmacio´n sigue desde el hecho de que (f−13 )
σ = (fσ3 )
−1 para todo σ.
Supongamos ahora que OB es una orbifold aritme´tica. La inclusio´n
Γ3 ≤ ΓB induce un cubrimiento ramificado entre superficies de Riemann
compactas que denotamos por β : C3 → R. Entonces, siendo R una
curva definida sobre Q y siendo los valores de ramificacio´n de β puntos
definidos sobre Q, la Proposicio´n 5.7 asegura que tanto la curva C3 como
la aplicacio´n β esta´n definidas sobre Q. No´tese que el conjunto C3 − C3
esta´ definido sobre Q por ser la preimagen por β del conjunto R − R.
Obtenemos que C3 es aritme´tica.
Ahora, como C3 es una curva aritme´tica, la coleccio´n {Cσ3 } contiene
finitas clases de isomorf´ıa para σ ∈ Gal(C). Adema´s, el Teorema 3.1
nos permite asegurar que existe so´lo una coleccio´n finita de familias no-
isotriviales no-equivalentes de tipo (g, n) sobre Cσ3 para cada σ ∈ Gal(C).
En particular, el conjunto de clases de equivalencia de familias de la forma
fσ3 : V
σ
3 → Cσ3
es finito. Ma´s au´n, como la superficie algebraica proyectiva
V̂ σ3 = Φ¯
∗
fσ3
C¯
′[3]
g,n
esta´ u´nicamente determinada, mo´dulo isomorfismo, por fσ3 se puede ase-
gurar que el conjunto
{V̂ σ3 : σ ∈ Gal(C)}
contiene un nu´mero finito de clases de isomorf´ıa. Adema´s, como C¯
′[3]
g,n es
una variedad algebraica proyectiva definida sobre Q (ver Teorema 5.14),
vale que
(Vˆ3)
σ = (Φ¯∗f3C¯
′[3]
g,n )
σ = (Φ¯σf3)
∗(C¯
′[3]
g,n )
σ = (Φ¯σf3)
∗C¯
′[3]
g,n .
Ahora la Afirmacio´n 1 nos permite asegurar que la coleccio´n
{(V̂3)σ : σ ∈ Gal(C)}
tambie´n contiene finitas clases de isomorf´ıa.
Recalcamos que la superficie algebraica proyectiva Vˆ3 tiene una nor-
malizacio´n
piN3 : Vˆ
N
3 → Vˆ3
u´nicamente determinada por Vˆ3 mo´dulo isomorfismo y, a su vez, como
Vˆ N3 es una superficie algebraica proyectiva normal, existe una resolucio´n
de singularidades de Vˆ N3
piM3 : Y → Vˆ N3
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u´nicamente determinada por Vˆ N3 mo´dulo isomorfismo (ver Teoremas 4.4
y 4.5).
Afirmacio´n 2. La superficie Y es aritme´tica.
No´tese que Y σ esta´ u´nicamente determinada por (Vˆ3)
σ mo´dulo iso-
morfismos para cada σ ∈ Gal(C). En consecuencia, la coleccio´n
{Y σ : σ ∈ Gal(C)}
contiene finitas clases de isomorf´ıa. Ahora, la Afirmacio´n 2 se sigue di-
rectamente desde el Teorema 5.2.
Como V3 ⊂ Vˆ3 no contiene ningu´n punto singular, la aplicacio´n
λ := piN3 ◦ piM3 : Y → Vˆ3
induce un isomorfismo entre V3 y U3 := λ
−1(V3). La aplicacio´n
h := fˆ3 ◦ λ : Y → C3
es una fibracio´n admitiendo gene´ricamente como fibras superficies de
Riemann compactas de ge´nero al menos dos. Ahora, por el teorema fini-
tud de Arakelov (ver [12, Teorema 3.1] para una versio´n que se ajusta
adecuadamente a este contexto) podemos asegurar que la coleccio´n
{hσ : Y σ → Cσ3 : σ ∈ Gal(C)}
contiene finitos elementos mo´dulo equivalencia de fibrados. De esta for-
ma, por el Teorema 5.3 la aplicacio´n h : Y → C3 es aritme´tica.
Sin pe´rdida de generalidad, podemos suponer que Y,C3 y h esta´n
definidas sobre Q.
Afirmacio´n 3. U3 es aritme´tico.
Como Y esta´ definida sobre Q so´lo es necesario chequear que el ce-
rrado de Zariski Y −U3 esta´ definido sobre Q. El conjunto Y −U3 corres-
ponde a la preimagen por h del conjunto C3−C3 (y por lo tanto definido
sobre Q) junto con la imagen I de las n secciones globales holomorfas
y disjuntas s1, . . . , sn de la familia restriccio´n h : h
−1(C3) → C3. Sea
σ ∈ Gal(C/Q). Como
h ◦ sσi = (h ◦ si)σ = idσ = id
se obtiene que sσi es nuevamente una seccio´n de h y por lo tanto la colec-
cio´n {sσi } contiene a lo sumo n elementos. Esto implica, por el Teorema
5.7, que si esta´ definida en una extensio´n de grado finito de Q; por tan-
to, sobre Q. Ahora, como I es la unio´n de ima´genes de una curva por
una aplicaciones, todas definidas sobre Q, podemos asegurar que I esta´
definido sobre Q. Esto justifica la afirmacio´n.
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Observamos que la aplicacio´n restriccio´n h : U3 → C3, que es una fa-
milia holomorfa no-isotrivial de superficies de Riemann cuya base y fibras
son de tipo finito hiperbo´lico, es aritme´tica. En consecuencia, siendo el
cobertor universal de U3, concluimos que (B, pi) es un dominio de Berg-
man de tipo aritme´tico. Esto concluye la demostracio´n del teorema.
5.3.3. Demostracio´n del Corolario 5.12. Supongamos que ΓB
es conmensurable con un grupo triangular ∆(a, b, c) que es hiperbo´lico, es
decir, con a, b, c enteros positivos o el infinito tales que 1/a+1/b+1/c <
1. Sea H el subgrupo de ı´ndice finito comu´n de ΓB y ∆(a, b, c). Por
la Proposicio´n 1.13 podemos suponer que H es libre de torsio´n. Sean
γ1, . . . , γs elementos de ΓB tales que ΓB = γ1H ∪ . . . ∪ γsH. Definimos
N := ∩si=1γiHγ−1i y observamos que e´ste es un subgrupo normal libre de
torsio´n de ı´ndice finito de ΓB y tambie´n un subgrupo de ı´ndice finito de
∆(a, b, c).
Denotaremos por C la superficie de Riemann ∆/N y por C su com-
pactificacio´n. Notamos que ∆/∆(a, b, c) es isomorfo P1 − Σ donde Σ es
un subconjunto de {0, 1,∞} cuya cardinalidad coincide con el nu´mero de
enteros a, b, c que son iguales a ∞. Ma´s au´n, la inclusio´n N < ∆(a, b, c)
induce una funcio´n de Belyi β : C → P1 de tal suerte que C = C−β−1(Σ).
El Teorema 5.6 asegura que C es una curva aritme´tica. Adema´s, dado
que las funciones de Belyi son aritme´ticas, los puntos C − C esta´n defi-
nidos sobre Q. Ahora, procediendo de forma ana´loga a como hicimos en
la demostracio´n del teorema (ver p. 90) se puede concluir que OB es una
orbifold aritme´tica y el resultado sigue por el Teorema 5.11.
5.4. Superficies Aritme´ticas: una caracterizacio´n
El Teorema 5.10 asegura que una superficie algebraica proyectiva mi-
nimal de tipo general es aritme´tica si y so´lo si esta´ provista de un pincel
de Lefschetz f : S 99K P1 cuyos valores cr´ıticos esta´n definidos en Q. En
tal caso, si U es el abierto de Zariski obtenido despue´s de remover los
puntos base y las fibras singulares de f, entonces la restriccio´n
f : U → P1 − crit(f)
es una familia holomorfa no-isotrivial de superficies de Riemann que es
aritme´tica y, por tanto, el cobertor universal de U es un dominio de
Bergman de tipo aritme´tico.
El objetivo de esta seccio´n es demostrar el siguiente teorema, el cual
establece que la implicancia anterior es, de hecho, una equivalencia. En
otras palabras, el siguiente resultado asegura que la aritmeticidad de una
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superficie algebraica proyectiva esta´ completamente determinada por los
cobertores universales de sus abiertos de Zariski.
Teorema 5.17. Sea S una superficie algebraica proyectiva minimal
y de tipo general. Las siguientes afirmaciones son equivalentes:
(a) S es aritme´tica.
(b) S contiene un abierto de Zariski cuyo cobertor universal es iso-
morfo a un dominio de Bergman de tipo aritme´tico.
Demostracio´n. Supongamos que S contiene un abierto de Zariski
U cuyo cobertor universalB es un dominio de Bergman de tipo aritme´ti-
co. Entonces existe una familia holomorfa no-isotrivial f : V → C de
superficies de Riemann de tipo finito hiperbo´lico que es aritme´tica de
modo que B es el cobertor universal de la superficie casi-proyectiva V.
En virtud de la Observacio´n 4 de la p. 68, podemos asumir que C y
las fibras de f tienen ge´nero al menos dos. Ahora, esgrimiendo los mis-
mos argumentos utilizados para demostrar la Proposicio´n 5.16, podemos
asegurar que la clausura de Zariski de V es una superficie de tipo general.
Supongamos que la sucesio´n exacta de grupos asociada a f es
1 // K2 // G2
Θ
// Γ2 // 1
y que U ∼= B/G1 para cierto subgrupo G1 de Aut(B). Denotemos G12
el grupo interseccio´n G1 ∩ G2, por V la respectiva superficie compleja
cociente B/G12 y por pi1 y pi2 las aplicaciones holomorfas inducidas por
las inclusiones G12 ≤ G1 y G12 ≤ G2 respectivamente.
V
U V
pi1 pi2
Afirmacio´n. pi1 : V → U y pi2 : V → V son aplicaciones holomorfas
de grado finito entre superficies casi-proyectivas.
Por el Teorema 4.13, el grupo G2 tiene ı´ndice finito en Aut(B) y por
lo tanto G12 tiene ı´ndice finito en G1. Sigue que pi1 es una aplicacio´n
holomorfa de grado finito. Ahora, como la imagen de pi1 es una super-
ficie casi-proyectiva, el Teorema de la Existencia de Riemann (ver [54,
p. 227] para una formulacio´n adecuada en este contexto) nos permite
concluir que V tiene una u´nica estructura de superficie casi-proyectiva
de tal forma que pi1 es un morfismo; esto prueba la afirmacio´n para pi1.
Adema´s, si V¯ y V¯ denotan las clausuras de Zariski de V y V respectiva-
mente entonces, como V¯ es compacto y de tipo general, el Teorema 4.9
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asegura que pi2 : V¯ → V¯ es una aplicacio´n meromorfa entre superficies
algebraicas proyectivas y por tanto racional. Sigue que pi2 : V → V es
una aplicacio´n regular entre variedades algebraicas casi-proyectivas de
la misma dimensio´n y, en consecuencia, en un abierto de Zariski cada
punto de V tiene un nu´mero finito de preima´genes (ver, por ejemplo [55,
p. 46]). Esto justifica la afirmacio´n.
La restriccio´n del homomorfismo Θ : G2 → Γ2 a G12 da lugar a una
sucesio´n exacta de grupos
1 // K2 ∩G12 // G12 // Θ(G12) // 1,
que induce una familia holomorfa no-isotrivial de superficies de Riemann
de tipo finito hiperbo´lico; la denotaremos por f ′ : V → C . Ahora, como
hemos hecho en la demostracio´n del Teorema 5.11, a partir de f ′ podemos
construir una nueva familia f ′3 : V3 → C3 con la propiedad de que la curva
C3 esta´ dotada de una aplicacio´n holomorfa
Φf ′3 : C3 →M [3]g,n
donde (g, n) es el tipo de f ′ de tal forma que el diagrama
V V V3
C C C3
f f ′ f ′3
es conmutativo, donde las fechas horizontales son cubrimientos norma-
les no ramificados de grado finito. Observamos que las tres familias del
diagrama anterior comparten el mismo cobertor universal.
Ahora, como tambie´n hemos hecho en la demostracio´n del Teorema
5.11, podemos construir una fibracio´n
fˆ3 : Vˆ3 := Φ¯
∗
f ′3
C¯
′[3]
g,n → C¯3
sobre C¯3 poseyendo superficies de Riemann estables y compactas de ge´ne-
ro g como fibras.
Como estamos asumiendo que C es una curva aritme´tica, el Teorema
5.7 implica que la curva C3 tambie´n es aritme´tica. Ma´s au´n, este hecho
junto con el Teorema 3.1 implican que la coleccio´n
{(V3)σ : σ ∈ Gal(C)}
contiene un nu´mero finito de clases de isomorf´ıa. Como Vˆ3 esta´ u´nica-
mente determinado por f3, obtenemos que la coleccio´n
{V̂ σ3 : σ ∈ Gal(C)}
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tambie´n contiene un nu´mero finito de clases de isomorf´ıa. Ahora, ha-
ciendo uso de la Afirmacio´n 1 en la demostracio´n del Teorema 5.11,
concluimos que
{(Vˆ3)σ : σ ∈ Gal(C)}
contiene un nu´mero finito de clases de isomorf´ıa.
Sea Y la u´nica resolucio´n minimal de singularidades de la normali-
zacio´n de Vˆ3. La superficie no-singular Y esta´ u´nicamente determinada,
mo´dulo isomorfismo, por Vˆ3 y por tanto la coleccio´n {Y σ : σ ∈ Gal(C)}
contiene finitas clases de isomorf´ıa. El Teorema 5.2 implica que Y es
aritme´tica .
No´tese que Y esta´ provista de una aplicacio´n holomorfa
Π : Y → Vˆ3
que induce un isomorfismo entre V3 y Π−1(V3). En consecuencia, hay una
aplicacio´n holomorfa
Y ⊃ Π−1(V3)→ V3 → V → U ⊂ S.
Como estamos suponiendo que la superficie algebraica proyectiva S
es de tipo general, el Teorema 4.9 nos permite asegurar que la anterior es,
de hecho, una aplicacio´n Y → S meromorfa entre superficies algebraicas
proyectivas y por tanto racional. Ahora, como Y es aritme´tica y S es
minimal y de tipo general el Teorema 5.9 implica que S es aritme´tica.
Esto concluye la demostracio´n.

Observacio´n 6. Destacamos que la situacio´n para superficies alge-
braicas difiere bastante de la de curvas, para las cuales el cobertor uni-
versal so´lo depende del ge´nero.

CAPI´TULO 6
Fibraciones de Kodaira
En este cap´ıtulo estudiaremos una clase distinguida de familias de
superficies de Riemann, conocidas como fibraciones de Kodaira.
6.1. Fibraciones de Kodaira Aritme´ticas
Definicio´n 67. Sea S una superficie compleja compacta y C una
superficie de Riemann compacta. Una fibracio´n de Kodaira es una familia
holomorfa no-isotrivial S → C de superficies de Riemann compactas.
Estas fibraciones fueron introducidas por Kodaira como un ejemplo
para probar que la signatura
τ(S) :=
1
3
(c21(S)− c2(S))
de un fibrado diferenciable S → C (donde c21(S) y c2(S) son los nu´meros
de Chern de S) no necesariamente es multiplicativa. Ver [45].
Una fibracio´n de Kodaira S → C es de ge´nero g si sus fibras son de
ese ge´nero. Son hechos bien conocidos que g ≥ 3, que el ge´nero de C
es al menos dos y que S es una superficie algebraica proyectiva de tipo
general.
El espacio de mo´dulos Mg contiene muchas curvas algebraicas pro-
yectivas. En efecto, como existe una compactificacio´n de Mg (conocida
como la compactificacio´n de Satake) que es algebraica proyectiva y cuya
frontera tiene codimensio´n dos (ver, por ejemplo [33, p. 45]), tales curvas
pueden ser obtenidas despue´s de intersecar Mg con hiperplanos en posi-
cio´n suficientemente general. Ma´s au´n, como el lugar singular Sing(Mg)
deMg para g ≥ 3 tiene codimensio´n al menos dos, podemos suponer que
los puntos de dichas curvas representan clases de isomorf´ıa de superficies
de Riemann sin automorfismos no triviales.
Las fibraciones de Kodaira se obtienen esencialmente de la siguiente
forma. Consideremos una superficie de Riemann compacta C de ge´nero
al menos dos provista de una aplicacio´n holomorfa no-constante α : C →
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Mg y denotemos por [St] el punto α(t) para t ∈ C. Si
α(C) ∩ Sing(Mg) = ∅,
entonces consideramos el pull-back de la curva universal pig : Cg → Mg
por α para obtener un diagrama conmutativo
α∗Cg Cg
C Mg
α
pi1 pig
siendo pi1 es la proyeccio´n en la primera coordenada. De esta forma, la
aplicacio´n
pi1 := α
∗Cg → C
es una fibracio´n de Kodaira admitiendo como fibra sobre t ∈ C la super-
ficie de Riemann St. Ma´s generalmente, si
α(C) ∩ Sing(Mg) 6= ∅
entonces el proceso anterior todav´ıa puede dar origen a una fibracio´n
de Kodaira pero despue´s de reemplazar la curva C por un cubrimiento
apropiado de ella, como veremos en Seccio´n 6.2.
Teorema 6.1. Sea f : S → C una fibracio´n de Kodaira y k un
subcuerpo algebraicamente cerrado del cuerpo de los nu´meros complejos.
Entonces las siguientes afirmaciones son equivalentes:
(a) S esta´ definida sobre k.
(b) C esta´ definida sobre k.
Demostracio´n. Supongamos que C es una curva algebraica pro-
yectiva definida sobre k. Entonces C = Cσ y se tiene una fibracio´n de
Kodaira fσ : Sσ → C para σ ∈ Gal(C/k). El Teorema 3.1 asegura
que so´lo existe un nu´mero finito de clases de isomorf´ıa de fibraciones de
Kodaira sobre C y por tanto la coleccio´n {Sσ} contiene finitas clases
de isomorf´ıa para σ ∈ Gal(C/k). Sigue por el Teorema 5.2 que S esta´
definida sobre k.
Para probar la implicancia contraria, comenzamos recalcando que
cada fibracio´n de Kodaira es hiperbo´lica (es decir, no existen aplicaciones
C → S holomorfas no constantes; ver, por ejemplo [15]). Como S es
adema´s una variedad de Ka¨hler, se tiene que su divisor cano´nico es amplio
[11, p. 65] y esto implica que existe so´lo un nu´mero finito de curvas
algebraicas proyectivas R de ge´nero mayor o igual a dos que pueden ser
obtenidas como imagen de un morfismo sobreyectivo S → R. Ver [36,
Teorema 2].
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Asumamos ahora que S esta´ definida sobre k. Entonces Sσ = S y se
tiene una fibracio´n de Kodaira fσ : S → Cσ para σ ∈ Gal(C/k). Como
el ge´nero de C es al menos dos, los argumentos anteriores muestran que
la coleccio´n {Cσ} con σ ∈ Gal(C/k) contiene so´lo un nu´mero finito de
clases de isomorf´ıa. Sigue por el Teorema 5.2 que C esta´ definida sobre
k. 
En lo que sigue, si una fibracio´n de Kodaira satisface alguna de las
condiciones del teorema anterior, entonces diremos que ella esta´ definida
sobre el cuerpo k. Si tomamos k como el cuerpo de nu´meros algebraicos,
entonces obtenemos una fibracio´n de Kodaira aritme´tica.
Recalcamos que los Teoremas 4.11 y 4.12 implican que el cobertor
universal de una fibracio´n de Kodaira f : S → C es isomorfo a un
dominio de Bergman admisible, digamos (B, pi) con Dt = pi−1(t) para
t ∈ ∆. Ma´s au´n, si G es el grupo cobertor universal de S entonces,
restringiendo la sucesio´n exacta de grupos asociada a (B, pi), obtenemos
una sucesio´n exacta de grupos
1 // K // G // Γ // 1
donde Γ es un grupo fuchsiano actuando en ∆ de tal suerte que C ∼= ∆/Γ
y K es un grupo que actu´a en cada casi-disco Dt como un grupo casi-
fuchsiano Kt ∼= K de tal suerte que Dt/Kt ∼= f−1(t) para todo t ∈ C.
Teorema 6.2. Sea k un subcuerpo algebraicamente cerrado del cuer-
po de los nu´meros complejos. Sea f2 : S2 → C2 una fibracio´n de Kodaira
definida sobre k y S1 una superficie algebraica proyectiva tal que los co-
bertores universales de S1 y S2 sean isomorfos. Entonces S1 tambie´n es
una superficie definida sobre k.
Los argumentos utilizados para probar el Teorema 5.17 se pueden
adaptar para asegurar que las afirmaciones
(a) la fibracio´n S → C es aritme´tica.
(b) el cobertor universal de S es un dominio de Bergman de tipo
aritme´tico.
son equivalentes y tambie´n para demostrar el teorema anterior. Sin em-
bargo, he decidido incluir en este trabajo otra demostracio´n (como esta´
expuesta en [27]) porque es ma´s sencilla de seguir al no requerir el manejo
de la maquinaria de la Seccio´n 5.3.
Demostracio´n. Denotaremos por (Bi, pii) el cobertor universal de
Si y supondremos que existe un isomorfismo f : B1 → B2 entre ellos. Sea
Gi un subgrupo de Aut(Bi, pii) tal que Bi/Gi ∼= Si. Por el Teorema 4.13
sabemos que G2 tiene ı´ndice finito en Aut(B2). Afirmamos que G1 tiene
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ı´ndice finito en Aut(B1). En efecto, comoB1/Aut(B1) ∼= B2/Aut(B2) y
como por el Teorema 4.13 el grupo Aut(B2) actu´a de forma propiamente
discontinua sobre B2, la proyeccio´n S1 = B1/G1 → B1/Aut(B1) es
una aplicacio´n holomorfa entre espacios anal´ıticos complejos normales y
compactos; esto implica que G1 tiene ı´ndice finito en Aut(B1).
Definimos G3 = fG1f−1 subgrupo de ı´ndice finito en Aut(B2). Sea
S3 la superficie compleja cociente B2/G3 y pi3 : B2 → S3 su cubrimiento
universal. No´tese que por construccio´n S1 ∼= S3 y, en consecuencia, S3
es una superficie algebraica proyectiva de tipo general. Como G2 y G3
tienen ı´ndice finito en Aut(B2), su interseccio´n G23 tambie´n tiene ı´ndice
finito en Aut(B2). Denotaremos por S23 la superficie compleja cociente
B2/G23 y pi23 : B2 → S23 su cubrimiento universal. Notamos que S23 esta´
dotada de dos cubrimientos de grado finito pi′i : S23 → Si con i = 2, 3. Es
claro que S23 es compacta y por la Proposicio´n 4.1 se tiene que S23 es
algebraica proyectiva. La inclusio´n G23 ≤ G2 induce una sucesio´n exacta
1 // K23 // G23 // Γ23 // 1
por restriccio´n del homomorfismo G2 → Γ2 y de esta forma la curva
C23 = ∆/Γ23 cubre con grado finito a C2. Como S2 esta´ definida sobre k,
el Teorema 6.1 nos permite asegurar que C2 tambie´n esta´ definida sobre
k y, a su vez, por la Proposicio´n 5.7 se tiene que C23 esta´ definida en k.
Afirmamos que la aplicacio´n holomorfa f23 : S23 → C23 es una fibra-
cio´n de Kodaira. En efecto, para chequear esta afirmacio´n es suficiente
verificar que sus fibras son conexas. Si fijamos t ∈ C2, entonces f−123 (t)
esta´ dado, mo´dulo isomorfismo, por el cociente Dt/K
′
t donde K
′
t es un
subgrupo de ı´ndice finito de Kt y como Dt/K
′
t = pi23(Dt) y el casi-disco
Dt es conexo, concluimos que las fibras de f23 son todas conexas. De esta
forma, nuevamente por el Teorema 6.1, podemos afirmar que S23 otra
superficie algebraica proyectiva definida sobre k. Finalmente, como S3 es
de tipo general y puede ser vista como imagen por pi′3 de S23, sigue por
el Teorema 5.4 que la superficie S3 esta´ definida sobre k y por lo tanto
S1 tambie´n. Esto concluye la demostracio´n. 
Corolario 6.3. Sean f1 : S1 → C1 y f2 : S2 → C2 dos fibraciones
de Kodaira tales que sus cobertores universales son isomorfos. Entonces
f1 es aritme´tica si y so´lo si f2 lo es.
El corolario anterior nos dice que la aritmeticidad de una fibracio´n de
Kodaira so´lo depende de la clase de isomorf´ıa de su cobertor universal.
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6.2. Cobertores universales no equivalentes
En esta seccio´n construiremos una coleccio´n biparame´trica de fibra-
ciones de Kodaira de ge´nero g ≥ 4 y gracias a esto exhibiremos una
coleccio´n no numerable de dominios de Bergman no equivalentes.
Sean E y C las superficies de Riemann de ge´neros uno y dos dadas
por las curvas planas afines definidas por los polinomios y2 = x3 − 1 y
y2 = x6 − 1 respectivamente. Recalcamos que la curva el´ıptica E esta´
provista de una estructura de grupo abeliano siendo el punto al infinito
∞ su elemento neutro; denotaremos por ⊕ su ley de grupo.
Consideramos el cubrimiento de grado dos
pi : C → E (x, y) 7→ (x2, y),
el cual ramifica sobre s1 = (0, i) y s2 = (0,−i) con i2 = −1.
Sea r ≥ 2 y a2, . . . , ar puntos en E distintos de la identidad ∞ y
distintos dos a dos tales que:
(a) ai 6= pi(s1)	 pi(s2), pi(s2)	 pi(s1) para 2 ≤ i ≤ r y
(b) ai 	 aj 6= pi(s1)	 pi(s2), pi(s2)	 pi(s1) para 2 ≤ i 6= j ≤ r.
Proposicio´n 6.4. El espacio anal´ıtico complejo uno-dimensional
Xr = {(p1, . . . , pr) ∈ Cr : pi(p1) = pi(pi)⊕ ai, 2 ≤ i ≤ r}
tiene estructura de superficie de Riemann compacta de ge´nero r2r−1 +1 y
esta´ contenida en Cr−∆r donde ∆r denota la diagonal en Cr compuesta
por aquellas r−uplas con dos entradas coincidentes.
Demostracio´n. Como los puntos aj 6= ∞ son distintos dos a dos,
entonces es fa´cil ver que Xr esta´ contenida en C
r−∆r. Si Ψ : Cr → Er−1
es la aplicacio´n holomorfa definida mediante
(p1, . . . , pr) 7→ (pi(p1)	 pi(p2)	 a2, . . . , pi(p1)	 pi(pr)	 ar),
entonces Xr = Ψ
−1(∞, . . . ,∞). Se tiene que en cartas locales adecuadas
la matriz jacobiana de Ψ es
J =

pi′(p1) 	pi′(p2) 0 . . . 0
pi′(p1) 0 	pi′(p3) . . . 0
...
...
...
. . .
...
pi′(p1) 0 0 . . . 	pi′(pr)

y por tanto los puntos en Cr donde J tiene rango menor que r − 1 son
aque´llos de la forma (p1, . . . , pr) tales que {pi, pj} = {s1, s2} para ciertos
2 ≤ i 6= j ≤ r. Las condiciones impuestas a los puntos a2 . . . , ar aseguran
que estos puntos no pertenecen a Xr y as´ı se tiene que Xr es no-singular.
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La aplicacio´n pir : (p1, . . . , pr) 7→ (p1, . . . , pr−1) induce un cubrimiento
de grado dos entre Xr y Xr−1. Los puntos de ramificacio´n son tales que
pr ∈ {s1, s2} y, como los puntos de ramificacio´n de pi no pueden aparecer
a la vez en las coordenadas de ningu´n punto de Xr, vale que pir ramifica
en 2r puntos. En particular, se tienen cubrimientos de grado dos
Xr → Xr−1 → · · · → X2 → X1 = C
y as´ı Xr es conexa para todo r. Afirmamos que g(Xr) = r2
r−1 + 1. En
efecto, la fo´rmula de Riemann-Hurwitz para pir+1 implica que
2g(Xr+1)− 2 = 2(2(r2r−1 + 1)− 2) + 2r+1(2− 1)
y as´ı g(Xr+1) = (r + 1)2
r − 1; concluimos por induccio´n sobre r. 
Sean p ≥ 2 primo y r ≥ 2 par. Consideramos una superficie de
Riemann compacta C0 ∼= ∆/Kg de ge´nero g provista de un automorfismo
τ0 : C0 → C0 de orden p con exactamente r puntos fijos de tal suerte que
el ge´nero de la superficie de Riemann cociente C0/〈τ0〉 ∼= ∆/Γ2,r sea dos
(la existencia de una superficie de Riemann con estos requerimientos fue
vista en el Ejemplo 1.15). Recalcamos que por la fo´rmula de Riemann-
Hurwitz
2g − 2 = 2p+ r(p− 1).
Denotaremos por R∗0 la superficie de Riemann obtenida de R0 ∼=
C0/〈τ0〉 luego de remover los r valores de ramificacio´n de C0 → R0.
Las superficies de Riemann C0 y R
∗
0 sera´n las bases para los espacios de
Teichmu¨ller Tg y T2,r respectivamente. El s´ımbolo τ0 tambie´n denotara´
el grupo generado por τ0. En la Seccio´n 2.4 vimos que existe un isomor-
fismo de variedades anal´ıticas complejas entre T2,r y Tg(τ0) induciendo
un homomorfismo de grupos
Φ : Modg(τ0)→ Mod2,r
de tal suerte que N := Im(Φ) tiene ı´ndice finito en Mod2,r y
Modg(τ0)/〈τ0〉 ∼= N.
El homomorfismo de grupos
Modg(τ0) ↪→ Modg  Modg/Mod[3]g
tiene como nu´cleo la interseccio´n
Mod[3]g (τ0) := Mod
[3]
g ∩Modg(τ0)
y as´ı Mod[3]g (τ0) es un subgrupo normal de ı´ndice finito de Modg(τ0).
Denotamos por N ′ := Φ(Mod[3]g (τ0)).
Lema 6.5. N ′ es un subgrupo de ı´ndice finito en Mod2,r.
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Demostracio´n. Como τ0 /∈ Mod[3]g por no tener este grupo torsio´n,
el homomorfismo restriccio´n
Φ : Mod[3]g (τ0)→ N
es inyectivo y as´ı N contiene a N ′ como subgrupo. Como Mod[3]g (τ0) tiene
ı´ndice finito en Modg(τ0), existen h1, . . . , hs ∈ Modg(τ0) tales que
Modg(τ0) = h1Mod
[3]
g (τ0) ∪ . . . ∪ hsMod[3]g (τ0).
Sigue que
Φ(Modg(τ0)) = Φ(h1)Φ(Mod
[3]
g (τ0)) ∪ . . . ∪ Φ(hs)Φ(Mod[3]g (τ0))
y as´ı N ′ es un subgrupo de ı´ndice finito en N. El resultado sigue desde
que N tiene ı´ndice finito en Mod2,r. 
En la Proposicio´n 6.4 vimos que la curva Xr esta´ contenida en C
r −
∆r. Por otro lado, la aplicacio´n Φ : C
r −∆r →M2,r definida por
(p1, . . . , pr) 7→ [C − {p1, . . . , pr}]
es holomorfa y tiene fibras finitas [25, Lema 1]. De esta forma, la restric-
cio´n Φ a Xr es una aplicacio´n holomorfa entre las superficies de Riemann
compactas Xr y Φ(Xr). Como Φ tiene fibras finitas, obtenemos que Xr
esta´ provista de una aplicacio´n holomorfa y no-constante Φ : Xr →M2,r.
Sea Γ un grupo fuchsiano de tal suerte que Xr ∼= ∆/Γ y pi : ∆→ Xr
el cubrimiento universal de Xr. Si Θ : Γ → Mod2,r es la monodromı´a
asociada a pi y Γ3 := Θ
−1(N ′) entonces Φ se levanta a una aplicacio´n
holomorfa
Φ˜ : X [3]r := ∆/Γ3 → T2,r/N ′
y podemos construir el siguiente diagrama conmutativo
∆ T2,r Tg(τ0) Tg
M [3]gX
[3]
r T2,r/N
′
Mg
Tg(τ0)/Mod
[3]
g (τ0)
Xr M2,r
Φ˜
i
i˜∼=
∼=
Φ
ζr pi′′
Φˆ
donde i˜ es la aplicacio´n inducida por la inclusio´n i y ζr es el cubrimiento
no ramificado de grado finito inducido por la inclusio´n Γ3 ≤ Γ.
La composicio´n
hr := i˜ ◦ Φ˜ : X [3]r →M [3]g
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es una aplicacio´n holomorfa y no-constante. Si consideramos el pull-back
de la familia universal de nivel tres pi
[3]
g : C
[3]
g →M [3]g por hr
h∗rC
[3]
g C
[3]
g
X
[3]
r M
[3]
g
hr
pi
[3]
g
obtenemos una aplicacio´n holomorfa h∗rC
[3]
g → X [3]r que es, por construc-
cio´n, una fibracio´n de Kodaira de ge´nero
g = 1 + p+ r(p− 1)/2.
Observacio´n 7. Esta construccio´n da lugar a fibraciones de Kodaira
de cualquier ge´nero g ≥ 4. En efecto, para verlo basta considerar el caso
p = 2 obtenie´ndose g = 3 + r/2.
El elemento τ0 del grupo modular Modg induce un automorfismo del
fibrado pi
[3]
g que preserva fibras. Adema´s, por como hemos construido la
base de la fibracio´n
h∗rC
[3]
g → X [3]r
tal automorfismo induce un automorfismo de h∗rC
[3]
g de orden p que fija
las fibras como conjuntos. Si τb denota su restriccio´n sobre la fibra Fb
entonces τb es un automorfismo de orden p fijando exactamente r puntos
de modo que el cociente Fb/〈τb〉 es isomorfo a C = {y2 = x6 − 1}.
Adaptando adecuadamente la construccio´n anterior, podemos escribir
la siguiente:
Proposicio´n 6.6. Para cada λ ∈ C−{0,−27/4} existe una fibracio´n
de Kodaira de ge´nero cuatro definida sobre Q(λ).
Demostracio´n. La demostracio´n es constructiva y ana´loga a la co-
leccio´n construida en la seccio´n anterior. Consideramos las superficies de
Riemann E(λ) y C(λ) de ge´neros uno y dos definidas como las curvas
planas afines dadas por los polinomios y2 = x3+λx+λ y y2 = x6+λx2+λ
respectivamente y pi : C(λ)→ E(λ) el cubrimiento de grado dos definido
mediante pi(x, y) = (x2, y), el cual ramifica en los puntos s1 = (0, λ
1/2) y
s2 = (0,−λ1/2) de C(λ).
Recalcamos que como λ 6= 0,−27/4, entonces E(λ) es no-singular
y luego admite estructura de grupo abeliano (E(λ),⊕) cuyo elemento
neutro es el punto al infinito ∞.
Sea aλ un punto Q(λ)−racional de E(λ)−{∞, pi(s1)⊕pi(s2), pi(s2)⊕
pi(s1)}. Entonces la superficie de Riemann compacta
X(λ) = {(p, q) ∈ C(λ)2 : pi(p) = pi(q)⊕ aλ}
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tiene ge´nero cinco, esta´ definida sobre el cuerpo Q(λ) y admite una apli-
cacio´n holomorfa y no-constante X(λ)→M2,2. De la misma forma que
hicimos en la seccio´n anterior, podemos construir una superficie de Rie-
mann compacta X(λ)[3] provista de:
(a) un cubrimiento no-ramificado pi3 : X(λ)
[3] → X(λ), y de
(b) una aplicacio´n holomorfa y no-constante h : X(λ)[3] →M [3]4 .
Notamos que como X(λ) esta´ definida sobre Q(λ) entonces (a) junto
con la Proposicio´n 5.7 implican que X(λ)[3] esta´ definida sobre Q(λ) y,
en consecuencia, la parte (b) asegura la existencia de una fibracio´n de
Kodaira
S(λ) := h∗C [3]4 → X(λ)[3]
de ge´nero cuatro definida sobre Q(λ). Esto concluye la demostracio´n. 
Recalcamos que el cuerpo mı´nimo (en el sentido de la inclusio´n) de
definicio´n de E(λ) esta´ dado por Q(j(E(λ))) donde
j(E(λ)) = −123 · 4λ
3
4λ3 + 27λ2
es la funcio´n j−invariante de las curvas el´ıpticas. Si elegimos λ como un
nu´mero complejo trascendente entonces la curva E(λ) es no aritme´tica.
En tal caso, como X(λ)[3] esta´ provista de un cubrimiento
X(λ)[3] → X(λ)→ C(λ)→ E(λ),
la Proposicio´n 5.7 permite asegurar que X(λ)[3] no es aritme´tica y por
tanto tampoco lo es la fibracio´n de Kodaira S(λ) → X(λ)[3]. Hemos
probado el siguiente resultado:
Proposicio´n 6.7. Si λ ∈ C es trascendente sobre el cuerpo de los
nu´meros racionales, entonces la fibracio´n de Kodaira
S(λ)→ X(λ)[3]
es no aritme´tica.
Sean λ1, λ2 ∈ C−{0,−27/4} dos nu´meros complejos algebraicamente
independientes y fi la fibracio´n de Kodaira no aritme´tica definida sobre
Q(λi) que provee la Proposicio´n 6.6.
Lema 6.8. Sea X una variedad algebraica proyectiva. Si X se pue-
de definir sobre dos subcuerpos de C algebraicamente disjuntos sobre k,
entonces X se puede definir sobre k¯.
Demostracio´n. Ver [24, p. 347]. 
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Si f1 se pudiese definir sobre Q(λ2) entonces, como Q(λ1) y Q(λ2)
son cuerpos algebraicamente disjuntos, el lema anterior implicar´ıa que
f1 es una fibracio´n de Kodaira aritme´tica; esto contradice la Proposicio´n
6.7. Se tiene el siguiente teorema:
Teorema 6.9. Existe una cantidad infinita no numerable de domi-
nios de Bergman no isomorfos obtenidos como cobertores universales de
fibraciones de Kodaira.
Demostracio´n. El resultado sigue de la existencia de una cantidad
infinita no-numerable de nu´meros complejos algebraicamente indepen-
dientes y del Teorema 6.2. 
6.3. Sobre la Pendiente de una Fibracio´n de Kodaira
La pendiente de una superficie algebraica proyectiva S esta´ dada por
el cociente entre sus nu´meros de Chern
υ(S) = c21(S)/c2(S).
En esta seccio´n haremos el ejercicio de calcular la pendiente de las
fibraciones de Kodaira que hemos construido en la Seccio´n 6.2.
Proposicio´n 6.10. La pendiente de la fibracio´n de Kodaira
f : Spr := h
∗
rC
[3]
g → B := X [3]r
construida en la Seccio´n 6.2 es
υ(Spr ) = 2 +
p2 − 1
p(2p+ r(p− 1)) .
Antes de demostrar esta proposicio´n introduciremos algunos objetos
y resultados que sera´n necesarios.
6.3.1. Generalidades. Comenzaremos repasando algunos con-
ceptos y resultados generales sobre curvas en superficies e invariantes
de superficies. Buenas referencias para esta subseccio´n son [4] y [5].
Sea X una variedad algebraica proyectiva. El grupo de Picard Pic(X)
de X es el grupo de divisores sobre X mo´dulo equivalencia lineal. Cada
morfismo sobreyectivo f : X → Y entre variedades induce una aplicacio´n
f ∗ : Pic(Y )→ Pic(X) D 7→ f ∗D
entre sus grupos de Picard definida de la siguiente manera: si D luce en
el abierto Ui como fi = 0 entonces f
∗D luce en el abierto f−1(Ui) como
fif = 0. Diremos que f
∗D es el divisor pull-back de D por f.
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En particular, si X es una superficie, Y es una curva y D es un divisor
cano´nico de Y, digamos localmente dado por la expresio´n h(z)dz, enton-
ces su pull-back esta´ dado localmente por h(f(z1, z2))J(f)(z1, z2)dz1∧dz2.
Sea S una superficie algebraica proyectiva y C1, C2 dos curvas irredu-
cibles contenidas en S. Para p ∈ C1 ∩C2 la multiplicidad de interseccio´n
de C1 y C2 en p es definida como
multp(C1 ∩ C2) = dimCOS,p/〈f1, f2〉
donde f1 y f2 son expresiones locales para C1 y C2 en una vecindad de p
y OS,p denota el germen de funciones holomorfas de S en p. El producto
de interseccio´n entre C1 y C2 se define como
C1 · C2 =
∑
p∈C1∩C2
multp(C1 ∩ C2).
No´tese que lo anterior no nos permite definir un valor para la auto-
interseccio´n C2 := C · C; en tal caso definimos C2 := C · C ′ donde C ′ es
cualquier divisor en S linealmente equivalente a C. Es claro que curvas
que no se intersecan tiene producto de interseccio´n nulo. Por linealidad
el producto de interseccio´n se extiende a un producto bilineal en Pic(S).
Lema 6.11. Sea C una curva irreducible y no-singular contenida en
una superficie algebraica proyectiva S. Entonces
2gC − 2 = C2 + C ·K
donde K es cualquier divisor cano´nico de S.
La caracter´ıstica topolo´gica de Euler-Poincare´ de una superficie com-
pleja S esta´ dada por la suma alternada
e(S) =
4∑
i=0
(−1)i · bi
donde bi = dimRH
i(S,R) es el i−e´simo nu´mero de Betti de S.
Si S es una superficie algebraica proyectiva, entonces
c2(S) = e(S) c
2
1(S) = K
2
donde los s´ımbolos c21(S) y c2(S) denotan los nu´meros de Chern de S y
K es un divisor cano´nico de S. Adema´s, la desigualdad de Bogomolov-
Miyaoka-Yau [67] establece que
c21(S)− 3c2(S) ≤ 0
consiguie´ndose la igualdad si y so´lo si el cobertor universal holomorfo de
S es la bola unitaria dos-dimensional.
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Si S es una fibracio´n de Kodaira de ge´nero g sobre una curva de
ge´nero γ, entonces vale la siguiente desigualdad
c21(S) > 8(g − 1)(γ − 1)
conocida en la literatura como la desigualdad de Parshin-Arakelov.
Adema´s, su caracter´ıstica de Euler-Poincare´ esta´ dada por
e(S) = 4(g − 1)(γ − 1).
En particular, la pendiente υ(S) := c21(S)/c2(S) de S satisface
2 < υ(S) < 3.
Como mencionamos en el inicio de este cap´ıtulo, las fibraciones de
Kodaira fueron introducidas por Kodaira para probar que la signatura
τ(S) =
1
3
(c21(S)− 2c2(S))
de un fibrado diferenciable no es siempre multiplicativa. No´tese que la
signatura es multiplicativa si y so´lo si τ(S) = 0 y esto equivale a que
υ(S) = 2.
Las fibraciones Mn,m con m,n ≥ 2 enteros, construidas por Kodaira
tienen pendiente
υ(Mn,m) = 2 +
m2 − 1
2m2n−m2 − n
alcanza´ndose 2+1/3 como valor ma´ximo. Ma´s tarde, Catanese y Rollens-
ke en [14] construyeron una fibracio´n de Kodaira con pendiente 2 + 2/3,
siendo e´ste el ejemplo conocido con pendiente ma´s grande. Un interesan-
te problema es averiguar si existen fibraciones de Kodaira con pendiente
tan cercana a 3 como se desee.
6.3.2. Demostracio´n de la Proposicio´n 6.10. Recalcamos que
la fibracio´n de Kodaira
f : Spr := h
∗
rC
[3]
g → B := X [3]r
construida en la Seccio´n 6.2 goza, por construccio´n, de la propiedad de
que Spr admite un automorfismo τ de orden p de modo que su restriccio´n
τb a la fibra Fb := f
−1(b) es un automorfismo de orden p con r puntos
fijos de tal suerte que
Fb/〈τb〉 ∼= C = {y2 = x6 − 1}.
Como p es primo la ramificacio´n es total, esto es, los estabilizadores de los
puntos de ramificacio´n tienen orden p y, en consecuencia, el cubrimiento
Fb → S ramifica sobre exactamente r valores.
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Despue´s de quiza´s pasar a un cubrimiento de B, es posible suponer
que Srp/〈τ〉 ∼= B × C. Denotaremos por
g : Spr → Spr/〈τ〉 → C
la aplicacio´n inducida por la proyeccio´n B × C → C. Es claro entonces
que la restriccio´n de g a cada fibra Fb es el cubrimiento Fb → C que
caracteriza a las fibras de f.
Si x,y : C → C denotan las proyecciones en la primera y segunda
coordenada de C respectivamente, entonces
{w1 = xdx/y, w2 = dx/y}
es una base para el espacio vectorial H1,0(C) de 1−formas holomorfas de
C como vimos en el Ejemplo 1.10. Despue´s de unos ca´lculos sencillos se
puede ver que
div(w1) = s
1
1 + s
1
2 div(w2) = s
2
1 + s
2
2
donde s1k = (0,±i) son los puntos de ramificacio´n del cubrimiento pi :
C → E y s2k son los dos puntos al infinito de S.
Sea γ el ge´nero de B. Sean v1 y v2 dos formas holomorfas de B
elegidas de tal suerte que, si {b1i } y {b2j} con 1 ≤ i, j ≤ 2γ − 2 denotan
los ceros de v1 y v2 respectivamente, entonces:
(a) s1k y s
2
k no sean valores de ramificacio´n de ningu´n cubrimiento
g|F
bk
l
: Fbkl → C 1 ≤ l ≤ 2γ − 2, k = 1, 2.
(b) b1i 6= b2j para todo 1 ≤ i, j ≤ 2γ − 2.
Definimos
Wk = f
∗vk ∧ g∗wk
para k = 1, 2 dos formas holomorfas de Spr . De esta forma se tiene que
K2 = div(W1) · div(W2)
donde K denota la clase cano´nica de Srp .
Como la restriccio´n de g a cada fibra Fb tiene exactamente r puntos
fijos distintos,
Fix(τ) = R1 ∪ . . . ∪Rr ⊂ Spr
donde cada Rj ⊂ Spr es una curva en Spr . Es posible suponer (luego de
tomar un cubrimiento apropiado de B y considerar la fibracio´n pull-back
por e´ste) que las curvas R1, . . . , Rr son ima´genes de secciones disjuntas
de la fibracio´n f y por tanto son curvas de ge´nero γ intersecando a cada
fibra Fb en exactamente un punto. Este cambio de base no altera el valor
de la pendiente.
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Afirmacio´n 1.
div(Wk) =
2γ−2∑
l=1
Fbkl + g
−1(sk1, s
k
2) + (p− 1)
r∑
l=1
Rl.
Se tiene que div(Wk) = div(f
∗vk ∧ g∗wk) = div(f ∗vk) + div(g∗wk).
Como f es no ramificada, se tiene que
div(f ∗vk) = f−1div(vk) = f−1(∪2γ−2l=1 bkl ) =
2γ−2∑
l=1
Fbkl
y como la restriccio´n de g a cada fibra Fb luce localmente como z 7→ zp
cerca de cada punto de ramificacio´n, se tiene que
div(g∗wk) = g−1div(wk) + (p− 1)R1 + · · ·+ (p− 1)Rr
= g−1(sk1, s
k
2) + (p− 1)R1 + · · ·+ (p− 1)Rr
y esto prueba la Afirmacio´n 1.
Denotaremos por Rg = (p − 1)R1 + · · · + (p − 1)Rr el divisor de
ramificacio´n de g. La eleccio´n de las formas diferenciales permite ver que
g−1(s11, s
1
2) · g−1(s21, s22) =
2γ−2∑
l=1
Fb1l ·
2γ−2∑
m=1
Fb2m = 0.
Como la restriccio´n de g a cada fibra Fb es un cubrimiento de grado
p y gracias a la suposicio´n (a), se tiene que
2γ−2∑
l=1
Fbkl · g
−1(ski ) = p(2γ − 2)
para i, k = 1, 2.
Adema´s, para cualquier fibra Fb la cantidad Fb · Rg cuenta con mul-
tiplicidad el nu´mero de puntos de ramificacio´n del cubrimiento Fb → C.
En concreto se tiene que
Fb ·Rg = (p− 1)Fb ·R1 + · · ·+ (p− 1)Fb ·Rr = r(p− 1)
y de esta forma obtenemos
2γ−2∑
l=1
Fbkl ·Rg = r(p− 1)(2γ − 2).
Por simetr´ıa se tiene que
g−1(s11) ·Rg = g−1(s12) ·Rg g−1(s12) ·Rg = g−1(s22) ·Rg.
Sigue por la Afirmacio´n 1 que K2 = div(W1) · div(W2) es igual a
4p(2γ − 2) + 2r(p− 1)(2γ − 2) + 2g−1(s11) ·Rg + 2g−1(s21) ·Rg +R2g.
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Como Rj ∼= B es una curva contenida en Srp , el Lema 6.11 implica que
2γ − 2 = R2j +Rj ·K
para cada 1 ≤ j ≤ r. Tomando K = div(W1) y K = div(W2) respectiva-
mente, obtenemos que
Rj ·K = (2γ − 2) + 2g−1(s11) ·Rj + (p− 1)R2j
= (2γ − 2) + 2g−1(s21) ·Rj + (p− 1)R2j
lo cual a su vez implica primeramente que g−1(s11) · Rj = g−1(s21) · Rj,
luego g−1(s11) ·Rg = g−1(s21) ·Rg y en segundo lugar que
R2j = −
2
p
g−1(s11) ·Rj
para 1 ≤ j ≤ r. Sumando sobre j se sigue que
R21 + · · ·+R2r = −
2
p
g−1(s11) · (R1 + · · ·+Rr)
obteniendo finalmente la igualdad
R2g = −
2(p− 1)
p
g−1(s11) ·Rg.
Afirmacio´n 2.
g−1(s11) ·Rg = (γ − 1)(p− 1).
Como
g−1(s11) ·Rg = (p− 1)
r∑
i=1
g−1(s11) ·Ri,
es suficiente mostrar que g−1(s11) · Ri = (γ − 1)/r. Para probar esto
verificaremos primero que la cardinalidad |g−1(s11) ∩ Ri| de g−1(s11) ∩ Ri
es igual a (γ − 1)/r y en segundo lugar que g−1(s11) y Ri se intersecan
transversalmente.
Por construccio´n, las entradas de la r−upla ζr(b) ∈ B corresponden
a los valores de ramificacio´n de la restriccio´n de g a la fibra Fb. Sigue
que |g−1(s11)∩Ri| es precisamente la cantidad de puntos b ∈ B tales que
ζr(b) tiene a s
1
1 como su i−e´sima entrada. En consecuencia, si denotamos
por pii : Xr → C la proyeccio´n en la i−e´sima coordenada, entonces
|g−1(s11) ∩Ri| = deg(ζr)|pi−1i (s11)|.
Como s11 es uno de los puntos de ramificacio´n del cubrimiento pi :
C → E en la cual la construccio´n de Xr fue basada, vemos que s11 no es
un valor de ramificacio´n de pii y de esta forma se tiene que
|pi−1i (s1)| = deg(pii) = 2r−1.
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Usando la fo´rmula de Riemann-Hurwitz se obtiene que deg(ζr) = (2γ −
2)/r2r probando la igualdad
|g−1(s11) ∩Ri| = (γ − 1)/r.
So´lo resta probar la transversalidad. Sea a ∈ g−1(s11) ∩ Ri. Consi-
deramos un entorno centrado en a de la forma U1 × U2 de tal suerte
que f luzca localmente como f(u, v) = u. En ese entorno, la seccio´n
s : B → Ri luce como s(u) = (u, s(u)) y, despue´s de considerar el iso-
morfismo (u, v)→ (u, v−s(u)), se puede suponer que localmente la curva
Ri esta´ descrita por la ecuacio´n v = 0.
Por otro lado, en el mismo entorno U1 × U2 de a y en un entorno
centrado en s11 de S, la funcio´n holomorfa g se expresa mediante
g(u, v) =
∑
i,j≥0
ciju
ivj
para ciertos nu´meros complejos cij. Como g(0, 0) = 0 entonces c00 = 0.
De esta forma, la curva g−1(s11) luce localmente como∑
i,j≥1
ciju
ivj = 0.
El punto (u, 0) ∈ U1 × U2 es un punto de la fibra Fu que, al mismo
tiempo, esta´ sobre la curva Ri. De esta manera, su imagen g(u, 0) es el
i-e´simo valor de ramificacio´n de la aplicacio´n g : Fu → C y as´ı
α(u) = g(u, 0) u ∈ U1
donde α : B → C es definida mediante la composicio´n de ζr seguida por
la proyeccio´n en la i−e´sima coordenada pii. Sigue que
c10 =
∂g
∂u
(0, 0) = α′(0) = pi′i(ζr(0)) · ζ ′r(0).
Como ζr es un cubrimiento no ramificado se tiene que ζ
′
r(0) 6= 0. Por
otro lado, como s11 aparece en la i−e´sima entrada de ζr(0), la eleccio´n
de los ai asegura que s
1
2 no aparece en otra entrada de ζr(0) y de esta
forma ζr(0) no es punto de ramificacio´n de pii; sigue que pi
′
i(ζr(0)) 6= 0
obteniendo finalmente que c10 6= 0. Lo anterior nos dice que g−1(s11) luce
localmente como
h(u, v) :=
∑
i,j≥1
ciju
ivj = 0 c10 6= 0.
Conforme a lo anterior, podemos escribir
multa(g
−1(s11) ∩Ri) = dimCC[u, v]/〈v, h(u, v)〉 = 1
probando la Afirmacio´n 2.
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Gracias a la afirmacio´n anterior podemos escribir la igualdad
K2 = (2γ − 2)[4p+ 2r(p− 1) + (p2 − 1)/p].
Como la caracter´ıstica de Euler-Poincare´ de Spr esta´ dada por
e(Spr ) = 4(γ − 1)(g − 1) = (2γ − 2)(2p+ r(p− 1)),
se obtiene finalmente que
υ(Spr ) = 2 +
p2 − 1
p(2p+ r(p− 1))
probando la Proposicio´n 6.10.
Es fa´cil ver que, en efecto, la pendiente de Spr es una cantidad en el
intervalo (2, 3). La siguiente gra´fica muestra los valores que toma υ(Spr )
en funcio´n de los valores para p, r ∈ {2, . . . , 20}.
Se puede visualizar que los valores ma´ximos de υ(Spr ) se consiguen
cuando r = 2. En concreto, en tal caso la pendiente esta´ dada por
υ(Spr ) = 2 +
p2 − 1
2p(2p− 1)
alcanza´ndose 2+4/15 = 2, 266... como valor ma´ximo para p = 3 y p = 5.
Cuando p → ∞ obtenemos el mismo valor que para p = 2, a saber,
2 + 1/4 = 2, 25. La siguiente gra´fica ilustra la situacio´n anterior.
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