In this work we have implemented a system for the automatic segmentation of lung fields in chest radiographic images. The image analysis process is carried out in three levels. In the first one we perform operations on the image that are independent from domain knowledge. This knowledge is implicitly and not very elaborately used in the intermediate level and used in an explicit manner in the high level block, globally corresponding to the idea of progressive segmentation. The representation of knowledge in the high level block is in the form of production rules. The control structure is in general bottom-up but there are certain hybrid control stages, in which the control is driven by the region model (main organs) we are seeking. We have applied the global system to a set of 45 posteroanterior (PA) chest radiographs, obtaining a mean degree of overlap with contours drawn by radiologists of 87%. ᭧ 1999 Academic Press
INTRODUCTION
Images in medicine are a source of information that is ever more important in the diagnostic process. X rays, computerized tomography (CT), magnetic resonance, etc., provide images in two and three dimensions. The interpretation of these biomedical images is particularly problematic due to the statistical, structural, and temporal variations in the morphology of the organs and structures that make them up, whether pathological or not. Although the CT scan is clearly the most sensitive modality for nodule detection, its expense and greater radiation exposure militate against its use as a screening procedure except in certain specific circumstances (1). So we have developed a system for analyzing conventional PA radiographic films.
Conventional image processing techniques have generally been constrained to improving the quality of the image for its later interpretation by the physician (2, 3) . On the other hand, classical shape recognition techniques present serious drawbacks when applied to these images, as structural information such as relationships between objects in the image are not considered. Other systems have been developed that attempt to extract the pulmonary areas either to measure the cardiothoracic ratio (CRT) (4) , to use them as masks in digital radiography systems (5) , to detect rib shadows (6, 7) , or to detect abnormal asymmetry (8) . Nakamori et al. (4) developed an automated method for determining a number of parameters related to the size and shape of heart and lungs in chest radiographs. The problem is that they do not tell anything about how to select the lungs' upper points and the technique they have used to detect the rib cage edges is useful only in central areas of the image, and not in areas where smooth transitions between organs exist. So this technique is not useful for our objective of using the lung fields extracted as search area for an automatic nodule detection system (9, 10) . Duryea and Boone (5) presented an automated algorithm for identifying both lungs. Starting points for the edge tracing process were extracted based on horizontal profiles. The performance is very high, but they reported an example of gross failure, where the algorithm was unable to identify any right lung field. Sarkar and Chaudhuri (7) detected the thoracic cage boundaries, spinal column, diaphragm, and heart border using the properties of the global horizontal signature and vertical profiles, but the system does not work in presence of a gross abnormality. Armato et al. (8) developed an iterative global thresholding technique in conjunction with a contour detection algorithm. Then, a local thresholding technique is applied within regions of interest centered along the contours that result from the global thresholding. The resulting boundaries are too conservative for our purpose, that is to search for lung nodules in the area extracted. More recently, several authors have made approaches to the problem of lung field detection by means of Markov random field modeling (11) and adaptive-sized hybrid neural networks (12).
METHODS
The difficulty of handling biomedical images for their interpretation is basically that these images are usually of a very low resolution and very noisy. In addition, biological tissues are usually soft, and thus the silhouette they project is very variable. This implies great difficulties in obtaining a parametrization of objects that permits their recognition. There are also large statistical variabilities in the qualities of the image and in the geometry of the objects. Summarizing, for the segmentation of biomedical images, the knowledge implicitly coded in the algorithms is not enough, as this would lead to excessively complex algorithms or to erroneous or incomplete segmentations. Instead, it is necessary to inject knowledge on the domain in an explicit way so as to drive the analysis. Thus, in order to obtain a right segmentation of an image, it is necessary to explicitly consider the a priori knowledge we have on the properties of the organs and their anatomical relationships. To this end, we must employ techniques developed in the field of artificial intelligence and which lead to knowledge based systems for image segmentation. We have implemented the idea of progressive segmentation (13) . In it, starting from an initial oversegmentation (too many small regions), we will inject basic knowledge on the type of images to analyze in order to successively obtain a better refined segmentation, until a reasonable number of regions is defined. These will go on to the interpretation process, where they get its anatomical meaning and will be joined to regions identified as main organs (lungs, hilia, cardio-pericardial silhouette).
A. Progressive Segmentation Block Diagram
The block diagram of the global system developed for the automatic segmentation of lung fields is displayed in Fig. 1 . Let us briefly describe it. The objective of the low level block is to segment the image into a set of homogeneous elementary regions. Even though these regions do not necessarily coincide with significant regions, they will constitute the elements for the interpretation of the scene. For this reason, we have decided to implement an algorithm that, using statistical information of the image (histogram), obtains its oversegmentation. A subsegmentation (too few big regions) would not facilitate the semantic analysis of the image to be performed by the high level block and would lead to errors. The segmentation process is carried out by means of an algorithm for the iterative division of the histogram based on the analysis of local clustering centers (14) . The result of the low level processing block is an oversegmentation of the image into a large number of elementary regions. The main error observed in this segmentation consists of the multiplicity of contours in areas with smooth transitions in their gray levels, which usually correspond to transitions between organs. The objective of the second processing level (intermediate level) is to refine this segmentation confirming or not the presence of edges based on spatial information. In order to do this, we consider the expected contrast between the characteristic regions/organs and introduce it as a merit function. For each boundary, we define
FIG. 1.
Basic architecture of the system for the automatic interpretation of chest radiographs. The whole process performs the idea of progressive segmentation. a test that integrates criteria of contrast, length, and adjacency information. Therefore, the boundaries which do not pass the test will be eliminated, whereas the rest will remain.
The regions obtained after the intermediate processing block constitute a first description of the image. The objective of the high level block is to endow them with anatomical meaning. To this end, the regions are characterized by means of a set of densitometric, morphometric and relational properties. With respect to the type of images to be analyzed, we have descriptive anatomical knowledge, represented as production rules, and heuristic knowledge, that indicates the strategy to follow. It is precisely this heuristic knowledge that induces us to consider a first stage within the high level block consisting in a regularization of the elementary regions. In this process, those elementary regions that are irregular will be divided into other more regular regions, which, as we will see, will facilitate the task of the second stage of the high level block that identifies them.
A process of merging and interpreting the elementary regions is subsequently carried out. For the identification of the organs and characteristic regions domain knowledge in the form of production rules is employed. The output of this block is a labeled image with regions that have a clinical meaning. From this stage we will be able to extract the pulmonary fields on which we will later perform the nodule detection process.
B. Initial Segmentation
The initial segmentation of the image is based on the statistical information provided by the gray level histogram. We employ an iterative histogram division algorithm based on the analysis of the local clustering centers. In a first stage we apply this segmentation algorithm to the original image. With this we obtain a coarse segmentation of the image, made up of two or three significant regions. In the second stage, we apply a simplified version of the algorithm to the previously obtained regions, introducing as a parameter the minimum interval length that must exist between two adjacent local clustering centers, thus controlling the level of detail desired for each area of the image and obtaining an oversegmentation of each region.
The clustering algorithm that has been developed performs a search for the class centers in the histogram based on the definition of local centroids and a shift, in an iterative strategy, of the probability masses toward their centroids (14) . This algorithm is a generalization of the one proposed by Wilson and Spann (15) . According to them, to define the local centroids, we consider the probability density distribution p(x) as the normalized histogram value at gray level x. The local centroid for each point x of the class space is exactly the center of masses of the probability distribution calculated over a window of size 2W centered on x, as illustrated in Fig. 2 (top left) .
In the case of global probability density distributions, consisting of a set of nonoverlapping local densities (see Fig. 2, top) , it can be proven (15) that the definition of local centroid preserves the means of the local classes. If we iteratively move each value of the probability mass p(x) toward the position of its local centroid (x) in the class space, we obtain a new global density pЈ(x) (see Fig. 2 , bottom),
where n i is the area under each local density p i (x), ␦(x Ϫ i ) is the Dirac delta function, i is the centroid for class i, and N W is the final number of classes. In the new classification, each point is assigned to a class defined by the class mean i of the local distribution p i it belongs to. In general, the global probability distribution may not be written as a sum of a set of nonoverlapping local distributions as in Eq. [1] . However, using the ideas we expressed before, an iterative scheme may be employed that leads to a distribution of the type given by Eq. [2] .
In our case, we will modify the iterative scheme of Wilson and Spann (15) for the segmentation in the sense that two nested iterative schemes are used instead of only one. The external loop will increase the window size W until the number of local centers N W (number of resulting classes for this window size) does not change, and the internal one will calculate the new probability density distributions pЈ(x) until they do not change. The algorithm by Wilson and Spann (15) implies only the previously mentioned iterative procedure for the stabilization of pЈ(x); consequently, the final number of classes depends on the size of the window and on the number of local maxima of the original histogram. With our algorithm we have managed, on one hand, to eliminate the dependence on the window size, introducing a second iterative scheme that calculates the optimal window and, on the other, to reduce the dependence on the number of local maxima of the original histogram preserving, in each external iteration, the results produced for smaller windows. Regarding the convergence properties, even though they are difficult to determine, both iterative schemes converge in a few iterations (typically between 10 and 20).
For the final classification of the pixels in the spatial domain of the image, we assign each point to the nearest local clustering center, calculating the city-block distance in the property space. With the purpose of taking into account both global information of the property space and the spatial organization of these data in the image space, the resulting regions with a size smaller than (100/(1.5 ϫ N w ))% of the total number of pixels are eliminated (N W ϭ number of classes) in the segmentation process. The classification of these pixels is carried out in a later step by means of a typical region growing algorithm.
In our case, we have applied the algorithm described to a chest radiographic image. Due to the predominantly bimodal character of the histogram in this type of image, in general we will obtain two cluster centers, corresponding to light (mediastinum and thoracic wall) and dark (lungs and background) areas of the image. When this information is transferred from the property to the image space, we will obtain between 5 and 6 main regions.
As the objective of this system is to correctly delimit the borders of the lungs, the previous segmentation is not generally enough for our purposes as, in the best case, some of the extracted regions would correspond to dark areas of the lungs, but would not include the areas where there is a transition from the chest wall to the lung and from the lung to the mediastinum, where we may find lesions. This requires a finer segmentation of the image, and we will obtain it by performing a new segmentation of the regions that are sufficiently large out of those obtained in the previous initial segmentation. The algorithm employed for this new segmentation is similar to the one used before, but without the external loop and taking as a parameter the maximum window size W, that will be the minimum distance that must exist between contiguous cluster centers. This parameter will depend on the level of detail desired for each one of the previous regions. Thus, the dark regions will have a larger value of W than the light regions, as we will want to expand the lungs (dark areas) toward small light regions, which in the first segmentation correspond to a light cluster (mediastinum and chest wall). This process will lead to an oversegmentation of the image.
C. Elimination of No-Edge Boundaries
We are now ready to address the refinement of the initial segmentation in order to confirm, modify, or eliminate the previously obtained boundaries. This must penalize parallel boundaries establishing, whenever possible, a single boundary in the area of greatest contrast. The refinement process consists of calculating for each boundary a merit function that considers contrast information criteria and eliminating, if there are no topological constraints that prevent it, those boundaries with small merit function values.
For each boundary b we define a merit function fm(b) as the expected contrast between the regions i and j that it separates,
mgv( ) being the mean gray value of a region. Thus, the merit function represents the strength of a boundary seen as an edge. In principle, the boundaries for which this function is small must be eliminated, penalizing in this way the artifacts that are a consequence of the initial segmentation. An important problem in the elimination of boundaries is that we cannot eliminate them in an arbitrary manner without introducing unacceptable topologies (16) . The region constraint implies that if we eliminate a boundary, b 1 , perhaps another boundary, b 2 , must be eliminated because now it does not separate different regions. The boundary constraint means that if we eliminate b 1 , perhaps this implies joining three boundaries, b 2 , b 3 , and b 4 , to make up a new boundary. So it is impossible to later eliminate one of them individually. Because of these conditions, the final result will depend on the search strategy employed. We must also define when the merit function is small.
Instead of deciding in a local manner if a given boundary must be eliminated, Pavlidis and Liow (16) defined a global merit function that must be maximized and that is expressed in terms of function fm( ) of Eq. [3] as follows: If a boundary is going to be eliminated, it contributes to the sum with -fm(b k ) for a threshold . If a boundary is going to be preserved it contributes with fm(b k )-. If I e and I k are the sets of indices for the two groups of boundaries, then the global merit function is expressed as
[4]
The value of must be chosen as the expected contrast through the edges of the image. If we ignore the topological constraints then, for a given , F( ) will be maximum if we eliminate all the boundaries with fm( ) smaller than and preserve the rest. Nevertheless, in order to maintain the topological validity we must preserve boundaries with small merit functions. An exhaustive search of all the combinations of boundary configurations that are topologically valid is not advisable as its computational cost will grow exponentially with the number of boundaries to be eliminated. A greedy algorithm could be an attractive solution: We progressively eliminate the weakest boundaries whenever their merit functions are smaller than , until there are no more boundaries satisfying this condition. This process may be modified by predicting the effect on The purpose of function topo( ) described above is to take into account the topological restrictions (lenght and adjacency information) of contour b k to be eliminated. That is, if b k is an isolated closed boundary (condition (a) of the function above) then it can be eliminated. The second condition considers that if b k is very short compared to the boundaries to be joined, the calculation of its merit function is not very reliable. In the third constraint, if during this process we intend to join boundaries with very different values for their merit functions, then the elimination of b k is canceled.
Therefore, for the boundary elimination process we fix several parameters, which are the contrast between regions threshold, , the percentage of similarity of two merit functions, difum, and the minimum ratio between the lengths of two boundaries, relen. These parameters are not very restrictive and they can be fixed to standard values for these kind of images.
D. Lung Area Extraction
The elementary regions obtained from the intermediate level block constitute a first description of the image. We will assign anatomical meaning to it through the high level block. In order to carry out this process, these regions are described by means of a set of features: area, MBR (minimum bounding rectangle), regularity, mean gray value, mean positions, and adjacency relationships.
Regarding the type of images we are considering, we have both descriptive anatomical knowledge, represented by production rules, and heuristic knowledge, which indicates the strategy to follow for the analysis of regions:
1. Apply the regularization rule in order to obtain regions that are part of a single characteristic organ.
2. Generate an image plan. This part will be driven by the model we have of the main regions to be identified. First, from the five larger regions, we identify the lungs and the mediastinum. Then, from the models of the anatomical structure of the hila and the cardio-pericardial silhouette, we seek these regions taking into account their adjacency to the previously detected lung areas.
3. After this, we carry out a data driven strategy in which we pass all the unidentified regions through the joining rules in a hierarchical order: hila, cardiopericardial silhouette, lungs, and finally mediastinum.
The strategy described is implemented through a control strategy that triggers the execution of the division, recognition or joining rules depending on the analysis stage. The process ends when all the regions have an anatomical meaning assigned to them.
D.1. Region splitting.
The process of dividing regions in the image is necessary due to the irregularity of some important regions. This irregularity is caused by the loss of some boundaries in the previous stage that, even though they were weak, were essential for the correct analysis of the image. In order to reestablish them we apply a Canny filter (17) to the original image followed by a hysteresis process with thresholds t 1 and t 2 (t 2 Ͼ t 1 ), so that we preserve the edges with values larger than t 2 and those that present values larger than t 1 connected to them. In this way we constrain the enormous number of edges resulting from the application of a Canny filter and in addition eliminate the inherent noise in this type of images.
Once this process has been carried out, we calculate the area and regularity of all the regions of the labeled image obtained in the intermediate level. These properties are given by
where MBR k represents the minimum bounding rectangle containing region k and (i, j ) are the coordinates of a pixel. The rule implemented for the regularization of the regions is Rule 1, in which a minimum size (2% of image size) and a maximum regularity are imposed on the region to be divided if there are sufficiently strong edges that divide it. RULE 1: REGION REGULARIZATION. IF k is big AND k is irregular AND there exist edges dividing k THEN split(k).
D.2. Identifying main organs and merging regions.
To initiate this process, first we calculate properties of the regions of the labeled image obtained in the previous stage like the area (see Eq. [5] ), the mean gray value (mgv), the mean positions (cmx and cmy) and the maximum and minimum coordinates in the two directions (xmax k , xmin k , ymax k , and ymin k ), given by
where g(i,j ) represents the gray value of point (i,j ). To locate and identify the main organs we use thresholds in gray levels defined by
. . , 4 [7] and thresholds in horizontal and vertical positions,
uy k ϭ dim y и 2k 11 k ϭ 1, . . . , 5 [8] uy 0 ϭ uy 1 
,
where g min is the minimum gray value of the original image and g max the maximum gray value and dim x and dim y are the dimension of the image in horizontal and vertical direction, respectively. In Fig. 3 these positions thresholds are shown together with the identification areas for some organs. In this figure, the parameters cmx rl and cmx ll represent the values of cmx for right and left lungs, respectively. In the five larger regions of the images we will probably find both lungs. The lighter area of the image will correspond to the mediastinal area and the chest wall. The production rules employed for the identification of the lungs are very simple, as we just seek large and dark areas located in a vertically centered position in the left part (right lung) and in the right part of the image (left lung), respectively. We use the position thresholds defined in Fig. 3 . Once the lungs have been identified, we will try to locate the left and right hila, as well as the dark part of the cardio-pericardial silhouette. This process is performed before joining regions to the pulmonary areas, as we could erroneously join hilar or heart areas to them. In addition, these organs are identified in positions with respect to the lungs, thus the need to identify them first.
In a normal person, the hilar shadows are due primarily to the opacities of the pulmonary arteries and the upper pulmonary veins. Normally, the right hilum is a little below the halfway mark between the apex and the diaphragm, while the left hilum is a little above the halfway mark, as can be appreciated in Fig. 3 . For identifying the right hilum, the region should have a light gray value, and a position on the right of the right lung and in the vertical position approximately in the center of the image. For the left hilum the role is symmetric in x, although the vertical position thresholds are more restrictive so as not to confuse it with the region corresponding to the cardio-pericardial silhouette.
The next step is the process of merging regions. First we will join the regions that are similar to the hilar shadows, after this, regions similar to the cardiopericardial silhouette, and finally those that may be associated with both lungs. After each joining process, we recalculate the properties of the new region using Eqs. [5] and [6] .
The rules for joining regions that neighbor the hilar zones and the cardiopericardial silhouette are almost the same as those for identifying them but a little more restrictive regarding their gray value, in order not to join light regions that may correspond to the mediastinum and chest wall regions.
To find the regions to be joined with the lung areas, we will use the position thresholds in Fig. 4 , where the division of the image into areas that will imply differences in the joining conditions may be observed. First, for both lungs, we will join the very light external regions, that is, those farther away from the central part of the image, which will usually be in contact with the area of the chest wall. Then, light internal areas will be joined, the closest ones to the mediastinum. This difference in the gray level conditions between internal and external areas is due to the existence of a gradation of the levels in the internal and external regions. In addition, the rules corresponding to the transition areas will be more restrictive than the rest because in the top area (Ͻ uy 1 ) there are usually regions with intermediate gray values that correspond to the crossing of the clavicle and other structures and that really correspond more to the light area of the mediastinum and chest wall than to the lung area. Regarding the bottom part of the image between uy 5 and the lower edge, regions corresponding to the transition to the diaphragm are not joined. The regions in this area with a sufficiently high gray level value will correspond more to the abdomen than to the dark lung area, and will be reflected only in the rules corresponding to the left lung, as the left hemidiaphragmatic dome is 1-3cm lower than its right counterpart in over 90% of cases (1) .
Once the main organs have been identified and joined, we will try to find the aortic arch. This will not be possible in every image. The rule for identifying this region is Rule 2. The area constraint is because there are regions belonging to the mediastinal area that are included between these position thresholds and with light gray values, but which are usually much larger than the region that could correspond to the aortic arch, whose area dimensions are limited.
RULE 2: IDENTIFICATION OF AORTIC ARCH.
IF k is light AND k is near the top AND k is near the center of left lung AND k is small THEN k ϭ aortic arch.
Finally, in order to obtain a cleaner image, we will join the rest of the sufficiently light regions with the mediastinum or chest wall area, avoiding joining the regions corresponding to the image background. In addition, as what we have obtained as cardio-pericardial silhouette is only the darker part of it, we have included its identification so as not to join these regions to the area corresponding to the left lung. As this silhouette is really a part of the mediastinum, we will join it to it.
After the process of joining and interpreting the regions we have obtained a labeled image with different masks corresponding to the characteristic regions of a chest radiograph (lungs, hila, mediastinum, chest wall, and aortic arch). Finally, in order to smooth the lung contours, we will fit them to a curve by means of B-splines, taking appropriate control points (around 20 for each lung), and always the ones that open the lung contours. These control points are automatically calculated taking into account the general silhouette of the lung areas and their symmetry.
RESULTS
With the purpose of illustrating the results of the progressive segmentation described in section 2, which constitute our global system for the automatic segmentation of chest radiographic images, we will process the chest image presented in Fig. 5a , which, as may be observed, presents multiple lung nodules.
As we have seen in Section 2.B, the initial segmentation process we perform employs statistical information (histogram) and is implemented in two stages. The first stage is automatic but the second resegmentation stage requires the intervals shown in Table 1 , which we choose differently depending on whether the region is cataloged as light (mediastinum and chest wall), dark (lungs) or irrelevant (basically the background of the image). To choose appropriate values for the parameters required by these algorithms, we have processed and analyzed a set of images with very different values. In summary, the parameters used in low level stage are not very restrictive, this given by the fact that they work in very different situations corresponding to images of several qualities and both sexes. Other parameter values could be used for the resegmentation, as they could be more adequate for some images and less for other images, like the values selected. The mean number of boundaries and regions obtained after this stage can be seen in Table 1 .
If we apply this algorithm to the image in Fig. 5 we obtain, after the first stage, the seven regions whose contours are shown in Fig. 5a . As may be observed, some of these regions basically correspond to the lung areas, but do not delimit them correctly. An application of the resegmentation algorithm to these regions provides a finer segmentation (Fig. 5b) . It may be seen that in many cases a multiplicity of parallel boundaries, not all of them significant, appear due to the smooth variation of the gray levels in areas corresponding to transitions between organs. This problem is solved by integrating spatial information by means of the merit function described in Section 2.C.
The results obtained after confirming, modifying, or eliminating those boundaries that, as edges, do not present enough contrast between the regions they separate are depicted in Fig. 6 , where a decrease in the duplicity of boundaries may be observed. The number of boundaries and thus that of regions is significantly reduced, as can be seen in Table 1 restrictive, as we only intend to clean the image of boundaries with low significance, preserving some that are important for the later interpretation of the image although they have a small value for the merit function. In the high level block, as described in Section 2.D, we start with the region splitting process. Values of edge parameters were taken as standard low values (t 1 and t 2 in Table 1 ), as we only want to eliminate from the Canny image pixels with very low values of edge strength. The regions to be divided are the colored regions of Fig. 7a derived in the first part of Rule 1. It can be clearly seen that they are large and highly irregular. They are usually regions that include part of the lungs and parts of other structures, as is the case for instance of the region in the right part of Fig. 7a (left lung, aortic arch and chest wall) , or the one in the lower left part (left hilum, cardio-pericardial silhouette, and left lung). In Fig. 7b we display the results of this region regularization process in which the number of regions increased.
Finally, and after applying the process of merging and interpreting regions described in Section 2.D, there will be no unidentified regions and the results may be observed in Fig. 8 for the example image. The final number of regions is 10 and the unlabeled regions correspond to the image background. The lung contours have been fitted to curves in order to smooth them.
We have evaluated our system with a set of 45 PA chest radiographs. These radiographs present different contrast characteristics, belong to both sexes, and display pulmonary nodules with different sizes and in various positions within the images. The radiographic films have been digitized using a Konika KFDR-S laser scanner that provides an image of size 2000 ϫ 2430 pixels (175 m/pixel) with 1024 gray levels for a conventional film. For the purpose of our system, we have reduced the scale factor in order to manage the images more easily. The resulting characteristics are 560 ϫ 560 pixels and 256 gray levels, values that, as we will see in the results, are enough for our purposes.
With the parameters shown in Table 1 we obtain reasonable results isolating the lungs as shown in Figs 9a and 9b. The mean number of regions and boundaries for each stage of the global process are summarized in Table 1 in which the empty cells indicate that in that stage the number of boundaries does not need to be calculated. categorize all results as having a sufficient degree of overlap with their contour. This is important as we want to isolate lungs to use them as a search area.
DISCUSSION AND FUTURE WORK
The process previously explained to segment lung fields has several parameters, although we must point out that all of them are very general. We have tried another parameter in a range around the ones taken for these tests and results were almost the same, as the final step is the smooth of lung contours by a B-spline. First, parameters of W in the initial segmentation were taken with values 10 to 25 because the maximum extension of the histogram is from 0 to 255. If these values were too small, the oversegmentation degree will be too high, and we would obtain too many small regions with no significance at all. Second, threshold contrast parameter in the process of elimination of no-edge boundaries was chosen as 20, although from 15 to 25 will lead to good results. We chose a mean value between the two extremes where we obtain right segmentation results. An edge was considered too FIG. 9. (a, b) Result of the global process applied to two example images. small as compared to a neighbor when it had less than a 5% of the longer boundary length and to have a very different merit function if the ratio between the merit functions was less than 8%. We can see that these parameters were not very restrictive. Finally, in the splitting process, what we wanted to do was a splitting of those big regions that were very irregular, and so the size and regularity values in Table 1 .
Summarizing, we consider all these parameters not very restrictive as they perform well with images having very different qualities and we must point out that the main purpose of some of them is only to clean the big quantity of contours obtained in some of the stages of the whole process.
The extraction of boundary cage in chest X-ray images is a very useful tool for radiologists. They use the measures computed from the extraction of lung fields to estimate the cardiothoracic ratio and other measures useful for diagnostic imaging. The purpose of this work is to use these lung fields as a first estimate of an area to search for lung nodules. We know that lungs in the back of the body are longer, so we are now working on expanding the lung areas from the middle to the bottom of the image in order to consider those areas overlapping heart, hilia, and diaphragm as search areas. 
