In the present paper we pose the problem of characterizing polynomial sets {P n } n≥0 with generating power series of the form F(xt − R(t)) and satisfying, for n ≥ 0, the (d + 1)-order recursion xP n (
Introduction
In [1] [2] [3] [4] the authors used different methods to show that the orthogonal polynomials defined by a generating function of the form F(xt − αt 2 ) are the ultraspherical, Hermite and Chebychev polynomials of the first kind. In [4] , the author explained the motivation of this question and of the problem of describing (all or just orthogonal) polynomials with generating functions of the form F(xU(t) − R(t)). The case F(z) = exp(z) corresponds to Sheffer [5] (and if orthogonal to Meixner [6] ) polynomials. The Meixner class has many applications [7] , for instance in classical probability theory. By analogy, the case F(z) = 1/(1 − z) corresponds to the free Meixner class, it appears in free probability theory [8] and was described in [9] . Generating functions for orthogonal polynomials of ultraspherical type F(z) = (1 − z) −λ , λ > 0, were also considered [9, 10] . In the same spirit, we have generalized in [11] the above results for the case F(xt − αt 2 ) by proving the following: Theorem 1.1 ([11]): Let F(t) = n≥0 α n t n and R(t) = n≥1 R n t n /n be formal power series where {α n } and {R n } are complex sequences with α 0 = 1 and R 1 = 0. Define the polynomial set {P n } n≥0 by F(xt − R(t)) = n≥0 α n P n (x)t n .
(1.1)
If this polynomial set (which is automatically monic) satisfies the three-term recursion relation xP n (x) = P n+1 (x) + β n P n (x) + ω n P n−1 (x), n ≥ 0, P −1 (x) = 0, P 0 (x) = 1, (1.2) where {β n } and {ω n } are complex sequences, then we have:
(a) If R 2 = 0 and α n = 0 for n ≥ 1, then R(t) = 0, F(t) is arbitrary and F(xt) = n≥0 α n x n t n generates the monomials {x n } n≥0 . (b) If α 1 R 2 = 0, then R(t) = R 2 t 2 /2 and the polynomial sets {P n } n≥0 are the rescaled ultraspherical, Hermite and Chebychev polynomials of the first kind.
The choice α 0 = 1 and R 1 = 0 comes from the fact that the generating function
with γ 1 and γ 2 constants, is also of type (1.1).
Note that, the polynomials in Theorem 1 which satisfy a three-term recursion with complex coefficients are not necessary orthogonal with respect to a moment functional L, i.e. for all non-negative integers m,n; L, P m (x)P n (x) = 0 if m = n and L, P 2 n (x) = 0, where L, P denotes the effect of the linear functional L on the polynomial P, see Definition 2.2 in [12] .
In the present paper, we are interested in monic PSs generated by Equation (1.1) (with F(t) and R(t) as in Theorem 1) and satisfying higher order recurrence relations (1.3) . For this purpose, we adopt the following definitions:
is called a d-polynomial set (d-PS) if its corresponding monic PS {P n } n≥0 , defined by P n (x) = (lim x→+∞ x −n Q n (x)) −1 Q n (x), n ≥ 0, satisfies the (d + 1)-order recurrence relation: 
Here, {γ 0 n } n≥0 can be the null sequence, so the set of monomials is a 0-PS.
Let us remark that a d-PS characterized by Equation (1.3), with the additional condition γ d n = 0 for n ≥ d, is called a d-orthogonal polynomial set (d-OPS) [14, 15] . This characterization of a d-OPS is equivalent [14] to the existence of d linear functionals L k for k = 0, 1, . . . , d − 1 such that
This concept of d-orthogonality is an extension of the well-known notion of orthogonality (when d = 1), and the researches are working in both, theoretical and applied aspects, to generalize what has been done for the standard orthogonality (see, for instance, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ). In what we are concerned here, the authors in [3] generalized the result stated in [1, 2] by showing the following: It was also shown in [26] that all classical d-symmetric d-OPSs are generated by G((d + 1)xt − t d+1 ). Further characteristic properties for these polynomials are also given in [3, 26] and recently in [27] .
Another contribution concerns d-OPSs with generating functions of Sheffer type, i.e. of the form A(t) exp(xH(t)), see [28] . We have
is a polynomial of degree ≤ d + 1,
is a polynomial of degree d.
Note that Theorem 1.6 characterizes also the d-OPSs with generating functions of the form
where R(t) = − ln(A(t)). For H(t) = t, we meet the Appell case with the Hermite d-OPSs [29] generated by exp(xt −ρ d+1 (t)) whereρ d+1 (t) is a polynomial of degree d+1. The Sheffer-type d-PSs (with another kind of d-orthogonality) appear when characterizing the class of generating probability measures, which belongs to the natural exponential family with polynomial variance functions in the mean [30, 31] .
After this short introduction, we give in Section 2 our main results for d-PSs satisfying Equation (1.3) and generated by Equation (1.1). Namely the relations between {γ l n } 0≤l≤d and the coefficients of F(t) and R(t) (Proposition 2.1) which we use to show that:
are null (Corollaries 2.3 and 2.4) or if F(t) is a generalized hypergeometric series (Theorem 2.6), (ii) R(t) is a polynomial of degree d+1 which is equivalent to saying that the d-PS is classical (Corollary 2.8), (iii) in the case where a d-PS is classical, the sequences {γ l n } 1≤l≤d can be obtained by solving linear difference equations (Corollary 2.7).
Main results
The results in this section concern all d-PSs generated by Equation (1.1). The central result is in Proposition 2.1 below from which the other results arise. (1.5) , with α n = 0 for n ≥ 1. Putting a n = α n α n+1 , (n ≥ 0) and c l n = α n α n−l γ l n , (1 ≤ l ≤ d, n ≥ l), then we have:
or equivalently
Proof: The PS {P n } n≥0 is generated by Equation (1.1). So, we have (see [11, Proposition 1] )
On the other hand, by differentiating (1.3), we get
Then by making the operations (2.8) + nα n (2.9) and (2.8) −α n (2.9) we obtain, respectively, .10) and
Inserting Equation (2.8) into the left-hand side of Equation (2.11) multiplied by x, we obtain
Using Equations (2.11) and (2.10), respectively in the left-hand side and right-hand side of Equation (2.12), we get
(a) By comparing the coefficients of P n+1 (x) in the both sides of Equation (2.14), we obtain 1 n + 1 α n γ 0 n = 0, for n ≥ 0, and then γ 0 n = 0, for n ≥ 0.
(b) Equating the coefficients of P n (x) in the both sides of Equation (2.14) gives
which can be written as γ 1 n = na n − (n − 1)a n−1 , for n ≥ 1.
Now by equating the coefficients of P n+1−k (x) for k ≥ 2 in the both sides of Equation (2.14), we obtain In the following corollaries, we adopt the same conditions and notations as in Proposition 2.1.
Corollary 2.2:
If R 2 = R 3 = · · · = R d+1 = 0 and α n = 0 for n ≥ 1, then R(t) = 0, F(t) is arbitrary and F(xt) = n≥0 α n x n t n generates the monomials {x n } n≥0 .
Proof:
As R 1 = R 2 = · · · = R d+1 = 0, it is enough to show by induction that R n = 0 for n ≥ d + 2. For n = 1, 2, .
3), for n = d+1, P d+2 (0) = 0 and then R d+2 = 0. Now assume that R k = 0 for d + 2 ≤ k ≤ n − 1. According to Equation (2.8) we have, for d + 2 ≤ k ≤ n − 1, P k (0) = 0 and P n (0) = −R n α 1 /nα n . On other hand, by the shift n → n − 1 in Equation (1.3), we have P n (0) = 0 and thus R n = 0. As R(t) = 0, the generating function (1.1) reduces to F(xt) = n≥0 α n x n t n which generates the monomials with F(t) arbitrary.
Corollary 2.3:
If R d+2 = R d+3 = · · · = R 2d+2 = 0 then R(t) = R 2 t 2 /2 + R 3 t 3 /3 + · · · + R d+1 t d+1 /(d + 1).
Proof:
We will use Equation (2.7) and proceed by induction on k to show that R k = 0 for k ≥ 2d + 3. Indeed, k = 2d+2 and n = 2d+2 in Equation (2.7) leads to a 2d+2 R 2d+3 = 0 and since a n = 0, we get R 2d+3 = 0. Suppose that R 2d+3 = R 2d+4 = · · · = R k = 0, then for n = k Equation (2.7) gives a k R k+1 = 0 and finally R k+1 = 0.
Corollary 2.4:
Proof: • Let k = κ in (2.7), then for n ≥ κ the fraction κ−2 l=1 R l+1 R κ−l /(n − l + 1), as function of integer n, is null even for real n. So,
which is R d+2 R κ−d−1 = 0 when l = d+1. Supposing R d+2 = 0 leads to R κ−d−1 = 0. So R κ+d = R κ+d−1 = · · · = R κ−d = R κ−d−1 = 0 and with the same procedure we find R κ−d−2 = 0. Going so on till we arrive at R d+2 = 0 which contradicts R d+2 = 0.
• By taking successively k = κ + r, κ + r − 1, . . . , κ in Equation (2.7), for 1 ≤ r ≤ d, we find
If R d+2+r = 0 then by taking l = d+1+r, we get R κ−d−1 = R κ−d−2 = · · · = R κ−d−r−1 = 0. So R κ+d−r = R κ+d−r−1 = · · · = R κ−d−r−1 = 0 and with the same procedure, we find
Going so on till we arrive at R d+2+r = 0 which contradicts R d+2+r = 0.
Corollary 2.5:
If a n is a rational function of n then R d+2 = R d+3 = · · · = R 2d+2 = 0.
Proof: From Equations (2.3), (2.4) and (2.5) observe that c l n will also be a rational function of n. Then it follows that, in Equation (2.7), two fractions are equal for natural numbers n ≥ k, k ≥ 2d + 2, and consequently will be for real numbers n. If we denote by N s (G(x) ) the number of singularities of a rational function G(x), then we can easily verify, for all rational functions G andG of x and a constant a = 0, that: (G(x) ), (c) N s (G(x) +G(x)) ≤ N s (G(x)) + N s (G(x) ).
Using property (a) of N s we have N s n − k n − k + 1 a n−k = N s n n + 1 a n and N s n − k + l + 1 n − k + l + 2 c l n−k+l+1 = N s n n + 1 c l n .
According to properties (b) and (c) of N s , the N s of the left-hand side of Equation (2.7) is finite and independent of k. Thus, the right-hand side of Equation (2.7) has a finite number of singularities which is independent of k. As consequence there exists a k 1 ≥ 3d + 3 for which R l+1 R k−l = 0 for all k ≥ k 1 − d − 1 and k 1 − d − 1 ≤ l ≤ k. According to Corollary 2.2, there exists a k 0 such that 2 ≤ k 0 ≤ d + 1 and R k 0 = 0. So, taking successively k = k 0 + l with l = k 1 + d, k 1 + d − 1, . . . , k 1 − d − 1, we get R k 1 +d+1 = R k 1 +d = · · · = R k 1 −d = 0. Then, by Corollary 2.4 ,we have R d+2 = R d+3 = · · · = R 2d+2 = 0.
The fact that a n is a rational function of n means that F( z) = n≥0 α n ( z) n (where is the quotient of the leading coefficients of the numerator and the denominator of a n ) is a generalized hypergeometric series, i.e. of the form:
where (μ l ) p l=k denotes the array of complex parameters μ k , μ k+1 , . . . , μ p , and if k > p we take the convention that (μ l ) p l=k is the empty array. The symbol (μ) n stands for the shifted factorials, i.e.
(μ) 0 = 1, (μ) n = μ(μ + 1) · · · (μ + n − 1), n ≥ 1.
(2.18)
As an interesting consequence, from Corollary 2.5 and Corollary 2.3, we state the following result, which can be interpreted as a generalization of the Appell case in the above Theorem 3 (see also [29] ):
Proof: F(z) = n≥0 α n z n has the form Equation (2.17) . Then a n = α n /α n+1 is a rational function of n, since (μ) n+1 /(μ) n = n + μ. The use of Corollaries 2.5 and 2.3 completes the proof.
Remark 2.1: Corollary 2.5 and Theorem 2.6 can be extended to more forms of a n and F(t), respectively. Namely assume that (i) there is a complex function a(z), such that a(n) = a n for all natural n, (ii) Equation (2.7) (with the substitution n → z and a n → a(z)) remains valid for all z in the domain of a(z), (iii) a(z) and a(z)/a(z − 1) have finite number of singularities, then R(t) is a polynomial of degree at most d+1.
(iii) The {c m n } 1≤m≤d−1 can be calculated recursively by solving the following d-order linear difference equations: Remark 2.2: In the case of d-OPSs, in Corollary 2.7, the polynomial R(t) is of degree d+1. Otherwise (i.e. R d+1 = 0), we have a contradiction with the regularity conditions γ d n = 0, for n ≥ d.
Corollary 2.8: The d-PS is classical if and only if R(t)
Proof: (1) Assume that the d-PS is classical. From Equation (2.10) and Definition 1.3, we have R k+1 = 0 for d + 1 ≤ k ≤ n − 1. We get R(t) by taking n ≥ 2d + 2 and using Corollary 2.3. Now we show that R d+1 = 0. Equation (2.10) becomes
where Q n (x) = (n + 1) −1 P n+1 (x) and
From Equation (2.19) , if R d+1 = 0 then γ d n+1 = 0, and Equation (2.25) givesγ d n = 0, for n ≥ d. So, {Q n } is not a d-PS which contradicts the fact that {P n } is classical (see Definition 1.3).
(2) Assume that R(t) = R 2 t 2 /2 + R 3 t 3 /3 + · · · + R d+1 t d+1 /(d + 1) with R d+1 = 0, then the PS of the derivatives {Q n } satisfy Equation (2.24) and are generated by F (xt − R(t)) = n≥0 (n + 1)α n+1 Q n (x)t n . Using Corollary 2.7 we find thatc d n := (n + 1)α n+1γ d n /((n − d + 1)α n−d+1 ) satisfies Equation (2.21) . And according to the same expression (2.21) we should have, if c d n = 0 (or γ d n = 0) for n ≥ d + 1, R d+1 = 0. Therefore, there exists forc d n , since R d+1 = 0, an n 0 ≥ d + 1 such thatc d n 0 = 0 (orγ d n 0 = 0). This means that {P n } is classical.
Concluding remarks
In this paper we have established some results concerning the problem of characterizing polynomial sets satisfying a (d + 1)-recursion and generated by F(xt − R(t)). For the case d = 1, we have shown in [11] that R(t) is necessarily a polynomial of second degree. For d = 1, and according to the results obtained here, we can conjecture that R(t) is a polynomial of degree not exceeding d+1. In a forthcoming work, we will confirm this conjecture for the dsymmetric case. In fact, we will show that if a d-PS is generated by F(xt − R(t)) with R(t) = k≥1 T k t (d+1)k , then R(t) is the monomial of degree d+1. This provides a generalization of Theorem 1.5 and a new characterization of the classical d-symmetric d-OPSs. See [27] for other characteristic properties of these polynomials.
