Introduction and summary
We consider stationary. additive. interval functions X(A). These are vector valued stochastic processes having real intervals A = (x, ,B] as domain, having finite dimensional distributions invariant under time translation and satisfying (1.1) X(A1 U A2) = X(A1) + X(A2), for disjoint intervals A,. A2 . Such processes are considered in some detail in Bochner [5] . Setting (1.2) X(t) = X(0, t], -o < t < oo, and in the reverse direction setting (1.3)
X(,B3] = X(f,) -X(x)
we see that a consideration of stationary interval functions is equivalent with a consideration of processes X(t), -x < t < x, having stationary increments.
These last are discussed in Yaglom [24] for example. Important examples of processes of the type under consideration are provided by the point processes.
Here the components of X(A) give the number of events of various sorts that occur in the interval A. A variety of properties and applications of point processes may be found in Cox and Lewis [11] , Bartlett [4] , and Srinivasan [21] .
The paper is divided into various sections. In Section 2 we introduce a key assumption for the processes; specifically we require that all the moments of X(A) exist and have particular integral representations. We are then able to define (1.4) fa1. ,ak(Al, X Ak), -x < < < (o, al, **, ak = 1, r, the cumulant spectra of order k of the r vector valued X(A). These turn out to be generalizations of the cumulant spectra of order k of a continuous time series discussed in Brillinger and Rosenblatt [9] . We then present a spectral representation for X(A). This representation was introduced in Kolmogorov [17] for real valued processes with stationary incre- In Section 3 of the paper we indicate how the theory developed applies to integrated continuous time series, to point processes, and to processes that are hybrids of these last two. In the case of point processes we relate the cumulant spectra to important parameters that have been introduced by Bahba [1] and by Kuznetsov and Stratonovich [18] . Section 4 of the paper discusses various asymptotic properties of the statistic (1.7)
d(T)[(A) = exp { -it} dX(t)
based on an observed stretch of an X(A) process. It will be seen to behave in a similar manner to the finite Fourier transform of a stretch of a continuous stationary series. It follows that the estimates of the various cumulant spectra of X(A) may be formed in the manner of Brillinger and Rosenblatt [9] and that the properties developed in that paper, such as asymptotic normality, will continue to hold. A selection of results that therefore become available is provided.
In particular results relating to the linear time invariant regression of one stationary interval function on another are given. Because point processes are particular cases of the processes under consideration it follows that an asymptotic theory for the spectral estimates of order two of point processes has now been provided. In Section 5 we apply the previously mentioned asymptotic results to develop estimates of the parameters suggested by Bahba and by Kuznetsov and Stratonovich for point processes. In Section 6 we consider the problem of the estimation of the second order spectra of a continuous time series when its values are available only for random times that are the occasions of events of an independent point process.
Section 7 A variety of authors (including Kolmogorov [17] , Doob [14] p. 551, Ito [16] , Yaglom [24] , [25] p. 86, Bochner [5] 
We may infer from this last that the spectral density matrices of X(A) and Y(A) are related by (2.37) fy,(X) = This last relation has the identical form with that giving the effect of linear time invariant operations on the spectral density matrices of time series.
We conclude this section by remarking that the functionMl .., a(u1,* Uk-1) [9] ). Also the Cramer representation of Y(t) is given by
Suppose we construct the interval process (3.6) In a later section we will see that our proposed empirical analysis of the process, X(A), a E A, reduces to the usual empirical analysis of the continuous series Y(t), -oo < t < oo. Srinivasan [21] . The function Pa(t), -oo < t < oo, is called the density of events of the ath sort at time t, a = 1, , r. We note that the process satisfies [20] and Kuznetsov and Stratonovich [18] . Kuznetsov and Stratonovich [18] remarked that it might prove more useful to consider the cumulant functions (3.18) qai, ,ak(tl, Particular cases of the functions include (3.19) qa(t) = Pa (t), (3.20) qa,b(tl, t2) = Pa,b(tl, t2) -Pa(tl)Pb(t2).
The inverse relation to (3.18 We now turn to an investigation of certain statistics useful in the estimation of the cumulant spectra of a stationary interval function X(A). A E A. We will suppose that the values of X(A) are available for A contained in the support of a function h(t/T), T = 1, 2, . We set down. ASSUMPTION 4.1. The function h(t), -oc < t < ct. is measurable in t, bounded, zero for It| > 1 and there exists a finite K such that (4.1) f lh(t + u) -h(t)I dt < Klul for all real u. The inequality (4.1) will be satisfied if h(t) is of bounded variation, for example. For given T. the function h(t/T) has been called a taper by Tukey [22] . It has also been called a data window.
The principal statistics of our analysis of interval processes are the finite Fourier transforms, 
d(T)(A) {ha(tlT) exp {-iAt} Ya(t) dt, that is, it is the Fourier transform of the tapered values that was considered in
Brillinger and Rosenblatt [9] . In the case of Example 3.2, if we let ra(l),. , Ta(na) denote the times of events of the ath sort that occur in the support of ha(t/T), then the statistic (4.2) has the form n,,
This statistic, excluding the taper, was considered in Bartlett [3] for the case r = 1 and suggested for the case of general r by Jenkins in the discussion of that paper. In the case of Example 3.3, the statistic has the form n (4. 
ha (t/T).
We next present a basic theorem indicating the asymptotic joint cumulants of the Fourier transform (4.2). In the theorem we let (4.6) Hal, *, ak(i) = f ha, (t) .. ha(t) exp {-iAt} dt. 
Ak
We see that the joint cumulants are of reduced order unless yk A is near zero. We see from (4.6) and (4.7) that the joint cumulants based on disjoint stretches of data are of reduced order as well.
If ha(t) = 1 for 0 . t . 1 and ha(t) = 0 otherwise, then this theorem has identical nature with the key theorem used in Brillinger and Rosenblatt [9] , Brillinger [6] , Brillinger [7] to develop properties of spectral estimates. The results ofthese papers therefore become directly available. We indicate a selection of results that now hold.
We begin by considering the asymptotic distribution of the finite Fourier transform. Let NA(u, E) denote the complex r variate normal distribution with mean u and covariance matrix L. We have This theorem has the nature of a central limit theorem. Let W,c(n, E) denote the complex Wishart distribution of dimensions r x r, degrees of freedom n and covariance matrix E. Define the matrix of periodograms (4.9)
1(T)_ () = (27rT)1 d(T)(A) d(T)(2A)j
We have the following corollary. This corollary makes precise the chi square approximation for the distribution of second order spectral densities of point processes suggested by Bartlett [3] . We suppose B(T) < B( -* Next we set T(ul. Uk) = 1 if 1Uj = 0 but no proper subset of the uj has sum 0. and set it = 0 otherwise. Let (4.14)
d(T )(A) =j exp {-iAt dX(t).
Finally set (4.15) Ia(,,ak . k k) = (2t) T H da (j).
As an estimate of fa.. ak(Al1' * 2k) we now take (4.16) In differential notation we may write (4.19) as (4.21) dY(t) = f [da(t -u)] dX(u) + d8(t).
Denote the cross spectral density matrix of the process These last suggest that we may base estimates of A(i) and fE E(A) on an estimate of the spectral density matrix (4.23). We could construct an estimate of this last in the manner of (4.16); however, in order to display an alternate form of spectral estimate of order two we proceed slightly differently.
In constructing this alternate estimate we let h(t), -x < t < x. be a tapering function satisfying Assumption 4.1. We then set (4.27) Hk(A) = f h(t)k exp { -i2t} dt.
for -o < A < oc. We next set d(T)(A) = f h(t/T) exp {-iAt} dX(t). 
g(Te)(A) f(T)_ (A) _ f(-T) ()f(T) (A) fX (A)
We can now state the following theorem. A comparison of the results of this theorem and its corollary. with the corresponding results for the regression of one vector valued stationary time series on another, shows that they are identical. This will also be the case for the interval process extension of many of the asymptotic results of the analysis of stationary time series.
Estimation of product densities
Let N(A), A E A, be a stationary point process satisfying Assumption 3.2. We have defined various characteristics of such a process. These may be summarized as follows: 
or, in differential notation, by setting (6.4) 
dX(t) = Y(t) dN(t).
The first and second order measures of this process satisfy We see, from (6.8) and (6.10) , that an estimate of c',y(u) may be constructed from estimates of rx x(u), c' , rN N(u), rN. One can then proceed to form an estimate offl,(y.(.).
Alternatively we could proceed directly to the frequency domain and note that the power spectrum of the process X(A) is given by (6.11) A problem related to the one just considered is that of obtaining as estimate of the cross spectrum fy, Y2(A) of a series Y1(t) with a series Y2 (t) from the values (6.19) (7.1) , then (7.2) Ya(t) f 0ka(t -U) dXa(u), a = 1, * * *, r, -x < t < oo, was a stationary time series with cumulant spectra (7.3) in the manner of Brillinger and Rosenblatt [9] . (In the case k = 2 this suggestion was made by Priestly in the discussion of Bartlett [3] .) This procedure is seen to be analogous with the technique of prewhitening a time series prior to estimating its spectrum. This analogy suggests that we should choose the 0,()A) so that the spectrum (7.3) is near constant for Ai in some finite region.
The estimate (7.4) is seen to have the important advantage of allowing the use of existing spectral programs and also of allowing a simultaneous prewhitening of the data. The proposed analysis may be related to the analysis of a continuous time series in another way. The basic statistic of our analysis is (7.6) f{ exp {i-iAt}h(t/T) dX(t).
If we approximate (7.6 ) by a Stieltjes sum, then we obtain
1=0
An examination of expression (7.7) shows that it corresponds to carrying out an empirical spectral analysis on the time series of first differences. This procedure is common in the analysis of economic time series.
Computations involved in forming (7.6 ) may be prohibitive. Therefore there is much to be said for a procedure involving splitting the data into N segments of length S, forming an estimate (7.8) f(S) ak1.. 2 [23] . Lewis [19] , and Huber et al [15] . The [19] . We remark that the calculations proposed in this paper reduce. in the case that the interval process X(A). A E A. is an integral of a continuous time series, to the usual calculations of the frequency analysis of time series.
Extensions of the definitions and theorems of this paper to a case in which t is vector valued. t E RP, appear fairly immediate if one takes the approach of Brillinger [7] . A different sort of extension would result from a consideration of processes whose differences of higher order than the first are stationary (see Yaglom [24] . a dgk as T -+oo, again using expression (4.7) . This gives (2.27 Turning to the proof of the theorem: let 4j(t) be continuous is some interval of A and 0 elsewhere for j = 1, k. We have (8.13) { 4j(t) dNaj(t) = lim Y j(ie)Naj(iB, iE + El.
