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Abstract
We study the conditions under which the sample mean is self-consistent, and therefore an optimal
predictor, for an arbitrary observation in the sample.
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1. Introduction
Let X = (X1, . . . , Xn) be a ﬁnite sequence of random variables. Let Sn and An denote
their sum and arithmetic mean, respectively, i.e.,
An = 1
n
Sn = 1
n
(X1 + · · · +Xn).
Suppose that for all i and values of Sn we have
E [Xi |Sn] = An. (1)
The relationship (1) means that the conditional expectation of an observation with respect to
the sample sum is equal to the arithmeticmean.Conditioning on the sample sum is equivalent
to conditioning on the sample mean because there is 1 − 1 correspondence between these
quantities. Therefore (1) may also be written as E [Xi |An] = An. This type of relationship
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has been called self-consistency by Tarpey and Flury [7] and used to approximate one
random variable by another (e.g., [6]). Clearly if (1) holds the arithmetic mean is an optimal
predictor ofXi under squared error loss. Our goal here is to characterize the random vectors
X for which the equality (1) is true.
2. Independent identically distributed sequences
We start by investigating (1) assuming that X1, . . . , Xn are independent and identically
distributed (IID) random variables. First note that
An = E [An|An] .
Therefore,
An = E
[
1
n
(
n∑
i=1
Xi
)
|An
]
= 1
n
n∑
i=1
E [Xi |An] = E [Xi |An]
for all i = 1, . . . , n which establishes (1). The proof is based on the linearity of the
expectation operator and the symmetry relationship
E [Xi |An] = E
[
Xj |An
]
for all 1 i, jn. (2)
The relationship (2) may be proved analytically (we do that later in a more general setting).
However, it is intuitively true because the information inAn aboutXi andXj is the same. It
is important to note that (1) implies that E [Xi |An] <∞ even if the expectation ofX does not
exist. The identity (1) is well known and plays an important role in the theory of unbiased
estimation, speciﬁcally in the context of the Rao–Blackwell theorem [2]. Moreover, (1)
may be viewed as a projection ofXi onto the space spanned by the unit vector. This type of
representation is related to Hoeffding’s decomposition and limit theorems for U -Statistics
[8]. In the followingwe show, that underminimal regularity conditions, independent random
variables satisfying (1) must be identically distributed. We start with the following Lemma
whose proof may be found in [5]. Note that in the following we use the symbol i both as
an index (i.e., Xi) and as the imaginary unit i =
√−1. The dual use is apparent from the
context and should cause no confusion.
Lemma 1. Let Y and X be random variables where E [Y ] exist. Then E [Y |X] = 0 if and
only if E [Y exp (itX)] = 0 for all t ∈ R.
Deﬁnition 2. Let (t) be the characteristic function (CF) of the random variable X, we
call O = {t |(t) = 0} the zero characteristic set (ZCS) of X.
Theorem 3. Let X1, . . . , Xn be independent random variables with a ﬁnite ﬁrst moment,
having a ZCS with Lebesgue measure zero. If, additionally, they satisfy (1) then they must
be identically distributed.
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Proof. The equality (1) implies that
E[Xi − An|Sn] = 0
for all i. Using Lemma 1 and the fact that E|Xi | <∞ we conclude that
E[(Xi − An) exp(itSn)] = 0
for all i and all t ∈ R. Deﬁne fi(t) ≡ E[Xi exp(itSn)]. Clearly,
fi(t) = E[Xi exp(itSn)] = E[An exp(itSn)],
thus fi(t) = fj (t) for all pairs 1 i, jn and any t ∈ R. Moreover,
E[Xi exp(itSn)] = E[Xi exp(it (X1 + · · · +Xn))]
= E

Xi exp(itXi)∏
k =i
exp(itXk)


= E[Xi exp(itXi)]
∏
k =i
E[exp(itXk)]
by independence. Thus,
fi(t) = (−i)′i (t)
∏
k =i
k(t),
where i (t) is the CF of Xi and ′i (t) is its derivative with respect to t . Similarly,
fj (t) = (−i)′j (t)
∏
k =j
k(t).
Setting fi(t) = fj (t) we ﬁnd that
′i (t)j (t) = ′j (t)i (t). (3)
LetOi andOj be the ZCS of Xi and Xj , respectively. Clearlyi (t) = j (t) whenever
t ∈ Oi ∩ Oj . Whenever t ∈ (Oi ∪ Oj)c both i (t) and j (t) are non-zero and we can
rearrange (3) to obtain
′i (t)
i (t)
= 
′
j (t)
j (t)
.
It follows that
d
dt
log
(
i (t)
j (t)
)
= 0
and therefore i (t) = j (t) for all t ∈ (Oi ∪ Oj)c. Establishing that Oi = Oj will
conclude the proof. Suppose that s ∈ Oi but s /∈ Oj . Recall that (Oi) = 0 and (Oj ) = 0
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where  denotes theLebesguemeasure. Therefore there exists  > 0 forwhich: (i)i (t) = 0
for t ∈ Js, = (s − , s + ) provided t = s and; (ii) j (t) = 0 for all t ∈ Js,. Now,
|i (s)−j (s)| = |i (s)−i (t)+i (t)−j (s)|
= |i (s)−i (t)+j (t)−j (s)|
 |i (s)−i (t)| + |j (t)−j (s)|
 E| exp(i(s − t)Xi)− 1| + E| exp(i(s − t)Xj )− 1|.
Choosing t close enough to s we can bound
E| exp(i(s − t)Xi)− 1| + E| exp(i(s − t)Xj )− 1|/2+ /2 = ,
where  is arbitrary. Sincei (s) = 0wemust havej (s) = 0 contradicting the assumption
that s /∈ Oj . We conclude that if s ∈ Oi then s ∈ Oj . Similarly if s ∈ Oj then s ∈ Oi.
Thus Oi = Oj completing the proof. 
The assumption of a ﬁnite ﬁrst moment and a ZCS of measure zero are not necessary. For
example, it is easy to check that the conclusion of the theorem holds for Cauchy random
variables whose expectation does not exist. Also, the assumption of ZCS with measure zero
may be replaced with the assumption that the ZCSs are all equal. We require zero measure
ZCSs for the following reason. Imagine two smooth differentiable CFs which are equal in
the interval (−c, c) where c is their ﬁrst zero. Suppose that one of these CFs remains equal
to zero whenever |t | > c, while the other is not. It is easy to check that (3) holds but the
random variables are not identically distributed.
3. Exchangeable sequences
In this section, we will show that in addition to vectors of IID random variables (1) also
holds for exchangeable random variables.
Deﬁnition 4. The random variables X1, . . . , Xn are called exchangeable if
P(X1 ∈ A1, . . . , Xn ∈ An) = P(X(1) ∈ A1, . . . , X(n) ∈ An),
where {(1), . . . , (n)} is any permutation of {1, . . . , n}.
Choosing Aj = (−∞, xj ] for j = 1, . . . , n we see that the distribution function of
an exchangeable random vector satisﬁes F(x1, . . . , xn) = F(x(1), . . . , x(n)), i.e., it is
permutation symmetric.
Lemma 5. The CF X(t) is permutation symmetric if and only if X is exchangeable.
Proof. For brevity let t and x denote an arbitrary permutations of the vectors t and x.
Suppose that X is exchangeable. Its CF is
X(t1, . . . , tn) = E[exp(−itT x)]
=
∫
Rn
exp(−itT x) dFX(x)
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=
∫
Rn
exp(−itT x) dFX(x)
= E[exp(−itT x)] = X(t(1), . . . , t(n)).
Therefore theCFof an exchangeable randomvector is permutation symmetric.Nowsuppose
that X(t) is permutation symmetric. Using the inversion theorem for CFs and Parseval’s
relation we may write
FX(x) = lim
N→∞
1
(2)n
∫
(−∞,x]
∫
Rn
exp(−itT u)X(t) exp(−tT t/2N2) dt du
= lim
N→∞
1
(2)n
∫
(−∞,x]
∫
Rn
exp(−itT u)X(t) exp(−tT t/2N2) dt du
= FX(x)
concluding the proof. 
We present the following result:
Theorem 6. IfX is an exchangeable random vector then Eq. (1) holds for all i = 1, . . . , n.
Proof. Let X ∈ Rn be an exchangeable random vector. It follows from Lemma 5 that
X(t1, . . . , tn) = X(t(1), . . . , t(n))
for all t ∈ Rn. Hence,
X(t1, t2, t2, . . . , t2) = X(t2, t1, t2, . . . , t2) (4)
for any (t1, t2) ∈ R2. However
X(t1, t2, t2, . . . , t2) = E[exp(it1X1 + it2X2 + · · · + it2Xn)]
= E[exp(i(t1 − t2)X1 + it2(X1 + · · · +Xn))]
= X1,Sn(t1 − t2, t2)
is the joint CF of (X1, Sn) where Sn =∑i Xi. Similarly,
X(t2, t1, t2, . . . , t2) = X2,Sn(t1 − t2, t2).
It follows from (4) that
X1,Sn(t1 − t2, t2) = X2,Sn(t1 − t2, t2)
for all (t1, t2) ∈ R2. The uniqueness theorem for Fourier transforms implies that (X1, Sn) L=
(X2, Sn). The equality of the conditional distributions and therefore of the conditional
expectations is immediate. Hence
E[X1|Sn] = E[X2|Sn].
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It follows that E[Xi |Sn] = E[Xj |Sn] for all 1 i, jn.Moreover, the equality
Sn =
n∑
i=1
E[Xi |Sn]
implies that E[Xi |Sn]must be ﬁnite and therefore equal to Sn/n, concluding the proof. 
4. Exchangeability and self-consistency
In this section, we explore general conditions under which a converse to Theorem 6 may
be derived.
4.1. Self-consistency does not imply exchangeability
We start with two examples.
Example 7. Let Y1, . . . , Yn be a sequence of non-degenerate IID random variables. Deﬁne
Xij = YiYj where i = j = 1, . . . , n. Note that Xij are equally distributed. Let n = 3 and
labelX1 = Y1Y2, X2 = Y1Y3, X3 = Y2Y3.A lengthy but straightforward calculation yields
that
fX1X2X3(x1, x2, x3) =
1
2√x1x2x3 f
(√
x1x2
x3
)
f
(√
x1x3
x2
)
f
(√
x2x3
x1
)
,
where f is the density of Y. The above density is symmetric in its arguments which implies
that X1, X2, X3 are exchangeable. Therefore E[Xi |X1 + X2 + X3] equals (X1 + X2 +
X3)/3 by Theorem 6. The situation for n > 3 is slightly more complicated. Clearly, Xij is
independent of Xkl if (i, j) and (k, l) are distinct. Otherwise they are dependent. Thus the
sequenceX12, X13, . . . , Xn−1n is not exchangeable. Nevertheless a direct calculation show
that Xij S(t1, t2) = XklS(t1, t2) for all 1(i, j), (k, l)n and any (t1, t2) ∈ R2, where
S =∑i =j Xij . It follows that
E[Xij |S] = S
N
for all 1 i < jn, where N = n(n− 1)
2
.
Thus (1) holds but the sequence is not exchangeable.
In the following we show, using the multivariate normal distribution (MVN), that (1) may
hold even if the random variables X1, . . . , Xn are not identically distributed. We start with
the following theorem.
Theorem 8. Let X be MVN with mean  and variance matrix  = ((ij )). Then
E[Xi |An] = An, for i = 1, . . . , n (5)
if and only if (i) i = j ; and (ii)
∑
k ik =
∑
k jk, hold for all i and j.
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Proof. It is well known that the conditional distribution ofXi given Sn is univariate normal
with mean
i = E[Xi] + Corr[Xi, Sn]Sd[Xi]
Sd[Sn] (Sn − E[Sn])
= i +
∑
j ij∑
i
∑
j ij
(Sn −Mn), (6)
where Mn = 1 + 2 + · · · + n. Note that i = E[Xi |Sn] = E[Xi |An]. Assume that (i)
and (ii) hold. Using (6) it is easy to verify that
i = Sn
n
.
Conversely (6) and the fact that i = j imply that
(i − j )+ (Sn −Mn)
∑
k ik −
∑
k jk∑
i
∑
j ij
= 0. (7)
Note that the left-hand side of (7) is a linear function of Sn and so it vanishes only when so
do its absolute and linear coefﬁcients. Consequently (i) and (ii) must hold, completing the
proof. 
Example 9. Theorem 8 shows that all MVNs with variance matrices whose rows sum to a
constant satisfy (1). It is easily veriﬁed that for n = 2 the only possible form for the variance
matrix which satisﬁes condition (ii) in Theorem 8 is(
a b
b a
)
,
where a > 0 and 0b < a. Note that this is the variance matrix of an exchangeable
bivariate normal, i.e., its components follow the same normal distribution. Whereas for
n = 3 the variance matrix may take many forms. For example, let a > 2b0. Clearly
 a b bb a b
b b a


is an exchangeable form satisfying (ii). Alternatively let a > b0 and c = a + b.
Note that
 a b 0b a 0
0 0 c


satisﬁes (ii) but results in marginal distributions which are not all the same provided that
b > 0. Hence this is not the variance matrix of an exchangeable random vector. As noted
by a referee there are other non-exchangeable forms.
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In lieu of the previous examples a general converse of Theorem 6 does not exist. It is
easy to see that in the above examples exchangeability fails because (1) does not hold for
some sub-vectors of X.
Deﬁnition 10. We say that X is self-consistent with respect to the mean at all levels if
E[Xi1 |Xi1 + · · · +Xim ] =
Xi1 + · · · +Xim
m
(8)
holds for all distinct indices 1 i1, . . . , imn.
Clearly if X is exchangeable any sub-vector of X is also exchangeable. Therefore (8) is
satisﬁed and consequently exchangeable sequences are self-consistent with respect to the
mean at all levels.
Suppose thatX is self-consistent with respect to the mean at all levels. Let t ∈ R, t = t1m
and deﬁne emj as an m vector whose components are all zero except the j th which is unity.
Using Lemma 1, it can be shown that (8) is equivalent to the 2n−1 functional relationships
lim
h→0

h
Xi1 ,...,Xim (t + hemj ) = limh→0

h
Xi1 ,...,Xim (t + hemk ) (9)
for all distinct indices 1 i1, . . . , imn. For example if n = 2 (9) reduces to
lim
h→0

h
(t, t + h) = lim
h→0

h
(t + h, t). (10)
Thus, the partial derivative with respect to the two components coincide at every diagonal
point (t, t). In other words,  is symmetric around the line t1 = t2. However (10), as well
as (9), do not generally imply that the CF of X is globally symmetric. Hence by Lemma 5
the vector X is not necessarily exchangeable.
Example 11. Let n = 2. Note that for i = 1, 2
E[Xi |S] =
∫ ∞
−∞
xfXi |S(x|s) dx =
i|s
fS(s)
,
where
1|s =
∫ ∞
−∞
xfX1X2(x, s − x) dx,
2|s =
∫ ∞
−∞
xfX1X2(s − x, x) dx.
Self-consistency implies that E[X1|S] = E[X2|S] which is equivalent to the equality
1|s=2|s for all s ∈ R. Let X=(X1, X2) have polynomial density on the unit circle, i.e.,
fX1X2(x1, x2) =
K∑
i=0
K∑
j=0
Cijx
i
1x
j
2 I[x21+x22 1].
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The constantK is the degree of polynomial and is called the rank of themodel. The constants
Cij are chosen so f 0 and
∫
f = 1. Note that X is exchangeable if and only if f (a, b) =
f (b, a) for all {(a, b)|a2 + b21}. Let  := f (a, b)− f (b, a). It follows that
 =
K∑
i=0
K∑
j=0
Cija
ibj −
K∑
i=0
K∑
j=0
Cijb
iaj =
K∑
i=0
K∑
j=0
	ij a
ibj ,
where
	ij =
{
0, i = j,
Cij − Cji, i = j.
Consequently, X is exchangeable if and only if 	ij = 0 for all 1 i, jK. For this model
1|s =
K∑
i=0
K∑
j=0
Cij
∫ s+√2−s2
2
s−
√
2−s2
2
xi+1(s − x)j dx,
2|s =
K∑
i=0
K∑
j=0
Cij
∫ s+√2−s2
2
s−
√
2−s2
2
(s − x)ixj+1 dx.
Adirect calculation, shows that 1|s = 2|s implies exchangeability ifK2 but not ifK3.
More generally, if K > n it is possible to construct a vector X ∈ Rn which satisﬁes (8) but
is not exchangeable.
4.2. Characterizing exchangeability using self-consistency
The previous example indicates that for any ﬁxed n we can ﬁnd a distribution which
is self-consistent at all levels but which is not exchangeable. The key idea is to choose
a model whose rank is higher then the dimension of the data. This is rather simple for
the polynomial models described above. Recall that (8) imposes 2n−1 functional relations,
these in turn impose constraints on the parameters of the model. If the parameter vector
is of sufﬁciently high dimension (i.e., large value for K and more than 2n−1 polynomial
coefﬁcients) then the constraints may be satisﬁed by a non-exchangeable model of high
rank. The concept of rank may be generalized to other families of distributions. Although
we do not offer a formal deﬁnition we will say that the rank of the model is related to the
number of free parameters in it.
Heuristically, we claim that if the rank of the model is lower than the dimension of the
data then self-consistency implies exchangeability. In this section, we prove several such
characterization theorems.
Theorem 12. Let X be uniformly distributed over the region B1...n where B1...n ⊂ Rn is
convex. If (8) holds then X1, . . . , Xn are exchangeable.
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Proof. We start by calculating the conditional expectation of Xi given Sij = Xi + Xj .
Clearly,
E
[
Xi |Xi +Xj = s
] = ∫
R
xfXi |Sij (x|s) dx = fSij (s)−1
∫
R
xfXiXj (x, s − x) dx.
Let U denote the n − 2 dimensional vector obtained from X by excluding Xi and Xj . It
follows that,
fXiXj (x, s − x) dx =
∫
Rn−2
fXiXjU (x, s − x,u) du
= |B1...n|−1
∫
Rn−2
I[(x,s−x,u)∈B1...n]du
= |B1...n|−1
(∫
Rn−2
I[u∈BU ]du
)
I[(x,s−x)∈Bij ]
where |B1...n| is the area of B1...n, and the sets Bij and BU denote the support of
(
Xi,Xj
)
and U respectively. A similar calculation shows that
fSij (s) = |B1...n|−1
(∫
Rn−2
I[u∈BU]du
)∫
R
I[(x,s−x)∈Bij ]dx.
Substituting back we ﬁnd that
E
[
Xi |Xi +Xj = s
] =
∫
R xI[(x,s−x)∈Bij ]dx∫
R I[(x,s−x)∈Bij ]dx
=
∫
Bij∩ls
x
Ls
dx
where ls =
{(
xi, xj
) : xi + xj = s} and Ls = ∣∣Bij ∩ ls∣∣ is its length within Bij . Conse-
quently,
E[Xi |Xi +Xj ] = u1 + v12 ,
E[Xj |Xi +Xj ] = s − u1 + v12 .
Hence, E[Xi |Xi +Xj ] = E[Xj |Xi +Xj ] if and only if u1+v1 = s which implies that v =
(s−u1, u1). Thus if (xi, xj ) ∈ Bij ∩ ls then (xj , xi) ∈ Bij ∩ ls . In other words the segment
ls extends symmetrically around the line xi = xj . Since the latter holds for all values of s
we conclude that the set Bij is symmetric, i.e., (xi, xj ) ∈ Bij implies that (xj , xi) ∈ Bij .
Hence we deduce that (Xi,Xj ) are pair-wise exchangeable for all 1 i, jn. Moreover
the sets Bij must all be equal. Consider the triplet (Xi,Xj ,Xk). Clearly (xi, xj , xk) ∈ Bijk
implies that (xi, xj ) ∈ Bij , (xi, xk) ∈ Bik and (xj , xk) ∈ Bjk. Moreover the equality
Bij = Bik = Bjk implies that (xi, xj ), (xi, xk) and (xj , xk) belong to all three sets. It
immediately follows that any arbitrary permutation (x(i), x(j), x(j)) ∈ Bijk, whence
Bijk is symmetric and (Xi,Xj ,Xk) are exchangeable. The symmetry of an m dimensional
space given the symmetry of them−1 subspaces easily follows, concluding the proof. 
Here, exchangeability follows from the symmetry of the support sets. In fact exchange-
ability for the entire vector easily follows from the bivariate case, i.e., this is a model of
low rank.
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Theorem 13. LetXbeanelliptically distributed randomvector. If (8)holds thenX1, . . . , Xn
are exchangeable.
Proof. Suppose that XEn(,) follows an elliptic distribution [1] with location param-
eter  and scale parameter  = ((ij )). It is well known that the CF of X may be written
as
X(t) = exp(itT )
(tTt) (11)
for some function 
. Consider the pair (Xi,Xj ). Observe that
Xi,Xi+Xj (t1, t2) = E[exp(it1Xi + it2(Xi +Xj))]
= E[exp(i(t1 + t2)Xi + it2Xj)]
= Xi,Xj (t1 + t2, t2).
The joint CF of (Xi,Xj ) is found by setting tk = 0 in (11) whenever k = i, j . A standard
calculation shows that
Xi,Xj (t1 + t2, t2) = exp(i(t1, t2)ij )

(
(t1, t2)ij
(
t1
t2
))
,
where
Tij = (i , i + j ),ij =
(
ii ii + ij
ii + ij ii + 2ij + jj
)
.
Thus, (Xi,Xi +Xj) follow an elliptic distribution. Moreover, the conditional distribution
of Xi given Sij = Xi + Xj is univariate elliptic (a distribution symmetric with respect to
its location) with CF
i|i+j (t) = exp(iti|i+j )
(t2ii|i+j ).
where the location and scale parameters are given by
i|i+j = i +
ii + ij
ii + 2ij + jj (Sij − [i + j ]),
ii|i+j = ii − ii + ij
ii + 2ij + jj .
An analogous expression is available for j |i+j (t). By assumption
E[Xi |Xi +Xj ] + E[Xj |Xi +Xj ] = Xi +Xj <∞,
therefore the conditional means exist, consequently the conditional CFs are differentiable
at t = 0 and therefore the conditional means are given by the location parameters. Thus,
i|i+j = j |i+j if and only if
(i − j )+ (Sij − [i + j ])
(ii − jj )
ii + 2ij + jj = 0
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for all values of Sij . Consequently, the equalities i = j and ii = jj must be satisﬁed
for all 1 i, jn and (Xi,Xj ) are distributed as
E2
((


)
,
(
2 ij
ij 2
))
,
where  and 2 denote the common location and scale parameters. Consider the triplet
(Xi,Xj ,Xk). Note that
Xi,Xi+Xj+Xk (t1, t2) = Xi,Xj ,Xk (t1 + t2, t2, t2)
= exp(i(t1 + t2)+ it2+ it2)
×


(t1 + t2, t2, t2)

 2 ij ikij 2 jk
ik jk 2



 t1 + t2t2
t2



 ,
which equals
exp(it1++it23)
×

(
(t1, t2)
(
2 2 + ij + ik
2 + ij + ik 32 + 2(ij + ik + jk)
)(
t1
t2
))
.
We conclude that the conditional distribution of Xi given Sijk = Xi + Xj + Xk is
E1(i|i+j+k, ii|i+j+k) with
i|i+j+k = +
2 + ij + ik
32 + 2(ij + ik + jk) (Sijk − 3),
ii|i+j+k = 2 − 
2 + ij + ik
32 + 2(ij + ik + jk) .
Similar expressions are derived for the distribution of Xj and Xk given Sijk. It follows that
E[Xi |Xi +Xj +Xk] = E[Xj |Xi +Xj +Xk] = E[Xj |Xi +Xj +Xk]
if and only if
ij + ik = ij + jk = jk + ik
which implies that ij = ik = jk, are all equal for all 1 i, j, kn. Denote their
common value by . Thus Cov[Xi,Xj ] is independent of (i, j) and the random variable X
is distributed as
En(1n, (2 − )In + Jn),
where 1n is the unit vector, In is the identity matrix and Jn = 1n1Tn . It is easy to check that
this distribution is symmetric in its arguments and therefore exchangeable. 
Note that exchangeability for elliptically distributed vector follows from self-consistency
of all bivariate and trivariate subsets. It is important to note that the elliptic family of
distributions is broad [3] and includes among others the MVN family. More interestingly
the multivariate Cauchy family is also a member of this family. Hence, we provide a formal
proof of the fact that the conditional expectation with respect to the mean exists even if the
unconditional expectation does not.
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Theorem 14. Let X be binary random variables. If (8) holds then X1, . . . , Xn are
exchangeable.
Proof. Recall that [4]
P(X = x) =
n∏
i=1
xii (1− i )1−xi
(
1+
∑
S∈S
S
∏
k∈S
zk
)
, (12)
where zk = (xk − k)/√k(1− k), S is the set of all subsets S with size |S|2 of
distinct integers chosen from {1, . . . , n}, and S are correlation coefﬁcients constrained by
the necessity to keep (12) positive and sum to unity. This representation is closed under
marginalization. A short calculation shows that
E[Xi |Xi +Xj ] = P(Xi = 1|Xi +Xj) =


0 if Xi +Xj = 0,
p10
p10+p01 if Xi +Xj = 1,
1 if Xi +Xj = 2,
where puv = P(Xi = u,Xj = v). It follows that E[Xi |Xi +Xj ] = E[Xj |Xi +Xj ] if and
only if P(Xi = 1|Xi + Xj = 1) = P(Xj = 1|Xi + Xj = 1) or alternatively if and only
if p10 = p01. However,
p10 = i (1− j )− ij
√
i (1− i )
√
j (1− j ),
p01 = (1− i )j − ij
√
i (1− i )
√
j (1− j )
and equality is achieved if and only if i = j for all 1 i, jn . Thus all the marginal
distributions must have the same mean . Consider the triplet (Xi,Xj ,Xk). Similarly, the
equality
E[Xi |Xi +Xj +Xk] = E[Xj |Xi +Xj +Xk] = E[Xj |Xi +Xj +Xk]
implies that P(Xv = 1|Xi + Xj + Xk = 1) is independent of v. Hence self-consistency
implies that p100 = p010 = p001 where puvw = P(Xi = u,Xj = v,Xk = w).Writing,
p100 = (1− )2
(
1− ij − ik + jk

(1− ) + ijk
√

(1− )
)
,
p010 = (1− )2
(
1− ij + ik

(1− ) − jk + ijk
√

(1− )
)
,
p001 = (1− )2
(
1+ ij

(1− ) − ik − jk + ijk
√

(1− )
)
and equating implies that
ij = ik = jk
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are all equal which means that all 3-level marginals are exchangeable. The general proof
follows by induction. Suppose that we have established thatX1, . . . , Xm are exchangeable.
Using (12) we can write their probability mass function as
P(X1 = x1, . . . , Xm = xm)
=
m∏
i=1
xi (1− )1−xi

1+ m−1∑
|S|=2
|S|
∏
k∈S
zk + 1,...,m
m∏
k=1
zk

 ,
where |S| denotes the correlation coefﬁcient for subsets of size |S|. Consider the set of
m+ 1 variates X1, . . . , Xm+1. Their joint distribution is given by
m+1∏
i=1
xi (1− )1−xi

1+ m−1∑
|S|=2
|S|
∏
k∈S
zk +
m∑
|S|=m
S
∏
k∈S
zk + 1,...,m+1
m+1∏
k=1
zk

 .
By assumption the equality
E[Xi |X1 + · · · +Xm+1] = X1 + · · · +Xm+1
m+ 1
holds for all 1 im+ 1 and values of X1+ · · · +Xm+1. In particular, if the sum is unity
we have
E[Xi |X1 + · · · +Xm+1 = 1] = P(Xi = 1, Xj = 0 for j = i)
P(Xi1 + · · · +Xim+1 = 1)
.
Deﬁne,
pi = P(Xi = 1, Xj = 0 for j = i).
The induction assumption implies that p1 = p2 = · · · = pm+1 which means that the sums
of the terms
m∑
|S|=m
S
∏
k∈S
zk (13)
must be equal, for i = 1, . . . , m. Note that sampling from X1, . . . , Xm+1 without re-
placement there are m + 1 subsets of size m, we label them Sm1 , . . . , Smm+1. Denote the
corresponding correlations by m1 , . . . , 
m
m+1. Note that only one of these sets does not
include Xi. Suppose that Xi = 1 and for j = i, Xj = 0. Now, if Xi ∈ Smj we denote∏
k∈Smj zk by A otherwise we denote it by B. Note that A and B are simple functions of .
Rewriting (13) assuming that Xi ∈ Smj we have
m+1∑
i=1
mi
∏
k∈Smi
zk = A
∑
i =k
mi + Bmk ,
where it is assumed that the set Smk is the one that does not include Xi. As i varies
the coefﬁcients A and B are permuted among m1 , . . . , 
m
m+1. Finally, equating
p1 = p2 = · · · = pm+1 leads to m + 1 linear equations. It is easy to see that the only
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solution is
m1 = · · · = mm+1.
Thus the distribution of X1, . . . , Xm+1 is also exchangeable, which concludes the
proof. 
We conclude that to prove the exchangeability of a multivariate binary vector, self-
consistency at all levels is required. This is a model with highest possible rank.
5. Further remarks
The relationship (1) means that the conditional expectation of an observation with respect
to the arithmetic mean is equal to that mean. It is of interest to investigate whether such
symmetry assumptions hold with respect to other types of means. The general answer to
this question is negative. For example, let
Gn =
(
n∏
i=1
Xi
) 1
n
denote the geometric sample mean.
Theorem 15. Let X1, . . . , Xn be non-negative IID, then E[Xi |Gn]Gn.
Proof.
E[Xi |Gn] = E

Xi |
(
n∏
i=1
Xi
) 1
n

 = E

Xi | log
(
n∏
i=1
Xi
) 1
n


= E
[
Xi |1
n
n∑
i=1
log(Xi)
]
 exp
(
E
[
log(Xi)|1
n
n∑
i=1
log(Xi)
])
= exp
(
1
n
n∑
i=1
log(Xi)
)
=
(
n∏
i=1
Xi
) 1
n
= Gn. 
A similar result is easily obtained for Hn the harmonic mean and other symmetric func-
tions of the observations.
6. Summary
In this paper, we investigate the conditional expectation of an observation with respect
to the sample mean. We show that for independently distributed, as well as exchangeable
sequences, the relationship (1) holds. In addition if (1) holds and the observations are
independent then under minor regularity conditions they are also identically distributed.
This is a characterization of independence in terms of conditional expectations. We derive
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a functional relationship (9) for the CF of the random sequence which satisfy (1) or (8). We
show that neither condition is sufﬁcient for exchangeability. We show that together with
either distributional assumptions, or assumptions on the CFs themselves, we characterize
some ﬁnite exchangeable sequences.
References
[1] M. Bilodeau, D.S. Brenner, Theory of Multivariate Statistics, Springer, New York, 1999.
[2] G. Casella, R.L. Berger, Statistical Inference, second ed., Wadsworth Publishing Company, Belmont, CA,
1999.
[3] K.T. Fang, S.I. Kotz, K.W. Ng, Symmetric Multivariate and Related Distributions, CRC Press, Boca Raton,
FL, 1993.
[4] H. Joe, Multivariate Models and Dependence Concepts, CRC Press, Boca Raton, FL, 1997.
[5] A.M. Kagan, Y.U. Linnik, C.R. Rao, Characterization Problems inMathematical Statistics,Wiley, NewYork,
1973.
[6] T. Tarpey, Estimating principal points of univariate distributions, J. Appl. Statist. 24 (1997) 499–512.
[7] T. Tarpey, B. Flury, Self consistency a fundamental concept in statistics, Statist. Sci. 11 (1996) 229–243.
[8] A.W. Van der Vaart, Asymptotic Statistics, Cambridge University Press, Cambridge, 2000.
