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QUADRATIC SYSTEMS WITH INVARIANT STRAIGHT
LINES OF TOTAL MULTIPLICITY TWO HAVING
DARBOUX INVARIANTS
JAUME LLIBRE AND REGILENE D. S. OLIVEIRA
Abstract. In this paper we present the global phase portraits in the
Poincare´ disc of the planar quadratic polynomial systems which admit
invariant straight lines with total multiplicity two and Darboux invari-
ants.
1. Introduction
Let R[x, y] be the ring of the real polynomials in the variables x and y.
We consider the system of differential equations in R2 defined by
(1)
x˙ = P (x, y),
y˙ = Q(x, y),
where P,Q ∈ R[x, y]. The dot denotes derivative with respect to the time t.
We say that m = max{degP,degQ} is the degree of system (1).
A quadratic polynomial differential system or simply a quadratic system
is a system (1) for which m = 2. This type of differential equations appear
in the modeling of many natural phenomena described in different branches
of science, in biological and physical applications. Besides the applications
the quadratic systems became a matter of interest for the mathematicians.
Now more than one thousand papers have been published about quadratic
systems, see for instance [7] for a bibliographical survey.
In this paper we always assume that the polynomials P and Q are coprime.
Otherwise system (1) can be reduced to a linear or constant system doing a
rescaling of the time variable, and we want only to study quadratic systems.
The knowledge of the first integrals is of particular interest in planar
differential systems because they allow to draw their phase portraits. On
the other hand it is also interesting to know if the differential system has
invariants, i.e. first integrals depending on the time. Roughly speaking, the
invariants that here we will study (the Darboux invariants) allow to describe
the asymptotic behavior of the solutions of the system, as we shall see later
on in Proposition 5.
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Figure 1. All global phase portraits of systems of type (RPL).
In this paper we investigated quadratic systems which admit real or com-
plex invariant straight lines of total multiplicity two and having a special
invariant of the form f(x, y)est, called Darboux invariant defined in the sub-
section 2.2.
Given two real or complex straight lines in the plane they could be paral-
lels, intersecting at a point, or coincide (a double line). So we shall say that
a quadratic system is of type (RPL) if it has two real and parallel straight
lines. In similar way, the system is of type (CPL) if it has two complex
and parallels straight lines; it is of type (LV ) if it has two real straight lines
intersecting at a real point (Lotka–Volterra systems); or of type (p) if it has
two complex straight lines intersecting at a real point (p), finally, it is of
type (DL) if it has one double invariant real straight line.
The normal forms of all quadratic systems with two real or complex in-
variant straight lines is given in the next proposition proved in [2].
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Figure 2. Global phase portraits of systems of type (CPL).
Proposition 1. Applying an affine change of coordinates the real quadratic
systems, having two real or complex invariant straight lines taken into ac-
count their multiplicities, can be written in one of the following five forms:
(RPL) x˙ = x2 − 1, y˙ = Q(x, y),
(CPL) x˙ = x2 + 1, y˙ = Q(x, y),
(DL) x˙ = x2, y˙ = Q(x, y),
(LV ) x˙ = x(ax+ by + c), y˙ = y(Ax+By + C),
(p) x˙ =
a
2
(x2 + y2) +
c
2
x+ 2y(px+ qy + r),
y˙ =
b
2
(x2 + y2) +
c
2
y − 2x(px+ qy + r),
where Q(x, y) = d+ax+by+lx2+mxy+ny2 denotes an arbitrary polynomial
of degree 2.
Our first main result given in the next theorem is the characterization of
the Darboux invariants of the quadratic systems having two complex or real
invariant straight lines taking into account their multiplicities.
Theorem 2. Quadratic systems of Proposition 1 having a Darboux invari-
ant are:
(RPL) all systems of type (RPL) have the Darboux invariant
I1(x, y, t) =
√
x+ 1 et/
√
x− 1.
(CPL) all systems of type (CPL) have the Darboux invariant
I2(x, y, t) = e
arctan(1/x)et.
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Figure 3. Global phase portraits of systems of type (DL).
(DL) all systems of type (DL) have the Darboux invariant
I3(x, y) = e
(1/x)et.
(LV ) Systems of type (LV ) which have a Darboux invariant can be written
either as
(2) x˙ = x(ax+ by + c), y˙ = Cy with C 6= 0,
or as
(3) x˙ = x
(
−Aλ2
λ1
x−Bλ2
λ1
y + c
)
, y˙ = y(Ax+By + C) with λ1 6= 0,
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where λ1 and λ2 are constants, having Darboux invariants
I4(x, y, t) = ye
−Ct and I5(x, y, t) = xλ1yλ2e(−cλ1−Cλ2)t,
respectively. This statement is proved in [1].
(p) Systems of type (p) which have a Darboux invariant can be written
either as
(4)
x˙ = cx+ 4y(px+ qy + r),
y˙ = cy − 4x(px+ qy + r),
where c2 + p2 + q2 6= 0 having Darboux invariant
I6(x, y, t) = (x
2 + y2)e−ct,
or as
(5)
x˙ = a(x2 + y2) + cx+ y((b− a)x− (a+ bv)y + 2r),
y˙ = b(x2 + y2) + cy − x((b− a)x− (a+ bv)y + 2r),
with (a2 + b2)v 6= 0, having a Darboux invariant given by
(6) I7(x, y, t) = (x
2 + y2)e−2varctan(v)−(c+4vr)t.
Our second main result provides the global classification of all phase por-
traits in the Poincare´ disc of the quadratic systems with two complex or real
invariant straight lines taking into account their multiplicities and having a
Darboux invariant.
Theorem 3. The phase portrait on the Poincare´ disc of any quadratic poly-
nomial differential system
(RPL) with two real and parallel invariant straight lines is topologically
equivalent to one of the 30 phase portraits described in Figure 1;
(CPL) with two complex parallel invariant straight lines is topologically equiv-
alent to one of the 10 phase portraits described in Figure 2;
(DL) with a double invariant straight line is topologically equivalent to one
of the 20 phase portraits described in Figure 3;
(LV ) with two real invariant straight lines intersecting in a point given
by systems (2) and (3) are topologically equivalent to one of the 31
phase portraits described in [1];
(p1) with two complex invariant straight line intersecting in a real point
given by system (4) is topologically equivalent to the phase portrait
described in Figure 4; and
(p2) with two complex invariant straight line intersecting in a real point
given by system (5) is topologically equivalent to one of the 4 phase
portraits described in Figure 5.
The paper is organized as follows. Basic definitions and results necessary
to complete the study of the Darboux invariants and of the phase portraits
of the quadratic systems are given in section 2. In sections 3 and 4 we prove
Theorems 2 and 3 respectively.
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Figure 4. Global phase portraits of systems of type (p)
given by system (4).
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Figure 5. Global phase portraits of systems of type (p)
given by system (5).
2. Basic results
The main of this section is introduce some definitions and results which
shall be used in next sections for the study of the Darboux invariants and to
obtain the local phase portraits of finite and infinite singularities of system
(1).
2.1. Invariants. Let U be an open and dense subset of R2, we say that a
nonconstant function H : U → R is a first integral of system (1) on U if
H(x(t), y(t)) is constant for all of the values of t for which (x(t), y(t)) is a
solution of system (1) contained in U . Obviously H is a first integral of
system (1) if and only if
(7) P
∂H
∂x
+Q
∂H
∂y
= 0,
for all (x, y) ∈ U .
An invariant of system (1) on the open subset U of R2 is a nonconstant
analytic function I in the variables x, y and t such that I(x(t), y(t), t) is
constant on all solution curves (x(t), y(t)) of system (1) contained in U , i.e.
(8)
∂I
∂x
P +
∂I
∂y
Q+
∂I
∂t
= 0,
for all (x, y) ∈ U . In short, I is a first integral of system (1) depending on
the time t.
On the other hand given f ∈ C[x, y] we say that the curve f(x, y) = 0 is
an invariant algebraic curve of system (1) if there exists K ∈ C[x, y] such
that
(9) P
∂f
∂x
+Q
∂f
∂y
= Kf.
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The polynomial K is called the cofactor of the invariant algebraic curve
f = 0. When K = 0, f is a polynomial first integral. When a real poly-
nomial differential system has a complex invariant algebraic curve, then it
has also its conjugate. It is important to consider the complex invariant
algebraic curves of the real systems because sometimes these forces the real
integrability of the system, for more details see Chapter 8 of [5], or the
subsection 2.2.
Let f, g ∈ C[x, y] and assume that f and g are relatively prime in the ring
C[x, y], or that g = 1. Then the function exp(f/g) is called a exponential
factor of system (1) if for some polynomial L ∈ C[x, y] of degreee at most
m− 1 we have
(10) P
∂ exp(f/g)
∂x
+Q
∂ exp(f/g)
∂y
= L exp(f/g).
As before we say that L is the cofactor of the exponential factor exp (f/g).
We observe that in the definition of exponential factor exp(f/g) if f, g ∈
C[x, y] then the exponential factor is a complex function. Again when we
look for a complex exponential factor of a real polynomial system we are
thinking the real polynomial system as a complex polynomial system.
2.2. Darboux invariants. An invariant I is called a Darboux invariant if
it can be written as
(11) I(x, y, t) = fλ11 · · · fλpp Fµ11 · · ·Fµqq es t,
where fi = 0 are invariant algebraic curves of system (1) for i = 1, . . . p,
and Fj are exponential factors of system (1) for j = 1, . . . , q, λi, µj ∈ C and
s ∈ R \ {0}.
Observe that if among the invariant algebraic curves a complex conjugate
pair f = Re(f) + Im(f)i = 0 and f¯ = Re(f)− Im(f)i = 0 occurs, then the
Darboux invariant has a factor of the form fλf¯ λ¯, which is the real multi-
valued function
(
(Re(f))2 + (Im(f))2
)Re(λ)
e−2Im(λ) arctan(Im(f)/Re(f)). So if
system (1) is real then the Darboux invariant is also real, independently of
the fact of having complex invariant curves or complex exponential factors.
The next result, proved in [3], explain how to find Darboux invariants.
Proposition 4. Suppose that a polynomial system (1) of degree m admits
p invariant algebraic curves fi = 0 with cofactors Ki for i = 1, ..., p, q
exponential factors exp(gj/hj) with cofactors Lj for j = 1, ..., q, then, if
there exist λi and µj ∈ C not all zero such that
p∑
i=1
λiKi +
q∑
j=1
µjLj = −s,
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for some s ∈ R\{0}, then substituting fλii by |fi|λi if λi ∈ R, the real (multi-
valued) function
fλ11 . . . f
λp
p
(
exp
(
g1
h1
))µ1
. . .
(
exp
(
gq
hq
))µq
est
is a Darboux invariant of system (1).
Moreover, the search of first integrals is a classic tool in order to describe
the phase portraits of a 2–dimensional differential system. As usual the
phase portrait of a system is the decomposition of the domain of definition
of this system as union of all its orbits.
Let φp(t) be the solution of system (1) passing through the point p ∈ R2,
defined on its maximal interval (αp, ωp) such that φp(0) = p. If ωp =∞ we
define the set
ω(p) = {p ∈ R2 : ∃{tn} with tn →∞ and φp(tn)→ q when n→∞}.
In the same way, if αp = −∞ we define the set
α(p) = {p ∈ R2 : ∃{tn} with tn → −∞ and φp(tn)→ q when n→∞}.
The sets ω(p) and α(p) are called the ω–limit set (or simply ω–limit) and
the α–limit set (or α–limit) of p, respectively. For more details on the ω–
and α–limit sets see for instance section 1.4 of [5].
The Darboux invariant provides information about the ω– and α–limit
sets of all orbits of system (1). More precisely, we have the following result,
where the definition of Poincare´ compactification and Poincare´ disc is given
in subsection 2.3.
Proposition 5. Let I(x, y, t) = f(x, y)est be a Darboux invariant of system
(1). Let p ∈ R2 and φp(t) the solution of system (1) with maximal interval
(αp, ωp) such that φp(0) = p.
(1) If ωp =∞ then ω(p)⊂ {f(x, y) = 0} ∪ S1,
(2) If αp = −∞ then α(p)⊂ {f(x, y) = 0} ∪ S1.
Here S1 denotes the infinity of the Poincare´ disc.
Proof. We prove statement (1), the proof of statement (2) is similar. Sup-
pose s > 0 and let φp(t) = (xp(t), yp(t)). Since I(x, y, t) is an invariant
I(xp(t), yp(t), t) = a ∈ R for all t ∈ (αp, ωp). Then
a = lim
t→∞ I(xp(t), yp(t), t) = limt→∞ f(xp(t), yp(t))e
st.
As limt→∞ est =∞, we have that limt→∞ f(xp(t), yp(t)) = 0. So, by con-
tinuity and the definition of ω–limit set it follows that ω(p)⊂ {f(x, y) = 0},
and for the α–limit set α(p)∈ S1. 
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2.3. Poincare´ compactification. Let
X = P (x, y) ∂
∂x
+Q(x, y)
∂
∂y
be the planar polynomial vector field of degree m associated to the poly-
nomial differential system (1). The Poincare´ compactified vector field pi(X )
corresponding to X is an analytic vector field induced on S2 as follows (for
more details, see [5]).
Let S2 = {y = (y1, y2, y3) ∈ R3; y21 +y22 +y23 = 1} and TyS2 be the tangent
plane to S2 at point y. We identify R2 with T(0,0,1)S2 and we consider the
central projection f : T(0,0,1)S2 → S2. The map f defines two copies of
X on S2, one in the southern hemisphere and the other in the northern
hemisphere. Denote by X ′ the vector field D(f ◦ X ) defined on S2 \ S1,
where S1 = {y ∈ S2; y3 = 0}, identified with the infinity of R2.
For extending X ′ to a vector field on S2, including S1, X must satisfy
convenient conditions. Since the degree of X is m, pi(X ) is the unique
analytic extension of ym−13 X ′ to S2. On S2\S1 there is two symmetric copies
of X , and once we know the behavior of pi(X ) near S1, we know the behavior
of X in a neighborhood of the infinity. The Poincare´ compactification has
the property that S1 is invariant under the flow of pi(X ). The projection of
the closed northern hemisphere of S2 on y3 = 0 under (y1, y2, y3) 7→ (y1, y2)
is called the Poincare´ disc, and its boundary is S1.
Two polynomial vector fields X and Y on R2 are topologically equivalent
if there exists a homeomorphism on S2 preserving the infinity S1 carrying
orbits of the flow induced by pi(X ) into orbits of the flow induced by pi(Y)
preserving or not the orientation of the orbits.
As S2 is a differentiable manifold, in order to compute the explicit ex-
pression of pi(X ), we consider 6 local charts Ui = {y ∈ S2; yi > 0}
and Vi = {y ∈ S2; yi < 0}, where i = 1, 2, 3, and the diffeomorphisms
Fi : Ui → R2 and Gi : Vi → R2, for i = 1, 2, 3, which are the inverses
of the central projections from the tangent planes at the points (1, 0, 0),
(−1, 0, 0), (0, 1, 0), (0,−1, 0), (0, 0, 1) and (0, 0,−1), respectively. We de-
note by z = (u, v) the value of Fi(y) and Gi(y), for any i = 1, 2, 3, therefore
z means different things depending on the local charts that we are working.
So, after some computations, pi(X ) is given by:
(12) vm∆(z)
(
Q
(
1
v
,
u
v
)
− uP
(
1
v
,
u
v
)
,−vP
(
1
v
,
u
v
))
in U1,
(13) vm∆(z)
(
P
(
u
v
,
1
v
)
− uQ
(
u
v
,
1
v
)
,−vQ
(
u
v
,
1
v
))
in U2,
(14) ∆(z)(P (u, v), Q(u, v)) in U3,
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where ∆(z) = (u2 + v2 + 1)−(m−1)/2. The expressions for Vi’s are the same
as that for Ui’s but multiplied by the factor (−1)m−1. In these coordinates
v = 0 always denotes the points of S1.
3. Darboux invariants
In order to prove Theorem 2 we investigate each system described in
Proposition 1 which provides the normal forms of all quadratic system with
two real or complex invariant straight lines taking into account their multi-
plicities.
Proof of statement (RPL) of Theorem 2. Let f1 = x− 1 and f2 = x+ 1. It
is easy to check that f1 and f2 satisfy the equation
∂fi
∂x
x˙+
∂fi
∂y
y˙ = fiKi,
where Ki = fj , i 6= j, i, j = 1, 2. So f1 = 0 and f2 = 0 are invariant straight
lines with cofactors K1 and K2, respectively.
Moreover, as the equation λ1K1 + λ2K2 + s = 0 has the solution λ1 =
−λ2 = s/2, it follows from Proposition 4 that I1(x, y, t) =
√
x+ 1 est/
√
x− 1
is a Darboux invariant for the systems of the type (RPL) for any s ∈ R\{0}.
Choosing s = 1 we have the Darboux invariant of the statement (RPL) of
Theorem 2. 
Proof of statement (CPL) of Theorem 2. The proof of this statement is very
similar to the proof of statement (RPL). Using the same arguments we can
prove that f1 = x− i and f2 = x+ i are invariant curves for systems of type
(CPL) with cofactors K1 = x + i and K2 = x − i, respectively. Moreover
the solution of equation λ1K1 + λ2K2 + s = 0 is λ1 = −is/2, λ2 = is/2 for
any s 6= 0. So I2(x, y, t) = (x − i)− is2 (x + i) is2 est is the Darboux invariant
for any system of type (CPL) for every s ∈ R \ {0}. Using the polar form
of the complex numbers it follows that (x − i)−i/2(x + i)i/2 = earctan(1/x).
So choosing s = 1 we can rewrite the Darboux invariant as I2(x, y, t) =
earctan(1/x)+t and this statement is proved. 
Proof of statement (DL) of Theorem 2. As f1 = x satisfies the equation
∂f1
∂x
x˙ +
∂f1
∂y
y˙ = f1x, f1 = x is an invariant straight line for systems of
type (DL) with cofactor K = x. From the definition of exponential factor
it follows that f2 = e
1/x is an exponential factor for systems of type (DL)
of cofactor L = −1. Moreover, the unique solution of λK + µL + s = 0 is
λ = 0 and µ = s, so I3(x, y, t) = e
s/x+st is a Darboux invariant for systems
of type (DL) for any s 6= 0. Taking s = 1 we conclude the proof of this
statement. 
For systems of type (RPL), (CPL) and (DL) there are no restrictions for
the existence of Darboux invariants. When the quadratic systems have two
invariant straight lines (real or complex) intersecting at a real point there
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are restrictions. This means that there are systems of type (LV ) and of type
(p) which do not admit Darboux invariants.
Proof of the statement (p) of Theorem 2. It is easy to check that f1 = x+iy
and f2 = x−iy satisfy equations (9) with K1 = 12((c+ax+by)+i(4r+4px+
4qy+ay−bx)) and K2 = K¯1, respectively, so f1 = 0 and f2 = 0 are algebraic
invariant straight lines and, K1,K2 their cofactors. Since K2 is the conjugate
of K1 and s is a real number, λ1 and λ2 in the equation λ1k1 +λ2k2 + s = 0
must satisfy λ2 = λ¯1. In this way the Darboux invariant will be real as
already mentioned. The solutions of equation λ1k1 + λ2k2 + s = 0 could
be divided in two. If λ1 = λ2 ∈ R then a = b = 0 and s = −λ1c, so
the Darboux invariant is I6(x, y, t) = (x
2 + y2)λ1e−ctλ1 , for all λ1 non–
zero, in particular λ1 = 1. Otherwise, writting λ1 = u + iv the solution is
p = (b−au)/4v, q = −(bu+av)/4v, s = −cu−4rv and the Darboux invariant
is I7(x, y, t) = (x
2 + y2)ue−2v arctan(v/u)−(cu+4rv)t with v 6= 0. Fixing u = 1
and rescaling the time by a factor 4v, the statement (p) of Theorem 2 is
proved. 
4. Phase portraits
In this section we prove Theorem 3.
Proof of statement (RPL) of Theorem 3. In order to study systems of type
(RPL) we considere two cases.
Case 1: n 6= 0. In this case there are 18 non–equivalent phase portraits
in the Poincare´ disc. Indeed after applying an affine change of variables we
can fix n = 1 in systems of type (RPL). For studying the singular points
at infinity of a polynomial vector field via the Poincare´ compactification we
need to study the singular points in the local chart U1 and the origin of the
local chart U2.
In the chart U1 the compactified system of type (RPL) with n = 1, writes
(15)
z˙1 = l − z1 +mz1 + z21 + az2 + bz1z2 + dz22 + z1z22 ,
z˙2 = (−1 + z2)z2(1 + z2).
We define δ = 1− 4l − 2m+m2 and the points
p± = (z1, z2) =
(
(1−m±
√
δ)/2, 0
)
.
If δ > 0 then p+ is a hyperbolic saddle point and p− is a hyperbolic stable
node, see more details Theorem 2.15 of [5]. If δ = 0 then p+ = p− and the
unique infinite singular point in the chart U1 is a semi–hyperbolic singular
point. It follows from Theorem 2.19 of [5] that this is a saddle–node point.
Finally, if δ < 0 then there are no infinite singular points in the chart U1.
Moreover, systems of type (RPL) in the chart U2 are written as
(16)
z˙1 = −z1 + z21 −mz21 − lz31 − bz1z2 − az21z2 − z22 − dz1z22 ,
z˙2 = −z2(1 +mz1 + lz21 + bz2 + az1z2 + dz22),
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having the origin as a hyperbolic stable node.
Now we shall study the finite singular points. Denote by d− = 4(−a +
d+ l) + (b−m)2 and d+ = −4(a+ d+ l) + (b+m)2 and consider the points
(x±0 , y0) = (−1, (−b+m±
√
d−)/2),
and
(x±1 , y1) = (1, (−b+m±
√
d+)/2).
If d− > 0 and d+ > 0, then there are four finite hyperbolic singular points:
two saddles and two nodes, one stable and other unstable. If d−d+ = 0
and d− + d+ > 0, then there are three finite singular points: a hyperbolic
saddle point, a hyperbolic node and a semi–hyperbolic saddle–node point
(see Theorem 2.19 of [5]). If d−d+ < 0, then there are two finite hyperbolic
singular points, a saddle and a node. If d− = d+ = 0, then there are two
semi–hyperbolic singular points, two saddle–node points. If d−d+ = 0 and
d−+d+ < 0, then there is one semi–hyperbolic singular point (a saddle–node
point). If d− < 0 and d+ < 0 there are no finite singular points.
Now we consider the study of the invariant straigh lines x = 1 and x = −1
passing through the singular points. Since systems of type (RPL) have the
Darboux invariant I1(x, y, t) =
√
x+ 1 et/
√
x− 1 all orbits of these systems
have ω– and α–limit sets contained in the boundary of the Poincare´ disc or
in the straight lines x = −1 and x = 1.
From the above study we conclude that the local behavior of the finite
and infinite singular points of systems of type (RPL) depend on the choice
of the parameters l,m, b and d and on the signs of δ, d+ and d−. Since all
possible combinations of the signs of δ, d+ and d− are realizable, i.e. they
occur in systems of the type (RPL) with n 6= 0, we obtain the first 18 phase
portraits of Figure 1.
Case 2: n = 0. Under this hypothesis in the chart U1 the compactified
system of type (RPL) writes
(17)
z˙1 = l − z1 +mz1 + az2 + bz1z2 + dz22 + z1z22 ,
z˙2 = (−1 + z2)z2(1 + z2).
The point p0 = (−l/(m − 1), 0) is a hyperbolic infinite singular point if
m 6= 1, it is a saddle if m > 1, and a node if m < 1. Moreover, if m = 1
and l = 0, p0 does not exist. If m = 1 and l 6= 0 then the two components
of the system (RPL) are not coprime, and consequently we do not consider
this case.
The system of type (RPL) in the chart U2 is
(18)
z˙1 = z
2
1 −mz21 − lz31 − bz1z2 − az21z2 − z22 − dz1z22 ,
z˙2 = −z2(mz1 + Lz21 + bz2 + az1z2 + dz22),
having the origin as a linearly zero singular point. The local behavior at this
point can be studied using the invariant straight lines x = 1 and x = −1
and the separatrices of this system.
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For studying the finite singular point we can proceed as in Case 1. When
b 6= m and b 6= −m, the systems of type (RPL) with n = 0 has two
finite hyperbolic singular points (x0, y0) = (−1, (a − d − l)/(b − m)) and
(x1, y1) = (1, (−a− d− l)/(b+m)).
The local phase portrait and number of the finite singular points depends
on the combinatory of the signs of b−m and b+m. If (b+m)(b−m) > 0,
then there are two finite hyperbolic singular points: a saddle and a node. If
(b+m)(b−m) < 0 then there are two hyperbolic finite singular points: two
saddles or two nodes (one stable and the other unstable ). If (b+m)(b−m) =
0 and m 6= 0 there is only one hyperbolic finite singular point. If m > 0
then there is a node, if m < 0 there is a saddle. If m = b = 0, there is no
finite singular point because d 6= ±a − l (otherwise the two components of
the system are not coprime).
Moreover, fixing (b+m)(b−m) > 0 then 1−m could be positive, negative
or zero, so all three possible combinatory of the finite and infinite config-
uration of the singular points could be achievable. The same happens if
b−m < 0 and b+m > 0, or b = m > 0. But if b−m > 0 and b+m < 0 or
b = m < 0, or b = m = 0, then 1−m > 0, so there is just one possible con-
figuration for each one. From these arguments we conclude that there are
12 non equivalent phase portraits for systems of type (RPL) when n = 0.
See the phase portraits from 19 to 30 in Figure 1. 
Proof of statement (CPL) of Theorem 3. Systems of type (CPL)
corresponds to systems (VI) of the article [6]. In that article the study
of those systems are divided in six cases. The case (VI.1) provides the phase
portraits 1 and 2 of Figure 1 of [6], i.e. the phase portraits 1 and 2 of Figure
2; the case (VI.2) gives the phase portraits 5 and 6 of Figure 1 of [6], i.e.
the phase portraits 3 and 4 of Figure 2; the case (VI.3) provides the phase
portrait 8 of Figure 1 of [6], i.e. the phase portrait 5 of Figure 2; the case
(VI.4) generates the phase portraits 15, 16 and 17 of Figure 1 of [6], i.e.
the phase portraits 6, 7 and 8 of Figure 2; the case (VI.5) gives the phase
portrait 20 of Figure 1 of [6], i.e. the phase portrait 9 of Figure 2. Finally
the case (VI.6) provides the phase portraits 21 of Figure 1 of [6], i.e. the
phase portrait 10 of Figure 2. 
Proof of statement (DL) of Theorem 3. We divide the study of systems of
type (DL) in two cases.
Case 1: n 6= 0. The study of the infinite singular point of systems of
type (DL) coincides with the study of systems of type (RPL). Applying
an affine change of variables we can fix n = 1. In the charts U1 and U2 the
compactified systems of type (DL) with n = 1 writes exactly as systems of
type (RPL), so these systems have at most two hyperbolic infinite singular
points
p± = (z1, z2) =
(
1
2
(
1−m±
√
1− 4l − 2m+m2
)
, 0
)
.
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Moreover, if we denote δ = 1 − 4l − 2m + m2 then δ > 0 implies that p+
is a saddle and p− is a node. If δ = 0 then p+ = p− and the unique semi–
hyperbolic infinite singular point at the chart U1 is a saddle–node. If δ < 0
then there are no infinite singular points in the chart U1. The origin of the
U2 chart is a hyperbolic node.
There are two semi–hyperbolic finite singular points, namely
(x0, y
±
0 ) =
(
0,
1
2
(
−b±
√
b2 − 4d
))
,
if b2 − 4d > 0. It follows from Theorem 2.19 of [5] that both are saddle–
nodes. If b2−4d = 0 then there is one linearly zero singular point. To study
this point we need to apply the theory of blow–ups. If b2 − 4d < 0 then
there is no finite singular points.
Systems of type (DL) under the hypothesis b2−4d = 0 and after translate
the singular point to the origin it is writing as
x˙ = x2, y˙ = ax− bm
2
x+ lx2 +mxy + y2.
After applying the blow–up x = u, y = uv we obtained the system
u˙ = u2, v˙ = a− bm
2
+ u(l + (−1 +m)v + v2).
If 2a − bm 6= 0 there is no singular point under the line u = 0. Otherwise,
we need to divide the system by u and the points
(u0, v
±
0 ) =
(
0, (1−m±
√
1− 4l − 2m+m2)/2
)
are singular points. It is easy to conclude that there are two hyperbolic
points on u = 0 if 1 − 4l − 2m + m2 > 0, or a semi–hyperbolic point if
1 − 4l − 2m + m2 = 0, which is a saddle–node. Going back through the
changes of variables given by the blow–ups we get the local phase portrait
of the degenerate singular point (x0, y0), when b
2 − 4d = 0 which is given
by two hyperbolic and two parabolic sectors. The localization of these two
hyperbolic and parabolic sectors changes when the infinity singular points
change their local phase portraits, providing the phase portraits from 4 to
9 of Figure 3.
In short, studying all the possible global connections of the separatrices
defined by the local phase portraits of the finite and infinite singular points
we get the phase portraits from 1 to 12 of Figure 3.
Case 2: n = 0. The unique finite singular point is p1 = (0,−d/b), if b 6= 0.
In fact p1 is a semi–hyperbolic saddle–node. If b = 0 there is no finite
singular points.
In the chart U1 the compactified system of type (DL) writes
(19)
z˙1 = l − z1 +mz1 + az2 + bz1z2 + dz22 + z1z22 ,
x˙2 = (−1 + z2)z2(1 + z2).
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So the point p0 = (−l/(m− 1), 0) is the unique infinite singular point in U1
if m 6= 1. The point p0 is a hyperbolic saddle if m > 1, and a hyperbolic
node if m < 1. If m = 1 there is no infinite singular point in the local chart
U1.
System of type (DL) in the chart U2 becomes
(20)
z˙1 = z
2
1 −mz21 − lz31 − bz1z2 − az21z2 − dz32 − dz1z22 ,
z˙2 = −z2(mz1 + lz21 + bz2 + az1z2 + dz22),
having the origin as a degenerate singular point. In order to study this point
we blow–up it. Doing z1 = u and z2 = uv we get the system
(21)
u˙ = −u(−1 +m+ lu+ bv + auv + duv2),
v˙ = −v,
which has the origin as the unique singular point when l2 + (m− 1)2 6= 0. If
m < 1 the origin is a hyperbolic saddle, if m > 1 the origin is a hyperbolic
node. In the case where m = 1 we consider two cases. If l 6= 0, then the
origin is a semi-hyperbolic saddle-node, and if l = 0 the line v = 0 is filled
of singular points.
After blow-down we get the local phase portraits of the origin of U2 which
depends on m, b and l. When m > 1 the origin has two elliptics sectors and
parabolic sectors, the distribution of the two elliptic sectors depends on b, see
phase portrais 13 and 14 of Figure 3. If m < 1 then there is two hyperbolic
sectors and parabolic ones, the distribution of the two hyperbolic sectors
depends on b, see phase portrais 15 and 16 of Figure 3. If m = 1 then the
origin has an elliptic, a hyperbolic and parabolic sectors when lb 6= 0, and
it is a stable node (only parabolic sectors) when l 6= 0 and b = 0, see phase
portrais 17 and 18 of Figure 3. If m = 1 and l = 0 then the infinity is
filled of singular points and its local phase portrait depends on b, see phase
portrais 19 and 20 of Figure 3.

Proof of statement (p1) of Theorem 3. The parameter c cannot be zero oth-
erwise the two components of the system (4) are not coprime. Then it is
easy to check that the origin is a focus if r 6= 0 and a node if r = 0. The
system at infinity has only a pair of singular points, such that using the The-
orem 2.19 of [5], they are saddle–nodes having the two hyperbolic sectors at
the same side of the straight line of the infinity. Since the existence of the
Darboux invariant prevents the existence of limit cycles (see Proposition 5)
we get that the phase portrait of system (4) is the one of Figure 4. 
Proof of statement (p2) of Theorem 3. In order to study system (5) we di-
vide the study in three cases.
Case 1: rab(1−v) 6= 0. Then system (5) admites two finite singular points.
They are (x0, y0) = (0, 0) and (x1, y1) = ((2r+cv)/(a(1−v)), (c+2r)/(b(v−
1)). The origin is a focus. Indeed the eigenvalues of this singular point are
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c ± ir, then the origin is a focus when c 6= 0, and a weak focus or a center
when c = 0. In this last case as system (5) admits Darboux invariant given
by (6) if follows from Proposition 5 that the origin is a focus when c = 0. The
point (x1, y1) is a saddle point if ab(v− 1) < 0, and a node if ab(v− 1) > 0.
At infinity there is a unique singular point in the local chart U1 given by
(z1, 0) = (−a/bv, 0) when v 6= 0 and this point is a when ab(v − 1) > 0 and
a node if ab(v − 1) < 0. When v = 0 there is no singular point in U1. At
the local chart U2, there is no singular point under the condition v 6= 0, and
the origin is a singular point if v = 0. The origin of U2 is a saddle point if
ab > 0 and a node if ab < 0. From this study we obtain the phase portraits
1 and 2 of Figure 5.
Case 2: r 6= 0 and ab(v − 1) = 0. Then the origin is the unique finite
singular point of system (5) and from the reasons given in Case 1 it is a
focus except when r = 0. Now we study the singular points at infinity. We
distinguish three subcases.
Subcase 2.1: a = 0. Since a2 + b2 6= 0 this implies that b 6= 0. Then
there is a unique singular point at infinity which is the (0, 0) of the local
chart U1. This singular point is semi–hyperbolic and its study shows that it
is a saddle–node having the two hyperbolic sectors at the same side of the
infinity.
Subcase 2.2: b = 0. Consequently a 6= 0. The study is similar to the
Subcase 2.1 and we get the same kind of saddle–node but this time at the
origin of the local chart U2.
Subcase 2.3: v = 1. Again there is a unique semi–hyperbolic saddle–node
with two hyperbolic sectors at the same side of the infinity.
Finally taking in account these local behaviors at the finite and infinite
singular points we get the phase portrait 3 of Figure 5.
Case 3: r = 0. We distinguish two subcases.
Subcase 3.1: c 6= 0. Then the study of this subcase is the complete similar
to the study of the Case 1 but now the origin is a node instead of a focus.
But topologically the phase portraits in this case are also given by the phase
portraits 1 and 2 in Figure 5.
Subcase 3.2: c = 0. Then the system (5) is a homogeneous system of
degree 2 and it follows from [4] that the phase portrait is given by the phase
portrait 4 of Figure 5. 
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