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Resumo
Neste trabalho estudamos os polinoˆmios centrais das a´lgebras de Grassmann.
Seja H uma a´lgebra de Grassmann na˜o unita´ria de dimensa˜o infinita, sobre um corpo
infinito de caracter´ıstica prima p > 2. Seja C o espac¸o vetorial dos polinoˆmios centrais
de H. Nosso resultado principal e´: C na˜o e´ finitamente gerado como T-espac¸o. Este e´
o primeiro exemplo conhecido de uma a´lgebra associativa cujos polinoˆmios centrais na˜o
possuem um conjunto gerador finito.
Determinamos o conjunto de geradores de C, a saber
P = {(x1, x2) + T (H), (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N},
onde T (H) denota o T-ideal de identidades polinomiais satisfeitas por H. Observamos
que em 2000, Shchigolev [64] demonstrou que o T-espac¸o gerado por P na˜o e´ finitamente
gerado. Nossa contribuic¸a˜o foi demonstrar que o T-espac¸o gerado por P coincide com C.
Determinamos tambe´m conjuntos de geradores dos T-espac¸os dos polinoˆmios centrais
das a´lgebras de Grassmann na˜o unita´rias de dimensa˜o finita, sobre um corpo infinito de
caracter´ıstica p > 2.
Ale´m disso, apresentamos um exemplo de um subespac¸o vetorial verbal limite, em
uma a´lgebra de um grupo relativamente livre, sobre um corpo de caracter´ıstica p = 2.
Palavras-chave: A´lgebras de Grassmann, polinoˆmios centrais, T-espac¸os, subespac¸o
vetorial verbal limite.
Abstract
In this work we study the central polynomials of the Grassmann algebras.
Let H be an infinite dimensional non-unitary Grassmann algebra over an infinite field
of a prime characteristic p > 2. Let C be the vector space of the central polynomials of
H. Our main result is as follow: C is not finitely generated as a T-space. This is the
first example of an associative algebra whose central polynomials have no finite set of
generators.
Let
P = {(x1, x2) + T (H), (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N},
where T (H) stands for the T-ideal of the polynomial identities of H. We have proved
that the set P generates C as a T-space. In 2000 Shchigolev [64] proved that the T-space
generated by P is not finitely generated. Our contribution is as follows this T-space
generated by P coincides with C.
We have also found sets of generators for the T-spaces of central polynomials of finite
dimensional non-unitary Grassmann algebras over an infinite field of characteristic p > 2.
Moreover, we give an example of a limit verbal vector space in a group algebra of a
relatively free group over a field of characteristic p = 2.
Key-words: Grassmann algebras, central polynomials , T-spaces, limit verbal vector
subspace.
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Introduc¸a˜o
Faremos uma introduc¸a˜o histo´rica onde constam va´rios conceitos, resultados e artigos
que evidenciam a relevaˆncia das estruturas envolvidas neste trabalho.
Sejam X = {x1, x2, ...} um conjunto infinito enumera´vel de s´ımbolos, K um corpo e
K〈X〉 a K-a´lgebra associativa livre na˜o unita´ria, livremente gerada por X. Sejam A uma
K-a´lgebra associativa e f(x1, ..., xn) um elemento de K〈X〉. Dizemos que f(x1, ..., xn) = 0
e´ uma identidade polinomial ou, simplesmente, uma identidade em A se f(a1, ..., an) = 0,
para todos a1, ..., an ∈ A. Se a a´lgebra A satisfaz uma identidade polinomial na˜o trivial,
enta˜o A e´ denominada PI-a´lgebra (PI significa “polynomial identity”).
A teoria de identidades polinomiais e´ uma sub-a´rea importante da teoria de ane´is.
Podemos divid´ı-la em treˆs eixos cla´ssicos. No primeiro, dado um conjunto de identidades
polinomiais procura-se quais as propriedades das a´lgebras que satisfazem tais identidades.
No segundo, dado uma a´lgebra estuda-se quais identidades sa˜o satisfeitas por ela e qual a
classe de a´lgebras que satisfaz essas identidades. E no terceiro, estuda-se a estrutura dos
ideais de identidades.
Foram realizados trabalhos nesta a´rea por M. Dehn [14] em 1922, por W. Wagner [74]
em 1937 e por M. Hall [32] em 1943. Pore´m, so´ por volta de 1948 com o trabalho de I.
Kaplansky [34] esta a´rea ganhou forc¸a como linha de pesquisa.
Em 1950 foi publicado o Teorema de Amitsur e Levitzki [2] mostrando que o polinoˆmio
standard de grau 2n, s2n =
∑
σ∈S2n
sign σ xσ(1)...xσ(2n), e´ uma identidade polinomial para a
2a´lgebraMn(K), das matrizes n×n com entradas em um corpo K de ordem diferente de 2
e 4. Ale´m disso, Mn(K) na˜o satisfaz identidades de grau menor e, a menos da constante
multiplicativa, s2n = 0 e´ a u´nica identidade de grau 2n satisfeita por esta a´lgebra.
Na mesma e´poca, W. Specht [71] apresentou a seguinte questa˜o“E´ verdade que toda a´l-
gebra associativa sobre um corpo K de caracter´ıstica zero possui uma base finita para suas
identidades polinomiais?” Essa pergunta, feita para a´lgebras associativas sobre corpos de
caracter´ıstica qualquer, se tornou uma das questo˜es centrais da Teoria de Identidades Poli-
nomiais e ficou conhecida como problema de Specht. Em 1988, A. R. Kemer [37] respondeu
essa questa˜o de modo afirmativo, no caso de a´lgebras sobre corpos de caracter´ıstica 0. Por
outro lado, em 1999 A. Ya. Belov [6], A. V. Grishin [25] (para caracter´ıstica 2), e V. V.
Shchigolev [63] resolveram negativamente o problema, no caso de a´lgebras sobre corpos
de caracter´ıstica prima.
Muitos autores deram suas contribuic¸o˜es a` teoria de PI-a´lgebras, vide por exemplo [3],
[4], [33], [38], [42], [50], [60], [68], [69].
Um T-ideal de K〈X〉 e´ um ideal fechado para todos os endomorfismos de K〈X〉. Seja
A uma K-a´lgebra, o conjunto de identidades polinomiais satisfeitas por A formam um
T-ideal e todo T-ideal pode ser obtido desta maneira.
Dado um T-ideal I, as K-a´lgebras que satisfazem as identidades de I formam uma
variedade de a´lgebras. Ale´m disso, as identidades satisfeitas em uma variedade formam
um T-ideal de K〈X〉. Ou seja, existe uma correspondeˆncia biun´ıvoca entre as variedades
de a´lgebras associativas e os T-ideais de K〈X〉. O primeiro estudo sistema´tico sobre
T-ideais foi feito por Specht [71].
Na linguagem de T-ideais o problema de Specht se traduz na seguinte questa˜o “E´
verdade que todo T-ideal daK-a´lgebra associativa livre de posto enumera´vel e´ finitamente
gerado como T-ideal?”.
3Seja K1〈X〉 a K-a´lgebra associativa livre unita´ria, livremente gerada por X. Latyshev
[49] demonstrou em 1963 que, sobre um corpo de caracter´ıstica zero, um T-ideal de K1〈X〉
que possui (x1, x2, x3) como elemento, onde (x1, x2) = x1x2 − x2x1, e´ finitamente gerado.
Em 1973, Razmyslov [57] encontrou uma base, composta por nove elementos, para as
identidades da a´lgebra das matrizes de ordem 2 sobre um corpo K de caracter´ıstica 0.
Drensky [17] encontrou uma base minimal, com dois elementos, para tais identidades
em 1981. Em 2001, Koshlukov [44] explicitou conjuntos de geradores dos T-ideais das
identidades das matrizes 2× 2, sobre um corpo de caracter´ıstica prima p 6= 2. Para p > 5
Koshlukov mostrou que os conjuntos de geradores sa˜o minimais. Em 2004, Colombo
e Koshlukov [13] conclu´ıram a descric¸a˜o explicitando conjuntos de geradores minimais
quando p = 3, 5. Em [7], [26] e [65] foram constru´ıdos exemplos de T-ideais na˜o finitamente
gerados.
As a´lgebras de Grassmann sa˜o PI-a´lgebras. Considerando as a´lgebras sobre corpos de
caracter´ıstica 0, Krakowski e Regev [45] mostraram, em 1973, que o polinoˆmio (x1, x2, x3)
constitui uma base para as identidades polinomiais da a´lgebra de Grassmann unita´ria de
dimensa˜o infinita. Ou seja, o T-ideal das identidades satisfeitas pela a´lgebra de Grassmann
unita´ria de dimensa˜o infinita pode ser gerado como T-ideal pelo polinoˆmio (x1, x2, x3).
Este mesmo fato foi demonstrado de maneira diferente, em 1991, por Di Vincenzo [15],
que tambe´m exibiu bases finitas para as identidades das a´lgebras de Grassmann de um
espac¸o vetorial k-dimensional, para todo k. Considerando as a´lgebras sobre corpos de
caracter´ıstica prima, Stojanova-Venkova [72] exibiu, em 1980, bases finitas para as identi-
dades satisfeitas pelas a´lgebras de Grassmann de um espac¸o vetorial k-dimensional, para
todo k. Em 1981, Siderov [12] exibiu uma base finita para as identidades satisfeitas pela
a´lgebra de Grassmann na˜o unita´ria de dimensa˜o infinita. Ale´m disso, mostrou que todo
T-ideal de K〈X〉 contendo (x1, x2, x3) e´ finitamente gerado.
Outros resultados sobre a´lgebras de Grassmann, suas identidades polinomiais e to´picos
relacionados foram obtidos por va´rios autores, vide por exemplo [9], [16], [18], [22], [43],
4[55].
Sejam A uma K-a´lgebra com centro C e f(x1, ..., xn) ∈ K〈X〉. O polinoˆmio f e´ um
polinoˆmio central para A se f(a1, ..., an) pertence a C para todos a1, ..., an ∈ A e f = 0
na˜o e´ uma identidade polinomial para A. Polinoˆmios centrais teˆm muitas aplicac¸o˜es
na teoria de a´lgebras com identidades polinomiais e simplificam va´rias demonstrac¸o˜es
importantes. A existeˆncia de polinoˆmios centrais foi essencial para a soluc¸a˜o de va´rios
problemas, especialmente, a extensa˜o de teoremas ba´sicos sobre ane´is comutativos para
PI-ane´is. Para alguns resultados vide [11], [36], [58], [62], [70].
Artigos relacionados com o estudo de polinoˆmios centrais se concentram em a´lgebras de
matrizes, pois nem a existeˆncia de polinoˆmios centrais para estas a´lgebras e´ um resultado
imediato. Formanek [20] e Razmyslov [56] provaram, independentemente, a existeˆncia de
polinoˆmios centrais para as a´lgebras Mn(K) sobre um corpo K. Ale´m disso, Razmyslov
exibiu, no mesmo trabalho, polinoˆmios centrais para outras classes importantes de a´l-
gebras, por exemplo, para as a´lgebras Ma,b (constitu´ıdas de matrizes de blocos, cujas
entradas sa˜o elementos da a´lgebra de Grassmann unita´ria de dimensa˜o infinita, onde os
dois blocos da diagonal principal, de tamanhos a×a e b×b, sa˜o compostos por polinoˆmios
pares, e os dois blocos restantes compostos por polinoˆmios ı´mpares). Um ideal T-primo e´
um T-ideal onde a inclusa˜o I1I2 ∈ I, com I1 e I2 T -ideais, implica I1 ∈ I ou I2 ∈ I. Uma
variedade T-prima e´ uma variedade de a´lgebras que corresponde a um ideal T-primo de
identidades. Em [8], Belov demonstrou que toda variedade T-prima de a´lgebras possui
polinoˆmios centrais, mas a descric¸a˜o dos polinoˆmios centrais em a´lgebras T-primas esta´
longe de ser completada. O u´nico caso em que a descric¸a˜o esta´ completa e´ para a a´lgebra
M2(K), onde K e´ infinito de caracter´ıstica diferente de dois. Para maiores detalhes vide
[10], [13], [21], [52], [59].
Seja U um subespac¸o vetorial de K〈X〉. U e´ denominado T-espac¸o se e´ um subes-
pac¸o vetorial invariante por todos os endomorfismos de K〈X〉. De forma ana´loga pode-
mos definir T-espac¸o de uma a´lgebra relativamente livre, ou seja, uma a´lgebra da forma
5K〈X〉/T , onde T e´ um T-ideal de K〈X〉. Os polinoˆmios centrais de uma a´lgebra relativa-
mente livre constituem um T-espac¸o. Na teoria de PI-a´lgebras os T-espac¸os abstratos sa˜o
objetos relativamente novos que apareceram relacionados ao problema de Specht. Recen-
temente, va´rios autores obtiveram resultados relacionados a T-espac¸os e aplicac¸o˜es desta
teoria a` soluc¸a˜o de problemas para a´lgebras com identidades polinomiais. A noc¸a˜o de
T-espac¸os foi introduzida por Grishin ([23], [24], [25]), ele construiu o primeiro exemplo
de T-espac¸o na˜o finitamente gerado sobre um corpo de caracter´ıstica 2. V.V. Shchigolev
construiu exemplos de T-espac¸os na˜o finitamente gerados sobre corpos infinitos de carac-
ter´ıstica prima p > 2 em [64] e sobre corpos arbitra´rios de caracter´ıstica prima p > 0 em
[67].
A conexa˜o que existe entre o problema de Specht e T-espac¸os na˜o finitamente gerados
em a´lgebras relativamente livres e´ estreita. Nos artigos [6], [25], [63] foram constru´ıdas
variedades na˜o finitamente geradas distintas e em todos eles alguns T-espac¸os na˜o finita-
mente gerados foram cruciais nas contruc¸o˜es. T-espac¸os na˜o finitamente gerados e suas
aplicac¸o˜es a` soluc¸a˜o do problema da base finita sa˜o explicitamente considerados em [27].
Para mais detalhes sobre T-espac¸os vide por exemplo [1], [23], [24], [25], [39], [40], [41],
[64], [66].
As a´lgebras de Grassmann e a descric¸a˜o dos polinoˆmios centrais de uma a´lgebra dada
sa˜o to´picos de relevaˆncia no estudo de a´lgebras com identidades polinoˆmiais. Entre-
tanto, ainda na˜o existe uma descric¸a˜o do T-espac¸o dos polinoˆmios centrais das a´lgebras
de Grassmann, sobre um corpo infinito de caracter´ıstica prima p > 2. Acreditamos que a
explicac¸a˜o de na˜o haver trabalhos nessa direc¸a˜o e´ o fato da existeˆncia de polinoˆmios cen-
trais em tais a´lgebras ser imediata, como por exemplo (x1, x2) = x1x2−x2x1. A proposta
deste trabalho e´ exibir essa descric¸a˜o para a´lgebras de Grassmann na˜o unita´rias sobre um
corpo infinito de caracter´ıstica prima p 6= 2.
O primeiro cap´ıtulo e´ constitu´ıdo de definic¸o˜es e resultados auxiliares necessa´rios para
6o desenvolvimento do trabalho.
Seja H a a´lgebra de Grassmann, na˜o unita´ria, sobre um corpo infinito de caracter´ıstica
prima p > 2. Seja C o espac¸o dos polinoˆmios centrais de H. Nosso resultado principal,
obtido no segundo cap´ıtulo, e´ que C na˜o e´ finitamente gerado como T-espac¸o. Antes de
desenvolvermos este trabalho na˜o eram conhecidas a´lgebras associativas cujos polinoˆmios
centrais na˜o possuem um conjunto gerador finito.
Ao contra´rio do esperado, na˜o e´ poss´ıvel obter os geradores de H de forma direta.
Utilizaremos a interpretac¸a˜o dada atrave´s de a´lgebras de grupo. Mais precisamente, usa-
remos o isomorfismo existente entre a a´lgebra associativa livre da variedade gerada pela
a´lgebra de Grassmann na˜o unita´ria de posto infinito e um quociente do ideal de aumento
da a´lgebra do grupo livre na variedade de todos os grupos de expoente p e nilpotentes de
classe no ma´ximo 2.
Nesta abordagem surgira´ a necessidade de introduzir a noc¸a˜o de subespac¸o vetorial
verbal de uma a´lgebra de um grupo relativamente livre. Sejam G um grupo relativamente
livre, KG uma a´lgebra de grupo e U um subespac¸o de KG. O subespac¸o U e´ denominado
subespac¸o vetorial verbal de KG, se e´ invariante por todos os endomorfismos de KG,
induzidos pelos endomorfismos do grupo G. Analogamente, definimos subespac¸o vetorial
verbal de um quociente da a´lgebra de um grupo relativamente livre. Esta noc¸a˜o ja´ foi
utilizada implicitamente em outros trabalhos, por exemplo [30] e [35].
Seja T (H) o conjunto de identidades satisfeitas por H. Mostramos o seguinte teorema:
Teorema 2.2. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann de dimensa˜o
infinita H e´ gerado, como T-espac¸o em K〈X〉/T (H), por
(x1, x2) + T (H)
e pelos polinoˆmios
{(x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}.
7E´ bem conhecido e fa´cil demonstrar o fato que os polinoˆmios do conjunto P
P = {(x1, x2) + T (H), (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}
sa˜o centrais em H e, portanto, o T-espac¸o P gerado por eles tambe´m e´ central.
Nossa contribuic¸a˜o foi demonstrar que P coincide com C.
Observamos que em 2000, Shchigolev [64] demonstrou que o T-espac¸o P , gerado por
P , na˜o e´ finitamente gerado. Usando este resultado e o Teorema 2.2, obtemos o seguinte
corola´rio.
Corola´rio 2.40. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann de dimen-
sa˜o infinita H na˜o e´ finitamente gerado.
Seja Vk um espac¸o vetorial de dimensa˜o k sobre K. Denotemos por Hk a a´lgebra de
Grassmann na˜o unita´ria de Vk sobre K.
No terceiro cap´ıtulo nosso objetivo e´ determinar os geradores dos T-espac¸os dos
polinoˆmios centrais das a´lgebras de Grassmann Hk. Dividiremos nosso estudo em dois ca-
sos distintos, o primeiro associado a`s a´lgebras de Grassmann H2n e o segundo a`s a´lgebras
de Grassmann H2n−1. Seja T (Hk) o conjunto de identidades satisfeitas por Hk.
ComoH2n e´ suba´lgebra deH, os polinoˆmios centrais deH sa˜o identidades ou polinoˆmios
centrais em H2n. Mostraremos que todo polinoˆmio central em H2n e´ obtido desta forma.
Usando este resultado demonstraremos o seguinte teorema.
Teorema 3.1. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n e´ gerado,
como T-espac¸o em K〈X〉/T (H2n), por











8Posteriormente, mostraremos que os polinoˆmios de T (H2n−2) sa˜o centrais em H2n−1
e que todo polinoˆmio central em H2n−1 pode ser escrito como soma de dois polinoˆmios,
onde um e´ central em H e o outro pertence a T (H2n−2). Utilizando estes dois resultados
e o fato de que todo polinoˆmio central em H e´ identidade ou polinoˆmio central em H2n−1
demonstraremos o seguinte teorema.
Seja vn o polinoˆmio definido por
vn = x1 ◦ ... ◦ xn−1 ◦ xn = (x1 ◦ ... ◦ xn−1)xn + xn(x1 ◦ ... ◦ xn−1),
onde x1 ◦ x2 = x1x2 + x2x1.
Teorema 3.2. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n−1 e´
gerado, como T-espac¸o em K〈X〉/T (H2n−1), por











Observemos que, em a´lgebras de grupos relativamente livres, a noc¸a˜o semelhante a
T-espac¸os de a´lgebras associativas, e´ a noc¸a˜o de subespac¸os vetoriais verbais. Estas
estruturas sa˜o importantes para a resoluc¸a˜o de alguns problemas.
Um exemplo de utilizac¸a˜o do conceito e de resultados sobre subespac¸os vetoriais verbais
foi dado no segundo cap´ıtulo deste trabalho. Determinamos o T-espac¸o dos polinoˆmios
centrais de uma a´lgebra associativa relativamente livre, mostrando que esta coincide com
um subespac¸o vetorial verbal.
Para exibir uma outra possibilidade de utilizac¸a˜o da noc¸a˜o de subespac¸os vetoriais
verbais introduziremos alguns conceitos.
Sejam K um corpo, F um grupo livre, livremente gerado por x1, x2, ... e KF a a´l-
gebra do grupo F sobre K. Sejam L um espac¸o vetorial sobre K, G um grupo e
9ρ : G→ Aut(L) uma representac¸a˜o de G. Seja u(x1, ..., xn) ∈ KF . Enta˜o, u(x1, ..., xn) =
0 e´ chamada identidade da representac¸a˜o ρ do grupo G se u(ρ(g1), ..., ρ(gn)) = 0 para
quaisquer elementos g1, ..., gn de G.
A classe de todas as representac¸o˜es de grupo sobreK que satisfazem um dado conjunto
de identidades e´ denominado variedade de representac¸o˜es de grupo.
O estudo sistema´tico de identidades de representac¸o˜es de grupo foi iniciada por B. I.
Plotkin. Conceitos ba´sicos e resultados nesta direc¸a˜o podem ser encontrados em [54] e [73].
Um dos principais problemas no estudo de identidades e´ o problema da base finita: “O
conjunto de todas as identidades de uma dada representac¸a˜o e´ equivalente a um conjunto
finito de identidades?”. Segue de [53] que existem representac¸o˜es de grupo de dimensa˜o
infinita cujas identidades na˜o possuem base finita. Contudo, o problema da base finita
continua em aberto para representac¸o˜es de dimensa˜o finita, sobre um corpo infinito. Para
mais resultados vide, por exemplo, [29], [48], [46].
Um caso particular importante no estudo do problema da base finita e´ a construc¸a˜o
de variedades limite de representac¸o˜es de grupos. Seja V uma variedade. Se todas as
subvariedades pro´prias de V sa˜o definidas por conjuntos finitos de identidades e V na˜o
pode ser definida por um conjunto finito de identidades, enta˜o V e´ chamada variedade
limite. Neste sentido, as variedades limite formam uma fronteira entre as variedades que
sa˜o finitamente geradas e as que na˜o sa˜o.
A existeˆncia de variedades limite segue do Lema de Zorn e do fato de que existem
variedades de representac¸o˜es de grupos sem base finita de identidades. Um problema
importante, ainda em aberto, e´ a construc¸a˜o de exemplos de variedades limite de repre-
sentac¸o˜es de grupo. Acreditamos que subespac¸os vetoriais verbais limite podera˜o ser u´teis
para a resoluc¸a˜o deste problema.
No´s apresentamos no quarto cap´ıtulo um exemplo de subespac¸o vetorial verbal limite
sobre um corpo de caracter´ıstica 2. Ale´m disso, esperamos que o subespac¸o vetorial verbal
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constru´ıdo no segundo cap´ıtulo, sobre um corpo de caracter´ıstica p > 2, tambe´m seja um
subespac¸o vetorial verbal limite. Mas este e´ um assunto para estudos futuros.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo recordaremos definic¸o˜es e resultados importantes para nosso trabalho.
Definic¸a˜o 1.1. Sejam D uma classe de a´lgebras associativas sobre um corpo K e F ∈ D
uma a´lgebra gerada por um conjunto X. A a´lgebra F e´ chamada uma a´lgebra livre na
classe D, livremente gerada pelo conjunto X, se para qualquer a´lgebra R ∈ D, toda apli-
cac¸a˜o ϕ : X −→ R pode ser estendida a um homomorfismo ϕ : F −→ R. A cardinalidade
|X| do conjunto X e´ chamada posto de F .
Observac¸a˜o 1.2. Se D e´ a classe de todas as a´lgebras associativas sobre um corpo K,
enta˜o F e´ denominada a´lgebra associativa livre. Caso contra´rio, F e´ denominada a´lgebra
associativa relativamente livre.
Sejam K um corpo e X = {x1, x2, ...}. Denotaremos por K1〈X〉 a a´lgebra cuja
base, como espac¸o vetorial sobre K, e´ composta pela palavra vazia e o conjunto de
todas as palavras xi1 ...xin , (xil ∈ X, n = 1, 2, ...) e tem multiplicac¸a˜o definida por
(xi1 ...xim)(xj1 ...xjn) = xi1 ...ximxj1 ...xjn (xil , xjt ∈ X).
Lema 1.3. (i) A a´lgebra K1〈X〉 e´ livre na classe de todas as a´lgebras associativas, sobre
K, com unidade.
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(ii) Se considerarmos o subespac¸o K〈X〉 de K1〈X〉 gerado por todas as palavras de com-
primento maior ou igual a um, obteremos uma a´lgebra associativa livre sem unidade, que
e´ livre na classe de todas as a´lgebras associativas.
Agora, vamos introduzir o conceito de a´lgebras com identidades polinomiais.
Definic¸a˜o 1.4. (a) Sejam f = f(x1, ..., xn) ∈ K〈X〉 e R uma a´lgebra associativa sobre K.
Dizemos que f = 0 e´ uma identidade polinomial para R se f(r1, ..., rn) = 0 para todos
r1, ..., rn ∈ R.
(b) Se a a´lgebra associativa R satisfaz uma identidade polinomial na˜o trivial, dizemos que
R e´ uma PI-a´lgebra (PI significa “Polinomial Identity”).
Exemplo 1.5. a) Para toda a´lgebra comutativa A temos que (x1, x2) = 0 e´ uma identi-
dade polinomial, pois (a1, a2) = a1a2 − a2a1 = 0 para todos a1, a2 ∈ A.





Definic¸a˜o 1.6. Sejam A uma K-a´lgebra com centro C e f(x1, ..., xn) ∈ K〈X〉. O
polinoˆmio f e´ um polinoˆmio central para A se f(a1, ..., an) pertence a C para todos
a1, ..., an ∈ A e f = 0 na˜o e´ uma identidade polinomial para A.
As classes de a´lgebras determinadas por identidades polinomiais sera˜o denominadas
variedades, vamos introduzir este conceito formalmente.
Definic¸a˜o 1.7. Seja {fi(x1, ..., xni) ∈ K〈X〉 | i ∈ I} um conjunto de polinoˆmios da
a´lgebra associativa livre K〈X〉. A classe V de todas as a´lgebras associativas sobre K
que satisfazem as identidades polinomiais fi = 0, i ∈ I, e´ chamada variedade de a´lgebras
associativas definida pelo sistema de identidades polinomiais {fi | i ∈ I}.
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Teorema 1.8. (Birkhoff) Uma classe de a´lgebras V e´ uma variedade se, e somente se, V
e´ fechada a somas cartesianas, suba´lgebras e a´lgebras quocientes.
Definic¸a˜o 1.9. O conjunto T (V) (respectivamente T (A)) de todas as identidades poli-
nomiais satisfeitas pela variedade V (repectivamente pela a´lgebra A) e´ chamado T-ideal.
Todo T-ideal pode ser obtido desta maneira.
Lema 1.10. Para toda variedade V o T-ideal T (V) e´ um ideal totalmente invariante de
K〈X〉, ou seja, um ideal de K〈X〉 fechado a todos os endomorfismos de K〈X〉.
E´ conhecido que dado um T-ideal I, as K-a´lgebras que satisfazem as identidades de
I formam uma variedade de a´lgebras. Ale´m disso, dada uma variedade, as identidades
satisfeitas por ela formam um T-ideal de K〈X〉. Ou seja, existe uma correspondeˆncia
biun´ıvoca entre as variedades de a´lgebras associativas e os T-ideais de K〈X〉.
Ao trabalharmos com a´lgebras sobre corpos infinitos, e´ suficiente demonstrar que os
resultados sa˜o va´lidos para polinoˆmios multihomogeˆneos. Vamos demonstrar o lema que
nos garante esta possibilidade.
Definic¸a˜o 1.11. Dizemos que um polinoˆmio f(x1, ..., xm) ∈ K〈X〉 e´ homogeˆneo com
respeito a` varia´vel x1, se pode ser representado como uma combinac¸a˜o linear de monoˆmios
de mesmo grau, relativamente a x1.
Definic¸a˜o 1.12. Dizemos que um polinoˆmio f(x1, ..., xm) ∈ K〈X〉 e´ multi-homogeˆneo se
for homogeˆneo com respeito a todas as varia´veis.
Definic¸a˜o 1.13. Dizemos que um polinoˆmio f(x1, ..., xm) ∈ K〈X〉 e´ multilinear se o grau
com respeito a cada varia´vel e´ um.
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Definic¸a˜o 1.14. Uma identidade f(x1, ..., xm) = 0, cujo membro esquerdo e´ um polinoˆmio
homogeˆneo, multihomogeˆneo ou multilinear e´ chamada identidade homogeˆnea, multi-
homogeˆnea ou multilinear, respectivamente.
Definic¸a˜o 1.15. Uma identidade polinomial g = 0 e´ consequeˆncia das identidades
polinomiais fi = 0, i ∈ I, se g ∈ 〈fi | i ∈ I〉T , o T-ideal gerado por {fi | i ∈ I}.
Definic¸a˜o 1.16. Dizemos que duas identidades g = 0 e h = 0 sa˜o equivalentes, se g = 0
e´ consequeˆncia de h = 0 e h = 0 e´ consequeˆncia de g = 0, simultaneamente.
Definic¸a˜o 1.17. Dizemos que dois sistemas de identidades, S1, S2 sa˜o equivalentes, se
toda identidade de S1 e´ consequeˆncia das identidades de S2 e toda identidade de S2 e´
consequeˆncia das identidades de S1.
Lema 1.18. Sobre um corpo infinito, toda identidade polinomial f = f(x1, ..., xm) e´
equivalente a um sistema finito de identidades polinomiais multihomogeˆneas.
Demonstrac¸a˜o:
Se f na˜o e´ homogeˆnea com respeito a x1, escreva f =
∑n
i=0
fi ∈ K〈X〉, onde fi e´
o componente homogeˆneo de f de grau i em x1. Seja V o T-ideal de K〈X〉 gerado
por f . Escolha n + 1 elementos distintos α0, ..., αn ∈ K. Como V e´ T-ideal, enta˜o
f(αjx1, x2, ..., xm) =
∑n
i=0
αijfi(x1, ..., xm) pertence a V para j = 0, ..., n. Considerando




0 · · · αn0
1 α1 α
2













e´ de Vandermond e diferente de zero. Logo, cada fi(x1, ..., xm) e´ uma combinac¸a˜o linear
de identidades polinomiais da forma f(αjx1, x2, ..., xm), ou seja, tambe´m pertencem a V .
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Portanto, as identidades polinomiais fi = 0 sa˜o consequeˆncias de f = 0. Como f = 0
e´ consequeˆncia deste sistema, obtemos a equivaleˆncia com um sistema de identidades
polinomiais homogeˆneas com respeito a x1.
Por induc¸a˜o sobre o nu´mero de varia´veis m, obteremos a equivaleˆncia de f com um
sistema de identidades polinomiais multihomogeˆneas.

Vamos introduzir algumas definic¸o˜es sobre a´lgebras de grupo e a´lgebras de Grassmann
que sera˜o utilizadas no desenvolvimento do trabalho.
Definic¸a˜o 1.19. Sejam K um corpo e G um grupo relativamente livre. Consideremos a
a´lgebra de grupo KG. Dizemos que um ideal I ⊂ KG e´ ideal verbal se I e´ invariante por
todos os endomorfismos da a´lgebra KG induzidos pelos endomorfismos do grupo G.
Definic¸a˜o 1.20. Seja V um K-espac¸o vetorial com base {eλ | λ ∈ Λ}. A a´lgebra asso-
ciativa livre K〈eλ | λ ∈ Λ〉 com multiplicac¸a˜o induzida por e2λ = 0 e eλieλj = −eλjeλi e´
denominada a´lgebra de Grassmann de V sobre K.
Observac¸a˜o 1.21. a) Se V e´ de dimensa˜o infinita, denotaremos por H a a´lgebra de
Grassmann na˜o unita´ria de V sobre K (a´lgebra de Grassmann na˜o unita´ria de dimensa˜o
infinita enumera´vel) e o conjunto {ei1 ...eim | m ≥ 1; i1 < ... < im} e´ uma base de H.
b) Se V e´ de dimensa˜o k, denotaremos por Hk a a´lgebra de Grassmann na˜o unita´ria
de V sobre K (a´lgebra de Grassmann na˜o unita´ria de dimensa˜o finita) e o conjunto
{ei1 ...eim | m ≥ 1; 1 ≤ i1 < ... < im ≤ k} e´ uma base de Hk.
Definic¸a˜o 1.22. Seja G um grupo abeliano. Uma a´lgebra E e´ G-graduada se admite




Eg1Eg2 ⊆ Eg1g2 , para todos g1, g2 ∈ G.
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A a´lgebra H tem uma Z2-graduac¸a˜o natural. Lembremos que a base de H consiste
de todos os produtos ei1ei2 ...eik , onde i1 < i2 < ... < ik e k ≥ 1. A Z2-graduac¸a˜o de H e´
definida por H = H0⊕H1, onde Hi e´ o subespac¸o vetorial gerado por todos os elementos
da base tais que k ≡ i(mod2) para i = 0, 1. Os polinoˆmios de H0 sa˜o denominados
polinoˆmios pares e os de H1, polinoˆmios ı´mpares de H. Ale´m disso, os polinoˆmios pares
sa˜o centrais em H.
Lema 1.23. Sejam d1 e d2 polinoˆmios ı´mpares de H. Enta˜o, d1d2 = −d2d1.
Demonstrac¸a˜o:
Como todo polinoˆmio ı´mpar e´ soma de monoˆmios ı´mpares, podemos supor que d1 e d2
sa˜o monoˆmios ı´mpares. Sejam d1 = ei1ei2 ...eik e d2 = ej1ej2 ...ejl . Enta˜o k e l sa˜o nu´meros
ı´mpares. Portanto,
d1d2 = ei1ei2 ...eikej1ej2 ...ejl = (−1)klej1ej2 ...ejlei1ei2 ...eik = −d2d1.

Observac¸a˜o 1.24. Em todo o trabalho usaremos a seguinte notac¸a˜o [a, b] = a−1b−1ab e
(a, b) = ab− ba.
Cap´ıtulo 2
Polinoˆmios Centrais em A´lgebras de
Grassmann de Dimensa˜o Infinita
Neste cap´ıtulo, K denota um corpo infinito arbitra´rio de caracter´ıstica prima p > 2.
Sejam V um espac¸o vetorial de dimensa˜o infinita sobre K e Vk um espac¸o vetorial de
dimensa˜o k sobre K.
Denotemos por H a a´lgebra de Grassmann, na˜o unita´ria, de V sobre K e por Hk a
a´lgebra de Grassmann, na˜o unita´ria, de Vk sobre K.
Sejam X = {x1, x2, ...} um conjunto infinito enumera´vel de varia´veis e K〈X〉 a a´lgebra
associativa livre, na˜o unita´ria, sobre K.
Siderov [12] encontrou, em 1981, uma base finita para as identidades satisfeitas por
H, mostrou que o T-ideal das identidades satisfeitas por H e´ gerado, como T-ideal, pelos
polinoˆmios xp1 e (x1, x2, x3). Ale´m disso, provou que para um corpo arbitra´rio K, todo
T-ideal de K〈X〉 contendo (x1, x2, x3) e´ finitamente gerado. Em 1991, Regev [61] estudou
as propriedades dos polinoˆmios multilineares do T-ideal da a´lgebra de Grassmann de
dimensa˜o infinita (tanto unita´ria como na˜o unita´ria) sobre um corpo finito.
Seja C o espac¸o dos polinoˆmios centrais de H. Nosso resultado principal, obtido neste
cap´ıtulo, e´ que C na˜o e´ finitamente gerado como T-espac¸o. Antes de desenvolvermos este
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trabalho na˜o eram conhecidas a´lgebras associativas cujos polinoˆmios centrais na˜o possuem
um conjunto gerador finito.
Ao contra´rio do esperado, na˜o e´ poss´ıvel obter os geradores de C de forma direta.
Utilizaremos a interpretac¸a˜o dada atrave´s de a´lgebras de grupo. Mais precisamente, usa-
remos o isomorfismo existente entre a a´lgebra relativamente livre da variedade gerada pela
a´lgebra de Grassmann na˜o unita´ria de posto infinito e um quociente do ideal de aumento
da a´lgebra do grupo livre na variedade de todos os grupos de expoente p, nilpotentes de
classe no ma´ximo 2.
Definic¸a˜o 2.1. Um K-subespac¸o vetorial de K〈X〉 e´ chamado T-espac¸o se for um espac¸o
invariante por todos os endomorfismos de K〈X〉. De forma ana´loga definimos T-espac¸o
de um quociente de K〈X〉 por um T-ideal.
Recordamos que T (H) denota o conjunto das identidades satisfeitas por H. Descre-
veremos agora como obtivemos nosso principal resultado. Primeiro provamos o seguinte
teorema:
Teorema 2.2. O T-espac¸o C dos polinoˆmios centrais da a´lgebra de Grassmann de dimen-
sa˜o infinita H e´ gerado, como T-espac¸o em K〈X〉/T (H), por
(x1, x2) + T (H)





2q + T (H) | q ∈ N
}
.
E´ bem conhecido e fa´cil demonstrar o fato que os polinoˆmios do conjunto P
P = {(x1, x2) + T (H), (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}
sa˜o centrais em H e, portanto, o T-espac¸o P gerado por eles tambe´m e´ central.
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Nossa contribuic¸a˜o foi demonstrar que P coincide com o T-espac¸o C dos polinoˆmios
centrais de H.
Observamos que em 2000, Shchigolev [64] demonstrou que o T-espac¸o P , gerado por
P , na˜o e´ finitamente gerado.
Finalmente, utilizando o resultado de Shchigolev e o Teorema 2.2, obtivemos o seguinte
corola´rio
Corola´rio 2.40. O T-espac¸o C dos polinoˆmios centrais da a´lgebra de Grassmann de
dimensa˜o infinita H na˜o e´ finitamente gerado.
Definic¸a˜o 2.3. O T-ideal T de K〈X〉 e´ o T-ideal gerado por xp1 e (x1, x2, x3).
Siderov [12] demonstrou que T (H) = T . Como o artigo e´ escrito em russo, visando
tornar nosso trabalho mais independente, vamos apresentar essa demonstrac¸a˜o. Para
mostrar que T = T (H), inicialmente, verificaremos que T esta´ contido em T (H).
Lema 2.4. [19, Exemplo 1.1.6] As a´lgebras H e Hk satisfazem a identidade
(x1, x2, x3) = 0.
Demonstrac¸a˜o:
Sabemos que Hk ⊆ H, logo e´ suficiente mostrarmos que H satisfaz a identidade. Como
(x1, x2, x3) e´ linear em cada varia´vel e´ suficiente verificarmos que os elementos da base de
H satisfazem a identidade.
Seja (r1, r2) = (ei1 ...eim , ej1 ...ejn) = (1− (−1)mn)ei1 ...eimej1 ...ejn . Temos que (r1, r2) e´
20
na˜o nulo se m e n sa˜o ı´mpares e eil 6= ejq (1 ≤ l ≤ m, 1 ≤ q ≤ n). Logo, se (r1, r2) 6= 0,
enta˜o (r1, r2) e´ um polinoˆmio par. Portanto, (r1, r2, r3) = 0 para todo r3 ∈ H.

Lema 2.5. [61, Lema 1.2] As a´lgebras H e Hk satisfazem as identidades∑
ρ∈Sp




Como Hk ⊆ H, e´ suficiente mostrarmos que H satisfaz tais identidades. Sejam
w1, ..., wp elementos de H.
Se no ma´ximo um dos elementos w1, ..., wp e´ um polinoˆmio ı´mpar, enta˜o∑
ρ∈Sp
wσ(1)...wσ(p) = p!w1...wp, pois os polinoˆmios pares sa˜o centrais em H. Como a carac-




Se wi, wj sa˜o polinoˆmios ı´mpares, enta˜o para todo polinoˆmio b ∈ H, temos








Seja w ∈ H, w = ∑r
i=1




αi1 ...αipbi1 ...bip .
Se r < p, enta˜o em cada termo bi1 ...bip , no mı´nimo dois dos (bi)
′s sa˜o iguais. Portanto,
bi1 ...bip = 0 e consequentemente w
p = 0.
Se r ≥ p, enta˜o wp = ∑
1≤i1,...,ip≤r







Portanto, H satisfaz a identidade xp1 = 0.

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Pelos Lemas 2.4 e 2.5, podemos concluir o seguinte lema.
Lema 2.6. O T-ideal T esta´ contido em T (H).
Agora verificaremos que T (H) esta´ contido em T .
Lema 2.7. O T-ideal T conte´m todos os elementos da forma
(x1, x3)(x2, x4) + (x1, x4)(x2, x3)
Demonstrac¸a˜o:
Para todos x1, x2, x3, x4, temos que (x1x2, x3, x4) ∈ T . Como
((x1x2, x3), x4) = (x1(x2, x3) + (x1, x3)x2, x4)
= (x1(x2, x3), x4) + ((x1, x3)x2, x4)
= x1(x2, x3, x4) + (x1, x4)(x2, x3) + (x1, x3)(x2, x4) + (x1, x3, x4)x2
e
x1(x2, x3, x4), (x1, x3, x4)x2 ∈ T,
enta˜o
(x1, x4)(x2, x3) + (x1, x3)(x2, x4) ∈ T.

Corola´rio 2.8. O T-ideal T conte´m o elemento (x1, x2)(x2, x3).
Seja
B = {x1i1 ...xmim (xj1 , xj2)...(xj2q−1 , xj2q)xδ1j1 ...x
δ2q
j2q
| m, q ≥ 0, l ∈ {1, ..., p− 1}(1 ≤ l ≤ m),
δt ∈ {0, ..., p−1} (1 ≤ t ≤ 2q), i1 < ... < im, j1 < ... < j2q, ir 6= js (1 ≤ r ≤ m, 1 ≤ s ≤ 2q)}.
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Lema 2.9. O conjunto {b+ T | b ∈ B} gera K〈X〉/T , como espac¸o vetorial sobre K.
Demonstrac¸a˜o:
Seja y = xk1xk2 ...xkn um monoˆmio de K〈X〉. Sabemos que (xi, xj) e´ central mo´dulo
T para todos i, j ∈ N e xp1 ∈ T . Ale´m disso, pelo Corola´rio 2.8, (x1, x2)(x2, x3) ∈ T .











onde i1 < ... < im, 1 ≤ i < p (1 ≤ i ≤ m), xjl 6= xjr para l 6= r, 0 ≤ δl < p
(1 ≤ l ≤ 2q) e t ∈ T . Pelo Lema 2.7, para todos l1, l2, l3, l4 ∈ N, temos que (xl1 , xl3)(xl2 , xl4)
e´ igual a −(xl1 , xl4)(xl2 , xl3) mo´dulo T , logo podemos supor j1 < ... < j2q. Portanto,
{b+ T | b ∈ B} gera K〈X〉/T .

Corola´rio 2.10. O conjunto {b+ T (H) | b ∈ B} gera K〈X〉/T (H).
Demonstrac¸a˜o:
Pelo Lema 2.9, o conjunto {b+ T | b ∈ B} gera K〈X〉/T . Pelo Lema 2.6, T ⊆ T (H),
enta˜o {b+ T (H) | b ∈ B} gera K〈X〉/T (H).

Pelo Corola´rio 2.10, o conjunto {b + T (H) | b ∈ B} e´ um candidato natural a base
de K〈X〉/T (H). Devemos verificar que B e´ linearmente independente mo´dulo T (H).
Comec¸aremos fixando uma relac¸a˜o de ordem sobre os elementos de B.
Seja b um elemento de B. Denotaremos o grau de b por ∂(b) e o grau de b relativamente
a xk por ∂xk(b) .
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Se y = (xi, xj) dizemos que xi e xj pertencem a y.
Definic¸a˜o 2.11. [72, Definic¸a˜o 5] Sejam b1 e b2 elementos arbitra´rios de B. Dizemos que
b2 < b1 se uma das quatro afirmac¸o˜es seguintes for va´lida:
a) ∂(b1) < ∂(b2)
b) Se ∂(b1) = ∂(b2) e o nu´mero de comutadores em b1 e´ menor que o nu´mero de comuta-
dores em b2.
c) Se ∂(b1) = ∂(b2), o nu´mero de comutadores em b1 e b2 e´ o mesmo e existe l ≥ 1 tal que
para todo k < l, ∂xk(b1) = ∂xk(b2) e ∂xl(b1) < ∂xl(b2).
d) Se ∂(b1) = ∂(b2), o nu´mero de comutadores em b1 e b2 e´ o mesmo, ∂xj(b1) = ∂xj(b2)
para todo xj, existe l ≥ 1 tal que para k < l, xk pertence a um comutador em b1 se, e
somente se, pertence a um comutador em b2, e xl pertence a algum comutador de b1 e na˜o
pertence a comutadores de b2.
Lema 2.12. [72, Lema 7] a) Sejam h1 = c1 + g1 e h2 = c2 + g2, elementos de H (respec-










b) Seja v = α1b1 + ... + αsbs, onde bi (1 ≤ i ≤ s) sa˜o monoˆmios de H (respectivamente
Hk) e αi ∈ K (1 ≤ i ≤ s). Enta˜o, vs+1 = 0.
c) Seja w = ei1ei2+...+ei2s−1ei2s um elemento de H (respectivamente Hk), tal que eij 6= eil
para j 6= l (1 ≤ j, l ≤ 2s). Enta˜o, ws = s!ei1 ...ei2s.
d) Seja w = ei1ei2 + ...+ ei2s−3ei2s−2 + ei2s−1 um elemento de H (respectivamente Hk), tal
que eij 6= eil para j 6= l (1 ≤ j, l ≤ 2s− 1). Enta˜o, ws = s!ei1 ...ei2s−1.
Demonstrac¸a˜o:
Essa demonstrac¸a˜o e´ diferente da demonstrac¸a˜o feita no Lema 7 de [72].
a) Sabemos que os polinoˆmios pares sa˜o centrais. Ale´m disso, para d1, d2 polinoˆmios







































































b) Mostraremos por induc¸a˜o sobre s.




Suponhamos que vs+1 = (α1b1 + ...+ αsbs)
s+1 = 0. Enta˜o,
(α1b1 + ...+ αsbs + αs+1bs+1)



























c) Mostraremos por induc¸a˜o sobre s.
Para s = 2, temos (ei1ei2 + ei3ei4)
2 = ei1ei2ei3ei4 + ei3ei4ei1ei2 = 2ei1ei2ei3ei4 .
Suponhamos que ws = (ei1ei2 + ...+ ei2s−1ei2s)
s = s!ei1 ...ei2s . Enta˜o,
25
(ei1ei2 + ...+ ei2s+1ei2s+2)

























= ws+1 + (s+ 1)s!ei1 ...ei2sei2s+1ei2s+2
= (s+ 1)!ei1 ...ei2s+2 .
d) Mostraremos por induc¸a˜o sobre s.
Para s = 2, temos (ei1ei2 + ei3)
2 = ei1ei2ei3 + ei3ei1ei2 = 2ei1ei2ei3 .
Suponhamos que ws = (ei1ei2 + ...+ ei2s−3ei2s−2 + ei2s−1)
s = s!ei1 ...ei2s−1 . Enta˜o,
(ei1ei2 + ...+ ei2sei2s+1 + ei2s−1)




















= ws+1 + (s+ 1)s!ei1 ...ei2s−1ei2sei2s+1
= (s+ 1)!ei1 ...ei2s+1 .

Lema 2.13. Os elementos de B sa˜o linearmente independentes mo´dulo T (H).
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ baseada na demonstrac¸a˜o do Lema 8 de [72].
Consideremos uma combinac¸a˜o linear arbitra´ria, f =
∑t
i=1
αibi, de elementos de B.
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Suponhamos que o termo l´ıder de f com respeito a` Definic¸a˜o 2.11 e´ α1b1, onde α1 ∈ K,












Definamos um homomorfismo ϕ : K〈X〉/T (H)→ H por:
ϕ(xik) = eik1eik2 + ...+ eik(2k−1)eik(2k) para 1 ≤ k ≤ m,
ϕ(xjt) = ejt1ejt2 + ...+ ejt(2δt−1)ejt(2δt) + ejt , para 1 ≤ t ≤ 2q,
ϕ(xs) = 0, se xs 6= xik (1 ≤ k ≤ m) e xs 6= xjt (1 ≤ t ≤ 2q),
onde todos ejt , eikγk , ejtβt (1 ≤ k ≤ m, 1 ≤ t ≤ 2q, 1 ≤ γk ≤ 2k, 1 ≤ βt ≤ 2δt) sa˜o
elementos distintos da base de H.
Pelo Lema 2.12, itens a) e c), temos que ϕ(b1) = γ1e1...ed 6= 0, onde 0 6= γ1 ∈ R.
Agora vamos verificar o que acontece com os outros termos de f . Seja αmbm um destes
termos.
Se bm possui alguma varia´vel xs distinta das varia´veis de b1, como ϕ(xs) = 0, temos
ϕ(bm) = 0. Resta verificar os casos onde b1 e bm na˜o possuem varia´veis distintas.
Pela escolha de b1 temos que bm < b1, enta˜o alguma das condic¸o˜es da Definic¸a˜o 2.11 e´
satisfeita.
Caso 1) Se ∂(b1) < ∂(bm), enta˜o existe xr tal que ∂xr(b1) < ∂xr(bm). Consideraremos 4
possibilidades:
a) xr na˜o pertence a comutadores de b1 e de bm. Seja ∂xr(b1) = r e
ϕ(xr) = er1er2 + ... + er(2r−1)er(2r), como ∂xr(bm) ≥ r + 1 e, pelo Lema 2.12 b),
(ϕ(xr))
r+1 = 0, enta˜o ϕ(bm) = 0.
b) A varia´vel xr na˜o pertence a comutadores de b1, contudo pertence a algum comutador
de bm. Suponhamos xr = xik , como ϕ(xik) e´ elemento do centro de H, ϕ(bm) = 0.
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c) A varia´vel xr pertence a algum comutador de b1, pore´m na˜o pertence a comutadores de
bm. Sejam ∂xr(b1) = δr+1 e ϕ(xr) = er1er2+...+er(2δr−1)er(2δr)+er. Como ∂xr(bm) ≥ δr+2
e, pelo Lema 2.12 b), (ϕ(xr))
δr+2 = 0, temos ϕ(bm) = 0.
d) xr pertence a comutadores de b1 e de bm. Sejam ∂xr(b1) = δr + 1,
ϕ(xr) = er1er2 + ... + er(2δr−1)er(2δr) + er e ∂xr(bm) = δr + 1 + t, com t > 0. Se
ϕ(xs) = cs + gs, onde cs e´ um polinoˆmio par e gs e´ um polinoˆmio ı´mpar, enta˜o pelo
Lema 2.12 a), (ϕ(xr), ϕ(xs))ϕ(xr)
δr+tϕ(xs)
δs = 2(er1er2 + ... + er(2δr−1)er(2δr))
δr+tcδss ergs.
Pelo Lema 2.12 b), (er1er2 + ...+ er(2δr−1)er(2δr))
δr+t = 0, enta˜o ϕ(bm) = 0.
Caso 2) Se ∂(b1) = ∂(bm) e o nu´mero de comutadores em b1 e´ menor que o nu´mero de
comutadores em bm, enta˜o para algum k a varia´vel xik pertence a algum comutador de
bm, mas na˜o pertence a nenhum comutador de b1. Como ϕ(xik) e´ um elemento do centro
de H, temos ϕ(bm) = 0.
Caso 3) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo e existe r ≥ 1
tal que para todo l < r, ∂xl(b1) = ∂xl(bm) e ∂xr(b1) < ∂xr(bm). Reca´ımos no Caso 1).
Caso 4) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo,
∂xj(b1) = ∂xj(bm) para todo xj, existe r ≥ 1 tal que para l < r, xl pertence a um
comutador em b1 se, e somente se, pertence a um comutador em bm, e xr pertence a
algum comutador de b1 e na˜o pertence a comutadores de bm. Neste caso, para algum k,
xik pertence a um comutador em bm, mas na˜o pertence a nenhum comutador de b1. Como
ϕ(xik) e´ um elemento do centro de H, temos ϕ(bm) = 0.




αibi = 0 (mod T (H)), temos α1γ1e1...ed = 0, o que implica que α1 = 0.
Assim sucessivamente, verificamos que αi = 0 (1 ≤ i ≤ t).
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Portanto, B e´ linearmente independente mo´dulo T (H).

Proposic¸a˜o 2.14. (Siderov [12, Teorema 3]) Se K e´ um corpo arbitra´rio de caracter´ıstica
prima p > 2, enta˜o T = T (H).
Demonstrac¸a˜o:
Esta proposic¸a˜o foi citada sem demonstrac¸a˜o em [22].
Pelo Lema 2.6, T ⊆ T (H). No Lema 2.9, mostramos que o conjunto {b + T | b ∈ B}
gera K〈X〉/T . Pelo Corola´rio 2.10 e Lema 2.13, o conjunto {b+ T (H) | b ∈ B} e´ base de
K〈X〉/T (H). Logo, T (H) = T .

Nosso pro´ximo objetivo e´ encontrar os geradores do T-espac¸o dos polinoˆmios centrais
da a´lgebra de Grassmann H, usaremos a interpretac¸a˜o de H como ideal de aumento de
uma a´lgebra de grupo.
Sejam N2,p a variedade de todos os grupos de expoente p, nilpotentes de classe no
ma´ximo 2 e G o grupo livre de N2,p livremente gerado por a1, a2, a3, ... .
Consideremos a a´lgebra de grupoKG e o ideal T ′ deKG gerado por todos os elementos
da forma
(g1, g2, g3), gi ∈ G (i = 1, 2, 3). (2.1)
Sejam M = K〈X〉/T , M1 a a´lgebra unita´ria obtida adicionando a unidade a M . O
K-espac¸o vetorial M1 pode ser decomposto como a soma direta M1 = M ⊕K. Seja ∆ o
ideal de aumento de KG.
Mostraremos que existe um isomorfismo entre a a´lgebra M1 e a a´lgebra de grupo
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KG/T ′. Inicialmente, definiremos um homomorfismo de KG/T ′ em M1.
Lema 2.15. Seja G1 =M +1 = {m+1 | m ∈M}. Enta˜o, G1 e´ um grupo multiplicativo
e pertence a` variedade N2,p.
Demonstrac¸a˜o:
Seja (m+ 1) ∈ G1, onde m ∈M , como a caracter´ıstica do corpo K e´ p temos





















Logo, G1 e´ um grupo e satisfaz a identidade x
p = 1.
Em 1983, Gupta e Levin [31] mostraram que a identidade (x1, x2, x3) = 0 transfere,
ou seja, se a identidade (x1, x2, x3) = 0 e´ satisfeita por uma a´lgebra unita´ria A, enta˜o o
grupo das unidades de A satisfaz a identidade [x1, x2, x3] = 1.
Logo, G1 satisfaz a identidade [x1, x2, x3] = 1.
Portanto, G1 ∈ N2,p.

Consideremos a a´lgebra de grupo KG1. Como (1 + xi)
p = 1, temos que 1 ∈ KG1
e consequentemente xi ∈ KG1, para todos i = 1, 2, ... . Como G e´ o grupo livre na
variedade N2,p e G1 pertence a N2,p , existe um homomorfismo ψ : G → G1, onde
ψ(ai) = xi + 1. Ale´m disso, ψ pode ser estendido a um homomorfismo ψ : KG → M1.
Contudo,
(x1 + 1, x2 + 1, x3 + 1) = (x1, x2, x3) = 0,
logo podemos estabelecer um homomorfismo ψ : KG/T ′ → M1 definido por
ψ(ai + T
′) = (xi + 1).
Agora, definiremos um homomorfismo de M1 em KG/T
′. Seja T a variedade de
30
a´lgebras determinada pelo T-ideal T .
Lema 2.16. A a´lgebra ∆/T ′ pertence a` variedade T .
Demonstrac¸a˜o:
O polinoˆmio (x1, x2, x3) e´ multilinear, logo basta verificar que os geradores de ∆/T
′,
como espac¸o vetorial, satisfazem a identidade (x1, x2, x3) = 0. Como
(g1 − 1, g2 − 1, g3 − 1) = (g1, g2, g3)
pertence a T ′, ∆/T ′ satisfaz a identidade (x1, x2, x3) = 0.
Seja g − 1 gerador de ∆, como espac¸o vetorial. Temos que








Logo, ∆/T ′ satisfaz a identidade xp1 = 0.

Como M e´ a a´lgebra relativamente livre de T e ∆/T ′ e´ gerado, como a´lgebra, pelo
conjunto {(a1−1)+T ′, (a2−1)+T ′, ...}, existe um homomorfismo ϕ :M → ∆/T ′ definido
por ϕ(xi) = (ai − 1) + T ′. Podemos, enta˜o definir um homomorfismo φ : M1 → KG/T ′
por φ(m) = ϕ(m), para m ∈M e φ(1) = 1.
A aplicac¸a˜o ψ e´ a inversa de φ. Logo, M1 e KG/T
′ sa˜o isomorfos eM e ∆/T ′ tambe´m
sa˜o. Demonstraremos alguns resultados usando KG/T ′.
Vamos determinar uma base de KG/T ′. Utilizaremos ide´ias ana´logas a`s utilizadas em
[29].
Fixemos uma ordem linear arbitra´ria em G tal que g > 1 para todo g ∈ G, g 6= 1.
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Lema 2.17. O ideal T ′ de KG conte´m todos os elementos da forma
(g1, g3)(g2, g4) + (g1, g4)(g2, g3), gi ∈ G, i ∈ {1, 2, 3, 4} (2.2)
Demonstrac¸a˜o:
Para todos g1, g2, g3, g4 ∈ G, temos que (g1g2, g3, g4) ∈ T ′. Como
((g1g2, g3), g4) = (g1(g2, g3) + (g1, g3)g2, g4)
= (g1(g2, g3), g4) + ((g1, g3)g2, g4)
= g1(g2, g3, g4) + (g1, g4)(g2, g3) + (g1, g3)(g2, g4) + (g1, g3, g4)g2
e
g1(g2, g3, g4), (g1, g3, g4)g2 ∈ T ′,
enta˜o
(g1, g4)(g2, g3) + (g1, g3)(g2, g4) ∈ T ′.

Corola´rio 2.18. O ideal T ′ conte´m os produtos da forma
(gi1 , gi2)(gi3 , gi4) tais que gik = gil para alguns k, l ∈ {1, 2, 3, 4}.
Lema 2.19. O ideal T ′ e´ gerado, como ideal em KG, pelos elementos da forma
(ai1 , ai2 , ai3) (2.3)
e
(ai1 , ai3)(ai2 , ai4) + (ai1 , ai4)(ai2 , ai3). (2.4)
Demonstrac¸a˜o:
Seja Q o ideal gerado por todos os elementos (2.3) e (2.4). Como T ′ conte´m os
elementos (2.1) e (2.2) para todos g1, g2, g3, g4 ∈ G, enta˜o Q ⊆ T ′.
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Todo gl ∈ G pode ser escrito na forma gl = hlwl = aεl1l1 ...a
εlnl
lnl
wl, onde l1 < ... < lnl ,
εli ∈ {1, ..., p− 1}, i = 1, ..., nl e wl ∈ G′, pois G e´ de expoente p e nilpotente de classe no
ma´ximo 2 e, consequentemente, G′ e´ central em G. Temos
(g1, g3)(g2, g4) + (g1, g4)(g2, g3) = (h1w1, h3w3)(h2w2, h4w4) + (h1w1, h4w4)(h2w2, h3w3)
= (h1, h3)w1w3(h2, h4)w2w4 + (h1, h4)w1w4(h2, h3)w2w3
= ((h1, h3)(h2, h4) + (h1, h4)(h2, h3))w1w2w3w4,




l1 < ... < lnl e εli ∈ {1, ..., p− 1}, i = 1, ..., nl.
Seja ∂(gl) = εl1 + ... + εlnl o grau de gl. Temos que ∂((g1, g2, g3)) = ∂(g1g2g3) e
∂((g1, g3)(g2, g4) + (g1, g4)(g2, g3)) = ∂(g1g2g3g4).
Mostraremos por induc¸a˜o, sobre o grau dos elementos (2.1) e (2.2), que T ′ ⊆ Q.
Os elementos (2.1), de grau 3, e (2.2), de grau 4, esta˜o contidos em Q. Suponhamos
que f ∈ T ′ e´ um elemento de grau k (k ≥ 4) e todos os elementos (2.1) e (2.2) de grau
menor que k esta˜o contidos em Q.












































































3 = ((g1, g
′




3−(g1, g′3)(g2, g4, g′′3)
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sa˜o elementos de Q, enta˜o f ∈ Q.
Caso ∂(g3) = 1, enta˜o ∂(gl) > 1 para algum l ∈ {1, 2, 4}, e a demonstrac¸a˜o segue de
maneira ana´loga.
Portanto, todo elemento f da forma (2.2) esta´ contido em Q.
Consideremos f = (g1, g2, g3).








3) ≥ 1, enta˜o





















2) ≥ 1, enta˜o


































Se ∂(g2) = 1 = ∂(g3), ∂(g1) > 1 a demonstrac¸a˜o segue de maneira ana´loga.
Logo, todo elemento f da forma (2.1) esta´ contido em Q, enta˜o T ′ = Q.

Lema 2.20. Seja T1 o ideal em KG gerado pelos elementos da forma
(ai1 , ai2)(ai2 , ai3), i1, i2, i3 ∈ N.
Enta˜o, T1 ⊆ T ′ e´ gerado pelos elementos da forma
([ai1 , ai2 ]− 1)([ai2 , ai3 ]− 1), i1, i2, i3 ∈ N.
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Demonstrac¸a˜o:
Pelo Corola´rio 2.18, T1 ⊆ T ′. Ale´m disso, para todos i1, i2, i3 ∈ N
(ai1 , ai2)(ai2 , ai3) = ai2ai1ai2ai3([ai1 , ai2 ]− 1)− ai2ai1ai3ai2([ai1 , ai2 ]− 1)
= ai2ai1ai3ai2([ai2 , ai3 ]− 1)([ai1 , ai2 ]− 1).
Portanto, os elementos da forma (ai1 , ai2)(ai2 , ai3) e ([ai1 , ai2 ] − 1)([ai2 , ai3 ] − 1)
geram o mesmo ideal em KG.

Corola´rio 2.21. Os elementos da forma ([ai1 , ai2 ] − 1)([ai3 , ai4 ] − 1), onde is = ir para
s, r ∈ {1, 2, 3, 4} pertencem a T1.
Lema 2.22. T ′ e´ gerado, como ideal em KG, pelos elementos da forma
([ai1 , ai3 ]− 1)([ai2 , ai4 ]− 1) + ([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1). (2.5)
Demonstrac¸a˜o:
Pelo Lema 2.19, T ′ e´ o ideal bilateral gerado pelos elementos
(ai1 , ai2 , ai3)
e
(ai1 , ai3)(ai2 , ai4) + (ai1 , ai4)(ai2 , ai3), i1, i2, i3, i4 ∈ N.
Como
(ai1 , ai3)(ai2 , ai4) = ai3ai1ai2ai4([ai1 , ai3 ]− 1)− ai3ai1ai4ai2([ai1 , ai3 ]− 1)
= ai3ai1ai4ai2([ai1 , ai3 ]− 1)([ai2 , ai4 ]− 1)(ai1 , ai4)(ai2 , ai3)
= ai3ai1ai4ai2 [ai4 , ai1 ][ai4ai1 , ai3 ]([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1)
= ai3ai1ai4ai2(([ai4 , ai1 ]− 1) + ([ai4 , ai3 ]− 1)
+([ai1 , ai3 ]− 1) + 1)([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1)
= ai3ai1ai4ai2([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1) (mod T1)
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temos
(ai1 , ai3)(ai2 , ai4) + (ai1 , ai4)(ai2 , ai3)
= ai3ai1ai4ai2(([ai1 , ai3 ]− 1)([ai2 , ai4 ]− 1) + ([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1)) (mod T1).
Logo, o ideal T2 em KG gerado por T1 e pelos elementos (2.4), coincide com o ideal
gerado por T1 e pelos elementos (2.5). Contudo, T1 pode ser gerado pelos elementos
([ai1 , ai2 ]− 1)([ai2 , ai3 ]− 1) = ([ai1 , ai2 ]− 1)([ai2 , ai3 ]− 1) + ([ai1 , ai3 ]− 1)([ai2 , ai2 ]− 1)
assim, T2 e´ gerado pelos elementos (2.5). Como
(ai1 , ai2 , ai3) = ai3ai2ai1([ai2ai1 , ai3 ]− 1)([ai1 , ai2 ]− 1)
= ai3ai2ai1(([ai2 , ai3 ]− 1)([ai1 , ai3 ]− 1) + ([ai2 , ai3 ]− 1)
+([ai1 , ai3 ]− 1))([ai1 , ai2 ]− 1)
= 0 (mod T1)
temos, T ′ = T2 e o resultado segue.

Definic¸a˜o 2.23. Sejam G um grupo relativamente livre, KG a a´lgebra de grupo de G
sobreK e U um subespac¸o deKG. O subespac¸o U e´ denominado subespac¸o vetorial verbal
deKG, se e´ invariante por todos os endomorfismos deKG, induzidos pelos endomorfismos
do grupo G. Analogamente, definimos subespac¸o vetorial verbal em um quociente de KG
por um ideal verbal.
Observac¸a˜o 2.24. T ′ e´ o ideal verbal em KG gerado, como ideal verbal, por
f(a1, a2, a3, a4) = ([a1, a3]− 1)([a2, a4]− 1) + ([a1, a4]− 1)([a2, a3]− 1).
Ale´m disso, os elementos ([gi, gj]− 1) sa˜o centrais em KG quaisquer que sejam gi, gj ∈ G,
logo T ′ e´ um subespac¸o vetorial verbal de KG gerado, como subespac¸o vetorial verbal,
por
f(a1, a2, a3, a4)a5.
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Seja
A = {aε1i1 ...aεnin ([aj1 , aj2 ]− 1)δ1 ...([aj2m−1 , aj2m ]− 1)δm | n,m ≥ 0, i1 < ... < in,
j1 < j2, ..., j2m−1 < j2m, [aj1 , aj2 ] < ... < [aj2m−1 , aj2m ], εt, δs ∈ {1, ..., p− 1},
para todos t, s ∈ N}.
Lema 2.25. O conjunto A gera KG.
Demonstrac¸a˜o:
Os elementos de G′ sa˜o centrais em G e para l < p, [ai, aj]l = [aj, ai]p−l, logo o conjunto
{aε1i1 ...aεnin [aj1 , aj2 ]δ1 ...[aj2m−1 , aj2m ]δm ; n,m ≥ 0, i1 < ... < in, j1 < j2, ..., j2m−1 < j2m,
[aj1 , aj2 ] < ... < [aj2m−1 , aj2m ], εt, δs ∈ {1, ..., p− 1}, para todos t, s ∈ N}
gera KG. Como,
[ai, aj]













e´ tomado mo´dulo p, enta˜o A gera KG.

Seja
A0 = {([aj1 , aj2 ]− 1)δ1 ...([aj2m−1 , aj2m ]− 1)δm ; m ≥ 0, j1 < j2, ..., j2m−1 < j2m,
[aj1 , aj2 ] < ... < [aj2m−1 , aj2m ], δs ∈ {1, ..., p− 1}, para todo s ∈ N}.
Corola´rio 2.26. O conjunto A0 gera KG
′.
Seja
A1 = {aε1i1 ...aεnin ([aj1 , aj2 ]− 1)...([aj2m−1 , aj2m ]− 1) | m,n ≥ 0, i1 < ... < in,
j1 < ... < j2m, εl ∈ {0, ..., p− 1}, para todo l ∈ N}.
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Lema 2.27. O conjunto {a+ T ′ | a ∈ A1} e´ base do espac¸o vetorial quociente KG/T ′.
Demonstrac¸a˜o:
Todo elemento de G pode ser escrito na forma aε1i1 ...a
εn
in
w, onde i1 < ... < in,
w ∈ G′, e εl ∈ {0, ..., p− 1}, para todo l ∈ N. Assim, para mostrar que {a+ T ′ | a ∈ A1}
gera KG/T ′ e´ suficiente verificar que (w− 1) + T ′ e´ uma combinac¸a˜o linear de elementos
([aj1 , aj2 ]− 1)...([aj2m−1 , aj2m ]− 1) + T ′, onde j1 < ... < j2m para todo w ∈ G′.
Observemos que (w − 1) + T ′ e´ uma combinac¸a˜o linear de elementos da forma
([aj1 , aj2 ] − 1)...([aj2m−1 , aj2m ] − 1) + T ′, onde jk 6= jl para todos k, l ∈ N e j1 < j2, ...,
j2m−1 < j2m. Ale´m disso, ([aj1 , aj3 ]) − 1)([aj2 , aj4 ]) − 1) e´ igual a
−([aj1 , aj4 ]) − 1)([aj2 , aj3 ]) − 1) mo´dulo T ′. Enta˜o, para todos jr, is (1 ≤ r, s ≤ 4),
onde {j1, j2, j3, j4} = {i1, i2, i3, i4}, temos que ([aj1 , aj2 ]) − 1)([aj3 , aj4 ]) − 1) e´ igual a
ξ([ai1 , ai2 ])− 1)([ai3 , ai4 ])− 1) mo´dulo T ′, onde ξ ∈ {−1, 1}.
Portanto, para todo w ∈ G′ o elemento (w − 1) + T ′ e´ uma combinac¸a˜o linear de
elementos da forma ([aj1 , aj2 ]− 1)...([aj2m−1 , aj2m ]− 1) + T ′ onde j1 < ... < j2m.
Resta verificar que o conjunto A1 e´ linearmente independente mo´dulo T
′.
Seja V um espac¸o vetorial de dimensa˜o infinita com base {e1, e2, ...}. Seja E a a´lgebra
de Grassmann unita´ria de V sobre um corpo de caracter´ıstica prima p > 2. Como e2i = 0
os elementos (1 + ei)(i ∈ N) sa˜o invert´ıveis e (1 + ei)−1 = (1− ei).
Observemos que
[1 + ei, 1 + ej] = (1− ei)(1− ej)(1 + ei)(1 + ej) = 1 + 2eiej
para todos i, j ∈ N. Como o elemento eiej e´ central em E, o grupo multiplicativo G






















epi = 1 + pei + 0 = 1,
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logo E tem expoente p. Portanto, a aplicac¸a˜o ε definida por ε(ai) = ei + 1 (i ∈ N) pode
ser estendida a um homomorfismo de G em G.
Como
ε(([ai1 , ai3 ]− 1)([ai2 , ai4 ]− 1) + ([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1))
= (2ei1ei3)(2ei2ei4) + (2ei1ei4)(2ei2ei3) = 0
para todos i1, i2, i3, i4 ∈ N, temos que T ′ ⊆ kerε, enta˜o existe um homomorfismo, que
denotaremos pela mesma letra ε, ε : KG/T ′ → E tal que ε(ai + T ′) = 1 + ei (i ∈ N).
Pore´m,
ε(([ai1 , ai2 ]− 1)...([ai2l−1 , ai2l ]− 1)) = 2lei1ei2 ...ei2l .
Enta˜o, o conjunto
{([ai1 , ai2 ]− 1)...([ai2l−1 , ai2l ]− 1) + T ′ | l ≥ 0, i1 < i2 < ... < i2l}
e´ linearmente independente e forma uma base de (KG′ + T ′)/T ′.
Para completar a demonstrac¸a˜o do lema resta observar que se T ′ e´ um ideal de KG
gerado pelos elementos de KG′ tais que 〈(KG′ + T ′)/T ′,+〉 e´ um p-grupo abeliano livre
e {vj | j ∈ J} e´ uma K-base de (KG′ + T ′)/T ′, enta˜o o conjunto
{aε1i1 ...aεnin vj + T ′ | n ≥ 0, j ∈ J, εl ∈ {1, ..., p− 1} para todo l ∈ N}
e´ uma base de KG/T ′.
Logo, {a+ T ′ | a ∈ A1} e´ base de KG/T ′

Seja
A2 = {([aj1 , aj2 ]− 1)...([aj2m−1 , aj2m ]− 1) | m ≥ 0, j1 < j2 < ... < j2m}.
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Corola´rio 2.28. O conjunto
{a+ (KG′ ∩ T ′) | a ∈ A2}
gera KG′/(KG′ ∩ T ′). Equivalentemente,
{a+ T ′ | a ∈ A2}
gera (KG′ + T ′)/T ′.
Lema 2.29. Para todos g1, g2, g3 ∈ G, temos
([g1g2, g3]− 1) = ([g1, g3]− 1) + ([g2, g3]− 1) (mod T ′).
Demonstrac¸a˜o:
Temos que
([g1g2, g3]− 1) = ([g1, g3][g2, g3]− 1)
= ([g1, g3]− 1)([g2, g3]− 1) + ([g1, g3]− 1) + ([g2, g3]− 1),
como ([g1, g3]− 1)([g2, g3]− 1) ∈ T ′, temos
([g1g2, g3]− 1) = ([g1, g3]− 1) + ([g2, g3]− 1) (mod T ′).

Corola´rio 2.30. Para todos aij ∈ G, temos
([a11...a1n1 , a21...a2n2 ]− 1)






([a1i, a2j]− 1) (mod T ′).
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Lema 2.31. Sejam q um nu´mero ı´mpar, sij = ([ai, aj]− 1) e
x = a1[ξ23s23 + ...+ ξ2qs2q + ...+ ξ(q−1)qs(q−1)q + ξ2345s23s45 + ...
+ξ(q−3)(q−2)(q−1)qs(q−3)(q−2)s(q−1)q + ...+ ξ2...qs23...s(q−1)q] + T ′
elemento de KG/T ′, onde ξl ∈ K. Enta˜o x e´ elemento do centro de KG/T ′ se, e somente
se, ξl = 0 para todo multi-´ındice l.
Demonstrac¸a˜o:
Seja b um elemento arbitra´rio de G. Enta˜o
xb = a1([a1, b]− 1)[ξ23s23 + ...+ ξ2qs2q + ...+ ξ(q−1)qs(q−1)q + ξ2345s23s45
+...+ ξ(q−3)(q−2)(q−1)qs(q−3)(q−2)s(q−1)q + ...+ ξ2...qs23s(q−1)q] + x+ T ′.
Logo, x esta´ no centro de KG/T ′ se, e somente se,
x′ = a1([a1, b]− 1)[ξ23s23 + ...+ ξ2qs2q + ...+ ξ(q−1)qs(q−1)q + ξ2345s23s45
+...+ ξ(q−3)(q−2)(q−1)qs(q−3)(q−2)s(q−1)q + ...+ ξ2...qs23...s(q−1)q]
e´ elemento de T ′, para todo b ∈ G. Fazendo b = a(q+1), temos
x′ = a1[ξ23s12s3(q+1) + ...+ ξ2qs12sq(q+1) + ...+ ξ(q−1)qs1(q−1)sq(q+1) + ξ2345s12s34s5(q+1)
+...+ ξ(q−3)(q−2)(q−1)qs1(q−3)s(q−2)(q−1)sq(q+1) + ...+ ξ2...qs12s34...sq(q+1)] + T ′,
que e´ a combinac¸a˜o linear de elementos distintos da base de KG/T ′. Portanto x′ ∈ T ′ se,
e somente se, ξl = 0 para todo multi-´ındice l.

Corola´rio 2.32. Sejam q um nu´mero ı´mpar, sijil = ([aij , ail ]− 1) e
x = ai1 [ξ23si2i3 + ...+ ξ2qsi2iq + ...+ ξ(q−1)qsi(q−1)iq + ξ2345si2i3si4i5
+...+ ξ(q−3)(q−2)(q−1)qsi(q−3)i(q−2)si(q−1)iq + ...+ ξ2...qsi2i3 ...si(q−1)iq ] + T
′
elemento de KG/T ′, onde ξl ∈ K, i1 6= i2, ..., iq e i2 < ... < iq. Enta˜o, x e´ elemento do
centro de KG/T ′ se, e somente se, ξl = 0 para todo multi-´ındice l.
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Observac¸a˜o 2.33. Se q e´ um nu´mero par a demonstrac¸a˜o e´ ana´loga.







KG′ + T ′)/T ′,
onde qi ≥ 0, i1 < ... < iqi , i1 , ..., iqi ∈ {1, ..., p − 1}. Mais ainda, R e´ uma a´lgebra
G-graduada, onde G = G/G′.
Demonstrac¸a˜o:







qi ≥ 0, i1 < ... < iqi , i1 , ..., iqi ∈ {1, ..., p− 1}. Seja T ′′ o ideal de KG′ gerado por todos
os elementos da forma
([ai1 , ai3 ]− 1)([ai2 , ai4 ]− 1) + ([ai1 , ai4 ]− 1)([ai2 , ai3 ]− 1).
Enta˜o,
T ′ = KG · T ′′
=
⊕







KG′) · T ′′
=
⊕




















qi≥0, i1<...<iqi , i1 ,...,iqi∈{1,...,p−1}
















qi≥0, i1<...<iqi , i1 ,...,iqi∈{1,...,p−1}


























KG′ + T ′)/T ′.







w + T ′ ∈ (ai1i1 ...a
iqi
iqi








w′ + T ′ ∈ (aj1j1 ...a
jqj
jqj


























ww′ + T ′.













w′ + T ′) ∈ (ak1k1 ...a
kqk
kqk
KG′ + T ′)/T ′,
onde qk ≤ 0, k1 < ... < kqk , k1 , ..., kqk ∈ {1, ..., p− 1}.
















onde z1, ..., zl ∈ KG′, 11 , ..., lml ∈ {1, ..., p − 1}, i1 < ... < imi , para todo i = 1, ..., l.




































pertence ao centro de KG/T ′, para todo i = 1, ..., l.
Demonstrac¸a˜o:













z′l + x+ T
′,
onde z′i = [([a
i1
i1
, b]− 1) + ...+ ([aimiimi , b]− 1)]zi.


























mo´dulo G′, se i 6= k. Logo,
z′1, ..., z
′
















































′ pertence ao centro de KG/T ′, para todo i.

Teorema 2.37. Seja V o subespac¸o vetorial verbal de KG/T ′ gerado, como subespac¸o
vetorial verbal, por
{a11 ...a2m2m ([a1, a2]− 1)...([a2m−1, a2m]− 1) + T ′ | m > 0, l ∈ {0, ..., p− 1}, l = 1, ..., 2m}.
Enta˜o, V e´ o centro de KG/T ′ e de ∆/T ′.
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Demonstrac¸a˜o:
Sejam C o centro de KG/T ′, b um elemento arbitra´rio de G e
y = g11 ...g
2m
2m ([g1, g2]− 1)...([g2m−1, g2m]− 1) + T ′,
onde m > 0, g1, ..., g2m ∈ G, l ∈ {0, ..., p− 1}, para l = 1, ..., 2m. Enta˜o,
yb = g11 ...g
2m
2m {([g11 , b]− 1) + ...+ ([g2m2m , b]− 1)}([g1, g2]− 1)...([g2m−1, g2m]− 1) + y + T ′
= y + T ′.
Portanto, V ⊆ C.







′ 6= T ′ um elemento arbitra´rio de C, onde
1 6= a1111 ...a
1m1
1m1
/∈ G′ e z1 ∈ KG′. Como a1111 ...a
1m1
1m1
= g1 /∈ G′, existe um automorfismo
ψ de G tal que ψ(g1) = a1. Denotemos pela mesma letra ψ o automorfismo induzido de
KG/T ′. Enta˜o, ψ(y) = a1z′1 + T
′ pertence a C. Pelo Corola´rio 2.32, todas as parcelas de
z′1 conte´m a1. Logo, a1z
′
1 + T
′ ∈ V e, consequentemente, y = g1z1 + T ′ ∈ V .
Suponhamos que os elementos de C da forma y =
∑l
i=1
gizi + zl+1 + T
′ pertencem a V
para todo 0 ≤ l ≤ k, (1 6= gi = ai1i1 ...a
imi
imi
/∈ G′, zi ∈ KG′ e gi 6= gj (mod G′), para i 6= j).
Seja y′ um elemento arbitra´rio de C, y′ =
∑k+1
i=1
gizi + zk+2 + T
′, onde
1 6= gi = ai1i1 ...a
imi
imi
/∈ G′, zi ∈ KG′, gi 6= gj (mod G′), para i 6= j. Denotemos por
ψ o automorfismo de G tal que ψ(g1) = a1 e o automorfismo induzido de KG/T
′.












z′i ∈ KG′ e g′i 6= g′j (mod G′), pelo Lema 2.36, a1z′1 pertence a C. Logo todas as parcelas
de z′1 conteˆm a1, consequentemente g1z1 + T







′ pertence a V . Assim, y′ ∈ V , ou seja, V ⊇ C.
Portanto, V = C.

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Lema 2.38. O T-espac¸o dos polinoˆmios centrais de K〈X〉/T e´ gerado, como T-espac¸o,
pelos polinoˆmios
{(x1, x2)...(x2m−1, x2m)xγ11 ...xγ2m2m + T | m > 0, γt ∈ {0, ..., p− 1}, 1 ≤ t ≤ 2m}.
Demonstrac¸a˜o:
O subespac¸o vetorial verbal dos polinoˆmios centrais de ∆/T ′ pode ser gerado pelo
conjunto
{a11 ...a2m2m ([a1, a2]− 1)...([a2m−1, a2m]− 1) + T ′ | m > 0, l ∈ {0, ..., p− 1}, l = 1, ..., 2m},
onde a1, ..., a2m sa˜o geradores de G. Seja
y = a11 ...a
2m
2m ([a1, a2]− 1)...([a2m−1, a2m]− 1) + T ′.
Como ([gi, gj] − 1) = g−1i g−1j (gi, gj), para todos gi, gj ∈ G, o elemento y pode ser
reescrito na forma






Ou seja, o subespac¸o vetorial dos polinoˆmios centrais de ∆/T ′ pode ser gerado, como
subespac¸o vetorial, pelos elementos da forma





onde gjl sa˜o elementos do grupo G, para l ∈ {1, ..., 2m}.
Seja ψ : KG/T ′ →M1 o isomorfismo definido anteriormente por ψ(ai+T ′) = (xi+1),
enta˜o
ψ(y) = (x1, x2)...(x2m−1, x2m)(x1 + 1)1−1...(x2m + 1)2m−1 + T
=
∑
0 ≤ γt ≤ t







Portanto, o T-espac¸o, ψ(V ), dos polinoˆmios centrais de K〈X〉/T pode ser gerado, como
T-espac¸o, pelo conjunto
{(x1, x2)...(x2m−1, x2m)xγ11 ...xγ2m2m + T | m > 0, γt ∈ {0, ..., p− 1}, 1 ≤ t ≤ 2m}.

A partir dos resultados anteriores estamos em condic¸o˜es para demonstrar o resultado
principal deste cap´ıtulo.
Teorema 2.2. O T-espac¸o C dos polinoˆmios centrais da a´lgebra de Grassmann de dimen-
sa˜o infinita H e´ gerado, como T-espac¸o em K〈X〉/T (H), por
(x1, x2) + T (H)
e pelos polinoˆmios
{(x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}.
Demonstrac¸a˜o:
Os geradores do T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H sa˜o da
forma





onde 0 ≤ δl < p (1 ≤ l ≤ 2q). Sejam 0 < δl < p− 1, temos que
ξ(xl, xl+ξ)x
δl
l + T =
ξ
δl + 1
(xδl+1l , xl+ξ) + T,















Considerando o endomorfismo definido por ψl(xl) = x
δl+1
l e ψl(xi) = xi para i 6= l,
verificamos que y e´ consequeˆncia de










Se alguma das outras varia´veis de y possui grau diferente de 1 e p repetimos o processo,
apo´s um nu´mero finito de passos verificamos que y pertence ao T-espac¸o gerado por
A′ = {(x1, x2)...(x2q−1, x2q)xδ11 ...xδ2q2q + T | q ∈ N, δs ∈ {0, p− 1}, 1 ≤ s ≤ 2q}.
Seja a um elemento de A′ que conte´m varia´veis de grau 1.
Se a conte´m o elemento (xk1 , xk2)+T , ∂xk1 (a) = 1 e ∂xk2 (a) = 1, enta˜o a = (xk1 , xk2)c+T ,
onde c+T e´ um elemento central mo´dulo T . Logo, a = (xk1c, xk2)+T que e´ consequeˆncia
de (x1, x2) + T .
Se a conte´m o elemento (xk1 , xk2) + T , ∂xk1 (a) = p e ∂xk2 (a) = 1, enta˜o
a = (xk1 , xk2)x
p−1
k1
c + T onde c + T e´ um elemento central mo´dulo T . Portanto,
a = (xk1c, xk2)x
p−1
k1
+ T que e´ consequeˆncia de (xk1 , xk2)x
p−1
k1




+ T = (xk1 , xk2x
p−1
k1
) + T que e´ consequeˆncia de (x1, x2) + T .
Equivalentemente, se a conte´m o elemento (xk1 , xk2)+T , ∂xk1 (a) = 1 e ∂xk2 (a) = p, enta˜o
a e´ consequeˆncia de (x1, x2) + T .
Como T = T (H), temos que a pertence ao T-espac¸o gerado por
(x1, x2) + T (H)
e pelos polinoˆmios
{(x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}.

O pro´ximo resultado segue do Lema 13, demonstrado por Shchigolev, em [64].
Lema 2.39. (Shchigolev) O T-espac¸o gerado por
(x1, x2) + T (H)
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e pelos polinoˆmios
{(x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T (H) | q ∈ N}
na˜o e´ finitamente gerado.
Corola´rio 2.40. O T-espac¸o C dos polinoˆmios centrais da a´lgebra de Grassmann de
dimensa˜o infinita H na˜o e´ finitamente gerado.
Cap´ıtulo 3
Polinoˆmios Centrais em A´lgebras de
Grassmann de Dimensa˜o Finita
Neste cap´ıtulo, K denota um corpo infinito arbitra´rio de caracter´ıstica prima p > 2.
Seja Vk um espac¸o vetorial de dimensa˜o k sobre K. Denotemos por Hk a a´lgebra de
Grassmann, na˜o unita´ria, de Vk sobre K.
Em 1980, Stojanova-Venkova [72] encontrou bases finitas para as identidades satisfeitas
por Hk, para todo k. Este artigo foi publicado em russo e na˜o foi traduzido, logo os
resultados a que fizermos refereˆncia sera˜o enunciados e demonstrados neste trabalho.
Nosso objetivo principal neste cap´ıtulo e´ determinar os geradores do T-espac¸o dos
polinoˆmios centrais das a´lgebras de Grassmann Hk, para todo k. Dividiremos nosso
estudo em dois casos distintos, o primeiro associado a`s a´lgebras de Grassmann H2n e o
segundo a`s a´lgebras de Grassmann H2n−1. Recordemos que T (Hk) denota o conjunto de
identidades satisfeitas por Hk.
ComoH2n e´ suba´lgebra deH, os polinoˆmios centrais deH sa˜o identidades ou polinoˆmios
centrais em H2n. Mostraremos que todo polinoˆmio central em H2n e´ obtido desta forma.
Usando este resultado demonstraremos o seguinte teorema.
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Teorema 3.1. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n e´ gerado,
como T-espac¸o em K〈X〉/T (H2n), por











Posteriormente, mostraremos que os polinoˆmios de T (H2n−2) sa˜o centrais em H2n−1
e que todo polinoˆmio central em H2n−1 pode ser escrito como soma de dois polinoˆmios,
onde um e´ central em H e o outro pertence a T (H2n−2). Utilizando estes dois resultados
e o fato de que todo polinoˆmio central em H e´ identidade ou polinoˆmio central em H2n−1
demonstraremos o seguinte teorema.
Seja vn o polinoˆmio definido por
vn = x1 ◦ ... ◦ xn−1 ◦ xn = (x1 ◦ ... ◦ xn−1)xn + xn(x1 ◦ ... ◦ xn−1),
onde x1 ◦ x2 = x1x2 + x2x1.
Teorema 3.2. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n−1 e´
gerado, como T-espac¸o em K〈X〉/T (H2n−1), por











Iniciaremos agora o estudo do primeiro caso, associado a`s a´lgebras de Grassmann H2n.
Sejam X = {x1, x2, ...} um conjunto infinito enumera´vel de varia´veis e K〈X〉 a a´lgebra
associativa livre, na˜o unita´ria, sobre K. Seja T o T-ideal de K〈X〉 gerado por xp1 e
(x1, x2, x3).
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Definic¸a˜o 3.3. O T-ideal Rn+1 em K〈X〉 e´ o T-ideal gerado por T e pelo polinoˆmio
vn+1 = x1 ◦ ... ◦ xn+1.
Stojanova-Venkova [72] demonstrou que Rn+1 = T (H2n). Como este artigo e´ escrito
em russo, vamos apresentar a demonstrac¸a˜o aqui. Inicialmente, verificaremos que Rn+1
esta´ contido em T (H2n).
Pelos Lemas 2.5 e 2.4, T ⊆ T (H2n), logo resta mostrar que vn+1 pertence a T (H2n).
Precisaremos de um resultado adicional.
Lema 3.4. Seja r uma identidade de Hk−1 que na˜o e´ identidade de Hk, enta˜o a imagem
de r em Hk e´ um mu´ltiplo de e1...ek.
Demonstrac¸a˜o:
Como r na˜o e´ identidade de Hk, existe um homomorfismo ϕ : K〈X〉 → Hk tal que
ϕ(r) 6= 0.
Consideremos os homomorfismos ψl : Hk → Hk−1 definidos por ψl(el) = 0, ψl(ek) = el
e ψl(ei) = ei para i 6= k, l, onde 1 ≤ l < k. Seja ψk : Hk → Hk−1 definido por ψk(ek) = 0
e ψk(ei) = ei para i 6= k.
Como r e´ identidade em Hk−1, para cada l, 1 ≤ l ≤ k, ψl(ϕ(r)) = 0. Assim, cada
parcela de ϕ(r) deve conter el como fator para 1 ≤ l ≤ k. Portanto, ϕ(r) e´ um mu´ltiplo
do elemento e1...ek.

Lema 3.5. A a´lgebra H2n satisfaz a identidade
x1 ◦ ... ◦ xn+1 = 0.
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Demonstrac¸a˜o:
Mostraremos por induc¸a˜o sobre n.
Para n = 1, seja y = (r1 ◦ r2). Se r1, r2 ∈ {e1, e2} e sa˜o distintos, como e1e2 = −e2e1,
enta˜o y = 0. Caso contra´rio, e1 ou e2 e´ fator de r1 e r2 simultaneamente, logo y = 0.
Suponhamos que x1 ◦ ... ◦ xn e´ identidade de H2n−2. Devemos mostrar que
x1 ◦ ... ◦ xn+1 e´ identidade de H2n.
Caso 1) O polinoˆmio vn na˜o e´ identidade em H2n−1.
Seja z = r1 ◦ ... ◦ rn+1 = rn+1(r1 ◦ ... ◦ rn) + (r1 ◦ ... ◦ rn)rn+1. Pela hipo´tese de induc¸a˜o
e pelo Lema 3.4, r1 ◦ ... ◦ rn = αe1...e2n−1. Logo, z = rn+1αe1...e2n−1 + αe1...e2n−1rn+1.
Se rn+1 e´ um polinoˆmio ı´mpar, enta˜o z = −αe1...e2n−1rn+1 + αe1...e2n−1rn+1 = 0.
Se rn+1 e´ um polinoˆmio par, enta˜o z = 2αe1...e2n−1rn+1 = 0, pois rn+1 deve conter como
fator pelo menos um dos elementos e1, ..., e2n−1.
Caso 2) O polinoˆmio vn e´ identidade em H2n−1.
Se vn e´ identidade em H2n, enta˜o x1 ◦ ... ◦ xn+1 tambe´m o e´.
Se vn na˜o e´ identidade emH2n. Seja z = r1◦...◦rn+1 = rn+1(r1◦...◦rn)+(r1◦...◦rn)rn+1.
Pelo Lema 3.4, r1 ◦ ... ◦ rn = αe1...e2n. Logo, z = rn+1αe1...e2n + αe1...e2nrn+1 = 0.

Portanto, pelos Lemas 2.5, 2.4, 3.5 podemos concluir o seguinte lema.
Lema 3.6. O T-ideal Rn+1 esta´ contido em T (H2n).
Agora verificaremos que T (H2n) esta´ contido em Rn+1. Precisaremos de alguns resul-
tados adicionais.
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Lema 3.7. [72, Lema 4] Os elementos da forma
(x1 ◦ ... ◦ xn−s)xn−s+1...xn+s e xn1
pertencem a Rn, para s = 1, ..., n− 1.
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ diferente da demonstrac¸a˜o feita em [72].
Mostraremos por induc¸a˜o sobre s que (x1 ◦ ... ◦ xn−s)xn−s+1...xn+s e´ elemento de Rn.
Temos que x1 ◦ ... ◦ xn−1 ◦ xnxn+1 ∈ Rn, como
x1 ◦ ... ◦ xn−1 ◦ xnxn+1 = (x1 ◦ ... ◦ xn−1)xnxn+1 + xnxn+1(x1 ◦ ... ◦ xn−1)
= [(x1 ◦ ... ◦ xn−1)xn + xn(x1 ◦ ... ◦ xn−1)]xn+1
+xn[xn+1(x1 ◦ ... ◦ xn−1) + (x1 ◦ ... ◦ xn−1)xn+1]
+xn(x1 ◦ ... ◦ xn−1)xn+1
= (x1 ◦ ... ◦ xn)xn+1 + xn(x1 ◦ ... ◦ xn−1 ◦ xn+1)
+xn(x1 ◦ ... ◦ xn−1)xn+1,
enta˜o xn(x1◦...◦xn−1)xn+1 ∈ Rn, mas xn(x1◦...◦xn−1)xn+1 e´ igual a −(x1◦...◦xn−1)xnxn+1
mo´dulo Rn, logo (x1 ◦ ... ◦ xn−1)xnxn+1 ∈ Rn, ou seja, a afirmac¸a˜o vale para s = 1.
Suponhamos que (x1 ◦ ... ◦ xn−s ◦ xn−s+1)xn−s+2...xn+s−1 ∈ Rn. Temos que
r = (x1 ◦ ... ◦ xn−s ◦ xn−s+1xn−s+2)xn−s+3...xn+s
= [(x1 ◦ ... ◦ xn−s)xn−s+1xn−s+2 + xn−s+1xn−s+2(x1 ◦ ... ◦ xn−s)]xn−s+3...xn+s
= [(x1 ◦ ... ◦ xn−s)xn−s+1 + xn−s+1(x1 ◦ ... ◦ xn−s)]xn−s+2...xn+s
+xn−s+1[xn−s+2(x1 ◦ ... ◦ xn−s) + (x1 ◦ ... ◦ xn−s)xn−s+2]xn−s+3...xn+s
+xn−s+1(x1 ◦ ... ◦ xn−s)xn−s+2...xn+s
= (x1 ◦ ... ◦ xn−s+1)xn−s+2...xn+s + xn−s+1(x1 ◦ ... ◦ xn−s ◦ xn−s+2)xn−s+3...xn+s
+xn−s+1(x1 ◦ ... ◦ xn−s)xn−s+2...xn+s.
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Por hipo´tese de induc¸a˜o
(x1 ◦ ... ◦ xn−s+1)xn−s+2...xn+s−1 e (x1 ◦ ... ◦ xn−s ◦ xn−s+2)xn−s+3...xn+s
sa˜o elementos de Rn, portanto
(x1 ◦ ... ◦ xn−s+1)xn−s+2...xn+s e xn−s+1(x1 ◦ ... ◦ xn−s ◦ xn−s+2)xn−s+3...xn+s
pertencem a Rn. Logo
xn−s+1(x1 ◦ ... ◦ xn−s)xn−s+2...xn+s ∈ Rn.
Como
((x1 ◦ ... ◦ xn−s)xn−s+1 + xn−s+1(x1 ◦ ... ◦ xn−s))xn−s+2...xn+s ∈ Rn,
temos
(x1 ◦ ... ◦ xn−s)xn−s+1...xn+s ∈ Rn.
Sabemos que x1 ◦ ... ◦ xn pertence a Rn. Fazendo xi = x1 para i = 2, ..., n, temos que
x1 ◦ ...◦x1 = 2n−1xn1 , como a caracter´ıstica do corpo K e´ diferente de 2, xn1 pertence a Rn.

Corola´rio 3.8. Os elementos da forma
(x1 ◦ ... ◦ xn+1−s)xn−s+2...xn+1+s e xn+11
pertencem a Rn+1, para s = 1, ..., n.
Corola´rio 3.9. [72, Lema 4] Os elementos da forma
x1 · ... · x2n+1
pertencem a Rn+1.
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Lema 3.10. Temos que






ηk(xi1 , xi2)...(xi2k−1 , xi2k)xi2k+1 ...xin + t,
onde t ∈ T, ξi1..in = ±1, η, ηk ∈ N.
Demonstrac¸a˜o:
Para n = 2, temos x1 ◦ x2 = 2x1x2 − (x1, x2), enta˜o a afirmac¸a˜o vale para n = 2.
Suponhamos que,





2ηk(xi1 , xi2)...(xi2k−1 , xi2k)xi2k+1 ...xin + t,
onde t ∈ T . Logo,



















2ηk′ (xi1 , xi2)...(xi2k′−1 , xi2k′ )xi2k′+1 ...xin+1 + t
′.

Corola´rio 3.11. Todo produto de elementos de K〈X〉 pode ser reescrito, mo´dulo Rn,
como combinac¸a˜o linear de produtos com no ma´ximo (n− 1) fatores.
Demonstrac¸a˜o:
Pelo Lema 3.10, temos que 2ηx1...xn pode ser reescrito como combinac¸a˜o linear de
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ηk(xi1 , xi2)...(xi2k−1 , xi2k)xi2k+1 ...xin (mod Rn),
ou seja, 2ηx1...xn pertence ao T-ideal gerado por (x1, x2). Como a caracter´ıstica do corpo
K e´ diferente de 2, x1...xn tambe´m pertence ao T-ideal gerado por (x1, x2). Portanto,
x1...xn pode ser reescrito como combinac¸a˜o linear de produtos com no ma´ximo (n − 1)
fatores mo´dulo Rn.

Corola´rio 3.12. Todo produto de elementos de K〈X〉 pode ser reescrito, mo´dulo Rn+1,
como combinac¸a˜o linear de produtos com no ma´ximo n fatores.
Seja
Bn+1 = {x1i1 ...xmim (xj1 , xj2)...(xj2q−1 , xj2q)xδ1j1 ...x
δ2q
j2q
| m, q ≥ 0, i1 < ... < im, j1 < ... < j2q,
ir 6= js (1 ≤ r ≤ m), (1 ≤ s ≤ 2q), 1 ≤ l < min{p, n+ 1}(1 ≤ l ≤ m)
0 ≤ δt < min{p, n+ 1} (1 ≤ t ≤ 2q), 1 + ...+ m + δ1 + ...+ δ2q + q ≤ n}.
Corola´rio 3.13. O conjunto {b+Rn+1 | b ∈ Bn+1} gera K〈X〉/Rn+1.
Demonstrac¸a˜o:
Pelo Lema 2.9, o conjunto {b+ T | b ∈ B}, onde
B = {x1i1 ...xmim (xj1 , xj2)...(xj2q−1 , xj2q)xδ1j1 ...x
δ2q
j2q
| m, q ≥ 0, l ∈ {1, ..., p− 1}(1 ≤ l ≤ m),
δt ∈ {0, ..., p−1} (1 ≤ t ≤ 2q), i1 < ... < im, j1 < ... < j2q, ir 6= js (1 ≤ r ≤ m, 1 ≤ s ≤ 2q)}
gera K〈X〉/T . Como T ⊂ Rn+1, enta˜o {b + Rn+1 | b ∈ B} gera K〈X〉/Rn+1. Pelo
Corola´rio 3.12, todo elemento de B pode ser reescrito, mo´dulo Rn+1, como combinac¸a˜o
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linear de produtos com no ma´ximo n fatores. Portanto, {b + Rn+1 | b ∈ Bn+1} gera
K〈X〉/Rn+1.

Corola´rio 3.14. O conjunto {b+ T (H2n) | b ∈ Bn+1} gera K〈X〉/T (H2n).
Demonstrac¸a˜o:
Pelo Corola´rio 3.13, o conjunto {b+ Rn+1 | b ∈ Bn+1} gera K〈X〉/Rn+1. O Lema 3.6
garante que Rn+1 ⊂ T (H2n), enta˜o {b+ T (H2n) | b ∈ Bn+1} gera K〈X〉/T (H2n).

Pelo Corola´rio 3.14, o conjunto {b + T (H2n) | b ∈ Bn+1} e´ um candidato natural a`
base de K〈X〉/T (H2n). Devemos verificar se Bn+1 e´ linearmente independente mo´dulo
T (H2n).
Lema 3.15. Os elementos de Bn+1 sa˜o linearmente independentes mo´dulo T (H2n).
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ baseada na demonstrac¸a˜o do Lema 8 de [72].
Consideremos uma combinac¸a˜o linear arbitra´ria, f =
∑t
i=1
αibi, de elementos de Bn+1.
Suponhamos que o termo l´ıder de f com respeito a` Definic¸a˜o 2.11 e´ α1b1, onde α1 ∈ K,












Definamos um homomorfismo ϕ : K〈X〉/T (H2n)→ H2n por:
ϕ(xik) = eik1eik2 + ...+ eik(2k−1)eik(2k) para 1 ≤ k ≤ m,
ϕ(xjt) = ejt1ejt2 + ...+ ejt(2δt−1)ejt(2δt) + ejt , para 1 ≤ t ≤ 2q,
ϕ(xs) = 0, se xs 6= xik (1 ≤ k ≤ m) e xs 6= xjt (1 ≤ t ≤ 2q),
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onde todos ejt , eikγk , ejtβt (1 ≤ k ≤ m, 1 ≤ t ≤ 2q, 1 ≤ γk ≤ 2k, 1 ≤ βt ≤ 2δt) sa˜o
elementos distintos da base de H2n. Este nu´mero de elementos distintos existe, pois pela
definic¸a˜o de Bn+1, temos 1 + ...+ m+ δ1 + ...+ δ2q + q ≤ n, logo o nu´mero de elementos
distintos exigidos na imagem de b1 que e´ d = 21 + 22 + ...+ 2m + 2δ1 + ...+ 2δ2q + 2q e´
menor ou igual a 2n.
Pelo Lema 2.12, itens a) e c), ϕ(b1) = γ1e1...ed 6= 0, onde 0 6= γ1 ∈ R.
Agora vamos verificar o que acontece com os outros termos de f . Seja αmbm um destes
termos.
Se bm possui alguma varia´vel xs distinta das varia´veis de b1, como ϕ(xs) = 0, temos
ϕ(bm) = 0. Resta verificar os casos onde b1 e bm na˜o possuem varia´veis distintas.
Pela escolha de b1 temos que bm < b1, enta˜o alguma das condic¸o˜es da Definic¸a˜o 2.11 e´
satisfeita.
Caso 1) Se ∂(b1) < ∂(bm), enta˜o existe xr tal que ∂xr(b1) < ∂xr(bm). Consideraremos 4
possibilidades:
a) xr na˜o pertence a comutadores de b1 e de bm. Seja ∂xr(b1) = r e
ϕ(xr) = er1er2 + ... + er(2r−1)er(2r), como ∂xr(bm) ≥ r + 1 e, pelo Lema 2.12 b),
(ϕ(xr))
r+1 = 0, enta˜o ϕ(bm) = 0.
b) A varia´vel xr na˜o pertence a comutadores de b1, contudo pertence a algum comutador
de bm. Suponhamos xr = xik , como ϕ(xik) e´ elemento do centro de H2n, ϕ(bm) = 0.
c) A varia´vel xr pertence a algum comutador de b1, pore´m na˜o pertence a comutadores de
bm. Sejam ∂xr(b1) = δr+1 e ϕ(xr) = er1er2+...+er(2δr−1)er(2δr)+er. Como ∂xr(bm) ≥ δr+2,
e pelo Lema 2.12 b), (ϕ(xr))
δr+2 = 0, temos ϕ(bm) = 0.
d) xr pertence a comutadores de b1 e de bm. Sejam ∂xr(b1) = δr + 1,
ϕ(xr) = er1er2 + ... + er(2δr−1)er(2δr) + er e ∂xr(bm) = δr + 1 + t, com t > 0. Se
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ϕ(xs) = cs + gs, onde cs e´ um polinoˆmio par e gs e´ um polinoˆmio ı´mpar, enta˜o pelo
Lema 2.12 a), (ϕ(xr), ϕ(xs))ϕ(xr)
δr+tϕ(xs)
δs = 2(er1er2 + ... + er(2δr−1)er(2δr))
δr+tcδss ergs.
Pelo Lema 2.12 b), (er1er2 + ...+ er(2δr−1)er(2δr))
δr+t = 0, enta˜o ϕ(bm) = 0.
Caso 2) Se ∂(b1) = ∂(bm) e o nu´mero de comutadores em b1 e´ menor que o nu´mero de
comutadores em bm, enta˜o para algum k a varia´vel xik pertence a algum comutador de
bm, mas na˜o pertence a nenhum comutador de b1. Como ϕ(xik) e´ um elemento do centro
de H2n, temos ϕ(bm) = 0.
Caso 3) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo e existe r ≥ 1
tal que para todo l < r, ∂xl(b1) = ∂xl(bm) e ∂xr(b1) < ∂xr(bm). Reca´ımos no Caso 1).
Caso 4) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo,
∂xj(b1) = ∂xj(bm) para todo xj, existe r ≥ 1 tal que para l < r, xl pertence a um
comutador em b1 se, e somente se, pertence a um comutador em bm, e xr pertence a
algum comutador de b1 e na˜o pertence a comutadores de bm. Neste caso, para algum k,
xik pertence a um comutador em bm, mas na˜o pertence a nenhum comutador de b1. Como
ϕ(xik) e´ um elemento do centro de H2n, temos ϕ(bm) = 0.




αibi = 0 (mod T (H2n)), temos α1γ1e1...ed = 0, o que implica que α1 = 0.
Assim sucessivamente, verificamos que αi = 0 (1 ≤ i ≤ t).
Portanto, Bn+1 e´ linearmente independente mo´dulo T (H2n).

Proposic¸a˜o 3.16. (Stojanova-Venkova) Se K e´ um corpo arbitra´rio infinito de carac-
ter´ıstica prima p > 2, enta˜o Rn+1 = T (H2n).
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Demonstrac¸a˜o:
Esta proposic¸a˜o foi citada sem demonstrac¸a˜o em [22] .
Pelo Lema 3.6, Rn+1 ⊆ T (H2n). O Corola´rio 3.13 garante que o conjunto
{b + Rn+1 | b ∈ Bn+1} gera K〈X〉/Rn+1. Pelo Corola´rio 3.14 e o Lema 3.15, o con-
junto {b+ T (H2n) | b ∈ Bn+1} e´ base de K〈X〉/T (H2n). Logo T (H2n) = Rn+1.

Nosso pro´ximo objetivo e´ determinar o centro de K〈X〉/Rn+1.
Seja y = y(x1, ..., xn) um polinoˆmio. Diremos que uma varia´vel x e´ independente de y
se x /∈ {x1, ..., xn}.
Definic¸a˜o 3.17. Sejam I um T-ideal de K〈X〉, f = f(x1, ..., xn) ∈ K〈X〉 e xN uma
varia´vel independente de f . Dizemos que f e´ um polinoˆmio central mo´dulo I se f /∈ I e
(f, xN) pertence a I.
Verificaremos inicialmente que todo polinoˆmio central mo´dulo Rn+1 e´ imagem de um
polinoˆmio central mo´dulo T .
Lema 3.18. Seja y = x1i1 ...x
m
im






elemento de Bn+1 ⊆ B e









αibi (mod T ).
Demonstrac¸a˜o:
Sejam y = x1i1 ...x
m
im






∈ Bn+1 e xN uma varia´vel inde-






+ T e´ central em K〈X〉/T ,
61
temos
(y, xN) = (x
1
i1





































) (mod T ),
onde 1 + ...+ t−1 + t+1 + ...+ m + (t − 1) + δ1 + ...+ δ2q + q + 1 ≤ n para 1 ≤ t ≤ m.
Como (xl1 , xl3)(xl2 , xl4) = −(xl1 , xl4)(xl2 , xl3) (mod T ), reordenando os ı´ndices dos




















1 + ... + t−1 + t+1 + ... + m + γ1 + ... + γ2q+2 + (q + 1) ≤ n para 1 ≤ t ≤ m, ou






∈ Bn+1 para 1 ≤ t ≤ m.

Corola´rio 3.19. Seja f ∈ K〈X〉 um polinoˆmio, f /∈ Rn+1. Seja xN uma varia´vel inde-
pendente tal que
(f, xN) = 0 (mod Rn+1).
Enta˜o,















αi(bi, xN) + r
′
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onde r′ ∈ Rn+1. Pela demonstrac¸a˜o do Lema 3.18, se bi ∈ Bn+1, enta˜o (bi, xN) e´ uma




γkuk = 0 (mod Rn+1),
onde uk ∈ Bn+1, para todo k. Como Bn+1 e´ linearmente independente mo´dulo Rn+1,
γk = 0, para todo k.
Pelo Lema 3.18, (f, xN) =
∑
k γkuk (mod T ), ou seja, (f, xN) = 0 (mod T ).

Proposic¸a˜o 3.20. Sejam φ : K〈X〉/T → K〈X〉/Rn+1 o epimorfismo canoˆnico, C1 e C2
os centros de K〈X〉/T e K〈X〉/Rn+1, respectivamente. Enta˜o, φ(C1) = C2, ou seja, o
centro de K〈X〉/Rn+1 e´ a imagem do centro de K〈X〉/T pela φ.
Demonstrac¸a˜o:
Temos que φ(C1) ⊆ C2. Resta verificar que C2 ⊆ φ(C1).
Seja f um polinoˆmio tal que f + Rn+1 e´ elemento de C2. Seja xN uma varia´vel
independente, enta˜o (f, xN) = 0 (mod Rn+1). Pelo Corola´rio 3.19, (f, xN) = 0 (mod T ),
logo f + T ∈ C1 e consequentemente f +Rn+1 ∈ φ(C1).
Portanto, φ(C1) = C2.















Pelo Lema 3.20, um polinoˆmio e´ central mo´dulo Rn+1 se for imagem de um polinoˆmio
central mo´dulo T . Pelo Teorema 2.2, o conjunto
{(x1, x2) + T, (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T | q ∈ N}
gera os polinoˆmios centrais mo´dulo T . Contudo, pelo Corola´rio 3.12, se f1, ..., fn+1 sa˜o






−ξi1..in+12ηk−η(fi1 , fi2)...(fi2k−1 , fi2k)fi2k+1 ...fin+1 + t,






que possuem mais que n fatores podem ser reescritos como elementos de T . Logo,
q + 2q(p− 1) ≤ n. Portanto, o teorema segue.

Como consequeˆncia imediata temos o Teorema 3.1, pois T (H2n) = Rn+1.
Teorema 3.1. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n e´ gerado,
como T-espac¸o em K〈X〉/T (H2n), por











Agora passaremos a estudar o segundo caso, associado a`s a´lgebras de Grassmann
H2n−1.
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Definic¸a˜o 3.22. O T-ideal Wn+1 de K〈X〉 e´ o T-ideal gerado por T , pelos polinoˆmios
xn+1vn = xn+1(x1 ◦ ... ◦ xn), vnxn+1 = (x1 ◦ ... ◦ xn)xn+1
e se s = n/(2p− 1) e´ um nu´mero inteiro inclu´ımos o polinoˆmio





Stojanova-Venkova [72] demonstrou queWn+1 = T (H2n−1). Como este artigo e´ escrito
em russo, vamos apresentar a demonstrac¸a˜o. Inicialmente, verificaremos que Wn+1 esta´
contido em T (H2n−1).
Lema 3.23. A a´lgebra H2n−1 satisfaz as identidades
xn+1vn = xn+1(x1 ◦ ... ◦ xn) = 0, vnxn+1 = (x1 ◦ ... ◦ xn)xn+1 = 0.
Demonstrac¸a˜o:
Suponhamos que H2n−1 na˜o satisfaz as identidades xn+1vn = xn+1(x1 ◦ ... ◦ xn) = 0 e
vnxn+1 = (x1 ◦ ... ◦ xn)xn+1 = 0. Pelo Lema 3.5, H2n satisfaz a identidade
(x1 ◦ ... ◦ xn+1) = xn+1(x1 ◦ ... ◦ xn) + (x1 ◦ ... ◦ xn)xn+1 = 0, logo H2n−1 tambe´m satisfaz.
Observemos que se rn+1 6= 0 e´ um polinoˆmio par de H2n−1, temos
0 = (r1◦...◦rn)rn+1+rn+1(r1◦...◦rn) = 2(r1◦...◦rn)rn+1, para todos r1, ..., rn+1 ∈ H2n−1.
Como a caracter´ıstica do corpo K e´ diferente de 2 e H2n−1 na˜o satisfaz a identidade
vnxn+1 = 0, temos 0 = (r1 ◦ ... ◦ rn), para todos r1, ..., rn ∈ H2n−1, uma contradic¸a˜o.
Supondo queH2n−1 satisfac¸a apenas uma das identidades, de forma ana´loga, obteremos
uma contradic¸a˜o.

Lema 3.24. Seja s = n/(2p − 1). Se s e´ um inteiro positivo, enta˜o a a´lgebra H2n−1
satisfaz a identidade







O nu´mero s sera´ um inteiro positivo k, se n = (2p−1)k. Logo, devemos mostrar que a





Se H4kp−2k−1 na˜o satisfaz a identidade uk = 0, existe um homomorfismo
ϕ : K〈X〉/T (H4kp−2k−1)→ H4kp−2k−1 tal que ϕ(uk) 6= 0.
Sejam ϕ(xi) = ci + gi e ϕ(xj) = cj + gj, onde ci, cj sa˜o polinoˆmios pares e gi, gj sa˜o
polinoˆmios ı´mpares.
Os polinoˆmios gi, gj devem ser na˜o nulos, pois caso contra´rio ϕ(xi) ou ϕ(xj) seria
elemento do centro de H4kp−2k−1 e ϕ(uk) se anularia. Fac¸amos gl = el.









cl = αl1bl1 + ...+ αltblt, onde bl1, ..., blt sa˜o polinoˆmios pares e t ≥ p− 1, pois se t < p− 1
pelo Lema 2.12 b), cp−1l = 0 e consequentemente ϕ(uk) = 0.
Assumindo que t = p − 1, fac¸amos blq = el(2q−1)el(2q). Pelo Lema 2.12 c),
cp−1l = γ(p − 1)!el1...el(2p−2), onde 0 6= γ ∈ R. Logo cp−1l 6= 0, se el1, ..., el(2p−2) forem
distintos.







2k g2k−1g2k, temos que ϕ(uk) 6= 0 se todos os
elementos er que aparecem nas imagens de x1, ..., x2k forem distintos. Logo, precisamos de
2k(2p− 2 + 1) = 4kp− 2k elementos distintos.
Observemos que definimos ϕ de maneira que utilizamos o menor nu´mero poss´ıvel
de elementos er. Como em H4kp−2k−1 na˜o dispomos de 4kp − 2k elementos distintos,
ϕ(uk) = 0.

Portanto, pelos Lemas 2.5, 2.4, 3.23 e 3.24 podemos concluir o seguinte lema.
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Lema 3.25. O T-ideal Wn+1 esta´ contido em T (H2n−1).
Agora verificaremos que T (H2n−1) esta´ contido em Wn+1. Precisaremos de alguns
resultados adicionais.
Lema 3.26. [72, Lema 10] Os elementos da forma
(x1 ◦ ... ◦ x(n−1)−s)xn−s...xn+s e xn1
pertencem a Wn, para s = 1, ..., n− 2.
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ diferente da demonstrac¸a˜o feita em [72].
Mostraremos por induc¸a˜o sobre s. Temos que (x1 ◦ ... ◦ xn−1xn)xn+1 ∈ Wn, como
(x1 ◦ ... ◦ xn−1xn)xn+1 = [xn−1xn(x1 ◦ ... ◦ xn−2) + (x1 ◦ ... ◦ xn−2)xn−1xn]xn+1
= xn−1[xn(x1 ◦ ... ◦ xn−2) + (x1 ◦ ... ◦ xn−2)xn]xn+1
+[xn−1(x1 ◦ ... ◦ xn−2) + (x1 ◦ ... ◦ xn−2)xn−1]xnxn+1
+xn−1(x1 ◦ ... ◦ xn−2)xnxn+1
= xn−1(x1 ◦ ... ◦ xn−2 ◦ xn)xn+1 + (x1 ◦ ... ◦ xn−1)xnxn+1
+xn−1(x1 ◦ ... ◦ xn−2)xnxn+1
enta˜o, xn−1(x1 ◦ ... ◦ xn−2)xnxn+1 ∈ Wn, mas [xn−1(x1 ◦ ... ◦ xn−2)xn]xn+1 e´ igual
a −[(x1 ◦ ... ◦ xn−2)xn−1xn]xn+1 mo´dulo Wn. Logo (x1 ◦ ... ◦ xn−2)xn−1xnxn+1 ∈ Wn,
ou seja, a afirmac¸a˜o vale para s = 1.
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Suponhamos que (x1 ◦ ... ◦ xn−s)xn−s+1...xn+(s−1) ∈ Wn. Temos que
w = (x1 ◦ ... ◦ xn−sxn−s+1)xn−s+2...xn+s
= [(x1 ◦ ... ◦ xn−s−1)xn−sxn−s+1 + xn−sxn−s+1(x1 ◦ ... ◦ xn−s−1)]xn−s+2...xn+s
= [(x1 ◦ ... ◦ xn−s−1)xn−s + xn−s(x1 ◦ ... ◦ xn−s−1)]xn−s+1...xn+s
+xn−s[xn−s+1(x1 ◦ ... ◦ xn−s−1) + (x1 ◦ ... ◦ xn−s−1)xn−s+1]xn−s+2...xn+s
+xn−s(x1 ◦ ... ◦ xn−s−1)xn−s+1...xn+s
= (x1 ◦ ... ◦ xn−s)xn−s+1...xn+s + xn−s(x1 ◦ ... ◦ xn−s−1 ◦ xn−s+1)xn−s+2...xn+s
+xn−s(x1 ◦ ... ◦ xn−s−1)xn−s+1...xn+s.
Por hipo´tese de induc¸a˜o
(x1 ◦ ... ◦ xn−s)xn−s+1...xn+s−1 e (x1 ◦ ... ◦ xn−s−1 ◦ xn−s+1)xn−s+2...xn+s
sa˜o elementos de Wn, portanto
(x1 ◦ ... ◦ xn−s)xn−s+1...xn+s e xn−s(x1 ◦ ... ◦ xn−s−1 ◦ xn−s+1)xn−s+2...xn+s
pertencem a Wn. Consequentemente
xn−s(x1 ◦ ... ◦ xn−s−1)xn−s+1...xn+s ∈ Wn
como
[xn−s(x1 ◦ ... ◦ xn−s−1) + (x1 ◦ ... ◦ xn−s−1)xn−s]xn−s+1...xn+s ∈ Wn,
temos que
(x1 ◦ ... ◦ x(n−1)−s)xn−s...xn+s ∈ Wn.
Sabemos que xn(x1 ◦ ... ◦ xn−1) pertence a Wn. Fazendo xi = x1 para i = 2, ..., n,
temos que x1(x1 ◦ ... ◦ x1) = ξ2n−2xn1 , onde ξ = ±1, como a caracter´ıstica do corpo K e´
diferente de 2, xn1 pertence a Wn.

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Corola´rio 3.27. Os elementos da forma
(x1 ◦ ... ◦ xn−s)xn+1−s...xn+1+s e xn+11
pertencem a Wn+1, para s = 1, ..., n− 1.
Corola´rio 3.28. [72, Lema 10] Os elementos da forma
x1 · ... · x2n
pertencem a Wn+1.
Lema 3.29. [72, Lema 10] Os elementos da forma
(x1 ◦ ... ◦ xs)(xs+1 ◦ ... ◦ xt)xt+1...x2n−t,
onde 1 ≤ s ≤ n− 1 e s+ 1 ≤ t ≤ n, pertencem a Wn.
Demonstrac¸a˜o:
Sejam x, y, z, w tais que
(x ◦ y)zw = xyzw + yxzw = 0 (mod Wn)
z(x ◦ y)w = zxyw + zyxw = 0 (mod Wn)
(x, y, z)w = xyzw − yxzw − zxyw + zyxw = 0 (mod Wn)
Enta˜o, somando as treˆs equac¸o˜es, temos 2xyzw + 2zyxw = 0 (mod Wn), como a carac-
ter´ıstica do corpo K e´ diferente de 2, temos xyzw = −zyxw (mod Wn). Portanto,
xyzw = −zyxw = zxyw = −xzyw e zyxw = −xyzw = yxzw = −yzxw,
ou seja,
x(y ◦ z)w = 0 (mod Wn) e (y ◦ z)xw = 0 (mod Wn).
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Pelo Lema 3.26,
(x1 ◦ ... ◦ xt)xt+1...x2n−t−1 = 0 (mod Wn) e (x1 ◦ ... ◦ xt−1)xt...x2n−t = 0 (mod Wn).
Portanto, xt(x1 ◦ ... ◦ xt−1)xt+1...x2n−t pertence a Wn, pois caso contra´rio
(x1 ◦ ... ◦ xt)xt+1...x2n−t−1x2n−t na˜o pertenceria a Wn, uma contradic¸a˜o.
Fac¸amos x = (x1 ◦ ... ◦ xt−2), y = xt−1, z = xt e w = xt+1...x2n−t, logo
(x1 ◦ ... ◦ xt−2)(xt−1 ◦ xt)xt+1...x2n−t e (xt−1 ◦ xt)(x1 ◦ ... ◦ xt−2)xt+1...x2n−t
pertencem a Wn.
Fac¸amos agora x = (x1 ◦ ... ◦ xt−3), y = xt−2, z = (xt−1 ◦ xt) e w = xt+1...x2n−t, logo
(x1 ◦ ... ◦ xt−3)(xt−2 ◦ xt−1 ◦ xt)xt+1...x2n−t e (xt−2 ◦ xt−1 ◦ xt)(x1 ◦ ... ◦ xt−3)xt+1...x2n−t
pertencem a Wn.
Assim sucessivamente, (x1 ◦ ... ◦ xs)(xs+1 ◦ ... ◦ xt)xt+1...x2n−t = 0 (mod Wn).

Corola´rio 3.30. Os elementos da forma
(x1 ◦ ... ◦ xs)(xs+1 ◦ ... ◦ xt)xt+1...x2n+2−t,
onde 1 ≤ s ≤ n e s+ 1 ≤ t ≤ n+ 1, pertencem a Wn+1.
Seja
D1 = {x1i1 ...xmim (xj1 , xj2)...(xj2q−1 , xj2q)xδ1j1 ...x
δ2q
j2q
| m, q ≥ 0, i1 < ... < im, j1 < ... < j2q,
ir 6= js (1 ≤ r ≤ m, 1 ≤ s ≤ 2q), 1 ≤ l < min{p, n+ 1}(1 ≤ l ≤ m),
0 ≤ δt < min{p, n+ 1} (1 ≤ t ≤ 2q), 1 + ...+ m + δ1 + ...+ δ2q + q < n}
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Definic¸a˜o 3.31. Dn+1 e´ o subconjunto de Bn+1 formado por D1 e todos os produtos
constitu´ıdos por n fatores tais que xi1 e´ a varia´vel de menor ı´ndice que possui expoente
menor que p.
Lema 3.32. Seja b um elemento de Bn+1 \D1. Enta˜o b pode ser reescrito como combi-
nac¸a˜o linear de elementos de Dn+1 mo´dulo Wn+1.
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ baseada na demonstrac¸a˜o do Lema 11 de [72].


















(xj2l−1 , xj2l), onde γi = k se xi = xik para algum ik
(1 ≤ k ≤ m) e γi = δt se xi = xjt para algum jt (1 ≤ t ≤ 2q).
Seja xjt a primeira das varia´veis x1, ..., xr que possui grau menor que p. Fac¸amos,























(xδt+1jt ◦ xjt+ξ)v(x) (mod Wn+1).
Observemos que se a =
∑
i
γi, pelo Corola´rio 3.30,
(x1 ◦ ... ◦ xδt+1)(xδt+2 ◦ ... ◦ xa+2)xa+3...x2n−a = 0 (mod Wn+1)
e
(x1 ◦ ... ◦ xδt+2)(xδt+3 ◦ ... ◦ xa+2)xa+3...x2n−a = 0 (mod Wn+1),
logo
v1(x) = 2











sa˜o elementos de Wn+1.
Contudo, podemos reescrever v1(x) e v2(x),
v1(x) = 2





















onde v1(x) e v2(x) sa˜o elementos do T-ideal gerado por (x1, x2). Logo,



































(xj2l−1 , xj2l) (mod Wn+1)
pertence a D1, o lema segue.

Corola´rio 3.33. O conjunto {d+Wn+1 | d ∈ Dn+1} gera K〈X〉/Wn+1.
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Demonstrac¸a˜o:
Observemos que xn+1(x1◦...◦xn) = 0 e (x1◦...◦xn)xn+1 = 0 implicam (x1◦...◦xn+1) = 0.
Logo, Rn+1 ⊆ Wn+1. Como {b + Rn+1 | b ∈ Bn+1} gera K〈X〉/Rn+1, temos que
{b + Wn+1 | b ∈ Bn+1} gera K〈X〉/Wn+1. Contudo, pelo Lema 3.32, o conjunto
{d+Wn+1 | d ∈ Dn+1} ainda gera K〈X〉/Wn+1.

Corola´rio 3.34. O conjunto {d+ T (H2n−1) | d ∈ Dn+1} gera K〈X〉/T (H2n−1).
Demonstrac¸a˜o:
Pelo corola´rio 3.33, o conjunto {d+Wn+1 | d ∈ Dn+1} gera K〈X〉/Wn+1. O Lema 3.25
garante que Wn+1 ⊆ T (H2n−1), enta˜o {d+ T (H2n−1) | d ∈ Dn+1} gera K〈X〉/T (H2n−1).

Pelo Corola´rio 3.34, o conjunto {d + T (H2n−1) | d ∈ Dn+1} e´ um candidato natural
a` base de K〈X〉/T (H2n−1). Resta verificar se Dn+1 e´ linearmente independente mo´dulo
T (H2n−1).
Lema 3.35. Os elementos de Dn+1 sa˜o linearmente independentes mo´dulo T (H2n−1).
Demonstrac¸a˜o:
Esta demonstrac¸a˜o e´ baseada na demonstrac¸a˜o do Lema 12 de [72].
Para os elementos de D1 a demonstrac¸a˜o e´ ana´loga a` do Lema 3.15.
Consideremos uma combinac¸a˜o linear arbitra´ria, f =
∑t
i=1
αibi, de elementos de
Dn+1 \ D1. Suponhamos que o termo l´ıder de f com respeito a` Definic¸a˜o 2.11 e´ α1b1,













Definamos um homomorfismo ψ : K〈X〉/T (H2n−1)→ H2n−1 por:
ψ(xi1) = ei11ei12 + ...+ ei1(21−3)ei1(21−2) + ei1 ,
ψ(xik) = eik1eik2 + ...+ eik(2k−1)eik(2k), para 1 < k ≤ m,
ψ(xjt) = ejt1ejt2 + ...+ ejt(2δt−1)ejt(2δt) + ejt , para 1 ≤ t ≤ 2q,
ψ(xs) = 0, se xs 6= xik (1 ≤ k ≤ m) e xs 6= xjt (1 ≤ t ≤ 2q),
onde todos ejt , eikγk , ejtβt (1 ≤ k ≤ m, 1 ≤ t ≤ 2q, 1 ≤ γk ≤ 2k, 1 ≤ βt ≤ 2δt) sa˜o
elementos distintos da base de H2n−1. Este nu´mero de elementos distintos existe, pois por
definic¸a˜o de Bn+1, temos que 1+...+m+δ1+...+δ2q+q ≤ n. Logo, o nu´mero de elementos
distintos exigidos na imagem de b1 que e´ d = (21−1)+22+ ...+2m+2δ1+ ...+2δ2q+2q
e´ menor ou igual a 2n− 1.
Pelo Lema 2.12, itens a), c) e d), ψ(b1) = γ1e1...ed 6= 0, onde 0 6= γ1 ∈ R.
Agora, vamos verificar o que acontece com os outros termos de f . Seja αmbm um
destes termos.
Se bm possui alguma varia´vel xs distinta das varia´veis de b1, como ψ(xs) = 0, temos
ψ(bm) = 0. Resta verificar os casos onde b1 e bm na˜o possuem varia´veis distintas.
Pela escolha de b1 temos que bm < b1, enta˜o alguma das condic¸o˜es da Definic¸a˜o 2.11 e´
satisfeita.
Caso 1) Se ∂(b1) < ∂(bm), enta˜o existe xr tal que ∂xr(b1) < ∂xr(bm). Consideraremos 4
possibilidades:
a) xr na˜o pertence a comutadores de b1 e de bm. Seja ∂xr(b1) = r enta˜o, ou
ψ(xr) = er1er2 + ... + er(2r−3)er(2r−2) + er(2r−1) ou ψ(xr) = er1er2 + ... + er(2r−1)er(2r).
Em ambos os casos, como ∂xr(bm) ≥ r + 1 e, pelo Lema 2.12 b), (ψ(xr))r+1 = 0, enta˜o
ψ(bm) = 0.
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b) A varia´vel xr na˜o pertence a comutadores de b1, contudo pertence a algum comutador
de bm.
• Seja xr = xik , k 6= 1. Como ψ(xik) e´ elemento do centro de H2n−1, temos ψ(bm) = 0.
• Sejam xr = xi1 , ∂xi1 (bm) = 1 + t + 1, com t ≥ 0 e ψ(xs) = cs + gs, onde
cs e´ um polinoˆmio par e gs e´ um polinoˆmio ı´mpar. Enta˜o, pelo Lema 2.12 a),
(ψ(xi1), ψ(xs))(ψ(xi1))
1+t(ψ(xs))
δs = 2(ei11ei12 + ... + ei1(21−3)ei1(21−2))
1+tcδss ei1gs.
O Lema 2.12 b) garante que (ei11ei12 + ... + ei1(21−3)ei1(21−2))
1+t = 0, enta˜o
ψ(bm) = 0.
c) A varia´vel xr pertence a um comutator de b1, pore´m na˜o pertence a comutadores de bm.
Sejam ∂xr(b1) = δr +1 e ψ(xr) = er1er2+ ...+ er(2δr−1)er(2δr)+ er. Como ∂xr(bm) ≥ δr +2,
e pelo Lema 2.12 b), (ψ(xr))
δr+2 = 0, temos ψ(bm) = 0.
d) xr pertence a comutadores de b1 e de bm. Sejam ∂xr(b1) = δr + 1,
ψ(xr) = er1er2+...+er(2δr−1)er(2δr)+er e ∂xr(bm) = δr+1+t, com t > 0. Se ψ(xs) = cs+gs,
onde cs e´ um polinoˆmio par e gs e´ um polinoˆmio ı´mpar. Enta˜o, pelo Lema 2.12 a),
(ψ(xr), ψ(xs))ψ(xr)
δr+tψ(xs)
δs = 2(er1er2 + ... + er(2δr−1)er(2δr))
δr+tcδss ergs. O Lema 2.12
b) garante que (er1er2 + ...+ er(2δr−1)er(2δr))
δr+t = 0, enta˜o ψ(bm) = 0.
Caso 2) Se ∂(b1) = ∂(bm) e o nu´mero de comutadores em b1 e´ menor que o nu´mero de
comutadores em bm, enta˜o para algum k 6= 1 a varia´vel xik pertence a algum comutador
de bm e na˜o pertence a comutadores de b1. Como ψ(xik) e´ um elemento do centro de
H2n−1, temos ψ(bm) = 0.
Caso 3) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo e existe r ≥ 1
tal que para todo l < r, ∂xl(b1) = ∂xl(bm) e ∂xr(b1) < ∂xr(bm). Reca´ımos no Caso 1).
Caso 4) Se ∂(b1) = ∂(bm), o nu´mero de comutadores em b1 e bm e´ o mesmo,
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∂xj(b1) = ∂xj(bm) para todo xj, existe r ≥ 1 tal que para l < r, xl pertence a um
comutador em b1 se, e somente se, pertence a um comutador em bm, e xr pertence a
algum comutador de b1 e na˜o pertence a comutadores de bm. Neste caso, para algum k,
xik pertence a um comutador em bm .
• Se k 6= 1, enta˜o ψ(xik) e´ um elemento do centro de H2n−1, logo ψ(bm) = 0.
• Se k = 1, como xi1 e´ a varia´vel de menor ı´ndice que possui grau menor que p, pela
Definic¸a˜o 2.11, bm e´ maior que b1, uma contradic¸a˜o.




αibi = 0 (mod T (H2n−1)), temos α1γ1e1...ed = 0, o que implica que α1 = 0.
Assim sucessivamente, verificamos que αi = 0 (1 ≤ i ≤ t).
Portanto, Dn+1 e´ linearmente independente mo´dulo T (H2n−1).

Proposic¸a˜o 3.36. (Stojanova-Venkova) Se K e´ um corpo arbitra´rio infinito de carac-
ter´ıstica prima p > 2, enta˜o Wn+1 = T (H2n−1).
Demonstrac¸a˜o:
Esta proposic¸a˜o foi citada sem demonstrac¸a˜o em [22] .
Pelo Lema 3.25, Wn+1 ⊆ T (H2n−1). O Corola´rio 3.33 garante que o conjunto
{d + Wn+1 | d ∈ Dn+1} gera K〈X〉/Wn+1. Pelo Corola´rio 3.34 e o Lema 3.35, o con-
junto {d+ T (H2n−1) | d ∈ Dn+1} e´ base de K〈X〉/T (H2n−1). Logo, T (H2n−1) =Wn+1.

Nosso pro´ximo objetivo e´ determinar o centro de K〈X〉/Wn+1.
76
Verificaremos inicialmente que os polinoˆmios de Rn sa˜o centrais mo´dulo Wn+1 e que
todo polinoˆmio central mo´duloWn+1 pode ser escrito como soma de dois polinoˆmios, onde
um e´ central mo´dulo T e o outro pertence a Rn.
Lema 3.37. Os polinoˆmios de Rn sa˜o centrais mo´dulo Wn+1.
Demonstrac¸a˜o:
Seja r um elemento de Rn \Wn+1. Consideremos o elemento r1 = (r, xN), onde xN e´
uma varia´vel independente. Pelo Lema 3.4, a imagem de r em H2n−1 e´ ϕ(r) = αe1...e2n−1.
Logo, a imagem de r1 emH2n−1, ϕ(r1) = (ϕ(r), ϕ(xN)), ja´ e´ nula. Portanto, r1 = (r, xN+1)
pertence a Wn+1, ou seja, r e´ central mo´dulo Wn+1.

Lema 3.38. Seja f ∈ K〈X〉 um polinoˆmio central mo´dulo Wn+1. Enta˜o, f = h+ r onde
h e´ um polinoˆmio central mo´dulo T e r e´ um polinoˆmio de Rn.
Demonstrac¸a˜o:
Seja f um polinoˆmio central mo´dulo Wn+1 ⊂ Rn, enta˜o f ∈ Rn ou f e´ central mo´dulo
Rn. Se f ∈ Rn, pelo Lema 3.37, f e´ central mo´dulo Wn+1. Caso contra´rio, pelo Lema
3.20, existe um polinoˆmio h, central mo´dulo T , tal que r = f−h pertence a Rn. Portanto,
f = r + h, onde h e´ um polinoˆmio central mo´dulo T e r e´ um polinoˆmio de Rn.

Teorema 3.39. O centro de K〈X〉/Wn+1 e´ o T-espac¸o gerado por













Pelo Lema 3.38 queremos encontrar o conjunto de geradores dos polinoˆmios que podem
ser escritos como f = h+ r, onde h e´ um polinoˆmio central mo´dulo T e r e´ um polinoˆmio
de Rn.
O Lema 2.2 garante que o conjunto
{(x1, x2) + T, (x1, x2)...(x2q−1, x2q)xp−11 ...xp−12q + T | q ∈ N}















2q e´ elemento de Dn+1, enta˜o y ∈ Bn+1.
Como Rn e´ gerado por (x1 ◦ ... ◦ xn), o teorema segue.

Como consequeˆncia imediata temos o Teorema 3.2, pois T (H2n−1) =Wn+1.
Teorema 3.2. O T-espac¸o dos polinoˆmios centrais da a´lgebra de Grassmann H2n−1 e´
gerado, como T-espac¸o em K〈X〉/T (H2n−1), por












Um Subespac¸o Vetorial Verbal
Limite
Observemos que, em a´lgebras de grupos relativamente livres, a noc¸a˜o semelhante a
T-espac¸os de a´lgebras associativas e´ a noc¸a˜o de subespac¸os vetoriais verbais.
Sejam G um grupo relativamente livre, KG a a´lgebra de grupo de G sobre K. Um
ideal I de KG e´ um ideal verbal se for invariante por todos os endomorfismos de KG
induzidos pelos endomorfismos de G. Um subespac¸o U de KG e´ denominado subespac¸o
vetorial verbal de KG, se e´ invariante por todos os endomorfismos de KG, induzidos pelos
endomorfismos do grupo G. Analogamente, definimos subespac¸o vetorial verbal em um
quociente de KG por um ideal verbal. Estas estruturas sa˜o importantes para resoluc¸a˜o
de alguns problemas.
Acreditamos que a noc¸a˜o de subespac¸os vetoriais verbais limite podera´ ser utilizada
na construc¸a˜o de exemplos de variedades limite de representac¸o˜es de grupo.
Neste cap´ıtulo K e´ um corpo de caracter´ıstica 2 arbitra´rio e F um grupo livre de posto
infinito enumera´vel, livremente gerado por a1, a2, ... .
Seja KF a a´lgebra do grupo F sobre K. Sejam L um espac¸o linear sobre K, G
um grupo e ρ : G → Aut(L) uma representac¸a˜o de G. Seja u(a1, ..., an) ∈ KF . Enta˜o,
u(a1, ..., an) = 0 e´ chamada identidade da representac¸a˜o ρ do grupo G se
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u(ρ(g1), ..., ρ(gn)) = 0 para quaisquer elementos g1, ..., gn de G.
A classe de todas as representac¸o˜es de grupo sobreK que satisfazem um dado conjunto
de identidades e´ denominado variedade de representac¸o˜es de grupo.
O estudo sistema´tico de identidades de representac¸o˜es de grupo foi iniciada por B. I.
Plotkin. Conceitos ba´sicos e resultados nesta direc¸a˜o podem ser encontrados em [54] e [73].
Um dos principais problemas no estudo de identidades e´ o problema da base finita: “O
conjunto de todas as identidades de uma dada representac¸a˜o e´ equivalente a um conjunto
finito de identidades?”. Segue de [53] que existem representac¸o˜es de grupo de dimensa˜o
infinita cujas identidades na˜o possuem base finita. Contudo, o problema da base finita
continua em aberto para representac¸o˜es de dimensa˜o finita, sobre um corpo infinito.
Um caso particular importante no estudo do problema da base finita e´ a construc¸a˜o
de variedades limite de representac¸o˜es de grupos. Seja V uma variedade. Se todas as
subvariedades pro´prias de V sa˜o definidas por conjuntos finitos de identidades e V na˜o
pode ser definida por um conjunto finito de identidades, enta˜o V e´ chamada variedade
limite. Neste sentido, as variedades limite formam uma fronteira entre as variedades que
sa˜o finitamente definidas e as que na˜o sa˜o.
A existeˆncia de variedades limite segue do Lema de Zorn e do fato de que existem
variedades de representac¸o˜es de grupos sem base finita de identidades. Um problema
importante, ainda em aberto, e´ a construc¸a˜o de exemplos de variedades limite de re-
presentac¸o˜es de grupo. Acreditamos que subespac¸os vetoriais verbais limite podera˜o ser
u´teis para a resoluc¸a˜o deste problema. No´s apresentamos agora um exemplo de subespac¸o
vetorial verbal limite sobre um corpo de caracter´ıstica 2.
Sejam N2,4 a variedade de todos os grupos cujos expoentes dividem 4, nilpotentes de
classe no ma´ximo 2 e G = F/γ3(F )F
4 o grupo livre na variedade N2,4, cujos geradores
livres denotaremos por a1, a2, ... .
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Fixemos uma ordem linear arbitra´ria em G tal que g > 1 para todo g ∈ G, g 6= 1 e
consideremos a a´lgebra de grupo KG.
Lema 4.1. Para todos gi, gj ∈ G temos:
a) [gi, gj]
2 = 1; b) [g2i , gj] = 1; c) [gi, g
2




j ] = 1;
Demonstrac¸a˜o:
a) Como [gi, gj, gk] = 1, para todos gi, gj, gk ∈ G, temos que [gi, gj] sa˜o elementos centrais
de G, para todos i, j. Ale´m disso, g4 = 1, para todo g ∈ G, enta˜o
1 = (gigj)
4 = gigjgigjgigjgigj
= g2i gj[gj, gi]gigj[gj, gi]gigj[gj, gi]gj














As demonstrac¸o˜es dos demais ı´tens sa˜o imediatas.

4.1 Um Subespac¸o Vetorial Verbal Na˜o Finitamente
Gerado W








j . O conjunto
A = {fi1i2 ...fi2l−1i2l(a2j1 + 1)...(a2jm + 1)ak1 ...akq | l,m, q ≥ 0; [ai1 , ai2 ] < ... < [ai2l−1 , ai2l ];




Os elementos de G′ sa˜o centrais em G e teˆm ordem 2. Ale´m disso, G tem expoente 4.
Logo o conjunto
{[ai1 , ai2 ]...[ai2l−1 , ai2l ]a2j1 ...a2jmak1 ...akq | l,m, q ≥ 0, [ai1 , ai2 ] < ... < [ai2l−1 , ai2l ],
i1 < i2, ..., i2l−1 < i2l; j1 < ... < jm; k1 < ... < kq}








j , enta˜o o conjunto
{fi1i2 ...fi2l−1i2la2j1 ...a2jmak1 ...akq | l,m, q ≥ 0; [ai1 , ai2 ] < ... < [ai2l−1 , ai2l ];
i1 < i2, ..., i2l−1 < i2l; j1 < ... < jm; k1 < ... < kq}
gera KG. E usando a equac¸a˜o a2j = (a
2
j + 1) + 1 conclu´ımos que A tambe´m gera KG.

Corola´rio 4.3. O conjunto
A0 = {fi1i2 ...fi2l−1i2l(a2j1 + 1)...(a2jm + 1) | l,m ≥ 0; [ai1 , ai2 ] < ... < [ai2l−1 , ai2l ];
i1 < i2, ..., i2l−1 < i2l; j1 < ... < jm}
gera KG2.









e´ gerado, como ideal, pelos elementos fij, i < j.
Demonstrac¸a˜o:
Como todo elemento g ∈ G, pode ser escrito na forma g = ai1 ...aikh, onde i1 < ... < ik,
h ∈ G2, definamos o peso de g por w(g) = k.
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tais que w(g1), w(g2) ≥ 1 e w(g1) + w(g2) ≤ k. Observemos que T =
⋃∞
k=2
T (k) e T (2) e´ o
ideal em KG gerado por todos os elementos fij(i < j).
Mostraremos, por induc¸a˜o sobre k, que T (k) = T (2), para todo k ≥ 2.
E´ claro que a afirmac¸a˜o e´ va´lida para k = 2. Suponhamos que T (k−1) = T (2).








2 tal que w(g1)+w(g2) = k.












1 ) > 0.
Enta˜o,



















































































































































































= f (1) + f (2)
onde f (1) ∈ T (k−1) e












































2 ∈ T (k−1) = T (2).
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Se w(g1) = 1 necessariamente, w(g2) > 1, logo
















1 ∈ T (k−1) = T (2).
Logo, T (k) = T (2), para todo k ≥ 2.

Lema 4.5. O conjunto
A′ = {fi1i2 ...fi2l−1i2l(a2j1 + 1)...(a2jm + 1)ak1 ...akq | l > 0,m, q ≥ 0;
[ai1 , ai2 ] < ... < [ai2l−1 , ai2l ]; i1 < i2, ..., i2l−1 < i2l; j1 < ... < jm; k1 < ... < kq}
gera T, como espac¸o vetorial.
Demonstrac¸a˜o:
Claramente, A′ esta´ contido em T, logo resta mostrar que T e´ o espac¸o vetorial gerado
por A′. O Lema 4.4 garante que todo elemento de T e´ a combinac¸a˜o linear de elementos
da forma fijg, i, j ∈ N, g ∈ G. Pelo Lema 4.2, todo g ∈ G, e´ uma combinac¸a˜o linear de
elementos do conjunto A, enta˜o T e´ gerado por elementos da forma
h = fijfi1i2 ...fi2l−1i2l(a
2
j1
+ 1)...(a2jm + 1)ak1 ...akq .
Se fij = fi2s−1i2s para algum s ∈ {1, ..., l}, enta˜o h = 0, pois f 2ij = 0.
Se fij 6= fi2s−1i2s , para todo s ∈ {1, ..., l}, enta˜o h ∈ A′.
Logo, T e´ o espac¸o vetorial gerado por A′.

Observac¸a˜o 4.6. Temos que G′ e G2 sa˜o centrais em G. Ale´m disso, todo elemento de
T e´ a combinac¸a˜o linear de elementos da forma fijg = gfij, i, j ∈ N, g ∈ G. Logo, T e´ o
subespac¸o vetorial verbal de KG gerado por f(x1, x2)x3.
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Lema 4.7. Seja A1 = {(a2j1 + 1)...(a2jm + 1) | m ≥ 0; j1 < ... < jm}. Enta˜o, o conjunto
{a+ T | a ∈ A} e´ uma K-base de (KG2 + T )/T .
Para a demonstrac¸a˜o deste Lema vide [35].
Lema 4.8. Para todos g1, g2 ∈ G, (g1g2)2 + 1 = (g21 + 1) + (g22 + 1) (mod T ).
Demonstrac¸a˜o:
Sejam g1 e g2 elementos de G. Enta˜o
(g1g2)
2 + 1 = g21g
2
2[g1, g2] + 1
= g21g
2





















= (1 + g21) + (1 + g
2
2) (mod T ).

Corola´rio 4.9. Para todos ai(i ∈ N), temos (ai1 ...ail)2 + 1 =
∑l
m=1
(a2im + 1) (mod T ).
Proposic¸a˜o 4.10. Seja H o subespac¸o vetorial de KG gerado por T e pelo conjunto
{(a2j1 + 1)...(a2jm + 1) | js ∈ N;m > 0; j1 < ... < jm}. Enta˜o sa˜o va´lidas as seguintes
afirmac¸o˜es:
a) H e´ o subespac¸o vetorial verbal de KG gerado, como subespac¸o vetorial verbal, por
f(a1, a2)a3
e pelo conjunto
{(a21 + 1)...(a2m + 1) | m ≥ 0}.
b) H na˜o e´ finitamente gerado como subespac¸o vetorial verbal.
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Demonstrac¸a˜o:
a) Seja H ′ o subespac¸o vetorial verbal de KG gerado por f(a1, a2)a3 e pelo conjunto
{(a21 + 1)...(a2m + 1) | m ≥ 0}. E´ imediato verificar que H esta´ contido em H ′. Devemos
demonstrar que H ′ esta´ contido em H.
O polinoˆmio f(a1, a2)a3 gera T ⊂ H, como subespac¸o vetorial verbal. Portanto, resta
verificar que (g21 + 1)...(g
2
m + 1) e´ elemento de H para todos g1, ..., gm ∈ G. Temos que
(g21 + 1)...(g
2
m + 1) = ((a11 ...a1l1 )








(a2msm + 1)) (mod T ).
Logo (g21+1)...(g
2




e elementos de T. Como (a2ij + 1) e´ central, podemos supor 1j1 < ... < mjm . Portanto,
(g21 + 1)...(g
2
m + 1) ∈ H.
b) Seja h uma soma de elementos de T e elementos da forma (g21+1)...(g
2
s+1), s ≤ k, para
k fixo. Enta˜o cada parcela de h e´ elemento de T ou da forma (a21i1 +1)...(a
2
sis
+1), s ≤ k,
onde podemos supor 1i1 < ... < sis , pois (a
2
j+1) e´ central, para todo j. Pelo Corola´rio 4.9,
podemos concluir que na˜o sera˜o gerados produtos da forma (a21i1 + 1)...(a
2
sis
+ 1), s > k.
Portanto, H na˜o e´ finitamente gerado como subespac¸o vetorial verbal.

Lema 4.11. A a´lgebra R = KG/T e´ a soma direta de subespac¸os vetoriais
(ak1 ...akqKG
2 + T )/T, (q ≥ 0, k1 < ... < kq).
Demonstrac¸a˜o:
Observemos que KG e´ a soma direta de subespac¸os vetoriais da forma ak1 ...akqKG
2
(q ≥ 0, k1 < ... < kq). Seja T ′ o ideal deKG2 gerado por todos os elementos fij, (i, j ∈ N).
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Enta˜o,












′ ⊆ T ∩ ak1 ...akqKG2, enta˜o T =
⊕
q≥0,k1<...<kq























Proposic¸a˜o 4.12. Seja W o subespac¸o vetorial de KG gerado por H e L, onde L e´ o
espac¸o vetorial gerado pelo conjunto {g + g−1 | g ∈ G}. Enta˜o,
a) W e´ o subespac¸o vetorial verbal de KG gerado, como subespac¸o vetorial verbal, por




{(a21 + 1)...(a2m + 1) | m ≥ 0}.




b) Se g ∈ G2, enta˜o g = g−1 e g + g−1 = 0.
Se g /∈ G2, enta˜o g = ak1 ...akqd, d ∈ G2, k1 < ... < kq. Assim,
g + g−1 = (ak1 ...akq + a
−1
kq
...a−1k1 )d /∈ KG2.
Logo, L ∩KG2 e´ trivial.
Devemos mostrar que {(a21 + 1)...(a2m + 1) | m ≥ 0} e´ linearmente independente em
KG/(T + L).
Seja







enta˜o ϕ(L) = (L + T )/T e ϕ(KG2) = (KG2 + T )/T . Seja w ∈ L tal que ϕ(w) e´ na˜o
trivial. Como w /∈ KG2 pelo menos uma parcela de w e´ da forma
(a2j1 + 1)...(a
2
jm + 1)ak1 ...akq(q 6= 0),
ou seja,
w = (a2j1 + 1)...(a
2
jm + 1)ak1 ...akq + w
′ (q 6= 0).
Enta˜o,
ϕ(w) = (a2j1 + 1)...(a
2










jm + 1) + T ∈ ϕ(KG2) (m > 0, j1 < ... < jm)
na˜o sa˜o triviais e sa˜o linearmente independentes em (KG/T )/ϕ(L) ' KG/(T + L) .




4.2 Um Subespac¸o Vetorial Verbal U ⊃ W Finita-
mente Gerado
Proposic¸a˜o 4.13. Sejam R = {f(a1, a2)a3, a + a−1, (a21 + 1)...(a2m + 1) | m ≥ 0}, o
conjunto que gera W como subespac¸o vetorial verbal e u ∈ KG \W . Enta˜o, o subespac¸o
vetorial verbal U de KG gerado por R∪{u} conte´m a1(a22+1)...(a2M +1), para algum M.
Demonstrac¸a˜o:
Observemos que u pode ser escrito como u =
∑k
i=1
gifi + fk+1, onde fi ∈ KG2,
gi /∈ G2, para todo i e gi 6= gj (mod G2).
Como u /∈ W , enta˜o gifi /∈ W para algum i. Suponhamos que g1f1 /∈ W . Sendo
g1 /∈ G2, existe ψ ∈ Aut(G) tal que ψ(g1) = a1. Denotemos pela mesma letra ψ o
automorfismo induzido de KG. Como W e´ verbal, ψ(W ) =W . Substituindo u por ψ(u),
podemos assumir que u = a1f1 +
∑k
i=2
gifi + fk+1 ∈ U \W , onde a1f1 /∈ W .
Seja u = u(a1, ..., aN). Dizemos que g ∈ G conte´m o gerador al(l ∈ N) mo´dulo G2, se
g = ak1 ...aks (mod G
2), k1 < ... < ks e kr = l para algum r, 1 ≤ r ≤ s.
Definamos ψ1 ∈ Aut(KG) por ψ1(a1) = a1a2N+1 e ψ1(ai) = ai(i 6= 1). Enta˜o,
ψ1(gi) = gia
2
N+1 para cada gi que conte´m a1 mo´dulo G
2, ψ1(gi) = gi para cada gi que na˜o
conte´m a1 mo´dulo G
2 e ψ1(fi) = fi, para todo i. Fazendo u1 = ψ1(u)+u ∈ U \W , temos








onde J (1) = {j ∈ N | gj conte´m a1 mo´dulo G2}.
Para cada l = 2, ..., N , seja ψl ∈ Aut(KG) definido por ψl(a1) = a1a2N+l,
ψl(al) = ala
2
N+l e ψl(ai) = ai(i 6= 1, l). Seja ul = ψl(ul−1) + ul−1 ∈ U \W . Portanto,













onde J (2) = {j ∈ N | gj conte´m a1 mo´dulo G2 e na˜o conte´m a2 mo´dulo G2}. Assim,
sucessivamente,




2N) ∈ U \W.
Como f1 ∈ KG2, pelo Lema 4.7, f1 =
∑
l
(1 + a2jl1)...(1 + a
2
jlm(l)
) + t, onde t ∈ T e




(1 + a2jl1)...(1 + a
2
jlm(l)
))(1 + a2N+1)...(1 + a
2









(1 + a2jl1)...(1 + a
2
jlm(l)
))(1 + a2N+1)...(1 + a
2
2N) ∈ U \W.




(1 + a2jl1)...(1 + a
2
jlm(l)
))(1 + a2N+1)...(1 + a
2
2N) ∈ U \W.
Seja m = m(1). Podemos supor, sem perda de generalidade, que m ≤ m(l), para todo
l ≥ 2. Para cada l = 1, ..., N −m− 1, definamos ψ′l ∈ Aut(KG) por ψ′l(a1) = a1a2m+l+1 e
ψ′l(ai) = ai(i 6= 1). Seja uN+l = ψ′l(uN+l−1) + uN+l−1 ∈ U \W , enta˜o





































2N) ∈ U \W .
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Demonstrac¸a˜o da afirmac¸a˜o:
Suponhamos jl1 = 1 para algum l. Seja s o l-e´simo somando de f1. Temos que
s = (1 + a21)(1 + a
2
jl2
)...(1 + a2jlm(l)), logo a1s ∈ L, a1s(1 + a2N+1)...(1 + a22N) ∈ W e




2N) ∈ U \W .
Substituindo f1 por f1 + s e fazendo substituic¸o˜es similares tantas vezes quantas
forem necessa´rias, podemos assumir que jl1 > 1, para todo l. Aplicando, se necessa´rio,
ψ′ ∈ Aut(KG) adequado a u, assumimos que j11 = 2, ..., j1m = m+ 1. Enta˜o,











onde para todo l ≥ 2 existe k(l) tal que jlk(l) > m+ 1. Como (1 + a2j)2 = 0, para todo j,
temos
(1 + a2jl1)...(1 + a
2
jlm(l)
)(1 + a2m+2)...(1 + a
2

















Proposic¸a˜o 4.14. Seja u ∈ KG\W . Enta˜o, o subespac¸o vetorial verbal U de KG gerado
por R ∪ {u} ja´ e´ finitamente gerado.
Demonstrac¸a˜o:






















pertence a U para todom ≥M . Aplicando um endomorfismo adequado a (4.1) verificamos
que (1 + a21)...(1 + a
2
m−1) pertence a U para m ≥ M . Portanto, U pode ser gerado como
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subespac¸o vetorial verbal pelo conjunto
{f(a1, a2)a3, a1 + a−11 , u, a1(1 + a22)...(1 + a2M), (a21 + 1)...(a2m + 1) | 0 ≤ m ≤M − 1}
que e´ finito.

4.3 O Subespac¸o Vetorial Verbal Limite W
Observemos que {(a2j1+1)...(a2jm+1)ak1 ...akq+T | m, q ≥ 0, j1 < ... < jm, k1 < ... < kq}
e´ um conjunto de geradores de KG/T . Pela Proposic¸a˜o 4.14,
{ai1(1 + a2i2)...(1 + a2im) | m ≥M}
e´ subconjunto de U . Consequentemente,
{(a2j1 + 1)...(a2jm + 1)ak1 ...akq + U | 0 ≤ m < M, q > 0, j1 < ... < jm, k1 < ... < kq} (4.2)
e´ um conjunto de geradores de KG/U .
Para mostrar que KG/W satisfaz a condic¸a˜o maximal para subespac¸os vetoriais ver-




M) ∈ U podemos





M). E que o conjunto gerador (4.2) e´ uma base de KG/U sobre K.
Para cada m, 0 ≤ m ≤ M − 1, denotemos por Ym o subespac¸o vetorial de KG
gerado por {(a2j1 + 1)...(a2jm + 1)ak1 ...akq | q ≥ 0, j1 < ... < jm, k1 < ... < kq}. Seja
Um = U +YM−1+ ...+Ym, onde U = UM . Consideremos a cadeia de subespac¸os vetoriais
U/U ⊆ UM−1/U ⊆ UM−2/U ⊆ ... ⊆ U1/U ⊆ U0/U = KG/U.
Se
Um+1/U e (Um/U)/(Um+1/U) ' Um/Um+1
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satisfizerem a condic¸a˜o maximal para subespac¸os vetoriais verbais, enta˜o Um/U tam-
be´m satisfaz. Assim, devemos mostrar que Um/Um+1 satisfaz a condic¸a˜o maximal para
subespac¸os vetoriais verbais para todo m, 0 ≤ m ≤ M − 1, a fim de concluirmos que
KG/U satisfaz a condic¸a˜o maximal para subespac¸os vetoriais verbais.
Resultados Auxiliares
Seja Φ o conjunto de todas as aplicac¸o˜es mono´tonas do conjunto N dos nu´meros
naturais. Usaremos Φ para denotar tambe´m o conjunto de endomorfismos ϕ de G tais
que ϕ(ai) = aϕ(i) para todo i ∈ N, assim como os conjuntos dos endomorfismos induzidos
de KG e de subespac¸os de KG/U .
Seja Θ o conjunto de endomorfismos θkl, k < l, de G tais que θkl(al) = akal e
θkl(ai) = ai, para todo i 6= l. Usaremos Θ para denotar tambe´m o conjunto dos en-
domorfismos induzidos de KG e de subespac¸os de KG/U .
Seja Λ o conjunto de endomorfismos de KG da forma λ = θr11r12 ...θrs1rs2ϕ, onde
s ≥ 0, rj1 /∈ ϕ(N) e rj1 6= ri1, para todo i 6= j. Λ tambe´m denotara´ o conjunto de
endomorfismos induzidos de subespac¸os de KG/U .




jm + 1)ak1 ...akq1 + Um+1 e (a
2
i1
+ 1)...(a2im + 1)al1 ...alq2 + Um+1
elementos arbitra´rios de Um/Um+1. Dizemos que
(a2j1 + 1)...(a
2
jm + 1)ak1 ...akq1 + Um+1 < (a
2
i1
+ 1)...(a2im + 1)al1 ...alq2 + Um+1
se uma das seguintes afirmac¸o˜es for va´lida
a) jm < im;
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b) jm = im, ..., jt = it e jt−1 < it−1 para algum t ∈ {2, ...,m};
c)jm = im, ..., j1 = i1 e kq1 < lq2 ;
Podemos supor, sem perda de generalidade que q1 ≤ q2.
d) kq1 = lq2 , ..., kq1−t = lq2−t e kq1−t−1 < lq2−t−1 para algum t ∈ {0, ..., q1 − 2} ;







jm + 1)ak1 ...akq + Um+1 ∈ Um/Um+1.
A maior parcela de x, segundo a Definic¸a˜o 4.15, denotada por x, e´ denominada termo
l´ıder de x.
Denotemos por Um/Um+1 a expansa˜o linear do conjunto dos termos l´ıderes de todos
os elementos de Um/Um+1.
Lema 4.17. Sejam V e V ′ espac¸os vetoriais tais que V ⊆ V ′. Se V = V ′, enta˜o V = V ′.
Demonstrac¸a˜o:
Suponhamos por absurdo que V  V ′. Como e´ definido em V ′ uma relac¸a˜o de ordem
total, podemos tomar v′ o elemento de V ′ \ V , cujo termo l´ıder v′n e´ o menor poss´ıvel.
Como V = V ′, existe v ∈ V , tal que v′n e´ o termo l´ıder de v. Enta˜o, v′ − v ∈ V ′ \ V e
possui termo l´ıder menor que v′n, contradic¸a˜o.

Para cada m, 0 ≤ m ≤ M − 1, definamos D como o conjunto de todas as sequeˆncias
d = {(jl1, jl2)} de pares ordenados de inteiros tais que 0 ≤ jl1, jl2 ≤ 1, para todo l ∈ N,
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(jl1, jl2) = (0, 0) para quase todo valor de l e, no ma´ximo m valores de jl2 sa˜o na˜o nulos.
Seja D′ o K-mo´dulo livre, livremente gerado pelos elementos d de D.
Para todo ϕ : N → N em Φ, definamos ϕ : D → D por ϕ({(jl1, jl2)}) = {(j′l1, j′l2)},
onde j′ϕ(k)t = jkt e j
′
lt = 0 se l /∈ ϕ(N), t = 1, 2.
Para k, l ∈ N arbitra´rios, com k < l, definamos θkl : D → D por
θkl({(js1, js2)}) = {(j′s1, j′s2)}, onde j′k1 = jl1, j′k2 = 0 e j′st = jst para s 6= l e t = 1, 2.
Seja Λ o semigrupo das transformac¸o˜es lineares do espac¸o vetorial D′ definidas por
λ = θr11r12 ...θrs1rs2ϕ, onde s ≥ 0, rj1 /∈ ϕ(N) e rj1 6= ri1, para todo i 6= j.
O pro´ximo lema segue da Proposic¸a˜o 1.12 da refereˆncia [47].
Lema 4.18. Para todo inteiro m, 0 ≤ m ≤M −1, cadeias ascendentes de K-submo´dulos
de D′ que admitem todos os endomorfismos de Λ estacionam.
Para cada ϕ ∈ Φ definamos uma aplicac¸a˜o sobre Um/Um+1, por ϕ(x) = ϕ(x). Para
cada θkl ∈ Θ definamos uma aplicac¸a˜o sobre Um/Um+1, por θkl(x) = θkl(x). Logo, para
cada λ ∈ Λ temos uma aplicac¸a˜o sobre Um/Um+1, tal que λ(x) = λ(x).
Sabemos que os elementos da forma
(a2j1 + 1)...((a
2
jm + 1)ak1 ...akq + Um+1, q ≥ 0, j1 < ... < jm, k1 < ... < kq
formam uma base de Um/Um+1 sobre K.
Definamos α : Um/Um+1 → D′ por α((a2j1 + 1)...(a2jm + 1)ak1 ...akq + Um+1) = d, onde
d = {(il1, il2)} e´ tal que
il1 = 1, se l = kt, para algum t ∈ {1, ..., q}, il1 = 0 caso contra´rio,
il2 = 1, se l = js, para algum s ∈ {1, ...,m}, il2 = 0 caso contra´rio.
Como α e´ um homomorfismo injetivo, tal que α(λ(x)) = λ(α(x)) para todo λ ∈ Λ
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e todo x ∈ Um/Um+1, segue que cadeias ascendentes de K-submo´dulos de Um/Um+1 que
admitem Λ estacionam.
Lema 4.19. Sejam V um subespac¸o vetorial Λ-invariante e V a expansa˜o linear do





vi ∈ V . Enta˜o, para todo i ∈ {1, ..., n}, vi e´ termo l´ıder de algum elemento
vi de V . Suponhamos vi =
∑r
t=1
vit + vi . Observemos que, pela definic¸a˜o das aplicac¸o˜es
λ, o termo l´ıder de λ(vi) e´ λ(vi), pois λ(vi) =
∑r
t=1
λ(vit) + λ(vi). Como V e´ Λ-invariante
λ(vi) ∈ V e, consequentemente, λ(vi) ∈ V . Assim, λ(v) =
∑n
i=1
λ(vi) ∈ V .

Proposic¸a˜o 4.20. O subespac¸o vetorial KG/W satisfaz a condic¸a˜o maximal de subespa-
c¸os vetoriais verbais.
Demonstrac¸a˜o:
Devemos mostrar que Um/Um+1 satisfaz a condic¸a˜o maximal para
subespac¸os vetoriais verbais para 0 ≤ m ≤ M − 1. Seja V1 ⊆ ... ⊆ Vn ⊆ Vn+1 ⊆ ...,
uma cadeia arbitra´ria de subespac¸os vetoriais verbais de Um/Um+1. Como Vi e´ verbal, em
particular e´ Λ-invariante, pelo Lema 4.19, Vi e´ Λ-invariante. Enta˜o, o Lema 4.18 garante
que V1 ⊆ ... ⊆ Vn ⊆ Vn+1 ⊆ ... implica Vn = Vn+1 = ... . Pelo Lema 4.17 conclu´ımos que
Vn = Vn+1 = ... .

Teorema 4.21. O subespac¸o W de KG e´ subespac¸o vetorial verbal limite.
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Demonstrac¸a˜o:
Pela Proposic¸a˜o 4.12,W na˜o e´ finitamente gerado. A Proposic¸a˜o 4.20 garante que todo
subespac¸o vetorial verbal de KG contendo W , pode ser gerado por um sistema composto
por R e um nu´mero finito de elementos que na˜o pertencem a R. Enta˜o, pela Proposic¸a˜o
4.14, este sistema tem base finita. Assim, W e´ subespac¸o vetorial verbal limite.

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