We give a complete description of the relationship between the vanishing cycles of a complex of sheaves along a function f and Thom's a f condition.
fibrations exist even when the domain is an arbitrarily singular space. Third, the af condition is closely related to constancy of the Milnor number in families of isolated hypersurface singularities; see [13] .
There are at least two important general results about the af condition: the above-mentioned existence of af stratifications, proved first by Hironaka in [6] and then in a different manner by Hamm and Lê, following an argument of F. Pham, in Theorem 1.2.1 of [5] , and the fact that Whitney stratifications in which V (f ) :=f −1 (0) is a union of strata are af stratifications, proved independently by Parusiński in [21] , and Briançon, P. Maisonobe, and M. Merle in [1] .
In this paper, we prove what is essentially a generalization of the result of Lê and Saito in [13] ; however, we must modify their statement somewhat.
First, let us recall the main result of Lê and Saito from [13] , and then give the formulation which generalizes nicely.
Let (z 0 , . . . , z n ) be coordinates on U, let Y := U ∩ (C × {0}), and assume that Y ⊆ V (f ). For small a ∈ C, define the familyf a : (U ∩ V (z 0 − a), 0) → (C, 0) byf a (z 1 , . . . , z n ) :=f (a, z 1 , . . . , z n ). Assume that dim 0 Σf 0 = 0. Remark 1.6. We remark that, in the above setting, if (U − Y, Y ) satisfies Thom's af condition at 0, then the only component of Σf containing the origin is Y . However, the prove of this requires the non-splitting result proved independently by Gabrielov [3] , Lazzeri [9] , and Lê [11] .
Using the main result of Lê in [10] , together with the non-splitting result of Remark 1.6, we can reformulate the result of Lê and Saito as: Theorem 1.7.(2nd version of Lê-Saito Theorem, [13] ) For all small a, there is an inclusion of the Milnor fiber off a at (a, 0) into the Milnor fiber of f at 0 which induces an isomorphism on integral cohomology if and only if (U − Y, Y ) satisfies Thom's af condition at 0.
We wish to reformulate the result of Lê-Saito in terms of vanishing cycles. For the remainder of this paper, we let X be a complex analytic subspace of U, and let f :=f |X .
Fix a base ring R, which is regular, Noetherian, and has finite Krull dimension, e.g., Z, Q, or C. Let A • be a bounded, constructible complex of sheaves of R-modules on X.
We shall not define the nearby cycles, ψ f A
• , or the vanishing cycles, φ f A • , of A • along f ; we refer the reader to [18] , Appendix B and [2] . More technical references are [7] and [22] . We shall almost always include a shift by −1 when we apply the nearby and vanishing cycles, and we remind the reader that
• are complexes of sheaves of R-modules on V (f ), with stalk cohomologies at a point x ∈ V (f )
given by
and
where B ǫ (x) is a small ball (open or closed) of radius ǫ centered at x in U, and 0 < |a| ≪ ǫ. In the familiar case where A • = Z
• X , this means that the stalk cohomology in degree k of ψ f A • (respectively, φ f Z
• X ) (without the shift) at a point x ∈ V (f ) is isomorphic to the (respectively, reduced) cohomology in degree k of the Milnor fiber of f at x. We also remind the reader that, in the case where X = U and
Below, and throughout this paper, we will consider iterated vanishing cycles of the form
• ); in this situation, when the domain of g is U or C n+1 , we shall continue to write simply
In terms of iterated vanishing cycles, Theorem 1. 
It is this result that we generalize to the setting of arbitrary f : X → C and with coefficients in A • . Our main theorem, Theorem 3.13, is essentially: 
Before proving this theorem, we will first discuss, in Section 2, basic definitions and results. In Section 3, we will prove our main theorem, and related results. Also in Section 3, we recall results from other papers which are essential to our proofs. In Section 4, we shall discuss the relations between the results and techniques of this paper and those of Briançon, Maisonobe, and Merle in [1] .
Basic Definitions and Results
As in the introduction, we let X be an analytic subspace of U, f :=f |X , and let A
• be a bounded, constructible complex of sheaves of R-modules on X. If M and N are complex submanifolds of U, which are contained in X, then the af condition for (M, N ) depends only on f , and not on the extensionf ; hence, we refer simply to the a f condition. 
Proof. This is easy. Let p ∈ W . Then, by local finiteness of W ′ and as For most cohomological results, we do not need a Whitney stratification of X with respect to which A
• is constructible. We need merely a partition of X such that the cohomology of X, with coefficients in A • , is "trivial" along the strata. Thus, we make the following definition. 
Remark 2.4. Of course, if A
• is constructible with respect to a Whitney stratification, S, of X, with connected strata, then A • is φ-constructible with respect to S.
We wish to compare φ-constructibility with more standard notions. So, let S denote a complex analytic Whitney stratification of X, with connected strata, with respect to which A
• is constructible.
For S ∈ S, we let N S and L S denote, respectively, the normal slice and link of the stratum S; see [4] .
Definition 2.5. A stratum S ∈ S is A • -visible if and only if the hypercohomology H
We let S(A
The point of defining A • -visible strata is that, in most cohomological results, only the visible strata matter. In particular, if one refines S, i.e., simply throws in some extra strata, then the extra strata will be invisible; that is, the only possibly A • -visible strata in the refinement are those whose closures are equal to closures of strata in S.
Throughout the remainder of this paper, the micro-support, SS(A • ), of A • will be used extensively; see [8] . One may also use the proposition below as the definition of SS(A • ) throughout this paper. 
Now, we extend our definition of a "visible stratum" to certain kinds of partitions. 
We could, of course, define an A • -partition without using the conormal formulation in Definition 2.7.
If we define the set E(A
However, the conormal characterization in Definition 2.7 will be very useful later.
We should also remark that in [17] , we referred to A • -partitions as A • -normal partitionings.
In [15] , we made the following definition: 
Main Theorems
The following result is closely related to Proposition 8.6.4 of [8] . 
We claim that dim W = dim S, which implies that W = S and T * W U = T * S U; this would prove the lemma.
Suppose to the contrary that dim W > dim S. Let p ∈ S ∩ W . Let V p be as in Item 2. Then, It is also important that non-zero scalar multiples of germs have the same vanishing cycles. Thus, in the definition of weakly φ-constructible, the condition on V p can be replaced by: there exists a projective linear subspace P(V p ) ⊆ P(T * U) p such that dim P(V p ) = dim W − 1. 
Thus, (2) and (3) This is easy to see in our current example. The origin is a regular point of the function given by the restriction of y to V (z), and yet H * (φ y A • ) 0 = 0, since the nearby fiber of the function y is a single point which has a single Z for its cohomology (in degree 0).
Below, for the sake of self-containment, we state the results from other papers that we need.
We identify T * U with U × C n+1 . Recall that τ : T * U → U is the projection. 
The equality involving SS(i
Then, the following are equivalent:
In addition, these equivalent conditions imply that, for all
satisfies the Whitney (a) condition
Proof. Combine the theorem with Proposition 3.1 and the conormal characterization of the a f condition. 
Proof. This follows at once from Corollary 3.8 and Theorem 3.5. 2
Remark 3.10. We wish to discuss the problem in using Corollary 3.9 in practice; a problem that is removed by replacing the nearby cycles with the vanishing cycles.
Our primary goal in this paper, as we discussed in the introduction, is to provide a generalization of the result of Lê and Saito, in the form given in Theorem 1.8. We could obtain an analogous statement, using the nearby cycles in place of the vanishing cycles, by using the equivalence of Items 1 and 3 above. The problem is that we are required to begin with a Whitney (a) partition of all of V (f ), instead of merely a partition of Σf . Requiring that the smooth part of V (f ) satisfy the Whitney (a) condition with respect to strata of Σf is an unacceptable assumption.
The way that we will fix this problem is to use the vanishing cycles, whose support is contained in the critical locus.
We let π : U × C n+1 × P n → U × P n and ν : U × P n → U denote the respective projections. Recall that f is our global extension of f to all of U (though we could use local extensions at each point). We let im df denote the image of df in T * U. 
Now, for each S ∈ S or S ∈ W, let E S denote the exceptional divisor of Bl im df T * S U. Then, in our current notation, the second equality of Theorem 3.4 of [19] tells us: Theorem 3.12.( [19] , Theorem 3.4) There is the following equality of subspaces of the projectivized cotangent space, P(T * U):
Note that, if W is an A • -partition, then, in Theorem 3.12, we could have replaced
In previous papers, we have proved two results along the lines of our main theorem below. In Theorem 4.4 of [17] , we proved a form of this result in the case where A
• is a perverse sheaf. In the case of general A • ,
we proved one direction of this result in Theorem 6.5 of [19] . In addition to containing less general results than our current paper, both [17] and [19] are so abstract as to be almost unreadable. Also, Theorem 6.5 of [19] is proved using Theorem 4.8 of that paper; Theorem 4.8 is misstated (though is fine in the case where it is used). For all of these reasons, we prove both directions of the theorem below. 
Proof. Let W ∈ W. From Theorem 3.11, it follows easily that: ( †) the pair (W, M ) satisfies the a f condition if and only if (W, M ) satisfies Whitney's condition (a) and
Proof of ⇒:
Now, suppose that (W, M ) satisfies the A • -visible a f condition. Then, ( †) immediately implies that (W, M ) satisfies the A • -visible Whitney (a) condition. Combining Theorem 3.12 with ( †), we find that
By Proposition 3.1, this is equivalent to
φ f [−1]A • being φ-constructible along M .
Proof of ⇐:
Suppose that (W, M ) satisfies the A • -visible Whitney (a) condition, and that
along M . Then, as above,
. By the A • -visible Whitney (a) condition and ( †), what we need to show is that
U , which follows from the above. 2
Corollary 3.14. 
Therefore, the conclusion of Corollary 3.14 is precisely our third version of the Lê-Saito Theorem, which we stated in Theorem 1.8. Thus, if one has a stratification, W, of X of which satisfies the condition of local, stratified triviality and A
• is a bounded, constructible complex of sheaves on X whose local structure depends only on the local stratified topological-type of X, then A • will be φ-constructible with respect to W.
Consider now a Whitney stratification S of X such that V (f ) is a union of strata. Recall that i : X − V (f ) ֒→ X denotes the inclusion. For each stratum S ∈ S such that S ⊆ V (f ), let A 
and Corollary 3.8 tells us that the pair (S, M ) satisfies the a f condition.
The above is precisely the argument used in [1] to prove that Whitney stratifications, in which V (f ) :=f −1 (0) is a union of strata, are af stratifications. We remark again that this result was proved independently by Parusiński in [21] . We should also remark that, because Briançon, Maisonobe, and Merle used characteristic cycles, instead of micro-supports, in some parts of their paper, they needed to use a perverse sheaf for our A
• S above. Hence, rather than use the extension by zero of the constant sheaf, they used the extension by zero of the intersection cohomology complex (with constant coefficients) on S.
The reader should understand that we included results on ψ f [−1]A
• and SS(i ! i ! A • ) ⊆V (f ) in this paper in order to show how φ-constructible partitions arise in the proof of the main theorem of [1] ; most of these results appeared in some form in [1] . However, these results do not give us the desired generalization of the result of Lê and Saito; for that, we need our results on the vanishing cycles in Theorem 3.11, Theorem 3.12, Theorem 3.13, and Corollary 3.14.
