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Abstract
Let G be an Abelian group and let A = {x ∈ G: 2x = 0} be infinite. We construct a partition {Am: m < ω}
of A such that whenever (xn)n<ω is a one-to-one sequence in A, g ∈ G and m < ω, one has(
g + FSI((xn)n<ω))∩ Am = ∅,
where
FSI
(
(xn)n<ω
)=
{ ∑
n∈F
εFn xn: F ∈Pf (ω) and εFn ∈ {1,−1} for all n ∈ F
}
and Pf (ω) is the set of finite nonempty subsets of ω.
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1. Introduction
In this paper we deal mostly with Abelian groups and we use additive notation even if a group
is not supposed to be Abelian.
Our starting point is the Finite Sums Theorem which says that whenever an infinite group G
is partitioned into finitely many cells, there is a one-to-one sequence (xn)n<ω in G with
E-mail address: yevhen.zelenyuk@wits.ac.za.
URL: http://www.maths.wits.ac.za/yzelenyuk.html.0097-3165/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2007.05.002
332 Y. Zelenyuk / Journal of Combinatorial Theory, Series A 115 (2008) 331–339FS((xn)n<ω) contained in one cell, where
FS
(
(xn)n<ω
)=
{∑
n∈F
xn: F ∈Pf (ω)
}
and Pf (ω) is the set of finite nonempty subsets of ω (see [4, Section 5.2]).
For a sequence (xn)n<ω in G, we define
FSI
(
(xn)n<ω
)=
{∑
n∈F
εFn xn: F ∈ Pf (ω) and εFn ∈ {1,−1} for all n ∈ F
}
.
For every group G, let
B(G) = {x ∈ G: 2x = 0}.
Notice that if G is Abelian, B(G) is the largest Boolean subgroup of G.
The aim of this paper is to prove the following result.
Theorem 1.1. Let G be an Abelian group and let A = G \ B(G) be infinite. Then there is a
partition {Am: m < ω} of A such that whenever (xn)n<ω is a one-to-one sequence in A, g ∈ G
and m < ω, one has(
g + FSI((xn)n<ω))∩ Am = ∅.
Theorem 1.1 has two important corollaries.
The first one is related to the result from [2] (see also [3, Section 2.4]) which can be stated
as follows. If G is an Abelian group containing an infinite subgroup of bounded order, then
whenever G is partitioned into finitely many cells, there are cosets modulo arbitrarily large finite
subgroups contained in one cell. If G contains an infinite Boolean subgroup, then the Finite
Sums Theorem provides cosets modulo infinite subgroups contained in one cell. [7] contained
a construction of a 2-partition of an arbitrary infinite Abelian group not containing an infinite
Boolean subgroup such that every coset modulo infinite subgroup meets each cell of the partition.
However, whether there is such a 3-partition, even for the group
⊕
ω1
Z(3), remained an open
question. Now Theorem 1.1 gives us the complete answer to this question.
Corollary 1.2. Let G be an infinite Abelian group not containing an infinite Boolean subgroup.
Then there is a partition {Am: m < ω} of G such that for every infinite subgroup H of G, g ∈ G
and m < ω, one has (g + H) ∩ Am = ∅.
Proof. Let (xn)n<ω be a one-to-one sequence in H \B(G). Then FSI((xn)n<ω) ⊆ H . By Theo-
rem 1.1, (g + FSI((xn)n<ω)) ∩ Am = ∅, so (g + H) ∩ Am = ∅ as well. 
The second corollary is concerned with the problem of characterizing the absolutely resolv-
able groups raised in [1].
A subset A of a group G is absolutely dense if A is dense in every nondiscrete group topology
on G. All topologies are assumed to be Hausdorff. For a cardinal κ  2, a group G is absolutely
κ-resolvable (absolutely resolvable for κ = 2) if G can be partitioned into κ-many absolutely
dense subsets. Notice that an Abelian group can be absolutely κ-resolvable only for κ  ω.
For countable Abelian groups the absolute resolvability problem was solved in [6] and for all
Abelian groups and κ = 2 in [7]. Now Theorem 1.1 gives us the final solution of the problem for
all Abelian groups.
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(1) G is absolutely resolvable,
(2) G is absolutely ω-resolvable,
(3) G contains no infinite Boolean subgroup.
Proof. (2) ⇒ (1) is trivial.
(1) ⇒ (3). Let {A0,A1} be a partition of G into absolutely dense subsets and assume on the
contrary that G contains an infinite Boolean subgroup B . For each i < 2, let Ci = Ai ∩B . By the
Finite Sums Theorem, there is a one-to-one sequence (xn)n<ω in B with FS((xn)n<ω) contained
in one cell, say in C0. Let B0 = FS((xn)1n<ω) ∪ {0}. Then B0 is an infinite subgroup, as B is
Boolean, and
x0 + B0 ⊆ FS
(
(xn)n<ω
)⊆ C0.
Let T be any nondiscrete group topology on G in which B is open. Then x0 + B is open and,
since x0 + B ⊆ C0, (x0 + B) ∩ A1 = ∅. Hence, A1 is not dense in T , which is a contradiction.
(3) ⇒ (2). Let {Am: m < ω} be a partition of A = G \B(G) guaranteed by Theorem 1.1. We
claim that each Am is absolutely dense. To see this, let T be a nondiscrete group topology on G,
let U be an open neighborhood of 0 ∈ G, and let g ∈ G. Pick x0 ∈ U \ B(G) with −x0 ∈ U . Fix
k < ω and suppose that we have constructed a one-to-one sequence (xn)nk in U \ B(G) with
FSI((xn)nk) ⊆ U . Let Hk = FSI((xn)nk) ∪ {0}. Pick xk+1 ∈ U \ (B(G) ∪ {xn: n  k}) such
that Hk + εxk+1 ⊆ U for each ε ∈ {1,−1}. As a result, we obtain a one-to-one sequence (xn)n<ω
in U \ B(G) with FSI((xn)n<ω) ⊆ U . Since (g + FSI((xn)n<ω)) ∩ Am = ∅, (g + U) ∩ Am = ∅
as well. 
The implication (1) ⇒ (3) was proved in [5].
In Section 2 we give preliminary results needed for the proof of Theorem 1.1. In Section 3 we
prove Theorem 1.1 for direct sums of finite groups. In Section 4 we prove the general case.
2. Preliminaries
Let G be a group and let (xn)n<ω be a sequence in G. The sequence (yn)n<ω in G is a
sum subsystem of (xn)n<ω if there is a sequence (Hn)n<ω in Pf (ω) such that for every n < ω,
maxHn < minHn+1 and yn =∑i∈Hn xi .
In these terms the Finite Sums Theorem can be stated as follows [4, Corollary 5.15].
Proposition 2.1. Let G be a group and let (xn)n<ω be a sequence in G. Then whenever G is par-
titioned into finitely many cells, there is a sum subsystem (yn)n<ω of (xn)n<ω with FS((yn)n<ω)
contained in one cell.
We shall need also the following fact.
Proposition 2.2. Let G be a totally bounded topological group and let (xn)n<ω be a sequence
in G. Then for every neighborhood U of 0 ∈ G, FS((xn)n<ω) ∩ U = ∅.
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V0 ∩ G ⊆ U and for every x ∈ G \ V0, choose an open neighborhood Vx of x ∈ G such that
(Vx + Vx) ∩ Vx = ∅.
Sets Vx , where x ∈ (G \ V0) ∪ {0}, form an open cover of G. Since G is compact, there exists a
finite subcover {Vx : x ∈ F }, where F is a finite subset of (G\V )∪{0}. By Proposition 2.1, there
exist x ∈ F and a sum subsystem (yn)n<ω of (xn)n<ω such that FS((yn)n<ω) ⊆ Ux . It follows
from
y0, y1, y0 + y1 ∈ Vx
that x = 0, and so y0 ∈ V0 ∩ G ⊆ U , which shows that FS((xn)n<ω) ∩ U = ∅. 
Corollary 2.3. Let G be a totally bounded topological group and let (xn)n<ω be a sequence in G.
Then whenever U and Ux , x ∈ U , are neighborhoods of 0 ∈ G, there is a sum subsystem (yn)n<ω
of (xn)n<ω such that y0 ∈ U and for every n < ω, yn+1 ∈⋂in Uyi .
Proof. By Proposition 2.2, there is y0 ∈ FS((xn)n<ω) ∩ U . Fix k < ω and suppose that we
have constructed a sum subsystem (yn)nk of (xn)n<ω such that y0 ∈ U and for every n < k,
yn+1 ∈⋂in Uyi . Let yk =∑n∈Hk xn and let nk+1 = maxHk + 1. By Proposition 2.2, there is
yk+1 ∈ FS
(
(xn)nk+1n<ω
)∩⋂
ik
Uyi .
The constructed sequence (yn)n<ω is as required. 
3. Direct sums of finite groups
In this section we prove Theorem 1.1 for the group
G =
⊕
α<κ
Gα,
where κ is an infinite cardinal and for each α < κ , Gα is a finite group, not necessarily Abelian.
In this case
B(G) =
⊕
α<κ
B(Gα).
Of course, we suppose that the subset A = G \ B(G) is infinite.
For every x ∈ G, put
Supp(x) = {α < κ: x(α) = 0α},
supp(x) = {α < κ: x(α) /∈ B(Gα)},
so x ∈ A if and only if supp(x) = ∅. For every α < κ , Gα \B(Gα) is a disjoint union of 2-element
subsets of the form {y,−y} and we put sgn(y) = 1 and sgn(−y) = −1. Thus, there is assigned
to every x ∈ A a nonempty finite sequence of sgn(x(α)), where α ∈ supp(x).
The crucial idea of the construction is contained in the following lemma.
Lemma 3.1. Let (cn)n<ω be an increasing sequence in N such that c0 = 1 and cn+1 − cn → ∞.
Then there is a function ϕ :N → [N]<ω with the following properties:
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ticular, if a ∈ [c0, c1), then ϕ(a) = ∅), and
(2) for every d ∈ N, there is c ∈ N such that whenever a, b ∈ N, 0 < |a − b|  d , u ∈ ϕ(a),
v ∈ ϕ(b) and u,v  c, one has |u − v| > d .
Here [N]<ω is the set of finite subsets of N.
Proof. Without loss of generality one may suppose that cn+1 − cn  5 for all n < ω. For each
n < ω, pick an integer dn  2 such that d2n + dn − 1 cn+1 − cn and dn → ∞. To define ϕ, let
k < ω and let a  ck+1. Choose the largest integer l  0 for which ck+1 + ld2k  a, then choose
the largest integer i  0 for which ck+1 + ld2k + idk  a, and then put j = a − ck+1 − ld2k − idk .
Thereby we write a in the form
a = ck+1 + ld2k + idk + j,
where l is a nonnegative integer and i, j ∈ {0, . . . , dk − 1}. Put
ak = ck + jdk + i.
Since ak ∈ [ck, ck + d2k ), the function ϕ so defined satisfies the condition (1). To check (2), let
d ∈ N be given. Choose n0 < ω such that dn  d + 2 for all n  n0 and put c = cn0 . Now let
a, b ∈ N, 0 < |a − b| d , u ∈ ϕ(a), v ∈ ϕ(b) and u,v  c. Since
ck+1 − ak = ck+1 − ck − jdk − i  d2k + dk − 1 − jdk − i  dk,
one may suppose that u = ak and v = bk for some k  n0. Let
a = ck+1 + ld2k + idk + j,
b = ck+1 + l′d2k + i′dk + j ′.
Then
ak = jdk + i,
bk = j ′dk + i′.
Thus, we have that
a − b = [(l − l′)dk + (i − i′)]dk + (j − j ′),
ak − bk = (j − j ′)dk + (i − i′).
Notice that |i − i′| < dk and |j − j ′| < dk . Then it follows from the second equality that if
|j −j ′| > 1, |ak −bk| > dk . Therefore one may suppose that |j −j ′| 1. But then it follows from
the first equality that a−b differs from a multiple of dk by 0, 1 or −1. Since |a−b| d  dk −2,
this multiple of dk must be zero, so
(l − l′)dk + (i − i′) = 0.
This gives us l = l′ and i = i′. Consequently, |j − j ′| = 1, and we obtain that |ak −bk| = dk . 
Let ϕ :N → [N]<ω be a function guaranteed by Lemma 3.1. For every x ∈ A, define the
subset suppϕ(x) ⊆ supp(x) and the nonnegative integer ν(x) as follows. Let | supp(x)| = l and
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{l0, . . . , ln−1} for some lk ∈ [ck, ck+1), k  n − 1. Put
suppϕ(x) = {αl0, . . . , αln−1}
and define ν(x) to be the number of pairs of distinct neighboring elements in the sequence
sgn
(
x(αl0)
)
, . . . , sgn
(
x(αln−1)
)
.
(If l ∈ [c0, c1), then ϕ(l) = ∅, and then suppϕ(x) = ∅ and ν(x) = 0.)
We define the partition {Am: m < ω} of A by
Am =
{
x ∈ A: ν(x) ≡ 2m mod 2m+1}.
Equivalently, Am consists of all x ∈ A such that the index of the leftmost nonzero digit in the
binary expansion of ν(x) is m.
Now let (xn)n<ω be a one-to-one sequence in A, g ∈ G and m < ω. We shall show that(
g + FSI((xn)n<ω))∩ Am = ∅.
By Corollary 2.3, one may suppose that
Supp(g) ∩ Supp(xi) = ∅ and Supp(xi) ∩ Supp(xj ) = ∅
for all i < j < ω. Also one may suppose that the sequence (min supp(xn))n<ω is increasing. Let
γ = sup{min supp(xn): n < ω}.
Every x ∈ G can be uniquely written in the form x = x′ + x′′, where x′, x′′ ∈ G,
Supp(x′) = Supp(x) ∩ γ and Supp(x′′) = Supp(x) \ Supp(x′).
Put k = 2m+1 − 1. Choose inductively a sum subsystem (yn)n<k of (xn)n<ω such that
(a) max supp(g′) < min supp(y′0) and max supp(y′i ) < min supp(y′i+1) for all i < k − 1, and
(b) each of the intervals (| supp(g′)|, | supp(g′ + y′0)|] and(∣∣supp(g′ + y′0 + · · · + y′i)∣∣, ∣∣supp(g′ + y′0 + · · · + y′i + y′i+1)∣∣],
where i < k − 1, contains some interval [cn, cn+1).
Let h = g + y0 + · · · + yk−1, yk−1 =∑n∈H xn and n0 = maxH + 1. We claim that there is
yk ∈ FS((xn)n0n<ω) such that
(i) max supp(h′) < min supp(yk),
(ii) the interval (| supp(h′)|, | supp(h + yk)|] contains some [cn, cn+1], and
(iii) suppϕ(h + yk) ∩ supp(h′′) = ∅.
Assume the contrary. Then by Proposition 2.1, there exist δ ∈ supp(h′′) and a sum subsystem
(zn)n<ω of (xn)n0n<ω such that
max supp(h′) < min supp(z0) and
δ ∈ suppϕ(h + z) for all z ∈ FS
(
(zn)n<ω
)
.
Put d = | supp(h+z0)| and let c be a constant guaranteed by Lemma 3.1. Pick z ∈ FS((zn)1n<ω)
such that
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(
h′ + z′0
)
< min supp(z) and∣∣supp(h′ + z′)∣∣ c.
Let a = | supp(h + z0 + z)| and b = | supp(h + z)|. Then
0 < a − b = ∣∣supp(z0)∣∣ ∣∣supp(h + z0)∣∣= d.
Let u = | supp(h + z0 + z) ∩ δ|, v = | supp(h + z) ∩ δ|, w = | supp(h + z0) ∩ δ| and
t = | supp(h) ∩ δ|. Then u = v + w − t , and so
u − v = w − t,
which is a contradiction, since u ∈ ϕ(a), v ∈ ϕ(b), u,v  c and w − t w  d .
Now consider the element
g0 = g + y0 + y1 + · · · + yk.
By the construction,
suppϕ(g0) ∩ supp(yk) = ∅
and for each i  k − 1,
∅ = suppϕ(g0) ∩ supp(yi) ⊆ supp(y′i ).
Therefore we have that
β0 < α1  β1 < α2  β2 < · · · < αk−1  βk−1 < αk,
where
αi = min
(
suppϕ(g0) ∩ supp(yi)
)
,
βi = max
(
suppϕ(g0) ∩ supp(yi)
)
.
Put ε0 = 1 and, by induction on i = 1, . . . , k, choose εi ∈ {1,−1} so that
εi−1yi−1(βi−1) = εiyi(αi).
Without loss of generality one may suppose that all εi = 1, so that
g0 = g + y0 + y1 + · · · + yk.
For each i  k, put
gi = g + y0 − y1 + · · · + (−1)iyi + (−1)iyi+1 + · · · + (−1)iyk.
Then
ν(gi) = ν(g0) + i.
Hence, there is j  k such that
ν(gj ) ≡ 2m mod 2m+1,
and so gj ∈ Am.
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In order to prove Theorem 1.1 in the general case, we need in addition the following result.
Proposition 4.1. Let G be an infinite Abelian group endowed with the largest totally bounded
group topology and let |G| = κ . Then there is a continuous injection f :G →⊕κ Z(4) such that
(1) f (−x) = −f (x) for all x ∈ G,
(2) f (x + y) = f (x) + f (y) for all x, y ∈ G with S(f (x)) ∩ S(f (y)) = ∅, where for each
a ∈⊕κ Z(4), S(a) = Supp(a) ∪ (Supp(a) + 1).
Here
⊕
κ Z(4) is endowed with the topology induced by the product topology on
∏
κ Z(4).
Proposition 4.1 allows us to identify an arbitrary Abelian group G of cardinality κ with a
subset of
⊕
κ Z(4) so that
(a) for every x ∈ G, −x ∈⊕κ Z(4) is the inverse of x in G,
(b) for every x, y ∈ G with S(x) ∩ S(y) = ∅, x + y ∈⊕κ Z(4) is the sum of x and y in G, and
(c) the largest totally bounded group topology on G is stronger than that induced from⊕κ Z(4).
And that is all what we need to apply directly the argument from Section 3 for the proof of
Theorem 1.1.
We deduce Proposition 4.1 from the following fact.
Proposition 4.2. Let G be a countable Abelian topological group. Suppose that B(G) is neither
discrete nor open. Then there is a continuous bijection f :G →⊕ω Z(4) such that
(i) f (−x) = −f (x) for all x ∈ G,
(ii) f (x +y) = f (x)+f (y) for all x, y ∈ G\ {0} with max Supp(f (x))+2min Supp(f (y)).
Proposition 4.2 is an immediate consequence of [8, Theorem 3.1].
Before proving Proposition 4.1, we show that condition (ii) in Proposition 4.2 can be replaced
by (2) from Proposition 4.1.
Indeed, every nonzero element a ∈⊕ω Z(4) can be uniquely written in the form
a = a1 + · · · + an,
where for each i = 1, . . . , n, Supp(ai) is a nonempty interval in ω, and for each i = 1, . . . ,
n− 1, max Supp(ai)+ 2min Supp(ai+1). We call this the canonical decomposition of a. And
it follows from (ii) that if xi = f−1(ai) for each i = 1, . . . , n, then
f (x1 + · · · + xn) = a1 + · · · + an.
Let a = f (x), b = f (y) and S(a)∩S(b) = ∅. Let a = a1 +· · ·+an and b = b1 +· · ·+bm be the
canonical decompositions of a and b. Since S(a)∩S(b) = ∅, there is a permutation c1, . . . , cn+m
of a1, . . . , an, b1, . . . , bm such that
a + b = c1 + · · · + cn+m
is the canonical decomposition of a + b. Let xi = f−1(ai), yj = f−1(bj ) and zk = f−1(ck).
Then x = x1 + · · · + xn, y = y1 + · · · + ym and, since G is Abelian, x + y = z1 + · · · + zn+m.
Finally, we obtain that
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= f (x) + f (y).
Proof of Proposition 4.1. As is well known, every Abelian group can be embedded into a direct
sum of groups isomorphic to Q or Z(p∞). Hence, without loss of generality one may suppose
that
G =
⊕
α<κ
Gα,
where for each α < κ ,
|Gα| =
∣∣B(Gα)∣∣= ∣∣Gα : B(Gα)∣∣= ω.
For each α < κ , endow Gα with a totally bounded group topology and let
fα :Gα →
⊕
ω
Z(4)
be a continuous bijection guaranteed by Proposition 4.2. We define
f :G →
⊕
α<κ
⊕
[α,α+ω)
Z(4)
by
f =
⊕
α<κ
fα. 
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