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Abstract. In many situations, it is common that a large single source of
data serves as input to multiple application areas, each of which may use
a dierent user model. It is often the case that each user model is assem-
bled using a dierent process, however, in general, it is more ecient to
have a single architecture for building dierent user models for dierent
application areas. We propose an architecture based on MapReduce that
allows for processing terabytes of information in a timely fashion using
pluggable components, each one capable of including dierent features in
the nal user model. A metamodel is used for specifying the characteris-
tics of the desired user model, which can include a short-term user model
and a long-term user model, and the architecture is responsible for build-
ing it from the specied data and pluggable components. We present an
instantiation of the architecture for telecommunication (telco) applica-
tions and evaluate how the architecture escalates with a real dataset.
Our evaluation indicates that complex user models for millions of users
can be obtained in a timely fashion.
1 Introduction
User Modeling (UM)is an ad-hoc process in which the dimensions that dene
each user model are built considering the application and the data available.
Nevertheless, the ad-hoc nature of the process does not imply that the architec-
ture used to generate UMs has to be ad-hoc as well. On the contrary, the dierent
dimensions that compose a UM can be processed, from an architectural point of
view, using the same concepts. A user model is a set of information structures
designed to represent one or more of the following elements [11]: (1) representa-
tion of assumptions about preferences and/or abilities about one or more types
of users; (2) representation of relevant common characteristics of users (stereo-
types); (3) the classication of a user in one or more of these stereotypes; and/or
(4) the formation of assumptions about the user based on the interaction his-
tory. For all four cases, a user model is typically represented as a vector, where
each dimension represents an element that provides valuable information for per-
sonalization and/or prediction. Although this vector is not necessarily the end
product of the modeling process (for example, the result can be just a number
indicating in which stereotype a user is included) at some point of the process a
vectorial representation of the characteristics of each user will be used.2
The construction of a vector for user modeling can be carried out using a
user-guided (or adaptable) approach [7] or an automatic (or adaptive) approach
[7] . The adaptive approach implies the processing of massive amounts of data
using typically statistical or data mining techniques in order to construct the
nal model. This fact implies that UM is a computational intensive task due
to (1) the number of users that have to be modeled (especially in commercial
environments); (2) the complexity of the process of generating each user model
and (3) the need for some applications to generate a short-term and a long-
term user model. The need for an architecture that is able to eciently process
and generate UMs also arises from the application side. There are a variety of
applications that require UM to be regenerated frequently and with strict time
constraints (churn prediction [4], fraud detection [9], real-time recommendation,
etc.) in order to capture variations in behavior. In this context, one of the key
challenges in UM is the ability to generate millions of UMs from tera-bytes of
information in a timely fashion.
Until now, the literature in UM has not focused much attention on architec-
tures for UM that solve the previous limitations mainly because: (1) the data
available was limited, (2) the number of users was also limited and (3) the appli-
cations presented did not have demanding time constraints. Nevertheless, with
the increasing availability of individual information in a variety of environments
such as the Web, telecommunications (telco), medical, etc., a platform that can
generate massive and complex user models in a timely fashion is becoming in-
creasingly needed. For example, in the telecommunication environment, gener-
ating daily user models for 20 million individuals from the information stored
during several months of activity would be considered a medium sized problem.
In this paper we present an architecture for user modeling, based primarily
on the MapReduce paradigm, that tackles the previous problems. The proposed
architecture: (1) generates user models (independently of the data available,
complexity of the model, and the number of user models to generate) in a timely
fashion; (2) has the capability of generating at the same time short and long
term user models (if needed) and (3) is pluggable in the sense that the process
used for generating values for each dimension that comprises the user model
vector can be plugged from an existing library. The proposed architecture is
independent from the application environment or specic applications and can
be used in a variety of typical UM environments such as web user modeling,
telecommunication user modeling, student modeling, etc.
The rest of the paper is organized as follows: rst we describe related work
(Section 2) and after that a description of the architecture is given in Section 3.
Section 4 presents an instantiation of the architecture for telco applications, and
Section 5 evaluates the performance characteristics of the model using a large
data set.3
2 Related Work
In the literature of UM the concepts of architecture for UM as referred in this
paper are usually included as a part of servers for UM[5][3]. Servers for UM
include two major functionalities: (1) serve as a central repository of informa-
tion of a user and (2) contain the functionality to transform raw data about
users into user models. We are concern with the second part of the functionality.
AHA! [5] is a good example of a server for user modeling specically designed for
learning environments and for user modeling on-the-y. It does not only provide
the framework for UM but also includes mechanisms for content adaptation.
CUMULATE [3] is another example of UM server that uses a distributed ar-
chitecture. The work presented in this paper focusses on generating UMs from
huge amounts of data in a timely fashion. It can not be considered a UM server
because it is not concerned with delivering and using the UM. Nevertheless it
can can be part of a generic UM server.
The most related work to our research is in the eld of data mining and web
mining frameworks[14], some of them also focussing on high performance [8].
Nevertheless, in general, these frameworks are not focussed on user modeling. In
this context [12] presents a model called WIM (Web Information Mining) for web
mining prototyping, that provides a model an an algebra to express web mining
tasks. The work we present is similar in the sense that it is generic, but while [12]
focuses mainly on the algebra, we focus mainly on the processing capabilities.
Our architecture can also be instantiated to generate web user models as it will
be shown.
Note that the approach we take with our proposed architecture is very dif-
ferent from updating UM on-the-y when new information arrives, as done in
AHA! [5]. Such an approach requires a much more complex data representation
and has to be built using ad-hoc architectures. Also, when short term and long
term models are being generated, the advantages of having on-the-y UMs dis-
appears as all models have to be updated when time goes by, independently of
the activity of each user. In our approach, we use the advances in platforms and
methods for data-intensive distributed computing processing for ecient UM
generation.
3 Architecture for Terabyte-Scale User Modeling
The architecture, as presented in Figure 1a, has four main components: (1) the
Data available to generate UMs; (2) a User Metamodel that describes the com-
ponents of the long term (LT) and short term (ST) UMs ; (3) a UM Library that
contains the most common functions used to generate UMs and (4) a terabyte
scale UM generator that instantiates the architecture and generates the set of
UMs from the information contained in the metamodel using the library. The
output of the architecture is the set of UMs for the users selected.4
(a) Architecture (b) Pseudocode
Fig.1: Architecture and Pseudocode for the UM Generator
3.1 Data Input & Output
The data available to generate the UMs can be a single le containing all the logs
or a set of les. It is very common that the logs collected are stored using some
time considerations, for example one le of activities is generated for each month
or each day. The output of the architecture can be presented and managed as
a single le, but typically it will be a set of les along with a lookup table that
indicates for each user the le that contains the associated user model. This
fact is related with implementation and will be detailed in the corresponding
subsection. Typically the les will be stored in a distributed le system, for
example the Hadoop Distributed File System [2].
3.2 User Metamodel
The metamodel is a le that contains all the parameters that describe the UM
that is to be generated. The use of a metamodel allows the architecture to factor
out commonality across several application areas that use the same parameters
or dimensions. It also allows for the easy use of pluggable components. The meta-
model represents a very high level abstraction and is very useful for separating
user-modeling code from actual model construction, thus allowing for models to
be built without detailed knowledge of the data layout or the distributed progam-
ming code underlying the architecture. The metamodel contains the following
parameters:
1. INPUT is a pointer to the les/directory that contain the data to be pro-
cessed. Typically each le will contain the activity logs for a given period
of time. Each entry in the le will have an indication of a user and some
activity of that user in a specic moment in time.
2. LTs, LTe, STs, and STe indicate the start and end times to be considered
to generate the Long Term (LT) and the Short Term (ST) models. Only one5
of the temporal models can be generated. For example, only a short term
model is generated if LTs = LTe.
3. LT-UM is a vector (LT   UM1; ;LT   UMN) indicating the parameters
that dene the long term user model. Each dimension of the vector indicates
some knowledge obtained from the information of that user in the data
pointed by INPUT. The processes for generating these dimensions for a
given context, i.e. telecommunications applications or web mining, can be,
for the best part, standardized and are included in the UM Library.
4. ST-UM is a vector (ST  UM1; ;ST  UMM) indicating the parameters
that dene the short term user model. Note that LT-UM and ST-UM can be
dierent and can have a dierent number of dimensions. Often they share
many dimensions in order to measure signicant recent deviations in ST-UM
from LT-UM, but the short term model may include dimensions that only
have signicance over a short term period.
5. FILTERS indicates conditions that the user activity must meet in order
to generate a corresponding user model. One common condition used for
ltering is ensuring some minimum level of user activity, thus user models
are only built for users that are reasonably active.
6. NEW-PARAMETER, contain one or more indications of what process to
use to generate a dimension of either the LT-UM or ST-UM for the case
where the library does not already contain the necessary process.
3.3 UM Library
The UM library contains the functions to calculate the dimensions specied in
the LT-UM and ST-UM. Although in general each dimension will be the output
of some function, it can happen that dierent dimensions are produced by the
same function, i.e. a function can produce more that one output, and all or only
part of them are needed by the specication of LT-UM or ST-UM. For a given
context, the UM Library will contain the typical elements that user models use
in that environment. For example in web mining there can be a function to
identify the number of visits of a user to a webpage or the number of times
that a specic element of the interface has been used. In a telecommunication
environment a function might calculate the total talk time for a given subscriber,
the total number of phone calls made or received by a subscriber, or the number
of individuals in a subscriber's social network. Note that new elements can be
dynamically added to the Library using the NEW-PARAMETER element of the
User Metamodel.
3.4 Terabyte-Scale UM Generator
The UM Generator applies the User Metamodel to the Data and produces the
User Models using the necessary elements of the UM Library as well as any NEW-
PARAMETERs. The Generator matches each one of the elements of ST-UM and
LT-UM to the corresponding functions of the UM Library with a lookup table.
If the function is not available it must be provided by NEW-PARAMETER and6
will subsequently be included in the library and added to the table for future
use. Figure 1b presents the pseudocode for the Generator, which launches in
parallel each element of ST-UM and LT-UM, waits for all elements to nish and
nally aggregates the results. Implicit is the fact that the dierent dimensions
are independent in the sense that the value of one dimension of the model is not
needed to compute the value of other. Such limitations are easily avoidable by
creating functions that output more that one value at the same time. An example
in the context of modeling users for telco applications would be the dimension
total number of calls, which can be calculated as the number of received calls
plus the value of made calls. Instead of having three functions, one for each
value, it is much better to have just one function that outputs the three values,
letting the UM Generator decide which one of these outputs are needed.
TODO: discuss aggregation and add aggregation gure
Fig.2: Software Architecture of the Execution for LT-UM. An equivalent process
is run in parallel for ST-UM.
3.5 Implementation
The architecture for user modeling we are presenting is heavily inuenced by
the concepts and philosophy used in the MapReduce [6] programming model.
MapReduce is a framework for processing massive amounts of data in parallel
using a (typically large) cluster of computers. The data can be unstructured (i.e.
not a database) which applies to large quantities of data used for UM, such as
server logs, telecommunication Call Detail Record (CDR) logs or search engine
query logs. From the Map/Reduce perspective the UM Generator is a direct im-
plementation of mapping elements of the vectors to machines and then reducing
the outputs to construct the nal user model. The architecture detailed above
has been implemented using Hadoop [1], an open-source Java implementation of
MapReduce, and HDFS [2], the associated distributed le system.
The functions included in the UM library will usually be implemented as
MapReduce processes, although the functions can be implemented using tradi-
tional programming paradigms. Nevertheless, the choice of implementation will7
deeply impact the computational throughput because of the large volume of data
and the need to aggregate all the results to produce the nal UMs.
4 Terabyte-Scale User Modeling for Telco Applications
Telco applications focus on understanding how individuals use their cell phone,
and how that knowledge can be used for providing better services. Common
applications include churn prediction[13][4] or fraud detection [9], all of which
focus on user activity. All these applications use the same data source CDR (Call
Detail Records), and the dierent user models can have elements in common
which can be shared using the pluggable nature of the architecture. In all these
applications the behavior of the user is represented with a vector that contains a
set of elements, and these vectors are used for training classication or regression
algorithms. These are also examples of application areas where it is common
to have as input several terabytes of data from tens of millions of users and
where obtaining user models in a timely fashion is key. For example, churn or
fraud detection models are usually run on a daily basis with all the available
information to detect users ar risk. Note that the execution of the classication
algorithms can also be run as part of our architecture.
4.1 UM Library for Telco Applications
The functions implemented in the UM Libray for Telco Applications have been
selected from the wide literature in churn prediction, fraud detection, personal-
ization and recommendation and also from our own experience. In some cases,
like [10], we can nd elements already developed using the MapReduce philos-
ophy that can be directly added to the Library. Here we briey detail some of
the functions implemented:
1. CALLS(): for each user identies the total number of phone calls made, to-
tal duration of the calls, total number of phone calls received, total duration
of calls receive, percentage of calls made to other networks and percentage
of non-local calls. This is an example of a function that for computational
purposes produces multiple outputs. If only a subset is specied by the meta-
model the UM Generator will ignore the dimensions not needed.
2. SMS(): The same as in the previous case but considering SMSs and where
duration of the call is substituted by the number of bytes in the text message.
3. DEGREE(): for each user obtains the IN-DEGREE, the OUT-DEGREE,
and the TOTAL-DEGREE of voice calls, also for each one of these outputs
the values for individuals that use the same carrier and other carriers is used.
4. DEGREE-SMS(): the same as the previous function but considering SMSs
only.
5. CALLS2NUMBER(PHONE-NUMBER): for each user it identies the num-
ber of calls and the total calling time to a specic PHONE-NUMBER or
group of numbers. This function is very useful to quantify accesses to spe-
cic services.8
6. TERMINAL(): for each user it identies how many times a new terminal
has been used and the age of the current terminal.
Figure 3 presents an examples of the function XXX included in the UM
Library for Telco Applications coded with hadoop. DESCRIPTION OF THE
CODE. TODO: Add code, describe it
ejemplo de codigo
Fig.3: Example of Hadoop code for implementing the XXX function.
4.2 User Metamodels
In this section we describe two examples of UMs built with the UM Library for
Telco Applications: Churn Prediction and Fraud Detection. Churn is one of the
main problems of any telco operator. In general the reasons for churn are multiple
but there are a variety of factors that are good indicators such as the number of
individuals in a subscriber's social network that use other carrier, the number of
complaints the subscriber makes to the operator, or a large number of phone calls
to other service providers. The UM generated by our architecture will be fed to
an SVM that has already been trained to identify people at risk of churning. This
feeding happens on a daily basis, thus the need to have the models of all users in
a timely fashion. In this context using a ST Model and a LT Model is very useful
for measuring recent changes in individual behavior and we assign STs and STe
to span 5 days and LTs and LTe to span 30 days. ST-UM and LT-UM contain in
this case the same dimensions: (1) CALL2NUMBER(CUSTOMER-SERVICE-
NUMBER) to have information about the frequency of calls to the Customer
Service of the Carriers; (2) CALL2NUMBER(OTHER-CUSTOMER-SERVICE-
NUMBER)to have information about the frequency of call to Customer Services
of other carriers; (3) TERMINAL() to have an indication of the frequency with
which the user acquires new hardware; (4) DEGREE().TOTAL-DEGREE, only
the TOTAL-DEGREE output of the function DEGREE is used the UM;(5)
DEGREE().TOTAL-DEGREE-OTHER-CARRIERS; and (6) CALLS().NUMBER-
CALLS.
CAMBIAR ESTO ... Fraud detection in the telco context aims at detecting
individuals that acquire a cell phone and do not intend to pay their contract. Note
that the problem focuses only on new clients. In general fraudulent subscribers
are characterized by high peaks of consumption and calls to the same social9
circles [9]. As in the previous case, once the UM are generated they are fed
into an SVM that has already been trained to identify fraudulent behaviors. As
for the metamodel, it only denes a short term model of 14 days and no long
term model. sT-UM is dened with the following dimensions: (1)CALLS(), with
all the inputs that the function produces being stored; (2) SMS(), with all the
inputs being included in the model; (3) DEGREE(), and (4) DEGREE-SMS().
The FILTER indicates that only new clients have to be considered. Again this is
an application very time sensitive, and the sooner fraudulent activity is identied
the better.
5 Architecture Performance Evaluation
In order to evaluate the performance and scalability of the architecture proposed
in 3, a reference implementation was developed using a combination of Java and
Hadoop. The performance of the architecture, measured in terms of total running
time in seconds for producing user models, was evaluated in terms of two primary
variables: (1) the number of CPUs available in the compute cluster, and (2) the
number of dimensions in the short and long term user models.
5.1 MetaModels Used for Performance Evaluation
From the UM library, 7 dierent variables were chosen that exhibited similar
performance characteristics (within one percent dierence in running time). Us-
ing the chosen set of variables, 14 total metamodels were created, 7 consisting
only of a short term user model and 7 consisting only of a long term user model.
The short term metamodels, denoted as MMS1;MMS2;:::;MMS7, all specied
3 days of data, and the ith short term metamodel specied a user model consist-
ing of the rst i variables (and no long term model). The long term metamodels,
denoted as MML1;MML2;:::;MML7, all specied 30 days of data, and the ith
long term metamodel specied a user model consisting of the rst i variables
(and no short term model).
5.2 Data Sets Employed for Testing
For the purpose of the performance evaluation, anonymized CDR data from a
major mobile phone operator in a developed country was used. Data was made
available as a set of les where each le corresponded to all CDRs for a given day
of global activity. The 3 day short term model and the 30 day long term model
thus consisted of 3 and 30 les. The CDR information present in each record
included the encrypted originating phone number, the encrypted destination
phone number, the duration of the call in seconds, and the time and date when
the call originated. The total number of calls for the short term and long term
user models was 2:18  108 and 2:17  109, comprising 10.1 and 103.0 gigabytes
of data with a total of 300,000 users.10
5.3 Cluster Hardware and Software
The experiments were run on a compute cluster of ve nodes. Each node con-
sisted of 16 GB of RAM, 4 hard drives with 1 Terabyte storage capacity, and 4
quad core processors. The nodes were all connected with a fast 100 GB network
switch. While performing the experiments, the compute cluster had no other
signicant processes running.
For the results presented, version 0.20.1 of Hadoop was deployed. Changing
several default settings were found to increase performance for executing a vari-
ety of metamodels. Those with the most impact on performance were: changing
the maximum number of both map and reduce tasks run on each machine from
2 to 6, increasing the size of the JVM for each task from 200 MB to 1 GB,
increasing the size of sort buers from 100 MB to 500 MB, increasing the sort
factor from 10 to 100, increasing io le buer size from 4 KB to 64 KB and
increasing the proportion of the total heap size used for retaining map outputs
in memory during the reduce stage to 90%.
5.4 Performance Results
One of the assumptions of the proposed architecture is that it is highly scalable.
In order to test this premise, dierent HW congurations were used in order
to disable a specied numbers of available CPUs. For each conguration, both
MMS1 and MML1 were built using the specied number of CPUs. The results
are presented in Figure 4a, where the x-axis reects the number of CPUs enabled
in the cluster, and the left (short term) and right (long term) y axes show the
total time taken in seconds to build the short and long user models. There is
a factor of 10 dierence in the left and right y axes, reecting the fact the the
long term model is built from roughly 10 times as much data. In both cases, the
time taken to build the user model initially decreases as more CPUs were added
but eventually additional CPUs did not further decrease running time, with
performance reaching a maximum at about 50 CPUs. This pseudo-exponential
performance curve is in agreement with previous nding [10], and likely results
from memory saturation as each CPU corresponds to a map or reduce process
that may need a substantial amount of memory for sorting results. Even with
only 10 available CPUs, more than 2 billion CDRs were processed and a long
term user model of one dimension was built in about 1 hour and 17 minutes.
Another assumption of the proposed architecture is that as more dimensions
are added to the user model, performance scales well to accommodate addi-
tional dimensions. In order to test the relationship between total running time
and the number of dimensions in the user model, the cluster was congured to
always have 40 CPUs, using 8 CPUs from each of the 5 machines. The 7 short
term metamodels MMS1;MMS2; ;MMS7 and the 7 long term metamodels
MML1;MML2; ;MML7 were each fed into the architecture and the corre-
sponding user models were built. The resulting running times are presented in
Figure 4b, where the x-axis represents the number of dimensions in the user
model and the left (short term) and right (long term) y axes show the total time11
(a) Time vs. Number of CPUs (b) Time vs. User Model Size
Fig.4: Time Needed to Build Long and Short Term User Models
taken in seconds to build the short and long user models. Both short and long
term models are seen to exhibit linear scalability. As in gure 4a, there is a factor
of 10 dierence in the left and right y axes, and the two lines closely follow one
another evince a strong linear relationship. The correlation coecient between
the number of model dimensions and the short and long term running times are
0:9994 and 1:0000, providing strong evidence for linear scalability. It is worth
noting that in the experiments presented, building a long term model with 7
dierent dimensions from a real data set with more than 2 billion records took
a little more than two hours, implying that the architecture can easily support
daily updates of the user models for the data sets considered.
6 Conclusions & Future Work
We have presented a pluggable architecture for building both long and short
term models. The concept of a metamodel is used, allowing for the abstraction
of commonality from dierent user model building processes. The resulting archi-
tecture can be used to quickly build dierent short and long term user models
from massive data sets with little to no new software development. The pro-
posed architecture is very generic and can be used for any application area that
has record-based log les. The pluggable components were implemented in Java
using MapReduce but the architecture can execute components written in any
language.
The architecture was implemented and its performance has been tested under
several scenarios. We found that increasing computer resources, as measured by
the number of available CPUs in a compute cluster, decreases the running time
needed for building user models to a certain point, after which more CPUs no
longer decrease model build time. We also veried that the architecture can scale
lineraly with the number of dimensions in the user model. The results highlighted12
the ability of the architecture to produce user models in a timely fashion and
thus be used for applications with strong time constraints.
For future work, we would like to expand the set of components included
in the UM library. We will add more components relevant to dierent telecom
application areas as well as either writing or reusing existing components for
web mining, thus allowing the architecture to support the building of long and
short term user models for personalization or recommendation systems.
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