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Abstract
The objective of the  ring squad synchronization problem is to de ne sets of states and
transition rules of a  nite-state machine so that a one-dimensional array of such machines work
synchronously. A minimal time solution to this problem was  rst found by Goto in 1961.
Thereafter, other minimal time solutions were reported. I studied this problem and found an
8-state 119-rule solution by using a simple algorithm. The number of rules is much less than in
Baltzer’s 8-state solution and the same as in Mazoyer’s 6-state solution.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The  ring squad synchronization problem is a classical problem that was introduced
about 40 years ago. The problem is to synchronize the operation of a one-dimensional
array of  nite-state machines. Consider a  nite but arbitrarily long line of  nite-state
machines. All machines work synchronously, and the next state of each is determined
by the current states of itself and its two neighbors. The machine at one end of the
line is the general; it issues a command by assuming a speci c state, causing a signal
to propagate from itself to the other machines (the soldiers) one by one down the
line. The problem is to construct a  nite-state machine so that after some time all the
machines enter into a terminal state ( ring state) at the same time.
The time from the general’s command until the  ring is at least 2N −2 (where N is
the length of the line), which is the round trip time of the fastest signal. A minimal time
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solution to this problem was  rst found by Goto in 1961, using  nite-state machines
with millions of states [2]. Thereafter, Waksman [6] found a 16-state minimal time
solution in 1966, and Baltzer [1] found an 8-state one in 1967. Their solutions were
both derived using a similar strategy: dividing the line into halves, quarters, eighths,
etc., thereby reducing the problem into smaller subproblems. Mazoyer [3,4] used a
diDerent strategy (dividing the line at 23 ,
(
2
3
)2
,
(
2
3
)3
, etc.) and found a 6-state minimal
time solution in 1986. Umeo and others [5] veri ed and corrected the state transition
rules of Waksman’s solution in 2000.
Motivated by the work of Umeo and others, I studied the problem with the aim
of  nding simple solutions whose correctness is easily veri able. I used the halving
strategy of Waksman and Baltzer due to its simplicity and developed a simple algorithm
for it. Using this algorithm, I obtained several 8-state minimal time solutions. Among
them is an 8-state solution with 119 transition rules. The number of rules is much less
than in Baltzer’s solution and the same as in Mazoyer’s solution. A formal proof to
this 8-state 119-rule solution is presented in the appendix.
2. Preparation for describing a solution
I assume that N machines are lined up horizontally and are numbered from 0 to
N − 1, where machine 0 is the general and is on the left end of the line. Further,
to enable consistent treatment, I assume that boundaries beyond the both ends of the
line act as the special neighbors of machine 0 and machine N − 1, and are always in
the dummy state. Note that the dummy state is not a state of a machine. The state
transition rule of a machine can be described as
(U; V;W )→ Y;
where U and W ∈{states of a machine; dummy state} and V and Y ∈{states of a
machine}. (The symbol ∈ means “element of”.) This rule means that if at time t
a machine is in state V and its left and right neighbors are in states U and W ,
respectively, then at time t + 1 the machine enters state Y . In later sections, I present
the complete set of transition rules in tabular form. In this paper I assume that all
machines are of the same type, having the same sets of states and transition rules,
although the initial problem did not require this condition for the end machines.
To describe an execution instance of a solution, a space–time diagram is used with
the horizontal coordinate representing machines 0 through N − 1 in the line, with
boundaries at −1 and N , and the vertical coordinate representing time, starting from
0. Each position (i; t) in the diagram shows the state of machine i at time t, which is
denoted as S(i; t).
At time 0, machine 0 (the general) is in the command-issuing state, and machines
1 through N − 1 are in the quiescent state. The states of the machines change syn-
chronously at each time. The signal which is sent by the general at time 0 and travels
down the line at maximal speed, i.e. one machine at a time, arrives at machine N − 1
at the other end of the line at time N − 1. It takes another N − 1 time for the signal
returned by machine N − 1, again at maximal speed, to reach the general. A minimal
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time solution to the  ring squad synchronization problem is such that at time 2N − 2,
all machines enter the  ring state at the same time and for the  rst time.
3. Halving strategy
The basic strategy I used is similar to that used by Waksman and Baltzer. Multiple
waves are used to gather, store, and pass on information about the system. The wave
which is sent by the general at time 0 and travels down the line at maximal speed,
and its reIection at the other end are essential, especially for a minimal time solution.
I call these waves the primary wave and the reverse primary wave, respectively. Slower
waves are used to detect the half point, the quarter point, etc. of the line. As illustrated
in Fig. 1, a wave traveling at one-third the speed of the primary wave meets the
reverse primary wave at the half point of the line, because by that time the primary
and reverse primary waves have traveled, in total, one and a half lengths of the line.
More speci cally, a wave traveling 1=(2m+1− 1) (where m is an integer¿1) the speed
of the primary wave meets the reverse primary wave at the
(
1
2
)m
point of the line from
the general. I call these slower waves middle waves, and each one is an mth middle
wave.
The diagram in Fig. 1 has a recursive structure: from the end of the line to the
half point is a half-size problem (sub-problem) of the original problem, from the half
point to the quarter point is a quarter-size problem, etc. Each sub-problem can also be
divided into a half-size one, a quarter-size one, etc. The line is divided into halves,
quarters, etc. and the resulting segments are likewise divided until the segments are
so small and have so few machines that the solutions to corresponding sub-problems
become trivial.
For a sub-problem, the machine at the start of the segment plays the role of the
general. The reverse primary wave of the problem one level up plays the role of the
primary wave for the segment; this wave is reIected at the end of the segment, and
the reIection is the reverse primary wave for this segment.
4. Algorithm
I developed a simple algorithm to implement the strategy described above.
4.1. Middle waves
The  rst middle wave needs to move forward one machine while the primary wave
moves forward four machines. In general, the mth middle wave needs to move forward
one machine while the primary wave moves forward 2m machines. To handle this
requirement, I introduce waves that are emitted by the primary wave at every time and
travel backward at maximal speed (see Fig. 2). I call these waves backward waves.
Because the primary wave travels forward one machine at a time, such a backward
wave comes back, to a certain machine, every two time units. I thus construct the  rst
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Fig. 1. Halving strategy.
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Fig. 2. The primary wave generates backward waves.
middle wave so that it moves forward one machine whenever it has met two backward
waves.
By making the  rst middle wave pass through every second backward wave, I can
make a passed-through backward wave come back, to a certain machine, every four
time units. I thus construct the second middle wave that moves forward one machine
whenever it has met two passed-through backward waves. In general, by making the
mth middle wave pass through every second backward wave it has met, I can succes-
sively construct the (m+ 1)th middle wave.
The concepts for generation and propagation of middle waves are illustrated in Fig. 3.
Hypothetically, all the middle waves are born and start at machine 0 at time 0, with the
(m+1)th middle wave lying under the mth middle wave. At time 0, the  rst backward
wave for the  rst middle wave is at machine 0 and is included in the primary wave. At
time 2, the backward wave for the  rst middle wave is the second incoming backward
wave at machine 0; it triggers the move of the  rst middle wave to machine 1 and also
serves as the  rst incoming backward wave for the second middle wave at machine
0 (the second middle wave becoming visible at machine 0 after the move of the  rst
middle wave to machine 1). At time 6, the backward wave at machine 0 is the second
incoming backward wave for the second middle wave, which moves to machine 1, and
also the  rst incoming backward wave for the third middle wave, etc. Further moves
of middle waves from machine 1 to machine 2, machine 2 to machine 3, etc. follow
the algorithm described above.
For each middle wave, two states are needed to count the number of incoming
backward waves.
Note that the algorithm for the middle waves virtually forms a binary counter that
counts the number of original backward waves issued at the machines, meaning that it
counts the number of machines. If we examine the states of the middle waves along
the propagation path of a certain backward wave (extending the path up to machine 0
if it disappears at some middle wave) and match ‘a middle wave state before it meets
a backward wave’ to binary 0 and ‘a middle wave state after it meets a backward
wave’ to binary 1, there is a binary value for the total number of machines that
have issued backward waves (up to that wave). As an example, in Fig. 3, along the
propagation path of the backward wave issued at machine 10, the middle waves show
a binary count of 1011, which is the total number of machines up to machine 10 (11 in
decimal).
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Fig. 3. Concepts for generation and propagation of middle waves.
I call this algorithm for forming middle waves the binary counter algorithm.
In Fig. 3, I used state symbols indicating the directions of the waves.
4.2. Determination of half point, quarter point, etc.
In determining the half point, the quarter point, etc., we need to take into account that
the number of machines is a discrete value. When the reverse primary wave traverses
the line, it sees at the middle waves the result of machine counting; i.e., it sees the
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number of machines in the line minus 1 (= N − 1). (Note that the reverse primary
wave itself has been emitted by the machine at the end of line.) Let the binary value in
the counter, i.e., the binary value of N − 1, be [bm; bm−1; : : : ; b1; b0], where bi ∈{0; 1}.
I will  rst examine the lowest bit.
• If b0 is 0, line length N , which is the counter value plus 1, is odd, meaning that
there is one machine at the middle. In this case, the length of each segment is
(N + 1)=2, i.e., [bm; bm−1; : : : ; b1] + 1. (The middle machine is included in both
segments.)
• If b0 is 1, line length N is even, meaning that there are two middle machines. In
this case, the length of each segment is N=2, i.e. [bm; bm−1; : : : ; b1] + 1.
From this examination, it follows that:
• Whether the line length is odd or even can be determined from the state of the  rst
middle wave (i.e. b0).
• The length of the resulting segment does not depend on b0; instead, it is determined
by the states of the second middle wave and the waves above it.
The division of a segment into two sub-segments is done in the same way. In
general, if bi is 0, the length of the ith segment (the line being the 0th segment) is
odd, and if bi is 1, its length is even, and the length of the (i + 1)th segment is
[bm; bm−1; : : : ; bi+1] + 1.
At each division point, the middle machine(s) need to act as new general(s) of the
divided segments. This is shown in Fig. 4. When the segment size is odd, the machine
where two waves cross becomes a general and thereafter acts as the general for both
sub-segments. When the segment size is even, the machine where two waves cross and
its forward-side neighbor (a peer general) become generals and thereafter each acts as
the general of each sub-segment. Note that in the latter case, there is a one-unit time
delay for the reIection wave of the reverse primary wave to be emitted by the peer
general.
Fig. 5 shows positions where a general may start, depending on the segment size.
Each dotted line is a potential reverse primary wave that has been reIected by the peer
general.
After the successive divisions, the segment size reaches two, and all machines
become generals, at which time the reverse primary wave crosses machine 1. The
machines then know that they can move into the  ring state at the next time, time
2N − 2.
5. Actual solutions
Implementing the algorithm, that is, allocating the states and enumerating the nec-
essary transition rules, produces an actual solution. I obtained many minimal time
solutions that diDer in their allocation of states and in the detail implementation of
the algorithm. Here I describe the three simplest ones. All are image solutions as
de ned by Baltzer [1]. (The de nition is included in the appendix of this
paper.)
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Fig. 4. Division of a segment. (a) Odd length segment; (b) Even length segment where ‘G’ indicates general’s
state and x needs special treatment.
5.1. 9-State 141-rule solution
This solution uses the following states (symbols in parentheses): quiescent state (a
space); two primary wave states, one for each direction (→;←); two backward wave
states, one for each direction (¡;¿); two middle wave states (◦; •); general state (G);
and  ring state (F).
It uses only two middle wave states regardless of the direction, because the direc-
tion of middle waves can be determined from that of crossing backward waves. The
meeting of waves is represented by the combination of the states of neighboring ma-
chines, thereby avoiding the introduction of additional states. General’s diDerent roles
are distinguished from the context.
The solution is realized with the 141 transition rules shown in Table 1. (This rule
set, as well as those of the other solutions in this section, excludes rules that are only
used under the mirrored initial condition. Adding a few rules makes the rule set fully
symmetric.) Fig. 6 shows an execution result with 22 machines. This solution fairly
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Fig. 5. Determination of middle, quarter, etc.
directly realizes the algorithm described in Section 4. In that sense, I think that it is
an easy-to-understand solution.
5.2. 8-State 134-rule solution
Taking into account that the primary waves are the sources of backward waves,
the consolidation of primary wave states and backward wave states is possible. For
the source of the backward waves (the conceptual primary wave) to move forward, I
use two quiescent states, one on the forward side of the primary wave and the other
on the backward side, and make the source of the backward waves be pulled by the
quiescent state on the forward side. The states are as follows: two quiescent states,
line-head side and line-end side ( · ; -); two primary=backward wave states, one for
each direction (¡;¿); two middle wave states (◦; •); general state (G); and  ring
state (F).
The solution is realized with 134 transition rules. Fig. 7 shows an execution result
with 22 machines. I think that this is also an easy-to-understand solution.
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Table 1
Transition tables of 9-state 141-rule minimal time solution
K. Noguchi / Theoretical Computer Science 314 (2004) 303–334 313
Fig. 6. An execution result of 9-state 141-rule solution (number of machines= 22).
5.3. 8-State 119-rule solution
To obtain a solution with less rules than the 8-state 134-rule solution, I replaced
the initial middle wave state (◦) and the last backward wave state (¡) at the gen-
eral’s neighbor (machine 1) with the quiescent state. This can be done because such
information can be determined from the context. Then, owing to the simpler relation-
ship between the general and its neighbor, I obtained an 8-state solution with 119
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Fig. 7. An execution result of 8-state 134-rule solution (number of machines= 22).
rules. Table 2 shows its state transition rules. Fig. 8 shows an execution result with
22 machines.
This solution is simpler in terms of the number of rules than the other two solutions,
but is a less direct realization of the algorithm. I give the proof of the correctness of
this solution in the appendix.
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Table 2
Transition tables of 8-state 119-rule minimal time solution
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Fig. 8. An execution result of 8-state 119-rule solution (number of machines= 22).
6. Evaluation
To have a base for comparison, I veri ed the solutions of Baltzer and Mazoyer by
executing them using computer simulation with the number of machines from 2 to
10,000.
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6.1. Number of transition rules
I compare the number of transition rules under the following common
conditions:
(1) Initially, the general is at one end of the line; it is in the general’s state, and the
other machines are all in a certain quiescent state.
(2) Number of machines¿2.
Baltzer listed 182 rules for his 8-state minimal time solution. However, when exe-
cuting the solution under the common conditions, only 165 rules were used. Among
the unused rules, six are for the mirrored initial condition; that is, a general is ini-
tially on the other end of the line. Another is for the case of one machine (by the
way, the general 2N − 2 formula does not hold in this case), and the other ten seem
unnecessary.
Mazoyer listed 120 rules for his 6-state minimal time solution; however, one rule is
for time t¡0. When executing the solution under the common conditions, 119 rules
were used.
The number of rules in my 8-state 119-rule solution under the common conditions
is, of course, 119, which is the same as in Mazoyer’s solution.
6.2. Algorithms
I compare my solutions with Baltzer’s because it uses a similar strategy. For com-
parison purpose, the execution result of Baltzer’s solution is presented in Fig. 9, using
the same graphical symbols as in this paper. His solution also uses two states to
implement the middle waves; however, one state is used for each direction, which
makes the algorithm complicated compared with my solutions. An example of such
complication is that a quiescent state symbol, whose states normally precede the cor-
responding reverse primary wave, is used for another purpose carrying the infor-
mation on the backward waves and sometimes following the reverse primary
wave.
Using two middle wave states, one for each direction, I developed a simpler solution
than Baltzer’s original one. It has 142 rules. Its execution result is shown in Fig. 10. In
this solution as well, quiescent state symbols are used for another purpose as padding
at a new general’s neighbor.
7. Conclusion
I solved the classical  ring squad synchronization problem, aiming to obtain simple
solutions whose correctness is easily veri able. I used the simple halving strategy,
 nding the half point of the line, the quarter point of the line, etc., thereby reducing
the problem to half-size sub-problems, quarter-size sub-problems, etc.
• I devised a simple algorithm (a binary counter algorithm) for determining the half
point, the quarter point, etc. It makes use of the binary nature of the strategy and
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Fig. 9. An execution result of Baltzer’s Algorithm represented with the state symbols of this paper (number
of machines= 22).
virtually constructs, on a collection of waves, a binary counter that counts the number
of machines in the line.
• I obtained many minimal time solutions that implement the algorithm in diDerent
ways. A very direct implementation uses 9 states and has 141 transition rules. This
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Fig. 10. 8-state 142-rule solution using single middle wave state for one direction (number of machines= 22).
solution makes it easy to understand and therefore verify the behavior of machines
in space–time diagrams. Among the 8-state solutions I obtained, the simplest one in
terms of the number of transition rules was a solution with 119 rules. This number
is much smaller than that of Baltzer’s 8-state solution and the same as that of
Mazoyer’s 6-state solution.
• Using an algorithm similar to the one used in Baltzer’s 8-state solution, I developed
a simpler 8-state solution with fewer transition rules.
• A formal proof of the 8-state 119-rule solution is given in the appendix.
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• The four solutions presented in this paper were veri ed using computer simulation,
with the number of machines from 2 to 10,000, although theoretically it is not
necessary to verify to that large a number. For the 8-state 119-rule solution, all the
rules can be veri ed by executing up to 43 machines.
Using the halving strategy, I could not obtain solutions with less than eight states.
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Appendix A. Proof of the 8-state 119-rule solution
I will give a proof of the 8-state 119-rule solution. In the proof I formulate a series
of lemmas with which the state of any machine at any time can be determined. The
notation from logic is used: the symbols ∀, ∃, ⇒, and ∈ mean “for all”, “there exists”,
“implies”, and “element of”, respectively.
A.1. Preparation
De*nitions.
• States= { · ; -;¡;¿; ◦; •;G; F; ∗}
Elements of States other than ∗ are states of machines. The element ∗ is added
to States so that boundaries are treated as special neighbors of end machines, ∗
representing the state of them.
• Rule set 0 is a rule set having 119 rules, as de ned in Table 2.
• Rule set 1=Rule Set 0∪{(∗; · ; ·)→ · ; (∗; · ;¿)→G; (∗; · ;G)→G}.
• An execution diagram for a total of N machines is a two-dimensional diagram with
the horizontal coordinate ranging from −1 to N and the vertical coordinate from 0.
Horizontal position x corresponds to machine (cell) x, where 06x6N −1. Positions
x=−1 and N are boundaries. An element of an execution diagram at (x; t) represents
the state, which is an element of States, of machine x (or boundary if x= −1 or N )
at time t and is represented as S(x; t). S(−1; t) and S(N; t) are always ∗ regardless
of t.
• Image is a mapping from States to States:
Image( ·)= -, Image(-)= · , Image(¡)=¿, Image(¿)=¡, Image(◦)= ◦,
Image(•)= •, Image(G)=G, Image(F)= F, and Image(∗)= ∗.
Properties of Rule Set 1: The following properties which can be veri ed by ex-
haustive examination of the rules.
• The solution of Rule Set 1 is an Image Solution as de ned by Baltzer. That is, for
every rule in the solution
(U; V;W )→ Y
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there exists a rule
(Image(W ); Image(V ); Image(U ))→ Image(Y )
in the solution, and Image(Image(E))=E, for all E in States.
• Rule Set 1 is deterministic—a rule having a certain combination of input states is
unique.
Properties of an execution diagram: Consider a triangular area in an execution
diagram that is delimited by a vertical line and two adjacent 45◦ diagonal lines that
start from the top of the vertical line, and closed by either a 45◦ diagonal line or a
horizontal line that starts at the other end of two adjacent 45◦ diagonal lines and meets
the bottom end of the vertical line. Suppose that (a) two such areas in an execution
diagram or in two execution diagrams have congruent shapes, (b) the vertical lines
are congruent, i.e. corresponding elements have the same state, and (c) each of two
adjacent 45◦ diagonal lines are congruent. Then, because each element in the areas is
determined by the elements of the common lines, the two areas are congruent, i.e. the
corresponding elements have the same state.
Similarly, suppose that (a) two such areas have mirror image shape of each other
along the vertical lines, (b) the vertical lines are the mirror images of each other, i.e.
corresponding elements are Images of each other, and (c) each of two adjacent 45◦
diagonal lines are mirror images of each other. Then, the two areas are mirror images
of each other, i.e. corresponding elements are Images of each other.
Notation:
• [bn; bn−1; : : : ; b0] is a binary number, bn being the most signi cant bit and b0 the
least signi cant bit.
• int(bn; bn−1; : : : ; b0) denotes the integer value of a binary number [bn; bn−1; : : : ; b0].
• For diagonal or horizontal line L, L(x) denotes the state of machine x on the line.
• The variables for numbers in the proof, other than binary digits, have integer values.
Initial condition:
For 26N ,
(S(0; 0) = G) & (16 ∀i 6 N − 1; S(0; i) = -):
A.2. Lemmas
A.2.1. Propagation of primary wave
Lemma A.1. With Rule Set 1, for N¿3 and for 16∀i6N − 2,
(S(i; i) =¡) & (S(i; i + 1) = · ) & (i ¡ ∀j 6 N − 1; S(j; i) = -):
Proof. Fig. 11 illustrates the lemma. I will describe the steps of the proof in detail.
First, I show the proposition holds for i=1. From the initial condition, applying
rules (∗;G; -)→G; (G; -; -)→¡, (-; -; -)→ -, and (-; -; ∗)→ - produces
S(0; 1) = G; S(1; 1) =¡; and 1 ¡ ∀j 6 N − 1; S(j; 1) = -:
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Fig. 11. Lemma A.1: Propagation of the primary wave.
Because S(0; 1)=G, S(1; 1)=¡, and S(2; 1)= -, applying rule (G;¡; -)→ · produces
S(1; 2) = · :
Next I assume that the proposition holds for i= n, where n6N − 3; i.e.,
(S(n; n) =¡) & (S(n; n+ 1) = · ) & (n ¡ ∀j 6 N − 1; S(j; n) = -):
Then, applying rules (¡; -; -)→¡, (-; -; -)→ -, and (-; -; ∗)→ - produces
S(n+ 1; n+ 1) =¡; and n+ 1 ¡ ∀j 6 N − 1; S(j; n+ 1) = -:
Because S(n; n + 1)= · ; S(n + 1; n + 1)=¡, and S(n + 2; n + 1)= -, applying rule
( · ;¡; -)→ · produces
S(n+ 1; n+ 2) = · :
That is, the proposition also holds for i= n+ 1.
Based on mathematical induction, the proposition holds for any i, where 16i
6N − 2.
A.2.2. Progress of middle waves
Lemma A.2. Let [bm; bm−1; : : : ; b1; b0] be the binary representation of i + 1, where
m¿1 and bm=1. Let L1 be the diagonal line starting at (i; i) and ending at (0; 2i),
and let L2 be an adjacent line starting at (i; i + 1) and ending at (0; 2i + 1).
With Rule Set 1, for N¿4 and 26∀i6N − 2, the following relationships hold:
(1) Initial propagation of a backward wave
For int(bm; bm−1; : : : ; b1) + 16∀j6i,
(L1(j) =¡) & (L2(j) = · ):
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(2) Progress of middle wave(s)
For 06∀k6m− 1:
(a) A middle wave changing to or staying in the second state (i.e., •)
If bk =1,
(L1(int(bm; bm−1; : : : ; bk+1)) = •) & (L2(int(bm; bm−1; : : : ; bk+1)) = •) &
(int(bm; bm−1; : : : ; bk+1)¿ 3; int(bm; bm−1; : : : ; bk+2) + 16 ∀j
6 int(bm; bm−1; : : : ; bk+1)− 1;
[(L1(j) = · ) & (L2(j) = · )]):
(b) If bk =0:
(i) A middle wave staying in the =rst state (either ◦ or ·)
If 06∃h¡k, bh=1:
• If k¡m− 1,
(L1(int(bm; bm−1; : : : ; bk+1)) = ◦) & (L2(int(bm; bm−1; : : : ; bk+1)) = ◦) &
(int(bm; bm−1; : : : ; bk+1)¿ 3; int(bm; bm−1; : : : ; bk+2) + 16 ∀j
6 int(bm; bm−1; : : : ; bk+1)− 1;
[(L1(j) = · ) & (L2(j) = · )]):
• If k =m− 1,
(L1(int(bk+1)) = L1(int(bm)) = L1(1) = · ) & (L2(int(bk+1))
= L2(int(bm)) = L2(1) = · ):
(ii) A backward wave crossing and advancing a middle wave
If 06∀h6k, bh=0, that is, binary digits bk through b0 are all 0:
• Advancing a middle wave by one cell and propagating a backward
wave as carry information
If k¡m− 1,
(L1(int(bm; bm−1; : : : ; bk+1)) =¡) & (L2(int(bm; bm−1; : : : ; bk+1)) = ◦) &
(int(bm; bm−1; : : : ; bk+1)¿ 3; int(bm; bm−1; : : : ; bk+2) + 16 ∀j
6 int(bm; bm−1; : : : ; bk+1)− 1;
[(L1(j) =¡) & (L2(j) = · )]):
324 K. Noguchi / Theoretical Computer Science 314 (2004) 303–334
Fig. 12. Lemma A.2: Propagation of middle waves.
• Advancing a new middle wave to cell 1
If k =m− 1,
(L1(int(bk+1)) = L1(int(bm)) = L1(1) = · ) & (L2(int(bk+1))
= L2(int(bm)) = L2(1) = · ):
(3) The cell at x=0
(L1(0) = G) & (L2(0) = G):
Proof. Fig. 12 illustrates the lemma.
In this proof I will take an approach diDerent than that for Lemma A.1, i.e., I
will use the results of actual executions. (A direct approach like that for the proof of
Lemma A.1 takes longer to be described.)
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1. For some not very big integer N0, it is shown, by exhaustive veri cation, that the
lemma holds for any N6N0. (Later in the proof, I take 81 as N0.)
2. I will show that the lemma also holds for any N¿N0.
2.1. First, I will prove that the propositions of the lemma hold for 26∀i6N0−2¡N−2.
I look at the triangular area in the execution diagram for N0 delimited by the vertical
line at x=−1, which is a boundary, and by 45◦ diagonal double lines starting at (0; 0)
and (0; 1) and closed by 45◦ diagonal double lines starting at (i; i) and (i; i + 1) and
ending at (0; 2i) and (0; 2i + 1), respectively. I compare the triangular area with the
corresponding triangular area in the execution diagram for N . Because the vertical lines
are congruent and the two sets of diagonal double lines starting at (0; 0) and (0; 1) are
congruent, Lemma A.1, the two areas are congruent. Therefore, the two closing double
lines are congruent.
2.2. Next, I assume that the propositions of the lemma hold for 26∀i6n, where
N0−26n6N−3, and will show that they also hold for i= n+1. Let [bm; bm−1; : : : ; b1;
b0] be the binary representation of n + 1, and let [cM ; cM−1; : : : ; c1; c0] be the binary
representation of n+ 2, where M =m or m+ 1. Let M1 be the diagonal line starting
at (n+ 1; n+ 1) and ending at (0; 2n+ 2), and let M2 be an adjacent line starting at
(n+ 1; n+ 2) and ending at (0; 2n+ 3).
2.2.1. First, I will examine the initial propagation of a backward wave. Given
Lemma A.1, S(n + 1; n + 1)=¡ and S(n + 1; n + 2)= · , and given the assump-
tion, for int(bm; bm−1; : : : ; b1) + 16∀j6n, (L1(j)=¡) & (L2(j)= ·). Applying rules
(¡; · ;¡)→¡; ( · ;¡; ·)→ · , and (◦;¡; ·)→ · , and considering that if b0 = 0,
int(bm; bm−1; : : : ; b1)= int(cM ; cM−1; : : : ; c1), and if b0 = 1, int(bm; bm−1; : : : ; b1) + 1=
int(cM ; cm−1; : : : ; c1), for int(cM ; cM−1; : : : ; c1)+16∀j6n+1, (M1(j)=¡) & (M2(j)
= ·). See Fig. 13 (1).
2.2.2. Second, I will examine the progress of some  xed number of middle waves, from
the  rst middle wave to the (p + 1)th middle wave. I assume that int(bm; bm−1; : : : ;
bp+1)−int(bm; bm−1; : : : ; bp+2)¿3, which means that there are at least two cells between
(p + 1)th and (p + 2)th middle waves on L1 and L2 and much more than two cells
between the middle waves below the (p+ 1)th middle wave.
• First middle wave: When a backward wave on M1 and M2 meets the  rst middle
wave on L1 and L2, if b0 = 0 (that is c0 = 1), the state transitions of the cells are as
shown in Fig. 13 (2)(a) and if b0 = 1 (that is c0 = 0), they are as shown in Fig. 13
(2)(b). In the former case, the backward wave is absorbed by the middle wave and
disappears. In the latter case, the position of the middle wave shifts forward by one
cell on M1 and M2, and the backward wave continues to propagate.
• Second middle wave: The second middle wave has four transition patterns. If [b1; b0]
= [0; 0], the pattern is as in Fig. 13 (2)(e); if [1; 0], it is as in (f), if [0; 1], it is
as in (d); and if [1; 1], it is as in (c). In the last case, the position of the middle
wave shifts forward by one cell on M1 and M2, and the backward wave continues
to propagate.
• Third middle wave: The third middle wave has six transition patterns. If [b2; b1; b0]
= [0; 0; 0], the pattern is as in Fig. 13 (2)(e); if [1; 0; 0], it is as in (f); if [0; 1; 0],
it is as in (g); if [1; 1; 0], it is as in (h); if [0; 0; 1], it is as in (g); if [1; 0; 1], it is
as in (h); if [0; 1; 1], it is as in (d); and if [1; 1; 1], it is as in (c). In the last case,
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Fig. 13. Proof of Lemma A.2. (1) Initial propagation of a backward wave. (a) b0 = 0 (c0 = 1) and (b) b0 = 1
(c0 = 0). (2) Progress of middle waves. (a) b0 = 0 (c0 = 1); (b) b0 = 1 (c0 = 0); (c) b0 = b1 = · · · = bk =1
(c0 = c1 = · · · = ck =0); (d) b0 = b1 = · · · = bk−1 = 1; bk =0 (c0 = c1 = · · · = ck−1 = 0;
ck =1); (e) b0 = b1 = · · · = bk =0 (c0 =1; c1 = · · · = ck =0); (f) b0 = b1 = · · · = bk−1 = 0; bk =1
(c0 = ck =1; c1 = · · · = ck−1 = 0); (g) bk = ck =0 (Other than (e)) and (h) bk = ck =1 (Other
than (f)).
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the position of the middle wave shifts forward by one cell on M1 and M2, and the
backward wave continues to propagate.
• (k + 1)th middle wave, where 26k6p: I will show that for the (k + 1)th middle
wave, the set of transition patterns remains the same for k¿2. If the state transition
pattern for the (k + 1)th middle wave is as in Fig. 13 (2)(c), then the pattern for
the (k + 2)th middle wave is either (d) or (c). If it is as in (d), it is either (g)
or (h). If it is as in (e), it is either (e) or (f). If it is as in (f), it is either (g)
or (h). If it is as in (g), it is either (g) or (h). If it is as in (h), it is either
(g) or (h).
Examination of all the transition patterns shown in Fig. 13 (2) and the associated
bit patterns of [cM ; cM−1; : : : ; c1; c0] shows that Lemma A.2 (2) holds for i= n+1 and
for 06∀k6p.
Hereafter, I take 3 as p. Note that the assumption int(bm; bm−1; : : : ; b3+1) − int(bm;
bm−1; : : : ; b3+2)¿3 requires int(bm; bm−1; : : : ; b0)¿80, that is, n¿79. So I take 81 as N0.
2.2.3. Third, I will deal with the remaining middle waves.
Let L1′ and L2′ be the diagonal double lines starting at (n′; n′) and (n′; n′ + 1)
and ending at (0; 2n′) and (0; 2n′ + 1), respectively, and let M1′ and M2′ be the
diagonal double lines starting at (n′ + 1; n′ + 1) and (n′ + 1; n′ + 2) and ending
at (0; 2n′ + 2) and (0; 2n′ + 3), respectively. I will show that there exists n′n
that satis es two conditions: (1) double sublines L1 and L2 and double sublines L1′
and L2′, both from int(bm; bm−1; : : : ; b4) to cell 0, are congruent, and (2) the tran-
sition patterns of the middle waves at int(bm; bm−1; : : : ; b4) from L1 and L2 to M1
and M2 and from L1′ and L2′ to M1′ to M2′ are the same. If the transition pat-
tern of the fourth middle wave at int(bm; bm−1; : : : ; b4) on L1 and L2 is as shown
in (c) of Fig. 13(2), then n′= int(bm; bm−1; : : : ; b4; 1; 1; 1) − 1 satis es the conditions.
If it is as shown in (d), n′= int(bm; bm−1; : : : ; b4; 0; 1; 1) − 1. If is as shown in (e),
n′= int(bm; bm−1; : : : ; b4; 0; 0; 0)− 1. If is as shown in (f), n′= int(bm; bm−1; : : : ; b4; 1; 0;
0)− 1. If is as shown in (g), one choice is n′= int(bm; bm−1; : : : ; b4; 0; 0; 1)− 1. If is as
shown in (h), one choice is n′= int(bm; bm−1; : : : ; b4; 1; 0; 1)−1. Note that, for all these
cases, the number of bits of n′ + 1 is m, and the middle wave at int(bm; bm−1; : : : ; b4)
on L1′ and L2′ is the third one.
I compare double sublines M1 and M2 from the position of the fourth middle wave
to cell 0 and double sublines M1′ and M2′ from the position of the third middle
wave to cell 0. Because the two double sublines above these two double sublines are
congruent, which is the  rst condition, and the pairs of states at the start of these two
double sublines are the same, which results from the second condition, double sublines
M1 and M2 are congruent with double sublines M1′ and M2′ if we apply the same
set of transition rules.
The position of the fourth middle wave on M1 and M2 and that of the third middle
wave on M1′ and M2′ are the same and are int(cM ; cM−1; : : : ; c4). Consequently, n′+2
and n+2 have the same bit pattern for high order M−3 bits. Considering (a) that from
the assumption, Lemma A.2 (2) holds for i= n′+1 and (b) that for 46∀k6M−1, the
bit-pattern conditions related to Lemma A.2 (2) for the kth middle wave for i= n+ 1
are the same as those for the (k − 1)th middle wave for i= n′ + 1, Lemma A.2 (2)
holds for i= n+ 1 and 46∀k6M − 1.
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2.2.4. Consequently, M1(0)=M1′(0) and M2(0)=M2′(0). Because (3) of Lemma A.2
holds for i= n′ + 1, M1′(0)=M2′(0)=G. Therefore, (3) of Lemma A.2 holds for
i= n+ 1.
A.2.3. Determination of half points
Lemma A.3. Let [bm; bm−1; : : : ; b1; b0] be the binary representation of N − 1, where
m¿1 and bm=1. Let L3 be the diagonal line starting at (N − 1; N − 1) and ending
at (1; 2N − 3), and let L4 be an adjacent line starting at (N − 1; N ) and ending at
(2; 2N − 3).
With Rule Set 1, for N¿3 and 06∀k6m− 1, the following relationships hold:
(a) Position of the general
(L3(int(bm; bm−1; : : : ; bk)) = G) & (L4(int(bm; bm−1; : : : ; bk)) = G):
L3(int(bm)) = L3(1) = G:
(b) Propagation of reverse primary wave that meets the half point with one cell
If bk =0:
(i) If k¡m− 1,
int(bm; bm−1; : : : ; bk+1) + 16 ∀j 6 int(bm; bm−1; : : : ; bk)− 1;
[(L3(j) =¿) & (L4(j) = -)]:
(ii) The cell int(bm; bm−1; : : : ; bk+1) is at the half point of cells 0 through int(bm;
bm−1; : : : ; bk); i.e. the number of cells from cell 0 through int(bm; bm−1; : : : ;
bk+1) is equal to that from cell int(bm; bm−1; : : : ; bk+1) through int(bm; bm−1;
: : : ; bk).
(c) Propagation of reverse primary wave that meets the half point with two cells
If bk =1:
(i) If k¡m− 1,
int(bm; bm−1; : : : ; bk+1) + 26 ∀j 6 int(bm; bm−1; : : : ; bk)− 1;
[(L3(j) =¿) & (L4(j) = -)]:
(ii) (L3(int(bm; bm−1; : : : ; bk+1) + 1)= •) & (L4(int(bm; bm−1; : : : ; bk+1) + 1)=G).
(iii) The two cells, int(bm; bm−1; : : : ; bk+1) and int(bm; bm−1; : : : ; bk+1) + 1, are at
the half point of cells from cell 0 through int(bm; bm−1; : : : ; bk); that is, the
number of cells from cell 0 through int(bm; bm−1; : : : ; bk+1) is equal to that
from cell int(bm; bm−1; : : : ; bk+1) + 1 through int(bm; bm−1; : : : ; bk).
Proof. Fig. 14 illustrates the lemma.
1. For N =3 and 4, the lemma was veri ed by actual executions.
2. For N¿5, i.e., m¿2:
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Fig. 14. Lemma A.3: Determination of the half points.
2.1. First, I show that (a) of Lemma A.3 holds for k =0. Given Lemma A.1 and the
boundary condition, applying the rules (¡; -; ∗)→G and ( · ;G; ∗)→G produces
(L3(int(bm; bm−1; : : : ; b0)) = L3(N − 1) = G) & (L4(int(bm; bm−1; : : : ; b0))
= L4(N − 1) = G):
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Fig. 15. Proof of Lemma A.3. (1) Generation of a general at N − 1= int(bm; : : : ; b0). (2) Generation of
general(s) at a half point. (a) bk =0 (k¡m− 1); (b) bm−1 = 0; (c) bk =1 (k¡m− 1) and (d) bm−1 = 1.
= {¡ | ·} = {¡ | ◦}.
See Fig. 15 (1).
2.2. Next, I assume that (a) of Lemma A.3 holds for some k, 06k6m − 1, i.e.,
(L3(int(bm; bm−1; : : : ; bk))=G) & (L4(int(bm; bm−1; : : : ; bk))=G), and show that (b) and
(c) of Lemma A.3 hold for k and that (a) of Lemma A.3 holds for k + 1.
Given Lemma A.2 for i=N − 2 and applying the rules in Rule Set 1, we can
demonstrate that (b) (i) and (c) (i) and (ii) of Lemma A.3 hold for k and that (a) of
Lemma A.3 holds for k + 1, as shown in Fig. 15 (2)(a)–(d).
If bk =0, the number of cells from cell int(bm; bm−1; : : : ; bk+1) through int(bm; bm−1;
: : : ; bk) is equal to int(bm; bm−1; : : : ; bk+1) + 1, which is the number of cells from cell
0 through int(bm; bm−1; : : : ; bk+1). Hence, (b) (ii) of Lemma A.3 holds for k.
If bk =1, the number of cells from cell int(bm; bm−1; : : : ; bk+1) + 1 through int(bm;
bm−1; : : : ; bk) is equal to int(bm; bm−1; : : : ; bk+1) + 1, which is the number of cells
from cell 0 through int(bm; bm−1; : : : ; bk+1). Hence, (c) (iii) of Lemma A.3 holds
for k.
A.2.4. Re>ection of reverse primary wave at half points
Lemma A.4. Let [bm; bm−1; : : : ; b1; b0] be the binary representation of N − 1, where
m¿2 and bm=1. Let L3k be the diagonal line starting at (int(bm; bm−1; : : : ; bk+1),
2N −2− int(bm; bm−1; : : : ; bk+1)) and ending at (1; 2N −3), and let L4k be an adjacent
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Fig. 16. Lemma A.4: ReIection of the reverse primary wave at half points. (a) Notations; (b) The case of
N =19.
line starting at (int(bm; bm−1; : : : ; bk+1), 2N − 1 − int(bm; bm−1; : : : ; bk+1)) and ending
at (2; 2N − 3), where 06k6m− 2.
With Rule Set 1, for N¿5 and 06∀k6m− 2, the following relationships hold:
(a) Re>ection at a half point with one cell
If bk =0: Let L5k be the diagonal line starting at (int(bm; bm−1; : : : ; bk+1), 2N −
2 − int(bm; bm−1; : : : ; bk+1)) and ending at (int(bm; bm−1; : : : ; bk) − 1; 2N − 3), and let
L6k be an adjacent line starting at (int(bm; bm−1; : : : ; bk+1); 2N − 1 − int(bm; bm−1;
: : : ; bk+1)) and ending at (int(bm; bm−1; : : : ; bk)− 2; 2N − 3). Double lines L5k and L6k
are then mirror images of double lines L3k and L4k.
(b) Re>ection at a half point with two cells
If bk =1: Let L5k be the diagonal line starting at (int(bm; bm−1; : : : ; bk+1)+1; 2N −
2−int(bm; bm−1; : : : ; bk+1)) and ending at (int(bm; bm−1; : : : ; bk)−1; 2N−3), and let L6k
be an adjacent line starting at (int(bm; bm−1; : : : ; bk+1) + 1; 2N − 1 − int(bm; bm−1; : : : ;
bk+1)) and ending at (int(bm; bm−1; : : : ; bk)−2; 2N −3). Double lines L5k and L6k are
then mirror images of double lines L3k and L4k.
Proof. Fig. 16 illustrates the lemma.
1. First, I add rules to Rule Set 1 so that the following condition satis es the resulting
rule set, Rule Set 2:
(∀U; V ∈ States) & (¬((U = ∗ |G) & (V = ∗ |G)))
⇒ ((U;G; V )→G) ∈ Rule Set 2:
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This means that, by applying the rules in Rule Set 2, we can guarantee that a cell in
state G will remain in that state until both sides are in either the ∗ or G state. Note
that the addition of the rules does not aDect Lemmas A.1–A.3 and that these lemmas
still hold with Rule Set 2.
2. I will show that the lemma holds with Rule Set 2.
2.1. If bk =0: First, consider triangular area TA1 delimited by the vertical line start-
ing at (int(bm; bm−1; : : :; bk); 2N−2 − int(bm; bm−1; : : : ; bk)) and ending at (int(bm; bm−1;
: : :; bk); 2N−3) and by the diagonal double lines starting at (int(bm; bm−1; : : :; bk); 2N−2
−int(bm; bm−1; : : : ; bk)) and (int(bm; bm−1; : : : ; bk); 2N−1−int(bm; bm−1; : : : ; bk)) and end-
ing at (int(bm; bm−1; : : : ; bk+1); 2N − 2 − int(bm; bm−1; : : : ; bk+1)) and (int(bm; bm−1; : : : ;
bk+1); 2N − 1 − int(bm; bm−1; : : : ; bk+1)), respectively. If we use Rule Set 2, the ver-
tical line stays in state G. The states of the elements of the diagonal double lines
follow Lemma A.3. Next, consider triangular area TA2 in the execution diagram for
N1= int(bm; bm−1; : : : ; bk+1)+1 cells; this area is delimited by the vertical line starting
at (0; 0) and ending at (0; 2N1− 3) and by the diagonal double lines starting at (0; 0)
and (0; 1) and ending at (N1 − 1; N1 − 1) and (N1 − 1; N1), respectively. TA1 is a
mirror image of TA2 because the corresponding lines are mirror images of each other.
Therefore, the diagonal double lines that close TA1, i.e., L5k and L6k, and the diago-
nal double lines that close TA2 are mirror images. Because the latter double lines are
congruent with double lines L3k and L4k based on Lemma A.3, double lines L5k and
L6k are mirror images of L3k and L4k.
2.2. If bk =1: I call the three diagonal lines above L5k and L6k, all starting at
x= int(bm; bm−1; : : : ; bk+1) + 2 and ending at x= int(bm; bm−1; : : : ; bk); L1k; L2k, and
L2k ′, as shown in Fig. 17. First, consider triangle area TA3 delimited by the verti-
cal line starting at (int(bm; bm−1; : : : ; bk); 2N − 2 − int(bm; bm−1; : : : ; bk)) and the diag-
onal double lines starting at (int(bm; bm−1; : : : ; bk); 2N − 2 − int(bm; bm−1; : : : ; bk)) and
(int(bm; bm−1; : : : ; bk); 2N−1−int(bm; bm−1; : : : ; bk)) and closed by diagonal double lines
L1k and L2k. TA3 is a mirror image of the triangular area delimited by the vertical line
starting at (0; 0) and the diagonal double lines starting at (0; 0) and (0; 1) and closed
by the diagonal double lines starting at (i; i) and (i; i + 1) and ending at (0; 2i) and
(0; 2i+1), respectively, where i= int(bm; bm−1; : : : ; bk+1)−1. Next, consider the diagonal
double lines starting at (j; j) and (j; j + 1) and ending at (0; 2j) and (0; 2j + 1), re-
spectively, where j= int(bm; bm−1; : : : ; bk+1)∗2k−1= int(bm; bm−1; : : : ; bk+1; 0; : : : ; 0)−1.
The double sublines of these lines from x= i to 0, called La and Lb, are, based on
Lemma A.2, congruent with the double lines starting at (i; i) and (i; i+ 1) and ending
at (0; 2i) and (0; 2i+ 1), respectively. Therefore, double lines L1k and L2k are mirror
images of La and Lb. Next, I compare the line below La and Lb, Lc, and the line
below L1k and L2k, L2k ′. Because the double lines above Lc and L2k ′ are mirror
images and the start points of those lines are mirror images, their states being · and
-, Lc and L2k ′ are mirror images. Based on Lemma A.2, Lc is congruent with Lb,
and all the lines between Lc and L3k are also congruent with Lb. Therefore, L2k ′ is
congruent with L2k. Because double lines L2k and L2k ′, which are above L5k and
L6k, are mirror images of the double lines above L3k and L4k, and the start points
of these lines are all in state G, whose Image is itself, double lines L5k and L6k are
mirror images of L3k and L4k, based on the mirror image rules in the rule set.
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Fig. 17. Proof of Lemma A.4 (bk =1).
3. Above discussions reveal that all the elements in the execution diagram for N from
time 0 to 2N − 3 are determined based on Lemmas A.1–A.3 and mirror image results
of them. Therefore, the rules added to Rule Set 1 to make Rule Set 2 are superIuous.
Hence, Rule Set 1 is suTcient for Lemma A.4 to hold.
A.2.5. Final states
Lemma A.5. With Rule Set 1, for N¿2 and for 26∀i6N − 2,
(1) S(i; 2N − 3)=G.
(2) S(i; 2N − 2)= F.
Proof. 1. For N =2 to 4, the lemma was veri ed by actual executions.
2. For N¿5:
2.1. First, I will prove proposition (1) of the lemma, using the same notations as
for Lemma A.4.
I compare the triangular area delimited by L5k and L6k and the vertical line at
int(bm; bm−1; : : : ; bk+1), when bk =0, or at int(bm; bm−1; : : : ; bk+1) + 1, when bk =1, and
the triangular area delimited by L3k and L4k and the vertical line at int(bm; bm−1; : : : ;
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bk+1), both closed by the horizontal lines at t=2N − 3. Based on Lemma A.4, they
are mirror images of each other. (Note that all the elements of the vertical lines are in
state G.) Therefore, the horizontal lines are mirror images.
When k =m − 2, the horizontal line of the latter triangular area starts at x=1 and
ends at int(bm; bm−1)= 2 or 3, and, given Lemma A.3, all the elements of the horizontal
line are in state G. Iterative reasoning reveals that all the elements of all horizontal
lines at t=2N − 3 are in state G. Given Lemma A.2, cells 0 and N − 1 are also in
state G at t=2N − 3.
2.2. Applying the rules (∗;G;G)→ F; (G;G;G)→ F, and (G;G; ∗)→ F to proposition
(1) of the lemma produces proposition (2) of the lemma.
A.3. Rule Set 0 being a solution
Theorem A.1. Rule Set 0, as de=ned by Table 2, is a minimal time solution to the
=ring squad synchronization problem.
Proof. 1. Necessity of rules in Rule Set 0: Actual executions of the solution from
N =2 to 43 demonstrated that all the rules in Rule Set 0 are necessary.
2. Su@ciency of rules in Rule Set 0: According to Lemma A.5, Rule Set 1 is
suTcient as a minimal time solution to the  ring squad synchronization problem. From
the initial condition, cell 0 is the general, so it cannot take state · . Therefore, the three
rules added to Rule Set 0 to make Rule Set 1 are never used and are thus superIuous.
Rule Set 0 is thus a suTcient solution.
References
[1] R. Baltzer, An 8-state minimal time solution to the  ring squad synchronization problem, Inform. and
Control 10 (1967) 22–42.
[2] E. Goto, Puzzles on automata, in: T. Kitagawa (Ed.), The Road to Information Science (Jyoho-kagaku
heno Michi), Kyoritsu Shuppan, Tokyo, 1966, pp. 67–92 (Chapter 3) (in Japanese).
[3] J. Mazoyer, A six-state minimal time solution to the  ring squad synchronization problem, Theoret.
Comput. Sci. 50 (1987) 183–238.
[4] J. Mazoyer, On optimal solutions to the  ring squad synchronization problem, Theoret. Comput. Sci. 168
(1996) 367–404.
[5] H. Umeo, T. Sogabe, Y. Nomura, Correction, optimization and veri cation of translation rule set for
Waksman’s  ring squad synchronization algorithm, Theoretical and Practical Issues on Cellular Automata,
Proc. 4th Internat. Conf. on Cellular Automata for Research and Industry, 2000, pp. 152–160.
[6] A. Waksman, An optimal solution to the  ring squad synchronization problem, Inform. and Control 9
(1966) 66–78.
