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Abstract
Given information about a function in two variables, consisting of a ﬁnite number of Radon projections, we study the problem of
smoothing this data by a bivariate polynomial. It turns out that the smoothing problem is closely connected with the interpolation
problem. We propose several schemes consisting of sets of parallel chords in the unit disk which ensure uniqueness of the bivariate
polynomial having prescribed Radon projections along these chords. Regular schemes play an important role in both interpolation
and smoothing of such kind of data. We prove that the existence and uniqueness of the best smoothing polynomial relies on a
regularity property of the scheme of chords. Results of some numerical experiments are presented too.
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1. Introduction
There are some important practical problems, e.g., in tomography, in which we may get information for a real valued
bivariate function in the form of values of its integrals along a ﬁnite set of line segments. A natural question is how
to approximate bivariate functions using such kind of information. In the last year this problem has attracted attention
of many mathematicians. Let us mention some of the works devoted to the subject [13,18,1–3,8,9,12,15,16,20]. Here
we consider smoothing of Radon projections type of data by bivariate polynomials. It turns out that the smoothing
problem is closely connected with the interpolation problem. This is the reason to pay attention ﬁrst to the interpolation
and to seek for some new schemes of chords in the unit disk ensuring uniqueness of the bivariate polynomial having
prescribed Radon projections along these line segments.
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We may state the interpolation problem in other words as a problem of reconstruction of a bivariate polynomial
having prescribed Radon projections on segments along these directions. Marr [16] proved that a bivariate polynomial
is uniquely determined by its integrals on the chords joining a ﬁnite number of equidistant points lying on the unit
circle in the plane. A particular case of a general multivariate result due to Hakopian [11] (see also [8]) shows that a
bivariate polynomial of total degree at most n can be reconstructed uniquely from its integrals over the ( n+22 ) chords
joining arbitrary n + 2 points lying on the unit circle. Recovering of bivariate polynomials using integrals over ( n+22 )
chords taken in n + 1 distinct directions was studied by Bojanov and Georgieva in [4]. Another scheme of segments
for bivariate polynomial interpolation was considered in [7], where Bojanov and Xu proved that the reconstruction
problem has a unique solution if the line segments are associated with the zeros of the Chebyshev polynomial of a
certain degree. More precisely, they showed that a bivariate polynomial of total degree at most n is uniquely recovered
from its Radon projections in 2[(n + 1)/2] + 1 equally spaced (according to their angle measure) directions with
[n/2] + 1 line segments in each direction. A recent result on the subject was obtained in [10], where it was shown
that the zeros of the Chebyshev polynomial of second kind ensure the uniqueness of the solution of the interpolation
problem considered in [4].
Section 2 is a preliminary one. We state there the basics of the subject and quote some important results.
In Section 3 we suggest several regular schemes for bivariate polynomial reconstruction based on Radon projections.
We prove uniqueness of the interpolant for the problem studied in [4] if the segments, over which Radon projections
are given, are associated with the zeros of the Jacobi polynomials, orthogonal in [−1, 1] with respect to the weight
functions (1 − x)±1/2(1 + x)±1/2. The cases we discuss are the only cases of orthogonal polynomials, in which all
their zeros are known in explicit form.
It is a natural question to ask if we had a huge amount of Radon projections, how to smooth these data by a bivariate
polynomial of relatively low degree. We study this problem in Section 4. In the univariate case plotting the data in
the plane may suggest the degree of the smoothing polynomial. Unfortunately the Radon projections are integral-type
information and they cannot give a clue what degree of the smoothing bivariate polynomial would be enough to ensure
a good approximation. We prove sufﬁcient conditions for existence and uniqueness of the best bivariate polynomial,
smoothing given Radon projections type of data. Similar ﬁtting problem in a particular case was mentioned in [16].
The weights we involve give more ﬂexibility of the method. Appropriate choice of the weights may bring better
approximations in some cases.
Algorithms for interpolation and smoothing and results of some numerical experiments are given in Section 5.
2. Preliminaries
We denote by2n the set of all real algebraic polynomials in two variables of total degree at most n. Then, if P ∈ 2n
we have
P(x, y) =
∑
i+jn
ij x
iyj , ij ∈ R.
The dimension of the linear space 2n is (
n+2
2 ). Let B := {x ∈ R2: ‖x‖1} be the unit disk in the plane, where
‖x‖ = √x2 + y2 for x = (x, y). For a given function f :R2 → R we assume that the integrals of f along all line
segments on the unit disk B are known. Given t ∈ [−1, 1] and an angle of measure  ∈ [0, ), the equation
x cos + y sin − t = 0
deﬁnes a line  perpendicular to the vector 〈cos , sin 〉 and passing through the point (t cos , t sin ). The set of points
I (, t) :=  ∩ B,  ∈ [0, ), t ∈ [−1, 1],
is a chord of the unit circle B and it is parameterized as follows:{
x = t cos − s sin ,
y = t sin + s cos , s ∈
[
−
√
1 − t2,
√
1 − t2
]
.
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For ﬁxed t ∈ [−1, 1] and 0< , the Radon projection (or the X-ray) of a function f along the segment I (, t) is
deﬁned by
R(f ; t) :=
∫
I (,t)
f (x) dx =
∫ √1−t2
−√1−t2
f (t cos − s sin , t sin + s cos ) ds.
Clearly, we have
R(f ; t) =R+(f ;−t),
since I (, t) ≡ I (+,−t). This justiﬁes our assumption 0< . It is well-known that the set of Radon projections
{R(f ; t): −1 t1, 0< }
determines f uniquely (see [19,14]). According to a more recent result in [20], an arbitrary function f ∈ L1(R2) with
compact support in B is uniquely determined by any inﬁnite set of X-rays. In particular, f|B ≡ 0 is the only bivariate
function whose Radon transform is identically zero.
An important property (see [6]) is the following: if P ∈ 2n then for each ﬁxed  there exists a univariate polynomial
p of degree at most n such that
R(P ; t) =
√
1 − t2p(t), −1 t1.
The space 2n has a standard basis of the power functions {xiyj }. In [5], another basis of 2n was constructed, which
in many applications concerning Radon projections type of data proved to be more convenient. We deﬁne it below.
Given a univariate function (t),  and = (cos , sin ), the function
(x · ) := (x cos + y sin )
is called a ridge function in direction  corresponding to (t). Denote the Chebyshev polynomial of second kind of
degree m by
Um(t) := 1√

sin(m + 1)
sin 
, t = cos .
Then one may construct an orthonormal basis in 2n consisting of ridge polynomials of the form
Um(; x) := Um(x · ) = Um(x cos + y sin )
taking the equidistant directions. The proof of the following lemma can be found, e.g., in [5].
Lemma 1. Set
mj := j
m + 1 , m = 0, . . . , n, j = 0, . . . , m.
Then the ridge polynomials
Umj (x) := Um(mj ; x), m = 0, . . . , n, j = 0, . . . , m
form a basis in 2n which is orthonormal with respect to the inner product 〈f, g〉 =
∫ ∫
B f (x, y)g(x, y) dx dy.
Moreover, every polynomial P ∈ 2n can be reconstructed uniquely by its projections only on a ﬁnite number of
directions. Precisely, the following theorem holds true.
Theorem A (Logan and Shepp [15]). Let 0 < · · ·< n be arbitrary in [0, ) and P ∈ 2n. Then the projections
Rk (P ; t), −1 t1, k = 0, . . . , n,
determine the polynomial P uniquely.
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Let us consider now recovering of a bivariate polynomial P ∈ 2n by using a ﬁnite number (matching dim2n) of
Radon projections.
The interpolation problem: For a given scheme of chords Ik , k=1, . . . , ( n+22 ), of the unit circle B (which we regard
as interpolatory nodes), ﬁnd a polynomial P ∈ 2n satisfying the conditions∫
Ik
P (x) dx = k, k = 1, . . . ,
(
n + 2
2
)
. (1)
If (1) has a unique solution for every given set of values {k} the interpolation problem is called poised and the scheme
of chords—regular.
The ﬁrst known scheme which is regular for every degree n of the interpolating polynomial was found in [11].
Hakopian’s scheme consists of all ( n+22 ) chords, connecting given n + 2 points on the unit circle B.
Another kind of regular schemes was provided in [4]. In this case the Radon projections are taken along a set of
(
n+2
2 ) chords {I (, t)} of the unit circle, partitioned into n + 1 subsets, such that the kth subset consists of k + 1
parallel chords. More precisely consider scheme (	, T ), where 	 := {0, 1, . . . , n}, 0 < · · ·< n are in [0, ), and
T := {tki} is a triangular matrix of points with the distances tkk < · · ·< tkn (or tkk > · · ·> tkn), associated with the
angle measures k , k = 0, . . . , n:
0 → t00 t01 · · · t0n
1 → t11 · · · t1n
...
...
. . .
...
n → tnn
.
Consider the matrices whose elements are the values of Chebyshev polynomials of second kind
Uk :=
⎛
⎜⎜⎝
Uk(tkk) Uk+1(tkk) · · · Un(tkk)
Uk(tk,k+1) Uk+1(tk,k+1) · · · Un(tk,k+1)
...
...
...
...
Uk(tkn) Uk+1(tkn) · · · Un(tkn)
⎞
⎟⎟⎠ .
The following important result was proved in [4].
Theorem B. For any given 0 < · · ·< n in [0, ), corresponding points {tki}nk=0, ni=k and real data {ki}nk=0, ni=k , the
interpolation problem∫
I (k,tki )
P (x) dx = ki , k = 0, . . . , n, i = k, . . . , n, P ∈ 2n, (2)
is poised if and only if
det Uk = 0 for k = 1, . . . , n.
We remark that not for all choices of T = {tki}nk=0, ni=k the matrices Uk are non-singular. Indeed, for k = n we have
det Uk =Un(tnn)= 0 if tnn is a zero of the polynomial Un. However, for each ﬁxed k, det Uk = 0 for almost all choices
of tki ∈ R. Nevertheless, given a set of points T it is often difﬁcult to determine if problem (2) has a unique solution.
A regular scheme of this type was suggested in [10]. The main result there may be formulated as follows:
Theorem C. For any given 0 < · · ·< n in [0, ) and real data {ki}nk=0, ni=k , there exists a unique polynomialP ∈ 2n
satisfying the interpolation conditions∫
I (k,tki )
P (x) dx = ki , k = 0, . . . , n, i = k, . . . , n,
where {tki = cos((i + 1)/(n + 2))}ni=0 are the zeros of the Chebyshev polynomial of second kind Un+1, k = 0, . . . , n.
We conclude this preliminary section with some well-known assertions on Chebyshev systems which we shall make
use of.
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Proposition. The functions
(a) {cos jx}mj=0 form a Chebyshev system in [0, ];
(b) {sin lx}ml=1 form a Chebyshev system in (0, );
(c) {sin(2l + 1)x}ml=0 form a Chebyshev system in (0, /2).
3. Regular interpolatory schemes
In this section we propose several regular schemes for bivariate polynomial interpolation based on Radon projections.
We prove uniqueness of the interpolant for the problem (2) if the segments, over which Radon projections are given,
are associated with the zeros of some orthogonal polynomials.
Precisely, we consider Jacobi polynomials P (,
)n (x) orthogonal in [−1, 1] with respect to the weight function
(x) = (1 + x)(1 − x)
 for
(i)  = 
 = − 12 (i.e., (x) = 1/
√
1 − x2) which are in this case the Chebyshev polynomials of ﬁrst kind Tn(x) =
cos(n arccos x);
(ii) = 12 , 
= − 12 , i.e., (x) = (1 + x)1/2(1 − x)−1/2;
(iii) = − 12 , 
= 12 , i.e., (x) = (1 + x)−1/2(1 − x)1/2.
The reason to consider these polynomials is that we know explicitly their zeros. Another case in which the zeros of the
Jacobi polynomials are explicitly known is when = 
= 1/2, i.e., (x) = √1 − x2 and P (1/2,1/2)n is the Chebyshev
polynomial of second kind Un (see [10]).
The regularity of interpolatory schemes in cases (i)–(iii) is proved in the following theorem.
Theorem 1. Let n be given positive integer,	={0, 1, . . . , n}, 0 < · · ·< n be arbitrary in [0, ), and let T ={tki}
be one of the following:
(a) tki =i+1 =cos((2i+1)/2(n+1)), i=k, . . . , n, are the zeros of the Chebyshev polynomial of ﬁrst kind Tn+1(x);
(b) tki = cos((2i + 1)/(2n + 3)), i = k, . . . , n, are the zeros of the Jacobi polynomial P (1/2,−1/2)n+1 (x);
(c) tki = cos(2(i + 1)/(2n + 3)), i = k, . . . , n, are the zeros of the Jacobi polynomial P (−1/2,1/2)n+1 (x).
Then the interpolation problem (1) is poised, i.e., the interpolatory scheme (	, T ) is regular.
Proof. (a) Let us ﬁx an integer k, 0kn. After straightforward calculations we obtain
Un−j (tk,n−l ) = (−1)n−l
cos j
[2(n − l) + 1]
2(n + 1)
sin
[2(n − l) + 1]
2(n + 1)
,
for l = 0, . . . , n − k and j = 0, . . . , n − k.
Let us denote
k =
∣∣∣∣∣∣∣∣
n−k(xn−k) n−k(xn−k−1) . . . n−k(x0)
n−k−1(xn−k) n−k−1(xn−k−1) . . . n−k−1(x0)
...
...
...
...
0(xn−k) 0(xn−k−1) . . . 0(x0)
∣∣∣∣∣∣∣∣
, (3)
where
j (x) = cos jx, j = 0, . . . , n − k,
xl = [2(n − l) + 1]2(n + 1) , l = 0, . . . , n − k.
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Factoring out the common multipliers of the rows in the determinant det Uk we get
det Uk = k
n−k∏
l=0
(−1)n−l
sin
[2(n − l) + 1]
2(n + 1)
.
It follows from Proposition (a) that k = 0 since the functions j (x) = cos jx, j = 0, . . . , n − k, form a Chebyshev
system in [0, ] and xl ∈ [0, ], l = 0, . . . , n − k. Therefore,
det Uk = 0.
Now Theorem B implies that the interpolation problem (2) is poised and the scheme is regular.
(b) As above, we ﬁx an integer k, 0kn, and in a similar manner we obtain
Un−j (tk,n−l ) = (−1)n−j
sin(l + 1)2(n − j + 1)
2n + 3
sin
[2(n − l) + 1]
2n + 3
,
for l = 0, . . . , n − k and j = 0, . . . , n − k.
Proposition (b) yields that k = 0, where k is the determinant deﬁned in (3) with
l (x) = sin(l + 1)x, l = 0, . . . , n − k,
xj = 2(n − j + 1)2n + 3 ∈ (0, ), j = 0, . . . , n − k.
Factoring out the common multipliers of the columns in the determinant det Uk we obtain
det Uk = k
n−k∏
j=0
(−1)n−j
sin
(2(n − j) + 1)
2n + 3
,
hence
det Uk = 0.
Applying Theorem B to the proposed scheme of chords we complete the proof in this case.
(c) Let k be an integer, 0kn. As in the proof of the previous cases we get the representation
Un−j (tk,n−l ) = (−1)n−j
sin(2l + 1) (n − j + 1)
2n + 3
sin
2(n − l + 1)
2n + 3
,
for l = 0, . . . , n − k and j = 0, . . . , n − k.
We have k = 0 due to Proposition (c), for k deﬁned in (3) with
l (x) = sin(2l + 1)x, l = 0, . . . , n − k,
xj = (n − j + 1)2n + 3 ∈ [0, /2], j = 0, . . . , n − k.
Factoring out the common multipliers of the columns in the determinant det Uk we obtain
det Uk = k
n−k∏
j=0
(−1)n−j
sin
(n − j + 1)
2n + 3
.
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Since k = 0 we conclude that
det Uk = 0.
Therefore, by Theorem B the interpolation problem (2) is poised and the scheme is regular. 
4. Data smoothing
It is a well-known technique to seek some approximation of a given function as a linear combination of basis functions
(see for example the books [13,17]).
Here we present a least squares method for approximation of a given data about a bivariate function. The best
polynomial we ﬁnd is a linear combination of the orthonormal basis Umj (deﬁned in Lemma 1) in the space of bivariate
polynomials in the unit disk.
4.1. Radon projections type of data
Let a set of n distinct chords of the unit circle B determined by the pair (	, T ) := {(i , ti )}Ni=1 be given, i ∈ [0, ),
ti ∈ [−1, 1], i = 1, . . . , N , and let  := {i}Ni=1 be the Radon projections of a function f along these chords, i.e.,
Ri (f, ti) = i , i = 1, . . . , N .
We regard the set of chords determined by (	, T ) and the set of values  generally as data. Finally, by := {i}Ni=1 we
denote a set of positive real numbers which we consider to be weights related to the corresponding Radon projections.
The smoothing problem: Given data (	, T ) and , and weights , ﬁnd a polynomial P ∈ 2n, N >(n+22 ), such that
N∑
i=1
i (Ri (P , ti) − i )2 → min . (4)
Theorem 2. Assume that data (	, T ) and , and weights  are given. Suppose that there exists a subset J ⊂
{1, 2, . . . , N}, |J | = ( n+22 ), such that the interpolatory scheme of chords determined by {(j , tj )}j∈J is regular. Then
there exists a unique polynomial P ∈ 2n for which the minimum in (4) is attained.
Proof. Suppose P is a bivariate polynomial of degree at most n. By Lemma 1 we may represent P in the form
P(x) =
n∑
m=0
m∑
j=0
amjUmj (x).
Since the Radon projection for a ﬁxed line segment is a linear functional it follows that
Ri (P ; ti ) =
n∑
m=0
m∑
j=0
amjRi (Umj ; ti ), i = 1, . . . , N .
Hence, problem (4) is equivalent to the problem
 :=
N∑
i=1
i
⎛
⎝ n∑
m=0
m∑
j=0
amjRi (Umj , ti) − i
⎞
⎠
2
→ min , (5)
where  is a function of the coefﬁcients {amj }. Applying the necessary conditions for extrema

a
= 0, = 0, . . . , n, = 0, . . . , m,
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we obtain the linear system
n∑
m=0
m∑
j=0
(
N∑
i=1
iRi (Umj , ti)Ri (U, ti)
)
amj =
N∑
i=1
iiRi (U, ti), = 0, . . . , n, = 0, . . . , m (6)
with respect to the coefﬁcients {amj }.
In order to prove that (6) has a unique solution for an arbitrary set  of Radon projections we consider the corre-
sponding homogeneous system:
n∑
m=0
m∑
j=0
(
N∑
i=1
iRi (Umj , ti)Ri (U, ti)
)
mj = 0, = 0, . . . , n, = 0, . . . , m. (7)
Using the linearity of the functionals Ri (·, ti) we get
N∑
i=1
iRi
⎛
⎝ n∑
m=0
m∑
j=0
mjUmj , ti
⎞
⎠Ri (U, ti) = 0, = 0, . . . , n, = 0, . . . , m. (8)
Denote
Q :=
n∑
m=0
m∑
j=0
mjUmj .
Let us note that Q is a polynomial from 2n. Then (8) may be rewritten as
N∑
i=1
iRi (Q, ti)Ri (U, ti) = 0, = 0, . . . , n, = 0, . . . , m. (9)
We now sum all the equations of (9) multiplied by the corresponding  and obtain
N∑
i=1
i (Ri (Q, ti))
2 = 0.
Hence, by the positivity of the weights i , we have
Ri (Q, ti) = 0, i = 1, . . . , N .
Since there exists a subset J ⊂ {1, 2, . . . , N}, |J | = ( n+22 ), such that the interpolatory scheme of chords determined
by {(j , tj )}j∈J is regular, we conclude that Q ≡ 0. Then Lemma 1 yields that
mj = 0, m = 0, . . . , n, j = 0, . . . , m,
i.e., the homogeneous system (7) has only the zero solution.
Therefore the linear system (6) has a unique solution. Thus the theorem is proved. 
Remark. A similar theorem for the case i = 1, i = 1, . . . , N , and for a special set of directions 	 of the chords was
formulated in [16], where the proof was omitted. For the sake of completeness we give here a proof in this more general
case.
4.2. Mixed type of data
Now, we shall consider a smoothing problem for mixed type of data—both Radon projections and function values.
Namely, let the data (, T ) and , and the weights  be given as above in Section 4.1. Additionally we take values
F := {fj }Mj=1 of the function f at arbitrary points X := {xj }Mj=1 in the unit disk B, i.e.,
f (xj ) = fj , j = 1, . . . ,M .
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In particular, the points X can be chosen only on the unit circle B. And by  := {j }Mj=1 we mean weights corre-
sponding to the function values.
The smoothing problem for mixed type of data: Given
(i) Radon projections data (	, T ) and , and corresponding weights ;
(ii) function values F at points X and weights ,
ﬁnd a polynomial P ∈ 2n, N >(n+22 ), such that
N∑
i=1
i (Ri (P , ti) − i )2 +
M∑
j=1
j (P (xj ) − fj )2 → min . (10)
Theorem 3. Assume that mixed type of data (	, T ), , X, F , and weights ,  are given. Suppose that there exists
a subset J ⊂ {1, 2, . . . , N}, |J | = ( n+22 ), such that the interpolatory scheme of chords determined by {(j , tj )}j∈J is
regular. Then there exists a unique polynomial P ∈ 2n for which the minimum in (10) is attained.
Therefore, including a regular interpolatory scheme from Section 3 into the set of chords (	, T ) assures the unique-
ness of the solution to the problem for mixed data. The proof of the theorem is similar to the proof of Theorem 2 and
the best polynomial which attains the minimum in (10) could be found as a linear combination of the orthonormal basis
deﬁned in Lemma 1.
5. Algorithms and numerical examples
In this section we present results from numerical experiments produced with the Mathematica software developed
by Wolfram Research Inc. In some test examples we give 3D graphs, in others grey-scale images of the considered
functions. We omit the explicit form of the generated polynomials because of the tremendous length of the record. The
interpolation and smoothing data
ki =
∫
I (k,tki )
f (x, y) dx dy,
which are in fact the Radon projections of the function to be recovered along the chords of the unit disk in all examples
are computed numerically.
5.1. Interpolation
First, we sketch the algorithm for solving the interpolation problem. Given a regular scheme determined by 0 < · · ·
< n in [0, ), corresponding points {tki}nk=0, ni=k and real data {ki}nk=0, ni=k , we consider the interpolation problem(2).
Every polynomial P ∈ 2n can be uniquely represented in the following way:
P(x, y) =
n∑
r=0
r∑
l=0
arlUrl(x, y). (11)
The interpolation algorithm:
Step 1: Compute the Radon projections of Url(x, y) along the chords I (k, tki) of the interpolation scheme:∫
I (k,tki )
Url(x, y) dx dy.
Step 2: Solve the following linear system for the coefﬁcients {arl}:
n∑
r=0
r∑
l=0
arl
∫
I (k,tki )
Url(x, y) dx dy = ki , i = k, . . . , n, k = 0, . . . , n.
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Table 1
= 
= − 12 = 
= 12 = 12 , 
= − 12 = − 12 , 
= 12
‖f − P ‖∞,B
‖f ‖∞,B 0.320248 0.208497 0.38806 0.745434‖f − P ‖∞,K
‖f ‖∞,K 0.049572 0.041312 0.079127 0.132292
Step 3: Substitute the values of the coefﬁcients {arl} in (11).
Example 1. We interpolate the function
f (x, y) = 0.5e−15((x+0.3)2+(y−0.4)2) − 0.8e−5((x−0.2)2+2(y+0.5)2) + e(x−0.2)2+y2
by a polynomial P ∈ 220, dim220 = 231. We apply the four regular interpolatory schemes from Section 3 with
k = (k + 1)/(n + 2), k = 0, . . . , n, in each case. Here , 
 are the corresponding parameters in Jacobi polynomials
whose zeros determine the distances {tki}nk=0, ni=k of the chords from the origin. In Fig. 1 we present the gray-scale
images. Despite the low accuracy, visually the gray-scale images are much alike the original image, and as in many
other tests the best approximation is based on the zeros of Chebyshev polynomials of the second kind.
The uniform norm of the relative interpolation error in each of the considered cases is given in Table 1. It is worth
to mention that the error function becomes larger close to the boundary of the unit disk. So the approximation is better
in a disk with radius a little less than r = 1. In the last row of Table 1 the relative errors in the disk K centered at the
origin and radius r = 0.9 are placed.
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Table 2
n 4 8 10 20 40
dim2n 15 45 66 231 861‖f − Pn‖∞,B
‖f ‖∞,B 0.828417 0.179624 0.0430152 0.0133215 0.00614952
Example 2. We try our four regular schemes of chords from Section 3 for interpolation of the function “Mexican Hat”
f (x, y) =
sin
(
3
√
(x + 0.1)2 + (y + 0.2)2 + 10−18
)
3
√
(x + 0.1)2 + (y + 0.2)2 + 10−18
with polynomials Pn(x, y) of degree n = 4, 8, 10, 20, 40. The best results were obtained again for the scheme based
on the zeros of Un+1 with k = (k + 1)/(n + 2), k = 0, . . . , n. The distances are {tki = cos((i + 1)/(n + 2))}ni=0,
k = 0, . . . , n.
In Fig. 2 we present 3D images for the scheme based on the zeros of Un+1.
The relative interpolation error is given in Table 2.
5.2. Smoothing algorithm
Given data (	, T ) and , and weights , suppose that there exists a subset J ⊂ {1, 2, . . . , N}, |J | = ( n+22 ), such
that the interpolatory scheme of chords determined by {(j , tj )}j∈J is regular. According to Theorem 2 there exists a
unique polynomial P ∈ 2n for which the minimum in (4) is attained.
178 I. Georgieva, R. Uluchev / Journal of Computational and Applied Mathematics 215 (2008) 167–181
The smoothing algorithm: Suppose the bivariate polynomial P of degree at most n is represented in the form
P(x) =
n∑
m=0
m∑
j=0
amjUmj (x). (12)
Step 1: Compute the Radon projections
Ri (Umj , ti), i = 1, . . . , N, j = 0, . . . , m, m = 0, . . . , n.
Step 2: Solve the following linear system for the coefﬁcients {amj }:
n∑
m=0
m∑
j=0
(
N∑
i=1
iRi (Umj , ti)Ri (U, ti)
)
amj =
N∑
i=1
iiRi (U, ti), = 0, . . . , n, = 0, . . . , m.
Step 3: Substitute the values of the coefﬁcients {amj } in (12).
Example 3. We recover the function
f (x, y) = sin(2(x − 0.1)y − 0.5)2
by polynomials Pn ∈ 2n, using N Radon projections, N dim2n = ( n+22 ).
The set of chords (	, T )={(i , ti )}Ni=1 is chosen as follows. We assign the ﬁrst ( n+22 ) chords determined by the pairs
(i , ti ) corresponding to the regular interpolatory scheme, based on the zeros of Chebyshev polynomials of second
kind Un+1 given in Section 3, i.e.,
i = (k + 1)
n + 2 , ti = cos
(j + 1)
n + 2 , k = 0, . . . , n, j = k, . . . , n.
Computational tests show that the schemes based on the zeros of Un+1 are experimentally the best for interpolation.
For this reason we choose the ﬁrst set of the chords in this manner.
All the remaining N − ( n+22 ) chords we take equidistant with one and the same direction angle of measure 3/4,
i.e.,
i = 34 , ti = −1 +
2
[
i −
(
n+2
2
)]
− 1
N −
(
n+2
2
) , i = (n + 2
2
)
+ 1, . . . , N .
It is essential how to take the additional chords. The surface of the function to be approximated is ridge-like with
“direction” approximately /4. That is why we choose in Cases 1, 3, 4 and 5 the directions of the additional chords to
be the same and equal to 3/4 and in Case 4 we take the weights corresponding to the additional chords to be much
bigger than the others. Numerous numerical tests we made showed that this is a good choice.
First we compute Radon projections  along the chords (	, T ) for the given function f (x, y) and then we apply
the smoothing algorithm to ﬁnd the best reconstructing polynomial Pn. The relative error in L2-norm is given.
Case 1: We apply the smoothing algorithm to ﬁnd the polynomial of degree n= 8 using N = 90 (90 > dim28 = 45)
Radon projections with weights i = 1, i = 1, . . . , 90. 3D graphs of the function f , the smoothing polynomial P8, and
the error function f − P8 are given in Fig. 3.
For the error we have ‖f − P8‖2/‖f ‖2 = 0.0345785.
Case 2: Now the smoothing algorithm is applied for ﬁnding the approximating polynomial of degree n = 8 using
N = 45 Radon projections with weights i = 1, i = 1, . . . , 45. Let us note that in this case we ﬁnd the interpolatory
polynomial since dim28 = 45. 3D graphs of the function f , the smoothing (and also interpolatory) polynomial P8,
and the error function f − P8 are given in Fig. 4.
For the error we have ‖f − P8‖2/‖f ‖2 = 0.0895903. Observe that the error here is much bigger than in Case 1.
This conﬁrms expectations that using more data provides better approximation.
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Case 3: The smoothing algorithm for polynomials of degree n = 4, dim24 = 15, using N = 30 chords and weights
i = 1, i = 1, . . . , 30, gives a polynomial P4 such that ‖f − P4‖2/‖f ‖2 = 0.864.
Case 4: Applying the smoothing algorithm for polynomials of the same degree n= 4 and N = 30 chords, as in Case
3, but taking the weights i = 1, i = 1, . . . , 15, i = 20, i = 16, . . . , 30, we get ‖f −P4‖2/‖f ‖2 = 0.189 for the error.
Comparing the L2-norm of the error function with that in Case 3 we see that the choice of the weights may play a
signiﬁcant role in recovering of a function. In this case we obtain a better approximation due to the appropriate choice
of the weights.
Case 5: In this case we consider mixed type of data. We apply the smoothing algorithm to ﬁnd the polynomial of
degree n = 8 using N = 60 Radon projections with weights i = 1, i = 1, . . . , 60 and M = 30 function values at
equidistant points xk = (cos(2k/M), sin(2k/M)), on the unit circle, with weights k = 10, k = 1, . . . ,M .
In this case we use again 90 pieces of information but we achieve better approximation than in Case 1. Here for the
error we get ‖f − P8‖2/‖f ‖2 = 0.0127954. In Fig. 5 graphs of the function f , the smoothing polynomial P8, and the
error function f − P8 are given.
The idea to include in the data weighted function values at points from the unit circle occurred to us from the reason
that the approximation error becomes bigger near the boundary of the unit disk, as one may see in Figs. 1 and 3.
Example 4. It is clear that interpolation and smoothing based on our schemes of chords (if N( n+22 )) reconstruct
exactly the bivariate polynomials of degree n. Let us consider a “fuzzy” polynomial f (x, y) = (x4 + 3x2y2 +
y2x)(x, y)/‖‖ where (x, y) = e0.1(|x+0.3|+|y−0.1|).
As in Example 3 we determine the ﬁrst ( n+22 ) chords with
i = (k + 1)
n + 2 , ti = cos
(j + 1)
n + 2 , k = 0, . . . , n, j = k, . . . , n.
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All remaining N − ( n+22 ) chords we take equidistant in direction and in distance from the origin:
i = i
N + 1 −
(
n+2
2
) , ti = −1 + 2
[
i −
(
n+2
2
)]
− 1
N −
(
n+2
2
) , i = (n + 2
2
)
+ 1, . . . , N .
Applying our smoothing algorithm we obtain the polynomial
P4(x, y) = − 0.014x − 0.03x2 + 0.048x3 + 0.967x4 + 0.005y − 0.011xy − 0.032x2y + 0.006x3y
− 0.004y2 + 0.994xy2 + 2.937x2y2 − 0.008y3 + 0.002xy3 + 0.006y4
of degree n = 4 using Radon projections along N = 60 chords and weights i = 1, i = 1, . . . , 60. The coefﬁcients of
the polynomial P4 which are smaller in absolute value than 0.001 are chopped. The L2-norm of the error function for
this example is ‖f − P4‖2/‖f ‖2 = 0.0105.
We used only 60 pieces of data and visually the surfaces of the function and the smoothing polynomial are indistin-
guishable. The L2-norm of the error is small.
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