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Recently, Chmielowiec (2010) [3] studied an upper bound for the average number of fixed
points in RSA encryption and asserted that it is on the order of (log n)2 for randomly chosen
RSA parameters (n, e). In this paper, we point out some error in his estimation and present
detailed procedures for correct evaluation. It is shown that the expected number of RSA
fixed points is in fact O((log n)3).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let n = pq with p, q primes of the same bit-length and let e be an integer such that gcd(e, φ(n)) = 1, where φ denotes
the Euler totient function, i.e., φ(n) = (p−1)(q−1). The RSA encryption function is defined by y = xe mod n for x ∈ Zn [5].
We say that x ∈ Zn is a fixed point of RSA encryption if xe = xmod n. By counting the number of solutions to the modular
equation x(xe−1 − 1) = 0 mod n, it can be easily seen [2] that the number of RSA fixed points is given by
F(n, e) = (1+ gcd(e− 1, p− 1))(1+ gcd(e− 1, q− 1)). (1)
Let E(x) be the expected value of variable x. Suppose that RSA parameters p, q and e are chosen randomly and
independently over [0,√N) and [0,N) for a given bound N , respectively, (i.e., p, q ∈R [0,
√
N) and e ∈R [0,N)). Recently,
Chmielowiec [3] conducted a study on the expected value E(F(n, e)) of RSA fixed points for random RSA parameters and
showed that E(F(n, e)) = O((logN)2). However, his computation implicitly assumes that the two gcd variables in Eq. (1),
g1 = gcd(e − 1, p − 1) and g2 = gcd(e − 1, q − 1), are mutually independent. That is, he computed E(F(n, e)) as
E(F(n, e)) = E(1 + g1)E(1 + g2). This computation is obviously wrong, since g1 and g2 cannot be independent due to
the common variable e− 1. In this paper, we correct the error and show that E(F(n, e)) is in fact O((logN)3).
Throughout this paper, we will use the following notation:
• E(x): the expected value of variable x.
• (a, b): the greatest common divisor of a and b, i.e., short notation for gcd(a, b).
• ∑n≤x: for any real number x ≥ 1, the sum runs over all positive integers≤ x.
• ∑d1,d2≤x: short notation for the double summation∑d1≤x∑d2≤x.• ∑d|n: the sum runs over all positive divisors d of n.
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• ∑ab=n: the sum runs over all pairs (a, b) of positive integers whose product is equal to n.
• ∑ab≤x: for any real number x ≥ 1, the sum runs over all pairs (a, b) of positive integers whose product is less than or
equal to x.
2. Main result
We first present two useful expressions for expected values of gcds for random integers, as stated in Lemma 1, which
will be used to derive the main result given in Theorem 1.
Lemma 1. Suppose that positive integers u, v, w are chosen randomly and independently in [0,m) for sufficiently large m. Then
we have
(1) E((u, v)) = 1
ζ (2)
−
d≤m
1
d
+ e1(m),
(2) E((u, v)(u, w)) = 1
ζ (2)2
−
d1,d2≤m
(d1, d2)
d1d2
+ e2(m),
where ζ (2) = π26 and the error terms e1, e2 are given by
e1(m) = O

1
m
−
d≤m
log
m
d

,
e2(m) = O

1
m
−
d1,d2≤m
(d1, d2)

1
d1
log
m
d2
+ 1
d2
log
m
d1

.
Proof. The probability that a random number u ∈R [0,m) is divisible by any integer d is
Pd(d,m) = Pr{d divides u | u ∈R [0,m)} = 1d + O

1
m

, (2)
So the probability that two random numbers u, v ∈R [0,m) are both divisible by d is Pd(d,m)2 = 1d2 + O( 1dm ). It is also well
known that the probability that two random integers u, v ∈ [0,m) are coprime approaches 6
π2
= 0.60792 . . . asm tends to
infinity (e.g., see [3] and [1, Section 3.8]). More specifically, we have
Pc(m) = Pr{(u, v) = 1 | u, v ∈R [0,m)} = 1
ζ (2)
+ O

logm
m

, (3)
where ζ is the Riemann zeta function and ζ (2) = π26 (see Appendix B).
To show the first equality in the Lemma, we note that (u, v) = d if d divides both u and v and if (u/d, v/d) = 1. So we
have (u, v) = dwith probability Pd(d,m)2Pc(m/d). Therefore, we have
E((u, v)) =
−
d≤m
d · Pd(d,m)2Pc
m
d

= 1
ζ (2)
−
d≤m
1
d
+ O

1
m
−
d≤m
log
m
d

.
For the second equality, we need to consider a correlation between two gcds, (u, v) and (u, w), involving the common
variable u. That is, we have
p1 = Pr{(u, v) = d1} = Pd(d1,m)2Pc

m
d1

= 1
ζ (2)d21
+ O

logm/d1
md1

,
p2 = Pr{(u, w) = d2 | (u, v) = d1} = Pd

d2
(d1, d2)
,m

Pd(d2,m)Pc

m
d2

= (d1, d2)
ζ (2)d22
+ O

(d1, d2)
md2
log
m
d2

.
The latter conditional probability comes from the fact that if (u, v) = d1, then d2 divides u if d2(d1,d2) divides u. Therefore, we
have
E((u, v)(u, w)) =
−
d1≤m
−
d2≤m
d1d2 · Pr{(u, v) = d1, (u, w) = d2} =
−
d1,d2≤m
d1d2p1p2
= 1
ζ (2)2
−
d1,d2≤m
(d1, d2)
d1d2
+ O
 −
d1,d2≤m
(d1, d2)
m

1
d1
log
m
d2
+ 1
d2
log
m
d1

. 
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Recall that we want to evaluate the expected value E(F(n, e)) of F(n, e) = (1+ 2gp)(1+ 2gq), i.e.,
E(F(n, e)) = 1+ 2E(gp)+ 2E(gq)+ 4E(gpgq), (4)
where
gp =

e− 1
2
,
p− 1
2

, gq =

e− 1
2
,
q− 1
2

.
To apply Lemma 1 to compute E(gp)/E(gq) and E(gpgq), we have to make some assumption on the probability distribution
of e−12 and
p−1
2 ,
q−1
2 . More explicitly, we make the following assumption for simplicity:
Assumption 1. Let N and E be large integers. For randomly chosen RSA parameters n ∈R [0,N) and e ∈R [0, E) such that
n = pq, p, q ∈R [0,
√
N) and (e, φ(n)) = 1, we assume that two identities in Lemma 1 hold for (u, v, w) = ( e−12 , p−12 , q−12 )
with m = min{(√N − 1)/2, (E − 1)/2}.
Note that this is a ‘simplifying’ assumption that does not actually hold. For example, we can show that for a random
prime p, the probability that p′ = (p − 1)/2 is divisible by d is not 1/d but 1/φ(2d). This, however, would not result in
a significant difference, for example, as can be seen from the fact that the average order of φ(d)/d approaches a constant
1/ζ (2) (see Lemma 3). The coprime probability (see Eq. (3)) may also be slightly different due to different probability spaces
involved. However, for sufficiently large N and E, this difference would not change the main term 1/ζ (2), only affecting the
error term. We thus believe that the above simplifying assumption is reasonable for the purpose of estimating E(F(n, e)).
Note that the work in [3] also implicitly assumes Assumption 1 for E = N .
The following theorem summarizes our main result on E(F(n, e)), which will be proved in the subsequent sections.
Theorem 1. Let (n = pq, e) be random RSA parameters such that p, q ∈R [0,
√
N) and e ∈R [0, E) with (e, φ(n)) = 1. Let
x = min{(√N − 1)/2, (E − 1)/2}. Then, under Assumption 1, the expected number E(F(n, e)) of RSA fixed points is given by
E(F(n, e)) = 4
3ζ (2)3
(log x)3 + O((log x)2).
In particular, for e ∈R [0,N) (i.e., E = N), we have
E(F(n, e)) = (logN)
3
6ζ (2)3
+ O((logN)2).
3. Asymptotic formulas
An arithmetic function is a real or complex-valued function f (n) defined over the set of positive integers. For example,
commonly used arithmetic functions include f (n) = 1ns for a real number s > 0, the Euler totient function φ(n) and the
Möbius function µ(n) (see below), etc. We need some properties and identities involving φ(n) and µ(n) for the proof of
Theorem 1.
Given two arithmetic functions f and g , the Dirichlet convolution of f and g , denoted by f ∗ g , is the arithmetic function
defined by
(f ∗ g)(n) =
−
d|n
f (d)g
n
d

.
It is often necessary to evaluate partial sums for the sum over divisors such as Dirichlet convolution. The following sequence
of transformations provides useful techniques for evaluating such partial sums:−
n≤x
(f ∗ g)(n) =
−
n≤x
−
d|n
f (d)g
n
d

=
−
n≤x
−
dh=n
f (d)g(h) =
−
dh≤x
f (d)g(h)
=
−
d≤x
−
h≤x/d
f (d)g(h) =
−
d≤x
f (d)G
 x
d

, (5)
where G(x) is the partial sum of g(n) for n ≤ x, i.e., G(x) =∑n≤x g(n).
The Euler totient function φ(n) counts the number of positive integers not greater than n that are coprime to n. The
Möbius function µ(n) is defined as µ(n) = 0 if n is not square-free and µ(n) = (−1)k if n consists of k distinct primes. Let
e(n) be the unit function such that e(n) = 1 if n = 1 and e(n) = 0 for all other n > 1. Denote by Id the identity function,
i.e., Id(n) = n. The following well-known convolution identities involving these functions will be extensively used to derive
various formulas needed for our proof. (e.g., see [1, Ch.3] for more details):
φ = µ ∗ Id ⇔ φ(n) =
−
d|n
µ(d)
n
d
, (6)
e = µ ∗ 1⇔ e(n) =
−
d|n
µ(d) =

1 if n = 1
0 else . (7)
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We will use the following lemma to approximate the partial sums of the harmonic series and logarithms (see
Appendix A for proofs):
Lemma 2. For any real number x specified therein, we have
H(x) =
−
n≤x
1
n
= log x+ γ + O

1
x

(x ≥ 1),
W (x) =
−
n≤x
log n = x log x− x+ O(log x) (x ≥ 2),
where γ = 0.57721 . . . is the Euler constant.
We also need some standard estimates for partial sums involving φ(n) listed below (their proofs are provided in
Appendix B):
Lemma 3. The following estimates hold for any real number x ≥ 2 and positive integer k ≥ 1:
(1) Φ1,0(x) =
−
n≤x
φ(n)
n
= x
ζ (2)
+ O(log x).
(2) Φ1,k(x) =
−
n≤x
φ(n)(log n)k
n
= x
ζ (2)
k−
j=0
(−1)j k!
(k− j)! (log x)
k−j + O((log x)k+1).
(3) Φ2,0(x) =
−
n≤x
φ(n)
n2
= log x+ γ
ζ (2)
− A+ O

log x
x

.
(4) Φ2,k(x) =
−
n≤x
φ(n)(log n)k
n2
= (log x)
k+1
(k+ 1)ζ (2) + O(1).
Here the constant A is given by A = ζ ′(2)
ζ (2)2
= −0.34649 . . . .
4. Proof of Theorem 1
We first present some useful identities that can be used to transform partial sums involving gcds into ordinary
summations:
Lemma 4. For any arithmetic function f , g and for any real number x ≥ 1 and positive integer r ≥ 1, we have
(1)
−
n≤x
f ((n, r), n) =
−
d|r
−
k≤x/d
(k,r/d)=1
f (d, kd),
(2)
−
n≤x
(n,r)=1
g(n) =
−
d|r
µ(d)
−
h≤x/d
g(dh).
Proof. (1) Any value of (n, r) corresponds to a divisor d of the given integer r and, for each divisor d of r , (n, r) = d iff d | n
and ( nd ,
r
d ) = 1. So the sum of any arithmetic function f ((n, r), n) of (n, r) and n for n ≤ x can be computed by letting n = kd
for each divisor d of r and summing up the function f (d, kd) for all k ≤ x/dwith (k, rd ) = 1. This proves the identity (1).
(2) Express g(n) with (n, r) = 1 using the unit function e(n) as g(n)e((n, r)) and then use the identity e = µ ∗ 1 (see
Eq. (7)) to obtain the stated result as follows:−
n≤x
(n,r)=1
g(n) =
−
n≤x
g(n)e((n, r)) =
−
n≤x
g(n)
−
d|(n,r)
µ(d)
=
−
n≤x
g(n)
−
d|n
d|r
µ(d) =
−
n≤x
d|n
g(n)
−
d|r
µ(d) =
−
d|r
µ(d)
−
h≤x/d
g(dh). 
Themain task in computing E(F(n, e)) is to compute E(gpgq) (see Theorem 1 and Lemma 1). For this, we need to evaluate
the sum
G(x) =
−
d1,d2≤x
(d1, d2)
d1d2
. (8)
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Lemma 5. For any real number x ≥ 2, we have
G(x) =
−
n≤x
φ(n)
n2
H
 x
n
2 = (log x)3
3ζ (2)
+ 2γ − Aζ (2)
ζ (2)
(log x)2 + O(log x),
where H(x) is the function given in Lemma 2.
Proof. Using the identities of Lemma 4 and the transformation techniques used in (5), we first transform the expression (8)
into the easy-to-evaluate partial sum stated in the lemma as follows:
1. Transform the gcd sum into ordinary partial sum using Lemma 4-1):
G(x) =
−
d1≤x
1
d1
−
d2≤x
(d1, d2)
d2
=
−
d1≤x
1
d1
−
d|d1
−
k≤x/d
(k,d1/d)=1
1
k
.
2. Split d1 into dh:
G(x) =
−
d≤x
1
d
−
h≤x/d
1
h
−
k≤x/d
(k,h)=1
1
k
.
3. Transform the last summation using Lemma 4-2):
G(x) =
−
d≤x
1
d
−
h≤x/d
1
h
−
δ|h
µ(δ)
−
l≤x/δd
1
δl
=
−
d≤x
1
d
−
h≤x/d
1
h
−
δ|h
µ(δ)
δ
−
l≤x/δd
1
l
.
4. Split h into δk:
G(x) =
−
d≤x
1
d
−
δ≤x/d
−
k≤x/δd
µ(δ)
δ2k
−
l≤x/δd
1
l
=
−
d≤x
1
d
−
δ≤x/d
µ(δ)
δ2
−
k≤x/δd
1
k
−
l≤x/δd
1
l
.
5. Combine δd into n:
G(x) =
−
d≤x
−
δ≤x/d
dµ(δ)
(dδ)2
−
k≤x/δd
1
k
−
l≤x/δd
1
l
=
−
n≤x
1
n2
−
d|n
dµ
n
d
 −
k≤x/n
1
k
−
l≤x/n
1
l
.
6. Use the identity φ = µ ∗ Id (see Eq. (6)) to get the final form:
G(x) =
−
n≤x
φ(n)
n2
−
k≤x/n
1
k
−
l≤x/n
1
l
=
−
n≤x
φ(n)
n2
H
 x
n
2
.
Now, it is straightforward to evaluate G(x) using the formulas given in Lemmas 2 and 3:
G(x) =
−
n≤x
φ(n)
n2

log
x
n
+ γ + O
n
x
2
= (log x+ γ )2Φ2,0(x)− 2(log x+ γ )Φ2,1(x)+ Φ2,2(x)+ e(x)
= (log x)
3
3ζ (2)
+ 2γ − Aζ (2)
ζ (2)
(log x)2 + e(x)
where the error term e(x) is given by
e(x) = O

log x+ γ
x
Φ1,0(x)− Φ1,1(x)x

= O(log x).
This completes the proof of the lemma. 
To estimate the order of the error term e2 in Lemma 1, we also need the following approximation:
Lemma 6. For any real number x ≥ 2, we have
1
x
−
d1,d2≤x
(d1, d2)
d1
log
x
d2
= 1
x
−
d1,d2≤x
(d1, d2)
d2
log
x
d1
= 1
x
−
n≤x
φ(n)
n
H
 x
n
 
U
 x
n

log
x
n
−W
 x
n

= (log x)
2
2ζ (2)
+ 2γ − Aζ (2)
ζ (2)
log x+ O(1)
where U(x) =∑n≤x 1 = ⌊x⌋ = x+ O(1) and H(x) and W (x) are given in Lemma 2.
Proof. The lemma can be proved exactly the same way as in Lemma 5, so the details are omitted. 
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Proof of Theorem 1. We are now ready to complete the proof of Theorem 1. By Lemmas 1 and 2, we have
E(gp) = E(gq) = 1
ζ (2)
−
d≤x
1
d
+ O

1
x
−
d≤x
log
x
d

= log x
ζ (2)
+ O(1). (9)
Since
E(gpgq) = 1
ζ (2)2
−
d1,d2≤x
(d1, d2)
d1d2
+ e2(x) = G(x)
ζ (2)2
+ e2(x),
where
e2(x) = O

1
x
−
d1,d2≤x
(d1, d2)

1
d1
log
x
d2
+ 1
d2
log
x
d1

,
by Lemmas 5 and 6, we have
E(gpgq) = (log x)
3
3ζ (2)3
+ O((log x)2). (10)
Combining them together, we finally have
E(F(n, e)) = 1+ 2E(gp)+ 2E(gq)+ 4E(gpgq)
= 4
3ζ (2)3
(log x)3 + O((log x)2).
When e ∈R [0,N), i.e., for E = N , we have x = (
√
N − 1)/2 and log x = 12 logN + O(1), so the expected value reduces
in this case to
E(F(n, e)) = (logN)
3
6ζ (2)3
+ O((logN)2).
This completes the proof of Theorem 1. 
5. Alternative estimation
In this section we present an alternative way to estimate E(F(n, e)) when e ∈R [0, E) for E ≤
√
N . In this case, we have
x = min{(√N − 1)/2, (E − 1)/2} = (E − 1)/2. The result turns out to be consistent with the previous estimation.
The alternative approach we consider is to use the fact that E(X) = E(E(X |Y )) for random variables X and Y . That is,
E(gp) and E(gpgq) can be computed by
E(gp) = E(E(gp|e′)) = 1x
−
e′≤x
E(gp|e′), (11)
E(gpgq) = E(E(gpgq|e′)) = 1x
−
e′≤x
E(gpgq|e′), (12)
where E(gp|e′) denotes the expected value of gp = (e′, p′) given e′ and E(gpgq|e′) denotes the expected value of gpgq =
(e′, p′)(e′, q′) given e′.
Let τ(n) be the number of divisors of a positive integer n, i.e., τ(n) =∑d|n 1. Since gp = (e′, p′) is always a divisor of e′,
E(gp|e′) can be computed over all divisors of e′ as:
E(gp|e′) =
−
d|e′
d · Pr{d|p′} · Pr

e′
d
,
p′
d

= 1

.
For simplicity, we use the following upper bounds for two involved probabilities:
Pr{d|p′} ≤ 1
d
, Pr

e′
d
,
p′
d

= 1

≤ 1.
Then we have
E(gp|e′) ≤
−
d|e′
d · 1
d
· 1 =
−
d|e′
1 = τ(e′). (13)
On the other hand, the expected value E(gpgq|e′) can be bounded by
E(gpgq|e′) = E(gp|e′)E(gq|e′) ≤ τ(e′)2, (14)
since for a fixed e′ gp and gq are now mutually independent.
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Now, E(gp) and E(gpgq) can be approximated using Eqs. (11)–(14) and the well-known approximations on τ(n) (e.g., see
[1,7,6])
1
x
−
n≤x
τ(n) = log x+ O(1),
1
x
−
n≤x
τ(n)2 = (log x)
3
6ζ (2)
+ O((log x)2).
That is, we have
E(gp) = 1x
−
e′≤x
E(gp|e′) ≤ 1x
−
e′≤x
τ(e′) = O(log x), (15)
E(gpgq) = 1x
−
e′≤x
E(gpgq|e′) ≤ 1x
−
e′≤x
τ(e′)2 = O((log x)3). (16)
We can see that the above alternative approximations are well consistent with the previous estimations given in (9) and
(10) (neglecting constant factors).
6. Concluding remarks
We have presented an explicit expression for the expected number of RSA fixed points for random RSA parameters (n, e)
under a reasonable assumption, where n = pqwith p, q ∈R [0,
√
N) and e ∈R [0, E)with gcd(e, φ(n)) = 1 for given bounds
N and E. It is shown that the expected number of RSA fixed points is O((logN)3) for E = O(Nθ ) (θ > 0), which corrects
the result of [3] claiming O((logN)2). We have also presented an alternative approximation for the case E ≤ √N , thus
confirming the correctness of the estimated order (logN)3.
Appendix A. Proof of Lemma 2
To prove the formula in Lemma 2, we will use the following well-known summation by parts formula (also called Abel’s
summation), which can be seen as a discrete analog of integration by parts (we follow [4]):
Theorem 2 (Summation by Parts). Let a(n) be an arithmetic function with summatory function A(x) = ∑n≤x a(n). Let x ≥ 1
be a real number and f be a function with continuous derivative on [1, x]. Then we have−
n≤x
a(n)f (n) = A(x)f (x)−
∫ x
1
A(t)f ′(t)dt.
Proof of Lemma 2. To prove the estimate for H(x), let a(n) = 1 and f (n) = 1/n and apply Theorem Sum-Pwith A(x) = ⌊x⌋
(the greatest integer within x). Denote by {x} the fractional part of x. Then we have−
n≤x
1
n
= ⌊x⌋
x
+
∫ x
1
⌊t⌋
t2
dt = x− {x}
x
+
∫ x
1
t − {t}
t2
dt
= 1+ O

1
x

+
∫ x
1
dt
t
−
∫ x
1
{t}
t2
dt
= 1+ O

1
x

+ log x−
∫ ∞
1
{t}
t2
dt −
∫ ∞
x
{t}
t2
dt

= log x+

1−
∫ ∞
1
{t}
t2
dt

+ O

1
x

+ O
∫ ∞
x
dt
t2

= log x+ C + O

1
x

,
where C = 1− ∞1 {t}t2 dt . From the definition of the Euler constant γ
γ = lim
x→∞
−
n≤x
1
n
− log x

,
we can see that the constant C is indeed equal to γ .
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The formula for W (x) can be similarly proved with a(n) = 1 and f (n) = log n. In this case, we use the approximation
⌊x⌋ = x+ O(1).−
n≤x
log n = ⌊x⌋ log x−
∫ x
1
⌊t⌋1
t
dt = x log x+ O(log x)−
∫ x
1
1+ O

1
t

dt
= x log x− x+ O(log x). 
Appendix B. Proof of Lemma 3
Before proving Lemma 3, we briefly introduce the Riemann zeta function and some estimates for related partial sums
necessary for the proof. The Riemann zeta function ζ (s) is a function of a complex variable s whose real part is greater
than 1. It is defined by
ζ (s) =
∞−
n=0
1
ns
(σ > 1), (B.1)
where σ is the real part of s. Its derivative is given by
ζ ′(s) = −
∞−
n=0
log n
ns
. (B.2)
The most commonly used values of the Riemann zeta function are zeta constants ζ (k) and ζ ′(k) obtained from integral
arguments k. In particular, we have ζ (2) = π26 and ζ ′(2) = −0.93754 · · ·.
To derive the formulas in Lemma 3, we will use the following estimates for partial sums associated with the Möbius
function µ(n):
Lemma 7. For any real number x specified therein, we have
(1)
−
n≤x
µ(n)
n2
= 1
ζ (2)
+ O

1
x

(x ≥ 1),
(2)
−
n≤x
µ(n) log n
n2
= ζ
′(2)
ζ (2)2
+ O

log x
x

(x ≥ 2).
Proof. (1) Let s > 1 be a real number. By the convolution identity e = µ ∗ 1, we have
1 =
∞−
n=1
e(n)
ns
=
∞−
n=1
−
d|n
µ(d)
ns
=
∞−
d=1
∞−
h=1
µ(d)
(dh)s
=
∞−
d=1
µ(d)
ds
∞−
h=1
1
hs
= ζ (s)
∞−
d=1
µ(d)
ds
.
That is, we proved that
∞−
n=1
µ(n)
ns
= 1
ζ (s)
. (B.3)
Thus, for s = 2, we have−
n≤x
µ(n)
n2
=
∞−
n=1
µ(n)
n2
−
−
n>x
µ(n)
n2
= 1
ζ (2)
+ O

1
x

.
(2) Differentiating both sides of Eq. (B.3) with respect to s, we get
∞−
n=1
µ(n) log n
ns
= ζ
′(s)
ζ (s)2
. (B.4)
Thus, for s = 2, we have−
n≤x
µ(n) log n
n2
=
∞−
n=1
µ(n) log n
n2
−
−
n>x
µ(n) log n
n2
= ζ
′(2)
ζ (2)2
+ O

log x
x

. 
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Proof of Lemma 3. The formulas (1), and (3) can be derived using the convolution identity φ = µ ∗ Id (see Eq. (6)) as
follows:
Φ1,0(x) =
−
n≤x
φ(n)
n
=
−
n≤x
1
n
−
d|n
µ(d)
n
d
=
−
n≤x
−
d|n
µ(d)
d
=
−
d≤x
µ(d)
d
−
h≤x/d
1
=
−
d≤x
µ(d)
d
 x
d

=
−
d≤x
µ(d)
d
 x
d
+ O(1)

= x
−
d≤x
µ(d)
d2
+ O
−
n≤x
1
d

= x
ζ (2)
+ O(log x).
Φ2,0(x) =
−
n≤x
φ(n)
n2
=
−
n≤x
1
n2
−
d|n
µ(d)
n
d
=
−
n≤x
−
d|n
µ(d)
dn
=
−
d≤x
−
h≤x/d
µ(d)
d2h
=
−
d≤x
µ(d)
d2
−
h≤x/d
1
h
=
−
d≤x
µ(d)
d2

log
x
d
+ γ + O

d
x

= (log x+ γ )

1
ζ (2)
+ O

1
x

−

ζ ′(2)
ζ (2)2
+ O

log x
x

+ O

1
x
−
d≤x
1
d

= log x+ γ
ζ (2)
− A+ O

log x
x

,
where A =∑∞n=1 µ(n) log n/n2 = ζ ′(2)/ζ (2)2 = −0.34649 . . . .
The formulas (2) and (4) can be derived more conveniently using the summation by parts formula (Theorem 2). The
formula (2) can be derived with a(n) = φ(n)/n and f (n) = (log n)k as follows:
Φ1,k(x) =
−
n≤x
φ(n)
n
(log n)k = Φ1,0(x)(log x)k −
∫ x
1
Φ1,0(t)
k(log t)k−1
t
dt
= x
ζ (2)
(log x)k + O((log x)k+1)−
∫ x
1
k(log t)k−1
ζ (2)
dt + O
∫ x
1
(log t)k
t
dt

.
The last error term becomes O((log x)k+1) and the first integral is computed as∫ x
1
k(log t)k−1
ζ (2)
dt = x
ζ (2)

k(log x)k−1 − k(k− 1)(log x)k−2 + · · · + (−1)kk! .
The stated formula can be obtained by combining the integration results.
Similarly, formula (4) can be derived using Theorem 2 with a(n) = φ(n)/n2 and f (n) = (log n)k as follows:
Φ2,k(x) =
−
n≤x
φ(n)
n2
(log n)k = Φ2,0(x)(log x)k −
∫ x
1
Φ2,0(t)
k(log t)k−1
t
dt
=

log x
ζ (2)
+ C + O

log x
x

(log x)k −
∫ x
1

k(log t)k
ζ (2)t
+ C k(log t)
k−1
t

dt
+O
∫ x
1
(log t)k
t2
dt

= 1
ζ (2)
(log x)k+1
k+ 1 + O
∫ x
1
(log t)k
t2
dt

,
where C = γ
ζ (2) − A. The error term can be shown to be O(1) since the integration results in 1− O( (log x)
k
x ). 
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