Abstract. Let X be an abelian scheme over a base variety S and let D = End(X/S) ⊗ Q be its endomorphism algebra. We prove that the relative Chow motive of X has a natural decomposition as a direct sum of motives R (α) where α runs over an explicitly determined finite set. To each α corresponds an irreducible representation ρ α of the group D opp, * and the motivic decomposition is such that R (α) , as a functor on the category of relative Chow motives, is a sum of copies of ρ α . In particular CH(R (α) ), as a representation of D opp, * , is a sum of copies of ρ α . Our decomposition refines the motivic decomposition of Deninger and Murre, as well as Beauville's decomposition of the Chow group.
Introduction
As an application of Fourier theory, Beauville proved in [2] that the Chow ring (with Qcoefficients) of a g-dimensional abelian variety X has a bigrading CH(X) = ⊕ j,s CH ), and that the only characters that occur in this representation are the characters q → q i for i ∈ {0, 1, . . . , 2g}. The main purpose of this paper is to explain how this can be refined in the presence of non-trivial endomorphisms.
To describe our main result, consider an abelian scheme X → S of relative dimension g that is isogenous to a power of a simple abelian scheme. (This is the essential case, to which the general case is reduced; see (5.5) .) The endomorphism algebra D = End(X/S) ⊗ Q is then a simple algebra with center a number field K. Let Γ denote the Galois group of the normal closure of K over Q. The group D opp, * acts on CH(X) and on the motives R i (X/S), which are objects of the category M 0 (S) of relative Chow motives over S. This induces the structure of a D opp, * -representation on Hom M 0 (S) M, R(X/S) , for any relative Chow motive M .
Let G be D opp, * , viewed as a reductive group over Q. The irreducible representations of G over Q are indexed by the Γ-orbits in a space X + of highest weight vectors. Write ρ α for the irreducible representation of D opp, * = G(Q) corresponding to α ∈ X + /Γ. There is a natural "weight function" : X + /Γ → Z that sends a class α to the degree of the restriction of ρ α to the subgroup G m ⊂ G of homotheties. Further, we consider an explicit finite subset X adm /Γ ⊂ X + /Γ of "admissible" elements; see (4.2) for the definition.
Our main results are Theorems (4.3) and (5.1) in the text. The content of these results is that there is a unique motivic decomposition R(X/S) = α∈X adm /Γ R (α) (X/S) that is stable under the action of D opp, * and has the property that for any motive M the D opp, * -representation Hom M 0 (S) M, R (α) (X/S) is isomorphic to a sum of copies of the irreducible representation ρ α . In particular, the Chow group CH R (α) (X/S) is a sum of copies of ρ α as a representation of D opp, * . For α ∈ X adm /Γ we have 0 α 2g and R i (X/S) is the direct sum of the motives R (α) (X/S) with α = i.
Further we describe an involution α → α ⋆ on the set X adm /Γ, with α ⋆ = 2g − α , and we obtain a motivic Poincaré duality isomorphism
nally, if X † /S is the dual abelian scheme, we have a motivic Fourier duality F :
The proof of our results relies on the fact that the group D opp, * acts on CH R i (X/S) through a representation that is polynomial of degree i, by which we mean that all matrix coefficients that occur in this representation are homogeneous polynomial functions of degree i on D. In Section 1 we discuss the classification of such representations. The proof that the representation on CH R i (X/S) is indeed of this kind reduces, via Künnemann's isomorphism
to the case i = 1, in which case it is the unsurprising assertion that the natural map D opp → End R 1 (X/S) given by f → f * is a homomorphism of Q-algebras. In Section 4 we study the decomposition of CH(X) and by bootstrapping we obtain from this in Section 5 a motivic decomposition.
Conventions. -Throughout, Chow groups are taken with Q-coefficients. All group actions we consider are left actions.
1. Some inputs from representation theory (1.1) In this section we consider a simple algebra B of finite dimension over a field k of characteristic 0. Let K be the center of B,
Letk be an algebraic closure of k and let Σ(K) denote the set of k-algebra homomorphisms K →k. LetK denote the normal closure of K insidek, and write Γ = Gal(K/k). The natural action of Gal(k/k) on Σ(K) factors through an action of Γ.
(1.2) Let H be the reductive group over K with H(R) = (B ⊗ K R) * for any commutative K-algebra R. Let X(H), Φ, X ∨ (H), Φ ∨ , ∆ be the based root datum of H. We need to recall the definition of X(H); see for instance [10] , Section 1.2, for further details. Consider pairs (T, Q) consisting of a maximal torus T ⊂ HK and a Borel subgroup Q ⊂ HK containing T . Given such a pair, let X (T,Q) denote the character group of T . If (T ′ , Q ′ ) is another pair, there exists an element h ∈ H(K) such that hT h −1 = T ′ and hQh
is independent of the choice of h and X(H) is defined as the projective limit of the groups X (T,Q) . For any pair (T, Q) the natural map X(H) → X (T,Q) is an isomorphism. 
This gives an identification of X(H)
+ with the set
For λ ∈ Λ + = X(H) + , let ψ λ be the corresponding irreducible representation of H over K.
If φ λ is the irreducible representation of GL d with highest weight given by λ, the representation ψ λ is a K-form of the representation φ 
See for instance [5] , Section 15.5.
(1.4) Next we consider the reductive group
The set X(G) + of dominant weights of Gk is given by
, we obtain an identification of X(G) + with the set
The Galois group Gal(k/k) acts on X + = X(G) + by its permutation of the summands; hence this action factors through an action of Γ. By [9] , Thm. 7.2, the irreducible k-representations of G are indexed by the elements of X + /Γ. If α is a Γ-orbit in X + we denote the corresponding irreducible representation of G by ρ α . We have a natural isomorphism GK ∼ = σ∈Σ(K) H σ , with H σ = H ⊗ K,σK . The representation ρ α,K decomposes as a direct sum ⊕ λ∈α Ψ λ , where Ψ λ is the external tensor product
are still irreducible and mutually non-equivalent as representations of the abstract group B * .
we call a map r: B → E a multiplicative homogeneous polynomial map over k of degree i if it has the following properties: (a) r is multiplicative, in the sense that r(1) = 1 and
Note that the polynomial P in (b) is uniquely determined, because k is an infinite field.
Let V be a finite dimensional k-vector space. Consider a multiplicative homogeneous polynomial map r:
Using that r is multiplicative plus the fact that the field k is infinite, one easily shows that the map r R is again multiplicative. Hence this construction defines an algebraic representation φ r : G → GL(V ) over k. We refer to the representations of G, or of B * = G(k), that are obtained in this manner as the polynomial representations of degree i.
(1.6.1)
(1.7) Proposition. -Let φ: B * → GL(V ) be a polynomial representation of degree i. Then
) is isomorphic to a sum of copies of the irreducible representation ρ α .
Proof. By construction, φ: B * → GL(V ) is obtained from an algebraic representation φ r : G → GL(V ) by evaluation on k-rational points. The irreducible representations that occur in φ r are again polynomial of degree i, and this property is preserved if we extend scalars toK. Using the description of the representations ρ α,K given in (1.3) and (1.4) we see that the only irreducible representations ρ α that are polynomial of degree i are those with α ∈ X pol /Γ and α = i.
(1.8) Example. -The reduced norm Nrd: B * → k * is a polynomial representation of degree nd.
It corresponds to the Γ-orbit α ∈ X pol /Γ that consists of the single element ν:
representation Nrd ⊗ ρ α is again polynomial; it corresponds to the Γ-orbit in X pol of the sum ν + λ.
(1.9) Remark. -We shall have to deal with multiplicative homogeneous polynomial maps r: B → End k (V ) of degree i where V is no longer assumed to have finite k-dimension, but is the union of its finite dimensional subspaces V ′ that are stable under all operators r(b) for b ∈ B.
In this case we still have a decomposition (1.7.1), of course with the understanding that the (V α , φ (α) ) will now in general be infinite sums of copies of ρ α . We refer to V α as the α-isotypic component of V .
2. Some preliminaries on the action of endomorphisms on the Chow motive (2.1) Throughout this section, F is a field and S denotes a connected F -scheme that is smooth and quasi-projective over F . Let M 0 (S) be the category of Chow motives over S with respect to graded correspondences, as defined as in [4] , 1.6. Let V S denote the category of smooth projective S-schemes. We have a contravariant functor R(−/S):
Let X → S be an abelian scheme of relative dimension g over S. For m ∈ Z, let [m] X : X → X denote the multiplication by m map. By [4] , Cor. 3.2 the relative motive R(X/S) decomposes in M 0 (S) as
X → Y is a homomorphism of abelian schemes over S the induced morphism f * of motives is a sum of morphisms
we shall again call these morphisms f * .
The goal of this paper is to explain how, in the presence of non-trivial endomorphisms, the decomposition (2.1.1) may be refined. As a first example we consider the case of a product of abelian schemes. Though it is not stated by Deninger and Murre in [4] , the following result is an immediate consequence of their work.
(2.2) Proposition. -Let X 1 , . . . , X r be abelian schemes over S with X ν of relative dimension g ν . Write X = X 1 × S · · · × S X r , let g = g 1 + · · · + g r and 
Proof. This follows from the main results of [4] by taking tensor products. We have R(X/S)
is the decomposition of loc. cit., Thm. 3.1., we take π i = π
-(Cf. [7] , (3.1.2)(ii).) Let X and Y be abelian schemes over S with X of relative dimension g. 
We apply this with Y = X † , the dual of X. Let ℓ ∈ CH 1 (X × S X † ) be the first Chern class of the Poincaré bundle. Then ℓ = ℓ 1,1 ; hence,
the only non-zero component of this morphism is an isomorphism
which we refer to as motivic Fourier duality. (The interpretation is that, up to a Tate twist, the dual abelian scheme is the Poincaré dual of X, and that Fourier duality "is" Poincaré duality. Indeed, combining (2.3.1) with the motivic Poincaré duality Let Σ(K) be the set of ring homomorphisms K → Q, letK ⊂ Q denote the normal closure of K inside Q, and write Γ = Gal(K/Q). Every element of D can be written in the form f /m for some f ∈ End(X/S) and some integer m = 0. For i 0 we have a well-defined map r (i) :
This map is multiplicative but is not, in general, additive. In particular, the group D opp, * acts on R i (X/S) by automorphisms.
Proof. It will be easier to prove the dual statement. Recall that R 2g−1 (X/S) g = R 1 (X/S) ∨ ; see [7] , (3. hence for m = 0 it is an isomorphism and we can define a map
−1 * . It suffices to prove that this map is additive. Let A → T be an abelian scheme of relative dimension g with T a connected, smooth and quasi-projective F -scheme. For a ∈ A(T ), define log [Γ a ] ∈ CH g (A) as in [7] , Section (1.4).
As shown there, log [
. Applying this to the abelian scheme pr 1 : X × S X → X we find that for endomorphisms f and f ′ of X/S we have
The projector π 2g−1 that defines R 2g−1 (X/S) is π 2g−1 = log [Γ id ] . Now we use [6] , assertion (iii) of Lemma 2.2; this says that for an endomorphism φ we have
, which is what we wanted to prove.
is a multiplicative homogeneous polynomial map over Q of degree i.
Proof. We already know that r (i) is multiplicative. Taking the isomorphism R i (X/S) [7] , Thm. (3.3.1), as an identification, the map r (i) is the composition of the homomorphism r (1) with the map
follows that r (i) is a homogeneous polynomial map of degree i.
3. Duality −→ GL d,K be the induced isomorphisms of algebraic groups. Via these isomorphisms we can view both ψ λ and τ as representations of GL d,K ; in other words, we consider ψ λ • α −1 and τ • (α ′ ) −1 . In both cases the highest weight is taken with regard to the diagonal torus T and the upper triangular Borel Q ⊂ GL d . We have
.
Let β be the automorphism of GL d given by g → t g −1 . Then β(T ) = T and β(Q) = Q − , the lower triangular Borel subgroup. If A ∈ GL d (K) is the anti-diagonal matrix with all anti-diagonal coefficients equal to 1, the inner automorphism Inn(A) transforms (T, Q − ) back to (T, Q), and the effect of Inn(A) • β on the character group of T is given by
Decomposition of the Chow ring
Notation and assumptions as in (2.4) and (3.1).
(4.1) Lemma. -Let U ⊂ CH(X) be a Q-subspace of finite dimension. Then the Q-linear span of the classes f * (u), for f ∈ D and u ∈ U , again has finite Q-dimension.
Proof. It suffices to prove this if U = Q · u for some element u ∈ CH(X). Using the DeningerMurre decomposition (2.1.1) we may, in addition, assume there is an integer i such that [m]
Choose a Q-basis {β 1 , . . . , β N } of D with β 1 = id X . With µ: X N → X the addition map, consider the Q-subspace of CH(X N ) spanned by the class (
is then a finite dimensional subspace of CH(X) that contains all
, and because
(4.2) Define a subset Λ adm ⊂ Λ pol of "admissible" elements by the condition that (2g/nd) λ 1 ; so,
as a representation of D opp, * , such that the CH α (X) is isomorphic to a sum of copies of the irreducible representation ρ α . For i 0 the subspace CH R i (X/S) ⊂ CH(X) is the direct sum of the CH α (X) with α = i. For α ∈ X adm /Γ, the Fourier transform F restricts to an isomorphism
Proof. By (2.6) and (4.1) we can apply Prop. This implies that α ∈ X adm /Γ. The last assertion is immediate from (3.4).
Motivic decomposition
We retain the notation and assumptions of the previous sections; in particular, X/S is still assumed to be isogenous to a power of a simple abelian scheme.
There is a unique decomposition (
corresponds with (5.1.1).
Proof. (i) We view X× S X as an abelian scheme over X via the first projection. Correspondingly, we let an element f ∈ D act on CH(X × S X) as (1 × f ) * . By Thm. (4.3),
is multiplication by m α on CH α (X × S X); hence the idempotent π i lies in the direct sum of the
denote the smallest Q-subspace containing ξ that is stable under the action of D opp, * , i.e., the linear span of the elements (1 × f ) * ξ, for f ∈ D opp, * . If ξ and η are correspondences from X to itself relative to S and f ∈ D, it follows
On the other hand,
In particular, δ α is an idempotent. Define R (α) (X/S) = (X, δ α , 0), the submotive of R(X/S) cut out by δ α . By construction we have a decomposition (5.1.1). Further, (1 × f ) * preserves the If M is a relative Chow motive over S the map h → δ α • h gives an isomorphism
If we have a cohomology theory with coefficients in a field F of characteristic 0, we can in general only conclude that the cohomology of R (α) (X/S) is a quotient of a sum of copies of ρ α,F .
For instance, if E is a supersingular elliptic curve over F p , in which case D is a quaternion algebra over Q, there is a unique class α ∈ X adm /Γ with α = 1 (see also below) and ρ α has dimension 4; so the ℓ-adic cohomology H 1 (E, Q ℓ ) is only "half" a copy of ρ α,Q ℓ .
(5.4) Example. -Suppose D is a quaternion algebra with center Q. In this case X(G) adm /Γ is the set of pairs λ = (λ 1 , λ 2 ) with g λ 1 λ 2 0. Viewing D opp, * as an inner form of GL 2 over Q, the irreducible representation ρ λ associated with λ (which in this case is the same as the representation ψ λ of (1.3)) is a Q-form of d(λ) copies of the representation Sym
where V is the standard representation of GL 2 and where
For 0 i g we obtain a decomposition
with ν = ⌊i/2⌋.
For g i 2g the decomposition takes the form
Fourier duality exchanges R (λ 1 ,λ 2 ) (X/S) and
. By looking at cohomology we can see that in general all summands R (λ 1 ,λ 2 ) in the indicated range are non-zero.
(5.5) Remark. -If we drop the assumption that X is isogenous to a power of a simple abelian scheme over S, we may proceed as in (2.2). Choose an isogeny h: X → Y 1 × · · · × Y r such that each Y ν is isogenous to a power of a simple abelian scheme. To each Y ν we may apply (5.1). As h induces an isomorphism R(X/S) ∼ = R(Y 1 /S) ⊗ · · · ⊗ R(Y r /S), this gives us a refined decomposition of the Chow motive of X. We leave it to the reader to write out the details. It is instructive to consider the case where X is isogenous to Y r for some abelian scheme Y /S with End(Y /S) = Z. In this case, taking Y 1 = · · · = Y r = Y gives back the decomposition of (2.2), which, in general, is finer than the decomposition of R(X/S) we obtain by applying (5.1) to X itself. However, the finer decomposition in (2.2) does not give information on how GL r (Q) acts; it only takes into account the action of the diagonal subgroup Q * × · · · × Q * (r factors). (The calculation of the exterior powers works as expected; cf. [3] , Section 1.) Fixing i 0, let 1 = j∈J (i) ǫ j be the corresponding decomposition of 1 ∈ End M 0 (S;K) R i (X/S;K) as a sum of idempotents. The Galois group Γ acts on J(i) and on the endomorphism algebra of the motive R i (X/S;K). If γ ∈ Γ sends j ∈ J(i) to j ′ then γ ǫ j = ǫ j ′ . Hence if β is a Γ-orbit in J(i), the sum j∈β ǫ j is an idempotent in End M 0 (S) R i (X/S) . This gives us a decomposition
in M 0 (S) such that R (β) (X/S;K) = ⊕ j∈β R (j) (X/S;K).
To describe the relation with (5.1), consider the map v: X adm /Γ → J/Γ that sends the Γ-orbit of λ ∈ X adm to the Γ-orbit of the function σ → |λ(σ)|. By analyzing how the groups D opp, * σ act, we find that R (β) (X/S) = ⊕ R (α) (X/S), where the sum runs over the classes α ∈ X adm /Γ such that v(α) = β. In particular, R (β) can only be non-zero if |j(σ)| 2g/n for all j ∈ β and σ ∈ Σ(K); hence ∧ j R σ = 0 for j > 2g/n.
