Abstract-We introduce the concept of "democracy," in which the individual bits in a coarsely quantized representation of a signal are all given "equal weight" in the approximation to the original signal. We prove that such democratic representations cannot achieve the same accuracy as optimal nondemocratic schemes.
I. INTRODUCTION AND MOTIVATION
The problem discussed in this correspondence arose in a study of the mathematical properties of so-called sigma-delta (61) converters, used extensively in analog to digital (A/D) and digital to analog (D/A) conversion, and of the accuracy that can be achieved by the most widely used decoders for the 61 bitstreams, often carried out by simple convolution. There exist many different types of useful 61 converters, adapted to a wide range of applications; for more information, see [1] , [17] . For the mathematical discussion in this correspondence, we need only the following: given a band-limited function f bounded by 1, i.e., jf(t)j < 1, sampled at rate (throughout this correspondence, stands for the Nyquist sampling rate = corresponding to the (fixed) band limit ; we always consider significantly larger than 1), 1-bit 61-algorithms produce sequences (qn)n2 , with qn 2 f01; 1g, such that, for appropriate finite filter sequences h, one can construct a good approximation to the original sample values by convolving h and q; moreover, the error f k 0 l h k0l q l (1) can be bounded uniformly in k and independently of the choice of f within our constraints. Typically, the filters h depend on , and their length increases linearly with ; the approximation error (1) decreases as increases, with a decay rate that depends on the chosen algorithm.
For stable Mth-order 61-algorithms, and for filters h [M ] () that satisfy certain technical conditions, one derives (see [2] ) (2) for all band-limited functions f bounded uniformly by A < 1, with C [M ] independent of f and of . The estimate in [2] for the constant C [M ] in (2) arbitrary order. For the first-order 61-algorithm, Güntürk proved the following stronger result [7] - [9] :
except near sample points where the derivative f 0 of f vanishes. (For an exact statement of this result and others, and for proofs, see [8] , [9] .) It is believed, and simulations bear out, that, if one averages over "time,"
the optimal result for first-order 61 is slightly stronger than (3); more
C 03 ; (4) this has not been proved for general band-limited functions. Heuristic arguments, which replace the difference between f( k ) and an auxiliary sequence u k that arises in the 61-algorithms, by a uniformly distributed "white-noise" sequence, do lead to an estimate of type (4).
For the very restricted case where f is a constant, and after averaging over the possible values of this constant, the 03 decay of (4) has been proved rigorously in [5] ; see also [11] for another analysis. This result was also extended to other special cases for f, such as a sinusoid in [6] .
For constant input, (2) can be improved for higher order 61 schemes as well; see, e.g., [12] - [15] and [18] ; these refinements give a small gain in the power of and typically correspond to estimates of average errors (mean square error (MSE) estimates) as in the left-hand side of (4) rather than pointwise errors as in (2) .
In all these studies, and even for constant input, the bounds on (1) decay like powers of . By optimizing over M in (2) one achieves slightly more; for M = (log )=2, one finds
This approximation rate seems far from optimal. To illustrate this, let us consider the case where f(t) = x is a constant. Since the filter length in (2) for an Mth-order scheme is proportional to M, and the optimal M in (5) q l are not treated democratically, since nonlinear relationships with the neighboring q l+j play a role. In general, these more sophisticated techniques succeed in improving the polynomial decay rate of the approximation error, but the approximation rate is still only polynomial. In [11] , for instance, it is shown that no formula, linear or not, can achieve better than O( 02 ) approximation for a first-order 61-scheme.)
The question that concerns us here is whether and to what extent the democracy of the q l in (1) contributes to the less-than-optimal accuracy of these convolutional approximations, as shown in estimate (5). This correspondence will give a partial answer only, because we shall restrict ourselves to considering constant functions, instead of the much larger class of bounded band-limited functions. Even for this much smaller family, we shall see that a decoder that treats bits democratically cannot achieve the O(2 0K ) approximation rate, given K bits, that is customary for binary expansions; this is our main result. However, there remains a large gap, as we shall see, between the theoretical limitations imposed by democracy, as proved by our Theorem 2.3, and the approximation rate of (5).
In Section II, we define more precisely what we mean, in the framework of this correspondence, by democracy for the encoding and decoding of numbers in the interval (01; 1), and we prove our main theorem on the incompatibility of the optimal accuracy achieved by (6) with this notion of democracy. Although our original question was motivated by work of one of us on 61 schemes, it is to be noted that Theorem 2.4 applies to arbitrary decoding schemes, whether they are associated with 61 or not. In Section III, we discuss our result and its shortcomings, and we outline some open questions in this context.
II. DEMOCRACY VERSUS ACCURACY
For the sake of simplicity, we transform our problem from the interval (01; 1) to (0; 1) (as in the argument preceding (6)); we can also, without loss of generality, include the two endpoints. 
Next, we want to formalize the concept of "democracy." It turns out [9] that there are many ways to do this, and that it matters whether one views democracy as a property of the encoder, of the decoder, or of the pair encoder+decoder. We shall here concentrate on the decoder. In addition, one can also impose a lower bound of O(N 01 ) on the minimum error. For a discussion of these and additional refinements, see [10] .
2) For binary encoding and decoding, one has e k D (a) = 2 0k , independently of N , which is obviously not democratic.
An immediate consequence of (7) and where C is the same constant as in (7). Let us also formalize the concept of optimal accuracy for a family of decoders. Remark: The value 1=8 in the statement is completely arbitrary; it can be replaced by any in (0; 1=2).
Our main result then follows as a corollary to this theorem. contradicting (9) .
It remains to prove Theorem 2.3. This will be done using a theorem by Frankl and Füredi [4] . To give the statement of their theorem, we first need to introduce the notion of a Hamming sphere. We now show how this implies our Theorem 2.3. Then we immediately have, as a consequence of (11) #A N C 2 2 N02 ; #B N C 2 2 N02 :
On the other hand, the distances between all the images, under the de- 
Let us apply Theorem 2.6 to the sets A N and B N ; we have thus two Hamming N -spheres S N 0 and S N 1 , centered around (0; ...; 0) and (1; ...; 1), respectively, with cardinality bounded below by the right-hand sides of (12) , and Hamming distance bounded below by the right-hand side of (13) . By the definition of Hamming N -spheres, this means that there exist k N 0 and k N 1 such that
and which satisfy moreover
This will lead to a contradiction. Note that (14) implies that 1=(2C1) must be strictly smaller than 1; with := 1=( 2C 1 ) (17) where := [(1 0 ) (10) (1 + ) (15) and (17) cannot both be valid for arbitrarily large N . This contradiction concludes our proof.
III. COMMENTS
Convolutional decoding is very convenient in D/A conversion; the possibility of using such a simple decoding is one of the reasons of the success of 61 schemes. (There are others; see below.) This is the "pro" of (this method of) democratic decoding alluded to in our title; the "con" is, of course, the reduction in possible accuracy that democracy entails, as shown in Section II.
Theorem 2.4 showed that democracy makes it impossible to be optimally accurate. What about suboptimality? The argument given in the proof of Theorem 2.3 would no longer work if we deviate from optimal accuracy by relaxing the exponential decay rate, i.e., if we accept accuracy proportional to 2 0N (instead of 2 0N ), with 0 < < 1. In fact, as pointed out by the following example by Güntürk [9] , one can construct decoders that satisfy this suboptimality and that are democratic This example is, therefore, "democratic" in the sense of Definition 2.1 and has exponential accuracy, corresponding to = 1=2; it can be adapted to achieve other 2 (0; 1). Nevertheless, the two groups of bits in this example clearly have a different share of "influence" in the outcome; this suggests that Definition 2.1 is too weak, and that more detailed descriptions are required to exclude it and others of its type; Güntürk's work [10] duction are then independent of M (a consequence, for the particular case of constant input, of the "convolutional" structure of the reconstruction formulas valid for more general band-limited functions, and of the finite length of the reconstruction filters h-see [7] , [9] 
Because the filters are no longer finite, this does not quite fit in the framework described in this correspondence; however, the h () in Konyagin's construction do "spread" linearly in , like the finite filters considered earlier. Note also that Konyagin's estimate holds for all k, which means that his q () l are democratic. The bound (18) is much better than (5), and it holds out hope that much better than (5) can be achieved even for finite filters, although it is not clear at this point how to use Konyagin's construction with finite filters. In addition, it is not clear either whether his method can be extended to band-limited rather than constant input.
Finally, it should be noted that 61-encoders have many other virtues than the possibility of decoding their output democratically. One of their amazing advantages is their robustness: imperfections in the quantizer do not affect the rate of convergence in given in (2) , whereas the same imperfections would lead to a strictly positive lower bound on the error in a binary encoding procedure, regardless of (see [2] , [3] ). It turns out that one can devise encoding schemes that have robustness properties similar to 61 schemes, but that nevertheless exhibit (suboptimal) exponential accuracy for the representation of bounded bandlimited functions [3] ; the schemes constructed in [3] cannot, however, be decoded democratically. It would be extremely interesting to know whether the convenience of democratic (convolutional) decoding is compatible with exponential accuracy, albeit suboptimal, for bounded band-limited functions. This is another question for future work.
Note Added in Proof
In February 2002, C. Sinan Güntürk constructed sigma-delta encoders and decoders that give exponential precision for all bounded band-limited functions. The decoders are still convolutional, and thus democratic; in his construction, the rate of the exponential decay of the error, shown here to be necessarily strictly inferior to 1, is smaller than 1 by several orders of magnitude.
