Abstract -The adjoint variable method for frequency domain design sensitivity analysis is proposed for the optimization of wire and printed structures analyzed by the Method of Moments (MOM). We focus on the construction of the adjoint system using a feasible technique which requires only minor modifications of existing MOM codes. The solution to the adjoint problem is obtained with very little overhead once the original problem is solved. The gradient of the objective function is consequently computed through a single analysis regardless of the number of the design parameters. The concept is illustrated through the design of a Yagi-Uda array and a rectangular patch antenna using suitable MOM simulators.
I. INTRODUCTION
System design sensitivity analysis (DSA) concerns the relationship between design variables, which are assigned by the engineer, and the system response (or state variables), which is determined by the laws of physics governing the system's behavior. Its purpose is to evaluate the sensitivity of the system's response to variations of the design parameters. Design sensitivity information is crucial in a number of engineering problems such as optimization, statistical and yield analysis, as well as tolerance analysis. In this paper, we focus on the implementation of the adjoint-based DSA for gradient optimization with full-wave frequency domain EM solvers.
The adjoint variable method (AVM) for DSA is an efficient design approach to complex linear and nonlinear problems. It has been proposed in areas such as structural design [I] , circuit theory (21- [6] , control theory, etc. Adjoint sensitivities for circuit CAD can be found even in undergraduate courses [7] . Adjoint techniques have already been implemented in commercial structural design software based on the finite-element method (FEM) [I] . At the same time, the AVM has attracted very little attention in full-wave EM analysis. [IO] applied the ANM to the analysis of microwave circuits whose subnetworks are represented by Yparameters. Typically, the ANM considers the sensitivity of a single state variable 141, which makes its applications problem specific. It is not immediately obvious how the ANM can be utilized in a full-wave analysis.
Recently, a technique was proposed for exact sensitivity analysis with the FEM [I 11 . A similar approach was later applied to problems solved in terms of the MOM, and the boundary layer concept was proposed to reduce the computational load [12]. In effect, this technique is based on the direct d&erentiution method (DDM) [I] , an efficient approach to the sensitivity analysis of distributed response functions. This technique stops short of defining and exploiting the concept of adjoint sensitivities.
We give the mathematical background of the AVM and discuss its implementation in exact sensitivity analysis of linear, time-harmonic EM problem. Three major issues e!:; s : . are discussed: (i) the adjoint problem; (ii) the procedure to efficiently evaluate the gradient of the response function; and (iii) the formulation of the objective function in adjoint-based gradient optimization. The AVM approach increases substantially the efficiency of the current CAD tools based on full-wave frequency domain analysis such as the FEM and the MOM. This is due to the fact that the objective function and its gradient are computed through a single analysis. 
ADJOINT-BASED DESIGN SENSITIVITY
Here, we present the basic concepts of the AVM for DSA in the case of a general linear problem. The importance of this discussion arises from the fact that most full-wave solvers reduce a theoretical model of the EM problem to a system of linear equations through a variety of discretization techniques. Neither the theoretical models nor the discretization techniques are discussed hereafter because the formulation of the AVM assumes that the problem has already been properly reduced to a system of linear equations. We should note that the AVM can be extended to the DSA of nonlinear systems. Nonlinear circuit sensitivities and feasible approaches to their estimation are discussed in [7] , [13] .
Consider the linear system of equations arising from the discretization of an EM problem
Here, x is the vector of designable parameters, I is the state variable vector, e.g., complex currents in the MOM. V is the global excitation vector. Z is a matrix whose coefficients depend on the structure's geometry and materials. Often, the Z-coefficients are explicit functions of the discretization grid nodes as is the case in the FEM. This can be advantageous, since it allows the computation of the exact sensitivities of the Z matrix instead of using finite-differences. Note that the solution I is an implicit function of the design parameters x.
We define a general function f ( x , i ( x ) ) , which is the responsefunction ofthe linear system. This function has to be differentiable in all its arguments. It may have explicit dependence on the design parameters x. It depends on the solution T of (I), and therefore, has an implicit dependence o n x as well. The objective is to determine the sensitivity offwith respect to the design parametersx, i.e., where V, is defined as the row operator
Assuming that the Z matrix is not singular, the following expression for V,I is obtained from (1): where I, Yand ( Z l ) are column vectors, e.g.,
In V,(Zi), ?, which is the solution of (1) 
Equation (4) 
The gradient V: f reflects the explicit dependence of /(x,?(x)) on x. The DDM, although similar to the AVM, stops short of defining the general adjoint problem; and, thus, does not make use of the associated computational benefits. The adjoint problem can be derived from (4) and (71, which lead to
The vector
is now introduced. It is a solution to the equation
and is referred to as the adjoint variable vector. Equation (11) . This would require n additional Z-matrix fills. However, the analytical evaluation of aZ/&, would typically be equivalent to an additional Zmatrix fill. Thus, analytically available aZ / aX, matrices are important not so much to the computational efficiency of the algorithm but rather to its accuracy.
The accuracy ofthe sensitivity estimation via (12) is not strongly affected if the aZ / r3xZ matrices in the MOM are approximated by finite differences. This is due to the nearly linear dependence of the majority of the elements of the aZ/aX, matrix on small perturbations AX, (from 1 to 5%) of a geometrical design parameter (see also [13] ). The AVM generates the response and its sensitivities through a single analysis regardless of the number of design parameters n. Certain post-processing is required; however, its computational requirements do not exceed those of one system analysis. In contrast, the FDA performs (MI) full analyses. The AVM has better computational efficiency in comparison with the DDM as well. In the DDM, according to (6), n hack substitutions of the factored Z matrix are needed to compute aflzbr . In AVM, according to (1 1) and (12), there is only one hack substitutiop needed regardless of n: the one used to compute I . 
IV. RESULTS

A. Input Impedance of a Yagi-Uda Array
The first example is the optimization of the input impedance of the Yagi-Uda array, whose initial design is shown in Fig. I . The analysis is based on Pocklington's equation using pulse subdomain basis functions. The objective function is defined as After the optimization is completed, G(9) =15.08 (11.78 dB).
V. CONCLUSIONS
A feasible adjoint variable method to design sensitivity analysis with frequency domain full wave EM solvers is proposed. A theory and possible implementations of adjoint-based gradient optimization of high-frequency structures are presented. Important issues related to the formulation of the adjoint system, the accuracy of the sensitivity estimation and the objective functions are discussed and illustrated through MOM analysis.
