We establish connections between the facial reduction algorithm of Borwein and Wolkowicz and the self-dual homogeneous model of Goldman and Tucker when applied to conic optimization problems. Specifically, we show the self-dual homogeneous model returns facial reduction certificates when it fails to return a primal-dual optimal solution or a certificate of infeasibility. Using this observation, we give algorithms, based on facial reduction, for solving the primal or dual problem that, in principle, always succeed. These algorithms have the appealing property that they only perform facial reduction when it is required, not when it is possible; e.g. if a primal-dual optimal solution exists, it will be found in lieu of a facial reduction certificate even if Slater's condition fails. We interpret this phenomena geometrically by studying the cone of solutions to the homogeneous model-an interesting object in its own right. For the case of semidefinite programming, we show our method can be implemented using existing central-path-following techniques.
Introduction
For A ∈ R m×n , b ∈ R m and c ∈ R n , consider the following primal-dual pair of conic optimization problems over the non-empty, closed, convex cone K ⊆ R n and its dual cone K * ⊆ R n :
where x ∈ R n is the decision variable of the primal problem and (s, y) ∈ R n × R m is the decision variable of the dual. The self-dual embedding technique, originally due to Goldman and Tucker [8] and generalized in [12, 7, 13, 18] , solves (1) by finding solutions to the following self-dual homogeneous model: where any solution (x, s, y, τ, κ) of (2) satisfies the complementarity condition τ κ = 0-an easy consequence of weak duality. If τ > 0, then 1 τ (x, s, y) is a primal-dual optimal solution for (1) with duality gap 1 τ 2 x T s equal to zero; in other words, 1 τ (x, s, y) is a complementary solution for (1) . If κ > 0, then x and/or y are improving rays that certify dual and/or primal infeasibility. If τ = κ = 0 holds for all solutions, then at least one problem-primal or dual-is ill-posed in the sense of Renegar [21] , and no point (x, s, y, τ, κ) yields an improving ray or a complementary solution 1 . In addition, at least one problem-primal or dual-fails the Slater constraint qualification.
In this paper, we reexamine this latter case. Specifically, we show relative interior solutions of (2) yield facial reduction certificates for (1) when τ = κ = 0 holds for all solutions. (Restricting to the relative interior is inspired by the analysis of de Klerk et al. [7] .) As we review, these certificates allow one to regularize the primal or dual in the manner proposed by Borwein and Wolkowicz [5] and resolve (2) , repeating until a complementary solution or an improving ray is obtained. As we show, this idea leads to simple algorithms that solve arbitrary instances of the primal or dual, where solve means to find the optimal value, a finite certificate for the optimal value, and a solution if one exists. These algorithms, of course, rely on a subroutine that produces relative interior solutions to (2) . As we show, such solutions are obtained from relative interior solutions to the extended-embedding of Ye et al. [26] , a strictly-feasible conic optimization problem with strictly-feasible dual. If the extended-embedding is a semidefinite program (SDP), tracking its central path with an interior-point method [14] produces one of its relative interior solutions (by strict feasibility and results of [9] ). Hence, implementations of our algorithms that solve arbitrary SDPs are conceptually simple, involving only basic linear algebra (for regularization) and repeated calls to an interior-point method. Tracking the central paths of extended-embeddings with sufficient accuracy, however, is likely a difficult numerical task and is a topic we do not address here.
This paper also contributes to the facial reduction literature in a few ways. To explain these contributions, we first review prior work. Executing the facial reduction algorithm of Borwein and Wolkowicz [5] , or the simplified versions of Pataki [15] and Waki and Muramatsu [25] , requires one obtain facial reduction certificates, which themselves are solutions to conic optimization problems (so-called auxiliary problems). The recent papers of Cheung et al. [6] and Lourenco et al. [11] propose methods for finding certificates, addressing issues of numerical robustness [6] and strict feasibility of auxiliary problems [6, 11] , whereas papers of the first author find certificates using conservative approximations [16, 17] . In this paper, we show certificates can be found only when they are needed (complementary solutions and improving rays do not exist) as opposed to when they exist (e.g. Slater's condition fails for feasible problems). This is done by finding relative interior solutions to (2) by solving, for instance, strictly-feasible extended-embeddings. In contrast, the methods of [5, 15, 25, 6, 11] find a complete set of certificates for feasible problems and regularize until Slater's condition holds (which can be costly and unnecessary), and the approximation-based methods of [16, 17] may fail to find needed certificates. We also show solutions to (2) automatically identify which problem-primal or dual-needs regularization. In contrast, facial reduction procedures often only regularize the problem one is interested in solving. This is insufficient, for instance, to solve the primal problem if it has a finite unattained optimal value; in this case, dual regularization, or equivalently, regularization in the sense of Abrams [1] , is required. As we will show, relative interior solutions to (2) always provide the necessary certificate for the required regularization. Indeed, the certificates provided by (2) allow one to handle all pathologies (duality gaps, unattainment, etc.) in a unified facial-reduction-based framework, where, in contrast, the method of [11] for 'completely-solving' SDPs uses a combination of techniques.
Case
Interpretation τ > 0, κ = 0
Complementary solution τ = 0, κ > 0 Improving ray(s) τ = 0, κ = 0 Facial reduction certificate(s) Table 1 : Interpretation of a relative interior solution to the self-dual homogeneous model (2) in terms of the conic optimization problem (1) . The main observation of this paper, given by Corollary 1, is summarized by the last row. This paper is organized as follows. Section 2 introduces notation and reviews facial reduction. Section 3 introduces the set H(C)-defined as the cone of solutions to the homogeneous model (2) if K is replaced with some specified non-empty, closed, convex cone C. This section then characterizes the relative interior of H(C), yielding the results reported in Table 1 . The relative boundary of H(C) is also studied, yielding interesting geometric interpretations of facial reduction certificates. We then show how to find points in the relative interior of H(C) via extended-embeddings. Section 4 gives algorithms for solving the primal or dual problem using relative interior points in a sequence of cones H(C i ), where C i is computed from C i−1 using facial reduction. Section 5 contains simple illustrative examples.
Background on facial reduction
This section reviews the basic concepts underlying facial reduction algorithms [5, 15, 25] . These algorithms take as input either the primal problem or the dual problem of (1) and replace K or K * with a face containing the primal feasible set or the set of dual feasible slacks. After this replacement, the new problem has optimal value equal to that of the input problem. Moreover, if input problem is feasible, the new problem satisfies Slater's condition, and if the input problem is infeasible, the new problem is strongly infeasible, meaning a strictly-separating hyperplane exists proving infeasibility. For this reason, this replacement is called regularization.
These algorithms work by finding a finite sequence of hyperplanes that provably contain the feasible set, where the normal vectors of these hyperplanes are called facial reduction certificates. They terminate when facial reduction certificates no longer exist. The number of steps taken by these algorithms depends on the facial reduction certificates used. The minimum number of steps taken is called the singularity degree [24] and is intrinsic to the input problem. To explain these ideas in detail, we first review properties of non-empty, closed, convex cones and their faces.
Cones and faces
A subset C of R n is called a cone if it is closed under positive scaling, i.e. λx ∈ C for any λ > 0 when x ∈ C. A convex cone is a cone that is convex. The dual cone C * of any subset C of R n is the convex cone {y ∈ R n : y T x ≥ 0, ∀x ∈ C}. In this paper, we are only concerned with convex cones that are also closed and non-empty. Note if C is a non-empty, closed, convex cone, then C contains the origin and C * * = C.
Let C be a non-empty, closed, convex cone. A face F of C is a closed convex subset for which a, b ∈ C and a+b 2 ∈ F implies a, b ∈ F. A face F of C is called a proper face if it is non-empty and not equal to C. (Note this definition includes C ∩ (−C) as a proper face, which some authors exclude.) Let z ⊥ denote the hyperplane {x ∈ R n : x T z = 0}. For z ∈ C * , the set C ∩ z ⊥ is easily seen to be non-empty face, said to be exposed by z. It thus holds C ∩ z ⊥ is a proper face if and only if C ∩ z ⊥ ⊆ C holds strictly. Hence, the set C ∩ z ⊥ is a proper face if an only if z ∈ C * \ C ⊥ , where C * \ C ⊥ is the subset of C * not contained in the orthogonal complement of the span of C. Since the dual cone C * and the proper faces of C are also nonempty, closed, convex cones, all of these concepts translate if C is replaced with a proper face F, the dual cone C * , or with one of the proper faces of the dual cone. For instance, z ∈ F * \ F ⊥ exposes a proper face F ∩ z ⊥ of F, just as z ∈ C \ (C * ) ⊥ exposes a proper face C * ∩ z ⊥ of C * .
Primal and dual problems
To explain facial reduction, it is convenient to define primal and dual problems parametrized by an arbitrary non-empty, closed, convex cone C: Definition 1. For a non-empty, closed, convex cone C ⊆ R n , and the problem data A ∈ R m×n , b ∈ R m and c ∈ R n of the conic optimization problem (1), let P(C) denote the primal optimization problem
and let D(C) denote its dual optimization problem
Note P(K) and D(K) denote the primal and dual of (1), respectively. We will call x ∈ C an improving ray for P(C) if Ax = 0 and c T x < 0. Similarly, we call (−A T y, y) ∈ C * × R m an improving ray for D(C) if y T b > 0. A complementary solution (x, s, y) ∈ C × C * × R m for P(C) and D(C) is a primal-dual optimal solution with zero duality gap, i.e. it consists of a primal feasible point x and dual feasible point (s, y) for which c T x = b T y, or equivalently, x T s = 0.
Facial reduction certificates
A facial reduction certificate is the normal vector to a particular type of hyperplane. It is defined in terms of a cone C ⊆ R n and either the primal problem P(C) or dual problem D(C).
Definition 2.
For a non-empty, closed, convex cone C ⊆ R n , and the problem data A ∈ R m×n , b ∈ R m and c ∈ R n of (1), define facial reduction certificates as follows:
• Call s ∈ C * a facial reduction certificate for P(C) if the hyperplane s ⊥ contains the affine set {x ∈ R n : Ax = b} and C ∩ s ⊥ ⊆ C holds strictly.
• Call x ∈ C a facial reduction certificate for D(C) if the hyperplane x ⊥ contains the affine set {c − A T y : y ∈ R m } and C * ∩ x ⊥ ⊆ C * holds strictly.
A facial reduction certificate for P(C) exposes a proper face of C containing the feasible set of P(C). Similarly, a facial reduction certificate for D(C) exposes a proper face of C * containing the set of dual feasible slacks for D(C). Hence, existence of these certificates imply failure of Slater's condition for P(C) or D(C). For feasible problems, the converse is also true: a facial reduction certificate exists if Slater's condition fails. Specifically, the following is well-known. (See, e.g., Lemma 2 of [17] for a proof, and Theorem 7.1 of [5] , Lemma 12.6 of [6] , or Lemma 1 of [15] for closely-related statements.) Facial reduction certificates are also solutions to conic feasibility problems (so-called auxiliary problems). Indeed, a hyperplane contains a non-empty affine set if and only if it has a normal vector satisfying certain linear equations. Hence, the set of facial reduction certificates for P(C) or D(C) is defined by particular linear and conic constraints:
Let C ⊆ R n be a non-empty, closed, convex cone. The following statements hold.
• s ∈ R n is a facial reduction certificate for the primal problem P(C) if there exists y ∈ R m for which
and all facial reduction certificates are of this form if {x ∈ R n : Ax = b} is non-empty.
• x ∈ R n is a facial reduction certificate for the dual problem D(C) if
and all facial reduction certificates are of this form (since {c − A T y : y ∈ R m } is non-empty).
Note the constraint x ∈ C \ (C * ) ⊥ is satisfied if and only if x ∈ C and x has non-zero inner-product with any point in relint C * , and similarly for s ∈ C * \ C ⊥ .
Optimal facial reduction certificates. Faces exposed by facial reduction certificates are partiallyordered by set inclusion. Thus, there is a natural notion of optimality for certificates. Formally: Definition 3. Let C ⊆ R n be a non-empty, closed, convex cone. Let Z p ⊆ R n denote the set of facial reduction certificates for P(C) and Z d ⊆ R n denote the set of facial reduction certificates for D(C).
• s ∈ Z p is an optimal facial reduction certificate for P(C) if C ∩ s ⊥ satisfies
If facial reduction certificates exist, then so do optimal ones. Since facial reduction certificates are closed under addition, this follows easily from the following identities
which hold for any s 1 , s 2 ∈ C * and x 1 , x 2 ∈ C. Hence, the sum of a maximal set of linearly independent certificates for P(C) is an optimal certificate for P(C), and similarly for D(C).
Facial reduction algorithms
A facial reduction algorithm regularizes the primal problem P(K) of (1) by finding a sequence of facial reduction certificates for P(F i ), where each F i is a face of K. Similarly, it regularizes the dual problem D(K) using a sequence of facial reduction certificates for dual problems defined by faces of K * . We explain the basic idea using the primal problem, and then summarize how it extends to the dual. Additional details can be found in [5, 15, 25] .
Facial reduction of the primal problem. Suppose we had a facial reduction certificate z ∈ K * for P(K). Replacing K with the face K ∩ z ⊥ yields a new primal-dual pair
where the primal problem P(K ∩ z ⊥ ) and the original P(K) have the same feasible set and equal optimal values (given that z ⊥ contains all solutions to Ax = b). We can, of course, repeat this process. For an integer m > 0, consider the recursion
where z i ∈ F * i−1 is a facial reduction certificate for P(F i−1 ). If C is replaced with any face F i in this recursion, the primal problem P(F i ) and the original P(K) also have the same feasible set and equal optimal values, given that each hyperplane z ⊥ i contains all solutions to Ax = b. We call replacement of K with one of these faces primal regularization.
Facial reduction algorithms compute the recursion F i = F i−1 ∩ z ⊥ i and terminate when a facial reduction certificate for P(F i ) does not exist. If the sequence F 0 , . . . , F m is constructed using optimal certificates, then m is called the singularity degree of P(K)-an intrinsic property that doesn't depend on the specific certificates z i used. If P(K) is feasible, the last face F m in the sequence is called the minimal face of P(K). One can show if P(K) is feasible, the regularized problem P(F m ) satisfies Slater's condition, and if P(K) is infeasible, the dual D(F m ) of the regularized primal problem has an improving ray.
Facial reduction of the dual problem. The dual problem D(K) of (1) is regularized in a similar way. Given a facial reduction certificate z ∈ K for D(K), one can reformulate (1) as:
where K * has been replaced with the face K * ∩ z ⊥ . Since the hyperplane z ⊥ contains all vectors of the form c − A T y, the dual problem D (K * ∩ z ⊥ ) * and the original D(K) have the same feasible set and equal optimal values. As with the primal problem, we can repeat this process. Specifically, we can identify a sequence of faces of K * via the recursion F i = F i−1 ∩ z ⊥ i , where F 0 := K * and z i ∈ F * i−1 is a facial reduction certificate for D(F * i−1 ), terminating when facial reduction certificates no longer exist. We call replacement of K * with one of the faces F i dual regularization. As with the primal problem, if the sequence F 0 , . . . , F m is constructed with optimal certificates, then m is called the singularity degree of D(K). Similarly, the last face F m in the sequence is called the minimal face of D(K) when D(K) is feasible. One can show if D(K) is feasible, the regularized problem D(F * m ) satisfies Slater's condition, and if D(K) is infeasible, the primal problem P(F * m ) has an improving ray.
Primal-dual facial reduction asymmetry
While a facial reduction algorithm leaves the feasible set of the input problem unchanged, the same is not true for the corresponding Lagrangian dual problem-in other words, facial reduction is asymmetric with respect to duality. Compare the primal-dual pair (1) with the primal-regularized pair (3) . While the primal feasible sets are the same, the dual feasible set of (3) is potentially larger. An analogous statement holds when comparing (1) with the dual-regularized pair (4); while the dual feasible sets are the same, the primal feasible set of (4) is potentially larger. Hence, by solving (3) or (4), one won't (generally) find solutions to both the primal P(K) and dual D(K) of (1). Of course, this should not always be viewed as a negative "side-effect" of facial reduction; enlarging the primal or dual feasible set may be necessary to remove duality gaps and find improving rays, which, in a sense, is the entire point of the technique. Nevertheless, a primal-dual solver that also performs facial reduction needs more than just the problem data (A, b, c); it must also know which problem-primal or dual-is of actual interest.
Connections with our approach
In this paper, we show optimal facial reduction certificates are obtained from the homogeneous model when complementary solutions or improving rays do not exist. This allows us to perform primal or dual regularization and resolve the homogeneous model, repeating until a complementary solution or improving ray is obtained. In addition, complementary solutions and improving rays will always be obtained when they exist, even if facial reduction certificates exist as well. As a consequence, we can find complementary solutions without having to first identify the minimal face-i.e., we do not have to regularize until Slater's condition holds. Towards making these statements precise, we now study homogeneous models in more detail.
Solutions to homogeneous models
In this section, we examine the solution sets of homogeneous models and present our main theoretical results. The main object of interest is the convex cone H(C), defined as follows:
Definition 4. For a non-empty, closed, convex cone C ⊆ R n , and the problem data A ∈ R m×n , b ∈ R m and c ∈ R n of (1), define H(C) as the convex cone of solutions (x, s, y, τ, κ) to the system:
Note if C = K, then H(C) equals the solution set of the homogeneous model (2) . (Allowing C to differ from K is convenient for stating algorithms in the next section.)
We will study both the relative interior and relative boundary of H(C). Our study of the relative interior is inspired by [7] , which considers 'maximally-complementary' solutions of selfdual embeddings for semidefinite programs. Our main result (Theorem 1) classifies the relative interior of H(C) and implies results of Table 1 as a corollary-specifically, it implies all relative interior solutions of H(C) yield complementary solutions, improving rays or optimal facial reduction certificates. Our study of the relative boundary yields a geometric interpretation of the nonnecessity of Slater's condition: in most cases, facial reduction certificates correspond only to relative boundary points when complementary solutions or improving rays exist. We also show all suboptimal facial reduction certificates are contained in the relative boundary. Finally, we show relative interior solutions to extended-embeddings, which are found by central-path-following techniques in the case of semidefinite programming, yield points in relint H(C).
The relative interior
The following theorem classifies (x, s, y, τ, κ) ∈ relint H(C) by the values of τ and κ. A corollary follows restating key statements in terms of complementary solutions, improving rays and facial reduction certificates for the primal-dual pair given by P(C) and D(C). Theorem 1. Let C ⊆ R n be a non-empty, closed, convex cone. For (x, s, y, τ, κ) ∈ relint H(C), the following statements hold:
3. If τ = κ = 0, then τ and κ vanish for all points in H(C). In addition, letting
(e) At least one of the faces F p or F d is proper;
Proof. Statements one and two are immediate by showing τ κ = 0 for any solution (x, s, y, τ, κ) in H(C). In particular, it holds that
Hence, if τ > 0, then κ = 0, showing the first statement. If κ > 0, then τ = 0, showing the second statement.
We now prove the third statement where τ = κ = 0. We let w := (x, s, y, τ, κ). To begin, since w ∈ relint H(C), there can be no pointŵ := (x,ŝ,ŷ,τ ,κ) ∈ H(C) withκ = 0 orτ = 0. Otherwise, we'd have w − αŵ ∈ H(C) for every α > 0, contradicting the fact w ∈ relint H(C). This shows the first part of the third statement. This also implies
We now show (3d). One direction is trivial; if A d is contained in a proper face of C * , then relint C * ∩ A d must be empty. For the converse direction, suppose relint C * ∩ {c − A T y : y ∈ R m } is empty. The main separation theorem (Theorem 11.3) of [22] states that a hyperplane exists properly separating these sets. Using Theorem 11.7 of [22] , we can additionally assume this hyperplane passes through the origin since C * is a cone. In other words, there existsx ∈ C, satisfyingx T z ≥ 0 for all z ∈ C * (by definition), for whichx
It follows that c Tx ≤ y T Ax for arbitrary y ∈ R m , which implies Ax = 0 and c Tx ≤ 0. But c Tx = 0, otherwisex is an improving ray for P(C), and (x, 0, 0, 0, −c Tx ) ∈ H(C) with κ > 0. Hence, the hyperplanex ⊥ contains {c − A T y : y ∈ R m } implyingx T z = 0 for some z ∈ C * given proper separation of the sets. That is,x exposes a proper face of C * . Clearly,ŵ := (x, 0, 0, 0, 0) ∈ H(C). Since w is in the relative interior of H(C), it holds that w ± αŵ ∈ H(C), and thus x ± αx ∈ C, for some α > 0. Hence, for any u ∈ C * , the inequality u T (x ± αx) ≥ 0 holds, which in turn implies u Tx = 0 when u T x = 0. In other words, C * ∩ x ⊥ is contained in a proper face, i.e.,
and is hence proper.
Applying the argument of the previous paragraph to the set relint C ∩ A p shows (3c).
Suppose this weren't the case. Then, Slater's condition is satisfied for both P(C) and D(C) showing existence of an optimal primal-dual solution with zero duality gap (see [4] ; Section 7.2.2). Hence, there exists a point in H(C) with τ > 0, contradicting the assumption that (x, s, y, τ, κ) is in the relative interior of H(C).
The same argument that shows the containment (5) shows (3f) and (3g).
The following corollary arises simply from definitions. Variants of the first two statements (and their converses) are well-known and given in [7] for semidefinite programming. The third statement is the main observation of this paper. Note taking C = K yields Table 1 .
Corollary 1.
Let C ⊆ R n be a non-empty, closed, convex cone, and suppose (x, s, y, τ, κ) ∈ relint H(C). The following statements hold for the primal-dual pair P(C) and D(C).
1. If τ > 0, then 1 τ (x, s, y) is a complementary solution for P(C) and D(C).
2. If κ > 0, then x is an improving ray for P(C) and/or (s, y) is an improving ray for D(C).
3. If τ = κ = 0, then x and/or s are optimal facial reduction certificates in the sense of Definition 3.
Moreover, converses of the first two statements hold: if P(C) and D(C) have a complementary solution, then τ > 0; if P(C) and/or D(C) have an improving ray, then κ > 0.
Facial reduction certificates and improving rays for both problems. Statements two and three of Corollary 1 are subtle. In particular, statement three does not guarantee s and x are both facial reduction certificates when such certificates exist for both primal and dual problems. Similarly, statement two does not guarantee s and x are both improving rays when such rays exist for both problems. Using (3c) and (3d) of Theorem 1 we can strengthen statement three to make this guarantee for facial reduction certificates:
Let C ⊆ R n be a non-empty, closed, convex cone, and suppose (x, s, y, τ, κ) ∈ relint H(C) with τ = κ = 0. The following statements hold:
• If relint C ∩ {x ∈ R n : Ax = b} is empty, then s is an optimal facial reduction certificate for P(C).
• If relint C * ∩ {c − A T y : y ∈ R m } is empty, then x is an optimal facial reduction certificate for D(C).
Statement two of Corollary 1, on the other hand, cannot be strengthened-in the κ > 0 case, there are instances for which relative interior points do not yield improving rays for both problems, even if these rays exist. This is a known shortcoming of the homogeneous self-dual model that holds even in the linear programming case (see, e.g., [26] ). The following illustrates this shortcoming:
Consider the following primal-dual pair of linear programs
where both the primal and dual problem are infeasible. Indeed, the point (x,ŝ,ŷ,τ ,κ) ∈ relint H(R 2 + ) yields an improving rayx for the primal and an improving rayŷ for the dual, wherê
Nevertheless, the entire family of points:
x = (r, r),s = (0, 0),ỹ = (t, t),τ = 0,κ = r + t, for r > −t ≥ 0, are also in the relative interior of solutions to the homogeneous model, and only give improving rays for the primal problem.
In Example 1, any point from the family (x,s,ỹ,τ ,κ) leaves the status of the primal problem unknown; from such point, we can only conclude the primal problem is infeasible or unbounded. To resolve this ambiguity, one can set the objective function c T x of the primal problem to zero and solve the resulting feasibility problem:
Since dual improving rays exists, but there can be no primal improving rays by construction, all points in relint H(C), such as the point 
The relative boundary
We Sub-optimal facial reduction certificates. Definition 3 defined an optimal facial reduction certificate as one exposing a face as small as possible. Here, we consider sub-optimal certificates, and find they appear in the relative boundary: Proof. This follows directly from statements (3f)-(3g) of Theorem 1, which imply certificates in the relative interior of H(C) are optimal.
Finding relative interior points via extended-embeddings
We now address a practical question: how can one find points in relint H(C)?
To provide an answer, we show points in relint H(C) are obtained from points in the relative interior of solutions to the extended-embedding of Ye et al. [26] :
where (x, s, y, τ, κ, θ) 
which implies (x,ŝ,ŷ,τ ,κ, 1) is a strictly feasible point. The embedding (6) is also self-dual, meaning the dual problem is to maximize −µθ over dual variables (x,s,ȳ,τ ,κ,θ) satisfying identical constraints. Since a dual optimal point can be identified with a primal optimal point, and since strong duality holds by strict feasibility of both primal and dual problems, we conclude −µθ = µθ at optimality (which implies θ = 0 at optimality.) Hence, projecting away the θ coordinate from any optimal solution produces a point in H(C). This projection also maps relative interior solutions to relative interior points in H(C). To show this, we first need the following technical result: Then, there exists β > 0 such that (βw, 0) is an optimal solution to (6) .
Proof. We only need to verify existence of β such that (βw, 0) satisfies the last equality constraint.
Since µ > 0, it suffices to show r T d x + r T p y + r g τ < 0:
Sincex T s + x Tŝ +τ κ + τκ is a sum of non-negative numbers, the claim follows if at least one summand is non-zero. Suppose then that τ = κ =x T s = x Tŝ = 0. Sincex ∈ relint C, we have for all x 0 ∈ C a scalar ζ > 0 for which
Hence, s ∈ C ⊥ . A similar argument shows x ∈ (C * ) ⊥ . By Theorem 1, this cannot hold if w ∈ relint H(C), since x or s must expose a proper face when τ = κ = 0.
We now state our result:
Theorem 2. Let C ⊆ R n be a non-empty, closed, convex cone and suppose (x, s, y, τ, κ, θ) is in the relative interior of the set of optimal solutions to the extended-embedding (6) . Then, (x, s, y, τ, κ) ∈ relint H(C).
Proof.
Let Ω denote the set of optimal solutions to the extended-embedding (6) . If (w H , θ) ∈ Ω, then θ = 0 and w H ∈ H(C). Hence, we only need to verify that w H ∈ relint H(C) when (w H , 0) ∈ relint Ω. To see this, first note for arbitraryw H ∈ relint H(C), there exists β > 0 such that (βw H , 0) ∈ Ω by Lemma 1. Hence, if (w H , 0) ∈ relint Ω, there is an α > 0 that
Clearly, βw H ∈ relint H(C) since H(C) is a cone. Hence, applying the Line Segment Principle (Proposition 1.3.1 of [3] ), all points of the form w H + t(w H − βw H ) for t ∈ [−1, α) are in the relative interior of H(C). Since α > 0, we can take t = 0, which shows that w H ∈ relint H(C) as desired.
Note if the extended-embedding is a semidefinite program, then by strict feasibility and self-duality the central path exists and converges to a point in the relative interior of the solution set [9] . Hence, for SDP, central-path-following techniques can produce a relative interior solution to the extended-embedding and, by Theorem 2, a point in relint H(C).
Algorithms based on homogeneous models
We now give an algorithm for solving the primal conic optimization problem P(K) and sketch an analogous algorithm for solving its dual D(K). (Separate algorithms are needed given that facial reduction of the primal/dual results in an inequivalent dual/primal, as mentioned in Section 2.5.)
The algorithm solves any instance of P(K), in a sense we soon make precise, by finding relative interior solutions to a sequence of homogeneous models until an improving ray, infeasibility certificate or complementary solution is obtained. The sequence of homogeneous models is produced using the facial reduction certificates one obtains when improving rays, infeasibility certificates and complementary solutions do not exist. If necessary, the algorithm solves another sequence of homogeneous models (arising from a feasibility problem) to distinguish between unboundedness and infeasibility.
Solving the primal problem
To formally state our notion of 'solve,' we need the following set of definitions, where complementarysolutions are defined as in Section 2, unboundedness certificates consist of an improving ray and a feasible point, and infeasibility certificates are simply improving rays for the dual problem D(C):
Definition 5. Let C ⊆ R n be a non-empty, closed, convex cone. For the conic optimization problem P(C), define the following:
• An unboundedness certificate is a tuple (x, x ray ) ∈ C × C satisfying Ax = b, Ax ray = 0, c T x ray < 0.
• An infeasibility certificate is a tuple (s ray , y ray ) ∈ C * × R m satisfying s ray = −A T y ray , b T y ray > 0.
Since some instances of P(K) do not have complementary solutions, unboundedness certificates, or infeasibility certificates, it is insufficient to say P(K) is solved if and only if one of these items is found. We therefore introduce two more general notions of 'solve'. The first follows: Definition 6. Let A p := {x ∈ R n : Ax = b}, where A, b, c are the problem data of P(K). The conic optimization problem P(K) is considered solved if one finds a cone C ⊆ R n such that the optimal values of P(C) and P(K) are equal, i.e.,
and one of the following for P(C):
A complementary solution,
2. An unboundedness certificate,
An infeasibility certificate.
While any instance of P(K) can be solved in the sense of Definition 6, only the optimal objective value is necessarily certified and obtained. In particular, the definition doesn't require one of the items (1)-(3) for P(K) when one exists, neither does it require a feasible point of P(K) attaining the optimal value when such a point exists. Our second notion of solve addresses these issues: We now develop an algorithm for solving any instance of P(K) in the sense of Definition 7. After presenting the algorithm, we then discuss finite certificates generated by the algorithm that prove P(K) and P(C) have equal optimal values, allowing one to independently verify each solve criterion of Definition 6. From these certificates, one can also verify the equality A p ∩ C = A p ∩ K of Definition 7. The other criteria of Definition 7 are met by outputs of the algorithm, but no certificate is provided.
Remarks on Definition 6-7. Before proceeding, we make a few remarks. Consider a two-staged approach for solving P(K), where one first identifies the minimal face F min of P(K) using facial reduction and then solves the regularized problem P(F min ). This two-staged approach does not always solve P(K) in the sense of Definition 7. In particular, a complementary solution for P(K) may exist even though Slater's condition fails, implying F min = K. (These remarks also apply to the recent method of Lourenco et al. [11] .) In addition, this two-staged approach fails to solve P(K) even in the weaker sense of Definition 6 if the primal optimal value is unattained or if the primal is unbounded but has no improving ray.
Finding complementary solutions, improving rays, or infeasibility certificates
We now present the first piece of our algorithm. Specifically, we describe a procedure (Algorithm 1) that finds a cone C such that the primal problems P(K) and P(C) have equal optimal values, and a complementary solution, infeasibility certificate, or improving ray for P(C). The procedure takes C = K if a complementary solution, infeasibility certificate, or improving ray exists for P(K). Otherwise, it finds C using facial reduction, using, potentially, both primal and dual regularization. Theorem 3 summarizes its basic properties. Note if P(C) is infeasible and has an improving ray, an infeasibility certificate may not be found. Also note an improving ray is not a complete certificate of unboundedness. We will address these issues in the next subsection.
Algorithm 1:
Finds cone C such the primal problems P(K) and P(C) have equal optimal values, and a complementary solution, infeasibility certificate or improving ray for P(C).
return (x, s, y, τ, κ), C end until algorithm returns; Theorem 3. Algorithm 1 has the following basic properties, where A ∈ R m×n , b ∈ R m and c ∈ R n are the problem data of the primal problem P(K).
1. Algorithm 1 terminates in finitely-many iterations.
Algorithm 1 terminates after one iteration, with C = K, if and only if a complementary
solution, improving ray, or infeasibility certificate exists for P(K).
The dual regularization step C ← (C * ∩ x ⊥ ) * executes if and only if one of the following statements hold:
(a) The optimal value of P(K) is finite and unattained;
(b) The optimal value of P(K) is unbounded below and the set of improving rays {x ∈ K : Ax = 0, c T x < 0} is empty.
4. Suppose the dual regularization step C ← (C * ∩ x ⊥ ) * executes, and let C and C denote C just before and after execution. The following statements hold:
(a) The primal problems P(C ) and P(C ) are feasible and satisfy Slater's condition;
(b) The primal regularization step C ← C ∩ s ⊥ is not executed at any following iteration.
In addition, the following statements hold about the output (x, s, y, τ, κ), C of Algorithm 1, where A p := {x ∈ R n : Ax = b}.
5. If τ > 0, then 1 τ (x, s, y) is a complementary solution for P(C).
6. If κ > 0 and b T y > 0, then (s, y) is an infeasibility certificate for P(C). If κ > 0 and c T x < 0, then x is an improving ray for P(C).
7.
The optimal values of the primal problem P(K) and the regularized problem P(C) are equal,
Proof. In arguments below, we call C ← C ∩ s ⊥ the primal regularization step, and C ← (C * ∩ x ⊥ ) * the dual regularization step. When one of these steps executes, we let C and C denote the cone C before and after execution, respectively. Statement 3. We will show P(C ) satisfies (3a) or (3b) when a dual regularization step executes. Using this, we then show P(K) also satisfies (3a) or (3b). We use the following facts from Theorem 1: when the dual regularization step executes, all points in H(C ) satisfy τ = κ = 0; and, when the dual regularization step executes, no facial reduction certificate exists for P(C ) (since s ∈ C ⊥ ).
To begin, we first show P(C ) is feasible, and hence has finite optimal value or is unbounded below. Suppose P(C ) is infeasible. If {x ∈ R n : Ax = b} is empty, then there existsŷ for which b Tŷ = 1 and A Tŷ = 0. Hence (0, 0,ŷ, 0, b Tŷ ) is a point in H(C ) with κ > 0, which is a contradiction. On the other hand, if {x ∈ R n : Ax = b} is non-empty, there exists a hyperplane properly seperating A p := {x ∈ R n : Ax = b} from the relative interior of C . That is, there existsŝ ∈ C * for whicĥ
where x 0 ∈ A p and A p = x 0 + null A. This impliesŝ ∈ (null A) ⊥ = range A T . Hence,ŝ = −A Tŷ for someŷ, where, evidently,ŝ T x = −b Tŷ ≤ 0 for all x ∈ A p . If b Tŷ = 0, thenŝ T z = 0 for some z ∈ C by proper separation of the sets. Hence,ŝ is a facial reduction certificate which, as mentioned above, cannot exist. On the other hand, if b Tŷ > 0, then (0, −A Tŷ ,ŷ, 0, b Tŷ ) is a point in H(C ) with κ > 0, which is a contradiction. Hence, P(C ) must be feasible and either has finite optimal value or an optimal value that is unbounded below.
We have established that P(C ) is feasible and that no facial reduction certificate for P(C ) exists. Hence, by Proposition 1, P(C ) is strictly feasible. Now suppose that P(C ) has a finite optimal value. Then, by Slater's condition, the dual D(C ) of P(C ) has equal optimal value that is attained. Hence, if P(C ) attains its optimal value, P(C ) has a complementary solution (x, s, y) where (x, s, y, 1, 0) is a point in H(C ) with τ > 0; a contradiction. Suppose next the optimal value equals −∞. If an improving rayx ray exists, then (x ray , 0, 0, 0, −c Tx ray ) is a point in H(C ) with κ > 0; a contradiction. Hence, P(C ) satisfies (3a) or (3b). Now consider the first time the dual regularization step executes. Since the feasible sets of P(C ) and P(K) are equal, it trivially follows that P(K) satisfies (3a) if P(C ) does. If P(C ) satisfies (3b), then P(K) is clearly unbounded. Suppose then P(K) has an improving ray x ray . Then, for any feasible point x 0 and facial reduction certificate s used by the primal regularization step,
Hence, x ray ∈ C and is therefore an improving ray for P(C ), a contradiction.
For the converse direction, we will argue τ = κ = 0 holds at each iteration unless the dual regularization step executes. Since the primal regularization step can execute only finitely many times (since K is finite-dimensional), the converse direction therefore follows. To begin, suppose the optimal value of P(K) is finite and unattained, i.e., suppose (3a) holds. Then τ = κ = 0 for all (x, s, y, τ, κ) ∈ relint H(K); otherwise, either an infeasibility certificate/improving ray would exist for P(K), contradicting finiteness, or a complementary solution would exist, contradicting unattainment. Since the feasible sets of P(C ) and P(K) are equal unless the dual regularization step executes, repeating this argument shows τ = κ = 0 unless the dual regularization step executes. A similar argument shows the claim assuming (3b).
Statement 4a. Strict feasibility of P(C ) was established in the proof of statement 3. This implies P(C ) is strictly feasible given that
Statement 4b. By (4a), if dual regularization is performed, then P(C ) satisfies Slater's condition, and continues to satisfy Slater's condition at each ensuing iteration. Hence, a facial reduction certificate s cannot exist at any ensuing iteration by Proposition 2. Statement 1. Since K is finite dimensional, it trivially follows, using (4b), that both regularization steps can execute only finitely many times. Hence, the algorithm must terminate.
Statement 2 and 5-6. Immediate from Corollary 1.
The optimal values of P(C ) and P(C ) are equal when the primal regularization step executes. Similarly, the optimal values of D(C ) and D(C ) are equal when the dual regularization step executes. Moreover, (4a) and Slater's condition imply the optimal values of P(C ) and D(C ) are equal when the dual regularization step executes. Combining these facts with (4b) shows the optimal values of P(K) and P(C) are the same at termination. Statement 8. When the primal regularization step executes, P(C ) and P(C ) have equal feasible sets since s is a facial reduction certificate for P(C ). When the dual regularization step executes, the feasible set A p ∩ C of P(C ) and the feasible set A p ∩ C of P(C ) satisfy
Combining these facts with (4b) shows A p ∩ K ⊆ A p ∩ C. Since dual regularization is performed if and only if (3a) or (3b) hold, the claim follows.
Iteration bounds. Immediate from Theorem 3 are a set of upper bounds on regularization steps executed by Algorithm 1. Table 2 summarizes these bounds, where d P denotes the singularity Case # prim. steps # dual steps #1 0 0 #2 d P n #3 d P 0 Table 2 : Upper bounds on primal and dual regularization steps in three cases. In the first, P(K) has a complementary solution, infeasibility certificate, or improving ray (denoted Case #1). In the second, P(K) has a finite-unattained optimal value or is unbounded but has no improving ray (denoted Case #2). The third is simply all other possibilities (denoted Case #3). degree of the primal problem P(K)-the maximum number of primal regularization steps possible if optimal facial reduction certificates are used (Section 2.4). Note the singularity degree d D of the dual D(K) is not used in any of the bounds. We conjecture the trivial dimension bound n (where K ⊆ R n ) can be improved to d D , but could not find a simple proof since the dual problem-and potentially its singularity degree-changes with primal regularization (Section 2.5).
The complete algorithm
We now give a complete algorithm for solving the primal problem P(K) using one or two calls to Algorithm 1. Two calls may be needed for the following reasons:
• A certificate of unboundedness requires both a feasible point and an improving ray, which cannot be simultaneously obtained from a single point in H(K).
• For infeasible P(K), an infeasibility certificate is not always obtained from (x, s, y, τ, κ) ∈ relint H(K) with κ > 0. In particular, b T y ≤ 0 may hold if x is an improving ray, i.e. c T x < 0. This problem was illustrated by Example 1.
To address both of these issues, we set the cost vector c = 0 and re-execute Algorithm 1. This either produces a feasible point (certifying unboundedness) or an infeasibility certificate. Our method for solving P(K) appears in Algorithm 2. As stated in Theorem 4, it solves any instance of P(K) in the strong sense. Proof. We first show the primal problem is solved in the sense of Definition 6 by establishing outputs are complementary solutions, infeasibility certificates, or unboundedness certificates for a primal problem P(C) or P(C f eas ) with optimal value equal to P(K).
If Algorithm 1 is only called once, this trivially follows from Theorem 3. (Specifically, a complementary solution is returned if τ > 0 and an infeasibility certificate is returned otherwise.) Now suppose Algorithm 1 re-executes to produce the point x, s, y, τ, κ), C f eas . If τ = 0, the algorithm returns (s, y), C f eas , where (s, y) is trivially an infeasibility certificate for P(C f eas ). Since infeasibility of P(C f eas ) implies infeasibility of P(K), the optimal values of P(K) and P(C f eas ) are equal. If τ > 0, we claim the algorithm returns an unboundedness certificate for P(C); i.e., x ray is an improving ray for P(C) and 1 τ x is a feasible point of P(C). That x ray is an improving ray is immediate from Corollary 1, and that 1 τ x is a feasible point follows from
That 1 τ x ∈ A p ∩ C f eas is trivial. That A p ∩ C f eas = A p ∩ K follows because the re-execution of Algorithm 1 does not use dual regularization to produce (x, s, y, τ, κ), C f eas since c = 0; hence, A p ∩ C f eas = A p ∩ K holds by statement 3 and 8 of Theorem 3. That A p ∩ K ⊆ A p ∩ C also follows from statement 8 of Theorem 3. That P(C) and P(K) have equal optimal values is also an immediate consequence of Theorem 3.
Finally, that the outputs solve P(K) in terms of Definition 7 follows from statement 2 and 8 of Theorem 3.
Certifying equality of optimal values
Algorithm 1 finds a cone C such that the primal problem P(K) and the regularized problem P(C) have equal optimal values. A finite certificate of this equality is easily obtained from the facial reduction certificates generated by the algorithm. Formally:
Proposition 5. For the primal problem P(K) and an integer m ≥ 0, let
The following statements hold:
1. The optimal values and feasible sets of P(K) and P(F i ) are equal for all i ∈ {0, . . . , m}. Based on Proposition 5, we conclude a finite certificate for the optimal value of P(K) is obtained by augmenting the infeasibility certificate, unboundedness certificate, or a complementary solution for P(C) with the list of facial reduction certificates generated by Algorithm 1, and, if dual regularization is performed, a strictly feasible point for P(F m ). (This strictly feasible point exists by statement (4a) of Theorem 3.) Such an augmented certificate has been proposed by other authors and is not a new idea. As explained in [20] , a certificate of this type solves Ramana [19] 's exact dual for semidefinite programs. Solutions to the extended-duals of Pataki [15] have similar interpretations. Infeasibility certificates of this type also appear in a recent paper of Liu and Pataki [10] . Since it is trivial to modify Algorithm 1 and Algorithm 2 to produce this augmented certificate, we forgo making this explicit.
The optimal values and feasible sets of D(F

Solving the dual problem
To solve the dual problem D(K) in a sense analogous to Definition 7, one must modify Algorithm 1 by swapping the order of primal and dual regularization steps. Algorithm 3 makes this modification explicit. A general procedure, analogous to Algorithm 2, would solve D(K) by calling Algorithm 3 first with D(K) as input. If necessary, it would then call Algorithm 3 a second time with a feasibility problem as input to certify unboundedness or infeasibility. We forgo making this explicit.
Algorithm 3:
Finds cone C such the dual problems D(K) and D(C) have equal optimal values, and a complementary solution, infeasibility certificate or improving ray for D(C).
return (x, s, y, τ, κ), C end until algorithm returns;
Examples
We now analyze relative interior solutions of the homogeneous model for simple conic optimization problems. We consider SOCPs over the quadratic cone
Since these cones and their Cartesian products are closed and convex (and, indeed, self-dual), the developed theory applies. The primal-dual pairs (9) and (10) are taken from [2] .
Non-necessity of Slater's condition
The following primal problem does not satisfy Slater's condition as all feasible points lie on a face of Q 3 . Nevertheless, facial reduction is unnecessary as a primal-dual optimal solution exists with objective value zero for the example:
Solutions to the homogeneous model. A relative interior solution to the self-dual homogeneous model (2) satisfies τ > 0 as shown by:
x = (0, 0, 0),ŝ = (2, 1, 1),ŷ = 0,τ = 1,κ = 0.
Here, (x,ŝ,ŷ) is a primal-dual optimal solution. On the other hand, the point given bỹ x = (0, 0, 0),s = (1, −1, 0),ỹ = −1,τ =κ = 0, which is clearly not a relative interior solution, yields a facial reduction certificates for the primal problem. Since Algorithm 1 only finds relative interior solutions, the primal-dual optimal solution (x,ŝ,ŷ) will be found in lieu of the facial reduction certificates.
Unattained, finite optimal values
Consider the primal-dual pair over a rotated quadratic cone:
subject to
It is easy to verify the optimal value of the primal is unattained and equals inf{1/x 1 : x 1 ∈ R + } = 0, and that the dual problem is feasible.
Solutions to the homogeneous model. Since the primal and dual problem are both feasible, but the primal problem has an unattained optimal value, all relative interior solutions to the selfdual homogeneous model (2) must satisfy τ = κ = 0 and yield facial reduction certificates. Because (10, 10,
2} is a strictly feasible point of the primal, we also conclude relative interior solutions to (2) yield only dual facial reduction certificates (Theorem 1, (3c) and (3e)). As an example, the solution x = (1, 0, 0),ŝ = (0, 0, 0),ŷ =τ =κ = 0, yields the dual facial reduction certificatex.
Facial reduction of the dual. Usingx, we can regularize the dual to obtain a new primal-dual pair. To perform this regularization, we replace Q 3
Taking x = (0, 0, √ 2), s = (0, 1, 0) and y = 0 yields a primal-dual optimal solution with optimal value equal to zero. Note (s, y) solves the dual problem of (8) and certifies the unattained optimal objective value of the primal problem of (8).
Weak infeasibility when one problem is feasible
Consider the following primal-dual pair:
Here, the dual problem is weakly infeasible, meaning there exists s ∈ Q 3 that solve the equation system with arbitrarily small positive error, but no s ∈ Q 3 that solves it exactly. The primal problem if feasible and has optimal objective value zero, but becomes unbounded if the equation
Solutions to the homogeneous model. For this problem, no relative interior solution to the self-dual homogeneous model (2) can satisfy τ > 0 or κ > 0. On the other hand, there is a solution given byx = (1, 1, 0),ŝ = (1, −1, 0),ŷ = −1,τ =κ = 0, wherex is a facial reduction certificate for the dual, and (ŝ,ŷ) is a facial reduction certificate for the primal.
Facial reduction of the primal. Usingŝ, we regularize the primal problem and formulate a new primal-dual pair. To perform this regularization, we replace Q 3 with Q 3 ∩ŝ ⊥ = ( 1 1 ) R + × {0} in the primal problem, where ( 1 1 ) R + denotes the cone generated by ( 1 1 ). We then replace Q 3 with (Q 3 ∩ŝ ⊥ ) * = {( 1 1 )} * × R in the dual problem, where {( 1 1 )} * denotes the dual cone of the singleton
Taking x = (0, 0, 0), s = (0, 0, 1) and y = 0 yields a primal-dual optimal solution pair with optimal value equal to zero.
Facial reduction of the dual. Usingx, we can also regularize the dual to obtain a new primaldual pair. Here, Q 3 is replaced by (Q 3 ∩x ⊥ ) * in the primal problem, and by Q 3 ∩x ⊥ in the dual. That is:
The improving ray x = (0, 0, −1) in the primal problem certifies dual infeasibility.
Finite but nonzero duality gap
The following primal-dual pair of problems are both feasible, but the optimal objective values of the two problems are different:
Given their membership in Q 3 × Q 2 , primal feasible points satisfy the inequalities x 1 + x 2 ≥ 0 and x 4 + x 5 ≥ 0. From the equation x 1 + x 2 + x 4 + x 5 = 0, we conclude that x 1 + x 2 = 0; combining this with the conic constraint (x 1 , x 2 , x 3 ) ∈ Q 3 shows x 3 = 0 for all primal feasible points. On the other hand, dual feasible points satisfy s 1 = s 2 , which in turn implies that s 3 = 0. This shows that y 2 = −1 for all dual feasible points. Hence, the primal optimal value is zero and the dual optimal value is −1.
Solutions to the homogeneous model. For this problem, no relative interior solution to the self-dual homogeneous model (2) can satisfy τ > 0 because the optimal objective values differ. Nor can it satisfy κ > 0 as both problems are feasible. Hence, all relative interior solutions yield facial reduction certificates. Consider x = (1, −1, 0, 0, 0),ŝ = (1, 1, 0, 1, 1 ),ŷ = (−1, 0),τ =κ = 0, wherex and (ŝ,ŷ) are dual and primal facial reduction certificates, respectively.
Facial reduction of the primal. Usingŝ, we regularize the primal problem to obtain a new primal-dual pair. Here, we replace Q 3 × Q 2 with (Q 3 ∩ŝ ⊥ 1:3 ) × (Q 2 ∩ŝ ⊥ 4:5 ) in the primal problem and replace Q 3 × Q 2 with (Q 3 ∩ŝ ⊥ 1:3 ) * × (Q 2 ∩ŝ ⊥ 4:5 ) * in the dual. That is:
Taking x = (0, 0, 0, 1, −1), s = (0, 0, 1, 0, 0) and y = (0, 0) yields a primal-dual optimal solution pair with optimal value equal to zero.
Facial reduction of the dual. Usingx, we can also regularize the dual problem to obtain a new primal-dual pair. Here, we replace Taking x = (0, 0, −1, 0, 0), s = (0, 0, 0, 1, 0) and y = (0, −1) yields a primal-dual optimal solution pair with optimal value equal to −1.
Weak infeasibility when both problems are infeasible
minimize −x 2 subject to x 1 = 0
where both the primal and dual problem are infeasible. Any relative interior solution to the homogeneous model will yield a primal improving ray such asx = (0, 1, 0, 0) to certify that the dual problem is infeasible, but cannot yield a dual improving ray. This is because all dual rays satisfy s 2 = 0 (implying s 3 = −y 2 = 0) and y 3 ≤ 0, showing the objective value to be nonpositive.
In response to the unknown primal feasibility status, we follow the same procedure as in Example 1, and construct the primal feasibility problem: minimize 0 subject to x 1 = 0
All dual rays of (11) are now dual solutions of (12), and thus satisfy s 2 = 0 (implying s 3 = −y 2 = 0) and y 3 ≤ 0 as derived.
Solutions to the homogeneous model. The primal problem of (12) is infeasible, but there is no dual improving ray. Hence, all relative interior solutions to the homogeneous model satisfy τ = κ = 0. Moreover, since c T x = 0, the equation b T y − c T x − κ = 0 implies b T y = 0 and thus y 3 = 0. One example of relative interior solution is given by:
x = (0, 1, 0, 0),ŝ = (1, 0, 0, 0),ŷ = (−1, 0, 0),τ =κ = 0, wherex is a dual facial reduction certificate andŝ is a primal facial reduction certificate. We highlight the subtlety thatŷ 3 = 0 for all points in the relative interior of the homogeneous model, even though all relative interior feasible points (s, y) of the dual problem of (12) satisfy y 3 < 0.
Facial reduction of the primal. Usingŝ, we regularize the primal problem of (12) The improving ray y = (0, 1, 0) and s = (0, 0, −1, 0) in the dual problem certifies primal infeasibility. Hence, the primal problem of (11) is also infeasible. 
Unboundedness with no improving ray
where the primal problem is unbounded and the dual problem is infeasible. Though unbounded, the primal problem has no improving ray, since all primal rays satisfy x 1 = 0 (implying x 3 = 0).
Solutions to the homogeneous model. For this problem, all relative interior solutions to (2) satisfy τ = κ = 0. Hence, since all primal rays satisfy x 3 = 0, the equation b T y − c T x − κ = 0 implies y = 0. A relative interior solution is thus given by:
x = (0, 1, 0),ŝ = (0, 0, 0),ŷ = 0,τ =κ = 0, wherex is a facial reduction certificate for the dual problem. By Theorem 3, the absence of a facial reduction certificate for the primal implies the primal is unbounded with no improving ray or has a finite optimal value that is unattained. This fact, along with Theorem 1-(3c), also implies it is strictly feasible. Hence, the duality gap between the primal-dual pair of (13) is zero.
Facial reduction of the dual. Usingx, we can regularize the dual problem to obtain a new primal-dual pair, where both the primal and dual problems have optimal values equal to the primal problem of (13):
For this primal-dual pair, relative interior solutions of the homogeneous model find the primal improving ray x = (0, 0, −1). Since we have already established primal feasibility, we can conclude the primal of (14) is unbounded. Nevertheless, to complete the unboundedness certificate of Definition 6, we need a feasible point. To find this, we solve a primal feasibility problem.
The primal feasibility problem. Fixing the primal objective of (13) to zero gives: Taking x = (0, 1, 0), s = (0, 0, 0) and y = 0 yields a primal-dual optimal solution, and a feasible point x to both the primal of (13) and (14) . This completes the unboundedness certificate for the primal of (14).
Conclusions
We have unified the facial reduction algorithm of Borwein and Wolkowicz with the self-dual embedding technique of Goldman and Tucker, bringing together both techniques to, in principle, solve arbitrary conic optimization problems over non-empty, closed, convex cones. Our method assumes one can produce relative interior solutions to homogeneous models. Such points are found from relative interior solutions to extended embeddings which, in the case of semidefinite programming, are produced by central-path-following techniques. Indeed, for SDP, implementing our method involves only conceptually-simple modifications to solvers such as SeDuMi [23] , and these modifications only affect solver execution when both complementary solutions and improving rays do not exist. Addressing practical issues of numerical accuracy is a topic for future research, as is formal complexity analysis.
