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EQUILIBRIUM STATES FOR EXPANDING
THURSTON MAPS
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Abstract. In this paper, we use the thermodynamical formalism
to show that there exists a unique equilibrium state µφ for each
expanding Thurston map f : S2 → S2 together with a real-valued
Ho¨lder continuous potential φ. Here the sphere S2 is equipped with
a natural metric induced by f , called a visual metric. We also prove
that identical equilibrium states correspond to potentials which are
co-homologous upto a constant, and that the measure-preserving
transformation f of the probability space (S2, µφ) is exact, and in
particular, mixing and ergodic. Moreover, we establish versions of
equidistribution of preimages under iterates of f , and a version of
equidistribution of a random backward orbit, with respect to the
equilibrium state. As a consequence, all the above results hold for
a postcritically-finite rational map with no periodic critical points
on the Riemann sphere equipped with the chordal metric.
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1. Introduction
Ergodic theory has been an important tool in the study of dynamical
systems. The investigation of the existence and uniqueness of invari-
ant measures and their properties has been a central part of ergodic
theory. The realization of the connection between the orbit structure
and the existence of a finite invariant measure can be traced back to
H. Poincare´.
However, a dynamical system may possess a large class of invariant
measures, some of which may be more interesting than others. It is
therefore crucial to examine the relevant invariant measures.
The thermodynamical formalism is one such mechanism to produce
invariant measures with some nice properties under assumptions on the
regularity of their Jacobian functions. More precisely, for a continuous
transformation on a compact metric space, we can consider the topolog-
ical pressure as a weighted version of the topological entropy, with the
weight induced by a real-valued continuous function, called potential.
The Variational Principle identifies the topological pressure with the
supremum of its measure-theoretic counterpart, the measure-theoretic
pressure, over all invariant Borel probability measures [Bo75, Wa76].
Under additional regularity assumptions on the transformation and the
potential, one gets existence and uniqueness of an invariant Borel prob-
ability measure maximizing the measure-theoretic pressure, called the
equilibrium state for the given transformation and the potential. Of-
ten the Jacobian function for the transformation with respect to the
equilibrium state is prescribed by a function induced by the potential.
The study of the existence and uniqueness of the equilibrium states
and their various properties such as ergodic properties, equidistribu-
tion, fractal dimensions, etc., has been the main motivation for much
research in the area.
This theory, as a successful approach to choosing relevant invariant
measures, was inspired by statistical mechanics, and created by D. Ru-
elle, Ya. Sinai, and others in the early seventies [Do68, Si72, Bo75,
Wa82]. Since then, the thermodynamical formalism has been applied
in many classical contexts (see for example, [Bo75, Ru89, Pr90, KH95,
Zi96, MauU03, BS03, Ol03, Yu03, PU10, MayU10]). However, beyond
several classical dynamical systems, even the existence of equilibrium
states is largely unknown, and for those dynamical systems that do
possess equilibrium states, often the uniqueness is unknown or at least
requires additional conditions. The investigation of different dynam-
ical systems from this perspective has been an active area of current
research.
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In this paper, we apply the theory of thermodynamical formalism
to study the equilibrium states for a class of non-uniformly expanding
dynamical systems that are not among the classical dynamical systems
studied in the works mentioned above, namely, the class of expand-
ing Thurston maps on the sphere S2. Thurston maps are branched
covering maps on the sphere S2 that generalize rational maps with
finitely many postcritical points on the Riemann sphere. More pre-
cisely, a (non-homeomorphic) branched covering map f : S2 → S2 is
a Thurston map if it has finitely many critical points each of which is
preperiodic. These maps arose in W. P. Thurston’s characterization
of postcritically-finite rational maps (see [DH93]). For a more detailed
introduction to Thurston maps, see Section 3.
In order to obtain the existence and uniqueness of the measure of
maximal entropy (i.e., the equilibrium state for the constant potential
0) for a Thurston map, some condition of expansion had to be imposed.
P. Ha¨ıssinsky and K. Pilgrim introduced such a notion for any finite
branched coverings between two topological spaces that are Hausdorff,
locally compact, and locally connected (see [HP09, Section 2.1 and
Section 2.2]). M. Bonk and D. Meyer formulated [BM10] an equivalent
definition of expansion in the context of Thurston maps. We will dis-
cuss the precise definition in Section 3. We call Thurston maps with
such an expansion property expanding Thurston maps. We refer to
[BM10, Proposition 8.2] for a list of equivalent definitions.
As a consequence of their general results in [HP09], P. Ha¨ıssinsky
and K. Pilgrim proved that for each expanding Thurston map, there
exists a measure of maximal entropy and that the measure of maxi-
mal entropy is unique for expanding Thurston maps without periodic
critical points. M. Bonk and D. Meyer, on the other hand, proved the
existence and uniqueness of the measure of maximal entropy for all
expanding Thurston maps in [BM10] using an explicit combinatorial
construction.
Actually the notion of expansion on a Thurston map f : S2 → S2
is sufficient for us to establish the existence and uniqueness of the
equilibrium state, denoted by µφ, for a Ho¨lder continuous potential
φ : S2 → R. Here the sphere S2 is equipped with a natural metric called
a visual metric (see Lemma 3.8 and the preceding discussion). This
generalizes the existence and uniqueness of the measure of maximal
entropy of an expanding Thurston map in [HP09] and [BM10]. We also
prove that the measure-preserving transformation f of the probability
space (S2, µφ) is exact (see Definition 7.2), and in particular, mixing
and ergodic (Theorem 7.3 and Corollary 7.6). This generalizes the
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corresponding results in [BM10] and [HP09] for the measure of maximal
entropy to our context.
In [HP09] and [Li13], various versions of equidistribution of preim-
age, periodic, and preperiodic points of an expanding Thurston map
with respect to the measure of maximal entropy were established. In
Section 9, we prove some versions of equidistribution with respect to
the equilibrium state in our context. These results generalize the cor-
responding equidistribution results in [HP09] and [Li13].
In this paper, we use the framework set by M. Bonk and D. Meyer
in [BM10] to study expanding Thurston maps, but our approach to
the investigation of equilibrium states is different from the treatment
of measures of maximal entropy in [BM10] and [HP09]. We use the
thermodynamical formalism to establish the existence and uniqueness
of the equilibrium states and their various properties.
In order to state our results more precisely, we quickly review some
key concepts.
For an expanding Thurston map f : S2 → S2 and a continuous func-
tion ψ : S2 → R, each f -invariant Borel probability measure µ on S2
corresponds to a quantity
Pµ(f, ψ) = hµ(f) +
∫
ψ dµ
called the measure-theoretic pressure of f for µ and ψ, where hµ(f) is
the measure-theoretic entropy of f for µ. The well-known Variational
Principle (see for example, [PU10, Theorem 3.4.1]) asserts that
(1.1) P (f, ψ) = supPµ(f, ψ),
where the supremum is taken over all f -invariant Borel probability
measures µ, and P (f, ψ) is the topological pressure of f with respect
to ψ defined in (5.1). A measure µ that attains the supremum in (1.1)
is called an equilibrium state for f and ψ.
We assume for now that ψ is Ho¨lder continuous (with respect to a
given visual metric for f on S2). One characterization of the topologi-
cal pressure in our context is given by the following formula (Proposi-
tion 5.17):
(1.2) P (f, ψ) = lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y) exp(Snψ(y)),
for each x ∈ S2, independent of x, where degfn(y) is the local degree
of fn at y and Snψ(y) =
n−1∑
i=0
ψ(f i(y)).
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An important tool we use to find the equilibrium state and to es-
tablish its uniqueness, is the Ruelle operator Lψ on the Banach space
C(S2) of real-valued continuous functions on S2, given by
Lψ(u)(x) =
∑
y∈f−1(x)
degf (y)u(y) exp(ψ(y)),
for u ∈ C(S2) and x ∈ S2.
The Ruelle operator plays a central role in the thermodynamical for-
malism, and has been studied carefully for various dynamical systems
(see for example, [Bo75, Ru89, Pr90, Zi96, MauU03, PU10, MayU10]).
Some of the ideas that we apply in this paper for its investigation
are well-known and repeatedly used in the literature, see for example
[PU10, Zi96].
A main difficulty of our analysis comes from the lack of uniform
expansion property that arises from the existence of critical points (i.e.,
branch points of a branched covering map). As an example, identities
of the form (1.2) that are usually easy to derive for classical dynamical
systems (see for example, [PU10, Proposition 4.4.3]) become difficult
to verify directly in our context.
We remark on the subtlety of our notion of expansion by pointing out
that each expanding Thurston map without periodic critical points is
asymptotically h-expansive, but not h-expansive; on the other hand, ex-
panding Thurston maps with at least one periodic critical point are not
even asymptotically h-expansive [Li14]. Asymptotic h-expansiveness
and h-expansiveness are two notions of weak expansion introduced by
M. Misiurewicz [Mi73] and R. Bowen [Bo72], respectively. Note that
forward-expansiveness implies h-expansiveness, which in turn implies
asymptotic h-expansiveness [Mi76]. Both conditions guarantee that
the measure-theoretic entropy as a function on the space of invariant
Borel probability measures (equipped with the weak∗ topology) is up-
per semi-continuous [Mi76]. We do not use the last fact in this paper,
but we remark here that the upper semi-continuity of the measure-
theoretic entropy implies the existence of at least one equilibrium state
for a general real-valued continuous potential. So we can get a stronger
existence result for equilibrium states for expanding Thurston maps
without periodic critical points than that in the Main Theorem below
(see [Li14, Theorem 1.3]).
The following statement summarizes the main results of this paper.
Theorem 1.1 (Main Theorem). Let f : S2 → S2 be an expanding
Thurston map and d be a visual metric on S2 for f . Let φ be a real-
valued Ho¨lder continuous function on S2 with respect to the metric d.
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Then there exists a unique equilibrium state µφ for the map f and the
potential φ. If ψ is another real-valued Ho¨lder continuous function on
S2 with respect to the metric d, then µφ = µψ if and only if there exists
a constant K ∈ R such that φ−ψ and K1S2 are co-homologous in the
space of real-valued continuous functions on S2, i.e., φ − ψ −K1S2 =
u ◦ f − u for some real-valued continuous function u on S2.
Moreover, µφ is a non-atomic f -invariant Borel probability measure
on S2 and the measure-preserving transformation f of the probability
space (S2, µφ) is forward quasi-invariant, nonsingular, exact, and in
particular, mixing and ergodic.
In addition, the preimages points of f are equidistributed with respect
to µφ, i.e., for each sequence {xn}n∈N of points in S2, as n −→ +∞,
(1.3)
1
Zn(φ)
∑
y∈f−n(xn)
degfn(y) exp (Snφ(y))
1
n
n−1∑
i=0
δf i(y)
w∗−→ µφ,
(1.4)
1
Zn
(
φ˜
) ∑
y∈f−n(xn)
degfn(y) exp
(
Snφ˜(y)
)
δy
w∗−→ µφ,
where Zn(ψ) =
∑
y∈f−n(xn)
degfn(y) exp (Snψ(y)), for each n ∈ N and
each ψ ∈ C(S2).
Here the symbol w∗ indicates the convergence is in the weak∗ topol-
ogy, degfn(x) denotes the local degree of the map f
n at x, Snψ(y) =
n−1∑
i=0
ψ(f i(y)), and φ˜ is a potential related to φ defined in (6.5).
The Main Theorem above combines Theorem 6.14, Theorem 7.3,
Corollary 7.4, Corollary 7.6, Theorem 8.1, and Proposition 9.1.
As a quick consequence of the proof of the uniqueness of the equi-
librium state, we show in Proposition 6.15 that under the assumptions
in the Main Theorem, the images of each Borel probability measure µ
under iterates of the adjoint of the Ruelle operator L
φ˜
converge, in the
weak∗ topology to the unique equilibrium state µφ, i.e.,
(1.5)
(L∗
φ˜
)n
(µ)
w∗−→ µφ as n −→ +∞.
A rational Thurston map is expanding if and only if it has no periodic
critical points (see [BM10, Proposition 19.1]). So when we restrict to
rational Thurston maps, we get the following corollary as an immediate
consequence of Theorem 1.1 and Remark 3.9.
Corollary 1.2. Let f be a postcritically-finite rational map on the
Riemann sphere Ĉ
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least 2. Let φ be a real-valued Ho¨lder continuous function on Ĉ equipped
with the chordal metric.
Then there exists a unique equilibrium state µφ for the map f and the
potential φ. If ψ is another real-valued Ho¨lder continuous function on
Ĉ, then µφ = µψ if and only if there exists a constant K ∈ R such that
φ−ψ and K1Ĉ are co-homologous in the space of real-valued continuous
functions on Ĉ, i.e., φ − ψ − K1Ĉ = u ◦ f − u for some real-valued
continuous function u on Ĉ.
Moreover, µφ is an non-atomic f -invariant Borel probability measure
on S2 and the measure-preserving transformation f of the probability
space (S2, µφ) is forward quasi-invariant, nonsingular, exact, and in
particular, mixing and ergodic.
In addition, both (1.3) and (1.4) hold as n −→ +∞.
The postcritically-finite rational maps (with degree at least 2) is
another name for the rational Thurston maps, used by many authors
in holomorphic dynamics.
The existence and uniqueness of the equilibrium state for a general
rational map R on the Riemann sphere and a real-valued Ho¨lder con-
tinuous potential φ can be established under the additional assumption
that sup{φ(z) | z ∈ J(R)} < P (R, φ)}, where J(R) is the Julia set of
R and P (R, φ) is the topological pressure of R with respect to φ (see
[DU91, Pr90, DPU96]). This assumption can sometimes be dropped:
one can either restrict to certain subclasses of rational maps, such as
topological Collet-Eckmann maps, see [CRL11], or hyperbolic rational
maps (more generally, distance-expanding maps), see [PU10]; or one
can impose other conditions on the function φ, such as hyperbolicity of
φ, see [IRRL12]. It is easy to check that a rational expanding Thurston
map is topological Collet-Eckmann.
We will now give a brief description of the structure of this paper.
After fixing some notation in Section 2, we review Thurston maps
in Section 3. A few key concepts and results from [BM10], which
are going to be used in this paper, are recorded or generalized. In
Lemma 3.13, we prove that an expanding Thurston map locally ex-
pands the distance, with respect to a visual metric, between two points
exponentially as long as they belong to one set in some particular par-
tition of S2 induced by a backward iteration of some Jordan curve on
S2. This observation, generalizing a result of M. Bonk and D. Meyer
[BM10, Lemma 16.1], enables us to establish the distortion lemmas
(Lemma 5.1 and Lemma 5.2) in Section 5, which serve as cornerstones
for the mechanism of thermodynamical formalism.
8 ZHIQIANG LI
In Section 4, we state the assumptions on some of the objects in this
paper, which we are going to repeatedly refer to later as the Assump-
tions.
In Section 5, following the ideas from [PU10] and [Zi96], we use the
thermodynamical formalism to prove the existence of the equilibrium
states for expanding Thurston maps and real-valued Ho¨lder continuous
potentials. We first recall briefly some concepts from dynamical sys-
tems, such as the measure-theoretic pressure, the topological pressure,
the equilibrium state, and others. We then establish two distortion
lemmas (Lemma 5.1 and Lemma 5.2), which will be used frequently
throughout this paper. Next, we define Gibbs states and radial Gibbs
states. Later in Proposition 5.19, we prove that for an expanding
Thurston map the notion of a Gibbs state is equivalent to that of a
radial Gibbs state if and only if the map does not have periodic critical
points.
We then introduce the Ruelle operator Lψ on the Banach space C(S2)
of real-valued continuous functions on S2 for ψ ∈ C(S2), which is the
main tool for our investigation. By applying the Schauder-Tikhonov
Fixed Point Theorem, we establish in Theorem 5.11 the existence of an
eigenmeasure mφ of the adjoint L∗φ of the Ruelle operator Lφ, for a real-
valued Ho¨lder continuous potential φ. We also show in Theorem 5.11
that the Jacobian function J for f with respect to mφ is
J = c exp(−φ),
where c is the eigenvalue corresponding to mφ, which is proved to
be equal to exp(P (f, φ)) later in Proposition 5.17. We establish in
Proposition 5.13 that mφ is a Gibbs state. The measure mφ may not
be f -invariant. In Theorem 5.16, we adjust the potential φ to get a
new potential φ such that there exists an eigenfunction uφ of Lφ with
eigenvalue 1. The positive function uφ constructed as the uniform limit
of the sequence {
1
n
n−1∑
j=0
Lj
φ
(1)
}
n∈N
is shown to be bounded away from 0 and +∞, and Ho¨lder continuous
with the same exponent as that of φ. Then we demonstrate that the
measure µφ = uφmφ is an f -invariant Gibbs state. Finally, by combin-
ing Proposition 5.6 and Proposition 5.17, we prove in Corollary 5.18
that µφ is an equilibrium state for f and φ.
In Section 6, we establish the uniqueness of the equilibrium state
for an expanding Thurston map f and a real-valued Ho¨lder continuous
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potential φ. We use the idea in [PU10] to apply the Gaˆteaux differ-
entiability of the topological pressure function and some techniques
from functional analysis. More precisely, a general fact from functional
analysis (recorded in Theorem 6.1) states that for an arbitrary convex
continuous function Q : V → R on a separable Banach space V , there
exists a unique continuous linear functional L : V → R tangent to Q at
x ∈ V if and only if the function t 7−→ Q(x+ty) is differentiable at 0 for
all y in a subset U of V that is dense in the weak topology on V . One
then observes that for each continuous map g : X → X on a compact
metric space X , the topological pressure function P (g, ·) : C(X)→ R is
continuous and convex (see [PU10, Theorem 3.6.1 and Theorem 3.6.2]),
and if µ is an equilibrium state for g and ψ ∈ C(X), then the continu-
ous linear functional u 7−→ ∫ u dµ, for u ∈ C(X), is tangent to P (g, ·)
at ψ (see [PU10, Proposition 3.6.6]). So in order to verify the unique-
ness of the equilibrium state for an expanding Thurston map f and a
real-valued Ho¨lder continuous potential φ, it suffices to prove that the
function t 7−→ P (f, φ+ tγ) is differentiable at 0, for all γ in a suitable
subspace of C(S2). This is established in Theorem 6.13.
Following the procedures in [PU10] to prove Theorem 6.13, we in-
troduce a new potential φ˜ induced by φ, and establish some uniform
bounds in Theorem 6.5 and Lemma 6.8, which are then used to show
uniform convergence results in Theorem 6.9 and Lemma 6.11. In some
sense, Theorem 6.5 gives a quantitative form of the fact that L
φ˜
is al-
most periodic (see Corollary 6.7), and Theorem 6.9 exhibits a uniform
version of the contracting behavior of L
φ˜
on a codimension 1 subspace
of C(S2). As a by-product, we demonstrate in Corollary 6.10 that
for each expanding Thurston map f and each real-valued Ho¨lder con-
tinuous potential φ, the operator L∗φ has a unique eigenmeasure mφ.
Moreover, the measure µφ is the unique eigenmeasuremφ˜ of L∗φ˜ with the
corresponding eigenvalue 1. Another consequence is Proposition 6.15
which implies (1.5) mentioned earlier.
In Section 7, we prove that the measure-preserving transformation
f of the probability space (S2, µφ) is exact (Theorem 7.3), where the
equilibrium state µφ is non-atomic (Corollary 7.4). It follows in partic-
ular that the transformation f is mixing and ergodic (Corollary 7.6).
To establish these results, we first show in Proposition 7.1 that
mφ
(
+∞⋃
i=0
f−i(C)
)
= µφ
(
+∞⋃
i=0
f−i(C)
)
= 0.
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for each Jordan curve C ⊆ S2 containing the postcritical points of f
that satisfies f l(C) ⊆ C for some l ∈ N. This proposition is also used
in the proof of Theorem 8.1.
Theorem 8.1, the main result of Section 8, asserts that if φ and ψ
are two real-valued Ho¨lder continuous functions with the corresponding
equilibrium states µφ and µψ, respectively, then µφ = µψ if and only
if there exists a constant K ∈ R such that φ − ψ and K1S2 are co-
homologous in the space C(S2) of real-valued continuous functions, i.e.,
φ−ψ−K1S2 = u◦f−u for some u ∈ C(S2). For Theorem 8.1, we first
formulate a form of the closing lemma for expanding Thurston maps
(Lemma 8.6). For such maps, we then include in Lemma 8.7 a direct
proof of the existence of a point whose forward orbit is dense in S2.
Finally, we give the proof of Theorem 8.1 at the end of the section.
In Section 9, we first establish in Proposition 9.1 versions of equidis-
tribution of preimages with respect to the equilibrium state, using re-
sults we obtain in Section 6. These results partially generalize Theo-
rem 1.2 in [Li13] where we treated the case for the measure of maximal
entropy. At the end of this paper, we include in Theorem 9.2 a gen-
eralization of Theorem 7.1 in [Li13], following the idea of J. Hawkins
and M. Taylor [HT03]. Theorem 9.2 states that the equilibrium state
µφ from the Main Theorem above is almost surely the limit of
1
n
n−1∑
i=0
δqi
as n −→ +∞ in the weak∗ topology, where q0 is an arbitrary fixed
point in S2, and for each i ∈ N0, the point qi+1 is randomly chosen
from the set f−1(qi) with the probability of each x ∈ f−1(qi) being
qi+1 conditional on qi proportional to the local degree of f at x times
exp
(
φ˜(x)
)
. This theorem is an immediate consequence of a theorem
of H. Furstenberg and Y. Kifer in [FK83] and the fact that the equi-
librium state is the unique Borel probability measure invariant under
the adjoint of the Ruelle operator L
φ˜
(Corollary 6.10). A similar re-
sult for certain hyperbolic rational maps on the Riemann sphere and
the measures of maximal entropy was proved by M. Barnsley [Ba88].
J. Hawkins and M. Taylor generalized it to any rational map on the
Riemann sphere of degree d ≥ 2 [HT03].
Acknowledgments. The author wants to express his gratitude to
M. Bonk for his introduction to this subject of expanding Thurston
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2. Notation
Let C be the complex plane and Ĉ be the Riemann sphere. We use
the convention that N = {1, 2, 3, . . .} and N0 = {0} ∪N. As usual, the
symbol log denotes the logarithm to the base e, and logb the logarithm
to the base b for b > 0.
The cardinality of a set A is denoted by cardA. For x ∈ R, we define
⌊x⌋ as the greatest integer ≤ x, and ⌈x⌉ the smallest integer ≥ x.
Let g : X → Y be a function between two sets X and Y . We denote
the restriction of g to a subset Z of X by g|Z .
Let (X, d) be a metric space. For subsets A,B ⊆ X , we set d(A,B) =
inf{d(x, y) | x ∈ A, y ∈ B}, and d(A, x) = d(x,A) = d(A, {x}) for
x ∈ X . For each subset Y ⊆ X , we denote the diameter of Y by
diamd(Y ) = sup{d(x, y) | x, y ∈ Y }, the interior of Y by int Y , and the
characteristic function of Y by 1Y , which maps each x ∈ Y to 1 ∈ R.
We use the convention that 1 = 1X when the space X is clear from
the context. The identity map idX : X → X sends each x ∈ X to x
itself. For each r > 0, we define N rd (A) to be the open r-neighborhood
{y ∈ X | d(y, A) < r} of A, and N rd (A) the closed r-neighborhood
{y ∈ X | d(y, A) ≤ r} of A. For x ∈ X , we denote the open (resp.
closed) ball of radius r centered at x by Bd(x, r) (resp. Bd(x, r)).
We set C(X) (resp. B(X)) to be the space of continuous (resp.
bounded Borel) functions from X to R, by M(X) the set of finite
signed Borel measures, and P(X) the set of Borel probability measures
on X . For µ ∈ M(X), we use ‖µ‖ to denote the total variation norm
of µ, supp µ the support of µ, and
〈µ, u〉 =
∫
u dµ
for each u ∈ C(S2). If we do not specify otherwise, we equip C(X)
with the uniform norm ‖·‖∞. For a point x ∈ X , we define δx as the
Dirac measure supported on {x}. For g ∈ C(X) we set M(X, g) to be
the set of g-invariant Borel probability measures on X .
The space of real-valued Ho¨lder continuous functions with an ex-
ponent α ∈ (0, 1] on a compact metric space (X, d) is denoted as
C0,α(X, d). For each φ ∈ C0,α(X, d),
(2.1) |φ|α = sup
{ |φ(x)− φ(y)|
d(x, y)α
∣∣∣∣ x, y ∈ X, x 6= y},
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and the Ho¨lder norm is defined as
(2.2) ‖φ‖C0,α = |φ|α + ‖φ‖∞ .
For given f : X → X and ϕ ∈ C(X), we define
(2.3) Snϕ(x) =
n−1∑
j=0
ϕ(f j(x))
for x ∈ X and n ∈ N0. Note that when n = 0, by definition, we always
have S0ϕ = 0.
3. Thurston maps
In this section, we quickly go over some key concepts and results on
Thurston maps, and expanding Thurston maps in particular. For a
more thorough treatment of the subject, we refer to [BM10]. We end
this section by generalizing a lemma in [BM10].
Most of the definitions and results here were discussed in [Li13, Sec-
tion 3], but for the convenience of the reader, we record them here
nonetheless. We will use the same formulation as in [Li13, Section 3]
whenever possible.
Let S2 denote an oriented topological 2-sphere. A continuous map
f : S2 → S2 is called a branched covering map on S2 if for each point
x ∈ S2, there exists a positive integer d ∈ N, open neighborhoods U
of x and V of y = f(x), open neighborhoods U ′ and V ′ of 0 in Ĉ, and
orientation-preserving homeomorphisms ϕ : U → U ′ and η : V → V ′
such that ϕ(x) = 0, η(y) = 0, and
(η ◦ f ◦ ϕ−1)(z) = zd
for each z ∈ U ′. The positive integer d above is called the local degree
of f at x and is denoted by degf(x). The degree of f is
(3.1) deg f =
∑
x∈f−1(y)
degf(x)
for y ∈ S2 and is independent of y. If f : S2 → S2 and g : S2 → S2 are
two branched covering maps on S2, then so is f ◦ g, and
(3.2) degf◦g(x) = degg(x) degf(g(x)), for each x ∈ S2,
and moreover,
(3.3) deg(f ◦ g) = (deg f)(deg g).
A point x ∈ S2 is a critical point of f if degf(x) ≥ 2. The set of
critical points of f is denoted by crit f . A point y ∈ S2 is a postcritical
point of f if y = fn(x) for some x ∈ crit f and n ∈ N. The set of
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postcritical points of f is denoted by post f . Note that post f = post fn
for all n ∈ N.
Definition 3.1 (Thurston maps). A Thurston map is a branched cov-
ering map f : S2 → S2 on S2 with deg f ≥ 2 and card(post f) < +∞.
We now recall the notation for cell decompositions of S2 used in
[BM10] and [Li13]. A cell of dimension n in S2, n ∈ {1, 2}, is a subset
c ⊆ S2 that is homeomorphic to the closed unit ball Bn in Rn. We define
the boundary of c, denoted by ∂c, to be the set of points corresponding
to ∂Bn under such a homeomorphism between c and Bn. The interior
of c is defined to be inte(c) = c \ ∂c. For each point x ∈ S2, the set
{x} is considered a cell of dimension 0 in S2. For a cell c of dimension
0, we adopt the convention that ∂c = ∅ and inte(c) = c.
We record the following three definitions from [BM10].
Definition 3.2 (Cell decompositions). Let D be a collection of cells
in S2. We say that D is a cell decomposition of S2 if the following
conditions are satisfied:
(i) the union of all cells in D is equal to S2,
(ii) if c ∈ D, then ∂c is a union of cells in D,
(iii) for c1, c2 ∈ D with c1 6= c1, we have inte(c1) ∩ inte(c2) = ∅,
(iv) every point in S2 has a neighborhood that meets only finitely
many cells in D.
Definition 3.3 (Refinements). Let D′ and D be two cell decompo-
sitions of S2. We say that D′ is a refinement of D if the following
conditions are satisfied:
(i) every cell c ∈ D is the union of all cells c′ ∈ D′ with c′ ⊆ c.
(ii) for every cell c′ ∈ D′ there exits a cell c ∈ D with c′ ⊆ c,
Definition 3.4 (Cellular maps and cellular Markov partitions). Let
D′ and D be two cell decompositions of S2. We say that a continuous
map f : S2 → S2 is cellular for (D′,D) if for every cell c ∈ D′, the
restriction f |c of f to c is a homeomorphism of c onto a cell in D. We
say that (D′,D) is a cellular Markov partition for f if f is cellular for
(D′,D) and D′ is a refinement of D.
Let f : S2 → S2 be a Thurston map, and C ⊆ S2 be a Jordan
curve containing post f . Then the pair f and C induces natural cell
decompositions Dn(f, C) of S2, for n ∈ N0, in the following way:
By the Jordan curve theorem, the set S2 \ C has two connected
components. We call the closure of one of them the white 0-tile for
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(f, C), denoted by X0w, and the closure of the other one the black 0-tile
for (f, C), denoted by X0b . The set of 0-tiles is X0(f, C) = {X0b , X0w}.
The set of 0-vertices isV0(f, C) = post f . We set V0(f, C) = {{x} | x ∈
V0(f, C)}. The set of 0-edges E0(f, C) is the set of the closures of the
connected components of C \ post f . Then we get a cell decomposition
D0(f, C) = X0(f, C) ∪ E0(f, C) ∪V0(f, C)
of S2 consisting of cells of level 0, or 0-cells.
We can recursively define unique cell decompositions Dn(f, C), n ∈
N, consisting of n-cells such that f is cellular for (Dn+1(f, C),Dn(f, C)).
We refer to [BM10, Lemma 5.4] for more details. We denote byXn(f, C)
the set of n-cells of dimension 2, called n-tiles ; by En(f, C) the set of
n-cells of dimension 1, called n-edges ; by V
n
(f, C) the set of n-cells of
dimension 0; and by Vn(f, C) the set {x ∣∣ {x} ∈ Vn(f, C)}, called the
set of n-vertices. The k-skeleton, for k ∈ {0, 1, 2}, of Dn(f, C) is the
union of all k-cells in this cell decomposition.
We record Proposition 6.1 of [BM10] here in order to summarize
properties of the cell decompositions Dn(f, C) defined above.
Proposition 3.5 (M. Bonk & D. Meyer, 2010). Let k, n ∈ N0, let
f : S2 → S2 be a Thurston map, C ⊆ S2 be a Jordan curve with
post f ⊆ C, and m = card(post f).
(i) The map fk is cellular for (Dn+k(f, C),Dn(f, C)). In particular,
if c is any (n + k)-cell, then fk(c) is an n-cell, and fk|c is a
homeomorphism of c onto fk(c).
(ii) Let c be an n-cell. Then f−k(c) is equal to the union of all
(n+ k)-cells c′ with fk(c′) = c.
(iii) The 1-skeleton of Dn(f, C) is equal to f−n(C). The 0-skeleton
of Dn(f, C) is the set Vn(f, C) = f−n(post f), and we have
Vn(f, C) ⊆ Vn+k(f, C).
(iv) card(Xn(f, C)) = 2(deg f)n, card(En(f, C)) = m(deg f)n, and
card(Vn(f, C)) ≤ m(deg f)n.
(v) The n-edges are precisely the closures of the connected com-
ponents of f−n(C) \ f−n(post f). The n-tiles are precisely the
closures of the connected components of S2 \ f−n(C).
(vi) Every n-tile is an m-gon, i.e., the number of n-edges and the
number of n-vertices contained in its boundary are equal to m.
We also note that for each n-edge e ∈ En(f, C), n ∈ N0, there exist
exactly two n-tiles X,X ′ ∈ Xn(f, C) such that X ∩X ′ = e.
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For n ∈ N0, we define the set of black n-tiles as
Xnb (f, C) = {X ∈ Xn(f, C) | fn(X) = X0b },
and the set of white n-tiles as
Xnw(f, C) = {X ∈ Xn(f, C) | fn(X) = X0w}.
It follows immediately from Proposition 3.5 that
(3.4) card (Xnb (f, C)) = card (Xnw(f, C)) = (deg f)n
for each n ∈ N0.
From now on, if the map f and the Jordan curve C are clear from
the context, we will sometimes omit (f, C) in the notation above.
If we fix the cell decomposition Dn(f, C), n ∈ N0, we can define for
each v ∈ Vn the n-flower of v as
(3.5) W n(v) =
⋃
{inte(c) | c ∈ Dn, v ∈ c},
which is the interior of the union of all n-cells containing v. We denote
for each x ∈ S2
Un(x) =
⋃
{Y n ∈ Xn | there exists Xn ∈ Xn(3.6)
with x ∈ Xn, Xn ∩ Y n 6= ∅},
and for each integer m ≤ −1, set Um(x) = S2. We define the n-
partition On of S
2 induced by (f, C) as
(3.7) On = {inte(Xn) |Xn ∈ Xn} ∪ {inte(en) | en ∈ En} ∪Vn.
We can finally give a definition of expanding Thurston maps.
Definition 3.6 (Expansion). A Thurston map f : S2 → S2 is called
expanding if there exist a metric d on S2 that induces the standard
topology on S2 and a Jordan curve C ⊆ S2 containing post f such that
lim
n→+∞
max{diamd(X) |X ∈ Xn(f, C)} = 0.
It is proved in [BM10, Corollary 6.4] that for each expanding Thurs-
ton map f , we have card(post f) ≥ 3.
Remarks 3.7. It is clear that if f is an expanding Thurston map, so
is fn for each n ∈ N. We observe that being expanding is a topologi-
cal property of a Thurston map and independent of the choice of the
metric d that generates the standard topology on S2. By Lemma 8.1
in [BM10], it is also independent of the choice of the Jordan curve C
containing post f . More precisely, if f is an expanding Thurston map,
then
lim
n→+∞
max
{
diam
d˜
(X)
∣∣X ∈ Xn(f, C˜ )}= 0,
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for each metric d˜ that generates the standard topology on S2 and each
Jordan curve C˜ ⊆ S2 that contains post f .
P. Ha¨ıssinsky and K. Pilgrim developed a notion of expansion in a
more general context for finite branched coverings between topologi-
cal spaces (see [HP09, Section 2.1 and Section 2.2]). This applies to
Thurston maps and their notion of expansion is equivalent to our notion
defined above in the context of Thurston maps (see [BM10, Propo-
sition 8.2]). Such concepts of expansion are natural analogs, in the
contexts of finite branched coverings and Thurston maps, to some of
the more classical versions, such as expansive homeomorphisms and
forward-expansive continuous maps between compact metric spaces
(see for example, [KH95, Definition 3.2.11]), and distance-expanding
maps between compact metric spaces (see for example, [PU10, Chap-
ter 4]). Our notion of expansion is not equivalent to any such classical
notion in the context of Thurston maps. In fact, as mentioned in the
introduction, there are subtle connections between our notion of ex-
pansion and some classical notions of weak expansion. More precisely,
one can prove that an expanding Thurston map is asymptotically h-
expansive if and only if it has no periodic points. Moreover, such a
map is never h-expansive. See [Li14] for details.
For an expanding Thurston map f , we can fix a particular metric d
on S2 called a visual metric for f . For the existence and properties of
such metrics, see [BM10, Chapter 8]. One major advantage of a visual
metric d is that in (S2, d) we have good quantitative control over the
sizes of the cells in the cell decompositions discussed above. We sum-
marize several results of this type ([BM10, Lemma 8.10, Lemma 8.12,
Lemma 8.13]) in the lemma below.
Lemma 3.8 (M. Bonk & D. Meyer, 2010). Let f : S2 → S2 be an
expanding Thurston map, and C ⊆ S2 be a Jordan curve containing
post f . Let d be a visual metric on S2 for f with an expansion factor
Λ > 1. Then there exist constants C ≥ 1, C ′ ≥ 1, K ≥ 1, and n0 ∈ N0
with the following properties:
(i) d(σ, τ) ≥ C−1Λ−n whenever σ and τ are disjoint n-cells for
n ∈ N0.
(ii) C−1Λ−n ≤ diamd(τ) ≤ CΛ−n for all n-edges and all n-tiles τ
for n ∈ N0.
(iii) Bd(x,K
−1Λ−n) ⊆ Un(x) ⊆ Bd(x,KΛ−n) for x ∈ S2 and n ∈
N0.
(iv) Un+n0(x) ⊆ Bd(x, r) ⊆ Un−n0(x) where n = ⌈− log r/ logΛ⌉ for
r > 0 and x ∈ S2.
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(v) For every n-tile Xn ∈ Xn(f, C), n ∈ N0, there exists a point
p ∈ Xn such that Bd(p, C−1Λ−n) ⊆ Xn ⊆ Bd(p, CΛ−n).
Conversely, if d˜ is a metric on S2 satisfying conditions (i) and (ii)
for some constant C˜ ≥ 1, then d˜ is a visual metric with an expansion
factor Λ˜ > 1.
Recall Un(x) is defined in (3.6).
In addition, we will need the fact that a visual metric d induces the
standard topology on S2 ([BM10, Proposition 8.9]) and the fact that
the metric space (S2, d) is linearly locally connected ([BM10, Proposi-
tion 16.3]). A metric space (X, d) is linearly locally connected if there
exists a constant L ≥ 1 such that the following conditions are satisfied:
(1) For all z ∈ X , r > 0, and x, y ∈ Bd(z, r) with x 6= y, there
exists a continuum E ⊆ X with x, y ⊆ E and E ⊆ Bd(z, rL).
(2) For all z ∈ X , r > 0, and x, y ∈ X \ Bd(z, r) with x 6= y,
there exists a continuum E ⊆ X with x, y ⊆ E and E ⊆ X \
Bd(z, r/L).
We call such a constant L ≥ 1 a linear local connectivity constant of d.
Remark 3.9. If f : Ĉ → Ĉ is a rational expanding Thurston map,
then a visual metric is quasisymmetrically equivalent to the chordal
metric on the Riemann sphere Ĉ (see [BM10, Corollary 19.4]). Here
the chordal metric σ on Ĉ is given by σ(z, w) = 2|z−w|√
1+|z|2
√
1+|w|2
for
z, w ∈ C, and σ(∞, z) = σ(z,∞) = 2√
1+|z|2
for z ∈ C. We also
note that a quasisymmetric embedding of a bounded connected metric
space is Ho¨lder continuous (see [He01, Section 11.1 and Corollary 11.5]).
Accordingly, the classes of Ho¨lder continuous functions on Ĉ equipped
with the chordal metric and on S2 = Ĉ equipped with any visual metric
for f are the same (upto a change of the Ho¨lder exponent).
A Jordan curve C ⊆ S2 is f -invariant if f(C) ⊆ C. We are interested
in f -invariant Jordan curves that contain post f , since for such a Jordan
curve C, we get a cellular Markov partition (D1(f, C),D0(f, C)) for f .
According to Example 15.5 in [BM10], such f -invariant Jordan curves
containing post f need not exist. However, M. Bonk and D. Meyer
[BM10, Theorem 1.2] proved that there exists an fn-invariant Jordan
curve C containing post f for each sufficiently large n depending on f .
Theorem 3.10 (M. Bonk & D. Meyer, 2010). Let f : S2 → S2 be an
expanding Thurston map. Then for each n ∈ N sufficiently large, there
exists a Jordan curve C ⊆ S2 containing post f such that fn(C) ⊆ C.
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The following lemma was proved in [Li13, Lemma 3.14].
Lemma 3.11. Let f : S2 → S2 be an expanding Thurston map. Then
for each p ∈ S2, the set
+∞⋃
n=1
f−n(p) is dense in S2, and
(3.8) lim
n→+∞
card(f−n(p)) = +∞.
Expanding Thurston maps are Lipschitz with respect to a visual
metric.
Lemma 3.12. Let f : S2 → S2 be an expanding Thurston map, and d
be a visual metric on S2 for f with an expansion factor Λ > 1. Then
f is Lipschitz with respect to d.
Proof. Let x, y ∈ S2 and we assume that
(3.9) 0 < d(x, y) < K−1Λ−2,
where K ≥ 1 is a constant from Lemma 3.8 depending only on f , d, C,
and Λ.
Set m = max
{
k ∈ N0
∣∣ y ∈ Uk(x)}, where Uk(x) is defined in (3.6).
By Lemma 3.8(iii), the number m is finite. Then y /∈ Um+1(x). Thus
by Lemma 3.8(iii),
1
K
Λ−m−1 ≤ d(x, y) ≤ KΛ−m.
By (3.9) we get m ≥ 1. Since f(y) ∈ f (Um(x)) ⊆ Um−1(f(x)) by
Proposition 3.5, we get from Lemma 3.8(iii) that
d(f(x), f(y)) ≤ KΛ−m+1.
Therefore,
d(f(x), f(y))
d(x, y)
≤ KΛ
−m+1
1
K
Λ−m−1
= K2Λ2,
and f is Lipschitz with respect to d. 
We now establish a generalization of [BM10, Lemma 16.1]. It is an es-
sential ingredient for the distortion lemmas (Lemma 5.1 and Lemma 5.2)
that we will repeatedly use later.
Lemma 3.13. Let f : S2 → S2 be an expanding Thurston map, and
C ⊆ S2 be a Jordan curve that satisfies post f ⊆ C and fnC(C) ⊆ C for
some nC ∈ N. Let d be a visual metric on S2 for f with an expansion
factor Λ > 1. Then there exists a constant C0 > 1, depending only on
f , d, and Λ, with the following property:
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If k, n ∈ N0, Xn+k ∈ Xn+k(f, C), and x, y ∈ Xn+k, then
(3.10)
1
C0
d(x, y) ≤ d(f
n(x), fn(y))
Λn
≤ C0d(x, y).
Proof. In this proof, we set a constant K = 2max{1, lf}, where lf is
the Lipschitz constant of f with respect to d. Let N = nC.
By Remark 3.7, the map fN is an expanding Thurston map. It
is easy to see from Lemma 3.8 that the metric d is a visual metric
for the expanding Thurston map fN with an expansion factor ΛN .
So by Lemma 16.1 in [BM10], there exists a constant D ≥ 1 de-
pending only on fN , d, C, and ΛN such that for each k, l ∈ N0, each
X ∈ X(l+k)N(f, C), and each pair of points x, y ∈ X , we have
(3.11)
1
D
d(x, y) ≤ d(f
lN(x), f lN(y))
ΛlN
≤ Dd(x, y).
Fix m, l ∈ N0, s, t ∈ {0, 1, . . . , N − 1}, X ∈ X(mN+s)+(lN+t)(f, C),
and x, y ∈ X .
We prove the second inequality in (3.10) with n = mN + s and
k = lN + t by considering the following cases depending on whether
l = 0 or l ≥ 1.
If l = 0, then by Lemma 3.12 and the fact that K > lf ,
d
(
f lN+t(x), f lN+t(y)
) ≤ Ktd(x, y) ≤ K2Nd(x, y)ΛlN+t.
If l ≥ 1, then by Lemma 3.12, (3.11), and the fact that K > lf ,
d
(
f lN+t(x), f lN+t(y)
)
=d
(
f (l−1)N+(N−s)
(
f t+s(x)
)
, f (l−1)N+(N−s)
(
f t+s(y)
))
≤KN−sd (f (l−1)N (f t+s(x)) , f (l−1)N (f t+s(y)))
≤KN−sDd (f t+s(x), f t+s(y))Λ(l−1)N
≤KN−sD (Kt+sd (x, y))ΛlN+t
≤K2NDd(x, y)ΛlN+t.
We consider the first inequality in (3.10) with n = mN + s and k =
lN + t now. By Proposition 3.5(i), we can choose Y ∈ X(m+l+2)N (f, C)
and two points x′, y′ ∈ Y such that f 2N−s−t(Y ) = X , f 2N−s−t(x′) = x,
and f 2N−s−t(y′) = y. Note that 2N − s− t ≥ 2. Then by Lemma 3.12,
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(3.11), and the fact that K > lf ,
d
(
f lN+t(x), f lN+t(y)
)
=d
(
f lN+t
(
f 2N−s−t(x′)
)
, f lN+t
(
f 2N−s−t(y′)
))
=d
(
f lN+2N−s(x′), f lN+2N−s(y′)
)
≥K−sd (f lN+2N(x′), f lN+2N(y′))
≥K−sD−1d(x′, y′)ΛlN+2N
≥K−sD−1K−(2N−s−t)d(x, y)ΛlN+t
≥K−2ND−1d(x, y)ΛlN+t.
Therefore,
1
C˜0
d(x, y) ≤ d(f
lN+t(x), f lN+t(y))
ΛlN+t
≤ C˜0d(x, y),
where C˜0 = K
2ND is a constant depending only on f , d, C, Λ, and
N . For f , d, and Λ fixed, we can now define C0 to be its infimum of
C˜0 over all Jordan curves C ⊆ S2 containing post f and N ∈ N that
satisfy fN(C) ⊆ C. Then C0 ≥ K > 1 satisfies (3.10) and only depends
on f , d, and Λ. 
4. The Assumptions
We state below the hypothesis under which we will develop our the-
ory in most parts of this paper. We will repeatedly refer to such as-
sumptions in the later sections.
The Assumptions.
(1) f : S2 → S2 is an expanding Thurston map.
(2) C ⊆ S2 is a Jordan curve containing post f with the property
that there exists nC ∈ N such that fnC(C) ⊆ C and fm(C) * C
for each m ∈ {1, 2, . . . , nC − 1}.
(3) d is a visual metric on S2 for f with an expansion factor Λ > 1
and a linear local connectivity constant L ≥ 1.
(4) φ ∈ C0,α(S2, d) is a real-valued Ho¨lder continuous function with
an exponent α ∈ (0, 1].
Observe that by Theorem 3.10, for each f in (1), there exists at least
one Jordan curve C that satisfies (2). Since for a fixed f , the number
nC is uniquely determined by C in (2), in the remaining part of the
paper we will say that a quantity depends on C even if it also depends
on nC.
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Note that even though the values of Λ and L are not uniquely deter-
mined by the metric d, in the remainder of this paper, for each visual
metric d on S2 for f , we will fix a choice of expansion factor Λ and a
choice of linear local connectivity constant L. We will say a quantity
depends on the visual metric d without mentioning the dependence on
Λ or L, even though if we had not fixed a choice of Λ and a choice of
L, it would have depended on Λ or L as well.
In the discussion below, depending on the conditions we will need,
we will sometimes say “Let f , C, d, φ, α satisfy the Assumptions.”,
and sometimes say “Let f and d satisfy the Assumptions.”, etc.
5. Existence
We start this section with a brief review of some necessary concepts
from the ergodic theory and dynamical systems. We then establish
two distortion lemmas (Lemma 5.1 and Lemma 5.2) before giving the
definitions of a Gibbs state and a radial Gibbs state. Next, we define
the Ruelle operator Lφ : C(S2)→ C(S2) and show that any eigenmea-
sure mφ for its adjoint L∗φ is a Gibbs state. We will eventually see in
Corollary 6.10 that there is exactly one eigenmeasure mφ for L∗φ. In
Theorem 5.16, we construct an f -invariant Gibbs state µφ which is ab-
solutely continuous with respect to mφ. Finally, we prove that µφ is
an equilibrium state in Proposition 5.17 and Corollary 5.18. We end
this section by proving in Proposition 5.19 that the concept of a Gibbs
state and that of a radial Gibbs state coincide if and only if the map
has no periodic critical point.
We first review some concepts from dynamical systems. We refer the
readers to [PU10, Chapter 3], [Wa82, Chapter 9] or [KH95, Chapter 20]
for a more detailed study of these concepts.
Let (X, d) be a compact metric space and g : X → X a continuous
map. For n ∈ N and x, y ∈ X ,
dng (x, y) = max
{
d
(
gk(x), gk(y)
)∣∣k ∈ {0, 1, . . . , n− 1}}
defines a new metric on X . A set F ⊆ X is (n, ǫ)-separated, for some
n ∈ N and ǫ > 0, if for each pair of distinct points x, y ∈ F , we have
dng (x, y) ≥ ǫ. For ǫ > 0 and n ∈ N, let Fn(ǫ) be a maximal (in the sense
of inclusion) (n, ǫ)-separated set in X .
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For each ψ ∈ C(X), the following limits exist and are equal, and we
denote the limits by P (g, ψ) (see for example, [PU10, Theorem 3.3.2]):
P (g, ψ) = lim
ǫ→0
lim sup
n→+∞
1
n
log
∑
x∈Fn(ǫ)
exp(Snψ(x))
= lim
ǫ→0
lim inf
n→+∞
1
n
log
∑
x∈Fn(ǫ)
exp(Snψ(x)),(5.1)
where Snψ(x) =
n−1∑
j=0
ψ(gj(x)) is defined in (2.3). We call P (g, ψ) the
topological pressure of g with respect to the potential ψ. The quantity
htop(g) = P (g, 0) is called the topological entropy of g. Note that
P (g, ψ) is independent of d as long as the topology on X defined by d
remains the same (see [PU10, Section 3.2]).
A measurable partition ξ of X is a countable collection ξ = {Aj | j ∈
J} of mutually disjoint Borel sets with ⋃ ξ = X , where J is a countable
index set. For x ∈ X , we denote by ξ(x) the unique element of ξ that
contains x. Let µ ∈ M(X, g) be a g-invariant Borel probability mea-
sure on X . The information function I maps a measurable partition
ξ of X to a µ-a.e. defined real-valued function on X in the following
way:
(5.2) I(ξ)(x) = − logµ(ξ(x)), for x ∈ X.
Let ξ = {Aj | j ∈ J} and η = {Bk | k ∈ K} be measurable partitions
of X , where J and K are the corresponding index sets. We say ξ is
a refinement of η if for each Aj ∈ ξ, there exists Bk ∈ η such that
Aj ⊆ Bk. The common refinement ξ ∨ η = {Aj ∩Bk | j ∈ J, k ∈ K} of
ξ and η is also a measurable partition. Set g−1(ξ) = {g−1(Aj) | j ∈ J},
and denote for n ∈ N,
ξng =
n−1∨
j=0
g−j(ξ) = ξ ∨ g−1(ξ) ∨ · · · ∨ g−(n−1)(ξ),
and let ξ∞g be the smallest σ-algebra containing
+∞⋃
n=1
ξng . The entropy of
ξ is
Hµ(ξ) = −
∑
j∈J
µ(Aj) log (µ(Aj)) ,
where 0 log 0 is defined to be 0. One can show (see [Wa82, Chapter 4])
that if Hµ(ξ) < +∞, then the following limit exists:
hµ(g, ξ) = lim
n→+∞
1
n
Hµ(ξ
n
g ) ∈ [0,+∞).
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The measure-theoretic entropy of g for µ is given by
hµ(g) = sup{hµ(g, ξ) | ξ is a measurable partition of X(5.3)
with Hµ(ξ) < +∞}.
For each ψ ∈ C(X), the measure-theoretic pressure Pµ(g, ψ) of g for
the measure µ and the potential ψ is
(5.4) Pµ(g, ψ) = hµ(g) +
∫
ψ dµ.
By the Variational Principle (see for example, [PU10, Theorem 3.4.1]),
we have that for each ψ ∈ C(X),
(5.5) P (g, ψ) = sup{Pµ(g, ψ) |µ ∈ M(X, g)}.
In particular, when ψ is the constant function 0,
(5.6) htop(g) = sup{hµ(g) |µ ∈M(X, g)}.
A measure µ that attains the supremum in (5.5) is called an equilibrium
state for the transformation g and the potential ψ. A measure µ that
attains the supremum in (5.6) is called a measure of maximal entropy
of g.
Now we go back to the dynamical system (S2, f) where f is an ex-
panding Thurston map.
By the work of P. Ha¨ıssinsky and K. Pilgrim [HP09], and M. Bonk
and D. Meyer [BM10], we know that there exists a unique measure of
maximal entropy µf for f , and that
htop(f) = log(deg f).
In this section, we generalize the existence part of this result to equi-
librium states for real-valued Ho¨lder continuous potentials. We prove
the uniqueness in the next section.
We first establish the following two distortion lemmas that serve as
the cornerstones for all the analysis in the thermodynamical formalism.
Lemma 5.1. Let f , C, d, L, Λ, φ, α satisfy the Assumptions. Then
there exists a constant C1 = C1(f, d, φ, α) depending only on f , d, φ,
and α such that
(5.7) |Snφ(x)− Snφ(y)| ≤ C1d(fn(x), fn(y))α,
for n,m ∈ N0 with n ≤ m, Xm ∈ Xm(f, C), and x, y ∈ Xm. Quantita-
tively, we choose
(5.8) C1 =
|φ|αCα0
1− Λ−α ,
where C0 > 1 is a constant depending only on f and d from Lemma 3.13.
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Note that due to the convention described in Section 4, we do not
say that C1 depends on Λ.
Proof. For n = 0, inequality (5.7) trivially follows from the definition
of Sn.
By Lemma 3.13, we have that for each m ∈ N0, each m-tile Xm ∈
Xm(f, C), each x, y ∈ Xm, and for 0 ≤ j ≤ n ≤ m,
d(f j(x), f j(y)) ≤ C0Λ−(n−j)d(fn(x), fn(y)).
So |φ(f j(x))− φ(f j(y))| ≤ |φ|αCα0 Λ−α(n−j)d(fn(x), fn(y))α. Thus for
each n ∈ N with n ≤ m, we have
|Snφ(x)− Snφ(y)| ≤
n−1∑
j=0
∣∣φ(f j(x))− φ(f j(y))∣∣
≤ |φ|αCα0 d(fn(x), fn(y))α
n−1∑
j=0
Λ−α(n−j)
≤ |φ|αCα0 d(fn(x), fn(y))α
+∞∑
k=0
Λ−αk
≤ |φ|αC
α
0
1− Λ−αd(f
n(x), fn(y))α
=C1d(f
n(x), fn(y))α.

Lemma 5.2. Let f , C, d, L, Λ, φ, α satisfy the Assumptions. Then
there exists C2 = C2(f, d, φ, α) ≥ 1 depending only on f , d, φ, and α
such that for each x, y ∈ S2, and each n ∈ N0, we have
(5.9)
∑
x′∈f−n(x)
degfn(x
′) exp(Snφ(x
′))∑
y′∈f−n(y)
degfn(y
′) exp(Snφ(y′))
≤ exp (4C1Ld(x, y)α) ≤ C2,
where C1 is the constant from Lemma 5.1. Quantitatively, we choose
(5.10)
C2 = exp
(
4C1L
(
diamd(S
2)
)α)
= exp
(
4
|φ|αC0
1− Λ−1L
(
diamd(S
2)
)α)
,
where C0 > 1 is a constant depending only on f and d from Lemma 3.13.
Proof. We denote Σ(x, n) =
∑
x′∈f−n(x)
degfn(x
′) exp(Snφ(x
′)) for x ∈ S2
and n ∈ N0.
We start with proving the first inequality in (5.9).
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Let X0 be either the black 0-tile X0b or the white 0-tile X
0
w in
X0(f, C). For n ∈ N0 and Xn ∈ Xn(f, C) with fn(Xn) = X0, by
Proposition 3.5(i), fn|Xn is a homeomorphism of Xn onto X0. So for
x, y ∈ X0, there exist unique points x′, y′ ∈ Xn with x′ ∈ f−n(x) and
y′ ∈ f−n(y). Then by Lemma 5.1, we have
exp (Snφ(x
′)− Snφ(y′)) ≤ exp (C1d(fn(x′), fn(y′))α)
= exp (C1d(x, y)
α) .
Thus exp (Snφ(x
′)) ≤ exp (C1d(x, y)α) exp (Snφ(y′)) .
By summing the last inequality over all pairs of x′, y′ that are con-
tained in the same n-tile Xn with fn(Xn) = X0, and noting that each
x′ (resp. y′) is contained in exactly degfn(x
′) (resp. degfn(y
′)) distinct
n-tiles Xn with fn(Xn) = X0, we can conclude that
Σ(x, n)
Σ(y, n)
≤ exp (C1d(x, y)α) .
Recall that f , C, d, L, Λ, φ, α satisfy the Assumptions. We then
consider arbitrary x ∈ X0w and y ∈ X0b . Since the metric space (S2, d)
is linearly locally connected with a linear local connectivity constant
L ≥ 1, there exists a continuum E ⊆ S2 with x, y ∈ E and E ⊆
Bd(x, Ld(x, y)). We can then fix a point z ∈ C ∩ E. Thus, we have
Σ(x, n)
Σ(y, n)
≤Σ(x, n)
Σ(z, n)
Σ(z, n)
Σ(y, n)
≤ exp (C1 (d(x, z)α + d(z, y)α))
≤ exp (2C1(diamd(E))α) ≤ exp (4C1Ld(x, y)α) .
Finally, (5.10) follows from (5.8) in Lemma 5.1. 
Let f , C, d, L, Λ, φ, α satisfy the Assumptions. We now define the
Gibbs states with respect to f , C, and φ.
Definition 5.3. A Borel probability measure µ ∈ P(S2) is a Gibbs
state with respect to f , C, and φ if there exist constants Pµ ∈ R and
Cµ ≥ 1 such that for each n ∈ N0, each n-tile Xn ∈ Xn(f, C), and each
x ∈ Xn, we have
(5.11)
1
Cµ
≤ µ(X
n)
exp(Snφ(x)− nPµ) ≤ Cµ.
Compare the above definition with the following one, which is used
in some classical dynamical systems.
Definition 5.4. A Borel probability measure µ ∈ P(S2) is a radial
Gibbs state with respect to f , d, and φ if there exist constants P˜µ ∈ R
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and C˜µ ≥ 1 such that for each n ∈ N0, and each x ∈ S2, we have
(5.12)
1
C˜µ
≤ µ
(
Bd(x,Λ
−n)
)
exp
(
Snφ(x)− nP˜µ
) ≤ C˜µ.
One observes that for each Gibbs state µ with respect to f , C, and
φ, the constant Pµ is unique. Similarly, the constant P˜µ is unique for
each radial Gibbs state with respect to f , d, and φ.
Example 5.5. Let f : S2 → S2 be an expanding Thurston map. There
exists a unique measure of maximal entropy µ0 of f (see [HP09, Sec-
tion 3.4 and Section 3.5] and [BM10, Theorem 20.9]), which is an equi-
librium state for a potential φ ≡ 0. We can show that µ0 is a Gibbs
state for f , C, φ ≡ 0, whenever C is a Jordan curve on S2 containing
post f .
Indeed, we know that there exist constants w, b ∈ (0, 1) depend-
ing only on f such that for each n ∈ N0, each white n-tile Xnw ∈
Xnw(f, C), and each black n-tile Xnb ∈ Xnb (f, C), we have µ0(Xnw) =
w(deg f)−n and µ0(X
n
b ) = b(deg f)
−n ([BM10, Proposition 20.7 and
Theorem 20.9]). Thus µ0 is a Gibbs state for f , C, φ ≡ 0, with
Pµ0 = deg f = htop(f) (see [BM10, Corollary 20.8]).
As we see from the example above, Definition 5.3 is a more appropri-
ate definition for expanding Thurston map. Moreover, we will prove in
Proposition 5.19 that the concept of a Gibbs state and that of a radial
Gibbs state coincide if and only if f has no periodic critical point.
Proposition 5.6. Let f , C, nC, d, φ, α satisfy the Assumptions. Then
for each f -invariant Gibbs state µ ∈ M(S2, f) with respect to f , C,
and φ, we have
(5.13) Pµ ≤ hµ(f) +
∫
φ dµ ≤ P (f, φ).
Proof. Note that the second inequality follows from the Variational
Principle (5.5) (see for example, [PU10, Theorem 3.4.1] for details).
Let N = nC.
Recall measurable partitions On, n ∈ N, of S2 defined in (3.7). Since
fN(C) ⊆ C, it is clear that OiN is a refinement of OjN for i ≥ j ≥ 1.
Observe that by Proposition 3.5(i) and induction, we can conclude that
for each k ∈ N,
(5.14) ON ∨ f−N(ON) ∨ · · · ∨ f−kN(ON) = O(k+1)N .
So for m, k ∈ N, the measurable partition
kN+m−1∨
j=0
f−j(ON) is a refine-
ment of O(k+1)N .
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By Shannon-McMillan-Breiman Theorem (see for example, [PU10,
Theorem 2.5.4]), hµ(f, ON) =
∫
fI dµ, where
fI = lim
n→+∞
1
n+ 1
I
( n∨
j=0
f−j(ON)
)
µ-a.e. and in L1(µ),
and the information function I is defined in (5.2).
Note that for n ∈ N, c ∈ On, and Xn ∈ Xn(f, C), either c ∩Xn = ∅
or c ⊆ Xn.
For n ∈ N0 and x ∈ S2, we denote by Xn(x) any one of the n-
tiles containing x. Recall that On(x) denotes the unique set in the
measurable partition On that contains x. Note that On(x) ⊆ Xn(x).
By (5.14) and (5.11) we get∫
fI dµ = lim
k→+∞
∫
1
kN + 1
I
( kN∨
j=0
f−j(ON)
)
(x) dµ(x)
≥ lim inf
k→+∞
∫
1
kN + 1
I(O(k+1)N )(x) dµ(x)
≥ lim inf
k→+∞
∫
1
kN + 1
(− logµ (X(k+1)N (x))) dµ(x)
≥ lim inf
k→+∞
∫
(k + 1)NPµ − S(k+1)Nφ(x)− logCµ
(k + 1)N
dµ(x)
= Pµ − lim inf
k→+∞
1
(k + 1)N
∫
S(k+1)Nφ(x) dµ(x)
= Pµ −
∫
φ dµ,
where the last equality comes from (2.3) and the identity
∫
ψ ◦ f dµ =∫
ψ dµ for each ψ ∈ C(S2) which is equivalent to the fact that µ is
f -invariant. Since ON is a finite measurable partition, the condition
that Hµ(ON) < +∞ in (5.3) is fulfilled. By (5.3), we get that
hµ(f) ≥ hµ(f, ON) ≥ Pµ −
∫
φ dµ.
Therefore, Pµ ≤ hµ(f) +
∫
φ dµ. 
Let f : S2 → S2 be an expanding Thurston map and ψ ∈ C(S2) a
continuous function. We define the Ruelle operator Lψ on C(S2) as
the following
(5.15) Lψ(u)(x) =
∑
y∈f−1(x)
degf (y)u(y) exp(ψ(y)),
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for each u ∈ C(S2). To show that Lψ is well-defined, we need to prove
that Lψ(u)(x) is continuous in x ∈ S2 for each u ∈ C(S2). Indeed, by
fixing an arbitrary Jordan curve C ⊆ S2 containing post f , we know
that for each x in the white 0-tile X0w,
Lψ(u)(x) =
∑
X∈X1w
u(yX) exp(ψ(yX)),
where yX is the unique point contained in the white 1-tile X with the
property that f(yX) = x (Proposition 3.5(i)). If we move x around
continuously within X0w, then yX moves around continuously within X
for each X ∈ X1w. Thus Lψ(u)(x) restricted to X0w is continuous in x.
Similarly, Lψ(u)(x) restricted to the black 1-tile X0b is also continuous
in x. Hence Lψ(u)(x) is continuous in x ∈ S2.
Note that by a similar argument as above, we see that the Ruelle
operator Lψ : C(S2) → C(S2) has a natural extension to the space of
real-valued bounded Borel functions B(S2) (equipped with the uniform
norm) given by (5.15) for each u ∈ B(S2).
It is clear that Lψ is a positive, continuous operator on C(S2) (resp.
B(S2)) with the operator norm sup{Lψ(1)(x) | x ∈ S2}. Moreover, we
note that by induction and (3.2) we have
(5.16) Lnψ(u)(x) =
∑
y∈f−n(x)
degfn(y)u(y) exp(Snψ(y)),
and
Lψ(u(v ◦ f))(x) =
∑
y∈f−1(x)
degf (y)u(y)(v ◦ f)(y) exp(ψ(y))
= v(x)Lψ(u)(x),(5.17)
for u, v ∈ B(S2), x ∈ S2, and n ∈ N. Recall that the adjoint operator
L∗ψ : C∗(S2) → C∗(S2) of Lψ acts on the dual space C∗(S2) of the
Banach space C(S2). We identify C∗(S2) with the space M(S2) of
finite signed Borel measures on S2 by the Riesz representation theorem.
From now on, we write 〈µ, u〉 = ∫ u dµ whenever u ∈ B(S2) and µ ∈
M(S2).
Lemma 5.7. Let f : S2 → S2 be an expanding Thurston map, ψ ∈
C(S2), and µ ∈ C∗(S2). Then
(i) 〈L∗ψ(µ), u〉 = 〈µ,Lψ(u)〉 for u ∈ B(S2).
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(ii) For each Borel set A ⊆ S2 on which f is injective, we have that
f(A) is a Borel set, and
(5.18) L∗ψ(µ)(A) =
∫
f(A)
(degf(·) exp(ψ)) ◦ (f |A)−1 dµ.
Recall that a collection P of subsets of a set Ω is a π-system if it
is closed under intersection, i.e., if A,B ∈ P then A ∩ B ∈ P. A
collection L of subsets of Ω is a λ-system if the following are satisfied:
(1) Ω ∈ L. (2) If B,C ∈ L and B ⊆ C, then C \B ∈ L. (3) If An ∈ L,
n ∈ N, with An ⊆ An+1, then
⋃
n∈N
An ∈ L.
Proof. For (i), it suffices to show that for each Borel set A ⊂ S2,
(5.19) 〈L∗ψ(µ),1A〉 = 〈µ,Lψ(1A)〉.
Let L be the collection of Borel sets A ⊆ S2 for which (5.19) holds.
Denote the collection of open subsets of S2 by G. Then G is a π-system.
We first observe from (5.15) that if {un}n∈N is a non-decreasing se-
quence of real-valued functions on S2, then so is {Lψ(un)}n∈N.
By the definition of L∗ψ, we have
(5.20) 〈L∗ψ(µ), u〉 = 〈µ,Lψ(u)〉
for u ∈ C(S2). Fix an open set U ⊆ S2, then there exists a non-
decreasing sequence {gn}n∈N of real-valued continuous functions on S2
supported in U such that gn converges to 1U pointwise as n −→ +∞.
Then {Lψ(gn)}n∈N is also a non-decreasing sequence of continuous func-
tions, whose pointwise limit is Lψ(1U). By the Lebesgue Monotone
Convergence Theorem and (5.20), we can conclude that (5.19) holds
for A = U . Thus G ⊆ L.
We now prove that L is a λ-system. Indeed, since (5.20) holds for
u = 1S2 , we get S
2 ∈ L. Given B,C ∈ L with B ⊆ C, then 1C − 1B =
1C\B and Lψ(1C) − Lψ(1B) = Lψ(1C − 1B) = Lψ(1C\B) by (5.15).
Thus C \ B ∈ L. Finally, given An ∈ L, n ∈ N, with An ⊆ An+1, and
let A =
⋃
n∈N
An. Then {1An}n∈N and {Lψ(1An)}n∈N are non-decreasing
sequences of real-valued Borel functions on S2 that converge to 1A and
Lψ(1A), respectively, as n −→ +∞. Then by the Lebesgue Monotone
Convergence Theorem, we get A ∈ L. Hence L is a λ-system.
Recall that Dynkin’s π-λ theorem (see for example, [Bi95, Theo-
rem 3.2]) states that if P is a π-system and L is a λ-system that
contains P, then the σ-algebra σ(P) generated by P is a subset of L.
Thus by Dynkin’s π-λ theorem, the Borel σ-algebra σ(G) is a subset
of L, i.e., equality (5.19) holds for each Borel set A ⊆ S2.
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For (ii), we fix a Borel set A ⊆ S2 on which f is injective. By (5.15),
we get that Lψ(1A)(x) 6= 0 if and only if x ∈ f(A). Thus f(A) is Borel.
Then (5.18) follows immediately from (i) and (5.15) for u ∈ B(S2). 
Definition 5.8. Let f : S2 → S2 be an expanding Thurston map
and µ ∈ P(S2) a Borel probability measure on S2. A Borel func-
tion J : S2 → [0,+∞) is a Jacobian (function) for f with respect to µ
if for every Borel A ⊆ S2 on which f is injective, the following equation
holds:
(5.21) µ(f(A)) =
∫
A
J dµ.
Corollary 5.9. Let f : S2 → S2 be an expanding Thurston map. For
each ψ ∈ C(S2) and each Borel probability measure µ ∈ P(S2), if
L∗ψ(µ) = cµ for some constant c > 0, then the Jacobian J for f with
respect to µ is given by
(5.22) J(x) =
c
degf (x) exp(ψ(x))
for x ∈ S2.
Proof. We fix some C, d, L, Λ that satisfy the Assumptions.
By Lemma 5.7, for every Borel A ⊆ S2 on which f is injective, we
have that f(A) is Borel, and
(5.23) µ(A) =
L∗ψ(µ)(A)
c
=
∫
f(A)
1
J ◦ (f |A)−1 dµ,
for the function J given in (5.22).
Since f is injective on each 1-tile X1 ∈ X1(f, C), and both X1 and
f(X1) are closed subsets of S2 by Proposition 3.5, in order to verify
(5.21), it suffices to assume that A ⊆ X for some 1-tile X ∈ X1(f, C).
Denote the restriction of µ on X by µX , i.e., µX assigns µ(B) to each
Borel subset B of X .
Let µ˜ be a function defined on the set of Borel subsets of X in such
a way that µ˜(B) = µ(f(B)) for each Borel B ⊆ X . It is clear that µ˜ is
a Borel measure on X . In this notation, we can write (5.23) as
(5.24) µX(A) =
∫
A
1
J |X dµ˜,
for each Borel A ⊆ X .
By (5.24), we know that µX is absolutely continuous with respect to
µ˜. On the other hand, since J is positive and uniformly bounded away
from +∞ on X , we can conclude that µ˜ is absolutely continuous with
respect to µX . Therefore, by the Radon-Nikodym theorem, for each
Borel A ⊆ X , we get µ(f(A)) = µ˜(A) = ∫
A
J |X dµX =
∫
A
J dµ. 
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Lemma 5.10. Let f : S2 → S2 be an expanding Thurston map, and
C ⊆ S2 be a Jordan curve containing post f . Then there exists a con-
stant M ∈ N with the following property:
For each m ∈ N with m ≥ M , each n ∈ N0, and each n-tile Xn ∈
Xn(f, C), there exist a white (n + m)-tile Xn+mw ∈ Xn+mw (f, C) and a
black (n + m)-tile Xn+mb ∈ Xn+mb (f, C) such that Xn+mw ∪ Xn+mb ⊆
inte(Xn).
Proof. We fix some d, L, Λ that satisfy the Assumptions.
By Lemma 3.8(v), there exists a constant C ≥ 1 depending only on
f , C, and d such that for each k ∈ N0, each k-tile Zk ∈ Xk(f, C), there
exists a point q ∈ Zk such that
Bd(q, C
−1Λ−k) ⊆ Zk ⊆ Bd(q, CΛ−k).
We set M = ⌈logΛ(4C2)⌉ + 1. We fix an arbitrary n ∈ N and an n-
tile Xn ∈ Xn(f, C). Choose a point p ∈ Xn with Bd(p, C−1Λ−n) ⊆
Xn ⊆ Bd(p, CΛ−n). Then for each m ∈ N with m ≥ M , we have
4CΛ−(n+m) < C−1Λ−n, and we can choose Xn+m, Y n+m ∈ Xn+m(f, C)
in such a way that Xn+m is the (n+m)-tile containing p and Y n+m ∩
Xn+m = en+m ∈ En+m(f, C) for each m > M . Thus diamd(Xn+m) ≤
2CΛ−(n+m), diamd(Y
n+m) ≤ 2CΛ−(n+m), and
Xn+m ∪ Y n+m ⊆ Bd
(
p, 4CΛ−(n+m)
) ⊆ Bd (p, C−1Λ−n) ⊆ inte(Xn).
Moreover, exactly one of Xn+m and Y n+m is a white (n +m)-tile and
the other one is a black (n +m)-tile. 
Theorem 5.11. Let f : S2 → S2 be an expanding Thurston map, and
d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be a real-valued
Ho¨lder continuous function with an exponent α ∈ (0, 1]. Then there
exists a Borel probability measure mφ ∈ P(S2) such that
(5.25) L∗φ(mφ) = cmφ,
where c = 〈L∗φ(mφ),1〉. Moreover, any mφ ∈ P(S2) that satisfies (5.25)
for some c > 0 has the following properties:
(i) The Jacobian for f with respect to mφ is
J(x) = c exp(−φ(x)).
(ii) mφ
(
+∞⋃
j=0
f−j(post f)
)
= 0.
(iii) The map f with respect to mφ is forward quasi-invariant (i.e.,
for each Borel set A ⊆ S2, if mφ(A) = 0, then mφ(f(A)) = 0),
and nonsingular (i.e., for each Borel set A ⊆ S2, mφ(A) = 0 if
and only if mφ(f
−1(A)) = 0).
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We will see later in Corollary 6.10 that mφ ∈ P(S2) satisfying (5.25)
is unique. We will also prove in Corollary 7.4 that mφ is non-atomic.
Proof. We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see Theorem 3.10 for the existence of such C).
Define τ : P(S2) → P(S2) by τ(µ) = L
∗
φ
(µ)
〈L∗
φ
(µ),1〉
. Then τ is a continu-
ous transformation on the non-empty, convex, compact (in the weak∗
topology, by Alaoglu’s theorem) space P(S2) of Borel probability mea-
sures on S2. By the Schauder-Tikhonov Fixed Point Theorem (see for
example, [PU10, Theorem 3.1.7]), there exists a measure mφ ∈ P(S2)
such that τ(mφ) = mφ. Thus L∗φ(mφ) = cmφ with c = 〈L∗φ(mφ),1〉.
By Corollary 5.9, the formula for the Jacobian for f with respect to
mφ is
(5.26) J(x) = c(degf (x) exp(φ(x)))
−1, for x ∈ S2.
Since
+∞⋃
j=0
f−j(post f) is a countable set, the property (ii) follows if
we can prove that mφ({y}) = 0 for each y ∈
+∞⋃
j=0
f−j(post f). Since for
each x ∈ S2,
(5.27) mφ({f(x)}) = c
degf(x) exp(φ(x))
mφ({x}),
it suffices to prove that mφ({x}) = 0 for each periodic x ∈ post f .
Suppose that there exists x ∈ post f such that f l(x) = x for some
l ∈ N and mφ({x}) 6= 0. Then by (5.27), (3.2), and induction,
(5.28) mφ({x}) = c
l
degf l(x) exp (Slφ(x))
mφ({x}),
where Slφ is defined in (2.3). Thus c
l = degf l(x) exp (Slφ(x)).
Similarly, for each k ∈ N and each y ∈ f−kl(x), we have
(5.29) mφ({x}) = c
kl
degfkl(y) exp (Sklφ(y))
mφ({y}).
Thus
(5.30) mφ({y}) =
degfkl(y) exp(Sklφ(y))(
degf l(x)
)k
exp(Sklφ(x))
mφ({x}).
Note that for each k ∈ N, we have x ∈ Vkl(f, C). The closure of the
(kl)-flower W kl(x) of x contains exactly 2
(
degf l(x)
)k
distinct (kl)-tiles
whose intersection is {x} (see [BM10, Lemma 7.2(i)]). By Lemma 5.10,
there exists m ∈ N that only depends on f , C, and d such that for
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X(k+m)l
Figure 5.1. A (kl)-flower W kl(x), with card(post f) = 3.
each k ∈ N, each (kl)-tile Xkl ∈ Xkl(f, C) contained in W kl(x), there
exists a ((k + m)l)-tile X(k+m)l ∈ X(k+m)l(f, C) such that X(k+m)l ⊆
inte
(
Xkl
)
. So there exists a unique y ∈ X(k+m)l ⊆ inte (Xkl) such that
f (k+m)l(y) = x by Proposition 3.5(i), see Figure 5.1. For each k ∈ N,
we denote by Tk the set consisting of one such y from each (kl)-tile
Xkl ⊆W kl(x). Note that
(5.31) Tk = 2
(
degf l(x)
)k
.
Then {Tk}k∈N is a sequence of subsets of
+∞⋃
j=0
f−j(post f). Since f is
expanding, we can choose an increasing sequence {ki}i∈N of integers
recursively in such a way that W lki+1(x) ∩
( i⋃
j=1
Tkj
)
= ∅ for each i ∈
N. Then {Tki}i∈N is a sequence of mutually disjoint sets. Thus by
Lemma 5.1, there exists a constant D that only depends on f , d, φ,
and α such that
mφ
( +∞⋃
j=0
f−j(post f)
)
≥
+∞∑
i=1
∑
y∈Tki
mφ({y})
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=
+∞∑
i=1
∑
y∈Tki
degf(ki+m)l(y) exp(S(ki+m)lφ(y))(
degf l(x)
)ki+m exp(S(ki+m)lφ(x))mφ({x})
≥mφ({x})
+∞∑
i=1
∑
y∈Tki
exp(Skilφ(y)− Skilφ(x)) exp(−2ml ‖φ‖∞)(
degf l(x)
)ki+m
≥mφ({x})
+∞∑
i=1
∑
y∈Tki
exp(D − 2ml ‖φ‖∞)(
degf l(x)
)m (
degf l(x)
)ki .
Combining the above with (5.31), we get
mφ
( +∞⋃
j=0
f−j(post f)
)
=
mφ({x}) exp(D − 2ml ‖φ‖∞)(
degf l(x)
)m +∞∑
i=1
2 = +∞.
This contradicts the fact that mφ is a finite Borel measure.
Next, in order to prove the formula for the Jacobian for f with
respect to mφ in property (i), we observe that by Lemma 5.7 and
(5.26), for every Borel set A ⊆ S2 on which f is injective, we have that
f(A) is a Borel set and
mφ(f(A)) = mφ(f(A) \ post f) = mφ(f(A \ (post f ∪ crit f)))
=
∫
A\(post f ∪ crit f)
c exp(−φ) dmφ =
∫
A
c exp(−φ) dmφ.
Finally, we prove the last property. Fix a Borel set A ⊆ S2 with
mφ(A) = 0. For each 1-tile X
1 ∈ X1(f, C), the map f is injective
both on A ∩ X1 and on f−1(A) ∩ X1 by Proposition 3.5(i). So it
follows from the formula for the Jacobian that mφ (f (A ∩X1)) = 0
and mφ (f
−1(A) ∩X1) = 0. Thus mφ(f(A)) = 0 and φ(f−1(A)) = 0.
It is clear now that f is forward quasi-invariant and nonsingular with
respect to mφ. 
Proposition 5.12. Let f , d, φ, α satisfy the Assumptions. Let mφ be a
Borel probability measure defined in Theorem 5.11 with L∗φ(mφ) = cmφ
where c = 〈L∗φ(mφ),1〉. Then for every Borel set A ⊆ S2, we have
1
deg f
∫
A
J dmφ ≤ mφ(f(A)) ≤
∫
A
J dmφ.
where J = c exp(−φ).
Proof. We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions.
The second inequality follows from Definition 5.8 and Theorem 5.11.
Let B = f(A) ∩ X0w and C = f(A) ∩ inte(X0b ), where X0w, X0b ∈
X0(f, C) are the white 0-tile and the black 0-tile, respectively. Then
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B ∩ C = ∅ and B ∪ C = f(A). For each white 1-tile X1w ∈ X1w(f, C)
and each black 1-tile X1b ∈ X1b(f, C), we have∫
f−1(B)∩X1w
J dmφ = mφ(B),
∫
f−1(C)∩ inte(X1
b
)
J dmφ = mφ(C),
by Definition 5.8 and Theorem 5.11. Then the first inequality fol-
lows from the fact that card (X1w(f, C)) = card (X1b(f, C)) = deg f (see
(3.4)). 
Proposition 5.13. Let f , C, d, φ, α satisfy the Assumptions. Let mφ
be a Borel probability measure defined in Theorem 5.11 which satisfies
L∗φ(mφ) = cmφ where c = 〈L∗φ(mφ),1〉. Then mφ is a Gibbs state with
respect to f , C, and φ, with
(5.32) Pmφ = log c = lim
n→+∞
1
n
logLnφ(1)(y),
for each y ∈ S2.
In particular, since the existence of mφ in Theorem 5.11 is indepen-
dent of C, this proposition asserts that mφ is a Gibbs state with respect
to f , C, and φ, for each C that satisfies the Assumptions. In general,
it is not clear that a Gibbs state with respect to f , C1, and φ is also
a Gibbs state with respect to f , C2, and φ, even though the answer is
positive in the case when f has no periodic critical points as shown in
Corollary 5.20.
Proof. We first need to prove that µ = mφ satisfies (5.11).
We observe that
(5.33) mφ(f
i(B)) =
∫
B
exp(i log c− Siφ(x)) dmφ(x)
for n ∈ N, i ∈ {0, 1, . . . , n}, and each Borel set B ⊆ S2 on which fn
is injective. Indeed, by the formula for the Jacobian in Theorem 5.11,
for a given Borel set A ⊆ S2 on which f is injective, we have∫
f(A)
g(x) dmφ(x) =
∫
A
(g ◦ f)(x) exp(log c− φ(x)) dmφ(x)
for each simple function g on S2, thus also for each integrable function
g. We establish (5.33) for each n ∈ N and each Borel set B ⊆ S2 on
which fn is injective by induction on i. For i = 0, equation (5.33) holds
36 ZHIQIANG LI
trivially. Assume that (5.33) is established for some i ∈ {0, 1, . . . , n−
1}, then since f i is injective on f(B), we get
mφ(f
i+1(B)) =
∫
f(B)
exp(i log c− Siφ(x)) dmφ(x)
=
∫
B
exp((i+ 1) log c− Si+1φ(x)) dmφ(x).
The induction is now complete. In particular, by Proposition 3.5(i),
mφ(f
n(Xn)) =
∫
Xn
exp(n log c− Snφ(x)) dmφ(x),
for n ∈ N and Xn ∈ Xn(f, C).
Thus by Lemma 5.1, there exists a constant C ≥ 1 such that for
each n ∈ N0, each Xn ∈ Xn(f, C), and each x ∈ Xn,
mφ(f
n(Xn)) ≥ C−1 exp(n log c− Snφ(x))mφ(Xn)
and
mφ(f
n(Xn)) ≤ C exp(n log c− Snφ(x))mφ(Xn).
Note that fn(Xn) is either the black 0-tile X0b ∈ X0(f, C) or the white
0-tile X0w ∈ X0(f, C). Both X0b and X0w are of positive mφ-measure,
for otherwise, suppose that mφ(X
0) = 0 for some X0 ∈ X0(f, C),
then by Proposition 5.12, mφ(f
j(X0)) = 0, for each j ∈ N. Then by
Lemma 5.10, mφ(S
2) = 0, a contradiction. Hence (5.11) follows, and
mφ is a Gibbs state with respect to f , C, and φ, with Pmφ = log c.
To finish the proof, we note that by (5.16) and Lemma 5.2, for each
x, y ∈ S2 and each n ∈ N0, we have
(5.34)
1
C2
≤ L
n
φ(1)(x)
Lnφ(1)(y)
≤ C2,
where C2 is a constant depending only f , d, φ, and α from Lemma 5.2.
Since 〈mφ,Lnφ(1)〉 = 〈(L∗φ)n(mφ),1〉 = 〈cnmφ,1〉 = cn, by (5.16) and
(5.34), we have that for each arbitrarily chosen y ∈ S2,
log c = lim
n→+∞
1
n
log
∫
Lnφ(1)(x) dmφ(x)
= lim
n→+∞
1
n
log
∫
Lnφ(1)(y) dmφ(x)(5.35)
= lim
n→+∞
1
n
logLnφ(1)(y).

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Corollary 5.14. Let f , d, φ, α satisfy the Assumptions. Then the
limit lim
n→+∞
1
n
logLnφ(1)(x) exists for each x ∈ S2 and is independent of
x ∈ S2.
We denote the limit as Dφ ∈ R.
Proof. By Theorem 5.11 , there exists a measure mφ such as the one in
Proposition 5.13. The limit then clearly only depends on f , d, φ, and
α, and in particular, does not depend on C or the choice of mφ. 
Let f , C, d, φ, α satisfy the Assumptions. We define the function
(5.36) φ = φ−Dφ ∈ C0,α(S2, d).
Then
(5.37) Lφ = e−DφLφ.
If mφ is a Gibbs state from Theorem 5.11, then by Proposition 5.13
and Corollary 5.14 we have
(5.38) L∗φ(mφ) = eDφmφ = ePmφmφ,
and
(5.39) L∗
φ
(mφ) = mφ,
since for each u ∈ C(S2),
〈L∗
φ
(mφ), u〉 =〈mφ,Lφ(u)〉 = e−Dφ〈mφ,Lφ(u)〉
=e−Dφ〈L∗φ(mφ), u〉 = 〈mφ, u〉.
We summarize in the following lemma the properties of Lφ that we
will need.
Lemma 5.15. Let f , C, d, L, Λ, φ, α satisfy the Assumptions. Then
there exists a constant C3 depending only on f , d, φ, and α such that
for each x, y ∈ S2 and each n ∈ N0 the following equations are satisfied
(5.40)
Ln
φ
(1)(x)
Ln
φ
(1)(y)
≤ exp (4C1Ld(x, y)α) ≤ C2,
(5.41)
1
C2
≤ Ln
φ
(1)(x) ≤ C2,∣∣∣Ln
φ
(1)(x)−Ln
φ
(1)(y)
∣∣∣(5.42)
≤C2 (exp (4C1Ld(x, y)α)− 1) ≤ C3d(x, y)α,
where C1, C2 are constants in Lemma 5.1 and Lemma 5.2 depending
only on f , d, φ, and α.
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Proof. Inequality (5.40) follows from (5.37), (5.16), and Lemma 5.2.
To prove (5.41), we choose a Gibbs state mφ with respect to f , C,
and φ from Theorem 5.11. Then by (5.39) and (5.40), we have
Ln
φ
(1)(x) ≤ C2
〈
mφ,Lnφ(1)
〉
= C2
〈
(L∗
φ
)n(mφ),1
〉
= C2〈mφ,1〉 = C2.
The first inequality in (5.41) can be proved similarly.
Applying (5.40) and (5.41), we get
Ln
φ
(1)(x)−Ln
φ
(1)(y) =
(Ln
φ
(1)(x)
Ln
φ
(1)(y)
− 1
)
Ln
φ
(1)(x)
≤ C2 (exp (4C1Ld(x, y)α)− 1)
≤ C3d(x, y)α,
for some constant C3 depending only on L, C1, C2, and diamd(S
2). 
We can now prove the existence of an f -invariant Gibbs state.
Theorem 5.16. Let f : S2 → S2 be an expanding Thurston map and
C ⊆ S2 be a Jordan curve containing post f with the property that
f l(C) ⊆ C for some l ∈ N. Let d be a visual metric on S2 for f with
an expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be a real-valued Ho¨lder
continuous function with an exponent α ∈ (0, 1]. Then the sequence{
1
n
n−1∑
j=0
Lj
φ
(1)
}
n∈N
converges uniformly to a function uφ ∈ C0,α(S2, d),
which satisfies
(5.43) Lφ(uφ) = uφ,
and
(5.44)
1
C2
≤ uφ(x) ≤ C2, for each x ∈ S2,
where C2 ≥ 1 is a constant from Lemma 5.2. Moreover, if we let mφ
be a Gibbs state from Theorem 5.11, then
(5.45)
∫
uφ dmφ = 1,
and µφ = uφmφ is a Gibbs state with respect to f , C, and φ, with
(5.46) Pµφ = Pmφ = Dφ = lim
n→+∞
1
n
logLnφ(1)(y),
for each y ∈ S2, and
(5.47) f∗(µφ) = µφ.
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Proof. In order to prove this theorem, we first establish (5.43), (5.44),
and (5.45) for a subsequential limit of the sequence
{
1
n
n−1∑
j=0
Lj
φ
(1)
}
n∈N
,
then prove the above sequence has a unique subsequential limit, and
finally justify (5.46) and (5.47).
Define, for each n ∈ N, un = 1n
n−1∑
j=0
Lj
φ
(1). Then {un}n∈N is a uni-
formly bounded sequence of equicontinuous functions on S2 by (5.41)
and (5.42). By the Arzela`-Ascoli Theorem, there exists a continuous
function uφ ∈ C(S2) and an increasing sequence {ni}i∈N in N such that
uni → uφ uniformly on S2 as i −→ +∞.
To prove (5.43), we note that by the definition of un and (5.41), we
have that for each i ∈ N,∥∥Lφ(uni)− uni∥∥∞ = 1ni
∥∥∥Lni
φ
(1)− 1
∥∥∥
∞
≤ 1 + C2
ni
.
By letting i −→ +∞, we can conclude that ∥∥Lφ(uφ)− uφ∥∥∞ = 0. Thus
(5.43) holds.
By (5.41), we have that C−12 ≤ un(x) ≤ C2, for each n ∈ N and each
x ∈ S2. Thus (5.44) follows.
By (5.39) and definition of un, we have
∫
un dmφ =
∫
1 dmφ = 1 for
each n ∈ N. Then by the Lebesgue Dominated Convergence Theorem,
we can conclude that∫
uφ dmφ = lim
i→+∞
∫
uni dmφ = 1,
proving (5.45).
Next, we prove that uφ is the unique subsequential limit of the se-
quence {un}n∈N with respect to the uniform norm. Suppose that vφ is
another subsequential limit of un, n ∈ N, with respect to the uniform
norm. Then vφ is also a continuous function on S
2 satisfying (5.43),
(5.44), and (5.45) by the argument above. Let
t = sup{s ∈ R | uφ(x)− svφ(x) > 0 for all x ∈ S2}.
By (5.44), t ∈ (0,+∞). Then there is a point y ∈ S2 such that
uφ(y)− tvφ(y) = 0. By (5.16) and the equation
Lφ(uφ − tvφ) = uφ − tvφ,
which comes from (5.43), we get that uφ(z) − tvφ(z) = 0 for all z ∈
f−1(y). Inductively, we can conclude that uφ(z) − tvφ(z) = 0 for all
z ∈ ⋃
i∈N
f−i(y). By Lemma 3.11, the set
⋃
i∈N
f−i(y) is dense in S2. Hence
uφ = tvφ on S
2. Since both uφ and vφ satisfy (5.45), we get t = 1.
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Thus uφ = vφ. We have proved that un converges to uφ uniformly as
n −→ +∞.
We now prove that uφ ∈ C0,α(S2, d). Indeed, for each ǫ > 0, there
exists n ∈ N such that ‖un − uφ‖∞ < ǫ. Then by (5.42), for each
x, y ∈ S2, we have
|uφ(x)− uφ(y)|
≤ |uφ(x)− un(x)|+ |un(x)− un(y)|+ |un(y)− uφ(y)|
≤2ǫ+ 1
n
n−1∑
j=0
∣∣∣Lj
φ
(1)(x)−Lj
φ
(1)(y)
∣∣∣
≤2ǫ+ C3d(x, y)α,
where C3 is a constant in (5.42) from Lemma 5.15. By letting ǫ −→ 0,
we conclude that uφ ∈ C0,α(S2, d).
Since mφ is a Gibbs state by Proposition 5.13, then by (5.44), µφ =
uφmφ is also a Gibbs state with Pµφ = Pmφ = Dφ = lim
n→+∞
1
n
logLnφ(1)(y)
for each y ∈ S2, proving (5.46).
Finally we need to prove that µφ is f -invariant. It suffices to prove
that 〈µφ, g ◦ f〉 = 〈µφ, g〉 for each g ∈ C(S2). Indeed, by (5.39), (5.43),
and (5.17), we get
〈µφ, g ◦ f〉 = 〈mφ, uφ(g ◦ f)〉 =
〈L∗
φ
(mφ), uφ(g ◦ f)
〉
=
〈
mφ,Lφ(uφ(g ◦ f))
〉
=
〈
mφ, gLφ(uφ)
〉
= 〈mφ, guφ〉 = 〈µφ, g〉.

Remark. By a similar argument to that in the proof of the uniqueness of
the subsequential limit of
{
1
n
n−1∑
j=0
Lj
φ
(1)
}
n∈N
, one can show that uφ is the
unique eigenfunction, upto scalar multiplication, of Lφ corresponding
to the eigenvalue 1.
We now get the following characterization of the topological pressure
P (f, φ) of an expanding Thurston map f with respect to a Ho¨lder
continuous potential φ.
Proposition 5.17. Let f , d, φ, α satisfy the Assumptions. Then for
each x ∈ S2, we have
(5.48) P (f, φ) = lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y) exp(Snφ(y)) = Dφ.
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Recall that Dφ = Pmφ = Pµφ = log c = log
∫Lφ(1) dmφ, using the
notation from Proposition 5.13 and Theorem 5.16.
Proof. We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see Theorem 3.10 for the existence of such C).
By Corollary 5.14 and (5.16), for each x ∈ S2, the limit in (5.48)
always exists and is equal to Dφ, independent of x. Moreover, for an
f -invariant Gibbs measure µφ from Theorem 5.16 with Pµφ = Dφ, we
get from Proposition 5.6 that
(5.49) Dφ = Pµφ ≤ P (f, φ).
Now it suffices to prove Dφ ≥ P (f, φ).
Note that by Lemma 3.8(ii), there is a constant C ≥ 1 depending
only on f , d, and C such that for each n ∈ N0 and each n-tile Xn ∈
Xn(f, C), we have C−1Λ−n ≤ diamd(Xn) ≤ CΛ−n.
Fix m ∈ N, let ǫ = CΛ−m. For each n ∈ N0, let Fn(m) be a maximal
(n, ǫ)-separated subset of S2.
We claim that if y1, y2 ∈ Fn(m) and y1, y2 ∈ Xm+n for some (m+n)-
tile Xm+n in Xm+n(f, C), then y1 = y2.
Indeed, for each integer j ∈ [0, n− 1], we have that
(5.50) d(f j(y1), f
j(y2)) ≤ diamd(f j(Xm+n)) ≤ CΛ−(m+n−j) < ǫ.
So suppose that y1 6= y2, then y1, y2 would not be (n, ǫ)-separated, a
contradiction.
We fix x ∈ inte(X0w) and y ∈ inte(X0b ) where X0w and X0b are the
white 0-tile and black 0-tile in X0(f, C), respectively. We can now
construct an injective map in : Fn(m) → f−(m+n)(x) ∪ f−(m+n)(y) for
each n ∈ N by demanding that z ∈ Fn(m) and in(z) ∈ f−(m+n)(x) ∪
f−(m+n)(y) be in the same (m+n)-tile. Since for eachXm+n ∈ Xm+n(f, C),
card
(
Xm+n ∩ (f−(m+n)(x) ∪ f−(m+n)(y))) = 1, it follows that in is well-
defined (but not necessarily uniquely defined) for each n ∈ N. Thus by
Lemma 5.1 and Lemma 5.2, we have that for each n ∈ N,∑
z∈Fn(m)
exp(Snφ(z))
≤C4
∑
z∈f−(m+n)(x)∪f−(m+n)(y)
exp(Snφ(z))
≤C4em‖φ‖∞
( ∑
z∈f−(m+n)(x)
exp(Sm+nφ(z)) +
∑
z∈f−(m+n)(y)
exp(Sm+nφ(z))
)
≤C4(1 + C2) exp(m ‖φ‖∞)
∑
z∈f−(m+n)(x)
exp(Sm+nφ(z)),
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where C4 = exp
(
C1
(
diamd(S
2)
)α)
, and C1, C2 are constants from
Lemma 5.1 and Lemma 5.2. By taking logarithm and next dividing by
n on both sides, then taking n −→ +∞ and finally taking m −→ +∞
to make ǫ −→ 0, we get from (5.1) that
P (f, φ) = lim
m→+∞
lim inf
n→+∞
1
n
log
∑
w∈Fn(m)
exp(Snφ(w))
≤ lim sup
m→+∞
lim inf
n→+∞
1
n
log
∑
z∈f−(m+n)(x)
exp(Sm+nφ(z))
= lim sup
m→+∞
lim inf
n→+∞
1
m+ n
log
∑
z∈f−(m+n)(x)
exp(Sm+nφ(z))
= lim sup
m→+∞
lim inf
n→+∞
1
n
log
∑
z∈f−n(x)
exp(Snφ(z))
= Dφ,
where the last equality follows from Corollary 5.14, (5.16), and the fact
that x /∈ post f . 
The following corollary gives the existence part of Theorem 1.1.
Corollary 5.18. Let f : S2 → S2 be an expanding Thurston map and
d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be a real-valued
Ho¨lder continuous function with an exponent α ∈ (0, 1]. Then there
exists an equilibrium state for f and φ. In fact, any measure µφ defined
in Theorem 5.16 is an equilibrium state for f and φ.
Proof. We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see Theorem 3.10 for the existence of such C). Consider an f -invariant
Gibbs state µφ with respect to f , C, and φ from Theorem 5.16. Then
by Theorem 5.16 and Proposition 5.17, we have Pµφ = Dφ = P (f, φ).
Then by Proposition 5.6, we have Pµφ = hµφ +
∫
φ dµφ = P (f, φ).
Therefore, µφ is an equilibrium state for f and φ. 
We end this section by proving in Proposition 5.19 that the concept
of a Gibbs state and that of a radial Gibbs state coincide if and only if
the expanding Thurston map has no periodic critical point. The proof
of the forward implication relies on the existence of Gibbs states for f ,
C, and φ that satisfy the Assumptions proved in Proposition 5.13.
Proposition 5.19. Let f , C, d, φ, α satisfy the Assumptions. Then a
radial Gibbs state µ with respect to f , d, and φ must be a Gibbs state
with respect to f , C, and φ, with P˜µ = Pµ. Moreover, the following are
equivalent:
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(1) f has no periodic critical point.
(2) A Borel probability measure µ ∈ P(S2) is a Gibbs state with
respect to f , C, and φ if and only if it is a radial Gibbs state
with respect to f , d, and φ.
(3) There exists a radial Gibbs state for f , d, and φ.
The implication from (1) to (2) generalizes Proposition 20.10 in
[BM10], which states that for an expanding Thurston map f with no
periodic critical point and with the measure of maximal entropy µ and
a visual metric d, the metric measure space (S2, d, µ) is Ahlfors regular.
Proof. By Lemma 3.8(v), there exists a constant C ≥ 1 such that for
each n ∈ N0, and each n-tile Xn ∈ Xn, there exists a point p ∈ Xn
with
Bd(p, C
−1Λ−n) ⊆ Xn ⊆ Bd(p, CΛ−n).
Thus there exists m1 ∈ N such that for each n ∈ N0, each Xn ∈ Xn,
there exists p ∈ Xn such that
(5.51) Bd
(
p,Λ−(n+m1)
) ⊆ Xn ⊆ Bd (p,Λ−(n−m1)) .
On the other hand, by Lemma 3.8(iv), there exists m2 ∈ N such that
for each x ∈ S2 and each n ∈ N0, we have
(5.52) Un+m2(x) ⊆ Bd(x,Λ−n) ⊆ Un−m2(x),
where the sets U l(x) for l ∈ N0 and x ∈ S2 are defined in (3.6).
Note that for each n ∈ N0 and each y ∈ Un(x), by choosing z ∈
Y n ∩ Xn with Xn, Y n ∈ Xn and x ∈ Xn, y ∈ Y n, and applying
Lemma 5.1, we get
|Snφ(x)− Snφ(y)| ≤ |Snφ(x)− Snφ(z)|+ |Snφ(z)− Snφ(y)|
≤ 2C1
(
diamd(S
2)
)α
,
where C1 is a constant from Lemma 5.1.
If µ is a radial Gibbs state with constants P˜µ and C˜µ, then for each
n ∈ N0 and each n-tile Xn ∈ Xn, there exists p ∈ Xn such that
µ(Xn) ≤ µ (Bd (p,Λ−(n−m1)))
≤ C˜µ exp
(
Sn−m1φ(x)− (n−m1)P˜µ
)
≤ C˜µ exp
(
m1 ‖φ‖∞ +m1P˜µ
)
exp
(
Snφ(x)− nP˜µ
)
,
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and
µ(Xn) ≥ µ (Bd (p,Λ−(n+m1)))
≥ 1
C˜µ
exp
(
Sn+m1φ(x)− (n+m1)P˜µ
)
≥ 1
C˜µ exp
(
m1 ‖φ‖∞ +m1P˜µ
) exp (Snφ(x)− nP˜µ).
Thus µ is a Gibbs state for f , C, and φ, with Pµ = P˜µ.
To prove the equivalence, we start with the implication from (1) to
(2).
We have already shown above that any radial Gibbs state for f , d,
and φ must be a Gibbs state for f , C, and φ.
If we assume that f has no periodic critical point, then there exists
a constant K ∈ N such that for each x ∈ S2 and each n ∈ N0, the set
Un(x) is a union of at most K distinct n-tiles, i.e.,
card{Y n ∈ Xn | there exists an n-tile Xn ∈ Xn with
x ∈ Xn and Xn ∩ Y n 6= ∅} ≤ K.
Indeed, if f has no periodic critical point, then there exists a constant
N ∈ N such that degfn(x) ≤ N for all x ∈ S2 and all n ∈ N ([BM10,
Lemma 17.1]). Since each n-flower W n(p) for p ∈ Vn is covered by ex-
actly 2 degfn(p) distinct n-tiles ([BM10, Lemma 7.2(i)]), U
n(x) is cov-
ered by a bounded number of n-flowers and thus covered by a bounded
number, independent of x ∈ S2 and n ∈ N0, of distinct n-tiles.
If µ is a Gibbs state with constants Pµ and Cµ, then by (5.52) and
Lemma 5.1, for each n ∈ N0 and each x ∈ S2, we have
µ
(
Bd(x,Λ
−n)
) ≥µ (Un+m2(x)) ≥ C−1µ exp(Sn+m2φ(x)− (n +m2)Pµ)
≥ 1
Cµ exp(m2 ‖φ‖∞ +m2Pµ)
exp(Snφ(x)− nPµ),
and moreover, if n ≥ m2, then
µ
(
Bd(x,Λ
−n)
) ≤ µ (Un−m2(x)) ≤ ∑
X∈Xn−m2
X⊆Un−m2 (x)
µ(X)
≤KCµ exp
(
2C1
(
diamd(S
2)
)α)
exp(Sn−m2φ(x)− (n−m2)Pµ)
≤KCµ exp
(
2C1
(
diamd(S
2)
)α
+m2 (‖φ‖∞ + Pµ)
)
exp(Snφ(x)− nPµ),
and if n < m2, then
µ(Bd(x,Λ
−n)) ≤ 1 ≤ exp (m2(‖φ‖∞ + Pµ)) exp(Snφ(x)− nPµ).
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Thus µ is a radial Gibbs state for f , d, and φ.
Next, we show that (2) implies (3).
We assume (2) now. Let µ = mφ, where mφ is from Theorem 5.11.
Then by Proposition 5.13, µ is a Gibbs state for f , C, and φ. Thus µ
is also a radial Gibbs state for f , d, and φ.
Finally, we prove the implication from (3) to (1) by contradiction.
Assume that f has a periodic critical point x ∈ S2 with a period
l ∈ N, and let µ be a radial Gibbs state for f , d, and φ with constants
P˜µ and C˜µ. So µ is also a Gibbs state for f , C, and φ with constants
Pµ = P˜µ and Cµ, as shown in the first part of the proof.
We note that x ∈ post f ⊆ Vn for each n ∈ N0. By (3.5), (3.6), and
(5.52), for each n ∈ N,
W nl+m2(x) ⊆ Unl+m2(x) ⊆ Bd(x,Λ−nl).
Recall that the number of distinct (nl+m2)-tiles contained inW nl+m2(x)
is 2 degfnl+m2 (x). Denote these (nl + m2)-tiles by X
nl+m2
i ∈ Xnl+m2,
i ∈ {1, 2, . . . , 2 degfnl+m2 (x)}. Then by Lemma 5.10, there exists an
(nl+m2 +M)-tile Yi ∈ Xnl+m2+M such that Yi ⊆ inte
(
Xnl+m2i
)
. Here
M ∈ N is a constant from Lemma 5.10. We fix xi ∈ Yi for each
i ∈ {1, 2, . . . , 2 degfnl+m2 (x)}. Note that Yi ∩ Yj = ∅ for 1 ≤ i < j ≤
2 degfnl+m2 (x). Thus
C˜µ exp(Snlφ(x)− nlPµ) ≥ µ
(
Bd(x,Λ
−nl)
)
≥µ
(
W nl+m2(x)
)
≥
2 deg
fnl+m2
(x)∑
i=1
µ(Yi)
≥2 degfnl+m2 (x)
1
Cµ
exp (Snl+m2+Mφ(xi)− (nl +m2 +M)Pµ)
≥ 2
(
degf l(x)
)n
Cµ exp(M ‖φ‖∞ +MPµ)
exp(Snl+m2φ(xi)− (nl +m2)Pµ)
≥2
(
degf l(x)
)n
exp(Snl+m2φ(x)− (nl +m2)Pµ)
Cµ exp (M ‖φ‖∞ +MPµ + C1 (diamd(S2))α)
≥
(
degf l(x)
)n
exp(Snlφ(x)− nlPµ)
Cµ exp ((m2 +M) ‖φ‖∞ + (m2 +M)Pµ + C1 (diamd(S2))α)
,
where the second-to-last inequality follows from Lemma 5.1 and the
fact that xi, x ∈ Xnl+m2i for i ∈
{
1, 2, . . . , 2 degfnl+m2 (x)
}
, and C1 is a
constant from Lemma 5.1. So(
degf l(x)
)n ≤ C˜µCµ exp ((m2 +M)(‖φ‖∞ + Pµ) + C1 (diamd(S2))α) ,
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for each n ∈ N. However, since x is a periodic critical point of f , we
have degf l(x) > 1, a contradiction. 
As an immediate consequence, we get that if the expanding Thurston
map does not have periodic critical points, then the property of being a
Gibbs state does not depend on the choice of the Jordan curve C ⊆ S2
that satisfies the Assumptions.
Corollary 5.20. Let f , d, φ, α satisfy the Assumptions. We assume
that f does not have periodic critical points. Let C1 and C2 be Jordan
curves on S2 that satisfy the Assumptions for C, and µ ∈ P(S2) be a
Borel probability measure. Then µ is a Gibbs state with respect to f ,
C1, and φ if and only if µ is a Gibbs state with respect to f , C2, and
φ.
Proof. By Proposition 5.19, since f does not have periodic critical
points, f is a Gibbs state with respect to f , C1, and φ if and only
if f is a radial Gibbs state with respect to f , d, and φ if and only if f
is a Gibbs state with respect to f , C2, and φ. 
6. Uniqueness
To prove the uniqueness of the equilibrium state of a continuous
map g on a compact metric space X , one of the techniques is to
prove the (Gaˆteaux) differentiability of the topological pressure func-
tion P (g, ·) : C(X) → R. We summarize the general ideas below, but
refer the reader to [PU10, Section 3.6] for a detailed treatment in the
case of forward-expansive maps and distance expanding maps.
For a continuous map g : X → X on a compact metric space X , the
topological pressure function P (g, ·) : C(X)→ R is Lipschitz continu-
ous ([PU10, Theorem 3.6.1]) and convex ([PU10, Theorem 3.6.2]). For
an arbitrary convex continuous function Q : V → R on a real topolog-
ical vector space V , we call a continuous linear functional L : V → R
tangent to Q at x ∈ V if
(6.1) Q(x) + L(y) ≤ Q(x+ y), for each y ∈ V.
We denote the set of all continuous linear functionals tangent to Q at
x ∈ V by V ∗x,Q. It is known (see for example, [PU10, Proposition 3.6.6])
that if µ ∈ M(X, g) is an equilibrium state for g and φ ∈ C(X), then
the continuous linear functional u 7−→ ∫ u dµ for u ∈ C(X) is tangent
to the topological pressure function P (g, ·) at φ. Indeed, let φ, γ ∈
C(X) and µ ∈ M(X, g) be an equilibrium state for g and φ. Then
P (g, φ+γ) ≥ hµ(g)+
∫
φ+γ dµ by the Variational Principle (5.5), and
P (g, φ) = hµ(g)+
∫
φ dµ. It follows that P (g, φ)+
∫
γ dµ ≤ P (g, φ+γ).
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Thus in order to prove the uniqueness of the equilibrium state for
an expanding Thurston map f : S2 → S2 and a real-valued Ho¨lder
continuous potential φ, it suffices to prove that card
(
V ∗φ,P (f,·)
)
= 1.
Then we can apply the following fact from functional analysis (see
[PU10, Theorem 3.6.5] for a proof):
Theorem 6.1. Let V be a separable Banach space and Q : V → R
be a convex continuous function. Then for each x ∈ V , the following
statements are equivalent:
(1) card
(
V ∗x,Q
)
= 1.
(2) The function t 7−→ Q(x + ty) is differentiable at 0 for each
y ∈ V .
(3) There exists a subset U ⊆ V that is dense in the weak topology
on V such that the function t 7−→ Q(x+ ty) is differentiable at
0 for each y ∈ U .
Now the problem of the uniqueness of equilibrium states transforms
to the problem of (Gaˆteaux) differentiability of the topological pressure
function. To investigate the latter, we need a closer study of the fine
properties of the Ruelle operator Lφ.
A function h : [0,+∞) → [0,+∞) is an abstract modulus of conti-
nuity if it is continuous at 0, non-decreasing, and h(0) = 0. Given
any metric d on S2 that generates the standard topology, any constant
b ∈ [0,+∞], and any abstract modulus of continuity h, we define the
subclass Cbh(S
2, d) of C(S2) as
Cbh(S
2, d) = {u ∈ C(S2) | ‖u‖∞ ≤ b and for x, y ∈ S2,
|u(x)− u(y)| ≤ h(d(x, y))}.
Note that by the Arzela`-Ascoli Theorem, each Cbh(S
2, d) is precompact
in C(S2) equipped with the uniform norm. It is easy to see that each
Cbh(S
2, d) is actually compact. On the other hand, for u ∈ C(S2), we
can define an abstract modulus of continuity by
(6.2) h(t) = sup{|u(x)− u(y)| | x, y ∈ S2, d(x, y) ≤ t}
for t ∈ [0,+∞), so that u ∈ Cβh (S2, d), where β = ‖u‖∞.
We will need the following lemma in this section.
Lemma 6.2. Let (X, d) be a metric space. For each pair of constants
b1, b2 ≥ 0 and each pair of abstract moduli of continuity h1, h2, there
exists a constant b ≥ 0 and an abstract modulus of continuity h such
that
(6.3)
{
u1u2
∣∣ u1 ∈ Cb1h1(X, d), u2 ∈ Cb2h2(X, d)} ⊆ Cbh(X, d),
48 ZHIQIANG LI
and for each c > 0,
(6.4)
{1
u
∣∣∣ u ∈ Cb1h1(X, d), u(x) ≥ c for each x ∈ X} ⊆ Cc−1c−2h1(X, d).
Proof. For u1 ∈ Cb1h1(X, d), u2 ∈ Cb2h2(X, d), we have ‖u1u2‖∞ ≤ b1b2,
and for x, y ∈ X ,
|u1(x)u2(x)− u1(y)u2(y)|
≤ |u1(x)| |u2(x)− u2(y)|+ |u2(y)| |u1(x)− u1(y)|
≤b1h2(d(x, y)) + b2h1(d(x, y)).
For c > 0 and u ∈ Cb1h1(X, d) with u(x) ≥ c for each x ∈ X , we have∥∥ 1
u
∥∥
∞
≤ 1
c
, and for x, y ∈ X ,∣∣∣∣ 1u(x) − 1u(y)
∣∣∣∣ ≤ ∣∣∣∣u(x)− u(y)u(x)u(y)
∣∣∣∣ ≤ 1c2h1(d(x, y)).

Let f , d, φ, α satisfy the Assumptions. Recall that by (5.36) and
Proposition 5.17,
φ = φ− P (f, φ).
We define the function
(6.5) φ˜ = φ− P (f, φ) + log uφ − log(uφ ◦ f),
where uφ is the continuous function given by Theorem 5.16. Then for
u ∈ C(S2) and x ∈ S2, we have
L
φ˜
(u)(x)
=
∑
y∈f−1(x)
degf (y)u(y) exp(φ(y)− P (f, φ) + log uφ(y)− log uφ(f(y)))
=
1
uφ(x)
∑
y∈f−1(x)
degf(y)u(y)uφ(y) exp(φ(y)− P (f, φ))
=
1
uφ(x)
Lφ(uuφ)(x),
and thus
(6.6) Ln
φ˜
(u)(x) =
1
uφ(x)
Ln
φ
(uuφ)(x), for n ∈ N.
Recall mφ from Theorem 5.11. Then we can show that µφ = uφmφ
satisfies
(6.7) L∗
φ˜
(µφ) = µφ.
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Indeed, by (6.6) and (5.39), for u ∈ C(S2),∫
u d
(L∗
φ˜
(µφ)
)
=
∫
L
φ˜
(u)uφ dmφ =
∫
Lφ(uuφ) dmφ
=
∫
uuφ d
(L∗
φ
(mφ)
)
=
∫
uuφ dmφ =
∫
u dµφ.
By (5.43) and (6.6), L
φ˜
(1) = 1
uφ
Lφ(uφ) = 1, i.e.,
(6.8)
∑
y∈f−1(x)
degf (y) exp φ˜(y) = 1 for x ∈ S2.
Lemma 6.3. Let f , d, φ, α satisfy the Assumptions. Then the operator
norm of L
φ˜
is given by ‖L
φ˜
‖ = 1. In addition, L
φ˜
(1) = 1.
Proof. By (6.8), for each x ∈ S2 and each u ∈ C(S2), we have∣∣∣Lφ˜(u)(x)∣∣∣ = ∣∣∣∣ ∑
y∈f−1(x)
degf (y)u(y) exp φ˜(y)
∣∣∣∣
≤ ‖u‖∞
∑
y∈f−1(x)
degf(y) exp φ˜(y)
= ‖u‖∞ .
Thus ‖L
φ˜
‖ ≤ 1. Since L
φ˜
(1) = 1 by (6.8), ‖L
φ˜
‖ = 1. 
Lemma 6.4. Let f , d, φ, α satisfy the Assumptions. Then
(6.9) φ˜ ∈ C0,α(S2, d).
Proof. By Theorem 5.16, uφ ∈ C0,α(S2, d) and C−12 ≤ uφ(x) ≤ C2
for each x ∈ S2, where C2 ≥ 1 is a constant from Lemma 5.2. So
log uφ ∈ C0,α(S2, d). Note that φ ∈ C0,α(S2, d), so by (6.5) it suffices
to prove that uφ ◦f ∈ C0,α(S2, d). But this follows from the fact that f
is Lipschitz with respect to d (Lemma 3.12) and uφ ∈ C0,α(S2, d). 
Theorem 6.5. Let f : S2 → S2 be an expanding Thurston map, and d
be a visual metric on S2 for f with an expansion factor Λ > 1 and a
linear local connectivity constant L ≥ 1. Then for each α ∈ (0, 1], each
b ≥ 0, and each θ ≥ 0, there exist constants b̂ ≥ 0 and Ĉ ≥ 0 with the
following property:
For each abstract modulus of continuity h, there exists an abstract
modulus of continuity h˜ such that for each φ ∈ C0,α(S2, d) with |φ|α ≤
θ, we have
(6.10)
{Ln
φ
(u) | u ∈ Cbh(S2, d), n ∈ N0
} ⊆ C b̂
ĥ
(S2, d),
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(6.11)
{Ln
φ˜
(u) | u ∈ Cbh(S2, d), n ∈ N0
} ⊆ Cb
h˜
(S2, d),
where ĥ(t) = Ĉ(tα + h(2C0Lt)) is an abstract modulus of continuity,
and C0 > 1 is a constant depending only on f and d from Lemma 3.13.
Proof. Fix arbitrary α ∈ (0, 1], b ≥ 0, and θ ≥ 0. By Lemma 5.15, for
n ∈ N0, u ∈ Cbh(S2, d), and φ ∈ C0,α(S2, d) with |φ|α ≤ θ, we have∥∥∥Ln
φ
(u)
∥∥∥
∞
≤ ‖u‖∞
∥∥∥Ln
φ
(1)
∥∥∥
∞
≤ C2 ‖u‖∞ ,
where C2 is the constant defined in (5.10) in Lemma 5.2. So we can
choose b̂ = C2b. Note that by (5.10) that C2 only depends on f , d, θ,
and α.
We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions (see
Theorem 3.10 for the existence of such C).
Let X0 be either the white 0-tile X0w ∈ X0(f, C) or the black 0-tile
X0b ∈ X0(f, C). If Xm ∈ Xm(f, C) is an m-tile with fm(Xm) = X0 for
some m ∈ N0, then by Proposition 3.5(i), the restriction fm|Xm of fm
to Xm is a bijection from Xm to X0. So for each x ∈ X0, there exists a
unique point contained in Xm whose image under fm is x. We denote
this unique point by xm(X
m). Note that for each z = xm(X
m), the
number of distinctm-tilesX ∈ Xm(f, C) that satisfy both fm(X) = X0
and xm(X) = z is exactly degfm(z).
Then for each x, y ∈ X0, we have∣∣∣Ln
φ
(u)(x)− Ln
φ
(u)(y)
∣∣∣
=
∣∣∣∣ ∑
Xn∈Xn(f,C)
fn(Xn)=X0
(u exp(Snφ))(xn(X
n))− (u exp(Snφ))(yn(Xn))
∣∣∣∣
≤
∣∣∣∣ ∑
Xn∈Xn(f,C)
fn(Xn)=X0
u(xn(X
n))
(
exp(Snφ(xn(X
n)))− exp(Snφ(yn(Xn)))
) ∣∣∣∣
+
∣∣∣∣ ∑
Xn∈Xn(f,C)
fn(Xn)=X0
exp(Snφ(yn(X
n))) (u(xn(X
n))− u(yn(Xn)))
∣∣∣∣.
The second term above is
≤ C2h(C0Λ−nd(x, y)) ≤ C2h(C0d(x, y)),
due to (5.41) and the fact that d(xn(X
n), yn(X
n)) ≤ C0Λ−nd(x, y) by
Lemma 3.13, where the constant C0 comes from.
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In order to bound the first term, we define
A+n = {Xn ∈ Xn(f, C) | fn(Xn) = X0, Snφ(xn(Xn)) ≥ Snφ(yn(Xn))},
and
A−n = {Xn ∈ Xn(f, C) | fn(Xn) = X0, Snφ(xn(Xn)) < Snφ(yn(Xn))}.
Then by (5.16), Lemma 5.1, and Lemma 5.15 the first term is
≤
∑
Xn∈A+n
‖u‖∞
(
exp(Snφ(xn(X
n)))− exp(Snφ(yn(Xn)))
)
+
∑
Xn∈A−n
‖u‖∞
(
exp(Snφ(yn(X
n)))− exp(Snφ(xn(Xn)))
)
= ‖u‖∞
(( ∑
Xn∈A+n
exp(Snφ(xn(X
n)))∑
Xn∈A+n
exp(Snφ(yn(Xn)))
− 1
) ∑
Xn∈A+n
eSnφ(yn(X
n))
+
( ∑
Xn∈A−n
exp(Snφ(yn(X
n)))∑
Xn∈A−n
exp(Snφ(xn(Xn)))
− 1
) ∑
Xn∈A−n
eSnφ(xn(X
n))
)
≤2bC2(exp(C1d(x, y)α)− 1)
≤2bC˜3d(x, y)α,
for some constant C˜3 > 0 that only depends on C1, C2, and diamd(S
2),
where C1 > 0 is the constant defined in (5.8) in Lemma 5.1 and C2 ≥ 1
is the constant defined in (5.10) in Lemma 5.2. Note that the justi-
fication of the second inequality above is similar to that of (5.42) in
Lemma 5.15. We observe that by (5.8) and (5.10), both C1 and C2
only depend on f , d, θ, and α, so does C˜3.
Hence we get∣∣∣Ln
φ
(u)(x)−Ln
φ
(u)(y)
∣∣∣ ≤ 2bC˜3d(x, y)α + C2h(C0d(x, y)).
Now we consider arbitrary x ∈ X0w and y ∈ X0b . Since the metric
space (S2, d) is linearly locally connected with a linear local connectiv-
ity constant L ≥ 1, there exists a continuum E ⊆ S2 with x, y ∈ E
and E ⊆ Bd(x, Ld(x, y)). We can then choose z ∈ C ∩ E. Note that
max{d(x, z), d(y, z)} ≤ 2Ld(x, y).
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Hence we get∣∣∣Ln
φ
(u)(x)−Ln
φ
(u)(y)
∣∣∣
≤
∣∣∣Ln
φ
(u)(x)−Ln
φ
(u)(z)
∣∣∣+ ∣∣∣Ln
φ
(u)(z)−Ln
φ
(u)(y)
∣∣∣
≤2bC˜3d(x, z)α + C2h(C0d(x, z)) + 2bC˜3d(z, y)α + C2h(C0d(z, y))
≤8bLC˜3d(x, y)α + 2C2h(2C0Ld(x, y)).
By choosing Ĉ = max
{
8bLC˜3, 2C2
}
, which only depends on f , d, θ,
and α, we complete the proof of (6.10).
We now prove (6.11).
We fix an arbitrary φ ∈ C0,α(S2, d) with |φ|α ≤ θ. Then by (5.44) in
Theorem 5.16 and (5.10) in Lemma 5.2, we have
‖uφ‖∞ ≤ b1,
where b1 = exp
(
4 θC0
1−Λ−1
L
(
diam(S2)
)α)
. By Theorem 5.16 and (5.42)
in Lemma 5.15, for each x, y ∈ S2, we have
|uφ(x)− uφ(y)| =
∣∣∣∣∣ limn→+∞ 1n
n−1∑
j=0
(Lj
φ
(1)(x)−Lj
φ
(1)(x)
)∣∣∣∣∣
≤ lim sup
n→+∞
1
n
n−1∑
j=0
∣∣∣Lj
φ
(1)(x)−Lj
φ
(1)(x)
∣∣∣
≤ C2 (exp (4C1Ld(x, y)α)− 1) .
So
(6.12) uφ ∈ Cb1h1(S2, d),
where h1 is an abstract modulus of continuity given by
h1(t) = C2 (exp (4C1Lt
α)− 1) , for t ∈ [0,+∞).
Thus by Lemma 6.2, there exist a constant b2 ≥ 0 and an abstract
modulus of continuity h2 such that
(6.13)
{
uuφ
∣∣ u ∈ Cbh(S2, d), φ ∈ C0,α(S2, d), |φ|α ≤ θ} ⊆ Cb2h2(S2, d).
Then by (6.6), (6.13), (6.10), and Lemma 6.2, we get that there exist
a constant b3 ≥ 0 and an abstract modulus of continuity h˜ such that
(6.14)
{Ln
φ˜
(u)
∣∣u ∈ Cbh(S2, d), n ∈ N0} ⊆ Cb3h˜ (S2, d),
for each φ ∈ C0,α(S2, d) with |φ|α ≤ θ.
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On the other hand, by Lemma 6.3,
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
≤ ‖u‖∞ ≤ b for each
u ∈ Cbh(S2, d), each n ∈ N0, and each φ ∈ C0,α(S2, d). Therefore, we
have proved (6.11). 
As a consequence, both Lφ and Lφ˜ are almost periodic.
Definition 6.6. A bounded linear operator L : B → B on a Banach
space B is almost periodic if for each z ∈ B, the closure of the set
{Ln(z) |n ∈ N0} is compact in the norm topology.
Corollary 6.7. Let f , d, φ, and α satisfy the Assumptions. Let C(S2)
be equipped with the uniform norm. Then both Lφ : C(S2) → C(S2)
and L
φ˜
: C(S2)→ C(S2) are almost periodic.
Proof. For each u ∈ C(S2), we have u ∈ Cβh (S2, d) for β = ‖u‖∞
and some abstract modulus of continuity h defined in (6.2). Then
the corollary follows immediately from Theorem 6.5 and Arzela`-Ascoli
theorem. 
Lemma 6.8. Let f and d satisfy the Assumptions. Let g be an ab-
stract modulus of continuity. Then for α ∈ (0, 1], K ∈ (0,+∞), and
δ1 ∈ (0,+∞), there exist constants δ2 ∈ (0,+∞) and n ∈ N with the
following property:
For each u ∈ C+∞g (S2, d), each φ ∈ C0,α(S2, d), and each choice of
mφ from Theorem 5.11, if ‖φ‖C0,α ≤ K,
∫
uuφ dmφ = 0, and ‖u‖∞ ≥
δ1, then ∥∥∥Ln
φ˜
(u)
∥∥∥
∞
≤ ‖u‖∞ − δ2.
Note that at this point, we have not proved yet that mφ from Theo-
rem 5.11 is unique. We will prove it in Corollary 6.10. Recall that uφ
is the continuous function defined in Theorem 5.16 that only depends
on f and φ.
Proof. Fix arbitrary constants α ∈ (0, 1], K ∈ (0,+∞), and δ1 ∈
(0,+∞). Fix ǫ > 0 small enough such that g(ǫ) < δ1
2
. Fix a choice
of mφ, an arbitrary φ ∈ C0,α(S2, d), and an arbitrary u ∈ C+∞g (S2, d)
with ‖φ‖C0,α ≤ K,
∫
uuφ dmφ = 0, and ‖u‖∞ ≥ δ1.
We pick a Jordan curve C ⊆ S2 that satisfies the Assumptions (see
Theorem 3.10 for the existence of such C).
By Lemma 3.8(iv), there exists n ∈ Z depending only on f , C, d,
g, and δ1 such that for each z ∈ S2, we have Un(z) ⊆ Bd(z, ǫ), where
Un(z) is defined in (3.6). Since
∫
uuφ dmφ = 0, there exist points
y1, y2 ∈ S2 such that u(y1) ≤ 0 and u(y2) ≥ 0.
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We fix a point x ∈ S2. Since fn(Un(y1)) = S2, there exists y ∈
f−n(x) such that y ∈ Un(y1) ⊆ Bd(y1, ǫ). Thus
u(y) ≤ u(y1) + g(ǫ) < δ1
2
≤ ‖u‖∞ −
δ1
2
.
So by Lemma 6.3 and (5.16) we have
Ln
φ˜
(u)(x)
= degfn(y)u(y) exp
(
Snφ˜(y)
)
+
∑
w∈f−n(x)\{y}
degfn(w)u(w) exp
(
Snφ˜(w)
)
≤
(
‖u‖∞ −
δ1
2
)
degfn(y) exp
(
Snφ˜(y)
)
+ ‖u‖∞
∑
w∈f−n(x)\{y}
degfn(w) exp
(
Snφ˜(w)
)
≤‖u‖∞
∑
w∈f−n(x)
degfn(w) exp
(
Snφ˜(w)
)− δ1
2
exp
(
Snφ˜(y)
)
= ‖u‖∞ −
δ1
2
exp
(
Snφ˜(y)
)
.
Similarly, there exists z ∈ f−n(x) such that z ∈ Un(y2) ⊆ Bd(y2, ǫ) and
Ln
φ˜
(u)(x) ≥ −‖u‖∞ +
δ1
2
exp
(
Snφ˜(z)
)
.
Hence we get
(6.15)
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
≤ ‖u‖∞ −
δ1
2
inf
{
exp
(
Snφ˜(w)
) ∣∣w ∈ S2}.
Now it suffices to bound each term in the definition of φ˜ in (6.5).
First, by the hypothesis, ‖φ‖∞ ≤ ‖φ‖C0,α ≤ K (see (2.2)).
Next, for each fixed x ∈ S2, by Proposition 5.17, we have
P (f, φ) = lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y) exp(Snφ(y))
≤ lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y) exp(nK)
= K + lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y)
= K + log(deg f).
Similarly, P (f, φ) ≥ −K + log(deg f). So |P (f, φ)| ≤ K + |log(deg f)|.
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Finally, by Theorem 5.16 and (5.10) in Lemma 5.2, we have
‖uφ‖∞ ≤ C2 ≤ exp (C5) ,
where
C5 = 4
KC0
1− Λ−1L
(
diamd(S
2)
)α
,
and C0 > 1 is a constant from Lemma 3.13 depending only on f and
d.
Therefore, by (6.5) and (6.15),
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
≤ ‖u‖∞ − δ2, where
δ2 =
δ1
2
exp (−n (2K + |log(deg f)|+ 2C5)) ,
which only depends on f , d, α, K, δ1, g, and n. 
Theorem 6.9. Let f : S2 → S2 be an expanding Thurston map. Let
d be a visual metric on S2 for f with an expansion factor Λ > 1.
Let b ∈ (0,+∞) be a constant and h : [0,+∞) → [0,+∞) an abstract
modulus of continuity. Let H be a bounded subset of C0,α(S2, d) for
some α ∈ (0, 1]. Then for each u ∈ Cbh(S2, d), each φ ∈ H, and each
choice of mφ from Theorem 5.11, we have
(6.16) lim
n→+∞
∥∥∥∥Lnφ(u)− uφ ∫ u dmφ∥∥∥∥
∞
= 0.
If, in addition,
∫
uuφ dmφ = 0, then
(6.17) lim
n→+∞
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
= 0.
Moreover, the convergence in both (6.16) and (6.17) is uniform in u ∈
Cbh(S
2, d), φ ∈ H, and the choice of mφ.
The equation (6.17) demonstrates the contracting behavior of L
φ˜
on
a codimension 1 subspace of C(S2).
Proof. Let L be a linear local connectivity constant of d. Fix a constant
K ∈ (0,+∞) such that ‖φ‖C0,α ≤ K for each φ ∈ H .
Let Mφ be the set of possible choices of mφ from Theorem 5.11, i.e.,
(6.18) Mφ = {m ∈ P(S2) | L∗φ(m) = cm for some c ∈ R}.
We recall that µφ defined in Theorem 5.16 by µφ = uφmφ depends
on the choice of mφ.
Define for each n ∈ N0,
an = sup
{∥∥∥Ln
φ˜
(u)
∥∥∥
∞
∣∣∣φ ∈ H, u ∈ Cbh(S2, d), ∫ u dµφ = 0, mφ ∈Mφ}.
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By Lemma 6.3, ‖L
φ˜
‖ = 1, so
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
is non-increasing in n for fixed
φ ∈ H and u ∈ Cbh(S2, d). Note that a0 ≤ b < +∞. Thus {an}n∈N0 is
a non-increasing sequence of non-negative real numbers.
Suppose now that lim
n→+∞
an = a > 0. By Theorem 6.5, there exists
an abstract modulus of continuity g such that{Ln
φ˜
(u)
∣∣n ∈ N0, φ ∈ H, u ∈ Cbh(S2, d)} ⊆ Cbg(S2, d).
Note that for each φ ∈ H , each n ∈ N0, and each u ∈ Cbh(S2, d) with∫
uuφ dmφ = 0, we have
∫Ln
φ˜
(u)uφ dmφ =
∫Ln
φ˜
(u) dµφ = 0 by (6.7). So
by applying Lemma 6.8 with g, α,K, and δ1 =
a
2
, we find constants
n0 ∈ N and δ2 > 0 such that
(6.19)
∥∥∥Ln0
φ˜
(
Ln
φ˜
(u)
)∥∥∥
∞
≤
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
− δ2,
for each n ∈ N0, each φ ∈ H , each mφ ∈ Mφ, and each u ∈ Cbh(S2, d)
with
∫
uuφ dmφ = 0 and
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
≥ a
2
. Since lim
n→+∞
an = a, we can fix
m > 1 large enough such that am ≤ a+ δ22 . Then for each φ ∈ H , each
mφ ∈Mφ, and each u ∈ Cbh(S2, d) with
∫
u dµφ = 0 and
∥∥∥Lm
φ˜
(u)
∥∥∥
∞
≥ a
2
,
we have
(6.20)
∥∥∥Ln0+m
φ˜
(u)
∥∥∥
∞
≤
∥∥∥Lm
φ˜
(u)
∥∥∥
∞
− δ2 ≤ am − δ2 ≤ a− δ2
2
.
On the other hand, since
∥∥∥Ln
φ˜
(u)
∥∥∥
∞
is non-increasing in n, we have
that for each φ ∈ H , each mφ ∈ Mφ, and each u ∈ Cbh(S2, d) with∫
u dµφ = 0 and
∥∥∥Lm
φ˜
(u)
∥∥∥
∞
< a
2
, the following holds:
(6.21)
∥∥∥Ln0+m
φ˜
(u)
∥∥∥
∞
≤
∥∥∥Lm
φ˜
(u)
∥∥∥
∞
<
a
2
.
Thus an0+m ≤ max
{
a− δ2
2
, a
2
}
< a, contradicting the fact that {an}n∈N0
is a non-increasing sequence and the assumption that lim
n→+∞
an = a.
This proves the uniform convergence in (6.17).
Next, we prove the uniform convergence in (6.16). By Lemma 5.1,
Lemma 5.2, Lemma 6.3, and (6.6), for each u ∈ Cbh(S2, d), each φ ∈ H ,
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and each mφ ∈Mφ, we have∥∥∥∥Lnφ(u)− uφ ∫ u dmφ∥∥∥∥
∞
(6.22)
≤‖uφ‖∞
∥∥∥∥ 1uφLnφ(u)−
∫
u dmφ
∥∥∥∥
∞
= ‖uφ‖∞
∥∥∥∥Lnφ˜( uuφ
)
−
∫
u
uφ
dµφ
∥∥∥∥
∞
= ‖uφ‖∞
∥∥∥∥Lnφ˜( uuφ − 1
∫
u
uφ
dµφ
)∥∥∥∥
∞
.
By (5.44) and (5.10), we have
(6.23) exp (−C5) ≤ ‖uφ‖∞ ≤ exp (C5) ,
where
C5 = 4
KC0
1− Λ−1L
(
diamd(S
2)
)α
,
and C0 is a constant from Lemma 3.13 depending only on f and d. Let
v = u
uφ
− 1 ∫ u
uφ
dµφ. Then v satisfies
(6.24) ‖v‖∞ ≤ 2
∥∥∥∥ uuφ
∥∥∥∥
∞
≤ 2b exp (C5) .
Due to the first inequality in (6.23) and the fact that uφ ∈ C0,α(S2, d) by
Theorem 5.16, we can apply Lemma 6.2 and conclude that there exists
an abstract modulus of continuity g of u
uφ
such that g is independent of
the choices of u ∈ Cbh(S2, d), φ ∈ H , andmφ ∈Mφ. Thus v ∈ C b̂g(S2, d),
where b̂ = 2b exp(C5). Note that
∫
vuφ dmφ =
∫
v dµφ = 0. Finally, we
can apply the uniform convergence in (6.17) with u = v to conclude
the uniform convergence in (6.16) by (6.22) and (6.23). 
Theorem 6.9 implies in particular the uniqueness of mφ and µφ.
Corollary 6.10. Let f , d, φ, α satisfy the Assumptions. Then the
measure mφ ∈ P(S2) defined in Theorem 5.11 is unique, i.e., mφ is the
unique Borel probability measure on S2 that satisfies L∗φ(mφ) = cmφ
for some constant c ∈ R. Moreover, µφ = uφmφ is the unique Borel
probability measure on S2 that satisfies L∗
φ˜
(µφ) = µφ. In particular, we
have m
φ˜
= µφ.
Proof. Let mφ, m̂φ ∈ P(S2) be two measures, both of which arise from
Theorem 5.11. Recall that for each u ∈ C(S2), there exists some
abstract modulus of continuity h such that u ∈ Cβh (S2, d), where β =
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‖u‖∞. Then by (6.16) and (5.44), we see that
∫
u dmφ =
∫
u dm̂φ for
each u ∈ C(S2). Thus mφ = m̂φ.
By (6.7), L∗
φ˜
(µφ) = µφ. Since φ˜ ∈ C0,α(S2, d) by Lemma 6.4, we get
that µφ = mφ˜ and µφ is the only Borel probability measure on S
2 that
satisfies L∗
φ˜
(µφ) = µφ. 
Lemma 6.11. Let f and d satisfy the Assumptions. Let b ≥ 0 be a
constant and h an abstract modulus of continuity. Let H be a bounded
subset of C0,α(S2, d) for some α ∈ (0, 1]. Then for each x ∈ S2, each
u ∈ Cbh(S2, d), and each φ ∈ H, we have
(6.25) lim
n→+∞
1
n
∑
y∈f−n(x)
degfn(y) (Snu(y)) exp(Snφ(y))∑
y∈f−n(x)
degfn(y) exp(Snφ(y))
=
∫
u dµφ.
Moreover, the convergence is uniform in x ∈ S2, u ∈ Cbh(S2, d), and
φ ∈ H.
Proof. By (5.16) and (3.2), for x ∈ S2, u ∈ Cbh(S2, d), φ ∈ H , and
n ∈ N,
1
n
∑
y∈f−n(x)
degfn(y) (Snu(y)) exp(Snφ(y))∑
y∈f−n(x)
degfn(y) exp(Snφ(y))
=
1
n
n−1∑
j=0
∑
y∈f−n(x)
degfn(y)u(f
j(y)) exp(Snφ(y))
Lnφ(1)(x)
=
1
n
n−1∑
j=0
∑
z∈f−(n−j)(x)
∑
y∈f−j(z)
degfn−j (z) degfj (y)u(z)e
Sjφ(y)+Sn−jφ(z)
Lnφ(1)(x)
=
1
n
n−1∑
j=0
∑
z∈f−(n−j)(x)
degfn−j (z)u(z)Ljφ(1)(z) exp(Sn−jφ(z))
Lnφ(1)(x)
=
1
n
n−1∑
j=0
Ln−jφ
(
uLjφ(1)
)
(x)
Lnφ(1)(x)
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=
1
n
n−1∑
j=0
Ln−j
φ
(
uLj
φ
(1)
)
(x)
Ln
φ
(1)(x)
.
By Theorem 6.5,
{Ln
φ
(1) |n ∈ N0
} ⊆ C b̂
ĥ
(S2, d), for some constant b̂ ≥ 0
and some abstract modulus of continuity ĥ, which are independent of
the choice of φ ∈ H . Thus by Lemma 6.2,
(6.26)
{
uLn
φ
(1) |n ∈ N0, u ∈ Cbh(S2, d)
} ⊆ Cb1h1(S2, d),
for some constant b1 ≥ 0 and some abstract modulus of continuity h1,
which are independent of the choice of φ ∈ H .
Hence, by Theorem 6.9 and Corollary 6.10, we have
(6.27)
∥∥∥Ll
φ
(1)− uφ
∥∥∥
∞
−→ 0,
and
(6.28)
∥∥∥∥Llφ (uLjφ(1))− uφ ∫ uLjφ(1) dmφ
∥∥∥∥
∞
−→ 0,
as l −→ +∞, uniformly in j ∈ N0, φ ∈ H , and u ∈ Cbh(S2, d).
Fix a constant K ∈ (0,+∞) such that for each φ ∈ H , ‖φ‖C0,α ≤ K.
By (5.44) and (5.10), we have that for each x ∈ S2,
(6.29) exp(−C5) ≤ uφ(x) ≤ exp(C5),
where
C5 = 4
KC0
1− Λ−1L
(
diamd(S
2)
)α
,
and C0 ≥ 1 is a constant from Lemma 3.13 depending only on f and
d. So by (6.26), we get that for j ∈ N0, u ∈ Cbh(S2, d), and φ ∈ H ,
(6.30)
∥∥∥∥uφ ∫ uLjφ(1) dmφ
∥∥∥∥
∞
≤ ‖uφ‖∞
∥∥∥uLj
φ
(1)
∥∥∥
∞
≤ b1 exp(C5).
By (6.10) in Theorem 6.5 and (6.26), we get some constant b2 > 0 such
that for all j, l ∈ N0, each u ∈ Cbh(S2, d), and each φ ∈ H ,
(6.31)
∥∥∥Ll
φ
(
uLj
φ
(1)
)∥∥∥
∞
< b2.
Hence we can conclude from (6.30), (6.31), and (6.28) that
lim
n→+∞
1
n
∣∣∣∣ n−1∑
j=0
Ln−j
φ
(
uLj
φ
(1)
)
(x)−
n−1∑
j=0
uφ(x)
∫
uLj
φ
(1) dmφ
∣∣∣∣ = 0,
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uniformly in u ∈ Cbh(S2, d), φ ∈ H , and x ∈ S2. Thus by (6.27) and
(6.29), we have
lim
n→+∞
∣∣∣∣∣
1
n
n−1∑
j=0
Ln−j
φ
(
uLj
φ
(1)
)
(x)
Ln
φ
(1)(x)
−
1
n
n−1∑
j=0
uφ(x)
∫
uLj
φ
(1) dmφ
uφ(x)
∣∣∣∣∣ = 0,
uniformly in u ∈ Cbh(S2, d), φ ∈ H , and x ∈ S2. Combining the above
with (6.26), (6.27), (6.29), and the calculation in the beginning part of
the proof, we can conclude, therefore, that the left-hand side of (6.25)
is equal to
lim
n→+∞
1
n
n−1∑
j=0
∫
uLj
φ
(1) dmφ = lim
n→+∞
1
n
n−1∑
j=0
∫
uuφ dmφ =
∫
u dµφ,
and the convergence is uniform in u ∈ Cbh(S2, d) and φ ∈ H . 
We record the following well-known fact for the convenience of the
reader.
Lemma 6.12. For each metric d on S2 that generates the standard
topology on S2 and each α ∈ (0, 1], C0,α(S2, d) is a dense subset of
C(S2) with respect to the uniform norm. In particular, C0,α(S2, d) is
a dense subset of C(S2) in the weak topology.
Proof. The lemma follows from the fact that the set of Lipschitz func-
tions are dense in C(S2) with respect to the uniform norm (see for
example, [He01, Theorem 6.8]). 
Theorem 6.13. Let f : S2 → S2 be an expanding Thurston map, and
d be a visual metric on S2 for f . Let φ, γ ∈ C0,α(S2, d) be real-valued
Ho¨lder continuous functions with an exponent α ∈ (0, 1]. Then for each
t ∈ R, we have
(6.32)
d
dt
P (f, φ+ tγ) =
∫
γ dµφ+tγ .
Proof. We will use the well-known fact from real analysis that if a se-
quence {gn}n∈N of real-valued differentiable functions defined on a finite
interval in R converges pointwise to some function g and the sequence
of the corresponding derivatives
{
dgn
dt
}
n∈N
converges uniformly to some
function h, then g is differentiable and dg
dt
= h.
Fix a point x ∈ S2 and a constant l ∈ (0,+∞). For n ∈ N and
t ∈ R, define
(6.33) Pn(t) =
1
n
log
∑
y∈f−n(x)
degfn(y) exp(Sn(φ+ tγ)(y)).
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Observe that there exists a bounded subset H of C0,α(S2, d) such
that φ+ tγ ∈ H for each t ∈ (−l, l). Then by Lemma 6.11,
(6.34)
dPn
dt
(t) =
1
n
∑
y∈f−n(x)
degfn(y)(Snγ(y)) exp(Sn(φ+ tγ)(y))∑
y∈f−n(x)
degfn(y) exp(Sn(φ+ tγ)(y))
converges to
∫
γ dµφ+tγ as n −→ +∞, uniformly in t ∈ (−l, l).
On the other hand, by Proposition 5.17, for each t ∈ (−l, l), we have
(6.35) lim
n→+∞
Pn(t) = P (f, φ+ tγ).
Hence P (f, φ+ tγ) is differentiable with respect to t on (−l, l) and
d
dt
P (f, φ+ tγ) = lim
n→+∞
dPn
dt
(t) =
∫
γ dµφ+tγ .
Since l ∈ (0,+∞) is arbitrary, the proof is complete. 
Theorem 6.14. Let f : S2 → S2 be an expanding Thurston map and
d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be a real-valued
Ho¨lder continuous function with an exponent α ∈ (0, 1]. Then there
exists a unique equilibrium state µφ for f and φ. Moreover, the map
f with respect to µφ is forward quasi-invariant (i.e., for each Borel set
A ⊆ S2, if µφ(A) = 0, then µφ(f(A)) = 0), and nonsingular (i.e., for
each Borel set A ⊆ S2, µφ(A) = 0 if and only if µφ(f−1(A)) = 0).
Proof. The existence is proved in Corollary 5.18.
We now prove the uniqueness.
Since φ ∈ C0,α(S2, d), by Theorem 6.13 the function
t 7−→ P (f, φ+ tγ)
is differentiable at 0 for γ ∈ C0,α(S2, d). Recall that by Lemma 6.12
C0,α(S2, d) is dense in C(S2) in the weak topology. We note that the
topological pressure function P (f, ·) : C(S2)→ R is convex continuous
(see for example, [PU10, Theorem 3.6.1 and Theorem 3.6.2]). Thus by
Theorem 6.1 with V = C(S2), x = φ, U = C0,α(S2, d), andQ = P (f, ·),
we get card
(
V ∗φ,P (f,·)
)
= 1.
On the other hand, if µ is an equilibrium state for f and φ, then by
(5.4) and (5.5),
hµ(f) +
∫
φ dµ = P (f, φ),
and for each γ ∈ C(S2),
hµ(f) +
∫
(φ+ γ) dµ ≤ P (f, φ+ γ).
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So
∫
γ dµ ≤ P (f, φ + γ) − P (f, φ). Thus by (6.1), the continuous
functional γ 7−→ ∫ γ dµ on C(S2) is in V ∗φ,P (f,·). Since µφ = uφmφ
defined in Theorem 5.16 is an equilibrium state for f and φ, and
card
(
V ∗φ,P (f,·)
)
= 1, we get that each equilibrium state µ for f and
φ must satisfy
∫
γ dµ =
∫
γ dµφ for γ ∈ C(S2), i.e., µ = µφ.
The fact that the map f is forward quasi-invariant and nonsingu-
lar with respect to µφ follows from the corresponding result for mφ in
Theorem 5.11, Lemma 6.4, and the fact that m
φ˜
= µφ from Corol-
lary 6.10. 
Remark. Since the entropy map µ 7−→ hµ(f) for an expanding Thurston
map f is affine (see for example, [Wa82, Theorem 8.1]), i.e., if µ, ν ∈
M(S2, f) and p ∈ [0, 1], then hpµ+(1−p)ν(f) = phµ(f) + (1 − p)hν(f),
so is the pressure map µ 7−→ Pµ(f, φ) for f and a Ho¨lder continuous
potential φ : S2 → R. Thus the uniqueness of the equilibrium state µφ
and the Variational Principle (5.5) imply that µφ is an extreme point
of the convex set M(S2, f). It follows from the fact (see for example,
[PU10, Theorem 2.2.8]) that the extreme points ofM(S2, f) are exactly
the ergodic measures in M(S2, f) that µφ is ergodic. However, we are
going to prove a much stronger ergodic property of µφ in Section 7.
The following proposition is an immediate consequence of Theo-
rem 6.9.
Proposition 6.15. Let f , d, φ satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ. Then for each Borel probability
measure µ ∈ P(S2), we have
(6.36)
(L∗
φ˜
)n
(µ)
w∗−→ µφ as n −→ +∞.
Proof. Recall that for each u ∈ C(S2), there exists some abstract mod-
ulus of continuity h such that u ∈ Cβh (S2, d), where β = ‖u‖∞. By
Theorem 6.14 and Theorem 5.16, we have µφ = uφmφ as constructed
in Theorem 5.16. Then by Lemma 6.3 and (6.17) in Theorem 6.9,
lim
n→+∞
〈(L∗
φ˜
)n
(µ), u
〉
= lim
n→+∞
(〈
µ,Ln
φ˜
(u− 〈µφ, u〉1)
〉
+
〈
µ,Ln
φ˜
(〈µφ, u〉1)
〉)
=0 + 〈µ, 〈µφ, u〉1〉
=〈µφ, u〉,
for each u ∈ C(S2). Therefore, (6.36) holds. 
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7. Ergodic properties
In this section, we first prove that if f , C, d, and φ satisfies the
Assumptions, then any edge in the cell decompositions induced by f
and C is a zero set with respect to the measures mφ or µφ. This result
is also important for Theorem 8.1. We then show in Theorem 7.3
that the measure-preserving transformation f of the probability space
(S2, µφ) is exact (Definition 7.2), and as an immediate consequence,
mixing (Corollary 7.6). Another consequence of Theorem 7.3 is that
µφ is non-atomic (Corollary 7.4).
Proposition 7.1. Let f , C, nC, d, φ, α satisfy the Assumptions. Let
µφ be the unique equilibrium state for f and φ, and mφ be as in Corol-
lary 6.10. Then
(7.1) mφ
(
+∞⋃
i=0
f−i(C)
)
= µφ
(
+∞⋃
i=0
f−i(C)
)
= 0.
Proof. Since µφ ∈ M(S2, f) is f -invariant, and C ⊆ f−inC(C) for each
i ∈ N, we have µφ (f−inC(C) \ C) = 0 for each i ∈ N. Since f is
expanding, by Lemma 5.10, there exists m ∈ N and an (mnC)-tile
X ∈ XmnC such that X ∩ C = ∅. Then ∂X ⊆ fmnC(C) \ C. So
µφ(∂X) = 0. Since µφ = uφmφ, where uφ is bounded away from 0
(see Theorem 5.16), we have mφ(∂X) = 0. Note that f
mnC |∂X is a
homeomorphism from ∂X to C (see Proposition 3.5). Thus by the
information on the Jacobian for f with respect to mφ in Theorem 5.11,
we get mφ(C) = 0.
Now suppose there exist k ∈ N and a k-edge e ∈ Ek such that
mφ(e) > 0. Then by using the Jacobian for f with respect to mφ
again, we get mφ(C) > 0, a contradiction. Hence mφ
(
+∞⋃
i=0
f−i(C)
)
= 0.
Since µφ = uφmφ, we get µφ
(
+∞⋃
i=0
f−i(C)
)
= 0. 
For each Borel measure µ on a compact metric space (X, d), we
denote by µ the completion of µ, i.e., µ is the unique measure defined
on the smallest σ-algebra B containing all Borel sets and all subsets of
µ-null sets, satisfying µ(E) = µ(E) for each Borel set E ⊆ X .
Definition 7.2. Let g be a measure-preserving transformation of a
probability space (X, µ). Then g is called exact if for every measur-
able set E with µ(E) > 0 and measurable images g(E), g2(E), . . . , the
following holds:
lim
n→+∞
µ (gn(E)) = 1.
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Note that in Definition 7.2, we do not require µ to be a Borel measure.
In the case when g is a Thurston map on S2 and µ is a Borel measure,
the set gn(E) is a Borel set for each n ∈ N and each Borel set E ⊆
S2. Indeed, a Borel set E ⊆ S2 can be covered by n-tiles in the
cell decompositions of S2 induced by g and any Jordan curve C ⊆ S2
containing post g. For each n-tile X ∈ Xn(f, C), the restriction gn|X
of gn to X is a homeomorphism from the closed set X onto gn(X) by
Proposition 3.5. It is then clear that the set gn(E) is also Borel.
We now prove that the measure-preserving transformation f of the
probability space (S2, µφ) is exact. The argument that we use here is
similar to that in the proof of the exactness of an open, topologically
exact, distance-expanding self-map of a compact metric space equipped
with a certain Gibbs state ([PU10, Theorem 5.2.12]).
Theorem 7.3. Let f : S2 → S2 be an expanding Thurston map and
d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be a real-valued
Ho¨lder continuous function with an exponent α ∈ (0, 1]. Let µφ be the
unique equilibrium state for f and φ, and µφ its completion.
Then the measure-preserving transformation f of the probability space
(S2, µφ) (resp. (S
2, µφ)) is exact.
Proof. We fix a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see Theorem 3.10 for the existence of such C).
Since µφ = uφmφ, by (5.44), it suffices to prove that
lim
n→+∞
mφ(S
2 \ fn(A)) = 0
for each Borel set A ⊆ S2 with mφ(A) > 0.
Let A ⊆ S2 be an arbitrary Borel subset of S2 with mφ(A) > 0.
Then there exists a compact set E ⊆ A such that mφ(E) > 0. Fix an
arbitrary ǫ > 0. Since f is expanding, by Lemma 5.10, n-tiles have
uniformly small diameters if n is large. This and the outer regularity
of the Borel measures enable us to choose N ∈ N such that for each
n ≥ N , the collection
Pn = {Xn ∈ Xn(f, C) |Xn ∩ E 6= ∅}
of n-tiles satisfies mφ (
⋃
Pn) ≤ mφ(E) + ǫ. Thus for each n ≥ N , we
have mφ
( ⋃
Xn∈Pn
Xn \ E
)
≤ ǫ. So ∑
Xn∈Pn
mφ (X
n \ E) ≤ ǫ by Proposi-
tion 7.1. Hence
(7.2)
∑
Xn∈Pn
mφ (X
n \ E)∑
Xn∈Pn
mφ (Xn)
≤ ǫ
mφ(E)
.
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Thus for each n ≥ N , there exists some n-tile Y n ∈ Pn such that
(7.3)
mφ(Y
n \ E)
mφ(Y n)
≤ ǫ
mφ(E)
.
By Proposition 3.5(i), the map fn is injective on Y n. So by Theo-
rem 5.11, Lemma 5.1, (5.10), and (7.3), we have
mφ (f
n(Y n) \ fn(E))
mφ (fn(Y n))
≤ mφ (f
n(Y n \ E))
mφ (fn(Y n))
=
∫
Y n\E
exp(−Snφ) dmφ∫
Y n
exp(−Snφ) dmφ
≤ C22
mφ(Y
n \ E)
mφ(Y n)
≤ C
2
2ǫ
mφ(E)
,
where C2 ≥ 1 is the constant defined in (5.10) that depends only on f ,
d, φ, and α. By Lemma 5.10, there exists k ∈ N that depends only on
f and C such that fk(X0w) = fk(X0b ) = S2, where X0w and X0b are the
while 0-tile and the black 0-tile, respectively. Since fn(Y n) is either
X0w or X
0
b , by Proposition 5.12, for each n ≥ N ,
mφ
(
S2 \ fn+k(E)) ≤ mφ (fk (fn(Y n) \ fn(E)))
≤
∫
fn(Y n)\fn(E)
exp(−Skφ) dmφ ≤ exp(k ‖φ‖∞)
C22ǫ
mφ(E)
.
Since ǫ > 0 was arbitrary, we get
(7.4) lim
n→+∞
mφ
(
S2 \ fn+k(E)) = 0.
Thus
lim
n→+∞
mφ (f
n(A)) ≥ lim
n→+∞
mφ (f
n(E)) = 1.
Hence the measure-preserving transformation f of the probability space
(S2, µφ) is exact.
Next, we observe that since f is µφ-measurable, and is a measure-
preserving transformation of the probability space (S2, µφ), it is clear
that f is also µφ-measurable, and is a measure-preserving transforma-
tion of the probability space (S2, µφ).
To prove that the measure-preserving transformation f of the prob-
ability space (S2, µφ) is exact, we consider a µφ-measurable set B ⊆ S2
with µφ(B) > 0. Since µφ is the completion of the Borel probability
measure µφ, we can choose Borel sets A and C such that A ⊆ B ⊆ C ⊆
S2 and µφ(B) = µφ(A) = µφ(C) = µφ(A) = µφ(C). For each n ∈ N,
we have fn(A) ⊆ fn(B) ⊆ fn(C) and both fn(A) and fn(C) are Borel
sets (see the discussion following Definition 7.2). Since f is forward
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quasi-invariant with respect to µφ (see Theorem 6.14), it is clear that
µφ (f
n(A)) = µφ (f
n(C)). Thus
µφ (f
n(A)) = µφ (f
n(A)) = µφ (f
n(B)) = µφ (f
n(C)) = µφ (f
n(C)) .
Therefore, lim
n→+∞
µφ (f
n(B)) = lim
n→+∞
µφ (f
n(A)) = 1. 
Let µ be a measure on a topological space X . Then µ is called
non-atomic if µ({x}) = 0 for each x ∈ X .
The following corollary strengthens Theorem 5.11.
Corollary 7.4. Let f , d, φ, α satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ, and mφ be as in Corollary 6.10.
Then both µφ and mφ as well as their corresponding completions are
non-atomic.
Proof. Since µφ = uφmφ, where uφ is bounded away from 0 (see Theo-
rem 5.16), it suffices to prove that µφ is non-atomic.
Suppose there exists a point x ∈ S2 with µφ({x}) > 0, then for all
y ∈ S2, we have
µφ({y}) ≤ max{µφ({x}), 1− µφ({x})}.
Since the transformation f of (S2, µφ) is exact by Theorem 7.3, we get
that µφ({x}) = 1 and f(x) = x.
We fix a Jordan curve C ⊆ S2 that satisfies the Assumptions (see
Theorem 3.10 for the existence of such C). It is clear from Lemma 5.10
that there exist n ∈ N and an n-tile Xn ∈ Xn(f, C) with x /∈ Xn. Then
µφ(X
n) = 0, which contradicts with the fact that µφ is a Gibbs state
for f , C, and φ (see Theorem 5.16 and Definition 5.3).
The fact that the completions are non-atomic now follows immedi-
ately. 
Let f , d, φ, α satisfy the Assumptions. Let µφ be the unique equilib-
rium state for f and φ, and µφ its completion. Then by Theorem 2.7
in [Ro49], the complete separable metric space (S2, d) equipped the
complete non-atomic measure µφ is a Lebesgue space in the sense of
V. Rokhlin. We omit V. Rokhlin’s definition of a Lebesgue space here
and refer the reader to [Ro49, Section 2], since the only results we will
use about Lebesgue spaces are V. Rokhlin’s definition of exactness of a
measure-preserving transformation on a Lebesgue space and its impli-
cation to the mixing properties. More precisely, in [Ro61], V. Rokhlin
gave a definition of exactness for a measure-preserving transformation
on a Lebesgue space equipped with a complete non-atomic measure,
and showed [Ro61, Section 2.2] that in such a context, it is equivalent
to our definition of exactness in Definition 7.2. Moreover, he proved
EQUILIBRIUM STATES FOR EXPANDING THURSTON MAPS 67
[Ro61, Section 2.6] that if a measure-preserving transformation on a
Lebesgue space equipped with a complete non-atomic measure is ex-
act, then it is mixing (he actually proved that it is mixing of all degrees,
which we will not discuss here).
Let us recall the definition of mixing for a measure-preserving trans-
formation.
Definition 7.5. Let g be a measure-preserving transformation of a
probability space (X, µ). Then g is called mixing if for all measurable
sets A,B ⊆ X , the following holds:
lim
n→+∞
µ
(
g−n(A) ∩ B) = µ(A) · µ(B).
We call g ergodic if for each measurable set E ⊆ X , g−1(E) = E implies
either µ(E) = 0 or µ(E) = 1.
It is well-known and easy to see that if g is mixing, then it is ergodic
(see for example, [Wa82]).
Corollary 7.6. Let f , d, φ, α satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ, and µφ its completion. Then the
measure-preserving transformation f of the probability space (S2, µφ)
(resp. (S2, µφ)) is mixing and ergodic.
Proof. By the discussion preceding Definition 7.5, we know that the
measure-preserving transformation f of (S2, µφ) is mixing and thus er-
godic. Since any µφ-measurable sets A,B ⊆ S2 are also µφ-measurable,
the measure-preserving transformation f of (S2, µφ) is also mixing and
ergodic. 
8. Co-homologous potentials
The goal of this section is to prove in Theorem 8.1 that two equilib-
rium states are identical if and only if there exists a constant K ∈ R
such that K1S2 and the difference of the corresponding potentials are
co-homologous (see Definition 8.2). We use some of the ideas from
[PU10] in the process of proving Theorem 8.1. We establish a form of
the closing lemma for expanding Thurston maps in Lemma 8.6.
Theorem 8.1. Let f : S2 → S2 be an expanding Thurston map, and
d be a visual metric on S2 for f . Let φ, ψ ∈ C0,α(S2, d) be real-valued
Ho¨lder continuous functions with an exponent α ∈ (0, 1]. Let µφ (resp.
µψ) be the unique equilibrium state for f and φ (resp. ψ). Then µφ = µψ
if and only if there exists a constant K ∈ R such that φ − ψ and
K1S2 are co-homologous in the space C(S
2) of real-valued continuous
functions.
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Definition 8.2. Let g : X → X be a continuous map on a metric space
(X, d). Let K ⊆ C(X) be a subspace of the space C(X) of real-valued
continuous function on X . Two functions φ, ψ ∈ C(X) are said to be
co-homologous (in K) if there exists u ∈ K such that φ−ψ = u ◦ g−u.
Remark 8.3. As we will see in the proof of Theorem 8.1 at the end of
this section, if µφ = µψ then the corresponding u can be chosen from
C0,α(S2, d).
Lemma 8.4. Let f and C satisfy the Assumptions. If f(C) ⊆ C,
then for m,n ∈ N with m ≥ n and each m-vertex vm ∈ Vm(f, C)
with Wm(vm) ⊆ Wm−n(fn(vm)), there exists x ∈ Wm(vm) such that
fn(x) = x.
Here Wm(vm) denotes the closure of the open set Wm(vm).
Proof. Since vm ∈ Wm−n(fn(vm)) and f(C) ⊆ C, depending on the
location of vm, there are exactly three cases, namely, (i) vm = fn(vm);
(ii) vm is contained in the interior of some (m − n)-edge; (iii) vm is
contained in the interior of some (m − n)-tile. We will find a fixed
point x ∈ Wm(vm) of fn in each case.
Case 1. When vm = fn(vm), we can just set x = vm.
Case 2. When vm ∈ inte(em−n) for some (m−n)-edge em−n ∈ Em−n
with inte(em−n) ⊆ Wm−n (fn(vm)), it is clear that Wm(vm) ⊆ X1 ∪X2
when X1, X2 ∈ Xm−n form the unique pair of distinct (m − n)-tiles
contained in Wm−n (fn(vm)) with X1 ∩ X2 = em−n. We can choose a
pair of distinct m-tiles Y1, Y2 ∈ Xm with Y1 ∪ Y2 ⊆ Wm(vm), fn(Y1) =
X1, f
n(Y2) = X2, and Y1∩Y2 = em for some m-edge em ∈ Em. If either
Y1 ⊆ X1 or Y2 ⊆ X2, say Y2 ⊆ X2, then since X2 is homeomorphic to
the closed unit disk in R2, and fn maps Y2 homeomorphically onto
X2 (Proposition 3.5(i)), we can conclude by applying Brouwer’s Fixed
Point Theorem on ((fn)|Y2)−1 that there exists a fixed point x ∈ Y2 of
fn. (See for example, Figure 8.1.) So we can assume without loss of
generality that Y1 ⊆ X2 and Y2 ⊆ X1. Suppose now that inte(em) ⊆
inte(Xi), then Y1 ∪ Y2 ⊆ Xi, for i ∈ {1, 2}. So em ⊆ em−n. Since fn
maps em homeomorphically onto em−n by Proposition 3.5(i), and em−n
is homeomorphic to the closed unit interval in R, it is clear that there
exists a fixed point x ∈ em of fn. (See for example, Figure 8.2.)
Case 3. When vm ∈ inte(Xm−n) for some (m−n)-tile Xm−n ∈ Xm−n
contained in Wm−n (fn(vm)), it is clear that Wm(vm) ⊆ Xm−n. Let
Xm ∈ Xm be an m-tile contained in Wm(vm) such that fn(Xm) =
Xm−n. Since Xm−n is homeomorphic to the closed unit disk in R2, and
fn mapsXm homeomorphically ontoXm−n (Proposition 3.5(i)), we can
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Figure 8.1. An example for Case 2 when Y2 ⊆ X2.
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Figure 8.2. An example for Case 2 when Y1 * X1, Y2 * X2.
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conclude by applying Brouwer’s Fixed Point Theorem on ((fn)|Xm)−1
that there exists a fixed point x ∈ Xm of fn. 
Lemma 8.5. Let f and C satisfy the Assumptions. Then there exists
a number κ ∈ N0 such that the following statement holds:
For each x ∈ S2, each n ∈ N0, and each n-tile Xn ∈ Xn(f, C), if
x ∈ Xn, then there exists an n-vertex vn ∈ Vn(f, C) ∩Xn with
(8.1) Un+κ(x) ⊆W n(vn).
Proof. We will first find κ ∈ N0 such that the statement above holds
when n = 0. We will then show that the same κ works for arbitrary
n ∈ N0.
We fix a visual metric d on S2 for f with an expansion factor Λ > 1.
Note that the collection of 0-flowers {W 0(v0) | v0 ∈ V0} forms a
finite open cover of S2. By the Lebesgue Number Lemma ([Mu00,
Lemma 27.5]), there exists a number ǫ > 0 such that any set of diameter
at most ǫ is a subset of W 0(v0) for some v0 ∈ V0. Here ǫ depends only
on f , C, and d. Then by Proposition 3.8(iii), there exists κ ∈ N0
depending only on f , C, and d such that diamd(Uκ(x)) < ǫ for x ∈ S2.
So for each x ∈ S2, there exists a 0-vertex v0 ∈ V0 such that Uκ(x) ⊆
W 0(v0). Let X0 ∈ X0 be a 0-tile with x ∈ X0, then clearly v0 ∈ X0.
In general, we fix x ∈ S2, n ∈ N0, and Xn ∈ Xn with x ∈ Xn. Set
A = Vn∩Xn. By Proposition 3.5, we have fn(W n(vn)) =W 0(fn(vn))
and fn(∂W n(vn)) = ∂W 0(fn(vn)) for each vn ∈ A. Suppose Un+κ(x) *
W n(vn) for all vn ∈ A. Since x ∈ Xn and Un+κ(x) is connected, we
have Un+κ(x) ∩ ∂W n(vn) 6= ∅, and thus by Proposition 3.5(i)
Uκ(fn(x)) ∩ ∂W 0(fn(vn)) ⊇ fn(Un+κ(x)) ∩ fn(∂W n(vn)) 6= ∅,
for each vn ∈ A. Since fn(A) = V0 by Proposition 3.5, it follows
that Uκ(fn(x)) *W 0(v0) for all v0 ∈ V0, contradicting the discussion
above for the case when n = 0.
Finally, we note that (8.1) holds or fails independently of the choice
of d. Therefore, the number κ depends only on f and C. 
The following result can be considered as a form of the closing lemma
for expanding Thurston maps. It is a key ingredient in the proof
of Proposition 8.8, which will be used to prove Theorem 8.1. Note
that Lemma 8.6 is more technical and in some sense slightly stronger
than the closing lemma for forward-expansive maps (see [PU10, Corol-
lary 4.2.5]). We need it in this slightly stronger form, since the dis-
tortion lemmas (Lemma 5.1 and Lemma 5.2) cannot be applied in the
proof of Proposition 8.8.
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Lemma 8.6 (Closing lemma). Let f , C, d, Λ satisfy the Assumptions.
If f(C) ⊆ C, then there exist M ∈ N0, δ0 ∈ (0, 1), and β0 > 1 such that
the following statement holds:
For each δ ∈ (0, δ0], if x ∈ S2 and l ∈ N satisfy l > M and
d(x, f l(x)) ≤ δ, then there exists y ∈ S2 such that f l(y) = y ∈ UN+l(x)
and d(f i(x), f i(y)) ≤ β0δΛ−(l−i) for each i ∈ {0, 1, . . . , l}, where N =⌈− logΛ (δ−10 δ) ⌉ ∈ N0.
Proof. Define
δ0 = (2K)
−1Λ−(κ+1),(8.2)
β0 = 4K
2Λκ+1 = 2Kδ−10 ,(8.3)
M =
⌈
logΛ
(
10K2
) ⌉
+ κ ∈ N0,(8.4)
where K ≥ 1 and κ ∈ N0 are constants depending only on f , C, and d
from Lemma 3.8 and Lemma 8.5, respectively.
We fix δ ∈ (0, δ0] and set
(8.5) β = β0δ.
Note that N =
⌈ − logΛ (δ−10 δ) ⌉ = ⌈ − logΛ β2K ⌉ ∈ N0 by (8.5) and
(8.3). So
(8.6) 2KΛ−N ≤ β ≤ 2KΛ−N+1,
and by (8.5) and (8.3), we have
(8.7) δ ≤ (2K)−1Λ−(N+κ).
Recall that by Lemma 3.8(iii), for z ∈ S2 and n ∈ N0, we have
(8.8) Bd(z,K
−1Λ−n) ≤ Un(z) ≤ Bd(z,KΛ−n).
Fix x ∈ S2 and l ∈ N as in the lemma. Let XN ∈ XN be an N -
tile containing f l(x). By Lemma 8.5, there exists an N -vertex vN ∈
VN ∩XN such that
(8.9) UN+κ
(
f l(x)
) ⊆WN (vN) .
There exist XN+l ∈ XN+l and vN+l ∈ VN+l ∩ XN+l such that x ∈
XN+l, f l
(
XN+l
)
= XN , and f l
(
vN+l
)
= vN . Since l > M and
WN+l
(
vN+l
) ⊆ UN+l(x), we get from (8.7), (8.8), and (8.4) that if
z ∈ WN+l (vN+l), then
d
(
f l(x), z
) ≤d (f l(x), x)+ d(x, z) ≤ δ + 2KΛ−(N+l)
≤Λ
−(N+κ)
2K
+
2KΛ−(N+κ)
10K2
≤ K−1Λ−(N+κ).
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Thus by (8.8) and (8.9), we get
WN+l (vN+l) ⊆ UN+κ (f l(x)) ⊆WN (vN) .
By Lemma 8.4, there exists y ∈ WN+l (vN+l) ⊆ UN+l(x) such that
f l(y) = y.
It suffices now to verify that d (f i(x), f i(y)) ≤ β0δΛ−(l−i) for i ∈
{0, 1, . . . , l}. Indeed, since by Proposition 3.5,
{f i(x), f i(y)} ⊆WN+l−i (f i (vN+l)) ⊆ UN+l−i (f i (vN+l))
for i ∈ {0, 1, . . . , l}, we get from (8.8), (8.6), and (8.5) that
d
(
f i(x), f i(y)
) ≤ 2KΛ−(N+l−i) ≤ βΛ−(l−i) = β0δΛ−(l−i).

The next lemma follows from the topological transitivity (see [PU10,
Definition 4.3.1]) of expanding Thurston maps and Lemma 4.3.4 in
[PU10]. We include a direct proof here for completeness.
Lemma 8.7. Let f : S2 → S2 be an expanding Thurston map. Then
there exists a point x ∈ S2 such that the set {fn(x) |n ∈ N} is dense
in S2.
Proof. By Theorem 1.6 in [BM10], the topological dynamical system
(S2, f) is a factor of the topological dynamical system (Jω,Σ) of the
left-shift Σ on the space Jω of all infinite sequences in a finite set J
of cardinality card J = deg f . More precisely, if we equip Jω =
+∞∏
i=1
J
with the product topology, where J = {1, 2, . . . , deg f}, and let the
left-shift operator Σ map (i1, i2, . . . ) ∈ Jω to (i2, i3, . . . ), then there
exists a surjective continuous map ξ : Jω → S2 such that ξ ◦Σ = f ◦ ξ.
It suffices now to find y ∈ Jω such that the set {Σn(y) |n ∈ N}
is dense in Jω. Indeed, if we let {wi}i∈N be an enumeration of all
elements in the set
+∞⋃
i=1
J i of all finite sequences in J , and set y to be
the concatenation of w1, w2, . . . , then it is clear that {Σn(y) |n ∈ N} is
dense in Jω. 
Following similar argument as in the proof of Proposition 4.4.5 in
[PU10], we get the next proposition. Note that here we do not explicitly
use the distortion lemmas (Lemma 5.1 and Lemma 5.2).
Proposition 8.8. Let f , C, d, Λ satisfy the Assumptions. Let φ, ψ ∈
C0,α(S2, d) be real-valued Ho¨lder continuous functions with an exponent
α ∈ (0, 1]. If f(C) ⊆ C, then the following conditions are equivalent:
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(i) If x ∈ S2 satisfies fn(x) = x for some n ∈ N, then Snφ(x) =
Snψ(x).
(ii) There exists a constant C > 0 such that |Snφ(x)−Snψ(x)| ≤ C
for x ∈ S2 and n ∈ N0.
(iii) There exists u ∈ C0,α(S2, d) such that φ− ψ = u ◦ f − u.
Proof. The implication from (iii) to (ii) holds since |Snφ(x)−Snψ(x)| =
|(u ◦ fn)(x)− u(x)| ≤ 2 ‖u‖∞ for x ∈ S2 and n ∈ N.
To prove that (ii) implies (i), we suppose that fn(x) = x and D =
Snφ(x)−Snψ(x) 6= 0 for some x ∈ S2 and some n ∈ N. Then |Sniφ(x)−
Sniψ(x)| = iD > C for i large enough, contradicting (ii).
We now prove the implication from (i) to (iii).
Let x ∈ S2 be a point from Lemma 8.7 so that the set A = {f i(x) | i ∈
N} is dense in S2. Set xi = f i(x) for i ∈ N. Note that xi 6= xj for
j > i ≥ 0. Denote η = φ − ψ. Then η ∈ C0,α(S2, d). We define
a function v on A by setting v(xn) = Snη(x). We will prove that v
extends to a Ho¨lder continuous function u ∈ C0,α(S2, d) defined on S2
by showing that v is Ho¨lder continuous with an exponent α on A.
Fix some n,m ∈ N with n < m and d(xn, xm) < 12δ0, where δ0 ∈
(0, 1) is a constant depending only on f , C, and d from Lemma 8.6.
Set ǫ = d(xn, xm). We can choose k ∈ N such that d(xm, xk) < ǫ and
k > m+M , where M ∈ N0 is a constant from Lemma 8.6. Note that
d(xn, xk) ≤ d(xn, xm) + d(xm, xk) < 2ǫ < δ0 and k > n +M . Thus by
applying Lemma 8.6 with δ = 2ǫ, there exist periodic points p, q ∈ S2
such that fk−n(p) = p, fk−m(q) = q, d (f i(xn), f
i(p)) < β0δΛ
−(k−n−i)
for i ∈ {0, 1, . . . , k − n}, and d (f j(xm), f j(q)) < β0δΛ−(k−m−j) for
j ∈ {0, 1, . . . , k−m}, where β0 > 0 is a constant depending only on f ,
C, and d from Lemma 8.5. Then by (i), we get that
|v(xn)− v(xm)| = |Snη(x)− Smη(x)|
≤|Sk−nη(xn)|+ |Sk−mη(xm)|
=|Sk−nη(xn)− Sk−nη(p)|+ |Sk−mη(xm)− Sk−mη(q)|
≤
k−n−1∑
i=0
∣∣η (f i(xn))− η (f i(p))∣∣+ k−m−1∑
j=0
∣∣η (f j(xm))− η (f j(q))∣∣
≤ |η|α βα0 δα
(
k−n−1∑
i=0
Λ−α(k−n−i) +
k−m−1∑
j=0
Λ−α(k−m−i)
)
≤21+α |η|α βα0 ǫα
∞∑
i=0
Λ−αi = Cd(xn, xm)
α,
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where C = 21+α(1− Λ−α)−1 |η|α βα0 is a constant depending only on f ,
C, d, η, and α. It immediately follows that v extends continuously to a
Ho¨lder continuous function u ∈ C0,α(S2, d) with an exponent α defined
on A = S2. Since u|A = v and
(v ◦ f)(xi)− v(xi) = v(xi+1)− v(xi) = Si+1η(x)− Siη(x)
= η(f i(x)) = φ(xi)− ψ(xi),
for i ∈ N, we get that (u ◦ f)(y)− u(y) = φ(y)− ψ(y) for y ∈ S2 by
continuity. 
We are now ready to prove Theorem 8.1.
Proof of Theorem 8.1. We fix a Jordan curve C ⊆ S2 that satisfies the
Assumptions (see Theorem 3.10 for the existence of such C).
We first prove the backward implication. We assume that
(8.10) φ− ψ −K1S2 = u ◦ f − u
for some u ∈ C(S2) and K ∈ R. It follows immediately from Proposi-
tion 5.17 that
(8.11) P (f, φ) = P (f, ψ) +K.
By Theorem 5.16, Proposition 5.17, Corollary 5.18, and Theorem 6.14,
the measure µφ (resp. µψ) is a Gibbs state with respect to f , C, and φ
(resp. ψ) with constants Pµφ = P (f, φ) and Cµφ (resp. Pµψ = P (f, ψ)
and Cµψ). Then by (5.11), (8.10), and (8.11), for i ∈ N0 and X i ∈
Xi(f, C),
µφ(X
i)
µψ(X i)
≤ CµφCµψ
exp(Siψ(x)− iP (f, ψ))
exp(Siφ(x)− iP (f, φ))
= CµφCµψ exp(u(x)− (u ◦ f)(x))(8.12)
≤ CµφCµψ exp(2 ‖u‖∞),
where x ∈ X i. Let E ⊆ S2 be a Borel set with µψ(E) = 0. Fix an
arbitrary number ǫ > 0. We can find an open set U ⊆ S2 such that
E ⊆ U and µψ(U) < ǫ. Set
V =
⋃{
inte(X)
∣∣∣∣X ∈ +∞⋃
i=0
Vi(f, C), X ∩ E 6= ∅, X ⊆ U
}
.
Then E ⊆ V ∪ A, where A =
+∞⋃
i=0
f−i(C). By Proposition 7.1, we have
µφ(A) = µψ(A) = 0. So by (8.12), we get
µφ(E) ≤ µφ(V ) ≤ Dµψ(V ) ≤ Dµψ(U) < Dǫ,
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where D = CµφCµψ exp(2 ‖u‖∞). Thus µφ is absolutely continuous
with respect to µψ. Similarly µψ is absolutely continuous with respect
to µφ. On the other hand, by Corollary 7.6, both µφ and µψ are ergodic
measures. So suppose µφ 6= µψ, then they must be mutually singular
(see for example, [Wa82, Theorem 6.10(iv)]). Hence µφ = µψ.
We will now prove the forward implication. We assume µφ = µψ.
Denote F = fn, where n = nC is a number from the Assumptions
with fn(C) = F (C) ⊆ C. By Remark 3.7 the map F is also an expand-
ing Thurston map.
For the rest of the proof, we denote Smη =
m−1∑
i=0
η ◦ f i and S˜mη =
m−1∑
i=0
η ◦ F i for η ∈ C(S2) and m ∈ N0.
Denote φn = Snφ and ψn = Snψ. It follows immediately from
Lemma 3.12 that φn, ψn ∈ C0,α(S2, d).
Note that since µφ is an equilibrium state for f and φ, it follows that
µφ is also an equilibrium state for F and φn. Indeed, by (5.4) and the
fact that hµφ(f
n) = nhµφ(f) (see for example, [Wa82, Theorem 4.13]),
we have
Pµφ(F, φn) = hµφ(f
n) +
∫
Snφ dµφ = nhµφ(f) + n
∫
φ dµφ
= nP (f, φ) = P (F, φn),
where the last equality follows immediately from Proposition 5.17. Sim-
ilarly, the measure µφ = µψ is an equilibrium state for F and ψn.
Thus by Theorem 5.16, Proposition 5.17, Corollary 5.18, and Theo-
rem 6.14, the measure µφ = µψ is both a Gibbs state with respect to
F , C, and φn, and with constants P (F, φn) and C, as well as a Gibbs
state with respect to F , C, and ψn, and with constants P (F, ψn) and
C ′, for some C ≥ 1 and C ′ ≥ 1. By (5.11), we have
1
CC ′
≤ exp (S˜mφn(x)− S˜mψn(x)−mP (F, φn) +mP (F, ψn)) ≤ CC ′
for x ∈ S2 and m ∈ N0. So
∣∣∣S˜mφn(x)− S˜mψn(x)∣∣∣ ≤ log(CC ′) for
x ∈ S2 and m ∈ N0, where φn(x) = φn(x) − P (F, φn) ∈ C0,α(S2, d)
and ψn(x) = ψn(x)−P (F, ψn) ∈ C0,α(S2, d). By Proposition 8.8, there
exists u ∈ C0,α(S2, d) such that
(8.13) (u ◦ fn)(x)− u(x) = φn(x)− ψn(x) = Snφ(x)− Snψ(x)− δ
for x ∈ S2, where δ = P (F, φn)− P (F, ψn).
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Fix an arbitrary point y ∈ S2. By subtracting (8.13) with x = y
from (8.13) with x = f(y), we get
(u ◦ fn+1)(y)− (u ◦ fn)(y) + (u ◦ f)(y)− u(y)
=(φ ◦ fn)(y)− φ(y)− (ψ ◦ fn)(y) + ψ(y),
or equivalently,
φ(fn(y))− ψ(fn(y))− (u ◦ f)(fn(y)) + u(fn(y))(8.14)
=φ(y)− ψ(y)− (u ◦ f)(y) + u(y).
Let z ∈ S2 be a point from Lemma 8.7 so that the set A = {fni(z) | i ∈
N} is dense in S2. By replacing y in (8.14) with fni(z) for i ∈ N0 and
induction, we get that
φ(fni(z))− ψ(fni(z))− (u ◦ f)(fni(z)) + u(fni(z)) = K
for i ∈ N, where K = φ(z)−ψ(z)− (u ◦ f)(z) + u(z). Since A is dense
in S2, we get that φ(x)−ψ(x)− (u ◦ f)(x) + u(x) = K for x ∈ S2, i.e.,
the functions φ− ψ and K1S2 are co-homologous in C0,α(S2, d). 
9. Equidistribution
In this section, we will discuss equidistribution results for preimages.
Let f , d, φ, α satisfy the Assumptions and let µφ be the unique equi-
librium state for f and φ throughout this section. We prove in Propo-
sition 9.1 three versions of equidistribution of preimages under fn as
n −→ +∞ with respect to µφ and mφ as defined in Corollary 6.10, re-
spectively. Proposition 9.1 partially generalizes Theorem 1.2 in [Li13],
where we established the equidistribution of preimages with respect
to the measure of maximal entropy. In Theorem 9.2, we generalizes
Theorem 7.1 in [Li13] following the idea of J. Hawkins and M. Taylor
[HT03], to show that for each p ∈ S2, the equilibrium state µφ is almost
surely the limit of
1
n
n−1∑
i=0
δqi
as n −→ +∞ in the weak∗ topology, where q0 = p, and for each i ∈ N0,
the point qi+1 is one of the points x in f
−1(qi), chosen with probability
proportional to degf (x) exp φ˜(x), where φ˜ is defined in (6.5).
Proposition 9.1. Let f , d, φ, α satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ, and mφ be as in Corollary 6.10
and φ˜ as defined in (6.5). For each sequence {xn}n∈N of points in S2,
EQUILIBRIUM STATES FOR EXPANDING THURSTON MAPS 77
we define the Borel probability measures
νn =
1
Zn(φ)
∑
y∈f−n(xn)
degfn(y) exp (Snφ(y)) δy,(9.1)
ν̂n =
1
Zn(φ)
∑
y∈f−n(xn)
degfn(y) exp (Snφ(y))
1
n
n−1∑
i=0
δf i(y),(9.2)
ν˜n =
1
Zn
(
φ˜
) ∑
y∈f−n(xn)
degfn(y) exp
(
Snφ˜(y)
)
δy,(9.3)
for each n ∈ N0, where Zn(ψ) =
∑
y∈f−n(xn)
degfn(y) exp (Snψ(y)), for
ψ ∈ C(S2). Then
(9.4) νn
w∗−→ mφ as n −→ +∞,
(9.5) ν̂n
w∗−→ µφ as n −→ +∞,
(9.6) ν˜n
w∗−→ µφ as n −→ +∞.
We note that when φ ≡ 0 and xn = xn+1 for each n ∈ N, the versions
(9.4) and (9.6) reduce to (1.2) of Theorem 1.2 in [Li13].
Proof. We note that (9.5) follows directly from Lemma 6.11.
The proof of (9.4) is similar to that of Lemma 6.11. For the com-
pleteness, we include it here in detail.
For each sequence {xn}n∈N of points in S2, and each u ∈ C(S2, d),
by (5.16) and (5.37) we have
〈νn, u〉 =
Lnφ(u)(xn)
Lnφ(1)(xn)
=
Ln
φ
(u)(xn)
Ln
φ
(1)(xn)
.
By Theorem 6.9,∥∥∥Ln
φ
(1)− uφ
∥∥∥
∞
−→ 0 and
∥∥∥∥Lnφ(u)− uφ ∫ u dmφ∥∥∥∥
∞
−→ 0
as n −→ +∞. So by (5.44),
lim
n→+∞
Ln
φ
(u)(xn)
Ln
φ
(1)(xn)
=
∫
u dmφ.
Hence, (9.4) holds.
Finally, (9.6) follows from (9.4) and the fact that φ˜ ∈ C0,α(S2, d)
(Lemma 6.4) and m
φ˜
= µφ (Corollary 6.10). 
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For the rest of this section, we prove that almost surely,
1
n
n−1∑
i=0
δqi
w∗−→ µφ as n −→ +∞,
where qi ∈ S2, i ∈ N0, is the location of the i-th step of a certain
random walk on S2 induced by L
φ˜
starting from an arbitrary fixed
starting position q0 ∈ S2. This result generalizes Theorem 7.1 of [Li13],
which is Theorem 9.2 in the case when φ ≡ 0.
More precisely, let Q = L
φ˜
. Then for each u ∈ C(S2),
Qu(x) =
∫
u(y) dµx(y),
where
µx =
∑
z∈f−1(x)
degf(z) exp
(
φ˜(z)
)
δz.
By (6.8), we get that µx ∈ P(S2) for each x ∈ S2. We showed that the
Ruelle operator in (5.15) is well-defined, from which it immediately fol-
lows that the map x 7→ µx from S2 to P(S2) is continuous with respect
to weak∗ topology on P(S2). The operator Q (or equivalently, the mea-
sures µx, x ∈ S2) and an arbitrary starting point q0 ∈ S2 determine a
random walk {qi}i∈N0 on S2 with the probability that qi+1 ∈ A is equal
to µqi(A) for each i ∈ N0 and each Borel set A ⊆ S2. In the language
of [Li13, Section 8], this random walk is a Markov process determined
by the operator Q. We refer the reader to [Li13, Section 8] for a more
detailed discussion.
Theorem 9.2. Let f , d, φ, α satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ, and φ˜ be as defined in (6.5).
Suppose that q0 ∈ S2 and {qi}i∈N0 is the random walk determined by
Q = L
φ˜
described above. Then almost surely,
1
n
n−1∑
i=0
δqi
w∗−→ µφ as n −→ +∞.
Proof. By Corollary 6.10, the equilibrium state µφ is the unique Borel
probability measure on S2 that satisfies Q∗(µφ) = µφ. Then the theo-
rem follows directly from a theorem of H. Furstenberg and Y. Kifer in
[FK83] formulated as Theorem 7.2 in [Li13]. 
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