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Abstract
In this paper, we will define the reduced cross-sectional C∗-algebras of C∗-algebraic bundles
over locally compact groups and show that if a C∗-algebraic bundle has the approximation property
(defined similarly as in the discrete case), then the full cross-sectional C∗-algebra and the reduced
one coincide. Moreover, if a semi-direct product bundle has the approximation property and the
underlying C∗-algebra is nuclear, then the cross-sectional C∗-algebra is also nuclear. We will also
compare the approximation property with the amenability of Anantharaman-Delaroche in the case
of discrete groups.
1991 Mathematics Subject Classifiction: 46L55; 46L05; 46L45
0 Introduction
C∗-algebraic bundles were defined and studied by Fell in [7]. In a recent paper ([6]), the first named
author studied C∗-algebraic bundles over discrete groups and defined an interesting notion of approxi-
mation property. He showed that if a C∗-algebraic bundle has the approximation property, then the full
cross-sectional C∗-algebra and the reduced one coincide. This can be regarded as a kind of amenability
for C∗-algebraic bundles over discrete groups.
The main objective of this paper is to define and study the approximation property of C∗-algebraic
bundles in the case of locally compact groups and show that when the bundle is a semi-direct product,
this gives a good candidate for the notion of amenable group actions. We will also give some interesting
relations between coactions of discrete groups and gradings.
In the first section, we will recall some basic materials of C∗-algebraic bundles and give some
technical lemmas. We will also define the canonical coactions on the full cross-sectional C∗-algebras
C∗(B).
In section 2, we will define and show the existence of the reduced cross-sectional C∗-algebra C∗r (B)
(of any C∗-algebraic bundle B). In fact, we will give two different ways of defining the reduced cross-
sectional C∗-algebra and show that they coincide. We will study the relation between C∗(B) and C∗r (B)
as well as the reduced coaction on C∗r (B).
In section 3, we will define approximation property of C∗-algebraic bundles similar to that of the
discrete case in [6]. We will then show that if a C∗-algebraic bundle B has the approximation property,
then C∗(B) = C∗r (B).
In the final section, we will consider two interesting special cases of C∗-algebraic bundles. The first
one is group actions on C∗-algebras. We show that if the C∗-algebra is nuclear and the action has the
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approximation property, then the crossed product is also nuclear (a generalisation of the case of actions
by amenable groups). As an application, we show that the approximation property is stronger than
the amenability of Anantharaman-Delaroche in the case of nuclear C∗-algebras and discrete groups.
Moreover, they coincide in some special cases (see Corollary 4.a). The second special case is the case of
discrete groups. We will study the situation when a C∗-algebraic bundle over a discrete group comes
from a group coaction.
This article replaces the paper “A Note on the Representation Theory of Fell Bundles” (math.
OA/9904013) by the first named author, as well as a paper entitled “Approximation properties of
C∗-algebraic Bundles” by the second named author, both of which circulated as preprints.
1 Preliminary and basic results
We begin this section by recalling the definition and notation about C∗-algebraic bundles. First of all,
we refer the reader to [7, VIII.2.2] for the notion of Banach algebraic bundle B over a locally compact
group G. Let B be the bundle space of B and π be the bundle projection. Let Bt = π
−1(t) be the
fiber over t ∈ G. It is clear that Be is a C∗-algebra if B is a C∗-algebraic bundle (see [7, VIII.16.2]
for a definition). We will use the materials from [7, VIII] implicitly. Following the notation of [7],
we denote by L(B) the set of all continuous cross-sections on B with compact support. Moreover, for
any f ∈ L(B), supp(f) is the closed support of f . Furthermore, let (Lp(µ;B), ‖ ‖p) be the normed
space as defined in [7, II.15.7] (where µ is the left Haar measure on G). For simplicity, we will denote
Lp(µ;B) by Lp(B). By [7, II.15.9], L(B) is dense in Lp(B). We also need the theory of operator valued
integration from [7, II], especially, we would like to draw the readers’ attention to [7, II.5.7] and [7,
II.§16].
Throughout this paper, B is a C∗-algebraic bundle over a locally compact groupG with bundle space
B and bundle projection π. Denote by C∗(B) the cross-sectional C∗-algebra of B (see [7, VIII.17.2]).
We recall from [7, VIII.5.8] that there exists a canonical map m from the bundle space B to the set of
multipliers of L1(B) (or C∗(B)).
Lemma 1.1 The map m from B to M(C∗(B)) is faithful in the sense that if ma = mb, then either
a = b or a = 0r and b = 0s (r, s ∈ G).
Proof: Suppose that π(a) = π(b) = r. Then ma−b = 0 will imply that a − b = 0r (since B has a
strong approximate unit and enough continuous cross-sections). Suppose that π(a) = r 6= s = π(b).
Then there exists a neighbourhood V of e such that rV ∩ sV = ∅. For any f ∈ L(B), a(f(r−1t)) =
ma(f)(t) = mb(f)(t) = b(f(s
−1t)). Now let bi be a strong approximate unit of B and {fi} be elements
in L(B) such that supp(fi) ⊆ V and fi(e) = bi. Therefore abi = a(f(e)) = b(f(s−1r)) = 0 and hence
a = 0r. Similarly, b = 0s.
From now on, we will identify Br (r ∈ G) with its image in M(C∗(B)).
Let B ×G be the C∗-algebraic bundle over G×G with the Cartesian product B ×G as its bundle
space such that the bundle projection π′ is given by π′(b, t) = (π(b), t) (b ∈ B; t ∈ G). It is not hard to
see that any non-degenerate representation T ′ of B ×G is of the form T ′(b,t) = Tbut (b ∈ B; t ∈ G) for
a non-degenerate representation T of B and a unitary representation u of G with commuting ranges.
This gives following lemma.
Lemma 1.2 C∗(B ×G) = C∗(B)⊗max C∗(G).
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Consider the map δB from Br to M(C
∗(B)⊗max C∗(G)) given by δB(b) = b⊗∆r where ∆r is the
canonical image of r in M(C∗(G)). Denote again by δB the integral form of δB. Then we have the
following equalities.
δB(f)(1⊗ k)(g ⊗ l)(r, s) =
∫
G
f(t)g(t−1r)[
∫
G
k(u)l(u−1t−1s)du]dt
=
∫
G
∫
G
f(t)g(t−1r)k(t−1v)l(v−1s)dvdt
for any f, g ∈ L(B) and k, l ∈ K(G). If we denote by f • k(r, s) = f(r)k(r−1s), then δB(f)(1 ⊗ k)(g ⊗
l)(r, s) = (f • k)(g ⊗ l)(r, s). It is not hard to see that δB is a full coaction (note that δB extends to a
representation of L1(B) and hence of C∗(B)).
Lemma 1.3 The set N = {
∑n
i=1 fi •ki : fi ∈ L(B), ki ∈ K(G)} is dense in C
∗(B×G). Consequently,
δB is a non-degenerate full coaction.
Proof: It is sufficient to show that for any f ∈ L(B) and k ∈ K(G), f ⊗ k can be approximated
by elements in N with respect to the L1-norm. Let M and K be the closed supports of f and k
respectively. Since k is uniformly continuous, for a given ǫ > 0, there exists a neighbourhood V of e
such that ‖k(u) − k(v)‖ < ǫ/(µ(M) · µ(MK) · supt∈M ‖f(t)‖) if u
−1v ∈ V (where µ is the left Haar
measure of G). Since M is compact, there exist r1, ..., rn in M such that ∪ni=1riV covers M . Let
ki(s) = k(r
−1
i s) and let g1, ..., gn be the partition of unity subordinate to {riV }
n
i=1. Then
‖f • k(r, s)−
n∑
i=1
(gif ⊗ ki)(r, s)‖ ≤ ‖f(r)‖· |
n∑
i=1
gi(r)k(r
−1s)−
n∑
i=1
gi(r)k(r
−1
i s) |
≤ ‖f(r)‖ · (
n∑
i=1
| gi(r) | · | k(r
−1s)− k(r−1i s) | ).
As gi(r) 6= 0 if and only if r ∈ riV , we have
∫
MK
∫
M ‖f • k(r, s)−
∑n
i=1(gif ⊗ ki)(r, s)‖drds ≤ ǫ. This
proves the lemma.
The following lemma is about general coactions of C∗(G). It implies, in particular that δB is
injective. Note that the trivial representation of G on C induces a ∗-homomorphism E from C∗(G) to
C which is a coidentity in the sense that (E ⊗ id)δG = id = (id⊗E)δG (where δG is the comultiplication
on C∗(G))
Lemma 1.4 Let ǫ be a coaction on A by C∗(G). Suppose that ǫE = (id⊗ E)ǫ and AE = ǫE(A).
(a) If ǫ is non-degenerate, then it is automatically injective.
(b) A = AE ⊕ ker(ǫ) (as Banach space).
Proof: (a) We first note that ǫE is a ∗-homomorphism from A to itself and so AE is a C∗-subalgebra
of A. It is clear that ǫ is injective on AE and we want to show that A = Aǫ. For any a ∈ A and any
s ∈ C∗(G) such that E(s) = 1, a⊗ s can be approximated by elements of the form
∑
ǫ(bi)(1 ⊗ ti) (as
ǫ is non-degenerate). Therefore,
∑
ǫE(bi)E(ti) = (id⊗ E)(
∑
ǫ(bi)(1 ⊗ ti)) converges to a.
(b) Note that for any a ∈ A, ǫ(a− ǫE(a)) = 0. Since ǫE is a projection on A, A = AE ⊕ ker(ǫ).
The above lemma actually holds for a general Hopf C∗-algebra with a co-identity instead of C∗(G)
(for a brief review of Hopf C∗-algebras, please see e.g. [5] or [10]).
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Remark 1.5 By [5, 7.15], if Γ is a discrete amenable group, then any injective coaction of C∗r (Γ)
is automatically non-degenerate. More generally, the arguments in [5, §7] actually show that for any
discrete group G, any injective coaction of C∗(G) is non-degenerate. Hence, a coaction of C∗(G) is
injective if and only if it is non-degenerate (when G is discrete).
We end this section with the following technical lemma.
Lemma 1.6 Let A be a C∗-algebra and E be a Hilbert A-module. Suppose that (H, π) is a faithful
representation of A. Then
(a) ‖x‖ = sup{‖x⊗π ξ‖ : ‖ξ‖ ≤ 1} for any x ∈ E;
(b) the canonical map from L(E) to L(E ⊗π H) (which sends a to a⊗ 1) is injective.
Part (a) follows from a direct computation and the part (b) is a consequence of part (a).
2 Reduced cross-sectional C∗-algebras
In this section, we will define the reduced cross-sectional C∗-algebras for C∗-algebraic bundles and
show that they carry canonical reduced coactions. The intuitive idea is to consider the representation
of L1(B) as bounded operators on L2(B). However, since L2(B) is not a Hilbert C∗-module, it seems
unlikely that we can get a C∗-algebra out of this representation. Instead, we will consider a slightly
different version of “L2(B)” which is a Hilbert Be-module. The difficulty then is to show that the
representation is well defined and bounded. This can be proved directly by a quite heavy analytical
argument but we will use Lemma 2.5 to do the trick instead. We will also define the interesting notion
of proper C∗-algebraic bundles which will be needed in the next section.
Lemma 2.1 Consider the map 〈 , 〉e from L(B)× L(B) to Be defined by
〈f, g〉e =
∫
G
f(t)∗g(t)dt
for all f, g ∈ L(B). Then 〈 , 〉e is a Be-valued inner product on L(B).
Proof: It is easily seen that 〈 , 〉e is a well defined Be-valued pre-inner product. Moreover, for all
f ∈ L(B), 〈f, f〉e = 0 if and only if
∫
G ϕ(f(t)
∗f(t))dt = 0 for all ϕ ∈ (Be)∗+ which implies that
f(t)∗f(t) = 0 for all t ∈ G.
Definition 2.2 The completion of L(B) with respect to the Be-valued inner product in Lemma 2.1 is
a Hilbert Be-module and is denoted by (L
2
e(B), ‖ · ‖e).
It is clear that ‖〈f, g〉e‖ ≤ ‖f‖2‖g‖2 (by [7, II.5.4] and the Ho¨lder’s inequality). Hence there is a
continuous map J from L2(B) to L2e(B) with dense range. In fact, it is not hard to see that L2(B) is
a right Banach Be-module and J is a module map.
Throughout this paper, T is a non-degenerate *-representation of B on a Hilbert space H and φ is
the restriction of T on Be. Moreover, µT is the representation of C
∗(B) on H induced by T . By [7,
VIII.9.4], φ is a non-degenerate representation of Be.
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Lemma 2.3 There exists an isometry
V : L2e(B)⊗φ H → L
2(G;H),
such that for all f ∈ L(B), ξ ∈ H, and t ∈ G one has
V (f ⊗ ξ)(t) = Tf(t)ξ.
Proof: It is easy to check that the map V defined as above is inner product preserving and hence
extends to the required map.
One technical difficulty in the study of reduced cross-sectional C∗-algebras is that V is not neces-
sarily surjective.
Example 2.4 (a) If B is saturated, then V is surjective. In fact, let K = V (L2e(B)⊗φH) and Θ be an
element in the complement of K. For any g ∈ L(B) and η ∈ H,
∫
G〈Tg(r)η,Θ(r)〉 dr = 0 which implies
that
∫
G
T ∗g(r)Θ(r) dr = 0. Now for any f ∈ L(B), we have
(µT ⊗ λG)δB(f)(Θ)(t) =
∫
G
Tf(s)Θ(s
−1t) ds =
∫
G
Tf(tr−1)Θ(r)∆(r)
−1 dr.
Moreover, for any b ∈ Bt−1 , let g(r) = ∆(r)
−1f(tr−1)∗b∗. Then g ∈ L(B) and
Tb(µT ⊗ λG)δB(f)(Θ)(t) =
∫
G
T ∗g(r)Θ(r) dr = 0
for any b ∈ Bt−1 (by the above equality). Since B is saturated and the restriction φ of T is non-
degenerate, (µT ⊗ λG)δB(f)(Θ) = 0 for any f ∈ L(B). Thus, Θ = 0 (because (µT ⊗ λG) ◦ δB is
non-degenerate).
(b) Let B be the trivial bundle over a discrete group G (i.e. Be = C and Bt = (0) if t 6= e). Then
L2e(B)⊗φ H
∼= H is a proper subspace of L2(G;H).
For any b ∈ B, let Tˆb be the map from L2e(B) to itself defined by Tˆb(f) = b · f for any f ∈ L(B)
(where b · f(t) = bf(π(b)−1t)). The argument for Tˆ being continuous seems not easy. Instead, we will
consider the corresponding representation of L1(B) and show that it is well defined.
For any f ∈ L(B), define a map λB(f) from L(B) to itself by λB(f)(g) = f ∗g (g ∈ L(B)). We would
like to show that this map is bounded and induces a bounded representation of L1(B). In order to
prove this, we will first consider a map λ˜B(f) from L(B)⊗algH to itself given by λ˜B(f)(g⊗ξ) = f ∗g⊗ξ
(g ∈ L(B); ξ ∈ H). In the following, we will not distinguish L(B)⊗alg H and its image in L2e(B)⊗φH.
Lemma 2.5 For any f ∈ L(B), λ˜B(f) extends to a bounded linear operator on L2e(B)⊗φ H such that
µλ,T (f) ◦ V = V ◦ (λ˜B(f)) (where µλ,T is the composition: C∗(B)
δB−→ C∗(B) ⊗max C∗(G)
µT⊗λG
−→
B(H⊗ L2(G))).
Proof: For any g ∈ L(B), ξ ∈ H and s ∈ G, we have,
µλ,T (f)V (g ⊗ ξ)(s) =
∫
G
(Tf(t) ⊗ λt)V (g ⊗ ξ)(s)dt =
∫
G
Tf(t)Tg(t−1s)ξdt
= Tf∗g(s)ξ = V (f ∗ g ⊗ ξ)(s) = V (λ˜B(f)(g ⊗ ξ))(s).
Since V is an isometry, λ˜B(f) extends to a bounded linear operator on L
2
e(B) ⊗φ H and satisfies the
required equality.
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Now by considering the representation T for which φ is injective and using Lemmas 1.6(a) and
2.3, λB(f) extends to a bounded linear map from L
2
e(B) to itself. It is not hard to show that 〈f ∗
g, h〉e = 〈g, f∗ ∗ h〉e (for any g, h ∈ L(B)). Hence λB(f) ∈ L(L2e(B)). Moreover, we have the following
proposition.
Proposition 2.6 The map λB from L1(B) to L(L2e(B)) given by λB(f)(g) = f ∗ g (f, g ∈ L(B)) is a
well defined norm decreasing non-degenerate *-homomorphism such that µλ,T (f)◦V = V ◦(λB(f)⊗φ1)
(f ∈ L(B)).
Definition 2.7 (a) λB is called the reduced representation of C
∗(B) and C∗r (B) = λB(C
∗(B)) is called
the reduced cross-sectional C∗-algebra of B.
(b) B is said to be amenable if λB is injective.
Example 2.8 Suppose that B is the semi-direct product bundle corresponding to an action α of G on
a C∗-algebra A. Then C∗(B) = A×α G and C∗r (B) = A×α,r G.
As in the case of full cross-sectional C∗-algebras, we can define non-degenerated reduced coactions
on reduced cross-sectional C∗-algebras. First of all, let us consider (as in the case of reduced group C∗-
algebras) an operator W from L(B ×G) to itself defined by W (F )(r, s) = F (r, r−1s) (F ∈ L(B ×G)).
Note that for any f ∈ L(B) and k ∈ K(G), W (f ⊗ k) = f • k (where f • k is defined in the paragraph
before Lemma 1.3) and that L2e(B ×G) = L
2
e(B)⊗ L
2(G) as Hilbert Be-modules.
Lemma 2.9 W is a unitary in L(L2e(B)⊗ L
2(G)).
Proof: For any f, g ∈ L(B) and k, l ∈ K(G), we have the following equality:
〈W (f ⊗ k),W (g ⊗ l)〉 =
∫
G
∫
G
(f • k)(r, s)∗(g • l)(r, s)dsdr
=
∫
G
∫
G
f(r)∗k(r−1s)g(r)l(r−1s)drds
=
∫
G
∫
G
f(r)∗g(r)k(t)l(t)dtdr = 〈f ⊗ k, g ⊗ l〉.
Hence W is continuous and extends to an operator on L2e(B)⊗ L
2(G). Moreover, if we define W ∗ by
W ∗(f ⊗ k)(r, s) = f(r)k(rs), then W ∗ is the adjoint of W and WW ∗ = 1 =W ∗W .
As in [12], we can define a *-homomorphism δrB from C
∗
r (B) to L(L
2
e(B)⊗L
2(G)) by δrB(x) =W (x⊗
1)W ∗ (x ∈ C∗r (B)). Moreover, for any b ∈ B ⊆M(C
∗(B)) (see Lemma 1.1), δrB(λB(b)) = λB(b)⊗ λπ(b)
(where λt is the canonical image of t in M(C
∗
r (G))).
Proposition 2.10 The map δrB defined above is an injective non-degenerate coaction on C
∗
r (B) by
C∗r (G).
Proof: It is clear that δrB is an injective *-homomorphism. Moreover, (λB ⊗ λG) ◦ δB = δ
r
B ◦ λB which
implies that δrB is a non-degenerate coaction (see Lemma 1.3).
There is an alternative natural way to define “reduced” cross-sectional C∗-algebra (similar to the
corresponding situation of full and reduced crossed products): C∗R(B) := C
∗(B)/ ker(ǫB) (where ǫB is
the composition: C∗(B)
δB−→ C∗(B)⊗max C∗(G)
id⊗λG−→ C∗(B)⊗ C∗r (G)).
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Remark 2.11 (a) It is clear that µλ,T = (µT ⊗ λG) ◦ δB (see Lemma 2.5) induces a representation of
C∗R(B) on L
2(G;H). If µT is faithful, then this induced representation is also faithful and C∗R(B) can
be identified with the image of µλ,T .
(b) If µT is faithful, then so is φ and λB ⊗φ 1 is a faithful representation of C∗r (B) (by Lemma 1.6(b)).
Therefore, part (a) and Lemma 2.6 implies that C∗r (B) is a quotient of C
∗
R(B).
In [12, 3.2(1)], it was proved that these two reduced cross-sectional C∗-algebras coincide in the
case of semi-direct product bundles. The corresponding result in the case of C∗-algebraic bundles over
discrete groups was proved implicitly in [6, 4.3]. In the following we shall see that it is true in general.
The idea is to define a map ϕ from C∗r (B) to L(L
2(G;H)) such that ϕ ◦ λB = µλ,T (see Remark
2.11(a)). As noted above, the difficulty is that V may not be surjective and, by Lemma 2.10, λB ⊗φ 1
may only be a proper subrepresentation of µλ,T (see Example 2.4(b)). However, we may “move it
around” filling out the whole representation space for µλ,T using the right regular representation ρ of
G (on L2(G)): ρr(g)(s) = ∆(r)
1/2g(sr) (g ∈ L2(G); r, s ∈ G) where ∆ is the modular function for G.
Lemma 2.12 For each r ∈ G,
(a) The unitary operator ρr ⊗ 1 on L2(G)⊗H = L2(G;H) lies in the commutant of µλ,T (C∗(B)).
(b) Consider the isometry
V r : L2(B)⊗φ H → L
2(G;H),
given by V r = (ρr ⊗ 1)V . Then for all a ∈ C∗(B) one has V r(λB(a)⊗ 1) = µλ,T (a)V r.
(c) Let Kr be the range of V
r. Then Kr is invariant under µλ,T and the restriction of µλ,T to Kr is
equivalent to λB ⊗ 1.
Proof: It is clear that ρr ⊗ 1 commutes with µλ,T (bt) = λt ⊗ Tbt for any bt ∈ Bt (see Lemma 1.1). It
then follows that ρr ⊗ 1 also commutes with the range of the integrated form of µλ,T , whence (i). The
second point follows immediately from (i) and Proposition 2.6. Finally, (iii) follows from (ii).
Our next result is intended to show that the Kr’s do indeed fill out the whole of L
2(G;H).
Proposition 2.13 The linear span of
⋃
r∈GKr is dense in L
2(G;H).
Proof: Let
Γ = span{V r(f ⊗ η) : r ∈ G, f ∈ L(B), η ∈ H}.
Since for any t ∈ G,
V r(f ⊗ η)(t) = (ρr ⊗ 1)V (f ⊗ η)(t) = ∆(r)
1/2V (f ⊗ η)(tr) = ∆(r)1/2Tf(tr)η,
and since we are taking f in L(B) above, it is easy to see that Γ is a subset of Cc(G,H). Our strategy
will be to use [7, II.15.10] (on the Banach bundle H×G over G) for which we must prove that:
(I) If f is a continuous complex function on G and ζ ∈ Γ, then the pointwise product fζ is in Γ;
(II) For each t ∈ G, the set {ζ(t) : ζ ∈ Γ} is dense in H.
The proof of (I) is elementary in view of the fact that L(B) is closed under pointwise multiplication
by continuous scalar-valued functions [7, II.13.14]. In order to prove (II), let ξ ∈ H have the form
ξ = Tbη = φ(b)η, where b ∈ Be and η ∈ H. By [7, II.13.19], let f ∈ L(B) be such that f(e) = b. It
follows that ζr := V
r(f ⊗ η) is in Γ for all r. Also note that, setting r = t−1, we have
ζt−1(t) = ∆(t)
−1/2Tf(e)η = ∆(t)
−1/2Tbη = ∆(t)
−1/2ξ.
This shows that ξ ∈ {ζ(t) : ζ ∈ Γ}. Since the set of such ξ’s is dense in H (because φ is non-degenerate
by assumption), we have that (II) is proven. As already indicated, it now follows from [7, II.15.10] that
Γ is dense in L2(G;H). Since Γ is contained in the linear span of
⋃
r∈GKr, the conclusion follows.
We can now obtain the desired result.
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Theorem 2.14 For all a ∈ C∗(B) one has that ‖µλ,T (a)‖ ≤ ‖λB(a)‖. Consequently, C∗R(B) = C
∗
r (B).
Proof: We first claim that for all a ∈ C∗(B) one has that
λB(a) = 0 =⇒ µλ,T (a) = 0.
Suppose that λB(a) = 0. Then for each r ∈ G we have by Lemma 2.12(b) that
µλ,T (a)V
r = V r(λB(a)⊗ 1) = 0.
Therefore µλ,T (a) = 0 in the range Kr of V
r. By Proposition 2.13 it follows that µλ,T (a) = 0, thus
proving our claim. Now define a map
ϕ : C∗r (B) −→ B(L
2(G;H))
by ϕ(λB(a)) := µλ,T (a), for all a in C
∗(B). By the claim above we have that ϕ is well defined. Also,
it is easy to see that ϕ is a *-homomorphism. It follows that ϕ is contractive and hence that for all a
in C∗(B)
‖µλ,T (a)‖ = ‖ϕ(λB(a))‖ ≤ ‖λB(a)‖.
For the final statement, we note that if µT is faithful, then the map ϕ defined above is the inverse of
the quotient map from C∗R(B) to C
∗
r (B) given in Remark 2.11(ii).
The following generalises [11, 7.7.5] to the context of C∗- algebraic bundles:
Corollary 2.15 Let T : B → L(H) be a non-degenerate ∗-representation of the C∗-algebraic bundle
B and let µλ,T be the representation of B on L
2(G;H) given by µλ,T (bt) = λt ⊗ Tbt , for t ∈ G, and
bt ∈ Bt. Then µλ,T is a well defined representation and induces a representation of C∗(B)(again
denoted by µλ,T ). In this case, µλ,T factors through C
∗
r (B). Moreover, if φ = T |Be is faithful, the
representation of C∗r (B) arising from this factorisation is also faithful.
Proof: By Remark 2.11(a), µλ,T factors through a representation of C
∗
R(B) = C
∗
r (B) (Theorem 2.14).
Now if φ is faithful, then by Theorem 2.14, Lemmas 2.6 and 1.6(a), ‖µλ,T (a)‖ = ‖λB(a)‖. This proves
the second statement.
3 The approximation property of C∗-algebraic bundles
From now on, we assume that µT (see the paragraph before Lemma 2.3) is faithful. Moreover, we will
not distinguish L(B) and its image in C∗(B).
The materials in this section is similar to the discrete case in [6]. Let Be be the C∗-algebraic bundle
Be×G over G. We will first define a map from L2e(Be)×C
∗
r (B)×L
2
e(Be) to C
∗(B). For any α ∈ L(Be),
let Vα be a map from H to L2(G;H) given by
Vα(ξ)(s) = φ(α(s))ξ
(ξ ∈ H; s ∈ G). It is clear that Vα is continuous and ‖Vα‖ ≤ ‖α‖. Moreover, we have V ∗α (Θ) =∫
G φ(α(r)
∗)Θ(r) dr (α ∈ L(Be); Θ ∈ L
2(G) ⊗ H = L2(G;H)) and ‖V ∗α ‖ ≤ ‖α‖. Thus, for any
α, β ∈ L2e(Be), we obtain a continuous linear map Ψα,β from L(L
2(G) ⊗H) to L(H) defined by
Ψα,β(x) = V
∗
αxVβ
with ‖Ψα,β‖ ≤ ‖α‖‖β‖. Recall from Remark 2.11(a) and Theorem 2.14 that C∗r (B) is isomorphic to
the image of C∗(B) in L(L2(G) ⊗H) under µλ,T = (µT ⊗ λG) ◦ δB.
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Lemma 3.1 Let α, β ∈ L(Be) and f ∈ L(B). Then Ψα,β(µλ,T (f)) = α · f · β where α · f · β ∈ L(B) is
defined by α · f · β(s) =
∫
G α(t)
∗f(s)β(s−1t) dt.
Proof: For any ξ ∈ H, we have
Ψα,β(µλ,T (f))ξ =
∫
G
φ(α(t)∗)(µλ,T (f)Vβξ)(t) dt
=
∫
G
∫
G
φ(α∗(t))Tf(s)φ(β(s
−1t))ξ dsdt
=
∫
G
T(α·f ·β)(s)ξ ds.
Hence we have a map from L2e(Be)×C
∗
r (B)× L
2
e(Be) to C
∗(B) such that ‖α · x · β‖ ≤ ‖α‖‖x‖‖β‖.
Next, we will show that this map sends L2e(Be)× µλ,T (L(B))× L
2
e(Be) to L(B).
Lemma 3.2 For any α, β ∈ L2e(Be) and f ∈ L(B), α · f · β ∈ L(B).
Proof: If α′, β′ ∈ L(Be)
‖(α′ · f · β′)(s)‖ = sup{| 〈η,
∫
G
Tα′(t)∗f(s)β′(s−1t)ξ dt〉 |: ‖η‖ ≤ 1; ‖ξ‖ ≤ 1}
≤ sup{‖f(s)‖(
∫
G
‖φ(α′(t))η‖2 dt)1/2(
∫
G
‖φ(β′(t))ξ‖2 dt)1/2 : ‖η‖ ≤ 1; ‖ξ‖ ≤ 1}
= ‖f(s)‖‖α′‖‖β′‖.
Let αn and βn be two sequences of elements in L(Be) that converge to α and β respectively. Then
(αn · f · βn)(s) converges to an element g(s) ∈ Bs. Moreover, since f is of compact support and the
convergence is uniform, g ∈ L(B) and supp(g) ⊆ supp(f). In fact, this convergence actually takes
place in L1(B) and hence in C∗(B). Therefore Ψα,β(µλ,T (f)) = µT (α · f · β).
Remark 3.3 The proof of the above lemma also shows that Ψα,β sends the image of Bt in M(C
∗
r (B))
to the image of Bt in M(C
∗(B)). Hence Ψα,β induces a map Φα,β from B to B which preserves fibers.
Definition 3.4 Let {Φi} be a net of maps from B to itself such that they preserve fibers and are linear
on each fiber.
(a) {Φi} is said to be converging to 1 on compact slices of B if for any f ∈ L(B) and any ǫ > 0, there
exists i0 such that for any i ≥ i0, ‖Φi(b) − b‖ < ǫ for any b ∈ f(G) (f(G) is called a compact slice of
B).
(b) Then {Φi} is said to be converging to 1 uniformly on compact-bounded subsets of B if for any
compact subset K of G and any ǫ > 0, there exists i0 such that for any i ≥ i0, ‖Φi(b) − b‖ < ǫ if
π(b) ∈ K and ‖b‖ ≤ 1.
Lemma 3.5 Let {Φi} be a net as in Definition 3.4. Then each of the following conditions is stronger
than the next one.
i. {Φi} converges to 1 uniformly on compact-bounded subsets of B.
ii. {Φi} converges to 1 uniformly on compact slices of B.
iii. For any f ∈ L(B), the net Φi ◦ f converges to f in L1(B).
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Proof: Since every element in L(B) has compact support and is bounded, it is clear that (i) implies
(ii). On the other hand, (ii) implies (iii) is obvious.
Following the idea of [6], we define the approximation property of B.
Definition 3.6 (a) Let B be a C∗-algebraic bundle. For M > 0, B is said to have theM -approximation
property (respectively, strong M -approximation property) if there exist nets (αi) and (βi) in L(Be) such
that
i. supi ‖αi‖‖βi‖ ≤M ;
ii. the map Φi = Φαi,βi (see Remark 3.3) converges to 1 uniformly on compact slices of B (respec-
tively, uniformly on compact-bounded subsets of B).
B is said to have the (respectively, strong) approximation property if it has the (respectively, strong)
M -approximation property for some M > 0.
(b) We will use the terms (strong) positive M -approximation property and (strong) positive approxi-
mation property if we can choose βi = αi in part (a).
Because of Remark 3.7(b) below as well as [11, 7.3.8], we believe that the above is the weakest
condition one can think of to ensure the amenability of the C∗-algebraic bundle.
Remark 3.7 (a) Since any compact subset of a discrete group is finite and any C∗-algebraic bundle has
enough cross-sections, the approximation property defined in [6] is the same as positive 1-approximation
property defined above.
(b) It is easy to see that the amenability of G implies the positive 1-approximation property of B (note
that the positive 1-approximation property is similar to the condition in [11, 7.3.8]). In fact, let ξi be
the net given by [11, 7.3.8] and let ηi(t) = ξi(t). If uj is an approximate unit of Be (which is also a
strong approximate unit of B by [7, VIII.16.3]), then the net αi,j = βi,j = ηiuj will satisfy the required
property.
(c) We can also formulate the approximation property as follows: there exists M > 0 such that for any
compact slice S of B and any ǫ > 0, there exist α, β ∈ L2e(Be) with
‖α‖‖β‖ ≤M and ‖α · b · β − b‖ < ǫ
if b ∈ S. In fact, we can replace L2e(Be) by L(Be) and consider the directed set D = {(K, ǫ) : K is a
compact subset of G and ǫ > 0}. For any d = (K, ǫ) ∈ D, we take αd and βd that satisfying the above
condition. These are the required nets.
We can now prove the main results of this section.
Proposition 3.8 If B has the approximation property, then the coaction ǫB = (id⊗λG)◦δB is injective.
Proof: Let Φi = Φαi,βi be the map from B to itself as given by Definition 3.6(a)(ii) and Ψi = Ψαi,βi .
Let Ji = Ψi◦µλ,T . By Lemma 3.2, for any f ∈ L(B), Ji(f) ∈ L(B) (note that we regard L(B) ⊆ C∗(B))
and Ji(f)(s) = Φi(f(s)) (s ∈ G). Since Φi ◦f converges to f in L1(B) (by Lemma 3.5), Ji(f) converges
to f in C∗(B). Now because ‖Ji‖ ≤ ‖Ψi‖ ≤ supi ‖αi‖‖βi‖ ≤ M , we know that Ji(x) converges to x
for all x ∈ C∗(B) and ǫB is injective.
Note that if G is amenable, we can also obtain directly from the Lemma 1.4(a) that ǫB is injective.
Theorem 3.9 Let B be a C∗-algebraic bundle having the approximation property (in particular, if G
is amenable). Then B is amenable.
Proof: Proposition 3.8 implies that C∗R(B) = C
∗(B) (see the paragraph before Remark 2.11). Now
the amenability of B clearly follows from Theorem 2.14.
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4 Two special cases
I. Semi-direct product bundles and nuclearity of crossed products.
Let A be a C∗-algebra with action α by a locally compact group G. Let B be the semi-direct
product bundle of α.
Remark 4.1 B has the (respectively, strong) M -approximation property if there exist nets {γi}i∈I and
{θi}i∈I in K(G;A) such that
‖
∫
G
γi(r)
∗γi(r) dr‖ · ‖
∫
G
θi(r)
∗θi(r) dr‖ ≤M
2
and for any f ∈ K(G;A) (respectively, for any compact subset K of G),
∫
G
γi(r)
∗aαt(θi(t
−1r)) dr
converges to a ∈ A uniformly for (t, a) in the graph of f (respectively, uniformly for t ∈ K and
‖a‖ ≤ 1).
Definition 4.2 An action α is said to have the (respectively, strong) (M -)approximation property
(respectively, α is said to be weakly amenable) if the C∗-algebraic bundle B associated with α has the
(respectively, strong) (M -)approximation property (respectively, B is amenable).
Let G and H be two locally compact groups. Let A and B be C∗-algebras with actions α and β
by G and H respectively. Suppose that τ = α⊗ β is the product action on A⊗B by G×H .
Lemma 4.3 With the notation as above, if A is nuclear and both α and β have the approximation
property, then (A⊗B)×τ (G×H) = (A⊗B)×τ,r (G×H).
Proof: Let B, D and F be the semi-direct product bundles of α, β and τ respectively. Then C∗r (F) =
C∗r (B) ⊗ C
∗
r (D) (by Example 2.8). Moreover, since A is nuclear, C
∗(F) = C∗(B) ⊗max C∗(D) (by
Example 2.8 and [10, 3.2]). It is not hard to see that the coaction, δF , on C
∗(F) is the tensor product
of the coactions on C∗(B) and C∗(D). Suppose that C∗(F) is a C∗-subalgebra of L(H). Consider as
in Section 2, the composition:
µF : C
∗(F)
δF−→ C∗(F)⊗max C
∗(G×H)
id⊗λG×H
−→ L(H⊗ L2(G×H))
and identify its image with C∗R(F) = C
∗
r (F) (see Remark 2.11(a)). We also consider similarly the
maps µB and µD from C
∗(B) and C∗(D) to L(H ⊗ L2(G)) and L(H ⊗ L2(H)) respectively. Now for
any f ∈ L(B) and g ∈ L(D), we have µF(f ⊗ g) = (µB(f))12(µD(g))13 ∈ L(H⊗ L2(G) ⊗ L2(H)). As
in Section 3, we define, for any k ∈ L(Be) and l ∈ L(De), an operator Vk⊗l from H to H⊗L
2(G×H)
by Vk⊗lζ(r, s) = k(r)(l(s)ζ) (r ∈ G; s ∈ H ; ζ ∈ H). It is not hard to see that Vk⊗l(ζ) = (Vk ⊗ 1)Vl(ζ)
and
V ∗k⊗lµF (f ⊗ g)Vk′⊗l′ = (V
∗
k µB(f)Vk′ )(V
∗
l µD(g)Vl′ ) ∈ L(H)
(note that Br commutes with Ds in L(H)). Now let ki, k
′
i ∈ L(B) and lj , l
′
j ∈ L(D) be the nets that
give the corresponding approximation property on B and D respectively. Then V ∗kiµB(f)Vk′i converges
to f in C∗(B) and V ∗ljµD(g)Vl′j converges to g in C
∗(D). Hence Ji,j(z) = V ∗ki⊗ljµF (z)Vk′i⊗l′j converges
to z in C∗(F) for all z ∈ L(B) ⊗alg L(D). Since ‖Ji,j‖ is uniformly bounded, µF is injective and
C∗(F) = C∗r (F).
An interesting consequence of this proposition is the nuclearity of the crossed products of group
actions with the approximation property (which is a generalisation of the case of actions of amenable
groups). Note that in the case of discrete group, this was also proved by Abadie in [1].
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Theorem 4.4 Let A be a C∗-algebra and α be an action on A by a locally compact group G. If A is
nuclear and α has the approximation property, then A×α G = A×α,r G is also nuclear.
Proof: By Lemma 4.3 (or Theorem 3.9), A ×α G = A ×α,r G. For any C∗-algebra B, let β be
the trivial action on B by the trivial group {e}. Then (A ×α G) ⊗max B = (A ⊗max B) ×α⊗β G =
(A⊗B)×α⊗β,r G = (A×α,r G)⊗B (by Lemma 4.3 again).
One application of Theorem 4.4 is to relate the amenability of Anantharaman-Delaroche (see [4,
4.1]) to the approximation property in the case when A is nuclear and G is discrete. The following
corollary clearly follows from this theorem and [4, 4.5].
Corollary 4.5 Let A be a nuclear C∗-algebra with an action α by a discrete group G. If α has the
approximation property, then α is amenable in the sense of Anantharaman-Delaroche.
We don’t know if the two properties coincide in general. However, we can have a more direct and
transparent comparison of them in the case of commutative C∗-algebras and show that they are the
same. Furthermore, they also coincide in the case of finite dimensional C∗-algebras.
Corollary 4.6 Let A be C∗-algebra with action α by a discrete group G.
(a) If A is commutative, the followings are equivalent:
i. α is amenable in the sense of Anantharaman-Delaroche;
ii. α has the positive 1-approximation property;
iii. α has the approximation property.
(b) If A is unital and commutative or if A is finite dimensional, then (i)-(iii) are also equivalent to the
following conditions:
iv. α has the strong positive 1-approximation property;
v. α has the strong approximation property.
Proof: (a) By [4, 4.9(h’)], α is amenable in the sense of Anantharaman-Delaroche if and only if there
exists a net {γi} in K(G;A) such that ‖
∑
r∈G γi(r)
∗γi(r)‖ ≤ 1 and
∑
r∈G γi(r)
∗αt(γi(t
−1r)) converges
to 1 strictly for any t ∈ G. It is exactly the original definition of the approximation property given
in [1]. Hence conditions (i) is equivalent to conditions (ii) (see Remark 3.7(a)). Now part (a) follows
from Corollary 4.5.
(b) Suppose that A is both unital and commutative. Let α satisfy condition (i) and {γi} be the net as
given in the proof of part (a) above. As A is unital, the strict convergence and the norm convergence
are equivalent. Moreover, as G is discrete, any compact subset K of G is finite. These, together with
the commutativity of A, imply that
∑
r∈G γi(r)
∗αt(γi(t
−1r)) converges to 1 strictly for any t ∈ G if
and only if
∑
r∈G γi(r)
∗aαt(γi(t
−1r)) converges to a ∈ A uniformly for t ∈ K and ‖a‖ ≤ 1. Thus,
by Remark 4.1, we have the equivalence of (i) and (iv) in the case of commutative unital C∗-algebras
and the equivalence of (i)-(v) follows from Lemma 3.5 and Corollary 4.5. Now suppose that A is a
finite dimensional C∗-algebra (but not necessary commutative). By [4, 4.1] and [4, 3.3(b)], α satisfies
condition (i) if and only if there exists a net {γi} in K(G;Z(A)) (where Z(A) is the centre of A = A∗∗)
such that ‖
∑
r∈G γi(r)
∗γi(r)‖ ≤ 1 and for any t ∈ G,
∑
r∈G γi(r)
∗αt(γi(t
−1r)) converges to 1 weakly
(and hence converges to 1 in norm as A is finite dimensional). Let K be any compact (and hence finite)
subset of G. Since αt(γi(t
−1r)) ∈ Z(A),
∑
r∈G γi(r)
∗aαt(γi(t
−1r)) converges to a ∈ A uniformly for
t ∈ K and ‖a‖ ≤ 1. This shows that α satisfies condition (iv) (see Remark 4.1). The equivalence
follows again from Lemma 3.5 and Corollary 4.5.
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Because of the above results, we believe that approximation property is a good candidate for the
notion of amenability of actions of locally compact groups on general C∗-algebras.
II. Discrete groups: G-gradings and coactions.
Let G be a discrete group and let D be a C∗-algebra with a G-grading (i.e. D = ⊕r∈GDr such that
Dr ·Ds ⊆ Drs and D
∗
r ⊆ Dr−1). Then there exists a canonical C
∗-algebraic bundle structure (over G)
on D. We denote this bundle by D. Now by [6, §3], D is a quotient of C∗(D). Moreover, if the grading
is topological in the sense that there exists a continuous conditional expectation from D to De (see
[6, 3.4]), then C∗r (D) is a quotient of D (see [6, 3.3]). Hence by [12, 3.2(1)] (or [10, 2.17]), there is an
induced non-degenerate coaction on D by C∗r (G) which define the given grading. Now the proof of [9,
2.6], [6, 3.3] and the above observation imply the following equivalence.
Proposition 4.7 Let G be a discrete group and D be a C∗-algebra. Then a G-grading D = ⊕r∈GDr
is topological if and only if it is induced by a non-degenerate coaction of C∗r (G) on D.
Corollary 4.8 Let D be a C∗-algebra with a non-degenerate coaction ǫ by C∗r (G). Then it can be
“lifted” to a full coaction i.e. there exist a C∗-algebra A with a full coaction ǫA by G and a quotient
map q from A to D such that ǫ ◦ q = (q ⊗ λG) ◦ ǫA.
In fact, if D is the bundle as defined above, then we can take A = C∗(D) and ǫA = δD.
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