a) (b) (c) Fig. 1: A typical scene of SemanticPOSS. (a) LiDAR points of only the static objects are visualized. (b) LiDAR points of the dynamic objects are highlighted. (c) Instances of the dynamic objects in a single LiDAR scan.
Abstract-3D semantic segmentation is one of the key tasks for autonomous driving system. Recently, deep learning models for 3D semantic segmentation task have been widely researched, but they usually require large amounts of training data. However, the present datasets for 3D semantic segmentation are lack of point-wise annotation, diversiform scenes and dynamic objects.
In this paper, we propose the SemanticPOSS dataset, which contains 2988 various and complicated LiDAR scans with large quantity of dynamic instances. The data is collected in Peking University and uses the same data format as SemanticKITTI. In addition, we evaluate several typical 3D semantic segmentation models on our SemanticPOSS dataset. Experimental results show that SemanticPOSS can help to improve the prediction accuracy of dynamic objects as people, car in some degree. SemanticPOSS will be published at www.poss.pku.edu.cn.
I. INTRODUCTION
Scene understanding is a vital part of autonomous driving system. In order to distinguish different objects in the environment, autonomous vehicles use sensors such as camera, LiDAR to perceive, and then use a semantic segmentation algorithm to learn how objects distribute in the environment. Compared to camera, LiDAR gives 3D information and it's not easily influenced by various light condition. Therefore, LiDAR has become an essential sensor in most autonomous driving system.
Semantic segmentation for 3D LiDAR point cloud has been widely researched in the past several years. Recently, with the development of deep learning methods, a lot of deep neural network models have been proposed and brought a great progress in 3D semantic segmentation. Some models use 3D point cloud as input directly and give every point a semantic label, such as PointNet [1] , PointNet++ [2] , SPLATNet [3] . Others project 3D point cloud to a surface to generate a 2D range image as input, and then give every pixel a semantic label, such as PointSeg [4] , SqueezeSeg [5] .
However, the generalization performance of deep learning models depends on a large amount and diversity of manually labeled data. For 3D semantic segmentation, we need a large-scale point cloud dataset with point-wise annotation. Although we can find several relevant public datasets such as Semantic3D [6] , SemanticKITTI [7] , it's still hard to satisfy the data requirement of deep learning models. In this paper, we try to discuss three problems existing in public datasets for 3D semantic segmentation:
• Lack point-wise labeled data. Compared to the image datasets such as PASCAL VOC [8] , ImageNet [9] and Cityscapes [10] , the scale of point-wise labeled point cloud dataset is limited. As shown in Table. I, ImageNet contains 14197122 image samples and Cityscapes contains 52425M labeled pixels, much more than any existing 3D dataset. The difficulty of manually annotating 3D point cloud is a nonnegligible reason for the lack of 3D datasets. • Lack scene diversity. A single 3D dataset usually have scene selection bias [11] in some degree. For example, most 3D datasets only contain scenes of structured urban road or highway environment. The lack of scene diversity will limit the generalization performance of deep learning models. If a model is trained at a dataset with low scene diversity, its performance will drop drastically when testing at new different scenes. • Lack dynamic objects. For autonomous driving system, we are extremely concerned about pedestrians, cars in the surrounding. However, most existing 3D datasets contain rich static objects but few dynamic objects, which may make deep learning models detect and recognize the important dynamic instances not as well as other static objects. The quantities of dynamic instances of several datasets are also shown in Table. I. In order to alleviate the problems mentioned above, we propose the SemanticPOSS dataset, which contains 2988 LiDAR scans with point-wise labeling and 14 classes. Meanwhile, we also give instance-level annotations. The data is collected in Peking University, China. Distinct from typical urban road scenes as most datasets, the campus scenes of SemanticPOSS are various with a large number of pedestrians, riders, cars, and so on. We select an example shown in Figure. 1.
For convenience, the provided dataset follows the same data format and interface as SemanticKITTI. It almost doesn't need extra data processing for the model training on SemanticKITTI to use SemanticPOSS. We also evaluate some typical 3D semantic segmentation models on our SemanticPOSS dataset.
II. RELATED WORKS
The increasement and improvement of datasets tremendously contribute to the developing of deep learning models. 3D point cloud datasets also help the research of many tasks such as 3D classification, detection and semantic segmentation. Due to the difference of data collection approaches, the existing 3D point cloud datasets can be divided into 4 types: RGB-D, static point clouds, sequential point clouds, synthetic point clouds. Different type of datasets have different density and features of the point clouds.
A. RGB-D Datasets

RGB-D datasets are collected by RGB-D camera like
Kinect. The RGB-D camera not only gets RGB images like common camera, but also perceive the depth for every pixel, to build 3D space information of the scenes. Because it's hard for RGB-D camera to get high-quality data in outdoor scenes, RGB-D datasets only have indoor scenes generally. NYU-Depth V2 [12] contains 1449 RGB-D images from 364 different indoor scenes with pixel-level labels. SUN RGB-D [13] is similar to NYU-Depth V2, which includes 10335 RGB-D images with 64595 3D bounding box annotations. ScanNet [14] is much more large, which contains 2.5M RGB-D images, 1513 sequences shot in 707 different indoor scenes.
B. Static Point Clouds Datasets
Static point clouds are some discrete, independent point clouds without dynamic objects, which are collected by laser scanner in two ways. One can put a fixed laser scanner at a specific position to get a quite dense point cloud, or equip a mobile side looking laser scanner and a precise GPS/IMU localization system to generate a dense point cloud covering large areas. This type of datasets usually contains many points but few frames and no dynamic objects. Laser scanners are suitable for both indoor environment and outdoor environment. Stanford Large-Scale 3D Indoor Spaces (S3DIS) [15] is composed of 215M points from 5 indoor areas. Oakland [16] is an outdoor datasets with 1.6M labeled points. Paris-lille-3D [17] consists of 143M points from Paris and Lille. Semantic3D [6] contains 4009M points and different scenes captured in Central Europe.
C. Sequential Point Clouds Datasets
Sequential point clouds are collected by moving LiDAR. This type of datasets contains a great quantity of points and frames, but the point cloud of a frame is sparse. It's very hard to annotate so many point clouds, so some use 3D bounding boxes to label objects to lighten the workload, such as the KITTI dataset [18] . SemanticKITTI [7] provides 4549M labeled points in 22 sequences of the KITTI Vision Odometry Benchmark.
D. Synthetic Datasets
Because of the difficulty of the manual point clouds annotation, synthetic datasets provide an approach to rapidly generate considerable number of point clouds with accurate point-wise labels. GTA-V [19] is a popular video game with a virtual world, whose environment is similar to our real world. One can easily create virtual point clouds in GTA-V by some API. SynthCity [20] is a synthetic point cloud that contains 367.9M points with Gaussian noise. However, there is still a gap between synthetic data and realistic scenes, so synthetic datasets can't completely replace real datasets.
Obviously, it's important to choose proper datasets for different tasks. For autonomous driving system, we are more concerned about sequential point clouds. In addition, we pay more attention to the dynamic instances like pedestrians in the environment. Our SemanticPOSS dataset increases the scale of existing sequential point clouds data with pointwise labels. Besides, the scenes of SemanticPOSS is more complicated with considerable quantity of dynamic instances.
III. DATASET CONSTRUCTION
A. Sensors and Data Collection
We use a vehicle equipped with a Pandora 1 sensor module and a GPS/IMU localization system to collect point clouds data. The Pandora integrates cameras, LiDAR and data processing ability into the same module, together with 1 For more details, please refer to www.hesaitech.com advanced synchronization and calibration features. It consists of a 40-channel LiDAR with 0.33 degree vertical resolution, a forward-facing color camera, 4 wide-angle mono cameras covering 360 degrees around the car. In addition, the GPS/IMU is used for providing localization information to help manual annotation. More details are shown in Figure.2 and Table. II. All of the data was collected in Peking University, China. It took about 5 minutes for the data collection vehicle to acquire point clouds, and the vehicle totally traveled about 1.5 kilometers. The vehicle was driven around the teaching buildings and along the way it passed the school gate, main road, parking lot and so on. There were large number of walking or riding students and moving vehicles on the road. Therefore, the scenes are dynamic, various and complicated, especially some road crossing. The route of data collection and some typical scenes are shown in Figure. 3.
B. Data Annotation
We annotate every point with semantic label in Semantic-POSS. Moreover, every dynamic object (people, car, rider) has a unique instance label. It's more difficult to label every point in 3D point clouds than label every pixel in 2D images, which is a reason why large-scale 3D dataset is rare. In order to reduce the requirement of manpower and annotation time as much as possible while ensuring label quality, we use the following annotation process shown in Figure.4: 1) Spatial-Temporal Segmentation: First, we use a segmentation program to divide the point clouds into some segments. It projects the point cloud to a sphere surface to generate a range image. The grey value of a pixel describes the distance between the point and the sensor. It uses the region grow algorithm to divide the range image into several segments, and tracks the same segments in different frames by a simple data association algorithm.
2) Track-wise Annotation: Then, we use a pre-annotation program to give every tracked segment a semantic label by some artificially defined rules. For example, it measures the length, width, height of the segment and finds a proper label to assign from the defined rules. For this track-wise annotation, all points of a tracked segment will get the same semantic label. Meanwhile, it combines information of range images and the matched images captured by cameras to recognize a tracked segment. It uses a pre-trained Mask R-CNN [22] to annotate people, riders, cars in images and transfers the labels to range images. With the help of the matched images, it will give a relatively good annotation result if the segment is close to the sensor. However, it may give wrong labels or wrong segments, which must be corrected by human. For some unlabeled segments or obviously wrong annotated segments, we manually assign the correct labels to them. And we simply keep the unlabeled class to the segment which is hard for us to recognize what it is.
3) Point-wise Annotation: Next, we use the 3D point cloud annotating application provided by SemanticKITTI [7] to manually annotate the multiple overlapped point clouds. We overlap several single scan point clouds by calculating the sensor localization of every single scan from the locating information provided by GPS/IMU and calibration. We use SLAM algorithm [21] additionally to acquire a more accurate localization. The annotating application helps us conveniently visualize, operate and annotate the point clouds. Actually, we have already annotated lots of points after trackwise annotation, so we only need to annotate some unlabeled points and misclassified points according to the hint of trackwise annotation result. Because overlapped point clouds are much denser than single scan point cloud, the difficulty of manual annotation decreases remarkably with the help of preannotation. However, we need to change our view frequently to annotate points in 3D space. Though only part of the points are required to assign semantic labels, it still takes more than 70 percent of time for us to annotate. 4) Instance Annotation: Finally, we generate the instance labels. After all of the points get right semantic labels, we generate a bounding box for every dynamic instance and redo the data association as the first step. This step can be finished by a computer program automatically and it gives nearly completely correct instance labels without manual intervention. Annotators only need to modify some malposed bounding boxes.
C. Dataset Analysis
We define 14 classes to label objects. Figure. where we can find that most frames contain 3-12 people and the number of car varies from frame to frame. The distribution of dynamic instances reflects the variety of the scenes. The large quantity of dynamic objects is the biggest difference between SemanticPOSS and other existing 3D point cloud datasets. For autonomous driving system, it's essential to accurately recognize and detect dynamic objects such as pedestrians and vehicles. Therefore, these complicated and dynamic scenes in SemanticPOSS may help researchers improve the performance and robustness of autonomous driving system in various environment.
IV. EXPERIMENTS
A. Evaluation Metrics
Because our vehicle may pass a position twice or more when collecting data, to ensure the independence between
Spatial-temporal segmentation
Range image segmentation (spatial)
Inter-frame data association (temporal) Fig. 4 : Annotation process. The red boxes and texts mean the work is operated by human, and the blue means the work is operated by computer automatically. training set and test set, we divide SemanticPOSS according to the location of our vehicle, as shown in Figure. 3. For annotating convenience, we simply divide SemanticPOSS into 6 parts, 500 frames per part. Data part 3 is defined as test set, and the others are training set. For 3D semantic segmentation task, deep learning models take point cloud as input and give a semantic prediction to every point. To evaluate the model performance, we use Intersection over Union (IoU) given by
Rule-based classification of track
where T P c ,F P c ,F N c denote the number of true positive, false positive, false negative predictions of the class c. Let N be the number of classes used for measure, the mean IoU (mIoU) is defined as the arithmetic mean of IoU, namely
We design two experiments to analyze the performance of different models and the feature of the dataset itself. The first experiment is training and testing on our SemanticPOSS dataset and comparing the generalization performance of different classes. We just ignore some confusing semantic labels like unlabeled when testing. The semantic labels used for evaluation are people, rider, car, traffic sign, trunk, plants, pole, fence, building, bike, road. The second experiment is cross-dataset generalization experiment [11] between Seman-ticPOSS and SemanticKITTI, namely training models on SemanticPOSS and testing on SemanticKITTI or contrary. The cross-dataset generalization experiment uses the same semantic labels to evaluate as the first experiment, but some semantic labels defined in SemanticKITTI are ignored or merged to keep classes coincident. Notice that all of the evaluation experiments use single scan point cloud as input, not overlapped point clouds, and weights of all classes are same when training.
B. Baseline Models
There are two main deep learning methods for 3D semantic segmentation task distinguished by input form. One uses the raw unordered point cloud as model input and another uses the range image as model input. We choose two typical deep learning models as baseline models, PointNet++ [2] and SequeezeSegV2 [23] .
PointNet++ is the evolution of PointNet [1] . PointNet uses raw point cloud as input directly and outputs class of the 
C. Results and Discussion
The results of the first experiment are shown in Table. III. For comparison we also show the performance of models training and testing on SemanticKITTI. In order to evaluate whether the variety of scenes have an effect on the performance of deep learning model, we do the second experiment using PointNet++. The results are shown in Table. higher than IoU of people whatever the model we use in Table. III. Therefore, sufficiency of data is a necessary condition for deep learning model to learn features of a class. 2) Both SemanticKITTI and SemanticPOSS reflect a degree of scene selection bias. As a consequence, mIoU of PN-KITTI drastically drops when testing on Se-manticPOSS in Table. IV. Similarly, mIoU of PN-POSS also drops when testing on SemanticKITTI. The scene selection bias can be alleviated if multiple datasets are combines to train models. 3) PN-POSS performs better in labeling dynamic objects.
The IoU of people improves when testing on both SemanticKITTI and SemanticPOSS if the model is training on SemanticPOSS. The results show that large number of dynamic instances really improve the abilities to label dynamic objects of deep learning models. Some examples of the model prediction is shown in Figure. 6.
V. CONCLUSION AND FUTURE WORK
In this work, we propose a large-scale 3D point cloud dataset with point-wise labels for 3D semantic segmenta-tion task, SemanticPOSS. The dataset contains various and complicated scenes with large quantity of dynamic instances. Through experimental results we find that if training set contains more dynamic instances, deep learning models will get stronger ability to label dynamic objects. Therefore, SemanticPOSS can help deep learning models improve the prediction accuracy of people, car and so on in some degree.
We plan to give further extension to SemanticPOSS in future work. In addition, our Pandora sensor provides quite accurate match between point clouds from LiDAR and images from camera. So we may add images matched with point clouds to SemanticPOSS, to help the research of semantic segmentation methods using multi-sensor fusion.
