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ВВЕДЕНИЕ 
Сборник содержит результаты исследований по теорети­
ческой кибернетике и алгебре, выполненных в основном мате­
матиками Латвийского государственного университета и Риж­
ского института инженеров гражданской авиации. В нем отра­
жается тематика работ, проведенных в 1984 ­ 85 г г . на мате­
матических кафедрах и в научных подразделениях этих вузов 
в рамках отраслевой программы: 
Направление: Разработка теоретических основ математи­
ческого обеспечения ЭВМ. 
Проблемы 1.12.2 (по координационному плану АН ССР): 
Системное математическое и программное обеспечение. 
№ гос. регистрации 81031074 
(см. также постановку Минвуза СССР и АН СССР * 1473/146 от 
29 .12 .80 /31 .12 .80) . Несколько результатов, имеющих выход 
в алгебру (см. ниже), представлены авторами, работающими по 
­ 1.3 .5 . Исследования по алгебре и диfxf»peнциaль­
160.РКИИ ГЛ ним уравнениям, 
утвержденной в координационном совете АН ЛатвССР, 
Работы, включенные в сборник, имеют теоретический ха­
рактер. В статьях по теории автоматов М.Албертса, С.Бойко, 
Я.Булса найдена опенка сложности распознавания контекстко­
свободных языков, определены и­ изучены разные понятия мо­
делирования, а также треугольного произведения автоматов. 
Сюда же относится работа А.Карташова, в которой ' вопрос 
о вероятности возникновения заданной системы рефлексов 
в нейронных сетях сводится к двум комбинаторным зада­
чам. 
Статьи Н.Волкова и Я.Цирулиса посвяшенн математической 
теории баз данных: показана равносильность двух имеющихся 
в литературе понятий алгебры отношений, изучаются алгебра­
ические свойства так называемых абстрактных типов данных и 
многообразий алгебр данных. Еще больший прикладной характер 
имеют работы Н.Вавилова о решении систем линейных уравнений 
и работа В.Детловса, связанная с начатой в республике разра­
боткой информационной системе для хранения и анализа народ­
ных мелодий. 
В некоторых из названных работ использованы алгебраи­
ческие методы исследования. В нескольких работах сборника 
изучаются более абстрактные алгебраические структуры (А.Гва­
рамия, Г.Карасев, Р.Липянский, Г.Пивоварова, В.Штейнбук).Ра­
бота З.Дискина о синтаксических моделях примыкает к матема­
тической логике. < 
Результаты, полученные авторами сборника, ­ новые или 
же улучшают известные в литературе и представляют интерес 
для широкого круга специалистов, работающих в указанных об­
ластях, в том числе и прикладников. 
Алгебра и дискретная мате.лагака: 
Теоретические основы математического, обеспечения ЭВМ. 
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М.Я.Албертс 
РАСПОЗНАВАНИЕ КОНТЕКСТНО­СВОБОДНЬК ЯЗЫКОВ НА 
АЛЬТЕРНИРУЮЩИХ МАШИНАХ ТЬЮРИНГА 
Рассматривается однолентечная модель машины Тьюринга с 
записью на ленте целях распознавания гонтекетно­спо^оп­
ных языков [ 2 ] . Предположим, что все правила контекстно­сво­
бодного языка имеют один из следухцих видов: А­»8С , А-* а. 8 , 
д — а & или А -*• с , где А, В , . . . ­нетерминальные, а 
а ,Ь I ...­терминальные символы. Для описания вывода не­
которого слова из языка мы воспользуемся записью в зиде двух­
этажного бинарного скобочного выражения, которое назовем ско­
бочным выводом этого слова. Для простоты изложения продемон­
стрируем это кодирование вывода слова на цримере. 
Скобочное выражение 
$АСА<хЕЬЬссЕСй.аАВ<г«0^Г6^ккйНаа НРрВЗ 
означает, что слово аЬсЫе/уЬа, получено в результате при­
менения следующих правил: 
5->АВ, А - » С Я , С~* а£, £ - Ь с , в ~*еО> 
£ -* Си, С , И ­» а . 
•Нике мы будем изучать бинарные скобочные выражения , ко­
торые определим следующим образом: 
ОПРЕДЕЛЕНИЕ I . 
1. () ­ бинарное выражение, 
2 . если А , в ­ бинарные выражения, то (А8) ­ бинарное 
выражение. 
Через ATIME(n­) обозначим класс языков, распознаваемых 
на альтернирующих машинах Тьюринга с записью на ленте (ATM) 
за линейное время. Точное определение ATM см. в £3] . 
Леама I . Пусть А ­ конечный алфавит, 8 с А , & 4А -
маркер и пусть L4 ~ | » , ^ А * , Projñ•* " ProjB У } -
Тогда L1 € АТ//ЧЕ(") 
Доказательство. Данное входное слово w с |w( = n. при­
нимается, если выполняются следующие условия: 
(1 .1) w имеет вид л * у , где х, у € А * , 
(1.2) p r o / f l x является префиксом projey , 
(1 .3) Pr°Juy является префиксом p>ojes , 
Предположим, что projRя * X , . . . ­* а и pr^& 
Условие ( I . I ) проверяется детерминированно за время п. . 
Опичтем проверку условия ( 1 . 2 ) ; (1 .3 ) проверяется аналогично. 
На ленте используем пять дорожек. Первая дорожка содержит 
«ходмое слове. Машина универсально выбирает символ х с ( •<*<•­
п слове л и отмечает его на второй дорожке, а затем экзис­
тенциально выбирает и отмечает символ ^ й ( 4 < < 6 ) в слове у. 
Слово pr°ja* является префиксом proj'6% т . т . т . , когда для 
каждого с можно подобрать oL такое, что выполняются следу­ • 
ящие условия: 
(1 .4) с ^ d , 
(1 .5) хс**и. 
Машина экзистенциально угадывает и помешает* на третью 
дорожку неперекрывающиеся двоичные представления т1 , m¿ , 
..., т.^ натуральных чисел ( u i I л i выбрано произвольно) так , 
"to m t e 4 ,т. находится под первым символом х , а первый 
символ ­ под последним символом -X . На четвертой экзис­
тенциально угадываются nf , . . . , nv («""«l^l выбрано произ­
вольно) так, что п,т 4 , п1 находится под первым символом 
у , а первый символ п у под последним символом у. . На пятой 
дорожке машина угадывает неперекрывающиеся двоичные представ­
ления р1 , . . . , Ям.*­.i натуральных «исел так, что первые 
символы pf, . . . находятся под первыми символами m1t 
. . . , т ч » .«*•. , . . . »*V соответственно. 
т., та . | П и . 
ф и рМ*4 
Найдутся такие заполнения дорожек и вместе с тем такие 
поддеревья дерева вычисления, где все т ^ , п . £ и р к­имеют дли­
ну, не превосходящую С(Се^п) и все записи р1 находятся 
друг от друга на расстояниях, не превосходящих 0(п/Сср п) . 
Такие поддеревья назовем хорошими. Число, представленное сло­
вом тс, обозначим через т . г . 
Машина универсально выбирает одно из следующих утвержде­
ний и детерминированно проверяет его в отдельности для каж­
дого с %Л ,< . 
(1 .7) для каждого Се { У , с е г н е н т слова л на пер­
вой дорожке между левыми концами m ¿ и содержит 
символов из алфавита В; если нет, то вход отвергается, 
(1 .8) для каждого^'е {' , . . . ,"•-<} сегмент слова л на пер­
вой дорожке между левыми концами пу- и лу,, содержит п/,4- Я, 
символов из алфавита В; если нет,, то вход отвергается, 
(1 .9) для каждого л 2 ] и м е е т место равенство 
= Рк 5 в с Л 1 " н в т » то В*°Д отвергается. 
Заметим, что на хороших поддеревьях вычислений провер­
.ка каждого из утверждений ( 1 . 7 ) ­ ( 1 . 9 ) требует времени не больше 
чем ОСп}. На второй дорожке детерминированно вычисляем двоич­
ные записи с и Ы. (используя отметки С и £> и ближайшие за­
писи т . £ и »гу , соответственно). Это можно сделать за время 
. Затем детерминированно проверяем, равны ли с и Ы 
как двоичные числа соседним записям рн . Если хоть один из 
о­ и Ы отжимается от ближайшего р„ , то вход отвергается. 
На хороших поддеревьях проверка условия (1.4) производится 
за время О(п), Условие (1 .5 ) проверяется за время Ое»), Ес­
ли , то вход принимается, в противном случае отвергает­
с я . Таким образом, если */ принимается, то любое хорошее при­
нимающее поддерево вычислений имеет глубину С*с«,>. 
Демма 2. Пусть А ­ конечный алфавит, 8 , С с А ,#4& -
­ маркер, и пусть 
ц = | л е А ; \рго/ъл\­ | р г 0 ( / с * | } } 
12>= \* | л « А * , ! р { о д ь л \ < \ р " 4 С л 1} , 
I Ц = {х ( л б А* > I р«-*/в<1 > I Р-чус* I ] • 
Тогда 1­2, (.3 , 1 1 » « А Т / Н Е ( М . 
Доказательство. Пусть А* . Предположим, что 
рго! л 6Г и рг°/с* с, с „ • Данное входное 
слово л принимается т . т . т . , когда п с » п ь . Используем три 
дороп:и, первая из которых содержит входное слово. На второй 
дорожке угадываются неперекрывающиеся двоичные представления 
т 1 , т л . . . . . " " "и . (" ­«И*! ) так , что "\, = '/ , начинается 
пол первым символом х , а т и ­ последним символом слова •* . 
Нп третьей дорожке угадываются п1 , . . . , с такими же свойст­
вами как т . Если все m¿ и имеют длину, не пре­
восходящую С(ы{.,), и все записи на каждой из дорожек нахо­
дятся на расстояниях, не превосходящих С(п/&у „) , то такие 
поддеревья дерева вычисления назовем хорошими. Машина универ­
сально выбирает одно из следующих условий и проверяет детер­
мичированно для каждого *• и у в отдельности: 
(2 .1 ) для каждого , и-4 } сегмент слова иг 
на первой дорожке между левыми концами т и и т . 4 < содержит 
РЙГ^ ,>ъ¿ символов из алфааита В; если нет, то вход 
отгергается, * 
(2 .2 ) для каждого у ' * > ?.Л сегмент слова .* 
на лярвой порожке между левыми концами и содержит 
тг^, ­ символов из алфавита С; если нет, то вход 
отвергается, 
(2 .3 ) проверяем, имеет ли место равенство т^^п.^ , 
если нет, то вход отвергается. 
На хороших поддеревьях дерева вычислений проверка каждого 
из условий (2.1)­(2.3) требует времени не больше . Та­
ким образом, если х принимается, то любое хорошее принимаю­
щее поддерево вычислений имеет глубину (?сщ . 
Определение 2. Пусть СЛ.)]* „ Пару символов 
( о . ; , ^ ) будем называть хорошей, если: 
2. Если ^ ф с у/. 4 , то существует гак называемый центр 
а к а * * * слова ас...а^ такой, что 
а) о-^Лц^ - )( , 
б) 1 Г ; А < > * " * ­ = 1г"А»а<—- ­ « * I , 
Лемма 3. ПУСТЬ о 4 , .••*«*•{.<,)}* Слово о , . . ап явля­
ется бинарным скобочным выражением т . т . т . , когда 
1° ( а , , а п )­хорошая пара, 
2° "«/г* С*, . . . , п ­ < ] 3^ такое, что: 
если « ; » с , то у * I и (о.; ,и^) ­ хорошая пара; 
если «­с = ) , то J<¿ и ( а,­, а,­ ) ­ хорошая пара. 
Доказательство, ­ к . Докажем с помощью математи«еской 
индукции. Очевидно, что для слова ( ) имеет место 1° и 2°. 
Предположим, что для а1...ап е { с , >}* и Ьч... ь„ е { с , } | * 
имеет место I 0 и 2°. Тогда для. слова {а<*<1к ь , . . ь т ) 
имеет_место 2°. Осталось доказать 1°, т . е . что первый и по­
следний символ слова ( а , . . . о„Ь . , . . . ьт) образуют хорошую па­
ру. Выбрав центром слова (0,... а„ о4 . . . Ь„ , ) подслово 0*Ь4 . 
нетрудно*­ видеть, что имеет место 1°. 
Рассмотрим слово а « . . . «„е { с, > 1 * . И з предположе­
ния вытекает, что (<*1 , «„ )­хорошая пара. Если а.,-- • л„ = () , 
то требуемое доказано. В противном случае пусть 0.^0.^, -
центр слова а , . ­ • а л . Это означает, что слово а,... а л име­
ет вид ( ( а 1 ­ л к _ , ) (<а ы < 1 .­. а „ ­ л , ) ) . Далее рассмотрим слово 
• Поскольку ( о»,)­хорошая паря, легко видеть. 
- - ю - _ . 
что с символом a^tw один из символов слова а.,... «а^, кроме 
ак , че может образовать хорошую пару. Из предположения о 
том, что такая пара должна существовать, следует, что ( dp**) ­
хорошая пара. По тем же соображениям и ( a ^ t , ) ­ хоровая 
пара. Далее со словами о^...ал* 3 * , , . . . 4 , ^ поступаем так же как 
со словом а, > %, а л • Поскольку слово а,., а ^ к о н е ч н о е , через ко­
нечное "исло тагов ЭТОТ процесс закончится. Очевидно, что в 
конце полупим бинарное скобочное выражение. 
Лемма 4 t ПУСТЬ L5" * {*| ж e { C , j i * ­ бинарное скобочное 
выражение. Тогда L5 *• ATI ME ( л ) . 
Доказательство. Построим мамину М , которая принимает 
язык 15" . М универсально выбирает одно из следующих утвер­
ждений и проверяет для каждого I в отдельности. 
(4.1*1 ( Q.t, « л )­хорошая пара. 
(4.2) V i e < 2 . , . . . , н ч ] Ъу. iaitOj) .илича^о^­хорошая пара. 
В силу леммы 3 , данное слово х = а , . . . а „ принадлежит 
языку L5" т . т . т . » когда выполняются ( 4 . 1 > ­ ( 4 . 2 ) . Опишем про­
верку условия (4.*?); (4 .1 ) проверяется аналогично. Исполь­
зуем на ленте четыре дорожки. Первая дорожка содержит вход­
ное слово JC . Предположим, что машина уже универсально выб­
рала символ оц ( 4 ) и отметила его на второй дорожке. 
Рассмотрим случай, когда ас <= ( . Справа от л ; экзистен­
ционально выбирает некоторый o.j ( * <j< ) и отмечает его 
на второй дорожке. Если асж ) , то выбор ( л < j < с ) 
происходит слева от а . . 
i ( ) с 
§ * 
Если оу 4 ) , то М отвергает вход. Если ¿••/ и 
«у » ) , то М принимает вход. т 
В остальных случаях экзистенциально выбираем центр 
а , а м < ( «:< и <^'­У ) слова Л£...Лу' и отмечаем его на вто­
рой дорожке. Потом (для всех т и р ) универсально выбираем 
одно из следующих утверждений и проверяем его за время 
& ( I f l j . . . G-j i ) , используя метки на второй дорожке, а в 
качестве рабочих ­ третью и «етвертую дорожки (см. Лемму 2 ) : 
(4 .3) I p ^ c i < » £ . * • = I Р г еУ u j • ­ Q * l , 
(4.4) lf>r~j{il«*.4 . . .^­.,1 » I pr*?j\)}•**•«••­ «у­И, 
(4.5) V n , ( i t < < M < ( l ) | p r o j ( ( 1 4 ; , ) . . . e „ | >F r oJ<>j<W­ a . , / , 
(4.6) ^ Р ^ < Р < < / ­ < Л Р г ^ 0 ^ ­ ­ ­ у | ' Р % 1 « « « ­ л / ' 1 • 
При проверке некоторого из условий ( 4 . 3 ) , (4.6) машина 
И принимает .х , если оно выполняется, и отвергает в про­
тивном случае. 
Таким образом, М принимает L$ за время . 
Теорема. Пусть L ­ контекстно­свободный язык. Тогда 
1_€ АТ/М£ (>•»'. 
Доказательство. Предположим, что грамматика £ задает 
некоторый контекстно­свободный язык L и все правила вывода 
имеют один из следующих видов: А -*• ВС , А­» а в , 
А­е. дЬ _или А ­* о. , где А , В нетерминальные сим­
вола из алфавита i , и а , 4 , . . . терминальные символы 
из алфавита £ . Построим ATM М , которая принимает язык L­
эа линейное время. Данное входное слово jc-x1...x„ в 5.*" 
принимается т . т . т . , когда существует скобочный вывод слова х 
в грамматике «;£ . Экзистенциально будем угадывать этот ско­
бочный вывод слова jc после записи слова х на ленте. Если 
такой вывод существует, то длина его . 
Используем две дорожки. На первой экзистенциально уга­
дываем слово ^ 6 ( z u i ) \ а на второй; ­ слово 
той же длины. 
* X • * 
# 1 
Нам остается проверить, является ли угаданная двухэтаж­
ная запись скобочным выводом слова х в грамматике . Ма­
шина И универсально выбирает и проверяет одно из следующих 
условий: 
­ 12 ­
(5.1) рг°дху ~ л^х^кг*ь..Хпхп , если нет, то вход 
отвергается, 
(5.2) х - бинарное скобочное выражение, если нет, то 
вход отвергается, 
(5.3) если ( ¿1 , ) хорошая пара в слове г , *нж++л 
­ центр слова М$*1'Х/ , то на второй ленте имеет место сле­
дующая картина: 
А В ß с С А 
2* **Н 
и грамматика •£ содержит правило вывода А ­» в с . если нет, 
то вход отвергается. * 
Поскольку длина скобочного вывода слова хе<£ есть 
, то ( 5 . 1 ) ­ ( 5 . 2 ) в силу лемм I и 4 проверяется за время 
&<."­). Условие ( 5 . 3 ) мы проверим параллельно проверке усло­
вия (5 .2) следующим образом. В лемме 4 мы после выборки по­
тенциально хорошей пары ( щ , tj ) и центра слова 
универсально выбирали и проверяли условия ( 4 . 3 ) ­ ( 4 . б ) . В этом 
случае параллельно проверим и условие ( 5 . 3 ) . Поскольку число 
правил вывода грамматики! заранее известно, то эту провер­
ку можно даже детерминирование произвести за время 
(У ( | ti ... *j I ) . Таким образом, машина м принимает язык L 
за время (К­О . 
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АВТОМОРФИЗМЫ ТРЕУГОЛЬНЫХ ПРОИЗВЕДЕНИЙ БИАВТОМАТОВ 
I . Введение. Биавтомат ­ это алгебраическая система 
Ос ~(А,Г~, &) с тремя основными множествами А , 6 , Г 
и тремя бинарными операциями «: А* Г — А , *• А * Г—» В 
и в«.Г —» & . Множество А называется множеством внут­
ренних состояний, множество Г ­ множеством входных сигналов 
и в ­"множеством выходных сигналов(или внешних состояний) би­
автомата. Каждый входной сигнал £ преобразует состояние а 
в новое состояние о/ * о« у « А , внешнее состояние (­ ­ в 
новое внешнее состояние ь ' ­ 6»<р ь в > Я 1 кроме того, $ 
преобразует состояние а в сигнал на выходе ь ­ а * $ * в . 
Мы будем рассматривать только линейные биавтоматы. Пред­
полагаем» что А и В ­ линейные пространс­ва . над некоторым 
полем К и что все переходы: а'-* , а ­» а * *< и 
Ь —• Ь ­ ¿ 1 при каждом данной ^ являются линейными прео­
бразованиями. 
Полугруппе вой биавтомат ­ это биавтомат Ог « (А, г, В) \ в 
котором система входных сигналов Г" е с т ь полугруппа, причем 
умножение в ней связано с операциями « и * следуппииги акси­
омами: 
Ь. 4«. и - (*.^"^ \ 
Пусть А и 6 ­ два линейных пространства, А п 
EhcJ fļ - соотввтствувщие системы эндоморфизмов и HomiAjB) 
­ все линейные отображения из А в В . Все они также являются 
линейными над К пространствами, а в Е*ы.А яЕпЫв имеется 
еще умножение, согласованное с линейными операциями аксиома­
ми линейной /(.­алгебры. 
Обозначим через Е*с4(А, В) декартово произведение 
E»d(A, в) = ВпЫ А * На>~ (А,В) я Епо/(&), 
и на этом множестве зададим полугруппу, полагая: 
где «.* с £„ыА, V ' e Но>« (A.BJ, ^ ' , r t ' « 5 ^ v 6 . 
Можно построить полугрупповой биавтомат (А, В) , в 
котором операции определяются правилами: 
a,)f = a-CK,t, ­ ar, , 
Ь.ц ~ ь ­ ( л . г , / J = ЬЧ>ъ , 
где о, (. А , Ье В ,V, е Enol А , у­ е / / о т 64,5,) , £ , „ / в . 
Если задан биавтомат Ос = (А, г , &) , т о задан гомомор­
физм Г"­» Виг» (А,В). Биавтомат точный, если этот гомомор­
физм ­ вложение. Полугруппе Г соответствует следующая мат­
ричная картинка: 
С*, в) \ 
О EnJ(u) / 
Биавтомат Щ'* (А',Г!&') есть подавтомат биавтомата Л^(А/,&}у 
если /1'еА , Г'с Г , б ' с 8 и, кроме того , л­ ) 1 * , & ' , 
Ь . ^ е В для любых­а € А' , Ь*. В' , j fe £ ' . 
Автоморфизм биавтомата Л'(А,Г. В) - это тройка отображе­
ний б л . А —» А , <*­: Г—» Г , в в ; в — ­ S , где č„ , e f t 
- автоморфизмы линейных пространств А й в соответственно, 
примем выполнены условия согласованности с операциями: 
СЬ.,«()ев =. be e" 1!f" !. 
Для полугрупповых биавтоматов нужно требовать еще, чтобы 
соответствующее °с: Г-+ г~ было автоморфизмом полугруппы Г, 
Обозначим через ЕА , £ & группы автоморфизмов прос­
транств А и в и положим £ = £ Л * 2 В . Определим действие 
£ на ^по<СА,&) по правилу: 
где ( / . , * , ЕнЫ(А,В), ( « А , е в ) б £ . 
Непосредственно проверяется, что так определенное действие 
задает представление ( > £ .) . Покажем, что оно 
сохраняет умножение. ; 
Возьмем <.Ъ'.К*х)* г",*1')е Еле/( л, в), < « , , « в ^ е £ 
Тогда 
^—нормализатор множества Г с Епо4(.А,В) в данном пред­
ставлении ­ это совокупность всех таких ¿ 6 X , что Г, 
Лемма I . Если ( в А , * , «5 а ) есть автоморфизм точного 
биавтомата Ск~(А,Г,В) и ^ ( ч ! , * ^ ) ­ элемент из Г , то 
Доказательство. Возьмем произвольные элементы веА, 
Ье. 0> и обозначим 1"* = ( ^ ' , у ; Иэ определения автомор­
физма биавтомата имеем: 
Так как , о « ^ = а ^ : ь . ^ , £ у ^ т 0 
о в д ­ У ­ а ^ т ; ' , , V • 4 , ^ V • • 
Следовательно, для произвольных элементов о е Л , а«еА 
Таким образом, *, **л + '* >5 6а ­ ев 
*Ъ'**А-%*,*А , f ' V ' f e e .«"Г" « в ' " 4 « * • 
«то ч требовалось. 
Лемма означает, что если ( « л , v , & в ) ­ автоморфизм 
автомата о " = « , г , в , ) , то ч однозначно определяется автомор­
физмами линейных пространств А и В .соответственно. 
Лемма 2. Пусть дан точный биавтомат <Я = ('Л,г, ß) и 
­ такой элемент из ZA *2Q , что для всех эле­
ментов $ =('А,, Г справедливо включение М . + . ^ Ц ^ Г . 
Тогда отображение * . Г —> Г , определяемое по правилу 
есть автоморфизм полугруппы <" , а тройка ( < s A > " > * r e ) ­ а в ­
томорфизм биавтомата Ос =* ("4, f] В). 
Доказательство. Возьмем # "С**,,*, ч^), Дано, «то 
Выше отмечалось, что такое отображение сохраняет умножение. 
Таким образом, мы имеем тройку отображений « А ; А ~* Л , 
«г .• Г—* г , с< й: ß =»а , где бд , е­ а ­ автомор­
физмы пространств А й в соответственно, а w ­ автоморфизм 
полугруппы Г . Чтобы тройка ( 6 л > "*> * в ) была автоморфиз­
мом биавтомата = ¿"4,/", , для всех а е А , ь? С, , 
j'e Г должны выполняться условия 
(a-g)«A = а * у * 
Со »#Ve f t = a s , » j«* 
( Ь ­ и > « а * b ö a ­ j«"1' 
Действительно, 
г<з»|)е л = £>rfeA *AeAo;*'yv<tA «= « e W * . 
Согласно доказанной лемме, найти все автоморфизмы 
биавтомата С(*(л,г,в)т значит опиоать » тег или иных терминах 
нормализатор N^^^^jTi полугруппы dB^CA.e) в описан­
ном представлении (Е"°<(Л,в), Х д к £ в ) . 
2. Треугольное произведение биавтоматов. Пусть даны Ся­
автоматы Ocf^ (Aur,tBA) и аля'С*х,П.,о^ Возьмем 
Ф1 ­ Hon, (А^)у V» Не», (Ал\&,)% Фл= Не»,(еь, а , ) . ** , V *з. 
рассматриваются как абелевы группы во сложению. Ъ действует 
на Ф1 , Фг , У справа яо правилам 
fl действует в ф , , <fc^  , f слева; 
для любых о«.€/«^, ь А е © 4 , / , е Г , , Jf4.6 Г£ ,«,€«»>,, и.***,*­* IP. 
Кроме того, для любых / , « ­ / ^ определены 
элементы *}**",€­V, lfi*4t'f^ ; > • Действующе по правилам 
. «*<&«*4J Лц>*4 ждя каждого ^ « Л * . 
Вое эти действия соглаоованы с линейными операциями в Ф, , Ф^ 
и Y . При этом b ' e / i i ' i M / i ' f , * г / и 
Рассмотрим теперь декартово произведение множеств 
я определим в Г умножение по правилу 
( Ь ' г * ' * * (f<'*<". *5 
где ( / . / / « Л , Httt+k \ Ф,, fir*« 
Покажем, что Г ­ полугруппа: проверим ассоциативность 
введенного умножения. Пусть д**. У', *4', У*), 
3 ^ ' О Л /*• * W ­ *** 
j/; г/, * л.'а* 4 м , у. a w ­
л , 
Итак, Г ­ полугруппа. 
Возьмем Л «. А*©** , Ь = ь , * А Л . Для любых « * , 
Ь ­ ь , . Ь д , где й . е А 1 , а , е А а , Ь , * е , , ь г е Б 1 и ^ * +, Ч .4*а>*Г 
полагаем: 
Проверим аксиомы биавтомата: 
-Со^К.' + с,^'). Г , ' - г ( ^ ' У , : Н " - - « 1 л ' + 
+'*ЛГ*Л+(*л*МЪ'*Ъ*и1'*А" = а ­ У г & . 
Биавтомат Л ~(л,г,а) называется треугольным произъе .­­
нием автоматов Л, и # 4 и обозначается через Л ­ й . ^ а ^ 
­ Пусть даны два биавтомата 
Возьмем их треугольное, произведение 
Полугруппе Г будет отвечать следующая матричная картинка: 
£7> о! А*, Нот 
Ел*1 Вх Нот (6^,8,) 
3 . Замечание об инцидентности. 
Лемма 3 . Если ( 6 Л ( * , еа) ­ автоморфизм треугольного 
произведения конечных биавтоматов Л , , ? # 4 , = (Л«*Л л,, '"|в,©в Л р) > 
то матричная запись элементов б А к « в имеет вид 
«А 
Доказательство. Из результатов работы [ I ] следует, что 
если А' - Г­инвариантное подпространство из А.,© А*, , то 
либо А'эА, , либо А'сА, .Возьмем подавтомат (А«,«", о 1 ) 
и его образ ( А / , Г " , ) при автоморфизме. ( «л > в а ) 
автомата {А<9Аи Г , а , © \ ) . Так как А,в* инвариантно относи­
тельно Р , то либо л < 4 э*­> , либо , Учитывая конечно­
мерность А, , получим А,** = а , , т . е . А< инвариантно относи­
тельно б А . (Если пространство А< бесконечномерно, то Ал 
может быть строго меньше (или строго больше)А­,* ­ см. 132.) 
Аналогично В, инвариантно относительно б а . Из доказанной 
инвариантности подпространств к 6, следует указанный в 
условии вид матричной записи «А и « 9 . 
Наряду с матричной формой записи элементов «; и с в мы 
будем также использовать следующую запись: 
Предположение. Если ( < , , « < , ^ ) ­ автоморфизм треу­
гольного произведения не обязательно конечных биавтоматов 
^ " ^ г , = ( * ' ф Л * > г > а ^ ф В л ­ ) , то имеет место одна из следу­
ющих пар включений: 
1. с * , 
2 . * * А , ^ э б , . . 
Доказательство. Как отмечалось в либо А?*^>А1, ли­
бо Л , 6 *сА 4 ; аналогично либо В^сй, , либо в / в з а ^ . Поэтому, 
вообше говоря, возможны, кроме названных, еще два случая: 
3 . А,*. с А, , 6 ^ ^ &, ; 
4 > 4 / * = 4 , , &,«« с в, . 
Покажем, что случай 4 сводится к случав 2 . Пусть А'я А,"* 
строго больше я , , тогда А' содержит элемент а Л е Л г . Так как 
то <34.*Г " • { а , 1 « £ ' , < е г . $ ' » в . ( . Следовательно, в , в в л й , , 
что и требовалось. 
Если Л< * строго меньше А< , а Вострого больше 8., , то 
А,=А**«'А*1 строго меньше А,* ;В^в'лв^ строго больше в'"',** это­
г о , как показано выше, быть не может. Таким образом, случай 
3 также сводится к одному из предыдущих случаев. 
4 . Основной результат. Пусть даны два биавтомата 
c (.A^£nef(A1,eJ)J s i y ) . Возьмем треугольное произведение 
Теорема. Для то©), чтобы элемент 
( в л > < 5 й / ' « С 6лг. > ва< > «<•» > ^ i > ^ « . ^ « ^ x ^ e 
определял автоморфизм треугольного произведения биавтоматов 
ft^tfft^ , необходимо и достаточно, чтобы элемент 
taf ^ZD определял автоморфизм биавтомата iļfo* (Az> Пг.,в^) ж 
э*«л«нт Sfl)e ZAi* žB определял автоморфизм биавтомата 
Доказательство. Мы должны описать все автоморфизмы тре­
угольного произведения биавтоматов 0>^ax, - м*®**>г» 0 - ф е ^ 
Полугруппа Г* изоморфна подполугруппе г ' из полугруппы 3 
матриц вида 
' хг. 
О 
"ЗА 
в также поду груше Г из полугруппы 3 матриц вида 
10 о У „ 
где сс^­е Н « т ( Д £ , ^ ) , 5§£ « Но», (Дс, в ; >, « « и , ^ ^ ) , ' 
Напомни и, что.при описании автоморфизмов ^ м о и Л а ' С А . г, е > < * , 
мы исходим из представления (ЕцЫСА.Ь),.£« * £ в ) ; в навей 
ситуации А ­.­ Д<® д Л , В » з , в в 4 . Поэтому начнем с рас­
смотрения представления (6,5.) .Пусть 
»>э1 « « л / к Л ! Ъ * . ^ , ^ , А, ,««,.&­.) (I) 
Тогда = ^ " ***' в в * ' 5 д А ' 
где 
< 1 * * * * * < * Д *ЛХ » * * 1 £ Л * М 
¿4 "А* ° Л *** <И «44 4 3 ) 
'Теперь определим представление ( 5 , О >, где 6 ­ полу­
группа матриц такого вида: 
где *^ € НтЬ^Л/) , • " Нот(4.­^ ' ) 
Действие в атом представлении определим следующим образом: 
если • 
то , 
*•« » « ^ » . , з 5 * > , * / « . . > . . < > < Л»' >. 
где элементы « ( , ' , , . в ы ч и с л я ю т с я так 
же, как соответствующие элементы . ? • (* л , « а ) , где £ з а ­
дается формулой ( I ) , вА ,«£ ­ формулой ( 2 ) . 
Легко понять, что представление ( «5, б ) изоморфно 
представлению ( о , Ж. ) . 
Таким образом, для того, чтобы опреде­
лял автоморфизм автомата 01 = &л , необходимо и доста­
точно, чтобы отвечающий ( 6 А , б в ) элемент й ^ л ^ Д а » ^ ,««.,.*««; 
из (3 принадлежал нормализатору полугруппы Г' в представле­
нии ( <5, б • ' ) . . ' • • 
Пусть р * с . ^ , Ъ , ^ ^ , & )Р„ ,^ , £ , 
Тогда ^ л , ^у ,Д;ХУ 4 , $ , А', , , >, . . . „ 
где элементы у ; , У ­ в ы ч и с л я ю т с я по формулам (3.). Так 
как Г ' = * Ноъ(л\,А<) * Ногг,СЛХ)Е>п) * М>«(б^Ц^та для 
того, чтобы Ц ­ е е Г ' » необходимо и достаточно, чтобы 
С другой'стороны, 
а это означает, что элемент , ) лежит в нормализа­^ 
торе полугруппы Гь , вычислежрм в соответствующем представ­
лении. Таким образом, элемент ( « ц , , * ^ ) определяет автомор­
физм автомата Ос^ . ° 
Аналогично, 
, *», * <•«<, , «/,*»„ , К'/н К ) -
таким образом, ( в , 0 $44 ) лежит, в нормализаторе полугруппы 
П, и, следовательно, определяет автоморфизм автомата 014. 
Теорема доказана. 
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of alternations (where n denotes the length of input). 
The main theorem claims that any context-free language 
belongs to the class ATIllE f i n (n). 
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some terms or others, the normalizer ^£ «s Cr) of the 
subgroup ft End(A.B) in the representation (End(A,B) . ^ ^ j 
A necessary and sufficient condition is presented for the 
element (« A . " S ^ ^ * ^ to determine an automorphism of the 
triangular product Ci, V O-t . 
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Я.А.Булс 
НЕКОТОРЫЕ ПОНЯТИЯ МОДЕЛИРОВАНИЯ КОНЕЧНЫХ 
ДЕТЕРМИНИРОВАННЫХ АВТОМАТОВ 
Введение. 
В работе исследуется моделирование конечных детермини­
рованных артоматов. Мы ограничимся вопросами моделирования 
конечных детерминированных артоматов конечными детерминиро­
ванными автоматами, и в дальнейгем слово "автомат" означа­
ет "конечный детерминированный автомат". 
Под автоматом, как обычно, понимается упорядоченная 
пятерка < . Р , £ , Я ,­Г , 0 > , где Р , о , й ­ произволь­
ные конечные непустые множества, а Г , 0 ­ отображения 
П К ­ Р ­ К ,д:Й»Р-*а (см. , например, [ 1 ] , [ 2 р . 
Под 01 всюду понимается автомат < Р , кО , С , Г , ^ > , 
под ­ автомат < X, У , 2 , А , К~> . 
.­• Если V » У" ­ отображения,^то вместо Ч\Т(х)) мы «у­
дем писать "/'у­(х). 
Пусть .5 ­ множество. Через Слго'юэначяотгт объеи 
множества ,5 . Слова "множество" и "алфавит" ун*|требляотмг' 
как синонимы. Множество всех слов в алфавите ^ обозначается 
через W ( 5 ) , а длина слова и ­ через С (<-* ) . 
За определениями неразъясненных здесь понятий читатель 
отсылается к [ 3 ] . 
Запись ж означает, "то л, ­ к­эквиваленткыч 
(пс другой терминалогии: к­неразличимые) состояния, запись 
зГ»­Н' ­ , ч т о они эквивалентны, а запись л:Фж' ­ . что они 
не эквивалентны. 
Символ •** заменяет словесный"' оборот "есть по опреде­
лению" . 
§1 . I­прямое моделирование. 
Определение I . Будем говорить, что (X 1­прямо модели­
рует Л- (в символической записи Ос ) посредством у , 
t , *, , если *: * Р , у . ­у — с # ­ инъек­
ции, такие, что 
t \(z.x> = 0 ( % m .y^ O , (2) 
где r y . x ; 5 1-Х • . 
Если У , у­ , Х­биекции, то говорят, что # и X изо­
ыорфны. 
Предложение I . Если Of sf и ö , £v , то и изо­
морфны. 
Доказательство. Пусть Л ^ посредством v , /• , X , 
а посредством У", у , X • И м е я Р В И ДУ. "то v­инъек­
ция I, заключаем: Саге/ X s, Cor.v Р . v i также инъекция, 
значит Cctf*/f 4 Coro/ X . Отсюда Ca>cl Р - Саге/X , а так 
как Р , X ­ конечные множества, то / ­ биекция. Тем же спо­
собом можно покаяать, что т ­ , р тоже являются биекциями. 
Пусть Ос&,& посредством У", / ; i . Отображения 
•f , V­ естественно продолжить на У ) , К' (У) соответс­
твенно. Тогда 
yiujt) -=? V f c r . v v o , (3) 
ti*#) *й ^-f^)t<ifK (4) 
Где л , и u , it соответственно проиэрольные буквы и 
слова в алфавитах X • У . • 
Предложение 2 . Пусть посредстяом ^ , + , < . 
Тогда для каждого r e x и каждого и е 
fiuizu) = ГО lit. !<u>), 
у Л (г .о­ ; =, о> (Х<г>, (5) 
Доказательство индукцией по длине слова и. . 
52. 1­моделирование. 
Определение 2 . Будем говорить, что СХ 1­моделирует 
(Л посредством У , У , ^ если У.­ / ­» Р , 
У .У­^»<ч . %:Я — И ­ отображения, где у> , * ­инъекции 
такие, что для их продолжений ФЩ0~:\Л<(*), т.- ^v(УJ ~* Мс» 
ЧЧих)% *1и)~*<я), *' (3") 
, У » геД! / а « е И / Щ <ге ^<Х> 
Имея ввиду ( 3 ' ) ­ ( 5 ' ) , из (3)­ (5) сразу следует, 
если СУ *ч & , то <^  >, £• , 
Предложение 3 . Если Ск ,(У' ­ эквивалентные автоматы, 
то а > , Л ' и а-%л •', 
Доказательство. Пусть (к'щ <(Р,й , А ' , Г \ Л ' ) . 
Используя эквивалентность автоматов Л , Ос ' , определяются 
отображения р: й -* , Я ' ­ * Л , ставящие в соответс­
твии каждому состоянию эквивалентное ему состояние. Далее 
следует взять тождественные отображения множеств \Vt-P), 
из чего и получается требуемый результат. 
Предложение 4. Отношения & , , >, на множестве всех ав­
томатов являются предпорядками. • „ 
Следствие. Если щСг соответственно экви­
валентны , то (У в 
Пусть (Л посредством У , У , X . У с ­
ловимся говорить, что состояние л^Х переходит в состояние 
•сей , если *• . 
Предложение 5. Пусть .г , . / ' ­ не ч­эквивалентнне со­
стояния одного и того же автомата •£ . Тогда эти состояния 
переходят в состояния, не являющиеся '«.­эквивалентными. 
Доказательство. Пусть (Ос *< ¿6- ) посредством 
У , У­ » # I тогда г ­инъекция. Остается использовать опре­
деление «.­эквивалентности и тот факт, что %И,ик) = 
­. 28 ­
= К(2.«)Хсли.^,ж> л ю б ы х < е х , и / а ; . 
Следствие. Неэквивалентные состояния переходят в н е ­
эквивалентные состояния. 
Теорема I . Л >, тогда я только тогда, когда найдется 
автомат эквивалентный такой, что <Х 
Доказательство. Достаточность. Сперва строится автомат 
Л ' т а к о й , что Л Потом,исходя из ^ ' .определяется 
такой автомат какой и требуется в теореме. 
Так как 01 * , & , существуют инъективные отображения 
1:НШ*ШР)^ Ч": 1л/1У) ­* ­ 2 " ­ ^ , удовлетворяю­
щие ( 3 ' ) ­ ( 5 ' ) , 
( : ) Пусть Р*» *Ш , ЧрсХ), \,«(Р>)) 
Множество # содержит только те состояния, которые автомат 
01 может достичь из состояний множества входными сло­
нами из множества №(.*СХ)) . Значит ^СИ)^ Я ' ь Я 
Пусть автомат < Р', <?', Д" , Г', уу , где Г'­*» 
чг\я\р^ ?ъО\Ь'*Р\ « 'Ч*?Л>10#1Ь |итно , ч т о Л * * ° ' 
посредством соответствующих тождественных отображений мно­
жеств Я' , с ' , я ' . 
( и ) Для* каждого состояния г'щ автомата Г}­най­
дется такое состояние « . « / ¿ ­ ¿ 7 ( Р т 0 Лг. а * ' > 
Докажем это. Пусть г ' е / г ' ш тогда существует такое 
состояние с « p(Z) и такое слово « е №СР') , ч т о г' = Г(*,**). 
Пусть далее г И/СР,», тогда 
)(*л**)* У(*',«*,) ш 9'(%,м.):>'Сх',ш4л (б) 
Так как и * > е И / и У. биекция, а 
то У " 7 « ^ = -г-ии^гш). Значит,. Т ' гиу , у й к ? суть слова в 
алфавите X. 
По предположению гч-^И) ; из этого следует существо­
вание такого л е „ 2 . , что * ­ £ » а > . Имея ввиду, что 
получаем 
*Л Га, Ч"'!*.*») ­ У(рс*ь <г*-И*ы*#* 3(х,и->). (8) 
*+Х(х>+-*{и))+А(Ас*%г-1Ы))> = (9) 
Состояние ^Мг,^ч(иЦ * / Ш , поэтому 
Имея ввиду ( 6 ) ­ ( 1 0 ) , получаем . 
= Г(у16..1} <г.М,*/; , т . е . ь"ёу,Ш.**ы>), 
Отсюда как следствие получается (*'— Г(Ю , и так как Т-
иньекция, то у'.­ ­У­» СИ'- биекция. 
( Й$ ) Пусть автомат <Х, У , А',А', V ) , где 
Оказывается, что # ^­г ­^ ' и ,Х ­ эквивалентны. 
Пусть г б / и "еД/СХ,), тогда Н*«Му> А**,.*0> 
=Х'(у.и),и)* Значит, г » ^ г ; . 
Если г е й ' , то по ( Ц ) найдется ^С&]Ь(2) такое, что 
для любого слова ^ е IV (X) 
Отсюда А' ( \и ; = •/•Л'/*. , +ы>) . Так как , то 
найдется А « 2 такое, что *• . Это дает: У^*чУ<*Ф* 
= ^ ( ¿ 0 , " ^ . Так как отношение ^ ( транэитивно, заключаем: 
Необходимость следует из предложений 2 и 3. 
Из доказательства достаточности видно: если Ог*<& , 
то С-~НУк В противном случае неверно, что ¿2 г , ^ . 
Следствие. СЧ*,&- тогда и только тогда, когда найдутся 
автоматы Л', л£', эквивалентные соответственно & , , 
и такие, "то 
Мы говорим, что Ос приведенный автомат, если любые 
два состояния этого автомата неэквивалентны. Очевидно, б е д ­
ствие остается верным, если вместо произвольны* агтомятов 
Ос , взять приведенные автоматы. 
Полученные результаты показывают, «то при изучении 
вопросов моделирования можно ограничиться классси ппиввдвкннх 
автоматов, что кажется особенно привлекательным. 
53. 1­прямое 1­моделирование и подавтоматы. 
В [37 употребляется понятие подавтомата. На интуитив­
ном уровне это автомат, для которого представлявший его 
граф, является подграфом представления данного автомата. 
Предложение б. й ? , ^ ­ тогда и только тогда, когда 
существует подавтомат Ос 'автомата О! такой, что Ос'% Ос и з о ­
морфны. 
Мы ограничимся замечанием, что точное доказательство 
предложения требует четкой формулировки понятий "представ­
ление автомата графом" и "подавтомат". 
Итак, для доказательства достаточности сперва замечаем, 
что Ос ^ Ос' , потом используем, что предпорядок. 
При доказательстве необходимости предполагаем, что 
Ос посредством У ^ + , ^ и определяем б*''как автомат 
<+()(>, +(У>.}(2)," Г\1Щ)**Ш >)\$&)*Ш)>. 
Предложение б показывает, что автомат От 1­прямо моде­
лирует только автоматы изморфные своим подавтоматам . 
Теперь о­ 1­моделировании. Пусть &с*4£ . Тогда по т е о ­
реме I найдется автомат А' эквивалентный автомату <& , такой, 
что Ос . Из предложения б следует, что существует авто ­
мат Ос' , изоморфный автомату и такой, что Ос" _ подавто­
мат автомата О . 
Мы можем рассуждать несколько иначе. Пусть Л " = 
<2' *<!,,• ,%~} > < * • , , . - • 
•У=Ч*«>­•••>­.]. и пусть ­А­ X— Р' ,+.У->С(', 
р Я' - биекции, устанавливапцие изоморфизм Ос" и , 
причем буквы *; , ^^расположены в списках так , чтобы 
*1Ч)«у?.­ и Д* я в с в х *•'</' * Густь, кроме того, 
^Ся-с,^)= ле и А . ^ , д ) ­ < ^ г . Определяем автомат 
^ " % < Р ' . 0 ' , / ? : Г > * > , где V * {щ, .. ,к} , 
Г "*>,; , /^)% *« и ^"(г^р^) ь^Чг . И з этого определе­
ния следует, что Ог* и *6- изоморфны, а £*"и Л ' эквивалентны. 
Следствие. Ос ? у тогда и только тогда, когд'а найдет­
ся такой подавтомат Ос' автомата Ос , который или сам изо­
морфен автомату А , или эквивалентен автомату Ос", изомор­
фному & . 
Все это показывает, «то I­моделирование тоже охватывает очень 
ограниченный класс автоматов. 
§4. Прямое моделирование. 
Определение 3 . Будем говорить, что Ck прямо моделирует 
( f t & j é ­ ) посредством v , v­ , ¿ , если Х — *(Р) , 
у. .y-*w(Q) , - отображения такие, что ­
~Г(]С<*),а*))ь +Au,*>~XiU),-t(4, r i o t - инъекция я u.x)e¿*X. 
Условимся продолжать т*. ¿ * на H­'fO , c ­ í » "посредством (3 ) , 
( 4 ) . 
Таким образом, не исключено, что Л fe­JÍ' даже если 
Core/Р < Саге/X • Покажем, что это действительно так. 
Условимся, что ^ н а з ы в а е т с я . ( ( ^ , ^ ­ а в т о м а т о м , 
если СагЛР'^Ы &r¿<?*f*i . Пусть посредством У , / , 
^ . Тогда будем говорить, чтоЛм­j íco словами длины ¿* , 
если л .«• 
««X 
Предложение 7. Если Х­ , $—автомат, то сущест­
тует такой ^J­автомат , «то ¿J&jífco словами дли­
Доказательство п роведем для случая (Р ш ? ' & , так как 
в общем случае не имеется ничего существенно нового. Пусть 
К = , у , Ц У ­ ^ . , ­ < ; Щ « 1 , «bJiíjjC , ~*rJbj}L. 
Сперва поясним идею построения автомата С\ . 
Используя Г , автомат Ct со словами длины к. распозна­
ет запись букры л е Х . Затем, зная J , он выдает слово дли­
ны т , что является записью буквице У в алфавите { 0 , 1 ] . 
Замечая, что автомат сперва реагирует на появление входной 
буквы выдачей выходной буквы, а только потом переходит в но­
вое состояние, удается сэкономить одну букву. 
Далее следует более аккуратное изложение этой идеи. 
Как обнчно, запись ¿=77" означает, что индекс ¿ пробегает 
все натуральные значения от I до * включительно. 
(I) Пусть Z = {•*,>. _.•*„! . Тогда состояниями автомата 0\ 
являются г*, ^ » * у > г Д в в * ^ • у ' ­ в ' 2 * ' » '•" 7 • 
При этом, если Д ^ , / ^ « ^ . , то *Лу * * *^ в противном слу­
чае (т . е . ^ ­ у ) ради определенности * **' • Кроме того' 
(^.) Определение отображения Г 
(а) Г/ ­ у , С 4 ) % , 
где в ­ Л л­­, ,в>'«о,а*­ч , л­ 77"" . 
(б) Если т > * , то 
г ^ > л ^ 
где с » ' , « ­ « , ¿ = 0 , 4 * 1 , **7Гл . 
(О*) Определение отображения й * — . Буквы 
'#в кодируются словами вида <*,.., <х>л,п.4 . Если запись 
числа л в двоичной системе имеет вид Д . . . / 9 , , , , то кодом 
буквы л3 по определению является слово , 
г д в о ^ о , всли ( /<^­ 7 ' если с => - л ? * , а о*"" 
означает слово, состоящее из т ­ * ноля. Если запись числа 
в двоичной системе имеет вид и>—У»,. , то _ 
г Д в " ^ / м ­ , . ^ * <^ . Так как и ^ < А ' Я , описанная коди 
ровка осуществима. • 
ЕОЛИ •< т . ^ , то / " ¿ 4 *т«*, 
(а) 
*­в , воли £¿1 е , 
••V ' I о 7 , воли л , . ­ * * * . 
(б) ЕСЛИ к ^ , то в у 
(ж) ЕСЛИ т > 4 , то 
< < 1о , если у , , , . 
Этим полностью завврвавтся определение автомата Л . 
Далее следует проварить, что Л & к , т . е . , что если 
4 & , * , ) * яг * Ш^-) • ^ . , то ГГ** сс^у) = Л ' и 
Следующая теорема показывает, что полученный результат 
в некотором смысле наилучший. 
Теорема 2 . Пусть £ » 4 , ^ > 4 ­ произвольно выбранные 
натуральные числа. Тогда существует такой ( ) ­ автомат^ , 
для которого справедливо следующее высказывание: если Си 
ъ Ос { &, *> )­автомат, то С о слонами длины £ » 
Доказательство проведем для случая «?­ 7'­ £ . Сперва 
строится автомат . 
*>1 ­ * н * Ч л ы > ­ у » ^ 1 , 
Теперь лексикографически упорядочим все слова в алфавите , 
длина которых равна ^ : 
$ V»! (И) 
В дальнейшем считается, что список ( I I ) зафиксирован. Ради 
удобства, если V = ^ , то пусть » ­ « д , и 
. ПОЛОЖИМ Л СЯс_, , ^•) «5 /О^ ) Р д в ¿ ­ 0 « . 
слово из списка ( I I ) . Тем самым автомат «56 полиостью опре­
делен. 
Пусть Ск <& х посредством У% У » # . 
( и) Имея в виду ( I I ) , можно утверждать, что для любого 
е У найдется такой »рс , что ^ ­ $ . Значит, *{*.",*»)»* . 
впёрь получается, что £п^>=64бг . ^«Л>0* 'АЛ » 
а тал как для произвольного ­те.* (х.,У'£х^&},<Л&&& 
то / / о т , ; = £угу> = <?гг^; ­ ^У<х>. 
Итак, ­ ^ ( у ) для всех д« / . ^ а У , Т м КАК в 
алфавите {0,1} число равных слов длины А равно , то 
^УОг; = <?у<у; * т о * <•*,/«.> . 
( ' О Имея в виду, что *(*) ­ слово в вд$«*ит* 
I, 
{0,1] , длина которого ., можно утверждать, что разных слов 
такого вида 2*~' . Сл,*//*£ , поэтому найдутся 
такие ^ , 6 " , что -5* е , а рг^'**) = Р^^Г/х^) . Для 
произвольно выбранных букв ^ . ^ . « . У в списке ( I I ) найдутся * 
слово *(. такое, что р^г = y¿ я Р1*0? • Отсюда 
(уо ~ ]*и_4+*<*т.,**)~ргл_,П}(*^>у-(*>>) -
­ / ^ ­ ^ ^ • ; . 
Получается, что для любых в словах *(до п е Р ~ 
вые к-> буквы одинаковы, 
(и*) Имея в виду (!•), т . е . , (му> * та*/*,»-,) , слово 
можно рассматривать как слово .вида и к/ , где Ом) = *ч . 
Из (¿¿1 следует, что « не зависит от буквы ^ . Отсюда, для 
произвольных Цс*у-€У" ^уг)"***г*\ г У ^ ­
Следовательно, + +/%> только тогда, когда + . 
­ • поэтому €1*#м£ы^ .Имеем Сап^ У -^.>Х"'\ 
значит *? . Отсюда > 
§5. Моделирование. 
Определение 4. Пусть * & ­X , « в ^ . Будем 
говорить, что Сг моделируете посредством г , / , 
X , если отображения У / / ­» №(р) , / . К/<С)­* У * 
' ^ . • г ­ в / ч . такие, что А М £*.«>­.^ ^^\)(П^ц> */и>), *(*>) , 
где у продолжено на равенством ( 3 ) . 
в Нетрудно показать; если хотя'бы одна из возможностей 
(Л < М , & или Л имеет место, то 
Предложение 8. Пусть # » & ( и л и (У&Х), *,Мй' 
Тогда состояния переходят в неэквивалентные состояния. 
Доказательстро. Если х+х', то существует слово " * \ 
{/и)?& , такое , что к(ж,ых>+Ш;н*1 по'Кс= Агг ' , " ' . . По­
лучается У(й(г,и^к) ?МЛ:г',и),*). Тогда предложение следует 
из определений моделирования (прямого моделирования) и отоб­
ражения ») . 
Легко показать, что аналог предложения 5 не имеет места. 
Именно: пусть ж , д ­ не /«.­эквивалентные состояния одного 
и того же автомата ; тогда эти состояния могут перейти в 
•«­эквивалентные состояния. 
Следствие. Пусть ^ приведенный автомат и Л *.!#•( или 
(Л. 9- Ос е> # | й ) . Тогда число состояний автомата Ос 
не меньше числа состояний автомата «£­ . 
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Buls.J., Some notions of modelling of finite deter­
ministic automata, 25-35. 
Conventional signs are introduced as follows Let 
Ct* <P,Q,R,r,0> and<# =<S,Y,Z,fl.l> be automata, and 
let JSY, z£Z, u«W(X), Tfl(Y), where W(I) is 
the set of all words over the alphabet X. If 
f t X-P , f t Y+Z , \ i Z-* 
is a triple of infective mappings, and if 
n\\(2),rci)), tCKte,*-) = ),*(*>). (1) 
then Oi £-f.£ . If these mappings are extended cn W(X), 
W(Y) by 
f ( < x » > = f ? f u ) < - i A » ļ f («u) - i y> (2) 
no that •f(>-(!|u| = v ( V n,fc«)) , then Ch. . If 
f : X*W(F) , t : **W(Q) , )C « Z*R. X is a n injection, 
and (1), (2) hold, then A 2t^C . It is proved that & y„£ 
iff there is an automaton eTuivaleut to and such 
that l \ . Upper and lower estimates are given for 
the length of words uder which 6--modeling can be realized. 
Cīrulis,J., An abstract description of data types and 
of varieties of data algebras, X-il-lAA', 
The term 'data algebra* is used in the sense of Zilles 
. By e data tjpe we mean any data algebra freely genera­
ted with respect to itself by the set of a l 1 attributes. 
characterize, in category-theoretic terms, the variety 
.c;(?nernted by a given dratn type, and describe endomorphism 
ncmigroups of data types. One of o u r s results F h c w s that, 
up to the clone, a date type can be restored from Its 
endomorphi3m senigroup. 
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О РЕШЕНИИ СИСТЕМ ОДНОРиДННХ ЛИНЕЙНЫХ УРАВНЕНИЯ 
Настоящая статья посвящена представлени» решения сис­
темы однородных линейных уравнений с унимодулярной матрицей 
коэффициентов над коммутативным кольцом в виде линейной 
комбинации некоторых решений специального вида. 
Пусть R ­ коммутативное кольцо с единицей, GL<*'1) _ 
полная линейная группа степени а над R , Ес»,й) ­ ее под­
группа, порожденная всеми элементарными трансвекциями. Одним 
из основных моментов в принадлежащем А.А.Суслику [ 5 ] заме­
чательном доказательстве того факта, что при n»j> подгруппа 
£(n,aj ­ нормальный делитель в <SL(«,£)., является следую­
щее утверждение (которое было использовано также и при до­
казательстве нормальности подгруппы элементарных матриц в 
симплектической группе SpQf.ti) при , см. t < | l 
Пусть а = ia,,,.,an) ­ унимодулярная строка с коэффи­
циентами'из Й , т . е . найдутся такие 4 « 6 , что 
• Q,t,f W • Тогда каждое решение х­м„. . . , •*„)* 
однородного линейного уравнения 
* ( ' • • . . . ­ а л * о - ° ( I ) 
является линейной комбинацией решений вида O f t t - ( к а к 
обычно, с; ­ столбец единичной матрицы с номером » ) . Точ­
нее, имеет место формула 
*- £(*j'i'^»j^t'at%-), i v • (2) 
(см. [ 5 J . 5 1 , а также [2J , 5 7 ) . 
В частности, это означает, что при л ?.з л? реп*­ к< 
уравнения ( I ) представляется в виде сум><ч решений, каждое 
которых имеет хотя бы одну нулевую коор.пчиату. Это утверждг 
ние (но, разумеется, не формула (2)) переносится на слу *й 
п е т о коммутативных колец , т . е . колец , конечно порож­
денных как модулей над своим центром С6] (см. также 119] , 
где рассматриваются кольца, алгебраичные над своим центром 
и удовлетворявшие некоторым дополнительным условиям конечнос­
т и ) . Далее, в связи с изучением группы Стейнберга в [ 7 ] бы­
ло показано, что любое решение системы двух однородных линей­
ных уравнений с унимодулярной ( т . е . обратимой справа) матри­
цей коаМчщиентов представляется ч виде суммы решений , в каж­
дом из которых не больше трех ненулевых координат. 
В настоящей заметке мы распространяем эти результаты 
(включая и явную формулу) на случай произвольного числа урав­
нений. Это представляет и некоторнй самостоятельный интерес, 
но подлинной « О Т ^ Р И ; О П Р ОЯ для пятлря явилось то, что этот воп­
рос естественно возникает при изучении корневых элементов 
особых групп Шеяалле и, в частности, при любой попытке дока­
зательства нормальности в группе Шевалле ее элементарной под­
группы. 
Пусть вначале а ­ произвольная п*г\ матрица, т < п. . 
Мы рассматриваем систему однородных линейных уравнений 
ЛМ = с • (3) 
Положим Г=­ \*, . . . , п} . Как обычно, л | это мощность мно­
жества J . Если л с * ! , а £* I , то через р (­Л «V обозначим 
число тех^/е -1 , которые строго меньше <­ . В частности, 
;,(/. <•;'; = р (<!'!, (1 равно I, если у < С, и 0, если у а» С . Для 
Н%1 »1М*»И1 , иерез А н < а ) обозначается минор матрицы а , 
'вставленный из столбцов с номерами из И . Аналогично, если 
£ ­ пл*? матрица, то через Д н « ' обозначается минор матрицы 
С , составленный из строк с номерами из Н . * 
Лемма I . Для любого подмножестяа > ' I такого, что 
| ,* I = г­> »7 , столбец * * ­х , где 
(-4 •А4±ф*л*' если у* ^ 
. 0 , если ¡4 3 , 
является решение* системы линейных уравнений ( 3 ) . 
Доказательство. Так как столбцы матрицы а с номерами, не 
принадлежашмми 3, никак не влияют на то, будет х решением 
или нет, мы можем сразу считать, что "•='*'*< и ¿"1 . П о д с т а ­
новка л в ¿­6 уравнение дает нам ­ — • V . 
«то представляет собой разложение по первой строке определи­
теля, получающегося из а приписыванием сверху строки, равной 
£­­й строке а . Но такой определитель равен нулю. 
Таким образом, для каждой матрицы а размера т*Н мы пос­
троили С"*' стандартных решений системы ( 3 ) , в каждом из ко­
торых не бошьгае ™*1 ненулевого элемента. Теперь мы хотим до­
казать, что если матрица а. унимодулярна, то любое решение 
представляется е виде линейной комбинации этих стандартных 
решений, и найти коэффициенты в этом представлении. Для этого 
нам понадобится еще простая лемма, которая также справедлива 
для не обязательно унимодулярной матрицы. 
Лемма 2 . Пусть , 1и . Тогда для любого реше­
ния д =(.»£> системы (3) имеет место равенство 
г­ Р1^л) '4 
•*» 
Доказательство. Нам достаточно доказать, "то строка с 
длины п с координатами 
с 
' с 
О , если / е ^ 
является линейной комбинацией строк матрицы а . Но это оче­
видно, в качестве /1­го коэффициента этой линейной ко*к5яна­
ции достаточно взять минор матрицы а , стоящий на переселе­
нии столбцов с номерами из I и всех строк, крочге строки с 
номером п. , со знаком (-V 
йи</°><если;^ 
Теорема. Пусть а ­ обратимая справа матрица размера 
т е м * . 'м< ц , над коммутативным кольцом Й. , Л ­ обратная 
к ней справа матрица. Тогда любое решение х системы (3) 
представляется в виде линейной комбинации решений #г , пос­
троенных в лемме I . А именно, 
х = < Щ * • (4) 
где С3 ­ минор п 1) ­матрицы (*, {) , составленный из 
строк с номерами, принадлежащими ^ . 
Доказательство. Мы хотим доказать, что ^ ­ я компонента 
„у г суммы в правой части формулы (4) равна * £ . Вычислим 
е е . По определению 
Таким образом, 
где внешняя сумма берется по всем подмножествам * таким, 
"то 1Л * т*4 и 1е -J , а внутренняя сумма по всем Л . 
Раэобъем эту сумму на два слагаемых у г ' и уе" соответственно 
тому, равны ли ^ и < или нет. Ясно, что 
Так как то по теореме Бине­Коши получаем, что 
ь^л-ж) * , где 
Перейдем теперь к вычислению . По определению ус' задается 
той же формулой ( 5 ) , что и , но теперь суммирование произ­
водится не по всем / е *У , а только по ]+1 . Изменим в фор­
муле (5) порядок суммирования. Именно, пусть ^ ^^¿,1) , 
где . Тогда ясно, что р рО-^> *р'?.у ) 
и рС^,<> 'ра,() + рЦ, . Поскольку, кроме того, 
где внешняя сумма берется по всем таким, что |L¡'=•• ,­•' 
и (4 и , а внутренняя сумма ­ по всем <* и , • 4 С . Теперь 
по лемме 2 внутренняя сумма равна ' ' ^ ' й > 
и, окончательно, = . Тем самим действительно а = £ , 
что и доказывает теорему. 
Совершенно ясно, что для колец главных идеалов (и, в бе­
лее общем виде, для колец Без у) случай системы уравнений ад­о 
с произвольной матрицей коэффициентов а сразу сводится к 
случаю систем с ун«модулярной матрицей. Лишь чуть сложнее 
проводится аналогична^ редукция для дедек:«довых ( и , в более 
общем виде, прюферовых) колец. А обще, по­видимому, среди 
коммутативных колец именно прюферовы кольца являются тем клас­
сом, для которого только и естественно рассматривать системы 
общего вида. Например, именно для прюферовых колец имеются 
простые условия совместности неоднородной системы [10] . 
Следствие. Пусть о ­ обратимая справа матрица размера 
IV)«л , т**<п над коммутативным кольцом. Тогда любое ре­ > 
гление системы (3) представляется в виде суммы решений, ч каж­
дом из которых есть хотя бы одна нулевая координата. 
Ясно, что при помощи тех же соображений, что в СбЛ , это 
следствие может быть перенесено и на случай почти коммутатив­
ных колец. С другой стороны, оно справедливо не для любого ас ­
социативного кольца. В самом деле, доказательство следствия 
1.4 из [ 5 ] показывает, что если для кольца Л выполнено закл)^­
ение этого следствия, то, в частности, (*Ь,С",4} 
для всех и > 3 . Однако не всегда группа элементарных матриц 
является нормальным делителем неполной линейной группе. Пер­
вым примером кольца, для которого это не так, был известный 
пример В.Н.Герасимова: пусть *о , у^- , 1 " 
свободнь­з переменные, л • с х ы > •£•^¡$¡¡¿1 » Л ­ фактор­кольцо 
свободной ассоциативной алгебры |&'4Ху, ^ > с , 2 . | г образу­
ющим над полем К по соотношениям, которые записываются в мат­
ричной форме как ­ с . 
В работах {1} , [2Л отмечена та особая роль, которую иг­
рают в линейной алгебре и теории линейных групп вполне слабо 
конечные кольца, т . е . кольца такие, что для них самих и всех 
­ 4 2 ­ ' • 
их Ф.чктпр­колец односторонняя обратимость матриц всех по­
рядков совпадает с двусторонней обратимостью (см. [ 3 ] , t B j \ 
В связи с этим напрашивается следующее предположение. 
Пусть Л ­ ассоциативное кольцо с единицей. Для того, 
чтобы заключение следствия выполнялось для всех т и п . , 
nh** < п . , необходимо и достаточно, чтобы кольцо Л было 
вполне слабо конечным. . 
Доказательство этой гипотезы явилось бы существенным 
продвижением в доказательстве более трудной гипотезы 2 из [ 2 ] . 
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Н.Д.Волков 
ПЕРЕХОД ОТ РЕЛЯЦИОННОЙ АЛГЬБРЫ К АЛГЬБРЕ ХАЛМОША 
1. Данная статья является продолжением работ[2]и[3] . 
В [2 ] по алгебре Халмоша строится реляционная алгебра, в [3>] 
показывается, что каждая булевая алгебра Ри) реляционной 
алгебры может быть наделена структурой алгебры Халмоша. 
В настоящей работе рассматривается построение по реляцион­
ной алгебре алгебры Халмоша и формулируется теорема об э к ­
вивалентности категорий алгебр Халмоша и реляционных ал­
гебр. Учитывая ограничение статьи в объеме, не приводятся 
доказательства предложения I , теоремы 3, ' а также опреде­
ления 'алгебр Халмоша и реляционных алгебр. Необходимые све ­
дения можно найти в [ I ] , [ 2 ] , [4] и [ 5 ] . В статье сохраня­
ются введенные в'­[2] и [ 3 ] обозначения. 
2 . Допустим, что задана схема алгебр Халмоша л • I 3 * Т , 
и пусть К ­ категория ­ схема реляционных алгебр, опреде­
ляемая схемой м: 1­*Т . Возьмем произвольную реляционную 
алгебру в схеме К и построим по ней алгебру Халмоша Н 
в схеме г»: 1~* Г . 
Если подмножество. в J¡L,' то исходя из вложения 
С^Щ^, возьмем мономорфизм 
Этим все булевы алгебры РСО организованы в прямой спектр бу­
левых алгебр. Через И обозначим соответствующий прямой пре­
дел. Это булева алгебра, и для к а к о г о J она содержит под­
алгебру ни) с изоморфизмом \^и): 144)-» Ни). 
Мы должны наделить Н структурой алгебры Халмоша. С этой 
целью нужно определить в Н квантор существования "Н для каж­
дого ­1с I н осуществить представление в качестве полугруппы эн­
доморфизмов булевой алгебры Н полугруппы 3 всех преобразо­ . 
ваний множества I , сохраняющих сорта переменных. На Н нуж­
но еще определить равенство. Нужно также показать, что в Н 
выполняются все аксиомы алгебры Халмоша. 
Займемся определением в Н квантора 3 для -1^1. За­
метим, что изоморфизм' _/*{Л: Р(Л ~>ни) для каждого конеч­
ного Jc- I переносит на каждую булеву алгебру н (­>) структуру 
алгебры Халмоша, определенную на Р(~>) в соответствии е [3 ] . 
Итак, каждая и и ; ­ алгебра Халмоша в схеме где 
CJ 7 ограничение отображения м : 1 ­ Г на J . 
Предложение I . Пусть У* 4*, J ' J " и ЬбН<и')% 1,< Н(и') ( 
т .е .для некоторых а е РЬ'), '­е­ РМ*) Ь » у « ^ ь 
Определим теперь квантор существования для каждого 
конечного . Пусть Ае Н . Берем J^ так, чтобы ^ с Л и 
А * ИР,) \ . Тогда, т^Ш^ и , где а е Ри,) и /, */,и,)а. 
Предложение I показывает корректность введенного определений 
Предложение 2. Пусть бе ИМ,) . Тогда для произвольного 
конечного 0^7 
Доказательство. Рассмотрим различные случаи. Пусть 
Так как Ае , то существует с* е Р(^) такой, что 
р(~1,1и-к . Понятно, что ¿¡¿N(¿1 , т . е . для 1->--(&3,Кь 
Получаем 
­ 4Ь ­
т . е . №Х<.£1,)*Ь = Ь . о т к у д а ^Ш^Щ> ^ 7 > / ­ ' Ч Ь 
Значит 3•./»».•4 , где Л = ­ ^ « ^ . Воспользовавшись тем, что 
Н(.^ алгебра Халмоша, получим 
Ясно, что при J<^-^ предложение верно. Пусть далее ^­> 
и X. '*и и Л. * ^ . По определению квантора 
где J''Ju~'t , ^ = ч / ' ^ 7 ,Ь «< рЛ/^ . Далее 
Так как Р(­*'^  ­ алгебра Халмоша, получаем 
* №>и£К и£г&.% 1<>*(ф.4 = 
Понятно, что ^ / > Л = . Тогда онончательно 
Наконец, пусть Л ­ ^ . Т о г д а 
(здесь Л'* Ли V, ) , и так как 
${№фА '% , а $ М ^ ^ < * $ & : 
Предложение доказано. 
Определим теперь выражение Дт» в том случае, когда Л ­
, бесконечное множество. Рассмотрим некоторое такое, что 
А«МЛМ .Полагаем 3 \ = . 
. Предложение 3 . От выбора выражение А для бесконеч­
ного J ' не зависит. 
Доказательство. Пусть Н(-/1')) и пусть сперва Л г V . 
Тогда ­З"1'' - З'^^к и, с другой стороны ¿7 > ч > • 
Обозначим ^ , , и " ­ 4 , JnJ'-^J:¡ . Ясно, что * 
•4 = ^ . Получаем 4. # г ? 
Здесь мм испояьэорали предложение 2 . Случай Л а ~</ рассма­
тривается таким же образом. 
Разберем ситуацию и ­ / /4 Л . Пусть ^ /> 7 ­ ­А^ , 
7 / / ) 7 * ­Л, . Тогда, т . к . А« /­^./,.1 , по определению ЗиА " 
^ " ^ г ^ А . а с другой стороны, ^ А = З ^ ' А = . ^ А . Н о и с ­
пользуя предложение 2 , получаем для ­Л ­ Л л У, 
• л - " » - ч = ^ г Ц - эУ?+ -- з ^ ' к , 
Э*«4(, . л ^ ь » ь г 3 ­ 1 " к • 
Все случаи разобраны. Предложение доказано. 
Ясно,, что отображение . :Н.н­»н , определенное выше, 
действительно квантор.существования. 
3. Пусть, далее, J ­ преобразование множества I , согла­
сованное с отображением л.­ 1 — V . Определим действие в 
N . Возьмем произвольный AéW , и пусть A«M(J,J , т . е . 
существует ak Р(^) такой, что A ,ju(JJn . Подберем к о ­
нечное Jí , содержащее ­Л и ­*­А. . Пусть ^ ' ­ элемент в S ¿ ' , 
действующий как .> на элементы из ­Л и как единица вне ~>, . 
Полагаем ¿n=jb(J¿)3'+ (£^)л<* . Нужно показать, что в этом 
определении -»А не зависит от выбора -4 и Л . 
Предложение 4. От выбора J¿ при Фиксированном Ч выра­
жение ¿A не зависит. О 
Доказательство. Пусть J¿ ­..другое конечное множество 
такое, что -4' содержит 4 и ¿J¿ . Рассмотрим вначале случай 
Jiс «4' . Так как А * Нц) , то существует а е для кото­ ' 
poro /i (jt)a = А • Положим в 
^ А • / . С ^ V f e + j t с , J^-.A = / < í J p s ; а • 
здесь 5 'e 3/ и действует как ­s на­У, и как единица вне ­ Л , 
Л также действует как ­» на «Л и как единица г i«j и, . 
Нужно показать, что А ­ ­ s J 4 j A . Получаем 
Рассмотрим коммутативную диаграмму. 
Запишем условие коммутативности. Имеем *^ А/ 1 >» »'м) 
для и е ­4, . Тогда 
что и дает требуемое. Полагая в рассмотренном доказатель­
стве ./^  равным Л и ^ равным л' , получаем нужную независи­
мость в случае 
Рассмотрим случай ^ л ^ ' = Л , Л * Л и J<,*•J¿ • Восполь­
зуемся предыдущим доказательством. Получаем 
здесь ^" = У4'о./, , е .5,» и .$„ действует как ^ на ^ и как 
единица вне Ji , 
Отсюда имеем 
*/<(»уза.иХ%'> = у Ч Ч > , " ­ < Ч « , 
что и завершает доказательство предложения. 
Предложение 5. От выбора Л, выражение ­>А не зависит. 
Доказательство. Пусть /,€ Н(^) . т.е. для некоторого 
а^Ри,) имеем М=^(^а, и пусть далее к(.Н(^') , т.е. 
для подходящего ь е Р ( ­ / / ; имеет место мЩ/)р.*к\ 
Рассмотрим случай У, с у/ . Тогда 6 * ( ^ 0 » а • Воспользу­
емся результатом предыдущего предложения. Возьмем конечный Л. 
такой, что­/, с , ^ 7 , ^ 7 ^ и Л х < 1 ­4 . ^Л '^Ч* • 
Тогда ^ /, *^л)л;(с^)лЬ */ <±л;(с£)ли}0. « -
Здесь 5'Ч ­Гу и действует на 7,' как ^ и как единица вне J 
С другой стороны, S^tJ^•J•(J¡JA¿ • г Л е ^ ' ^ А » Н 0 
.ь' действует как ^ на О, и как единица вне •>< . Покажем, что 
Действительно, & (£^Л а = *: С^)*^*,)* ^%)*а и . 
« « ¿ 1 4 * ; , ^ Г < * ^ Л * ? • Отсюда, т . к . и л* 
одинаково действуют на Ц , получаем ( ^ Л 4 3 > , 
т . е . доказательство независимости .*А от выбора Л для рас­
сматриваемого случая закончено^ 
Случай Л ^ / с в о д и т с я , как и ранее, к уже рассмотренному. 
Разберем случай 44*/,' , -//4х, . По условие А = ^{ЩЧ 
и А =/4(^')Ь для подходящих <3« , ь« Р(^) . Возьмем ко­
нечный ^х " Л, о. о/ и аЛ, и ,$ . Так как ранее мы доказали не­
зависимость •$/> от , получаем по определенно 
Для того, чтобы показать, что 3и,,Ь щЩфЬ , достаточно 
проверить, чтч ь . Имеем * - у ^ ' Ф * 
и /> */ч(4')Ь ­ ^V ь , чтч* следует из определе­
ния N . Отсюда 
что влечет (^*}+ь * {*<^;»а . В заключение заметим, что а ' 
действует как 5 на ­4«­^«' , как единица на ­/ А % (•>»м •^ 1") и 
з " е ^ . Предложение доказано. 
легко показать, чтр 5 является эндоморфизмом булевой 
алгебры Н | ведь 5 мы определяем через эндоморфизм под­
ходящей алгебры Яс­^.). Легко пенять также, что единица полугруп­
пы 5 действует на Н тривиально. 
. Н-Определим в И равенство. Для произвольного ког. . о 
такого, что * , , ^ « Л полагаем 
Здесь 5 , , *х и Зир№** для остальных г**­­' . 
Предложение б. От выбора ­) выражение е/(«,,*±> не гави­
сит. 
Доказательство. Пусть « . ^ е Л ' и . Нужно показать, 
где .5., и ^ ( « « л ­ "я. , а на остальных элементах из 
4 ' з^*» действует тождественно. 
Обозначим *'<'^*Л, *>. ~ / • и - ! * р и . ) , 
причем 5 « ; * = , 4 £ | < * * М ­ < | е . Покажем, что 
риы коммутативные диаграммы ^ 
I ^ > а У ^' * У 4 н Ж Ш 
••«4 ''в*. 
Рассмотрим еще две диаграммы 
В [33 доказано, что эти диаграммы коммутативны. Имеем 
Предложение доказано. 
Заметим только, что и <*•,. при определении равенства 
должны быть одного сорта. Легко понять, что аксиомы равенства 
в н выдерживаются, так как в каждой булевой алгебре Р ^ д л я 
любого конечного Ус / аксиомы равенства выполняются (см. СЗ]) . 
5. Теорема I . В. Н выполняются аксиомы алгебры Халмоша. 
Доказательство. Доказательство следует из того, что каж­
дая Н(~>) для произвольного конечного Jc•l является алгеброй 
Халмоша. 
Этим закончено доказательство теоремы I . 
Итак, по реляционной алгебре Р в схеме к мы построили 
алгебру Халмоша Н , которую обозначим Р°С Р , в схеме л .1­­Т. 
Пусть А ­ категория реляционных алгебр в схеме к , Пуст 
далее, Р ^ С й й . ' м ы уже показали, что, применяя к Р конструк­
цию Ро£ , мы получаем локально­конечную алгебру Халмоша. 
Если Р.Р'ь&Я. и &:Р-.Р' ­ гомоморфизм указанных алгебр, то , 
по определению, это значит, что для каждого конечного ~*с 
ви) Ри>-*Р'и) является гомоморфизмом соответствующих бу­
левых алгебр, и если V; . / ,—^ ­ некоторый морфизм категории­
схемы К конечных J^ и ^ , то коммутативны следующие диaгpaм^ 
Пусть Р*СР- Н , Л £ Р П о с т р о и м по ^ отображение 
н ­ Н ' . Берем " в Н и пусть А« НС^> , Полагаем 
Предложение 7 . Пусть для произвольного Н Ае НГ­О 
и Н ^ ' Л Тогда , 
>*£А> © ­ 1и) А * / • 'и') 9 ' *( . 
Доказательство. Рассмотрим различные случаи. 
С л у ч а е С Л ' . Так как киНМ-ц ЬЪ.Ж*? , найдутся « * Р<4* 
и Ь е Р , такие, что п~/>Мл и А"/>(•*")Ь . Понятно, что 
в рассматриваемом случае (£^ . ' * < »*Ь . Положим ° 
А чгМбШ/'ЧыЖ . и 5 ; ^ А • Г'СУ>в(Г)у4и')к. 
Имеем 
Аналогично, у*'(^;ви//*-'Шп ^уч'МВ(^) с, , нужно пока­
зать , что А в «$./'.; * • 3*° будет сделано, если мы по­
кажем, что , 
Из того, что & ­ гомоморфизм, получаем коммутативную диа­
ГраММУ ЛИ) л , , , , > Р ' ^ 
Получаем, используя кошутативность указанной диаграммн 
Этим заканчивается рассмотрение указанного случая. 
Случай -Iпоказывается аналогично, в доказательстве 
лишь меняются местами У и У . Пусть J/,•J''!J^,J^+J . ^'. 
Для подходящих й € ри) и Ьс Р*и'1 имеем Ау'­ААз и Ау(­ / 'Х 
Тогда воспользовавшись уже проведенным доказательством и, по­
лагая ­ ' ^ и ^ \ запишем 
По определению Н к*р^)Р^и^)А и А ^^и')Р,(.ф'Лэ , 
что дает Р^С^')и = Р4(£^')Ь . Окончательно 
^ А -^(Л0и)4 = ^'^")в(^')Р*(фа = 
• / ' (­/V 5 СУ*/» / 5 . « ^ " / 6 • у< 'Л /9 ^ ъ а о А . 
Предложение доказано. 
Теорема 2. А>£ есть функтор из категории реляцион­
ных алгебр в схеме # в категорию локально­конечных алгебр 
Халмоша в схеме 1­>Г" . 
Доказательство. Понятно, что И->Н'- гомоморфизм буле­
вых алгебр Ц и Н ' . Покажем, что для любого и<^2 , А <е Н и 
* * ^ З ^ - М т * и . Е с л и к* Н(4) для под­
ходящего Л4 , то покажем, прежде всего, что 
где А »уЧ (­АЛ?, ­4,*­А ^ у . в случае конечного ^ , или 
- -
4 ^^<>'­,) и Случав бесконечного ~> ; ранее уже пс­
добрвно нужным образом. 
Так как С? ­ гомоморфизм реляционных алгебр, то име­
ем две коммутативные диаграммы 
Используя Коммутативность этих диаграмм, получаем 
$и,)Ы1&)РЧ£%)й » Р,'11&)£>иь)РЧ£+)с<* 
Теперь имеем 
Подобным образом показывается, что Sab «.»Sa. , нужно лишь 
при этом использовать диаграмму первого вида. Итак, £ ­
гомоморфизм соответствующих алгебр Халмоша. Легко понять, 
что для тождественного 9:Р+Р получаем тождественное ото­
бражение ё i Н, И * Я*« Р . 
Пусть Р,Р,.Р' ­ элементы Gt/l,и пусть имеются гомоморфизмы 
в. •• р * р ' и А i Построим Н*Р>г Р> н'* лы? н *» д*р*и 
возьмем по м,и в\ iiH+H'w ^ : Н ' ­ » м * . Обооначим r>«C*V*f® 
и M$^'S^ , Покмвм, что 
/ W в?* А * 0, А « P*t(6teA)/, 
для любого Берем некоторый А , и пуоть АеЖи.Имеем 
Здесь j*tJi)tßt (--^K^J,) ­ соответствующие изоморфизмы. 
Теорема доказана. 
Легко показать, далее, что каждый J>t Н имеет конеч­
ный носитель. Это обусловливается тем, что tttHUjpjui не­
­ ьз ­
которого конечного J e l . 
Обозначим через R категорию реляционных алгебр в схе­
ме К , а через Ж ­ категорию локально­конечных алгебр 
Халмоша в схеме и: I ­» Г . В [ 2J был построен функтор чеХ. 
из Л в Ц * Теперь нами построен функтор Poi из в К . и 
естественно поставить вопрос о взаимосвязи категория й и <Д. 
Теорема 3 . Категории # и Ж эквивалентны. 
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МОНОАССОЦИАТИВНЫЕ я­ЧИЛЬПОТЕНТНЫЕ ЛУПЫ 
В теории групп заметную роль играют понятия п ­ а б е л е ­
вых и п—нильпотентных групп, введенные в[5] и [7] . Иссле­
дованию и.­абелевых дул (с тождеством ) посвя­
щена работа авторов С И • В настоящей статье понятие п­­ниль­
потентности и его основные свойства обобщаются на случай мо­
ноассоциативных луп, т . е . луп, в которых каждый элемент по­
рождает подгруппу. Всюду далее под словом "лупа'' понимается 
моноассоциативная лупа. Будем пользеватся следующими обозна­
чениями: 
N10:) ­ ядро лупы 0 ( т . е . пересечение левого, среднего и 
правого ядер) ; 
2(С() ­ центр лупы 0 ; 
IX,Ч,2> ­ ассоциатор элементов * *,.,у , х , определяемый 
равенством ж у • I * (•«•/*>>«*•*.у, ж) ; 
йл,$1 - коммутатор элементов ж, у , определяемый равенством 
< М > ­ подлупа лупы <2 , порожденная некоторым подмножест­
вом Мс(3 ; если, в частности, М ­ {<>,,..., <J яj и гп, , то 
используем запись < м > я < а « , . . . , йл > ; 
хйу ­ запись того факта, что х , у лежат в одном смеж­
ном классе по нормальной подлупе­Н ; 
ЭСО.) ­ совокупность всех целых чисел к , для которых лупа 
и, ­нильпотентна. 
5 I . и­центр лупы, его свойства 
Определение 1 .1 . Пусть и. ­ некоторое фиксированное 
целое число. Совокупность 2 *(<*:") * { е е л/(0): С^/х^Я) 
[Сх<и« = хла.ллсак>к » л.'х "1} назовем /«—центроидом лупы С 
Предложение 1 .1 . и­центроид является подгруппой лупы С 
Доказательство. Пусть <л,Ь « о) . Тогда 
а-ЬеМв) • а ч е Н(.<к) и для любого л в С имеем 
(&Ь.л)*= са-А*)"^ л-(6^л -а-.Ь^- ~л'Ь".л* *(аЬ>".х« 
и аналогично схаЫл жхп1аь}* ( т > в > 2*(й,"). Далее для 
всех а « 7 * ( б ; " ) и же С? получаем ог" = (ла­'.х.)' 1 = а'ча"'.*.)'; 
откуда 
а'"х"= а-л1йГ1а-'х)*1*а-пап.1а'л)п=(а-'х)''» ю'х)" «.(а* V V я ­ . 
Аналогично проверяется, что (ха^п = •«•"св­О" и, следователь­
но, а*е 1*(0;л) . Таким образом, ­ под­
группа ядра /УГб?^  . 
Определение 1.2. Подлупу п ) лупы <2 , порожден­
ную всеми ее нормальными подлупами, содержащимся в л­цен­
троиде 2*(а, к), назовем п ­центром О . 
Для некоторых многообразий луп, например, луп муфанг, 
понятия п­центроида и и.­центра совпадают. 
Лемма 1.1 . Пусть Н ­ нормальная подгруппа лупы ь? , 
содержащаяся в М(<2) . Тогда 
( е й ) ( У А , , А Л > А.,еН)(лМ,,^.ж П з ) = (х.у.л). 
Доказательство. Покажем, например, что для любых элеменО 
тов х, у, г с *? и любого Л « Н имеет место равенство 
и,#к,ж) = о«.у.*) • (1 .1) 
Т.к. Н ­ нормальная подлупа в .<? , то существуют элементы 
Ы,Ь^И т « и е , что 
#А = А,^ и л А ^ А ^ л . ° (1 .2) 
Поэтому £|­^А;* = и-И1^)х * (х А , » ( А ^ х .^а* - % л у , > * ­ Ал<лУ.ж) . 
С другой стороны, х1уп.г) =• х(п,у.I) = хС^-у*-) "хк,~уа • ьлх-д** 
х.А^СХ^О . Равенство (х-^п)х > » > - * ) 
превращается в Ьг(л^*ж-) = Ьх1*-уг) - (х,^/а-) , из которого 
следует х^­г т С ж . у * ) . . , откуда (,х,^,ж)= 1х,^,ё> . 
Аналогично проверяется, что и * ь ) ­
» . Применяя последовательно полученные равенства и 
( 1 . 1 ) , убеждаемся в справедливости лемме 1 . 1 . 
Лемма 1.2. Если Н ­ нормальная подгруппа лупы Ф , со­
держащаяся в /У(сг) , ­*«ег • то Н> ­ подгруппа в б . 
Доказательство. Нетрудно видеть, что «'•<•*,м> Н . 
А тогда произвольные элементы и,ь,ссН' можно представить в 
виде а = л«А,, Ь = *'А Л . , с • л ' " А, , где ** Л **Й»^** , ­
некоторые целые числа., В силу леммы 1 .1 , {*> ь.с; = « * л е , * "*.) » У 
и, следовательно, подлупа Н' ассоциативна. 
Определение 1.3. к­коммутатором элементов * , у лупы (? 
назовем элемент Р(,#Лп. , определяемый равенством (хул* * 
Легко видеть, что элемент г лупы О тогда и только тог­
да принадлежит , когда Н'(0.) и для всех хеО 
имеет место равенства 1 г , » з в = С*,гзк- 4 . 
Лемма 1.3 . (У*.^ * О ) ( ^ , и « 2(ОС»^.^«Л„ ­
= ОД?*'­ . 
Доказательство. Покажем сначала, что 
р й * 3 * ­ С*^з„ . М.з) 
Действительно, (х^ио1* *с*уи>* = 1х^^-ик . С другой стороны, 
хп(ди)~ = х ­.а' , 1." ­ . * • и 4 . Тогда иа равенства 
<.*3«)" * Сх.^­Л С д ­ ^ ' и следует с*^Г­ "М*.,?".?,, 
или ОгиЛи­^Ссла­ССя".^ , откуда получаем <х#>"^ 
— С.» у ч З „ ­ '«"Ч"*:). Тем самым выполняется ( Т . З ) . 
Теперь докажем равенство 9 
Схг ,^Л ь = С х ^ л ^ (1 .4) 
Т.к. 1(Ох«) ­ нормальная подлупа в <? , то существует эле­
мент г „ е такой, что г у . Тогда 
С другой стороны, 
(хг)п2" = (х"**)^* ^ х*(г"£~) = хл(г^)" = х " / у г ^ " = 
Теперь так же как и в предыдущем случае получаем 
= С « , ^ Л П , откуда и следует 11 .4 ) . 
Последовательно применяя (1 .3) и ( 1 . 4 ) , получаем тре­
буемое. 
Лемма 1.4. Если •* ­ произвольный элемент лупы ¿3 , 
2-3(0;») , то подлупа / ­ / ­<* . ­?> является и­абелевой 
группой. 
Действительно, т . к . 2 -. нормальная подлупа в О , то 
в силу леммы 1.2 Н ­ группа. Для произвольных элементов 
а-Х*2 ,Ь*хеи из И , где г . к с / , * , £ ­ некоторые 
целые числа, в силу леммы 1.3 имеем Са, ьл„ = Пд"*., •«'"­)„ =• 
--1**,*13п=1 , Т . е . <аЬ>п=а"Ь\ 
' Используя лемму 1.4, нетрудно обобщить свойства п-
центров групп на случай моноассоциативных луп. Приведем не­
которые из них. 
Предложение 1.2. Для любой лупы Ф 2(в;п) = 2(я , 
в частности, Л (0,3.) --^ГС;-*) * 2((2) 
Доказательство. Пусть аьб/ , Л *Ж$; ») . В силу 
леммы 1.4, подлупа И -<1,И> является м­абелевой 
группой, а потому ^­" ) ­абелевой (см. [ 7 ^ , £23 ) . Следова­
тельно, для любого 2 имеем < а г ; ' а Г * - * * * м и ага)"'п. 
= л , откуда следует, что з ь 2(@ > ») . Таким об­
разом, 2(0;*) с 2(®"> 1-*) для любого целого п. , а по­
тому <2(0;А-*> с 2(с?; и ) , и предложение доказано. 
Очевидно, что для любого " выполняется ¿(0) с 2(0;п) , 
Так же как и в случае групп ( [ 2 3 , ГЗЛ ) доказываются 
следующие утверждения: С 
Предложение 1.3. Если ^ , и ­ произвольные фиксирован^ 
ные целые числа и Р -2 (в;™) (Л2(С<^; п) , то 
а) Рс2(#-.т«) • 
б) Р С ,? и г > М - п > , , « ) ДЛЯ ЛЮбОГО ЦвЛОГО * . 
Следствие 1 .1 . 2(0-.г>) с 2Со^.О для любЛ лупы (З. 
Предложение 1.4. Для любого целого к выполняется вклю­
чение 2(121») ^ 2(*»/4-л)) • 
В дальнейшем используем обозначение п-.и(1-«> . 
Предложение 1.5. Если "1,-,п3>и1>:..>мх ­ произволь­
ные целые числа , л = к« Я, + к л ЯГ, + ... *- к, п, , то 
Р = £(0±п1)пЗ(в}»]1,)'л..:г\2(е?,пл) с 2(4 
Доказательство индукцией по числу . При ­ 5 ­ 4 наше 
утверждение следует из предложения 1.4. Допустим, что оно 
верно для числа л-* и докажем для числа . Пусть т = 
-и,пг* ^"л.* • • *Кг­Ал Тогда по предложению индукции 
Р с ^ С о ^ т ) п \ - Р-1 . В силу предложения 1.3(6) 
имеем Р-1 <• 2(0> = ¿(0,«),что и требовалось доказать. 
Следствие 1.2. Если п „ л п } ­ произвольные целые 
числа, Ы= н о л г » , , ^ , ­ , ^ ) . то 
Следствие 1.3. Если целые числа и ^ , . . . , л 3 таковы, 
что Н О Л Сй',,й1,.-,п1) = А , то 
? (Оул,) л £ (О; и 4) п ... л 2(С1>п,) *2СО). 
Следствие 1.4. Л(е?1 п-^п2(ф;»)п ЖО^п-и) = 2(0) 
для любого целого числа и . 
Предложение 1.6. Если а 6 3 ( т о следующие условия 
эквивалентны: 
1) а с Ж<3> •«•<)' ; 
2) Са",лЛ = ^ для любого х«<? ; 
3) [ « . ' О " 1 " / для любого х * о ; 
' 4) С ч » х ' и 3 ­ "* для любого *« О. . 
Доказательство. Пусть выполняется условие I ) и Р -
- Жо.п) п 2СО;) . Тогда Р ­ нормальная подлупа лупы С? 
и д « Р . В силу леммы 1.3 , подлупа Н^<*,Р> нормальна 
в Ф для любого хе(Ц и является одновременно и­ и * и ­абе­
левой. Т.к. л , * е Н , то С о Ч ,*Л = У Е2Л , т . е . имеет место 
2). 
Пусть теперь выполняется 2) и И О 
Т.к. Н" является п­абелевой группой и о,* е Н , то 
а значит верно I ) . 
Аналогично проверяется, что из 3) следует 4 ) . Пусть, на­
конец, выполняется 4 ) . Тогда для элементов 4 группы 
Н = <*,Л(С},")'> имеем 
(a.x)""= (аи"ах *аях"ах =q"c,x"x =. С 
и аналогично (xa)""1 ^x'^^a n*1 • следовательно, a * 3(0; n*i), 
т . е . выполняется I ) , что и завершает доказательство. 
Следствие 1.5. Если в лупе Q нет неединичных элемен­
тов, порядки которых делят п , то.при и * о ¿(Qin)n 
f\ KQ> »*<) - ¿(Q). 
Следствие 1.6. Если а с 3(0,3) , т о a J t 3(Q) и 
(VtbCt) [o,*J-J = Со,* J 3 -- i • 
Следствие 1.7. Если в лупе Q нет элементов порядка 3 , 
то ¿(0,¿) =3(Q) 
Следствие. I.В. Если а е 3(0; » ) , т 0 an'<-"><¡ KQ) и 
(.yxtQJíu.x""-"^ в С<М­Г' 4 ^ = 1 . 
Следствие 1.9. Если в лупе Q нет элементов, Порядки ко­
торых делят число ( « 4 0 , 1 ) , то 2(Q>») 
§ 2. Свойства взаимных и­коммутантов 
Определение 2 . 1 . Пусть Н ­ нормальная подлупа лупы Q . 
Взаимным и­коммутантом И и Q назовем нормальную подлупу 
[ H , 0 ; r i j лупы Q , порожденную всеми к­коммутаторами 
Ia,* J „ , I , и ассоциаторами ( ^ , « , * ) , 
Аналогично определяется взаимный коммутант 
[Н,£?.Т = <Ceyj , zx,<xjt ra,у, г | о « Н х.­v, i éQ> . 
Заметим, что t H , Q j r . j c H для произвольной нормальной 
подлупы И лупы Ф я произвольного П . 
Очевидно, что, если * *<у , т о ­ * = g " и а х ь ­ ^ ь 
для любых а, Ь с- Q . 
Лемма 2 . 1 . Если Н , l¿ ­ нормальные подлуоы лупы £? , 
•то Z*(Q/Ui и ) тогда и только тогда, когда 
Действительно, если ае Н , х, 3 е Q и HH/U-cZ^O/iC,*) 
l»t*lt-xt)b*'l!^'¿xM*vui text'k^Jt-jk. , откуда " = 
аа*хн ИЛИ « v i , а тогда Le,xJ„etf- . Ана­
логично доказывается, что £лаа.2п и любой из ассоциаторов 
( х , <* , у ) „ ( а , ^ , л ) также принадлежат К и, 
следовательно, C H , Q j n ] c K . Таким же образом доказы­
вается обратное утверждение. 
Заметим, что в силу нормальности W K / к и С?/К , 
в формулировке леммы 2.1 7-*(Q/&jn) можно заменить на 
1(Q/H;«) . 
Следствие 2 . 1 . Если Н , К ­ нормальные подлупы лупы 
Q и К с Н I *о H / K c Z(Q/K;t­i) тогда и только тогда, 
когда [ H , Q i « J c К . 
Лемма 2 .2 . Пусть целые числа riJn1>...,ns таковы, что 
Z ( C ? ; n J л . . . r \ Z ( Q ; o j ) c Z ( < ? ; n ) для любой фактор­лу­
пы Q лупы С? . Тогда для любой нормальной подлупы Н лупы 
Q CH,Q;.nJc C H , Q i n 1 j . . X H / Q ; n J J . 
Доказательство. Пусть К ­ C K . Q i ' O . . . C H , Q ; « л 3 
Т.к. К. ­ нормальная подлупа лупы Q и t H , 0 ; n ­ J c « c : H 
для t то в силу следствия 2.Т H / K c Z(<2 /Ai;*;,) для 
всех £= л . А тогда Н/К a Z(Q/Hi»*)r\...-n ZIO/*-,^*. 
с 2 С $ / К j л л > ^ZCQ/Hi п). 
Следствие 2 . 2 . Если целые числа т . п . таковы, что 
Z(l§; f») с. ZCQin) для. любой фактор­лупы Q лупы Q , 
то C H , Q i n J с C H , G i > * » J для любой нормальной подлупы Н . 
Используя лемму 2.2 я свойства п­центров из § I , легко 
доказать следующие утверждения для нормальной подлупы Н 
лупы Q : 
Предложение 2 . 1 . C H , Q j " J c СЧ^оЗдля любого целого и . 
Предложение 2 . 2 . CH ( Qj n J^Ch.oh-uI в частности, 
[ H > 0 ; h J = [ H , Q ; 2 J ­ • 
Предложение 2 . 3 . а) [Н,<? ; w r v J ^ L H / Q ^ J ­ L K Q i ' v i ; 
Следствие 2 . 3 . CW,Q;*fJ с lHtQ;$l. 
Предложение 2 . 4 . [ Н . Q ; ^ w ­ n ) } С Г H.tf : n | для лю­
бых целых et , к . 
Предложение 2 . 5 . Если п.,,... *п3;<*,,. ­ п р о и з ­
вольные целые числа, * * * , Л , . . . . к * , ^ , то СН,С; « J <­
Следствие 2 . 4 . Если целые числа • •, Я» таковы, 
что ПОД С*,,. . . , то Ш , 0 . л 1 . . . СН,(0.П 1з ­ Сн . сп 
Следствие 2 . 5 . Г.Н.(?Л = 1Н,&-,*-«31.н,<*;"31Н,й-,'>*<3 . 
Определение 2 . 2 . Пусть ^ ­ некоторое целое число. Лупу' 
О назовем .У'Ы­лупой, если любая ее фактор­лупа не с о ­
держит неединичных элементов, порядки которых делят п . 
Предложение 2.6 . Если <2 ­ Х'с^-дуал, то £М,фЛ = 
Р Сн,С?^1Г.н,а ,«.1] п р и п ^ о . 
Следствие 2 . 6 . Во всякой **'су­лупе ЕК<?;33 =(Н,<?3 . 
Следствие 2 .7 . Во всякой ^("й ­^­лупв [н&нЦ- ЕН.оЛ , 
если и * о) •» . 
Докажем, например, предложение 2 . 6 . Пусть и = LH,Q•i^nЗ• 
• Г­Н>1$;»1.*3. Из предложения 2 .1 следует, что К с с н , «ЗЛ . С дру­
гой стороны, в силу следствия 1.5 2X9;*) с2,(0) = 
*£($;ч) рая любой фактор­лупы О лупы Ф . А тогда по лем­
ме 2.2 СН,вЗ>СН.вЛ. , с Г . Н , < 3 ) и Л 1 н > а 1 п т ^ Л ­ к . Т а к и м образом 
[н.Ш ­ к . 
§ 3 . Свойства и­нильпотентных луп. 
Следуя Р.Браку [63 на классе X всех моноассоциативных 
луп рассмотрим функцию / ',' ставящую в соответствие всякой лу­
пе 0 6 ^ ее к ­центроид 2~*(0.;ч) . Нетрудно проверить, что 
/ удовлетворяет всем .условиям нильпотентности функции, ука­
занных в [ 7 ] * 
I) = 2 *((?; п) _ однозначно определяемая подлупа в 
(см. предложение 1.1) ; 
.. 2) Если К ­ подлупа то кА2*(0^)^2*(11^) ; 
3) Если @ ­ гомоморфизм лупы <?«с£ на какую­нибудь лу­
пу, то 0.*((?;п))& сг'Ш-.п) ; 
4) Если Н ­ нормальная подлупа лупы О е­ ^ и А ­ пере­
сечение всех нормальных подлуп в хулы Ф таких, что Н б / в с 
Проверим, например, что / удовлетворяет 4 ) . В силу лем­
мы 2.1 CH,Q;nJ содержится в любой нормальной подлупе Е> , 
удовлетворяющей условию Н6/а с Z*(Q/&±/О," следовательно, 
[ H.QjulcA . Но тогда ИА/А^Я^Ат) снова в силу 
леммы 2 . 1 . 
Заметим, что т . к . Н [ H . Q ^ j / c H . C J i ^ ­ н Щ ^ М ' с 2'ffii"), 
то Ac[.H ,©j*iJ . Следовательно, A*CH,<3;«J 
Таким образом, нормальные подлупы 2jiQJ и (H,Q)^ , 
определенные в [6J для произвольной нильпотентной функции / , 
в нашем случае совпадают, соответственно, с~Z(G,») и [H,Q i t>3. 
В связи с этим введем • 
Определение 3 . 1 . Дулу Q назовем и­нильпотентной, если 
в ней существует верхний и­центральный ряд, т . е . 
возрастающий ряд нормальных подлуп 
­• ­ с Zi <-Zc*i с •• • «=• Zj = Q , 
где XUifJli = XCQ/Xi jп)> it" = о,4,...s-4 
При этом число 3 называется ступенью нильпотентности 
лупы Q и обозначается через K(Qi*) . 
Из общих результатов, доказанных в 05J , вытекает 
Предложение 3 . 1 . Лупа 6) является и ­нильпотентной сту­
пени s тогда и только тогда, когда в ней существует нижний 
>v. ­центральный ряд длины j , т . е . убывающий ряд нормальных 
подлуп Q = э ­ . ­ ^ Р г ^ О с . . =>..-з <? $ t г д в 
,¿51 OJ^, .. &-4 . 
• Предложение 3 . 2 . Любая подлупа и фактор­лупа «­нильпо­
тентной лупы ступени з являются и .^нидьпотентными ступеней, 
не превосходящих s . * 
Лемма 3 . 1 . Если А , в> ­ нормальные подлупы лупы. ф , 
то tABfii* 1 » Zn,Qinjie,QinJ для любого целого и. , 
Доказательство. Пусть И = СА,<3^пЛСа^<5^г>7 .Легко 
видеть, что Н ­ нормальная подлупа в Q . Покажем, что для 
любых элементов ае А , б е в ,**-Q выполняется включение 
С а Ь ^ х Л ^ е Н . Действительно, 
• С а Ь ­ х ) " = C5a ­bxKa ,b , J t ; j ' , a ( « > o * J * *6 * > i t f * ' W f t i j i " • 
= а"СЬ*)" - а"(сь,хJ„ • Ь"л­ ) £а•fc»jr * 5 с,"ь\л" 2<*Ь>\«. 
Тогда из («t>-xj" ш («б)".**- следует С«ь,«л„­« W. , Пока­
жем, далее, что (v*y*Q)(.*bj \*Н . В самом деле, 
(аЬл)у з СА-Ьх)у аАсьх-у)ж eub-jiyjsao.xp , откуда 
и следует требуемое. Аналогично проверяется, что (*>аЬ>у>> 
Лемма 3 . 2 . Пусть целые числа и , п , таковы, что 
1) СН,С?;иЛ с CH,Q;^J . . . С н , 0 > и к з для любой 
нормальной подлупы И лупы О ; 
2) лупа Q является ".­нильпотентной ступени , 
Тогда лупа С является п­нильпотентной и ее ступень 
Доказательство этой леммм аналогично доказательству лем­
мы 2 § 2 из C2J (оря этом используется лемма 3 . 1 ) . 
Используя лею» 3 . 1 , 3 . 2 и результаты § 2, нетрудно до­
казать, что всякая центрально­нильпотентная [бЗ дула является 
* ­нильпотентной ждя любого целого £ , а также установить 
справедливость следующих утверждений: 
Предложение 3 . 1 . Вели -4« ¿«2) СХ'X.Q)) , то 0 яв­
ляется централ ько­ннльаотенгноя я «9 ступень нильпотентности 
равна *Щкэ$ • 
Предложение 3 . 2 . Веля **3(Q) , то м * " ) * ?CQ) , 
причем кС<?;«>> * *-(Q.*-») . 
Предложение 3 . 3 . Если с Х О ) , то 
а) м , « 6 . 0 ( в ) и « U O ; * . » } **«2>>») + *(Qin)-* . 0 
б) f<n(<-")+>«ti ) ( Ö ) для любого целого <<.', причем 
*CQ;*) * K(Qtn)+«cQ,m)-i ( в частности, отсюда следует 
что является объединением некоторых классов вычетов по 
модулю ш < - л ) ). в 
Следствие 3 . 1 . Всякая «3 ­нильпотентная лупа Ц является 
U ­нильпотентной, причем *.(Q;k)i * (Q,i). 
Предложение 3 . 4 . Веля * HQ) . *° яякови бе 
не; были • целые числа . ­ , <г , число п х ^ и , * , . . * ^ и л 
такие принадлежит <Х4> .причем « ( 0 ; « > o ­ s * ^ « ^ 1 И < : ) 
(для случая груш этот результат приведен в [4J ) . 
Следствие 3.2 . Если п„ п,ед(<Э)н НОА,..лпл)-- Z , 
то Q ­ централ ьно­нильпотентная лупа и ее ступень к(О) * 
i 4-s + £ "i). 
Следствие 3 .3 . Если ц­«,п, «•» то лупа С цпнт­
рально ­ нильпотентная и K(O.n-t)* M{o,n-i.) + л(Q,n-b)-i 
Предложение 3 . 5 . Если ч, r»ff. е 0(Q) и лупа Q являет­
ся & Си>­лупой, то она является центрально­нильпотентной при 
Следствие 3.4. Если п­нильпотентная лупа Q является 
.Sf'W­лупой, то она центрально­нильпотентна, причем *С<3)* 
Предложение 3 .6 . Если и­нильпотентная лупа <? является 
Ж'(« и-п))­лупой при »1 + о ;­/ , то она центрально­нильпотентна 
и «(<Q;«) . .* 
Утверждение следствия 3 . 2 для групп сформулировано без 
оценки ступени нильпотентности в t 8 J . 
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ЛАД И МЕЛОДИЧЕСКАЯ ЛИНИЯ 
Понятие мелодической линии иадавна присутствует в 
музыковедческих работах, но обычно это происходит на описа­
тельном уровне, без использования точных определений и коли­
чественных методов. В отличия от такого подхода, в работе С'] 
была предложена методика для статистического исследования 
локальных свойств мелодической линии в зависимости от той 
ступени диатонического лада, на которой находится текущий 
звук мелодии. В качестве статистического материала использо­
вались интервалы, непосредственно предшествующие данной ступе­
ни (статистика • !> ) я интервалы, непосредственно следующие 
за ней (статистика О! ) . Сравнение средних значений интерва­
лов в этих статистиках для каждой ступени позволило обнару­
жить в семиступенном диатоническом ладу две области с проти­
воположными свойствами ­ центральную область ( У , 1 , " 
ступени) и периферийную область I и* . I V , V я V! ступени). 
Эти выводы были получены после анализа двух разнородных мас­
сивов латышских народных песен (общим объемом около 15,6 
тысяч интервалов). 
В настоящей работе методика получает дальнейшее разви­
тие. В качестве случайной величины используются не интерва­
лы, а разности интервалов различных порядков. Анализируется 
массив, состоящий из всех ояу&гккованных латышских народных 
мелодий одной конкретно» т т в т я г к ­ календарных песен празд­
ника летнего ссилцшш—Iглн, Ыко, к из вокальных партий 
произведений различных авторов западной классической музыки 
(в обшей сложности около 65 ,6 тысяч интервалов). 
Кстати, в таком объемистом материале (в том числе и в 
классической музыке) подтвердились выводы работы [ 7 ] . Од­
нако подробное рассмотрение этого факта не является задачей 
настоящей статьи. 
1. Попробуем подойти к понятие мелодической линии с мате­
матической точки зрения. В традиционной нотной записи ника­
кой "линии", конечно же, нет. Однако соединяя в записи одно­
голосной мелодии головки соседних нот отрезками прямых, по­
лучаем некоторую ломанув линию. Она может трактоваться как 
графил "мелодической функции" от дискретного времени £ , 
которое меняется с чаждым звуком мелодии. Для характеристики 
формы этой ломаной могут быть использованы отношения конеч­
ных приращений различных порядков аналогичному тому, яах фор­
му плавной кривой характеризует производные различных поряд­
ков. 
Условимся, что приращение высоты измеряется количеством 
диатонических ступеней, отделяющих первый звук от второго. 
Будем считать, что каждая нота отстоит от соседней по гори­
зонтали на единицу длины; это позволяет рассматривать просто 
разности высот, а не их отношения к приращениям временя. 
Возможен и другой подход, при котором расстояние сле­
дующей ноты от текущей пропорционально длительности текущей 
ноты, но в настоящей работе такой способ измерения 1- не не­О 
пользуется. 
2. Сделаем краткий обзор разностей, которые в дальней­
шем рассматриваются в качестве случайных величин. 
Пусть t•*t0 обозначает тот момент времени, в котором 
. регистрируется диатоническая ступень звука; номер ступени 
обозначается через £ . Моментам временя к « *:0 • < со­
ответствуют два предшествующих (к • ­ 2 , ­ I ) и последующих 
(к ­ I , 2) звука. Пусть Ак ­ диатоническая .высота звука в 
моментП** . Величина интервала ­ его разность высот второго 
"• ; ' ' . ] • . ! & ­ • ' • > ' V "V.''.. •••"­*' 
и первого звуков интервала: Ц» * ^л-м'^л • Первые разнос­
ти интервалов обозначаются через о/ к « снг1 ­ ¿>^  , вторые ­
через сл = о1^,-<л~л 
В работе 1 7 ] как статистические элементы соответствен­
но в статистиках ¡0 и '0/ использовались пары чисел ( I ) , ) 
и ( 0 , 1„ ) . В настоящей статье речь пойдет главным образом 
о трех статистиках ­ МЙ о элементом ( 0 , ) , УЫ 
с элементом ( 0 , с1_1 ) и 0/7 с элементом ( 0 , с1с ) . 
Все величины показаны на рис . 1 , где числа являются 
разностями ближайших чисел Ьл , числа о/„ ­ разностями чисел 
, а сА ­ разностями чисел . Конкретный пример по­
казан на рис . 7 . 
При постепенном передвижении вперед по нотному тексту 
меняется значение t (которое, по существу, является номером 
по порядку звуков мелодии), и для каждого 1 регистрируется 
очередной статистический элемент. Накопленный материал 
дает возможность вычислять условные вероятности (точнее, от­
носительные частоты) интервалов р(Цй) , их дисперсии, 
и т . д . В частности, условные средние значения интервалов по­
служили исходным пунктом статьи [ 7 ] . Они характеризуют подъ­
емы ' и спуски мелодической линии, но при этом в каждый, мо­
мент охватывают очень небольшой отрезок мелодии ­ только 
пару соседних звуков» 
ь-1 *-4 ± ±*4 • -ь+1 время 
I) ступень 
высота звука 
интервал 
первая разность интервалов 
вторая разность интервалов 
о/ 
-4 0 1 о 
Рис . 1 . 
3 . Все еще локальную, но уже более полную характеристи­
ку мелодического рисунка может дать использование т р е х 
с о с е д н и х з в у к о в , в том числе рассмотрение 
д в у х с о с е д н и х ' и н т е р в а л о в , например, 
исследование и х р а з н о с т и . 
В работе [ 7 ] было установлено, что разные диатоничес­
кие ступени не безразличны по отношению к величине одного 
­ (предыдущего или следующего) интервала. Это одно из конкрет­
ных проявлении функциональности лада C4J . Представляется 
интересным выяснить, будут ли функциональные свойства сту­
пеней проявляться также и в несколько более широком кон­
тексте из двух соседних интервалов (имея в виду именно р а з ­
ность этих интервалов). 
Осуществляя такой подход, не надо забывать, что разнос­
ти интервалов , вычисляемые для статистик liD , 'Di и 
Oli , ничего не говорят о величине самих интервалов, сле­
довательно, не дают определенных высот звука. Они свидетель­
ствуют исключительно и только о ф о р м е м е л о д и ­
ч е с к о й л и н и и в с м ы с л е е е и з г и ­
б о в . 
Таким образом, разность интервалов является весь­
ма общей характеристикой формы мелодического рисунка, и каж­
дому численному значению величины </к соответствует не один 
определенный фрагмент мелодия (кусочек мелодической линии), 
а целый класс фрагментов, объединяемых их родственной фор­
мой в смысле изгиба. Если окажется, что статистические 
свойства случайной величины JK для различных ступеней не­
одинаковы, то это и будет означать, что та степень абстрак­
ция, которая связана с понятием изгиба мелодической линии, 
хорошо соответствует той степени абстракции, которая прояв­
ляется в интуитивно осуществляемом композитором и«слушате­
лем понятии ладовой функциональности. 
Переходим к проверке этого предположения. 
4 .В качестве материала для статистического анализа и с ­
пользовались произведения, перечисленные в таблице I (пер­
вые шесть строк). Из произведений Баха, Моцарта, Бетховена, 
Шуберта и Брамса были взяты только партии солистов­вокалис­
тов. При анализе все мелодии предварительно разбивались на 
фрагменты так, чтобы в каждом фрагменте имелся один неизмен­
ный основной тон (тональный центр), который считался первой 
ступенью, я от которого велся счет остальных ступеней. Этот 
анализ модуляций проводился неформально, с привлечением ин­
туиции. 
Половина разности чисел двух предпоследних столбцов таб­
лицы I указывает на количество однотоникальных фрагментов в 
каждом массиве. Исходя из этого легко определить среднее ко­
личество звуков в одном фрагменте; оно приводится в послед­
нем столбце. Эти числа любопытны, если их воспринимать в ка­
честве некоторой меры "тональной инерции". Следует, однако, 
воздержаться от далеко идущих выводов. Прежде всего потону, 
что не были найдены дисперсии, и поэтому неизвестна статисти­
ческая устойчивость средних значений. Кроме того, было бы 
трудно делить определенные выводы из анализа материалов 
не только разный авторов, но к различных жанров. 
5 . Основные результаты этой работы получены в рамках 
статистики Ю1 . Средние значения разностей интервалов 
в зависимости от ступени О для общего массива ОБ представ­
лены на рис .2 , где соответствующие точки график» для нагляд­
ности соединены условной ломаной линией. 
Вертикальные отрезки показывают доверительные интервалы 
средних при доверительной вероятности 99!?. Скромная длина 
этих отрезков свидетельствует о высокой статистической у с ­
тойчивости. Поскольку массив ОБ составлен из достаточно 
разнородного материала, такая устойчивость говорит о том, что 
факт зависимости пеличины о!_1 от ступени носит весьма общий, 
надствлистический характер, присущий вообще тональной музы­
ке, а не специфичный, скажем, только для латышского фольклора 
или только для романсов Брамса. 
С другой стороны, средние значения для различных 
Таблиц* I 
Массив Автор Название Объем (в интервалы 
гнсячах) пары ин­тервалов 
Средняя длина (количес­тво звуков) однотони­кального фрагмента 
ЛГ 
СМ 
м 
ТМ " 
пм 
СП 
латышский 
фольклор песни L ī g o 
И.С.Бах "Страсти по Матфею" 
В.Моцарт "Волшебная флейта" 
Бетховен "Торжественная месса" 
Шуберт "Прекрасная мельничиха" 
Брамс сольные песни 
33,8 
4,1 
14,0 
4 ,3 
3 ,? 
5,9 
32,4 
3,7 
13,0 
3,7 
3,6 
5,2 
49 
22 
29 
15 
75 
18 
ОБ общий массив 65,6 61,5 33 
ЛГ1 
лгг 
подмассив ЛГ амбитус до квинты 
" больше " 
14,4 
19,3 
13,8 
18,6 
48 
55 
кл объединение массивов 
СМ, ВФ, ТМ, ПМ, СП 32,0 29,2 23 
КЛ1 0 объединение массивов 
СМ, ВФ, СП 24,0 21,9 24 

ступеней разнятся весьма существенно, мы имеем дело, таким 
образом, с некоторым ярким проявлением функциональности ла­
да в тональной музыке. Трудно (вернее, фантастично) предпо­
ложить, что композитор при сочинении мелодии сознательно 
следит за выпуклостью и вогнутостью мелодической линии в за­
висимости от ступени лада. Однако подсознательно такая рабо­
та , по­видимому, ' происходит, о чем свидетельствуют получен­
ные результаты. 
Заманчиво поставить вопрос о более конкретных причинах 
функционального закона, который наблюдается на рис .2 . Этот 
вопрос в общем виде, вероятно, достаточно сложен. Можно по­
пытаться расшифровать полученную закономерность в некоторых 
более узких и специальных его проявлениях. 
Например, можно прикинуть, что означала бы закономерное 
рис .2 , если примыкающие к ступени D интервалы были бы при­
мерно одинакового абсолютного значения. Оставшуюся часть 
этого пункта посвятим следствиям из такого более или менее 
естественного (но, конечно, не вполне справедливого) пред­
положения. 
В таком случае положительное значение с/ , сигнализирует 
о том, что мелодическая линия вогнута сверху (рис .За) . Ина­
че говоря, ступень D играет роль местного минимума. Она ве­
дет себя наподобие некоторого "отражателя" снизу для мелоди­
ческого движения. Рис .2 показывает, что в наибольшей степе­
ни это свойство присуще седьмой ступени, менее ярко ­ первой 
• ступени, и сравнительно меньше ­ второй ступени. 
С другой стороны, отрицательное значение разности ин­
тервалов d_i в тех хе предположениях сигнализирует о выгну­
той сверху мелодической линии ( р и с . 3 k )« Функция /(V ме­
лодической линии тогда имеет точку D своим местным максиму­
мом. Иначе говоря, ступень D действует как "отражатель" 
сверху. 
Согласно рис .2 , отрицательное значение для ol.t имеется 
у /н ступени, но еще меньше оно у IV ступени. Это можно ин­
терпретировать так , что мелодия, двигаясь снизу, около 111 
ступени достаточно часто поворачивает обратно, но еще чаще 
это наблюдается у 'V ступени. 
Монотонно убывающее значение г*мы.4) для последователь­
ности ступеней vn — i ­ u ­ щ ­ iv (сы. рис.2) в рамках 
предыдущего анализа говорит о том, что для мелодии типичным 
является подъем от ступеней v « , I , и к ступеням ш , к ' 
с последующим возвратом. При этом чем дальше звук мелодии 
отдалился от условной "середины" промежутка V/i ­ iv (вооб­
ражаемой точки между и н ш ступенями), тем больше он стре­
мится вернуться в сторону "середины''. Можно сказать, ч т о 
здесь действует сила, аналогичная той, которая в механике по­
рождает гармонические колебания. 
Остальные ступени v и vt как бы повторяют еще раз зна­
чения гтч<У_,) для mi и iV ступеней. Поэтому вместе взятые, 
данные о М » w и V , vi ступенях говорят о наличии 
двойного порога. 
В итоге можно сказать, что типичная мелодия поднимается 
не области vu , / , и вверх, а потом поворачивает обратно 
либо из подобласти щ , iv ("первый порог"), либо из подоб­
ласти V , vi ("второй порог"). После этого мелодический 
цикл (подъем ­ спуск) может начинаться снова. 
Стоит отметить, что вся эта картина, вытекающая из рис .2 , 
является подтверждением основного выводя работы C7J о нали­
чия двух облаете! ­ центральной ( vil , i , и ) и перифе­
рийной ( ni , iv , v , VI ) , Действительно, именно для сту­
пеней центральной области разность интервалов ^_,в среднем 
положительна. С другой стороны, именно в периферийной облас­
ти величина отрицательна. Средние значения интервалов до 
и после данной ступени уже в работе C7J привели к гипотезе 
о колебаниях мелодии из центральной области вверх в перифе­
рийную область, а из нее обратно вниз в центральную область. 
Теперь эта гипотеза получила дополнительное подтверждение, 
я картина пополнилась новыми деталями. 
б. Хорошая устойчивость средних значений разностей ин­
тервалов в общем массиве ОБ еще не означает, что средние зна­
«ения величины d.^ для данной ступени D , вычисляемые в 
каких­то частях общего массива, будут близки друг к другу 
(даже если для этих частей устойчивость также окажется 
неплохой). Стало быть, самостоятельный интерес имеет сравне­
ние результатов для различных подмассивов. Прежде всего замаг 
чиво сравнивать фольклорный массив ЛГ со стилистически от­
личным от него массивом КЛ классической музыки. 
Полученные средние разностей интервалов изображены на 
рис .4 . Здесь опять вертикальным отрезкам показаны доверитель­
ные интервалы, соответствующие доверительной вероятности 995Ē. 
Можно условиться считать, что два результата (для одной сту­
пени) отличаются существенно, если их доверительные интерва­
лы не перекрываются. 
При таком подходе, средние значения of.i для классики и 
фольклора существенно отличаются на четырех ступенях ­ I , 
и, , iv и • . Больше всего отличие для первой ступени. 
Во всех четырех случаях" разность интервалов в классической 
музыке по абсолютному значению меньше разности интервалов в 
фольклорном материале. (Добавим, что та же тенденция прояв­
ляется также и на vn и и ступенях, т . е . на всех ступенях, 
хроме шестой.) Это приводит к несколько неожиданному выводу 
об усиленной функциональности ступеней (конечно, в рассматри­
ваемом здесь аспекте ­ по изгибаемости мелодической линии) 
в фольклорных мелодиях по сравнению с классической музыкой. 
Ситуацию в классике характеризует близость нулю величи­О 
ны «тЛ d-, ) для первой и пятой ступеней. Следовательно, 
около этих ступеней мелодическая линия столь же часто бывает 
выгнутой, как и вогнутой формы. 
7 . Еще отдельно были обработаны два подмассива песен 
Līgo • Мелодии более узкого объема (ЛГ1, амбитус ­ до 
квинты) в среднем можно считать более древним, чем мелодии 
широкого объема (ЛГ2, амбитус ­ больше квинты). Представля­
ется интересным вопрос о влиянии этого исторического и сти­
листического нюанса на статистику изгибов мелодической линии. 
Действительно, средние значения разностей интервалов т (Ы,1) 

в обоих подмассивах оказались существенно отличными для 
всех ступеней кроме второй (см. р и с . 5 ; вспомним, что именно 
район II ступени является пограничным по отношению к централь 
ной и периферийной областям, см. пункт 5 ) . Все отличия (кро­
ме V/ ступени, которая в ЛГ1 имеет ничтожную частоту 0,007 • 
и поэтому может вообще не рассматриваться) направлены в 
сторону уменьшения абсолютного значения для мело­
дий ЛГ2 по сравнению с мелодиями ЛГ1. 
Вырисовывается, таким .образом, некоторый диахроничес­
кий закон, который состоит в постепенном сглаживании выпук­
лостей мелодической линии при переходах от старинного фольк­
лора к фольклору более позднего пери, ода, а также от фольклора 
вообще,к классической авторской музыке (следует подчеркнуть, 
что не анализировалась современная музыка). 
8 . В пункте 2 рассматривались три способа привязки р а з ­
ности соседних интервалов ы к ступени о . Затем (в пунк­
тах 5, 6, 7) излагался ряд результатов относительно одной 
из трех возможностей, а именно "центральных" разностей ^­у ,^ 
т.е^делались выводы из статистики Vt>1 • Теперь можно занять­
ся вопросом о том, какие закономерности обнаруживаются при 
анализе разностей "назад" d.x (статистика i'lD ) и~ "вперед" 
Ы. (статистика Dli ) , 
Все три вида разностей были вычислены для некоторого 
подмассива КЛ1 (Бах, Моцарт, Брамс) классической музыки. 
Результаты показаны на рис .6 . 
Средние значения двух сдвинутых ("назад", "вперед") 
вторых производных гп ( ) и ш( ы„)' отличаются межгу 
собой, грубо говоря, ненамного, и их значения в большинстве 
случаев близки к нулю. Tea самым наблюдается большое р а с ­
хождение с ™ (<**_., ) там, где эта центральная°вторая произ­
водная заметно отличается от нуля ( vu , ы , vi ступени). 
В свою очередь, средние значения разности <J., для подмассива 
КМ очень близки к средним значениям для всего массива КЛ 
(см. р и с . 2 . ) , что лишний раз говорит об устойчивости чисел, 
характеризующих классическую музыку. 

­ во ­
Расхождение величин m ( < V ­ a , ) и Л» ) является 
существенным (с точки зрения 99 % доверительных вероятностей) 
только для и счупени, которая является пограничной между 
центральной и периферийной областями Внутри же каждой облас­
ти доверительные интервалы обоих средних перекрывается. Это 
означает, что внутри как центральной, так и периферийной об­
ласти изгиб мелодической линии до ступени не очень отличается 
от ее изгиба после ступени. Тут можно усмотреть еще одно 
свидетельство объективного существования названных областей. 
Очень большое отличие положительного ' " ( ^-1 ) от (близ­
ких между собой) отрицательных значений »»>("'­а. ) и 
для vi ступени можно объяснить частыми колебаниями мелодии 
между v/i и i ступенями, некоторой тенденцией опевания основ­
ного тона, мелодия;к vii ступени подходит сверху и возвраща­
ется вверх ( «1„4 > с ) , но затем преобладает не дальнейшее 
продвижение в том же направлении, а поворот назад ( 'L < о ) ; 
то же самое в зеркальном виде было и в непосредственном прош­
лом ( < * щ « > ) . 
Прямо противоположная по знаку ( ­"(tV. , )«­ с ) ситуация 
имеет место на и / ' ступенях, где наблюдается "потолоч­
ный" эффект, о котором уже говорилось в пункте 5 . Около V' 
ступени опять мы имеем явление опевания, ибо по соседству 
с этой ступенью в обе стороны изгиб меняется на противополож­
ный. В меньшей степени этот эффект характерен для W ступени. 
9. Для подмассива KJII были найдены еще и условные (от­
носительно ступени) средние значения в статистике O'ii , где 
статистический элемент имеет вид ( D , с„ ) . Величина с Л 
характеризует не саму выпуклость, .а изменения е е . Именно,при ' 
сл>о увеличивается вогнутость (или, что то же самое, 
уменьшается выгнутость) сверху, а при с^<о ­ наоборот. Ил­
люстрацией может послужить пример на р и с . 7 , где положительное 
значение с„=*15, соотнесенное со звуком p e r , свидетельствует 
о резком возрастании вогнутости сверху после этого звука (в 
самом деле, здесь заметная выгнутость <У„. «­6 переходит в 
сильную вогнутость U4 * 9 ) . 
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Некоторые интересные наблюдения могут быть сделаны при 
сравнении разностей "вперед" различных порядков. На рис .8 
показаны для массива КЛ1 средние значения в статистиках О' , 
Он и Ом» . Н а глаз можно заметить, что при переходе от 
ступени к ступени первые и третьи разности меняют свои зна­
чения в том же направлении (исключением является М ступень); 
вторые же разности меняются прямо противоположно. Более точ­
ную характеристику ситуации дает таблица 2, в которой £ ­
ковффициент (прямолинейной) регрессии, а ^ ­ коэффициент 
(прямолинейной) корреляции. 
Таблица 2 
о / ­ он о / ­ 0/77 011 - оШ 
­ 0,681 0,290 ­ 0,603 
0,931 0,494 0.752 
' При переводе на содержательный язчк числа первой стро­
ки полно сказать , что направленная вверх мелодическая 
линия в следующем шаге станет более выгнутой сверху, что по­
влечет поворот мелодической линии обратно , ­т .е . вниз. Но в 
то же время еще через один наг будет наблюдаться уменьшение 
выгнутости сверху, т . е . произойдет следующий поворот вверх. 
Оказывается, таким образом, что в среднем для мелодической О 
линии характерны именно такие микроколебания, а не рисунок 
с продолжительными подъемами и спадами одинаковой крутости. 
Типичным примером может послужить мелодия на р и с . 7 , где пер­ ' 
вые сень звуков образуют полтора микроколебания. 
Наличие только что описанных микроколебаний не отменя­
ет; конечно, тех колебаний большего размаха, которые проис­
ходят, когда мелодия поднимается от центральной области в 
периферийную, и затем возвращается обратно. В реальной мело­
дии они накладываются друг на друга ­ наподобие тому, ­ как 
колебания моря складываются из мелкой ряби, порожденной си­
лами поверхностного напряжения, и из крупных волн гравитаци­
онного происхождения. 
i Ē r^—-• fr 
/? 12 17 1 
i 1 -1 -1 1 1 
d - 2 0 2 0 -2 
с 2 2-2-2-4 
P u t , 7 
Можно добавить, что связь средних значений в статисти­
ках о/ , 0/7 и от' бывает далека от линейного закона, о 
чей свидетельствует вторая строка таблицы 2 . Ближе к линей­
ному соответствие она в случае соседних порядков разностей . 
(сы. первый и третий столбцы). Соответствующие "облака" то ­
чек при желании легко могут быть построены по данным рис .8 . 
10. Научный анализ действительности требует абстраги­
роваться от многих сторон рассматриваемых объектов и сосредо­
точить внимание на определенный, интересующий нас аспект» 
Однако раньше или позже должны происходить и происходят по­
пытки связать различные аспекты между собой, продвигаясь об­
ратно "в сторону синтеза. В современной науке все более 
распространяется методика т . н . системного анализа, предпола­
гающего рассмотрение взаимодействия различных компонент, вы­
явление иерархической структуры сложных явлений. Представ­
ляется несомненной плодотворность и даже необходимость та ­
кого подхода и в науке о музыке. Одна тенденция этого рода 
в мувыкоьедешш получила название целостного анализа. 
Если смотреть с этих общих позиций, то следует сказать, 
что в данной работе исследовался довольно узкий частный 
вопрос о взаимодействии двух аспектов теории музыки ­ лада 
с различной ролью отдельных его ступеней и локальной формы 
мелодического рисунка. Количественные методы статистического' 
анализа позволили,'прежде всего, с несомненностью установить^ 
что функционализм различных ступеней лада действительно от­
ражается в Форме мелодической линии вблизи этих ступеней. 
В качестве одной на первопричин этой функциональности мои­ . . 
.но усмотреть тенденцию разворачивания.мелодии большими вол­
нами, идущими иэ центральной области вверх в периферийную 
область с последующим возвращением (пункт 5) . На эти волны 
накладываются более мелкие микроколебания (пункт 9) . 
Установлением этого метастилистического факта, имеюще­
го место, по­видимому, во всей тональной музыке, не исчерпа­
ются возможности метода. Рассмотрение стилистически разно­
m 
­ аб ­
родного материала позволило установить некоторую общую тен­
денцию систематического и монотонного уменьшения изгибаемос­
ти мелодии от древнего фольклора до классической музыки 
(пункты б и 7 ) . 
I I . В дальнейшем желательно уточнить значение третьих 
разностей высот, в частности рассматривать статистики №6 , 
¡101 и 1ъЧ , а такие выяснить роль разностей более высоко­
го порядка. Если говорить в широком плане, то могут быть 
привлечены и другие параметры звуков мелодии, например, их 
метрическая тяжесть. 
Отдельной Перспективной постановкой проблемы могут 
оказаться исследования связи разностей высот различного пор­
ядка с точными способами сегментации мелодии, например, на 
Р ­мотивы М.Г.Бороды [ I ] , их обобщения £31. , метро­рит­
мические сегменты М.Г.Борода £2Л и т . п . 
Более конкретным подходом к локальному анализу мелоди­, 
ческой линии в случав учета, например, трех соседних зву­
ков может быть статистика с элементом ( 0 , 3 ) , где 
•1 * (­ , $0 ) является парой двух соседних интервалов. 
Тогда вместо разностей интервалов рассматриваются сами ин­
тервалы. При этом менее абстрактном подходе каждый статисти­
ческий элемент будет представлять меньший класс конкретных 
сегментов мелодии, зато классов будет больше. Можно предпо­
ложить, что такой метод является полезным средством стилис­
тического анализа мелодии. 
Основы подобной методики (правда, не для пар интерва­
лов, а для единичных интервалов) по существу уже заложены 
в работах М.Ройтерштейна, введшего понятие ступеневых свя­
зей [5, б ] . 
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З.Б.Дискин 
СИНТАКСИЧЕСКАЯ МОДЕЛЬ ТЕОРИИ МНОЖЕСТВ 
ВЫСШЕГО ПОРЯДКА 
I . Мотировка и обзор полученных результатов. 
Математик ­ в большей или меньшей степени платонист ­
обычно предпочитает работать не я рамках теории моделей; 
синтаксис, семантика, интерпретация, а непосредственно в 
терминах математических структур Бурбаки [ I ] , рассматривае­
мых в некоторой интуитивной теории множеств к интуитивной 
логике. Формализуя последние, т . е . трактуя их как формаль­
ную метатеорию, можно перевести все рассмотрение в синтак­
сические рамки (и удовлетворить требованиям сторонника гиль­
бертовского формализма). В настоящей статье подобная проце­
дура проделывается для некоторой структуры, претендующей 
на роль универсума множеств. Однако, в отличие от обычно 
подразумеваемого способа введения формальной метатеории, 
когда в нее включаются понятия Формулы, интерпретации, вы­
полнимости (например, у Мостовского [ 2 ] , где модели теории 
Л {- , сама теория и предикат истинности рассматриваются 
как объекты формальной теории классов Морса М ) , ниже пред­
лагается иной путь. 
А именно, в стандартном логическом языке первого поряд­
ка теории множеств *Ьц (с единственным нелогическим симво­
лом € ) вводится формула Зи(У,1)а двумя свободными пере­
менными V и £ , содержательно понижаемая как € —вмска­
эывание "множество V. с бинарным отношением £ с V*Уесть уни­
версум множеств, т . е . модель некоторой теории множеств отно­
сительно символа £ " , я далее рассматриваются следствия ив 
$и(У, е.), которые можно получить при наличии в языке <£ е не­
которой б ­теории множеств ЗТ€ , понимаемой как интуитивная 
внешняя метатеория множеств, . т . е . результаты рассмотрений 
имеют вид 
где понимается как £ ­высказывание об универсуме (У,г). 
В качестве $и(1/,1) взята аксиоматика 2Р , записанная 
относительно символа £ и релятивизованная по V , в которой 
схема аксиом подстановки заменена очевидным обраеом единствен­
но аксиомой подстановки высшего порядка<х{\/,г), запись которой 
возможна благодаря ЗТ е (но <^С ) есть просто формула в У^» 
языке первого порядка!). Для определения всех конструкций, 
входящих в 51/(|/,с), достаточно в качестве £7е взять теорию 
Цермело 2е в языке / е (или даже ограничиться фрагментом т е о ­
рии типов до четвертого уровня включительно). 
При таком подходе используемые в метатеории теореткко­
множертвенные средства явно фиксируются заданием теория­57^, 
а формулу ви^с) можно назвать синтаксической моделью теории 
множеств высшего порядка» 
Будут доказаны следующие результаты. 
Если в качестве внешней теории множеств 5Т 6 взять 2Ч 
(или указанный фрагмент теории типов), то 
(1) в ^ ^ и н т е р п р е т и р у е т с я теория классов Морса, • 
(2) любые два универсума (модели с аксиомой подстанов­
ки высшего порядка) либо 4­изоморфны, либо один ив них 
­изоморфно вкладывается в другой 
(точные формулировки приведены в пл. 3 , 2 , 4 . 2 ) . 
Если в качестве 5Т € взять г , то для еия>но недости­
жимого кардинала эе ><~> (обозначим это 1п А (эе.)) 
(3) ] п А ( э ь ) ­ ­ 5 и ^ а 1 , ' 6 Г « * ) , 
где / ? ж ­ этаж универсума фон Неймана в 1 Ге , а' также 
(4) 1^ (­51/(1{е)­*ЗеЗЬ(1иА1эе:)*Ь есть изоморфизм (у,*.) , 
Отсюда следует равносильность аксиомы существования 
универсума (У,£)(внутри 2^) аксиоме существования сильно 
недостижимого кардинала X : 
(б) 1Р€1~ЭУЗс5и(^&)*-*1^А^). 
Результат о почти категоричности ( в смысле теоремы 2) 
теории формулируемой в языке второго порядка, не нов 
(см., например, 1143) но соответствующие доказательства прово­
дятся там в интуитивной теории множеств,и ряд обстоятельств 
затемняетсяо В частности, вполне правдоподобным выглядит т е ­
зис ­ "поскольку модели 1 f1 изоморфны, континуум­гипотеза 
либо истинна, либо ложна, но не независима" ­ активным про­
пагандистом которого является Крайзель (ссылки см. в С43). 
Однако предложенный в статье подход, явно фиксирующий исполь­
зуемые в метатеории теоретико­множественные средства, позво­
ляет сразу же продемонстрировать схоластичность подобной а р ­
гументации. Действительно, из (4) следует 
и, таким образом, вопрос об истинности или ложности СИ не 
решается, а всего линь переносится в метатеорию, в которой 
он вновь возникает ввиду независимости С н & о т 2 & , 
2 . Универсум множеств как структура Бурбаки. 
Работаем в интуитивной классической логике и в некото­
рой "общепринятой" интуитивной теории множеств, включающей 
в себя основные теоретико­множественные понятия ­ пустое мно­
жество, пара, множество всех подмножеств, отношения на мно­
жествах и отображения множеств. 
Рассмотрим пару ^=<у/,£>, где V ­ некоторое множество, 
г с У к У ­ бинарное отношение на V . Элементы V будем на­
зывать точками й, как правило, обозначать х,и, г \ подмножес­
тва V будем называть классами и обычно обозначать А А ­ Д у , 2 ­
Множество всех классов, т . е . подмножеств V , обозначим £-1* • 
­ 92 ­
Для удобства изложения аксиом, которые мы собираемся на­
ложить на (\/,сУ , введем отображение "крышка" ~ ; Ч-*С прави­
лом х-*х V: у £ х } (задание такого отображения равносиль­
но заданию £ , т . к . <•»къ%, и мы могли бы начинать с Л ) . 
Образ V при отображении Л обозначим 1Г: = {х:х€\/1 
Определение. Пара г=<^с>называется универсумом, если 
справедливы следующие аксиомы ( А 1 ) . . . ( А 8 ) . (логическая симво­
лика в записи аксиом используется просто как заменитель слов 
"разговорного" математического языка. Аксиомы (А1) . . . (А6) есть 
обычные аксиомы теории 7. в наших обозначениях.) 
Аксиома объемности: Ух.уе. V £ = и ^ л = ^ . (А1) 
Таким образом, л есть инъекция, и на •V определено обратное 
отображение "л V, Х»*Я=л, если х. = X. 
Аксиома пустого множества: 6 1 \ (А2) 
Обозначим оу-Ф 
Аксиома пары ; Ух.у « У 1*,у1<- \.« (АЗ) 
Обозначим ­
Как обычно, положим {л^={»,*) г ,<х^> г ­ .х /<х1 | Г И>' .а ) | г} | г 
Аксиома объединения; у , * У 1 < ц: * 1 Цу,­ ^ 2) с ^ (/4) 
Обозначим 1^.00==^ . Кая обычно,д1£у: = Ц.(1«,^Легко 
проверить, что / 0 Г # = * и,$ . 
Аксиома степени­ У.^У Р , = {.^у. .у ЛГ (Д5) 
Обозначим . * 
Аксиома регулярности • Уг±я. У 12г\^ = <*). (дв) 
Определим на V. унарную операцию Зс^.-х^хО^м^ ,5с оо 
будем также обозначать х 4 или х'* . * О 
Аксиома бесконечности­ & . = ^ « & л * У <А7) 
Обозначим .­ ­ Д . ' 
Аксиома подстановки­ Для любой функции €\ У- У 
где Я"-2 ­ 2 " ' е с т ь отображение, порождаемое/: 
Из аксиомы подстановки (А8) непосредственно следует 
Аксиома выделения подмножеств­ Ухе V УАО­* А * 1^ (Дб7) 
Отметим, что по определению операции в (А5) и из ак­
сиомы выделения (А8 ) следует, что для же V множества 5£&9 
и 1Р(х):"Я естественным образом изоморфны. Отсюда ясно, что 
если в нашей интуитивной теории множеств мы принимаем аксио­
му выбора, то аксиома выбора для < V, £> становится справедли­
вой теоремой. 
В универсуме ( V , e ) обычным образом (с очевидными моди­
фикациями, обусловленными специфическим характером аксиомы 
подстановки) воспроизводится стандартный набор теоретико­мно­
жественных конструкций ­ классы­отношения (и точки­отношения), 
ординалы,равномощность и кардиналы и т . д . (например, по книге 
йеха [ 3 ] , трактуя "Веховские" классы как подмножества V , а 
множества ­ как точни из V или соответствующие им "крышки" 
из 'О' ) . Из этого набора отметим лишь построение универсума 
фон Неймана b(V,z} как определенной по рекурсии на ордина­
лах из У функции ßt r 'ö«^­»V, где 0п#}я 
­ { *. е V ' . ­ транэитивно и вполне упорядочено отно­
шением ^ , ^ 0 , ) ­ ­ 0 ^ , / ^ ( * ; ^ = ^ Л , и, если ? пре­
дельный, то Qi-Ш * UA'iZfifi) >Н i}") -(UiRJr-p**^ Будем 
обозначать *£м> через \4 . Для у н и в е р с у м а ^ , £ > проходит 
стандартное доказательство того, что аксиома регулярности 
(Аб) равносильна утверждение V =» LH : лe } . 
Натематик­платонист, по­видимому, согласится работать 
с введенной структурой <CV, t > , если поверит в ее существова­
ние. Сторонник гильбертовского формализма потребует объяснить, 
что такое "множество. V " , "подмножество множества V "фун­
кция F: V'­* V " и т . д . (а также, что значат слова "любой", "су­
ществует" и т . д . ) ­ этому посвящен следующий раздел. 
3 . Погружение теории универсума <£V. £> в формальную тео­
рию множеств 
3 . 1 . С изложенной выше­точки зрения внешняя теория мно­
жеств ST€ призвана служить формализации интуитивной теории 
множеств, в которой рассматривается математические структу­
ры. Поэтому методологически важно, чтобы внешний формализм 
был настолько слабым, чтобы быть "интуитивно понятным", во 
всяком случае, не хотелось бы использовать в нем трансфинит­
ныв конструкции. Требуемый минимум ­ определимость в этом 
формализме используемых в аксиомах (А1)...(А6) теоретик о­мно­
жественных понятий. 
Вообще говоря, для этой цели достаточно фрагмента тео­
рии типов до четвертого уровня включительно: точки из V ­ эл 
менты уровня I; V и классы ­ уровня 2; с, отношения и фун­
кции на V ­ уровня 4 . Отображения л и * (элементы уровня 5) 
не нужны, если определить Ц": = {Хс V: Зхе е ^ •' У £ л * * ^  а 
аксиому бесконечности (А7) можно записать в виде 
. 0 _ : ' = Л { > ^ У ­ 4 г « Х * М * * ­ » " * (А7') 
Однако в силу того, что при развитии теории <\/,£> могут пона­
добиться элементы более высоких уровней, а также ввиду большей 
привычности и удобства обозначений, в качестве внешней формаль­
но теории множеств возьмем теорию Цермело Z . 
Более подробно. Введем стандартный логический язык • 4 ' е 
первого порядка с равенством и сигнатурой, состоящей из един­
ственного бинарного предикатного символа <ь . Будем назы­
вать в­языком, его формулы ­ € ­формулами, а совокупность 
всех, ч ­формул обозначим Ф^. . В / с .с4Ь выразимы все использу­
емые в п.2 интуитивные теоретико­множественные понятия: 
V, £ с У* V, 3? и т . д . Что касается интуитивного мно­
жества \<о1*1 сг!',, . ] , то оно определяется как образ ^•констан­
ты <~ при отображении <г из в V , определяемым рекурсией: 
Р(с)*с». , я»7= ( ( г ( д ) ) ' , г , (Если представить '^таксиону беско­
нечности (А7) в виде (А7'), то ^­аксиома бесконечности вооб­
ще не потребуется) 
Таким образом, мы можем записать все указанные в п.2 ак­
сиомы (А1) . . . (А8) в виде £­формул ^, и ввести оде­
дующую б­формулу с двумя свободными переменными У,г: 
Теперь развитие теории универсума^,­'), содержательно 
понимаемое как доказательство теорем вида "пусть <{\/,г> ­ уни­
версум, тогда справедливо У ", где У ­ некоторое утвержде­
ние об универсуме, в синтаксических рамках принимает вид вы­
водов: 
- * -
ще быы.х) - ?(*,<•), с») 
где есть перевод на е­яэык утверждения *У . 
3 . 2 . Каково соотношение формализма 
тех утверждений f'(\/,l), которое можно вывести путем (*­>, с 
общепринятыми формальными теориями множеств 2^. б в , М ? 
Для записи аксиом этих теорий введем стандартный логи­
ческий язык ^ е первого порядка с равенством и сигнатурой из 
единственного бинарного предикатного символа е . Будем этот 
язык называть е­языком, его формулы ­ е­формулами, а со ­
вокупность всех е­формул обозначим Ф е (В качестве ¿4 можно, 
конечно, взять сам <^6 ) ; Теперь фиксируем в У€ две перемен­
ные ­ V и е , и определим следующее отображение # / ( < ­
(подробности и многочисленные "гигиенические" ого­
ворки опущены в надежде, что это не приведет к недоразуме­
ниям). Каждой атомарной б­формуле вида хеу поставим в со­
ответствие е­формулу <х, ^ > е ь , а равенства оставим без из­
менений, т . е . в качестве (х = е^>* возьмем х =у . Тогда и каж­
дой составной е­формуле ставится в соответствие "такая же" 
по расположению­связок и кванторов е­формула, которую мы 
еюв и У­релятивируем, т . е . ограничим все кванторы одномест­
ным предикатом (так что (Лл^.) 'есть 3*еЧ }. ре­
зультат будем называть ^­формулой. Полученное отображение 
Ф^. таково, что для любой замкнутой б­формулы ^ 
"говорит то же самое", но об универсуме <^,г>. В такую V* 
всегда входят свободные переменные V и г. и мы будем запи­
сывать ее в виде Ч~*(ь,е.). Легко видеть, что для любой аксио­
мы / теории 2>ё с % 2( к $иЫ,*.) — **{•*, О, 
т . е . 2"€*АШК*Х сильнее ЯГ. 
Переходя к рассмотрению отношения Хй *&Ц(Ъ'.ъ) к теории 
классов Морса М , определим сначала, для фиксированного уни­
версума , отношение ^сС*С , где С-.-Л^, следующим 
образом: ­ , 
ШЩк\Ш> Ч№ З^У({н¥.<1/^1}--х)^^СШУ^ 
Теперь построим следующее отображение *^ ,т*"*т^ Каждой 
атомарной £­формуле вида X*>У (понимаемой теперь как утвер­
ждение о классах) ставим в соответствие €­формулу<ХУ)е IV , 
а равенства оставляем без изменений. Проведя далее С"­реля­
тивизацию для составных формул, построим всё отображение 
Оно таково,что е­формулы из Ф,"говорят" об универсуме классов 
с...•­<;<?,;, / , построенном из универсума ^/­^^«Хв частности, 
( X есть множество У <•­•> I ; , 1 > г ~ ) , и имеют два "свободных" 
е­ ­терма: б и ^ с (и, по­прежнему, две свободные перемен­
ные ­ V и с ­ в точном смысле). Легко видеть, что для лю­
бой аксиомы ^ теории М« с Фт 
т . в ; 1е гЛ<(Ь'.е)сильнее М . 
Содержательно это объясняется тем, что интерпре­
тация схемы аксиом существования классов из М е постулирует 
существование 1^­класса, т . е . подмножества \/, для любой 
£• ­формулы вида / ' где V из Фе, в то время как 7^. ­ схе­
ма аксиом выделения подмножеств обеспечивает существование 
ЧГ­класса для вообще произвольной е ­формулы. Поскольку ф& 
богаче, чем ={г >*./'«г­^е/.то^еинтерпретируется в 1£ШЬ/& 
но не наоборот (хотя бы в силу второй теоремы Геделя о не­
полноте: в 7-ь+ЗЧЗсЪШч',*-) доказуема непротиворечи­
вость М ) . 
4. Теорема об альтернативе изоморфизмов внутренних уни­
версумов. ­
4 . 1 . Дальнейшее изложение будет проводиться на нефор­ ч" 
мальном математическом языка, но таким образом, что перевод 
утверждений в € ­^формулы, а доказательств ­ в синтаксичес­
кие выводы в € ­языке, представит ­ можно надеяться ­ лишь 
техническую работу. Обычные теоретико­множественные кон­
струкции, воспроизведенные в универсуме ^ , обозначаются 
без специального упоминания общепринятым образом с добав­
лением индекса .гГ , например: , Ц г < 0 » . и > ^ ' ^ , < ' , ^ в с т ь 
­гГ­функция и т . д . , хотя часто подразумевается, что сами 
конструкции введены с некоторыми модификациями, аналогии­
ними той, по которой схема аксиом подстановки bZF преобра­
зована в ^­аксиому подстановки ( А 8 ) в 5U , Так, например, 
полнота отношения порядка R на ­X означает, что любое £­под­
множество •£ , а не только выразимое £*­формудой, имеет Я-
наименьший элемент, (таким образом, сами 'Ь­понятия в-5'ii 
значат нечто больнее, чем их аналоги в Z f . ) 
4 . 2 . Теорема. Пусть 1^ = <\ / , / ,> ,г^=<\4,£ 2> ­ универсумы 
(внутри Z € ) . Тогда имеет место следующая альтернатива, т . е . 
справедливо одно и только одно из трех утверждений: 
С I) <Уи£4) изоморфен < У г , £ д ) , 
{Li) в V, существует кардинал э& (необходимо 'и­сильно 
недостижимый) такой, ч т о ( У п г , ^ ) изоморфен 
( UL) в V, существует кардинал ое (необходимо ^""­сильно 
недостижимый) такой, что<У,,£,) изоморфен < \ ^ х , с л > . 
Синтаксически это выглядит так : 
2 ь [ . У и ( 1 / „ г ( ) Х ^ У ( ^ , 0 ­ . 
, (3h Ui t- изоморфизм ­,<V<­,*^ на ­<Уг^еА>) * 
у(ЗКЗ**СЬ^«А­ е­ изошрфизм<\^/Ч*>на<\/, 1 , .е Л /> * (пА^Ыи 
ХСЭКЗвсе^йЬ­ t­изоморфиэл <4,,Q т (V^e/V^ilnA^*))] 
(здесь зс есть символ строгой дизъюнкции).для всех упомяну­ : 
тых изоморфизмов имеется явное построение (трансфинитной ре­
курсией по ^­ординалам). 
Следствие. Добавляя К Ж^е) аксиому несуществования не­
достижимых кардиналов 11x.1ч t\+W , получим категоричную те­
орию SVCV.t.) (внутри Z6): 
4 . 3 . Для доказательства 4.2 далее потребуются рассужде­
ния по индукции и определения по рекурсии на ординалах из<У/>. 
Теорема. Пусть <V, £.) ­ универсум. Тогда 
(I) уд с a ^ C c V e A * ( « е А Л)Н*сЛ-*LĻ(*kA)-*A*0>,£} 
( i t ) VGVH'ĻG есть Функция &clcm(G)=.?(Vxtvj ­ » 3 . ' F 
С F есть функция & do,n(f)­CHf-b W& 
' В сишаксичеохом вида: ī^i-Stl^e.) -- Ф$(0 • 
Доказывается эта теорема так же, как ее аналог в ZF 
(см . , например, Йех [ 3 ] ) ­ т о , что F и G теперь выходят з а 
пределы V , требует лишь очевидной модификации, допустимость 
которой обеспечивается f­аксиомой подстановки (А8) я ^ ­ а к ­
сиомой выделения. 
4 . 4 . Пусть < Ц , < . ^ , < ^ , ^ ) ­ универсумы. Пользуясь теоре­
мой 4 . 3 , построим следующую е­функцию £ ; » Я ^ * б > 4 (здесь и да­
лее вместо индексов пишутся просто I , 2> и одновремен­
но установим ее свойства. 
. Полагая, что на ^ уте определено, причем 
ГГр есть <­£­изоморфизм А на А / У , 
определим FV«0 я докажем, что C*J остается справедливым и для 
ос+,4 . 
Если « = ос'*, 1 , то положим У(очевидно, что(«*) 
при этом остается справедливым и для * * , i ) . 
Если 'н ' ­ предельный, т . е . <х * L ' f м '(Uip.'pe*})'', то р а с ­
смотрим * ­множество ( ­(£ ­класс) А" Fe(£)i*{fip:p*u} . То, 
что А действительно является «­множеством,обеспечивается 
аксиомой выделения во внешней «­теории 2 ( . Имеет место один 
и только один из случаев: 
( o j Л Х е 6 ^ А > А . т . е . Зк^Оп^Ае. Ц 
Ом) 7 3 Х « С»м А > А » * . е . VA€ СЦ, J ^ A f A * » . 
В случае (й<) по аксиоме выделения подмножеств (А8') в 
<V^,£ i ) А«1'дЦ, следовательно, определено Ае \Ļ . Положим 
F6<) = ( а ) n p * ^ 1 * ^ • (**+1) проверяется •непосредствен­
но . 
В случае ( Ь и ) на самом деле А ­ ^ ­ иначе мы пришли бы 
к противоречию о (*.«), т . е . F на * есть на самом деле <^­изо­
морфизм £ на Onz . 
"I результате в ходе рекурсии по ^­ординалам имеем альтер­
ЧТИ 11М.1Г ­
( i ) существует х$Сн, такой, что для него имеет место 
( Ь у ) , тогда будет построена < t ­изоморфная биекция 
Г: « ~* Опх , 
( i i ) для всех осьСп^ имеет место ( а * ) , тогда мы сможем 
провести рекурсию до конца и получил <ь­иэоморфнув 
инъекцию Г : £ Ц , с * а > Л , причем здесь снова альтернатива. 
(О?) существует Л > РШ.^} , тогда имеется наименьший 
»>Р''(0„1) и /­ есть ^­изоморфная биекция &4на*, 
не существует \>Р"(С*1) , тогда Р есть биекция А], 
я * 0 п г . 
Суммируя все рассмотрение, получаем следующий результат. 
Теорема. Пусть > . ^ . г ^ ­ универсумы ( в н у т р и ^ ) . 
Тогда справедливо одно и только одно из следующих трек утвер­
ждений: • 
(с) Оп^ <с­изоморфно 
(<Ч) существует *. е Оп^такой, что х ^изоморфно 0 « ^ 
(¿¿0 существует # е 0ги такой, что Оя„г <^­изоморфно ж 
для всех упомянутых изоморфизмов имеется явное построение. 
4 . 5 . Приступаем к доказательству основной теоремы 4 . 2 . 
Пусть <^ < ,«,>,<у г ,€ л > ­ универсумы. Обозначим постулируемый пре­
дыдущей теоремой <с­изоморфизм через Р . Докажем, что для 
любого предельного Хеа'сН^имвется изоморфизм ( ^ х . е Л на 
Рекурсией до X определим следующее б­отображение 
Н:\-*\>1^< (и одновременно установим его свойства). 
НЩ**%^4.Полагая, что на (для «*Я ) Й уже определено, 
причем 
Уре А е ^ » » ( ^ = ^ м Наесть £­изоморфизм \\ь ЩЦг& 
определим Н« и докажем, что (*) остается справедливым я для 
«с+,У . • 
Если <ч»х>,1, то леУ^ялвчет­^с!^. щ, значит, определено 
€­множество ( ^­класс) Н£. <3) с **>6г?. По аксиоме выделе­
ния в<\4,£д>оио входят в можно положить Й Д^О*(Н**- (л))* 5 
таким обрезом , Н< определено на всем . Докажем, что К* 
есть изоморфизм. 
в силу того, что Кг. тесть изоморфизм по индуктивному предпо­
ложению, тогда Н+м + И+и) ( т . к . " есть инъекция *Г в V ) . 
Таким образом, УА есть инъекция я, как непосредственно про­
веряется, £­гомоморфизм. Убедимся, что Н^­ биекция ^ я а ^ . 
Так как г" есть ^­изоморфизм, то РО0 = Г(«­)+>< * ­ £ с 
и,значит, определено «­множество ( ^ ­ к л а с с ) Н « - у | , 
которое входит в 1 ^ , и, следовательно, существует .* = 
-(Н«-'$>Уб \'ц ( причем понятно, что ИАМ-'^ . Непосред­
ственно проверяется, что Н~? также является £­гомоморфизмом. 
Если ос ­ предельней, т . в . ^ ­ ^ к М ' Л р ^ Р * ^ ] Г , то 
рвдвлим Н^  = и \Н в 6 6 « ) . Поскольку *(и{£ф: £€¿1)* , т о 
Н« отображает на все У * р , ­ ; . Его биективность и £­изо ­
морфность очевидны в силу 
Наконец, полагая Н*С/{|Ч(.,а<*А];получим требуемый изомор­
физм ^ А плУ^ещ. Совершенно очевидно, что в зависимости от 
того, какая из 3 возможностей теоремы 4 . 4 . имеет место, 
только что указанная конструкция Н в силу ­1 ­^аксиомы регу­
лярности позволит получить изоморфизм либо V, на Ул , либо 
У1де на У1 , либо У1 на У2х . 
Осталось лишь добавить, что поскольку в двух последних 
случаях Улх или есть модели ­5 У. , то а является сильно 
недостижимым кардиналом в У< или Уд (в 1/"­смысле, тем более 
в смысле теории Z Р , если ее интерпретировать в ^ Ы ). Тео­
рема 4 .2 доказана. 
5 . ? Г в качестве внешней теории множеств. 
5 . 1 . Хотя принятие 2Р в качестве внешней теории мне­ ^ 
жеств плохо согласуется с изложенным в начале п.З воображе­
ниями методологического характера, оно все же позволяет про­
яснять место теории ¿11 в ряду, общепринятых теорий множеств» • 
а именно: 5 & интерпретируется в £Р+Зж1г\А<-*) . Более 
конкретно, справделива 
Теорема, й 1Ре выводимы формулы 
(I) !пА(<*) - ¿14. (в* ,еГЙ*.Л 
Щ) ЗиЩ^-ЭЬЗЖгесть изоморфивц на <Й**У.*1пА1*>). 
Здесь этажи универсума фон Неймана в 
Следствие. 1Ре 3\ЛЗ£ ШЩь) «­* 3 * <*Л 
5.2« Для доказательства теоремы уже имеются практичес­
ки все необходимые конструкции. Прежде всего, в 2Ре утвер­
ждение {**) теоремы 4 . 3 может бить сформулировано таким об­
разом (жирные буквы С , Г , \ обозначают 2Р± ­классы, т . е . 
е ­формулы, через V будем обозначать универсум всех £­мно­
жеств): для произвольной функции С на V существует един­
ственная функция #•" шОн^., такая что У-хеОп^^^-йМР^^). 
В силу 2Р€ ­аксиомы подстановки Р будет ь ­множеством, 
таи что последняя формулировка практически равносильна 4 . 3 ( ^ 
Теперь, заманив <У2 ,£ А) на (V, е) и пользуясь 2Г^.­аксиомой под­
становки, можно осуществить такие же конструкции £~ и Н , 
как я доказательствах 4 . 4 , 4 .6 . Поскольку возможности ( О , 
(¿1) альтернатив теорем 4 . 4 , 4 . 2 очевидным образом отпадают, 
получаем утверждение ^теоремы 5.1.Утверждение (£) прове­
ряется непосредственно (то , что < О.*.* а, е Г Ях,,) есть модель 
теория М ­ факт известный, однако, как видим, 1пА(<*) озна­
чает нечто большее). 
6. Категоричность я независимость. 
Во избежание недоразумений я атом вопросе следует, по­
видимому, отметить, что категоричность теория 5&( V, &) ; ­
-Зи{Ч,*.)Ъ1Эас. I" очят, не означает выводимость ли­
бо опровержимостЬ в (вместе с 2 € ) любой е­формулы 
^ (У ,£ . ; , "говорящей" о 4.4,*.} , а влечет лишь следующую схе­
му 6­теорем_ ' 
/ € ь 1*и(\/,1)*-е1\/11)] Уу!&!1Щ<<<)~КУ\ ¿03. 
Тяж, например, в отношения континуум­гипотезы СН на теоремы 
б . К ц ) следует 
lFt^ + •вHlh^-5li(.Vtt,)~*Cнv.(V>^i)> 
Веля 1Р+3\/3£$ЩУ,1-) непротиворечива, то непротиворечивы 
также ^ F € t Э V Л £ ( W < V J e < ) * C « # . ( ' Ч £ ^ ) ; я 1Г* *. 
*ЭУЭг(*4(У.О &гКН^Щг)). (я силу независимости. СЧ е 
от З в е Ь А 6 ( э е ) ) . 
7. Заключительные замечания ­ "математические структуры 
против формальных теорий" 
Погружение теории универсума <У.&> в некоторую внешнюю 
формальную теорию множеств не следует, видимо, считать обя­
зательным шагом, необходимость которого диктуется соображе­
ниями строгости рассмотрения (подразумевается не само осу­
ществление процедуры погружения, а его принципиальная воз­
можность). Ведь само понятие формальной системы вводятся 
на обычном математическом интуитивном языке в рамках некото­
рого интуитивного теоретико­множественного и логического 
базиса (в дальнейшем"обозначаемого КБ ) , и как бы далеко 
не тянулась цепочка Формализмов ­ теории, метатеории, мета­
метатеории. . . , верхним уровнем все равно останется обычный 
математический язык и формулируемый в нем ИБ, в которых 
рассматривается вся цепочка. Единственное, что можно сде­
лать ­ по возможности сократить объем ИБ. 
Идущее от гильбертовского формализма введение теорий 
множеств в формальных логических языках позволяет изгнать из ИБ 
трансфинитные конструкции, рассматривая их как чисто символь­
ные ­ синтаксические ­ объекты. 
Но при этом возникает ряд трудностей ­ сколемовский р е ­
лятивизм для языков первого порядка, неадекватность семан­
тики и синтаксиса для языков высших порядков (семантика в 
смысле Генкина адекватна, но несколько искусственна). 
В то же время, оставаясь в рамках того же самого ИБ, 
можно ввести универсум множеств как структуру Бурсаки (п.2) 
и, таким образом, иным, не синтаксическим способом предста­
вить трансфинитные конструкции как формальные объекты. Пред­
ставляется, что подобный подход обладает рядом преимуществ. 
Работа с универсумом множеств непосредственно как структу­
рой Бурбаки, а на в терминах теорий моделей, более привычна 
для математика, а естественность введения аксиом высших по­
рядков при таком подходе позволит, возможно, пролить свет на 
некоторые проблемы теории множеств. 
ЛГУ им. П.Ступки Поступила 20.12.1984 
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А.П.Картаюов 
КОМБИНАТОРНОЕ ОПИСАНИЕ ДИНАМИКИ АКТИВНОСТИ 
СТОХАСТИЧЕСКИХ СЕТЕЙ ФОРМАЛЬНЫХ НЕЙРОНОВ 
мы рассмотрим две комбинаторные задачи, естественно воз­
никающие при анализе динамики функционирование стохастически 
организованной сети нейронов Мак Каллока ­ Питтса. Понятие 
формального нейрона, введенное в М , оказалось вгсьма пло­
дотворным как для моделирования различных биологических объек­
тов ­ мозга, отделов мозга и нейронных структур отдельных ор­
ганов, так и для развития многих проблем теоретической кибер­
нетики, в частности, оно фактически положило начало теории 
конечных автоматов. 
Проводимое ниже определение формального нейрона эквива­
лентно исходному определению [ н ] . Пусть задана система 
где Л Д ­ в ­ конечные алфавиты, причем 1\~{о,4) , буква алфа­
вита Л содержательно интерпретируется как слово фиксированной 
длины в бинарном алфавите, а множество 5 конечно и непусто. 
(Заметим, что мы не исключаем случая, когда Л состоит из слов 
нулевой длины). Пусть функция переходов у : &*А —* 5 оп­
ределена так (здесь 5 = ,ле £): 
\5 К , если число единиц в а , рассмат­
риваемой как слово в алфавите 
( - 5 . , » ) = \ • ' . « в меньше , где * ­
целое число, называемое порогом; 
^ в противном случае. 
^(^,а) ­ , если о Ф О . 
Функция выходов Т зависит только от ^ (автомат Мура): 
• *Щ = о , если <•'**• 
Эта простая схема обладает, однако, набором важнейших 
свойств реального нейрона. Представим себе ячейку с ги вхо­
дами и одним выходом (см. р и с . 1 ) . 
а) §) б) . 
Рис. I . Трехслойная сеть формальных нейронов 
а) Входной слой (рецепторы) 
б) Серединные нейроны (ассоциативный слой) 
в) Выходной слой (эффекторы) 
. По каждому из «­ входов в моменты времени 0 ,^ ,2<Г, 
Г Г 1£~, . . . . , называемые тактовыми моментами, поступают сиг­
налы 0 или I , в совокупности образующие слово в алфавите, 
{.О, ­г]­, которое можно рассматривать как букву алфавита Л . 
Аналогами этих сигналов являются для реального нейро­
на нервные импульсы (потенциалы действия ­ПД), поступающие 
на него от других нейронов или из внешней среды. 
Если ячейка находится в состоянии 3* ("готов к работе") , 
и количество пришедших на данной такте импульсов превосхо­
дит некоторую критическую величину называемую порогом, 
то состояние ячейки меняется на ­ 5 К , и на выход посылается 
единица. Эти свойства являются весьма точным отражением ха­
рактеристических свойств реального нейрона ­ способности к 
пороговой обработке сигнала и изменения внутреннего состоя­
ния клетки после прохождения сигнала. 
После того как на выходе появилась единица рассмат­
риваемый автомат в течение фиксированного числа тактов не 
реагирует на поступающие сигналы. Соответствующее свойство 
реального нейрона называется абсолютной рефрактерное .­ыс. 
Сетью формальных нейронов называется ориентированный 
г р а ф ' 5 , в котором каждой вершине поставлен в соответствие 
некоторый автомат описанного вида, причем полустепень захо­
да вершины равна длине слова си. А в бинарном алфавите ­
каждое входящее ребро определяет одну из его позиций ­ а по­
лустепень исхода не связана со структурой У=(Л,3,В,ч>,г) (мы 
полагаем все выходы данного нейрона тождественными экземпля­
рами выходаЗ , определенного выше). Каждое ребро, соединяющее 
два нейрона, может теперь быть проинтерпретировано очевидным 
образом как результат отождествления входа одного и экзем­
пляра выхода другого. 
Таким образом, сеть можно характеризовать структурой 
чриентированного графа, порогами ^К, 4&с*ы, где N ­ число 
ойронов, продолжительностью каждого периода рефрактерное™ 
Г (в дальнейшем мы всюду опускаем тактовый множитель Л4 , 
.оший для всех нейронов сети, нумеруя тактовые моменты вре­
мени просто натуральными числами) и начальным состоянием каж­
дого нейрона 6 3 (¡¿4, ...->.» 
По аналогия с биологическими нейронными сетями переход 
нейрона в состояние называется его возбуждением, а сеть 
называется возбужденной, если она содержит возбужденные ней­
роны. Сеть называется элементно­однородной, если пороги всех 
нейронов и длины их рефрактерных периодов совпадают. Рассма­
триваются также несколько типов структурно­однородных сетей, 
например,сети с равным числом входов л Л или (и) выходов пь 
у каждого нейрона. 
Зачетим, что состояние сети в любой момент времени пол­
ностью определяется ее начальный состоянием, т . е . сеть в це­
лом представляет собой детерминированный автомат. Некоторые 
состояния сети представляют особый интерес, например, 
= ($,',• ­­^о,), т . е . затухание возбуждения. Поскольку число состо­
яний сети ограничено, в принципе всегда можно установить, 
имеется ли на сети циклический режим, не содержащий Д, , до­
стигается ли ­5«, из данного состояния и т . д . 
Однако число состояний, которые при этом в принципе не­
обходимо рассмотреть, часто бывает весьма велико (Л/ = 
поэтому синтез эффективных алгоритмов, позволяющих быстро 
решать для данной сети проблему циклов, является весьма важ­
ной задачей. 
Этому вопросу посвящена весьма обширная литература (см. 
например, [ 2 , 3 , 5 ] ) . 
Сеть Формальных нейронов, также как и отдельный нейрон, 
можно считать автоматом мура, если определить сетевой вход 
как набор входов некоторых нейронов сети , не отождествляемых < 
с выходами других нейронов, и аналогичным образом ­ сетевой 
выход. Как и для нейрона, входной алфавит представляет собой 
множество слов фиксированной длины в алфавите {0,1} ; выход­
ной алфавит имеет тот же вид. Обычно задачи моделирования в 
нейробионике ( и , в частности, важнейшая задача моделирования 
условного и безусловного рефлексов) формулируются для следу­
ющего класса сетей формальных нейронов. 
Все нейроны сети разбиваются на три класса: входные ней­
р о Л (или, исходя из нейрофизиологической аналогии, рецепто­
ры), серединные, или промежуточные нейроны и выходные нейро­
ны (эффекторы). Сетевые входы инцидентны лишь нейронам I клас­
са, причем вход каждого из этих нейронов имеет алфавит {0,1} 
(на геометрическом языке полуетепень захода всех этих нейро­
нов равна I ) , аналогично сетевые выходы инцидентны лишь ней­
ронам Ш класса (с тек же условием на выходной алфавит каж­
дого нейрона). 
Три класса нейронов составляют в ориентированном гра­
фе сети линейную систему подграфов ( т . е . существует лишь 
ребра из I в П и из П в Ш, но не наоборот, и нет ребер меж­
ду I и Ш), а внутри набора входных и выходных нейронов нет 
никаких связей. Структура сети описанного типа представле­
на на рис. 2 . 
Рис. 2 . Схематическое изображение 
а)реального и б)формального нейрона. 
а1) дендриты; а2) сома; аЗ) аксон; 
61) входы; 62) переходный элемент; 63) выход. 
Пороги всех нейронов I и Ш классов полагаются равными I , а 
число состояний ­ 2 (отсутствие рефрактерности). 
Ввиду отсутствия обратных связей между различными клас­
сами нейронов они обычно называются слоями, а сама сеть ­
трехслойной сетью формальных нейронов. 
Как и всякий ориентированный граф, трехслойная сеть 
- п о -
формальных нейронов ( вернее, ее геометрическая структура) 
может быть задана матрицей связности. Мы полагаем элемент 
= 4, если от нейрона I к нейрону} ведет ребро с нужной 
ориентацией, и 0 ­ в противном случае. Если число нейронов 
в каждом из слоев равно л/, и л/ 3 соответственно, то мат­
рица имеет размеры Л/«л/ , где Л/»/уу*/У£­л$*общее число нейро­
нов в сети . Соответственно слоистой структуре сети, мат­
рица связности может быть разбита на 9 блоков Ж^ размера 
Цж1, 2 , 3 . Из них лишь три блока (Ж^Л^к Жц ) 
могут содержать ненулевые элементы: 
поэтому удобно записывать ее в сокращенном виде как матрицу 
р а з м е р а { ^ , г ^ х ) " ^ ^ с утлом кулей: 
Этот язык удобен для описания сетей, каждый нейрон ко­
торых имеет два состояния ( 4 и ) и, таким образом, в 
сети отсутствует рефрактерность. Динамика функционирования 
сети может быть описана в этих терминах следующим образом. 
На каждом такте мы можем рассмотреть три вектора 5*' 
размерности N1, л/ г и Ы3 соответственно. Компонента вектора 
о.4 (соответственно | £ и ) полагается равной 0, если С-Я 
нейрон соответствуищеге слоя находится в момент Т­ С в состо­
янии 5. ("не горит''), и I в противном случав. Состояние с е ­ 0 
ти на следующем шаге ^ 7 ' ^ ' (•'Сможет быть выражено че­
рез '^1пМ так: £ 1 > 1 ­ вектор входов ­ задается априорно, 
где Н*и Н1. вектор­функции Хевисайда соответствующей размер­
ности (ЛгиА/, соответственно): 
­ ш ­
и аналогично для Й * . 
Если последовательность векторов о " , у4, ..., у*,... 
сходится к нулю (что равносильно, ввиду целочисленности 
всех их компонент, обращению всех векторов в нуль, начиная 
с некоторого), то возбуждение в сети в некоторый момент з а ­
тухает. В дальнейшем нас будут интересовать лишь такие ре­
жимы работы сети, для которых только отличен от 0, а £° 
и $° равны нулю (активность под влиянием однократного воз­
буждения). 
В этом случае одной из важнейших характеристик сети 
является суммарный выход 
причем суммирование ведется до того момента времени Т , в 
который состоянием нейронов П слоя сети будет 
т . е . до полного затухания первоначального возбуждения. 
Существуют два класса проблем, связанных с динамикой 
активности трехслойных сетей формальных нейронов, описан­
ных выше. Первый класс задач, аналогичный задачам о сетях 
общего вида, состоит в отыскании наиболее эффективных вы­
числительных алгоритмов, позволяющих определить те или иные 
динамические характеристики, число тактов до затухания при 
данном начальном возбуждении, суммарный выход, доказатель­
ство того, что данное возбуждение порождает циклический 
(незатухающий) режим. 
С другой стороны, при задании некоторых макроскопичес­
ких характеристик сети (числа нейронов в каждом слое , числа 
связей между слоями и т . д . ) встает проблема определения тех 
же параметров, что и для задач I класса, но не для индиви­
дуальной сети, а в среднем по всему классу сетей с данными 
характеристиками. Наиболее распространенной содержательной 
интерпретацией этого подхода является концепция стохасти­
ческого порождения: мы считаем, что исследуемые сети порож­
даются некоторым случайным процессом. Так,сети с фиксиро­
ванным числом связей в ,<МЛ1 и ^«(«« .ч^и пл ) можно пред­
ставлять как возникающие при случайном размещении п1 объек­
тов по Л/,л/2 ячейкам, л а объектов по ячейкам и п л объек­
тов по ячейкам. 
Часто бывает разумно рассматривать сеть , для которой 
известны лишь средняя плотность связей в Щи^гк и мхг 
означаемая через р1 , р х и соответственно, а наличие 
некоторой связи не зависит от всех остальных. Эта конструк­
ция может быть осуществлена с помощью независимых последо­
вательных реализаций стандартной ( т . е . равномерно распреде­
ленной на отрезке СО» И случайной величины ^ , у<> , 
. . . , , . . . ; очередной элемент матрицы полагается рав­
ным I , если соответствующая реализация р >4-р . Мы р а с ­
смотрим несколько задач на сетях этого последнего типа. 
Нашим объектом будет трехслойная сать Формальных ней­
ронов с числом нейронов в слоях, равным /Ч, , Л / Г и Л / 3 соот­
ветственно. Вероятность наличия связи между нейроном Г и П 
слоев обозначим через р, , внутри П слоя ­ р 4 . а между ней­
ронами П и Ш слоев ­ через р3 . 
Пусть входы сети обозначены через я , , в г . ,...,fl„i , 
нейроны П слоя ­ через , -5г »'*.*.•>5# , а нейроны Ш ­ че­
рез 7", ,Г2 ,...,7^ . Будем рассматривать лишь такие сети, 
которые затухают после однократной активации любого из вхо­
дов /<>; . Тогда каждому иэ входов соответствует свой суммар­
ный вектор выходов у/Ч#;Л Если одна иэ его компонент л стро­
го больше всех остальных, скажем, что вход Д; связан с вы­
ходом Т- . Будем говорить, что К, свг.зан с Ту однозначно, 
если ни оди^ другой вход с Ту не связан. Иначе говоря, сеть 
задает отображение множества своих входов во множество 
•Ьвоих выходов. Назовем числом однозначностей данной сети 
количество выходов, обладающих при этом отображении ровно 
одним прообразом. Одной из важнейших задач в моделировании 
безусловного рефлекса является определение вероятности по­
явления данного тесла оанозначностей на сети с парамет­
рами ( / V , , , л/^ J р , ,рг,р3 1. Эта задача рассматрипается 
в различных предположениях относительно порогов нейронов П 
слоя и их рефрактерноетей. 
В наиболее простом случае, когда пороги всех нейронов 
равны, а число состояний равно двум (нет рефрактерности), 
ниже будут получены решения этой задачи. 
К сожалению, даже в этом случае найти точные решения 
не удается (и вряд ли это вообще возможно; основания для 
подобного предположения будут видны из дальнейшего). Мы вы­
нуждены прибегать к обычной статистической идеализации, за ­
менив некоторые случайные величины их средними значениями 
и предположив, что другие нескоррелированны. 
Применяемый метод отчасти напоминает метод корреляци­
онных функций Боголюбова; он позволяет находить последова­
тельные приближения к искомой величине, используя результа­
ты предыдущих шагов. Каждое следующее уточнение вызывает 
значительное возрастание объема вычислений и сложности по­
лучаемых формул. Точность решения оценивается путем сравне­
ния с экспериментальными данными ­ результатом машинного 
моделирования сетей формальных нейронов­ и их работы. 
Нулевое приближение. Наиболее грубое предположение со­
стоит в том, что отображение /й­»Т является случайным отоб­
ражением конечных множеств. Действительно, каждый вход а. 
рч£«<и отображается в любой из выходов с равной вероятнос­
тью. Мы, однако, пренебрегаем тем, что, во­первых, не все 
входы куда­то отображаются, и, во­вторых, тем, что 
Последнее обстоятельство вызывается. Прежде всего тем, что 
число входов нейронов Ш слоя не фиксировано, а является би­
номиально распределенной случайной величиной, т . е . в боль­
шинстве сетей есть"слабые" и "сильные" выходы. Тем не менее 
уже это приближение позволяет получить интересные результа­
ты. ' • • . ^ ' ' ­'• ' * ' : 
Рассмотрим произвольное отображение / множества Лт из 
элементов во множество Лл из п элементов. Существует ровно 
пт таких отображений. Если Рст.п,*.) отображений обладают к 
одноэначностями, то вероятность получить к. однозначностей 
при случайном отображении равна р = Р(т1п,н>/п'"' . Вычислим 
Прежде всего, очевидно, что при к*т (или кт) Я = 0 . 
Некоторые »< элементов из Лт отображаются а * элементов -^п. . 
Те и другие могут быть выбраны С£С* способами, а число 
взаимнооднозначных отображений между ними равняется к. ' . Ос­ , 
тальные ("'­к) элементов ^„должны быть отображены в <л­«) 
элементов ^ л так, чтобы всякий элемент ­ образ имел хотя бы 
два прообраза. Лобов отображение рассматриваемого класса за­
дает разбиение множества прообразов на подмножества нееди­
ничного объема. Подсчитаем число этих (неуединяющих) разби­
ений №4*,*) , где обозначает число указанных 
разбиений множества из г элементов на 5 частей. 
Очевидно, что У^­»,»)" 0 и у^(»,фО,а (причем М(о,о) 
также равно I ) . 
Понятно,, что 
где через обозначено число Стирлинга П рода ­ число 
(произвольных) разбиений множества из г элементов на ^ ч а с ­
тей. 
Записав это тождество для 5с1-1А*-4)5с*­*.ч>о) 
получим систему линейных уравнений с треугольной матрицей: 
X 
1 
где числа Стирлинга снабжены вертикальной индексацией, а на 
последнем месте в правом столбце стоит 5« "''* , если *-*-*4ф 
Ф 1''и о в противном случае. Поскольку главный определитель 
системы равен I , имеем, что 
(*1 
э>-< 
С, 
1 • С 
О 
т . о 
где через 2>г обозначен определитель 
с} а 
4 сУ 
А 
( I ) 
О 4 С 1 ' 
Преобразуем его следущим образом: разделим первую 
строку на г! , вторую ­ на ( \ ­*) \ и т . д . Затем домножим столб­
цы в обратном порядке на дополнительные к х. факториалы и 
получим.равенство 
1 Ш... </е! 
4 4 Ш-0! 
4 4 
4 
Раскладывая этот определитель по первой строке получим, 
что 
~С1 
Первые определители могут быть вычислены: =4 ,щ, -л/ь • 
Докажем по индукции, что £ ¿ ­ ¿ 7 • Действительно, подставив в 
рекуррентное соотношение для £) £ выражения £) ( .^ , получим 
а.домножив обе части на €.' , ­
Т Г 
ё-4 
Исходя из тождества ( 
Q = '(4,i)l ­ • ­ Q V . . * t-4) t 
находим, что Ищ^% что и требовалось. 
Таким образом, S)¿ = С £ . причем суммирование ведется 
я обратном по сравнение с ( I ) порядке. 
Итак, 
W¡* ¿ C ­ í r c ^ S ^ , ( 2 ) 
a F иожет быть выражено через числа Стирлинга, исходя из 
( 2 ) . Полученный результат может рассматриваться как линей­
ная часть разложения для истинного значения вероятности на­
личия К однозначных связей. Последующие члены разложения, 
вывод которых не приводится здесь из ­ за чрезмерной громозд­
кости формул, позволяет получить значения, близкие к э к с ­
периментальным. 
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P.C. Липянский 
О ТРИАНГУЛИРУЕМЫХ ПРЕДСТАВЛЕНИЯХ АЛГЕБР ЛИ 
I . В статье даётся описание конечномерных алгебр Ли 
(р­алгебр Ли), допускающих представление треугольными мат­
рицами над алгебраически замкнутыми или конечными полями. 
Основные обозначения: 
«ai. L ­ многообразие, порождённое алгеброй Ли а 
\10л(У>1~) ­ многообразие, порождённое лиевской парой (.V,t-\ 
Ol ­ многообразие абелевых алгебр Ли (р­алгебр Ли ) , 
Ol „ ' ~ многообразие абелевых р­алгебр Ли над К с тождест­
вом хр™-*-0, где1КИр"; 
(5п ­ многообразие (л­стабильных лиевских пар (р­пар) , 
7ftnj/> ~ многообразие р­алгебр Ли, обладающ™ %­рядом, 
у которого i"**) член равен 0 (см.1А)), 
TL п ­многообразия rv­нильпотентных алгебр Ли, 
Т(г>,М) - алгебра Ли треугольных матриц п­ого порядка над 
полем К , 
~Тр(п; К ) ­ соответствующая ей р­алгебра Ли, 
UCL) ­ универсальная обёртывающая алгебрь алгебры L 
U0-) ­ «.­алгебра р­алгебры Ли L . " 
Если ­ многообразие представлений алгобр Ли, то Я? ­
квазимногообразие, состоящее иа всех алгебр Ли, допускающих 
точное представление в < 3 ? . 
Если 0 ­ многообразие алгебр Ли, то ­ класс всех 
­ ш ­
представлений (\', 1­), у которых 8 L имеется идеал Н , та­
кой, что L/H е <9 , и ( V, « ) « ДГ . 
Соответствующие обозначения и операции над многообра­
зиями мы будем без специальных оговорок использовать также 
в категории р­алгебр Ли. 
В работах [23, [ 3 ] приводятся тождества, задающие 
многообразия ча*. ТСг,,ц) и Тр(п, К) , а также много­
образия witСК", Т(п,к>) и мал(_k"t Тр(»к.>) , порожденные ес ­
тественными представлениями алгебр Tin, К ) щ ТР(п,н) 
над полем К. Приведем соответствующие формулировки в удобном 
для дальнейшего изложения виде. 
Теорема а) Если поле К бесконечно, то v<vt То>,к) 
задается тождеством 
C . C ­ x . ^ j . . . ­С* , . . . , , *t„­JJ ­ О. ( I ) 
б) Если поле К конечно ( | К | ­ p m ) , то vatt(п,Ц) за_ 
дается тождеством 
С... 1**,»л1 ••­ J = 0 ^ (2) 
где вместо j<: стоят слова вида if ~li или 1 С ^ ; , ^ ; 3 . 
Теорема 1 .2. а) Если поле К бесконечно, то va* Т,(п^) 
задается тождествами 
1..Лл*,*Л • О 
если р * " < р 
б) Если поле К конечно ( 1^1 * Р " ) , то к) аа­
дается тождествами ­вида 
С... [<* ,<Ы.» J ­ о , 
если p ^ . n t ' p 1 1 , где вместо стоят слова вида 
"ли [ ^ , , y v 3 . ° 
Теорема 1.3. а) Если поле .К бесконечно, то «ал (Кп,Тр(пИ) 
задается тождеством 
б) Если поле К конечно ( 1К1 • р"* ) , то i/a* (U",T,Cr,,k)) 
задается тождествами вида 
­ НУ ­
"Чь . •. = О ­ (б) 
где вместо стоят с л о в а вида или . у ^ Л • 
Иными словами, верны следующие равенства 
, „ . 1 С С Л а ,если ^­о, 
­ Ч е % ^ в в в « | , к | . р ­ . 
В работе [3 ] доказаны также следующие равенства 
2 . Рассмотрим теперь вопрос о существовании триангу­
лируемых представлений для р­алгебр Ли. 
Теорема 2 . 1 . Конечномерная р­алгебра,Ли L над алгеб­
раически замкнутым полем допускает точное конечномерное 
триангулируемое представление тогда и только тогда, когда 
оно принадлежит малТ^т^) для некоторого и , т . е . удов­
летворяет тождествам (3) теоремы 1.2. 
Доказательство . Необходимость сформулированных ус ­
ловий очевидна. Докажем их достаточность. 
Пусть L t 7J,.<",KJ. Так как 
va* (К м , Т Р lntk>) щ ^Лк. - ё * - а , ~ Жм^Ле . « ­ с Т / Л ^ , 
то любая алгебра из vofiT^K) допускает точное представление 
в va>i(k4>Tf,C'>,J(')) . Воспользуемся тем, что если р­алгебра 
Ли L допускает точное представление в классе X , то 
все её свободные представления в этом классе являются точ­
ными. Следовательно, свободное циклическое представление 
(ШО/Н, L)<£ veut (H",Тр с», X))t 
где W ­ вербальный идеал, отвечающий тождествам ( 5 ) . 
является точным р­представлением р­алгебры Ли L . Это пред­
ставление конечномерно, т . к . UIL) ­ конечномерная алгебра 
[ * J . Ясно, что коммутант в этом представлении действует 
n­стабильно. Покажем, наконец, что р­алгебра Ли L три­
ангулируема. 
Так как в рассмариваемом предетавлениии алгебры вы­
полняется тождество [ x « , x i J . . . [ ^ t a . < 1 x 4 B ] J о .тоСл.^Ао для всех 
д^е Ь . Из теоремы Энгеля заключаем, что существует СЦ*­]­
инвариантннй ряд 
О ­ V, с у1 с . . . с V,, ­ И . ( * ) 
такой, что V, ­ множество всех векторов, аннулируемых ал­
геброй [1^2 \'х ­ множество всех векторов, аннулиру­
емых алгеброй [ Ц О в факторе V// , , и т . д . Очевидно, 
ряд (*) является также [_­инвариантным рядом. Уплотним 
этот ряд до композиционного [.­инвариантного ряда. Если 
рассмотреть действие р­алгебры I , в факторах последнего 
ряда, то ясно, что ядра возникающих представлений содер­
жат коммутант Ц.,1-], т . е . в каждом неприводимом факторе 
действует абелева р­алгебра Ли. Тах как основное поле ал­
гебраически замкнуто, то по известной теореме линейной 
алгебры из предыдущего следует, что эти факторы одномер­
ны. Теорема доказана. 
Теорема 2 . 2 , конечная р­алгебра Ли 1_ над конечным 
полем К С'К| ­ р т ) допускает точное конечномерное триан­
гулируемое представление тогда и только тогда, когда она 
принадлежит мс^ъТр (л.к 1) для некоторого п , т . е . удовлет­
воряет тождествам (4) теоремы 1.2. 
Доказательство. Также как и в предыдущей теореме 
необходимость сформулированного условия очевидна. Для до­
казательства доотаточности заметим, что существует точное 
свободное циклическое представление (й(1)/^) I)е им$(" Тр(«,к$ 
где У ­ вербальный идеал, отвечающий тождествам (5) 
(ср. с доказательством предыдущей теоремы). В этом конеч­
номерном представлении выполняется, в частности, тождест­
во (4,т-*)л»0. Приводя в представлении (й(1.)/Ы, I- ) 
каждую матрицу, отвечающую элементами из I. , к нормальной 
жордановой форме и учитывая выполнение в и тождества 
(Хг - х) - О , приходим к условию расщепляемости р­алгебры 
Ли I . Далее доказательство проводится по той же схеме, 
что и в предыдущей теореме. 
Рассмотрим теперь вопрос о существовании триангули­
руемых представлений абстрактных алгебр Ли. 
Теорема 2 . 3 . Конечномерная алгебра Ли I над коночным 
полем К характеристики р допускает точное конечномерное три­
ангулируемое представление тогда и только тогда, когда она 
принадлежит многообразию иаА.Т(п,х) , т . е . удовлетворяет тож­
дествам (2) теоремы 1 . 1 . 
Доказательстно. Необходимость с({ормудированных условий 
очевидна. Переходим к доказательству достаточности. Пусть 
(_б^ол. Т(",И) и пусть ^ у , ^ , ­ ,с^л ­ базис /1 . Рассмотри;, 
алгебру Ли Е с базисом < ^ , , о £ . , . . . а ^ * . . , < 2 ^ " таким, что 
таблица умножения базисных элементов «V, , с -1,1,..у,А> совпадает 
с таблицей для алгебры I. . Ясно, что алгебра Ли Е является 
разрешимой, а подалгебра О , порожденная коммутантом [1,11 
и элементами вида 1Р - £ , , является нильпотентчоЯ 
(см, тождество ( 2 )3 . 
Пусть 0с+О к £> с "­ О , т . е . в и имеется нижний цент­
ральный ряд 
обрывающийся на с • I шаге. Через этот ряд проводим упоря­
доченный базис, который продолжается до базиса алгебры (Г с 
сохранением порядка. Пусть е и е л , . . ­ построенный таким 
образом базис. Далее для всякого набора целых неотрицатель­
ных чисел т , , « 1 х > . . , т ^ пяппиВи г ; ГГГ?"(((С% Теперь введэм 
понятие веса для элементов из ШЕ),следуя [ 4 } . Если £>"Ч 
\ О л " , то весом ие:) элемента в; считаем число 5 . Вес 
элемента € к е Е^О считаем равным 0 . Вес стандартного од­
ночлена Xм есть а . где Л; ­ вес В ; . Вес любого эле­
мента из и(Е)- минимум весов стандартных одночленов, в ли­
нейную комбинацию которых он раскладывается. 
Обозначим через V ­ вербальный идеал в ШЕ)соответству­
ющий словам виде * у < £ ­ . . . ­ , где вместо стоят слова вида 
­ х / 6 или ^ . ] . Ясно, что веса элементов идеала 
больше, либо равны . Отсюда' следует, что Е ­ О 
Для дальнейших рассуждений нам понадобится также другой ба­
зис в и(Е)1сн. [ I ] ) . Напомним его построение. Известно, что 
- и а -
если Е ­ конечномерная алгебра над полем характеристики 
р ^ О , то для элемента о £ £ существует такой р­много­
член т±<к) , ч т о ^ ^ О принадлежит ц е н т р у й алгебрыЫ(Е). 
Если теперь « „ г ^ , . . . , ^ ­ построенный выше базис С и ^ / А ) 
­ р­многочлен, для которого r>^¿te¿)-¿¿ ¿2 , причем 
*и$(1*Ч(е!))*рт;,10 « ; ' ' " i . * w г где £ ир^ 4 , 
Тогда в силу леммы 5 .4 . из [ I ] элементы 
2 , " < & . . . . ф , п^о, о<*.Лр"^ (7) 
образуют базис Ц(Е) . Отсюда следует, что идеал В в и а ) , 
порожденный элементами 2,,ХЛ>>- , имеет с Е нулевое п е ­
ресечение. 
Покажем теперь, что (в*У)Л£-О. Действительно, пуцть 
ненулевой элемент е*« £" представим в виде I - Ь+ |Л, б е В , 
V . Запишем элемент Ь в виде 
где »¿,0,' ­ элементы из Оазиса ( 7 ) , в записи которых участ­
вует по крайней мере один из элементов ^ , и 5СЬ Ь ) >, п. 
для всех Се1;)зСЬ/)<ъ для всех 7 . Тогда I 
а + V7 . Но вес правой части последнего равенства 
^ IV , а левой < г». . Значит, £М;ЬС+ V * С т . е . {-.Е^Ь 
е б ­ противоречие. 
Так как (в+У^/1 £ = 0 , то имеется каноническое вложение 
£ и, значит,­!_ в ассоциативную алгебру и(Е)/{в+\/} . Согласно 
теореме Ивасава и/Ъ - конечномерная алгебра, и поэтому регу­
лярное представление (и/[й+V), I) определяет точное конечномер­О 
ное представление алгебры I с , нестабильно действующим 
коммутантом. Так как в этом представлении выполняется тож­
дество (&Р"-х) * О , то приходим к условию расщепляемости ал­
гебры Ли / . . Далее доказательство проводится по, схеме теоре­
мы 2 . 1 . 
Теорема 2.4 . Конечномерная алгебра Ли над алгебраически 
замкнутым полем характеристики р / О допускает точные конеч­
номерное триангулируемое представление тогда и только тогда, 
когда рна принадлежит многообразию у*м. Т(", К) , т . е . удов­
- ш -
летворяет тождеству (I) теоремы I . I . 
Доказательство проводится аналогично предыдущей теоре­
ме (без участия элементов вида хр"-л ) . 
Отметим, что аналогичная теорема справедлива и над ал­
гебраически замкнутым полем характеристики 0 . Это является 
непосредственным следствием теоремы Адо и теоремы Ли (см. 
[IJ;>. 
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Г.В.Пивовароча " " : 
ЗАЩЧАНИ8 О РЭДЕТОЧВД ПАРАХ 
Пусть $4 и \ ­ два множества, на которых определен" 
по две операции + и . , относительно которых ­5, и «Зд, являются 
рететками. Пусть, кроме того, определено действие ° элемен­
тов и» $ х на элементы из &, , а именно длп любых я с­ Si 
Ь« ­5>д, определен элемент в VA с ­5. . Если для действия 
на ­5, выполнены еледучтие аксиомы: 
1. О с а . ь , 
2. ( о . Ь ) . ь = й ­ * , 
3. (b, t-oj-b = °,-Ь * о^ ь , 
4. hiCb^ « а . ь , с в ' <>. ; 
5 . (о^ Ь. =. a J *• . ь ­ и» о*(Ь,* fc,^ = а , 
то пару (5 . , .S j J мы назовем рёпеточной парой (см. [ 2 1 ? . За­
метка посрящена анализу аксиом репетоииоя пары. 
Аксиомы I и 4 можно записать в виде тождества, и тогяа. 
аксиомы 1­5 определяют квазимногообраэия реяетОчных вар 
Этому кваэимногоо^разию принадлежат решето'­тте пары, по­
лученные следующим образом. Возьмём прелстаяление ( А > ' ' > , 
где А ­ множество, линейное пространство или группа, е Г ­
множество или группа, или полугруппа, или ассоциативная алгеб­
ра , или алгебра Ли. В качестве S, берется ­5(A)­ регсет , г" всех 
подмножеств, (подпространств, подгрупп) в А , а в качестве 
Sz берется «5(Г) ­ решетка всех подмножеств в Г , полугг­упп 
в Г к т . д . Действие элементе* из ^ на axew­ тч из 
определим тятг Бели &е S-* и b*­S¿ ­ произвольные элем­
ты, то й'Ь есть замыкание о до А­ин^ариантного элемента 
в .5,, . Тогда V ­ решеточная пере . 
Можно вместо аксиом 4 и 5 рассмотреть аксиому 
Эта аксиома является более сильно», чем 4 н 5 , которые из 
нее следуют. Множество решеточных пар с аксиомами 1­4' я в ­
ляется многообразием. Этому многообразию принадлежат пары 
( 5 ) , ^ ) для представления (А,г) с абелевой группой Г , 
Можно привести, eme такой пример решето'ттой пары, при­
надлежащей многообразию с аксиомами 1­4 (ср . C3J). Пусть А ­
булева алгебра. Отображение 3 : А­»А называется квантором 
существования, если для него выполнены следующие условия, 
где о , о , , 0¿ е А : 
a) 31°) * о , 
b) а - Э(о) а, 
с ) 3(o,-3îoJ\ » 3to,). Jco¿). 
Возьмем теперь некоторое множество I , и пусть .5Ш­ множество 
всех подмножеств I . Для любого Ь е ÓO) определим квантор 
З ь :А­»А так, чтобы соблюдались условия 
Л) 3* ­ тождественное отображение, 
т огда 5А) , где i , ' A , а ^ ­ о С ­ П есть решеточная па­
.ра, рели . 1 
а»ь= для*любых а * 3 ( и b€¿>^ 
Проверим для нее выполнение ако.ом 1­4 ' . По условию 
ь) имеем 
Й ­(л*Ь )= <з­7 ( а ) = о , т . е . û c o ­ ь и аксиома ( I ) выполнена. 
» Аксиома 2 следует из условия ( ь ) . Покажем сперва,что 
( о . Ь ) . Ь = J b C j V ­ ) ) = J b C 3 k c » > . 3 k ( ^ ) = ( 3 b ^ ( « » ) ­ J * W = 
« йГа.«Ь)­Ь)­(о.ь) ¿ f i e . (&"Ы«Ь с • 
Обратное включение следует из аксиомы I и, значит, имеем 
равенство f < } — ¿ = £ ^ 
Справедливость аксиомы 3 сразу очевидна, если рерно такое 
свойство для крантора оуяестоорания: 
Э(а ,+ • 3(o,j * Зс<ч> 
А то, "то такое свойство верно, есть изпесткыЯ результат, 
который мы приведем для полноты изложения. 
Если для £ieA з<л> - а., то л назнпэется 3­зам"ну­
тым элементом. Известно, '­­то для каждого квантора суютстпо­
рания булевой алгебры А все 3~ замкнутые элементы соста*­
ляют подалгебру .в А . В самом л^ле, 
1) ЗС«­е«)г) « 1<°*3аъ) = :3са«>­ 1<*с> « <>,­Q¿ . 
2) \-- а . а с • 3<S> ­ a •» 3 í¿ ; ­ i , и Зс«г; = а 
Отскща следует, что сумма ­замкнутых ялемонтов .3­зам к пу­
тч. Действительно,пусть это не так; тогда Q , , q t c 3(а< + «О , 
причём включение строгое, то есть существует as, 3íQ,t4¿vi 
40^0^ Но тогда n e o T í e ^ ^ ^ Q i . По предыдущему й,^ - 3-
эамкнутмй элемент, т . е . а,*а.^ - JJ­замкнутый элемент, но 
тогда и «a,­*­*!,, ­ его дополнение В­замкнуто. 
Теперь покажем, что справедливо равенство 
Доказательство. Для квантора существования епрягедлига 
монотонность действия а с Ь о Jé») <- ЗЫ ч т а к как о с ­ ? ( ь > 
и о. = <з • , следовательно, лй?>.* 3*>3 *. ^ í b ) , 
ч.е. ~¡(a)<: Э1*>) . Тогда из Л(о4)<- 3(а,*а^> и Jfe*)c­ Jm,*<í,) 
следует 34*i)*3<ft)<'3€e«*eji Обрчт"оч пклюисн^о получчом то": 
.3(о.)*ЗсвА) рле«ёт,тго 3(¿ffJ с ЗСЭю,>* .Зед) ­Гг°.> +ЗсО 
т.к.­сумма J­замкнутых элементов и является 3­.•><!ми­
нутой. Таким образом , нужное равенство кееят место. 
Теперь fu.*oj<>b = 3 b t o , , o ¿ ) ^ Зъ(о,\ *Ль(а^ • °,«Ь * осЬ \ 
T . e аксиома (3) для просмотренной пары выполнена. Аксиома (43 
яв/ястся очевидным слоист ":«ом условия еЗ . 
Рассмотрим сейчас такие акс­томн: 
I . 0-Ь = 0, 
п . а « о ­ ь , 
I I I . (artoj'b = а,,Ь + ал.Ь, 
IV. ( a , ­ ( ö t . b ) ) . b = ta , r b) .<a t.fcj ) 
Ясно, что рее эти пять аксиом выполняются для пары (A,S(I)) • 
оассмотг»енной выше. Вообще, пару (Si,^) , где ­5, и 5 4 ­ бу­
левы алгебры и для действия « алгебры 5д,на выполнены 
аксиомы 1­У, мы назовём булево бпарой. 
В случае булевой нары аксиома I I I , как было видно выше, 
следует из аксиомы 1У. Этот же набор аксиом будет выполнен и 
для решеточной пары (­5, построенной для «истой парн(Д,г) , 
где А ­ просто множество, а Г ­ абелева группа. Для такой 
пары ($,,63.) аксиомы 1 ­ Ш , У сразу следуют из того, «то она s 
решеточная пара и проверить нужно только аксиому 1У. 
Пусть Ал , е Si , Н € 5Л ­, и проверим равенство 
( A , ­ ( * 4 . h ; ) « H £ (А,»Н)-(АЛ-Н). 
Включение (A f • (АА»Н))« Н cl (.а,-н)~(лх-Н) следует из 
того, что И, с А,-Н и пересечение Н­замкиутнх множеств я в ­
ляется Н­ячмкнутнм. Для доказательства обратного яклкл­ения 
рассмотрим элемент &б(А4'н)'£Аъ'н) . Ясно, что ft^^A,»"^^ , 
откуда следует « , = ­ ^ ^ V t т . е . А, » <?У<е Ах°н 
значит ö < G A4ш(лхан) t но Т О г д а ле- (АГ са^н))'И 
Заметим, "то аксиома I I I всегда выполнена, если сумма 
Ь­замкнутых элементов является Ь­эамкнутой. Если 6 , ­ бу­
герая алгебра, то из аксиом I , I I , I I I отмеченное свойство 
^­замкнутости следует, в противном случае может окаэатся, 
"*тя аксиомы I , I I , 1У выполнены, а аксиома I I I не имеет места. 
•Проведем соответствующий пример. Пусть G ­ нильпотентная 
дола без к р у е н и я . Пусть Н ­ произвольная подгруппа в G . 
Множество \}Н называется изолятором группы Н , если для 
Vj( е Ун найдется такой к , что л"« Н . Ясно, что 
H^vTT . Известно, кроме того, что VH ­ подгруппа в G 
(см. С П ) . 
Рассмотри» теперь текуч решеточнуг пару , где 
SC6) f 5 ^ 1 * 3 ^ здесь b ­ о<ч»рято{. сопоставлячлий каж­
дой группе ее изолятор. Для нее выполнен^'ркгиэчы 1,11,17. 
Проверим справедливость аксиомы 1У, показав более сильное 
равенство 
\¡An В = Ул~ л т/5". 
Так как А л В с VA о "VB" и пересечение изолированных под­
групп есть изолированная подгруппа, то \/л7Гв £ 1Л п " \ В . 
Пусть наоборот A ^ Y A ^ V B , т . е . h e "М и 
h е Vt2T . Отсюда следует, что найдутся такие и и m , что 
*Л€А и А " " е 5 . Но тогда п"~е А и f>"""e <3 , т . в . 
A " ' " e / l ' 7 ¿3 ,• т . е . ,А е , значит, имеет место и об­
ратное включение. 
Таким образом,для рассматрираемой пары (^<>5.$,) аксиом" 
I , I I , 1У выполнены. Однако тпестно, "то эснома I I I для та* 
кой пары не втаолняетоя. Покажем это, выбрав í j специальным 
образом. Приведем простой пример. 
Возьмем в качестве С прямую oywy Ас±- в бесконе* ных 
циклических групп; в Q возьмем циклическую подгруппу *ЬJ . 
Проверим, т­то она будет изолированной, т . е . если лж«А**­_*ь3 , 
то и Jt е 12.0 + Ь j , Возьмем произвольны! х е G : 
X =<*.а+ рЪ .' Если hM-4*i > *о í 0 1 " некоторого «п 
пх - пт%с\-г m. b , Т . е . « О а * а К ) = w»­2a + m . 6 . 
Так как G= А Ф в ­ прямая сумма, то и й£Й =»»>¿. 
Но G ­ группа без кручения, следовательно пх *2т и пр. = /п. , 
т . е . имеем п*=.2л/з и ос = t т , е . 
Х-Лра -»лЬ в р(2.а * Ь) ^> x e { ­ 2^*bj . 
Теперь возьмем сумму дяух таких подгрупп Ь} ­«­{И 
Я заметим, '­­то онэ совпадает с . Здесь Ааб[г^]^( , ] ) 
но <я^{;т,а] + {Ь ' . Значит, {£«1­»{Ь] не яапяется изолиро­
ванной подгруппой, т . е . _ . . ... . ­ • 
Таким образом, аксиома I I I не следует из а"сиом«> I , I I , ГУ. 
По*ч»ем теперь, ' то аксиома 1У не с л е з е т из аксиомы 1,11, 
I I I . Для зтого рассмотрим регсетчг­ную п*ру (s,, s^) , построен­
ную для такой лпн«»ЯОЙ пары (А,г), где А * Aí»«Ад, *+*<1<ЗН<*1 , 
а Г . группа матриц 2­го порядка. Возьмем в I подгруппу 
Н-{(с *> • . Тогда А А ­ Н = A ^ Á ^ A ^ H ) ' 
значит (¿t-(A¿H))*H~ 0 . Но ( Л , » Н М А * * Ю « Л * . 
Таким образом, 
хотя аксиомы 1 , 1 1 , I I I выполнены. 
Независимость аксиомы У от аксиом 1­1У следует из того, 
что аксиомы1_1у выполнены для пары (¿*}SA) , построенной для 
чистой пары (А,г) с неабелевой группой, а аксиома У для н е ­
абелевой группы Г может не выполняться. 
Заметим, что аксиомы 1­У выделяют собственное подмного­
образие, задаваемое аксиомами 1­4', о чём говорит последний 
пример ^ 
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АБСТРАКТНСЕ СПИСАНИЕ Т7П0В ДАННЫХ \\ 
МНОГООБРАЗИЯ АЛГЕБР ДАННЫХ 
Эта работа представляет собой теоретическое исследова­
ние в рамках т . н а э . алгебраического подхода к абстракции 
данных [ I ] . Алгебры данных понимается в смысле [ 7 ] , и §1 ра 
боты почти целиком посвящен изложению этой концепции ­ с не 
которыми модификациями, в том числе в оСозначениях я терми­
нологии. Под типом данных мм понимаем алгебру из какого­ли­
бо многообразия алгебр данных, свободно порожденную множес­
твом используемых атрибутов. Таким образом, когда атрибуты 
не принимаются во внимание, это просто инициальная алгебра 
многообразия. Мы даем характеристики многообразий алгебр 
данных (в теорико­категорных терминах>, порождаемых тем или 
иным типом, а также полугрупп эндоморфизмов типов данных. 
Один из результатов показывает, что с точтостыо до клпна 
действия тип данных восстанавливается по своей полугруппе 
эндоморфизмов. 
Необходимые сведения по общей теорий многосортных ал­
гебр можно найти, например, в [ 6 ] , а по теории категорий ­
в [2 ] . 
§1 . Алгебры данных и типы данных 
Пусть ­5 фиксированное в дальнейшем конечное множество; 
его элементы будем называть идентификаторами областей или 
сортами. Будем считать, что оно разбито на два непересека­
ющихся подмножества 6 Ь ив>, . элементы которых называются 
идентификаторами основных и, соответственно, производных 
­ Ш ­
областей, короче ­ основными я проязводнями сортами. В про­
стейшем случае часть 5 t может быть я пустой. Зафиксируем 
также некоторое Sb­сортное множество в ( т . е . семейство мно­
жеств B^{BS: seSbl) и обозначим через А * / класс всех таких 
5­сортных множеств А . которые содержат 6 ( т . е . Ai*Bi для 
S4 Sb ) . Будем рассматривать лишь те {многосортные) отоб­
ражения между множествами из Self, которые тождественны на 
8 ; назовем их (­^^отображениями. Точнее, (5в;­отображение 
А ; А ч ­ ^ А г ­ это семейство функций { i s : s « ' s i » где Я.^ ­ *^­»А„ 
и все A.j для тождественны. Для (^­отображений естест­
венно (посортно) отоб^лжается композиция и класс Sdf 
вместе со всеми ( s e j ­отображениями может рассматриваться 
как категория. Множество всех <5В>отображений А,— ^ о б о з н а ­
чим через Мар(л„А^) . 
Далее, пусть Z ­ какая­либо (5­сортная) сигнатура, т . е . 
семейство символов операций (операторов) с приписанными каж­
дому из них наборами сортов аргументов и результата. Пусть 
еще £ ь ­ часть ZT , содержащая все те операторы, которые 
предполагают лишь основные сорта, а В ­ фиксированная ( £ ь ­
сортная) алгебра сигнатуры Г ь е носителем В . Алгебра данных 
сигнатуры £ с базисом Q ­ это любая £ ­алгебра , являющаяся 
обогащением (с присоединением недостающих областей) алгебры 
8 . Таким образом, если А ­ алгебра данных, то ее носите­
лем служит какое­то множество из Self; этот носитель будем 
обозначать через А. Обозначим ч е р е з и л и простоЛ^ всех 
алгебр описанного виде. Мы будем допускать лишь такие гомо­
морфизмы алгебр данных, которые тождественны на 8 , т . е . я в ­
ляются (5в)­отображениями. (это формально более сильное о г ­
раничение, чем в [ 7 J , но это несущественно для наших целей) . 
Понятия подалгебры и факторалгебрьт без труда модифицируются 
таким образом, чтобыпподалгебра и (или) факторалгебра ал ­
гебры данных тоже оказались членами . т 
Еще зафиксируем 4 * ­ с о р т н о е множество А переменных ( а т ­
рибутов), требуя при этом, чтобы каждая переменная имела в 
точности один сорт. Можно X считать и 5­сортным множеством 
с несколькими пустыми областями. Пока будем считать, что име­
ется по крайней мере одна переменная каждого производного 
сорта, однако большая часть результатов следующего парагра­
фа верна лишь при условии, что переменных..каждого сорта бес­
конечно много. 
Множество Т- Т*(Х) всех термов сигнатуры 2 (£­слов )над 
алфавитом ВиХ обычным образом может быть превращено в > ­ а л ­
гебру Г ; это пример алгебры данных. Если задана некоторая 
система £<}. X ­тождеств над У , то обозначим черезМд е ^ мно­
гообразие всех алгебр и э . Д ^ , удовлетворяющих этой системе 
(оно совпадает сЛ£^ , когда пусто), а через Т € ^ ­ фактор­
алгебру алгебры Т по наименьшей конгруенции, содержащей все 
тождества из £ ^ , Эта алгебра свободна над X в . А х д Е < в следу­
ющем смысле: если имеется произвольная алгебра А_ иаА1дЕ и 
задано некоторое приписывание У в А , т .е . (^ ­отображение 
ВиХ­» А, то оно (однозначно) продолжается до гомоморфизма!^ 
в А >"В частности, она свободна в себе; любое приписывание 
в Т продолжается до эндоморфизма алгебры Х « Непосредственно 
из определений вытекает, что многообразие .^ /^ порождается 
алгебройГс г (т .е . всякое тождество, выполняющееся в­Т^, вы­
полняется и в любой алгебре этого многообразия). 
Можно было бы считать алгебру 7} типом данных, опре­
деляемым спецификацией 6 * Д , 5 , * " , ^ . У нас ^,£ ,в ,х предпола­
гаются фиксированными, поэтому можно говорить, что тип дан­
ных определяется системой тождеств . Но разные системы 
тождеств могут определить один и тот же тип. Нас здесь не 
будет интересовать связь между типом Т ^ и определяющей его, 
а также многообразие .Аб^^ . системой Ец, , поэтому мы при­
дадим большую степень абстрактности нашим определениям. 
Именно, (для заданных 5,1 ,§ ,X ) будем называть типом данных 
любую свободную в себе над X алгебру V из , а алгеброй 
данных этого типа ­ любую алгебру из порождаемого им много­
образия Ф . Всегда можно подобрать систему Е^ так, чтобы V/ 
оказалась изоморфной алгебре Те­ "и, следовательно, № совпа­
ло с А ^ , . Эта система может оказаться и бесконечной. 
С определенной точки зрения полученное понятие типа 
данных все еще недостаточно абстрактное. Мы имеем в виду 
тот факт,что важно,какие операции можно выполнить над эле­
ментами алгебры данных,и не столь важно,какие из этих опе­
раций выбраны в качестве основных, а какие являются произ­
водными. (Напомним,напр., хорошо известную эквивалентность 
понятий булевой алгебры я булева кольца) . Здесь напрашива­
ется мысль, что вместо конкретного набора основных операций 
алгебры следовало бы рассматривать ее клон действия, по­
скольку он не зависит от выбора сигнатуры. Надлежащее уточ­
нение привело бы нас* к многосортному варианту понятия'абсо­
лютной алгебры в смысле [53. Тогда "абстрактными" алгебра­
ми данных служили бы определенного вида абсолютные алгебры, 
а "абстрактными" типами данных ­ свободные в себе алгебры 
данных. Однако разумное для абсолютных алгебр понятие гомо­
морфизма оказывается весьма громоздким {см. определение 6 
на стр.29 р [ 5 ] ) . поэтому поступим иначе. Мы увидим, что 
равнозначной задаче характеризации клонов действия типов 
данных является задача о характеризации их множеств эндо­
морфизмов, и.решим эту вторую задачу. 
Несколько слов о клонах. (Расширенным) клоном опера­
ций на ( 3 ­сортном) множестве А будем называть любое мно­
жество операций на А, замкнутое относительно суперпозиции, 
отождествлений и перемены местами аргументов, добавления, 
а также удаления (см.ниже) фиктивных аргументов. Клон дей­
ствия алгебры А = (А,...) _ это наименьший клон на А , содер­
жащий все основные операции этой алтеоры. Иначе, клон дей* 
ствия содержит, кроме т . н а з . производных операций [33 ал­
гебры,также операции, которые получаются из них путем уда­
Рения Фиктивных аргументов. Наше определение клона отлича­
ется от принятого ( с м . [ 3 ] , [ 5 ] ) именно этим последним з а ­
мечанием. Этим устраняется, например, такой нежелательный 
факт, что. если булева алгебра определяется в сигнатуре 
( Ч / , А , ­ ) , то булева единица, рассматриваемая как нульмест­
ная операция, не принадлежит клону действия­алгебры (сы. по 
этому поводу также замечание после леммы 3 . 1 ) . Кроме того, 
приводимые в §3 результаты получают более короткую форму­
лировку. Но, разумеется, такие "лишние" операции не явля­
ются уже, вообще говоря, полиномами алгебры [4J (по другой 
терминологии [ б ] ­ терм­функциями). 
§2. Категорией характеристика многообразий алгебр 
данных . ­ _.. 
Пусть Л —какая­либо (малая) категория, F ­ прене­
брегающий­ функтор а W ­ 5£­объект, свободный над 
X в ЗС относительно F . Без ограничения общности можно 
считать, что это означает следующее (для удобства мы пи­
гаем просто А вместо F(A)k М(Л)вместоЛ/о*.Ск/,4.)): 
(а) для любых «ДГ­объектов Л,Щ JUo^(A,,^i)cHaf>(A1lAx)ļ 
и F осуществляет это вложение, 
(б) X c W , и для любого ^ ­ о б ъ е к т а Л. множество Н(Л] 
обладает тем свойством, что содержит в точности од­
но продолжение до ^^­отображения W-*A каждого при­
писывания в А . 
Вообще, произвольное множество Н (ЗД­отображений W-*A, 
обладающее указанным в (б) свойством, будем называть связ­
кой, (точнее Л­связкой) . К а т е г о р и ю ^ . д л я которой ука­
заны такие F и W будем называть нормализованной. 
Прототипом нормализованной категории служит любое 
многообразие ЗС алгебр данных, в котором F ­ естественный 
пренебрегающий функтор,сопоставляющий каждой алгебре ее 
носитель, а IV ­ порождающий это многообразие тип данных. 
Будем говорить, что две нормализованные категории (Я^РМ) 
и (ЗС', F', Vļ') неразличимы, если и изоморфны, причем 
соответствующий функтор­изоморфизм ф :3l-*'JC тождестве­
нен на всех морфиэмах (тогда F'« Р'ф ) и переводит w в U '. 
Наконец, будем называть нормализованную категорию алгебраи­
ческой, если она неотличима от какого­либо многообразия 
алгебр данных. Ниже 
мы найдем необходимое и достаточное для этого условие. 
Пусть какая­либо нормализованная категория • 
Обозначим в ней множество H(W) эндоморфизмов объекта W через 
Ё , и назовем пару (W, Е) зародышем этой категории. Будем гово­
рить, что категория 3tрегулярна, если она подчиняется еще 
следующим требованиям: 
(в) для каждой связки H 
v / , e H Vj.eE ju^s И -* ЗА H - H(LK . 
(г) для любых Л, ,А 4 
А, Ф А^ — И(А,)Ф H(AZ) 
(д) для любых _АдЛ ги всех Л.€ МарСА^А^) 
tyveWA,) АукеНСАг) ­* Ле Мах(А,,А^). 
Мы вскоре увидим, что каждая алгебраическая категория регу­
лярна. Из ( б ) ­ ( г ) вытекает, что в регулярной категории име­
ется взаимно однозначное соответствие между ее объектами и 
всевозможными связками, удовлетворяющими левой части импли­
кации в ( в ) . Очевидно, импликация в (Д) обратима, так что 
тожество /^»гМ ( ;^}полностью определяется связками H(ât) и 
rH6i) . Таким образом, если нас не интересует природа объек­
тов регулярной категории, достаточно задать только свобод­
ный объект и его множество эндоморфизмов. Более точно эта 
мысль формулируется во втором утверждении приводимой ниже 
теоремы. 
Теорема 2 . 1 . (Ч)Пара (М,Е), где WtSd$ и Ес-М<у(К*), 
т . т . т . является зародышем регулярной категории,, когда Е -
замкнутая относительно композиций К'­связка. 
(Щ Две регулярные категории т . т . т . неразличимы, когда 
они имеют один и тот же зародыш. 
Доказательство.(^Особого рассмотрения требует лишь 
достаточность условия. Допустим, что W и Е ему удовлетво­
ряют, и построим соответствующую регулярную категорию. 
Рассмотрим всевозможные пары вида(А (НУ, где А*­ множес­
тво из Sd* , а H ­ А­связка такая, что H для всех учеН 
и ^'вЕ . Примером такой пары служит сама пара W(W,Е) . 
­ 13? ­
Назовем гомоморфизмом пары СА<,Н,) в (Ах,нх) такое (•^/­ото­
бражение А: 4,­» , что Л/ч*Нг для всех ^ е Н , . Тогда класс 
всех пар вместе со всеми гомоморфизмами между ними образу­
ет категорию; обозначим ее через М* . Если II ­ пренебрега­
пций .функтор . К"­»Л^8, определяемый условием VI *-* $еЛ ? , то 
^ оказывается свободным относительно его объектом над X . 
Итак, имеем уже нормализованную категорию. Ее регулярность 
очевидна. 
(И) Если регулярные категории ^^.Ю и (­£ ' , ( ­ ' , 'имеют 
один и тот же зародыш, то можно построить функтор ф . ­ Л ­ ^ 
определяя Ф(А) как тот единственный Л ­ о б ъ е к т £ , ' для кото­
рого ИЯ(А)-НЛ,Ш\ и считая Ф тождественным на морфизмах. 
Без труда проверяется, что этот функтор и устанавливает 
неразличимость обеих категорий. Этим доказана достаточность 
условия; его необходимость легко вытекает из определений. 
Теорема доказана. 
Допустим, что М и Е удовлетворяют условию теоремы 2 . 1 
(С), и обозначим через Е0 подмножество тех отображений из 
Е , которые на X принимают значения также в X . Будем г о ­
ворить, что множество УСХ является опорным множеством для 
элемента * € И/ , и писать в этом случае Уьрр , если 
У|1£ Е„(*|У = 1</у 
Лемма 2 . 2 . Пусть Н ­ произвольная связка и,пусть У со ­
держит по крайней мере две переменные каждого сорта. Для 
любого элемента к и любого его опорного множества У-
Доказательство. Допустим, что Улррм и что/ ' , , /* , ­ два 
отображения из Н, совпадающие на .У , и покажем, что тогда 
^1^=^1ы . Обозначим через X4 подмножество тех переменных 
из X, сорта которых представлены в У (так что X*), а 
через Л'- разность .Х" * Л*. Далее, выберем Три отображения 
о ^ , ^ и а Е° и отображениеу-^Нтах, чтобы выполнялись у с ­
ловия 
у, IУ ^ |У = д IV ; : У­ ­ л ) ^ ­ . ^ | и ­ = л | у л Г . 
Два последних из них можно переписать в виде 
Тогда ввиду определения опорного множества ^ и / г ^ » / ­ ^ . 
Кроме того, у ^ У ^ ^ ' Л * Действительно, 
если л е ­ Г . т о у ^ л » / ! ^ 
если х­е 1 , то уу, ^  ^ * = ^ , ^ д „ уцу < х = • 
Таким образом, у * , ^ и совпадают на X . Но оба эти 
отображения принадлежат связке Ц , ' поэтому они 
совпадают всюду на \л/ . Теперь 
У*" = «/МЧ" * * (/чМЛ* - -
^<1*$Ш1*>) ' «"А^^ « / " " • 
Аналогично д и/=• ^  *<• и, следовательно, на самом деле д ^ . д ы . 
Будем называть нормализованную категорию финитарной, 
если каждый элемент ее выделенного свободного объекта име­
ет конечные опорные множества. Мы теперь можем сформулиро­
вать и доказать основной результат статьи. 
Теорема 2 . 3 . Допустим, что |х \ |=»для всех *е 5 Й . Тогда 
для любой нормализованной категории УС равносильны следующие 
условия: 
<*) <Х ­ алгебраическая категория, 
(р) ЗС ­регулярна и финитарна. 
Доказательство. Сперва покажем, ч г.о из (.<) вытекает (в) . 
Кем достаточно рассмотреть случай, когда -УС- многообразие 
алгебр дачных некоторого типаМиэЛ^ , Такая категория % фи­
нотарна: так как X порождает каждый элемент * из VI содер­
жится в подалгебре V/ , порождаемой достаточно большим конеч­
ным подмножеством X » и нетрудно видеть, что оно* является 
опорным для \л/ . Проверим теперь, что для Ж выполняются усло­
вия ( в ) ­ ( д ) . 
­ ш ­
Определение операции * Л корректно. Действительно, ввиду до­
пустимости Н она не зависит от выбора у« , так как, очевид­
но, ­ опорное множество для *>„(*,,•• . Она не за­
висит и от выборалЛ...,1т : если у„...,ут ­ другой набор пере­
менных такой, чтоу«у £= а.; для £ т } то пусть ¿1 ­ эндомор­
физм У[ , переводящий каждую переменную д^ . в у г ; тогда 
и в силу леммы 2.2. (и уже доказанного) 
Допустим, далее, что *»4-...,чт- набор элементов, к кото­
рому применима операция 0 \ * и Ч т о ^ ~ эндоморфизм У[ такой, 
что w< = (yx,>...,^^' ( Ч= 0 i<mдля некоторых попарно различных перемен­
ных Х,у..,Хт, • Тогда с учетом выбора Н получаем, что для лю­
бого ^ € Н 
^ ы и . . . ^ т ) ­ / м г „ ф о ­ » а Ю ^(р^Ьу..^))^ 
* «А (Л 0%>, • • • (о^ЛЬ «А 0" Г»/* • 
(в) Пусть А­связка, удовлетворяющая левой части им­
пликации в ( в ) . Покажем, что А можно превратить в алгебру 
А из Л так , что Н оказывается множеством всех эндоморфиз­
мов V/-* А . 
Допустим, что в ­^.­местный оператор из £ • Ему следу­
ющим образом можно поставить в соответствие операцию 6^ п о д ­
ходящего типа на А : 
где «5 ,^ ­операция в соответствующая оператору в , о г , , . . у х т 
­ попарно различные переменные надлежащих сортов, ауч ­ о т о ­
бражение из Н , переводящее каждое в о,­. Это условие 
удобно переписать в виде 
Итак,''мы можем считать, что построили алгебру Л и а Л ^ и 
что при этом Ис Нс>г*(Ы)л), т . е . алгебра _К свободна относи­
тельно {А]. Общеалгебраические соображения, которые мы здесь 
опустим, показывают, что тогда Аё^у и что в действительно­
сти н- н*"»оу,1; ( с р . с . [ ^ , %г*Ь, 
(г) Пусть А,,^ ­ две разные алгебры из & . Интерес 
представляет лишь случай, когда у них общий носитель: Ал = 
т АдМ­ Тогда для нзкоторых е е Г и а,„ должно быть 
б^Со,,- ,а,„) ф ол(а^,...,а,„)> 
где ­ операции в А, и, соответственно, в ¿1« , соот­
ветствующие оператору с? . Допустим, ч т о Н М Д / ^ е Н С Л д , ) 
и что для некоторых л„...,<„с­Л Л ' ^ Л * ­ ' г Г'* ^ • 
Тогда, очевидно, 
гге еы ­ операция С (V, соответствующая в . Итак, , и , , 
значит, НСА.,)? ЦМ> 
(д) Пусть А», Л*. _ две алгебры данных типа }У , и 
пусть Л ­ (5в.)­отображение, для которого выполняется левая 
часть импликации в ( д ) . Пусть, кроме того, с, имеют 
тот же еи«нол, что и в предыдущем рассуждении. Допустим, 
что а(....,ащ- набор элементов из А1, к которому применима опе­
рация 6 , , И ЧТО/V - ГОМОМОр*ИЭМ такой, ЧТО У,='',,..., 
= а,,, для некоторых попарно различных переменных х 
Тогда 
Аб^ о , , . . . , « , „ ; A 6 < { / « . J R , , . . . v A т . „ ^ = А С/ч -
Тяким образом, А действительно гомоморфизм. Этим доказано, 
"то первое из условий влечет второе. 
Теперь покажем, что из Ш вытекает (*) . ­Для этого мы 
должны убедиться, Л чго финитарная регулярная категория 
£0?/с;^неотличима от некоторого многообразия алгебр данных. 
Но в силу только что доказаннного такое многообразие само 
является регулярной категорией, поэтому мы можем восполь­
з о в а т ь с я теоремой 2 . 1 . Итак, нам достаточно построить 
на множестве V? какой­либо тип данных, для которого Е служит 
множеством эндоморфизмов. 
Пусть £ 1 ­ множество всех операций на и/, перестаново­
чных со всеми отображениями из к . Всегда можно подобрать 
сигнатуру так, чтобы в классе Л/^ нашлась алгебра К' 
с носителем К , множество основных операций которой совпа­
дает с О-. Нам остается показать, что X порождает 1у"*: так 
как Ес£я«?^^алгебра ^'окажется свободной в себе над X , а 
тогда это включение превратится в равенство, и мы получим 
требуемое. 
Итак, пусть произвольный элемент IV. Ввиду Аинитар­
ностис^он имеет конечное опорное множество 1*-,,--,хт). Оп­
ределим на V/,т.­местну*ю операцию <~>, полагая, что 
г д е # морфизм из Е, переводящий каждое л, в Иначе, 
где ^ уже произволен. Это определение корректно: согласно 
лемме 2 . 2 . (с Н­Е ) левая часть равенства не зависит от вы­
бора ^ . Легкр видеть, что £•>*£!: если £ , то 
Так как очевидно, »/ = ьо(Хи ...,л„] , элемент ^принадлежит под­
алгебре порождаемой множеством {*«,...,*,„}. Итак, X действи­
тельно порождает Теорема доказана. 
§3. Абстрактные типы данных 
Вернемся к начатому в $1 обсуждению степени абстрактнос­
ти понятия типа. Прежде всего убедимся, что множество эндо­
морфизмов типа данных полностью определяет его клон дейст­
вия. 
Лемма 3 . 1 . Клон действия типа данных состоит в точно­
сти из всех операций, перестановочных со всеми его эндомор­
физмами. 
Доказательство. Пусть ^ ­ тип данных из , и пусть 
Л ­ его клон действия. Понятно, что любая производная 
операция V/ , а значит, и любая операция из С1 действительно 
перестановочна с эндоморфизмами. Пусть, наоборот с и ­ г г и ­ м е с ­
тная операция на И/(»"*о; перестановочная со всеми эндомор­
физмами алгебры VI. Выберем произвольные переменные *ЛУ..,хт 
подходящих сортов и поломим и ' / з ш ^ , , , , . ^ ^ , в частности, при 
т = 0 */ просто совпадает с со . Тогда для любого эн­
доморфизма № , тождественного на . , •*„ ,} . Пусть, напри­
мер, $ отображает X в некоторое множество {*„,..,ж»]с ^ , 
где г>>гп . Так как jf.nl принадлежит подалгебре алгебры И/, 
порождаемой этим множеством, то той же подалгебре принад­
лежит и V . Следовательно, найдется такая .производная опера­
ция ы4 , что ^'^а,*..,*^ Твнврь, если для произвольных 
и/„ надлежащих сортов ­ эндоморфизм, переводящий каж­
дую переменную х; в , то 
с о ( ц / „ . . . , К я ) = *<Г'х„...,,)**,*.) =?#Н*»->•*».)'#'« • 
.Ввиду произвольности . 1*„ заключаем, что последние 
п ­ т аргумента операции а­у фиктивные. Таким образом, опера­
ция о> получается из производной операции алгебры и/ удале­
нием фиктивных аргументов, т . е . сама она принадлежит Л . 
Лемма доказана. 
Отметим, что на заключительном маге доказательства мы 
существенно пользуемся нашим измененным понятием клока. На 
самом деле, операция ы иногда может быть получена из <д^  , я 
отождествлением аргументов: ьцш„.;.,*т) = им*/,-,., _^фсли 
переменные х„ и ^ одного сорта. Но это невозможно, 
если не все сорта переменных хт,„.., х л представлены в{х1^.,хл,\ 
£ т о так даже в однобортном случае, если т = о ) : Отметим так­
же, что нам впервые пришлось существенно использовать и ко­
нечность множества сортов: в противном случае нельзя найти 
конечное множество { / , , . . . , *„ ] , указанное в доказательстве. 
Следствие 3 . 2 . Два типа данных (с одним и тем же но­
сителем, во возможно, разной сигнатуры) т . т . т . имеют один 
и тот же клон действия, когда у них одно и то же,множество 
эндоморфизмов. 
Итак, если мы согласны считать, что два типа данных, 
имеющих один и тот хе клон действия, дают нам одинаковую 
информацию, то вся эта информация содержится уже в полу­
группе эндоморфизмов типа данных. Теорема 2 . 1 . ( О вместе с 
теоремой 2 . 3 . дает нам следующий критерий для распознава­
ния тех множеств отображений, которые могут служить такими 
множествами эндоморфизмов. 
Следствие 3 . 3 . Если все компоненты множества перемен­
ных бесконечны, то множество ^ с / Ч л ^ М т . т . т . является мно­
жеством эндоморфизмов некоторого типа данных (подходящей 
сигнатуры) с носителем V/, когда выполняются условия 
(«О Е замкнуто относительно композиций, 
(р) каждое приписывание Х~* И/ имеет в £ в точности од­
но продолжение, 
( / ) для каждого И/ имеется такое конечное множество 
^ с Х . ч т о к и = * для любого из £ , тождественного на У и 
принимающего значения в X на X . 
Теперь, пользуясь уже имеющимся многозначным термином 
в еще одном, новом смысле, назовем абстрактным типом данных 
произвольную пару (у/, &), где V/н £ удовлетворяют условиям 
(ы), • Это отступление от высказанной в {I точки зре ­
ния выдвигает на первый план другую идею: абстрактный тип 
определяется не столько операциями, которые можно выполнить 
над его объектами (элементами V/ ) , сколько преобразования­
ми, сохраняющими его структуру. 
Так как каждому типу данных соответсвует свой абстрак­
тный тип, мы вправе считать, что всякая спецификация ь 
определяет какой­то абстрактный тип данных. Рассуждения вто­
рой половины доказательства теоремы 2 . 3 . показывают, что и, 
наоборот, любой абстрактный тип является "абстракцией" от 
подходящего типа данных. ' 
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В. Б. Штейнбук 
ПОЛУГРУППЫ ЭНДОМОРФИЗМОВ УЛЬТРАФИЛЬТРОВ 
I . В ряде работ изучались связи между фильтрами и сопос­
тавляемыми им теми или иными производными объектами (см . , 
напр. , [Ц ­ 3 ] ) . При этом фильтр рассматривался и как систе­
ма подмножеств, и как решётка относительно естественных опе­
раций, и как упорядоченное множество. Использовались и раз ­
личные виды морф из мо в фильтров. Пусть Я и 5­4 ­ фильтры на 
множествах и ­i 1Ьсоответственно. Отображение * множества 
­Л4 в fii называется гомоморфизмом (соответственно непрерыв­
ным отображением) í ¡ j S j , , если *С.*)е^ддя всякого ft*5ji 
( соответственно ^ " V ^ J í ^ k x h всякого И ^ З ^ ) . Изоморфизм 
фильтра £, на ^ ­ это биекция множества ­Q., на , являю­
щаяся непрерывным гомоморфизмом 7Л в ^ ? Множество всех 
эндоморфизмов (соответственно непрерывных преобразований) филь­
тра относительно операции суперпозиции образует полугруппу, 
которую обозначаем End У (соответственно Сг\Ф ) . Известно [ 6 J , 
что нетривиальный фильтр 7~ полностью определяется о точнос­
тью до изоморфизма как полугруппой ЕпЫ1?, так и полугруппойй& 
Для ультрафильтров понятие гомоморфизма и непрерывного отобра­
жения эквивалентны. Легко убедиться также С4 ] , что два не­" 
главных ультрафильтра изоморфны как решетки тогда и только 
тогда. Когда они изоморфны в указанном выше смысле ( т . е . как 
системы подмножеств). 
В данной работе получена картина строения эндоморфизмов 
ультрафильтров. С помощью этого результата даётся описание 
эквивалентноетей Грина, идеалов полугрупп эндоморфизмов. Приво 
дится конкретная характеристика полугрупп эндоморфизмов ультра­
фильтров. Отмечаются некоторые свойства этих полугрупп. Группы 
автоморфизмов ультрафильтров подробно рассматривались в Г.7Л , 
2. Всюду в дальнейшем, говоря о фильтре Т , предполага­
ем, что ? определен на неодноэлементном множестве П. . Для 
каждого преобразования / множества О через щ обозначим 
соответствующую / ядерную эквивалентность на С1 , через 
­ множество всех неподвижных точек преобразования У . 
3. Предложение. Пусть 7Л и з§ ­ фильтры на множествах 
1~14 и О-ь соответственно. Отображение V множества П , в О.^ 
является гомоморфизмом,^ в ^ тогда и только тогда, когда 
У ­ непрерывное отображение % п У* . 
Доказательство. Пусть у ­ гомоморфизм Л в з£ . Пред­
положим, что 9 не является непрерывным отображением, т . е . 
че~'(г»4Т1. д Л Я некоторого . Поскольку ^ ­ ультра­
фильтр, П , ­ 7, . Следовательно, ГСП,* ч тл. 
Но «• •Л < ^­ ' с«^сД а чН и, значит, Ц ^ М * ­ ^ , А это противо­
речит тому, что .Полученное противоречие означает, 
что У ­ непрерывное отображение I , в ^ , Аналогично дока­
зывается обратное. 
Лемма I . Всякое преобразование у множества О. , 
удовлетворяющее условию 7 , является эндоморфизмом фиА 
тра ^ . \_ 
Доказательство. Пусть Нг е / , Возьмем ^ 6 ^ . Очевид­
но, •ЛМ/)»^)вМпн-гчТ , а поэтому и « м ^ У . " 
Как заметил С.Л.Ершов (£13, с . П О ) , для всякого авто­
морфизма У ультрафильтра^ выполняется Ну* Т. Доказатель­
ство этого факта имеется, например, в £97. Оказывается, что 
для эндоморфизмов ультрафильтров имеет место аналогичное у т ­
верждение. 
5 . Теорема I . Преобразование •/ множества Л . является 
эндоморфизмом ультрафильтра. 5~ тогда и только тогда, когда 
Доказательство. Достаточность следует из леммы I . Дока­
жем необходимость. 
Пусть * —эндоморфизм Т . Обозначим 
М ­ М г = { ч е П |/*5ч>=<< для некоторого натурального а / . 
Очевидно, ч т о Н ^ с М , 
Ограничение ^ на подмножестве г1 есть биекция У на 
себя. Действительно, возьмем произвольный «< 
для некоторого л. . Тогда Ч Г = пг»0 , т . е . М. 
Убедимся теперь в сюръективности / . Если о = 1 , то очевид­
но, «**Ч«> . Если , то выполняется '•""'(•<>) = *"'(*1<>]; 
= ?»-'и>, т . е . / " " ' ^ е л ? . Но = чГ , поэтому «ьКм) 
и в случае л У . Осталось проверить инъективность. Пусть 
<*Ле П , * а:^  , */<«.; = "Л­'г,) . Найдутся » 1 , .с такие, что 
•&ы,}*<*А л у^ы^^ы^ , Заметим, что У*"Ч«,/в 
. f < ^ f ^ , n y < » ­ r f ­ e r f < ) s . .^.Аналогично У"""^"' .»: с АРУ^ой сторо­
ны, ¥ ­ " С ^ ) . 1 / " ^ ) , т . к . *Ч*,)=гЪу, Следовательно «<а . Итак 
у / м ­ биекция М на себя. 
Если Мб ¡7 , то след 7 н а М есть ультрафильтр на И , 
который обозначим 5 Г ' , При этом нетрудно убедитвся в том, что 
ограничение г на Л? есть автоморфизм ультрафильтра У . По­
скольку множество неподвижных точек автоморфизма ультрафильтра 
есть элемент ультрафильтра и ^ / С Л 7 , то Н^ьТ', Отсюда вы­
текает, что Ну € 5 " . 
Рассмотрим теперь случай . Тогда М ­ М * ^ . Опре­
пелим отношение <з н а Г Ь ­ м следупцим образом: * « у тогда 
I только тогда, когда и ч"'<$) для некоторых натураль­
я. *п ,п . Рефлексивность и симметричность отношения с 
чевидны. Убедимся в транзитивности <5 . Пусть . ч » < ? . 
.1о определение, найдутся т , м. , * , I такие, что &<*}т 
» ч-'"(у) , ^"<у> * У г ' ^ . Т о г д а выполняется следующие соот­
ношения 
^>""'сч ^" ш - ¥Ктп1у)~ у " / ' ^ , 
­ и в ­
Следовательно хел , Таким образом, « —эквивалентность на 
множестве П \ М . 
Для всякого ос€­£ЬМ обозначим через * соответствующий 
смежный класс но эквивалентности в" . Фиксируем полную сис­
тему представителей А множества смежных классов по <$ . 
Пусть аьА и же а , Тогда существуют т , ^ ^ у такие, что 
^т(х)« у * (а) # Обозначим через минимальное число, для 
которого найдется п. такое , что У "00 = ч>*'(а) . Далее, че­
рез п, обозначим минимальное число со свойством ч°п°сю~¥'г'(о.^.1 
Пару натуральных чисел ( л , , 4 ) назовем типом элемента •* 
относительно эндоморфизма У и системы представителей А (или 
просто типом). Тип элемента назовем четным, если п„+м 0 ­
четное число, и нечетным в противном случае. 
Возьмем л е й ^ М такой, что « а д * Л > ^ 1 _ Тип элемен­
та ­X обозначим ( » в , к» ' ) . Заметим, что если «о?­/ , то тип 
элемента есть (»«,­* , и, ) , Действительно, Ч'П'~,<ч>ею)-
-^*'(а),"г4*'1' Следовательно, у о о е а: . Л е г к о видеть, что 
^яшимальное число, для. которого найдется «• такое , что . 
*-п1111,)***'1*). Для такого числа л выполняется * й.»г1» , т . к . 
(и*,**.) ­ тип элемента х . Рассмотрим теперь случай г>,ж1 . 
тогда а*>* ^"'(о) и п о т о м у У ^ = у " * * ^ . Следовательно, ' 
ч>с*) & а . Пусть для некоторых ™ ,к » у выполняется т**А»)г 
По определению типа это означает, что « я к , ( т . к . ' 
( У , ) ­ тип элемента л ) . Если предположить , то 
получаем УТ*тх^ » У •« У<^ , т . е . ИГ*?« ' . ч и проти­
воречит условиям, наложенным на ж . ­ Значит, * * «V. и с учетом 
соотношения /«У/х^ «• У * * " ^ получаем, что « > « • • / ­ м и ­
нимальное число, для которого найдется со свойством 
утг*ш) = у * га; . Из сказанного следует, что тип элемента 
У&> равен ( 4 , ) . 
Таким образом, если ­ < е £ Ь М я « д о е Г З ­ М < л Р 0 элемен­
ты х и Г(Ю имеют типы разной четности. Обозначим черев В, 
множество всех элементов из П> М нечетного типа, через Ьг -
четного 'типа. Ввиду доказанного выше Мао п&, = # , 
4>(фпвл-? , £>,г\Е>г = ф « В рассматриваемой ситуации 
Л < М е 7 . Поэтому, либо в1 с 7 , либо ?" . Если 
в , е 7~ , то и ¥(в<)аТ , т . к . У ­ эндоморфизм. Ввиду 
отмеченного соотношения ^(в^пв^-^ получаем противоречие. 
Аналогично, если ^ . Полученное противоречие означает, 
что случай М4 7 невозможен, и это завершает доказательство 
теоремы. 
6. Следствие. Полугруппа эндоморфизмов ультрафильтра 
регулярна. 
Доказательство. Пусть 7 ­ ультрафильтр, 'У* Еп,^Т . 
Согласно теореме I , ' V е ^~ • Определим преобразование / 
множества О следующим образом: , если н * ; 
- /я для некоторого л * , если <х с ч»г:п) >. н н> ; 
на П­ЧЧ­Л.) действие / определяется произвольно. Тогда, 
как легко видеть, У / / с У . При этом ^ Ну , и потому 
е 7 . В силу леммы I , / <= ЕпЫ7, Таким образом, Е^.­/ «*­" • 
регулярная полугруппа. 
7. Легко видеть, что если 7-' ~ ультрафильтр на беско­
нечном множестве, то полугруппа Ег>ы7 не имеет нетривиаль­
ных тождеств. 
Фильтр , рассматриваемый как решетка относительно 
операций пересечения и объединения, обозначим ( 7, с ) . Не­
которые элементы полугруппы ЕпЛ 7 (и для свободного филь­
тра) могут индуцировать одинаковые преобразования решетки 
( (7 , с ) . Однако нетрудно убедится , что для неглавного 
ультрафильтра / полугруппа &>«/3" действует точно на решет­
ке ( 7 , с >. 
8. Через Я , , 2^ , у обозначаем, следуя [ 2 ] , отноше­
ния Грина. 
Теорема 2 . Пусть 7~ ­ ультрафильтр и / , Е,,^ 7 . 
Тогда для отношений Грина на полугруппе Е»Ы7 имеют место 
следующие утверждения: 
1) /<Х г тогда и только тогда, когда 'ту • • V ; 
2) / У* тогда и только тогда, когда /(Л)-- ч*Р-) ; 
3 ) / 5 ) / тогда и только тогда, когда / / ( Д ) / = ^ Л > | ; 
4) отношения и совпадают. 
Доказательство. I ) Пусть выполняется . Существу­
ют такие | м ^ б е л а , 5 Г . ч * ° / = . £ , У » • Если«^»/з, 
то У(«о =3ъ}*ы> "^л/уУ и ^(р* » т .е .СГ^сУ^ . Аналогично, 
Уу с ^ и потону = э у . 
Обратно, пусть ^ = ^ у . По теореме I , Н^^Т ,^/с- , 
Обозначим А* = Н+пН^ . Тогда И £ ? . Определим преобразо­ ' 
вание У множества Л , полагая для всякого 
У с ' Х и И £ ДЛЯ ВСЯКОГО ^€5Л . ч . 
Это определение корректно ввиду условия 5^­ = Д^. . Заметим, 
что для <*•£ М выполняется Уло ­ ч-с-еыО */<«о * < , т . е . 
н+ . Следовательно Ну.€3"~ и, согласно лемме I , 
t^£nы7' . При этом УУ = / . Отсюда следует, что . 
2) Предположим, что . Найдутся Е ^ Т 
такие, ч т о У ^ ^ , . Тогда, очевидно, /С­А^ • *У­<7^ > 
Обратно, пусть /сЛ) -. #хг) . Обозначим .= Н+л И/ , 
М е Т . Определим преобразование ^ множества П следу­
ющим образом: дщ-^ для всякого /"7 ; ды> =р е 
ъУ'Ч/ш) для «ее­П ­М . Согласно лемме I , ^ € Е»л7~ . Легко 
убедиться, что ~ У* • Отсюда следует, что У53 У . 
8) Пусть . По определению , найдется У такой, 
что f , Г&)Р . По доказанному в первых пунктах теоре­
ыы Щ «Ду. , /­сЛ> = у ^ ­ О ; . Следовательно, | £ ( О ) | _«> /У( £ и | . 
Предположим, что = |УШ.,>| . Как и выше, обозначим 
М = Н , л ц ? , М € У 7 . В частности, М<^/(П)пнЧП) . Пусть/* ­
произвольное биективное отображение множества / (&•) на УС­О) , 
удовлетворяющее условию: ограничение у* на Л/ есть тождэс­ О 
твенное преобразование. Положим У ­ у * / . Очевидно, для вся­
кого « е л / : tfKjB.ec и потому У< Епо/'Т. Далее, УШ,) = 
у*£(£1)-*(&). Следовательно, г ® у . Если («.рч^)) 
то. в силу инъективности отображения ¿4 получаем «с ^  р 
Аналогично в другую сторону, т . е . згг =я^ , а потому / « ^ У . 
Таким образом, /$д / . 
4). Включение < & с ^ имеет место для любой полугруппы. 
Предположим, что / У у . Найдутся ^ , ^ , А, , е £¿«¿1^ 
такие, что / = ^ У / ^ , / » о ^ . Из этих соотношений следу­
ет, что = | У ( Л ; | . Согласно доказанному выше это о з ­
­ Í D l ­
начает, что /2> У . Итак, ¿> = % . Теорема доказана. 
9 . Пусть Т ­ неглавный ультрафильтр на Г2 . Для вся­
кой мощности •»«•>/ , не превосходящей | d I, обозначим через 
1^ совокупность всех преобразований fe Ег*17 таких, что 
мощность меньше ­*« . Доказательство следующего утвер­
ждения получается с учетом теорем I , 2 несложной модифика­
цией доказательства соответствующего утверждения для симетри­
ческих полугрупп C3J. 
Теорема 3 . Пусть 7 - неглавный ультрафильтр на П , 
­и ­ наименьшая из мощностей подмножеств, являющихся эле­
ментами 7 . Тогда 7 ^ ­ , где ­и«­****Ю!, является двусто­
ронним идеалом полугруппы End 9[? , причем других собствен­
ных двусторонних идеалов End 7 не имеет. 
Нетрудно получить сходное описание двусторонних идеа­
лов ' полугрупп эндоморфизмов главных ультрафильтров. Из тео­
ремы 3 непосредственно вытекает 
Следствие. Ультрафильтр является однородным тогда и 
только тогда, когда полугруппа End 7 проста. 
10. Следующая лемма представляет и некоторый самосто­
ятельный интерес. Преобразование У множества £~2 называется 
константным, если 
Лемма 2 . Пусть 7 ­ неглавный ультрафильтр на £1 . По­
лугруппа End 7 является максимальной среди таких полугрупп 
неконстантных преобразований XI , а которых каждый элемент 
имеет неподвижную точку. ¥ 
Доказательство. Пусть У "­ произвольное неконстантное 
преобразование Л , не принадлежащее End 7 . По лемме I , 
7~ , а потому £ 1 Ч Н^, €. 7 . Обозначим через У преобразо­
вание П такое, что Hf^Sl^H+n ч*'ы) для вся­
кого -м ¿ Иf . Это можно сделать, т.к. У ­ неконстантное пре­
образование. Тогда, очевидно, Уе End7% У ^ не имеет непо­
движных точек. Значит, полугруппа преобразований, порожден­
ная End 7 и i- , не лежит в рассматриваемом классе. Таким 
образом, End 7 является максимальной в указанном классе 
полугрупп. 
Упомянем в этой связи, что группа автоморфизмов ультра­
фильтра 7 на бесконечном множестве ¿2 является максимальной 
подгруппой симметрической группы на О. С93. 
I I . Для всякого множества M e ļ i обозначим через Т(П}М) 
(соответственно G(Л, м) ) совокупность всех преобразований 
(соответственно обратимых преобразований) У множества П. 
таких, что М с . Группу всех автоморфизмов фильтра У 
обозначим АиМ. Т . Заметим, что согласно п .З , для ультра­
фильтра Т всякая биекция из End У л е ж и т в Aui .7" (для 
произвольного фильтра это не т а к . ) 
Конкретная характеристика полугрупп эндоморфизмов глав­
ных фильтров получается очевидным образом,и мы не будем ее 
здесь формулировать. Дадим конкретную характеристику полугрупп 
эндоморфизмов неглавных ультрафильтров, используя для е е по­
лучения конкретную характеристику групп автоморфизмов ультра­
фильтров, найденную в [ 7 7 . 
Теорема 4 . Пусть Ol ­ полугруппа преобразований множес­
тва JT2 . Полугруппа Oi совпадает с полугруппой всех эндомор­
физмов некоторого неглавного ультрафильтра 7 на О. тогда и 
только тогда, когда Ск. не содержит константных преобразова­
ний, каждое преобразование из Ос имеет неподвижную точку и 
для любого подмножества Мс Q. либо T(-Q.,N)<zQl , либо 
T(^lJ.l-fl)cO( . 
Доказательство. Пусть Oc-^End^fдля негладкого ультра­
фильтра Т . По определению эндоморфизма фильтра, i t уь со ­
держит константных преобразований. Согласно теореме I каждое 
преобразование из @С имеет неподвижную ,'очку. Поскольку для 
любого подмножества A/c_Q либо М<? 7 , либо Q v M f 7 , то 
из леммы I следует, что либо ­ Т(-0,м)сСг, лн6оТ(&,£1^м)<^(%. 
е Обратно, предположим, что С\ удовлетворяет условиям, пе­
речисленным в теореме. Очевидно, что тождественное преобразо­
вание принадлежит Ct . Убедимся, что ±1 ­ бесконечное мно­
жество. Возьмем o<t!sl . Тогда либо Т(£1 л-*>)с (.\ , либо 
Т(Л.,л1^{-:])сС1. Первый случай невозможен, ввиду отсутствия 
константных преобразований в Cl . Значит, Т(И ,­Г2м*s)с С\ 
для всякого . Для ас^цО. Ы t р) определим преобра­
зование множества П ^ м . р , ^р^к • Т о г _ 
да ^ е Т Ш ^ . Г Ь К О для всякого . Таким образом, 
<£ 0£ ДЛЯ любо я пары различных элементов /з е £2 . Легко ви­
деть , что если множество £ 2 конечное, то , перемножив соот­
ветствующим образом подобранные преобразования вида ^ , 
получим константное преобразование. Отсюда следует бесконеч­
ность множества О. . 
Обозначим через ТС группу обратимых элементов полугруп­
пы ОЬ . Заметим, что группа V. является собственной подгруп­
пой симметрической группы на О. . Действительно, предположим 
противное, и пусть М ­ подмножество Л такое, что М и его 
дополнение равноиощны .О. . По условию, либо Т(Л.,Н)с#, ли­
бо Т(£1,0.*~М)ср(. Рассмотрим для определенности случай Т£ДМ)с 
с ОС . Фиксируемое/ 4 ' и обозначим через •/ следующее пре­
образование С1 : 
г>«гг*>; = < ( > 6 а ­ м ) . 
Тогда /еСЛ . Обозначим через ^ обратимое преобразование , 
отображающее биективно М на Х1­­ ^  э а _ П > м н а м . Сог­
ласно предположению, $ € Ос , поэтому преобразование / # / 
принадлежит С£ . С другой стороны, легко проверить, что это 
преобразование является константным. Полученное противоре­
чие означает, что Л - собственная подгруппа симметрической 
группы. 
Обозначим через 5~* совокупность подмножеств П вида 
Т*°{н^Ги€и1,п)аП , / . а>М!?•£ , ] . Далее,положим ? = 
я^Л/сЛ: Нам для некоторого МеТ*} . Очевидно, группа У1 
удовлетворяет условию: для всякого Л*с<Л либо С(£1/1)сЦ , 
либо йШ.^О.­М}сс7?. В [ 7 ] (теор. 2.4) доказано, что для удов­
летворяющей этому условию собственной подгруппы ТС симметри­
ческой группы на бесконечном множестве XI выполняете г сле­
дующее: 3~ - ультрафильтр на П , причем 7£ -АиЛ Т. 
Заметим, что для включение Т(Г1лм)сОс 
имеет место в том и только в том случае, когда (^(С1,м)сТс . 
Действительно, пусть С(Цм)с 71 , Значит, М*:/" . Поэтому 
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Л Ъ ^ ^ 5~, и ввиду 97 * У , из теоремы I следует, что 
множество С(_а,ГЬг1) не лежит целиком в ТС . Тогда подавно 
Т(л.л11-м)<?! С£ » и поэтому ; согласно условно ТСХ1,м)а ос . 
Очевидно, если Т(л1,М)с ОХ , то З С П , ^ ) ^ . 
Из доказанного вытекает, что У * и 7" можно определить, 
исходя из полугруппы Ос в целом. А именно, У * = { М с д ; 
Т(Л,М)с/Я.гД2\М'/г­?£.}; определение'?" переносится без 
изменений. 
Построенный ультрафильтр 7 является неглавным. Действи­
тельно, если 5?» ­ главный ультрафильтр, то найдется <*ц О 
такой, что {>* ]е 7 . П о построению 7 , Т ^ , { ^ ) с . г 7 . Но 
тогда" константное преобразование, отображающее все 1~1 в <<, 
принадлежит Л . А это противоречит ограничениям наложенным 
на Ос . 
Докажем теперь, что <# = £/><УУ , Возьмем У«= &»«/У . 
По теореме I , Н^е У . Найдется Н е СГ* , для которого 
/ ^ с Ну, . Следовательно, ?*Т~{Л>м)^0с и, значит, ВкЯ^Ос. 
С другой стороны, ввиду максимальности (лемма 2) полугруппы 
эндоморфизмов £ «о/ С?" неглавного ультрафильтра У в указан­
ном классе полугрупп преобразований, получаем Епс/7^С\ -щ 
7 . S a n e r i b R. A u t o m o r p h i s n g r o u p a o f u l t r a f l i t e r s / / A l g e b r a 
. O n i T . , 1 9 7 4 , - V o l . 4 , B r . 2 . - P . 1 4 1 - 1 3 0 . 
8 ; B l a s e A . Two o l o s a d c a t e g o r i e s o f f i l t e r s / / F u n d . M a t h . , 
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ЗАКЛЮЧЕНИЕ 
Подведя итоги, можно считать, что в сборнике отраже­
ны возможности применения алгебраических и дискретных ме­
тодов исследования ­ в первую очередь ­ при разработке 
теоретических основ математического и программного обеспе­
чения ЭВМ. Как уже отмечалось во введении в сборник вклю­
чены работы теоретического характера. Некоторые из них мо­
гут быть использованы в активно развивающейся сейчас ал­
гебраической теории реляционных баз данных, другие при ма­
тематическом моделировании структуры существующих или р а з ­
рабатываемых дискретных вычислительных и управляющих сис­
тем или же как основа для разработки конкретных алгорит­
мов. 
Выполненные ранее работы по соответствующей тематике 
авторами публиковались в виде тезисов, а также в различ­
ных периодических изданиях и в республиканских сборниках 
научных трудов. Депонированных работ н е т . 
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УДК 519.95 
Албертс М.Я. Распознавание контекстно­?вободных языков 
на альтернирующих машинах Тьюринга / /Алгебра и дискретная 
математикагТеоретические основы математического обеспече­
ния. ­ Рига: ЛГУ им. П.Стучки, 1986. ­ С. 5 ­ 12. 
3 статье рассматривается альтернирующая модель маши­
ны Тьюринга с записью на ленте. Временная сложность t(n) 
определяется как глубина наилучшего принииа::и;его поддере­
ва дерева вн'ислений на слове длины п. • Пусть ATlf­Jl r* i" 
(с С")) ­ класс языкоп, распознаваемых альтернируюп.ими ма­
ипнани Тьюринга, которое альтернируют ограниченное , :исло 
pan за • ремя (7(tin)) . Доказано, что m h o f c t t b o гсех кон­
текстно—свободных языков принадлежит классу АЛ НЕ • fc*\i, 
Виблиогр. 3 назв . 
УДК 512.7 
Бойко С.Н. Автоморфизмы треугольных произведен;:;"; биавто­
матов / / Алгебра я дискретная г.;атематика: Те орет/л ее кие ос­
новы математического обеспечения ЭВМ.­Рига:ЛГУ иы.П.Стуч­
ки, 1986. ­ С. 1 3 ­ 2 3 . 
В статье дается описание автоморфизмов треугольного 
произредения линеРннг <;иавтоматов. Если (6л ­ ав­
томорфизм 'иа в томата ОС - {А,Г, в) , то * однозна"но опреде­
ляется автоморфизмами сл и б в линейных пространстп А и & 
^ооггет"тпенно. Найти псе автоморфизмы QL - что она'ит 
описать в тек или иных терминах нормализатор Nift * г е С) 
полугруппы Г£ Епс(.(а,Р>)ъ представлении (End(А>в)> 1Л * Х в ) . 
П о р о д я т * я неог'ходимие и достаточные условия для того, ­то 
' и ?лемент ( о л ,<s^ с­ 1Л * £ а определял автоморфизм треуголь 
него произведения ft, v О , 
Библногр. 3 назв . 
УД!{ 519.95 
Буле Я. А. Некоторче понятия табелирования ^онечн"* «в­
терл'нкрованнкх автоматов //Алгебра и дискретная матепа­
тика: Теоретические осаоЛ ...„тематического обеспечекия 
ЭВМ.­ Рига: ЛГУ км. П.Стучки, 1£«6. ­ С. 25 ­ 35. 
Пусть Ol- автомат < ^ * , G 4 > , ­ W * ^ * A X > > « * , ? « V 
ZeZ^eK/W^­eWO^, 1^ 6 W(XJ­ множество слов в алфавите X . 
Вподятся пле.1гутошие обозначения. Вели (Kti/2)-*(f;Q,ff)> 
V, Vyfc ­ инъекции и 
то Если (%t%):(X,y,l)MP,Q,R), +,f ­инъекции, 
продолженные равенствами 
на tv'flf), W(y,l соответственно, и если +Ски.1и,)-Э(%ш>ч,си)), 
то Я 1 •£ . Если ^ У ­ Д Л ' ^ М ^ ­ ' ^ ^ ^ / ­ инъекция и 
•'ыполняютпя все четыре тождества, то Ос . Доказы­
вается, что тогда и только тогда, когда найдется ав­
томат X' , зчпиг.алентныЯ £ и такой", что & &, • £ ' . Дана 
оценка длины слол сверху и снизу, при которой осуществимо 
с> ­моделирование. 
Библиогр. 3 назв . 
УДК 519. 46 : 512 .8 
Вавилов H.A. О решении систем однородных линейных урав­
нений //Алгебра и дискретная математика: Теоретичнские ос­
новы математического обеспечения ЭВМ.­ Рига:ЛГУ им.П.Стуч­
ки, IS86. ­ С. 3 ? ­ 42 . 
В работе доказывается, что каждое решение системы из 
ил. однородных линейных уравнений с унимодулярной матрицей 
коэффициентов над коммутативным кольцом представляется в 
>­иде линейной комбинации некоторых стандартных решений, в 
каждом из которых не б о л е е т * * ненулевой координаты. Этот 
«опрос представляет интерес в связи с эада'­ей о нормальнос­
ти элементарной подгруппы в группе Шепалле. Слу­at одного 
уравнения был рассмотрен ранее А.А.Суслин­­,тм (РВ|ат, 1977, 
9А462) при доказательстр­е нормальности элементарной под­
группы п полной линеПной группе, а слу­.aff д^ух уравнений 
М.С.Туленбаегнм (И.Ът, 1982, 4Л434) при изучении группы 
Стейкберга. Высказано также связанное с гипотезами г РЮэт, 
1984, I0AI76 предположение, что v некоммутативном случае 
аналогичный результат справедлив для вполне сл?.боконеч­
ных колец и только для них. 
Библиогр. 10 назв. 
УДК 512.563.6 
Волков Н.Д. Переход от реляционной алгебры к алгебре Хал­
иоша //Алгебра и дискретная математика: Теоретические о с ­
новы математического обеспечения ЭВМ. ­ Рига: ЛГУ им. 
П.Стучки, 1986. ­ С. 43 ­ 5 3 . 
В работе под алгеброй Халмоша понимается полиадическая 
локально­конечная алгебра с равенством. Рассматриваются мно­
госортные алгебры Халмоша, т . е . алгебры Халмоша задаются 
нэд схемой. Схемой является набор 1 * Ц ; . , ­ ' 0 , где каждое 
1^ i t Г ­ счетное множество переменнкх. 
Схеме алгебр Халмоша соответстэует категория­схе­
ма реляционных алгебр. В работе строится функтор из кате­
гории реляционных алгебр над схемой Kj в категорию алгебр 
Халмоша е с^еме I . 
Библиогр. 5­ назв. 
УДК 512.548.7 
Гварамия A.A., Карасев Г,А. моноассоциативные п.­нильпо­
тентные лупы / / Алгебра и дискретная математика: Теорети­
ческие основы математического обеспечения ЭВМ. ­ Рига: 
ЛГУ им. П.Стучки, 1986. ­ С. 55 ­ 66. 
В статье понятие г\.­нильпотентностЦ> Грающее заметную 
роль в теории групп, обобщается на случая меяоассоциативннх 
луп, т . е . луп, в которых каждый элемент порождает подгруппу. 
Изучаются простейшие свойства «.­центра такой лупы, взаим­
ных ^.­коммутантов в лупе, а также самых к­нильпотентных 
луп. 
Библиогр. 8 назв . 
УДК 519.76 
Детловс В.К. Лад и мелодическая линия. / / Алгебра и дис­
кретная математика: Теоретические основы математического 
обеспечения ЭВМ.­Рита: ЛГУ ям.П.Стучки, 1986. ­ С. 67­87. 
Проподится статистический анализ мелодического рисун­
ка вблизи Каждов из семи диатонических ступеней. Обработан 
масоип нокальнмх мелодий Баха, Моцарта, Бетховена, Шуберта, 
Брамса, о также латышских народных песен общим объемом 
65 ,6 тыс. интервалов. Установлено ладофункциональное свое­
образие каждой ступени в смысле подъемов и спусков мелодии, 
а также в смысле изгибов мелодической линии. На материале 
классической музыки подтверждено существование двух облас­
тей лада ­ центральной (УП, I , I I ) и периферийной ( I I I , 
1У, У, У 1 \ которые были замечены в Фольклорных мелодиях. 
Библиогр. 5 н а з в . , рис А 
УДК 510 
Дискин З.Е. Синтаксические модели теории множеств высшего 
порядка / /Алгебра и дискретная математика: Теоретические 
основы математического обеспечения ЭВМ.­ Рига: ЛГУ им. 
П.Стучки, 1986. ­ С. 89­103. 
Предлагается рассмотрение моделей теории множеств выс­
шего порядка как математических структур в смысле Бурбакк, 
в Формальном варианте, как синтаксических моделей, т . е . 
структур, метатеория которых Формализована некоторым спе­
циальным образом. В зтом Формализме доказан изоморфизм т а ­
структур и покачано, что истинность или ложность СН 
"о всех структурах определяется соответственно, истиннос­
тью или ложностью СН с метптеории. • . 
Г­;"\тюгр. 4 назв . 
УДК 519.21 : 57 
Картзшо" А.П. Комбинаторное описание "инэмкки активнос­
ти стохастических сетеЧ формальных­­ перроне / / Алгебра и 
дискретная математика: Теоретические основы математическо­
го обеспечения ЭВМ.­ Рпга:ЛГУ им.П.Стучки,1986.­ C . I 0 5 ­ I I 6 . 
Рассматривается вероятностная модель ретлекса, реали­
зованная на стохастически организованной сети Формальных 
нейронов. Вопрос о г ероятности самопроизвольного озникно­
зения заданной системы безусловных­ рефлексов сведен к не­
которой задаче о структуре компонент случайного отображе­
ния конечных множеств, решаемой комбинаторными методами. 
Библиогр. 5 назв . , рис.2 
УДК 519.48 
Липянский P.C. О триангулируемых представлениях алгебр 
Ли //Алгебра и дискретная математика: Теоретические основы 
математического обеспечения ЭВМ. ­ Рига: ЛГУ им. П.Стучки, 
1986. ­ С. I I 7 ­ I 2 3 . ­
В статье дается описание конечномерных алгебр Ли (р ­
алгебр Ли>, допускающих представление треугольными матри­
цами над алгебраически замкнутыми или конечными полями. 
Библиогр. 4 назв. 
УДК 590.4 . . . . 
Пивоварова Г.В. Замечание о решеточных парах / / Алгебра 
и дискретная математика: Теоретические основы математичес­
кого обеспечения ЭВМ. ­ Рига: ЛГУ им. П.Стучки, 1986. ­
С. 125­130. 
Статья . посняп'сна анализу аксиом решеточных пар, рас­
сматриваемых в (РЖМат., 1984, I0A20I). 
Библиогр. 3 назв. 
УДК 512.8 : 681.3 
Нирулис Я.П. Абстрактное описание типов данных многооб­
разий алгебр данных / / Алгебра и дискретная математика: 
Теоретические основы математического обеспечения ЭВМ. ­
Рига: ЛГУ им. П.Стучки, 1986. ­ С. I 3 I ­ I 4 4 . 
Работа предстарляет собой теоретическое исследование 
Я рамках т . н а з . алгебраического подхода к абстракции дан­
н!тт. Алгебры данных понимаются п смысле Зиллеса (ПчМат., 
„ 1981. 2B798J. Под типом данных понимается алгебра из како­
го­либо многообразия алгебр данных, свободно порождаемая 
множеством используемых атрибутов. Дается характеристика 
(в теорикс­категорных терминах) многообразий алгебр дан­
ных, порождаемых тем или иным типом, а также полугруп эн­
доморфизмор типов данных. Один из результатов показывает, 
]то с точностью до клона действия тип данных восстанавли­
вается по своей полугруппе эндоморфизмов. 
Библиогр. 7 назр. 
УДК 512.534 
1)1тейнбук В.Б. Полугруппе эндоморфизмов ультрафильтров 
Алгебра и дискретная математика: Теоретические основы ма­
тематического обеспечения ЭВМ. ­ Рига: ЛГУ им. П.Стучки, 
1986. ­ С. 145­155. 
Преобразование "/ множества а называется эндоморФиз 
мом Фильтра 7 на множестве О., если f(l*1)€ 7 для всякого 
М € 7 . Для ультрафильтра 7 преобразование У является 
эндоморфизмом тогда и только тогда, когда ^~*СМ)£ 7 
для любого М с У . Доказано, что множество всех неподвиж­
ных то»ек эндоморфизма ультрафильтра принадлежит атому ул 
траФильтру. Описаны эквивалентности Грина и идеалы полу­
групп эндоморфизмов ультрафильтров. Получена конкретная 
характеристика полугрупп эндоморфизмов ультрафильтров. 
Библиогр. 10 назв. 
LU b i b l i o t ē k a 
9 5 8 0 2 6 2 8 9 
f f> SO к. 
