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Abstract
Given a planar curve singularity, we prove a conjecture of Oblomkov-
Shende, relating the geometry of its Hilbert scheme of points to the
HOMFLY polynomial of the associated algebraic link. More gener-
ally, we prove an extension of this conjecture, due to Diaconescu-
Hua-Soibelman, relating stable pair invariants on the conifold to the
colored HOMFLY polynomial of the algebraic link. Our proof uses
wall-crossing techniques to prove a blowup identity on the algebro-
geometric side. We prove a matching identity for the colored HOM-
FLY polynomials of a link using skein-theoretic techniques.
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1 Introduction
Given a planar curve singularity, Oblomkov and Shende [32] conjectured a
precise relationship between the geometry of its Hilbert scheme of points
and the HOMFLY polynomial of the associated link. In this paper, we give
a proof of this conjecture, as well as a generalization to colored HOMFLY
polynomial invariants, recently proposed by Diaconescu, Hua, and Soibelman
[9].
1.1 Hilbert schemes of planar curve singularities
We first recall the original formulation of [32]. Let C ⊂ C2 be a reduced curve,
equipped with a distinguished point p ∈ C. We can consider the punctual
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Hilbert scheme C
[n]
p of length n subschemes of C which are set-theoretically
supported at p. We define a constructible function
m ∶ C[n]p → N
such that, for a subscheme Z ⊂ C supported at p, the value m([Z]) is the
minimal number of generators of the defining ideal IZ,p ⊂ ÔC,p. Consider the
two-variable generating function
ZC,p(v, s) = ∑
n≥0
s2n ∫
C
[n]
p
(1 − v2)mdχ.
In the above expression, ∫ dχ refers to the weighted Euler characteristic of
the constructible function on an algebraic variety, defined by
∫ fdχ =∑
n
nχtop(f−1(n)).
On the other hand, let LC,p denote the link of the plane curve singu-
larity at p, obtained by intersecting C with a small three-sphere around
p ∈ C2. Given an oriented link L ⊂ S3, the HOMFLY polynomial P(L;v, s) ∈
Z[v±1, (s − s−1)±] is characterized by the crossing relation
vP( ) − v−1P( ) = (s − s−1)P( ) ,
and the normalization
P(unknot) = v − v−1
s − s−1 .
Let µ denote the Milnor number of the singularity (C,p). Our first result
is the following relation between these two generating functions, first stated
as Conjecture 2′ in [32]:
Theorem 1.1.
P(LC,p;v, s) = (v
s
)µ−1ZC,p(v, s).
An immediate consequence of this theorem is that the right-hand side only
depends on the topological type of the singularity, rather than its analytic
structure. In Corollary 6.7, we will state an application (due to V. Shende) of
this observation, for Severi strata of versal families of locally planar curves.
3
1.2 Framed stable pairs
In order to establish Theorem 1.1, we need a certain rephrasing of the con-
jecture, due to Diaconescu, Hua, and Soibelman [9]. Motivated by large N
duality considerations of the paper [10], the authors use a beautiful wall-
crossing argument to reinterpret the above Hilbert scheme integrals in terms
of the moduli space of stable pairs on the resolved conifold.
Let
π ∶ Y → P1
denote the total space of the rank two bundle
OP1(−1) ⊕OP1(−1)
on P1. It is a small resolution of a threefold double-point singularity, with
exceptional locus given by the zero section
E ≅ P1.
Let π−1(0) denote the fiber over 0 ∈ P1. If we fix an identification of(C2, p) with (π−1(0),0), we have an embedding C ↪ π−1(0)↪ Y .
By definition, a stable pair on Y is a pure one-dimensional sheaf F on Y
with a section
σ ∶ OY → F ,
such that Coker(σ) is zero-dimensional.
We say that the stable pair is C-framed if, upon restriction to the open
subset Y /E, the pair (F , σ) is isomorphic to the restriction of the surjection
OY ↠ OC .
Remark. This definition differs slightly from that in [9] since they allow
nontrivial cokernel along C. In their paper, C has a unique singular point,
so this does not make any major difference in formulas.
Let Y be a projective compactification of Y and C the closure of C. Any
C-framed stable pair admits a unique extension to a C-framed stable pair(F , σ) on Y . Given integers (r,n), we define the moduli space P(Y,C, r, n)
of C-framed stable pairs (F , σ) such that
(i) the support of F has generic multiplicity r along the zero section E
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(ii) χ(F) = n + χ(OC).
This moduli space is a locally closed subscheme of the space of stable pairs
on Y and is independent of the choice of compactification.
We study the generating function
Z(Y,C; q,Q) = ∑
r,n
qnQrχtop(P(Y,C, r, n))
and its normalized version
Z
′(Y,C; q,Q) = Z(Y,C; q,Q)
ZY (q,Q)
where
ZY (q,Q) = Z(Y,∅; q,Q) =∏
k
(1 + qkQ)k
is the topological PT series of the resolved conifold.
Then Theorem 1.1 of [9] is the equality
Z
′(Y,C; q,Q) = ZC,p(v, s)
after the change of variables q = s2,Q = −v2.
1.3 Colored variant
The advantage of working with stable pairs is that it allows us to formulate a
more general statement, first conjectured in [9], following work of Oblomkov-
Shende in the Q = 0 limit.
Suppose C consists of irreducible components C1, . . . ,Cr and that, for
each component Ci we have associated a partition
µi = {µ(1)i , . . . , µ(ℓi)i }.
We will use the shorthand
Ð→µ
to denote the vector of partitions (µ1, . . . , µr). For simplicity of notation,
we will always assume1 in this paper that each irreducible component of C
1Up to formal isomorphism, every planar curve singularity can be expressed in this
form, so this is a harmless assumption.
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gives a unique analytic branch of C at p. Fix a toric affine chart of 0 ∈ Y
with coordinates (x, y, z) such that the projection π is given by projection
to the z-axis. Let fi(x, y) be the defining equation of Ci; we define the pure
one-dimensional subscheme Ci,µi by the equations
zj−1fi(x, y)µ(j)i j = 1, . . . , ℓi.
Let CÐ→µ denote the unique pure one-dimensional subscheme of Y supported
on C and which agrees with Ci,µi generically on each Ci.
As before, we define CÐ→µ -framed stable pairs on Y by the condition that,
on the complement of E, they agree with the surjection OY ↠ OCÐ→µ . Simi-
larly, we define moduli spaces P(Y,C,Ð→µ ; r,n) and the associated generating
functions
Z(Y,C,Ð→µ ; q,Q), Z′(Y,C,Ð→µ ; q,Q).
Notice that these only depend on the formal neighborhood of C at p.
On the knot side, given an oriented link L, if one labels each component Li
with a partition λi, there exists a colored variant of the HOMFLY polynomial
W(L,Ð→λ ;v, s).
We will give a definition of this invariant via skein theory in Section 3.2. After
the specialization v = s−N , these invariants correspond to Reshetikhin-Turaev
knot invariants associated to the quantum group Uq(sl(N)). In this picture,
the partition labels indicate the representation associated to each strand.
When all partitions are (1), we recover the original HOMFLY polynomial
after a change of normalization; see Section 3.2 for the precise relation.
The relation between stable pairs invariants and colored HOMFLY in-
variants of algebraic links L = LC,p is as follows. Given C and Ð→µ as above,
components of L are in bijection with branches of C at p; we label each
component Li with the transpose of the partition µi associated to the corre-
sponding branch. The main theorem of this paper is then the following
Theorem 1.2. There exist integers a(C,Ð→µ ), b(C,Ð→µ ) and a sign (−1)ǫ(C,Ð→µ )
such that
Z
′(Y,C,Ð→µ ; q,Q) = (−1)ǫ(C,Ð→µ )va(C,Ð→µ )sb(C,Ð→µ )W(L,Ð→µ t;v, s)
after the change of variables
q = s2, Q = −v2.
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That is, the two quantities differ by a uniquely determined monomial
shift. The arguments in this paper can be used to express this shift in terms
of the data of C and Ð→µ , but we will only write it out explicitly in the
uncolored case, which gives a proof of Theorem 1.1.
1.4 Strategy and outline
The idea of the proof is as follows. Using embedded resolution of singularities,
after a sequence of blowups of C2, the total transform of the singularity (C,p)
has at worst nodal singularities. In these cases, the Q = 0 specialization of
Theorem 1.2 is a well-known consequence of the topological vertex formalism;
see, for instance, [1, 31] for an overview of these ideas. In order to reduce to
this case, we prove a blowup formula for the framed stable pairs generating
function associated to C and an analogous formula for the colored HOMFLY
polynomial of its link.
In order to construct a blowup identity for Z′(Y,C,Ð→µ ; q,Q), the main
tool is to prove the invariance of the generating function with respect to a
simple flop; these flop invariance identities are standard and, in the context
of Gromov-Witten theory, go back to [23]. In our case, we use wall-crossing
techniques, as in the papers [37, 6]. Even in the uncolored case, the blowup
identity requires arbitrary partition labels on the total transform.
For the corresponding identity on the link side, the idea is to use linearity
of the HOMFLY trace to reduce to the case of the colored unknot, where it
can be shown directly (or by moving back to the algebraic geometry side).
Finally, we need to prove the compatibility of the two identities with Theorem
1.2; the main issue here is keeping track of the various monomial shifts in
the statement. Once this is established, an inductive argument reduces to
the nodal case, and finishes the proof.
We give a brief outline of the paper. In section 2, we prove the flop
invariance statement and translate it into a blowup formula for Z′(. . . ). In
sections 3 and 4, we recall some basic features of the skein-theoretic approach
to the HOMFLY polynomial (following the work of Morton and collaborators
[3, 22, 28]) and to the links associated plane curve singularities (following the
book of Eisenbud-Neumann [12]). In section 5, we use this to prove a blowup
identity forW(. . . ). In section 6, we combine the two identities and check the
needed compatibilities. In the appendix, we prove a certain Hecke character
identity needed for the skein calculations in section 3.
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1.5 Further directions
In [30], the authors conjecture a refined version of Theorem 1.1, relating the
weight filtration on cohomology to the HOMFLY homology of LC , as defined
by Khovanov-Rozansky [16]. It is natural to ask whether the approach here
can be refined as well.
On the link side, we are not aware of any version of skein model tech-
niques for HOMFLY homology. However, for torus knots, there are con-
jectural descriptions in terms of an operator formalism on Fock space, due
to Aganagic-Shakirov [2] and Cherednik [7], which may generalize to arbi-
trary algebraic links. If provable, this formalism would effectively replace the
techniques used here.
On the algebro-geometric side, the relation with stable pairs is conjec-
turally extended to motivic invariants in [9]. In addition to standard founda-
tional issues regarding the motivic wall-crossing machine (e.g. existence and
compatibility of orientation data), they also require additional conjectures
regarding the behavior of the motivic weight. Under the assumption of the
same conjectures, it seems plausible that the blowup identity may extend as
well. One would also need to understand the colored Hopf link, which seems
closely related to the conjectural matching of motivic and refined invariants
for toric Calabi-Yau geometries, as proposed in [11] and [8].
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2 Blowup identity
In this section, we prove a blowup formula for Z′(Y,C,Ð→µ ; q,Q) via flop in-
variance of stable pairs generating functions.
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2.1 Setup
We will follow all notation from the introduction.
Let Y− be the local Calabi-Yau threefold obtained via simple flop of the(−1,−1) curve E; it is again given by the total space of O(−1) ⊕O(−1) on a
rational curve E− and there exists a birational morphism φ ∶ Y ⇢ Y− defined
away from E and E−
The proper transform of π−1(0) with respect to φ is given by its blowup
at the origin, with exceptional fiber E−. Similarly, the proper transform of
C with respect to φ is the blowup C ′ of C at p. It intersects E− at points
p1, . . . , pe corresponding to the tangent cone of C at p. For k = 1, . . . , e, let
(Dk, pk)
denote the singularity of the (reducible) curve C ′ ∪ E− at pk. These are
planar singularities, and the output of this section will be a formula for
Z(Y,C,Ð→µ ; q,Q) in terms of the corresponding generating functions for Dk.
Given a sequence of partitions Ð→µ labelling the components of C, let C ′Ð→µ ⊂
Y− denote the pure scheme-theoretic closure of φ(CÐ→µ ) ⊂ Y−/E−.
The definition of C ′Ð→µ -framed stable pairs is analogous to the case of Y
and we have generating functions
Z(Y−,C ′,Ð→µ ; q,Q), Z′(Y−,C ′,Ð→µ ; q,Q).
In what follows, let m1, . . . ,mr be the multiplicities of the branches of C
at p and let µ =∑ri=1miµi be the partition whose first part is µ(1) =∑miµ(1)i ,
etc. We will use wall-crossing techniques to prove the following flop identity
for the normalized generating functions.
Proposition 2.1. We have the flop identity
Q∣µ∣Z′(Y,C,Ð→µ ; q,Q−1) = qδZ′(Y−,C ′,Ð→µ ; q,Q) (1)
where
δ =
l(µ)∑
j=1
(µ(j)
2
) − (j − 1) .
The precise value of δ will not matter for our arguments.
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2.2 Compact geometry
In order to apply the wall-crossing results without modification, it is con-
venient to work with compact Calabi-Yau geometries. While there is no
Calabi-Yau compactification of Y , there do exist compact Calabi-Yau three-
folds X such that the formal (or analytic, even) neighborhood of π−1(0) ∪E
embeds into X .
Following [9], we fix one such geometry as follows. Let S be the blowup
of P2 at a point, and let
ρ ∶ X− → S
be a smooth Calabi-Yau threefold that is a Weierstrass elliptic fibration over
S. See, for instance, [27] or [14] for constructions of such families. Let S−
denote the identity section of ρ, and let E− ⊂ S− be the unique (−1)-curve,
which gives a (−1,−1)-curve in the total space X−.
Lemma 2.2. The formal completion Ŝ− of X− along S− is isomorphic to the
completion of the normal bundle of S− along the zero section.
Proof. This can be proven via direct calculation with the Weierstrass equa-
tion, but one quick argument is to use that Ŝ− is a one-dimensional com-
mutative formal group scheme over S− so the logarithm gives the desired
isomorphism with the formal completion inside its Lie algebra, i.e. the nor-
mal bundle with the additive group structure.
Let X+ with exceptional curve E+ be the simple flop of X− with respect
to the curve E−, and let S+ denote the proper transform of S−. It intersects
E+ transversely at a single point p. Using the above formal isomorphism, we
see that the formal completion along S+ ∪E+ contains the formal completion
of Y+ along π−1(0) ∪E as an open formal subscheme.
Given the subscheme CÐ→µ ⊂ Y , we use this formal identification and take
the scheme-theoretic closure to obtain a subscheme CÐ→µ ⊂X+. We can do the
same thing to define C ′Ð→µ ⊂ X−. As in the introduction, we define CÐ→µ -framed
stable pairs on X and their moduli space P(X+,C,Ð→µ , r,n) where we now
choose the convention n = χ(F) for discrete invariants. If we define
Z(X+,C,Ð→µ ; q,Q) =∑
r,n
Qrqnχtop(P(X+,C,Ð→µ , r,n)),
and the corresponding normalized generating function Z′(. . . ), then the for-
mal isomorphism (and our change of discrete invariant convention) gives the
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equality
Z
′(X+,C,Ð→µ ; q,Q) = qχ(OCÐ→µ )Z′(Y,C,Ð→µ ; q,Q)
and
Z
′(X−,C ′,Ð→µ ; q,Q) = qχ(OC′Ð→µ )Z′(Y−,C ′,Ð→µ ; q,Q).
An Euler characteristic calculation shows that
χ(O
C′
Ð→µ
) = χ((OCÐ→µ ) + δ .
Therefore, in order to prove Proposition 2.1, it suffices to show
Proposition 2.3.
Q∣µ∣Z′(X+,C,Ð→µ ; q,Q−1) = Z′(X−,C ′,Ð→µ ; q,Q) .
2.3 Flop invariance via wall-crossing
If we work with the moduli space of stable pairs, without any framing con-
dition, flop invariance of the associated generating function is shown via
wall-crossing techniques in [37] and [6]; see [17] for a global argument for vir-
tual invariants. The wall-crossing approach has the advantage that it applies
equally well in the virtual or topological setting and behaves well with re-
spect to stratification. As a result, the same arguments apply here with only
minor modification. We recall the argument of [6] and explain the changes
needed to include the framing condition.
The key idea is to study perverse coherent sheaves in the sense of [4]. For
p = −1,0, these are defined by certain perverse t-structures on X± with hearts
Ap±, obtained by tilting with respect to suitable torsion pairs (T p± ,Fp±). It fol-
lows from definitions that all objects in Fp± are supported on the exceptional
curves E± and, in particular, objects in Ap± are simply sheaves when restricted
to the complement. There exists a derived equivalence Φ ∶Db(X+)→ Db(X−)
that induces an equivalence A−1+ → A0−. We refer the reader to [6] and [4] for
more details and definitions.
In particular, given β ∈ H2(X±) and n ∈ Z, we can study the perverse
Hilbert scheme Hilbp(X)β,n, parametrizing quotients of OX in Ap± with ch2 =
β, Euler characteristic n, and at-most one-dimensional support. We have the
associated generating function
DTp(X±;Q,q) =∑
β,n
χtop(Hilbp(X)β,n)Qβqn ∈ Λp±.
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Here Λp± is a certain completion of the ring
{∑ cβ,nQβqn∣(β,n) = (ch2(E), χ(E)),E ∈ Ap≤1,±} .
Let φ∗ ∶ H2(X+) → H2(X−) be the isomorphism induced by the flop φ; it
induces a map Λ−1+ → Λ
0
−. We have an equality
DTp=0(X−;Q,q) = φ∗ (DTp=−1(X+;Q,q)) . (2)
The desired flop equality comes from relating each side of (2) to the
Hilbert scheme for the standard t-structure. Let H(Ap≤1)Λ denote the motivic
Hall algebra of the moduli stack of one-dimensional perverse coherent sheaves
(or, rather, an appropriate completion of it). Calabrese proves an identity
Hilbp ∗1Fp[1] = 1OFp[1] ∗Hilb , (3)
Here, Hilbp and Hilb are elements of the Hall algebra arising from the corre-
sponding Hilbert schemes, and 1Fp[1] and 1
O
Fp[1]
are the Hall algebra elements
associated to the stack of complexes in Fp[1], equipped with a section in the
latter case. One can process this identity further by writing 1O
Fp[1]
in terms
of 1Fp[1] and stable pairs supported on E.
There is an integration map
I ∶ Hreg(Ap≤1,±)Λ → Λp±
defined on the subalgebra generated by schemes over the moduli stack by tak-
ing their topological Euler characteristic (as opposed to any Behrend weight).
Although 1Fp[1] is not in this subalgebra, conjugation by it preserves this sub-
algebra and one can show that this conjugation operator becomes trivial after
applying I . The upshot of this analysis is that
DTp(X±;Q,q) = ZY (q,Q−[E±]) ⋅DT(X±;Q,q).
Recall that
ZY (q,Q) =∏
k
(1 + qkQ)k
is the topological PT series of the resolved conifold and DT(X ;Q,q) is the
topological DT series of X , i.e. the generating function of topological Euler
characteristics of the usual Hilbert scheme of curves. Notice that this formula
is independent of p = −1,0 and is stated for both X+ and X−. In combination
with equation (2), this yields
1
ZY (q,Q[E−]) DT(X−;Q,q) = φ∗ (
1
ZY (q,Q[E+]) DT(X+;Q,q)) .
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2.4 Proof of Proposition 2.3
It suffices to modify the above argument to handle framed stable pairs. Given
an element of a perverse or standard Hilbert scheme, we say it is CÐ→µ -framed
if its restriction to X/E is the restriction of the subscheme OCÐ→µ . As before,
we consider the subspace of framed objects and the corresponding generat-
ing functions of topological Euler characteristics. First, since the flopped
identification of perverse Hilbert schemes is compatible with the framing, we
immediately have a framed analog of equation (2):
DTp=0(X−,C ′,Ð→µ ; q,Q) = φ∗ (DTp=−1(X+,C,Ð→µ ; q,Q)) .
Second, we require the framed version of the Hall identity (3). The origi-
nal statement is proven through a sequence of intermediate stacks, each step
is either a geometrically bijective morphism or comparison of Zariski-locally-
trivial fibrations with isomorphic fibers. For example, the first step is as
follows.
Let ML denote the stack of diagrams in Ap
OX
φ

0 // P1 // P // P2 // 0
with the vertical map surjective in Ap and P2 ∈ Fp[1] and M′ denote the
stack of diagrams
ψ ∶ OX → P
with Coker(ψ) ∈ Fp[1]. There is a geometrically bijective morphism that
sends the first diagram to OX → P . We replace both stacks by the closed
substacks where φ and ψ are isomorphic to the surjection
O ↠OCÐ→µ
when restricted to the open set X/E. It is clear that the above bijective mor-
phism restricts to a geometrically bijective morphism between these closed
substacks. A similar check works for the other steps.
The result is the Hall identity for framed Hilbert schemes:
Hilbpframed ∗1Fp[1] = 1OFp[1] ∗Hilbframed ,
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Once this identity is in place, the remaining analysis is identical to [6] and
yields the relation
1
ZY (q,Q[E−]) DT(X−,C ′,
Ð→µ ; q,Q) = φ∗ ( 1
ZY (q,Q[E+]) DT(X+,C,
Ð→µ ; q,Q)) .
(4)
Finally, we need to pass from framed subschemes of X± to framed stable
pairs on X±. Here, we have the relation
Lemma 2.4.
DT(X+,C,Ð→µ ; q,Q) = Z(X+,C,Ð→µ ;Q,q) ⋅M(q)χtop(E+)
where
M(q) =∏
k≥1
1
(1 − qk)k
is the Macmahon function.
The analogous relation holds for X−.
Proof. This is basically proven in [36], which gives a punctual statement at
the end of section 4.10. For any threefold X , fix a Cohen-Macaulay curve
B ⊂ X and a point p ∈ X , not necessarily lying on B, and consider sub-
schemes (or stable pairs) with underlying curve B for which the maximal
zero-dimensional subsheaf (or the cokernel in the stable pairs case) is set-
theoretically supported at p. In other words, these are subschemes (and sta-
ble pairs) that are B-framed on X −{p}. The authors show the wall-crossing
relation
DT(X,B,p)(q) = PT(X,B,p)(q) ⋅M(q),
where DT(X,B,p)(q) is the generating function of Euler characteristics of
the stratum of subschemes of X , B-framed on X−{p} (and similarly for PT).
If we fix B but allow zero-dimensional behavior along E, then the proof
of [36] applies with only the change that we take the category T (E) of zero-
dimensional sheaves set-theoretically supported on E, instead of the punctual
category T (p). The result is the formula
DT(X,B,E) = PT(X,B,E) ⋅ FE(q).
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Here, the factor FE(q) depends on E but is independent of B. If we set
B = ∅, DT(X,B,E) encodes Euler characteristics of the Hilbert scheme of
points on X supported on E, so we have the evaluation
FE(q) =M(q)χtop(E).
Finally, section 4.2 of [36] explains how to integrate this identity over
any constructible locus of Cohen-Macaulay curves B ⊂ X ; in our case we
take Cohen-Macaulay curves which agree with CÐ→µ on the complement of E,
which gives the result.
Since χtop(E+) = χtop(E−), this lemma implies the PT version of equation
(4).
In order to complete the proof of Proposition 2.3, we need to understand
the action of φ∗ on the curve classes [CÐ→µ ] and [E+]. We first have that
φ∗([E+]) = −[E−]. We also have that
φ∗([CÐ→µ ]) = [C ′Ð→µ ] + ∣µ∣[E−] ∈H2(X−) .
This can be determined via calculating the local intersection multiplicity of
both sides with a divisor meeting E− transversely away from C ′ ∩ E. This
concludes the proof.
2.5 Localized flop identity
Consider the action of T = C∗ on Y− that fixes the proper transform S− of
π−1(0) ⊂ Y and scales its normal bundle. By construction, it is compatible
with the framing, i.e. C ′Ð→µ is a T -fixed subscheme.
We can rewrite the right-hand side of Proposition 2.1 by taking the T -
fixed points of P(Y−,C ′,Ð→µ ; r,n). Given a T -fixed, C ′Ð→µ -framed stable pair
OY− → F
on Y−, the support of F is a T -fixed Cohen-Macaulay subscheme. In partic-
ular, the non-reduced structure at a generic point of E− is determined by a
partition λ ⊢ r. We choose our partition conventions to match those of C ′Ð→µ ,
i.e. λ(1) determines the nonreduced structure along S−, etc. Given λ, let Eλ
denote the corresponding thickening of E−. Let
Dλ ⊂ Y−
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be the unique T -fixed Cohen-Macaulay subscheme that agrees with C ′Ð→µ and
Eλ at their generic points.
The closed subset of P(Y−,C ′,Ð→µ ; r,n) with underlying subscheme Dλ
can be stratified based on the zero-dimensional support of the cokernel. As a
result, the topological Euler characteristic of this subset can be determined
in terms of punctual contributions based on the types of singularities of Dλ.
As we vary χ(E), the generating function factors into the corresponding
punctual generating functions, which we determine as follows.
Recall by assumption that each irreducible component of C has a unique
branch at p. Therefore, for each such component Ci (for i = 1, . . . r), the
proper transform C ′i meets E− at a unique point in {p1, . . . , pe} with multi-
plicity m′i. In particular, we have a decomposition of the r-tuple of partitions
Ð→µ = (µ1, . . . , µr) into e disjoint subsets
Ð→µ =
e⊔
k=1
Ð→µ [k]
corresponding to which branches which meet pk.
For 1 ≤ k ≤ e, the punctual contribution at pk is determined by the re-
duced plane curve singularity Dk at pk, decorated by the tuple of partitions(Ð→µ [k], λ). This is precisely the Q = 0 contribution of the framed conifold
generating functions defined in the introduction, i.e. the punctual contribu-
tion is
Z(Y,Dk, (Ð→µ [k], λ); q,Q = 0).
That is, we choose an algebraic plane curve with singularity Dk at the origin,
and proceed as before. We set Q = 0 because we only consider stable pairs
supported on the curve singularity itself, rather than allowing any excep-
tional curve support. Since ZY (q,Q = 0) = 1, we can replace this with the
normalized series Z′.
The other term comes from the punctual contribution of the stratum
E−/{p1, . . . , pe}. This is given by
Hλ(q)χtop(E−/{p1,...,pe}) =Hλ(q)2−e
where Hλ(q) is the contribution of a single point p ∈ E−/{p1, . . . , pe}.
We have a formula for Hλ(q), namely the one-leg Calabi-Yau stable pairs
vertex, studied in [33]. After a monomial shift so its constant term is 1, the
formula is given by the one-leg topological vertex
sλ(qρ) = (−1)∣λ∣q 12h(λ)+ 14κλHλ(q) ,
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where qρ denotes the substitution zi = q−i+1/2 for i = 1,2, . . . . Since we do not
need this equality now, we will recall its proof later in Lemma 6.3.
The only remaining term to calculate is the monomial normalization de-
termined by the monomial of lowest degree. The punctual contributions we
have written down have constant term 1, which is the contribution corre-
sponding to trivial cokernel.
In the right-hand side of Proposition 2.1, the stable pair
OY− ↠ODλ
contributes to the coefficient of the monomial
Q∣λ∣qf(λ,
Ð→µ )
where f(λ,Ð→µ ) is determined as follows.
Fix a compactification of Y− and let Dλ and C ′Ð→µ denote the scheme-
theoretic closures inside Y −. By definition, we have
f(λ,Ð→µ ) = χ(ODλ) −χ(OC′Ð→µ ).
It is independent of the choice of compactification.
Proposition 2.5.
Q∣µ∣Z′(Y,C,Ð→µ ; q,Q−1) = 1
ZY (q,Q) ∑λ Q
∣λ∣ ⋅ qf(λ,Ð→µ )+δ ⋅
Hλ(q)2−e e∏
k=1
Z
′(Y,Dk, (Ð→µ [k], λ); q,Q = 0).
Regarding the monomial shift f(λ,Ð→µ ), we can give a precise formula for
it as follows.
Given a partition µi, let
(µi, λ) =∑
j
µ
(j)
i ⋅ λ(j)
be the dot product with λ.
Lemma 2.6. We have
f(λ,Ð→µ ) = χ(OEλ) −
r∑
i=1
m′i(µi, λ) = h(λ) − r∑
i=1
m′i(µi, λ)
where
h(λ) =∑
◻
h(◻)
is the sum of the hook-lengths of λ.
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3 Skein models
In this section, we recall definitions and basic facts about the framed HOM-
FLY skein of a surface, following papers of Morton and collaborators [3, 22,
28]. In particular, we give a definition of the colored HOMFLY polynomial
in this formalism and summarize the previous calculations from their papers
that we will need here. For our purposes, we only need to understand the
lowest degree terms of these calculations but we state the full answers any-
ways for the sake of completeness. Nearly all of the material in this section
is known to experts; we refer the reader to the references, especially [21], for
more details.
3.1 Recap of skein theory
Fix the coefficient ring
Λ = Z [v±1, s±1, 1
sr − s−r , r ≥ 1] .
For a planar surface F with boundary and designated input and output
boundary points, the framed Homfly skein over Λ is defined as the Λ-module
generated by oriented diagrams in F , up to isotopy and the second and third
Reidemeister moves, and modulo the skein relations
(i) − = (s − s−1) ,
(ii) = v−1 , = v .
(iii) = v
−1−v
s−s−1 ∈ Λ.
Notice our sign conventions for skein relations are different from those of
the introduction, in order to match the literature. We will only be interested
in the following cases of this construction.
In the case where F is a rectangle with m inputs at the bottom and m
outputs at the top, the Homfly skein Hm carries a product given by stacking
rectangles; as an algebra Hm can be identified with the type A Hecke algebra
Hm(z) with coefficient ring Λ.
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When F is an annulus with no boundary points, we denote the corre-
sponding Homfly skein by C. It is a commutative algebra with product
obtained by placing one annulus inside another. There is a natural map of
Λ-modules from ⋅̂ ∶Hm → C
given by sending a braid T to its closure T̂ . The image of the closure map is
Cm; the submodule C+ generated by ∪m≥0Cm is a subalgebra of C, generated
by diagrams for which all strands are oriented counter-clockwise.
It follows from work of Turaev [38] that there exists a grading-preserving
isomorphism between C+ and the ring of symmetric functions in infinitely
many variables, with coefficients in Λ. This identification is very useful for
the skein-theoretic computations in [22, 28]. For each partition λ ⊢m, there
exists an associated idempotent element eλ ∈ Hm constructed by Gyoja [15]
and studied by Aiston-Morton [3], deforming the classical idempotents of the
group algebra of the symmetric group Σm obtained from Young symmetrizers.
We denote their closures by
Qλ = êλ ∈ Cm;
it is proven in [20, 3] that Qλ is sent to the Schur function sλ under the
identification with symmetric functions.
Finally, when F = R2, the skein of F is just the ring of scalars Λ. In
particular, by embedding the annulus into R2, we obtain a trace map
⟨⟩ ∶ C+ → Λ.
3.2 Colored HOMFLY polynomials
Let L be a framed link with r labelled components, and let Q1, . . . ,Qr be di-
agrams in the skein model of the annulus, with counterclockwise orientation.
The satellite link
L ∗ (Q1, . . . ,Qr)
is obtained by drawing the diagram Qi on the annular neighborhood of the
i-th strand of L determined by the framing. Since each Qi has a natural
blackboard framing as a diagram on the annulus, the satellite link inherits a
framing as well.
If L arises from a diagram in the annulus (with the blackboard framing
and counterclockwise orientation), then the class of the satellite link in C+
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only depends on the equivalence classes of the decorations [Q1], . . . , [Qr] ∈ C+.
By construction, this class behaves linearly with respect to the decorations.
By taking the trace, we define the framed HOMFLY polynomial
⟨L ∗ (Q1, . . . ,Qr)⟩ ∈ Λ
for any Qi ∈ C+ which again will behave linearly with respect to Qi.
In particular, if we have r partitions
Ð→
λ = (λ1, . . . , λr), the satellite element
L ∗ (QÐ→
λ
) = L ∗ (Qλ1 , . . . ,Qλr)
is formed by decorating the strands of L with the idempotent closures Qλi .
After adding an explicit framing factor, the colored HOMFLY polynomial of
L is defined by
W(L,Ð→λ , v, s) = s−∑ri=1wr(Li)κλiv∑ri=1wr(Li)∣λi ∣⟨L ∗ (QÐ→
λ
)⟩ ∈ Λ.
In the above expression, given a component Li of the link, wr(Li) denotes
the writhe of the component, i.e. the number of crossings, weighted by sign.
Given a partition λ, ∣λ∣ is the sum of the parts and we set
κλ =∑
j
λ(j)(λ(j) − 2j + 1) = 2∑
◻∈λ
c(◻)
where c(◻) is the content of a box.
The monomial factor ensures that the colored HOMFLY polynomial is
independent of the framing of L. It is shown in [21] that this definition
agrees with the definition via quantum groups (as given, for instance, in
[19]). Furthermore, it also proven there that if λi = (1) for all i, we recover
the HOMFLY polynomial P(L;v, s) by the relation
P(L;v, s) = (−1)∣L∣v2lk(L)W(L, (1), . . . , (1);v, s)
where ∣L∣ is the number of components of L and lk(L) is the total linking
number of L.
3.3 Torus and splice calculations
As we shall explain in Section 4, algebraic links can be constructed by it-
erating the satellite construction described above, starting from a few basic
diagrams in the annulus.
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By linearity, in order to calculate their colored HOMFLY polynomials, it
suffices to take one of these basic diagrams and calculate the element in C+
obtained by decorating its strands with idempotent closures Qλ, expanded
as a linear combination of basis elements Qν . The exact calculations can all
be written in terms of standard operations on symmetric functions.
The first diagram we need is the torus link. Given a pair of relatively
prime positive integers (m,n), let βnm ∈ Hm denote the n-th power of the
braid βm with m strands:
Figure 1: βm for m = 5
Let
T nm(Qλ) ∈ C+
denote the element obtained by decorating T nm = β̂nm with Qλ.
In order to calculate its coefficients when expanded in the basis Qν , we
first recall two operations on the ring of symmetric functions. First, given
a symmetric function f(z1, z2, . . . ) and a positive integer m, we define the
plethysm f[pm] to be the symmetric function
f[pm](z1, z2, . . . ) = f(zm1 , zm2 , . . . ).
Given λ, we define Qλ[pm] ∈ C+ to be the element of the annulus skein cor-
responding to the symmetric function sλ[pm]. Notice that, when we expand
Qλ[pm] in terms of the basis {Qµ}, the coefficients are integers rather than
rational functions.
The other operation is the framing operator
τ ∶ C+ → C+
which is defined by the satellite diagram
X ↦ T 11 ∗ (X).
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Geometrically, this corresponds to applying a full twist to the strands of X .
By [3], it has eigenbasis Qλ with eigenvalues given by
τ(Qλ) = v−∣λ∣sκλQλ.
In these terms, the evaluation of the decorated torus link is given by the
following formula, proven in [28]:
Lemma 3.1 (Theorem 13, [28]).
T nm(Qλ) = τn/m(Qλ[pm]).
If m and n have common factor d, then T nm is the satellite link T
n/d
m/d
(îdd)
where idd denotes the identity braid in Hd. In particular, it has d compo-
nents and we can reduce the corresponding satellite invariants to the previous
lemma by the identity
T nm(Q1, . . . ,Qd) = T n/dm/d(
d∏
i=1
Qi)
where the product on the right-hand side is multiplication in C+.
The second diagram we need allows us to splice together a torus knot and
another diagram. Again, given (m,n) relatively prime, let σnm ∈Hm+1 denote
the n-th power of the braid σm, obtained by adding an extra strand to βm;
see figure 2. The corresponding braid closure corresponds to taking a torus
Figure 2: σm for m = 5
knot on the surface of the torus along with an interior circle.
Let Snm ∗ (Qλ,Qµ) ∈ C+ denote the result of decorating σ̂nm with Qλ and
Qµ, so that the latter is on the added strand.
We will prove the following lemma in an appendix; its proof is completely
analogous to the torus link case.
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Lemma 3.2.
Snm ∗ (Qλ,Qµ) = vn/m∣µ∣s−n/mκµτn/m(Qλ[pm] ⋅Qµ).
One corollary of this is the following expression. Given positive integers
m and n such that n ≥m, we have the identity
Snm(Qλ, τQµ) = τ(Sn−mm (Qλ,Qµ)). (5)
This can also be seen directly by an isotopy of diagrams.
3.4 Unknot and Hopf calculations
In this section, we state the HOMFLY polynomials for the colored unknot
and Hopf link, worked out in [22].
Proposition 3.3 ([22], Equation (12)).
⟨Qλ⟩ =∏
◻∈λ
v−1sc(◻) − vs−c(◻)
sh(◻) − s−h(◻)
For the colored Hopf link, we can proceed as follows. Given X ∈ C+, we
define the meridian operator MX on C+ whose value MX(Y ) on Y ∈ C+ is
defined by the satellite construction shown in figure 3.
X
Y
Figure 3: MX(Y )
It is shown in [22] that Qµ is an eigenvector for the meridian operator,
i.e.
MX(Qµ) = tµ(X)Qµ
and that tµ is a ring homomorphism from C+ to Λ. In these terms, the
HOMFLY polynomial for the Hopf link, colored by λ and µ is given by
tµ(Qλ)⟨Qµ⟩ = tλ(Qµ)⟨Qλ⟩.
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Although we only need the lowest degree part, we state here the full
formula for tµ given in Lukac-Morton.
Given a partition µ and a power series
E(t) =∑Ektk
with coefficients in Λ, we define
sλ(E(t)) ∈ Λ
to be the element in Λ obtained by writing the Schur function sλ(z) as a
polynomial in elementary symmetric functions ek(z) via the Jacobi-Trudy
identity and making the substitution ek(z) = Ek.
Take the generating function
Eµ(t) = ℓ(µ)∏
j=1
1 + v−1s2µj−2j+1t
1 + v−1s−2j+1t ∏i≥0
1 + vs2i+1t
1 + v−1s2i+1t .
Proposition 3.4 ([22], Theorem 4.4). We have
tµ(Qλ) = sλ(Eµ(t)).
3.5 Lowest degree term
In this section, we take the formulas from the last section and extract the
terms of lowest degree in v.
For the colored unknot, it follows from Proposition 3.3 that
⟨Qλ⟩ = v−∣λ∣∏
◻∈λ
sc(◻)
sh(◻) − s−h(◻) + vO(v)
where O(v) denotes elements of Λ with no poles at v = 0. We set
⟨Qλ⟩low =∏
◻∈λ
sc(◻)
sh(◻) − s−h(◻)
to be the coefficient of v−∣λ. After the substitution q = s2, we can rewrite this
coefficient in terms of Schur functions via the evaluation
sλ(qρ)
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where qρ denotes the substitution zi = −i + 1/2 for i = 1,2, . . . .
If we expand it at s = 0, we have
⟨Qλ⟩low = (−1)∣λ∣sh(λ)+ 12κλ + sO(s)
where O(s) denotes a rational function in s with no poles at s = 0.
More generally, given an element
X = ∑
γ⊢m
cγ(v, s)Qγ ∈ Cm,
let
A = minγ ordv=0cγ(v, s)
be the degree of the lowest monomial in v that occurs in the coefficients
cγ(v, s). We define ⟨X⟩low = vm−A⟨X⟩∣v=0.
By construction, we have
⟨X⟩ = vA−m (⟨X⟩low + v ⋅O(v))
where O(v) again denotes terms regular at v = 0. Note that if ⟨X⟩low ≠ 0 then
it is the term of lowest v-degree in ⟨X⟩, although it could vanish in general.
For meridian operators, we extract the lowest degree contribution from
tµ:
tµ(Qλ) = v−∣λ∣tlowµ (Qλ) + vO(v).
From Proposition 3.4, we can deduce the following formula, again via Schur
function evaluations. After the substitution q = s2, we have
tlowµ (Qλ) = sλ(qµ+ρ) (6)
where qµ+ρ denotes the substitution zi = qµ(i)−i+1/2 for i = 1,2, . . . . To see
this, use the standard involution ω on symmetric functions which exchanges
elementary and complete symmetric functions.
By expanding at q = s = 0, we obtain the expansion around s = 0 of the
lowest v-degree term:
⟨Mµ(Qλ)⟩low = tlowµ (Qλ)⟨Qµ⟩low (7)
= (−1)∣λ∣+∣µ∣s−2(λt,µt)+h(λ)+ 12κλ+h(µ)+ 12κµ (1 + sO(s)) .
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Suppose we have elements
X = vA ∑
µ⊢m
cµ(s)Qµ, Y = vB ∑
ν⊢n
cν(s)Qν . (8)
where every coefficient is a monomial in v of the same degree. By Corollary
1.2 of [22], and taking the lowest order terms, we have that
⟨Mλ(XY )⟩low⟨Qλ⟩low = ⟨Mλ(X)⟩low⟨Mλ(Y )⟩low .
More generally, this yields the following lemma given X1, . . . ,Xr of the form
(8):
Lemma 3.5.
⟨Mλ( r∏
i=1
Xi)⟩low⟨Qλ⟩low = (⟨Qλ⟩low)2−r r∏
i=1
⟨Mλ(Xi)⟩low.
4 Algebraic links
In this section, we recall from [12], [29], and [39], the presentation of algebraic
links in terms of the constructions from the last section. We also discuss the
lowest degree behavior of their HOMFLY polynomials, which will be the
most important feature for our application, as well as how they change with
respect to blowup.
4.1 Description of links
Given a plane curve
C = {f(x, y) = 0} ⊂ C2
with singularity at p = (0,0), the algebraic link LC,p can be described via
an iterated satellite construction using the diagrams listed above. A more
detailed discussion can be found in Appendix A of [12] as well as the first
few sections of [29].
We first discuss the case where the germ Ĉ of the curve singularity at p
is irreducible, in which case LC,p is a knot. We first assume that f(x, y) ≠ x,
and by solving for y as a function of x via Newton’s method, we obtain a
Puiseux series expansion for y(x). That is, we have a Puiseux series
y(x) = x q0p0 (a0 + x q1p0p1 (a1 + x q2p0p1p2 (a2 + . . . )))
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such that
f (x, y(x)) = 0.
Here, each Newton pair (pi, qi) is a pair of relatively prime positive integers
for which pk = 1 eventually, and ai is nonzero. The topology of LC,p only
depends on the singularity type of Ĉ so is unchanged if we truncate y(x)
after some finite number s of iterations. In our notation, the Newton pairs
depend on the choice of coordinates (and truncation).
In these terms, LC,p is an iterated torus knot, with parameters given by
the Newton pairs (pi, qi). More precisely, LC,p can be embedded as a diagram
LC in the annulus so that
LC = T q0p0 ∗ (T q1p1 ∗ (. . . (T qsps ) . . . ). (9)
In the degenerate case y(x) = 0, we set LC = T 01 , i.e. the closure of a single
unknotted strand.
Remark. We make a few remarks about this formula. First, we use the
framing inherited from the annulus, in which a torus knot is equipped with
the framing coming from the surface of the torus; this differs from the cabling
convention in [32], for instance. This convention is explained in the references
(see, e.g. footnote 1 in [29]). Second, in some of the references (e.g. [39]),
it is convenient to assume q0 ≥ p0, but this formula is valid without that
assumption. Finally, while the topology of the link LC only depends on the
singularity, the annulus diagram LC we construct will depend on the choice
of coordinates.
In the reducible case, let Ĉ1, . . . , Ĉr denote the branches of Ĉ; for each
1 ≤ i ≤ r, we have an associated Puiseux expansion as above:
yi(x) = x q
(i)
p(i) (ai + zi(x 1p(i) )) (10)
where we only write out the first step of the iterated expansion. We again
assume for now that x = 0 is not a branch. The link component for this
branch is constructed as above; to explain how these components are linked,
we use the splice diagram Snm from Section 3.3. As before, we can assume
each Puiseux series is finite by truncating after a sufficiently large number
of steps, without affecting the topology of the link (see, e.g., Theorem 1.1 in
[29]), and we can construct the link inductively.
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For each index i, we associate the pair
(αi = q(i)
p(i)
, ai) ∈ Q>0 ×C.
In the case of y(x) = 0, we associate the pair (∞,0) For each pair (α,a), let
{i0, . . . , in}
denote the set of indices i which have (α,a) as its associated pair. If we
consider the set of Puiseux series
{zi0(x), . . . , zin(x)},
we inductively assume we have defined an annulus diagram
L(α,a).
For each α ∈ Q>0 ∪∞, we set
Lα =∏
a
L(α,a)
where ∏ denotes concatenation of annuli. The order of the product does not
matter up to isotopy.
After relabelling, we can assume that α1 < α2 ⋅ ⋅ ⋅ < αk and that every αi
occurs in this initial sequence.
The link LC can be represented by the annulus diagram LC where
LC = Sq(1)p(1) ∗ (Lα1 , Sq(2)p(2) ∗ (Lα2 , . . . , Sq(k−1)p(k−1) ∗ (Lαk−1 , T q(k)p(k) ∗ (Lαk))) . . . ) . (11)
If αk =∞, then we have the same expression, but with T q(k)p(k) ∗(Lαk) replaced
with Lαk .
Finally, if we add the branch x = 0 to Ĉ, then the new link is obtained
from LC by adding a meridian around the annulus, as in figure 3.
4.2 Lowest degree terms
Let (C,p) be as in the last section, and we add the condition that C does
not contain x = 0 as a branch. Fix truncated Puiseux series for the branches
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C1, . . . ,Cr at p; let LC be the corresponding annulus diagram determined
above. Fix partitions Ð→µ = (µ1, . . . , µr) and consider the satellite diagram
LC ∗ (QÐ→µ ). If we take its class in C+ and expand in the basis Qν , we will
calculate the lowest order term in v and s as follows.
We first recall some lemmas regarding symmetric functions. Given two
partitions µ and ν, let µ ∪ ν denote the partition obtained by concatenating
parts, e.g. (3,2) ∪ (1,1) = (3,2,1,1). Similarly, given a natural number k,
µ∪k denotes the partition obtained by concatenating µ with itself k times. If
we take either the plethysm of a Schur function or the product of two Schur
functions, then if we expand the result in Schur functions, the following
lemma describes the lowest nonzero term that occurs with respect to the
dominance ordering > on partitions
Lemma 4.1.
sµ[pk](z) = ±sµ∪k(z) + ∑
ρ>µ∪k
cρsρ(z)
and
sµ(z) ⋅ sν(z) = sµ∪ν(z) + ∑
ρ>µ∪ν
LRρµ,νsρ(z),
where LR denotes Littlewood-Richardson coefficients.
This yields the following corollary. In what follows, fix partitions µ and
ν as well as relatively prime integers m,n. Let λ = µ∪m ∪ ν.
Corollary 4.2.
[Snm ∗ (Qµ,Qν)] = v−n∣µ∣s nm (κλ−κν) ⎛⎝±Qλ +∑ρ>λ cρ(s)Qρ
⎞
⎠
where cρ(s) has no poles at s = 0.
By iterating this relation, we recover a similar statement for the general
case using the following lemma.
Lemma 4.3. The expression
κλ∪µ − κµ
is weakly increasing for fixed λ as µ increases with respect to the dominance
ordering, and similarly for fixed µ and λ increases.
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Proof. This follows from the formula
κλ∪µ − κµ = κλ − 2(λt, µt).
This lemma implies that as we iterate the satellite construction with the
diagram Snm, and look at the lowest order of vanishing at s = 0 for nonzero
coefficients of Qγ , this bound is always achieved on the partition obtained by
concatenating parts.
Let mi denote the number of strands in the annulus diagram for each
connected component of LC ; equivalently, this is the intersection multiplicity
of Ĉi with the curve x = 0, since both are the linking number of the knot
with the meridian. Let
γ = µ∪m11 ∪ . . . µ∪mrr
denote the concatenation of Ð→µ with multiplicities mi.
Proposition 4.4. There exist exponents A and B and a choice of sign such
that
[LC ∗ (Qµ1 , . . . ,Qµr)] = vAsB (±Qγ + ∑
γ′>γ
cγ′(s)Qγ′)
where cγ′(s) has no poles at s = 0.
We can calculate the exponents A and B recursively in terms of the
Puiseux series. We will only do so for A. If C has a single branch with
Newton pairs {(p0, q0), . . . , (ps, qs)}, then
A = −∣λ∣ (qs + qs−1ps + qs−2ps−1ps + . . . q0p1 . . . ps) .
Similarly, if we have multiple components, we take the above expression for
each component and add them.
If x = 0 is a component of C decorated with partition λ, we can calculate
LC from Proposition 4.4 by applying the meridian operator Mλ. Note that
its coefficients in the basis Qµ are no longer homogeneous with respect to the
variable v.
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4.3 Blowup analysis
In this section, we study how the link LC behaves with respect to blowing
up at p ∈ C. We fix notation as in Section 2.1, so we have irreducible compo-
nents C1, . . . ,Cr each of which has a unique branch through p by assumption.
Let C ′1, . . . ,C
′
r denote the proper transform of each of these components; by
assumption, each C ′i meets the exceptional divisor E at a unique point in
C ′ ∩ E = {p1, . . . , pe}. For k = 1, . . . , e, let Bk denote the planar singularity
of C ′ at pk let Dk denote the planar singularity of C ′ ∪E at pk. We wish to
relate the algebraic links associated to C, Bk and Dk.
By appropriate choice of coordinates (x, y), we will assume that {x = 0}
and {y = 0} are not branches. Choose truncated Puiseux expansions for each
Ci at p, as in equation (10):
yi(x) = x q
(i)
p(i) (ai + zi(x 1p(i) )).
By a further choice of coordinates, we can assume that
αi = q
(i)
p(i)
≥ 1, for i = 1, . . . , r.
If we blow up at the point (0,0), we work on the affine chart U with coordi-
nates (x,w) of the blowup corresponding to the map
(x,w) ↦ (x, y = xw).
On U , the divisor E is given by the equation x = 0. By the condition on αi,
we know that C ′ ∩E ⊂ U .
We first suppose that αi > 1 for all i. For each i, we can calculate the
Puiseux expansion for C ′i by making the substitution y = xw in the Puiseux
expansion for Ci. The result is
wi(x) = x q
(i)−p(i)
p(i) (ai + zi(x 1p(i) )).
In particular, C ′i ∩ E = (0,0) for all i and we can study the link LC′ of the
singularity of C ′ at (0,0)
For each component, we see that only the first Newton pair for the series
is changed, while the rest remain the same. Therefore, using equation (9),
we have the relation between annulus diagrams
[LCi] = τ[LC′i] ∈ C+
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for the link components. To understand the full link LC in terms of LC′ , we
use equation (11). Using either a direct geometric isotopy, or the framing
formula
Sqp(X,τY ) = τSq−pp (X,Y )
for the splice link Sqp , we see that
[LC] = τ[LC′] (12)
with the same statement if we decorate LC with a partition µ.
If there are i such that αi = 1, we proceed as follows. For each i such that
αi = 1 (so p(i) = q(i) = 1), the branch for C ′i is given by the series expansion
wi(x) = ai + zi(x 1p(i) ) = ai + zi(x).
In particular,
C ′i ∩E = (0, ai) ∈ U
is determined by the leading coefficient ai.
There is an intersection point (0, a) ∈ C ′ ∩E for each a ≠ 0 such that the
pair (α = 1, a) is associated to a branch, plus the origin (0,0) ∈ C ′ ∩E if any
αi > 1.
If we change to coordinates based at pk = (0, ak), via the coordinate
change x′ = x, y′ = y − ak, then the link for the singularity Bk of C ′ at pk is
given by the formula [LBk] = [L(1,ak)]
where [L(1,ak)] is the skein element defined inductively using zi(x) in Section
4.1. If we combine this with equation (11) and our earlier analysis (12) of
the branches with α > 1, this yields the following answer for the general case.
In what follows, we assume we have labelled {p1, . . . , pe} so that pe = (0,0) if
any αi > 1.
Proposition 4.5. The element [LC] ∈ C+ is given by the formula
[LC] = S11 ∗ (LB1 ⋅ ⋅ ⋅ ⋅ ⋅LBe−1 , τLBe)
if any αi > 1; otherwise it is given by
[LC] = S11 ∗ (LB1 ⋅ ⋅ ⋅ ⋅ ⋅LBe ,∅) = T 11 ∗ (LB1 ⋅ ⋅ ⋅ ⋅ ⋅LBe) .
The analogous statement holds if the irreducible components of B are deco-
rated by partitions µ1, . . . , µr.
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Finally, since the exceptional divisor is given by the equation x = 0, if we
add it to Bk, decorated with partition λ, we have the following.
Proposition 4.6. [LDk] =Mλ(LBk).
The analogous statement holds if Bk is decorated by partitions
Ð→µ [k].
5 Blowup identity for links
We prove a parallel version of Proposition 2.5 for links. In order to prove
Theorem 1.2, it will ultimately suffice to prove compatibility of these two
identities, which we do in the next section. The argument here is largely
independent of the preceding sections (other than definitions of section 3.1
and the calculations of section 3.4).
5.1 Vertex flop
We first write down the identity for the colored unknot. In this case, Propo-
sition 3.3 gives us a closed formula for its HOMFLY polynomial in terms of
Schur functions.
One approach to write down the blowup identity is to use the topological
vertex to equate this Schur function expression with the corresponding stable
pairs generating series; Proposition 2.5 then becomes a symmetric function
identity which can be written as a blowup formula for the colored unknot.
However, we can skip most of these steps by using the paper [18] where they
prove the symmetric function identity directly, with the goal of understanding
the flop invariance of the topological vertex.
Let
Zµ(q,Q) = sµ(qρ)∏
◻∈µ
(1 +Qq−c(◻))
= qκµ/4∏
◻∈µ
1 +Qq−c(◻)
qh(◻)/2 − q−h(◻)/2 .
The following identity is a special case of Theorem 2.7 of [18], with λ1 = µ
and the other partitions ∅:
Q∣µ∣Zµ(q,Q−1) = 1∏k≥1(1 +Qqk)k ∑λ Q
∣λ∣q−
1
2
(κµ+κλ)sµ(qρ)sλ(qµ+ρ)sλ(qρ) .
(13)
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5.2 General formula
Using Proposition 3.3, we see that
Zµ(q = s2,Q = −v2) = v∣µ∣⟨Qµ⟩
after the change of variables (which again is a standard consequence of the
relation between the topological vertex and colored Chern-Simons invariants
of the unknot). Similarly, the Schur function evaluations on the right-hand
side of (13) are precisely the lowest-degree invariants for the Hopf link and
the unknot from Section 3.5. The monomial shift q−κλ/2 is, after ignoring the
v-monomial, the eigenvalue of τ−1, the inverse of the framing shift operator.
Therefore, we can rewrite the vertex flop identity as
(−v)∣µ∣⟨Qµ⟩∣v=v−1 = 1
ZY (s2,−v2)∑λ (−v
2)∣λ∣s−κλ⟨Qλ⟩low⟨Mλτ−1Qµ⟩low . (14)
Given an element X ∈ Cm of the form (8)
X = vA ∑
γ⊢m
cγ(s)Qγ ∈ Cm,
the trace ⟨Mλτ−1X⟩low is linear with respect to coefficients cγ(s), so we can
extend equation (14) to all X of this form.
Proposition 5.1. Given X ∈ Cm of the form (8), we have
(−1)mvm+A⟨X⟩∣v=v−1 = 1
ZY (s2,−v2)∑λ (−v
2)∣λ∣s−κλ⟨Qλ⟩low⟨Mλτ−1X⟩low .
In particular this applies to the skein elements [LC] assuming coordinates
are such that {x = 0} is not a branch. One feature of this identity is that,
on the right-hand side, the entire v-dependence comes from the auxiliary
partition λ.
Finally, since any link L can be written as a braid closure, this identity
can be applied in general, i.e. not just for algebraic links. In geometric
terms, given a braid Y we are calculating the colored HOMFLY polynomial
after composing with a full twist (and taking the closure) in terms of the
v = 0 HOMFLY specialization of the link obtained by adding a meridian to
Y . These two links can be related by the local Kirby moves of Fenn-Rourke
[13], suggesting a 3-manifold interpretation of this identity.
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6 Proof of main theorems
In this section, we give proofs of Theorems 1.1 and 1.2. Given a plane
curve singularity C as always, with r irreducible components, and an r-tuple
of partitions Ð→µ = (µ1, . . . , µr), choose local coordinates, truncated Puiseux
representatives of the branches, and let [LC] ∈ C+ be the skein element con-
structed in Section 4.1.
Since the HOMFLY polynomial differs from the skein trace by a monomial
shift, we can rephrase the claim of Theorem 1.2 as follows:
Proposition 6.1. For some choice of exponents a, b, ǫ, we have the identity
Z
′(Y,C,Ð→µ ; q,Q) = (−1)ǫvasb⟨[LC ∗ (QÐ→µ t)]⟩ (15)
after the change of variables
q = s2, Q = −v2.
Since the left-hand side is of the form
1 + q ⋅O(q) +Q ⋅O(Q,q)
where O(q) is regular at q = 0 and O(Q,q) is regular atQ = 0 (but perhaps not
at q = 0), the unknown exponents are uniquely determined by the behavior
of the skein trace at v, s→ 0. The claim only depends on the underlying link
and is independent of the skein presentation (which depends on our choice
of coordinates, etc.).
As explained in the introduction, our strategy is to use our blowup iden-
tities and embedded resolution of singularities to reduce to the case where C
is either smooth or a nodal singularity. In fact, because of the structure of
these formulas, our induction only requires the v = 0 specialization of (15).
6.1 Specialization at v = 0
We first state what we should think of as the specialization of Proposition
6.1 after taking the lowest degree terms in Q and v on each side.
Proposition 6.2.
Z
′(Y,C,Ð→µ ; q,Q = 0) = (−1)ǫsb⟨[LC ∗ (QÐ→µ t)]⟩low . (16)
for some choice of ǫ and b and after the change of variables q = s2.
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A priori, the right-hand side could be zero, so this proposition is not
immediately implied by Proposition 6.1, although it is once we show this
nonvanishing. We return to this point at the end of Section 6.3.
The first immediate observation is that Proposition 6.2 holds in the case
when C = {x = 0} or C = {xy = 0}.
Lemma 6.3. Proposition 6.2 holds for C = {x = 0} with any partition µ and
for C = {xy = 0} with any pair of partitions µ1, µ2.
Proof. This follows from the fact that the two-leg topological vertex calcu-
lates both the stable pairs vertex and the v = 0 specialization of the HOMFLY
polynomial of the Hopf link. The relation between the topological vertex and
the box-counting generating function of the (non-virtual) Donaldson-Thomas
vertex is proven in [31]. The same argument gives the stable pairs vertex of
[33], as will appear in upcoming work of Ben Young [40]. In the meantime,
a geometric argument for the equality of the virtual DT and PT vertex is
provided in [25] using techniques of [24] (valid even in the non-Calabi-Yau
case). After a global sign, the Euler-characteristic and virtual vertices are
related by the substitution q → −q, so this gives equality of topological Euler
characteristics as well. The relation between the two-leg topological vertex
and the HOMFLY polynomial at v = 0 is just equation (6).
6.2 Inductive step
We now state the inductive step. Given C and Ð→µ as above, we take the
blowup of C2 at p and fix all notation for Dk, pk, etc. as in Section 2.1.
Assume moreover that we have chosen local coordinates for C (and chosen
truncated Puiseux series) satisfying the conditions of Section 4.3, so that the
results of that section apply and we have the corresponding annulus diagrams
LC and LDk .
Proposition 6.4. Suppose Proposition 6.2 holds for each planar singularity(Dk, pk) and LDk labelled with partitions (Ð→µ [k], λ), for all possible values of
the partition λ. Then Proposition 6.1 holds for C labelled with Ð→µ .
Proof. It suffices to match Z′(Y,C,Ð→µ ) and ⟨[LC ∗ (QÐ→µ t)]⟩ after the substi-
tutions Q = Q−1 and v = v−1 respectively. To do this, we will use the two
blowup identities, given in Proposition 2.5 and Proposition 5.1. Since we are
allowed to match the two sides of equation (15) after a monomial shift, we
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need to show that the right-hand side of these blowup identities agree, up to
a possible global sign and monomial shift.
If we compare these two expressions, the denominators are both given by
ZY (q,Q) after the change of variables, so we restrict to the summation over
all partitions. Let us match individual terms in each summation, by sending
the summand
Fλ(q,Q) = Q∣λ∣qf(λ,Ð→µ )+δ e∏
k=1
Z
′(Y,Dk, (Ð→µ [k], λ); q,Q = 0) ⋅Hλ(q)2−e
corresponding to λ in Proposition 2.5 to the summand
Gλ(v, s) = (−v2)∣λt ∣s−κλt⟨Qλt⟩low⟨Mλtτ−1LC ∗ (QÐ→µ t)⟩low
corresponding to λt in Proposition 5.1.
By Proposition 4.5 and equation (5), we see that
τ−1LC ∗ (QÐ→µ t) = e∏
k=1
LBk ∗ (QÐ→µ [k]t).
Up to a signed monomial shifts, we have that
Fλ(q,Q) =monomial ⋅∏
k
Z
′(Y,Dk, (Ð→µ [k], λ); q,Q = 0) ⋅Hλ(q)2−e
=monomial ⋅∏
k
⟨LDk ∗ (QÐ→µ t[k],Qλt)⟩low ⋅ (⟨Qλt⟩low)2−e
=monomial ⋅∏
k
⟨MλtLBk ∗ (QÐ→µ t[k])⟩low ⋅ (⟨Qλt⟩low)2−e
=monomial ⋅ ⟨Mλtτ−1LC ∗ (QÐ→µ t)⟩low⟨Qλt⟩low.
In the second line, we use the assumption, and the fact Hλ and ⟨Qλ⟩ are both
given by sλ(qρ) up to monomials. For the third line, we use Proposition 4.6,
and, for the last line, we use Lemma 3.5.
In summary, for each λ, there exists ǫ(λ) and a(λ) such that
Fλ(q,Q) = (−1)ǫ(λ)sa(λ)Gλ(v, s).
Notice that the dependence on Q = −v2 is the same for F and G.
Lemma 6.5. The exponents ǫ(λ) and a(λ) are independent of λ.
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Assuming this lemma, we finish the proof of Proposition 6.4. Indeed,
using this lemma, we see
1
ZY (q,Q)∑λ Fλ(q,Q) = (−1)
ǫsa
1
ZY (s2,−v2)∑λ Gλ(v, s)
which implies
Z
′(C,Ð→µ ; q,Q) =monomial ⋅ ⟨[LC ∗ (QÐ→µ )]⟩.
6.3 Proof of Lemma 6.5
It remains to prove the lemma.
Proof. We first handle a(λ). In order to do this, we compare the order of
vanishing at s = 0 of Gλ(v, s) and show that it equals 2f(λ,Ð→µ ) up to terms
that are independent of λ.
Recall the multiplicities m′i of the intersection C
′
i ∩ E and let γ be the
partition
γ = (µt1)∪m′1 ∪ ⋅ ⋅ ⋅ ∪ (µtr)∪m′r
obtained by concatenating the parts of µti with multiplicity m
′
i. If we take
the transpose partition, we see that
γt =∑m′iµi
where the sum is taken componentwise (i.e. (µ + ν)(j) = µ(j) + ν(j)).
By Proposition 4.4 and Lemma 4.1, we have an expansion
∏
k
LBk ∗ (QÐ→µ t[k]) = vAsB (±Qγ +∑
ν>γ
cν(s)Qν) (17)
with cν(s) regular at s = 0.
Recall from Section 3.5 that the order of vanishing at s = 0 of
⟨MλtQν⟩low
is
−2(λ, νt) + h(λt) + 1
2
κλt + h(ν) + 1
2
κν .
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For fixed λ, as a function of ν, this is strictly increasing with respect to the
dominance order on partitions; indeed this is true for h(ν) + 1
2
κν and the
other terms are weakly increasing. Therefore, only the Qγ term in equation
(17) contributes to the order of vanishing of Gλ(v, s). Adding in the order
of vanishing from the other terms, we see that this order of vanishing is
−κλt + h(λ) + 1
2
κλt
− 2(λ, γt) + h(λt) + 1
2
κλt + h(γ) + 1
2
κγ .
Up to terms not involving λ, this is precisely
2f(λ,Ð→µ )
which concludes the proof for a(λ).
For ǫ(λ), we proceed similarly; we only need to calculate the sign asso-
ciated to the Qγ term in (17). The coefficient of Qγ is independent of λ, so
can be ignored. The sign in front of the lowest order term in ⟨Qλt⟩low and⟨MλtQγ⟩ are (−1)∣λ∣ and (−1)∣λ∣+∣γ∣ respectively, so the product is independent
of λ. This concludes the proof.
As a corollary of this argument, observe that given any skein element X
of the form
vAsB (±Qγ +∑
ν>γ
cν(s)Qν)
with cν(s) regular at s = 0, we have
⟨MλtX⟩low ≠ 0,
since it has finite order of vanishing at s = 0.
Given any planar singularity C and arbitrary choice of coordinates, Puiseux
truncations, etc., [LC∗(QÐ→µ t)] has the formMλtX withX satisfying the above
condition. If {x = 0} is not a branch, then we just take λ = ∅;otherwise the
meridian operator is nontrivial. Therefore, we deduce
⟨[LC ∗ (QÐ→µ t)]⟩low ≠ 0
and also the following corollary.
Corollary 6.6. Given C and [LC] as above, Proposition 6.1 implies Propo-
sition 6.2.
Also, the validity of Proposition 6.2 is independent of choices required in
constructing the skein presentation [LC].
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6.4 Proof of Theorems 1.1 and 1.2
In this section, we prove our main results.
For Theorem 1.2, given a planar curve singularity (C,p), let M(C,p) de-
note the minimal number of blowups required for the total transform of C to
have normal crossings singularities. Proposition 6.4 and Corollary 6.6 allow
us to induct on M(C,p), reducing to the base case of a nodal singularity;
a further blowup allows us to reduce to the v = 0 specialization for a node,
which is Lemma 6.3.
To deduce Theorem 1.1 from Theorem 1.2, we argue as follows. Re-
call from Section 3.2 that there is a shift in convention between the stan-
dard HOMFLY polynomial P(L;v, s) and our colored HOMFLY polynomial
W(L, (1), . . . , (1);v, s). So we know the statement after some sign and mono-
mial shift, which we need to match with the predicted values.
By Proposition 6 of [32], we know the statement after the specialization
v = −1. This determines the exponents ǫ(C) and a(C). It remains to specify
the monomial shift for v. Let µi be the Milnor number of each branch of C
at p. We have the classical formula
µ − 1 = r∑
i=1
(µi − 1) + 2lk(LC).
It suffices to show that the monomial shift vb(C) for W(L, (1), . . . , (1);v, s) is−∑(µi − 1).
It was explained how to calculate b(C) at the end of Section 4.2. First,
it is additive over the branches of components of LC , so it suffices to assume
C is irreducible. Its value on the Puiseux series y(x) with Newton pairs{(p0, q0), . . . , (ps, qs)} is given by
s∑
i=0
−piqi(∏
j>i
pj)2 + s∑
i=0
qi(∏
j>i
pj) + s∏
i=0
pi
where the first summand comes from the writhe of LC in the definition of W
in Section 3.2, the second summand comes from the exponent at the end of
Section 4.2, and the third summand comes from the calculation of ⟨Qγ⟩. By
a classical calculation (e.g. Remark 10.10 in [26] after matching variables),
this is precisely 1 − µ(C).
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6.5 Severi strata
We now record an easy application of Theorem 1.1. As mentioned in the
introduction, given an integral curve C with locally planar singularities, we
can deduce that the topological Euler characteristic of its Hilbert scheme of
points, C[n], only depends on the singularity type of C.
A nice consequence of this fact was pointed out to us by Vivek Shende.
In what follows, let
C → B
denote a versal family of integral, locally planar curves of genus g, and let
Bh denote the closure of the locus of curves with geometric genus h ≤ g. By
Theorem A of [35], the multiplicities of Bh at points b ∈ B are determined by
χtop(C[n]b ). This yields the following corollary.
Corollary 6.7. The multiplicity mh(b) of Bh at a point b ∈ B is constant as
b varies along an equisingular locus of B.
7 Appendix: Hecke character calculation
In this appendix, we prove Lemma 3.2. The proof is completely parallel to
the case of torus links, proven in [28] (using [34]) and [19]. We will follow the
proof in the latter paper closely, and refer the reader there for more details.
We first explain how to match conventions between [28] and [19] using [21]
as a reference. Recall the Hecke algebra Hn(z) of type An−1 is the algebra
over Q[z, z−1] with generators g1, . . . , gn−1 and relations
(i) gigj = gjgi if ∣i − j∣ ≥ 2
(ii) gigjgi = gjgigj if ∣i − j∣ = 1
(iii) (gi − z)(gi + z−1) = 0, for all i.
After inverting z
k−1
z−1 for 2 ≤ k ≤ n, there is a decompositionHn(z) =∏λ⊢nHλ(z)
where each Hλ(z) is a matrix algebra. Let πλ denote the corresponding cen-
tral idempotent of Hn(z) and Vλ denote the corresponding simple module.
Recall also that, after identifying z = s and enlarging our ring of scalars to
Λ, we have an isomorphism Hn =Hn(z)⊗Λ that identifies positively oriented
braids on each side. Explicit representatives in Hn for primitive and central
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idempotents of Hn(z) are constructed in [21]. It is shown there (Lemma
2.5.2) that the primitive idempotents in Hλ(z) have closure Qλ.
Given X ∈ Hn and a partition ρ ⊢ n, the coefficient of Qρ in the closure
X̂ ∈ Cn is equal to the trace of X in the representation Vρ:
TrVρ X = TrVρ πρX.
Indeed, both are trace functions on Hρ(z)⊗Λ that agree on πρ.
Given relatively prime integers (m,n), consider the tangle σnm and par-
titions λ ⊢ r and µ ⊢ s. Let σ̃m
n ∈ Hrm+s(z) be the result of cabling the
first m strands with r strands and the last strand with s strands. Let
eλ ∈ Hrm(z) and eµ ∈Hs(z) denote corresponding primitive idempotents and
let pλ,µ = e⊗rλ ⊗ eµ denote the corresponding projector which by construction
commutes with σ̃m. We want to calculate the trace on Vρ of
Xλ,µ = πρσ̃mnpλ,µ.
We now follow the argument from [19]. If we take the tangle σmnm , we see
that the satellite
σ̂mnKm ∗ (Qλ, . . . ,Qλ,Qµ) = σ̂nK1 ∗ (Q⋅rλ ,Qµ) = vnK ∣µ∣s−nKκµT 2nK2 ∗ (Q⋅rλ ,Qµ).
The last equality follows from the fact that β2K2 and σ
K
1 differ by adding K
full curls to the second strand and that Qµ is an eigenvector for the full curl
with eigenvalue v−∣µ∣sκµ by [3].
We already know the expansion of T 2nK2 (Q1,Q2) by Lemma 3.1. There-
fore, for all K > 0, we have
TrVρ X
mK
λ,µ = cρvnK(∣µ∣−∣ρ∣)snK(κρ−κµ)
where Q⋅rλ ⋅Qµ = ∑ cρQρ. This implies that the eigenvalues of Xmλ,µ are either
vn(∣µ∣−∣ρ∣)sn(κρ−κµ) or 0. By the argument on page 11 of [19], we have that
TrXλ,µ = aρvn/m(∣µ∣−∣ρ∣)sn/m(κρ−κµ)
for some rational number aρ ∈ Q.
To determine aρ, we take the limit v, s → 1. This limit is well-defined
since the idempotents of Hn(z) extend over z = 1. Under this limit, σ̃mn
degenerates to the permutation
τ × 1 ∈ Σrm ×Σs ⊂ Σrm+s
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where τ acts cyclically on the r m-tuples (since (m,n) = 1) and trivially on
the last s terms.
The coefficient aρ is the symmetric group character
χρ((τ × 1)e⊗mλ ⊗ eµ).
By restriction to the group algebra of Σrm ×Σs, this equals
∑
σ1,σ2
LRρσ1,σ2χ
σ1(τe⊗mλ )χσ2(1 ⋅ eµ)
where LR denotes Littlewood-Richardson coefficients. The first term in the
product is precisely the trace associated to the braid βnm as calculated in [19]
and is given by the coefficient of sσ1(z) in the plethysm sλ[pm]. The second
term is just a delta function δσ2,µ. Therefore, aρ is the coefficient of sρ(z) in
the symmetric function sλ[pm] ⋅ sµ(z) which completes the proof.
Notice that Lemma 3.2 implies integrality of 1
m
(κρ − κµ) for all ρ such
that aρ is nonzero. This can be proven directly using a skew version of the
Murnaghan-Nakayama rule.
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