Abstracr-The problem of delay estimation in the presence of multipath is considered. It is shown that the extended Kalman filter (EKF) can be used to obtain joint estimates of time-of-arrival and multipath coefficients for deterministic signals when the channel can be modeled by a tapped-delay line. Simulation results are presented for the EKF joint estimator used for synchronization in a direct-sequence (DS) spreadspectrum system operating over a freqnency-selective fading channel.
Abstracr-The problem of delay estimation in the presence of multipath is considered. It is shown that the extended Kalman filter (EKF) can be used to obtain joint estimates of time-of-arrival and multipath coefficients for deterministic signals when the channel can be modeled by a tapped-delay line. Simulation results are presented for the EKF joint estimator used for synchronization in a direct-sequence (DS) spreadspectrum system operating over a freqnency-selective fading channel.
A simplised model of the EKF joint estimator is considered for analysis purposes. The evolution in time of the tracking error probability density function and the nonlinear tracking error variance is examined through numerical solution of the Chapman-Kolmogorov equation. Finally, the nonlinear tracking error variance is compared to both the linearized error variance estimate directly provided by the EKF and the Cramer-Rao lower bound.
I. INTRODUCIION
REQUENCY-SELECTIVE fading can often lead to severe per-F formance degradation in wideband communications systems.
While adaptive equalization and diversity combining (RAKE) techniques have been extensively studied in the context of improving overall receiver performance [1]- [3] , little effort has been devoted to the optimization of synchronization systems for operation over frequency-selective channels. For example, in direct-sequence spread-spectrum systems, the delay-lock loop (DLL) has been considered almost exclusively for code synchronization, even though the DLL is not designed for operation when channel fading is present. However, with the advent of high-speed programmable and special-purpose VLSI digital signal processing devices, more complex synchronization algorithms can now be implemented which were considered impractical in the past.
The specific problem of optimal synchronization of deterministic signals in the presence of multipath was apparently first addressed in [4] , where a maximum-likelihood (ML) estimator for delay and Doppler was developed. However, the estimation technique in [4] was "open loop," and furthermore required a priori knowledge of the channel scattering function. In addition, the delay and Doppler estimates were quantized in [4] , and thus this technique seems better suited for initial coarse acquisition rather than delay tracking. The problem of joint delay and phase estimation was also considered in [5] and [6] , but the impact of multipath on synchronization was addressed only in the latter reference. Specifically, an adaptive equalizer was used to suppress the multipath components prior to delay estimation in [6] , but no attempt was made to jointly estimate the multipath and delay parameters.
A new closed-loop estimator is presented here for the joint estimation of time-of-arrival, phase, and multipath parameters in a wideband communications system. It is shown in Section II that the joint estimation problem can be directly solved using the extended Paper approved by the Editor for Signal Design, Modulation, and Detection of the IEEE Communications Society. Manuscript received September 6, 1988; revised May 8, 1989. This work was supported in part by a grant from UC MICRO and Sonatech, Inc.
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Kalman filter, which can be viewed as a linearized approximation to the maximum a posteriori (MAP) estimator for the delay parameter. We note that the problem of optimal phase (or equivalently, delay) estimation was first solved using nonlinear Kalman filtering methods in [7] and [8] . Here, we show that employing such recursive estimation techniques for the problem of delay estimation in the presence of multipath leads to an implementable recursive joint estimator for the delay and multipath parameters.
The problem of pseudonoise (PN) code synchronization in a direct-sequence spread-spectrum receiver is considered as a specific application of the EKF delay estimator in Section III. Section IV presents a nonlinear analysis of a simplified EKF estimator obtained through a numerical solution of the Chapman-Kolmogorov (C-K) equation. The evolution in time of the tracking error probability density function @do is examined for various fixed multipath channels and signal-to-noise ratios. Finally, the nonlinear tracking error variance obtained through solution of the C-K equation is compared to the EKF (linearized) estimate of the error variance and to the Cramer-Rao lower bound.
II. DEVELOPMENT OF THE EKF JOINT ESTIMATOR

A . Signal and Channel Models
The transmitted waveform is received over a frequency-selective fading channel, quadrature downconverted, and then sampled at the Nyquist rate. We will assume that the channel is wide-sense stationary and underspread, that is, the Doppler spread is significantly smaller than the signal bandwidth. Thus, as shown in [9, Ch. 71 , the channel can be represented by a time-varying tapped-delay line, with impulse response given by Nf-1 h e ( 7 , t ) = c f n ( t ) 8 ( 7 -nT,)
(1) n = O where T, represents the Nyquist sampling interval for the transmitted waveform, Nr is the number of received paths, and the f n ( t ) represent the complex-valued time-varying channel coefficients.
Let s ( t ) represent the transmitted waveform, then with T, the Nyquist sampling interval, the received sampled waveform can be written as
where 7 ( k ) represents the unknown delay of the signal and 8 is the random overall phase. Additive thermal noise, bandlimited to the Nyquist frequency is represented by n( k ) , with correlation function given by E { n ( k -i ) n * ( k -j ) ) = u,26i,j where 6i,, represents the Kronecker delta function. It is immeediately seen that the complex phase eie can be absorbed into the complex-valued coefficients f,. Thus, a joint estimator for T and f, will implicitly provide a coherent phase reference.
B. EKF Problem Formulation
Given the received waveform samples r ( k ) , the task is to obtain minimum variance estimates of the multipath and delay parameters, for I = 0,1,. . . , N, -I, and where the w , ( k ) and w,(k) are mutually independent circular white Gaussian processes with variances U: and U,', respectively. Note that (4) for the f , ( k ) corresponds to a Rayleigh uncorrelated scattering model for the channel. The coefficients a, account for the channel Doppler spread, and are close to unity when the Doppler spread is significantly less than the Nyquist bandwidth 1/2T,. The delay 7 ( k ) is modeled by a first-order autoregressive (AR) process, with y and U,' adjusted to account for transmitter and receiver timing jitter. For example, with negligible Doppler shift and stable local oscillators, y would be set close to unity, and U,' would be relatively small. However, if large Doppler shifts due to large relative velocities of the transmitter and receiver were present, U, ' would be increased to model this effect.
The first-order AR model for the delay and channel coefficients is only an approximation to the actual statistics of these random proceses. Nevertheless, this simple model is still far more realistic than that used in a ML estimation approach, which assumes that the parameters to be estimated are constants. Furthermore, the use of higher order models for the channel coefficients requires detailed U priori knowledge of the channel scattering function. Specifically, in an Nth-order AR model for the channel coefficients, the f , ( k ) propagate according to
The coefficients a,( n) must then be found using spectral analysis of the scattering function. In contrast, the first-order model only requires that the coefficient CY, be chosen so that the bandwidth of the f , ( k ) processes equals the Doppler spread, which is known at least approximately in most applications. In the following simulations and analysis, we restrict ourselves to a first-order AR model for the delay and channel processes, although it is shown in the following derivation that higher order models can also be incorporated into the EKF. The performance improvement obtained through the use of higher-order models must be evaluated through simulations with real channel data. Here, we are concerned with the basic derivation and performance analysis of the joint delay/channel estimator, and an extensive set of simulations must be deferred to future work.
The motivation for using a Kalman filter for the joint estimation of the f,( k) and 7 ( k) parameters is now evident. Specifically, it can be shown that the Kalman filter provides the minimum variance, and hence MAP estimate [lo, ch. 14 and 171 of a set of state variables (the multipath and delay coefficients), provided that the following conditions hold:
1) the state variables f , ( k ) and ~( k )
are Gauss-Markov random processes, and 2) the observables 7 ( k ) are linear in the state variables, with additive Gaussian measurement noise. Clearly, condition 1 is nearly satisfied in many practical applications, indeed, the processes f , ( k ) are Gauss-Markov for the specific case of Rayleigh uncorrelated scattering. However, from (2), it is seen that while r ( k ) is linear in the channel coefficients, it is nonlinear in the delay variable 7 ( k ) . Thus, we seek a recursive algorithm for joint estimation of the 7 ( k ) and f , ( k ) state variables that approximates the optimal nonlinear minimum variance estimator.
The extended Kalman filter is a practical approximation to the minimum variance estimator when the observation sequence is nonlinear in the state variables [ 1 I]. The EKF utilizes a first-order Taylor's series expansion of the observation sequence about the predicted value of the state vector, and thus does not approach the true minimum variance estimate unless the linearization error is negligible. Nevertheless, the resulting EKF filter structure is readily implemented, and will be shown to provide performance nearly equivalent to that predicted by the linear theory for the joint delay/multipath estimation problem. Furthermore, the EKF has been successfully applied to the problem of phase estimation and FM demodulation [7] , [8] , and thus its application to the delay estimation problem seems reasonable.
The EKF update equations are now briefly reviewed (see [l I] for details.) In the delay tracking problem, the state model is linear, while the measurement model is nonlinear. Thus, we have 
t i = l
Nf-1
Note that when a higher order model for the channel coefficients is assumed, as in (3, the state vector x ( k ) and matrices F and G must be modified. For convenience, the following equation shows the changes required for a second-order AR model-generalization to an arbitrary order is straightforward. ...
These modifications are the only changes required in the EKF derivation to accommodate arbitrary order AR models for the channel coefficients.
The scalar measurement z ( k ) is a nonlinear function of the state x ( k ) . In the EKF, the measurement is linearized about the one-step prediction 2( k I k -1) using the first two terms in a Taylor's series expansion as follows:
With the linearization in (9), the Kalman filter measurement update equations can be written as [ll]
The matrix "(k) represents the time-varying gradient of the observation scalar with respect to the one-step prediction vector.
Finally, the one-step predictions of the state vector and error covariance matrix follow the usual Kalman filter form:
where After substituting the explicit forms of x ( k ) and H ( x ( k ) ) into the above equations, the following measurement update equation is obtained for the joint delay/multipath estimator:
using the one-step predictions of fr( k). 
P r , ( t ) =
At first, it appears that the EKF cannot be implemented for a binary modulated waveform since the pulse function Pa(?) is not differentiable. However, this difficulty is reasily circumvented by noting that any digital receiver must bandlimit the input to a minimum of 1/2T, Hz, where T, is the sampling interval. For the PN waveform, the Nyquist frequency is taken to be 1/T, Hz, the mainlobe bandwidth of the PN power spectral density. Thus, T, = T,/2, and after quadrature downconversion and Nyquist sampling, the received waveform is given by
where hrp( t) is the impulse response of the low-pass filter, given by
Evaluation of the convolution in (19) yields the following expression for s(t):
Note that s ( t ) is now a differentiable function, and thus, the gradient vector H'( k) in (1 1) can be evaluated. In the expression for s( t ) , the binary digits d , carry the information and are assumed unknown a priori. However, the EKF derivation assumes that the signal s ( t ) is deterministic. Thus, a practical EKF delay estimator would use decision-directed adaptation, wheze the actual information symbols di are replaced by decisions di.
These decisions are optimally obtained from a coherent RAKE xpxiver [9, ch. 71 which in turn uses the estimates ?(k 1 k ) and f r ( k 1 k) to adjust the correlator reference signal timing and coherently sum the correlator outputs.
B. Simulation Examples -PN Code Tracking in Multipath
The EKF joint delay and multipath estimator was simulated for the PN code tracking problem. In the following examples, the processing gain, L, , , was fixed at 15 chips/bit, and the energy per bit, Eb, was varied to evaluate the estimator performance at various SNR's. The multipath channel impulse response was defined as in (1). However, it will be assumed that the Doppler spread is negligible compared to l/Tb Hz, the information signal bandwidth, so that the channel coefficients fr(k) are constant over the simulation duration. The AR parameters in the model equations (4) for f/(k) and T ( k) were set, as follows, in the EKF to correspond to the case of nearly constant channel coefficients and constant delay: For the purposes of simulation and the analysis presented in Section IV, two fixed channels were chosen with "worst case" transfer functions in the sense that the nulls were infinitely deep (Figs. 1 and 2 .) The channel characteristics are summarized in Table I .
In Fig. 3 , a simulated tracking error trajectory is shown for ,??,/No = 10 dB, with the code tracking error initialized at T -?(O I -1) = OST,. The channel zeros are given by Channel A in Table I . Note that there are two iterations of the estimator per chip, thus with 15 chips/bit, 3000 iterations represents 100 bits, or 100Tb seconds. It is seen that the estimator converges after about 200 iterations, corresponding to less than 10 bits, indicating a very rapid ' ' pull-in" time. Fig. 4 illustrates a simulated tracking error trajectory when the estimator igcorrectly assumes that only a direct path is present.
(That is, f, = 0 for I = 1,2, * * ) The tracking error begins to diverge after 2000 iterations, due to mismatch between the actual received waveform r ( k) and the estimated reference signal s j ( k).
Figs. 5 and 6 correspond to simulation parameters identical to those used in the previous two figures, except that the coefficients of Channel B are now used. The tracking error trajectory in Fig. 6 again shows the outcome when the joint estimator incorrectly assumes Nf = 1, with the tracking error exceeding 1 /2 chip throughout the simulation. However, when the EKF assumes Nf = 4 ( Fig.   5) , the estimator is able to maintain code synchronization, with the tracking error never exceeding 1 / 2 chip. 
Note that at high SNR (40 dB), the mean-square coefficient error is again negligible after convergence. . Mean-square coefficient error for Eb / N o = 10 dB-Channel A.
Iteration Number
IV. NONLINEAR ANALYSIS OF A DELAY-ONLY EKF ESTIMATOR
A . Analysis Method
The EKF joint estimate as described by the measurement update equations (14) is not readily analyzed, due to the state-dependent and time-dependent structure of the Kalman gain through the measurement gradient matrix H ' ( k ) . For example, a steady-state value of the Kalman filter error covariance P( k I k) does not exist due to the state and time dependence of H ' ( k ) . Nevertheless, it is worthwhile considering the performance of a simplified delay-only version of the EKF joint estimator for the following reason. The measurement r( k) is nonlinear only in the delay parameter 7( k). Thus, the update equations for the channel coefficients f i ( k) would be expected to be more robust than the update for 7 ( k ) , since the former parameter estimates are not directly subject to linearization errors. However, the estimate ? ( k ) is subject to linearization error, and therefore, a nonlinear analysis of the delay-only part of the tracking loop would provide more confidence in its stable operation. In particular, we can view analytical results for a delay-only tracker as providing best-case performance estimates applicable when the estimation error in the coefficients, f , ( k ) is negligible.
To begin the delay-onlyAestimator analysis, we simplify (14) by eliminating the estimates f,( k.1 k). The resulting measurement update is
The multipath distorted signal s f ( t ) is defined by where the f,, are assumed constant (negligible Doppler spread) and known a priori. The resulting delay-only estimator is illustrated in The one-step prediction for ? ( k 1 k) is given by ? ( k + I l k ) = R e { y ? ( k l k ) } .
(24)
Again, note that the measurement update is complex valued, while the one-step prediction is real valued. It is convenient to redefine a single filtered estimate ? ( k ) = ? ( k I k). In terms of the filtered estimate, the measurement update equation can be rewritten as ? ( k ) = y ? ( k -1)
where n'(k) = K ( k ) n ( k ) .
tracking error pdf and nonlinear tracking error variance. If the Kalman gain, K ( k ) , was a function solely of time, then ? ( k ) would indeed be Markov, since n ( k ) is a white Gaussian sequence.
However, as seen from (23), K ( k ) depends on p ( k I k -l), which in turn is defined uniquely only in terms of the entire past trajectory of ? ( k ) . However, if we replace y ? ( k -1) with 7 ( k ) , the true trajectory, in the update equation for p ( k I k) only, then it is seen that ? ( k ) is now Markov. We can view this approximation as a best-case selection for the error covariance p( k I k). In fact, in the limiting cases of infinitely small and infinitely large SNR, it can be shown that p ( k I k) is independent of ? ( k I k), providing an alternative justification for this approximation.
We now summarize the approximate equations for the delay-only , tracker describing the Markov process ?( k).
Note that the only change in (26) from (23) is in the update equation
Using the above Markov process model for ?( k), the evolution in time of the tracking estimate pdf is given by the ChapmanKolmogorov equation 
B. Nonlinear Analysis Results
The evolution in time of the pdf described by the C-K equation (27) was evaluated using the numerical integration technique described in [14] . However, note that the Markov process with the transition density in (27) is not time homogeneous, and thus a steady-state density will not exist in general. Furthermore, the nonstationarity of the transition density makes computation of such quantities as mean time to lose lock infeasible. Nevertheless, examination of the p.d.f. evolution provides a check on the validity of the linearization approximation in the EKF, and also provides the exact nonlinear tracking error variance.
In Fig. 13 , the evolution in time of the estimate ? ( k ) pdf is shown over a span of 100 iterations. The channel coefficients are set to those of channel A, and the SNR is 10 dB, with a processing gain of L,, = 15 chips/bit. Here, ?(O) was initialized to zero, while the true delay T was set to 0.4Tc. It is clear that after 100 iterations, the EKF has converged to an unbiased estimate of 7 . Furthermore, detailed examination of the pdf evolution shows that a quasi-steady state exists. That is, as time progresses, the Kalman gain K ( k ) decreases sufficiently so that further variations in the delay estimate are relatively small, and thus the pdf fluctuations are minimized. The variation in the quasi-steady-state pdf (the pdf after 256 iterations) is illustrated in Fig. 14 for SNR's of 0, 5 , and 10 dB. The three-ray multipath channel is again specified by Channel A.
The degradation in performance with decreasing SNR, as illustrated by the broadening of the pdf's, is clearly evident. Fig. 15 shows the variation in the pdf with increasing frequencyselective fading. With a single path multipath channel, the pdf is sharply peaked. The pdf is broadened as the number of paths is increased. That is, the pdf corresponding to the 3-ray path (Channel A) is broader than the direct-path only pdf, but more sharply peaked than the pdf corresponding to the 4-ray path (Channel B.) The EKF maintains its own estimate of the tracking error variance in the error covariance p ( k I k). Thus, when the linearization of the measurement r ( k ) is nearly exact, we would expect that p( k I k) would closely correspond to the nonlinear tracking error covariance defined by
The nonlinear tracking error variance was evaluated using numerical integration of the pdf's computed from the ChapmanKolmogorov equation. Fig. 16 illustrates the comparative tracking error variances given by p ( k 1 k ) and by (30) for Channel A. (Note that p ( k I k) was evaluated using a simulation of (21) and (23).)
Prior to convergence, the linearization error is large, and this error is reflected in the fact that the nonlinear tracking error variance is much larger than the linearized estimate p ( k 1 k) computed with the EKF. However, note that for both 5 and 10 dB SNR's, the nonlinear tracking error variances and p( k I k) are in close agreement after about 100 iterations. The interpretation of this result is that the linearization error is negligible during quasi-steady-state operation of the delay estimator. Furthermore, since p ( k 1 k) is the error covariance of the minimum-variance (optimum) estimator assuming exact linearization, we can conclude that the performance of the EKF after convergence is also close to optimum. When the unknown delay 7 is deterministic, it is well known that the tracking error variance for any unbiased estimator F is lower bounded by the Cramer-Rao bound [lo, ch. 61. The C-R bound for the specific problem of a known signal s( t + 7) received in additive white Gaussian noise is derived in Section IV-A, and is given by
where N, is the total number of Nyquist samples upon which the estimate ? is based. In Figs. 17 and 18, the nonlinear tracking error variance obtained through solution of the Chapman-Kolmogorov equation is compared to the C-R bound. It is evident that the EKF estimator error variance is significantly greater than that of the optimal estimator. This is primarily due to the nonlinearity of the delay estimation problem. Also, note that there is an implicit modeling error inherent in the use of the EKF, that is, it is assumed that 7 ( k ) is a first-order AR process driven by an i i d . Gaussian sequence with variance U,', whereas the actual delay is a constant 7.
Therefore, the EKF performance can be. problem of PN code synchronization in a direct-sequence spreadspectrum receiver was considered as one application of the EKF estimator. Through simulation examples and analysis of a simplified delay-only estimator, it was shown that the method provides excellent performance, with tracking errors significantly less than 1/2 chip at SNR's as low as 0 dB. Analysis of the nonlinear estimator behavior, obtained through numerical solution of the Chapman-Kolmogorov equation, demonstrated that after convergence, the nonlinear tracking error variance was nearly equivalent to that predicted by the EKF error covariance p ( k I k). Thus, we can conclude that after convergence, the effect of linearization error on filter performance is negligible, due to the close agreement between the exact nonlinear and approximate linear estimator variance p ( k 1 k). However, due to the modeling error in 7( k ) inherent in the EKF (the delay is actually a constant while the EKF assumes that it is a first-order AR process), the nonlinear-tracking error variance is much greater than the Cramer-Rao lower bound. However, by decreasing the power of the AR process driving noise, U,?, assumed by the EKF, the nonlinear tracking error variance can be brought closer to the C-R bound. with N, the total number of samples upon which the estimate ? is to based.
It is well known that the variance of any unbiased estimator 3 of 7 is lower bounded as follows (see, for example, [lo, Ch. 61).
The above Cramer-Rao bound is now evaluated for the specific case of additive white Gaussian noise as given by (A. 1).
The joint density function of r has the circular Gaussian form and is given by a Thus, the final C-R bound is given by
