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Abstract
The trace of intertwining operators over the level one irreducible highest weight mod-
ules of the quantum affine algebra of type AN−1 is studied. It is proved that the trace
function gives a basis of the solution space of the qKZ equation at a generic level. The
highest-highest matrix element of the composition of intertwining operators is explicitly
calculated. The integral formula for the trace is presented.
1 Introduction
In this paper we study solutions of the quantized Knizhnik-Zamolodchikov (qKZ) equation
associated with the quantum group Uq(slN ). The idea in this paper stems from the study of
solvable lattice models.
The qKZ equation was introduced in [6] as the equation satisfied by the highest-highest
matrix element of the intertwining operators of quantum affine algebra. For generic values of
parameters the set of matrix elements give a basis of the solution space over the field of appro-
priate periodic functions. The connection matrix of two solutions with different asymptotics
have been calculated from the commutation relation of intertwining operators.
The solutions of the qKZ equation associated with Uq(sl2) is systematically studied by
Tarasov and Varchenko [15] (see also references in it). In [15] the solutions are described
as the multidimensional q-hypergeometric integrals. It is proved that, for generic values of
parameters, the q-hypergeometric solutions give a basis of the solution space over the field of
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appropriate periodic functions. The connection matrix is determined as the representation of
Felder‘s elliptic quantum group.
In this paper we propose another description of the basis of the solution space of the qKZ
equation as the traces of intertwining operators of quantum affine algebra.
Let us consider the Uq(slN ) modules V1,...,Vn and the trigonometric R matrix Rij(zi/zj)
acting on the tensor product Vi ⊗ Vj . The qKZ equation is the q difference equation for the
V1 ⊗ · · · ⊗ Vn valued function f(z1, · · · , zn) of the form
f(· · · , pzj , · · ·) = Rjj−1(pzj/zj−1) · · ·Rj1(pzj/z1)(κ
−H)j
×Rjn(zj/zn) · · ·Rjj+1(zj/zj+1)f(z1, · · · , zn), (1)
where κ−H =
∏N−1
i=1 κ
−hi
i , h1, · · · , hN−1 is a basis of the Cartan subalgebra of slN and (κ
−H)j
means that κ−H acts on Vj. The complex numbers p and κi‘s are the parameters of the equation.
If we write p = q2(k+N) the number k is called level.
Let Λi (0 ≤ i ≤ N − 1) be the fundamental weights of ŝlN . We identify Λi (1 ≤ i ≤ N − 1)
with the fundamental weights of slN . In this paper we consider the case where all Vi are
isomorphic to the N dimensional irreducible module V with the highest weight Λ1 or ΛN−1.
Let V (Λi) be the irreducible highest weight Uq(ŝlN ) module with the highest weight Λi and
Vζ the evaluation module of V . Then there exist, up to normalization, unique intertwining
operators Φ(ζ) and Ψ∗(ξ):
Φ(ζ) : V (Λi+1) −→ V (Λi)⊗ Vζ , Ψ
∗(ξ) : Vξ ⊗ V (Λi) −→ V (Λi+1).
We extend the index i of Λi to the set of integers and read it by modulo N . The operators Φ(ζ)
and Ψ∗(ξ) are sometimes called of type I and type II respectively [8]. The difference between
type I and type II is in the place where the evaluation module is. For type I it is on the right
of the highest weight module while for type II it is on the left.
Denote by D the grading operator of the principal gradation of V (Λi) and consider the
following trace:
G(ζ1, · · · , ζm|ξ1, · · · , ξn|x, κ) =
F (ζ |ξ|x)−1
N−1∑
i=0
trV (Λi)
(
xDκHΦ(ζ1) · · ·Φ(ζm)Ψ
∗(ξn) · · ·Ψ
∗(ξ1)
)
(2)
which is a function taking the value in HomC(V
⊗n, V ⊗m). Here F (ζ |ξ|x) is some scalar function
(cf. (15)). By the commutation relation of the intertwining operators, the cyclic property of
the trace and the functional equation of F (ζ |ξ|x), this function satisfies the equations:
G(ζ | · · ·xξi · · · |x, y) = G(ζ |ξ|x, κ)R¯ii+1(ξi/ξi+1) · · · R¯in(ξi/ξn)(κ
−H)ξi
×R¯i1(xξi/ξ1) · · · R¯ii−1(xξi/ξi−1), (3)
G(· · ·x−1ζi · · · |ξ|x, κ) = R¯jj−1(x
−1ζj/ζj−1) · · · R¯j1(x
−1ζj/ζ1)(κ
−H)ζi
×R¯jm(ζj/ζm) · · · R¯jj+1(ζj/ζj+1)G(ζ |ξ|x, κ), (4)
where R¯(ζ) is the trigonometric R matrix (c.f. (7)), R¯ii+1(ξi/ξi+1) acts non-trivially on Vξi⊗Vξi+1
in V ⊗n etc. The equation (4) has precisely the same form as the qKZ equation (1). Let tG
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be the transpose of G, that is, tG ∈ HomC(V
∗⊗m, V ∗⊗n), V ∗ being the dual vector space of
V . Then, as the equation for tG, (3) is of the same form as (1). Since we use the principal
gradation in this paper, to make a precise correspondence between the parameter x and the
parameter p in (1) we need to consider G as a function of zj = ζ
N
j and uj = ξ
N
j . Then if
xN = p = q2(k+N), tG and G satisfy the qKZ equation of level k and level −k − 2N in the
variables u and z respectively.
In this paper, if x−N = q2(k+N), we say (4) the qKZ equation of level k with the value in
V ⊗m.
Let Snk and S
∗n
k be the space of meromorphic solutions of the qKZ equation of level k with
the value in V ⊗n and V ∗⊗n respectively and F the field of x periodic meromorphic functions in
n variables. Then the function G defines two maps simultaneously:
tG(ζ | · |x, κ) : V ∗⊗m ⊗F −→ S∗nk , (5)
G(·|ξ|x, κ) : V ⊗n ⊗F −→ Sm−k−2N . (6)
In (5), ζ1, · · · , ζm are parameters of the map and in (6), ξ1, · · · , ξn are parameters of the map.
We consider the case n = m. We assume |x| < 1. We shall prove that, if x and κ are generic,
(5) is an isomorphism for the generic values of ζ1,...,ζm and (6) is an isomorphism for the generic
values of ξ1,...,ξn. It is proved by showing that the determinant of G does not vanish identically.
We calculate the determinant at x = 0 where G reduces to the highest-highest matrix element.
For the level one irreducible module V (Λi) the matrix elements can be calculated explicitly
without integral. This is expected because at q = 1 we have such formula calculated by using
the Frenkel-Kac bosonization of V (Λi) [5]. In the case of Uq(ŝl2) the formula is given in [8]. For
Uq(ŝlN) we carry out the integral of the integral formula given by the Frenkel-Jing bosonization
in [10] in a similar manner to N = 2 case.
The case x = q2 is relevant to the physical quantities in solvable lattice models. In fact at
this value of x if we further specialize the variables ζi and ξj appropriately, the trace functions
give correlation functions and form factors of the solvable lattice model constructed from the
R-matrix R¯(ζ). We have calculated the determinant of G for N = n = 2 and x = q2 explicitly.
By the q series expansion we checked that det G does not vanish identically for n = 3. We
conjecture that the determinant does not vanish identically at x = q2. This suggests that the
trace description can be effective for the completeness problem of the space of local fields [13][1].
The bosonization of intertwining operators makes it possible not only to derive the integral
formula for the matrix elements but also to derive the integral formula for the trace. We have
given the integral formula. Therefore the integral formula for the basis of the solution space of
(3) and (4) is given.
The plan of this paper is as follows.
In section 2 we give necessary notations of quantum affine algebra of type A
(1)
N−1. We
introduce the intertwining operators for the level one integrable modules in the principal picture
in section 3. In section 4 we give the relation between principal picture and homogeneous
picture. It serves for translating the results in the references into principal picture and vice
versa. In section 5 we introduce the trace of intertwining operators and derive the equations
satisfied by them. The main results and their proof is given in section 6. In section 7 we give
an example of the concrete expression of the determinant of the trace of intertwining operators
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in the case of Uq(ŝl2). In section 8 we give the integral formula for the matrix element of the
intertwining operators. The integrated formula for the matrix element is given in section 9. In
section 10 the integral formula of the trace of intertwining operators is presented. In appendix
A we refer the integral formula for the trace of intertwining operators of Uq(ŝl2) in [8], since in
this case it is possible to simplify the formula a bit. This simplification is used in the calculation
in the example of section 7. The bosonic expression of the intertwining operators are reviewed
in appendix B. The list of the expression of the operators in terms of their normal ordered
operators is given in appendix C. In appendix D a derivation of the integral formula for the
trace of intertwining operators is explained.
2 Preliminary
Let A = (aij) be the generalized Cartan matrix of type A
(1)
N−1, {αi}
N−1
i=0 and {hi}
N−1
i=0 the set of
simple roots and simple coroots respectively so that < αi, hj >= aij .
The quantum affine algebra U ′q(ŝlN ) is the Hopf algebra generated by ei, fi, t
±1
i (0 ≤ i ≤
N − 1) with the following defining relations:
titj = tjti, t
±1
i t
∓1
i = 1, tiejt
−1
i = q
<hi,αj>ej , tifjt
−1
i = q
−<hi,αj>fj ,
[ei, fj] = δij
ti − t
−1
i
q − q−1
,
N−1∑
k=0
(−1)ke
(k)
i e
(1−aij−k)
j =
1−aij∑
k=0
(−1)kf
(k)
i f
(1−aij−k)
j = 0 i 6= j,
where e(k) = ek/[k]! and similarly for f (k), [k]! = [k] · · · [2][1], [k] = (qk − q−k)/(q − q−1).
The coproduct ∆ and the antipode S are given by ∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) =
fi ⊗ t
−1
i + 1⊗ fi, ∆(ti) = ti ⊗ ti and S(ei) = −t
−1
i ei, S(fi) = −fiti, S(ti) = t
−1
i .
We extend the algebra U ′q(ŝlN) by adding the element D such that
[D, ei] = ei, [D, fi] = −fi, [D, t
±1
i ] = 0, ∆(D) = D ⊗ 1 + 1⊗D.
The resulting algebra is denoted by Uq(ŝlN ). We say that an element X ∈ Uq(ŝlN) is of degree
n if [D,X ] = n. We denote by Λi (0 ≤ i ≤ N − 1) the fundamental weights of ŝlN . We identify
Λi (1 ≤ i ≤ N − 1) with the fundamental weights of slN . We extend the index i of Λi to any
integer and read it by modulo N .
For a highest weight Uq(ŝlN ) moduleM with the highest weight vector v, D defines a grading
on M by D(Xv) = n for a degree n element X in Uq(ŝlN). The evaluation representation
Vζ = ⊕
N−1
j=0 Cvj of U
′
q(ŝlN) associated with the irreducible Uq(slN) module with the highest
weight Λ1 is given by
fivj = ζ
−1δij+1vj+1, eivj = ζδijvj−1, tivj = q
−δij+δij+1vj ,
where the index of vj should be read modulo N . In terms of {Λj} the weight of vj , which we
denote wtvj, is given by wtvj = Λj+1 − Λj.
We denote the binomial coefficient by nCr, that is, (1 + x)
n =
∑n
r=0 nCrx
r.
In this paper two kinds of variables appear, one is u and z, the other is ξ and ζ . They are
always related by the relation u = ξN and z = ζN except in Appendix A where u = −ξ2 and
z = ζ2.
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3 Intertwining operators
In [2][10] the evaluation representation, R matrices and intertwining operators are described in
the homogeneous grading. We shall rewrite them to the principal picture so that the description
is consistent with the sl2 case in [8] and that the equations for the trace of intertwining operators
are free from cumbersome factors.
Let PR¯(ζ1/ζ2) be the intertwiner from Vζ1 ⊗ Vζ2 to Vζ2 ⊗ Vζ1 normalized as PR¯(ζ1/ζ2)(v0 ⊗
v0) = v0⊗v0, where P is the permutation operator, P (v⊗w) = w⊗v. We define the components
of R¯(ζ) by R¯(ζ)(vi ⊗ vj) =
∑
i′,j′ R¯(ζ)
ij
i′j′vi′ ⊗ vj′.
They are given by (cf. [2])
R¯(ζ)jjjj = 1, R¯(ζ)
jk
jk = b(ζ) =
q(1− ζN)
1− q2ζN
(j 6= k),
R¯(ζ)jkkj = cjk(ζ) =
1− q2
1− q2ζN
ζNθ(k−j)+j−k (j 6= k), (7)
where θ(k) = 1 (k ≥ 0), = 0 (otherwise) and 0 ≤ j, k ≤ N − 1.
Let V (Λi) be the irreducible highest weight Uq(ŝlN) module with the highest weight Λi
and the highest weight vector |Λi >, V (Λi)
∗ the restricted dual right highest weight module
of V (Λi) with the highest weight vector < Λi| such that << Λi|, |Λi >>= 1, where <,> is
the dual pairing. We denote << Λj|, X|Λi >>=<< Λj|X, |Λi >>=< Λj |X|Λi > for any
X ∈ HomC(V (Λi), V (Λj)), where X acts on V (Λj)
∗ from the right.
The type I and type II intertwining operators Φ(i)(ζ) and Ψ∗(i)(ξ) are the U ′q(ŝlN) linear
operators of the form
Φ(i)(ζ) : V (Λi+1) −→ V (Λi)⊗ Vζ ,Φ
(i)(ζ) =
N−1∑
ǫ=0
Φ(i)ǫ (ζ)⊗ vǫ,
Ψ∗(i)(ξ) : Vξ ⊗ V (Λi) −→ V (Λi+1),Ψ
∗(i)(ξ)(vµ ⊗ u) = Ψ
∗(i)
µ (ξ)u.
In the second equation u ∈ V (Λi). We normalize them by the condition that
< Λi|Φ
(i)
i (ζ)|Λi+1 >= 1, < Λi+1|Ψ
∗(i)
i (ζ)|Λi >= 1.
Under these normalization the operators Φ(i)(ζ) and Ψ(i)∗(ξ) are unique.
We sometimes omit the upper index (i) of Φ(i)(ζ) and Ψ∗(i)(ξ) for the sake of simplicity.
They satisfy the following commutation relations ([2]):
R(ζ1/ζ2)Φ(ζ1)Φ(ζ2) = Φ(ζ2)Φ(ζ1), (8)
Ψ∗(ξ2)Ψ
∗(ξ1)R
∗(ξ1/ξ2) = Ψ
∗(ξ1)Ψ
∗(ξ2), (9)
Φ(ζ)Ψ∗(ξ) = τ(ζ/ξ)Ψ∗(ξ)Φ(ζ), (10)
where
τ(ζ) = ζ1−N
θq2N (qζ
N)
θq2N (qζ−N)
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and for any complex number p such that |p| < 1 we set θp(z) = (z; p)∞(pz
−1; p)∞(p; p)∞,
(z; p)∞ =
∏∞
k=0(1− p
kz).
The matrices R(ζ) and R∗(ζ) is given by R(ζ) = r(ζ)R¯(ζ) and R∗(ζ) = r∗(ζ)R¯(ζ) with
r(ζ) = ζ−1
(q2Nz−1; q2N)∞(q
2z; q2N )∞
(q2Nz; q2N )∞(q2z−1; q2N)∞
, r∗(ζ) = −ζ−1
(q2Nz−1; q2N )∞(q
2N−2z; q2N)∞
(q2Nz; q2N )∞(q2N−2z−1; q2N)∞
.
In these commutation relations we use the following notation: for vi ⊗ vj ∈ Vζ1 ⊗ Vζ2 and
vj′ ⊗ vi′ ∈ Vζ2 ⊗ Vζ1 , the equation vi ⊗ vj = vj′ ⊗ vi′ means vi = vi′ and vj = vj′. This is for the
sake of simplifying the description of the equation. Thus in terms of components (8), (9) and
(10) are written as
R(ζ1/ζ2)
ǫ′1ǫ
′
2
ǫ1ǫ2Φǫ′1(ζ1)Φǫ′2(ζ2) = Φǫ2(ζ2)Φǫ1(ζ1), (11)
R∗(ξ1/ξ2)
ǫ1ǫ2
ǫ′1ǫ
′
2
Ψ∗ǫ′2(ξ2)Ψ
∗
ǫ′1
(ξ1) = Ψ
∗
ǫ1
(ξ1)Ψ
∗
ǫ2
(ξ2), (12)
Φǫ(ζ)Ψ
∗
µ(ξ) = τ(ζ/ξ)Ψ
∗
µ(ξ)Φǫ(ζ). (13)
Let σ be the automorphism of Uq(ŝlN) induced by the Dynkin diagram automorphism,
σ(ei) = ei+1, σ(fi) = fi+1, σ(hi) = hi+1. The indices are understood by modulo N . The Dynkin
automorphism σ induces the linear automorphism of Vζ , the linear isomorphism between the left
highest weight modules V (Λi) and V (Λi+1), the linear isomorphism between the right highest
weight modules V (Λi)
∗ and V (Λi+1)
∗ by σ(vj) = vj+1, σ(|Λi >) = |Λi+1 >, σ(< Λi|) =< Λi−1|
with the properties σ(Xv) = σ(X)σ(v) and σ(v∗X) = σ(v∗)σ−1(X) forX ∈ Uq(ŝlN), v ∈ V (Λi),
v∗ ∈ V (Λi)
∗.
Then the intertwining operators satisfy the following relations
Φ(i)(ζ) = (σ ⊗ σ)Φ(i−1)(ζ)σ−1, Ψ∗(i)(ξ) = σΨ∗(i−1)(ξ)(σ−1 ⊗ σ−1).
In terms of components these are
Φ(i)ǫ (ζ) = σΦ
(i−1)
ǫ−1 (ζ)σ
−1, Ψ∗(i)µ (ξ) = σΨ
∗(i−1)
µ−1 (ξ)σ
−1.
These relations are proved by checking the intertwining properties and the normalization con-
ditions of the right hand side of the equations using the relation
(σ ⊗ σ)∆ = ∆σ.
The R matrix R¯(ζ) is also invariant with respect to σ:
R¯(ζ)
σ(i)σ(j)
σ(i′)σ(j′) = R¯(ζ)
ij
i′j′,
where σ(i) = i+ 1 (0 ≤ i ≤ N − 2), σ(N − 1) = 0.
6
4 Principal-homogeneous correspondence
We shall give relations between the intertwining operators in this paper and those in [10][2].
Let V (h)z = ⊕
N−1
j=0 Cvj be the homogeneous evaluation representation given by
fivj = z
−δi0δij+1vj+1, eivj = z
δi0δijvj−1, tivj = q
−δij+δij+1vj,
The map Vζ −→ V
(h)
z given by vi 7→ viζ
i commutes with the action of U ′q(ŝlN ), where z = ζ
N .
Let Φ˜ΛiVΛi+1(z) and Φ˜
V ∗Λi+1
Λi
(z) be the intertwining operators in [10]:
Φ˜ΛiVΛi+1(z) : V (Λi+1) −→ V (Λi)⊗ V
(h)
z , Φ˜
V ∗Λi+1
Λi
(z) : V (Λi) −→ V
(h)∗
z ⊗ V (Λi+1).
We set
Φ˜h(i)(z) = Φ˜ΛiVΛi+1(z), Φ˜
V ∗Λi+1
Λi
(z) =
N−1∑
j=0
v∗j ⊗ Ψ˜
∗h(i)
j (z),
where {v∗j} is the dual basis to {vj}, < vi, v
∗
j >= δij. Then
Φ
(i)
j (ζ) = ζ
i−jΦ˜
h(i)
j (ζ
N), Ψ
∗(i)
j (ζ) = ζ
j−iΨ˜
∗h(i)
j (ζ
N),
where 0 ≤ i, j ≤ N − 1. We remark that the dual representation V ∗ in Φ˜
V ∗Λi+1
Λi
(z) in [10] is
with respect to the antipode inverse.
Let R¯(h)(z) = R¯V (1)V (1)(z) be the R matrix in [2]. Then
R¯(ζ)iji′j′ = R¯
(h)(ζN)iji′j′ζ
i−i′.
5 Trace of intertwining operators
In order to appropriately normalize the trace of intertwining operators we first introduce scalar
functions which satisfies some functional equations. For complex numbers p1, · · · , pk such that
|pi| < 1 for any i, we define
(z; p1, · · · , pk)∞ =
∞∏
r1,···,rk=0
(1− pr1 · · · prkz).
We set {z} = (z; q2N , xN)∞ and
h(σ)(z|x) =
{q1+σxNz−1}{q1+σz}
{q2N−1+σxNz−1}{q2N−1+σz}
, (14)
where σ = 0,±1. Let us define
F¯ (z|u|x) =
∏
a<b
h(+)(
zb
za
|x)(
∏
a,b
h(0)(
ua
zb
|x))−1
∏
a<b
h(−)(
ua
ub
|x), (15)
7
and
F (ζ |ξ|x) = F¯ (z|u|x)
( ∏
a,b θx(−ξb/ζa)∏
a<b θx(−ζb/ζa)
∏
a<b θx(−ξa/ξb)
)N−1
.
The function F satisfies the following equations:
F (· · · , ζj+1, ζj, · · · |ξ|x) = r(ζj/ζj+1)F (ζ |ξ|x),
F (ζ | · · · , ξj+1, ξj, · · · |x) = r
∗(ξj/ξj+1)F (ζ |ξ|x),
F (x−1ζ1, · · · , ζm|ξ|x) =
n∏
j=1
τ(ξj/ζ1)F (ζ2, · · · , ζm, ζ1|ξ|x),
F (ζ |xξ1, · · · , ξn|x) =
m∏
j=1
τ(ξ1/ζj)F (ζ |ξ2, · · · , ξn, ξ1|x).
For complex numbers y1,...,yN−1 let us set y
±H =
∏N−1
j=1 y
±hj
j . Let x be a complex number
satisfying |x| < 1. We define the normalized trace function as
G(i)(ζ |ξ|x, y) =
trV (Λi)(x
DyHΦ(ζ1) · · ·Φ(ζm)Ψ
∗(ξn) · · ·Ψ
∗(ξ1))
F (ζ |ξ|x)
. (16)
and set
G(ζ |ξ|x,y) =
N−1∑
i=0
G(i)(ζ |ξ|x,y). (17)
These functions take the value in HomC(V
⊗n, V ⊗m). We define the components of G by
G(ζ |ξ|x, y)(vµ1 ⊗ · · · ⊗ vµn) =
∑
ǫ1,···,ǫm
G(ζ |ξ|x, y)ǫ1,···,ǫmµ1,···,µnvǫ1 ⊗ · · · ⊗ vǫm .
By the functional equation of F and the commutation relations of intertwining operators
the function G satisfies the following system of equations:
R¯ii+1(ζi/ζi+1)G(· · · ζiζi+1 · · · |ξ|x, y) = G(· · · ζi+1ζi · · · |ξ|x, y),
G(ζ | · · · ξiξi+1 · · · |x, y)R¯ii+1(ξi/ξi+1) = G(ζ | · · · ξi+1ξi · · · |x, y),
G(x−1ζ1, ζ2, · · · , ζm|ξ|x, y) = (y
−H)ζ1G(ζ2, · · · , ζm, ζ1|ξ|x, y),
G(ζ |xξ1, ξ2, · · · , ξn|x, y) = G(ζ |ξ2, · · · , ξn, ξ1|x, y)(y
−H)ξ1 ,
where R¯ij(ζi/ζj) acts nontrivially on the component Vζi ⊗ Vζj in Vζ1 ⊗ · · ·⊗ Vζm , R¯ij(ξi/ξj) acts
nontrivially on the component Vξi ⊗ Vξj in Vξ1 ⊗ · · · ⊗ Vξn and (y
−H)ζ1 means that y
−H acts on
the component Vζ1 etc. In thses equations we use the same notation as in the equation (8), (9)
and (10) to avoid the use of permutation operators in the equations (see the comment before
(11), (12), (13)).
As a consequence of these equations G satisfies
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G(· · ·x−1ζi · · · |ξ|x, y) = K
(1)
i (ζ1, · · · , ζm|x, y)G(ζ |ξ|x, y), (18)
G(ζ | · · ·xξi · · · |x, y) = G(ζ |ξ|x, y)K
(2)
i (ξ1, · · · , ξn|x, y) (19)
K
(1)
i (ζ1, · · · , ζm|x, y) =
R¯ii−1(x
−1ζi/ζi−1) · · · R¯i1(x
−1ζi/ζ1)(y
−H)ζiR¯im(ζi/ζm) · · · R¯ii+1(ζi/ζi+1),
K
(2)
i (ξ1, · · · , ξn|x, y) =
R¯ii+1(ξi/ξi+1) · · · R¯in(ξi/ξn)(y
−H)ξiR¯i1(xξi/ξ1) · · · R¯ii−1(xξi/ξi−1).
Note that
tK
(2)
i (ζ1, · · · , ζm|x, y) = K
(1)
i (ζ1, · · · , ζm|x
−1, y).
If we denote xN = q2(k+N) then the corresponding equations (18) and the transpose of (19)
are the qKZ equations of level −k − 2N and level k respectively.
From the Dynkin symmetry of the intertwining operators, G(i) and G satisfy the following
equations:
G(i+1)(ζ |ξ|x, y1, · · · , yN−1)
σ(ǫ1),···,σ(ǫm)
σ(µ1),···,σ(µn)
= y1G
(i)(ζ |ξ|x, y−11 y2, · · · , y
−1
1 yN−1, y
−1
1 )
ǫ1,···,ǫm
µ1,···,µn ,
G(ζ |ξ|x, y1, · · · , yN−1) = y1G(ζ |ξ|x, y
−1
1 y2, · · · , y
−1
1 yN−1, y
−1
1 ).
We define G¯(i)(ζ |ξ|x, y) by the similar formula to (16) where F (ζ |ξ|x) is replaced by F¯ (z|u|x).
Then define the function G¯(ζ |ξ|x,y) similarly to (17).
The function G¯ satisfies the following system of equations:
(
ζi+1
ζi
)N−1R¯ii+1(ζi/ζi+1)G¯(· · · ζiζi+1 · · · |ξ|x, y) = G¯(· · · ζi+1ζi · · · |ξ|x, y), (20)
G¯(ζ | · · · ξiξi+1 · · · |x, y)(
ξi
ξi+1
)N−1R¯ii+1(ξi/ξi+1) = G¯(ζ | · · · ξi+1ξi · · · |x, y), (21)
G¯(x−1ζ1, ζ2, · · · , ζm|ξ|x, y) = G¯(ζ2, · · · , ζm, ζ1|ξ|x, y)
n∏
j=1
(
ζ1
ξj
)N−1,
G¯(ζ |xξ1, ξ2, · · · , ξn|x, y) = G¯(ζ |ξ2, · · · , ξn, ξ1|x, y)
n∏
j=1
(
ζj
ξ1
)N−1.
For the Dynkin diagram symmetries exactly the same equation as G(i) and G holds for G¯(i)
and G¯.
Up to now we do not mention to in which sense the trace (16) exists and to the validity of
the application of the commutation relations (8), (9) and (10) inside the trace. By definition the
trace (16) exists as a formal power series in x whose coefficient is a finite sum of matrix elements
of the intertwining operator Φ(ζ1) · · ·Ψ
∗(ξ1). It is known that the latter matrix element, which
originally defined as a series in ζ and ξ, are analytically continued to give a meromorphic
function on (C∗)n+m, where C∗ = C\{0} is the algebraic torus. In fact, as we show in section
10, the series in x can be summed up explicitly to express the trace (16) as a meromorphic
function on (C∗)n+m. Since the commutation relations (8), (9) and (10) hold in the sense of
analytically continued matrix element, they are applicable to the series expression of the trace
in x and hence to the meromorphic expression of the trace.
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6 Completeness of trace function
In this section we assume n = m and study the determinant of G¯. Let (V ⊗n)k0,···,kN−1 =
{v ∈ V ⊗n|tiv = q
ki−1−kiv} be the weight subspace of V ⊗n with respect to Uq(slN). From
the definition of the trace and the intertwining operators, G¯ commutes with the action of ti
(1 ≤ i ≤ N − 1). Therefore the determinant of G¯ is the product of the determinants taken at
each weight subspace. In the following we fix a set of numbers k0,...,kN−1. The determinant
always means the determinant taken at the weight subspace (V ⊗n)k0,···,kN−1 .
Theorem 1 We assume |x| < 1. Then det G¯(ζ |ξ|x, y) does not vanish identically as a function
of ζi‘s, ξj‘s, x, q and yk‘s. Moreover det G¯(ζ |ξ|x, 1) does not vanish identically. Here y = 1
means that all yi = 1.
We say that (x, q, y) = (x, q, y1, · · · , yN−1) is generic if det G¯(ζ |ξ|x, y) does not vanish
identically as a function of ζ ‘s and ξ‘s. For fixed (x, q, y) we say that the set of complex
numbers ζ1,...,ζn is generic if det G¯(ζ |ξ|x, y) does not vanish identically as a function of ξ‘s.
Similarly for fixed (x, q, y) we say that the set of complex numbers ξ1,...,ξn is generic if det
G¯(ζ |ξ|x, y) does not vanish identically as a function of ζ ‘s.
Corollary 1 Suppose that (x, q, y) is generic. The map (5) is an isomorphism for generic
values of ζ1,...,ζn and the map (6) is an isomorphism for generic values of ξ1,...,ξn.
To prove Theorem 1 we first express the determinant of G¯ using some single function. Let
us set
f(ζ |ξ|x,y) = G¯(ζ |ξ|x,y)
0k0 ···(N−1)kN−1
0k0 ···(N−1)kN−1
,
where (0k0 · · · (N − 1)kN−1) means the ǫ = (ǫ1, · · · , ǫn) such that ǫ1 ≤ · · · ≤ ǫn and the number
of i in ǫ is ki. We call f the extremal component of G¯.
From (20) and (21) we have, for l > k,
G¯(· · · ζiζi+1 · · · |ξ|x, y)
···lk···
µ = a
(3)
kl (ζi/ζi+1)G¯(· · · ζiζi+1 · · · |ξ|x, y)
···kl···
µ
+a1(ζi/ζi+1)G¯(· · · ζi+1ζi · · · |ξ|x, y)
···kl···
µ , (22)
G¯(ζ | · · · ξiξi+1 · · · |x, y)
ǫ
···lk··· = a
(4)
kl (ξi/ξi+1)G¯(ζ | · · · ξiξi+1 · · · |x, y)
ǫ
···kl···
+a2(ξi/ξi+1)G¯(ζ | · · · ξi+1ξi · · · |x, y)
ǫ
···kl···, (23)
where
a1(ζ) =
q−1ζN−1(1− q2ζN)
1− ζN
, a2(ζ) =
q−1ζ−N+1(1− q2ζN)
1− ζN
,
a
(3)
kl (ζ) = −
q−1ζN+k−l(1− q2)
1− ζN
, a
(4)
kl (ζ) = −
q−1ζ l−k(1− q2)
1− ζN
.
Using these equations it is possible to express any component of G¯ in terms of f . In order
to describe this expression precisely let us introduce the lexicographical order, on the set of
ǫ = (ǫ1, · · · , ǫn) such that ♯{j|ǫj = i} = ki, comparing from left to right. The minimal element
is (0k0 · · · (N − 1)kN−1). It is convenient to associate M = (M0, · · · ,MN−1) with ǫ = (ǫ1, · · · , ǫn)
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such thatMi = {m
(i)
1 < · · · < m
(i)
ki
} = {j|ǫj = i}. We use both notations to specify components
of G¯. We denote the minimal element by M0 = (M00 , · · · ,M
0
N−1). For M = (M0, · · · ,MN−1)
we set (ζM0, · · · , ζMN−1) = (ζm(0)1
, · · · , ζ
m
(N−1)
kN−1
). Then
G¯(ζ |ξ|x, y)ML =
∑
M ′≤M
aMM
′
G(ζM ′0, · · · , ζM ′N−1 |ξ|x, y)
M0
L ,
with
aMM =
∏
r>l
∏
a∈Mr ,b∈Mla<b
a1(ζa/ζb).
Similarly
G¯(ζ |ξ|x, y)ML =
∑
L′≤L
bLL
′
G(ζ |ξL′0, · · · , ξL′N−1 |x, y)
M
M0,
with
bLL =
∏
r>l
∏
a∈Lr ,b∈Lla<b
a2(ξa/ξb).
These equations mean that the matrix G¯ and the matrix whose components consist of f
with permuted variables are connected by the product of two triangular matrices with diagonal
components (aMM)M and (b
MM)M respectively. Thus we have
Proposition 1
det(G¯(ζ |ξ|x, y)ǫµ) =
(∏
i<j
a1(ζi/ζj)a2(ξi/ξj)
)n(k0,···,kN−1)
×det
(
f(ζM0, · · · , ζMN−1|ξL0, · · · , ξLN−1|x, y)
)
M,L
,
where
n(k0, · · · , kN−1) =
∑
0≤l<r≤N−1
nl,r(k0, · · · , kN−1),
nl,r(k0, · · · , kN−1) =
N−2∏
j=0
n−2−
∑j−1
i=0
k′
i
Ck′
j
,
(k′0, · · · , k
′
N−1) = (k0, · · · , kl − 1, kl+1, · · · , kr−1, kr − 1, · · · , kN−1),
where the empty sum
∑−1
i=0 k
′
i should be understood as 0.
Note that, by definition, G¯(ζ |ξ|x, y) reduces to the matrix element at x = 0:
G¯(ζ |ξ|0, y)ǫµ = F¯ (z|u|0)
×
N−1∑
i=0
< Λi|y
HΦǫ1(ζ1) · · ·Φǫm(ζm)Ψ
∗
µn(ξn) · · ·Ψ
∗
µ1(ξ1)|Λi > .
The matrix element can be calculated explicitly using the bosonization of the intertwining
operators [10] on the Frenkel-Jing bosonization of V (Λi) [4]. In fact the bosonization gives
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the integral formula for the matrix elements. The integral of the extremal component can be
calculated rather easily. For N = 2 such calculation is done in [8]. We give the integral formula
in section 8 and the integrated formula with its derivation in section 9.
By specializing the formula of Proposition 3 in section 9 to i = j, kr = lr (0 ≤ r ≤ N − 1),
multiplying yi and summing up in i from 0 to N − 1 we get
Proposition 2 We have
f(ζ |ξ|0, y) = C
n∏
a=1
(
ζa
ξa
)(N−1)(1−a)
N−1∏
r=0
∏
a∈M0r
(
ξa
ζa
)r
×
∏
r<l
∏
a∈M0r ,b∈M
0
l
(za − qub)(ua − qzb)
(za − q2zb)(ua − q2ub)
N−1∑
i=0
yi
n∏
a=1
(
ζa
ξa
)i
Ki−1∏
a=1
(
ua
za
)
where Kj = k0 + · · ·+ kj, K−1 = 0, y0 = 1,
C = (−1)
∑N−2
r=0
(r+1)krq
1
2
K2
N−1−
1
2
∑N−2
r=0
k2r+KN−2kN−1 .
The empty product from 1 to 0 should be understood as one.
Proof of Theorem 1. It is sufficient to prove that det
(
f(ζM0, · · · , ζMN−1 |ξL0, · · · , ξLN−1 |0, 1)
)
M,L
does not vanish identically, where 1 means yi = 1 for any i. Let P =
∏N−2
a=0 n−Ka−1Cka be the
size of the determinant. We set
f1(ζ1, · · · , ζn) =
n∏
a=1
ζ (N−1)(1−a)a
N−1∏
r=0
∏
a∈M0r
ζ−ra , f2(ξ1, · · · , ξn) = f1(ξ1, · · · , ξn)
−1.
Then by Proposition 2 we have
det
(
f(ζM0, · · · , ζMN−1|ξL0, · · · , ξLN−1|0, 1)
)
M,L
= CP
∏
M
f1(ζM0, · · · , ζMN−1)f2(ξM0, · · · , ξMN−1)
×
∏
M
∏
r<l
∏
a∈Mr ,b∈Ml
(za − q
2zb)
−1(ua − q
2ub)
−1D(ζ |ξ|q),
where D(ζ |ξ|q) = det(D(ζ |ξ|q)M,L)M,L and
D(ζ |ξ|q)M,L
=
∏
r<l
[ ∏
a∈Mr ,b∈Ll
(za − qub)
∏
a∈Lr ,b∈Ml
(ua − qzb)
] N−1∑
j=0
n∏
a=1
(
ζa
ξa
)j
j−1∏
r=0
(
∏
a∈Mr
z−1a
∏
a∈Lr
ua).
We consider the case q = 1 and ζj = ξj for any j. It is easy to see that if M is different from
L then D(ζ |ξ|1)M,L = 0. Hence the matrix (D(ζ |ζ |1)M,L)M,L is a diagonal matrix and
det(D(ζ |ζ |1)M,L)M,L =
∏
M
D(ζ |ζ |1)M,M = N
P
∏
M
∏
r<l
∏
a∈Mr ,b∈Ml
(za − zb)
2.
This completes the proof.
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7 Determinant formula at N = 2 and x = q2
Let us give here examples of the explicit formulae for the determinants of G¯. To understand the
general structure of the formula in the example below we first present the system of equations
satisfied by the determinant and give one solution of it. By taking the determinant of the
equation of G¯ at the weight space (V ⊗n)k0,k1 we have
(
ζi+1
ζi
)nCk0
(zi − q2zi+1
zi+1 − q2zi
)
n−2Ck0−1detG¯(· · · ζiζi+1 · · · |ξ|x, y) = detG¯(· · · ζi+1ζi · · · |ξ|x, y),
(
ξi
ξi+1
)nCk0
(ui − q2ui+1
ui+1 − q2ui
)
n−2Ck0−1detG¯(ζ | · · · ξiξi+1 · · · |x, y) = detG¯(ζ | · · · ξi+1ξi · · · |x, y),
detG¯(x−1ζ1, ζ2, · · · , ζn|ξ|x, y) = detG¯(ζ2, · · · , ζn, ζ1|ξ|x, y)(−1)
(n−1)n−2Ck0−1(
n∏
j=1
ζ1
ξj
)nCk0 ,
detG¯(ζ |xξ1, ξ2, · · · , ξn|x, y) = detG¯(ζ |ξ2, · · · , ξn, ξ1|x, y)(−1)
(n−1)n−2Ck0−1(
n∏
j=1
ζj
ξ1
)nCk0 ,
If x = q2 and y = 1, one solution to these system of equations is given by
Q(ζ |ξ) =( n∏
j=1
(
ξj
ζj
)n−1
∏
k<k′
zk′ − q
2zk
uk − q2uk′
)
n−2Ck0−1
( n∏
j=1
(
ξj
ζj
)j−1θq2(−
n∏
j=1
ξj
ζj
)
)
nCk0 .
Any other meromorphic solution of the equation is given by multiplying a meromorphic function
which is symmetric and q2 periodic in ζi‘s and ξi‘s respectively to Q(ζ |ξ).
Example 1. We consider the case of k0 = 0. The formula is from [8].
G¯(ζ1, · · · , ζn|ξ1, · · · , ξn|x, y)
−···−
−···− = (x
2)∞
n∏
j=1
(ξj
ζj
)j
θx(−y
n∏
j=1
ζj
ξj
).
Example 2. Let us consider the case x = q2 y = 1, n = 2, k0 = 1. Then
G¯(ζ1, ζ2|ξ1, ξ2|q
2, 1)+−+− =
q(q4)∞
2∏
j=1
(
ξj
ζj
)
θq2(−q
∏2
j=1
ξj
ζj
)
u1 − q2u2
u2(1−
ζ1ξ1
ζ2ξ2
), (24)
and
det(G¯(ζ1, ζ2|ξ1, ξ2)
ǫ1ǫ2
µ1µ2
) =
−q2(q4)2∞
2∏
j=1
(
ξj
ζj
)2j
z2 − q
2z1
u1 − q2u2
θq2(−q
2∏
j=1
ξj
ζj
)2. (25)
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Here (z)∞ = (z : q
4)∞ and zi = ζ
2
i , ui = ξ
2
i . This formula is calculated using the technique
found in [12].
By using (22), (23) we can calculate other components of G¯. By Dynkin diagram symmetry
we know a priori that G¯(ζ |ξ|q2, 1)−+−+ = G¯(ζ |ξ|q
2, 1)+−+−, G¯(ζ |ξ|q
2, 1)−++− = G¯(ζ |ξ|q
2, 1)+−−+. Then
the concrete expression for G¯ is given by
G¯(ζ |ξ|q2, 1)(v+ ⊗ v−) =
(q4)∞
2∏
j=1
(
ξj
ζj
)
θq2(−q
∏2
j=1
ξj
ζj
)
u1 − q2u2
u2
(
q(1−
ζ1ξ1
ζ2ξ2
)v+ ⊗ v− −
ξ1
ξ2
(1− q2
ζ1ξ2
ζ2ξ1
)v− ⊗ v+
)
,
G¯(ζ |ξ|q2, 1)(v− ⊗ v+) =
(q4)∞
2∏
j=1
(
ξj
ζj
)
θq2(−q
∏2
j=1
ξj
ζj
)
u1 − q2u2
u2
(
−
ξ1
ξ2
(1− q2
ζ1ξ2
ζ2ξ1
)v+ ⊗ v− + q(1−
ζ1ξ1
ζ2ξ2
)v− ⊗ v+
)
.
8 Integral formula for matrix elements
We set
G¯(ij)(ζ |ξ)ǫ1,···,ǫmµ1,···,µn =
< Λi|Φǫ1(ζ1) · · ·Φǫm(ζm)Ψ
∗
µn(ξn) · · ·Ψ
∗
µ1
(ξ1)|Λj >
F¯ (z|u|0)
,
where F¯ (z|u|0) is given by (14) and (15). We need to assume j + n = i + m mod.N for the
matrix element to be well defined.
Let kr = ♯{j|ǫj = r}, lr = ♯{j|µj = r} for 0 ≤ j ≤ N − 1. Then m =
∑N−1
r=0 kr and
n =
∑N−1
r=0 lr. The function G¯
(ij)(ζ |ξ)ǫµ is zero unless
n∑
r=1
wtvµr + Λj =
m∑
r=1
wtvǫr + Λi.
Since wtvr = Λr+1 − Λr this condition is written as
kr − lr = kr−1 − lr−1 + δr,i − δr,j 0 ≤ r ≤ N − 1, (26)
where we understand k−1 = kN−1 and l−1 = lN−1. In particular we have m− n = j − i+Nr0,
where r0 = kN−1−lN−1. We assume the condition (26). We set w
(a)
N = q
N+1za and v
(b)
N = q
N+1ub
for the sake of convenience. Then
G¯(ij)(ζ |ξ)ǫ1,···,ǫmµ1,···,µn
= C¯(ij)(ǫ, µ)
m∏
a=1
ζ (N−1)(m−n+1−a)+j−ǫaa
n∏
b=1
ξ
(N−1)(b−1)−j+µb
b
×
∫
C
(1)
ǫ1+1
dw
(1)
ǫ1+1
2πi
· · ·
∫
C˜
(n)
N−1
dv
(n)
N−1
2πi
∏
a;ǫa≤j−1
(w
(a)
j )
−1
∏
b;µb≤j−1
v
(b)
j
14
×
m∏
a=1
N−1∏
k=ǫa+1
(q−1 − q)w
(a)
k
(w
(a)
k − q
−1w
(a)
k+1)(w
(a)
k − qw
(a)
k+1)
n∏
b=1
N−1∏
k=µb+1
(q−1 − q)v
(b)
k+1
(v
(b)
k − q
−1v
(b)
k+1)(v
(b)
k − qv
(b)
k+1)
×
∏
a<b
∏
k
−1
w
(a)
k − qw
(b)
k−1
∏
a<b
∏
k
1
w
(a)
k − qw
(b)
k+1
∏
a<b
∏
k≤N−1
(w
(a)
k − q
2w
(b)
k )(w
(a)
k − w
(b)
k )
×
∏
a<b
∏
k
−1
v
(b)
k − q
−1v
(a)
k−1
∏
a<b
∏
k
1
v
(b)
k − q
−1v
(a)
k+1
∏
a<b
∏
k≤N−1
(v
(b)
k − q
−2v
(a)
k )(v
(b)
k − v
(a)
k )
×
∏
a,b,k
(w
(a)
k − v
(b)
k+1)
∏
a,b,k
(v
(b)
k−1 − w
(a)
k )
∏
a,b
∏
k≤N−1
1
(w
(a)
k − qv
(b)
k )(w
(a)
k − q
−1v
(b)
k )
,
where
C¯(ij)(ǫ, µ) = (−1)
1
2
∑m
a=1
(N−N{ i−1+a
N
})(N−1−N{ i−1+a
N
})+ 1
2
∑n
b=1
(N−N{ j−1+b
N
})(N−1−N{ j−1+b
N
})
×(−1)−ir0(N−1)+δj0(n+m)(N−1)+(
1
2
N(N+1)+1)(k0+l0)
×(−1)
1
2
(j−i)(N−j)(N−j−1)θ(1≤i<j)+ 1
2
(i−j)(N−i)(N−1+i−2j)θ(i>j≥1)
×(−1)
1
2
(k0+l0)
∑N−1
r=1
(N−1−r)(N+2+r)(kr+lr)
×q
1
2
(N+1)((i−j)(i−j−1)+r20N(N−1)+2jr0N−2ir0(N−1)).
Here, for a rational number r, we denote by {r} the fractional part of r, that is, {r} = r−[r], [r]
being the Gauss symbol. This notation appears only in the description of the sign and should
not be confused with the double infinite product.
The integral variables are w
(a)
k a = 1, · · · , m, k = ǫa + 1, · · · , N − 1 and v
(b)
k b = 1, · · · , n,
k = ǫb + 1, · · · , N − 1.
Each product in a, b, k which appears in the integrand is over all possible values satisfying
the conditions written in the product symbol. We must be careful if w
(a)
N or v
(b)
N appears in the
product. For example
∏
a<b
∏
k
1
w
(a)
k − qw
(b)
k+1
=
∏
1≤a<b≤m−kN−1
N−2∏
k=max(ǫa+1,ǫb)
1
w
(a)
k − qw
(b)
k+1
∏
1≤a<b≤m−kN−1
1
w
(a)
N−1 − qw
(b)
N
×
m−kN−1∏
a=1
m∏
b=m−kN−1+1
1
w
(a)
N−1 − qw
(b)
N
.
This is because the index a of w
(a)
k runs until m− kN−1 if k ≤ N − 1, while a can run until m
if k = N .
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The integration contours C
(a)
k of w
(a)
k and C˜
(b)
k of v
(b)
k are as follows.
The contour C
(a)
k is a simple closed curve going round the origin in the anticlockwise direction
such that qw
(a)
k±1, q
±1w
(b)
k±1 (a < b), q
±1v
(b)
k (any b) are inside, q
−1w
(a)
k±1 and q
±1w
(b)
k±1 (a > b) are
outside.
The contour C˜
(b)
k is a simple closed curve going round the origin in the anticlockwise direction
such that q−1v
(b)
k±1, q
±1v
(a)
k±1 (a < b) are inside, qv
(b)
k±1, q
±1w
(a)
k (any a) and q
±1v
(a)
k±1 (a > b) are
outside.
9 Integrated formula for the extremal component
In this section we give the formula without integration for the extremal component of the
matrix element. For 0 ≤ r ≤ N − 1 we define Kr, Lr by
Kr =
r∑
r′=0
kr′, Lr =
r∑
r′=0
lr′.
We set Kr = Lr = 0 for r < 0 or r ≥ N . For a proposition P we define θ(P ) = 1 if P is true
and θ(P ) = 0 otherwise. The variables are related by zr = ζ
N
r , ur = ξ
N
r .
Proposition 3 We have
G¯(ij)(ζ |ξ)
0k0 ···(N−1)kN−1
0l0 ···(N−1)lN−1
= C(ij)(k|l)
m∏
a=1
ζ (N−1)(m−n+1−a)−ǫa+ja
n∏
b=1
ξ
(N−1)(b−1)+µb−j
b
Kj−1∏
a=1
z−1a
Lj−1∏
b=1
ub
×
∏m
a=1
∏n
b=1(za − qub)
θ(ǫa<µb)(ub − qza)
θ(ǫa>µb)∏m
a,b=1(za − q
2zb)θ(ǫa<ǫb)
∏n
a,b=1(ua − q
2ub)θ(µa<µb)
,
where C(ij)(k|l) is a constant given by
C(ij)(k|l)
= (−1)
1
2
∑m
a=1
(N−N{ i−1+a
N
})(N−1−N{ i−1+a
N
})+ 1
2
∑n
b=1
(N−N{ j−1+b
N
})(N−1−N{ j−1+b
N
})
×(−1)−ir0(N−1)+
∑N−2
r=0
(N−1−r)kr+δj0(n+m)(N−1)+(
1
2
N(N+1)+1)(k0+l0)
×(−1)
1
2
(j−i)(N−j)(N−j−1)θ(1≤i<j)+ 1
2
(i−j)(N−i)(N−1+i−2j)θ(i>j≥1)
×(−1)
1
2
(k0+l0)
∑N−1
r=1
(N−1−r)(N+2+r)(kr+lr)
×(−1)
∑
1≤a<b≤KN−2
(N−1−ǫb)+
∑
1≤a<b≤LN−2
(N−1−µb)+
∑KN−2
a=1
∑LN−2
b=1
(N−1−max(ǫa,µb))
×q
1
2
(N+1)((i−j)(i−j−1)+r20N(N−1)+2jr0N−2ir0(N−1))+(j+1)(−Kj−1+Lj−1)−NKN−2C2−(N−1)LN−2C2
×qN(−KN−2+LN−2)(kN−1−lN−1)+LN−2lN−1−
∑N−2
r=0
(N−1−r)kr+
∑N−2
r=0
(r+1)krC2+
∑N−2
r=0
rlrC2
×q−
∑N−2
r=0
(r+1)kr lr+NKN−2LN−2 . (27)
and ǫ = (0k0, · · · , (N − 1)kN−1), µ = (0l0, · · · , (N − 1)lN−1).
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Let us explain how to derive this formula. First we carry out the integration in the variable
w by the order
w
(1)
1 → w
(1)
2 → · · · → w
(1)
N−1 → w
(2)
1 → · · · → w
(KN−3+1)
N−1 → · · · → w
(KN−2)
N−1 ,
that is, first in w
(1)
1 , next in w
(1)
2 etc. After the integration in w we integrate in the variable v
by the order
v
(1)
1 → v
(1)
2 → · · · → v
(1)
N−1 → v
(2)
1 → · · · → v
(KN−3+1)
N−1 → · · · → v
(KN−2)
N−1 .
In the variable w
(1)
1 the poles of the differential form in the integrand outside the contour
C
(1)
1 is only at w
(1)
1 = q
−1w
(1)
2 . It means that there are no poles at infinity too. Thus we can
calculate the integral in w
(1)
1 by taking the residue at w
(1)
1 = q
−1w
(1)
2 . After taking this residue
the integrand have the same structure in the variable w
(1)
2 and so on. Therefore the integral in
w‘s is calculated by taking residues successively. After calculating the integral in the variables
w the poles of the integrand in the variable v
(1)
1 inside the contour C˜
(1)
1 is only at v
(1)
1 = q
−1v
(1)
2 .
Hence the integral is calculated by taking the residue at v
(1)
1 = q
−1v
(1)
2 . After taking the residue
in v
(1)
1 the integrand has the same structure in the variable v
(1)
2 and so on.
Thus the integral is calculated by substituting
(q−1 − q)w
(a)
k
(w
(a)
k − qw
(a)
k+1)(w
(a)
k − q
−1w
(a)
k+1)
= q−1, w
(a)
k = q
k+1za,
(q−1 − q)v
(b)
k+1
(v
(b)
k − qv
(b)
k+1)(v
(b)
k − q
−1v
(b)
k+1)
= 1, v
(b)
k = q
k+1ub,
into the integrand and multiplying it by
(−1)
∑N−1
r=0
(N−1−r)kr
which comes from taking the residue in w outside the contour.
Example. m = n = 1 case.
In this case i = j, ǫ1 = µ1, kr = lr for any r and r0 = 0. We consider the case i = 0. The
integral formula is read as
G¯(00)(ζ1|ξ1)
ǫ
ǫ = C
(00)(ǫ|ǫ)ζ−ǫ1 ξ
ǫ
1 × I,
I =
∫
C
(1)
ǫ+1
dw
(1)
ǫ+1
2πi
· · ·
∫
C
(1)
N−1
dw
(1)
N−1
2πi
∫
C˜
(1)
ǫ+1
dv
(1)
ǫ+1
2πi
· · ·
∫
C˜
(1)
N−1
dv
(1)
N−1
2πi
N−1∏
k=ǫ+1
(q−1 − q)w
(1)
k
(w
(1)
k − q
−1w
(1)
k+1)(w
(1)
k − qw
(1)
k+1)
N−1∏
k=ǫ+1
(q−1 − q)v
(1)
k+1
(v
(1)
k − q
−1v
(1)
k+1)(v
(1)
k − qv
(1)
k+1)
×
N−1∏
k=ǫ+1
(w
(1)
k − v
(1)
k+1)
N∏
k=ǫ+2
(v
(1)
k−1 − w
(1)
k )
N−1∏
k=ǫ+1
1
(w
(1)
k − qv
(1)
k )(w
(1)
k − q
−1v
(1)
k )
.
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Here, by calculation, C(00)(ǫ|ǫ) = 1. Let us denote the integrand of I by J . Consider the
integral in w
(1)
1 . By definition of the contour C
(1)
ǫ+1, q
−1w
(1)
ǫ+2 are outside and all other poles on
the complex plane are inside of C
(1)
ǫ+1. The differential form Jdw
(1)
ǫ+1 has no poles at∞. We have
Res
w
(1)
ǫ+1=q
−1w
(1)
ǫ+2
Jdw
(1)
ǫ+1 =
−
N−1∏
k=ǫ+2
(q−1 − q)w
(1)
k
(w
(1)
k − q
−1w
(1)
k+1)(w
(1)
k − qw
(1)
k+1)
N−1∏
k=ǫ+1
(q−1 − q)v
(1)
k+1
(v
(1)
k − q
−1v
(1)
k+1)(v
(1)
k − qv
(1)
k+1)
×
N−1∏
k=ǫ+2
(w
(1)
k − v
(1)
k+1)
N∏
k=ǫ+3
(v
(1)
k−1 − w
(1)
k )
N−1∏
k=ǫ+3
1
(w
(1)
k − qv
(1)
k )(w
(1)
k − q
−1v
(1)
k )
1
(w
(1)
ǫ+2 − q
2v
(1)
ǫ+1)(w
(1)
ǫ+2 − q
−1v
(1)
ǫ+2)
. (28)
Consider this function (28) as a function of w
(1)
ǫ+2. By the definition of the contour C
(1)
ǫ+2,
q−1w
(1)
ǫ+3 is outside of C
(1)
ǫ+2 and all other poles on the complex plane are inside. The differential
forms (28)×dw
(1)
ǫ+2 has no singularity at ∞. Thus∫
C
(1)
ǫ+2
(28)dw
(1)
ǫ+2 = −Resw(1)ǫ+2=q−1w
(1)
ǫ+3
(28)dw
(1)
ǫ+2
and so on. Consequently we have
∫
C
(1)
ǫ+1
dw
(1)
ǫ+1
2πi
· · ·
∫
C
(1)
N−1
dw
(1)
N−1
2πi
J
= (−1)N−1−ǫRes
w
(1)
N−1
=qNz1
Res
w
(1)
N−2
=q−1w
(1)
N−1
· · ·Res
w
(1)
ǫ+1=q
−1w
(1)
ǫ+2
Jdw
(1)
ǫ+1 · · · dw
(1)
N−1
= qǫ+1
z1 − qui
qǫ+1z1 − v
(1)
ǫ+1
N−1∏
k=ǫ+1
(q−1 − q)v
(1)
k+1
(v
(1)
k − q
−1v
(1)
k+1)(v
(1)
k − qv
(1)
k+1)
. (29)
A similar consideration is applicable to the function (29) in the variables v‘s. Finally we have
I = Res
v
(1)
N−1
=qNu1
· · ·Res
v
(1)
ǫ+1=q
−1v
(1)
ǫ+2
(29)dv
(1)
ǫ+1 · · · dv
(1)
N−1
= 1.
Consequently
G¯(00)(ζ1|ξ1)
ǫ
ǫ = (ζ
−1
1 ξ1)
ǫ.
This reproduces the formula in [2].
10 Integral formula for the trace of intertwining opera-
tors
We recall the definition of G¯(i):
G¯(i)(ζ |ξ|x, y)ǫ1,···,ǫmµ1,···,µn =
trV (Λi)(x
DyHΦǫ1(ζ1) · · ·Φǫm(ζm)Ψ
∗
µn(ξn) · · ·Ψ
∗
µ1(ξ1))
F¯ (z|u|x)
,
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where F¯ (z|u|x) is given by (14) and (15).
We define
A¯r = {j|ǫj = r}, Ar = A¯0 ⊔ · · · ⊔ A¯r, B¯r = {j|µj = r}, Br = B¯0 ⊔ · · · ⊔ B¯r.
Then ♯A¯r = kr, ♯B¯r = lr and ♯Ar = Kr, ♯Br = Lr.
The condition that the weight, with respect to U ′q(ŝlN), of the composition of the intertwining
operators are zero is
kr − lr = kN−1 − lN−1 =: r0
for 0 ≤ r ≤ N − 1. We assume this condition. We set (z)∞ = (z; x
N )∞, za = ζ
N
a , ub = ξ
N
b .
Then for 0 ≤ i ≤ N − 1 we have
G¯(i)(ζ |ξ)ǫ1,···,ǫmµ1,···,µn
= Ctr(i)(ǫ|µ)
m∏
a=1
ζ (N−1)(m−n−a+1)−ǫa+ia
n∏
b=1
ξ
(N−1)(b−1)+µb−i
b
∏
a∈AN−2
z−1a
×
∏
a<b,b∈AN−2
z−1a
∏
a<b,a∈BN−2
u−1b
∏
a∈AN−2,k
∫
C
tr(a)
k
dw
(a)
k
2πiw
(a)
k
∏
b∈BN−2,k
∫
C˜
tr(b)
k
dv
(b)
k
2πiv
(b)
k
×
∏
a<b,a,b∈AN−2
(w
(a)
ǫb+1
)θ(ǫa≤ǫb)(w(a)ǫb )
−θ(ǫa<ǫb)
∏
a<b,a,b∈BN−2
(v
(b)
µa+1)
θ(µa≥µb)(v(b)µa )
−θ(µa>µb)
×
∏
a∈AN−2,b∈BN−2
(w(a)µb )
θ(ǫa<µb)(v(b)ǫa )
θ(ǫa>µb)
∏
a∈AN−2
(w
(a)
N−1)
lN−1
∏
b∈BN−2
(v
(b)
N−1)
kN−1
×
∏
a<b,a∈AN−2,b∈A¯N−1
(w
(a)
N−1)
−1
∏
a<b,b∈BN−2,a∈B¯N−1
(v
(b)
N−1)
−1
∏
a∈AN−2
w
(a)
ǫa+1
×
∏
a<b
∏
k
(1− qw
(a)
k /w
(b)
k+1)
∏
a>b
∏
k
(1− qw
(b)
k+1/w
(a)
k )
∏
a,b,k
1
(qw
(a)
k /w
(b)
k+1)∞(qw
(b)
k+1/w
(a)
k )∞
×
∏
a<b
∏
k
(1− q−1v
(b)
k+1/v
(a)
k )
∏
a>b
∏
k
(1− q−1v
(a)
k /v
(b)
k+1)
∏
a,b,k
1
(q−1v
(a)
k /v
(b)
k+1)∞(q
−1v
(b)
k+1/v
(a)
k )∞
×
∏
a,b,k
θxN (v
(b)
k+1/w
(a)
k )
(xN )∞
∏
a,b,k
θxN (w
(a)
k+1/v
(b)
k )
(xN )∞
∏
a,b
∏
k≤N−1
(xN )2∞
θxN (qv
(b)
k /w
(a)
k )θxN (qw
(a)
k /v
(b)
k )
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×
∏
a<b
∏
k≤N−1
θxN (w
(b)
k /w
(a)
k )
(xN)∞
(q2xNw
(a)
k /w
(b)
k )∞(q
2w
(b)
k /w
(a)
k )∞
×
∏
a<b
∏
k≤N−1
θxN (v
(a)
k /v
(b)
k )
(xN )∞
(q−2v
(a)
k /v
(b)
k )∞(q
−2xNv
(b)
k /v
(a)
k )∞
×(yi
∏
a:ǫa+1≤i
(w
(a)
i )
−1
∏
b:µb+1≤i
v
(b)
i )
1−δi0θi(g
−1
0 g
2
1g
−1
2 , · · · , g
−1
N−2g
2
N−1g
−1
N |x
N ),
where
g−10 = (−1)
(m−n)(N−1), g−1N = q
(m−n)(N+1)
m∏
a=1
za
n∏
b=1
u−1b ,
gj = yj
∏
a:ǫa+1≤j
(w
(a)
j )
−1
∏
b:µb+1≤j
v
(b)
j (1 ≤ j ≤ N − 1),
θi(z1, · · · , zN−1|p) =
∑
α∈Q¯
p
1
2
(α|α)+(α|Λi)
N−1∏
j=1
z
(α|Λj)
j .
Here Q¯ = Zα1 ⊕ · · · ⊕ ZαN−1 is the root lattice of slN . The constant C
tr(i)(ǫ|µ) is given by
Ctr(i)(ǫ|µ)
= (−1)ir0(N−1)+sgnN (i)+
1
3
r0(N−1)(N−2)(N−3)+
1
2
r0(r0+1)(N−1)+KN−2+nLN−2
×(−1)
∑N−2
a=1
aka+
∑
a∈AN−2
a+
∑
b∈BN−2
b+
∑
a∈AN−2,b∈BN−2
cab
×(−1)
∑
a<b,a,b∈AN−2
(ǫab+θ(ǫa≤ǫb))+
∑
a<b,a,b∈BN−2
(µab+θ(µa≥µb))
×qir0(N+1)+
1
2
r20N(N−1)(N+1)−n(N+1)LN−2+(N−1)KN−2LN−2+
∑N−2
b=1
blb
×q
(N+1)(−
∑
a∈AN−2
a+
∑
b∈BN−2
b)−
∑
a∈AN−2,b∈BN−2
cab
×
( {q2xN}
{q2NxN}
)m( {xN}
{q2N−2xN}
)n
(xN )
∑N−2
a=0
(N−1−a)(ka+la)−1
∞
×(q2)
∑N−2
a=0
(N−1−a)ka
∞ (q−2)
∑N−2
b=0
(N−1−b)lb
∞ ,
where we set
ǫab = max(ǫa, ǫb), µab = max(µa, µb), cab = max(ǫa, µb),
sgnN(i) =
1
2
m∑
a=1
(N −N{
i+ a− 1
N
})(N − 1−N{
i+ a− 1
N
})
+
1
2
n∑
b=1
(N −N{
i+ b− 1
N
})(N − 1−N{
i+ b− 1
N
}).
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The integration contour C
tr(a)
k for w
(a)
k and C˜
tr(b)
k for w
(b)
k are specified in the following
manner.
The contour C
tr(a)
k is a simple closed curve going round the origin in the anticlockwise
direction such that
qxNmw
(b)
k±1 (m ≥ 0, any b), x
Nmw
(b)
k (m ≥ 1, b 6= a), x
Nmv
(b)
k±1 (m ≥ 1, any b), q
−1xNmv
(b)
k
(m ≥ 0, any b), qN+1xNmub (m ≥ 1, any b), q
N+2xNmzb (m ≥ 0, any b) are inside and
q−1x−Nmw
(b)
k±1 (m ≥ 0, any b), x
−Nmw
(b)
k (m ≥ 1, b 6= a), x
−Nmv
(b)
k±1 (m ≥ 1, any b), qx
−Nmv
(b)
k
(m ≥ 1, any b), qN+1x−Nmub (m ≥ 1, any b), q
Nx−Nmzb (m ≥ 0, any b) are outside.
The contour C˜
tr(b)
k is a simple closed curve going round the origin in the anticlockwise
direction such that
q−1xNmv
(a)
k±1 (m ≥ 0, any a), q
−2xNmv
(b)
k (m ≥ 1, b 6= a), q
N+1xNmza (m ≥ 1, any a), q
NxNmua
(m ≥ 0, any a), xNmw
(a)
k±1 (m ≥ 1, any a), q
−1xNmw
(a)
k (m ≥ 1, any a) are inside and
qx−Nmv
(a)
k±1 (m ≥ 0, any a), q
2x−Nmv
(b)
k (m ≥ 1, b 6= a), q
N+1x−Nmza (m ≥ 1, any a),
qN+2x−Nmua (m ≥ 1, any a), x
−Nmw
(a)
k±1 (m ≥ 1, any a), qx
−Nmw
(a)
k (m ≥ 1, any a) are
outside.
It can be checked that those contours are well defined for |x| < |q|2/N < 1.
If we set x = 0 in the formula above, we obtain the integral formula for the matrix element
with i = j in section 8.
We have verified that this formula coincides with the trace formula in [8] for N = 2.
The derivation of the integral formula of the trace is totally similar to the sl2 case [9][8] and
it is briefly explained in the appendix.
As a corollary of the integral formula for the trace we have
Corollary 2 The functions G(ζ |ξ|x,y) and G¯(ζ |ξ|x,y) are meromorphic functions on (C∗)n+m,
where C∗ = C\{0} is the algebraic torus.
Proof. The singularity of the integral appears only when the pinch of the integration contour
occurs. By the definition of the contour the pinch happens at X = qaxbY for some integers
a, b, where X, Y ∈ {ζ1, · · · , ζm, ξ1, · · · , ξn}. Suppose that pinch occurs at X = q
axbY . We
decompose the integral into the sum of residues and the integral with the integration contour
for which the pinch does not occur at X = qaxbY . Since the integrand of the trace formula is
a meromorphic function on (C∗)n+m its residue is also a meromorphic function on (C∗)n+m. In
the decomposition the singularity at X = qaxbY appears only from the residue part. Thus the
singularity of the trace function at X = qaxbY is a pole.
11 Discussion
In this paper we have proved that the trace of the composition of the intertwining operators of
type I and type II gives a basis of the solution space of the qKZ equation at generic values of
parameters. The qKZ equation considered in this paper takes the value in the tensor product
of the finite dimensional irreducible Uq(slN) module with the highest weight Λ1.
There is a problem whether it is possible to construct solutions of the qKZ equation taking
values in the tensor product of the arbitrary finite dimensional irreducible Uq(slN) modules as a
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trace of intertwining operators. For N = 2 it will be possible to construct solutions of the qKZ
equation taking values in the arbitrary irreducible Uq(sl2) modules by taking the trace of the
intertwining operators introduced in [11] over the tensor product of integrable highest weight
Uq(ŝl2) modules of level one [7]. It is natural to expect that the trace functions thus constructed
give a basis of the solution space. For N ≥ 3 a similar construction will be possible. For the
moment what kind of modules we can treat is not very clear.
Let us consider the qKZ equation (1) of N = 2 on the weight subspace of V1⊗· · ·⊗Vn with
a weight, say λ. At some special values of κ, which depend on p, q and λ, the hypergeometric
solution of Tarasov-Varchenko [15] takes the value in the space of singular vectors with respect
to certain action of Uq(sl2). From the experience of rational and level zero case [12], it is
probable that the trace function still gives a basis of the full space of the tensor product at
those special values of κ. This means that the hypergeometric solution and the trace solution
have very different structures. It is an interesting and important problem to relate these two
basis. A partial result in this direction is given in [12].
One of the important properties of the trace construction of the solution is that it gives a map
from V ⊗n with fixed n to the space of solutions of the qKZ equation taking the value in V ⊗m for
any m. This will be a key structure to relate finite and infinite dimensional modules. Note that
it is nothing but the typical structure of the form factors in integrable quantum field theories
[13][12]. The above mentioned problem connecting two types of solutions is also important to
understand the completeness problem of local fields constructed by Smirnov [13][1].
The value x = q2 is of particular interest, since the correlation functions and the form factors
of the solvable lattice model are given by some special case of the trace function at this value
of x. We conjecture that det G¯ does not vanish identically at x = q2.
The generalization of the results in this paper to other types of quantum affine algebra is
also interesting.
The trace of intertwining operators are also studied in [3]. Here we simply comments the
following things. In [3] the trace is twisted by the Dynkin diagram automorphism and thus it
is different from the trace considered in this paper. The difference equations satisfied by the
trace in [3] and in this paper are also different.
Acknowledgement I would like to thank Vitaly Tarasov for the helpful discussion. This work
is done while the author stays at LPTHE in Universite Pierre et Marie Curie. I am grateful to
the laboratoire, in particular, to Olivier Babelon and Fedor Smirnov for their kind hospitality.
A Integral formula for trace -Uq(ŝl2) case-
In the case of Uq(ŝl2) the integral formula for the trace is given in [8]. Our formula at N = 2 in
section 10 recovers it. In this case the sum of the trace over V (Λ0) and V (Λ1) simplifies a bit.
It is used in the calculation of the example in section 7. Thus we shall present this simplified
formula. It also serves as a simplest example of the trace formula.
G¯(ζ |ξ|x, y)ǫ1,···,ǫmµ1,···,µn =
22
Cmnst
m∏
j=1
ζ
−j+(1+ǫj)/2
j
n∏
k=1
ξ
k−(1+µk)/2
k
s∏
r=1
∫
C
dwr
2πiwr
t∏
r=1
∫
C˜
dvr
2πivr
FAB(ζ, ξ, w, v|x, y),
where
FAB(ζ, ξ, w, v|x, y) =
s∏
r=1
(
∏
j<ar
(qzj − q
−1wr)
∏
j>ar
(zj − wr))
∏
j,r
1
(wr/zj)∞(q2zj/wr)∞
×
t∏
r=1
(
∏
k<br
(qv−1r − q
−1u−1k )
∏
k>br
(v−1r − u
−1
k ))
∏
k,r
1
(q−2vr/uk)∞(uk/vr)∞
×
∏
r,j
θx2(−q
−1vr/zj)
(x2)∞
∏
r,k
θx2(−quk/wr)
(x2)∞
×
∏
r,r′
(x2)2∞
θx2(−qvr/wr′)θx2(−q−1vr/wr′)
×
∏
r<r′
(q2wr/wr′)∞(q
2wr′/wr)∞
wr′ − q2wr
w−1r′ θx2(wr′/wr)
(x2)∞∏
r<r′
(vr′ − q
−2vr)(x
2q−2vr/vr′)∞(x
2q−2vr′/vr)∞
vr′θx2(vr/vr′)
(x2)∞
×θx((−1)
t+1(−q)
m−n
2 y
∏
ζj
∏
vr∏
ξk
∏
wr
).
Here A = {a1 < · · · < as} = {j|ǫj = +} and B = {b1 < · · · < bt} = {j|µj = +}, zj = ζ
2
j ,
uk = −ξ
2
k . The integral contour C and C˜ go round the origin such that
for C: q2x2lzj (l ≥ 0) are inside and x
−2lzj (l ≥ 0) are outside,
for C˜: x2luk (l ≥ 0) are inside and q
2x−2luk (l ≥ 0) are outside, −q
±1x2lwr (l ≥ 1) are inside
and −q±1x−2lwr (l ≥ 0) are outside.
We have rewritten the formula in [8] using the following formula:
θx4(−xX
2) + (−1)tXθx4(−x
3X2) = θx((−1)
t+1X).
B Boson expression of intertwining operators
Here we recall the bosonic expression of intertwining operators for Uq(ŝlN) [10].
Let us consider the Heisenberg algebra generated by {ai(k)|1 ≤ i ≤ N −1, k ∈ Z\{0}} with
the commutation relation
[ai(k), aj(l)] = δk+l,0
[(αi|αj)k][k]
k
.
Let H be the Fock space of this algebra, H = C[ai(−k)|1 ≤ i ≤ N − 1, k ∈ Z\{0}]. Let
Q¯ = ⊕N−1j=1 Zαj be the root lattice of slN . Then the twisted group algebra C[Q¯] is the algebra
generated by eα1 , ... , eαN−1 with the defining relation
eαieαj = (−1)(αi|αj)eαjeαi .
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Then
Theorem 2 [4] There is an isomorphism
V (Λi) ≃ H⊗C[Q¯]e
Λi, (30)
where H⊗C[Q¯]eΛi is the vector space consisting of the symbols XeΛi, X ∈ C[Q¯].
For the action of the generators of Uq(ŝlN) on the right hand side of (30) see [4][10].
To describe the intertwining operators we introduce the algebra containing C[Q¯]eΛi . Let
P¯ = ⊕N−1j=1 ZΛj = ⊕
N−1
j=2 Zαj ⊕ ZΛN−1 be the weight lattice of slN . Then the extended group
algebra C[P¯ ] is the algebra generated by eα1 , ... , eαN−1 , eΛN−1 with the defining relation [10]
eαeβ = (−1)(α|β)eβeα, α, β ∈ {α2, · · · , αN−1,ΛN−1}.
As a convention, for α =
∑N−1
j=2 mjαj +mNΛN−1, we set
eα = em2α2 · · · emN−1αN−1emNΛN−1 .
Note that
α1 = −
N−1∑
r=2
rαr +NΛN−1, Λi = −
N−1∑
r=i+1
(r − i)αr + (N − i)ΛN−1.
The algebra C[Q¯] becomes a subalgebra of C[P¯ ]. We consider C[Q¯]eΛi as a subspace of C[P¯ ].
We define the action of the symbols ∂α, e
α (α ∈ Q¯), and d on the space H⊗C[Q¯]eΛi . Let
X = aj1(−n1) · · ·ajk(−nk) ∈ H, e
β ∈ H ⊗C[Q¯]eΛi and Y = X ⊗ eβ. Then
∂αY = (α|β)Y, e
αY = X ⊗ eαeβ,
dY = (−
k∑
r=1
nk −
(β|β)
2
+
(Λi|Λi)
2
)Y.
Then the principal grading operator D(i) on V (Λi) is given by
D(i) = −ρ+
i(N − i)
2
, ρ = Nd +
1
2
N−1∑
r=1
r(N − r)∂αr .
We set
X±j (w) = exp
(
±
∞∑
k=1
aj(−k)
[k]
q∓
k
2wk
)
exp
(
∓
∞∑
k=1
aj(k)
[k]
q∓
k
2w−k
)
e±αjw±∂αj ,
=
∑
n∈Z
x±j,nw
−n−1,
x±j = x
±
j,0.
Then
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Theorem 3 [10]
Φ˜
h(i)
N−1(z) = exp
( ∞∑
k=1
a∗N−1(−k)q
(N+ 3
2
)kzk
)
exp
( ∞∑
k=1
a∗N−1(k)q
−(N+ 1
2
)kz−k
)
×eΛN−1(qN+1z)∂ΛN−1+
N−1−i
N (−1)(N−1)(∂Λ1−
N−1−i
N
)(−1)
1
2
(N−i)(N−1−i),
Φ˜
h(i)
j (z) = [Φ˜
h(i)
j+1(z), x
−
j ]q, 0 ≤ j ≤ N − 2,
Ψ˜
∗h(i)
N−1(u) = exp
(
−
∞∑
k=1
a∗N−1(−k)q
(N+ 1
2
)kuk
)
exp
(
−
∞∑
k=1
a∗N−1(k)q
−(N+ 3
2
)ku−k
)
×e−ΛN−1(qN+1u)−∂ΛN−1+
i
N (−1)(N−1)(−∂Λ1+
N−i
N
)(−1)
1
2
(N−i)(N−1−i),
Ψ˜
∗h(i)
N−1(u) = [x
+
j , Ψ˜
∗h(i)
j+1 (u)]q−1, 0 ≤ j ≤ N − 2,
where [X, Y ]q = XY − qY X and
a∗N−1(k) =
−1
[k][Nk]
N−1∑
r=1
[rk]ar(k).
The elements a∗N−1(k) satisfy the relations
[aj(k), a
∗
N−1(−l)] = δk,lδj,N−1
[k]
k
, [a∗N−1(k), a
∗
N−1(−l)] = −δk,l
qk(1− q(2N−2)k)
k(1− q2Nk)
.
The inner product is given explicitly by
(Λi|Λj) =
i(N − j)
N
(i ≤ j), (αi|Λj) = δi,j.
C List of normal ordering rules
We define the normal ordered operator as an operator of the form
exp (
N−1∑
j=1
∞∑
n=1
A(j)n aJ(−n)) exp (
N−1∑
j=1
∞∑
n=1
B(j)n aJ(n))
× exp(
N−1∑
j=1
cjαj) exp(
N−1∑
j=1
c′j∂αj )
)
Thus we define the normal order of the product of operators as
: ai(k)aj(l) : = ai(k)aj(l) if k ≤ l
= aj(l)ai(k) if k > l,
: ∂αai(k) : = : ai(k)∂α := ai(k)∂α,
: eαai(k) : = : ai(k)e
α := ai(k)e
α,
: ∂αe
β : = : eβ∂α := e
β∂α.
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We shall give a list of expressions of operators in terms of their normal ordered operators.
X−j1(w1)X
−
j2
(w2) =: X
−
j1
(w1)X
−
j2
(w2) : |j1 − j2| > 1, j1, j2 6= 0,
X−1 (w1)X
−
j (w2) = (−1)
j+1 : X−1 (w1)X
−
j (w2) : j ≥ 3,
X−j (w1)X
−
1 (w2) = (−1)
j−1 : X−j (w1)X
−
1 (w2) : j ≥ 3,
X−j (w1)X
−
j+1(w2) =
(−1)δj1
w1 − qw2
: X−j (w1)X
−
j+1(w2) :,
X−j+1(w1)X
−
j (w2) =
(−1)1−δj1
w1 − qw2
: X−j+1(w1)X
−
j (w2) :,
X−j (w1)X
−
j (w2) = (w1 − q
2w2)(w1 − w2) : X
−
j (w1)X
−
j (w2) :,
X−j1(w)X
+
j2(v) =: X
−
j1(w)X
+
j2(v) : |j1 − j2| > 1, j,j2 6= 1,
X−1 (w1)X
+
j (w2) = (−1)
j+1 : X−1 (w1)X
+
j (w2) : j ≥ 3,
X−j (w1)X
+
1 (w2) = (−1)
j−1 : X−j (w1)X
+
1 (w2) : j ≥ 3,
X−j (w)X
+
j+1(v) = (−1)
δj1(w − v) : X−j (w)X
+
j+1(v) :,
X−j+1(w)X
+
j (v) = (−1)
1−δj1(w − v) : X−j+1(w)X
+
j (v) :,
X−j (w)X
+
j (v) =
1
(w − qv)(w − q−1v)
: X−j (w)X
+
j (v) :,
X+j1(v)X
−
j2(w) =: X
+
j1(v)X
−
j2(w) : |j1 − j2| > 1, j1, j2 6= 1,
X+1 (w1)X
−
j (w2) = (−1)
j+1 : X+1 (w1)X
−
j (w2) : j ≥ 3,
X+j (w1)X
−
1 (w2) = (−1)
j−1 : X+j (w1)X
−
1 (w2) : j ≥ 3,
X+j (v)X
−
j+1(w) = (−1)
δj1(v − w) : X+j (v)X
−
j+1(w) :,
X+j+1(v)X
−
j (w) = (−1)
1−δj1(v − w) : X+j+1(v)X
−
j (w) :,
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X+j (v)X
−
j (w) =
1
(v − qw)(v − q−1w)
: X+j (v)X
−
j (w) :,
X+j1(v1)X
+
j2
(v2) =: X
+
j1
(v1)X
+
j2
(v2) : |j1 − j2| > 1, j1, j2 6= 1,
X+1 (w1)X
+
j (w2) = (−1)
j+1 : X+1 (w1)X
+
j (w2) : j ≥ 3,
X+j (w1)X
+
1 (w2) = (−1)
j−1 : X+j (w1)X
+
1 (w2) : j ≥ 3,
X+j (v1)X
+
j+1(v2) =
(−1)δj1
v1 − q−1v2
: X+j (v1)X
+
j+1(v2) :,
X+j+1(v1)X
+
j (v2) =
(−1)1−δj1
v1 − q−1v2
: X+j+1(v1)X
+
j (v2) :,
X+j (v1)X
+
j (v2) = (v1 − q
−2v2)(v1 − v2) : X
+
j (v1)X
+
j (v2) :,
Φ˜
h(i)
N−1(z)X
−
j (w) =: Φ˜
h(i)
N−1(z)X
−
j (w) : j 6= N − 1,
Φ˜
h(i)
N−1(z)X
−
N−1(w) =
q−1
w − qNz
: Φ˜
h(i)
N−1(z)X
−
N−1(w) :,
Φ˜
h(i)
N−1(z)X
+
j (v) =: Φ˜
h(i)
N−1(z)X
+
j (v) : j 6= N − 1,
Φ˜
h(i)
N−1(z)X
+
N−1(v) = (v − q
N+1z) : Φ˜
h(i)
N−1(z)X
+
N−1(v) :,
Ψ˜
∗h(i)
N−1(u)X
+
j (v) =: Ψ˜
∗h(i)
N−1(u)X
+
j (v) : j 6= N − 1,
Ψ˜
∗h(i)
N−1(u)X
+
N−1(v) =
q
v − qN+2u
: Ψ˜
∗h(i)
N−1(u)X
+
N−1(v) :,
X−j (w)Φ˜
h(i)
N−1(z) =: X
−
j (w)Φ˜
h(i)
N−1(z) :, j 6= N − 1,
X−N−1(w)Φ˜
h(i)
N−1(z) =
1
w − qN+2z
: X−N−1(w)Φ˜
h(i)
N−1(z) :,
X+j (v)Φ˜
h(i)
N−1(z) =: X
+
j (v)Φ˜
h(i)
N−1(z) :, j 6= N − 1,
X+N−1(v)Φ˜
h(i)
N−1(z) = (v − q
N+1z) : X+N−1(v)Φ˜
h(i)
N−1(z) :,
X+j (v)Ψ˜
∗h(i)
N−1(u) =: X
+
j (v)Ψ˜
∗h(i)
N−1(u) :, j 6= N − 1,
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X+N−1(v)Ψ˜
∗h(i)
N−1(u) =
1
v − qNu
: X+N−1(v)Ψ˜
∗h(i)
N−1(u) :,
X−j (w)Ψ˜
∗h(i)
N−1(u) =: X
−
j (w)Ψ˜
∗h(i)
N−1(u) :, j 6= N − 1,
X−N−1(w)Ψ˜
∗h(i)
N−1(u) = (w − q
N+1u) : X−N−1(w)Ψ˜
∗h(i)
N−1(u) :,
Φ˜
h(i1)
N−1(z1)Φ˜
h(i2)
N−1(z2) = (−q
N+1z1)
N−1
N
(q2 z2
z1
)∞
(q2N z2
z1
)∞
: Φ˜
h(i1)
N−1(z1)Φ˜
h(i2)
N−1(z2) :,
Φ˜
h(i1)
N−1(z)Ψ˜
∗h(i2)
N−1 (u) = (−q
N+1z)−
N−1
N
(q2N−1 u
z
)∞
(q u
z
)∞
: Φ˜
h(i1)
N−1(z)Ψ˜
∗h(i2)
N−1 (u) :,
Ψ˜
∗h(i1)
N−1 (u)Φ˜
h(i2)
N−1(z) = (−q
N+1u)−
N−1
N
(q2N−1 z
u
)∞
(q z
u
)∞
: Ψ˜
∗h(i1)
N−1 (u)Φ˜
h(i2)
N−1(z) :,
Ψ˜
∗h(i2)
N−1 (u2)Ψ˜
∗h(i1)
N−1 (u1) = (−q
N+1u2)
N−1
N
(u1
u2
)∞
(q2N−2 u1
u2
)∞
: Ψ˜
∗h(i2)
N−1 (u2)Ψ˜
∗h(i1)
N−1 (u1) : .
Let us set
Φ˜
h(i)
j (z|wN−1 · · ·wj+1) = [Φ˜
h(i)
j+1(z|wN−1 · · ·wj+2), X
−
j+1(wj+1)]q,
Ψ˜
∗h(i)
j (u|vN−1 · · · vj+1) = [X
+
j+1(vj+1), Ψ˜
∗h(i)
j+1 (u|vN−1 · · · vj+2)]q−1 .
Then
Φ˜
h(i)
j (z|wN−1 · · ·wj+1)
= (−1)
1
2
N(N+1)δj0+δj0
N−1∏
k=j+1
(q−1 − q)wk
(wk − q−1wk+1)(wk − qwk+1)
× : Φ˜
h(i)
N−1(z)X
−
N−1(wN−1) · · ·X
−
j+1(wj+1) :,
Ψ˜
∗h(i)
j (u|vN−1 · · · vj+1)
= (−1)
1
2
N(N+1)δj0+δj0
N−1∏
k=j+1
(q−1 − q)vk+1
(vk − q−1vk+1)(vk − qvk+1)
× : Ψ˜
∗h(i)
N−1(u)X
+
N−1(vN−1) · · ·X
+
j+1(vj+1) :,
where we set wN = q
N+1z and vN = q
N+1u.
We have
: Φ˜
h(i1)
N−1(z1)X
−
N−1(w
(1)
N−1) · · ·X
−
j1+1(w
(1)
j1+1) :: Φ˜
h(i2)
N−1(z2)X
−
N−1(w
(2)
N−1) · · ·X
−
j2+1(w
(2)
j2+1) :
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= (−1)
1
2
(N−1−j2)(N+2+j2)δj10+
1
2
(N−1−j1)(N+2+j1)δj20
×h(+)(
z2
z1
)q−1(−qN+1z1)
N−1
N
∏
k(w
(1)
k − q
2w
(2)
k )(w
(1)
k − w
(2)
k )
(w
(1)
N−1 − q
N+2z2)(w
(2)
N−1 − q
Nz1)
×
∏
k
−1
w
(1)
k − qw
(2)
k−1
∏
k
1
w
(1)
k − qw
(2)
k+1
: Φ˜
h(i1)
N−1(z1) · · ·X
−
j2+1(w
(2)
j2+1) :,
: Φ˜
h(i1)
N−1(z)X
−
N−1(wN−1) · · ·X
−
j1+1
(wj1+1) :: Ψ˜
∗h(i2)
N−1 (u)X
+
N−1(vN−1) · · ·X
+
j2+1
(vj2+1) :
= (−1)
1
2
(N−1−j2)(N+2+j2)δj10+
1
2
(N−1−j1)(N+2+j1)δj20
×h(0)(
u
z
)−1(−qN+1z)−
N−1
N
(wN−1 − q
N+1u)(vN−1 − q
N+1z)∏
k(wk − qvk)(wk − q−1vk)
×
∏
k
(wk − vk+1)
∏
k
(−1)(wk − vk−1) : Φ˜
h(i1)
N−1(z) · · ·X
+
j2+1(vj2+1) :,
: Ψ˜
∗h(i2)
N−1 (u2)X
+
N−1(v
(2)
N−1) · · ·X
+
j2+1
(v
(2)
j2+1) :: Ψ˜
∗h(i1)
N−1 (u1)X
+
N−1(v
(1)
N−1) · · ·X
+
j1+1
(v
(1)
j1+1) :
= (−1)
1
2
(N−1−j2)(N+2+j2)δj10+
1
2
(N−1−j1)(N−2+j1)δj20
×h(−)(
u1
u2
)q(−qN+1u2)
N−1
N
∏
k(v
(2)
k − q
−2v
(1)
k )(v
(2)
k − v
(1)
k )
(v
(1)
N−1 − q
N+2u2)(v
(2)
N−1 − q
Nu1)
×
∏
k
1
v
(2)
k − q
−1v
(1)
k+1
∏
k
−1
v
(2)
k − q
−1v
(1)
k−1
: Ψ˜
∗h(i2)
N−1 (u2) · · ·X
+
j1+1(v
(1)
j1+1) : .
Here, denoting (z)∞ = (z; x
N )∞, we set
h(+)(z) =
(q2z)∞
(q2Nz)∞
, h(0)(z)−1 =
(q2N−1z)∞
(qz)∞
, h(−)(z) =
(z)∞
(q2N−2z)∞
.
D Derivation of integral formula for trace
The calculation of the trace using the bosonic expression of the intertwining operators are
exactly similar to the case of sl2 [9][8]. Thus we present here only the necessary information
for the calculation of the trace.
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We use the following formula
teV (Λi)
(
xD exp (
N−1∑
j=1
∞∑
n=1
A(j)n aJ(−n)) exp (
N−1∑
j=1
∞∑
n=1
B(j)n aJ(n))
× exp(
N−1∑
j=1
cjαj)
N−1∏
j=1
g
∂αj
j g
−∂Λ1
0 g
−∂ΛN−1
N
)
= (xN )−1∞ g
−(Λ1|Λi)
0 g
−(ΛN−1|Λi)
N g
1−δi0
i θi(g
−1
0 g
2
1g
−1
2 , · · · , g
−1
N−2g
2
N−1g
−1
N |x
N)
×
N−1∏
j=1
exp
( ∞∑
m=1
∞∑
n=1
1
n
xNmnA(j)n (−[n]
2B(j−1)n + [n][2n]B
(j)
n − [n]
2B(j+1)n )
)
, (31)
where we set B(0)n = B
(N)
n = 0. The derivation of this formula is similar to the sl2 case. We
refer to [8] for details.
In the previous section we have given the expression of the operators in terms of their
normally ordered operators. Therefore in this section we shall give a list of contributions to
the trace from the normally ordered operators. Then using the formula (31) we can calculate
the trace and the result is presented in section 10.
For an operator O such that
O = exp (
N−1∑
j=1
∞∑
n=1
A(j)n aJ(−n)) exp (
N−1∑
j=1
∞∑
n=1
B(j)n aJ(n))
× exp(
N−1∑
j=1
cjαj)
N−1∏
j=1
g
∂αj
j g
−∂Λ1
0 g
−∂ΛN−1
N ,
if we write
O ≈ J
then it means that
J =
N−1∏
j=1
exp
( ∞∑
m=1
∞∑
n=1
1
n
xNmnA(j)n (−[n]
2B(j−1)n + [n][2n]B
(j)
n − [n]
2B(j+1)n )
)
.
The following is the list which is necessary for the calculation of the trace.
Φ˜
h(i)
N−1(z) ≈
{q2xN}
{q2NxN}
, Ψ˜
∗h(i)
N−1(u) ≈
{xN}
{q2N−2xN}
,
X−j (w) ≈ (q
2xN )∞(x
N)∞, X
+
j (w) ≈ (q
−2xN )∞(x
N )∞
: Xσ1j1 (w1)X
σ2
j2 (w2) :≈ 1 |j1 − j2| > 1, σ1, σ2 ∈ {±},
: X−j (w1)X
−
j+1(w2) :≈
1
(qxNw1/w2)∞(qxNw2/w1)∞
,
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: X−j (w1)X
−
j (w2) :≈ (q
2xNw1/w2)∞(q
2xNw2/w1)∞(x
Nw1/w2)∞(x
Nw2/w1)∞,
: X−j (w)X
+
j+1(v) :≈ (x
Nw/v)∞(x
Nv/w)∞,
: X−j+1(w)X
+
j (v) :≈ (x
Nw/v)∞(x
Nv/w)∞,
: X−j (w)X
+
j (v) :≈
1
(qxNw/v)∞(qxNv/w)∞(q−1xNw/v)∞(q−1xNv/w)∞,
: X+j (v1)X
+
j+1(v2) :≈
1
(q−1xNv1/v2)∞(q−1xNv2/v1)∞,
: X+j (v1)X
+
j (v2) :≈ (x
Nv1/v2)∞(x
Nv2/v1)∞(q
−2xNv1/v2)∞(q
−2xNv2/v1)∞,
: Φ˜
h(i)
N−1(z)X
±
j (w) :≈ 1, j 6= N − 1,
: Ψ˜
∗h(i)
N−1(u)X
±
j (w) :≈ 1, j 6= N − 1,
: Φ˜
h(i)
N−1(z)X
−
N−1(w) :≈
1
(qN+2xNz/w)∞(q−NxNw/z)∞
,
: Φ˜
h(i)
N−1(z)X
+
N−1(v) :≈ (q
N+1xNz/v)∞(q
−N−1xNv/z)∞,
: Ψ˜
∗h(i)
N−1(u)X
−
N−1(w) :≈ (q
N+1xNu/w)∞(q
−N−1xNw/u)∞,
: Ψ˜
∗h(i)
N−1(u)X
+
N−1(v) :≈
1
(qNxNu/v)∞(q−N−2xNv/u)∞
,
: Φ˜
h(i1)
N−1(z1)Φ˜
h(i2)
N−1(z2) :≈
{q2xNz1/z2}{q
2xNz2/z1}
{q2NxNz1/z2}{q2NxNz2/z1}
,
: Φ˜
h(i1)
N−1(z)Ψ˜
∗h(i2)
N−1 (u) :≈
{q2N−1xNz/u}{q2N−1xNu/z}
{qxNz/u}{qxNu/z}
,
: Ψ˜
∗h(i1)
N−1 (u1)Ψ˜
∗h(i2)
N−1 (u2) :≈
{xNu1/u2}{x
Nu2/u1}
{q2N−2xNu1/u2}{q2N−2xNu2/u1}
.
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