Abstract-Several optimizations must be considered for the design of streaming applications (e.g. multimedia or network packet processing). These applications can be modelled as a set of processes that communicate using buffers. For this purpose, Cyclo-Static Dataflow graphs, which are an extension of Synchronous Dataflow graphs, allow to consider a large class of industrial applications. This paper presents an original methodology to minimize the global surface of the buffers for a Cyclo-Static Dataflow graph under a given throughput constraint. It is proved that, if the processes are periodic, each buffer introduces a linear constraint described analytically. The optimization problem is then modelled by an Integer Linear Program. A polynomial algorithm based on its relaxation provides a quasi-optimal solution for real life problems. The resolution of the optimization problem for a ReedSolomon Decoder application is then detailed.
I. INTRODUCTION AND RELATED WORK
Most of embedded systems consist of digital signal processing applications such as audio/video codecs and wireless modems. They are composed of concurrent processes communicating through buffered channels. These applications present hard real-time constraints as throughput that may be influenced by the size of buffers. Thus, buffers sizing is a crucial step in the design of these systems.
Synchronous Dataflow graphs (in short SDF), introduced by Lee and Messerschmitt [1] are widely used to model communications between processes. An application is modelled by a directed graph where nodes (resp. arcs) correspond to processes (resp. FIFO buffers). Each process consumes (resp. produces) data, modelled by tokens, in its input (resp. output) buffer. Moreover, the processes production/consumption rates are set at compile time. If all transfer rates are unit, the graph is called Homogeneous SDF (in short HSDF).
SDF were extended to Cyclo-Static DataFlow graphs (in short CSDF) by [2] to model a wider class of applications: each execution of a process P is decomposed into ϕ(P ) > 0 phases, each of them sending/receiving a given amount of data. A comparison between SDF and CSDF can be found in [3] . More recently, it is shown in [4] that CSDF can be even considered to model another class of channels.
The as soon as possible (in short asap) firing policy consists of executing a process as soon as there is enough data in its inputs. It is also called self-timed execution. It ensures obtaining the maximum throughput. One way to evaluate this throughput for a CSDF graph is to construct an equivalent HSDF graph [2] and apply a Maximum Cycle Ratio analysis [5] . However, the obtained HSDF graph is of exponential size in the size of the initial CSDF graph. Thus, techniques based on this approach are too space and time consuming to handle real-life systems. Another way consists of finding a self-timed execution pattern that can be repeated infinitely. The maximum throughput of a process is then derived from its number of firings during this execution. Such a technique has already been applied in case of SDF graphs [6] . Nevertheless, the computation of this pattern is closely related to the values of transfer rates and is exponential, which becomes quickly problematic for large transfers rates. Considering the processes phases introduced by CSDF model, this approach can not be considered for large CSDF systems. To the best of our knowledge, no polynomial algorithm exists to evaluate the maximum throughput for SDF and thus for CSDF graphs. The consequence is that related optimization problems are probably not in NP.
As mentionned previously, sizing buffers is a crucial step that is handled by the designers with hard difficulties. For instance, as the size of systems are still growing, designers may cope with the cycle initialization problem (e.g. prefill feedback buffers) to avoid deadlock. However, these adjustments of the initial conditions are purely subjective and limit the space solution. An alternative vision is to consider the buffer sizing problem in its unmarked version (i.e. the initial number of data in a buffer is not specified by the designer). At first glance, the unmarked case may seem strange for experienced designers. This is somewhat preconceived idea since nowadays many systems do not require to start with empty buffers. The main benefit for the designer is the possibility to reach a better buffer size configuration with a higher throughput. An example will be given in this paper to highlight this feature.
in its unmarked version is NP-complete for HSDF. Thus, the probleme is NP-Hard for SDF and CSDF graphs. Using a model checking approach, [9] draws up the pareto space of the bi-criterion problem throughput-buffers sizes for marked SDF and CSDF graphs. The exact throughput analysis and the exponential set of storage distribution to explore limit dramatically the size of the instances that can be considered by this technique.
Classical optimization approaches may involve a great number of throughput evaluation steps rendering the computation time of such approaches totally unrealistic. To bypass this practical issue, periodic schedules are used: phases of processes are fired periodically such that a predetermined throughput is reached. Using this scheduling policy, in counter part of an underestimation of the maximum throughput, optimization problems belong to NP. An overestimation of needed buffers sizes is thus expected for a given throughput. Authors in [10] proved that, if a periodic schedule of the processes is supposed, the constraints induced by a buffer can be expressed linearly using the start times of the first execution of the adjacent processes. An algorithm is developed to compute each equation. However, the algorithm proposed to solve the minimization problem is limited to chains (i.e. acyclic graphs). To remove this constraint on the topology of the graph, a new formulation using Linear Programming is introduced later in [11] to minimize a linear function of the start times. It is obvious that instead of optimizing buffers sizes this objective function minimizes the overall latency. It may be equivalent in some cases (acyclic graphs for example), but in general it induces an overestimation of the overall size of buffers. We will demonstrate that this objective function overestimates buffer sizes in the unmarked case by producing a small example.
Contribution:
In this paper, based on a periodic schedule, an original technique using Linear Programming to minimize the surface cost of the buffers for a CSDF graph is developed. The aim is to prove that the methodology developed in [12] for SDF graphs can be extended to handle CSDF graphs. Tokens in each buffer are supposed to represent the same amount of data. The surface of a buffer depends then linearly on this amount and the size of the buffer. Let us consider two processes P 1 and P 2 communicating through a bounded buffer b and their respective phases i and j. The fact that a firing of j has to wait until a firing of i has finished is called a precedence constraint from i to j. Due to the blocking read dataflow semantic, the buffer induces an infinite number of precedence constraints from i to j. Since b is bounded, it induces also a blocking write and thus an infinity number of precedence constraint from j to i due to the lack of space in b. First of all, we demonstrate that these two infinite sets of precedence constraints can be pruned into two inequalities efficiently compared to [10] . In practice, a precedence constraint induces a minimum delay between the considered firings in any valid schedule. We show for a periodic schedule that every inequality induces a minimum delay between the start times of the first executions of P 1 and P 2. An additional treatement of at most 4(ϕ(P 1) + ϕ(P 2)) steps extracts the two most critical minimum delays. Equations are described analytically and the problem is then modelled using an Integer Linear Program. Its relaxation is solved using simplex algorithm and a quasi-optimum solution is built in polynomial time. A practical example is then presented. Thanks to the low time-complexity of the algorithm presented in this paper, sizing buffers under throughput constraint for large systems is no more an issue.
The paper is organized as follows: CSDF graphs and our notations are presented in Section 2. It is proved in Section 3 that each buffer induces a couple of linear inequalities expressed using the start times of the first execution of the adjacent processes. Section 4 is dedicated to the formulation of the problem using Integer Linear Programming. The modelling of a Reed-Solomon Decoder application using CSDF graph and its minimum solution are lastly presented in Section 5. Section 6 is our conclusion.
II. CYCLO-STATIC DATAFLOW GRAPHS
A Cyclo-Static Dataflow graph (CSDF) is a directed graph where nodes model macro-tasks and arcs correspond to buffers. It is denoted by G = (T, A) where T (resp. A) is the set of nodes (resp. arcs).
Subsections II-A and II-B present precisely the semantic of the model and our notations. Subsections II-D and II-C circumscribe the set of well-structured applications, i.e. applications that can be executed with a limited amount of memory. Subsection II-E is devoted to the study of precedence constraints induced by an arc between a couple of processes. Our precedence constraints characterization will be the key point of the approach in the sequel of this paper.
A. Macro-tasks
Every macro-task t ∈ T is decomposed into ϕ(t) ∈ N−{0} phases; for every value k ∈ {1, · · · , ϕ(t)}, the kth phase of t is denoted by t k and has a constant duration t (k). One execution of the macro-task t ∈ T corresponds to the ordered executions of the phases t 1 , · · · , t ϕ(t) and has a duration
Moreover, every macro-task t ∈ T is executed several times: for every integer n ∈ N − {0}, t, n denotes the nth execution of t. Similarly, for every phase k ∈ {1, · · · , ϕ(t)}, t k , n denotes the nth execution of the kth phase of t. It is also supposed that two phases or two successive executions of a macro-task cannot overlap.
For every couple (k, n) ∈ {1, · · · , ϕ(t)} × N − {0}, P red t k , n is the preceding execution phase of t k , n . More formally,
The execution t ϕ(t) , 0 is fictitious and is only introduced to simplify the definition of P red.
B. Buffers
Every arc a = (t, t ) ∈ A represents a buffer b(a) of unbounded size from the macro-task t to t . ∀k ∈ {1, · · · , ϕ(t)}, it is supposed that w k (a) data are produced in b(a) at the end of an execution of t k . Similarly, ∀k ∈ {1, · · · , ϕ(t )}, v k (a) data are read from b(a) before the execution of t k . We set 
A path of G of length p ∈ N − {0} is defined by a list of macro-tasks ν = (t
A circuit is a path such that t p = t 1 . The weight of a path ν is the ratio
Each buffer b(a)
has an initial number of data M 0 (a) ∈ N. In the example of Figure 1 , the buffer is initially empty, i.e. M 0 (a) = 0.
C. Schedules
A feasible schedule of a CSDF graph is a function s that associates, for every triple (t, k, n) with t ∈ T , k ∈ {1, · · · , ϕ(t)} and n ∈ N − {0}, a start time s(t k , n) for the nth execution of t k such that the number of data in every buffer a ∈ A remains non negative, i.e. no data is read before it is produced. The start times of a macro-task coincide with those of its first phase, i.e. s(t, n) = s(t 1 , n).
We also consider the existence of a macro-task t ∈ T for which a throughput of value δ is required. The throughput of the system for a schedule s is then defined as
and must verify δ(s) = δ . This constraint comes from streaming applications, for which an exact input or/and output throughput is required.
A CSDF graph is said to be well-structured if there exists a function M 0 such that a feasible schedule exists. The following theorem generalizes the necessary condition of existence of a valid schedule [2] .
Rougthly speaking, for any circuit c of G, W (c) can be viewed as the production rate of data on c. So, if W (c) < 1, the whole number of data stored in buffers of c decreases after a finite firing sequence and therefore it leads to a deadlock situation.
D. Bounded buffers
In a CSDF graph, an arc a is associated with a buffer b(a) with a non-limited size, i.e. the number of data stored simultaneously in b(a) may be infinite. However, this hypothesis is unacceptable for systems with limited physical memory. Stuijk et al. [9] noticed that a buffer b(a) with a bounded size from t to t may be modelled by adding a reverse arc a = (t , t) in the associated CSDF graph with, Figure 2 ). The size of the buffer b(a) is then equal to the sum M 0 (a) + M 0 (a ). Without loss of generality, it is assumed that the application is modelled using a connected CSDF graph. Now, if all buffers have a bounded size, the graph obtained by adding reverse arcs is strongly connected (i.e. for every couple of macro-tasks (t, t ) ∈ T 2 , there exists a path from t to t ) and is said symmetrical.
The following theorem holds for symmetrical graphs: Proof: Let us consider a circuit c of G. Since G is symmetrical, path c constructed using reverse arcs of c is also a circuit. By Theorem 1, since G is well-structured,
In this context, the well-structered property is equivalent to the consistency as defined by [2] . To our point of view, the consistency definition is sligthly confusing since it mixes behavioural aspects with the initial marking. Indeed, the mathematical criterion for consistency defined by [2] only relies on a property of a matrix associated to the CSDF graph.
The following corollary is used in the next section to derive the minimum throughput of macro-tasks.
If G is well-structured and symmetrical, then, all paths between t and t have the same weight.
Proof: Let us suppose that there exists two disjoint paths, ν 1 and ν 2 , from t to t with two different weights W (ν 1 ) = W (ν 2 ). Since the graph is symmetrical, we may construct a circuit c by concatenating the path ν 1 with the reverse path of
W (ν2) . By Theorem 2, G is well-structured implies W (c) = 1 which leads to a contradiction because this involves W (ν 1 ) = W (ν 2 ).
In the following, graphs are supposed to be symmetrical and well-structured.
E. Precedence constraint
The infinite set of constraints induced by an arc a = (t, t ) on executions of phases of macro-tasks t and t can be expressed as classical precedence relations. More formally, it is said that a induces a precedence constraint from the execution
2 if the two following conditions hold: 1) t k , n can be executed at the completion of t k , n ; 2) P red t k , n can be executed before the end of t k , n but not t k , n . Let us define D + a t k , n as the total number of data produces by t in the buffer b(a) at the completion of t k , n . Then, it verifies the sequence
Similarly, the number of data consumed by t in the buffer b(a) at the activation of t k , n is defined by the sequence
can be used to build a precedence constraint between the executions of the macro-tasks. For buffer b(a) in Figure 1 , we have D The following lemma provides a mathematical criterion that catches this intuitive definition of a precedence constraint between two executions.
Proof: According to the definition of a precedence constraint, the first condition implies
Since P red t k , n may be executed before the end of t k , n ,
Lastly, once t k , n and t k , n are executed, the number of remaining data in a is less than w a (k), otherwise t k , n can be executed before the completion of t k , n . Thus,
For the example pictured by Figure 1 , we get D
Since w a (2) = 3 and v a (2) = 5, the following inequality is true:
, the left inequality from Lemma 1 can be written as:
This inequality defines an upper bound on the difference between data produced by t and data consumed by t that may occur because of precedence constraints between t k and t k . In the next section, we will demonstrate that in the case of a periodic schedule this difference forces t to start its first firing with some minimum delay after the first firing of t. Moreover, the more this difference is, the more the first firing of t is delayed. On the other hand, if M 0 (a) = 0, both the difference and the delay are reduced. The next step is to refine the upper bound such that we can evaluate the maximum delay in the next section.
Let us denote for every arc a = (t, t ) ∈ A,
and,
where gcd is the greatest common divisor of a given list of non negative integers. For every integer α ∈ Z and γ ∈ {gcd a , gcd a }, we also set
and
Lemma
Then, there exists a precedence constraint from t k , n to t k , n , iff:
The left inequality of Lemma 1 becomes
Since the right part of this inequality is a linear combination of w a ·1 and {v a (1), · · · , v a (ϕ(t ))}, then it is divisible by gcd a .
If the left part is also a multiple of gcd a , then, by substracting gcd a from the left part, the strict inequality can be replaced by an inequality:
As a consequence of these two last inequalities,
By adding D + a t k , 1 to the inequality, we obtain
The value of H min (k, k ) is a consequence of Lemma 1.
Similarly, we prove that
Therefore,
which concludes the proof.
III. PERIODIC SCHEDULES As we have mentionned before, sizing buffers using the as soon as possible schedule is too time consuming and limits the study to small applications. Alternatively, our approximate algorithm based on periodic schedule has shown that minimizing buffers for a SDF graph is possible with polynomial complexity [12] .
Unlike the case of SDF graphs, different periodic schedules can be constructed for a CSDF process depending on the position of its phases. Indeed, phases first firings can be scheduled in different ways and this may influence the size of buffers. An optimum phases schedule takes necessarily into account phases transfers rates into and out of all the adjacent buffers to a process.
In [11] , authors develop such a technique. For a process and its adjacent buffer, it sets the phases of the process to minimize the size of the buffer. When several buffers are adjacents to the process, a different emplacement of phases is proposed for every buffer and thus different schedules are considered for the same process. Since no global and unique schedule can be constructed, this approach can be risky. Indeed, trying to minimize the size of a buffer independently from the others involved may underestimate the overall needed buffers surface. If the periodic and the asap schedules have the same throughput, the proposed solution by this technique may not respect the imposed throughput constraint.
A correction of this approach should consider the minimization of all buffers adjacent to a process at the same time and thus offers a single positioning for the phases of this process. However, this approach should significantly increase the time-complexity.
In this paper, to validate our methodology, the simplest is to position the phases randomly or according to a criterion that depends only on processes (i.e. independent of buffers) such as the duration of the phases. To enable a relevant comparison, we adopted the assumptions considered in [10] about phases positioning.
An execution of a macro-task t is scheduled periodically every μ t ≥ t · 1 units of time. The start times of phases t 1 , · · · , t ϕ(t) are spread over μ t using their time execution. More formally, s is a periodic schedule if every task t ∈ T is associated with a period μ t such that:
This definition ensures that two successive phases do not overlap. Note that the throughput of a periodic schedule is exactly 1 μ t .
A. A sufficient condition of existence for a periodic schedule
The following theorem characterizes a periodic schedule such that all precedence constraints as defined in Section II-E are fulfilled. First of all, using the well-structured property of the graph, we establish for every arc a = (t, t ) a relationship between the couple of periods (μ t , μ t ). This relationship is subsequently used to compute all the macro-tasks periods from μ t . Then, a minimum delay β a between the first phases start times s(t , 1) − s(t, 1) such that no data is consumed by t before it is produced by t is also expressed.
Our equations are similar to [10] . However, our values β a may be smaller and are evaluated analytically on a smallest set of relevant values. Our values are minimum and computed faster, leading to a better computation of buffers sizes.
Theorem 3.
There exists a set of rationals {β a , a ∈ A} such that, every periodic schedule which verifies:
Proof: Let us suppose that a = (t, t ) induces a precedence constraint from t k , n to t k , n with k
Since s is periodic, this equation becomes
Let us define now
and therefore,
According to Lemma 2, for any couple (n, n ) and for every k , H( k, n , k , n ) ≤ min{H max (k), H max (k, k )}, and then the right part of the previous inequality is less than or equal to
Thus, to preserve the minimum delay between s(t , 1) and  s(t, 1), it is sufficient to consider the delay r(k, k , n ) . Then, the new considered inequality is
This inequality must be true for any value n , so μ t − μt wa·1 v a · 1 ≥ 0 and then
. Since the graph is symmetrical, there exists a circuit c that includes a. By Theorem 2, since G is well-structured, W (c) = 1, and then
and then, for a path ν tt , we get
Now, by Corollary 1, all paths from t to t have the same weight W (ν tt ), thus the previous equality always holds. So the first part of the theorem is proved. Now, by replacing r(k, k , n ) with its value in the precedent inequality we get
and thus
To build a periodic schedule such that no data is read before it is produced this inequality must be true ∀k ∈ {1, · · · , ϕ(t)} and ∀k ∈ {1, · · · , ϕ(t )}. Therefore, it must be true for the right term equal to β a with
B. Computation of the sufficient condition
In this subsection, we evaluate the time complexity of the computation of periods and equations as defined in the previous subsection for a given graph G = (A, T ).
Computation of β a : Let a = (t, t ) an arc of G and let β a be the value as defined in the proof of Theorem 3. We observe that terms depending respectively of k and k can be splitted to obtain:
Thus, only 2 (ϕ(t) + ϕ(t )) steps are needed to evaluate β a .
Computation of μ t , t ∈ T :
As seen in the proof of Theorem 3, periods of two adjacent macro-tasks t and t with a = (t, t ) ∈ A verify μ t = wa·1 va·1 μ t . Starting from t for which the period μ t is set, the period of every macro-task t can be computed by a Depth-First Search algorithm [13] . A constraint formulation that includes buffers sizes as variables is needed to define an objective function that minimizes the overall capacity cost. To achieve this goal, we need to introduce a concept of useful tokens in the computation of the minimum delay. We
Let us consider that M 0 (a) is set (i.e. a ∈ A 1 ) and that (k , k ) = arg max(β M 0 (a) − res(a, k) 
Let us define β a = β a + μt wa·1 m 0 (a) · gcd a . For a given throughput, our problem may be formulated by the following Integer Linear Program:
The first (resp. second) inequality expresses the sufficient condition associated with an initialized (resp. uninitialized) arc a ∈ A 1 (resp. a ∈ A 2 ) following Theorem 3. The other constraints restrict the values that M 0 (a), a ∈ A 2 , can take to multiples of gcd a .
This problem is a generalization of an NP-Hard problem [7] . In order to compute a good solution efficiently, we first solve the linear program relaxation by removing the integrity constraints on the values of m 0 (a), a ∈ A 2 . Then, to get a feasible solution, for every arc a ∈ A 2 , we round m 0 (a) to the next greater multiple of gcd a (gcd a if β a = β 2 a ).
V. EXPERIMENTAL RESULTS
Our method was tested on two particular industrial applications. The first one concerns a Reed Solomon Decoder application (RSD). The second one is an MP3 Playback model extracted from [10] .
A. RSD application
It is used to detect and correct errors that may occur during wireless communications. The input of our application is a frame of 896 bytes, composed of 864 data bytes and 32 parity bytes. The output is 4 frames of 216 bytes called codewords. Each codeword is associated with the number of errors that were detected in it and whether they were all corrected or not. This determines the status of the frame received (accepted or rejected). A block diagram of this application is shown in Figure 3 .
To decode Reed-Solomon codes, an Euclidean decoding algorithm is used and it is implemented by an Euclid block. The Syndrome block performs the syndrome calculation using 32 parity bytes.
To enhance the throughput, four Euclid blocks are used in parallel to decode an interlaced data frame. The Deinterleaver block is used to deinterlace a frame of 864 bytes (buffer α) into 4 codewords of 216 bytes (buffers β 1 to β 4 ). Each codeword is treated by a separate Euclid block able to detect 7 errors and to correct at most 3. To perform its task, an Euclid block needs a syndrome of 8x8 bits which is delivered by the Syndrome block (buffers γ 1 to γ 4 ).
The period of the system is needed to be 1152 clock cycles. The duration of one clock cycle depends on the technology used. Figure 4 shows a cyclo static modelling of this application. Because of symmetry, only the first Euclid block is represented. Also, due to space constraints, several macrotasks have been merged. The unique macro-task of the Deinterleaver block has 4 phases (as many as the number of Euclid blocks). Every phase takes 1 clock cycle, i.e. ∀k ∈ {1, · · · , 4}, D 1 (k) = 1. During the phase i, it writes the data just read from buffer α on the buffer β i and nothing on the three others.
The Euclid block is composed of three macro-tasks. They all have one phase, i.e. ϕ(
The execution times of these phases are E 1 (1) = 89, E 2 (1) = 1 and E 3 (1) = 3.
Our algorithm runs on a 2.3Ghz AMD processor and Linux based system. The solver used to resolve the linear program relaxation is GLPK [14] .
In the marked case with buffers initially empty, the algorithm computes several solutions of the same minimum cost which is 1001 bytes. Two of these solutions are shown in Table I . The first solution sets the size of buffer α to its minimum which is 33 bytes. The sizes of buffers β i , i ∈ {1, · · · , 4} are set to 234 bytes. The second solution does the opposite and reduces the amount of buffers between the Deinterleaver block and Euclid blocks to its minimum 4x1 bytes. In this case, the minimum size of α is 965 bytes. Adopting a solution rather than the other depends on architectural choices. Our designers preferred merging memory components and they opted for the second solution. For theoretical interest, the unmarked version of this example has also been studied. The overall surface drop 90% to 101 bytes for the same throughput constraints. Designers should consider the unmarked version when it is possible as it can significantly reduce the surface allocated to buffers.
Cost(bytes)
We also analysed the impact of an alternative objective function in the unmarked case. Using the same set of constraints, we minimized the sum of the first start times of the macro-tasks, i.e. t∈T s(t, 1), as described in [11] . The obtained solution has a cost of 165, i.e. an overestimation of 63% compared to the result obtained with our initial objective function. This demonstrates that the objective function adopted in [11] has a negative impact on the accuracy of the results.
B. MP3 Playback application
The MP3 playback model presented in [10] allows us to compare our results with [9] and [10] . This application reads a 48kHz compressed audio stream (MP 3) and converts it to a 44.1kHz stream (SRC). The macro-task AP P models an acoustic effect applied to the stream before it is converted to an analog signal by the Digital-Analog Converter (DAC). The macro-task MP 3 is divided into 39 phases during which it produces 1152 bytes. The throughput is given by the frequency of the Digital to Analog Converter output which is 44.1kHz. Thus, periods of macro-tasks MP 3, SRC and AP P are respectively 24ms, 10ms and 22μs. As mentionned in Section III, we adopted in this paper the same positioning for phases as in [10] to enable a relevant comparison between the two techniques. For different execution times of the converter SRC (See Table II ), the same results were obtained for buffers B 2 and B 3 . However, our technique improves (up to 6%) the size of the buffer B 1 . This is due to the difference between the underlying techniques used to compute β a . The approach proposed in [10] can result in problematic run-times if used to compute the exact value of the minimum delay β a . The authors technique to avoid this run-time complexity consists in computing β a on a small constructed set of constraints that guarantee that no data is consumed before it is produced. However, this technique can increase slightly the real value of β a .
MP3
Thanks to the analytical technique presented here for the computation of β a , our algorithm is faster (10 −5 s per buffer) than [10] (10 −2 s per buffer). This improvement in speed will be clearly visible in large systems with hundreds or thousands of processes and also when several iterations have to be performed, as in the case of Parameterized CSDF [15] . In [9] , the model checking approach used computes optimal buffer sizes using the as soon as possible scheduling policy. The authors provide SDF 3 , a tool that implements this technique [16] . Numerical values obtained are about 21% to 59% better. As explained previously, the flaw of this last technique is its scalability. An improved MP3 playback is presented to highlight this point: the application presented in Figure 6 is able to read and mix two independent MP3 input streams. Obviously, a simple solution would size buffers B 4 and B 5 exactly with the same sizes as for B 1 Basically, the state space is obtained by adding subsequently step(b) tokens to every buffer b = (t, t ) that limits the throughput of the graph until the maximum throughput is obtained. step(b) is defined as gcd{w b (i), v b (j)|1 ≤ i ≤ ϕ(t), 1 ≤ j ≤ ϕ(t )}. This may result in an exponential size of the state space as explained by the authors themselves. The authors propose two approximation algorithms to deal with the exponential run-times of the algorithm. The aim of these approaches is to reduce the set of storage distributions to explore. For this purpose, the first technique proposes to use a bigger token granularity to increase buffers sizes. The new token granularity may be a multiple factor of the step used in the exact technique. In the second technique, authors propose to start exploring from a fast solution obtained by a heuristic as the one proposed in this paper. As a result, the algorithm starts from a solution close to the optimum. But again, these two approaches do not deal with the underlying throughput analysis technique used and that has an exponential complexity in the worst case.
VI. CONCLUSION
This paper presented a technique to minimize the surface cost of the buffers under a throughput constraint for a cyclo-static data flow (CSDF) graph. It is proved that our methodology developed in [12] can be extended to CSDF graphs. We first generalize the classical precedence constraints characterization. Again, the use of a periodic schedule allows the formulation of the minimization problem as an integer linear program.
Thanks to the analytical treatement, both the speed and the accuracy of the results have been improved comparatively with another technique [10] based on the same assumptions. Moreover, a small real-life problem and its resolution are presented, showing that several minimum solutions can be computed.
However, we are convinced that our results may be improved if all phases are fixed independantly. If an analytical expression of equations is possible in this case, the accuracy of the experimental results should be greatly improved.
