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1. INTRODUCTION
Almost all of the 26 sporadic finite simple groups possess systems of sub-
groups which, in several ways, resemble the parabolic systems of the finite
simple groups of Lie type. Many of these systems are catalogued in [RSt,
RSm]. Those in [RSt] mirror more closely the minimal parabolic systems
of a finite simple group of Lie type. In this paper the term minimal
parabolic system will be used in a broader sense, to be explained in a
moment.
Our interest here is in a very particular kind of (generalized) minimal
parabolic system, an example of which occurs in the Monster simple group,
and the object of this work is to derive ‘‘local’’ information about such a
minimal parabolic system. In order to state these results we need to intro-
duce some definitions and notation.
Definition 1.1. Let G be a (not necessarily finite) group containing a
finite p-subgroup S, where p is a prime.
(a) A finite subgroup P of G which contains S is called a minimal
parabolic subgroup if NP(S) is contained in a unique maximal subgroup of
P and Op(P){1.
(b) Let [P1 , ..., Pn] be a set of minimal parabolic subgroups of G
and put I=[1, ..., n]. Then [P1 , ..., Pn] is a minimal parabolic system of
rank n if
(i) G=(Pi | i # I){(Pj | j # J) for each proper subset J of I; and
(ii) for i, j # I, P ij is a finite group and S # SylpPij , where Pij
denotes (Pi , Pj).
We shall be considering minimal parabolic systems in which the Pi are
a particular ‘‘degenerate’’ kind of group of Lie type, as specified in
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Hypothesis 1.2. G is a group containing a minimal parabolic system,
p=2 and for each i # I
Pi O2(Pi)$SL2(2)($S3).
By analogy with Dynkin diagrams, we now assign a diagram to a mini-
mal parabolic system [P1 , ..., Pn]. Assume Hypothesis 1.2 holds. We take
as nodes the set I and, putting P ij=Pij O2(Pij), for i, j # I we join i and j
as indicated:
m
i
m
j
if and only if P ij $SL2(2)_SL2(2);
m
i
wwm
j
if and only if P ij $L3(2); and
m
i
===t m
j
if and only if P ij $S 6 .
Here S 6 denotes the group H which is uniquely specified by requiring
H$ to be the non-split triple cover of A6 , HO3(H$)$S6 , and H$=
CH(O3(H$)). The symbol m===
t
m is chosen because S6 $Sp4(2) .
For G, S, P1 , ..., Pn as in Definition 1.1(b) we put So=coreG S,
Pi1 } } } ik=(Pi1 , ..., Pik) , and Si1 } } } ik=corePi1 } } } ik S.
The main theorem to be proved is
Theorem 1.3. Suppose that Hypothesis 1.2 holds with n=5 and that the
diagram of [P1 , ..., P5] is
m
1
wwm
2
wwm
3
wwm
4
===t m
5
Further assume that |SS345 |{29 and 210{|SS2345 |{225. Then |SSo |=
246 and O2(P45)So has a P45-chief series
O2(P45)=X0>X1>X2>X3>X4>X5>X6>X7>X8>X9
>X10>X11>X12>X13=So
with
[X0 : X1]=[X2 : X3]=[X6 : X7]=[X9 : X10]=26,
[X3 : X4]=[X7 : X8]=[X8 : X9]=24, and
[X1 : X2]=[X4 : X5]=[X5 : X6]=[X10 : X11]
=[X11 : X12]=[X12 : X13]=2.
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In the course of establishing Theorem 1.3 many more detailed facts
about SSo emerge than are stated above. For example, the isomorphism
type of the P45 -chief factors of O2(P45)So can be easily read as can infor-
mation about the action of Pij upon O2(Pij)So for various other i, j. The
structural data in the conclusion of Theorem 1.3 resembles the situation in
the Monster simple group quite closely.
Minimal parabolic systems possessing diagrams of the form mwwm===t m
and mwwmwwm===t m have been studied in [R1, R2], respectively. As a
consequence of these works, the hypothesis |SS345 |{29 and |SS2345 |{225
implies that
|SS345 |=210 and |SS2345 |=221.
A major step in the proof of Theorem 1.3 is the identification of a
subgroup S of S which is simultaneously normalized by P1 , P2 , P3 , P4 ,
and P5 . Then, since G=(P1 , ..., P5) , we have S So and, in the light of
other deductions, it is then straightforward to identify So . In locating S our
perspective is to start with subgroups ‘‘near the top’’ of S such as O2(Pi),
O2(Pij), O2(P1234), and O2(P2345) and form other subgroups which are the
intersections of these groups with certain of their conjugates. The resulting
subgroups are then analysed and from them we produce further subgroups
by taking suitable intersections. In this manner we proceed down the
subgroup lattice of S eventually pinpointing S . In our arguments P45
frequently plays a prominent role. Indeed the building of a chief series for
P45 spearheads our assault upon the minimal parabolic system. The argu-
ments we use are piecewise quite elementary, almost self-contained, and are
in the spirit of earlier work in [R1, R2].
We now give a more detailed account of this paper.
Section 2 is devoted to establishing notation and assembling results we
shall need about minimal parabolic systems with diagrams mwwm===t m
and mwwmwwm===t m, together with a few facts about the GF(2) represen-
tations of S 6 , L3(2), and S3 _S3 .
In Section 3 we give certain results which are of use in the manufacture
of subgroups of S. Notable among these is the so-called Replication
Lemma (Lemma 3.4), which is a crystallization of some ideas in [R2].
Our journey of discovery down the subgroup lattice of S begins in
Section 6 where we construct T5 , a subgroup of S which has index 233 in
S. This is achieved by using the Replication Lemma in conjunction with
certain facts derived in Section 5. Delving further down the subgroup
lattice of S we bring to light subgroups T6 and T7 where T5>T6>T7 ,
[T5 : T6]=24, and [T6 : T7]=22 or 24. The analysis of the possibilities for
[T6 : T7] turns out to be somewhat lengthy but eventually, in Section 7, we
discover that [T6 : T7]=22 must hold. The subject of Section 8 is T8 , yet
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another subgroup of S, whose index in T7 turns out to be equal to 2. Our
next step is to pinpoint certain subgroups T9 and T10 of Sit is at this
point that the minimal parabolic system fights a strong rear-guard action
in an attempt to retain its secrets. The subgroup configuration that we
encounter here, since it also appears in other work [R3], has been pre-
sented separately in Section 4. It is left to our final section, Section 10, to
determine So and a P45 -chief series for O2(P45)So and so complete the
proof of Theorem 1.3.
2. NOTATION AND QUOTED RESULTS
We begin this section with some properties of L3(2) and S 6 (for a
construction of S 6 consult Section 2 of [R1]).
Lemma 2.1. Suppose G is a finite group with GO2(G) isomorphic to
either L3(2) or S 6 , and let S # Syl2 G.
(i) There is a unique minimal parabolic system [X, Y] of rank 2
containing S for which XO2(X)$S3 $YO2(Y). If GO2(G)$L3(2), then
XO2(X)$S4 $YO2(Y) and if GO2(G)$S 6 , then XO2(X)$S4_Z2 $
YO2(Y).
(ii) Let x # X"S and y # Y"S. Then G=(x, y, O2) =(x, y, O2(Y)).
(iii) Suppose that GO2(G)$S 6 and that [X, Y] is the minimal
parabolic system given in (i). If x # X"S, y # Y"S where x and y are
2-elements, then [x, O2(X)] O2(Y) and [ y, O2(Y)] O2(X).
Proof. Parts (i) and (ii) follow readily from Lemma 2.1(i), (ii) of [R2],
while part (iii) is stated as Lemma 2.2 in [R2].
Lemma 2.2. Suppose G$L3(2) and V is an irreducible GF(2) G-module.
Then
(i) dim V=1, 3, or 8; and
(ii) if (‘) # Syl3 G and dim V=3, then dim CV (‘)=1.
Proof. See Lemma 3.2 of [R2].
Lemma 2.3. Suppose G=G1_G2 where Gi $S3 , i=1, 2, and let
(xi) # Syl3 Gi for i=1, 2. Let V be an irreducible GF(2) G-module. Then
(i) dim V=1, 2, or 4:
(ii) if dim V=4, then CV (xi)=0 for i=1, 2; and
(iii) if dim V=2, then exactly one of x1 and x2 centralizes V.
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Proof. See Lemma 3.1 of [R2].
Lemma 2.4. Suppose G$S 6 and let [X, Y] be the minimal parabolic
system as given in Lemma 2.1(i). Let (x) # Syl3 X and ( y) # Syl3 Y.
Suppose V is an irreducible GF(2) G-module.
(i) If dim V6, then dim V=1, 4, or 6.
(ii) If dim V=4, then O3(G) acts trivially on V.
(iii) If dim V=4, then exactly one of the following holds
|CV (x)|=22, |CV ( y)|=1
and
|CV (x)|=1, |CV ( y)|=22.
(iv) If dim V=6, then V=[V, O3(G)].
(v) If dim V=6, then |CV (x)|=|CV ( y)|=22.
Proof. For parts (i), (iii), and (v) see, respectively, Lemma 3.4(i), (ii)
and Lemma 3.5(i) of [R2].
(ii) From the fact that 33 |% |GL4(2)| and the structure of S 6 , we see
that ker VO3(G). So (ii) holds.
(iv) If V{[V, O3(G)], then [V, O3(G)]=1 by the irreducibility of
V. Then V is an irreducible GF(2)-module for S6 which, since dim V=6,
is impossible. Therefore V=[V, O3(G)].
Lemma 2.5. Suppose GO2(G)$L3(2) and [X, Y] is the minimal
parabolic system as given in Lemma 2.1(i). If G is an operator group on a
finite group F and (x) # Syl3 X, ( y) # Syl3 Y, then |CF (x)|=|CF ( y)|.
Proof. This follows from the observation that (x) and ( y) are
conjugate subgroups of G.
Lemma 2.6. Suppose G is a finite group with GO2(G)$S 6 and let
[X, Y] be the minimal parabolic system as given in Lemma 2.1(i). Let
(x) # Syl3 X and ( y) # Syl3 Y and assume G is an operator group on a
group F.
(i) If |F |=25, then |CF (x)|=2=|CF ( y)| cannot hold.
(ii) If |F |=27, then |CF (x)|{2{|CF ( y)|.
Proof. See Lemma 3.6 of [R2].
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We pause from our cataloguing of results we shall need later in this
paper so as to introduce some notation. Suppose, for the moment, that G
is a group possessing a minimal parabolic system which satisfies
Hypothesis 1.2 and whose diagram is mwwmwwmwwm===t m. We use
[A, B, C, D, E] to denote this parabolic system with A & B & C & D &
E=S and such that
m
E
wwm
D
wwm
C
wwm
B
===t m
A
We now list a number of subgroups of G which will occupy our attention
in later sections,
J :=(B, C) , K :=(B, A) , L :=(C, A) ,
M :=O2(J), N :=O2(K), P :=O2(L)
U :=O2((B, D) ), V :=O2((C, D) ), W :=O2((A, D) ).
Let No be such that N<NoS and No N=Z(BN) (by Lemma 2.1(i)
we have BN$S4_Z2). Then we further introduce
H :=M & N, H1 :=M & V, Ho :=M & No
T1 :=core(A, B, C) S, T3 :=core(A, B, C, D) S,
Z :=core(B, C, D, E) S, H2 :=core(B, C, D) S.
Clearly we have T1T3 , H2Z, and V & U & MZ. Since M, N, and No
are normal in B, H and Ho are normal in B too. Likewise we note that
H1 \C.
We may display some of the above notation in the form shown in Fig. 1.
Since (B, D)U$S3_S3 , |O2(B)U|=2 and hence BUC(B, D)(O2(B)U)
from which we deduce that BU contains one of the S3 direct factors (of
(B, D)U) as a subgroup of index 2. Let BoD be such that U<B
o
D<B and
BoD U is an S3 direct factor of (B, D)U. Similarly, we define D
o
B to be
such that U<DoB<D and D
o
B U is an S3 direct factor of (B, D)U.
(Because B & D=S, DoBU contains the other S3 direct factor.) Clearly we
have that both BoD and D
o
B are normal subgroups of (B, D) , [B
o
D , D
o
B]
U, [B : BoD]=[D : D
o
B]=2, and B
o
D U$S3 $DoB U. Since we also have
(A, C)P $ (A, D)W $ (C, E)O2((C, E) ) $(B, E)O2((B, E) ) $
(A, E)O2((A, E) )$S3_S3 , we may define analogous subgroups C oA ,
AoC , A
o
D , D
o
A , C
o
E , E
o
C , B
o
E , E
o
B , A
o
E , E
o
A of (respectively) C, A, A, D, C, E,
B, E, A, E. Just as before we have that C oA \L, A
o
C \L, A
o
D \(A, D) ,
DoA \(A, D) , C
o
E \(C, E), E
o
C \(C, E) , B
o
E \(B, E) , E
o
B \(B, E) ,
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FIGURE 1
AoE \(A, E) , and E
o
A \(A, E). Further, the following hold: P=
CoA & A
o
C , W=A
o
D & D
o
A , O2((C, E) )=C
o
E & E
o
C , O2((B, E) )=B
o
E & E
o
B ,
O2((A, E) )=AoE & E
o
A , and [C
o
A , A
o
C]P, [A
o
D , D
o
A]W, [C
o
E , E
o
C]
O2((C, E) ), [BoE , E
o
B]O2((B, E) ), [A
o
E , E
o
A]O2((A, E) ). If we
encounter a parabolic system denoted by [P1 , ..., Pn] where (Pi , Pj)
O2((Pi , Pj) )$S3_S3 , PoiPj and P
o
jPi
will have the obvious meaning.
We take xA (respectively xB , xC , xD , xE) to be some fixed element of A
(respectively B, C, D, E) such that (xA) # Syl3 A (respectively (xB) #
Syl3 B, (xC) # Syl3 C, (xD) # Syl3 D, (xE) # Syl3 E).
Lemma 2.7. Let G be a group possessing a minimal parabolic system
which satisfies Hypothesis 1.2 and has mwwmwwmwwm===t m as its
diagram. Then (using the above notation) AN$BN$S4_Z2 and BM$
CM$CV$DV$DO2((D, E) )$EO2((D, E) )$S4 .
Proof. Since (A, B)N$S 6 and (B, C)M$(C, D)V$(D, E)
O2((D, E) )$L3(2), the lemma follows from Lemma 2.1(i).
Lemma 2.8. Assume that |ST1|=210 holds. Then we have the lattice of
subgroups of ST1 shown in Fig. 2.
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FIGURE 2
Further, the following hold.
(i) MR and RT are both J-chief factors (each of order 23);
(ii) NT1 is a chief factor for K of order 26;
(iii) O2(B)=MN; and
(iv) for any c # C"S, Ho & H co=R.
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Proof. For the subgroup lattice see Fig. 1 and (3.22) of [R1] and for
part (i) consult (3.10)(i) and (3.18) of [R1]. The main theorem of [R1]
establishes (ii). Parts (iii) and (iv) are proved in (3.3)(i) and (3.11) of
[R1], respectively.
Our next result is an omnibus lemma on a certain parabolic system with
diagram mwwmwwm===t m.
FIGURE 3
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Lemma 2.9. Assume that |ST3 |=221 holds. Then we have the lattice of
subgroups of ST3 shown in Fig. 3.
Further, the following hold.
(i) T1>T1 & W>T2>T3 is a K-chief series for T1 T3 ;
(ii) T1 T1 & H2 is a chief factor for J of order 23;
(iii) T1 & W contains subgroups Y1 and Y2 with Yi \L for i=1, 2
and T1 & W>Y1>T2>Y2 . Moreover [Y1 : T2]=[T2 : Y2]=22 and Y1 Y2
is an L-chief factor;
(iv) T2 T3 does not possess a B-invariant subgroup of index 22;
(v) T2 \(A, B, D);
(vi) for c # C"S, T2 & T c2 \(A, C, D) (in fact T2 & T c2=Y2 where
Y2 is as given in (iii));
(vii) N & W \(A, B, D);
(viii) H2=H1 & H d1 for any d # D"S and H2<H1 ;
(ix) M & N & P & U & V & W=H & H1 ;
(x) (Ho & H1) H2=H1 ;
(xi) [S : H2 & R]=29 and H2 & R \J;
(xii) [M : T & H2]=29;
(xiii) [S : Ho & H1]=27; and
(xiv) [S : N & V & W]=27.
Proof. The subgroup lattice and part (i) are mostly presented in the
main theorem of [R2] (see especially the end of Section 7 of [R2]). That
[T1 : T1 & W]=2 is given in [R2, Lemma 5.1], T1 & WT1 & H2 holds
since WH2 and T1 & H2T2 follows from [R2, Theorem 5.8(iii)].
For parts (ii), (v), (vii), (ix), (xiii), and (xiv) consult (respectively)
Lemmas 5.4(iii), 5.8(i), 4.8(i), 4.1(v), 4.4(iii), and 5.3(iv) of [R2].
(iii), (vi) (Beware that the T3 in [R2] is different from our present
T3 .) Since T1 & H2 \C, T2T c2T1 & H2(T1 & W) for any c # C and
hence (iv) follows using [R2, Lemma 6.7(iv)]. Combining Lemmas 6.4 and
6.2(i) of [R2] yields (vi).
(iv) By [R2, Lemma 6.8(a)], T2 contains a subgroup of index 2
which contains T3 and is normal in B. Since T2 T3 is an irreducible
4-dimension GF(2) S 6 -module, by properties of such modules we obtain
(iv).
For part (viii) see [R2, Lemma 2.5(i)] noting that [S : H2]=26 and
[S : H1]=25 implies H2<H1 .
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(x) Inspection of the lattice in [R2, Lemma 4.4] gives H0 & H1
 H2 .
So, since [H1 : H2]=2, we obtain H1=(Ho & H1) H2 .
(xi), (xii) Consulting the lattice in [R2, Lemma 5.4] yields
[S : H2 & R]=29 and [M : T & H2]=29. Since H2 \ J and R \ J (see
Lemma 2.8), we clearly have H2 & R \J.
The proof of the lemma is complete.
Theorem 2.10 (Timmesfeld). Suppose G is a group containing a minimal
parabolic system [P1 , ..., Pn], which satisfies Hypothesis 1.2. Further suppose
that [P1 , ..., Pn] has diagram
mwwmwwm } } } mwwm.
Then GcoreG (ni=1 Pi)$Ln+1(2) and S # Syl2 G.
Proof. Putting S=ni=1 Pi we define a chamber system C as follows.
The chambers will be the right cosets of S in G with two chambers Sx and
Sy being i adjacent if xy&1 # Pi , i # [1, ..., n]. By right multiplication G acts
upon C and G =GcoreG S acts faithfully upon C. Since G=(P1 , ..., Pn) ,
G acts transitively upon C and from the diagram of the minimal parabolic
system each rank 2 cell of C is either a generalized digon or a finite projec-
tive plane of order 2. Appealing to a result of Timmesfeld [T, Theorem 3]
yields that C is the chamber system of a building of type An and G is an
extension of a Chevalley group of type An(2m) by diagonal or field
automorphisms. (Note that G $A7 is not possible by the structure of the
Pij as A7 has no subgroups isomorphic to S3 _S3 .) If B is a Sylow 2-nor-
malizer in G , then the number of chambers in C is [G : B ] which is also
equal to [G : S ]. Hence NG (S ) # Syl2 G . By a Frattini argument and the
fact that P i O2(P i)$SL2(2) it follows that m=1, and therefore G $
Ln+1(2). This proves the theorem.
One final piece of notation is F1 $X F2 which means that F1 and F2 are
both X-operator groups which are isomorphic as X-operator groups.
Our remaining notation is standard, for which we refer the reader to
either [G] or [S].
3. THE REPLICATION LEMMA
In this section we consider minimal parabolic systems which are more
general than the one featured in our main theorem. Lemma 3.4 is referred
to as the Replication Lemma, since its application to the subgroup lattice
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of S results in the creation of chief factors contained in S which resemble
certain chief factors higher up the subgroup lattice of S. The Replication
Lemma plays an important part in our arguments. It, in conjunction with
other results such as Lemma 3.2, enables us to penetrate the subgroup
lattice of S.
So, in this section G is assumed to be a (not necessarily finite) group
possessing a minimal parabolic system [P1 , ..., Pn] which satisfies
Hypothesis 1.2. Puts I=[1, ..., n], and let S be a 2-subgroup of G such
that S # Syl2 Pij for all i, j # I.
Lemma 3.1. Let [i, j, k]I be such that i, j and k are distinct and
suppose P ik $S3_S3 $P ij .
(i) O2(Pij) & O2(Pjk)=O2(Pik) & O2(P jk) \P jk .
(ii) If PokPi covers Pk O2(Pjk) and P
o
jPi
covers Pj O2(Pjk), then
O2(Pij) & O2(Pjk)=O2(Pik) & O2(P jk) \P ijk .
Proof. (i) Clearly we have
O2(Pij) & O2(Pjk)O2(Pi) & O2(Pk).
Since P ik $S3_S3 , O2(Pi) & O2(Pk)O2(Pik) and hence
O2(Pij) & O2(Pjk)O2(Pik) & O2(Pjk).
A similar argument shows that
O2(Pik) & O2(Pjk)O2(Pij) & O2(Pjk).
Hence O2(Pij) & O2(Pjk)=O2(Pik) & O2(Pjk). Now Pj normalizes O2(Pij) &
O2(Pjk) and Pk normalizes O2(Pik) & O2(Pjk) and so, since Pjk=(Pj , Pk) ,
this proves (i).
(ii) Since [Pk : PokPi]=2 and P
o
kPi
covers Pk O2(Pjk), we have that
(3.1.1) PokPi & O2(Pjk) has index 2 in O2(Pjk).
Note that
PokPi & O2(Pjk)O2(P
o
kPi
)
and so, since O2(PokPi)=O2(Pik), we see that
(3.1.2) PokPi & O2(Pjk)O2(Pik) & O2(Pjk).
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Put Pojk=(P
o
jPi
, PokPi). From our assumption P
o
jk covers Pjk O2(Pjk). Also
observe that Pi normalizes Pojk . By the definition of a minimal parabolic
system and Hypothesis 1.2,
(3.1.3) Pi & Pjk=S.
Suppose Pojk=Pjk . Then Pi normalizes P jk whence (3.1.3) yields S \Pi ,
a contradiction. Therefore Pojk {Pjk . So (3.1.1), (3.1.2), and P
o
jk covering
Pjk O2(Pjk) imply that
O2(Pik) & O2(Pjk)=Pojk & O2(Pjk)=O2(P
o
jk).
Because Pi normalizes Pojk , Pi must also normalize O2(P
o
jk) which then
yields (ii).
Lemma 3.2. Let i, j # I be such that Pij O2(P ij)$L3(2).
(i) There exists xi # Pi "S and xj # Pj"S such that x2i , x
2
j , (xixj)
3 #
O2(Pij).
(ii) Let xi and xj be as in part (i). Assume that X is a normal 2-sub-
group of Pi and that Y=X & Xxj \S. Then Y & Yxi \Pij .
Proof. (i) See (2.1) (ii) of [R1].
(ii) Since Y \S and x2i # O2(Pij)S, we note that Y & Y
xi is nor-
malized by (O2(Pi), x i). Now
Y & Yxi=(X & Xxj) & (X & Xxj)xi
=X & Xxj & Xxjxi,
because X \Pi . Hence
(Y & Yxi)xj=Xxj & Xxj
2
& Xxjxi xj
=X & Xxj & Xxjxixj.
Because x2i , x
2
j # O2(Pij), X \Pi , and xjx ix j=x
&1
i x
&1
j x
&1
i (mod O2(Pij)),
we see that Xxj xi xj=Xxj xi, whence (O2(P i), xi , xj) normalizes Y & Yxi.
Using Lemma 2.1(ii) gives (O2(Pi), xi , xj)=Pij , whence (ii) holds.
Lemma 3.3. Let i, j # I be such that Pij O2(P ij)$S 6 .
(i) There exists xo # Pi"S and y1 , y2 # Pj"S such that x2o , y
2
1 , y
2
2 ,
(xo y1)5, (xo y2)5 # O2(Pij), and y1 y2  S.
(ii) There exists yo # Pj "S and x i , x2 # Pi"S such that y2o , x21 , x22 ,
( yox1)5, ( yox2)5 # O2(Pij), and x1x2  S.
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(iii) (xo , y1 , [O2(X), xo]) contains a Sylow 3-subgroup of Y and
( yo , x1 , [O2(Y), yo]) contains a Sylow 3-subgroup of X.
Proof. From [R1, (2.2); R2, Lemma 2.3], we obtain parts (i) and (ii).
Part (iii) results from [R2, Lemma 2.3; R1, (2.4)] (note that xo=x1=a
and yo= y1=b where a and b are as in [R1, (2.3)]).
Lemma 3.4 (Replication Lemma). Let k # I and let <{JI be such
that P kj $S3_S3 for all j # J. Put PJ =(Pj | j # J) and PoJ =
(PojPk | j # J). Suppose X \PJ with XS and let g # Pk"S. Then, putting
Xk=O2(Pk) & X, we have that the following hold.
(i) X & X g, X g, Xk , X gk , and XX
g
k are all normalized by P
o
I .
(ii) Either Xk \Pk (and in which case [X : X & X g]2) or
XX gk >X.
(iii) If PoJ covers PJ KJ (where KJ =corePJ S), then XX
g
kKJ .
(iv) Xk & X gk =X & X
g
k .
(v) Suppose g2 # O2(Pk) and let J be a non-empty subset of J. Set
PoJ =(P
o
jPk
| j # J ). Suppose Y is a subgroup with XYXX gk . Then Y is
normalized by PoJ if and only if Y
g&1 & Xk is normalized by PoJ . In par-
ticular, if
X=Y1<Y2 } } } <Yn&1<Yn=XX gk
is a PoJ -composition series of XX
g
k X, then
Xk & X gk<Y
g&1
2 & Xk< } } } <Y
g&1
n&1 & Xk<Xk
is a PoJ -composition series of Xk Xk & X
g
k .
(vi) X & X gXk & X gk , which admits P
o
J has order at most two.
Proof. Note that g normalizes PoJ since P
o
jPk
\Pjk for all j # J, and so
PoJ normalizes X
g. Also observe that (X, X g)Pk and, as PoJ normalizes
(X, X g) , that PoJ normalizes O2((X, X
g) ). Evidently XkO2((X, X g) )
& X and, since X gkO2(Pk)S, (X, X
g
k) =XX
g
k . If Xk=X then (i)
clearly holds. If Xk {X, then, since g  S and Pk O2(Pk)$S3 , (X, X g)
covers Pk O2(Pk), whence O2((X, X g) )O2(Pk). Thus Xk=O2((X, X g) )
& X and so PoJ normalizes Xk , which implies that (i) holds in this case
also.
(ii) First observe that Xk \S. Now assume XX gk=X holds. Then
X gk X and since X
g
k O2(Pk) (because XkO2(Pk)) we obtain X
g
k 
X & O2(Pk)=Xk . Hence X gk=Xk and so Xk \(S, g)=Pk . Therefore
either XXk>X or Xk \Pk holds.
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(iii) From (i), XX gk is a 2-subgroup of S which is normalized by P
o
J
and hence PoJ covering PJ KJ forces XX
g
kKJ .
(iv) Now
Xk & X gk =(O2(Pk) & X) & (O2(Pk) & X)
g
=O2(Pk) & X & X g
=X & (O2(Pk) & X) g
=X & X gk ,
which proves (iv).
(v) Since X and X gk are both normalized by P
o
J the operator
isomorphism theorem (see [S, p. 116]) and (iv) imply
XX gk X $
P oJ
X gk X & X
g
k=X
g
k Xk & X
g
k .
So Y is normalized by PoJ if and only if YX is normalized by P
o
J if and
only if Y & X gk Xk & X
g
k is normalized by P
o
J . Because g
2 # S and Xk \S,
Xk & X gk is normalized by g. So XkXk & X
g
k and X
g
k Xk & X
g
k are
isomorphic by conjugating by g&1. Thus, as g normalizes PoJ , we deduce
that Y & X gk Xk & X
g
k is normalized by P
o
J if and only if Y
g&1 &
Xk Xk & X gk is normalized by P
o
J . Therefore Y is normalized by P
o
J if and
only if Y g&1 & Xk is normalized by PoJ . The remainder of (v) now follows.
(vi) Because X & X g and X gk are subgroups of X
g and [X g : X gk]2,
X & X g & X gk =X & X
g
k has index at most two in X & X
g. Thus, using (iv),
[X & X g : Xk & X gk]2 and we have proved (vi).
4. A SUBGROUP CONFIGURATION
The subject of this section is a particular configuration of subgroups we
shall eventually encounter in the course of proving Theorem 1.3. Since this
configuration also arises in our work on minimal parabolic systems whose
diagram is mwwm===t m===m [R3] we treat it separately.
The situation we shall study is described in
Hypothesis 4.1. Let G be a group containing a minimal parabolic
system [P1 , ..., Pn], which satisfies Hypothesis 1.2. (So S=P1 & } } } & Pn .)
Suppose [i, j, k] is a three-element subset of I=[1, ..., n] whose subdiagram is
m
i
wwm
j
===t m
k
.
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Further, assume that |ScorePijk S|{2
9 and that corePijk(S)X1>X2>X3>
X4 are four subgroups of S satisfying
(i) [Xi : Xi+1]=2 for i=1, 2, 3;
(ii) X1 \Pjk , X2 \Pj , X3 \Pk , X4 \Pij ;
(iii) X2 \% Pk ; and
(iv) X3 \% Pj .
Define X5 to be corePk X4 .
Our efforts in the present section are directed towards establishing
Theorem 4.2. Assume Hypothesis 4.1 holds. Then one of the following
occurs:
(a) X4=X5 (and so X4 \Pijk);
(b) [X4 : X5]=2 and X5 \Pjk ; and
(c) [X4 : X5]=22 and for any x # Pj"S X5 & X X5 \Pjk with [X5 : X5
& X X5 ]=2.
In the final stages of the proof of Theorem 4.2 we need to call on results
from [R1]. So as to allow an easy transition to [R1] and also to banish
some subscripts we modify the notation in Hypothesis 4.1 as follows. For
Pk , Pj , Pi we write A, B, C (respectively) and we will use notation already
established in Section 2 for [A, B, C]. We thus have the lattice in Fig. 4
with |ST1|{29, X2 \% A, and X3 \% B.
For the rest of this section Hypothesis 4.1 is assumed to hold sway.
FIGURE 4
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Before starting the proof of Theorem 4.2 we must make some
preparatory observations concerning Hypothesis 4.1. These form the
content of Lemmas 4.3, 4.4, and 4.5.
One further piece of notation. For a # A"S and b # B"S we set
X4(a, b)=(X4 & X a4) & (X4 & X
a
4)
b.
Lemma 4.3. (i) X2 & X a2=X3 for any a # A"S.
(ii) X4=X2 & X a2 & X
ab
2 for any a # A"S and for any b # B"S.
(iii) If a2, b2, (ba)5 # N, then (a, b, No , [O2(A), a]) normalizes X4(a, b).
Proof. (i) Let a # A"S. Since [X2 : X3]=2 and X3 \A, we have
either X2 & X a2=X2 or X3 . The first possibility, since X2 \B, would yield
X2 \(S, a)=A, contrary to our supposition that X2 \% A. Therefore
X2 & X a2=X3 .
(ii) Let a # A"S and b # B"S. Since X3 \% B, X4 \B, and [X3 : X4]
=2, the argument in (i) also shows that X4=X3 & X b3 . Hence, using (i)
and X2 \B,
X4 =X3 & X b3
=(X2 & X a2) & (X2 & X
a
2)
b
=X2 & X a2 & X
ab
2 ,
as required
(iii) Using part (ii) we substitute for X4 and obtain
X4(a, b)=(X2 & Xa2 & X
ab
2 & X
a
2 & X
a2
2 & X
aba
2 )
& (X b2 & X
ab
2 & X
ab2
2 & X
ab
2 & X
a2b
2 & X
abab
2 ).
Note that X2X1N implies X a2 \N whence b
2 # N gives X ab22 =X
a
2 .
Since we also have X2 \B and a2 # N, the above becomes
(4.3.1) X4(a, b)=X2 & X a2 & X
ab
2 & X
aba
2 & X
abab
2
=X4 & X a4 & X
abab
2 .
We now consider
X4(a, b)a=(X4 & X a4)
a & X ababa2
=(X4 & X a4) & X
ababa
2 ,
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since a2 # N and X4 \S. By hypothesis (ba)5 # N and so X2 \B yields
X ababa2 =X
(ba)3
2 =X
a&1b&1a&1b&1
=X ab&1a&1b&12
as a2 # N. Now X2 \S implies X a2 \N, whence X
ab&1
2 =X
ab
2 . Similarly,
Xab2 \N and X
aba
2 \N yield that
X ababa2 =X
ab&1a&1b&1
2 =X
abab
2 .
Consequently
X4(a, b)a=(X4 & X a4) & X
abab
2 =X4(a, b)
by (4.3.1). Thus a normalizes X4(a, b).
Observing that X4 & X a4 \O2(A) we see that b must also normalize
X4(a, b), since b2 # NO2(A). Moreover, from NoO2(A) and No \B it
follows that No normalizes X4(a, b). Clearly, as a normalizes X4(a, b), we
have that a normalizes NO2(A)(X4(a, b)). Hence NO2(A)(X4(a, b))>No , for
NO2(A)(X4(a, b))=No implies No \(S, a)=A, which contradicts (A, B)N
$S 6 . Thus
[O2(A) : NO2(A)(X4(a, b))]2
and so [O2(A), a] normalizes X4(a, b).
This completes the proof that (b, a, No , [O2(A), a]) normalizes X4(a, b).
Now let ; # B"S and :1 , :2 # A"S be chosen so that
;2, :21 , :
2
2 , (;:1)
5, (;:2)5 # N
and
:1 :&12  S.
Since (A, B)N$S 6 , Lemma 3.3 guarantees that such ;, :1 , :2 may be
found (note that :1:&12 N=:1:2N3 S implies :1:
&1
2  S). We keep ;, :1 ,
and :2 fixed for the rest of Section 4 and define
X6=X5 & X ;5 .
Clearly (O2(B), ;) normalizes X6 .
Lemma 4.4. (i) X5=(X4 & X :14 ) & (X4 & X
:2
4 ).
(ii) X5 \(A, C).
(iii) X6=X4(:1 , ;) & X4(:2 , ;).
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Proof. (i) If NA(X4)=A, then (i) is clear. Otherwise we have
NA(X4)=S and then, as :1:&12  S, the three A-conjugates of X4 are X4 ,
X:14 , and X
:2
4 , which also gives (i).
(ii) From X4 \C and (C, A)P$S3_S3 , Lemma 3.4(i) implies
that C OA normalizes X4 & X
:i
4 for i=1, 2. Therefore, using (i), we obtain
X5 \(A, C OA) =(A, C).
(iii) Combining the definition of X6 and (i) gives
X6 =X5 & X ;5
=(X4 & X :14 ) & (X4 & X
:2
4 ) & (X4 & X
:1
4 )
; & (X4 & X :24 )
;
=X4(:1 , ;) & X4(:2 , ;),
as required.
Lemma 4.5. One of the following must hold:
(a) X4=X5 ;
(b) [X4 : X5]=2 and X5 \(A, B); and
(c) [X4 : X5]=22.
Proof. Since [X3 : X4]=2 and X3 \A, [X4 : X4 & X :i4 ]2 for i=1, 2.
Therefore [X4 : X5]=1, 2 or 22 by Lemma 4.4.
Suppose [X4 : X5]=2 holds. Then
X5=X4 & X :14 .
Hence, by the definition of X4(:1 , ;),
(4.5.1) X4(:1 , ;)=X5 & X ;5 .
Because X5 \S, O2(B) must normalize X4(:1 , ;). Thus, using Lemma
4.3(iii) and Lemma 2(ii) gives that (A, B)=(O2(B), ;, :1) normalizes
X4(:1 , ;). From [X4 : X5]=2 and X4 \B we have [X5 : X4(:1 , ;)]2.
Suppose [X5 : X4(:1 , ;)]=2 holds. Then X 1=X1X4(:1 , ;) has order 25
and admits (A, B). We now show that
(4.5.2) |CX 1(xA)|=2=|CX 1(xB)|.
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We have that X1X4 and X4X4(:1 , ;) both admit B. Since X3 \% B and
|X1 X4 |=23 by Hypothesis 4.1, it follows that |CX1X4(xB)|=2. If xB were
to centralize X4 X4(:1 , ;), then, as X4>X5>X4(:1 , ;), we obtain
X5 \(S, xB) =B.
But then X4(:1 , ;)=X5 by (4.5.1), a contradiction. So, since |X4 X4(:1 ,
;)|=22, this gives |CX4X4(:1, ;)(xB)|=1. Therefore |CX 1(xB)|=2.
Now X1 X3 and X3 X4(:1 , ;) both admit A. By Hypothesis 4.1,
|X1 X3 |=22 and X2 \% A. Hence |CX1X3(xA)|=1. Because
X3>X5=coreA X4>X4(:1 , ;) and X4>X5 ,
xA cannot centralize X3 X4(:1 , ;). Therefore, as |X3 X4(:1 , ;)|=23, we
infer that |CX3X4(:1, ;)(xA)|=2 whence |CX 1(xA)|=2. So we have estab-
lished (4.5.2).
By Lemma 2.6(i), (4.5.2) is impossible and so we conclude that
[X5 : X4(:1 , ;)]=2 cannot occur. Hence X5=X4(:1 , ;). So, when [X4 : X5]
=2, we have shown that X5 \(A, B) . Thus we obtain (b) and the proof
of Lemma 4.5 is complete.
We now begin the
Proof of Theorem 4.2. As a consequence of Lemma 4.5 we only need to
study the situation [X4 : X5]=22 and show that (c) of Theorem 4.2 holds.
First we pinpoint certain subgroup indices.
(4.2.1) For i=1, 2 [X4 & X :i4 : X4(:i , ;)]=2.
Since X4 \B and [X4 : X4 & X :i4 ]=2, we clearly have [X4 & X
:i
4 :
X4(:i , ;)]2. If X4 & X :i4 =X4(:i , ;), then
X4 & X :i4 \(O2(A), ;, :i)=(A, B)
by Lemma 4.3(iii) and Lemma 2.1(ii). In particular,
X4 & X :i4 coreAX4=X5
whereas [X4 : X5]=22. Therefore X4 & X :i4 {X4(: i , ;) and we have (4.2.1).
(4.2.2) For i=1, 2 [X5 : X5 & X4(:i , ;)]=2
Since [X4 : X5]=22, we have [X4 & X :i4 : X5]=2 and so, appealing to
(4.2.1),
[X5 : X5 & X4(:i , ;)]2.
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If X5=X5 & X4(:i , ;), then using Lemma 4.3(iii) gives
X5 \(A, ;)=(A, B) .
So X 1=X1 X5 , which has order 25, admits (A, B). Since X2 \% A by
Hypothesis 4.1 and X4 \% A (as X4 {X5), we conclude that |CX 1(xA)|=2.
Because X3 \% B, we have that |CX1X4(xB)|=2. If xB were to centralize
X4 X5 then we obtain
X4 & X :i4 \(O2(A), : i , xB)=(A, B)
by Lemma 2.1(ii). This contradicts our supposition that [X4 : X5]=22.
Thus |CX4X5(xB)|=1 and so we also have |CX 1(xB)|=2. Now Lemma
2.6(i) yields a contradiction and hence X5 {X5 & X4(:i , ;). This proves
(4.2.2).
Suppose [X5 : X6]2. Then X4(:1 , ;)X6 (by Lemma 4.4(iii)) and
(4.2.2) imply that
X6=X5 & X4(:1 , ;).
Hence, using Lemma 4.3(iii), :1 normalizes X6 ; hence
X6 \(O2(B), ;, :1) =(A, B).
Thus (c) of Theorem 4.2 holds. Noting that [X5 : X6]22 by Lemma
4.4(iii) and (4.2.2), the proof of the theorem will be complete when we have
ruled out the possibility [X5 : X6]=22. From now on we assume
[X5 : X6]=22. So, assembling the information in (4.2.1), (4.2.2), and
Lemma 4.4, we have the subgroup lattice in Fig. 5.
(4.2.3) O2(A) centralizes X4 X5 .
We have [X3 , O2(A)]X4 because [X3 : X4]=2 and both X3 and X4
are normal subgroups of S. Since X3 \A by Hypothesis 4.1, [X3 , O2(A)]
\A also. Thus
[X3 , O2(A)]coreA X4=X5 .
Consequently
[X4 , O2(A)][X3 , O2(A)]X5 ,
which proves (4.2.3).
(4.2.4) N centralizes X4 X6 .
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FIGURE 5
Clearly we have
[X4 , N][X4 , O2(A)]X5
by (4.2.3). Now X4 \B by Hypothesis 4.1 and so [X4 , N] \B. Therefore
[X4 , N]X5 & X ;5=X6
whence (4.2.4) holds
(4.2.5) For i=1, 2 (:i , No , [O2(A), :i]) normalizes X4(:i , ;) & X5 .
This follows since X5 \A and (:i , No , [02(A), :i]) normalizes X4(:i , ;)
by Lemma 4.3(iii).
Observe, since X5 \S, that X5 X6 admits O2(B). Put CO2(B)(X5 X6)=
O2(B)*. From (4.2.4) we have that NO2(B)* and, since |X5 X6|=22,
[O2(B) : O2(B)*]2.
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One of the following holds:
(4.2.6) (a) X6 \(A, B)
(b) X6 \B and O2(A) centralizes X5 X6 .
First we consider the possibility that O2(B)* O2(A). Let z #
O2(B)*"O2(A) and let i # [1, 2]. Then (z, :i , No , [O2(A), :i]) normalizes
X4(:i , ;) & X5 , using (4.2.5). Since z # S"O2(A) and : i # A"S, (z, :i) will
cover A"O2(A). Using Lemma 2.1(iii) we infer that
[A : NA(X4(:i , ;) & X5)]2,
whence O2(A) normalizes X4(:i , ;) & X5 for i=1, 2. Hence, by Lemma
4.4(iii), O2(A) normalizes X6 . Thus
X6 \(O2(A), ;, O2(B)) =(A, B)
by Lemma 2.1(ii), and so (a) holds.
We now turn to the case O2(B)*O2(A). Then O2(B)*=O2(B) &
O2(A). From Lemma 2.1(iii), [O2(A), :i] O2(B) & O2(A). Hence O2(A)=
(O2(B) & O2(A), [O2(A), :i]) normalizes X4(:i , ;) & X5 for i=1, 2 by
(4.2.5). Therefore, by Lemma 4.4(iii), O2(A) normalizes
(X4(:1 , ;) & X5) & (X4(:2 , ;) & X5)=X6 ,
which implies
X6 \(O2(A), O2(B), ;)=B.
Since we also have [O2(A), X5]X4(:i , ;) & X5 for i=1, 2, we obtain
[O2(A), X5]X6 . So the case O2(B)*O2(A) leads to alternative (b) of
(4.2.6) and this completes the proof of (4.2.6).
So, by (4.2.6), we know that X6 \B. This turns out to be a crucial
observation as it allows us to construct (in (4.2.8)) a further subgroup of
S which enables us to tighten our grip on this configuration.
(4.2.7) (i) X4 contains no proper B-invariant subgroups
which contain X5 .
(ii) For any b # B"S, X6=X5 & X b5 .
If (i) were false, then we would have [X5 X ;5 : X5]2 contrary to
[X5 : X6]=22. So (i) holds.
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Let b # B"S. Because each right coset of S in B contains an element \
such that \2 # S and X5 \S, we may suppose that b2 # S. Hence b nor-
malizes X5X b5 and, since X5X5 X
b
5X4 , (4.2.3) yields
X5X b5 \(O2(A), b) =B.
Consequently X5X b5=X4 by part (i) whence [X5 : X5 & X
b
5]=2
2. Since
X6 \B by (4.2.6) and [X5 : X6]=22, we obtain X5 & X b5=X6 , as desired.
By Lemma 3.2(i) we can find c* # C"S and b* # B"S such that b*2, c*2,
(c*b*)3 # M. Put X7=X6 & X c*6 .
(4.2.8) X7 \(B, C) .
Combining (4.2.6) and (4.2.7)(ii) we see that X6=X5 & X b*5 \S. By
Lemma 4.4(ii), X5 \C and so appealing to Lemma 3.2(ii) gives (4.2.8).
Put X 4=X4 X6 and X 4=X4 X7 . Note that |X 4 |=24 and, by (4.2.6), B
acts on X 4 . From (4.2.8), (B, C) acts on X 4 . Moreover, X5 \C and
[X5 : X6]=22 yield that 24|X 4 |26. Our attention now focuses on X 4
and X 4 .
(4.2.9) CX 4(xB)=1.
Together Lemma 3.3(iii) and Lemma 4.3 imply there exists (x) # Syl3 B
such that x normalizes X4(: i , ;) for some i # [1, 2]. Recalling that X4 \B
and X6 \B, we have (x) acting upon X4 X4(:i , ;) and X4(:i , ;)X6 .
If x were to centralize X4X4(:i , ;), then x would normalize X4 & X :i4
whence
X4 & X :i4 \(O2(A), :i , x) =(A, B) ,
by Lemma 2.1(ii). This contradicts [X4 : X5]=22 and so x does not
centralize X4 X4(:i , ;). If x were to centralize X4(:i , ;)X6 , then x would
normalize X4(:i , ;) & X5 . But then
X5 & X x5X4(:i , ;) & X5>X6 ,
contradicting (4.2.7)(ii). Thus x doesn’t centralize X4(: i , ;)X6 and so we
conclude that CX 4(x)=1. Since (x) and (xB) are conjugate in B, we have
(4.2.9).
(4.2.10) X6 \% (A, B) (and so, by (4.2.6), O2(A) centralizes X5X6).
Suppose X6 \(A, B) holds. Then (A, B) acts on X1 X6 , which has
order 27. Since X3 \% B and |X1 X4 |=23, we have |CX1X4(xB)|=2. Thus
|CX1X6(xB)|=2 by (4.2.9). This is impossible by Lemma 2.6(ii) and so we
deduce that X6 \% (A, B).
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Using (4.2.9) once again we pin down X 4 in our next statement.
(4.2.11) |X 4 |=26 and, in a chief series for (B, C) ,
X 4 has two chief factors each of order 23.
In view of (4.2.9) we have CX 4(xB)X6 X7 . Now combining |X 4 |=
24 |X6 X7 | with Lemma 2.2 yields (4.2.11).
Let X7<X<X4 be such that 1<X <X 4 is a (B, C) chief series for X 4 .
Note that |X4 X|=|XX7 |=23 by (4.2.11).
(4.2.12) |X & X 6 |=2.
Since |X |=23 and, by (4.2.11), |X 6 |=22, we have 23|X X 6 |25.
Because |X 4 |=24 and, by (4.2.9), CX 4(xB)=1 every proper non-trivial
B-invariant subgroup of X 4 must have order 22. By (4.2.6), X X 6 is
B-invariant and so X 4 $B X 4 X 6 yields that |X X 6 X 6 |=22. Hence
|X & X 6 |=2 and we have (4.2.12).
(4.2.13) [No , X4]X6 .
Since NoO2(A), an appeal to (4.2.10) yields that No centralizes X5 X6 .
So X 5CX 4(No). Note that, as No \B, CX 4(No) is B-invariant. So if
X5=CX 4(No), then X5 \B whence X5=X6 , whereas [X5 : X6]=2.
Therefore X 5<CX 4(No). Now (4.2.7)(i) forces CX 4(No)=X 4 . So [No , X4]
X6 , as required.
Since X 4 X is a chief factor for (B, C) , we have
[M, X 4]X ,
whence, by (4.2.13),
(4.2.14) [Ho , X 4]=[M & No , X 4]X & X 6 .
We make further connections between X 4 and the ‘‘top’’ of M beginning
with
(4.2.15) [M, X 4]{1.
Suppose [M, X 4]=1 holds and argue for a contradiction. Then M cen-
tralizes X5 X6 and hence (4.2.10) implies that S=O2(A) M also centralizes
X5 X6 . Consequently
X4(:i , ;) & X5 \(S, :i)=A
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for i=1, 2 by (4.2.5). Thus X6 \A by Lemma 4.4(iii). But then X6 \
(A, B) , contrary to (4.2.10). This completes the proof of (4.2.15).
(4.2.16) R=CM(X 4).
Let c be any element in C"S. Then
(X & X 6) & (X & X 6)c=1.
If this were not the case, then as |X & X 6 |=2 by (4.2.12), we would obtain
X & X 6 \(B, c)=(B, C) ,
contrary to X being an (B, C)-chief factor of order 23. Since X c4=X 4 ,
(4.2.14) yields
[Ho & H co , X 4](X & X 6) & (X & X 6)
c=1.
From Lemma 2.8(iv), R=Ho & H co and so RCM(X 4). Noting that
CM(X 4) \(B, C), MR being a chief factor for (B, C) and (4.2.15) yield
that R=CM(X 4).
Combining (4.2.12) and (4.2.14) gives |[Ho , X 4]|2. Recalling that
[Ho : R]=2, (4.2.16) implies that |[Ho , X 4]|=2. We claim that X4R.
Since X1 \(A, B) and X4 \(B, C), clearly X4M & N=H. Thus
X4RHo and so, as MR is an (B, C)-chief factor, we must have X4R.
Hence X 4 is abelian by (4.2.16). Therefore, as Ho acts as an involution
upon X 4 with |[Ho , X ]|=2, [X 4 : CX 4(Ho)]=2. Further, we have that
CX 4(Ho) is B-invariant since Ho \B and, since HoM, that X CX 4(Ho).
Since |X & X 6 |=2 by (4.2.12) and |X 6 |=22, X X 6 has order 24 and is also
B-invariant. So X 4 has two B-invariant subgroups of order 24 and 25 both
containing X . This is impossible since X 4 X is a chief factor for (B, C) of
order 23. So we have finally eliminated the case [X5 : X6]=22 and hence,
as noted earlier, this completes the proof of Theorem 4.2.
5. PRELIMINARY OBSERVATIONS ON mwwmwwmwwm===t m
For the remainder of this paper G is a (possibly infinite) group which
possesses a parabolic system having mwwmwwmwwm===t m as its diagram
and satisfies the hypotheses of Theorem 1.3. Consequently |ST1|=210 by
[R1] and |ST3 |=221 by [R2]. Thus results such as Lemmas 2.8 and 2.9
are available to us. We now employ the notation that was introduced in
Section 2. In particular, [A, B, C, D, E] denotes the parabolic system
contained in G and A & B & C & D & E=S.
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Since (B, C, D, E) has a parabolic system whose diagram is
mwwmwwmwwm, Theorem 2.10 yields
Lemma 5.1. (i) (B, C, D, E)Z$L5(2)
(ii) [S : Z]=210.
Since we wish to exploit the information contained in Lemma 5.1, it is
convenient to set up further notation as follows. In view of L5(2) possessing
a graph automorphism, we may suppose that (mod Z), S, B, C, D, E take
the form
S= 1 V V V V
1 V V V\ 1 V V +m 1 V1
B\ C + .Dm E
Our next observation will be used in Lemmas 5.35.7.
Lemma 5.2. M=ZR.
Proof. Clearly we have
Zcore(B, C, D) S=H2 ;
and we also have that
H2 Z= 1 V
1 m V\ 1 V + .1 Vm 1
Hence CH2Z(J)=1.
We claim that Z R, for ZR implies ZH2 & R and then Lemmas
2.9(xi) and 5.1(ii) give [H2 & R : Z]=2. But then H2 & R \J (see Lemma
2.9(xi)) gives CH2Z(J){1, a contradiction. So Z R and thus R<ZRM.
Since, by Lemma 2.8(i), MR is a J-chief factor we deduce that M=ZR.
Lemma 5.3. NO2((E, B) )=O2(B) and NO2((E, A) )=O2(A).
Proof. Suppose the lemma is false and argue for a contradiction.
Since [O2(B) : O2((E, B) )]=[O2(A) : O2((E, A) )]=2, at least one of
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NO2((E, B) ) and NO2((E, A) ) must hold. From Lemma 3.1(i),
N & O2((E, B) )=N & O2((E, A) ) and so we have
(5.3.1)
(5.3.2)
NO2((E, B) ),
TZ{M.
Suppose TZ=M were to hold. By Lemma 2.8(iii), O2(B)=MN and
TN. Hence, using (5.3.1) and the fact that ZO2((E, B) ), we see that
O2(B)=MN=TZN=ZNO2((E, B) ).
However, [S : O2(B)]=2 and [S : O2((E, B) )]=22, and so we conclude
that TZ{M. This proves (5.3.2).
Using (5.3.2) we can now establish that
(5.3.3) Z & RT.
Suppose Z & R T were to hold. Since (Z & R) T \J and RT is a
J-chief factor, this forces (Z & R) T=R. Using Lemma 5.2 this gives
M=ZR=Z(Z & R) T=ZT,
which contradicts (5.3.2). Therefore Z & RT must hold.
Hence, by (5.3.3), we have Z & RT & H2(R & H2). Now [M : Z]=
27, [M : R]=23, and Lemma 5.2 imply that [M : Z & R]=210. From
Lemma 2.9(xii),[M : T & H2]=29 and thus [T & H2 : Z & R]=2. Conse-
quently, as J normalizes Z & R, T & H2 , and R & H2 ,
CR & H2Z & R(J){1.
However, from M=ZR we obtain H2=Z(H2 & R) whence
H2 Z $J H2 & RZ & R,
yielding CH2 Z(J){1. This contradicts our previous observation in
Lemma 5.2. With this contradiction the proof of Lemma 5.3 is complete.
Lemma 5.4. (i) N & O2((E, B) )=N & O2((E, A) ) has index 2 in N
(ii) [N : N & W]=2
(iii) [O2((D, E) ) : W & O2((D, E) )]=2.
Proof. (i) This follows from [O2(B) : O2((E, B) )]=2 and Lemmas
3.1(i) and 5.3. For part (ii) see [R2, Lemma 4.6(i)].
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Because D acts irreducibly upon O2(D)O2((D, E) ) and O2(D)
O2((D, E) ) W>O2((D, E) ), it follows that O2(D)=O2((D, E) ) W.
Hence, as [O2(D) : W]=2, we obtain (iii).
Lemma 5.5. (i) BoD and B
o
E cover BN
(ii) AoC , A
o
D , and A
o
E covers AN
(iii) C oE covers CV
(iv) DoB covers DV
(v) BoE covers BM
(vi) C oA covers CM
(vii) E oC covers EO2((E, D) ).
Proof. From Lemma 5.3 we have O2(B)=NO2((E, B) ) and O2(A)=
NO2((E, A) ). Since (C, D)V$L3(2), it follows (see Lemma 5.4(iii)) that
O2((E, C) ) V=O2(C) and VU=O2(D). Similarly since JM$L3(2)$
(E, D)O2((E, D) ), we obtain O2((E, B) ) M=O2(B), PM=O2(C), and
O2((E, D) ) O2((E, C) )=O2(E). In [R2, Lemma 4.7] it is shown that BoD
covers BN and both AoC and A
o
D cover AN and the same argument
establishes the remainder of Lemma 5.5.
Recall that we have I=[1, 2, 3, 4, 5] with the labelling
m
1
wwm
2
wwm
3
wwm
4
===t m
5
Lemma 5.6. i, j # I O2(Pij)=O2((E, D) ) & H1 & H.
Proof. By Lemma 2.9(ix),
H1 & H= ,
i, j # I"[1]
O2(Pij).
Thus
,
i, j # I
O2(Pij)=O2((E, B) ) & O2((E, D) ) & O2((E, A) )
& O2((E, C) ) & H1 & H
=(O2((E, D) ) & O2((E, A) ) & W)
& (O2((E, C) ) & M) & O2((E, B) ) & H1 & H.
From Lemma 3.1(i),
O2((E, D) ) & O2((E, A) ) & W=O2((E, D) ) & W
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and
O2((E, C) ) & M=O2((E, B) ) & M.
Hence
,
i, j # I
O2(Pij)=O2((E, D) ) & O2((E, B) ) & H1 & H.
Now O2((E, D) ) & O2((E, B) )=O2((E, D) ) & U whence
,
i, j # I
O2(Pij)=O2((E, D) ) & H1 & H.
Lemma 5.7. T1 & W{T1 & O2((E, A) ).
Proof. We suppose T1 & W=T1 & O2((E, A) ) holds and argue for a
contradiction.
(5.7.1) N & O2((E, A) )=N & W \(A, B, D, E).
By Lemma 5.4(i) and (ii), [N : N & O2((E, A) )]=[N : N & W]=2. If
N & O2((E, A) ){N & W, then N & O2((E, A) ) & W has index 22 in N.
Note that BoD and B
o
E cover BN and A
o
D and A
o
E cover AN by Lemma 5.5.
Applying Lemma 3.1(ii) to [D, A, B] and [E, A, B] gives
N & O2((E, A) ) & W \(A, B) =K.
Hence O2(K) centralizes N(N & O2((E, A) ) & W). Since, by Lemma 2.8(ii),
NT1 is a non-central chief factor for K this forces N=T1(N & O2((E, A) )
& W). Thus
T1 & N & O2((E, A) ) & W=T1 & O2((E, A) ) & W
has index 22 in T1 and so, by our supposition, T1 & W has index 22 in T1 .
This is impossible since [N : N & W]=2, and so we conclude that
N & O2((E, A) )=N & W. From Lemma 3.1(ii) we have N & O2((E, A) )
\(A, B, E) and N & W \(A, B, D) whence (5.7.1) holds.
(5.7.2)
(i) ,
i, j # I
O2(Pij)=H1 & H
(ii) [S : H1 & H]=28.
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From (5.7.1) we deduce that N & WO2((D, E) ). Since, by Lemma 2.9(ix),
H1 & H= ,
i, j # I"[1]
O2(Pij)N & W,
this yields H1 & HO2((D, E) ). Then (i) follows from Lemma 5.6.
(ii) By Lemma 2.9(xiii), [S : H0 & H1]=27. Now [H0 : H]=2 by
Lemma 2.8 whence H & H1=H & H0 & H1 has index at most 2 in
H0 & H1 . We prove that H & H1 {H0 & H1 . Supposing H & H1=H0 & H1
we seek a contradiction. Lemma 2.9(ix) then gives
M & N & P & U & V & W=H & H1=H0 & H1
whence H0 & H1N & V & W. Since [S : N & V & W]=27 by Lemma
2.9(xiv), we infer that H0 & H1=N & V & W. Since N & W \D by Lemma
2.9(vii), we have N & V & W \D and so H0 & H1 \D. Hence, using
Lemma 2.9(x) we obtain
H1=(H0 & H1) H2 \D.
But then Lemma 2.9(viii) implies H1=H2 , whereas H2<H1 . Therefore we
must have H & H1 {H0 & H1 and hence [S : H & H1]=28.
(5.7.3) _S : ,i, j # I"[5] O2(Pij)&=2
7.
Working mod Z we see that
,
i, j # I"[5]
O2(Pij)= 1 0 0 V V
1 0 0 V\ 1 0 0 + .1 0m 1
So Z has index 23 in i, j # I"[5] O2(Pij) and hence Lemma 5.1(ii) gives
(5.7.3).
(5.7.4) [Z : Z & H1 & H]2.
Clearly we have
Z ,
i, j # I"[5]
O2(P ij)
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and, using (5.7.2)(i),
H1 & H ,
i, j # I"[5]
O2(Pij).
Combining (5.7.2)(ii) and (5.7.3) gives
_ ,i, j # I"[5] O2(Pij) : H1 & H&=2
from which (5.7.4) follows
From Lemma 2.8 we have MH0R with [M : H0]=22. Using
Lemma 5.2 this implies that [Z : Z & H0]=22. Consequently, as H0
H1 & H, we see that [Z : Z & H1 & H]22, contrary to (5.7.4). This
contradiction completes the proof of Lemma 5.7.
Our next result, which utilizes Lemma 5.7, marks the beginning of our
investigation of subgroups below T3 .
Lemma 5.8. (i) T3 & O2((E, A) )=T3 & O2((E, B) ) is a normal
subgroup of K which has index 2 in T3 .
(ii) ZT3=core(B, C, D) S and [T3 : T3 & Z]=24.
Proof. (i) By Lemma 3.1(ii), N & O2((E, A) )=N & O2((E, B) ) is a
normal subgroup of K and so since T3 \K and T3N, T3 & O2((E, A) )
=T3 & O2((E, B) ) is a normal subgroup of K. Since [N : N & O2((E, B) )]
=2 by Lemma 5.4(i), Lemma 5.7 implies that [T1 & W : T1 & W &
O2((E, B) )]=2. From Lemma 2.9(i), T1 & WT2 is a chief factor for K
and thus [T2 : T2 & O2((E, B) )]=2 which in turn, as T2 T3 is a chief fac-
tor for K forces T3 & T2 & O2((E, B) )=T3 & O2((E, B) ) to have index 2
in T3 .
(ii) Since ZO2((E, B) ), using (i) we see that
Z & T3O2((E, B) ) & T3<T3 .
Consequently Z<ZT3 \(B, C, D). From Lemma 5.1(i) and properties of
L5(2) we have that core(B, C, D) SZ is a chief factor of (B, C, D) of order
24. Therefore ZT3=core(B, C, D) S and hence [T3 : T3 & Z]=24.
Lemma 5.9. (i) [T3&O2((E, B) ) : T3&O2((E, B) ) & O2((E, D) )]=2
(ii) T3 & O2((E, B) ) & O2((E, D) ) \(K, D).
(In particular, T3T3 & O2((E, B) ) and T3 & O2((E, B) )T3 & O2((E, B) )
& O2((E, D) ) are both central chief factors for K.)
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Proof. Using the description of (B, C, D, E)Z given earlier in this
section, we have (mod Z)
O2((E, D) )= 1 V V V V O2((E, B) )= 1 0 V V V
1 V V V 1 V V V\ 1 0 0 + \ 1 V V +1 0 1 0m 1 m 1
and
core(B, C, D) S= 1 0 0 0 V
1 0 0 V\ 1 0 V + .1 Vm 1
Clearly
(core(B, C, D) S) & O2((E, D) ) & O2((E, B) )= 1 0 0 0 V
1 0 0 V\ 1 0 0 + .1 0m 1
Hence (core(B, C, D) S) & O2((E, D) ) & O2((E, B) ) has index 22 in
core(B, C, D) S. Noting that
Z(core(B, C, D) S) & O2((E, D) ) & O2((E, B) ),
Lemma 5.8(ii) yields that
T3 & (core(B, C, D) S) & O2((E, D) ) & O2((E, B) )
=T3 & O2((E, D) ) & O2((E, B) )
has index 22 in T3 . Since T3 & O2((E, B) ) has index 2 in T3 by Lemma
5.8(i), (i) now follows.
Let d # D be such that
d= 1
0 1 m\ 0 0 1 + (mod Z).0 0 1 10 0 0 0 1
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Matrix calculation reveals that
O2((E, B) ) & O2((E, B) )d=O2((E, D) ) & O2((E, B) ) (mod Z).
Since Zd=Z we conclude that
(5.9.1) O2((E, B) ) & O2((E, B) )d=O2((E, D) ) & O2((E, B) ).
Using Lemma 3.4(i), since T3 & O2((E, B) ) \K, yields that
(T3 & O2((E, B) )) & (T3 & O2((E, B) ))d
is normalized by (BoD , A
o
D). Because T3 \D, we see that
(T3 & O2((E, B) )) & (T3 & O2((E, B) ))d
=T3 & O2((E, B) ) & O2((E, B) )d
=T3 & O2((E, D) ) & O2((E, B) ),
using (5.9.1). Thus, as d 2 # S, T3 & O2((E, D) ) & O2((E, B) ) is nor-
malized by (AoD , B
o
D , S, d) , which, since (A
o
D , B
o
D) covers KN by Lemma
5.5(i), (ii) equals (K, D). This proves part (ii) and completes the proof of
the lemma.
6. THE SUBGROUPS T4 , T5 , T6 , AND T7
This section sees us descending rapidly down the subgroup lattice of S.
The Replication Lemma plays a prominent role in these investigations as
do certain facts about T1 T3 . Our first two lemmas prepare the ground for
Theorem 6.3, in which T4 and T5 are constructed and certain of their
properties are established.
Lemma 6.1. There exists e1 , e2 # E"S such that
(i) e21 , e
2
2 # Z, e1e
&1
2  S; and
(ii) T3 & T e13 Z and T3 & T
e2
3 Z.
Proof. Recall that H2=core(B, C, D) S. By Lemma 5.8(ii), ZT3=H2 and
so
Z(T3 & T e3)ZT3 & (ZT3)
e=H2 & H e2 .
where e # E.
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Working mod Z and making the same identification of S, B, C, D, E as
at the beginning of Section 5, we have
E= 1 and H2= 1 0 0 0 V
1 m 1 0 0 V\ 1 + \ 1 0 V + .V V 1 Vm V V m
Taking
e 1= 1 and e 2= 1
1 m 1 m\ 1 + \ 1 +1 0 0 1m 1 1 m 1 0
we calculate that (H2 Z) & (H2 Z)e 1=(H2 Z) & (H2 Z)e 2=1. Now choose
e1 , e2 # E such that ei Z=e i (i=1, 2). Then we have T3 & T ei3 Z (i=1, 2)
and, since e 1e &12  SZ, part (i) also holds.
Lemma 6.2. T1 T3 contains no proper non-trivial subgroups which are
normalized by (AoE , B
o
E , C
o
E).
Proof. Let T3<XT1 be such that X is normalized by (AoE , B
o
E , C
o
E).
We first establish
Let Y be a subgroup of T1 which is normalized by BoE . If
Y(T1 & W )=T1 , then Y(T1 & H2)=T1 .
(6.2.1)
By Lemma 5.5, BoE covers BM. From Lemma 2.9(ii), T1 T1 & H2 is a
chief factor for (B, C) of order 23, whence B normalizes Y(T1 & H2)
T1 & H2 . Since T1 & WT1 & H2 is the only proper non-trivial B-invariant
subgroup of T1 T1 & H2 , the hypothesis Y(T1 & W )=T1 forces Y(T1 & H2)
=T1 , so proving (6.2.1).
T1>T1 & W>T2>T3 is a K-chief series for T1T3 with
|T1 T1 & W|=2, |T1 & WT2 |=26, and |T2 T3 |=24.
(6.2.2)
This is just Lemma 2.9(i).
(6.2.3) X \K.
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Since [N : N & O2((E, B) )]=2, Lemma 5.8(i) implies that (N &
O2((E, B) )) T3=N. Therefore, as O2((E, B) )BoE and (A
o
E , B
o
E) covers
KN by Lemma 5.5, NK (X) covers KT3 . This yields (6.2.3).
(6.2.4) T2X.
Supposing T2  X we deduce a contradiction and put X =XT3 . In view of
(6.2.2) and (6.2.3) this forces X & T2=T3 . Since K normalizes X, (6.2.2)
also yields that |X |=2, 26 or 27. Now |X |=2 cannot occur since
T1 T1 & W being the only central K-chief factor in the K composition series
in (6.2.2) means T1=X(T1 & W ) whence |X |23 by (6.2.1). So we have
|X |=26 or 27 with, as [O2(K), T1]=T1 & W, T1 & WXT2 . From
Lemma 2.9(iii) there exists subgroups Y1 and Y2 such that
T1 & W>Y1>T2>Y2>T3
with Yi \L (i=1, 2). So Y1XT2 and therefore Y1=(X & Y1) T2 . Also,
X & Y1 \L by (6.2.3). However, since X & T2=T3 , we have that X &
Y1 Y2 is a non-trivial proper L-invariant subgroup of Y1 Y2 , contradicting
Lemma 2.9(iii). This is the desired contradiction and so we have proved
(6.2.4).
If X=T2 , then we obtain, using Lemma 2.9(v),
T2 \(A, B, D, C oE) =(A, B, C, D) ,
contrary to our hypothesis that [S : core(A, B, C, D) S]=221. So X>T2 .
Suppose |XT2 |=2. Then (6.2.2) and (6.2.3) again give X(T1 & W )=T1
and thus X(T1 & H2)=T1 . Since T1 & H2>T2 we obtain |XT2 |23 and
therefore |XT2 |{2. Using (6.2.2) and (6.2.3) yet again we see that X
T1 & W. If X=T1 & W, then T1 & W \(B, C oE) =(B, C) which is
impossible since T1>T1 & W>T1 & H2 and T1 T1 & H2 is a (B, C)-chief
factor. Therefore the only possibility left is X=T1 , and we have proved
Lemma 6.2.
Let e1 , e2 # E"S be as described in Lemma 6.1. We define T5=T3 & T e13
and T4=T e1
&1
2
& T3 & O2(E).
Theorem 6.3. (i) T5 \(A, B, C, E).
(ii) For any e # E"S, T5=T3 & T e3 .
(iii) T5<T4<T3 & O2((E, B) ) & O2((E, D) )<T3 & O2((E, B) )<
T3 is a chief series for K within T3 T5 where the chief factors have, respectively,
orders 24, 26, 2, and 2.
(iv) T3 & ZT4 .
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(v) T4 T5 is the unique non-trivial (AoE , B
o
E)-invariant subgroup
contained in T3 & ZT5 and also the unique non-trivial (AoD , B
o
D)-invariant
subgroup contained in T3 & ZT5 .
(vi) T3(T3 & O2(E))e1=T1=T3(T3 & O2(E))e2.
(vii) T3 & (T3 & O2(E))e1=T5 .
(viii) T2 T3 $K T4 T5 . In particular, T4 T5 has two A-chief factors each
of order 22.
Proof. We will apply the Replication Lemma with X=T3 , Pk=E,
PoJ =(A
o
E , B
o
E , C
o
E) , and g=e1 . Put XE=O2(E) & T3 .
Combining Lemmas 5.8(ii) and 6.1(ii) gives that [T3 : T3 & T e13 ]2
4
and so Lemma 3.4(ii) predicts that
(6.3.1) T3X e1E >T3 .
Also, from Lemma 3.4(i), we have
(6.3.2) (AoE , B
o
E , C
o
E) normalizes T3X
e1
E .
We next show that
(6.3.3) T3X e1E T1 .
By Lemma 5.5, (AoE , B
o
E) covers KN and so Lemma 3.4(iii) forces
T3X e1E N. Likewise, (B
o
E , C
o
E) covering JM by Lemma 5.5 yields T3 X
e1
E
M. So
N>N & MT3 X e1E .
By Lemma 2.8(ii), NT1 is a chief factor for K and so, using (6.3.2) and
Lemma 5.5, we observe that
(6.3.4) T1(T3 X e1E ) \(N, A
o
E , B
o
E)=K.
Consequently T3X e1E T1 , establishing (6.3.3).
Together, Lemma 6.2, (6.3.1), and (6.3.3) show that
(6.3.5) T3X e1E =T1 .
Because KoE=(A
o
E , B
o
E) covers KN, it follows that the K-chief series
T3<T3<T1 & W<T1
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between T1 and T3 (as given by Lemma 2.9(i)) is also a K oE-chief series.
Noting that e21 # ZO2(E) we may use Lemma 3.4(v) to deduce from
(6.3.5) that
(6.3.6) XE & X e1E =T
e1
&1
3
& XE<T e1
&1
2
& XE<(T1 & W )e1 & XE<XE
is a K oE-chief series between XE and XE & X
e1
E . (The orders of the respective
quotients are 24, 26, and 2.)
Suppose XE=T3 holds. Then T3 T3 & T e13 has exactly one central chief
KoE -factor by (6.3.6). However, combining Lemmas 6.1(ii) and 5.9 we
obtain
XE & X e1E T3 & T
e1
3 Z & T3<T3 & O2((E, B) ) & O2((E, D) )
<T3 & O2((E, B) )<T3 ,
where T3 T3 & O2((E, B) ) and T3 T3 & O2((E, B) ) & O2((E, D) ) are
central chief factors for K oE . Thus XE {T3 and so, since [T3 : T3 &
O2((E, B) )]=2 and T3 & O2((E, B) )T3 & O2(E)=XE , we deduce that
(6.3.7) T3 & O2((E, B) )=XE .
Now we show that
(6.3.8) T5=XE & X e1E .
Suppose (6.3.8) is false. Then, by Lemmas 3.4(vi) and 6.1(ii), T3 &
T e1
3
XE & X e1E is a subgroup of order 2 normalized by K
o
E and contained in
Z & T3 XE & X e1E .
Refining
XE & X e1E <T3 & T
e1
3
<T3 & O2((E, B) ) & O2((E, D) )
<T3 & O2((E, B) )=XE
to a K oE-chief series then produces a K
o
E -chief series for XEXE & X
e1
E which
has at least two central chief factors. This is incompatible with the informa-
tion in (6.3.6). Thus we conclude that T5=XE & X e1E .
(6.3.9) T4T3 & Z.
Since O2(K oE) acts trivially upon T3 T3 & O2((E, B) ) & O2((E, D) ) and
T4 T5 is a non-central chief factor for K oE by (6.3.6), clearly
T4T3 & O2((E, B) ) & O2((E, D) ).
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Suppose T4  T3 & Z holds. Using Lemma 5.8(ii) we see that
T3 T3 & Z $
K
(core(B, C, D) S)Z
and so, as (core(B, C, D) S)Z is a 4-dimensional irreducible GF(2) L4(2)-
module, we infer that
(T3 & O2((E, B) ) & O2((E, D) ))T3 & Z
is a 2-dimensional irreducible module for B. Now BoE covers BO2(B)
(because it covers BN) and T4 is normalized by BoE which means that
T4(T3 & Z) \B.
So
T3 & O2((E, B) ) & O2((E, D) )=T4(T3 & Z).
In particular, T4 T5 contains a BoE -invariant subgroup of index 2
2.
Appealing to the Replication Lemma (Lemma 3.4(v)) with PoJ =B
o
E yields
that T2 T3 also possesses a BoE -invariant subgroup of index 2
2. Because BoE
covers BN (by Lemma 5.5(i)) and T2 T3 is a K-chief factor, this means
T2 T3 contains an B-invariant subgroup of index 22, which contradicts
Lemma 2.9(iv). Thus we conclude that T4T3 & Z must hold, so proving
(6.3.9).
T4 T5 is the unique non-trivial subgroup of T3 & ZT5
normalized by K oE .
(6.3.10)
Let T5<YT3 & Z be such that YT5 is a non-trivial subgroup of
T3 & ZT5 which is normalized by K oE . Since, by (6.3.9),
T4YT3 & Z{T3 & O2((E, B) ) & O2((D, B) )
and KoE acts irreducibly on T3 & O2((E, B) ) & O2((D, B) )T4 by (6.3.6),
YT4 . Then K oE acting irreducibly on T4 T5 forces Y=T4 , so giving
(6.3.10).
We now consider T3 & T e23 where e2 is as given in Lemma 6.1. By
Lemma 6.1(ii), T3 & T e23 T3 & Z and by Lemma 3.4(i), T3 & T
e2
3
is
normalized by (AoE , B
o
E , C
o
E). The arguments used to prove (6.3.5) and
(6.3.8) will also yield
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(i) T3(T3 & O2(E))e2=T1 .
(ii) T3 & T e23 =(T3 & O2(E)) & (T3 & O2(E))
e2
(=T3 & (T3 & O2(E))e2).
(6.3.11)
In particular, from (6.3.11) we infer that |T3 & T e23 |=|T5 |. We now show
that T3 & T e23 =T5 . Suppose T3 & T
e2
3
{T5 and argue for a contradiction.
Then (T3 & T e23 ) T5 T5 is a non-trivial subgroup of T3 & ZT5 which is nor-
malized by (AoE , B
o
E , C
o
E) . Now (6.3.10) dictates that T4=(T3 & T
e2
3
) T5 .
In particular, T4 is normalized by C oE . Application of part (v) of the
Replication Lemma yields that T2 is also normalized by C oE . Therefore,
calling on Lemma 2.9(v), we have
T2 \(A, B, D, C oE) =(A, B, C, D) ,
against the hypothesis that |Score(A, B, C, D) S|=221. With this contradic-
tion we have proved that T3 & T e23 =T5 (=T3 & T
e1
3
). Because e21 , e
2
2 # S
and T3 \S, it follows that e1 and e2 normalize T5 . From Lemma 6.1(i) we
have that (e1 , e2) covers EO2(E) whence, as T5 \S & S e1=O2(E), we
obtain T5 \E. So now, by Lemma 3.4(i),
T5 \(AoE , B
o
E , C
o
E , E)=(A, B, C, E) ,
which proves part (i) of the theorem.
For e # E"S, since e1e&12  S by Lemma 6.1(i), we have e # Se1 or e # Se2
and thus, as T3 \S, T e3=T
e1
3
or T e3=T
e2
3
. So T3 & T e3=T3 & T
e1
3
or
T3 & T e23 , so proving (ii).
Turning to part (iii) we have
T5T4T3 & ZT3 & O2((E, B) ) & O2((D, B) ),
using (6.3.9). Since O2(K oE) acts trivially on T3T3 & O2((E, B) ) & O2((D,
B) ) by Lemma 5.9, (6.3.6) and (6.3.7) imply that
(T1 & W)e1 & XET3 & O2((E, B) ) & O2((D, B) ).
Hence, by orders, (T1 & W)e1 & XE=T3 & O2((E, B) ) & O2((D, B) ).
Looking at T4=T e1
&1
2 & XE , we show that T4 \K. We already have that
T4 is normalized by K oE . Recall that [K : K
o
E]=2. By (6.3.7), XET5 admits
K. Let g # K"K oE . Then T5T4T
g
4XE and K normalizes T4T
g
4 (note that
T4 \XE). Consulting (6.3.6) we see that T4T g4=T4 is the only possibility
and so T4 \K. Thus we have verified that
T5<T4<T3 & O2((E, B) ) & O2((D, B) )<T3 & O2((E, B) )<T3
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is a chief series for K within T3T5 . By (6.3.6) and (6.3.7) the sizes of the
chief factors are as stated in (iii).
Part (iv) was established in (6.3.9). By Lemma 5.5, K oD=(A
o
D , B
o
D)
covers KN and hence K oD acts irreducibly upon T3 & O2((E, B) ) &
O2((D, B) )T4 and T4T5 . Arguing as in (6.3.10) yields that T4 T5 is the
unique non-trivial K oD -invariant subgroup contained in T3 & ZT5 and so
(v) holds. For part (vi) see (6.3.5) and (6.3.11) and part (vii) follows from
Lemma 3.5(iv) and (6.3.8).
We next establish part (viii). By Lemma 2.9(iv) and properties of
4-dimensional S 6 -modules a chief series for A between T2 and T3 will be
of the form T2>Y>T3 where |T2 Y|=22=|YT3 |. Since AoE covers
AO2(A) this is also a chief series for AoE between T2 and T3 . Applying
Lemma 3.4(v) with PoJ =A
o
E yields that
T4>Y e1
&1
& T3 & O2(E)>T5
is a AoE-chief series between T4 and T5 . Hence xA acts fixed-point-freely on
T4 T5 . By properties of 4-dimensional S 6 -modules we then deduce that
T2 T3 $
K
T4T5 and so (viii) is proven.
The proof of Theorem 6.3 is complete.
Lemma 6.4. T5 \% G.
Proof. Set Ko=(AoD , B
o
D). We begin by establishing
(6.4.1) [xD , Ko]N.
Recall that [K : Ko]=2 (see Lemma 3.1). Hence A & K o=AoD and
B & Ko=BoD . Put K
o=K oO2(K o) and use the usual bar notation. Now by
Lemma 5.5(i), (ii), Ko covers KN whence, as O2(Ko)=Ko & N, K o$S 6 .
From K o \K we have S1=S & Ko # Syl2 Ko. Thus S 1 $D8_Z2 . Also, it is
straightforward to show that [AoD , B
o
D] is a minimal parabolic system for
Ko with AoD & B
o
D=S1 and A
o
D O2(A
o
D)$S3 $B
o
D O2(B
o
D). Observe that
S1=S & Ko=S & AoDW.
Since [xD , AoD]WS1 , we have that xD normalizes S1 and A
o
D . By
Lemma 3.1(ii), xD normalizes N & W=O2(Ko). Therefore xD acts upon S 1 ,
and, because D8 _Z2 has only two cyclic subgroups of order 4, it follows
that xD centralizes S 1 . From [xD , AoD]W we further note that
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[xD , AoD ]W and therefore 3 divides |CAoD(xD)|. Hence, as [A
o
D : S 1]=3,
xD centralizes AoD . A similar argument shows that xD centralizes B
o
D .
Therefore, since (AoD , B
o
D )=K
o, xD centralizes K o. So
[xD , Ko]O2(K o)=N & WN.
This proves (6.4.1).
Since T3 & Z \D, T4 T d4T3 & Z for any d # D. So N normalizes T4T
d
4
since T3 & O2((E, B) ) & O2((E, D) )T4 is an (A, B)-chief factor by
Theorem 6.3(iii). By Lemma 3.4(i), (AoD , B
o
D) normalizes T4 T
d
4 and hence
T4T d4 \(A, B) , using Lemma 5.5(i), (ii). Therefore T4=T4T
d
4 by
Theorem 6.3(iii). So T4=T d4 for all d # D and hence, by Theorem 6.3(iii),
T4 \(A, B, D) .
Now, supposing T5 \G we obtain contradictory information about
CT4 T5(xB). Our next statement makes such deductions possible.
(6.4.2)
xD centralizes T3 & ZT4 .
Set X=T3 & O2((E, B) ) & O2((E, D) ). By Lemma 5.9(ii), X \(A, B, D)
and so XT4 admits (A, B, D) . Because T3 T3 & Z $
B
(core(B, C, D) S)Z
by Lemma 5.8(ii), we see using Lemma 5.9 that B acts irreducibly upon
XZ & T3 . Since (B, D) acts on XZ & T3 , xD centralizes XZ & T3 by
Lemma 2.3. So [X, xD]Z & T3 . Put X =XT4 . Then [X , xD]{X . Since
X is a chief factor for (A, B), N centralizes X . Consequently (6.4.1) yields
that Ko normalizes [X , xD]. Therefore, using Lemma 5.5(i), (ii), we obtain
that (A, B)=(N, K o) normalizes [X , xD]. Hence [X , xD]=1, from
which (6.4.2) follows.
Since B acts irreducibly upon T3 & O2((E, B) ) & O2((E, D) )Z & T3
and, by Theorem 6.3(iii), T3 & O2((E, B) ) & O2((E, D) )T4 is an irredu-
cible GF(2) S 6 -module, Lemma 2.4(v) yields that |CZ & T3 T4(xB)|=2
2.
From Theorem 6.3(viii) and Lemma 2.4(iii), |CT4 T5(xB)|=2
2 whence
|CZ & T3 T5(xB)|=2
4. Note that Z & T3 T5 admits (B, C, D) . Now
(B, C)M$L3(2)$(D, C)V implies that |CZ & T3 T5(xD)|=2
4 by
Lemma 2.5. In view of (6.4.2) and [Z & T3 : T4]=24, we then infer that xD
acts fixed-point-freely on T4 T5 . Therefore T4T5 must have two (B, D)
chief factors both of order 22 by Lemma 2.3. But then, by Lemma 2.3, xB
must centralize T4 T5 , whereas |CT4 T5(xB)|=2
2. From this contradictory
state of affairs we conclude that T5 \% G, so completing the proof of
Lemma 6.4.
Since (D, E)O2((D, E) )$L3(2), by Lemma 3.2(i) we may choose
d3 # D"S and e3 # E"S for which d23 , e23 , (d3 e3)3 # O2((D, E) ). Define
T6=T5 & T d35 .
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Lemma 6.5. (i) T6 \(A, B, D, E) .
(ii) [T5 : T6]=24 and T6=T5 & T d5 for all d # D"S.
(iii) T4 \(A, B, D) .
(iv) T4 T5 and T5 T6 are isomorphic (A, B)-modules.
In particular T5 T6 contains a unique proper non-trivial A-invariant subgroup
(which has order 22).
Proof. By Theorem 6.3(i) and (ii), T5=T3 & T e33 \S and, since T3 \
D (as T3=core(A, B, C, D) S), using Lemma 3.2(ii) gives
T6=T5 & T d35 \(D, E).
Because T5 \(A, B) by Theorem 6.3(i) and (D, B)U$S3 _S3 $
(D, A)W, Lemma 3.4(i) implies that
T5 & T d35 \(A
o
D , B
o
D).
Consequently
T6 \(AoD , B
o
D , D, E)=(A, B, D, E) ,
proving (i).
Since T5 \% G by Lemma 6.4, Theorem 6.3(i) implies T5 {T d35 . Applying
the Replication Lemma with X=T5 , Pk=D, and PJ =(A, B) gives (note
that T5T2O2(D))
T5T d35 is normalized by (A
o
D , B
o
D) .
Recalling that T5T3 & Z and T3 & Z \D (see, for example, the sub-
group lattice in the Appendix) we have T5T d35 T3 & Z. Appealing to
Theorem 6.3(v) (as T5<T5T d35 ) yields that T5T
d3
5
=T4 . Thus [T5 : T6]
=24.
Let d # D"S. Since T6 \D, clearly T6T5 & T d5 . Now T5T
d
5 is
normalized by (AoD , B
o
D) and T5T
d
5T3 & Z. Therefore, as T5<T5 T
d
5
(because T5 \% G by Lemma 6.4), Theorem 6.3(v) forces T5 T d5=T4 whence
[T5 : T5 & T d5]=2
4. This implies T5 & T d5=T6 , as required.
From T5T d35 =T4 together with T5 \S and d
2
3 # S we conclude that d3
normalizes T4 . So
T4 \(A, B, d3)=(A, B, D) ,
by Theorem 6.3(iii), proving (iii).
Using the Replication Lemma with PK=D and PoJ =A
o
D yields, because
of Theorem 6.3(viii) and Lemma 5.5(ii), that AoD has two non-central chief
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factors within T5T6 . Therefore K=(A, B) acts non-trivially and hence
T5 T6 is a chief factor for K with A possessing two non-central chief
factors. Consequently T4 T5 and T5 T6 are isomorphic K-modules. This
proves part (iv) and completes the proof of the lemma.
Lemma 6.6. T6 \% G.
Proof. Suppose the result is false. Then T5 T6 admits (A, B, C) by
Theorem 6.3(i). Combining Lemmas 6.5(ii), (iv) and Lemma 2.4(iii) yields
that CT5 T6(xB) has order 2
2. Hence CT5 T6(xC) also has order 2
2 by
Lemma 2.5. Therefore by Lemma 2.3, (C, A) cannot act irreducibly upon
T5 T6 . Because xA acts fixed-point-freely on T5 T6 , by Lemma 2.3, T5 T6
must have two (C, A) chief factors both of order 22 in a chief series. But
then Lemma 2.3 forces xC to centralize T5 T6 , a contradiction. With this
contradiction we have established the lemma.
Let c4 # C"S and d4 # D"S be chosen so that c24 , d
2
4 , (c4d4)
3 #
O2((C, D) ). Now define T7 to be T6 & T c46 .
Lemma 6.7. (i) [T6 : T7]=22 or 24.
(ii) T7 , \(A, C, D, E) .
(iii) xA acts fixed-point-freely on T6 T7 .
Proof. Since T6 \(A, B, D, E) and T6 \% G by Lemma 6.6, T6T C46 >
T6 . Because T6 \A and T5 \C we infer that T6 T C46 T5 and that T6 T
C4
6
is normalized by AoC . So, since A
o
C covers AN by Lemma 5.5(iii) and T5 T6
is a chief factor for K, T6T c46 \A. Appealing to Theorem 6.3(viii) gives that
[T6T c46 : T6]=2
2 or 24, hence we obtain (i).
From Lemma 6.5(ii) we have that T6=T5 & T d45 . Now T5 \C by
Theorem 6.3(i) and T6 \S by Lemma 6.5(i) imply that T7 \(C, D) ,
using Lemma 3.2(ii). So, as T6 \(A, E), we have
T7 \(C, D, AoC , E
o
C) =(A, C, D, E) ,
which establishes (ii).
Finally,
T6T c46 T6 $
A 0C
T6 T7 ,
Theorem 6.3(viii), and Lemma 6.5(iv) imply that the AoC chief factors of
T6 T7 have order 22. Thus xA acts fixed-point-freely on T6 T7 .
This proves the lemma.
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7. THE INDEX OF T7 IN T6
The whole of this section is concerned with sharpening the conclusion of
Lemma 6.7(i), the end product being
Theorem 7.1. [T6 : T7]=22.
One approach that might be used to eliminate the [T6 : T7]=24
possibility is to examine the way groups such as (A, C, E) and (A, D) act
(respectively) on T5 T7 and T4 T7 . This particular strategy (in my hands)
has met with little success. Another strategy is to gather more information
from higher up the subgroup lattice of S about subgroups ‘‘close’’ to T7 .
One starting point for this might be to see what may be gleaned from
certain subgroups of small index in Z (other likely candidates such as T3 ,
T5 , and T6 appear to have already been bled dry). Since [Z : T7]=231
(assuming [T6 : T7]=24) this is a daunting prospect!
However, starting lower down S and building a subgroup chain from T2
we are able to establish Theorem 7.1.
We present the proof of Theorem 7.1 in a series of lemmas. Let e1 # E"S
be as given in Lemma 6.1 and put R2=T2 & T e12 .
In Fig. 6, we give a subgroup lattice which exhibits the main subgroups
involved in the proof of Theorem 7.1.
Lemma 7.2. The following statements hold
(i) R2 \(A, B, D, E) and R2=T2 & T e2 for all e # E"S;
(ii) R2 & T3=T4 ; and
(iii) [T2 : R2]=28 and [R2 : T4]=24.
Proof. By the lattice in Lemma 2.9, H2T2 . So, since T2T3 , Lemma
5.8(ii) forces H2=ZT3=ZT2 . Now [H2 : Z]=24 (because [S : H2]=26
and [S : Z]=210) whence we deduce that
(7.2.1) [T2 : T2 & Z]=24.
Clearly, from ZT3=ZT2 , we have ZT3Z=ZT2 Z. Therefore, appealing
to Lemma 6.1(ii) we infer that T2 & T e12 Z. Thus
(7.2.2) R2 T2 & Z,
(7.2.3) T5T3 & (T2 & O2(E))e1R2 .
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FIGURE 6
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By definition R2=T2 & T e12 , and so
R2T2 & (T2 & O2(E))e1T3 & (T3 & O2(E))e1=T5 ,
using Theorem 6.3(vii).
From Theorem 6.3(iii) we have that [T3 : T3 & O2(E)]=2. Since
T2T3 , this gives [T2 : T2 & O2(E)]=2. We next prove that
(7.2.4) (T2 & O2(E))e1 T2=T1 .
Using Theorem 6.3(vi) we clearly have
(T2 & O2(E))e1 T2(T3 & O2(E))e1 T3=T1 .
Now Lemmas 5.5(i), (ii), and 3.4(iii) (with Pk=E and PJ =K) imply that
N(T2 & O2(E))e1 T2 .
Assume (7.2.4) is false and argue for a contradiction. Since (T2 &
O2(E))e1 T2 is normalized by (AoE , B
o
E) by Lemma 3.4(i) and NT1 is a
chief factor for K by Lemma 2.8(ii), we conclude that
N=(T2 & O2(E))e1 T2 .
Because
[N : (T2 & O2(E))e1]=[N : T2 & O2(E)]=2[N : T2]=2 } 213=214,
we observe that
(7.2.5) [T2 : T2 & (T2 & O2(E))e1]=214.
If T2 & (T2 & O2(E))e1T3 , then [T2 : T3]=24 implies that [T3 : T2 &
(T2 & O2(E))e1]=210. Now by Lemma 3.4(iv), T2 & (T2 & O2(E))e1 is nor-
malized by e1 and consequently [T3 : T3 & T e13 ]2
10. Hence [T3 : T5]
210 which contradicts [T3 : T5]=212 (see, for example, the subgroup lattice
in the Appendix). Therefore
T2 & (T2 & O2(E))e1  T3 .
From Lemma 2.9(i) we have that T2 T3 is a chief factor for K whence,
since (AoE , B
o
E) normalizes T2 & (T2 & O2(E))
e1, we obtain
T2=T3(T2 & (T2 & O2(E))e1).
Using (7.2.5) this implies that
T3 & (T2 & (T2 & O2(E))e1)=T2 & (T2 & O2(E))e1
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has index 214 in T3 . But then (7.2.3) forces [T3 : T5]214, which is con-
trary to [T3 : T5]=212. This is the desired contradiction which completes
the proof of (7.2.4).
Since, using the lattice in Lemma 2.9,
[T1 : (T2 & O2(E))e1]=[T1 : T2] 2=27 } 2=28,
(7.2.4) implies that T2 & (T2 & O2(E))e1 has index 28 in T2 . If T2 & (T2 &
O2(E))e1T3 were to hold, then, as T2 & (T2 & O2(E))e1 is normalized by
e1 , we obtain [T3 : T3 & T e13 ]2
4. So [T3 : T5]24 whereas [T3 : T5]=
212. Thus
T2 & (T2 & O2(E))e1  T3
and then T2T3 being a chief factor for K yields, as above, that
(7.2.6) T2=(T2 & (T2 & O2(E))e1) T3 .
Consequently T3 & (T2 & O2(E))e1 has index 28 in T3 . Therefore [T3 &
(T2 & O2(E))e1 : T5]=24 (as [T3 : T5]=212). Note by (7.2.2) that
T3 & (T2 & O2(E))e1T3 & R2T3 & T2 & Z=T3 & Z.
So, since T3 & (T2 & O2(E))e1 is normalized by (AoE , B
o
E), Theorem 6.3(v)
implies
(7.2.7) T3 & (T2 & O2(E))e1=T4 .
Suppose T2 & (T2 & O2(E))e1{R2 . Then R2(T2 & (T2 & O2(E))e1) has
order 2 and is normalized by (AoE , B
o
E) . Hence, by (7.2.6) and (7.2.7),
R2 & T3 T4 also has order 2 and is normalized by (AoE , B
o
E) . Since R2 &
T3T3 & Z by (7.2.2), we have contradicted Theorem 6.3(v). Therefore
T2 & (T2 & O2(E))e1=R2
and consequently
R2 & T3=T2 & (T2 & O2(E))e1 & T3=T4
by (7.2.7). Part (iii) also follows at this point.
We now establish part (i). Let e2 be as given in Lemma 6.1. Arguing as
for (7.2.2) we deduce that
T2 & T e22 T2 & Z,
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and, by Lemma 3.4(i), (AoE , B
o
E) normalizes T2 & T
e2
2
. Also the arguments
for R2 will yield that [T2 : T2 & T e22 ]=2
8. So, if R2 {T2 & T e22 , then
R2<R2(T2 & T e22 )T2 & Z.
Since [T2 : R2]=28, (7.2.1) implies that
[R2(T2 & T e22 ) : R2]2
4.
By the Replication Lemma (Lemma 3.4(v) with g=e1) and (7.2.4), T1 T2
contains a non-trivial subgroup of order less than or equal to 24 which is
normalized by (AoE , B
o
E) . However, by Lemma 2.9(i), a (A
o
E , B
o
E)-chief
series of T1 T2 has two chief factors one of dimension 1 and one of dimen-
sion 6. From this contradictory situation we conclude that R2=T2 & T e22 .
Hence, referring to Lemma 6.1(i), we have
R2 \(O2(E), e1 , e2 , )=E
and
R2=T2 & T e2 for all e # E"S.
So
R2 \(AoE , B
o
E , E) =(A, B, E).
Now, for a suitable choice of d # D"S, we are able to apply Lemma 3.2(ii)
with Y=R2 (since T2 \D by Lemma 2.9(v)) to obtain
R2 & Rd2 \(D, E).
Since T4 \D by Lemma 6.5(iii) and T4R2 by part (ii), evidently R2 &
Rd2T4 . Because
T4 & T e14 T3 & T
e1
3
=T5 ,
we have [T4 : T4 & T e14 ]2
4 by Theorem 6.3(iii). Consequently, as R2 &
Rd2 \E, [R2 & R
d
2 : T4]2
4 and this, since [R2 : T4]=24, forces R2=Rd2 .
Thus
R2 \(A, B, E, d) =(A, B, D, E) ,
and the proof of Lemma 7.2 is complete.
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Lemma 7.3. R2 \% G.
Proof. By Lemma 7.2(ii), (iii), T2=R2 T3 (see the lattice in Fig. 6). If
R2 \G were to hold, then we obtain T2 \(A, B, C, D). Hence
T3<T2core(A, B, C, D) S=T3 ,
a contradiction. Therefore R2 \% G.
Choose c5 # C oE"S and d5 # D"S such that c
2
5 , d
2
5 , (c5 d5)
3 # V. Since
(C, D)V$L3(2) and C oE covers CV by Lemma 5.5(iv), this is possible by
Lemma 3.2(i). Now put
R3=R2 & Rc52
and
R4=R3 & Rd53 .
Lemma 7.4. We have that R4 & T5 \C and that T6R4 & T5<T5 .
Proof. Let c # C"S. If Rc2=R2 , then by Lemma 7.2(i), R2 \G, whereas
R2 \% G by Lemma 7.3. In particular R3<R2 .
(7.4.1) R3  T4 .
Suppose R3T4 were to hold. Because R2 \E by Lemma 7.2(i), R3 is
normalized by E oC by Lemma 3.4(i). But R3<R2 and Lemma 7.2(iii) means
[R3 : T4]<24 whence, for e # E oC"S, [T4 : T4 & T
e
4]<2
4, and then
[T4 : T5]<24 by Theorem 6.3(ii). This contradicts Theorem 6.3(iii). There-
fore (7.4.1) must hold.
(7.4.2) R4 \(D, C).
First we show that R3 \S. By Lemma 7.2(i), R2 \S and so R3=R2 & Rc52
is clearly normalized by O2(C). Choose e # E oC . Then, using Lemma 7.2(i),
R3=(T2 & T e2) & (T2 & T
e
2)
c5=T2 & T e2 & T
c5
2
& T ec5
2
since [e, c5] # O2((C, E) ) and T2 \S. Thus
R3=(T2 & T c52 ) & (T2 & T
c5
2
)e.
From Lemma 2.9(vi), T2 & T c52 \S and hence R3 \O2(E). Therefore
R3 \(O2(C), O2(E))=S. Recalling that R2 \D, Lemma 3.2(ii) yields
(7.4.2)
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From Theorem 6.3(i), T5 \C. So, since R2T4T5 , we obtain
R3=R2 & Rc52 T5 .
Now T6 \D by Lemma 6.5(i) which then implies that
R4=R3 & Rd53 T6 .
We claim that R4  T5 . Suppose R4T5 where to hold; then
T5R4 & T4T4
with R4 & T4 \D by (7.4.2) and Lemma 6.5(iii). A consequence of Lemma
6.5(ii) is that there is no D-invariant subgroup properly between T5 and
T4 . Thus either T5=R4 & T4 or R4 & T4=T4 . Using Theorem 6.3(i) the
former possibility yields T5 \G, contrary to Lemma 6.4. The latter gives
T4R4R3 which contradicts (7.4.1), so verifying our claim. Therefore we
have shown that T6R4 & T5<T5 . Combining (7.4.2) and Theorem 6.3(i)
we see that R4 & T5 \C.
The proof of the lemma is complete.
Proof of Theorem 7.1. Lemma 7.4. implies T6T C46 R4 & T5<T5 and so
[T6 : T6 & T c46 ]=[T6T
c4
6 : T6]<2
4. Hence [T6 : T7]=22 by Lemma
6.7(i), so establishing Theorem 7.1.
8. ANOTHER SUBGROUP OF S
After our sojourn in Section 7 we now continue our voyage of discovery
down the subgroup lattice of S. The next subgroup we meet is T8 and it
is this group that is the subject of this section.
The ultimate state of play with respect to the groups R5 , R6 , R7 , R8 ,
and R9 that we introduce shortly is displayed in a subgroup lattice in
Fig. 7.
Let b6 # B"S be chosen so that there exists c6 # C oA "S such that b
2
6 , c
2
6 ,
(b6c6)3 # M, and define T8=T7 & T b67 . By Lemmas 3.2(i) and 5.5(vi) such
b6 and c6 exist.
Lemma 8.1. (i) T8 \(B, C, D, E)
(ii) [T7 : T8]22.
Proof. Note that T6T c66 is normalized by A
o
C and so, as in Lemma 6.7,
we obtain [T6 : T6 & T c86 ]=2
2, whence T6 & T c86 =T7 . Because T6 \B
and T7 \S by Lemmas 6.5(i) and 6.7(ii), Lemma 3.2(ii) gives T8 \
(B, C). As T7 \(D, E) , T8 is normalized by (DoB , E
o
B) by Lemma 3.4(i)
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FIGURE 7
and we have (i). Because [T6 : T7]=22 and T6 \B by Lemma 6.5(i) and
Theorem 7.1, (ii) also follows.
In similar spirit to Section 7, we now build certain subgroups of T4 so
as to pinpoint the index of T8 in T7 .
Let c7 # C oE "S and d7 # D
o
B"S be chosen so that c
2
7 , d
2
7 , (d7c7)
3 # V. Since
CoE covers CV and D
o
B covers DV by Lemma 5.5(iii), (iv) such a choice
is possible. Put R5=T4 & T c74 . Observe that, since T5 \C, R5T5 . Also
we choose b7 # BoD"S such that b27 # S.
Further we define
R6 =R5 & Rb75
R7=R5 & Rd75
R8=R6 & Rd76 .
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Lemma 8.2. (i) R7 \(C, D)
(ii) R8=R7 & Rb77 \(B, D)
(iii) [T5 : T5 & R8]=23
(iv) R8T6 .
Proof. (i) By Lemma 2.9(vi), T2 & T c72 \(A, C). Under the correspon-
dence in the Replication Lemma, T2 & T c72 corresponds to (T
e1
3
& T2 &
T c7
2
)e1
&1
(using the fact that (T3 & O2(E))e1 & T2O2(E)) which equals
T3 & T c73 & T
e
1
&1
2
& T c7e1
&1
2
(since T3 \C).
Since E oC covers EO2((E, D) ) by Lemma 5.5(vii), E
o
C clearly covers
EO2(E). Hence, without loss of generality, we may suppose e1 (as intro-
duced in Lemma 6.1) belongs to E oC .
Now c7 # C oE and e1 # E
o
C yield that
T3 & T c73 & T
e
1
&1
2
& T c7 e1
&1
2 =(T3 & T
e
1
&1
2
) & (T3 & T e1
&1
2
)c7
=T4 & T c74 =R5 .
Appealing to the Replication Lemma we see that [T4 : R5]=22 and R5 is
normalized by (AoE , C
o
E) . Since T4 T5 is a chief factor for K,
R5 \(AoE , C
o
E , N) =(A, C)
as AoE covers AN. In particular R5 \S and now an application of Lemma
3.2(ii) (since T4 \D by Lemma 6.5(iii)) yields R7=R5 & Rd75 \(C, D).
(ii) First we observe that, for any b # BoE"S, (T2 & T
c7
2
) & (T2 & T c72 )
b
corresponds to R5 & Rb5 in the application of the Replication Lemma.
Consequently R5 & Rb5 is normalized by B
o
E . Also we note that [R5 : R5 &
Rb5]=2 and R5 & R
b
5T5 . Since N acts trivially upon T4 T5 and B
o
E covers
BN by Lemma 5.5(i), we have R5 & Rb5 \B. Recalling that R5 \A and
[R5 : R5 & Rb5]=2, K acting irreducibly upon T4 T5 implies R6=R5 & R
b
5 .
In particular, R6 \S and [R6 : T5]=2.
Consider
R7 & Rb77 =(R5 & R
d7
5
) & (R5 & Rd75 )
b7
=(R5 & Rb75 ) & (R5 & R
b7
5
)d7
=R6 & Rd76
=R8 ,
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since [b7 , d7] # U (by choice of b7 and d7) and R5 \S. Now R7 \S by (i),
R6 \S, and b27 , d
2
7 # S imply
R8 \(O2(B), O2(D), b7 , d7)=(B, D) .
This proves part (ii).
(iii) Using Lemma 6.5(ii) and (iii) we see that
T4=T5 T d75 R6R
d7
6
T4 .
Therefore [R6 : R8]=[R6 : R6 & Rd76 ]=[T4 : R6]=2
3.
If R8T5 , then R8 \D implies for d # D"S that R8T5 & T d5=T6 ,
using Lemma 6.5(ii). But then [T5 : T6]23, contradicting Lemma 6.5(ii).
So R8  T5 and then [R6 : T5]=2 and [R6 : R8]=23 yield (iii).
(iv) From R6T5 we have R8=R6 & Rd76 T5 & T
d7
5
=T6 , as required.
Lemma 8.3. T7 \% G.
Proof. Suppose T7 \G were to hold. So T6 T7 admits (A, B). Hence,
since [T6 : T7]=22 by Theorem 7.1, O2((A, B) ) centralizes T6 T7 . Thus
xA does not act fixed-point-freely on T6 T7 , contrary to Lemma 6.7(iii)
Put R9=R8 & Rc78 .
Lemma 8.4. (i) [T6 : R9 & T6]=[R9 & T6 : T7]=2 and R9 & T6 \B.
(ii) [T7 : T8]=2.
Proof. By Lemma 8.2, R8 \S and R8=R7 & Rb77 with R7 \C and
therefore R9 \(B, C) by Lemma 3.2(ii). Now R8T6 by Lemma 8.2 and
so T7 \C yields R9T7 .
If R9 & T6=T7 , then as R9 \B and T6 \B, we have T7 \B. But then
T7 \G by Lemma 6.7(ii) contrary to Lemma 8.3. Thus R9 & T6>T7 .
Suppose R9T6 . Because T5 \C we clearly have R9 & T5 \C. Hence
R9 & T5>T6 because T6 \(A, B, D, E) and T6 \% G. Since [T6 : T7]=22
by Theorem 7.1 we must have [R9 & T5 : T6]22. Therefore R9 & T5 has
index less than or equal to 22 in T5 and hence [T5 : R8 & T5]22. But this
cannot happen by Lemma 8.2(iii). So R9  T6 . Thus
T7<R9 & T6<T6
with R9 & T6 \B. So [R9 & T6 : T7]=2 and this together with Lemma 8.3
proves that T8=T7 & T b67 has index 2 in T7 . Since [T6 : T7]=2
2 we have
also established (i), and so the lemma is proven.
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9. NORMAL SUBGROUPS OF G
In this section we reap the fruits of our earlier labours in the form of dis-
covering subgroups of S which are normal in G. Let T9 denote the core of
T8 in A. The subgroup T13 will be defined during the course of the proof
of Theorem 9.1.
Theorem 9.1. Exactly one of the following holds.
(a) T9 \G and [T8 : T9]=2.
(b) T13 \G and [S : T13]=246. Further we have the following chain
of subgroups,
T8>T9>T10>T11>T12>T13 ,
where
(i) [T8 : T9]=22, [T9 : T10]=[T10 : T11]=[T11 : T12]=[T12 : T13]
=2;
(ii) T9 \(A, C, D, E) , T10 \(A, B, D, E) , T11 \(A, B, C, E) ,
T12 \(A, B, C, D); and
(iii) T6 T10 is an (A, B)-chief factor of order 26.
Proof. We begin by noting that
(9.1.1) T8 \% A (and so T9<T8).
Suppose T8 \A were to hold. Then T6 T8 admits (A, B) by Lemmas
6.5(i) and 8.1(i). From Theorem 7.1 and Lemma 8.4 we have that
|T6 T8 |=23. Hence O2((A, B) ) centralizes T6 T8 whereas xA acts fixed-
point-freely on T6T7 by Lemma 6.7(iii). Thus we conclude that T8 \% A.
We next show that with a suitable choice of Xi and Pi Hypothesis 4.1
holds. If we take A=Pk , B=Pj , and C=Pi we clearly obtain the required
subdiagram in Hypothesis 4.1. For the Xi we take
X1 =T6
X2=R9 & T6
X3=T7
and
X4=T8 .
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Consulting Lemma 8.4 we see that [Xi : Xi+1]=2 for i=1, 2, 3. From
Lemma 8.4(i), Lemma 6.7(ii), and Lemma 8.1(i) we have that R9 & T6 \B,
T7 \A, and T8 \(B, C) . Whilst xA acting fixed-point-freely on T6 T7
means R9 & T6 \% A and Lemma 8.3 dictates that T7 \% B. Thus, since
|ST1|{29 by the hypothesis of Theorem 1.3, Hypothesis 4.2 is satisfied.
So, using Theorem 4.2 and (9.1.1) we obtain that one of the following
holds:
(a) [T8 : T9]=2 and T9 \(A, B); and
(b) [T8 : T9]=22 and for any b # B"S, T9 & T b9 \(A, B)
with [T9 : T9 & T b9]=2.
(9.1.2)
Before discussing the two possibilities in (9.1.2) we observe that
(9.1.3) T9 \(A, C, D, E).
Since T8 \(C, D, E) by Lemma 8.1(i), Lemma 3.4(i) implies that
(C oA , D
o
A , E
o
A) normalizes T8 & T
a
8 for any a # A. Since T9 is the intersec-
tion of subgroups like T8 & T a8 (a # A), (C
o
A , D
o
A , E
o
A) must normalize T9 .
So, since T9=coreA T8 , we obtain (9.1.3).
If (9.1.2)(a) holds, then (9.1.3) implies
T9 \(A, B, C, D, E)=G
and we obtain alternative (a) of the theorem. So, for the remainder of the
proof of Theorem 9.1 we assume (9.1.2)(b) holds and show that (b) must
result. Note that this means we have T9 \% (A, B). Letting b8 # B"S and
c8 # C"S be such that b28 , c
2
8 , (b8 c8)
3 # M we put
T10=T9 & T b89
and
T11=T10 & T c810 .
Combining Lemma 3.4(i), (9.1.2)(b), and (9.1.3) we obtain
(9.1.4) T10 \(A, B, D, E) and [T9 : T10]=2,
(9.1.5) T10 \% G (and so T10>T11).
Suppose (9.1.5) is false. Then T8>T9>T10 is a chain of (C, D)-
invariant subgroups by Lemma 8.1(i) and (9.1.3). By (9.1.2)(b) and (9.1.4),
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[T8 : T9]=22 and [T9 : T10]=2 and consequently O2((C, D) ) centralizes
T8 T10 . In particular xC centralizes T8 T10 . Thus, as T8T10 also admits
(B, C) , we deduce that O2((B, C) ) also centralizes T8 T10 . This and
(9.1.3) yield T9 \(A, B) , contrary to T9 \% (A, B) . Thus (9.1.5) is
proven.
(9.1.6) T11 \(A, B, C, E) and [T10 : T11]=2.
Since T9 \C and T10 \S, Lemma 3.2(ii) readily yields T11 \(B, C).
From T10 \(A, E) , Lemma 3.4(i) implies that T11 is normalized by (AoC ,
E oC) whence T11 \(A, B, C, E). Because T9 \C and [T9 : T10]=2 by
(9.1.3) and (9.1.4), [T10 : T11]2. Hence, by (9.1.5), [T10 : T11]=2, as
required.
(9.1.7) T11 \% G.
If T11 \G were to hold, then, by (9.1.3), T9 T11 would admit (C, D).
Since (C, D)V$L3(2) and |T9 T11|=22 by (9.1.4) and (9.1.6), O2((C,
D) ) must centralize T9T11 . But then (9.1.4) yields T10 \G, contradicting
(9.1.5). Therefore T11 \% G.
Now let c9 # C"S and d9 # D"S be such that c29 , d 29 , (c9d9)3 # V. By
(9.1.5), T11=T10 & T c910 .
Put T12=T11 & T d911 .
(9.1.8) T12 \(A, B, C, D) and [T11 : T12]=2.
Since T10 \D by (9.1.4) and T11 \S by (9.1.6), Lemma 3.2(ii) gives
T12 \(C, D). Employing Lemma 3.4(i) also yields that T12 is normalized
by (AoD , B
o
D) and so T12 \(A, B, C, D) . By (9.1.4) and (9.1.6), T10 \D
and [T10 : T11]=2. Hence [T11 : T12]=2 by (9.1.7), so proving (9.1.8).
(9.1.9) T12 \% G.
Suppose T12 \G. Then T10 T12 admits (D, E) by (9.1.4). Since
|T10 T12 |=22 by (9.1.6) and (9.1.8) and (D, E)O2((D, E) )$L3(2),
O2((D, E) ) must centralize T10 T12 whence T11 \G by (9.1.6). This
contradicts (9.1.7) and so we must have T12 \% G.
Next let d10 # D"S and e10 # E"S be such that d 210 , e
2
10 , (d10e10)
3 #
O2((D, E) ). From (9.1.7), T12=T11 & T d1011 . Putting T13=T12 & T
e10
12 we
finally establish
(9.1.10) T13 \G and [T12 : T13]=2.
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Using Lemma 3.2(ii) yet again, as T11 \E and T12 \S by (9.1.6) and
(9.1.8), gives T13 \(D, E). Combining T12 \(A, B, C) (by (9.1.8)) and
Lemma 3.4(i) we then obtain
T13 \(AoE , B
o
E , C
o
E , D, E) =G.
Taken together, T11 \E, [T11 : T12]=2 and (9.1.9) yield that
[T12 : T13]=2.
Combining (9.1.2)(b), (9.1.4), (9.1.6), (9.1.8), and (9.1.10) yields that
[T8 : T9]=22 and [T9 : T10]=[T10 : T11]=[T11 : T12]=[T12 : T13]=2.
So we have (b)(i). From (9.1.3), (9.1.4), (9.1.6), and (9.1.8) we obtain
(b)(ii).
We now establish (b)(iii). By Lemma 6.5(i) and (9.1.4), T6 T10 admits
(A, B). Theorem 7.1, Lemma 8.4(ii), and (b)(i) imply that |T6 T10 |=26.
From (b)(i), (ii), and Lemma 8.4(ii), T6>T7>T9>T10 is a chain of
A-invariant subgroups with [T7 : T9]=23 and [T9 : T10]=2. Since T8 \% A
by (9.1.1), |CT7 T9(xA)|=2. By Lemma 6.7(iii), xA acts fixed-point-freely on
T6 T7 and so we deduce that |CT6 T10(xA)|=2
2. From Lemma 8.1(i) and
(b)(i), T8 \B and [T6 : T8]=[T8 : T10]=23. Since T7 \% B by Lemmas
6.7(ii) and 8.3 and T9 \% B, we infer that |CT6 T10(xB)|=2
2. Now Lem-
ma 2.4(i) and Lemma 2.4(iii) together with |CT6 T10(xB)|=2
2=|CT6 T10(xA)|
forces (A, B) to act irreducibly upon T6 T10 . Thus T6 T10 is an (A, B)-
chief factor of order 26.
Consulting Theorem 6.3(iii) and Lemma 6.5(ii) we see that [T3 : T5]=
212 and [T5 : T6]=24, and from (b)(iii) we have [T6 : T10]=26. Thus,
using (b)(ii), we infer that [T3 : T13]=225. Recalling that [S : T3]=221
this implies that [S : T13]=246. Since we have already proved that
T13 \G in (9.1.10), we have shown that (b) holds and this completes the
proof of Theorem 9.1.
10. CONCLUSION OF THE PROOF
We are at last in a position to identify So .
Theorem 10.1. So=T13 with [S : So]=246.
Proof. First we prove that
(10.1.1) T9 \% G.
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We assume that T9 \G and seek to derive a contradiction. Hence, by
Theorem 6.3(i), T5 T9 admits (A, B, C). Also we have
T5>T6>T9 is an (A, B) chief series between
T5 and T9 with |T5 T6 |=24=|T6 T9 |.
(10.1.2)
Lemma 6.5(ii) gives [T5 : T6]=24 while a combination of Theorems 7.1
and 9.1 yields [T6 : T9]=24. From Lemma 6.5(iv) and Theorem 6.3(iii) we
obtain that T5 T6 is an (A, B) chief factor. Since xA acts fixed-point-freely
upon T6 T7 by Lemma 6.7(iii), T6 T9 must also be an (A, B)-chief factor.
So (10.1.2) holds.
Let T9<XT5 be such that (A, B, C) acts irreducibly upon XT9 . Put
C*=C(A, B, C)(XT9). Since T1 is a normal 2-subgroup of (A, B, C) we
see that T1C*. Let (!) # Syl3 O2, 3((A, B) ). In view of (10.1.2) and
Lemma 2.4(ii), ! must centralize both of T5 T6 and T6 T9 . Thus ! # C*.
Because NT1 is an (A, B) chief of order 26 by Lemma 2.8(ii), N=
[N, !] T1 by Lemma 2.4(iv). Hence, from ! # C* and C* \(A, B, C) , we
deduce that [N, !] \C*. Consequently NC*. Consulting the subgroup
lattice in Lemma 2.8 gives
T<N & RC* & RR.
Clearly C* & R \(B, C) and so C* & R=R by Lemma 2.8(i). Therefore
No=RNC* and so the normal closure of No in (A, B) , (N (A, B)o ) ,
must also be contained in C*. Since No N=Z(BN), the normal subgroup
structure of S 6 yields (N (A, B)o ) =(A, B) . Thus (A, B)C*.
However,
XT9 $
(A, B)
T5 T9 , T5 T6 , or T6 T9
by (10.1.2) and so (A, B) cannot possibly centralize XT9 . This is the
desired contradiction that establishes (10.1.1).
Combining (10.1.1) with Theorem 9.1 yields that T13 \G with
[S : T13]=246. Clearly then T13So . Also we have Socore(A, B, C, D) S=
T3 . Hence So=S e1o T3 & T
e1
3
=T5 . Since for i # [5, 6, 7, 8, 9, 10, 11, 12]
we have Ti+1=Ti & T xii for some xi # G, this forces SoT13 . Thus
So=T13 , and the theorem is proved.
Assembling earlier results we now complete the
Proof of Theorem 1.3. Since we have shown in Theorem 10.1 that
[S : So]=246, it only remains to examine (A, B) chief series of ST13 .
Taking Xo=N, X1=T1 , X2=T1 & W, X3=T2 , and X4=T3 , we see from
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Lemmas 2.8(ii) and 2.9(i) that these form a part of an (A, B) chief series
for O2((A, B) )So of the desired kind. Consulting Theorem 6.3 we see that
setting X5=T3 & O2((E, B) ), X6=T3 & O2((E, B) ) & O2((E, D) ), X7=
T4 , and X8=T5 gives us a further portion of an (A, B) chief series for
O2((A, B) )So where |X4 X5 |= |X5 X6 |=2, |X6 X7 |=26, and |X7 X8 |=
24. With X9=T6 we have that X8 X9 is an (A, B)-chief factor of order 24.
Finally, taking X10=T10 , X11=T11 , X12=T12 , and X13=T13 and appealing
to Theorems 9.1 and 10.1 we obtain an (A, B)-chief series for
O2((A, B) )So of the kind stated in the theorem.
The proof of Theorem 1.3 is now complete.
APPENDIX
Here we give a subgroup lattice incorporating some of the important
subgroups encountered in the proof of Theorem 1.3. The groups N, T1 ,
T1 & W, T2 , and T3 are introduced in Section 2. The first appearance of
T3 , T3 & O2((B, E) ), T3 & O2((B, E) ) & O2((E, D) ), T3 & Z, T4 , T5 ,
T6 , T7 occurs in Section 5 with the subgroups between T3 and T5 being the
centerpiece of Theorem 6.3. In Section 8, T8 is defined and the remaining
subgroups below T8 are described in Section 9.
v S
24
v N
26
v T1
2
v T1 & W
26
v T2 \(A, B, D)
24
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v T3 \(A, B, C, D)
2
v T3 & O2 ((B, E ) ) \(A, B)
2
v T3 & O2 ((B, E ) ) & O2((E, D) ) \(A, B, D)
22
v T3 & Z \(B, C, D)
24
v T4 \(A, B)
24
v T5 \(A, B, C, E )
24
v T6 \(A, B, D, E )
22
v T7 \(A, C, D, E )
2
v T8 \(B, C, D, E )
22
v T9=coreA T8 \(A, C, D, E )
2
v T10 \(A, B, D, E )
2
T11 \(A, B, C, E )
2
v T12 \(A, B, C, D)
2
v T13 \G
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