ABSTRACT Due to the flexibility in system design and small form factors, frequency-diverse imaging regime gained popularity in recent millimeter-wave (MMW) computational imaging (CI) research trends. In principle, frequency-diverse imaging systems produce the pseudorandom and spatially variant radiation fields to interrogate spatial information and reconstruct scene images using computational algorithms. Specifically, artificially structured metamaterials apertures antennas (MAA) have gained traction for their ability to manipulate electromagnetic waves in a deliberate and controlled manner. Combined with synthetic aperture radar (SAR) technologies, by moving a linear shape MAA in crosswise direction, fully threedimensional (3D) scene images could be obtained through antenna motion. Focusing on the peculiar imaging geometry, we propose two kinds of postprocessing algorithms to black achieve 3D scene images reconstruction. The crux of the post-processing algorithms rely on the decoupling between cross-range dimension and antenna platform direction in the imaging domain, allowing the scene to be partitioned into a number of cross-range slices and reconstructed in a parallel manner. Compared with the traditional image reconstruction algorithms in frequency-diverse imaging, the proposed algorithms are more efficient and could effectively achieve 3D scene space observing. The extensive imaging simulations are conducted to verify the effectiveness of the proposed algorithms.
I. INTRODUCTION
Active microwave and millimeter-wave (MMW) imaging techniques are superior to many other imaging techniques for providing non-ionizing radiation and have a variety of applications for security screening [1] - [3] , medical diagnosis [4] , non-destructive testing [5] and through-wall imaging [6] , [7] , etc. For conventional MMW imaging modalities, the spatial sampling of the physical aperture needs to satisfy the Nyquist sampling theorem to guarantee the diffraction-limited image reconstruction, generally inevitably resulting in a bulky and
The associate editor coordinating the review of this manuscript and approving it for publication was Wanchen Yang. complex system hardware. In recent research trends, the modern computational imaging paradigms, including coded apertures [8] , single-pixel imaging [9] , and frequency-diverse imaging [10] , have shown to be capable of offering possible solutions to the aforementioned problems. Particularly, a magnitude of holographic metasurface antennas with different architectures, such as metamaterial apertures [11] - [15] , cavity apertures [16] , [17] and metallic leaky cavity [18] have populated the CI imaging regime. These metasurface antennas are appealing as they can be easily fabricated using standard printed circuit board (PCB) techniques, leading to extremely low-costs and compact system form factors.
Among these metasurfaces frequency-diverse imaging modalities, the waveguide-fed metamaterial apertures antennas (MAA) have received long-lasting attention since the first proof-of-concept imaging experiment was demonstrated by Hunt et al. [11] . In general, different from the classical metamaterial antennas [19] , [20] , these antennas consists of a rectangular waveguide loaded with a multitude of artificially structured metamaterials. As the driving frequency of the waveguide mode is swept, different subsets of these frequency-agile resonators couple a portion of the guided mode's energy to free space, producing a sequence of nonoverlapping and complex radiation fields. Using frequency diversity, a series of measurement modes can be obtained to encode scene information and preferentially enable computational imaging techniques to retrieve high-fidelity images. Subsequently, to satisfy the need for beam-forming and wave-front controlling capabilities in SAR imaging, the independent control to each resonator has been introduced in MAA, yielding the dynamic metamaterial apertures (DMA). In [21] a K-band DMA consisting of voltaged-controlled metamaterial apertures with diodes integrated is demonstrated to perform 2-D and 3-D SAR imaging. In [22] both stripmap mode and spotlight mode 2D SAR imaging are experimentally presented with a X-band DMA consisting of liquid-crystal-switched radiating elements. Later in [23] the GPU-accelerated 3-D SAR imaging experiments are demonstrated with a semiconductorbased DMA. For 2D and 3D SAR image reconstruction of frequency diverse antennas, there are mainly two kinds of post-processing algorithms. One common reconstruction approach is to directly solve the measurement equation corresponding to imaging scene using the straightforward matrix inversion technique [21] - [23] . Comparatively, in [24] , [25] , the range migration algorithm (RMA) has been adapted for the mask-based DMA to perform image reconstruction in both stationary and moving case, showing high computation efficiency against the matrix inversion approach.
In this paper, we focus on developing efficient 3D postprocessing imaging algorithms for SAR with MAA, in which a linear shape MAA is physically moved in horizontal direction while forming random diverse pattern to gather information from the vertical direction. This peculiar SAR configuration is intrinsically similar to the system proposed by Sheen et al. [26] , where the coherent one-dimensional electronically switched antenna array is replaced by a linear shape MAA. The crux of the post-processing algorithms lies in the decoupling of the synthetic aperture dimension and the MAA platform direction, acquiring cross-range information and range information respectively. Compared with the commonly used matrix inversion approach for SAR image reconstruction of frequency-diverse antennas [21] - [23] , our algorithm is more efficient and able to effectively handle large scene data sets. Besides, different from the work in [21] , [25] , the specific locations of the imaged object (region of interest) in scene space are not artificially confined, both the preprocessing step and the induced prior information of object location in scene space are avoided. Since multiple masks need to be switched at each spatial sampling position for DMA, we do not rigorously pursuing the DMA architecture to perform 3D imaging considering the extra time consumption. Herein, the appealing frequency-diversity peculiarity of MMA is our main concern, and we aim to provide a thorough and systematic approach for MAA to perform whole scene space observing.
The rest of this paper is organized as follows. In Section II, we will briefly introduce the generally applied forward imaging model in frequency-diverse imaging literature. Section III is devoted to the derivation of back-projection algorithm and the imaging simulation is given. Section IV is devoted the derivation of omega-K algorithm to achieve 3D scene images. Imaging simulations using a simulated one-dimensional MAA are given in Section V. Finally, conclusions are presented in Section VI.
II. FORWARD IMAGING MODEL
In this section, we will briefly introduce the system configuration and imaging principle of MAA. The MAA generally consists of a parallel-plate waveguide driven by a coaxial feed probe that launches a guided wave within the structure. In the actual fabricated MAA, the complementary electric inductive-capacitive (cELC) elements tailored with different physical geometries are integrated into the upper conductor of a microstrip transmission line. The injected microwave propagates over the aperture to excite multiple radiating elements simultaneously, resulting in a beam pattern with a large number of lobes, the specific turning mechanism and resonating character of cELC elements are exhaustively discussed in [27] . Consider a monostatic frequency-diverse metamaterial imaging system depicted in Fig. 1 , where metamaterial apertures panel is used as transmitting antenna while an open ended waveguide (OEWG) probe is used as receiving antenna, comprising a panel-to-probe configuration. As the driving frequency changes, the radiation field excited from different subsets of resonators changes. Objects within the scene scatter the incident fields, producing the backscattered components detected by the waveguide probe at transmitting antenna plane. OWEG has large bandwidth and low gain, ensuring that an ample backscattered signal is collected from all possible directions and at all frequencies. In the following derivation, the vector r indicates the points on the reference (MAA) plane, the vector r represents points in imaging scene.
To describe the imaging process discussed above, a commonly adopted inverse scattering model in frequency-diverse literature is the first Born approximation, where the perturbation of scatters to the interrogating field is assumed to be weak. The effectiveness and accuracy using the first Born approximation have been extensively confirmed through imaging experiments [11] - [15] . Applying this approximation, the frequency measurements collected by the receiving probe are related to the scene reflectivity through the measurement matrix (transfer function), which is the product of the electric fields from the transmitting aperture and the receiving probe at each location in the scene. The total fields that propagate into the OEWG have the following proportionality:
where U 0TX ( r ) and U 0RX ( r ) denote the transmitted and received fields, respectively, σ represents the scene reflectivities. Since the system is both diffraction and bandwidth limited, (6) can be written as a general and concise matrix equation:
where g ∈ C M ×1 is the receiving measurement vector collected by the low-gain OWEG, and σ ∈ C N ×1 denotes the unknown reflectivity vector of scene space, n ∈ C M ×1 is an additive noise term included for generality, and H ∈ C M ×N is the measurement matrix. Broadly speaking, within the first Born approximation, the above linear equation provides a clear and sufficient description of the process of emitting and coherently receiving electromagnetic wave scattered by scene object.
To reconstruct the scene information, the matrix equation described in (2) needs to be solved for σ . In theory, various matrix inversion algorithm have been proposed for both well and ill-conditioned H. In the simplest implementation, assuming additive white Gaussian noise, a matched filter (MF) reconstruction suitably solves (2) asσ est = H † g, where † denotes the conjugate transpose operator. Given the easy implementation capability, the matched filter approach is commonly applied in current frequency-diverse imaging systems using arbitrary field patterns. Besides, more advanced reconstruction algorithm like least squares algorithm and regularization methods are also widely used. Note that when H is extremely underdetermined (M N), the estimation with MF method of under-sampled scenes could be further refined with more sophisticated reconstruction algorithms. By imposing a 1 -norm penalty, the estimation of σ could be transformed as the following optimization problem
where λ is the regularization factor directly related to the noise level, · 2 denotes the 2 -norm, the first term in (3) implies the fidelity of data fitting (consistency), which is used to minimize the reconstruction error, and the latter corresponds to a regularized term reflecting the prior information that we would like to impose.
A. MEASUREMENT MATRIX CHARACTERIZATION
Note that the accurate reconstruction of scene reflectivities require the precise characterization of transmitting MMA fields and receiving probe fields, in most imaging experiments of the current frequency diverse imaging literature [12] - [18] , [21] , the imaged object region is often confined to a certain area (often Fresnel zone, at a range of 0.5∼1m). In such imaging scenarios, the near-field response of the transmitting MAA, denoted by , can be experimentally measured through near-field scanning in the laboratory environment, and the transmitted fields U 0TX ( r ) corresponding to arbitrary location in scene space are calculated with the near-field response as well as the plane-toplane propagator. The propagation model between arbitrary positions r a and r b can be represented by free space Green's function
where, K denotes the wavenumber, G has a number of rows equal to the number effective sources and a number of columns equal to the number of scene locations. The transmitted fields U 0TX ( r ) can be written as: U 0TX ( r ) = G. In our demonstration, to provide wide scene space observing, we assuming scenes are illuminated by far-field radiation from MAA, and the imaging scenario is similar to the demonstrations by Hunt et al. [11] . In this case, the radiation fields in arbitrary scene space are computed with the farfield pattern of MAA, denoted by T and the linear propagation phase term e −jKR , U 0TX ( r ) can be expressed as: U 0TX ( r ) = Te −jKR , the detailed far-field characterization method of MAA can be found in [28] . The received fields of OEWG probe is calculated with the far field pattern, denoted by , in conjunction with the linear propagation phase e −jKR , U 0RX ( r ) can be computed with: U 0RX ( r ) = e −jKR . In this section, the scene images reconstruction methods for static MAA are presented, and the imaging scenario as well as the measurematrix characterization method used in our demonstration are specified. 3D SAR imaging postprocessing algorithms are given in the subsequent sections.
III. SAR IMAGING WITH MAA
With the aim of acquiring high resolution observing for spaceborne and airborne radar systems, tremendous progress has been made in the synthetic aperture radar technology over the past decades, until now, it remains to be a research hotspot in radar imaging literature. Specifically, an antenna with a directive beam is mounted on a moving platform that traveled along a long distance, electromagnetic waves are sequentially transmitted and the backscattered echoes are coherently collected in multiple observing points. Through sophisticated post-processing algorithms, the synthesized beamwidth is much narrower than the physical antenna beamwidth, yielding dramatically increased resolution images without the hardware burden of a large physical aperture antenna. Depending on the observation needs, multiple SAR imaging modalities have been developed to acquire either twodimensional (2D) or three-dimensional (3D) scene images, among which stripmap SAR and spotlight SAR are two wildly used modes. In stripmap mode, the antenna beam orientation is held constant with respect to the airborne flight path when the antenna aperture travels, illuminating a swath of a scene. While in spotlight mode, to focus on illuminating a particular region of imaging scene, the beam is continuously steered as the airborne platform flies. Note that to generate highly directive beam, the gimbal-actuated (reflector dishes and horn antennas) and phased-arrays antennas are commonly utilized in traditional SAR imaging radars. Given the radiation efficiency and favorable frequency-diverse field patterns of MAA, both stripmap spotlight SAR near range 2D imaging experiments have been extensively demonstrated in recent research [21] - [23] , showing appealing advantages compared to conventional antennas.
In this paper, we focus on investigating 3-D MAA imaging where the antenna aperture is translated along a path perpendicular to its length. Compared to the system configuration presented by Sheen et al. [26] , MAA utilize spatially diverse field pattern instead of multistatic antenna array to sample the spatial frequency components (k-components), we believe the low profile and lightweight form factor merits of MAA can be taken full advantage in this imaging scenario. We start by demonstrating the 3D SAR imaging configuration of MAA, pointing out that the key postprocessing technique relies in the decoupling between the antenna movement direction and the length direction. Next, to achieve full volumetric imaging, a series of classical SAR imaging algorithms are adapted to conduct 3D imaging simulations.
To create 3D images, a MAA platform needs to move in a crosswise path that is perpendicular to its length, as shown in Fig. 2 , where a bistatic SAR configuration is depicted. The direction parallel to the direction of the antenna platform motion is cross-range, and the directions orthogonal to the direction of antenna platform motion are the ground range and elevation. In this scenario, the spectral bandwidth provides range resolution and the MAA aperture provides spatial diversity for vertical resolution, by translating the MAA along the z-direction, additional information can be obtained to achieve cross-range resolution. The Cartesian coordinate system O-xyz is established, the origin is located at the center of the scanning path, x-, y-, z-axes denote the groundrange, azimuth, and height directions, respectively. At each FIGURE 2. Illustration of the 3-D SAR imaging system using a MAA, the antenna moves in a crosswise path that is perpendicular to its length configuration.
scanning position, the MAA transmits a band-limited signal that illuminates the scene within the field of view (FOV). The location of the transmitting MAA is (0, y t , 0), and the location of receiving probe is (0, y r , 0), O represents an arbitrary point on the target with coordinate (x, y, z) and reflectivity σ (x, y, z). The receiving probe changes in accordance with the transmitting MAA simultaneously.
Then the respective distances from the transmitting MAA center and receiving probe to the position O are given by
As discussed in [29] , the measurement matrix takes the form of transmitting fields and receiving fields, hence H can be written as:
Throughout this paper, K is the free space wavenumber, σ (x, y, z) is reflectivity of the object. In practical, the targets range significantly larger than the transmitting and receiving antenna spacing, though the transmitting MAA and the receiving probe may not share the same phase center, with the paraxial approximation (the antenna spacing with respect to the wavelength), we treat the imaging geometry as a quasimonostatic configuration, that is R t = R r . In this consideration, the measured signals of receiving probe at different spatial location are
Note that the observed scene space would increase rapidly with the antenna's movement, which inevitably yield the multiplicative scaling of the dimensionality of the measurement matrix. In practical, the measurement matrix with extremely large scale pose significant challenge in both memory storage and imaging computation costs. It is therefore necessary to utilize other imaging post-processing techniques to deal with the massive computation costs brought with the large data sets. In the following imaging simulations, point scatterers are located in 3D scene space and illuminated by the synthetic aperture MAA, and toward the goal of decoupling between the crosswise direction and lengthwise direction in imaging domain, two representative processing algorithms in classical SAR imaging literature are examined.
IV. BACK PROJECTION ALGORITHM
Since the invention of SAR techniques in the late 70s, many image formation algorithms have been developed. The majority of the those methods in practice mainly contain two kinds: time-domain algorithms and frequency domain algorithms. Frequency domain methods perform calculations with respect to the frequency of a signal rather than the timing of the signal. In general, frequency domain algorithms are computationally efficient as the major calculations are implemented with fast Fourier Transforms (FFT). Nevertheless, there has not been a generalized algorithm suitable for all types of imaging scenarios (e.g., low squint, spotlight mode geometry, narrow range swath, etc), that is, these algorithms may need to be modified in order to suit a particular situation. On the contrary, the time-domain backprojection (BP) algorithm doesn't suffer from these limitations, the same algorithm may be applied to all imaging geometries, the major downside to time-domain BP algorithm is that it is more computationally expensive, making it unacceptable in many real-time imaging scenarios. Because of this, many efforts have been devoted to enhance the efficiency of BP algorithm, the detailed researches can be found in [30] , [31] .
Towards the goal of forming the target reflectivity function σ (x, y, z) at a given grid point (x, y, z) in the spatial domain, BPA provides high imaging precision by coherently accumulating the received signal that corresponds to all synthetic aperture locations. Following this idea, to reconstruct the spatial distribution of the reflectivity σ (x, y, z) using the collected data S(R t , f ), one can write the inversion form of (8):
It should be clarified that the radiation field pattern T considered here is both frequency and angular modulated, it is a varying function of frequency as well as the target and antenna coordinates. And the radar target reflectivity function σ (x, y, z) is assumed to be frequency and aspect angle independent over the frequency band and angular sector of interest. To achieve the angular resolving in the antenna movement direction, the received data are backprojected over the spatial angular gird. As noted by Jakowatz et al. [32] , [33] , the fundamental concept of delay-and-sum beamforming (BF) that employs signal data collected by a multi-element array is inherently rooted in BPA. That is, to separate the signal arriving from a given direction, one can apply a set of linear phase delays to the array elements to cancel the linear phases that are inherently imposed on the arriving signal. Considering the vertical imaging resolution depends on the angular resolution of MAA, to realize the full potential of MAA, the imaged objects lie in a near range in our demonstration and we use the near range BF techniques to achieve angular resolving. Fig. 3 demonstrates the receiving geometry of uniform linear array in near-range consideration, and each virtual element y l represents a spatial sampling location of MAA.
We use the above virtual array geometry to deduce the near-range steering vector to achieving beam-forming procedure. An array of horizontal antenna elements are positioned linearly along the y-axis with coordinates of y 1 , y 2 , . . . y L and the coordinates of source signal S with respect to the reference element are (r s , θ s ). Taking the middle element m 0 as the origin, the distance between the source signal S and the m-th element can be computed using the law of cosines:
The set of linear phases that steer the array to the given direction θ S , termed array vector in array antenna theory, can be written as: 
where L is the number of the array elements. For the goal of achieving angular resolving in the crosswise direction, the bearing angles θ s are steered sequentially, and the applied 59720 VOLUME 7, 2019 linear phase sequence ϕ(r s , θ s ) are then added with the collected data S(R t , f ). This delay-and-sum beamforming concept is rooted in the principle of BP integral algorithm in (9) . To reconstruct the spatial distribution of the reflectivity σ , we use the cross-range angular filter (array vector) ϕ(r s , θ s ) to match the reflected data S(R t , f ) collected by OWEG at a series of spatial sampling points. However, due to the inherent curvature of the wavefront in near-range imaging space, the consistency of the array vector ϕ in the farfield application no longer hold and needed to be calculated respectively for each slant range slice R. The total angular response is the superposition of BF results that corresponds to target in the same bearing angle but different distances. Besides, it should be emphasized that given the wideband operation and the frequency varying feature of the radiation field pattern T , the array vector needs to be calculated at each corresponding frequency point (measurement mode). At each operation frequency point, BF procedure is performed across the entire virtual array, and the bearing angle is discretized according to a prespecified angular grid. After BF procedure, targets in imaging space can be well resolved in different azimuth angular sectors, and the echoed signals collected at cross-range dimension are transformed into different crossrange azimuth angulars, we then extract the azimuth data that contains targets to perform two-dimensional (slant range and vertical angles) reflectivities reconstruction. We can summarize the flowchart of back-projection algorithm using BF techniques in Fig. 4 .
A. NUMERICAL SIMULATIONS
To focus on the implementation of the proposed algorithm, it should be clarified that a noiseless scenario is considered throughout the subsequent imaging simulations. We now consider reconstructing the complex reflectivity of several ideal point scatterers located in the imaging grid using the simulated echoed data. The employed measured radiation field pattern of MAA 1 are from [11] , and the antenna parameters are given in Table 1 . The prototype consists of a 1D leaky waveguide, formed by patterning the top conductor of a standard microstrip line with resonators, and is capable of imaging of 2D (azimuth angle plus range) canonically sparse scenes. MAA is vertically placed parallel to the z-axis, the spatial sampling interval in y-axes is 0.005 with a range of [-1.5,1.5]m. At each location, wide frequency band signals are transmitted and received by the OWEG. As depicted in Fig. 5(a) , five scatterers are located in the imaging scene ranging from [2.8,3.8]m with azimuth coordinates are −1, 0, 1m, respectively, and the magnitude of each scatterer obeys to CN (0, 1). Fig. 5 shows the 3D MAA imaging results using BP integral algorithm, the azimuth region is divided with a fixed interval of 0.9 Fig. 5(b) is the BP result corresponding to the target at the slant range of 3m, we can see that the point scatter at a slant range of 3m are well focused and resolved in azimuth angular space. By contrast, targets at the range of 3.2m are defocused due to mismatch of the array vector. The result in Fig. 5(c) is quite opposite to Fig. 5(b) since the array vector is corresponding to the 3.2m slant range slice. We then perform the BP across the whole imaging space across the slant range dimension, all results are added together, yielding the target azimuth angle focusing result. From Fig. 5(d) , we can clearly observe that all scatterers in the imaging domain are preferably separated in different azimuth angles. Note that, during the point-wise BP implementation, the target response with a well-focused angle and slant range can be clearly observed, as the propagation delay phases in different receiving locations have been well compensated, we can then directly build the measurement equation using T · and extract the azimuth focused data to directly reconstruct the slant-range and vertical angle reflectivities distribution. The elevation angle and slangrange spatial distribution of reconstructed scatterers corresponding to three azimuth angulars are shown in Fig. 5(e)-(g) , respectively, the spatial coordinates of scatterers can all be clearly observed.
For the goal of decoupling between azimuth and lengthwise direction in imaging domain, an azimuth beamforming procedure is firstly adopted to achieve angular resolution, each angular resolution sector that contains targets can be further reconstructed using the inherent operator radiation fields pattern T . Whereas, due to the inherent wavefront curvature in near range imaging, BF procedure needs to be performed pointwise in scene space across the entire operation frequency spectrum, which leads to a degraded computation efficiency to a certain extent. We then examine the classical omega-K algorithm in this particular 3D SAR imaging simulation in the subsequent section.
V. OMEGA-K ALGORITHM
Omega-K algorithm has been a popular postprocessing algorithm in frequency domain algorithms for the advantage of fast implementation and involving no approximation in range cell migration (RCM)-the inherent wavefront curvature caused by the antenna movement. Generally, omega-K performs image reconstruction in the frequency-wavenumber domain, since the frequency and spatial wavenumber along the range direction are connected through the free space dispersion relation, with Stolt interpolation, the coupling terms between slant range and azimuth wavenumbers in wavenumber domain can be removed, enabling fast Fourier transforms (FFTs) to be applied. This approach of resampling data from the frequency domain to the wavenumber domain forms the basis for the range migration algorithms (RMA) commonly used in SAR imaging. In the following, we will demonstrate the ability of omega-K algorithm in 3D SAR imaging using MAA.
Reviewing (8), by perform FFT across the coordinates y r , the measured signal in the wavenumber domain takes the form of (13) where K r represent the range wavenumber K r = 4πf c , K y is the azimuth wavenumber. In above equation, the amplitude term exp(−jπ/4)
is essential to accurately reconstruct σ and has been added for completeness. In the phase term, the latter corresponding to the azimuth position of the target, the range and azimuth wavenumbers are coupled in former phase term, and it is a function of target's slant range representing the spatial variance of RCM. According to the plane waves dispersion relation in free space:
By applying the variable replacement to K 2 r − K 2 y with K u , we have:
Substituting (15) into (13), we obtain
The signal is thus transformed into the wavenumber domain assigned to K u and K y , and is distributed over an irregular grid of wavenumber values. Using Stolt interpolation, the wavenumbers in K u domain are evenly sampled onto a uniform grid, ensuring the wavefront curvature is completely corrected and the wavenumber dataset is regularly mapped. To achieve the goal of resolving the target in spatial azimuth domain, an n-dimensional inverse Fast Fourier Transform (iFFT) needed be performed on the S(K u , K y ), the spatial iFFT of the wavenumber domain S(K u , K y ) with respect to azimuth wavenumber K y can be written as :
With the above discussion, target being imaged have been well resolved in azimuth dimension, each azimuth position S(K u , y) that contains targets can further be extracted to reconstruct the radial distance and elevation spatial distribution based on (17), the flowchart of omega-K algorithm is illustrated in Fig. 6 .
A. NUMERICAL IMPLEMENTATION
In this subsection, numerical implementation of the omega-K algorithm was implemented. An n-dimensional FFT is performed on the received signal, and n depends on the specific spatial sampling points in y-axes. The azimuth wavenumber K y is assigned according to the y-coordinates of the receivers, denoted by
With the receiver sampling position in y-axis settled, K y can be directly calculated, K u can then be computed and evenly interpolated using Stolt mapping, the data in wavenumber domain is now distributed over an regular grid of K u and K y . In order to reconstruct the final image, we then perform IFFT with respect to K y , achieving targets azimuth focusing in y-axis, that is, resolving the targets in spatial y-axis. Each azimuth resolution cell containing targets could be observed and the azimuth focusing data are extracted to perform CI imaging to reconstruct the spatial distribution in radial distance and elevation angle. Imaging simulations are shown in Fig. 7 and 8 , all the system parameters are the same as the parameters in imaging simulations above. Fig. 7 show wavenumber coverage and azimuth focusing results. Fig. 7(b) is the simulated data in wavenumber domain, Fig. 7(c) is the wavenumber distribution after Stolt mapping and the azimuth y focusing result is shown in Fig. 7(d) . In this figure, it is of particular interest to see that the spread function of targets in cross-range domain slightly differs from the traditional sinc-like function, in other words, the target responses are not perfectly focused in crossrange (see Fig. 7(e) ). To find the reason for this evident difference, a comparison simulation is performed where the frequency-diverse radiation field pattern T is neglected and the system is in a traditional monostatic transceiver configuration. The azimuth focusing result is shown in Fig. 7(f) . Compared with Fig. 7(d) and (f), we can deduce that the existence of frequency modulating with respect to the range wavenumber Kr, would inevitably introduce perturbation in Stolt mapping procedure, yielding the incomplete focused target azimuth response function. In this consideration, the windowing implementation needed to be perform to suppress the sidelobe in azimuth focusing process. Fig. 7 (g)and(h) are the azimuth focusing results after windowing manipulation, we can see that the scatterers are well focused in spatial azimuth domain.
The azimuth data containing scatterers are then extracted to perform 2D (radial-range plus elevation) image reconstruction. We treat the azimuth focusing data corresponding to y = −1, 0, 1 in Fig. 8(g) as the new measurement vector, each measurement matrix is then built based on a imaging space of [2.8, 3.8] m. The range resolution is calculated according to c/2B = 0.0214m, yielding the measurement matrix with dimensions of 801×(48 × 44). Given the underdetermined ratio of the measurement equation, we adopt the classical sparse Bayesian learning (SBL) algorithm [34] to precisely reconstruct the 2D radial-range and elevation angle spatial distribution. The reconstruction results are shown in Fig. 9 , where we can clearly observe that all scatterers are precisely preserved in this noiseless imaging simulation.
Compared with the two algorithms discussed above, BP integral algorithm need a prior information of the approximate range of the ROI, and scene space needs to be backprojected and accumulated in a pointwise fashion due to the inevitably wavefront curvature in near range imaging, yielding a relatively low computation efficiency. As for the omega-k algorithm, the calculation in wavenumber domain with FFTs is more efficient and the ROI prior information is not necessary. For qualitative comparison of computation costs, the main difference between these two algorithms consists in the decoupling step. In BP integral algorithm, the near range beamforming procedure require point-wise calculation in all frequency modes, azimuth angles, and different range slices, hence the number of operations is O (N 3 ) , N is the number of frequency modes, while in omega-k algorithm, the decoupling step using FFT requires a quite small number of operations O (N a logN a ) , N a is the number of aperture spatial sampling positions. Hence, we can say that omega-K algorithm is more efficient that BP integral algorithm. In addition, BP integral algorithm discretize scene space into different azimuth angular sectors, while in omega-k algorithm, the scene space is partitioned into Cartesian coordinates, the imaging results are more straightforward to follow.
VI. 3D IMAGING SCENE
In a similar fashion to the algorithm deduction described above, we demonstrate the aperture's ability to image 3D scenes using a combination of mechanical motion and frequency-swept measurements in this section. A one dimensional MAA is designed to perform fully 3D (range, azimuth and elevation) scene reconstruction. Imaging simulations are carried out based on the simulated radiation fields and imaging scenarios.
A. CONSTRUCTION OF THE ANTENNA
The metamaterial apertures used in this simulation are comprised of the complementary electric-inductive-capacitive (cELC)s, etched within the upper conductor of a microstrip waveguide. In our practical implementation, the physical structure of cELC element we adopt is originally designed by Lipworth et al. in [14] , and the geometries of cELC elements are engineered to achieve resonance frequencies within the operation band from 31.5 to 38.5GHz using Ansoft HFSS 15.0. In total, there are 100 elements, spaced 4mm apart, forming a 40cm aperture panel, and the thick substrate between the copper ground plane and conducting copper is 0.5mm. The metasurface is excited from two end launch feeds, as shown in Fig. 9(a) . The well-designed resonators are etched into the upper conducting plane of waveguide with a random spatial distribution of resonance frequencies. The connector injects a cylindrical transverse electric-magnetic (TEM) mode that propagates away from the feeding point and couples to the metamaterial elements. The total fullwave simulation time is about eight hours using Ansoft HFSS 15.0 on a computer with Intel i7 CPU, 128 GB RAM and Nvidia Tesla K80. We illustrate the antenna configuration in Fig. 9 , where the feeds layout of antenna panel and the simulated 3D radiation beam pattern at the driving frequency of 35GHz are shown.
B. IMAGE RECONSTRUCTION
The simulations are conducted in a panel-to-probe configuration, as depicted in Fig. 2 , where the metamaterial apertures antenna is used to illuminate the scene and the lowgain probe collect the scattered signal. The imaging scenes are illuminated by far-field radiation from the antenna panel using 281 frequency sampling points, resulting in f = 25MHz across the operation frequency band, and the MUR is found to be MUR= c/ f = 12m. The 7GHz frequency bandwidth sets the range resolution δ r = 2.14cm, and the expected azimuth angular resolution at the center frequency f c = 35GHz are
Here, the radiation fields are sampled uniformly in azimuth at ϕ az = 0.7 • within the field of view (FOV) of ±70 • . We can summarize the system parameters of the 1D MAA in Table 2 .
In this section, a target consists of nine ideal point scatterers is placed in the imaging scene, as depicted in Fig. 10 , the ground range coordinates of scatterers are 1.6, 1.8, 2m, and the azimuth coordinates are −0.25, 0, 0.25m, the elevation coordinates are −1, 0, 1m, respectively. Similarly, the magnitude of each scatterer obeys to CN (0, 1). Consistent with the quasi-monostatic layout in the previous section, a 40-cm-long MAA operates as a transmitter, while a single OWEG situated next to the center of the MAA acts as a receiver, the system translates along the y-axis direction. The synthetic aperture is 3m long and is sampled at y = 5mm.
According to (8) , the receiving frequency measurements S(R t , K ) is computed by multiplying the measurement matrix and the scattering coefficients. Note that the initial radiation field pattern is oversampled and need to be interpolated onto a regular grid according to the angular resolution. In real implementation, the antenna FOV is (−45 • , 45 • ), and angular sampling interval is 1.25 • , yielding the radiation field with dimensions of 281 × 73. In previous work demonstrated by Hunt et al. [13] , the Gram matrix, denoted by G = T † T and (·) † is the complex conjugate transpose operator, is shown to be a suitable metric to characterize the radiation field pattern. The more closer approximation to the identity matrix, the better reconstruction performance is guaranteed. Considering the efficiency of proposed algorithm, 3D imaging scene is reconstructed using omega-K algorithm in this simulation, imaging results are given in Fig. 11 . Fig. 11(a) is the magnitude distribution of the simulated radiation field pattern T , Fig. 11(b) shows the magnitude of the corresponding Gram matrix, demonstrating its close approximation to the identity matrix. Fig. 11(c) is the transformed signal in the wavenumber domain, Fig. 11(d) is the azimuth focusing result with window manipulation, we can see that scatterers are preferably resolved in cross range y coordinate, whereas, due to the natural frequency-modulated characteristic of radiation field T , the target azimuth response slightly differs from the traditional sinc-like function, reducing the sidelobeinduced is the mainly focus in our future work. The distance corresponding to each azimuth slice is [1.5,2.5]m, and the slant range resolution is calculated according to c/2B = 0.0214m, yielding a measurement matrix with dimensional of 281×(73×46), reconstructions are all performed with SBL algorithm. Imaging results are given in Fig. 12(e-g) , we can clearly see that all three scatterers in each azimuth slice are well preserved without artifacts. Fig. 11(h) is the front view is obtained by maximum projection of the 3-D image onto the yz plane, and polar coordinates in z axis is transformed to Cartesian coordinates. 
VII. CONCLUSIONS
Focusing on the peculiar conjunction of computation imaging and synthetic aperture radar technologies, in this paper, we mainly propose two different postprocessing algorithms to achieve fully 3D images of scene space. The crux of the processing relies on the decoupling of antenna movement dimension and the platform direction. By leveraging classical SAR processing algorithms, 3D imaging space is firstly partitioned into a number of cross range slices, the slant range and elevation distributions are then reconstructed by means of computational imaging techniques. In general, for the two algorithms discussed above, BP integral algorithm is more accurate but suffers from the low computation efficiency, especially when comes to the imaging scene of large data sets. Meanwhile, omega-K is more efficient and no need for the prior information of ROI in imaging space. Future studies will mainly focus on the practical algorithm implementation in real-world imaging scenarios.
