Abstract. For any C, A 1 , A 2 , A 3 ∈ so(2n + 1), let W C (A 1 , A 2 , A 3 ) be the following subset of R 3 :
Introduction
Very recently the notion of numerical range has been generalized in the context of compact connected Lie groups [13] . See [13] and [6] for historical remarks. Let G be a compact connected Lie group with Lie algebra g which is equipped with a G-invariant inner product ·, · . For A 1 , . . . , A p , C ∈ g, the C-numerical range of (A 1 , . . . , A p ) is defined to be the following subset of R p :
where O(C) = {Ad(g)C : g ∈ G}, the adjoint orbit of C.
Theorem 1 ([13]). Let G be a compact connected Lie group. For
Corollary 2. 1. [15] If G = U (n) or SU (n), then
is convex, where A 1 , A 2 and C are Hermitian matrices. 2. The set W C (A 1 , A 2 ) = {(tr A 1 O T CO, tr A 2 O T CO) : O ∈ SO(n)} is convex, where A 1 , A 2 , and C are real skew symmetric matrices. Theorem 1 is best possible in the sense that W C (A 1 , . . . , A p ) fails to be convex when p > 2, e.g., convexity fails to hold if p > 3 or n = 2 when G = U(n) [2] , and if p = 3 and n = 1 when G = SO(2n + 1) [14] . Nevertheless, there are equivalent statements for the convexity of W C (A 1 , . . . , A p ) [13] . In order to state the result, we need to introduce some notations. Let t be the Lie algebra of a maximal torus T of the compact connected Lie group G. We denote by W the Weyl group of G and by ∧ K the convex hull of the set K. Since every adjoint orbit intersects t in a finite non-empty set, we can assume [13] that C ∈ t for W C (A 1 , . . . , A p ) or even C ∈ C, where C is the (closed) fundamental Weyl chamber.
Theorem 3 ([13]
). Let A 1 , . . . , A p be elements in g and let C ∈ t. The following statements are equivalent:
While Westwick's convexity result [15] implies that the statements of Theorem 3 (G = U (n)) are valid if p = 2, Au-Yeung and Tsing [4] proved that the statements of Theorem 3 are true when p = 3 and n > 2 (G = U(n)). This obviously extends Westwick's result when n > 2. See [11] for further generalization. When n = 2, it can be shown that W C (A 1 , A 2 , A 3 ) is an ellipsoid and hence is not convex in general.
In this paper, we deal with another special case, namely, SO(2n + 1) when p = 3 and n ≥ 2.
When G = SO(2n + 1), let t be the space of skew symmetric matrices of the form 0
Every C ∈ so(2n + 1) has the canonical form (1), i.e., there exist O ∈ SO(2n + 1) such that O T CO is in t. We can identify t with R n by sending (1) to (c 1 , . . . , c n ). So the (closed) fundamental Weyl chamber C can be identified with
The Weyl group W operates on t, and its action is given by (c 1 , . . . , c n ) → (±c θ(1) , . . . , ±c θ(n) ), where θ ∈ Σ n , and for any choice of sign.
Let C and B be skew symmetric matrices with canonical forms corresponding to c and b respectively, according to (1) . Then B ∈ W (C) amounts to the condition [12] that b is in the convex hull of the vectors (±c θ(1) , . . . , ±c θ(n) ), where θ ∈ Σ n , and for any choice of sign. This is equivalent to saying that
. . , n, after rearranging the entries of b and c in descending order of absolute values. We will denote the relation by y ≺ w x. If b and c are both nonnegative vectors, then the inequalities become the usual weak majorization [7] for R n + . With respect to W C (A 1 , . . . , A p ), C can be assumed in the form (1) , where c ∈ R n + . We can even assume that C ∈ C. The reason is that
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where the canonical form of 
Convexity and some equivalent statements
Mirsky [9] obtained the following result, which was redicovered by Chong [5] . Also see [7] .
Lemma 5. Let x, y ∈ R
n . Then y ≺ w x if and only if y ≤ P 1 · · · P k x for some pinching matrices P 1 , . . . , P k . Hence, if x, y ∈ R n + , then y ≺ w x if and only if y = ΓP 1 · · · P k x for some pinching matrices P 1 , . . . , P k and Γ = diag(γ 1 , . . . , γ n ) with 0 ≤ γ i ≤ 1, i = 1, . . . , n.
Lemma 6. Let C = 0 and A 1 , A 2 , A 3 ∈ so(3), where Proof. By using the technique in [14] , it can be deduced that the ellipsoid E in Lemma 6 is given in the following way: Let A = O 1 ΛO 2 be a singular value decomposition of A, where O 1 ∈ SO(3). Let rS 2 be the 2-sphere centered at the origin and with radius r =
a nondegenerate ellipsoid centered at the origin, if rank
is the ellipsoid in the standard position, centered at the origin and principal axes x 1 , x 2 and x 3 , respectively. The principal axes lengths are λ 1 , λ 2 and λ 3 , respectively, where Λ = diag(λ 1 , λ 2 , λ 3 ).
The following is the main result of this paper.
Theorem 7.
Let C, A 1 , A 2 , A 3 ∈ so(2n + 1) and let C be in the canonical form (1) corresponding to c = (c 1 , . . . , c n ) ∈ R n + . The following statements hold.
where the canonical form of
We are going to use the continuity argument [4] to furnish the proof. Due to Corollary 4, it suffices to show that the last statement of Theorem 7 is valid. Because of Lemma 5, it is sufficent to establish that
, 0 ≤ α < 1; and 2. b = P c, where P is a pinching matrix. Due to (2), we only have to deal with the following two cases:
Hence we can assume that C and B are of the form (1) corresponding to c and b respectively, where 0 ≤ b 1 < c 1 and c i = b i for i = 2, . . . , n. Suppose that A 2 , A 3 ) , i.e., there exists E ∈ SO(2n + 1) such that
Let e 1 , e 2 , . . . , e 2n+1 be the columns of E. Then
The point γ = −2b 1 (e
, which is an ellipsoid (probably degenerate) centered at the origin, by Lemma 6, where
, are elements of so(3) and A[α|β] denotes the submatrix of A lying in the rows given by the sequence α and in the columns given by the sequence β and
If we denote by E b1,E the ellipsoid obtained by translating
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Similarly we have the ellipsoid
. . , n, the ellipsoid W B (A 1 , A 2 , A 3 ) lies within the interior of the ellipsoid W C (A 1 , A 2 , A 3 ), where
Notice that E c1,E is the ellipsoid obtained by translating
which is identical to
So E b1,E lies within the interior of E c1,E . If W C (A 1 , A 2 , A 3 ) degenerates, so do E c1,E and E b1,E . In this case,
. Thus we assume that W C (A 1 , A 2 , A 3 ) does not degenerate. Now pick two orthonormal vectors z 1 and z 2 in R 2n+1 such that span{z 1 , z 2 } is an invariant subspace of A 1 . Since n ≥ 2, there exists z 2n+1 ∈ R 2n+1 such that z 2n+1 is perpendicular to the four vectors z 1 , z 2 , A 2 z 1 and A 2 z 2 . Then extend {z 1 , z 2 , z 2n+1 } to an orthonormal basis {z 1 , z 2 , z 3 , . . . , z 2n , z 2n+1 } of R 2n+1 so that the matrix Z = z 1 z 2 . . . According to Lemma 6, the ellipsoid E c1,Z degenerates. Let Z , E ∈ so(2n + 1) such that Z = e Z and E = e E . Then consider a continuous path F (t) in SO(2n + 1) defined by F (t) = e tZ +(1−t)E , where 0 ≤ t ≤ 1. Notice that E c1,F (t) ⊂ W C (A 1 , A 2 , A 3 ) for all t ∈ [0, 1]. Now x lies within the interior of E c1,F (0) ≡ E c1,E . Moreover, E c1,F (1) ≡ E c1,Z degenerates and is then convex. So by the continuity argument, as in [4] there exists t ∈ [0, 1] such that x ∈ E c1,F (t) . Thus
Case 2. b = P c, where b, c ∈ R n + , and P = αI + (1 − α)Q, 0 < α < 1, and Q = 0 1 1 0
We can also assume that c 1 > c 2 and b 1 ≥ b 2 . In other words, we have b
Because of (2), we can assume that C and B are in the form (1) corresponding to c and b respectively. Suppose that x = (x 1 , x 2 , x 3 ) ∈ W B (A 1 , A 2 , A 3 ) , i.e., there exists E ∈ SO(2n + 1) such that
Let e 1 , e 2 , . . . , e 2n+1 be the columns of E. Then for i = 1, 2, 3,
Let f 1 , f 2 , f 3 and f 4 ∈ R 2n+1 be the vectors defined by the relation: The matrix which sends (e 1 , e 2 , e 3 , e 4 ) to (f 1 , f 2 , f 3 , f 4 ) is an element of SO (4):     cos φ cos θ − sin φ cos θ − cos φ sin θ sin φ sin θ sin φ cos θ cos φ cos θ − sin φ sin θ − cos φ sin θ cos φ sin θ sin φ sin θ cos φ cos θ sin φ cos θ − sin φ sin θ cos φ sin θ − sin φ cos θ cos φ cos θ
are orthonormal vectors and the matrix
is an element of SO(2n + 1). It is clear that (e 1 + ie 2 ) * A j (e 1 + ie 2 ) = 2ie T 1 A j e 2 since A j is real skew symmetric. By direct computation, we have
A j e 4 , j = 1, 2, 3, and
where
If we set y i = tr BF T A i F , then for i = 1, 2, 3,
As θ and φ vary in R, the locus of the point (y 1 , y 2 , y 3 ) in R 3 is an ellipsoid (compare [4] ) which is denoted by E b1,b2,E . Indeed it is the translation of the ellipsoid (centered at the origin; (θ, φ) and (π + θ, φ) give opposite points on the ellipsoid) generated by the middle term. The ellipsoid E b1,b2,E contains the point x = (x 1 , x 2 , x 3 ), since x corresponds to θ = 0 and φ = π/2. Similarly we have E c1,c2,E . Since c 1 +c 2 = b 1 +b 2 and 0 ≤ b 1 − b 2 < c 1 − c 2 , we conclude that E b1,b2,E lies within the interior of E c1,c2,E . Let ±iλ 1 , . . . , ±iλ n , 0 be the eigenvalues of the skew symmetric matrix A 1 , where λ's are nonnegative. Let
In particular, we have
and thus z
The ellipsoid E c1,c2,Z degenerates and lies within the yz plane. By applying the continuity argument in case 1 to the matrices E and Z, we have x ∈ W C (A 1 , A 2 , A 3 ). So we can assume that λ 1 , . . . , λ n are distinct and λ 1 > λ 2 . Let
It is well known that the adjoint orbits, {OXO T : O ∈ SO(3)} for all X ∈ so(3), can be identified (using tr X T Y as the inner product on so(3)) with the 2-spheres in R 3 centered at 0 and with radius
In other words,
. So the corresponding p 1 , q 1 and s 1 in (5) are all zeros. Thus the ellipsoid E c1,c2,Z degenerates and lies within the yz plane. Applying the continuity argument again, we are done.
Corollary 8. Let
is either empty or convex.
Remark. We remark that the above results are valid if
for all k) whenever they are true for G = SO(2n + 1), since G = SO(2n + 1) and O(2n + 1) give the same W C (A 1 , . . . , A p ).
Due to case 1 in the above proof, we conclude that W C (A 1 , A 2 , A 3 ) always contains the origin when n ≥ 2, since 0 ≺ w c for c ∈ R n + . One can deduce the same conclusion by the convexity of W C (A 1 , A 2 , A 3 ) when n ≥ 2. The following symmetry result of W C (A 1 , A 2 , A 3 ) follows directly from the remark on the Weyl group.
Theorem 7 is best possible in the sense that there are examples of W C (A 1 , . . . , A p ) which fail to be convex when p > 3 and n ≥ 1. When n = 1, Lemma 6 is also valid for W C (A 1 , . . . , A p ), except that the matrix A is p × 3 and is formed from
So it is not always convex. When n ≥ 2, it suffices to consider the case p = 4. The following matrices are k × k skew symmetric matrices, where k ≥ 4, even or odd.
Example.
The points (−2, −2, 0, 0) and (2, −2, 0, 0) are obviously in W C (A 1 , A 2 , A 3 , A 4 ) . However, W C (A 1 , A 2 , A 3 , A 4 ) does not contain the midpoint (0, −2, 0, 0). Indeed, otherwise there would exist O ∈ SO(k) such that
Since the rank of C is 2, the rank of the submatrix C is not greater than 2. Now the first two rows of C are obviously linearly independent. The third row has to be a linear combination of the first two rows, i.e., (−α, α, 0, 1 2 ) = κ 1 (0, 1 2 , α, β) + κ 2 (− 1 2 , 0, −α, −β).
So κ 1 = κ 2 = 2α from the first two coordinates of both sides of the equality. But then the fourth coordinate will yield 3. Some remarks and questions Question 1. If G = SO(2n), is there a convexity result when p = 3 and n ≥ k for some k? If not, it would be interesting to have nonconvex examples when n ≥ 2.
Obviously, if n = 1, W C (A 1 , A 2 , A 3 ) is a singleton set and hence is convex. If there is such convexity theorem for SO(2n) when p = 3, then according to the example in the previous section (k can be even), it will be best possible in the same sense.
If x, y ∈ R n , we denote by y x the relation defined by the inequalities The geometry behind the partial ordering is like that behind ≺ and ≺ w , namely, y x if and only if y is in the convex hull of the vectors (±c θ(1) , . . . , ±c θ(n) ), where θ ∈ Σ n and the number of negative signs is even [12] .
Lemma 5 provides a characterization of the partial relation ≺ w which is useful to the proof of our main result. See [13] for the statements equivalent to the convexity of W C (A 1 , A 2 , A 3 ) when G = SO(2n). The partial order is involved.
Question 2. Is there a characterization of similar to those of ≺ (x, y ∈ R n , [8] ) and ≺ w (x, y ∈ R n + , Lemma 5) ?
