Abstract: This paper addresses the problem of motion prediction and tracking control for cloud robotic systems with time-varying delays in measurements. A novel method using an observer-based structure for position and velocity prediction is developed to estimate the real-time information of robot manipulator. The prediction error can converge to zero even if model uncertainties exist in the robot manipulator. Based on the predicted positions and velocities, some sufficient conditions are derived to design suitable tracking controllers such that semi-globally uniformly ultimately bounded tracking performance of the predictor-controller couple can be guaranteed. Finally, the effectiveness and robustness to model uncertainties of the proposed method are verified by a two degree-of-freedom (DOF) robot system.
Introduction
Nowadays, with the development of Internet and communication technologies, cloud robotics combining cloud computing with robotics have become an attractive research topic in the recent years [1] [2] [3] . As a consequence, remote control of robot systems can be performed in a cloud platform through data connection with a robot manipulator. Important applications of cloud robotics can be found in space exploration, remote surgery, intelligent housing systems, unmanned vehicles, and so on [4] [5] [6] [7] [8] [9] .
Due to remote communication between robot sensors and control platforms, time delays are inevitable in measurement channels of a robotic system [10] [11] [12] . As such, real-time information of robot manipulator cannot arrive at the cloud platform on time, which may break down the operational capability or even destabilize the robotic system [13] [14] [15] . Thus, time delays in measurement channels are a non-negligible issue [16, 17] , and several approaches have been proposed to deal with the delayed measurements [18] . For instance, in [19] , a dynamically smooth controller based on linear matrix inequality (LMI) techniques was studied to guarantee asymptotic tracking of a robot system subject to delayed measurements. In [20] , a position feedback controller for Internet-based telerobotic systems with time delays was proposed using the Lyapunov-Krasovskii functional method [21] . However, these works focus mainly on the stability issue of controller designs. The delayed information of position measurements of the robot was still used in the controller, which results in a delayed tracking performance of the robot system. Thus, a prediction method that can provide more precise real-time motion feedback from robots to control platforms and human operators is very essential.
Recently, various prediction methods have been developed for linear robotic systems with delayed measurements. For examples, a Smith predictor approach was proposed to estimate robot models [22] .
where q ∈ R n is the vector of the joint positions,q is the the vector of the joint velocities, u ∈ R n is the control input, f e ∈ R n is the unknown environment force generated by objective target, F(q,q) ∈ R n×n is an unknown function which represents unmodeled dynamics of robot manipulator, M(q) ∈ R n×n is the positive definite inertia matrix, and C m (q,q) ∈ R n×n is the matrix of the centripetal and coriolis torque, which satisfy the following structural property of robotic systems:
Property 1: The inertia matrix M(q) is definitely positive. There exist the positive constants m 1 and m 2 such that m 1 I ≤ M(q) ≤ m 2 I, where I is an identity matrix. Property 2: The matrixṀ(q) − 2C(q,q) is skew symmetric. Property 3: There exists a positive scalar c such that ||C(q,q)|| ≤ c q .
Our first main objective is to predict the actual state of system (1) by using the delayed position measurements:
where τ(t) is a time-varying delay. Then, the control objective is tracking a desired trajectory q d (t) ∈ R n , which is given by the human operator. The proposed control structure of the cloud robotic system is shown in Figure 1 . To facilitate the subsequent design, we rewrite the system (1) aṡ
where
, and
The predictor and controller design will be carried out under the following usual assumptions:
The desired trajectory x d = q d ∈ R n is designed such that the i − th (i = 1, 2, 3) time derivative of x d exist and are bounded by known positive constants. Assumption 2: f (x 1 , x 2 , u, t) is an 2 function. Assumption 3: The time-varying delay τ(t) is bounded and satisfies [34] [35] [36] 0 ≤ τ(t) ≤ τ 0 .
Assumption 4: The unknown part S 1 (t) with its time derivative are bounded functions and satisfy
Remark 1. As explained and illustrated in [33, 37] , these assumptions are quite common in the framework of state observation of nonlinear time delay systems. It will be shown in the following analysis that the uncertain part S 1 (t) will not determine the global asymptotic convergence of prediction errors. However, we also find in our simulations that a more accurate model can make a faster convergence rate.
Predictor Design

Predictor Formulation
Let us denote the prediction errors as
wherex 1 ,x 2 represent the prediction results of x 1 , x 2 , respectively, and α is a positive constant. The proposed prediction method with an observer-based structure is given aṡx
with
where K = K a + K b and K 0 represent the predictor gains, β is a positive constant, and Sgn(·) represents the standard signum function. Let
Then, the auxiliary error η ∈ R n is defined as
where e ϕ f ∈ R n is a filtered version of e ϕ , i.e.,
Remark 2. It should be noticed that the proposed predictor (12) has a PID structure for the delayed prediction error e
), which means that the prediction resultsx 1 andx 2 should be reserved for later use of the predictor.
To facilitate the subsequent analysis, an auxiliary observation error r(t) ∈ R n is defined as
It can be obtained thatφ
Using the system functions (3)- (4) and definitions (9)- (10), we have
where S 1 has been defined in (6) and S 2 ∈ R n is given as
The time derivative of (20) can be obtained as follows:
The Mean Value Theorem can be utilized to find an upper bound for N as [32] :
where || · || denotes the standard Euclidean norm, ρ(·) is a positive and non-decreasing function, and z ∈ R 4n is defined as
Then, based on Assumption 3, we can deduce
Prediction Error Analysis
Theorem 1. The predictor described by Equations (11) and (12) ensures semi-global asymptotic regulation of e 1 and e 2 in the sense that e 1 → 0 and e 2 → 0 as t → ∞, provided that the matrix K a are selected sufficiently large relative to the system initial conditions and the following conditions are simultaneously satisfied:
where δ is a positive constant, and || · || ∞ denotes the ∞ norm.
Proof of Theorem 1. Let y(t) ∈ R 3n+1 be defined as
where Q(t) ∈ R, and P(t) ∈ R are selected as
The non-negativeness of P(t) has been proved in [32, 37] , provided that the gain K 0 satisfies inequality (32) and ξ is selected as:
where the subscript i denotes the ith element of the vector or diagonal matrix. Let V(y, t) ∈ R be a Lyapunov functional which is defined as follows:
and it can be bounded as
After taking the time derivative of V, we havė
Using Young's inequality, we have
Then, we use Jensen's inequality to derive
Substituting the inequalities (40)- (43) into (39), the upper bound ofV can be obtained aṡ
Then, after completing the squares by using the definition of ||z|| in (26), the inequality in (44) can be bounded asV
where ω ∈ R is defined as
Thus, the negative semi-definiteness ofV(t) can be ensured once
where ||z 0 || is the initial condition of ||z||. SinceV(t) ≡ 0 means e 1 ≡ 0, e 2 ≡ 0, and e ϕ ≡ 0, according to the definitions in Equations (34) 
lim t→∞ e 2 = 0.
This completes the proof of Theorem 1.
Controller Development
In this section, we consider the tracking controller design problem for the robotic system using the estimated positions and velocities. Let the tracking errors be denoted as
Because of the time delay in measurement channel, ε 0 and s 0 cannot be used for the controller design. The auxiliary errors are respectively defined as
Utilizing the system model (1) and the definition of tracking error (51), we can obtain the dynamics of s 0 as
The proposed tracking controller is given as
The block diagram of proposed predictor-controller structure is shown in Figure 2 . Theorem 2. The predictors of (11)- (12) and the control law in (56) ensure semi-globally uniformly ultimately bounded tracking for the system (1) in the sense that
provided that the matrix K c are selected sufficiently large relative to the system initial conditions and the following conditions are simultaneously satisfied:
where γ, d ∈ R + denote constants.
Proof of Theorem 2.
Let Y d θ ∈ R n be defined as
According to Assumption 1, Y d θ can be bounded as
Similar to the upper bound of N in (25), we can use the Mean Value Theorem to obtain that
where ρ v (·) is a positive known bounding and nondecreasing function. Moreover, v(t) ∈ R 2n is defined as
Then, the Equation (54) can be rewritten as
Consider following Lyapunov functional defined as
Acording to Property 1, we have
where l 1 = min 1 2 , m 1 , l 2 = min {1, m 2 } , and
Taking the time derivative of the Lyapunov functional in (68) and using the Property 2 result iṅ
where 
we haveV
After substitutingV of (44) and completing the squares, the upper bound of inequality (74) can be determined asV
Using the definitions of z in (26) , y in (33), y c in (70), and the following inequality
we can obtainV
and γ ∈ R is a positive constant, provided that
Then, we have
Together with V c in (68), the tracking error ε 0 converges to the bounded region exponentially and its bound is determined by d. This completes the proof of Theorem 2.
Remark 3.
Since ρ(·) and ρ v (·) are positive nondecreasing functions and ||z||, ||v|| are decreasing, the inequalities in (82) are equivalent to
where z 0 and v 0 are initial conditions of z and v, respectively.
Remark 4.
Since ε 0 is unavailable for the controller due to the measurement delay, the uncertain term d 1 ||s 0 || in (71) can not be compensated by using Sgn(ε 0 ). On the other hand, in the uncertainty-free case (d 1 = d 2 = 0), the compensation function Π(t) in predictors (11)- (12) and P(t) in Lyapunov functional (37) can be omitted. In addition, the controller can be designed as u = −Y d θ + K u s to compensate for the term Yθ and eliminate d θ as in [30] . Then, from (83), we can obtain that d = 0 and the tracking error converges to 0 in the uncertainty-free case.
Simulations
In this section, simulations are presented to verify the effectiveness of the proposed method including position prediction and tracking control. We consider a two-DOF robot system which is shown in Figure 3 , where l 1 , l 2 , m 1 , m 2 is the lengths and weights of robot arms, respectively. The inertia matrix as well as the centripetal and coriolis matrix are given as To verify the robustness to system uncertainties of our method, we assume that the mathematical model of robot manipulator is entirely unknown in the simulations. The matrices M(q) and C(q,q) are unknown for the designer. Thus, we additionally treat C(q,q)q and the input u as the uncertain part when we rewrite the system model into the form of functions (3) and (4) . That is, f (x 1 , x 2 , u, t) = 0 and
The desired position trajectories are given as q r1 = 0.2 sin(0.15t) and q r2 = 0.1 sin(0.15t) and an environment force f e = 0.01q + 0.05 sin(q) is applied to the robot. The previously mentioned parameters and control gains are given in Table 1 . Then, we consider the time-varying measurement delay which is randomly varying from 0-0.5 s as shown in Figure 4 . Firstly, the prediction results of positions and velocities of the proposed method are shown in Figures 5 and 6 , respectively. The real values of each joint positions and velocities are labeled as q1, q 2 and v1, v 2 , while the predicted ones are labeled as q1e, q 2 e and v1e, v 2 e, respectively. It can be seen that the elegant prediction performance of proposed observer-based predictor is achieved. Both predicted positions and velocities can converge to the real ones. Meanwhile, the position tracking results are given in Figure 7 , where the desired positions are labeled as qr1 and qr2. Moreover, the proposed controller is compared with the one without predictor (using the delayed output directly). The position tracking errors are shown in Figure 8 . The tracking performance and robustness to model uncertainties of proposed controller can be proved. Secondly, the proposed predictor of our work is compared with the high gain predictor utilized in [27] , which can be represented aṡx
where the predictor gain K = 3 is used in our simulation. The compared results of prediction errors of positions and velocities are shown in Figures 9 and 10 , respectively. It can be seen that, because of the PID structure of our methods, the proposed predictor has faster convergence abilities of both position and velocity prediction errors than the high gain predictor does. Although the convergence rate can be improved by a larger predictor gain K , the stability of a high gain predictor will be destroyed when K > 5 in our simulations. In addition, the controller design method using predictor (85) has not been discussed in [27] . In our simulations, the instability has been shown when we combine the high gain predictor with our proposed controller, which can also indicate better capability and stronger robustness of the proposed predictor in this paper. 
Conclusions
In this paper, a novel observer-based motion predictor has been developed for cloud robotic systems with measurement delay. Both positions and velocities can be estimated though a simple model-independent predictor. Then, a tracking controller using both predicted positions and velocities has also been designed. The semi-global stability of both prediction and tracking errors has been proved using the Lyapunov direct method. The measurement delay can be effectively compensated by using the predictions. Simulation results have shown the good performance and strong robustness to time-varying delays and model uncertainties of the proposed method. Further studies will be focused on the advanced robust controller design with predictions for some nonlinear systems [38, 39] . 
