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Hypergraph Categories
Brendan Fong and David I. Spivak
Abstract
Hypergraph categories have been rediscovered at least five times, under vari-
ous names, including well-supported compact closed categories, dgs-monoidal cat-
egories, and dungeon categories. Perhaps the reason they keep being reinvented is
two-fold: there are many applications—including to automata, databases, circuits,
linear relations, graph rewriting, and belief propagation—and yet the standard def-
inition is so involved and ornate as to be difficult to find in the literature. Indeed,
a hypergraph category is, roughly speaking, a “symmetric monoidal category in
which each object is equipped with the structure of a special commutative Frobenius
monoid, satisfying certain coherence conditions”.
Fortunately, this description can be simplified a great deal: a hypergraph cate-
gory is simply a “cospan-algebra,” roughly a lax monoidal functor from cospans to
sets. The goal of this paper is to remove the scare-quotes and make the previous
statement precise. We prove two main theorems. First is a coherence theorem for
hypergraph categories, which says that every hypergraph category is equivalent to an
objectwise-free hypergraph category. Second, we prove that the category of objectwise-
free hypergraph categories is equivalent to the category of cospan-algebras.
Keywords: Hypergraph categories, compact closed categories, Frobenius algebras,
cospan, wiring diagram.
1 Introduction
Suppose you wish to specify the following picture:
f
g
h
(1)
This picture might represent, for example, an electrical circuit, a tensor network, or a
pattern of shared variables between logical formulas.
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Oneway to specify the picture in Eq. (1)—given the symbols f , g, h and their arities—is
to define primitives that represent merging, initializing, splitting, and terminating wires.
The picture can then be constructed piece by piece,
f
g
h (2)
and described as a text-string, as follows:
(1⊗ f ⊗ ⊗ 1) # ( ⊗ 1⊗ ⊗ 1) # ( ⊗ g ⊗ ) # ( ⊗ h).
This system of notation provides a way of describing patterns of interconnection between
f , g and h. The subtlety—a nontrivial one—lies in understanding when the morphisms
defined by two different constructions should be considered the same. Indeed, we might
equally we have chosen to represent the above picture as
f
h
g
(3)
Similarly, but more simply, the diagrams
=
both represent the same pattern of interconnection.
Nonetheless, despite this subtlety, the method we have just outlined has been inde-
pendently rediscovered, with various names and motivations, many times over the past
few decades. The firstwere Carboni andWalters, who called this structure awell-support
compact closed category, and used it to study categories of relations, as well as labelled
transition systems and automata [Car91]. Bruni and Gadducci called it a dgs-monoidal
category when studying Petri nets [GH98]. Morton called it a dungeon category when
studying belief propagation [Mor14]. Finally, converging on the name hypergraph category,
Kissinger used it to study quantum systems and graph rewriting, and Fong, Baez, and
Pollard used it to study electric circuits and chemical reaction networks [Kis15; Fon15;
BF18; BFP16].
Simultaneously, Spivakdefined essentially the same structure in hisworkondatabases
[Spi13], but preferred a more uniform, combinatorial approach. Instead of thinking
2
about how to generate such pictures piece by piece, Spivak focussed on writing down the
connection patterns. For example, the picture in Eq. (1) can be described as follows. First,
we define three sets, corresponding to the ports of the all three inner boxes (A, the white
circles), the intermediate nodes (N , the black circles), and the ports of the outer box (B,
the gray circles).
f
g
h
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(4)
The picture is then described by a pair of functions A → N , B → N , that say how the
wires on the boxes connect to the intermediate nodes. Writing this pair as A → N ← B,
we call this a cospan.
It was already noticed by Carboni and Walters that these two approaches should
be similiar, and aspects of this cospan idea have appeared in almost all the references
above. In this paper we pin down the exact relationship. To do so requires a thorough
investigation of hypergraph categories and their functors, including discussion of self-
dual compact closed structure, free hypergraph categories, a factorization system on
hypergraph functors, and a coherence theorem for hypergraph categories. Let us be a bit
more precise.
Composition, wiring diagrams, and cospans
What is most relevant about the above diagrams is that they can be composed: new
diagrams can be built fromold. Let’s explore howcompositionworks for both hypergraph
categories and cospan-algebras.
We refer to the primitives that represent wires merging, initializing, splitting, and
terminating as Frobenius generators, and when their composites obey laws reflecting the
above intuition about interconnection, we call the resulting structure a special commutative
Frobenius monoid. A hypergraph category is a symmetric monoidal category in which
every object is equipped with the structure of a special commutative Frobenius monoid
in a way compatible with the monoidal product.
The monoidal structure gives notions of composition that come from concatenation:
we may build new diagrams by placing them end to end—the categorical composition—
or side by side—the monoidal product. The Frobenius generators, as special morphisms,
take care of the network structure.
There is another perspective, however: that of substitution. Below is a pictorial repre-
sentation of the sort of composition that makes sense in categories, monoidal categories,
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traced monoidal categories, and hypergraph categories.
f g h
f
g
h
f
g
h
f g
h
category monoidal
category
traced monoidal
category
hypergraph
category
(5)
The above pictures are known as wiring diagrams. Here we think of the outer box as of
the same nature as the inner boxes, which allows substitution of one wiring diagram into
another.
❀ (6)
More formally, boxes, wiring diagrams, and substitution can be represented as objects,
morphisms, and composition in an operad. The rules of this substitution—e.g. whether
or not the “special rule” = holds, a question onemight ask themselves if checking
the details of Eq. (6)—are controlled by this operad. The above operadic viewpoint on
wiring diagrams was put forth by Spivak and collaborators [Spi13; RS13; VSL15]. In
particular it was shown in [SSR16] that the operad governing traced monoidal categories
is Cob, the operad of oriented 1-dimensional cobordisms.
In this paper we prove a similar result: the operad governing hypergraph categories
is Cospan. Informally, what this means is that there is a one-to-one correspondence
between the wiring diagrams that can be interpreted in a hypergraph category H—or
more precisely, equivalence classes thereof—and cospans labeled by the objects ofH.
Strictly speaking, everymorphism in a category—including in ahypergraph category—
has a domain and codomain, and thus should be represented as a two-sided figure, say a
box with left and right sides, just like in the first three cases of Eq. (5). However, “morally
speaking” (in the sense of [Che04]), a morphism f ∈ H in a hypergraph category is
indexed not by a pair of objects x1, x2 ∈ ObH, serving as the domain and codomain of f ,
but instead by a finite set {x1, . . . , xn} ⊆ ObH of objects, which one can visualize as an
“o-mane” for f , e.g.:
f x0
x1x2
x3
x4 x5
The reason not to distinguish between inputs and outputs is that the structures and
axioms of hypergraph categories allow us to “bend arrows” arbitrarily, as we see in the
difference between Eq. (2) and Eq. (3). The axioms of hypergraph categories ensure that
these two diagrams denote the same composite morphism: directionality is irrelevant.
Thus we think of the cospan representation as an unbiased viewpoint on hypergraph
categories. As an analogy, consider the case of ordinary monoids. A monoid is usually
presented as a set M together with a binary operation ∗ : M ×M → M and a constant,
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or 0-ary operation, e ∈M , satisfying three equations. Once this structure is in place, one
can uniquely define an n-ary operation, for any other n, by iterating the 2-ary operation.
An unbiased viewpoint onmonoids is one in which all the n-ary operations are put on
equal footing, rather than having 0- and 2-ary morphisms be special. One such approach
is to say that a monoid is an algebra on the List monad: it is a set X equipped with a
function h : List(X) → X satisfying the usual monad-algebra equations. The 0-ary and 2-
ary case are embedded in this structure as h applied to lists of length 0 and 2, respectively.
Another unbiased approach is to use operads, which gives a very simple description: a
monoid is an algebra on the terminal operad.
We similarly use cospan-algebras in this article to provide an unbiased viewpoint on
hypergraph categories. However, doing so has a cost: while hypergraph categories and
the functors between them are roughly cospan-algebras, the corresponding statement
does not hold when one considers 2-categorical aspects. In other words, the natural
transformations between hypergraph functors are not visible in the cospan formulation.
Indeed, one can consider the category of cospan-algebras as a decategorification of the
2-category Hyp of hypergraph categories.
Statement of main theorems
Our first theorem is a strictification theorem. If H is a strict hypergraph category, an
objectwise-free (OF) structure onH is a setΛ and amonoid isomorphism i : List(Λ) ∼= ObH;
in this case we say that H is OF or objectwise-free on Λ. Let Hyp
OF
denote the 2-category
that has OF-hypergraph categories as objects and for which 1- and 2-morphisms are those
between underlying hypergraph categories. In other words, we have a full and faithful
functor U : Hyp
OF
→ Hyp. The strictification theorem says that every hypergraph category
is equivalent to an OF-hypergraph category.
Theorem 1.1. The 2-functor U : Hyp
OF
→ Hyp is a 2-equivalence.
Our main theorem says that the category of cospan-algebras is a decategorification
of Hyp
OF
; in particular that it is isomorphic to the underlying 1-category HypOF of OF-
hypergraph categories and all hypergraph functors between them. Before we can state
this theorem, we need to say exactly what we mean by the category of cospan-algebras.
Let Λ be a set; we think of this as a set of wire labels. By a Λ-labeled finite set, we mean
a nonnegative integerm ∈ N and a function x : m → Λ, where m := {1, . . . ,m}; in other
words, just a list of elements in Λ. Let CospanΛ denote the category whose objects are
Λ-labeled finite sets (m,x) and whose morphisms f : (m,x)→ (n, y) are labeled cospans,
i.e. isomorphism classes of commutative diagrams1
m p n
Λx
f1
z
y
f2
(7)
1Two labeled cospans (f1, p, z, f2) and (f
′
1, p
′, z′, f ′2) as in Eq. (7) are considered equivalent if there is a
bĳection i : p ∼= p′ with f ′1 = f1 # i, f
′
2 = f2 # i, and z = i # z
′.
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Let HypOF(Λ) ⊆ Hyp denote the subcategory of identity-on-objects functors between
hypergraph categories that are objectwise-free on Λ. We will prove that this category is
isomorphic to that of lax monoidal functors a : CospanΛ → Set:
HypOF(Λ)
∼= Lax(CospanΛ,Set). (8)
Maps in HypOF are just hypergraph functors F : H → H
′ between hypergraph cate-
gories that happen to be OF. In particular they need not send generators to generators;
instead they send each generator in H to an arbitrary object, which is identified with a
list of generators in H′. Let SetList denote the Kleisli category of the list-monad, i.e. the
category whose objects are sets, e.g. Λ, and for which a morphism from Λ to Λ′ is a
function Λ → List(Λ′). We will explain that the on-objects part of F induces a functor
CospanOb(F ) : CospanΛ → CospanΛ′ , and that the on-morphisms part of F induces a
monoidal natural transformation α
CospanΛ
Set
CospanΛ′
CospanOb(F )
a
⇓α
a′
Moreover, we will show that every morphism of cospan-algebras arises in this way.
Using the Grothendieck construction, we can package the above isomorphisms (8)
into a single one; this is our second main theorem.
Theorem 1.2. There is an isomorphism of 1-categories,
HypOF
∼=
Λ∈SetList∫
Lax(CospanΛ,Set).
Plan of paper
This paper has three remaining sections. In Section 2 we formally introduce the key
concepts, cospan-algebras (§2.1), Frobenius monoids (§2.2), and hypergraph categories
(§2.3), giving a few basic examples, and pointing out some basic facts. In particular, in
Section 2.4 we note that hypergraph categories do not obey the principle of equivalence,
which we argue motivates the cospan-algebra perspective, and in Section 2.5 we remark
on the interaction between the operadic and the monoidal categorical perspectives.
Section 3 develops the theory of hypergraph categories. We discuss four key proper-
ties. In Section 3.1, we see that hypergraph categories have a natural self-dual compact
closed structure, somorphismsmay be described by their so-called names. In Section 3.2,
we show that CospanΛ is the free hypergraph category over Λ. In Section 3.3, we see
that there is an (identity-on-objects, fully faithful) factorization of any hypergraph func-
tor, and this implies that the category of hypergraph categories is fibred over SetList. In
Section 3.4, we prove a coherence theorem, showing that the 2-category of hypergraph
categories is 2-equivalent to the 2-category of those that are objectwise-free.
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The final section, Section 4, is devoted to proving that the 1-categories of cospan-
algebras and objectwise-free hypergraph categories are equivalent. We do this by first
showing how cospan-algebras may be constructed from hypergraph categories (§4.1),
then how hypergraph categories may be constructed from cospan-algebras (§4.2), and
finally that these two constructions define an equivalence of categories (§4.3).
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Notation and terminology
• Wegenerally denote composition in 1-categories using diagrammatic order, writing
f # g rather than g ◦ f .
• If C is a category, we may write c ∈ C to mean c is an object in C.
• Unless otherwise indicated, we use⊗ to denote themonoidal product in amonoidal
category, and I to denote the monoidal unit.
• By Setwe always mean the symmetric monoidal category of (small) sets and func-
tions, with the Cartesian product monoidal structure ({∗},×).
• ByFinSetwe alwaysmean the (strict skeleton of the) symmetricmonoidal category
of finite sets and functions, with the coproduct monoidal structure (∅,+).
• Following John Baez and his students [Moe18], we refer to the coherence maps for
lax monoidal functors as laxators; this is in keeping with widely-used terms like
unitor, associator, etc.
• For any natural number m ∈ N, we abuse notation to also let m := {1, . . . ,m}; in
particular 0 = ∅. If the coproduct of X and Y exists, we denote its coproduct
by X + Y ; given morphisms f : X → Z and g : Y → Z , we denote the universal
morphism from the coproduct by [f, g] : X + Y → Z .
• IfΛ is a set, we denote by List(Λ) the set of pairs (m,x), wherem ∈ N and x : m→ Λ;
we may also denote (m,x) by [x1, . . . , xm]. We may denote the list simply as x, in
which case it will be convenient to denote the indexing setm as |x|. It is well-known
that List is a functor List : Set→ Set, and extends to a monad when equipped with
the singleton list transformation sing : idSet → List and the flatten transformation
flat : List # List→ List. We denote the concatenation of lists x and y by x⊕ y, and we
often denote the empty list by ∅.
• Given a functor F : C → Catop, we write
∫
C
F → C for the Grothendieck construc-
tion on F ; this is the category over C that has objects given by pairs (X, a), where
X ∈ C and a ∈ FX, and morphisms (X, a) → (Y, b) given by pairs (f, g), where
f : X → Y is a morphism in C and g : a→ F (f)(b) is a morphism in FX.
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2 Basic definitions: cospan-algebras and hypergraph categories
In this sectionwe review the definitions of the basic conceptswewill use: cospan-algebras
(§2.1), Frobenius structures (§2.2), and hypergraph categories (§2.3). We then discuss
some perhaps undesirable ways in which hypergraph categories do not behave well
with respect to equivalence of categories, hencemotivating the cospan-algebra viewpoint
(§2.4), and also briefly touch on the (disappearing) role of operads in this paper (§2.5).
2.1 Cospans and cospan-algebras
The main character in our story is CospanΛ, where Λ is an arbitrary set. We already
defined its objects, Λ-labelled finite sets (m,x), and its morphisms, which we call labeled
cospans, in Eq. (7). The composition formula is given bypushout; see [FS19]. Themonoidal
unit is denoted ∅ and defined to be (0, !), where ! : ∅ → Λ is the unique function. The
monoidal product is denoted⊕ and defined to be (m1, x1)⊕(m2, x2) := (m1+m2, [x1, x2]).
Note that CospanΛ is the category of cospans in the category FinSetΛ, in which objects
are Λ-labelled finite sets (m,x), and morphisms are simply functions between them that
respect the typing x.
When Λ is a one-element set, we can suppress it from the notation and simply write
Cospan. It is the usual category whose objects are finite sets and whose morphisms are
isomorphism classes of cospans, as discussed in Footnote 1.
Note that flattening lists is a coproduct operation. Given x : m→ List(Λ), we havem-
many indexing sets |x1|, . . . , |xm| and maps |xi|
xi−→ Λ. The flattened list flat(x) is indexed
by the coproduct of the indexing sets |xi|, and its content is given by the universal map:
[x1, . . . , xm] :
∑
i∈m
|xi| → Λ.
Given a function f : Λ → List(Λ′), we define a functor Cospanf : CospanΛ →
CospanΛ′ as follows. For an object (m,x) ∈ Ob(CospanΛ), we obtain a function
m
x
−→ Λ
f
−→ List(Λ′), and hence flat(x # f) ∈ List(Λ′) = Ob(CospanΛ′) by applying the
monad multiplication. Since List is functorial, composing a Λ-labeled cospan with f , as
shown on the left, induces a Λ′-labeled cospan as shown on the right, by flattening:
|x| |z| |y|
Λ
x
z
y
flat(−#f)
7−−−−−→
∑
m |x # f |
∑
p |z # f |
∑
n |y # f |
Λ′flat(x#f)
flat(x#f)
flat(y#f)
(9)
Proposition 2.1. The above defines a functor Cospan− : SetList → Cat.
Proof. We gave the data for the functor on objects Λ ∈ SetList, namely Λ 7→ CospanΛ,
and on morphisms Λ → List(Λ′) in Eq. (9). To check that Cospanf is a functor, first
note that it sends identity morphisms in CospanΛ to those in CospanΛ′ . Then, observe
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that showing it preserves composition reduces to checking that, for any a, b, c ∈ N and
pushout diagram as to the left below
a c
b b ⊔a c
List(Λ′)
y
x
p
z
∑
i∈a
|w(i)|
∑
k∈c
|y(k)|
∑
j∈b
|x(j)|
∑
l∈b⊔ac
|z(l)|
where w : a → List(Λ′) is the composite map, the diagram to the right is also a pushout.
This is an easy calculation.
It is also straightforward to observe that Cospan− is itself functorial: CospanidΛ =
idCospanΛ , and if f, g are composable morphisms in SetList, then Cospanf # Cospang =
Cospanf #g.
Definition 2.2. A cospan-algebra consists of a set Λ, called the label set, and a lax symmetric
monoidal functor
a : (CospanΛ,⊕) −→ (Set,×).
Let (Λ, a) and (Λ′, a′) be cospan-algebras. Amorphism between them consists of a function
f : Λ→ List(Λ′) and a monoidal natural transformation α as shown here:
CospanΛ
Set
CospanΛ′
Cospanf
a
⇓α
a′
We write Cospan-Alg for the category of cospan-algebras and cospan-algebra morphisms.
Example 2.3. For a set Λ, we can define the cospan-algebra PartΛ : CospanΛ → Set
represented by the monoidal unit 0 of CospanΛ. Explicitly, it is defined on x : m→ Λ by
PartΛ(x) := CospanΛ(0, x) =

(p, f)
∣∣∣∣∣∣∣∣
p m
Λ
z
x
f


the set of ways to partition m into some number of (possibly empty) parts, respecting
x : m→ Λ. This is clearly lax monoidal: given functionsm→ m′ and n→ n′, one obtains
a functionm+ n→ m′ + n′.
We shall see in Section 4 that any hypergraph category gives rise to a cospan-algebra.
The following observation is immediate from Definition 2.2.
Proposition 2.4. We have an isomorphism of categories
Cospan-Alg ∼=
Λ∈SetList∫
Lax(CospanΛ,Set).
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2.2 Special commutative Frobenius monoids
In a hypergraph category, every object is equipped with the structure of a special com-
mutative Frobenius monoid, which we call a Frobenius structure. In this sectionwe recall
the definition and give important examples.
We will represent morphisms in monoidal categories using the string diagrams in-
troduced by Joyal and Street [JS93]. We draw : X ⊗ Y → Y ⊗ X for the braiding in
a symmetric monoidal category. Diagrams are to be read left to right; we shall suppress
the labels, since we deal with a unique generating object and a unique generator of each
type.
Definition 2.5. A special commutative Frobenius monoid (X,µ, η, δ, ǫ) in a symmetric
monoidal category (C,⊗, I) is an object X of C together with maps
µ : X ⊗X → X η : I → X δ : X → X ⊗X ǫ : X → I
obeying the commutative monoid axioms
=
(associativity)
=
(unitality)
=
(commutativity)
the cocommutative comonoid axioms
=
(coassociativity)
=
(counitality)
=
(cocommutativity)
and the Frobenius and special axioms
= =
(Frobenius)
=
(special)
We say that (µ, η, δ, ǫ) is a Frobenius structure onX, and call these four morphisms Frobenius
generators. We further refer to any morphism generated from these maps using composition,
monoidal product, identity maps, and braiding maps as a Frobenius map.
Example 2.6. In any symmetricmonoidal category, there is a canonical Frobenius structure
on the monoidal unit I . Indeed, the left and right unitors give (equal) isomorphisms
λI = ρI : I ⊗ I ∼= I , so define µI := ρI and δI := ρ
−1
I , and define ηI = idI = ǫI . It is easy
to see that this is the only possible Frobenius structure for which ηI = idI = ǫI .
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Example 2.7. Let C be a symmetric monoidal category such that I ⊗ I = I . For example, C
could be a symmetric monoidal category with one object—that is, a commutative monoid
considered as a one object category.
A Frobenius structure on I then consists of maps µ, η, δ, ǫ, all of type I → I . The mor-
phisms I → I in a monoidal category always form a commutative monoid (M, ∗, e); this
follows from an Eckmann-Hilton argument [KL80]. The axioms of Frobenius structures
then say that µ, η, δ, ǫ, as elements of M , satisfy µ ∗ η = e, µ ∗ δ = e, and δ ∗ ǫ = e. This
implies that a Frobenius structure on the unit of a symmetric monoidal category can be
identified with an invertible element µ in the monoid of scalars.
Example 2.8. Consider the symmetric monoidal category Cospan. We will construct a
Frobenius structure on the object 1. To do so, we need to define morphisms µ : 1⊕ 1→ 1,
η : 0 → 1, δ : 1 → 1 ⊕ 1, and ǫ : 1 → 0 in Cospan, and then check that they satisfy the
required equations.
Recall that 1⊕ 1 = 2, the two element set {1, 2}. Each Frobenius generator will be the
unique cospan of the required domain and codomain with apex 1—this is well-defined
because 1 is terminal in FinSet. For example, we take µ : 2→ 1 to be the cospan
and ǫ : 1→ 0 to be the cospan
where the dotted square represents the empty set.
One can then check that the nine equations in Definition 2.5 hold: in each case
both sides of the equation represent the unique cospan with apex 1. For example, the
associativity axiom says that the composite cospans (µ ⊗ 1) # µ and (1 ⊗ µ) # µ are equal,
namely to the cospan
Example 2.9. Example 2.8 generalizes to any object in any category with finite colimits.
Indeed, let C be a categorywith finite colimits. WriteCospan(C) for symmetric monoidal
category with the objects of C as its objects, isomorphism classes of cospans in C as its
morphisms, and coproduct+ as its monoidal product. Then each objectX ofCospan(C)
has a canonical Frobenius structure, with Frobenius maps exactly those cospans built
from coproducts and copairings of idX . In particular, each object (m,x) of CospanΛ
has a canonical Frobenius structure, which can be thought of as m parallel copies of the
Frobenius structure on 1 ∈ Cospan.
Next in Examples 2.10 and 2.11we give two different Frobenius structures on the same
object. Let (LinRel,⊕) denote the symmetric monoidal category of finite-dimensional
real vector spaces V and linear relations between them, with direct sum as the monoidal
product. Recall that a linear relation between V andW—i.e. a morphism in LinRel—is
a linear subspace R ⊆ V ⊕W of their direct sum. The composite of R ⊆ V ⊕W and
S ⊆W ⊕X is the relation
R # S :=
{
(v, x) ∈ V ⊕X | ∃(w ∈W ). (v,w) ∈ R and (w, x) ∈ S.
}
(10)
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The identitymorphism on V is represented by the bare reflexive relation {(v, v′) | v = v′}.
Example 2.10. We now define a Frobenius structure on the object R ∈ LinRel. Consider
the relation E ⊆ R ⊕ R ⊕ R given by (a, b, c) ∈ E iff a = b = c. This is a linear relation
because it is closed under addition and scalar multiplication; hence we can take E to
represent µ : (R⊕R)→ R. We can also take E to represent δ : R→ (R⊕R). We can take
the maximal relation R ⊆ R to represent η : R0 → R and ǫ : R→ R0.
It is easy to check that the nine equations required by Definition 2.5 are satisfied. For
example, unitality says that the composite of {(a, (b, c)) | c = a}and {((b, c), d) | b = c = d}
should be the identity map {(a, d) | a = d}, and one checks that it is by working through
Eq. (10).
Example 2.11. Here we define a different Frobenius structure on the object R ∈ LinRel.
Let µ be represented by the relation {(a, b, c) | a+ b = c} ⊆ R3, let η be represented by the
relation {0} ⊆ R. Similarly, let δ be represented by the relation {(a, b, c) | a = b+ c} and ǫ
be represented by the relation {0} ⊆ R.
Again, it is easy to check that the equations required by Definition 2.5 are satisfied.
For example, the Frobenius law requires that for any a1, a2, b1, b2 ∈ R, the equation
a1 + a2 = b1 + b2 holds iff there exists an x ∈ R such that the equations a1 = b1 + x and
x+ a2 = b2 hold; this is easily checked.
2.3 Hypergraph categories
In a hypergraph category, every object has a chosen Frobenius structure, chosen compat-
ibly with the monoidal structure.
Definition 2.12. A hypergraph category is a symmetric monoidal category (H,⊗, I) in which
each object X is equipped with a Frobenius structure (µX , ηX , δX , ǫX), satisfying
X ⊗ Y
X ⊗ Y
X ⊗ Y
X
Y
X
Y
X
Y
= X ⊗ Y
X
Y
=
X ⊗ Y
X ⊗ Y
X ⊗ Y
X
Y
X
Y
X
Y
= X ⊗ Y
X
Y
=
(11)
as well as the unit coherence axiom, that ηI = idI = ǫI .
A functor (F,ϕ) of hypergraph categories, or hypergraph functor, is a strong symmetric
monoidal functor (F,ϕ) that preserves the hypergraph structure. More precisely, the latter con-
dition means that if the Frobenius structure on X is (µX , ηX , δX , ǫX) then that on FX must
be (
ϕX,X # FµX , ϕI # FηX , F δX # ϕ
−1
X,X , F ǫX # ϕ
−1
I
)
. (12)
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We write Hyp for the category with hypergraph categories as objects and hypergraph functors as
morphisms, and Hyp for the 2-category with, in addition to these objects and morphisms, monoidal
natural transformations as 2-morphisms.
Remark 2.13. Note that every natural transformation between hypergraph functors is
invertible, i.e. a natural isomorphism. This follows from Proposition 3.1 and the fact that
every natural transformation between compact closed categories is invertible.
Example 2.14. Following Example 2.9, the category of Cospan(C) of cospans in any cat-
egory with finite colimits is canonically a hypergraph category. Note in particular that
CospanΛ = Cospan(FinSetΛ) is a hypergraph category.
Example 2.15. If we letC be the opposite of a categorywith finite limits in Example 2.14, we
see that the category of Span(C) of spans in any category with finite limits is canonically
a hypergraph category. In fact, if C is regular, then the category of relations in C is also a
hypergraph category. In particular, the category Rel of sets and binary relations can be
equipped with the structure of a hypergraph category [Fon16].
Example 2.16. The category of finite-dimensional vector spaces where each object each
has a chosen basis is a hypergraph category [Kis15].
Remark 2.17. Note that the condition that the Frobenius structure on the monoidal unit
be the structure (ρ−1I , idI , ρI , idI) of Example 2.6 has been omitted from some, but not
all, previous definitions. We shall see in Theorem 3.22 that the unit coherence axiom is
crucial for the strictification of hypergraph categories, and hence for the equivalence with
cospan-algebras.
One reason that this additional unit coherence axiom may have been overlooked is
that, in the strict case, this additional axiom does not alter the definition; we will prove
this in Proposition 2.18. In Example 2.19 we will give an example which shows that the
unit coherence axiom does not follow from the old ones; it really is a new addition.
Proposition 2.18. Suppose H is a strict symmetric monoidal category in which each object is
equipped with a Frobenius structure such that Eq. (11) is satisfied. Then H is a hypergraph
category.
Proof. Wemust show that the Frobenius structureon themonoidalunit is (ρ−1I , idI , ρI , idI).
First, note that in any strict monoidal category, we have I = I ⊗ I and ρI = idI , so
the Frobenius structure constructed from the unitors on I , as detailed in Example 2.6, is
simply equal to (idI , idI , idI , idI). This is the unique Frobenius structure on I obeying
the equations of Eq. (11). To see this, recall that by Example 2.7, a Frobenius structure on
I simply amounts to a choice of invertible map µ : I → I . The first equation of Eq. (11)
requires further that µ = µ ∗µ. But the only monoid element that is both idempotent and
invertible is the identity, idI = µ ∗ µ
−1 = µ ∗ µ ∗ µ−1 = µ.
Example 2.19. To show that the unit coherence axiom indeed alters the definition of
hypergraph category in general, here we provide a example of a (necessarily non-strict)
symmetric monoidal category X, equipped with a Frobenius structure on each object,
that fails only this additional axiom.
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Let (X,⊕, I) be the symmetric monoidal category with two objects, I andO, such that
every homset is equal to {0, 1}, such that I ⊕ I = O ⊕ O = O and I ⊕ O = O ⊕ I = I ,
and such that composition and monoidal product of morphisms are all given by addition
modulo 2. Note that the identity maps on I and O are both 0. The coherence maps for
the monoidal product are also given by themaps 0; from this naturality and all coherence
conditions are immediate.
We may choose Frobenius structures (1, 1, 1, 1) on I and (0, 0, 0, 0) on O. These
structures obey the equations in Eq. (11), but do not obey the condition that the Frobenius
structure on I is (ρ−1I , idI , ρI , idI) = (0, 0, 0, 0).
2.4 Critiques of hypergraph categories as structured categories
In this brief subsection we sketch two examples to promote the idea that hypergraph cat-
egories should not be thought of as structured categories. First we show in Example 2.20
that hypergraph structures do not extend along equivalences of categories. Second we
show in Example 2.21 that an essentially surjective and fully faithful hypergraph func-
tor may fail to be a hypergraph equivalence. These critiques motivate the upcoming
cospan-algebra perspective.
Example 2.20. Here we will produce a category LinRel2, an equivalence of categories
F : LinRel2 → LinRel, and a hypergraph structure on LinRel2 for which there is no
extension along F , i.e. there is no hypergraph structure on LinRel under which F is
a hypergraph functor. The idea is to let LinRel2 house two copies of LinRel and to
cause a problem by equipping them with the two different Frobenius structures from
Examples 2.10 and 2.11.
Let LinRel2 be the hypergraph category with two isomorphic copies of every object
in LinRel, but the same maps.2 By definition there is a functor F : LinRel2 → LinRel,
which is both fully faithful and essentially surjective, so it is an equivalence. As we shall
see in detail in Lemma 3.10, we can put a hypergraph structure on LinRel2 by declaring
a Frobenius structure on the two copies of R; we use the two different such structures
from Examples 2.10 and 2.11. Then no Frobenius structure on R ∈ LinRel will satisfy
Eq. (12) in Definition 2.12.
Example 2.21. To show that a fully faithful, essentially surjective hypergraph functor need
not be a hypergraph equivalence, we simply run Example 2.20 the other way. Namely,
let LinRel2 be the hypergraph category constructed in Example 2.20, give LinRel the
additive hypergraph structure from Example 2.11, and consider the hypergraph functor
LinRel→ LinRel2 sending the generator to the appropriate generator. This is essentially
surjective and fully faithful, but it is not an equivalence of hypergraph categories because,
as we saw in Example 2.20, there is no hypergraph functor to serve as its inverse.
2 The definition of LinRel2 can be made more precise, once we have defined the (io, ff)-factorization
of hypergraph categories (§3.3). Namely, consider the unique hypergraph functor Cospan{1,2} → LinRel
sending 1, 2 7→ R, letCospan{1,2}
io
−→ H
ff
−→ LinRel be its (io, ff)-factorization, and let LinRel2 := H.
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The critique leveled by Examples 2.20 and 2.21 is important, because it says that in
an important sense hypergraph categories do not behave like structured categories. This
critique dissolves—i.e. the above problems become impossible to state—when we treat
hypergraph categories as cospan-algebras.
Thus thinking of hypergraph categories as cospan-algebras has distinct advantages.
However, it also comes with a couple of costs. The first is that cospan-algebras do not
take into account 2-morphisms, i.e. the natural transformations between hypergraph
functors; the question of whether and/or how this can be rectified, and indeed if it
needs to rectified, remains open. The second cost is that cospan-algebras correspond
to hypergraph categories that are objectwise-free (OF). Luckily, this second issue is not
very important: in Section 3.4, we will show that every hypergraph category is naturally
equivalent to one that is OF.
2.5 A word on operads
In the introduction, we spoke of operads. Operads are generalizations of categories in
which each morphism has a finite number of inputs and one output, e.g. ϕ : x1, . . . , xn →
y. In the context of this paper, operads govern the structure of wiring diagrams like the
ones in Eq. (6), and one should imagine the x’s as the interior cells or boxes and the y as
the exterior cell or box of a wiring diagram ϕ.
The reader who is unfamiliar with operads need not worry: the only operads we use
are those that underlie symmetric monoidal categoriesM, where operadmorphisms ϕ as
above come from morphisms ϕ : (x1 ⊗ · · · ⊗ xn)→ y in M.
In fact, throughout this paperwework exclusively in themonoidal setting, so operads
will disappear from the discussion. There are two reasons we bring up operads at all.
First, they are a bit more general, so further work in this area will sometimes require
one to use operads rather than monoidal categories. More relevant, however, is the fact
that the wiring diagram pictures we want to draw more naturally fit with operads. For
example, here we draw the “same morphism” in two ways: operadic style φ : f, g, h → i
on the left and monoidal style φ : f ⊗ g ⊗ h→ i on the right:
f g
h
i
1
1
3
4
3
1
2 2
3
2
1
4
3
2
f ⊗ g ⊗ h 0
1
42
6
3
5
7 8
9
i
Although monoidal-style wiring diagrams are often more difficult to visually parse than
operad-style, the symbolic notation for monoidal categories is often easier to parse than
that of operads. Thus the only place operads will appear from now on is in visualizing
15
wiring diagrams.
3 Properties of hypergraph categories
In this section, we discuss some basic properties of hypergraph categories. In Section 3.1,
we show that they are self-dual compact closed. In Section 3.2, we show that CospanΛ
is both the free hypergraph category and the free OF-hypergraph category on a set Λ. In
Section 3.3 we show that any hypergraph functor can be factored as an identity-on-objects
(io) hypergraph functor followed by a fully faithful (ff) hypergraph functor, and use
this factorization to construct a Grothendieck fibration U : HypOF → SetList. Finally in
Section 3.4 we prove that every hypergraph category can be strictified to an equivalent
hypergraph category that is objectwise-free.
3.1 Hypergraph categories are self-dual compact closed.
A compact closed category is a symmetric monoidal category (C,⊗, I) such that every
objectX is dualizable—i.e. there exists an objectX∗ and morphisms cupX : I → X ⊗X
∗,
depicted , and capX : X
∗ ⊗X → I , depicted , which satisfy the zigzag identities3:
= = (13)
This notion generalizes duals in finite-dimensional vector spaces. A compact closed
category is called self-dual if every object serves as its own dual,X∗ := X; the category of
finite-dimensional based vector spaces (where each vector space is equipped with basis)
is self-dual compact closed.
A basic property of hypergraph categories is that they are self-dual compact closed.
Indeed, a self-duality for each object can be constructed using the Frobenius maps for
each object.
Proposition 3.1. Every hypergraph category H is self-dual compact closed. Moreover, each
object X is equipped with a canonical self-duality defined by cupX := ηX # δX : I → X ⊗X and
capX := µX # ǫX : X ⊗X → I .
Proof. This result is well known; see for example [RSW05]. The proof is straightforward:
the zigzag identities (13) are an immediate consequence of the Frobenius and co/unitality
axioms. For example:
= =
3These are often also called the triangle identities, as one can think of X∗ as a left adjoint to X (see
[Day77]), or the snake identities (see Eq. (13)).
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This means that in any hypergraph category, we have a bĳection between morphisms
X → Y , and morphisms I → X ⊗ Y .
Proposition 3.2. For any two objects X,Y in a self-dual compact closed category C, there is a
bĳection C(X,Y ) ∼= C(I,X ⊗ Y ).
Proof. For any f : X → Y , and any g : I → X ⊗ Y define
f Y
X
cupX # (idX ⊗f)
f̂ := g
Y
X
(idX ⊗g) # (capX ⊗ idY )
qg :=
It is easy to prove that ·̂ andq· are mutually inverse.
We will refer to f̂ as the name of f . This notion will be critical for the equivalence
between hypergraph categories and cospan-algebras: given a hypergraph categoryH, the
corresponding cospan-algebraAH will record the names of the morphismsH, rather than
the morphisms themselves. But note that homsets H(X,Y ) are indexed by two objects,
X and Y , while AH(X) just depends on one. It is the self-dual compact closed structure
that allows us to switch between these two viewpoints.
For any three objects X,Y,Z in a self-dual compact closed category, we may define a
morphism compYX,Z := idX ⊗capY ⊗ idZ : X ⊗ Y ⊗ Y ⊗ Z −→ X ⊗ Z :
compYX,Z :=
X
Y
Y
Z
(14)
Below in Propositions 3.3 and 3.4, we show that the morphism comp acts like composi-
tion on names and that comp can be used to recover a morphism from its name; both
propositions are immediate from the zigzag identities.
Proposition 3.3. For any morphisms f : X → Y , g : Y → Z in a self-dual compact closed
category, we have ( f̂ ⊗ ĝ ) # compYX,Z = f̂ # g :
f
g
f # g
=
Proposition 3.4. For any morphism f : X → Y in a self-dual compact closed category, we have
(idX ⊕ f̂ ) # comp
X
∅,Y = f :
f
f=
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Example 3.5. InCospanΛ the morphism comp
Y
X,Z is given by the cospan
f g
X Y Z
X
Y
Y
Z
X
Y
Z
X
Z
f
g
X ⊕ Y ⊕ Y ⊕ Z
idX ⊕[idY ,idY ]⊕idZ
−−−−−−−−−−−−→ X ⊕ Y ⊕ Z
idX ⊕!Y ⊕idZ←−−−−−−−− X ⊕ Z.
Example 3.5 will be useful later, when we see that not only are the Frobenius struc-
tures of hypergraph categories controlled by cospans, but so are the identities and the
composition law!
3.2 Free hypergraph categories
In this section we show that CospanΛ is both the free hypergraph category and the free
OF-hypergraph category on a set Λ. We first discuss the relationship between Cospan
and Frobenius monoids.
Cospans and Frobenius monoids
Example 2.8, where we define a certain Frobenius structure on the object 1 in Cospan,
is central to the interplay between cospan-algebras and hypergraph categories. This is
because Cospan is free special commutative Frobenius monoid on one generator.
Write σ : 2→ 2 for the cospan
and id : 1→ 1 for the cospan
(15)
Lemma 3.6. The category (Cospan,⊕) is generated, as a symmetric monoidal category, by the
morphisms µ, η, δ, ǫ. That is, given any cospan c = (m → p ← n), we may write down an
expression that is equal to c, using only the cospans µ, η, δ, ǫ; the cospans σ, id; composition; and
monoidal product.
Proof. Note that any function can be factored as a permutation, followed by an order-
preserving surjection, followed by an order-preserving injection. Applying this to each
leg of a cospan c = (m→ p← n) gives a factorization
m m m′ p n′ n n.
∼= ord. ord. ord. ord. ∼= (16)
Each of these six functions may be viewed as a cospan, with the other leg supplied by
the identity map on the codomain of the function. Since the pushout of a morphism a
along an identity map is just a again, this gives a factorization of c into the composite
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of six cospans. It remains to show each of these cospans can be built from the required
generators.
The key idea is that the permutationsmay be constructed by (composites of) braidings
σ, the order-preserving surjection m ։ m′ by multiplications, m′ ֌ p by units, n′ ֋ n
by counits, and pև n′ by comultiplications.
To elaborate, for the permutations, observe that any transposition of adjacent elements
may be constructed as the monoidal product of σ with some number of identities id. It
is then well known from group theory that transpositions of adjacent elements generate
all permutations. For order-preserving surjections s : m ։ m′, observe that this s is the
monoidal product of surjections si : s
−1(i) ։ 1 for each i ∈ m′. Thus without loss of
generality we need only consider surjectionsm։ 1. Any such surjection may be written
as (id⊕ · · · ⊕ id⊕µ) # · · · # (id⊕µ) # µ, where this is the composite of m − 1 terms, each
of which is a sum of m − 2 identities and µ. For order-preserving injections j : m′ ֌ p,
we may take the monoidal product j1 ⊕ · · · ⊕ jp, where ji = η if j
−1(i) = ∅, and ji = id
otherwise. The remaining cases are analogous.
The above argument is perhaps clearest through a detailed example.
Example 3.7. We now build the cospan Eq. (4)—shown to the left below—from the gener-
ators in Lemma 3.6.
=
σ µ η ǫ δ
Lemma 3.6 implies that to define a symmetric monoidal functor Cospan → C we
simply need to say where to send the generators of Cospan, and check that the relevant
equations between these generators hold. The following proposition says that these
equations are exactly the axioms of special commutative Frobenius monoids.
Proposition 3.8 (Cospan is the theory of special commutative Frobenius monoids.). Let
(C,⊗) be a symmetric monoidal category. There is a one-to-one correspondence:{
special commutative
Frobenius monoids in C
}
↔
{
strict symmetric monoidal functors
(F,ϕ) : (Cospan,⊕)→ (C,⊗)
}
.
Proof (sketch). Suppose we have a symmetric monoidal functor (F,ϕ) : (Cospan,⊕) →
(C,⊗). Let µ, η, δ, ǫ be the Frobenius generators in Cospan as defined in Example 2.8. It
is straightforward to verify that
(F1, ϕ1,1 # Fµ, ϕ∅ # Fη, Fδ # ϕ
−1
1,1, F ǫ # ϕ
−1
∅ )
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is a special commutative Frobenius monoid in C.
The converse is trickier. Suppose (X,µX , ηX , δX , ǫX) is a special commutative Frobe-
niusmonoid inC; wewish to define a strict symmetricmonoidal functorFrob : Cospan →
C. We send the object 1 to Frob(1) := X; this implies m ∈ Cospan maps to Frob(m) :=
X⊗m. Using Lemma 3.6, to define a candidate strict symmetric monoidal functor we only
need to say where to map the cospans µ, η, δ, and ǫ. This is easy: we map them to the
corresponding Frobenius generator onX.
Verifying functoriality, however, amounts to a technical exercise verifying that the
axioms of special commutative Frobenius monoids exactly describe pushouts of finite
sets. This is treated at a high level, using distributive laws for props, in [Lac04], and also
remarked upon in [RSW05]; we are not aware of any more detailed treatment in writing.
Once functoriality is verified, it is straightforward to also check that Frob defines a strict
symmetric monoidal functor.
These constructions are evidently inverses, and so we have the stated one-to-one
correspondence.
CospanΛ as free hypergraph category.
We now wish to show that CospanΛ is a free hypergraph category on Λ. We begin with
a lemma that provides an easy way to equip an OF(Λ) symmetric monoidal category (see
Definition 3.9) with a hypergraph structure: assign a Frobenius structure to each element
of Λ.
Definition 3.9. An objectwise-free structure on a strict symmetric monoidal category (C,⊗)
consists of a set Λ and an isomorphism of monoids List(Λ) ∼= Ob(C). In this case we say that
(C,⊗) is OF or OF(Λ).
Lemma 3.10. Suppose that C is an OF(Λ) symmetric monoidal category. Assigning a Frobenius
structure to each object [l], for each l ∈ Λ, induces a unique hypergraph structure on C.
Furthermore, if C is as above, D is a hypergraph category, and F : C → D is a symmetric
monoidal functor, then F is a hypergraph functor iff F preserves the Frobenius structure on each
l ∈ Λ.
Proof. Suppose that for each l ∈ Λ we are given a Frobenius structure (µl, ηl, δl, ǫl). We
need to show that this uniquely determines a Frobenius structure on every object, satisfy-
ing (11) and restricting to the chosen one on each l ∈ Λ. Any object in C can be uniquely
written as a list [l1, · · · , ln] for some n ∈ N. By induction, we may assume n = 0 or n = 2.
When n = 0 the Frobenius structure is by definition given by the unitors, while when
n = 2 the Frobenius structure on the monoidal product [l,m] = l ⊕m is forced to be that
given by Eq. (11).
The second claim is similar and straightforward.
Remark 3.11. It will be useful to give a more explicit description of the construction from
Lemma 3.10, at least in the case of µ, in order to fix ideas. Given an object l = l1⊕ · · · ⊕ ln
20
and a multiplication map µi : li ⊕ li → li for each i, the multiplication map µl is given by
l1 ⊕ · · · ⊕ ln
l1 ⊕ · · · ⊕ ln
l1 ⊕ · · · ⊕ ln
l1
ln
l1
ln
...
...
...
...
...
l1
ln
...= (17)
µl : (l1 ⊕ · · · ⊕ ln)⊕ (l1 ⊕ · · · ⊕ ln) ∼= l1 ⊕ l1 ⊕ · · · ⊕ ln ⊕ ln
µ1⊕...⊕µn
−−−−−−→ l1 ⊕ · · · ⊕ ln.
Example 3.12. The categoryCospanΛ can be given the structure of a hypergraph category.
Indeed, it is enough by Lemma 3.10 to give a Frobenius structure on each l ∈ Λ. We assign
them all the same structure, namely the one given in Example 2.8.
Similarly, since LinRel is objectwise-free on R, the Frobenius structures on R given
in Examples 2.10 and 2.11 induce two different hypergraph structures on LinRel.
Corollary 3.13. The functor Cospan− : SetList → Cat from Proposition 2.1 factors through
the inclusion HypOF ⊆ Cat, giving a functor
Cospan− : SetList → HypOF.
Proof. InExample 3.12, we showed thatCospanΛ is a hypergraphcategory for eachΛ, and
it is objectwise-free because Ob(CospanΛ) = List(Λ). If f : Λ→ List(Λ
′) is a function, we
need to check thatCospanf preserves the Frobenius structure (µ, η, δ, ǫ) on every object.
This is a simple calculation; we carry it out for µ and leave the others to the reader.
By Lemma 3.10, it suffices to check that µ is preserved for for an arbitrary l ∈ Λ. The
cospan µl is shown on the left of the diagram below, and if f(l) is a list of length n, then
by Eq. (9), Cospanf (µl) is shown on the right
1⊕ 1 1 1
Λ
List(Λ′)
[l,l]
[id,id]
l
l
f
n⊕ n n n
Λ′
[f(l),f(l)]
[idn,idn]
f(l)
f(l)
But this cospan is exactly the one from Lemma 3.10; see also Eq. (17).
We also denote by Cospan− the composite of the functor from Corollary 3.13 with
the faithful inclusion Set→ SetList and the fully faithful inclusionHypOF → Hyp:
Set Hyp
SetList HypOF
(ff)
Cospan−
Cospan−
(ff)
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The following theorem states that CospanΛ is the free hypergraph category on Λ. In
particular, this theorem produces a hypergraph functor
FrobH : CospanOb(H) → H
which is so-named because its image provides all the Frobenius morphisms on all the
objects ofH. In fact, Frob arises as the counit of an adjunction.
Theorem 3.14. CospanΛ is the free hypergraph category on the set Λ. That is, there is an
adjunction
Set Hyp.
Cospan−
Ob
Proof. We want to show Ob is right adjoint to Cospan−, so we provide a unit transfor-
mation and counit transformation and check the triangle identities.
For any Λ ∈ Set, we have Ob(CospanΛ) = List(Λ), so we take the unit map Λ →
Ob(CospanΛ) to be the unit natural transformation sing from the Listmonad.
Suppose H is a hypergraph category; for the counit of the adjunction, we need a
hypergraph functor CospanOb(H) → H. Note that for each object of H, Proposition 3.8
gives a strong symmetric monoidal functorCospan → H. Observing thatCospanOb(H)
is the coproduct, in the category of symmetric monoidal categories and strong symmetric
monoidal functors, of Ob(H)-many copies of Cospan, the copairing of all these func-
tors thus gives a strong symmetric monoidal functor FrobH : CospanOb(H) → H. It is
straightforward to observe that this functor is hypergraph.
It remains to check that Frob is natural (as its subscriptsH vary), and that the triangle
identities hold. The map Frob is natural because hypergraph functors H → H′ are
required to preserve Frobenius structures. Finally, for the triangle identities, we need to
check that the following diagrams commute:
CospanΛ CospanΛ
CospanOb(CospanΛ)
CospansingΛ FrobCospanΛ
Ob(CospanOb(H))
Ob(H) Ob(H)
Ob(FrobH)singOb(H)
Both are straightforward calculations.
CospanΛ as the free hypergraph category over Λ.
Corollary 3.15. The functor Cospan− : SetList → HypOF, constructed in Corollary 3.13, is
fully faithful and has a right adjoint:
SetList HypOF.
Cospan−
Gens
Moreover, the components FrobH : CospanGens(H) → H of the counit transformation are io
hypergraph functors.
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Proof (sketch). As a right adjoint to Cospan−, we propose the functor Gens given by
sending an OF-hypergraph category (Λ,H, i) to the set Λ of generators. It is clearly
functorial.
The proof that Gens is right adjoint to Cospan− is analogous to, though a bit easier
than, that of Theorem 3.14. Rather than the unit map being sing, the unit of the List
monad, here it is simply the identity map Λ → Λ in SetList, so the triangle identities
become trivial. For theH-component FrobH of the counit transformation, simply replace
Ob(H) with Λ throughout the proof. For any x ∈ H we have a list (x1, . . . , xn) ∈ List(Λ)
with x = x1 ⊕ · · · ⊕ xn, so the hypergraph functor FrobH is indeed identity-on-objects.
Finally it iswell-known that a left adjoint is fully faithful iff the correspondingunitmap
is a natural isomorphism, and indeed for any Λ, the unit map Λ → Gens(CospanΛ) = Λ
is the identity.
Proposition 3.16. In the case H = CospanΛ, the counit map FrobCospanΛ : CospanΛ →
CospanΛ is the identity.
Proof. The main idea here is that the counit selects out the Frobenius morphisms of
CospanΛ, and sinceCospanΛ is free, these are all the morphisms.
More precisely, observe that since left adjoints preserve coproducts, and Cospan−
is a left adjoint (Corollary 3.15), we now know CospanΛ
∼=
∐
l∈ΛCospan in Hyp. Fix
l ∈ Λ. The Frobenius structure on the object [l] ∈ CospanΛ is given by Example 2.8,
and thus the correspondingmap Frobl : Cospan → CospanΛ given by Proposition 3.8 is
precisely the inclusion into the lth summand. Moreover, by the proof of Theorem 3.14,
FrobCospanΛ is built as the copairing over Λ of these maps Frobl. Thus FrobCospanΛ =
[Frobl]l∈Λ = idCospanΛ , as required.
Remark 3.17. To summarize, consider the following diagram of categories and functors:
Set Hyp
SetList HypOF
Cospan−
i⊢
⊥
Str
Ob
Cospan−
List
⊥
U
Gens
(18)
The left-hand adjunction is the usual one between Set and the Kleisli category of the List
monad. The top adjunctionwas proved in Theorem3.14, while the bottomadjunctionwas
proved in Corollary 3.15. The right-hand map U just sends an OF-hypergraph category
(Λ,H, i) to the underlying hypergraph categoryH, and the strictification functor Str will
be constructed inTheorem3.22, namely as theunderlying 1-functor ofEq. (23). But beware
that U and Str are not adjoint: there are faux unit and counit maps H → UStr(H) → H,
but they do not satisfy the triangle identities. In some sense this right-hand part of the
diagram is stronger than the rest—it is the shadow of the 2-equivalence Hyp
OF
∼= Hyp from
Theorem 3.22—but in another sense it is weaker in that there is no adjunction between
the underlying 1-categories.
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3.3 Factoring hypergraph functors
Hypergraph functors naturally factor into two sorts: those that are identity-on-objects
(io) and those that are fully faithful (ff)—roughly speaking, “identity on morphisms”.
Indeed, given a hypergraph functor F : H1 → H2, define a new hypergraph categoryHF
as follows: its objects are the same as those of the domain, and for every two objects
x, y ∈ Ob(HF ), the hom-set is that of the their images under F ,
Ob(HF ) := Ob(H1) and HF (x, y) := H2(Fx, Fy). (19)
The monoidal unit object and the monoidal product on objects in H are inherited from
H1, and the monoidal product on morphisms together with all the Frobenius structures
are inherited from H2. One easily constructs an identity-on-objects functor H1
io
−→ HF
and a fully faithful functorHF
ff
−→ H2, of which the composite is F ,
H1 H2
HF
F
io ff
Of course, there are details to check, but we leave them to the reader.
Remark 3.18. The above forms an orthogonal factorization system (io, ff) on the 2-category
Hyp. See [SSR16] for a definition and a similar result in the case of traced and compact
closed categories. However, we will not need to use this fact, so we omit the proof.
In fact the (ff, io) factorization is special in that it leads to a fibration of categories, as
we will show in Proposition 3.20; it will help to first prove a lemma.
Lemma 3.19. Let g : Λ1 → Λ2 be a morphism in SetList, let H2 be a hypergraph category such
that Gens(H2) = Λ2, and let Frob2 : CospanΛ2 → H2 be the counit map onH2 of the adjunction
Cospan− ⊣ Gens from Corollary 3.15.
Consider the (io, ff) factorization CospanΛ
i1−→ H1
G
−→ H2 of the composite Cospang #
Frob2:
CospanΛ1 CospanΛ2
H1 H2
Cospang
i1 (io) Frob2
G (ff)
(20)
Then we have i1 = Frob1, the counit map onH1.
Proof. Corollary 3.15 gives the bĳection Hyp(CospanΛ1 ,H)
∼= SetList(Λ1,Gens(H1)).
Note that Λ1 = Gens(H1). The functor i1 induces the identity map Λ1 → Λ1 on generators
and hencemaps to the identitymap onΛ1 under this bĳection. Since Frob1 does the same,
the two functors must be equal.
Proposition 3.20. The functorGens : HypOF → SetList fromCorollary 3.15 is a splitGrothendieck
fibration.
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Proof. We first want to show Gens is a fibration, so suppose given a diagram
H2
Λ1 Λ2
Gens
g
We want to find a cartesian morphism G over g ∈ SetList. Since Gens(H2) = Λ2, we can
factor Cospang # Frob2 as in Lemma 3.19 to obtain the commutative square Eq. (20). We
claim that the map G : H1 → H2 is cartesian. So suppose given a solid-arrow diagram as
to the left below; it is equivalently described by the solid-arrow diagram to the right:
H0 H1 H2
Λ0 Λ1 Λ2
H
G
f g
CospanΛ0 CospanΛ1 CospanΛ2
H0 H1 H2
Cospanf
(io)
Cospang
(io) (io)
H
F G (ff)
We need to show there is a unique dashed map F : H0 → H1 making the bottom triangle
on the right-hand diagram commute. But because the vertical maps are io, we take F on
objects to agree with Cospanf , and because G is fully faithful, we take F on morphisms
to agree with H . This is the only possible choice to make the diagrams commute, and it
will be a hypergraph functor because G and H are.
We have proved that Gens is a Grothendieck fibration. It is split, meaning that our
choices of Cartesian maps are closed under composition, because Eq. (19) defines the
factorization system up to equality.
In general, split Grothendieck fibrations p : E → B can be identified with functors
ppq : B → Catop. In the case of Proposition 3.20, the functor pGensq : SetList → Cat
op
shall be denotedHypOF(−). It sends an object Λ to the category HypOF(Λ) of hypergraph
categories that are objectwise-free on Λ and the io hypergraph functors between them.
It sends a morphism f : Λ1 → List(Λ2) to the functor HypOF(f) : HypOF(Λ2) → HypOF(Λ1)
defined by factorization as in Eq. (20); in other words, on objects HypOF(f) maps H2 to
the hypergraph categoryH1 given by the factorization
CospanΛ1 CospanΛ2
HypOF(f)(H2) := H1 H2
Cospanf
Frob1 (io) Frob2
F (ff)
(21)
The opposite direction, taking a functor B → Catop and returning a fibration over B
is called the Grothendieck construction. We immediately have the following.
Corollary 3.21. There is an equivalence of categories
HypOF
∼=
−→
Λ∈SetList∫
HypOF(Λ).
25
3.4 Strictification of hypergraph categories
In this subsection we prove that every hypergraph category is hypergraph equivalent to
a strict hypergraph category. In fact, there is a 2-equivalence Hyp ∼= Hyp
OF
. This coherence
result will be the first step in formalizing the relationship between hypergraph categories
and cospan-algebras.
Define the 2-category Hyp
OF
as the full sub-2-category of objectwise-free hypergraph
categories. That is, the objects of Hyp
OF
are hypergraph categoriesH such that there exists
a set Λ and a bĳection i : List(Λ) → Ob(H), and given two OF-hypergraph categories
(H,Λ, i) and (H′,Λ′, i′), the hom-category between them is simply
Hyp
OF
(
(H,Λ, i), (H′ ,Λ′, i′)
)
:= Hyp(H,H′).
There is an obvious forgetful functor U : Hyp
OF
→ Hyp, and by construction it is fully
faithful.
Theorem 3.22. The functor U : Hyp
OF
→ Hyp is a 2-equivalence. In particular it is essentially
surjective, i.e. every hypergraph category is hypergraph equivalent to an objectwise-free hypergraph
category.
Proof. Since U is fully faithful by definition, it suffices to show that it is essentially surjec-
tive.
Let (H,⊗) be a hypergraph category. As H is, in particular, a symmetric monoidal
category, a standard construction (seeMac Lane [Mac98, TheoremXI.3.1]) gives an equiv-
alent strict symmetric monoidal categoryHstr, the strictification ofH, whose construction
we detail here.
Let Λ := Ob(H). The set of objects in the strictification is Ob(Hstr) := List(Λ), i.e.,
finite lists [x1, . . . , xm]of objects inH. For each such list, letPx := (((x1⊗x2)⊗. . . )⊗xm)⊗I
denote the “pre-parenthesized product of x” inH with all open parentheses at the front.
Note that P applied to the empty list is the monoidal unit I , and that for any pair of lists
x, y there is a canonical isomorphism P ([x, y]) ∼= [Px, Py],
(((((x1 ⊗ x2)⊗ · · · ⊗ xm)⊗ y1)⊗ y2)⊗ · · · ⊗ yn)⊗ I
∼= (((x1 ⊗ x2)⊗ · · · ⊗ xm)⊗ I)⊗ (((y1 ⊗ y2)⊗ · · · ⊗ yn)⊗ I). (22)
Themorphisms [x1, . . . , xm]→ [y1, . . . , yn] inHstr are themorphismsPx→ Py inH, and
composition is inherited from H. The monoidal structure on objects in Hstr is given by
concatenation of lists; the monoidal unit is the empty list. The monoidal product of two
morphisms in Hstr is given by their monoidal product in H pre- (and post-) composed
with the canonical isomorphism (and its inverse) from Eq. (22).
By design, the associators and unitors of Hstr are simply identity maps, and the
braiding [x, y] → [y, x] is given by the braiding Px ⊗ Py → Py ⊗ Px in H, similarly
pre- and post-composed with the isomorphisms from Eq. (22). This defines a strict
symmetric monoidal category [Mac98], and it is objectwise-free on Λ by construction.
This construction is 2-functorial: given a strong monoidal functor between monoidal
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categories (resp. a monoidal natural transformation between monoidal functors), there
is an evident strict monoidal functor (resp. a monoidal natural transformation) between
strictifications.
To make Hstr into a hypergraph category, we equip each object x = [x1, . . . , xn]
with an Frobenius structure (µ, η, δ, ǫ) using the monoidal product, over i = 1, . . . , n, of
corresponding Frobenius structures (µi, ηi, δi, ǫi) from H, and pre- or post-composition
with canonical isomorphisms from Eq. (22). For example, the multiplication µ on x ∈
Ob(Hstr) is given by
P ([x, x]) ∼= ((((x1 ⊗ x1)⊗ (x2 ⊗ x2))⊗ . . . )⊗ (xn ⊗ xn))⊗ I
((µ1⊗µ2)⊗···⊗µn)⊗idI
−−−−−−−−−−−−−−→ P (x).
As the coherence maps are natural, each special commutative Frobenius monoid axiom
for this data on [x1, . . . , xn] reduces to a list of the corresponding axioms for the objects
xi in H. Similarly, the coherence axioms and naturality of the coherence maps imply
the Frobenius structure on the monoidal product of objects is given by the Frobenius
structures on the factors in the required way.
Thus we have upgradedHstr to a hypergraph category. Moreover, this construction
is 2-functorial; all that needs to be checked is that the usual strictification of a hypergraph
functor H → H′ preserves the hypergraph structure onHstr and H
′
str as defined above,
which is easy to see. Thus we have a 2-functor
Str : Hyp → Hyp
OF
, (23)
and it remains to prove the equivalence ofH andHstr.
Mac Lane’s standard construction further gives strong symmetric monoidal functors
P : Hstr → H, extending themapP above, andS : H → Hstr sendingx ∈ H to the length-
1 list [x] ∈ Hstr, and P and S form an equivalence of symmetric monoidal categories.
Moreover, it is straightforward to check that P and S preserve the hypergraph struc-
ture defined above, and thus form an equivalence of hypergraph categories. The fact that
P preserves the hypergraph structure follows from the compatibility of the Frobeinus
structures with the monoidal product required in the definition of hypergraph category.
Note in particular thatHmust obey the unit coherence axiom (see Definition 2.12) in
order for the Frobenius structure on the monoidal unit∅ ofHstr to map to the Frobenius
structure on its image P (∅) = I ofH. By construction, the Frobenius structure on ∅ just
comprises identity maps ∅→ ∅; indeed, sinceHstr is strict, Proposition 2.18 shows this
is the only Frobenius structure it could have. The image of this Frobenius structure under
P is then defined by P ’s monoidal coherence maps, and these coherence maps define
precisely the canonical Frobenius structure on I detailed in Example 2.6.
4 Cospan-algebras and hypergraph categories are equivalent
In Theorem3.22 we showed that there is a 2-equivalence between the bicategoriesHyp and
Hyp
OF
. Our remaining goal is to show there is an equivalence between the (1-) categories
HypOF and Cospan-Alg. We will build this equivalence in parts.
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In Section 4.1 we produce a functor A− : HypOF(Λ) → Lax(CospanΛ,Set) natural in
Λ, and in Section 4.2 we produce a functor H− in the opposite direction. In Section 4.3
we prove that A− andH− are mutually inverse, giving an equivalence of categories
HypOF(Λ)
∼= Lax(CospanΛ,Set). (24)
These equivalences will again be natural in Λ ∈ SetList, so we will be able to gather them
together into a single equivalence,HypOF
∼= Cospan-Alg.
4.1 From hypergraph categories to cospan-algebras
Our aim in this subsection is to provide one half of the equivalence (24), converting any
hypergraph categoryH into a cospan-algebra AH. This is given by the following.
Proposition 4.1. For any Λ ∈ SetList, we can naturally construct a functor
A− : HypOF(Λ) → Lax(CospanΛ,Set).
This will be proved on page 29. First we prove two lemmas, which we use to define
A− on objects and on morphisms ofHypOF(Λ) respectively.
Lemma 4.2. Let H be an OF hypergraph category with Λ = Gens(H); by Corollary 3.15 we
have an identity-on-objects hypergraph functor Frob : CospanΛ → H. The set of maps out of the
monoidal unit I ∈ H defines a lax symmetric monoidal functor
AH : CospanΛ → Set
AH(−) := H
(
I,Frob(−)
)
(25)
Proof. The formula (25) makes sense not only for objects in CospanΛ but also for mor-
phisms, and it makes clear how to endow AH with a lax structure. Indeed, given a mor-
phism f : X → Y inCospanΛ, composingwithFrob(f) induces a functionH(I,Frob(X)) →
H(I,Frob(Y )), and this defines AH on morphisms. For the laxators, we need a func-
tion γ : {1} → AH(0) and a function γX,Y : AH(X) × AH(Y ) → AH(X ⊕ Y ) for any
X,Y ∈ CospanΛ. Since Frob is io (Corollary 3.15), we can define the functions γ and
γX,Y as follows:
{1}
idI−−→ H(I, I) = AH(∅), (26)
H(I,FrobX)×H(I,FrobY )
⊗
−→ H(I,FrobX ⊗ FrobY ) = AH(X ⊕ Y ).
It is easy to check that these satisfy the necessary coherence conditions.
We next want to define A− on morphisms, so suppose that H and H
′ are hyper-
graph categories. Morphisms between them in HypOF(Λ) are io hypergraph functors
F : H → H′, and morphisms between their images in Lax(CospanΛ,Set) are natural
transformations α : AH → AH′
CospanΛ Set.CosΛ
AH
A
H′
⇓α
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So given F , in order to define α := AF , we first note that F : H → H
′ induces a commu-
tative diagram of io hypergraph functors
CospanΛ
H H′.
Frob Frob′
F
(27)
Lemma 4.3. Let F : H → H′ be an io hypergraph functor between hypergraph categories over
Λ. For anyX ∈ CospanΛ, define αX : AH(X)→ AH′(X) as the composite
AH(X) := H(I,Frob(X))
F
−−→ H′(FI, F ◦ Frob(X)) = H′(I,Frob′(X)) =: AH′(X). (28)
This defines a natural transformation α : H → H′.
Proof. The naturality and monoidality of α, i.e. the commutativity of the following dia-
grams for anyX,Y and f : X → Y in CospanΛ
AH(X) AH′(X)
AH(Y ) AH′(X)
AH(f)
αX
AH(f)
αY
{1}
AH(∅) AH′(∅)
γ γ′
α∅
AH(X)× AH(Y ) AH(X ⊕ Y )
AH′(X)× AH′(Y ) AH′(X ⊕ Y )
αX×αY
γX,Y
αX⊕Y
γ′X,Y
arise from the functoriality and strong monoidality of F .
Proof of Proposition 4.1. Choose any setΛ.4 We defineA− on objects by Lemma 4.2 and on
morphisms by Lemma 4.3. It remains to check this is functorial, and that it is natural as
Λ varies in SetList.
If F = idH is the identity then each componentαX = AF (X) defined in Eq. (28) is also
the identity. Similarly, given two composable io hypergraph functors H
F
−→ H′
F ′
−→ H′′,
the associated commutative diagrams Eq. (27) compose, and again by Eq. (28), we have
AF (X) # AF ′(X) = AF #F ′(X) for anyX ∈ CospanΛ.
We now show that the above is natural in Λ ∈ SetList. Let f : Λ → List(Λ
′) be a
function; we want to show that the following square commutes:
HypOF(Λ′) Lax(CospanΛ′ ,Set)
HypOF(Λ) Lax(CospanΛ,Set)
A−
HypOF(f) Cospanf
A−
(29)
That is, for any H′ ∈ HypOF(Λ′), we want to show Cospanf # AH′ = AHypOF(f)(H′) as
functors CospanΛ → Set. Recalling from Eq. (25) the definition AH = Frob # H(I,−),
4To be more precise we might use Λ to annotate the functor A− as A
Λ
−, but we leave off the superscript
for typographical reasons.
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this is simply the commutativity of the diagram
CospanΛ CospanΛ′
HypOF(f)(H
′) H′
Set
Cospanf
Frob Frob′
F
HypOF(f)(H
′)(I,−) H
′(I,−)
which commutes by Eq. (21) and the fact that F is a fully faithful hypergraph functor.
Remark 4.4. An analogous construction can be used to obtain a cospan-algebra from
any hypergraph category H, even if it is not objectwise-free. Rather than use the
counit map FrobH : CospanGens(H) → H from Corollary 3.15, we use the counit map
Frob′H : CospanOb(H) → H from Theorem 3.14. Then in place of the lax monoidal functor
H(I,FrobH(−)) from Eq. (25), one defines a lax monoidal functor CospanOb(H) → Set
byH(I,Frob′H(−)).
Althoughwe will not give full details here, it is easy to show this construction extends
to a functorHyp −→ Cospan-Alg.
To conclude this subsection, we use the functor A− to construct the initial cospan-
algebra over Λ; this will be useful in what follows. Recall from Corollary 3.15 that
CospanΛ is the free hypergraph category over Λ.
Remark 4.5. Applying the functor A− from Proposition 4.1 to the hypergraph category
CospanΛ yields PartΛ from Example 2.3:
ACospanΛ = PartΛ.
Indeed, Proposition 3.16 says that themap FrobCospanΛ used in Eq. (25) to defineACospanΛ
is in fact the identity. Thus ACospanΛ(X) = CospanΛ(∅,X), which is exactly PartΛ(X).
We often denote PartΛ simply by Part if Λ is clear from context.
Proposition 4.6. Part : CospanΛ → Set is the initial cospan-algebra over Λ.
Proof. Let (A, γ) : CospanΛ → Set be a cospan-algebra over Λ. We need to show there is
a unique monoidal natural transformation α : Part → A. Given X ∈ CospanΛ, define
αX : Part(X) = CospanΛ(∅,X) −→ A(X);
f 7−→
(
1
γ
−→ A∅
Af
−−→ AX
)
. (30)
This is natural because A is a functor: A(g)(A(f)(γ)) = A(f # g)(γ). To prove that α is
monoidal, we must show that for any f : ∅→ X and g : ∅→ Y in CospanΛ:
1 A(∅) A(∅)×A(∅) A(X)×A(Y )
A(∅) A(∅⊗∅) A(X ⊗ Y )
γ
γ
∆ A(f)×A(g)
γ∅,∅ γX,Y
A(λ−1) A(f⊗g)
30
where ∆ is the diagonal map. This follows from the monoidality of A and the fact that
∆ = λ−1 : 1→ 1× 1.
Finally, wemust show that the definition ofα in Eq. (30) is the only possible one. To see
this, first note that by Eq. (26), the laxator γPart : 1 → Part(∅) sends 1 7→ id∅. Then since
α is assumed to be a monoidal natural transformation, the following diagram commutes
for anyX ∈ CospanΛ:
1
Part(∅) Part(X)
A(∅) A(X)
f
γPart
γ
Part(f)
α∅ αX
A(f)
and this forces αX(f) = γ # A(f) as in Eq. (30).
4.2 From cospan-algebras to hypergraph categories
Our aim in this subsection is to provide the other half of the equivalence (24), converting
any cospan-algebraA into a hypergraph categoryHA. The aim of this subsection is detail
the following construction.
Proposition 4.7. For any Λ ∈ SetList, we can naturally construct a functor
H− : Lax(CospanΛ,Set)→ HypOF(Λ).
This will be proved on page 33. As in the previous subsection, we first prove two
lemmas that we will use to define this functor on objects (Lemma 4.8) and then on
morphisms (Lemma 4.9). We will then again conclude the subsection with some obser-
vations on what this implies about the interaction between cospans and composition in
hypergraph categories.
Given a cospan-algebra (A, γ), we construct a hypergraph category HA with objects
and Frobenius structure coming fromCospanΛ, and the homsets coming from the image
of objects under A.
Lemma 4.8. Let A : CospanΛ → Set be a lax monoidal functor. We may define a strict
hypergraph category HA ∈ HypOF(Λ) with:
• objects given by lists in Λ,
• morphisms X → Y given by the set A(X ⊕ Y ),
• monoidal structure arising from the monoidal structure on A, and
• composition, identity, and hypergraph structure arising from the images of a certain cospans
under A.
Proof. We first detail the structure of HA, outlined above. For this we will need to give
explicit names to the laxator maps, say γ : {1} → A(∅) and γX,Y : A(X) × A(Y ) →
A(X ⊕ Y ) for anyX,Y ∈ CospanΛ.
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We define Ob(HA) := List(Λ) and for any listsX,Y in Λ, we define the homset
HA(X,Y ) := A(X ⊕ Y ). (31)
The monoidal unit is the empty list ∅, the monoidal product on objects is given by
concatenation of lists. The monoidal product on morphisms is given by the lax structure
on A:
A(W ⊕X)×A(Y ⊕Z)
γW⊕X,Y⊕Z
−−−−−−−→ A(W⊕X⊕Y ⊕Z)
A(idW ⊕σX,Y ⊕idZ)
−−−−−−−−−−−−→ A(W ⊕Y ⊕X⊕Z).
This is strict, so we need not define unitors and associators.
The structuremaps inHA—the composition, identity, braiding, and Frobeniusmaps—
are constructed using the image under A of particular cospans, as we now explain.
Let Λ be a set, and X,Y,Z ∈ Λ, and recall the morphism compYX,Z from Example 3.5.
We define compositionHA(X,Y )×HA(Y,Z)→ HA(X,Z) by the formula
A(X ⊕ Y )×A(Y ⊕ Z)
γX⊕Y,Y⊕Z
−−−−−−−→ A(X ⊕ Y ⊕ Y ⊕ Z)
A(compYX,Z)
−−−−−−−→ A(X ⊕ Z). (32)
All of the remaining structure maps inHA arise in similar ways, from cospans of the
form s : ∅ → X ⊕ Y , where X and Y are the domain and codomain of the map being
constructed. Indeed, given such an s, the composite {1}
γ
−→ A(∅)
A(s)
−−−→ A(X ⊕ Y ) gives
an element of A(X ⊕ Y ) = HA(X,Y ). The six required cospans s are given as follows:5
identity braiding (co)multiplication (co)unit
(33)
It remains to check the above data obeys the hypergraph category axioms, but this
follows from routine calculation. In particular, the associativity, identity, symmetric, and
hypergraph laws reduce to facts about the composition operation in CospanΛ (this is
easy to prove; see Example 2.8 for intuition) althoughwemust also use the naturality of γ
and the functoriality of A to make this reduction. The interchange law additionally uses
the fact that A is a symmetric monoidal functor.
AmorphismA→ B of lax monoidal functorsCospanΛ → Set consists of a collection
of functions αX : A(X) → B(X), one for each X ∈ List(Λ). Thus by Eq. (31), αX⊕Y
provides a map HA(X,Y ) → HB(X,Y ) for all X,Y ∈ Ob(HA) = Ob(HB). This is
exactly the data of an io hypergraph functor Fα : HA → HB , though it remains to check
that Fα is well-defined; we do that next.
Lemma 4.9. Let α : A → B be a morphism of cospan-algebras. Setting Fα(f) := α(f) for each
f ∈ HA(X,Y ) defines an io hypergraph functor Fα : HA → HB .
5As in Eq. (33), the wiring diagram for a cospan of the form ∅→ X ⊕ Y will have no interior cells, and
the ports of the exterior cell are partitioned into two disjoint sets.
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Proof. The relevant axioms are routine consequences of the fact that α is a monoidal
natural transformation. For example, Fα preserves composition when the following
diagram commutes:
A(X ⊕ Y )×A(Y ⊕ Z) A(X ⊕ Y ⊕ Y ⊕ Z) A(X ⊕ Z)
B(X ⊕ Y )×B(Y ⊕ Z) B(X ⊕ Y ⊕ Y ⊕ Z) B(X ⊕ Z)
γA
α×α
Ac
α α
γB Bc
where c is the cospan defining composition (see (32)). This is always true: the first square
is the monoidality of α, and the second is the naturality of α with respect to c. Similarly,
Fα preserves identities and all hypergraph structure as by the unit monoidality law for α
and by the naturality of α with respect to the cospans that define the identity, braiding
and Frobenius maps.
Note that also thatFα strictmonoidal: HA andHB have the same objects andmonoidal
product on objects, and Fα is identity on objects.
Proof of Proposition 4.7. Choose any set Λ. For any lax monoidal functor A : CospanΛ →
Set, Lemma 4.8 produces a hypergraph categoryHA ∈HypOF(Λ), and for any morphism
α : A → B, Lemma 4.9 produces a hypergraph functor between them. Functoriality is
straightforward: given composable cospan-algebra morphisms α and β, (Fα # Fβ)(−) =
β(α(−)) = Fα#β(−).
Now suppose that f : Λ → Λ′ is a morphism in SetList. For naturality, we need
to check the commutativity of a diagram much like Eq. (29), which comes down to
checking that H(Cospanf #A′) = HypOF(f)HA′ holds for any A
′ : CospanΛ′ → Set. While
an equality of categories may seem strange, these two categories are defined to have the
same objects—namely both are Ob(CospanΛ)—as well as the same morphisms. Indeed,
by the definition ofHypOF in Eqs. (19) and (21), the definition ofH− in Eq. (31), and the
fact that Frob is io, we have
H(Cospanf #A
′)(X,Y ) := A
′(Cospanf (X) ⊕Cospanf (Y )) =: HypOF(f)HA′(X,Y )
for anyX,Y ∈ CospanΛ. This completes the proof.
Remark 4.10. The main difference in perspective between hypergraph categories and
cospan-algebras is that the structure of hypergraph categories involves both operations
and specialmorphisms,whereas the structure of cospan-algebras involves just operations.
Indeed, a hypergraphcategoryH ∈HypOF(Λ) has the 2-ary operations of composition and
monoidal product, as well as the identity morphism idX and four Frobenius morphisms
µX , ηX , δX , ǫX for everyX ∈ H. We saw in Eqs. (32) and (33) that both the operations and
the special morphisms can be encoded in various cospans—morphisms in CospanΛ—
and that a cospan-algebra A turns them all into operations.
We can now put several different ideas together. Recall the initial cospan-algebra
Part : CospanΛ → Set from Proposition 4.6 and the name bĳection ·̂ : H(X,Y ) →
H(∅,X ⊕ Y ) from Proposition 3.2. The above construction (Lemma 4.8) constructs
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from the initial cospan-algebra over Λ a hypergraph categoryHPart over Λ, which comes
equippedwith the universal map Frob : CospanΛ → HPart that selects its Frobenius mor-
phisms. The following proposition tells us these Frobenius morphisms are simply the
names of the corresponding cospans.
Lemma 4.11. Let Part be the initial cospan-algebra, let HPart be the corresponding hypergraph
category, and let Frob : CospanΛ → HPart be the universal map. Then for any f : X → Y in
CospanΛ, we have Frob(f) = f̂ .
Proof. Note that by definitionwe haveHPart(X,Y ) = Part(X ∗Y ) = CospanΛ(∅,X⊕Y ),
so the above identity is well typed. Since CospanΛ is the coproduct of Λ-many copies of
Cospan, and since Cospan is generated by the Frobenius generators (Lemma 3.6) it is
enough to check that these two maps Frob and ·̂ agree on the Frobenius generators. This
is true by construction as detailed in Eq. (33) of Lemma 4.8.
Corollary 4.12. Let A : CospanΛ → Set be a cospan-algebra, let c : X → Y be a cospan, and
consider the counit map FrobA : CospanΛ → HA from Corollary 3.15. Then
FrobA(c) = A( ĉ )(γ).
Proof. Let Part : CospanΛ → Set be the initial cospan-algebra, let α! : Part → A be the
unique map, and let F! : HPart → HA be the associated io hypergraph functor given by
Lemma 4.9. By naturality of the counit Frob, we have FrobA = FrobPart # F!.
Take any c : X → Y in CospanΛ. By Lemma 4.11, FrobPart(c) = ĉ , and by defi-
nition of F! we have FrobA(c) = F!(FrobPart(c)) = α!( ĉ ). The result then follows from
Proposition 4.6, specifically Eq. (30), which says α!( ĉ ) = A( ĉ )(γ).
4.3 The equivalence between OF-hypergraph categories and
cospan-algebras
We are now ready to prove the equivalence.
Theorem 4.13. The functors from Propositions 4.1 and 4.7 define an equivalence of categories:
HypOF(Λ) Lax(CospanΛ,Set).
A−
H−
Moreover, this equivalence is natural in Λ ∈ SetList.
Proof. Choose a set Λ. We shall show that HA− is naturally isomorphic to the iden-
tity functor on HypOF(Λ), and that AH− is in fact equal to the identity functor on
Lax(CospanΛ,Set). We will then be done because both H− and A− were shown to
be natural in Λ ∈ SetList.
Let’s first consider the case of HA− . The hypergraph category HAH has the same
objects asH andhas homsetsHAH(X,Y ) = H(I,X⊕Y ). Define an iohypergraph functor
νH : H → HAH by sending f ∈ H(X,Y ) to its name νH(f) := f̂ , as in Proposition 3.2.
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This map νH is a well-defined functor due to the compact closure axioms. Indeed, let
f : X → Y and g : Y → Z be morphisms inH. By Eq. (32), the composite of names f̂ # ĝ
and the name of the composite are equal inHAH , by Proposition 3.3.
Preservation of the hypergraph structure follows from the Frobenius axioms. For
example, given the multiplication µX on some object X in H, its image under ν is given
by
µ X ⊕X
X
= =
which is exactly the morphism specified by the cospan ∅ → X ⊕ X ⊕ X in HAH ; see
Eq. (33).
We thus see that νH defines an identity-on-objects hypergraph functor. Moreover,
compact closure (Proposition 3.1) implies ν is fully faithful, and hence νH has an inverse
hypergraph functor. We must check these functors νH are natural in H, i.e. that for any
hypergraph functor F : H → H′ the following naturality square commutes:
H HAH
H′ HA
H′
νH
F HAF
ν
H′
This is so because all the maps in the square are io and for any morphism f ∈ Hwe have
F̂ (f) = F ( f̂ ). Thus ν : idHypOF(Λ) → HA− is a natural isomorphism, as desired.
Next we consider the case of AH− ; we want to show that for any cospan-algebra A,
there is an equality AHA = A of lax symmetric monoidal functors CospanΛ → Set.
On the objects of CospanΛ this is straightforward: the cospan-algebra AHA maps an
object X ∈ CospanΛ to HA(∅,X) = A(X), so by definition AHA(X) = A(X). For
morphisms, let c : X → Y be a cospan over Λ. Then AHA(c) is the function A(X) =
HA(∅,X) → HA(∅, Y ) = A(Y ) given by composition with Frob(c) ∈ HA(X,Y ), where
Frob : CospanΛ → HA is the functor from Corollary 3.15. By Corollary 4.12, however,
Frob(c) = A(cˆ)(γ). By definition of composition in HA (32) and Proposition 3.4, this
implies that AHA(c) is exactly the function A(c). Thus AH− is identity-on-objects.
Next, we consider the action of AH− on morphisms. Suppose that α : A → B is a
morphism of cospan-algebras, i.e. a monoidal natural transformation. We shall show
that AHα = α. Indeed, Hα : HA → HB maps each f ∈ HA(∅,X) to αX(f), and hence
AHα(X) : A(X) → B(X)maps each f ∈ A(X) = HA(∅,X) to α(f) ∈ B(X) = HB(∅,X).
This is what we wanted to show.
We have shown AH− = idLax(CospanΛ,Set), completing the proof.
Example 4.14. Recall the hypergraph category LinRel with the addition Frobenius struc-
ture given in Example 2.11, where for example the linear relation corresponding to µ is
{(a, b, c) | a + b = c} ⊆ R3. We shall construct LinRel′ := HALinRel , and observe that
it is hypergraph equivalent to LinRel. However, one may notice that the definition of
µ is not symmetric with respect to a, b, c, e.g. in contrast with what one might call the
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symmetric version, {(a, b, c) | a + b + c = 0}. Since cospan-algebras have no notion of
domain and codomain, we will see that the isomorphism ν : LinRel → LinRel′ must
rectify the asymmetry with a minus-sign.
By Eq. (26), the lax symmetric monoidal functor ALinRel : Cospan → Set sends each
natural numbern toLinRel(R0,Rn), whichwe identifywith the set of linear subspaces of
Rn, and it sends each cospanm→ n to the unique corresponding linear relationRm → Rn
defined by the Frobenius maps.
At first blush, the homsets LinRel′(m,n) appear to be the same as those of LinRel,
but this is not quite so:
LinRel(m,n) = {R ⊆ Rm ⊕ Rn} whereas LinRel′(m,n) = {R ⊆ Rm+n}.
These are certainly isomorphic, but in more than one way. The particular isomorphism
ν constructed in Theorem 4.13 is given by sending R to its name ν(R) = R̂ , which itself
arises via the Frobenius structures in LinRel; see Section 3.1. Unwinding the definitions,
we have
ν(R) = {(a, b) ∈ Rm+n | ∃(a′ ∈ Rm). a+ a′ = 0 ∧ (a′, b) ∈ R}
= {(a, b) ∈ Rm+n | (−a, b) ∈ R}.
Remark 4.15. The isomorphismbetween the categories of cospan-algebras andhypergraph
categories is a special case of the fact that there exists an isomorphism
Hypio
H/
∼= Lax(H,Set).
between the category Lax(H,Set) of lax symmetric monoidal functors H → Set, and
the coslice category Hypio
H/ over H of hypergraph categories and identity-on-objects
hypergraph functors between them. Abovewehave just takenH to be the free hypergraph
categoryCospanΛ over Λ. Nonetheless, the proof above generalizes to the case whereH
is any hypergraph category.
We can now easily prove the main theorem.
Theorem 4.16. We have an equivalence of categories
HypOF
∼= Cospan-Alg.
Proof. Theorem 4.13 provides an equivalence HypOF(Λ)
∼= Lax(CospanΛ,Set), natural
in Λ ∈ SetList. Since the Grothendieck construction is functorial, the middle map below
is also an equivalence
HypOF
∼=
Λ∈SetList∫
HypOF(Λ)
∼=
Λ∈SetList∫
Lax(CospanΛ,Set)
∼= Cospan-Alg.
and the first and third equivalence follow from Corollary 3.21 and Proposition 2.4.
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