Introduction
It is widely recognized that empirical modeling is prone to overÞtting. In particular, various forms of data mining may lead a researcher to falsely conclude that some variable x has explanatory power for another variable y.
1 As discussed by Lovell (1983) and Hoover and Perez (1999) , the data mining may take the form of a search across candidate models for y. For example, a researcher might search across 10 different x variables to Þnd the one that has the most explanatory power for y. The data mining may also more generally reßect the results of a profession-wide search that has affected the set of candidate variables, a possibility noted by West (1996) and considered in some detail by Denton (1985) .
In the hope of reducing the probability of overÞtting, many researchers examine out-of-sample forecasts for evidence of predictive power. In the simplest case, if in-sample evidence suggests some
x has explanatory power for y, a researcher may construct competing forecasts of y, using one model of y that includes x and another that does not. If x truly has explanatory power for y, forecasts from the model including x should be superior. Accordingly, Ashley, Granger, and Schmalensee (1980) advocate using out-of-sample forecast comparisons to test Granger causality. In practice, using forecast comparisons to determine whether one variable has explanatory power for another has been common since at least the inßuential work of Rogoff (1983, 1988) .
Although out-of-sample forecast comparisons are widely used, little is known about their effectiveness in preventing overÞtting. The extant research on forecasts from nested models has generally focused on a framework in which two pre-speciÞed models are simply compared.
2 In this setting, McCracken (1999) and Clark and McCracken (2000) derive the asymptotic distributions of some basic tests of equal forecast accuracy and forecast encompassing, respectively. Monte 1 While the term "data mining" in this paper simply refers to searching across candidate models contained within some general speciÞcation, Hand (1999) stresses that there are many other forms of data mining. 2 Although there is now a large literature on the asymptotic and Þnite-sample properties of equal accuracy and encompassing tests, much of it is focused on non-nested models. The forecasts considered in this paper, however, are from nested models. As noted by McCracken (1999) and Clark and McCracken (2000) , for most standard tests whether the models are nested signiÞcantly affects the asymptotic distribution.
Carlo simulations in Clark and
McCracken show that, in an environment without data mining, the tests considered have good size and power properties. In the same setting, Chao, Corradi, and Swanson (2000) develop an encompassing-type out-of-sample test of causality that has a standard distribution, and show the test also has reasonable Þnite-sample size and power properties. The results of McCracken (2000) suggest the effectiveness of post-sample tests in these previous studies may carry over to environments with data mining. McCracken establishes conditions under which some simple forms of out-of-sample inference are free from data mining-induced biases, and then shows that, with data mining, an out-of-sample ARCH test has better Þnite-sample size and power properties than the standard in-sample test.
3 Accordingly, this paper examines the effectiveness of out-of-sample forecast comparisons in preventing data mining-induced overÞtting in Þnite samples. The basic results are drawn from simulations of a simple Monte Carlo design and a real data-based design similar to those in Lovell (1983) and Hoover and Perez (1999) . In each simulation draw, a simple general-to-speciÞc modeling procedure is used to arrive at a model. If that selected speciÞcation includes any of the candidate explanatory variables x, forecasts from the model are compared to forecasts from a benchmark model that is restricted to exclude all x variables. In particular, the forecasts are tested for equal MSE and encompassing. This paper presents simulation evidence on the frequency with which, in Þnite samples, the tests correctly indicate the selected x variables have no predictive power (evidence on "size"), as well as on the frequency with which the tests correctly determine that some x variables have explanatory power (evidence on "power").
The simulation results show that out-of-sample forecast comparisons can help avoid overÞt-ting. Most of the post-sample tests -which are only conducted if the model selection procedure
indicates some x variables have explanatory power -are roughly correctly sized in both of the simulation designs considered in this paper. To be useful, though, the forecast comparisons must be made in the way recommended by Ashley, Granger, and Schmalensee (1980) . In particular, the available data should be divided into in-sample and out-of-sample portions, and just the in-sample portion should be used in the speciÞcation search. The approach used by many researchers, in which all of the data are Þrst used in some form of model determination and then an in-sample portion is used to reestimate the chosen models and generate out-of-sample forecasts, is of relatively little help in preventing overÞtting. 4 Finally, the simulations in this paper show that the powers of the post-sample forecast tests follow a simple ranking. Overall, power appears to be relatively good.
To provide further evidence on the effectiveness of out-of-sample forecast comparisons in the presence of data mining, the paper concludes with an application -developing a simple model for quarterly U.S. inßation. A general-to-speciÞc search procedure yields a model relating consumer price inßation to lags of inßation, energy and import price inßation, and the rate of capacity utilization. Tests of equal forecast accuracy and encompassing based on out-of-sample projections for 1990:Q1 through 1999:Q4 indicate energy and import price inßation and capacity utilization have signiÞcant predictive power.
While this study focuses on the out-of-sample forecast comparisons that have become commonplace, there are of course other potentially effective strategies for avoiding data mining-induced overÞtting. 5 One related strategy, developed by White (2000) , is to form post-sample forecast statistics for all models under consideration (not just the best in-sample model and a benchmark model) and then bootstrap p-values. Another strategy is to try to adjust the critical values used in model evaluation. Suppose, for example, that a researcher intends to search across N different x variables to Þnd the best model for y as a function of a single x, and wants the test to have size 4 Recent examples of studies using all data to select a model and then examining out-of-sample forecasts for a portion of the dataset include Amano and van Norden (1995) , Chinn and Meese (1995) , Evans and Lyons (1999) , and Lettau and Ludvigson (2000) .
of α percent. Lovell (1983) suggests a reasonable t-statistic to use in gauging the signiÞcance of any single x variable is the standard normal critical value for α/N percent. 6 Yet another strategy, advocated by Hansen (1999) , is to use a consistent information criterion with a penalty for additional parameters big enough to eliminate overÞtting. Admittedly, some researchers may prefer these kinds of alternatives to the post-sample forecast strategy. This study does not deny the usefulness of these other strategies; it simply focuses on the commonly used approach of comparing post-sample forecasts from the selected model to those from a benchmark model.
Data mining and forecast evaluation frameworks

Data mining framework
In practice, developing a model for a predictand y may involve several different forms of data mining. Some researchers start with a general model, including a variety of explanatory variables, and then sequentially drop variables to arrive at some best speciÞcation. The so-called LSE methodology described in, among others, Hendry (1995) and Mizon (1995) reÞnes and extends this practice, subjecting each model speciÞcation to not only tests of the signiÞcance of individual variables but also tests of heteroskedasticity, stability, normality, etc. 7 Others, including Granger, King, and White (1995) and Hansen (1999) , advocate using an information criterion such as the BIC to determine which of all candidate models is best. 8 Alternatively, researchers such as Ashley, Granger, and Schmalensee (1980) begin by estimating a general model and then drop, as a block, all variables with insigniÞcant t-statistics. Still other researchers focus on Þnding a single variable x with explanatory power for y and search across a set of candidate x variables. Finally, apart from any data mining conducted in the course of a single study, the model speciÞcation adopted by a 6 In this study's simulations, the Lovell (1983) rule of thumb proves effective for eliminating overÞtting, consistently yielding empirical size of roughly α. But only an occasional study, such as Baba, Hendry, and Starr (1992) , adjusts critical values as suggested by Lovell. In practice researchers typically just base results on 5 or 10 percent critical values, even though some sort of speciÞcation search has been conducted. 7 Hendry and Krolzig (1999) and Krolzig and Hendry (2000) suggest reÞnements of LSE methodology, such as using more stringent critical values, designed to reduce the probability of overÞtting. 8 In addition, studies such as George and McCullough (1993) have developed Bayesian methods for model selection.
particular researcher may reßect the results of a profession-wide search.
The results presented below focus on a single form of data mining -a simple general-tospeciÞc modeling procedure. This procedure begins with estimating a general model, regressing y on a total of K different x variables. The x variable with the smallest insigniÞcant t-statistic is then dropped, and the model is reestimated. Variables are dropped one-by-one, based on the ordering of t-statistics, until all variables remaining in the model are signiÞcant. This generalto-speciÞc procedure, which amounts to the stepwise regression described in Theil (1971) , is a simpliÞed version of the algorithm used in Hoover and Perez (1999) . The more involved Hoover and Perez algorithm and the reÞnements developed in Hendry and Krolzig (1999) and Krolzig and Hendry (2000) are designed to address the ability of LSE methodology to arrive at a correct model.
The simpler algorithm used here is designed to reßect the less sophisticated model search commonly conducted in practice.
While not presented in the interest in brevity, Monte Carlo results for several other model selection approaches are similar to the general-to-speciÞc results reported below. SpeciÞcally, broadly similar results are obtained for algorithms that consist of: (1) searching across all possible combinations of variables to Þnd the model that minimizes the BIC; (2) estimating a general model and then dropping, as a block, all variables with insigniÞcant t-statistics; and (3) searching to Þnd the single x with the greatest explanatory power for y. 
Forecast evaluation framework
Following McCracken (1999) and Clark and McCracken (2000) , suppose a sample of observa-
t=1 that includes a scalar random variable y t to be predicted and a
The sample is divided into in-sample and out-of-sample portions. Abstracting from the initial observations necessitated by the lags included in the esti-9 Admittedly, the probability of in-sample overÞtting is lower for model selection based on the BIC than for the other approaches. But, consistent with the results in Hansen (1999) , in small samples even the BIC has a considerable probability of overÞtting.
mated models, the in-sample observations span 1 to R. Letting P denote the number of 1-step ahead predictions, the out-of-sample observations span R + 1 through R + P .
Forecasts of y t , t = R + 1, . . . , R + P , are generated using two linear models of the form focuses on 1-step ahead forecasts because, as noted by McCracken (1999) and Clark and McCracken (2000) , for multi-step forecasts, the asymptotic distributions of the forecast tests generally depend on the parameters of the data-generating process.
Forecasts from models 0 and 1 are compared using the following four tests: (1) the F -type test of equal MSE developed by McCracken (1999) , denoted MSE-F; (2) the regression-based t-test for equal MSE proposed by Granger and Newbold (1977) , labeled MSE-REG; (3) the ENC-NEW encompassing test developed by Clark and McCracken (2000) ; and (4) the regression-based ttest for encompassing proposed by Ericsson (1992) , denoted ENC-REG. 10 The appendix provides detail on the computation of each statistic. Under the null that the restrictions imposed in model 10 Clark and McCracken (2000) Þnd the regression-based tests for equal MSE and encompassing perform slightly better than the analogous GMM-based t-tests proposed by Diebold and Mariano (1995) and Harvey, Leybourne, and Newbold (1998) , respectively. In addition, simulations using Clark and McCracken's DGP-I indicate the Þnite-sample powers of the tests considered in this paper generally exceed the power of the out-of-sample test of causality developed by Chao, Corradi, and Swanson (2000) . Clark and McCracken (2000) .
Simulation design
This study uses simulations to Þrst evaluate the "size" performance of the model search procedure and out-of-sample forecast comparisons. In the size analysis, in truth the x regressands considered have no predictive power for the dependent variable. Each simulated data set is subjected to the general-to-speciÞc search procedure, and in the event the data mining yields a model with at least one signiÞcant x regressand, out-of-sample forecasts from the selected model are compared to forecasts from a restricted model that corresponds to the true data-generating model.
In this analysis, "size" measures the frequency with which the tests indicate some x variables have predictive power for the dependent variable, when there are no x variables in the DGP.
Simulations are then used to evaluate the "power" performance of the model search and outof-sample forecast comparisons. In this analysis, in truth some x regressands have explanatory power for the dependent variable. Again, each simulated data set is subjected to a general-tospeciÞc model search, and in the event the search yields a model including the x regressands that appear in the DGP, out-of-sample forecasts from the selected model are compared to forecasts from a restricted model. "Power" corresponds to the frequency with which the tests Þnd that the x variables included in the DGP have predictive power. This study relies on two different simulation approaches -simple Monte Carlo experiments and an alternative simulation framework patterned on those of Lovell (1983) and Hoover and Perez (1999) . This section describes these approaches in turn.
Monte Carlo simulations
The DGP used in the Monte Carlo analysis takes the form
where K is the number of candidate explanatory variables (x) for y, and the error terms are all independently and identically distributed standard normal variables. In the size results, the coefficient b is set to 0. In the power results, in the interest of brevity b is set at just 0.2. Power results for other coefficient values and for DGPs incorporating two rather than just one x variable are qualitatively similar to those reported. In each Monte Carlo simulation, an initial observation is drawn from the unconditional normal distribution implied by the model parameterization and then R + P observations are constructed using the autoregressive model structure and draws of the error terms from the standard normal distribution.
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In each simulation draw, the general-to-speciÞc model selection procedure begins with an estimate of the regression
This basic speciÞcation is designed with 1-step ahead prediction in mind. 12 As described in section 2, individual x variables are dropped sequentially until all remaining have signiÞcant t-statistics (a constant and one lag of y are always included in the estimated equation). The number of x variables considered, K, takes on a range of values: 3, 5, 10, and 20. In the reported results, models are selected using the signiÞcance levels most common in practice, 10% and 5%.
If one or more x variables remain in the model selected by the general-to-speciÞc algorithm, out-of-sample forecasts of y are generated from the selected model (in section 2's notation, model 1) using the last P observations of the sample. These forecasts are compared to predictions from an estimate of the restricted model (in section 2's notation, model 0)
In the size experiments, the restrictions that model 0 imposes on model 1 are correct. In the power results, in which the coefficient b in (1) is non-zero, the restrictions are not true.
In the size results presented below, the model speciÞcation search is conducted using two different sample periods. The main set of results is generated by using just the Þrst R observations in the model speciÞcation search, following the recommendation of Ashley, Granger, and Schmalensee (1980) . Another set of results is generated by using all R+P observations in the model speciÞcation search, following common practice. In this case, generating forecasts requires reestimating the forecasting models with just the Þrst R observations and then iterating forward.
Results are reported for selected, empirically relevant combinations of P and R: R = 100
with P = 20, 40, and 100; and R = 200 with P = 20, 40, and 200.
LHP simulations
Additional evidence on whether post-sample forecast tests can help prevent data mininginduced overÞtting is generated using an alternative simulation framework patterned on those of Lovell (1983) and Hoover and Perez (1999) . In this framework, a general-to-speciÞc model search is applied to an artiÞcial dependent variable and a set of candidate regressands that are standard, quarterly macroeconomic data series. The artiÞcial dependent variable y is generated using three different DGPs:
y t =.267y t−1 + .263∆ ln P CE t−1 + 3.375u t (5)
where u t is a standard normal random variate, PCE denotes real personal consumption expenditures, and DJIA denotes the Dow Jones Industrial Average index deßated by the chain price index for GDP. The DGP (4) is drawn from an AR(1) estimated for quarterly GDP growth from 1959:3 to 2000:1. The DGPs (5) and (6) are drawn from regressions of GDP growth on lagged growth in GDP, consumption spending, and the DJIA, with the restriction that the coefficient on lagged GDP growth remain the same as in (4).
where, in this case, the x variables are the standard, quarterly macroeconomic data series listed in Table 1 . These variables are the same as those considered by Hoover and Perez (1999) and essentially the same as those considered by Lovell (1983). As described above, the individual x variables are dropped sequentially until all remaining are statistically signiÞcant (a constant and one lag of y are always included in the estimated equation).
In this analysis, the data are again divided into in-sample and out-of-sample portions, using just the in-sample portion for model selection and reserving the out-of-sample portion for forecast evaluation. With the macroeconomic data series available from 1959:3 through 2000:1 (after differencing), R and P are set to 135 and 27, respectively. Accordingly, in the model selection procedure applied in each simulation, the sample period of the dependent variable spans 1959:4 through 1993:2. If one or more x variables remain in the model selected by the general-to-speciÞc algorithm, forecasts are generated for 1993:3 through 2000:1. This sample split produces a ratio P/R for which McCracken (1999) and Clark and McCracken (2000) provide asymptotic critical values for the forecast test statistics considered.
In the "size" analysis, the DGP is model (4), and forecasts from the model determined by the general-to-speciÞc search (model 1) are compared to predictions from an estimate of the restricted speciÞcation (model 0)
As described above, the comparison takes the form of testing whether forecasts from (8) have the same MSE as predictions from the general-to-speciÞc-determined model and whether forecasts from (8) encompass predictions from the more general model. In the "power" analysis, the DGP is either model (5) or (6). In simulation draws in which the selected model includes some x variables,
forecasts from the selected model are compared to projections from an estimate of the restricted model (8).
Results
Three key size results emerge from the Monte Carlo and LHP simulations.
Size
Size result 1. The Monte Carlo results in Table 2 conÞrm that data mining in the form of the model selection procedure used in this paper generally leads to overÞtting. Consider, for example, the case in which the number of regressands included in the search (K) equals 10, and the 10% signiÞcance level is used in determining whether a variable belongs in the model. In these experiments, the search procedure yields an overÞt model -a model including some x variables even though the DGP does not -in nearly 70% of the simulations (see the in-sample row of the third panel). As would be expected, for a given signiÞcance level, overÞtting becomes more likely as the number of variables included in the search increases. When K rises to 20, empirical size rises to roughly 90% (see the in-sample row of the fourth panel). As would also be expected, for a given K, lowering the signiÞcance level used in model selection to 5% reduces the probability of overÞtting.
The LHP simulation results in Table 3 provide further evidence that searches across real macroeconomic data sets are likely to yield overÞt models. In these simulations, when a 10% signiÞcance level is used in model selection, the general-to-speciÞc search yields an overÞt model in 87.3% of the simulations. Although using a more stringent 5% signiÞcance level improves matters somewhat, the probability of overÞtting remains high, at 62.6%.
Size result 2. When just the in-sample portion of the data (the Þrst R observations) are used in model selection, post-sample forecast evaluations can provide a very useful tool for avoiding overÞtting. Conditioned on the selection procedure yielding a model that includes some regressands
x with in-sample explanatory power, several of the post-sample forecast tests are close to being correctly sized.
More speciÞcally, consider the Monte Carlo experiment in which the number of regressands included in the search (K) equals 10, the variable selection signiÞcance level is 10%, and R = 100 and P = 20. As reported in Table 2 , in this experiment the MSE-REG and ENC-REG tests are roughly correctly sized: the tests indicate the selected regressands have predictive power in, respectively, 4.6% and 8.1% of the simulations in which the search procedure yields a model with some x regressands (see the Þrst column of Þgures in the third panel). The MSE-F and ENC-NEW tests are subject to somewhat larger distortions, the latter more so than the former. In the same experiment, these statistics have size of 11.9% and 20.2%, respectively. The sizes of the tests remain largely unchanged as either K or the signiÞcance level used in the in-sample model selection change, but the size performance of the tests improves somewhat as the number of post-sample observations (P ) increases.
LHP simulations conÞrm that post-sample forecast evaluations may be useful for avoiding overÞtting in model searches involving typical macroeconomic data sets. For example, as shown in Table 3 , both MSE-REG and ENC-REG are roughly correctly sized. When the model search uses the 10% level in determining whether a variable is signiÞcant, these two tests indicate the regressands in a selected model have predictive power in, respectively, 4.4% and 6.4% of the simulations in which the search procedure yields a model with some x regressands.
Size result 3. As shown in Table 4 , when the full sample of data is used in model selection, post-sample forecast evaluations are of limited help in avoiding overÞtting. Using the full sample of data in the model search leads to a considerable chance that even forecast tests will spuriously indicate some x variables have predictive power. Consider again a Monte Carlo experiment in which the number of regressands included in the search (K) equals 10, the 10% signiÞcance level is used in variable selection, and R = 100 and P = 20. In this example, the MSE-F test indicates the selected regressands have predictive power in 40.6% of the simulations in which the full-sample search procedure yields a model with some x regressands (see the Þrst column of Þgures in the third panel). The corresponding sizes of the MSE-REG, ENC-NEW, and ENC-REG tests are 22.4%, 50.6%, and 30.3%, respectively. The performance of the post-sample tests changes little as Kthe dimension of the search -increases.
Out of concern that using the full sample of data in model selection might distort forecastbased inferences, Ashley, Granger and Schmalensee (1980) recommend using just in-sample data in the selection procedure and saving a portion of the data for out-of-sample forecast evaluation.
Nonetheless, in practice, many researchers Þrst use the full sample of data to select a model and then evaluate forecast performance. The results in Table 4 show that, under this approach, forecast comparison is unlikely to be an effective tool for avoiding overÞtting.
Power
This section evaluates the frequency with which out-of-sample tests correctly determine that the x variables included in the data mining-determined model have predictive power for the dependent variable y. In particular, this section presents separate "power" results for the case in which the selected model corresponds to the DGP, which includes some x variables, and the case in which the selected model nests the DGP (the deÞnition of nested here means that some of the models included in this category match the DGP exactly while others include some additional x variables). 13 In both cases, "power" corresponds to the frequency with which the post-sample tests correctly Þnd that the x variables included in the selected model have predictive power.
In order to provide a power benchmark, another out-of-sample test is added to the battery of tests considered. This additional statistic, denoted OOS GC, is simply a standard Granger causality test based on estimating the selected model using just the out-of-sample data. In particular, the OOS GC statistic is an F -test of exclusion restrictions on the x variables in the model yielded by the general-to-speciÞc search, reestimated with just the out-of-sample data. In practice, of course, it is rare that a researcher conducts such a test (even though it is a very simple way of testing hypotheses without contamination from pre-test search), but in many respects this test provides a useful benchmark for the power of the forecast-based tests.
14 Power result 1. The frequency with which the in-sample search procedure yields a model matching the DGP falls as the number of variables included in the search (K) increases. Consider, for example, Monte Carlo experiments with R = 100, P = 20, and a variable selection signiÞcance level of 10%. As shown in Table 5 , the probability of the model search identifying the true model falls from 45.6% when K = 5 to 26.0% when K = 10 (see the in-sample entries of the Þrst column, in the second and third panels). This Þnding conforms with what might be expected: the probability of identifying the true model falls as the dimension of the search expands.
Moreover, the frequency with which the in-sample search procedure yields a model matching the DGP typically rises as the signiÞcance level used in variable selection is reduced from 10% to 5%. Continuing with the same example, given K = 10, the probability of identifying the true model increases from 26.0% to 35.6% when the signiÞcance level used in model selection is reduced from 10% to 5%. But results not presented in the interest of brevity show that the effects of 13 Results not reported in the interest of brevity conÞrm that, as expected, the probability of the in-sample model search yielding a completely "wrong" model -one that includes x variables but not the variable actually in the DGP -rises with K. Conditioned on model selection yielding a "wrong" speciÞcation, rejection rates for the post-sample forecast tests are broadly comparable to the sizes reported in Table 2 .
14 While not reported in the size results of Tables 2-4, the OOS GC test is about correctly sized.
using even more stringent signiÞcance levels are not monotone. Reducing the variable selection signiÞcance level to 1% raises the probability of selecting the true model in some cases and reduces the probability in other cases.
Power result 2. The probability of the in-sample search procedure yielding a model nesting the DGP remains unchanged as the number of variables included in the search rises, but falls as the variable selection signiÞcance level is reduced from 10% to 5%. Consider again the Monte Carlo example with R = 100, P = 20, and a variable selection signiÞcance level of 10%. As reported in Table 6 , the probability of selecting a model nesting the DGP is roughly 71% for all values of K considered (see the in-sample entries of the Þrst column, for panels 1-4). Because the probability of selecting a nesting model is unchanged but the probability of selecting the true model declines as K rises, the likelihood of overÞtting increases with K. But reducing the signiÞcance level used in model selection from 10% to 5% causes the probability of selecting a nesting model to fall to about 60%. The more stringent signiÞcance level reduces overÞtting.
Power result 3. The Þnite-sample powers of the post-sample forecast tests generally follow a simple ranking: ENC-NEW > MSE-F, ENC-REG > MSE-REG. These rankings apply to both of the in-sample model selection outcomes considered -the search yielding a model matching the DGP and nesting the DGP. For example, in Table 5 Tables 5-7 show that, when P is small, the MSE-F test is typically more powerful. But when P is relatively large, the ENC-REG statistic is usually more powerful. For instance, when R = 100, K = 10, and the variable selection signiÞcance level is 10%, but P = 100, the ENC-REG test has power of 79.1%, compared to 72.0% for MSE-F (see the third column in the third panel of Table 5 ).
Using the simple OOS GC test as a benchmark, the post-sample forecast tests appear to have good power. The powers of the ENC-NEW and ENC-REG tests consistently exceed that of the OOS GC statistic, and in most settings, the MSE-F test is also more powerful than the OOS GC test. 15 As an example, if model selection based on 5% signiÞcance levels yields the "true" model, the powers of the ENC-NEW, MSE-F, ENC-REG, and OOS GC tests are 63.6%, 46.4%, 34.7%, and 16.5%, respectively, when R = 100, P = 20, and K = 5 (see the seventh column in the second panel of Table 5 ). Similarly, if the selected model nests the DGP, the powers of the ENC-NEW, MSE-F, ENC-REG, and OOS GC tests are 60.8%, 43.1%, 32.7%, and 15.7%, respectively, when R = 100, P = 20, and K = 5 (see the seventh column in the second panel of Table 6 ).
Simulations based on the real-data LHP framework yield similar results. As shown in Table   7 , for DGPs (5) and (6), the power of the ENC-NEW statistic is generally greater than the power of the MSE-F test, which in turn dominates the ENC-REG statistic and, last, the MSE-REG test.
All of the forecast tests are more powerful than the OOS GC statistic. For example, using DGP (5) and a variable selection signiÞcance level of 5%, when the selected model matches the DGP the ENC-NEW, MSE-F, MSE-REG, ENC-REG, and OOS GC tests have power of 29.4%, 28.2%, 17.9%, 20.6%, and 8.0%.
While the reported power Þgures are not size-adjusted, the qualitative results -in particular, the general ranking of the tests and the Þnding of good power -are unlikely to be affected by size distortions. The MSE-F, MSE-REG, and ENC-REG tests are sufficiently close to being correctly sized that adjusting for size distortions would have only modest effects on power levels. Moreover, unreported Monte Carlo results for a simpler model search procedure that makes size adjustment 15 In this paper's simulations, if the selected model matches the DGP, MSE-F is uniformly more powerful than OOS GC. If the selected model nests the DGP, MSE-F is more powerful when P is small but less powerful when P is large. Table 6 's results for R = 100 and P = 20, when 10% signiÞcance levels are used in model selection, the power of the MSE-F test declines from 42.0% for K = 3 to 23.0% for K = 20 (see the Þrst column of Þgures in the Þrst and fourth panels). The decline in power in this case, as well as the difference in power between the matching and nesting cases, reßects a greater degree of overÞtting.
Optimal sample split
For a researcher interested in using out-of-sample forecast comparisons to reduce the chances of data mining-induced overÞtting, an important practical issue is the split of data into in-sample
16 Without adjustment, power results for the alternative model selection procedure are very similar to those for the general-to-speciÞc approach. As expected, adjusted power for the alternative selection procedure is somewhat lower than unadjusted power (more so for small P than large P ). Moreover, size-adjusted power differences are somewhat smaller than the unadjusted power differences.
and out-of-sample portions. Unfortunately, however, the complexity of the issue rules out providing simple advice on how much data to reserve for post-sample forecast comparison. What is optimal will depend on how the researcher views the tradeoffs that exist and the sizes of the search and the sample.
The key tradeoff associated with the sample split is power. Monte Carlo results not reported in the interest of brevity indicate the sample split has little impact on size but signiÞcant effects on power. In these simulations, total sample sizes of R + P = 160 and R + P = 400 were each split six different ways, so as to produce P/R ratios between 0.2 and 2.0. In these experiments, the empirical "size" of the in-sample selection procedure is essentially unchanged as more of the data sample is used for forecasting, and less is used for in-sample model selection. But the "powers" of the in-sample selection procedure and the post-sample forecast tests do change with the sample split. As expected, as more of a data set is used for out-of-sample forecasts, the probability of the in-sample selection procedure correctly Þnding x has predictive power falls, while the powers of the post-sample forecast tests rise.
The auxiliary simulations conducted for this study show that using more data for forecasting sometimes, but not always, produces gains in forecast test power that exceed in-sample power loss. 17 The power effects of using more of a data sample for forecasting appear to depend on the particular forecast test, the dimension of the in-sample speciÞcation search, and the size of the sample. Given this Þnding and the reality that different researchers will have different objectives, it is impossible to provide any simple advice on the optimal sample split.
Application
This section uses an illustrative application to provide further evidence on the effectiveness of out-of-sample forecast comparisons in the presence of data mining. In particular, this section uses the general-to-speciÞc procedure described above to develop a model for core consumer price inßation in the United States, and then compares out-of-sample forecasts from the selected model to forecasts from a simple autoregressive model to determine if the selected explanatory variables in fact have predictive power for core inßation.
The inßation variable to be modeled is speciÞed as a quarterly inßation rate less trend inßation.
The trend, computed using Cogley's (1998) adaptive measure, captures low-frequency changes in monetary policy and inßation regimes. More speciÞcally, inßation is measured using the chain price index for personal consumption expenditures (PCE) excluding food and energy. Letting π t denote the log difference in the price index (in annualized percentage terms), detrended inßation is deÞned as π t ¡π t−1 , where, following Cogley,π t−1 is computed using exponential smoothing (with a smoothing coefficient of 0.125). Because the trend entering this inßation variable is lagged, 1-step ahead forecasts of detrended inßation are equivalent to 1-step ahead forecasts of actual inßation.
The model selection procedure begins with a general speciÞcation relating detrended inßation to a constant and four lags of: detrended inßation, relative food price inßation, relative energy price inßation, relative import price inßation, the log change in unit labor costs, and the rate of capacity utilization in manufacturing.
18 Food and energy prices are measured using chain price indexes for the food and energy components of PCE. Import prices are measured using the chain price index for total imports. Relative inßation rates for food, energy, and imports are deÞned as log changes in the corresponding price indexes less core PCE inßation. As described above, the model selection procedure begins with an estimate of the general model and then sequentially deletes variables with insigniÞcant t-statistics, using a signiÞcance level of 5%.
The available data, which start in 1959:Q1, are divided into in-sample and out-of-sample portions so as to produce a modest P/R value for which McCracken (1999) and Clark and Mc-Cracken (2000) report corresponding asymptotic critical values. After allowing for model lags and using roughly Þve years of data to initialize the trend series, the in-sample and out-of-sample periods are deÞned as 1965: Q1-1989:Q4 and 1990:Q1-1999 :Q4, respectively. With this sample split, R = 100 and P = 40, so P/R = 0.4.
As shown in the upper panel of Table 8 , in this application the in-sample selection procedure yields a model (denoted model 1) in which the explanatory variables are the Þrst lag of the dependent variable, the second lag of relative energy price inßation, the Þrst lag of relative import price inßation, and the fourth lag of capacity utilization. At least in-sample, this selected model Þts the data better than the AR(1) model (denoted model 0) it nests.
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As reported in the lower panel of the table, the out-of-sample evidence indicates that relative energy and import price inßation and capacity utilization indeed have predictive power for inßation.
The MSE-F, MSE-REG, ENC-NEW, and ENC-REG tests all reject the null of no predictive power.
In this application, then, forecast comparisons show that the in-sample explanatory power of relative energy and import price inßation and capacity utilization is not a spurious result of the data mining used to select the model.
Conclusions
Building on McCracken (1999) and Clark and McCracken's (2000) recent work on the evaluation of forecasts from pre-speciÞed nested models and Lovell's (1983) and Hoover and Perez's (1999) work on data mining, this paper examines the performance of out-of-sample forecast comparisons when the nesting model is the result of data mining. The basic results are drawn from simulations of a simple Monte Carlo design and a real data-based design similar to those in Lovell (1983) and Hoover and Perez (1999) . The data mining takes the form of a general-to-speciÞc modeling procedure. In each simulation, if the selected speciÞcation includes any of the candidate explanatory variables, tests of equal MSE and encompassing are applied to competing forecasts from the selected model and a benchmark model.
The simulations indicate out-of-sample forecast comparisons can help prevent overÞtting.
Most of the post-sample tests -which are only conducted if the model selection procedure indicates some of the considered variables have explanatory power -are roughly correctly sized. For forecast comparisons to be useful, though, they must be based on data not used in the speciÞcation search;
as recommended by Ashley, Granger, and Schmalensee (1980) , the data must be divided into insample and out-of-sample portions, with the latter reserved for forecast comparison. First using all of the data in the model search and then using an in-sample portion to reestimate the chosen model and an out-of-sample portion to generate forecasts is of relatively little help in avoiding overÞtting. Finally, the post-sample forecast tests have relatively good power, although some are consistently more powerful than others.
The analysis concludes with an application, modeling quarterly U.S. inßation. In this example, a general-to-speciÞc search procedure yields a model in which lagged energy price inßation, import price inßation, and capacity utilization have explanatory power for inßation. Tests of equal forecast accuracy and encompassing conÞrm the predictive content in energy and import price inßation and capacity utilization.
Appendix: The Forecast Test Statistics
Letû 0,t = y t ¡ z 0 0,t−1β 0,t−1 andû 1,t = y t ¡ z 0 1,t−1β 1,t−1 denote the 1-step ahead forecast errors for models 0 and 1, respectively, where model 1 is selected by the model search and model 0 is a restricted version of model 1. To simplify notation, for any variable w t , let P t w t denote P R+P t=R+1 w t .
The MSE-F and ENC-NEW tests are computed as follows:
The MSE-REG test is simply the t-statistic associated with the coefficient α from the OLS regression (over the sample R + 1 to R + P ) (û 0,t ¡û 1,t ) = α(û 0,t +û 1,t ) + error term.
Similarly, the ENC-REG test is the t-statistic for the coefficient α from the regression u 0,t = α(û 0,t ¡û 1,t ) + error term.
As established by McCracken (1999) and Clark and McCracken (2000) , the asymptotic distributions of the MSE-F, MSE-REG, ENC-NEW, and ENC-REG statistics do not depend on the parameters of the data-generating process, but do depend on two elements. The Þrst is the number of restrictions model 0 imposes on model 1 (the number of excess variables in model 1 under the null, or k 1 ). The second is π´lim P,R→∞ P/R. For each combination of R and P consid- Hoover and Perez (1999) , the quantity variables available only in nominal terms -variables 7, 10, 11, 12, 13, 14, 18, and 19 -are deßated using the chain price index for GDP. 4. The integration orders reßected in the transformations reported in the last column generally match the orders used by Hoover and Perez (1999) . The only differences are that, based on augmented Dickey-Fuller tests applied to the log series, variables 5, 7, 10, and 18 are treated as I(1) rather than I(2). 5. The raw data sample (prior to transformation) spans 1959:1 through 2000:1. R = 100 R = 200 R = 100 R = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200
Nominal Size Used in Model Selection = 10% Nominal Size Used in Model Selection = 5% Notes: 1. The DGP takes the form given in equation (1), with the coefficient b set to 0. 2. In each simulation, a general-to-speciÞc procedure is used to identify the best model for y. The algorithm begins by estimating model (2) and then sequentially deletes any insigniÞcant x variables until only signiÞcant variables remain. 3. R and P refer to the number of in-sample observations and post-sample predictions, respectively. 4. The signiÞcance level used in the model selection procedure is either 10% or 5%, and just the in-sample portion of the data is used in the model search. 5. In each simulation that the model yielded by the general-to-speciÞc procedure includes at least one x variable, 1-step ahead out-of-sample forecasts are generated from the selected model and from an estimated AR(1) equation for y. 6. The In-sample row of the table reports the percent of the simulations in which the selected model includes at least one x variable. The remaining rows report the frequency with which, in simulations where the selected model includes at least one x variable, forecasts from the AR model are as accurate as or encompass those from the selected model. The post-sample test statistics are deÞned in section 2.2. 7. The number of simulations is 5000. Table 1 for the x regressands to be considered. The DGP for y is given in equation (4). 2. In each simulation, a general-to-speciÞc procedure is used to identify the best model for y. The algorithm begins by estimating model (7) and then sequentially deletes any insigniÞcant x variables until only signiÞcant variables remain. 3. With the 19 macroeconomic variables available from 1959:Q3 through 2000:Q1 (after transformation), the number of in-sample observations R and post-sample predictions P are set to 135 and 27, respectively, to obtainπ = .2. 4. The signiÞcance level used in the model selection procedure is either 10% or 5%, and just the in-sample portion of the data is used in the model search. 5. In each simulation that the model yielded by the general-to-speciÞc procedure includes at least one x variable, 1-step ahead out-of-sample forecasts are generated from the selected model and from an estimated AR (1) R = 100 R = 200 R = 100 R = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200
Nominal Size Used in Model Selection = 10% Nominal Size Used in Model Selection = 5% R = 100 R = 200 R = 100 R = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200
Nominal Size Used in Model Selection = 10% Nominal Size Used in Model Selection = 5% Notes: 1. The DGP takes the form given in equation (1), with the coefficient b set to 0.2. 2. In each simulation, a general-to-speciÞc procedure is used to identify the best model for y. The algorithm begins by estimating model (2) and then sequentially deletes any insigniÞcant x variables until only signiÞcant variables remain. 3. R and P refer to the number of in-sample observations and post-sample predictions, respectively. 4. The signiÞcance level used in the model selection procedure is either 10% or 5%, and just the in-sample portion of the data is used in the model search. 5. In each simulation that the model yielded by the general-to-speciÞc procedure matches the DGP for y, 1-step ahead out-of-sample forecasts are generated from this selected model and from an estimated AR(1) equation for y. 6. The In-sample row of the table reports the percent of the simulations in which the selected model matches the DGP for y. The remaining rows report the frequency with which, in those simulations where the selected model corresponds to the DGP, forecasts from the AR model are as accurate as or encompass those from the selected model. The forecast test statistics are deÞned in section 2.2. The OOS GC test is an F -test of Granger causality based on just the post-sample data. 7. The number of simulations is 5000. R = 100 R = 200 R = 100 R = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200 P = 20 P = 40 P = 100 P = 20 P = 40 P = 200
Nominal Size Used in Model Selection = 10% Nominal Size Used in Model Selection = 5% Notes: 1. The DGP takes the form given in equation (1), with the coefficient b set to 0.2. 2. In each simulation, a general-to-speciÞc procedure is used to identify the best model for y. The algorithm begins by estimating model (2) and then sequentially deletes any insigniÞcant x variables until only signiÞcant variables remain. 3. R and P refer to the number of in-sample observations and post-sample predictions, respectively. 4. The signiÞcance level used in the model selection procedure is either 10% or 5%, and just the in-sample portion of the data is used in the model search. 5. In each simulation that the model yielded by the general-to-speciÞc procedure nests the DGP for y, 1-step ahead out-of-sample forecasts are generated from this selected model and from an estimated AR(1) equation for y. 6. The In-sample row of the table reports the percent of the simulations in which the selected model nests the DGP for y. The remaining rows report the frequency with which, in those simulations where the selected model nests the DGP, forecasts from the AR model are as accurate as or encompass those from the selected model. The forecast test statistics are deÞned in section 2.2. The OOS GC test is an F -test of Granger causality based on just the post-sample data. 7. The number of simulations is 5000. Table 1 for the x regressands to be considered. The DGPs used for y are given in equations (5) and (6). 2. In each simulation, a general-to-speciÞc procedure is used to identify the best model for y. The algorithm begins by estimating the model (7) and then sequentially deletes any insigniÞcant x variables until only signiÞcant variables remain. 3. With the 19 macroeconomic variables available from 1959:Q3 through 2000:Q1 (after transformation), the number of in-sample observations R and post-sample predictions P are set to 135 and 27, respectively, to obtainπ = .2. 4. The signiÞcance level used in the model selection procedure is either 10% or 5%, and just the in-sample portion of the data is used in the model search. 5. In each simulation that the model yielded by the general-to-speciÞc procedure either matches or nests the DGP for y, 1-step ahead out-of-sample forecasts are generated from the selected model and from an estimated AR(1) equation for y. 6. In the upper panel, the In-sample row reports the percent of the simulations in which the selected model matches the DGP for y. The remaining rows report the frequency with which, in those simulations where the selected model corresponds to the DGP, forecasts from the AR model are as accurate as or encompass those from the selected model. The forecast test statistics are deÞned in section 2.2. The OOS GC test is an F -test of Granger causality based on just the post-sample data. 7. In the lower panel, the In-sample row reports the percent of the simulations in which the selected model nests the DGP for y. The remaining rows report the frequency with which, in those simulations where the selected model nests the DGP, forecasts from the AR model are as accurate as or encompass those from the selected model. 8. The number of simulations is 5000. Notes: 1. The dependent variable (and predictand) π t ¡π t−1 is inßation in the core chain price index for consumption (π t ) in quarter t less lagged trend inßation. Section 5 of the text explains the variables in detail. 2. As detailed in Section 5, Model 1 is the result of applying a general-to-speciÞc modeling procedure, beginning with a general model relating π t ¡π t−1 to lags of itself and lags of food price inßation, energy price inßation, import price inßation, growth in unit labor costs, and capacity utilization in manufacturing. 4. The signiÞcance level used in the model selection procedure is 5%, and just the in-sample portion of the data is used in the model search. 5. The Þgures in parentheses in the upper panel of the table are OLS standard errors for the reported coefficient estimates. 6. The forecast results in the lower panel are based on 1-step ahead out-of-sample predictions of π t ¡π t−1 from models 0 and 1. The forecast test statistics are deÞned in section 2.2. The asymptotic critical values for the MSE-F and MSE-REG tests are taken from McCracken (1999) ; the asymptotic critical values for the ENC-NEW and ENC-REG tests are from Clark and McCracken (2000) .
