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Abstract— Although numerical modelling is state of the art and 
has been very helpful in river engineering for a long time, it 
should not be neglected that uncertainties are unavoidable in 
numerical modelling. Uncertainty analysis can help to identify 
which model parameters cause the largest share of overall simu-
lation uncertainty, and to find the locations and time periods or 
system states that are subject to the largest predictive uncertain-
ties. Three methods for uncertainty analysis of numerical simula-
tions with TELEMAC-2D have been used and compared: The 
Monte Carlo method (MC), the First-Order Second Moment 
method based on numerical differentiation (FOSM/ND) and the 
same based on algorithmic differentiation (FOSM/AD). The 
methods have been compared on an application to a laboratory 
experiment with groynes. With an in-situ application of the un-
certainty methods to a 10 km long stretch of River Rhine be-
tween Neuss and Düsseldorf, the practical applicability in river 
engineering could be shown. 
I. INTRODUTION 
Numerical modelling is state of the art and has proven very 
helpful in river engineering. However, numerical modelling is 
subject to inevitable sources of uncertainty such as deficient 
descriptions of physical processes, estimated initial/boundary 
conditions and uncertain model parameters. The latter are un-
certain due to measurement errors, natural variability or due to 
unsatisfactory parameterization. These sources of uncertainty 
may have serious influence on simulation results and subse-
quent engineering decisions. Therefore, it is necessary to quan-
tify the resulting uncertainty of model results in order to ap-
praise their reliability. Uncertainty analysis reveals the loca-
tions and time periods or system states that are subject to the 
largest predictive uncertainties. Furthermore, it can identify the 
model parameters causing the largest share of overall simula-
tion uncertainty. So-called sensitivities can be used to describe 
the influence of uncertain parameters to model predictions, and 
can guide efforts of model refinement or data collection. 
This study applies and compares three methods for uncer-
tainty analysis of TELEMAC/2D simulations: The Monte 
Carlo method (MC) and the First-Order Second Moment meth-
od with numerical differentiation (FOSM/ND) and with algo-
rithmic differentiation (FOSM/AD). The application scenarios 
are a laboratory experiment with groynes and a 10 km stretch 
of River Rhine between Neuss and Düsseldorf. 
MC is a very general uncertainty quantification tool that re-
quires no assumptions on linearity of the parameter-to-
prediction relations in models and poses no restrictions on 
allowable probability distributions of input parameters. How-
ever, MC requires a huge number of model runs for statistically 
robust uncertainty estimates. In waterways engineering, a typi-
cal single model run can take days or weeks even in modern 
parallel computing environments. Therefore, MC is only par-
tially feasible for real-world projects. 
It is well known that FOSM methods can be much faster 
than MC, as we will illustrate in Section III/A. Thus, they are 
better applicable to real-world problems. However, for FOSM 
the parameter-prediction relations in models must be linear (or 
at most weakly non-linear) due to the first-order approxima-
tions taken. Additionally, FOSM can provide probability dis-
tributions of model output only if all uncertain model inputs 
follow Gaussian distributions. 
FOSM/ND calculates the sensitivities required for the first-
order approximation numerically using finite differences. 
Therefore, the number of required model runs is the number of 
uncertain parameters plus one (simple differences) or two 
times the number of parameters plus one (central differences 
for better precision). 
In FOSM/AD, the sensitivities are computed based on so-
called adjoint states or related concepts, which require simula-
tion runs with a modified numerical model. The required modi-
fied model is obtained through a special AD compiler for algo-
rithmic differentiation. Thus, FOSM/AD avoids numerical 
differentiation and yields sensitivities accurate to machine 
precision (more accurate than central differences) with a num-
ber of modified model runs equal to only the number of uncer-
tain parameters. One model run with the AD compiler is nearly 
2 times slower than a normal model run, so that AD provides 
more accurate sensitivities than ND in less computing time 
than central differences. 
In section II, a short introduction to the used uncertainty 
analysis methods is given. Section III presents two applications 
of the uncertainty methods, featuring simulations of a laborato-
ry experiment for comparing the methods, and simulations of a 
10 km long stretch of River Rhine for showing the engineering 
relevance of uncertainty analysis. Section IV provides discus-
sion and conclusions. 
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II. UNCERTAINTY ANALYSIS METHODS 
Three methods were applied for analysing the uncertainty 
due to uncertain input parameters of two TELEMAC-2D mod-
els: The well-known Monte-Carlo method and the First-Order 
Second Moment method based on numerical differentiation or 
based on algorithmic differentiation. With all methods, the 
influence of uncertain input parameters to the output variables 
could be investigated. 
A. Monte-Carlo Method (MC) 
Following the MC principle, a large number N of randomly 
generated input values for all uncertain input parameters pi are 
generated according to their (joint) probability distributions. 
For each of these sets of input values, simulation runs must be 
conducted. The results are analysed statistically to obtain mean 
values, variances, probability distributions and confidence 
intervals for all output variables of interest. The latter include 
in our case the water depth Hk=H(xk,pi), which depends on the 
uncertain input parameters pi. The variance, for example, is 
approximated by MC as: 
 𝑉𝑎𝑟 𝐻? ≃
?
???
𝐻? 𝑝? − 𝐻? ?????  (1) 
For this study, N=1000 simulation runs were assumed to be 
sufficient. There exist some techniques to reduce the number of 
model runs while preserving the same accuracy (e.g. Latin 
Hypercube Sampling [1], Monte Carlo CL method [2], meta 
modelling [3]), but they are not taken into account here. In all 
these improved techniques, the approximation error of the 
statistical analysis remains proportional to the square root of N, 
which is typical for all sampling-based uncertainty analysis 
methods like MC. 
B. First-Order Second Moment method (FOSM) 
FOSM is an adequate method for linear or slightly non-
linear problems with assumed Gaussian distributions for the 
uncertain parameters as well as for the output variables. Apply-
ing a Taylor expansion for the output variables Hk=H(xk,pi), 
FOSM approximates their variance as 
 𝑉𝑎𝑟 𝐻? ≃
???
???
?
⋅ 𝐶𝑜𝑣 𝑝? ⋅
???
???
 (2) 
where 𝜕𝐻? 𝜕𝑝? is the vector of partial derivatives (“sensi-
tivitiy”) of 𝐻? with respect to all parameters 𝑝?. The covariance 
matrix 𝐶𝑜𝑣 𝑝?  between all uncertain parameters has to be 
chosen from measurements or literature values. When assum-
ing that 𝑝? are not correlated, the variance simplifies to: 
 𝑉𝑎𝑟 𝐻? ≃   
???
???
?
⋅ 𝜎??
??
???  (3) 
where 𝜎??
?  is the variance of parameter 𝑝?. Based on the 
Gaussian assumption, confidence intervals for the output vari-
ables can be derived. For example, the 95% confidence interval 
is the mean value plus/minus two times the standard deviation. 
 
FOSM with numerical differentiation (FOSM/ND) 
The sensitivities 𝜕𝐻? 𝜕𝑝? can be calculated numerically 
with finite differences. For central differences, two simulation 
runs, e.g., with 𝑝? ± 𝜎?  for each uncertain parameter are 
needed. Only if the parameter-to-prediction relation is linear, 
there is no effect of different values of 𝜎?. For strongly non-
linear functions, the choice of a proper parameter difference 
between the two simulation runs becomes essential to get the 
useful local derivatives. 
FOSM with algorithmic differentiation (FOSM/AD) 
Algorithmic differentiation (AD) is a method for compu-
ting derivatives of functions implemented as numerical simula-
tion programs in a semi-automatic manner. Often, only mini-
mal manual adaption of the computing code is needed. New 
model versions can be differentiated easily by reapplying the 
compiler. Here, the so-called tangent-linear or forward mode of 
AD is used. For our case, this is more efficient than the adjoint 
mode as the number of uncertain input variables is relatively 
small compared to the number of output variables. Further 
information about AD methods can be found elsewhere (e.g., 
[4], [5], www.autodiff.org). A tangent-linear version of 
TELEMAC-2D and SISPYHE [6] has been created with the 
AD-enabled NAG Fortran compiler [7]. 
Using an AD version of TELEMAC-2D, the sensitivities 
𝜕𝐻? 𝜕𝑝? can be calculated directly and up to machine preci-
sion. For each uncertain parameter, one simulation run with the 
AD code is needed. 
 
III. APPLICATIONS 
We use two application cases for comparing the three 
methods. A first comparison between the three methods has 
been done with a fast simulation model for the laboratory ex-
periment Schönberg (see Section III/A). The second applica-
tion is based on simulations of an actual river stretch of River 
Rhine (see Section III/B) and demonstrates exemplarily the 
possibilities of uncertainty analysis for numerical simulations 
in river engineering. 
 
A. Schönberg model 
The laboratory model Schönberg (see figure 1) was con-
ducted at BAW for groyne investigations in the project “eco-
logical optimisation of groynes in River Elbe” [8]. The model 
geometry was oriented at the stretch of River Elbe near Schön-
berg (El-km 439.3 – 446), which is representative for the lower 
Middle Elbe. The numerical model we use was built up in that 
project [9]. Due to the slight bend and the groynes, the flow 
characteristic is adequately complex as in natural rivers. The 
experimental setup is relatively small (about 30 m long and 9 
m wide). As the numerical model was built with a triangular 
mesh of 5127 nodes and 10179 elements and executed in paral-
lel mode on 32 cores, the simulations ran sufficiently fast for 
in-depth comparison of the three uncertainty quantification 
methods. 





