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Abstract
For the vectors x and y in a normed linear spaces X, the mapping nx,y : R→ R
is defined by nx,y(t) = ‖x+ ty‖. In this note, comparing the mappings nx,y and ny,x
we obtain a simple and useful characterization of inner product spaces.
Keywords: Normed space, Characterization of inner product spaces, Angular dis-
tance.
1 Introduction
Let (X, ‖.‖) be a real normed linear space and x, y ∈ X . In 1998, Dragomir and Koliha
[3, 4] introduced the following mapping and studied some its properties.
nx,y : R→ R, nx,y(t) = ‖x+ ty‖,
where R denotes the set of real numbers. They proved that nx,y is convex, continuous and
has one sided derivatives at each point of R [3, Proposition 2.1]. In 2006, Maligranda [7,
Theorem 1] (see also [8]) introduced the following strengthening of the triangle inequality
and its reverse: For any nonzero vectors x and y in a real normed linear spaceX = (X, ‖.‖)
it is true that
‖x+ y‖ ≤ ‖x‖+ ‖y‖ −
(
2−
∥∥∥∥ x‖x‖ +
y
‖y‖
∥∥∥∥
)
min{‖x‖, ‖y‖} (1.1)
and
‖x+ y‖ ≥ ‖x‖+ ‖y‖ −
(
2−
∥∥∥∥ x‖x‖ +
y
‖y‖
∥∥∥∥
)
max{‖x‖, ‖y‖}. (1.2)
Also, the author used (1.1) and (1.2) for the following estimation of the angular distance
α[x, y] = ‖ x
‖x‖
− y
‖y‖
‖ between two nonzero elements x and y in X which was defined by
Clarkson in [1].
‖x− y‖ − | ‖x‖ − ‖y‖ |
min{‖x‖, ‖y‖}
≤ α[x, y] ≤
‖x− y‖+ | ‖x‖ − ‖y‖ |
max{‖x‖, ‖y‖}
. (1.3)
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The right hand of estimate (1.3) is a refinement of the Massera-Schaffer inequality proved
in 1958 (see [9, Lemma 5.1]): for nonzero vectors x and y in X we have that α[x, y] ≤
2‖x−y‖
max{‖x‖,‖y‖}
, which is stronger than the Dunkl-Williams inequality α[x, y] ≤ 4‖x−y‖
‖x‖+‖y‖
proved
in [5]. In the same paper, Dunkl and Williams proved that the constant 4 can be replaced
by 2 if and only if X is an inner product space. On the other hand, the author [2]
introduced skew-angular distance as follows.
Definition 1.1 For two nonzero elements x and y in a real normed linear space X =
(X, ‖.‖) the distance
β[x, y] =
∥∥∥∥ x‖y‖ −
y
‖x‖
∥∥∥∥ (1.4)
is called skew-angular distance between x and y.
In the same paper, a characterizations of inner product spaces obtained by comparing
angular and skew-angular distance.
2 Main results
In this section, we first compare the functions nx,y and ny,x with each other and we show
this is equivalent to compare the angular distance α[x, y] with the skew-angular distance
β[x, y]. Using these results we present a simple characterization of inner product spaces.
Proposition 2.1 Let (X, ‖.‖) be a normed linear space. Then the following statements
are mutually equivalent:
(i) nx,y(t) ≤ ny,x(t) for all x, y ∈ X and all t ∈ [0, 1].
(ii) nx,y(t) ≤ ny,x(t) for all x, y ∈ X and all t ∈ [−1, 0].
(iii) ny,x(t) ≤ nx,y(t) for all x, y ∈ X and all t ∈ [1,∞).
(iv) ny,x(t) ≤ nx,y(t) for all x, y ∈ X and all t ∈ (−∞,−1].
Proof. Since nx,y(t) = nx,−y(−t) and ny,x(t) = n−y,x(−t), then (i) ⇔ (ii) and (iii) ⇔
(iv). If t 6= 0, then
‖y + tx‖ ≤ ‖x+ ty‖ ⇔
∥∥∥∥x+ 1t y
∥∥∥∥ ≤
∥∥∥∥y + 1t x
∥∥∥∥ .
Moreover, continuity of nx,y implies that
nx,y(0) = lim
n→∞
nx,y(1/n) = lim
n→∞
nx,y(−1/n).
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Thus (i)⇔ (iii) and (ii)⇔ (iv). This completes proof. 
By the above proposition, it is sufficient to compare the functions nx,y and ny,x on the
interval [0, 1].
Lemma 2.2 For any vectors x and y in an inner product space (X, 〈., .〉), it is true that
nx∗,y∗(t) ≤ ny∗,x∗(t) (2.1)
for all t ∈ [0, 1], where x∗, y∗ is rearrangement of x, y with ‖x∗‖ ≤ ‖y∗‖.
Proof. It follows from polar identity that
n2
x∗,y∗
(t)− n2
y∗,x∗
(t) =
(
‖y∗‖2 − ‖x∗‖2
)
t2 −
(
‖y∗‖2 − ‖x∗‖2
)
≤ 0
for all t ∈ [0, 1]. 
The following example shows that Lemma 2.2 is not true in general normed spaces.
Example 2.3 Let X = R2 with the norm of x = (a, b) given by ‖x‖ = |a| + |b|. Taking
x = (0, 2) and y = (2,−1), we see that ‖x‖ ≤ ‖y‖ but nx,y(1/2) > ny,x(1/2).
The next theorem due to Lorch will be useful in the sequel.
Theorem 2.4 (See [6].) Let (X, ‖.‖) be a real normed linear space. Then the following
statements are mutually equivalent:
(i) For each x, y ∈ X if ‖x‖ = ‖y‖, then ‖x+ y‖ ≤ ‖γx+ γ−1y‖ (for all γ 6= 0).
(ii) For each x, y ∈ X if ‖x+ y‖ ≤ ‖γx+ γ−1y‖ (for all γ 6= 0), then ‖x‖ = ‖y‖.
(iii) (X, ‖.‖) is an inner product space.
Now, we state and prove the main theorem which seems new and simple.
Theorem 2.5 Let (X, ‖.‖) be a normed linear space. Then the following statements are
mutually equivalent:
(i) nx,y(t) ≤ ny,x(t) for all x, y ∈ X with ‖x‖ ≤ ‖y‖ and all t ∈ [0, 1].
(ii) α[x, y] ≤ β[x, y] for all nonzero vectors x, y ∈ X.
(iii) (X, ‖.‖) is an inner product space.
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Proof. Let x, y ∈ X and x, y 6= 0. Without loss of generality we may assume that
‖x‖ ≤ ‖y‖. Using (i) for t = ‖x‖/‖y‖ and x,−y instead of x, y we obtain that
∥∥∥∥x− ‖x‖‖y‖y
∥∥∥∥ ≤
∥∥∥∥y − ‖x‖‖y‖x
∥∥∥∥ .
Since x 6= 0, then ∥∥∥∥ x‖x‖ −
y
‖y‖
∥∥∥∥ ≤
∥∥∥∥ x‖y‖ −
y
‖x‖
∥∥∥∥ .
This proves (i)⇒ (ii).
(ii) ⇒ (iii) follows from [2, Theorem3.2] but for convenience of the reader we inset it
here. Let x, y ∈ X , ‖x‖ = ‖y‖ and γ 6= 0. From Theorem 2.4 it is enough to prove that
‖x + y‖ ≤ ‖γx + γ−1y‖. If x = 0 or y = 0, then the proof is clear. Let x 6= 0, y 6= 0
and γ > 0. Applying inequality α[x, y] ≤ β[x, y] to γ
1
2x and −γ−
1
2 y instead of x and y,
respectively, we obtain
∥∥∥∥∥
γ
1
2x
γ
1
2‖x‖
+
γ−
1
2 y
γ−
1
2‖y‖
∥∥∥∥∥ ≤
∥∥∥∥∥
γ
1
2x
γ−
1
2‖y‖
+
γ−
1
2y
γ
1
2‖x‖
∥∥∥∥∥ .
Thus ∥∥∥∥ x‖x‖ +
y
‖y‖
∥∥∥∥ ≤
∥∥∥∥ γx‖y‖ +
γ−1y
‖x‖
∥∥∥∥ .
Since ‖x‖ = ‖y‖ 6= 0, then
‖x+ y‖ ≤ ‖γx+ γ−1y‖.
Now, let γ be negative. Put µ = −γ > 0. From the positive case we get
‖x+ y‖ ≤ ‖µx+ µ−1y‖ = ‖γx+ γ−1y‖.
(iii)⇒ (i) follows from Lemma 2.2. This completes the proof. 
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