A transformation algorithm is constructed for finding the fixed points of nonexpansive mappings. We show that the suggested algorithm converges strongly to a fixed point of nonexpansive mappings under some different control conditions.
Introduction
Let H be a real Hilbert space with inner product ·, · and norm · . Let ∅ = C ⊂ H be a closed convex set. A mapping T : C → C is said to be nonexpansive if
for all x, y ∈ C. We use Fix(T ) to denote the set of fixed points of T . Now it is well-known that construction of fixed points of nonexpansive mappings is an important subject in the theory of nonlinear operators and its applications in a number of applied areas, in particular, in image recovery and signal processing. There are a large number of algorithms for finding the fixed points of nonexpansive mappings in the literature: for example, Mann's method [6] , Ishikawa's methd [4] , Halpern's method [3] , Moudafi's viscosity method [7] , Yao, Chen and Yao's modified Mann's method [12] and Yao and Shahzad's method with perturbations [14] .
Recently, in order to find the fixed points of nonexpansive mappings, Alghamdi et al. [1] presented the following semi-implicit midpoint rule: for given x 0 ∈ H, compute the sequence {x n } by the iteration x n+1 = (1 − α n )x n + α n T x n + x n+1 2 , n 0, (1.1) where α n ∈ (0, 1) and T : H → H is a nonexpansive mapping. Note that the disadvantage of (1.1) is difficult to compute the next step x n+1 . For solving this difficulty, Yao et al. [13] converted (1.1) to the following new form
On the other hand, in [11] , Xu et al. used contractions to regularize the semi-implicit midpoint rule (1.1) and presented the following viscosity implicit midpoint rule for nonexpansive mappings:
where α n ∈ (0, 1) and S is a contraction. Xu et al. [11] obtained the following strong convergence theorem. Theorem 1.1. Let H be a Hilbert space, C a nonempty, closed, and convex subset of H, and T : C → C be a nonexpansive mapping such that Fix(T ) = ∅. Let S : C → C be a contraction with coefficient α ∈ [0, 1). Assume that the sequence {α n } satisfies the following three restrictions:
Then the sequence {x n } generated by (1.3) converges in norm to a fixed point q of T , which is also the unique solution of the variational inequality
In other words, q is the unique fixed point of the contraction P Fix(T ) S, that is, P Fix(T ) S(q) = q.
Further, Yao et al. [16] introduced the following semi-implicit midpoint method:
Very recently, Yao and Shahzad [15] suggested a viscosity implicit midpoint method for nonexpasnive mappings:
Motivated and inspired by the algorithms (1.2), (1.4) and (1.5), we will study the following implicit midpoint rule for nonexpansive mappings:
We will prove that the suggested algorithm (1.6) converges strongly to a special fixed point of nonexpansive mappings under some different conditions.
Preliminaries
Let C be a nonempty closed convex subset of a real Hilbert space H. A mapping S : C → C is said to be contractive if there exists a constant α ∈ (0, 1) such that
for all x, y ∈ C. In this case, S is called α-contraction.
For every point x ∈ H, there exists a unique nearest point in C, denoted by P C x such that
The mapping P C is called the metric projection of H onto C. It is well-known that P C is a nonexpansive mapping and is characterized by the following property:
Lemma 2.1 ([10] ). Let C be a nonempty closed convex subset of a real Hilbert space H. Let S : C → C be an α-contraction and T : C → C a nonexpansive mapping with Fix(T ) = ∅. For given y 0 ∈ C arbitrarily, let the sequence {y n } be defined iteratively by the manner
where {α n } is a sequence in (0, 1). The sequence {y n } generated by (2.2) converges strongly to q = P Fix(T ) S(q) provided lim n→∞ α n = 0.
Lemma 2.2 ([2]
). Let C be a nonempty closed convex subset of a Hilbert space H, and let T : C → C be a nonexpansive mapping with Fix(T ) = ∅. Assume that {y n } is a sequence in C such that y n x † and (I − T )y n → 0. Then x † ∈ Fix(T ).
Lemma 2.3 ([8])
. Let {x n } and {y n } be bounded sequences in a Banach space E and {β n } be a sequence in [0, 1] with 0 < lim inf n→∞ β n lim sup n→∞ β n < 1. Suppose that
Lemma 2.4 ([9]
). Let {a n } n∈N be a sequence of non-negative real numbers satisfying the following relation:
Then lim n→∞ a n = 0.
Main results
In this section, we present our algorithm and demonstrate its convergence analysis. Algorithm 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T : C → C be a nonexpansive mapping with Fix(T ) = ∅ and S : C → C an α-contraction. Let {α n } ⊂ (0, 1), {β n } ⊂ [0, 1) and {θ n } ⊂ (0, 1) be three sequences. For given x 0 ∈ C arbitrarily, let the sequence x n+1 be generated iteratively by the manner
Remark 3.2. Algorithm (3.1) is well-defined. As a matter of fact, for fixed u ∈ C, we can define a mapping
Then, we have
This means T u is a contraction with coefficient (1 − α − β)(1 − θ) ∈ (0, 1). Hence, algorithm (3.1) is well-defined. Next, we give several useful results.
Conclusion 3.3.
The sequence {x n } generated by (3.1) is bounded.
It follows that
Apply an induction to get
Hence, {x n } is bounded and so are {S(x n )} and {T x n }. This completes the proof. Then lim n→∞ x n − T x n = 0. Proof. From (3.1), we have
Hence,
Applying Lemma 2.4 to (3.2), we obtain
By (3.1), we get
Thus,
This together with (C1) and (3.3) implies that
This completes the proof.
Conclusion 3.5.
Assume {α n } satisfies (C1)-(C2), {β n } satisfies (C5): 0 < lim inf n→∞ β n lim sup n→∞ β n < 1 and lim n→∞ (β n+1 − β n ) = 0, and {θ n } satisfies
Then lim n→∞ x n − T x n = 0.
Proof. Write y n = x n+1 −β n x n 1−β n for all n 0. Then we have
(3.5) Substitute (3.2) into (3.5) to get
According to conditions (C1) and (C5), we derive that lim sup
This together with Lemma 2.3 implies that
Note that y n − x n =
Noting that (3.4), we have
Combining (3.6), (3.7) and condition (C1), we derive
This completes the proof. Theorem 3.6. Assume {α n }, {β n } and {θ n } satisfy the one of the following conditions:
(ii) (C1), (C2), (C5) and (C5) .
Then the sequence {x n } generated by (3.1) converges strongly to q = P Fix(T ) S(q).
Proof. By Conclusion 3.4 and Conclusion 3.5, we have
Next, we prove that lim sup
where q ∈ Fix(T ) is the unique fixed point of the contraction P Fix(T ) S, that is, q = P Fix(T ) S(q).
Since {x n } is bounded, there exists a subsequence {x n i } of {x n } such that {x n i } converges weakly to a pointx and lim sup
By Lemma 2.2 and (3.8), we deducex ∈ Fix(T ). This together with (2.1) implies that lim sup
Finally, we prove that x n → q. From (3.1), we have
Apply Lemma 2.4 and (3.9) to (3.10) to deduce that x n → q. This completes the proof.
Next, we can define the following algorithm.
Algorithm 3.7. For given y 0 ∈ C arbitrarily, let the sequence {y n } be defined iteratively by the manner
where {α n } ⊂ (0, 1) and {β n } ⊂ [0, 1) are two sequences.
Conclusion 3.8.
The sequence {y n } generated by (3.11) converges strongly to q = P Fix(T ) S(q) provided lim n→∞ α n = 0.
In fact, we can rewrite (3.11) as y n = α n 1−β n S(y n ) + (1 − α n 1−β n )T y n for all n. Thus, Conclusion 3.8 can be deduced from Lemma 2.1.
Next we use Conclusion 3.8 to show the convergence analysis of algorithm (3.1) under other control conditions.
Let the sequences {x n } and {y n } be generated by (3.1) and (3.11), respectively. Note that the sequences {x n } and {y n } are all bounded. First, we have the following estimate.
It is easily seen that if ∞ n=0 α n = ∞, lim n→∞ y n −y n−1 α n = 0 and lim inf n→∞ θ n > 0, then we get lim n→∞ x n+1 − y n = 0 by Lemma 2.4. Consequently, x n → q = P Fix(T ) S(q) provided lim n→∞ α n = 0.
Next, we estimate y n − y n−1 . From (3.11), we have y n − y n−1 = α n (S(y n ) − S(y n−1 )) + (α n − α n−1 )S(y n−1 ) + β n (y n − y n−1 ) + (β n − β n−1 )y n−1 + (1 − α n − β n )(T y n − T y n−1 ) + (α n−1 − α n + β n−1 − β n )T y n−1
(1 − α n + αα n ) y n − y n−1 + |α n − α n−1 | S(y n−1 ) + |β n − β n−1 | y n−1 + (|α n − α n−1 | + |β n − β n−1 |) T y n−1 .
Hence, Then the sequence {x n } generated by (3.1) converges strongly to q = P Fix(T ) S(q).
Remark 3.10. Note that the conditions (C1), (C2) and (C6) was presented by Lions in [5] . At the same time, (C4) is different from (C5). In fact, we can choose β n = β ∈ (0, 1) in (C5).
