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Abstract
Elliptic stochastic differential equations (SDE) make sense when
the coefficients are only continuous. We study the corresponding lin-
earized SDE whose coefficients are not assumed to be locally bounded.
This leads to existence of W 1,p
loc
solution flows for elliptic SDEs with
Ho¨lder continuous and ∩pW
1,p
loc
coefficients. Furthermore an approx-
imation scheme is studied from which we obtain a representation for
the derivative of the Markov semigroup, and an integration by parts
formula.
1 Introduction
Let Al, 16l6m, be continuous vector fields on R
n. We consider stochastic
differential equations of Markovian type
dξt =
m∑
l=1
Al(ξt)dW
l
t +A0(ξt)dt (1.1)
where (W lt , 16l6m) are independent Brownian motions. Denote by Ail the
components of Al hence Al = (A1l, A2l, . . . , Anl)
T . Write A = (A1, . . . , Am)
for the n×m matrix with the induced n× n-matrix A∗A whose entries are
aij(x) =
∑m
l=1Ail(x)Ajl(x). For x ∈ R
n let ξt(x) be a solution to the SDE
(1.1) with initial value x. If the function Al are weakly differentiable there
is formally the linearized SDE,
Vt(x) = I+
m∑
l=1
∫ t
0
DAl(ξs(x))(Vs(x))dW
l
s +
∫ t
0
DA0(ξs(x))(Vs(x))ds (1.2)
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whose solution is a n×n matrix valued random function. Here DAl : R
n →
L(Rn,Rn) denotes the function DAl(x) = (DA1l(x), ...,DAnl(x)). In the
case of the vector fields Al being smooth and when a global smooth solution
flow to SDE (1.1) exists, the solution to (1.2) corresponds to the derivative
of the solution (1.1) with respect to initial data. Here in Section 2 of the
paper we do not assume local boundedness of DAl. We state below our
two basic sets of assumptions, which are used to show a key convergence
theorem.
Assumption 1.1. (1) A(x) is uniformly elliptic, for some θ > 0,
n∑
i,j=1
aij(x)ξiξj > θ|ξ|
2, ∀x ∈ Rn, ξ = (ξ1, ..., ξn) ∈ R
n. (1.3)
(2) Each Al(x), 0 6 l 6 m is uniformly Ho¨lder continuous , i.e. for some
positive K and 0 < α < 1,
|Al(x)−Al(y)| 6 K|x− y|
α ∀x, y ∈ Rn
and supx∈Rn |Al(x)| 6M for some M > 0.
(3) Ail ∈W
1,2n
loc (R
n).
Assumption 1.1 is essential for existence and uniqueness of the strong
solution of SDE (1.1), as well as the convergence of our approximating
scheme. By Stroock-Varadhan theorem conditions (1) and (2), drawing
from parabolic PDE theory on regularity of solutions, assure the existence
of a weak solution to SDE (1.1). And the uniform Ho¨lder continuity in (2) is
crucial to derive some upper bound for the fundamental solution of parabolic
PDE. Part (3) is the basic assumption, for the existence of a strong solution
and pathwsie uniqueness of the elliptic SDE, in Veretennikov [23]. In fact
in Watanabe-Yamada’s celebrated paper [24], it was shown that pathwise
uniqueness holds for non-Lipschitz vector fields with regularity of the form
|Al(x)−Al(y)| 6 ρ1(|x−y|), 1 6 l 6 m, |A0(x)−A0(y)| 6 ρ2(|x−y|), for e.g.
ρ1(t) = t
√
| log t|, ρ2(t) = t| log t| when t is small, essentially the same reg-
ularity required for the uniqueness of a deterministic differential equation.
See also a recent work by Fang-Zhang [9] for latest progress. When the SDE
is uniformly elliptic this condition weakens as in the work of Veretennikov
[23]. About the existence and uniqueness of the strong solution of SDE (1.1),
see also the work of Krylov-Ro¨kner [18] who discussed SDEs with additive
noise with drift in Lp and Flandoli-Gubinelli-Priola [11] for SDE with C3b
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diffusion coefficients and a ‘locally uniformly α-Ho¨lder continuous’ condition
on the drift coefficient. See also Zvonkin and [27] and Zhang [25].
Here in this paper we take advantage of the elliptic system at the level
of the derivative flow.
Condition G(σ, T0). Let G(x) :=
∑m
l=0 |DAl(x)|
2. There exist σ > 0
and T0 > 0 such that for all bounded set S
sup
x∈S
∫ T0
0
∫
Rn
eσG(y)Ks(x, y)dyds <∞,
where Ks(x, y) is the heat kernel on R
n.
For example if G ∈ L1loc(R
n), G(x) 6 C|x|2 for x outside of a compact
set, this condition holds on the time interval [0, T ] if σT is sufficiently small.
If the weak derivatives DAl(x) grows sub-linearly the integrability holds for
all parameters.
Consider an one-dimensional example (n = 1), with l = 1, A1(x) = 1 +∫ x
0
(√
β
∣∣ log |y|∣∣I|y|61)dy where β > 0 is a positive constant, and A0(x) = 0.
The SDE (1.1) with above coefficients satisfy Assumption 1.1 and Condition
G(σ, T0) for all 0 < σ <
1
β and T0. In fact, it is obvious that Assumption
1.1 holds and note that for any T0 > 0,∫ T0
0
∫
R1
eσG(y)Ks(x, y)dyds 6
∫ T0
0
s−
1
2
(∫
R1
( 1
|y|σβ
I|y|61 + 1I|y|>1
)
e
− |x−y|
2
2T0 dy
)
ds
so Condition G(σ, T0) holds if σ <
1
β .
The first result we state here is on the construction of a solution to the
derivative SDE (1.2). We show that there is a regularising family of elliptic
SDEs with parameter ε such that the derivative flows V εt converge under a
small time interval when ε tends to 0 , and the limit process is the unique
solution of SDE (1.2) on this time interval. And from that we construct a
solution of SDE (1.2) in any time interval. In particular, the derivative in
SDE (1.2) is the weak derivative. Under these conditions Al are not regular
enough for us to obtain the required bounds directly we employ the upper
bound of the Markov kernel and the integrable condition of DAl to estimate
the moments of the derivative process.
Theorem 2.10. Under Assumption 1.1 and condition G(σ, T0), there
exists a process Vt(x), 0 6 t <∞, such that for each p > 0, there is a T4 > 0
as in Lemma 2.7,
lim
ε→0
sup
x∈S
E sup
06s6T4
|V εs (x)− Vs(x)|
p = 0
3
holds for any bounded set S in Rn. Furthermore, the process Vt(x) is the
unique strong solution of SDE (1.2).
In the case of locally Lipschitz coefficients the result to compare with is
that of Blagovescenskii-Friedlin [1] , which goes back to 1961, where it is
stated that if the coefficients are globally Lipschitz continuous, there exists
a version of the solution which is jointly continuous in time and space. This
result has been strengthened in terms of the growth on the derivative of the
vector fields if all the vector fields are differentiable. See e.g. Li [15], Fang
[10] for the cases about SDEs with locally Lipschitz continuous coefficients.
See also Zhang [26] for the case in which the coefficients are not Lipschitz
continuous. In a recent work [11], Flandoli-Gubinelli-Priola study the case
where diffusion coefficients are C3b , drift coefficients are locally uniformly
α- Ho¨lder continuous and obtain the existence of a version of the solution
which is C1 with the space variable and a Bismut type formula.
As for the continuous flow property, let ξt(x, ω), 06t < ζ(x, ω) be its
maximal solution starting from x and ζ(x) is the explosion time which we
assume to be ∞ a.s. for each fixed x ∈ Rn. It is indicated that if Vt(x) is
a version of Dxξt(x), the derivative of ξt(−, ω) at point x, moment bounds
on Vt(x) relates to both completeness and strong completeness [15, 16]. For
example non-explosion from particular starting point and the condition that
supx∈S E sups6t |Vs(x)|
pχt<ζ(x) for all bounded set S and some p > n implies
completeness from all initial points and the strong completeness , i.e. the
existence of a version of the solution which is jointly continuous in time and
space.
The essential analysis on SDE’s whose coefficients are locally Lipschitz
continuous are gathered in section 3. Suppose that Assumption 3.1 in Sec-
tion 3 holds and Al are elliptic there is a smooth approximation for the
derivative process and the uniform convergence holds on any time interval.
In this case a sequence of Lipschitz continuous cut-off functions are employed
to approximate a Locally Lipschitz continuous system and we can remove
the boundedness conditions on Al and DAl.
From this, for the SDE whose coefficients satisfy the conditions above,
we obtain a representation for the derivative of the Markov semigroup as-
sociated with the SDE, the intertwining property of the differential d and
the semigroup Pt. Another application is that it can be shown that under
suitable conditions there is a continuous version of the solution, which is
furthermore weakly differentiable and belongs to the Sobolev spaceW 1,ploc for
some p in small time interval. We also prove an extrinsic integration by
parts formula on path space.
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Standard investigation with regularity of stochastic flows assumes a local
Lipschitz condition. The following result compliments known results, see
e.g. Kunita [19]. We say that an SDE has a global continuous solution
flow is strong complete if for each starting point x there is a global solution
(ξt(x), t>0) and that there is a modification with (t, x) ∈ [0,∞) × R
n →
ξ·(·, ω) ∈ R
n continuous almost surely.
Theorem 4.1. Under Assumption 1.1 and Condition G(σ, T0), SDE
(1.1) has a global continuous solution flow. Furthermore for each p > 0
there is a constant T5, such that ξt(·, ω) ∈W
1,p
loc (R
n) for each t ∈ [0, T5].
Theorem 5.1 Suppose the Assumption 1.1 and condition G(σ, T0) hold,
then there is a constant T6, such that for each t ∈ [0, T6],
dPtf(x)(v0) =
1
t
E
[
f(ξt(x))
∫ t
0
〈Y (ξs(x))(Vs(x, v0)), dWs〉Rm
]
, v0 ∈ R
n
holds for all f in Bb(R
n). If moreover f ∈ C1b (R
n), for all v0 ∈ R
n and
t ∈ [0, T6],
d(Ptf)(x)(v0) = Edf(Vt(x, v0)).
Finally we have the following integration by parts formula . Let Cx([0, t];R
n)
be the space of continuous functions from [0, t] to Rn with initial value x.
Theorem 5.3. Assume Assumption 1.1 and Condition G(σ, T0).
There is a positive constant T8, such that for any t ∈ (0, T8] the fol-
lowing integration by parts formula holds for every BC1 function F on
Cx([0, t];R
n). Let h : [0, t]×Ω→ Rn be an adapted stochastic process with
h(·, ω) ∈ L2,10 ([0, t];R
m) almost surely and E(
∫ t
0 |h˙s|
2ds)
1+β
2 < ∞ for some
β > 0. Then
EdF (V h(ξ·)) = EF (ξ·(x))δV
h
t (ξ·)
for δV h defined by (5.18).
Finally in the Appendix we analyse the non-smooth geometry induced
by the SDE in terms of an approximation linear connection when Rn is
treated as a manifold. We overcome the difficulty that the limiting connec-
tion may not be torsion skew symmetric with respect to the relevant induced
Riemannian metric and obtain an intrinsic integration by part formula.
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2 An approximation scheme for the derivative flow
In this section we consider a family of SDEs whose coefficients are smooth,
dξεt (x) =
m∑
l=1
Aεl (ξ
ε
s(x))dW
l
s +A
ε
0(ξ
ε
s(x))ds (2.1)
with the property that if the solutions ξεt (x) and ξt(x) are the solution of
SDE (2.1) and (1.1) respectively with the same starting point x, there is a
convergence theorem.
Let η : Rn → R be the smooth mollifier defined by η(x) = Ce
1
|x|2−11|x|<1
where C is a normalising constant such that |η|L1 = 1. Define a sequence
of smooth functions ηε with support in the ball Bε, of radius ε centred at 0
by ηε(x) = ε
−nη(xε ). For a locally integrable function f on R
n let fε be its
convolution with ηε,
fε(x) = ηε ∗ f(x) =
∫
Rn
ηε(x− y)f(y)dy =
∫
Bε(0)
ηε(y)f(x− y)dy (2.2)
Then fε → f for almost surely all x and the approximation family are
uniformly Lipschitz continuous if the original functions are and have uniform
linear growth if the original function does. To summarise, we have the
following lemma. (see [7])
Lemma 2.1. (1) If f : Rn → R such that |f(x)| 6 ψ(|x|) for ψ a positive
increasing function, then |fε(x)| 6 ψ(|x|+ε). If f is uniformly Ho¨lder
continuous in Rn i.e. |f(x)− f(y)| 6 K|x− y|α for some K > 0, 0 <
α < 1, we have
sup
ε
|fε(x)− fε(y)| 6 K|x− y|
α ∀x, y ∈ Rn
and
lim
ε→0
sup
x∈Rn
|fε(x)− f(x)| = 0
If f is locally Lipschitz with rate function K then so is each fε with
the same rate function, that is |fε(x) − fε(y)| 6 K(n + ε)|x − y|, for
all x, y ∈ Bn.
(2) If f ∈ Lploc(R
n), then for any R > 0, we have∫
|x|6R
fpε dx 6
∫
|x|6R+ε
fpdx
lim
ε→0
∫
|x|6R
|fε − f |
pdx = 0
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2.1 Basic Estimates
Unless otherwise stated we take Aεli = ηε ∗ Ali, A
ε
l = (A
ε
1l, . . . , A
ε
nl)
T . Let
Aε = (Aε1, . . . , A
ε
m) and a
ε
ij =
∑m
l=1A
ε
il(x)A
ε
jl(x). We begin with a family of
approximating SDEs, with the smooth coefficients Aεl defined as above,
dξεt (x) = x+
m∑
l=1
∫ t
0
Aεl (ξ
ε
s(x))dW
l
s +
∫ t
0
Aε0(ξ
ε
s(x))ds (2.3)
We summarise below useful property of this approximation.
Lemma 2.2. Suppose Assumption 2.1 holds, then for some ε0 > 0, {a
ε
ij , ε <
ε0} are elliptic with the same uniform elliptic constant.
Proof. By Lemma 2.1, Aεil(x) are uniformly bounded in all parameters and
the family of functions Aεil(x) converge uniformly in R
n as ε tends to 0.
Let ε0 be such that ε < ε0, supx∈Rn |a
ε
ij(x) − aij(x)| 6
θ
2n . Hence for
x ∈ Rn, ξ = (ξ1, ξ2..., ξn) ∈ R
n,
n∑
i,j=1
aεij(x)ξiξj >
n∑
i,j=1
aij(x)ξiξj −
n∑
i,j=1
|aεij(x)− aij(x)||ξi||ξj |
> θ
n∑
i=1
|ξi|
2 −
θ
2n
n
n∑
i=1
|ξi|
2 =
θ
2
n∑
i=1
|ξi|
2
From Theorem A in [17], we obtain the following results on the approx-
imation of ξεt (x) and ξt(x).
Lemma 2.3. If assumption 1.1 holds, for any p > 0, R > 0, T > 0,
lim
ε→0
sup
|x|6R
E
[
sup
06s6T
|ξεs(x)− ξs(x)|
p
]
= 0, (2.4)
Proof. As indicated in the introduction, Assumption 1.1 implies that there
is a unique strong solution for SDE (1.1), see Theorem 1 in [23]. Under the
assumptions of the theorem, we may apply Lemma 2.1 and Theorem A in
[17] to obtain (2.4) for p = 2. The case of p < 2 follows from the Ho¨lder’s
inequality. If p > 2, we have for each T > 0,
E sup
06s6T
|ξεs(x)− ξs(x)|
p = E
[(
sup
06s6T
|ξεs(x)− ξs(x)|
)(
sup
06s6T
|ξεs(x)− ξs(x)|
)p−1]
6
√
E
[
sup
06s6T
|ξεs(x)− ξs(x)|
2
]√
E
[
sup
06s6T
|ξεs(x)− ξs(x)|
2p−2
]
(2.5)
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In fact, from the uniform boundedness of the coefficiens of SDE (1.1) and
that of (2.3), we can get the following for all bounded set S in Rn, T >
0, p > 0
sup
0<ε<ε0
sup
x∈S
E sup
06s6T
|ξεs(x)|
2p−2 + sup
x∈S
E sup
06s6T
|ξs(x)|
2p−2 <∞. (2.6)
So the conclusion follows from (2.5) and (2.6).
Lemma 2.4. Suppose (ξεs(x), s > 0) are the solutions to the family of smooth
SDEs (2.1). Assume that the coefficients of these SDEs are uniformly elliptic
with a common uniform elliptic constant θ and uniformly bounded with a
common bound M , and supε |A
ε
l (x) − A
ε
l (y)| 6 K|x − y|
α ∀x, y ∈ Rn for
some K > 0, 0 < α < 1. For each (s, x), we assume that ξεs(x) converges
to ξs(x) almost surely as ε tends to zero. Then the distribution of ξs(x) is
absolutely continuous with respect to the Lebesgue measure in Rn, and we
have the following estimate for the transition kernel ps(x, .),
ps(x, y) 6 C1s
−n
2 e
− |x−y|
2
2C1s , ∀ s ∈ (0, T ], x, y ∈ Rn (2.7)
where the constant C1 depends only on K,α,M, θ, n, T . In particular, under
the Assumption 1.1, the estimate holds for the Markov kernel of SDE (1.1).
Proof. Denote by Bb(R
n) the set of bounded measurable functions in Rn.
Since the coefficients of SDE (2.1) are smooth and Aεl , 1 6 l 6 m are uni-
formly elliptic, the distribution of the solution ξεt (x) is absolutely continuous
with respect to the Lebesgue measure in Rn for each s > 0, ε > 0. (for ex-
ample, see [20]). Let pεs(x, y) : R
n ×Rn → R be the Markov kernel, so for
f ∈ Bb(R
n),
Ef(ξεs(x)) =
∫
Rn
pεs(x, y)f(y)dy.
By classical results in diffusion theory, pεs(x, y) is the fundamental solution
of the following parabolic PDE,{
∂uε
∂t =
∑
i,j a
ε
ij
∂uε
∂xi∂xj
+
∑
iA
ε
i0
∂uε
∂xi
uε(0, y) = δx.
By the estimate for the fundamental solution of non-divergence form parabolic
PDE, see [8] or [14], there are constants c1, c2 such that for s ∈ (0, T ],
pεs(x, y) 6 c1s
−n
2 e
−
|x−y|2
2c2s , s ∈ (0, T ], ε ∈ (0, ε0].
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The constants depend only on the uniform elliptic constants of aεij , the
bounds on aεij and A
ε
i0, the Ho¨lder constants K,α of a
ε
ij , A
ε
i0, the dimension
n and time interval T . In particular the constants are independent of ε when
ε is sufficiently small by the condition of this lemma. Take C1 = max(c1, c2)
for simplicity.
As assumed in the condition, limε→0 ξ
ε
s(x) = ξs(x) almost surely. Taking
ε → 0, by the Lebesgue dominated convergence theorem, for each f ∈
Cb(R
n),
Ef(ξs(x)) 6 C1s
−n
2
∫
Rn
e
−
|x−y|2
2C1s f(y)dy (2.8)
For every bounded open sets O in Rn, let fk be a sequence of non-
negative functions in Cb(R
n) such that limk→∞ fk = IO where the conver-
gence is pointwise. Fatou lemma leads to
EIO(ξs(x)) 6 C1s
−n
2
∫
O
e
− |x−y|
2
2C1s f(y)dy (2.9)
The same inequality also holds for every open, not necessarily bounded set
by Fatou lemma. It follows that if Γ in Rn is a set with λ(Γ) = 0, where
λ denotes the Lebesgue, then EIΓ(ξs(x)) = 0. In fact, by regularity of the
measure, there are open subsets Ok with Γ ⊆ Ok, λ(Ok) ↓ 0 and so
EIΓ(ξs(x)) 6 EIOk(ξs(x)) 6 C1s
−n
2
∫
Ok
e
−
|x−y|2
2C1s f(y)dy
k→∞
→ 0.
Now the distribution of ξs(x) is absolutely continuous with respect to the
Lebesgue measure in Rn for each x ∈ Rn and by (2.8) for all f ∈ Cb(R
n),
we have, ∫
Rn
ps(x, y)f(y)dy 6 C1s
−n
2
∫
Rn
e
− |x−y|
2
2C1s f(y)dy
By general approximation procedure the above inequality also holds for each
f ∈ Bb(R
n), which implies the Markov kernel ps(x, y) has the same upper
bound: C1s
−n
2 e
−
|x−y|2
2C1s . If Assumption 1.1 holds, by Lemma 2.1, 2.2 and
Lemma 2.3, all the condition above are satisfied so the upper bounded for
the Markov kernel of the solution of SDE (1.1) follows.
Let Ks(x, y) := s
−n
2 e−
|x−y|2
2s , s > 0, x, y ∈ Rn. Let g : Rn → R+ be
a Borel measurable function. If there exists a constant T0 > 0, such that∫ T0
0
∫
Rn
g(y)Ks(x, y)dyds <∞, then by Lemma 2.4,
∫ min(T0, T0C1 )
0 Eg(ξs(x))ds <
∞.
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From now on we assume the estimate for the Markov kernel in Lemma
2.4 are considered in time interval 0 < s 6 T˜ for some fixed T˜
Lemma 2.5. Let g : Rn → R be a Borel measurable function. Assume
Assumption 1.1 and that there exist T0 > 0, and p > 1, such that
sup
x∈S
∫ T0
0
∫
Rn
|g(y)|pKs(x, y)dyds <∞ (2.10)
for any bounded set S in Rn. Set T1 = min(T˜ ,
T0
C1
) where C1 is the constant
in the transition kernel, c.f. (2.7), on the time interval (0, T˜ ]. Then for
gε = ηε ∗ g and any bounded set S in R
n,
sup
ε<ε0
sup
x∈S
∫ T1
0
E|gε(ξ
ε
s(x))|
pds <∞ (2.11)
where ε0 is the constant in Lemma 2.2.
Proof. Recall the transition kernel estimates we use before,
pεs(x, y) 6 C1s
−n
2 e
−
|x−y|2
2C1s , ∀ s ∈ (0, T˜ ), ε ∈ (0, ε0).
In the remaining part of the proof, the constants C which appear in the com-
putation may change from line to line and depend only onK,α,M, θ, δ, n, T˜ , p.
Define K˜s(x) = Ks(x, 0), s > 0, x ∈ R
n. For T ∈ (0, T˜ ] and ε ∈ (0, ε0), we
derive the following estimate:∫ T
0
E|gε(ξ
ε
s(x))|
pds 6 C
∫ C1T
0
∫
Rn
|gε(y)|
pKs(x, y)dyds
6 C
∫ C1T
0
∫
Rn
ηε ∗ |g|
p(y)K˜s(x− y)dyds
= C
∫ C1T
0
(
ηε ∗ |g|
p
)
∗ K˜s(x)ds
= C
(∫ C1T
0
|g|p ∗ K˜sds
)
∗ ηε(x)
The last step is due to the property that f ∗ h = h ∗ f for locally integrable
functions and Fubini’s Theorem. Since we assume that
∫ T0
0 |g|
p ∗ K˜s ds is
locally bounded in Rn for any bounded set S in Rn, when C1T 6 T0, i.e.
T 6 T1 := min(T˜ ,
T0
C1
), the following holds:
sup
ε<ε0
sup
x∈S
∫ T
0
E|gε(ξ
ε
s(x))|
pds <∞. (2.12)
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Lemma 2.6. Let g : Rn → R be a Borel measurable function. Suppose
Assumption 1.1 holds and that there exist T0 > 0, δ ∈ (0, 1) and p>1 such
that
sup
x∈S
∫ T0
0
∫
Rn
|g(y)|p(1+δ/2)Ks(x, y)dyds <∞ (2.13)
for any bounded set S in Rn. If moroever,
g ∈ L
p(n)
loc (R
n) (2.14)
where p(n) = max{p(1 + δ), pn(1+δ)2 }. Let T1 = min(T˜ ,
T0
C1
) (constant C1 is
the same as that in Lemma 2.5), then for gε = ηε ∗ g and any bounded set
S in Rn
lim
ε→0
sup
x∈S
∫ T1
0
E|gε(ξ
ε
s(x))− g(ξs(x))|
pds = 0. (2.15)
Proof. In the remaining part of the proof, the constants C which appear in
the computation may change from line to line and depend only onK,α,M, θ,
δ, n, T˜ , p. They do not depend on ε and R, which is essential for taking ε to
0 and R to infinity.
The required uniform convergence requires an uniform estimate. Since
W 1,p spaces are not included in W 1,∞, we must sacrifice some integrability
for this uniform estimate. Fixed T 6 T1, let∫ T
0
E|gε(ξ
ε
s(x))− g(ξs(x))|
pds
6 C
∫ T
0
E|gε(ξ
ε
s(x)) − g(ξ
ε
s(x))|
pds+ C
∫ T
0
E|g(ξεs(x)) − g(ξs(x))|
pds
:= Iε1(x, T ) + I
ε
2(x, T )
Note that
Iε1(x, T ) 6 C
∫ T
0
E
[
|gε(ξεs(x))− g(ξ
ε
s(x))|
pI{|ξεs(x)|6R}
]
ds
+C
∫ T
0
E
[
|gε(ξεs(x))− g(ξ
ε
s(x))|
pI{|ξεs(x)|>R}
]
ds
:= Iε11(x, T,R) + I
ε
12(x, T,R).
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For each 1p1 +
1
q1
= 1, by Markov kernel estimate and Ho¨lder inequality
Iε11(x, T,R)
6 C
∫ C1T
0
Cs−
n
2
( ∫
Rn
e−
p1|x−y|
2
2s
) 1
p1
( ∫
|y|6R
|gε − g|
pq1(y)dy
) 1
q1 ds
6 C
∫ C1T
0
s
−n
2
(1− 1
p1
)
(∫
|y|6R
|gε − g|
pq1(y)dy
) 1
q1
ds
When n > 1, we take q1 =
n(1+δ)
2 in above inequality. Then
Iε11(x, T,R) 6 C
∫ C1T
0
s−
1
1+δ
( ∫
|y|6R
|gε − g|
pn(1+δ)
2 (y)dy
) 2
n(1+δ)ds
6 C
(∫
|y|6R
|gε − g|
np(1+δ)
2 (y)dy
) 2
n(1+δ)
.
(2.16)
For n = 1 the corresponding estimate is
Iε11(x, T,R) 6 C
( ∫
|y|6R
|gε − g|
p(1+δ)(y)dy
) 1
(1+δ)
Under condition (2.14), by Lemma 2.1, for each fixed R > 0, we have
lim
ε→0
sup
x∈S
Iε11(x, T,R) = 0. (2.17)
For the term involving large |ξεs(x)|, Ho¨lder inequality gives
Iε12(x, T,R) 6 C
(∫ T
0
E|gε(ξεs(x))− g(ξ
ε
s(x))|
p(1+δ/2)ds
) 2
2+δ
(∫ T
0
E|ξεs(x)|
2
R2
) δ
2+δ
.
The first factor on the right hand side is bounded uniformly in S, since
by (2.13) and Lemma 2.5,
sup
x∈S
∫ T
0
E|g(ξs(x))|
p(1+δ/2)ds+ sup
ε<ε0
sup
x∈S
∫ T
0
E|g(ξεs(x))|
p(1+δ/2)ds <∞.
(2.18)
To estimate the second factor note that the vector fields Al, and A
ε
l are
bounded uniformly in ε for sufficiently small ε and so by standard estimates
for bounded set S in Rn, and T ∈ (0, T1],
sup
ε<ε0
sup
x∈S
E sup
06s6T
|ξεs(x)|
2 + sup
x∈S
E sup
06s6T
|ξs(x)|
2 <∞. (2.19)
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Hence there exists a constant C(K,α,M, θ, n, T0, T˜ , S), not depending
on R or ε, such that,
sup
ε<ε0
sup
x∈S
Iε12(x, T,R) 6
C
R
2δ
2+δ
Finally we obtain, for each R > 0, ε < ε0,
sup
x∈S
Iε1(x, T1) 6 sup
x∈S
Iε11(x, T1, R)+sup
x∈S
Iε12(x, T1, R) 6 sup
x∈S
Iε11(x, T1, R)+
C
R
2δ
2+δ
.
First let ε tend to 0, taking into account of (2.17) , then R tend to ∞, we
see
lim
ε→0
sup
x∈S
Iε1(x, T1) = 0.
Next we observe that locally integrable functions are uniformly contin-
uous on sufficiently large sets. By Egoroff theorem for finite measures if fn
converges almost surely, for any ζ > 0 it converges uniformly outside of a
set of measure ζ. So for any g ∈ Lloc(R
n), there is a function g˜, such that
g = g˜ almost everywhere with Lebesgue measure in Rn, and for positive
numbers R and ζ, there exists a open set U(R, ζ) with the property that
λ(U(R, ζ)) < ζ and g˜ is uniformly continuous on B¯R/U . So for any r > 0,
there exists a ϑ ≡ ϑ(R, ζ, r) be such that
|g˜(x1)− g˜(x2)| < r, ∀xi ∈ BR \ U(R, ζ), |x1 − x2| < ϑ(R, ζ, r).
Note that by Lemma 2.4, given the function g = g˜ almost everywhere
with Lebesgue measure, we have g(ξs(x, ω)) = g˜(ξs(x, ω)) and g(ξ
ε
s(x, ω)) =
g˜(ξεs(x, ω)) almost surely in the probability space for each fixed s > 0 and
0 < ε < ε0. Then for each 0 6 s 6 T1, let
O1(s) = {ω : |ξ
ε
s(x, ω)− ξs(x, ω)| < ϑ(R, ζ, r)|},
O2(s) = {ω : ξs(x, ω) ∈ BR \ U(R, ζ)} ∩ {ω : ξ
ε
s(x, ω) ∈ BR \ U(R, ζ)}.
For each 0 < T 6 T1, we obtain,
Iε2(x, T ) = C
∫ T
0
E|g˜(ξεs(x))− g˜(ξs(x))|
pds
6 C
∫ T
0
E
[
|g˜(ξεs(x))− g(ξs(x))|
p1{O1(s)∩O2(s)}(ω)
]
ds
+C
∫ T
0
E
[
|g˜(ξεs(x))− g˜(ξs(x))|
p1{O1(s)∩O2(s)}c(ω)
]
ds
6 Crp + C
(∫ T
0
E[|g˜(ξεs(x))|
p(1+δ/2) + |g˜(ξs(x))|
p(1+δ/2) ]ds
) 2
2+δ
( ∫ T
0
P(Oc1(s) ∪O
c
2(s))ds
) δ
2+δ
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By the estimate (2.18),
sup
x∈S
Iε2(x, T ) 6 Cr
p + C sup
x∈S
(∫ T
0
(
P (|ξεs(x)− ξs(x)| > ϑ(R, ζ, r))
+P(|ξεs(x)| > R) +P(|ξs(x)| > R) +P(ξ
ε
s(x) ∈ U(R, ζ)) +P(ξs(x) ∈ U(R, ζ))
)
ds
) δ
2+δ
6 Crp + C sup
x∈S
(E sup06s6T |ξεs(x)− ξs(x)|2
ϑ(R, ζ, r)2
+
E[sup06s6T
(
|ξεs(x)|
2 + |ξs(x)|
2
)
]
R2
+
∫ T3
0
(
P (ξεs(x) ∈ U(R, ζ)) +P (ξs(x) ∈ U(R, ζ))
)
ds
) δ
2+δ
Then by Lemma 2.3 and estimate (2.19), let ε tend to 0, we have,
lim
ε→0
sup
x∈S
Iε2(x, T ) 6 Cr
p
+ C
( 1
R2
+
∫ T
0
sup
x∈S
(
P (ξεs(x) ∈ U(R, ζ)) +P (ξs(x) ∈ U(R, ζ))
)
ds
) δ
2+δ
(2.20)
The last two items can be estimated using the Markov kernel upper
bounds and Ho¨lder inequality as below,{
supx∈S P
(
ξεs(x) ∈ U(R, ζ)
)
6 Cs−
1
2 (λ(U(R, ζ)))
1
n 6 Cζ
1
n s−
1
2
supx∈S P
(
ξs(x) ∈ U(R, ζ)
)
6 Cζ
1
n s−
1
2
Put the above estimate into (2.20), we derive
lim
ε→0
sup
x∈S
Iε2(x, T1) 6 Cr
p +
( 1
R2
+ ζ
1
n
) δ
2+δ
Since R, ζ and r are arbitrary, then let ζ, r tend to 0 and R tend to ∞,
then we get limε→0 supx∈S I
ε
2(x, T1) = 0 and by now we have completed the
proof.
Remark 2.1. Let n > 1 and g : Rn → R be a function such that g ∈
L
p(n)
loc (R
n), as (2.14) and the following, for some R0 > 0 and c > 0,
|g(x)| 6 ec|x|
2
, |x| > R0. (2.21)
Then condition (2.13) holds for T < 14c . In fact
sup
x∈S
∫ T
0
∫
|y|6R0
|g(y)|p(1+δ/2)Ks(x, y)dyds
6 C
∫ T
0
s−
2+δ
2+2δ
( ∫
|y|6R0
|g|
pn(1+δ)
2 (y)dy
) 2+δ
n(1+δ)ds <∞
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and, by a change of variable,
sup
x∈S
∫ T
0
∫
|y|>R0
|g(y)|p(1+δ/2)Ks(x, y) dy ds
6 sup
x∈S
∫ T
0
s−
n
2
∫
Rn
ec |y|
2
e−
|x−y|2
2s dyds
6 C sup
x∈S
∫ T
0
∫
Rn
e2c (s|y|
2+|x|2)e−
|y|2
2 dyds
6 CT sup
x∈S
e2c |x|
2
∫
Rn
e2c T |y|
2
e−
|y|2
2 dy <∞.
Lemma 2.7. Let G(x) :=
∑m
l=0 |DAl(x)|
2 and Gε(x) :=
∑m
l=0 |DA
ε
l (x)|
2.
Assume Assumption 1.1 and that there exist positive constants σ and T0,
such that for any bounded set S in Rn,
sup
x∈S
∫ T0
0
∫
Rn
eσG(y)Ks(x, y)dyds <∞. (2.22)
Then for each q > 0,
sup
ε<ε0
sup
x∈S
E
[
e6q
2
∫ T2
0 G
ε(ξεs(x))ds
]
<∞
for T2 := min(T1,
σ
6q2
) where T1 = min(T˜ ,
T0
C1
) for C1 given by (2.7).
Proof. By Jesen’s inequality,
sup
x∈S
E
[
e6q
2
∫ T
0 G
ε(ξεs(x))ds
]
6
1
T
sup
x∈S
E
[ ∫ T
0
e6Tq
2Gε(ξεs(x))ds
]
6
1
T
sup
x∈S
E
[ ∫ T
0
(
ηε ∗ e
6Tq2G
)
(ξεs(x))ds
]
the function e6Tq
2G satisfies (2.10) with power parameter p = 1, when T 6
σ
6q2
, then by Lemma 2.5 for T2 := min(T1,
σ
6q2
),
sup
ε<ε0
sup
x∈S
E
[ ∫ T2
0
(
ηε∗e
6Tq2G
)
(ξεs(x))ds
]
6 sup
ε<ε0
sup
x∈S
E
[ ∫ T1
0
(
ηε∗e
σG
)
(ξεs(x))ds
]
<∞.
which implies the conclusion of the lemma.
Remark 2.2. In fact, in integrable condition (2.22), if we replace the func-
tion eσG(y) by F (G(y)), where F : R+ → R+ is a convex non-negative
function, then a corresponding uniformly integrability conclusion holds for
F (G).
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2.2 Convergence of derivative flows
Next we consider the convergence of the derivative flows. Since each Aεl
is smooth and globally Lipschitz continuous, for each ε there is a smooth
global solution flow ξεt (x, ω) to SDE (2.3). For x ∈ R
n, let
V εt (x) = Dxξ
ε
t
be the space derivative of ξεt . Then V
ε
t satisfies the following SDE
V εt (x) = I+
m∑
l=1
∫ t
0
DAεl (ξ
ε
s(x))(V
ε
s (x))dW
l
s +
∫ t
0
DAε0(ξ
ε
s(x))(V
ε
s (x))ds.
(2.23)
We prove the following uniform moment estimate for V εt .
Lemma 2.8. We assume the same condition as that in Lemma 2.7 . Then
for each p > 0, there is a constant T3 := min(T1,
σ
6p2
), such that for all
0 6 T 6 T3 and bounded subset S of R
n,
sup
ε<ε0
sup
x∈S
E
[
sup
06s6T
|V εs (x)|
p
]
<∞. (2.24)
Proof. For simplicity we omit the starting point x in V εt (x). For SDE (2.3),
with smooth coefficients, it holds that for all p > 1, see the analysis in [15],
|V εt |
p = eM
p,ε
t −
〈Mp,ε,Mp,ε〉t
2
+ap,εt (2.25)
where
Mp,εt =
m∑
l=1
p
∫ t
0
〈DAεl (V
ε
s ), V
ε
s 〉
|V εs |
2
dW ls, a
p,ε
t =
p
2
∫ t
0
Hεp(ξ
ε
s)(V
ε
s , V
ε
s )
|V εs |
2
and
Hεp(v, v) = 2〈DA
ε
0(v), v〉+
m∑
l=1
|DAεl (v)|
2+ (p− 2)
m∑
l=1
〈DAεl (v), v〉
2
|v|2
. (2.26)
This follows from an Itoˆ formula applied to the function | − |p and to the
stochastic process V εt . See Elworthy’s book [2] for a nice Itoˆ formula.
Let Gε(x) =
∑m
l=0 |DA
ε
l (x)|
2. Note that
Hεp(x)(v, v) 6 (p+ 3)G
ε(x) + C.
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By Lemma 2.7, for T3 := min(T1,
σ
6p2
),
sup
ε<ε0
sup
x∈S
E
[
e6p
2
∫ T3
0 G
ε(ξεs(x))ds
]
<∞
According to the proof of Theorem 5.1 in [15], for any bounded set S in Rn,
sup
ε<ε0
sup
x∈S
E
[
sup
06s6T3
|V εs (x)|
p
]
6 C sup
ε<ε0
sup
x∈S
E
[
e6p
2
∫ T3
0 G(ξ
ε
s(x))ds
]
<∞
Here C is a constant only depending on n and p, not on ε.
Remark 2.3. The condition (2.22) used in the Lemma is a little stronger
than it is needed for the uniformly moment estimate for V εs (x). In fact, let
F1(x) := sup|v|=1〈DA
ε
0(v), v〉(x) and F2(x) :=
∑m
l=1 |DAl(x)|
2, we have for
any ε > 0,
sup
|v|=1
〈DAε0(x)(v), v〉 = sup
|v|=1
〈
∫
Rn
ηε(x− y)DA0(y)(v)dy, v〉
6
∫
Rn
ηε(x− y) sup
|v|=1
〈DA0(y)(v)dy, v〉 6 ηε ∗ F1(x)
So by Jensen’s inequality, from (2.26) we see,
sup
|v|=1
Hεp(v, v) 6 ηε ∗
(
F1(x) + F2(x)
)
So by (2.25), Ho¨lder inequality and Jesen’s inequality, if the following con-
dition holds,
sup
x∈S
∫ T0
0
∫
Rn
eσFi(y)Ks(x, y)dyds <∞, i = 1, 2 (2.27)
we obtain the uniformly moment estimate for V εs (x) at some small time
interval.
Note that in condition (2.27), we only need the one-side bound of DA0,
which is weaker than the two-side bound condition (2.22).
Theorem 2.9. Suppose the Assumption 1.1 and condition (2.22) holds,
Then for each p > 0 , there is a constant T4, such that for any bounded set
S in Rn and 0 6 T 6 T4
lim
ε,ε˜→0
sup
x∈S
E sup
06s6T
|V εs (x)− V
ε˜
s (x)|
p = 0. (2.28)
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Proof. We only need to consider the case of p > 2. For simplicity, we
use βεl (s), β
ε˜
l (s) to denote DA
ε
l (ξ
ε
s(x)) and DA
ε˜
l (ξ
ε˜
s(x)), and the constants
C may appears in the computation from line to line and depend only on
K,α,M, θ, δ, n, T˜ , p, σ. Let Tˆ1 be the constant T3 in Lemma 2.8 for the
power parameter 2p. By SDE (1.2), for any T < Tˆ1, we have,(
E sup
06s6T
∣∣V εs (x)− V ε˜s (x)∣∣p ) 2p
6 C
m∑
l=1
(
E sup
06s6T
∣∣∣∣∫ s
0
βεl (u)(V
ε
u (x))− β
ε˜
l (u)(V
ε˜
u (x))dB
l
u
∣∣∣∣p ) 2p
+ C
(
E sup
06s6T
∣∣∣∣∫ s
0
βε0(u)(V
ε
u (x)) − β
ε˜
0(u)(V
ε˜
u (x))ds
∣∣∣∣p ) 2p
6 C
m∑
l=0
(
E
[ ∫ T
0
|βεl (s)(V
ε
s (x))− β
ε˜
l (s)(V
ε˜
s (x))|
2ds
] p
2
) 2
p
6 C
m∑
l=0
∫ T
0
(
E|βεl (s)(V
ε
s (x))− β
ε˜
l (s)(V
ε˜
s (x))|
p
) 2
p
ds, .
where the second step of above inequality is due to BKG inequality and
Ho¨lder inequality, the third step is due to the inequality
(
E|
∫ T
0 |fs|ds|
p
) 1
p
6∫ T
0
(
E|fs|
p
) 1
pds for measurable function f(s, ω) when p > 1. Now splitting
up the terms,(
E sup
06s6T
∣∣V εs (x)− V ε˜s (x)∣∣p ) 2p
6 C
m∑
l=0
∫ T
0
(
E|βεl (s)(V
ε
s (x))− β
ε
l (s)(V
ε˜
s (x))|
p
) 2
p
ds
+C
m∑
l=0
∫ T
0
(
E|βεl (s)(V
ε˜
s (x)) − β
ε˜
l (s)(V
ε˜
s (x))|
p
) 2
p
ds
6 CN2
∫ T
0
(
E sup
06u6s
|V εu (x)− V
ε˜
u (x)|
p
) 2
p
ds
+C sup
ε<ε0
(
E
[
sup
06s6Tˆ1
|V εs |
2p
]) 1
p
( m∑
l=0
( ∫ T
0
E|βεl (s)|
4pds
) 1
2p
( ∫ T
0
P(|βεl (s)| > N)ds
) 1
2p
)
+C sup
ε<ε0
(
E
[
sup
06s6Tˆ1
|V εs |
2p
]) 1
p
( m∑
l=0
( ∫ T
0
E|βεl (s)− β
ε˜
l (s)|
2pds
) 1
p
)
.
(2.29)
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The last step is due to Ho¨lder’s inequality. Note that by condition (2.22), we
can find a constant L > 0 (depends on M,θ, n, T˜ , σ), such that the function
g = eL|DAl|
2
satisfies the condition (2.10) with power parameter p = 1. And
then |DAl| satisfies the conditions (2.14) and (2.13) for any power p > 1,
so by Lemma 2.5 and Lemma 2.6, there are constants Tˆ2 depending on
K,α,M, θ, n, T˜ , T0, σ, such that for any bounded set S,
sup
ε<ε0
sup
x∈S
∫ Tˆ2
0
EeL|β
ε
l
(s)|2ds 6 sup
ε<ε0
sup
x∈S
∫ Tˆ2
0
E
[
ηε ∗ e
L|DAl|
2
(ξεs(x))
]
ds <∞
sup
ε<ε0
sup
x∈S
∫ Tˆ2
0
E|βεl (s)|
4pds <∞ (2.30)
lim
ε,ε˜→0
sup
x∈S
∫ Tˆ2
0
E|βεl (s)− β
ε˜
l (s)|
2pds = 0 (2.31)
Then by the Chebeshev inequality, for each ε < ε0,∫ Tˆ2
0
P(|βεl (s)| > N)ds 6
∫ Tˆ2
0
EeL|β
ε
l
(s)|2
eLN2
ds 6
C
eLN2
(2.32)
So put (2.24), (2.32) and (2.30) into (2.29), when T < min(Tˆ1, Tˆ2) we derive,(
E sup
06s6T
∣∣V εs (x)− V ε˜s (x)∣∣p ) 2p 6 CN2 ∫ T
0
(
E sup
06u6s
|V εu (x)− V
ε˜
u (x)|
p
) 2
p
ds
+
C
eLN2/2p
+ C
( m∑
l=0
( ∫ T
0
E|βεl (s)− β
ε˜
l (s)|
2pds
) 1
p
)
By Gronwall lemma, let αε,ε˜(T, x) :=
∑m
l=0
( ∫ T
0 E|β
ε
l (s)− β
ε˜
l (s)|
2pds
) 1
p ,
we have for any T < min(Tˆ1, Tˆ2),(
E sup
06s6T
|V εs (x)− V
ε˜
s (x)|
p
) 2
p
6
C
eLN2/2p
+ αε,ε˜(T, x) +
∫ T
0
eCN
2(t−s)
( C
eLN2/2p
+ αε,ε˜(s, x)
)
ds
6 αε,ε˜(T, x) + eCN
2T
∫ T
0
( C
eLN2/2p
+ αε,ε˜(s, x)
)
ds
Since by (2.31), limε,ε˜→0 supx∈S α
ε,ε˜(T, x) = 0, first let ε tend to 0, then N
tend to infinity in above inequality, so we can find a constant T4 > 0(take
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CT4 <
L
2p in above inequality), such that for any T 6 T4,
lim
ε,ε˜→0
sup
x∈S
E sup
06s6T
|V εs (x)− V
ε˜
s (x)|
p = 0
By Theorem 2.9, we know V εt is a Cauchy sequence in the space L
p(P),
so there is a limit process, in fact we have the following.
Theorem 2.10. Suppose Assumption 1.1 and condition (2.22) hold, then
there exists a process Vt(x), 0 6 t < ∞, such that for each p > 0, there is a
T4 > 0 as in Lemma 2.7,
lim
ε→0
sup
x∈S
E sup
06s6T4
|V εs (x)− Vs(x)|
p = 0
hols for any bounded set S in Rn. Furthermore, the process Vt(x) is the
unique strong solution of SDE (1.2) for all t.
Proof. We write ξ0t := ξt and V
0
t := Vt. By Lemma 2.6 and Theorem 2.9,
it is shown that the limit process Vt(x) is the solution of SDE (1.2) in some
time interval 0 6 t 6 T4. This gives the moment estimate in Lemma 2.8
for the case that ε = 0 on [0, T4]. In fact a direct computation as that in
Lemma 2.8 gives the bound for any strong solution of SDE (1.2) on [0, T4].
The key observation is that equation (2.25) holds for any strong solution
of SDE (1.2), without further assumptions on the regularity on the vector
fields. Hence if Vt and V˜t are two solutions of SDE (1.2), the same method
used for the proof of Theorem 2.9 gives
sup
x∈S
E sup
06s6T4
|Vs(x)− V˜s(x)|
p = 0
and Vt(x) is the unique strong solution of SDE (1.2) in the time interval
[0, T4].
If we view SDE (1.1) and (1.2) together as a system with solution
(ξt(x), Vt(x)) valued in R
n ×Rn×n. Let Ft(x, v0, ω) := (ξt(x), 〈Vt(x), v0〉v0)
which is the solution of that system with initial point (x, v0). When T4 <
t 6 2T4, let
Ft(x, v0, ω) := Ft−T4
(
ξT˜ (x), VT4(x), θT4(ω)
)
.
Here θT˜0(ω)t = ωt+T4 − ωT4 is the shift operator. By the Markov property
and the pathwise uniqueness at time interval 0 6 t 6 T4 for any initial point
(x, v0) ∈ R
n×Rn×n, one may check that Vt(x) is the solution for SDE (1.2)
when 0 6 t 6 2T4. Taking this procedure repeatedly, we obtain a unique
solution to SDE (1.2) for any time t.
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Remark 2.4. In particular, by Lemma 2.4, if we take different versions
of weak derivative DAl in SDE (1.2), the corresponding solutions Vs are
indistinguishable.
Remark 2.5. In Theorem 2.10, Vt(x) is shown to belong to ∈ L
p(P) when
0 6 t 6 T4. But this may fail when t > T4.
3 The case of locally Lipschitz continuous coeffi-
cients
In a special case that Al, 0 6 l 6 m are bounded, global Lipschitz continuous
and uniformly elliptic in Rn, the condition (2.22) are satisfied for every
T0 > 0, σ > 0. And for each T > 0, there exists a unique strong solution of
SDE (1.2) since DAl is bounded. Step by step checking the proof of Lemma
2.6 and Thereom 2.9 to determine the time interval, we can obtain,
Theorem 3.1. Assume that the coefficients of the SDE (1.1) are bounded,
Lipschitz continuous and uniformly elliptic. For each T > 0, p > 0 and
bounded subset S in Rn, we have
lim
ε→0
sup
x∈S
E sup
06s6T
|V εs (x)− Vs(x)|
p = 0.
We extend the approximation results to the elliptic SDE with locally
Lipschitz continuous coefficients, in which case Al is still weak differentiable
and has a locally bounded version of the derivative. So SDE (1.2) is complete
if SDE (1.1) is complete, i.e. non-explode for each fixed starting point.
Denote by (ρ, ϑ), ρ > 0, ϑ ∈ Sn−1 the polar coordinate in Rn. For any
measurable function f on Rn and integer N > 0, define a function fN as,
fN(ρ, ϑ) :=
{
f(ρ, ϑ) if |ρ| 6 N,
f(N,ϑ) if |ρ| > N.
(3.1)
and fN(0) = f(0). Suppose that SDE (1.1) is complete and coefficients Al
are locally Lipschitz continuous and elliptic . SetANl (x) = (A
N
l1 (x), .., A
N
ln(x))
then Al, 1 6 l 6 m are bounded, Lipschitz continuous and uniformly ellip-
tic. Let ξNt (x), V
N
t (x) be respectively the solutions to SDE (1.1) and (1.2)
whose coefficients are ANl and DA
N
l . Let A
N,ε
l be the smooth approxima-
tion of the vector fields ANl derived by convolution, as in Section 2. We
denote the corresponding solution of approximation SDE (2.3) and (2.23)
by ξN,εt (x) and V
N,ε
t (x).
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Lemma 3.2. Suppose the coefficients Al of SDE (1.1) are locally Lipschitz
continuous, and of linear growth, then for any p > 0, T > 0 and bounded set
S in Rn,
lim
ε→0
sup
x∈S
E sup
06s6T
|ξεs(x)− ξs(x)|
p = 0, (3.2)
Proof. Let T εN (x), TN (x) be the first exist time of the ball BN for the process
ξεs(x), ξs(x) respectively. Since ξ
N,ε
s (x) = ξεs(x) a.s. for s < T
ε
N (x), and
ξNs (x) = ξs(x) a.s for s < TN (x), we have,
E sup
06s6T
[
|ξN,εs (x)− ξ
ε
s(x)|
p + |ξNs (x)− ξs(x)|
p
]
6 C sup
0<ε<ε0,N>0
sup
x∈S
(√
E sup
06s6T
|ξN,εs (x)|2p
√
P(T > T εN (x))
+
√
E sup
06s6T
|ξNs (x)|
2p
√
P(T > TN (x))
)
6 sup
0<ε<ε0,N>0
supx∈S
(
E sup06s6T |ξ
N,ε
s (x)|2p + |ξεs(x)|
2p
)
Np
.
(3.3)
This convergence to 0 as N →∞ from the uniform estimates below:
sup
0<ε<ε0,N>0
sup
x∈S
(
E sup
06s6T
|ξN,εs (x)|
p + |ξεs(x)|
p
)
<∞. (3.4)
The uniform estimate holds for any p > 1 and follows from the common
linear bounded on Aεl . Since A
N
l is bounded and global Lipschitz continuous
for each N > 0, a Grownwall type argument shows that
lim
ε→0
sup
x∈S
E sup
06s6T
|ξN,εs (x)− ξ
N
s (x)|
p = 0 (3.5)
By (3.3), (3.5) and (3.4), we conclude the proof by taking ε → 0 followed
by N →∞ in the following inequality:
E sup
06s6T
|ξεs(x)− ξs(x)|
p
6 CE sup
06s6T
(
|ξN,εs (x)− ξ
ε
s(x)|
p + |ξNs (x)− ξs(x)|
p
)
+ C E sup
06s6T
|ξN,εs (x)− ξ
N
s (x)|
p.
(3.6)
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Remark 3.1. If we assume coefficients Al of SDE (1.1) are locally Lips-
chitz continuous, elliptic and of linear growth. Since the coefficients ANl
are bounded Lipschitz continuous and uniform elliptic for each N > 0, the
distribution of ξNs (x) is absolutely continuous with respect to the Lebesgue
measure in Rn for each fixed s > 0 and x ∈ Rn. Note that we have
proved (3.2), by the same approximation methods we adopted in the proof
of Lemma 2.4, we can prove the distribution of ξs(x) is absolutely contin-
uous with respect to the Lebesgue measure in Rn for each fixed s > 0 and
x ∈ Rn. In particular that if we take different versions of DAl in SDE (1.2),
the solution Vs are indistinguishable.
As the same argument in the proof Lemma 3.2 above, especially triangle
inequality (3.6) and the results of Theorem 3.1, we present below an approx-
imation lemma for Vs in more general case and the remaining of the section
devotes to the validity of the assumption there.
Lemma 3.3. Let S ⊂ Rn be a bounded set and T > 0. If
lim
N→∞
sup
0<ε<ε0
sup
x∈S
E sup
06t6T
(
|V N,εt (x)− V
ε
t (x)|
p + |V Nt (x)− Vt(x)|
p
)
= 0
(3.7)
for all p, then
lim
ε→0
sup
x∈S
E sup
06t6T
|V εt (x)− Vt(x)|
p = 0
The following theorem, from Theorem 5.1 and observations from section
6 in [15], are valid for strong solutions ξt, Vt of SDE’s (1.1) and (1.2), which
are not necessarily elliptic or with smooth coefficients.
Theorem 3.4. (1) Suppose that there is a point x0 such that the solution
ξt(x0) exists for all time and
sup
|v|=1
〈DA0(v), v〉(x) 6 f(x)|v|
2
m∑
l=1
|DAl|
2(x) 6 f(x)
for some function f : Rn → R. Then
E sup
s6t
|Tξt|
p < cE exp
(
6p2
∫ t
0
f(ξs(x))ds
)
and the SDE is strongly complete.
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• If g : Rn → R is a function such that g ∈ C2(Rn)
1
2
m∑
l=1
|Dg(Al)|
2 +
1
2
m∑
l=1
D2g(Al, Al) +Dg(A0) 6 K (3.8)
for some constant K, then for all σ and stopping times τ ,
E exp (σg(ξt∧τ )(x)) 6 e
σg(x)+kt
for some k depending on K and the SDE is complete if g has compact
level sets.
The theorems and analysis we cited above from [15] are for the SDEs
with smooth coefficients. Our key observation is that when the coefficients
are not smooth, (2.25)) still holds for a strong solution. The same argument
and technicalities applies and we obtain the conclusion above.
The application of the theorem reduces to a well chosen function f, g for
a particular SDE.
Assumption 3.1. Let Ai : R
n → Rn, l = 0, 1, . . . ,m, be locally Lipschitz
continuous. Let ψi : R → R, i = 1, 2 be positive non-decreasing functions
and and let gi(x) := ψi(|x|). Suppose that g1 is C
2 and the following holds:
(1)
∑m
l=1 |DAl|
2(x) 6 g1(x), sup|v|=1 〈DA0(x)(v), v〉 6 g1(x)|v|
2
(2)
∑m
l=0 |Al|(x) 6 g2(x) 6 C2(1 + |x|),
(3)
1
2
m∑
l=1
|Dg1(Al)|
2 +
1
2
m∑
l=1
D2g1(Al, Al) +Dg1(A0) 6 C3
Here C2 and C3 are some constants.
Condition (3) in Assumption 3.1 is satisfied if ψ1 ∈ C
2(R) and ψ
′′
1 (s)(ψ2(s))
2
and ψ
′
1(s)ψ2(s) are bounded. It follows from the comments made earlier that
Eeσg1(ξt(x)) is finite for each σ > 0.
Remark 3.2. Assumption 3.1 holds under one of the following conditions:
(a)
∑m
l=1 |DAl| is bounded.
(b)
∑m
l=1 |DAl(x)|
2 6 C
(
1 + ln(1 + |x|2)
)
,
∑m
l=0 |Al(x)| 6 C(1 + |x|),
〈x,A0(x)〉 6 C(1+ |x|
2), 〈DA0(x)(v), v〉 6 C
(
1+ln(1+ |x|2)
)
|v|2.
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(c) For some δ>0, the following holds,∑m
l=1 |Al(x)| 6 C(1+ |x|
2)
1
2
−δ and
∑m
l=1 |DAl(x)|
2 6 C(1+ |x|2)δ and
〈x,A0(x)〉 6 C(1 + |x|
2)1−δ , 〈DA0(x)(v), v〉 6 C(1 + |x|
2)δ |v|2.
For part a) take g1 to be a constant and g2 a linear function . For (b) let
ψ1(s) = ln(1+ s
2) and ψ2(s) = 1+ s. For (c) Let ψ2(s) = C(1+ s
2)
1
2
−δ and
ψ1(s) = C(1 + s
2)δ. See Corollary 6.2 and 6.3 in [15].
Proposition 3.5. Suppose that span{A1(x), . . . , Am(x)} = R
n for each x
so (1.1) is elliptic. If in addition that {A0, A1, . . . , Am} satisfies Assumption
3.1, condition (3.7) in Lemma 3.3 holds. In particular, for each T > 0, p > 0
and bounded set S in Rn,
lim
ε→0
sup
x∈S
E sup
06s6T
|V εs (x)− Vs(x)|
p = 0.
Proof. Here in the proof the constants C may change in different lines and
only depend on p, S, T . By Lemma 2.1, for all N > 0 and 0 < ε < ε0,
|DAεl (x)|
2+|DAN,εl (x)|
2
6 2ψ1(|x|+1), |A
ε
l (x)|+|A
N,ε
l (x)| 6 ψ2(|x|+1).
So there is a global solution to approximation SDEs with smooth coefficients
Aεl and A
N,ε
l for any starting point and it follows from the assumption that
g˜(x) := ψ1(|x|+ 1) is C
2 and the functions
1
2
m∑
l=1
|(Dg˜)(Aεl )|
2 +
1
2
m∑
l=1
(D2g˜)(Aεl , A
ε
l ) + (Dg˜)(A
ε
0)
1
2
m∑
l=1
|(Dg˜)(AN,εl )|
2 +
1
2
m∑
l=1
(D2g˜)(AN,εl , A
N,ε
l ) + (Dg˜)(A
N,ε
0 )
are bounded above with the upper bound uniform in ε ∈ (0, ε0) and in
N > 0. From the calculations in Lemma 6.1 and Theorem 5.1 of [15] or see
Theorem 3.4 before, for every p > 0,
sup
0<ε<ε0,N>0
sup
x∈S
(
E sup
06t6T
|V N,εt (x)|
p + |V εt (x)|
p
)
6 C <∞ (3.9)
As we remark before, the same theory can apply to SDE (1.1) and (2.3)
with strong solution, we obtain,
sup
N>0
sup
x∈S
(
E sup
06t6T
|V Nt (x)|
p + |Vt(x)|
p
)
6 C <∞ (3.10)
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As before, let TN (x), T
ε
N (x) be the first exit times from the ball BN of
ξ·(x) and ξ
ε
· (x). For x ∈ S, 0 < ε < ε0 and N large so that S ⊆ BN , we
have,
E sup
06t6T
|V N,εt (x)− V
ε
t (x)|
p
6 CE
[(
sup
06t6T
|V N,εt (x)|
p + sup
06t6T
|V εt (x)|
p
)
I{T>T ε
N
(x)}
]
6 C
(√
E sup
06t6T
|V N,εt (x)|
2p
√
P(T > T εN (x)) +
√
E sup
06t6T
|V εt (x)|
2p
√
P(T > T εN (x))
)
6 C
(
P(T > T εN (x))
)1/2
6
C sup0<ε<ε0,N>0 supx∈S
√
E sup06s6T |ξ
N,ε
s (x)|2p
Np
6
C
Np
(3.11)
Here in the last step we use the estimation (3.4) by linear growth condition
of Al. So by (3.11), we get,
lim
N→∞
sup
0<ε<ε0
sup
x∈S
E sup
06t6T
|V N,εt (x)− V
ε
t (x)|
p = 0.
Analogously, using (3.10), we have the results for the quantities without ε.
In the proof of Theorem 3.1, ellipticity condition is only needed for the
estimate of the item P(ξs(x) ∈ U(R, ζ)) and Lemma 2.2 holds automatically
if Al are C
1. The corresponding theorem for non-elliptic systems are given
below.
Proposition 3.6. Suppose the coefficients Al of SDE (1.1) are C
1 and
satisfies Assumption 3.1. Then
lim
ε→0
sup
x∈S
E sup
06s6T
|V εs (x)− Vs(x)|
p = 0
for each T > 0, p > 0 and bounded subset S in Rn.
4 Regularity of the solution flow
Theorem 4.5.1 in [19] states that for SDE (1.1), with Al global Lipschitz
continuous, there is a solution flow ξt(x, ω) such that for almost surely all
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ω and every t > 0, ξt(·, ω) ∈ C
0,δ(Rn)(0 < δ < 1). See [15, 10, 26] for
various generalisation. To our knowledge the following result on solution
with Sobolev regularity is new.
Theorem 4.1. Assume Assumption 1.1 and condition (2.22) hold. There
is a global solution flow ξt(x, ω) for SDE (1.1), ı.e. a version such that
for almost surely all ω, ξ·(·, ω) is continuous in [0,∞) ×R
n. Furthermore
for each p > 0 , there is a constant T5(K,α,M, θ, n, p, T0, T˜ , σ), such that
ξt(·, ω) ∈W
1,p
loc (R
n) for each 0 < t 6 T5.
Proof. From the analysis in the proof of Theorem 4.1 in [15] for SDE (2.3)
with smooth coefficients, given a bounded set S in Rn, we have for each
x, y ∈ S and T > 0, p > 1,
E sup
06s6T
|ξεs(x)− ξ
ε
s(y)|
p
6 |x− y|p sup
z∈S
E sup
06s6T
|V εs (z)|
p
By Lemma 2.3 and Lemma 2.8, let ε tend to 0, there exists a Tˆ > 0 which
only depends on K,α,M, θ, n, T˜ , T0, p, σ, such that,
E sup
06s6Tˆ
|ξεs(x)− ξ
ε
s(y)|
p
6 C|x− y|p
and from that one note that
E|ξt(x)− ξs(y)|
p
6 C
(
|x− y|p + |t− s|
p
2
)
0 6 t, s,6 Tˆ , x, y ∈ S
So in above estimate, we take p > n, then by the Kolmogorov’s criterion,
there is a version of the solution flow ξt(x, ω) for SDE (1.1), such that ξ.(·, ω)
is continuous in [0, Tˆ ] ×Rn. As for t > Tˆ , note that by the uniqueness of
the strong solution of SDE 1.1 under Assumption 1.1, it is satisfied that
ξt(x, ω) = ξt−Tˆ (ξTˆ (x, ω), θTˆ (ω)) a.s. (4.1)
where θTˆ (ω)t = ωt+Tˆ − ωTˆ is the shift operator and hence the solution flow
ξ·(·, ω) is continuous in [0, 2Tˆ ]×R
n and hence on [0,∞)×Rn by repeating
the procedure.
By Lemma 2.3, Theorem 2.10 and the diagonal principle there exist a
constant T5 > 0, a subsequence εk with limk→∞ εk = 0 and a set Λ˜1 with
P(Λ˜1) = 0, such that if ω ∈ Λ˜
c
1, for all N > 0,
lim
k→∞
∫
|x|6N
sup
06t6T5
|V εkt (x, ω)− Vt(x, ω)|
pdx = 0 (4.2)
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and
lim
k→∞
∫
|x|6N
sup
06t6T5
|ξεkt (x, ω)− ξt(x, ω)|
pdx = 0. (4.3)
Here Vt(x), t > 0 is the solution of SDE (1.2) we get in the Theorem 2.10.
Let {er} be an o.n.b. ofR
n. For simplicity write V k,rt (x) = 〈V
εk
t (x), er〉Rn
and ξkt (x) = ξ
εk
t (x). For the SDE (2.3) whose coefficients are smooth
and with bounded derivatives, there is a smooth solution flow ξkt (·, ω) and
∂ξkt (·,ω)
∂r = V
k,r
t (x, ω). Therefore there exists a null set Λk, such that if
ω 6∈ Λk, the following integration by parts formula holds for 0 6 t 6 T5 and
any ϕ ∈ C∞0 (R
n),∫
Rn
∂ϕ
∂xr
(x)ξkt (x, ω)dx = −
∫
Rn
ϕ(x)V k,rt (x, ω)dx. (4.4)
Let Λ˜ := (
⋃∞
k=1Λk) ∪ Λ˜1, a null set. Taking the limit k → ∞ in the above
identity and using (4.2-4.3) to see when ω 6∈ Λ˜ and 0 6 t 6 T5,∫
Rn
∂ϕ
∂xr
(x)ξt(x, ω)dx = −
∫
Rn
ϕ(x)V rt (x, ω)dx (4.5)
which means that ξt(·, ω) is weak differentiable in distribution sense for al-
most surely all ω and ∂ξt(·,ω)∂xr = V
r
t (·, ω). Next we prove ξt(·, ω) ∈W
1,p
loc (R
n)
for each p > 0. For N > 0,
E
∫
BN
sup
06t6T5
|V rt (x, ω)|
pdx =
∫
BN
E sup
06t6T5
|V rt (x, ω)|
pdx 6 Cλ(BN )
Hence
∫
BN
sup06t6T |V
r
t (x, ω)|
pdx is finite almost surely and so we can find
a null set Γ1, such that
∫
BN
sup06t6T |V
r
t (x, ω)|
pdx < ∞ for every N > 0
when ω /∈ Γ1. As the same way, we can prove the similar property for
ξt(x, ω). Hence ξt(x, ω), V
r
t (x, ω) ∈ L
p
loc(R
n) for ω 6∈ Γ ∪ Λ˜ where Γ is a
set with measure 0, which means almost surely ξt(·, ω) ∈W
1,p
loc (R
n) for each
0 < t 6 T5.
For SDE with locally Lipschitz continuous coefficients, we may get rid
of the boundedness and the uniform ellipticity condition.
Theorem 4.2. If Assumption 3.1 holds and the coefficients are elliptic,
there is a solution flow ξt(x, ω) to SDE (1.1) with the property that (t, x) 7→
ξt(·, ω) is continuous for almost surely all ω and ξt(·, ω) ∈ W
1,p
loc (R
n) for
each t > 0, p > 0.
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5 The differentiation formula
The uniqueness of a strong solution of SDE (1.1) leads to the Markov prop-
erty of the solution ξt(x), see a proof in [21] that can be easily followed under
Assumption 1.1. For f ∈ Bb(R
n) define Ptf(x) := Ef(ξt(x)) so Pt is the as-
sociated Markov semigroup to (1.1). In this section a representation for dPt
is given which leads to an integration by parts formula for the measure in-
duced by the solution of the SDE (1.1). Let ξt(x) be the solution flow of SDE
(1.1) and Vt(x) ∈ L(R
n,Rn) the solution of (2.23) constructed in Theorem
2.10. Let Vt(x, v0) = 〈Vt(x), v0〉Rn for v0 ∈ R
n and Y : Rn → L(Rn,Rm)
the right inverse of map A : Rn → L(Rm,Rn), where
A(x)(a) :=
m∑
l=1
alAl(x) for a = (a1, a2, ..., am) ∈ R
m. (5.1)
Theorem 5.1. Suppose the Assumption 1.1 and condition (2.22) hold, then
there is a constant T6(K,α,M, θ, n, T0, T˜ , σ), such that
dPtf(x)(v0) =
1
t
E
[
f(ξt(x))
∫ t
0
〈Y (ξs(x))(Vs(x, v0)), dWs〉Rm
]
, v0 ∈ R
n
(5.2)
for any f in Bb(R
n) and 0 < t 6 T6. If moreover f ∈ C
1
b (R
n), then
d(Ptf)(x)(v0) = Edf(Vt(x, v0)), for all v0 ∈ R
n and such t.
Proof. Take f ∈ C1b (R
n). Since the coefficient of SDE (2.3) is smooth and
with bounded derivatives, by the classical formula in [4], we have
dEf(ξεt (x))(v0)) = Edf(V
ε
t (x, v0)), v0 ∈ R
n (5.3)
and
dEf(ξεt (x))(v0) =
1
t
E
[
f(ξεt (x))
∫ t
0
〈Y ε(ξεs(x))(V
ε
s (x, v0)), dWs〉Rm
]
(5.4)
where Y ε : Rn → L(Rn,Rm) is the right inverse of map Aε : Rn →
L(Rm,Rn). Since f ∈ C1b (R
n), by Lemma 2.3 and Theorem 2.10, there
is a constant T6 > 0, such that for any bounded set S in R
n,
lim
ε→0
sup
x∈S
E sup
06s6T6
|f(ξεs(x)) − f(ξs(x))|
4 = 0 (5.5)
and
lim
ε→0
sup
x∈S
E sup
06s6T6
|V εs (x, v0)− Vs(x, v0)|
4 = 0 (5.6)
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So by (5.3) and (5.5-5.6) we obtain that Ptf is differentiable if f ∈
C1b (R
n) and d(Ptf)(x)(v0) = Edf(Vt(x, v0)), v0 ∈ R
n for each 0 6 t 6 T6.
For the square matrix (Aε)∗Aε(∗ here means the transpose of the matrix),
related to Aε, with entries (aεij), we have
((Aε)∗Aε)−1 → (A∗A)−1
as the inverse map is smooth in the Lie group of n × n nonsingular ma-
trices. Consequently Y ε = (Aε)∗ ((Aε)∗Aε)−1 → Y . In fact let Aεil, a
ε
ij
be defined as above, then for any η = (η1, η2, ..., ηn) ∈ R
n, Y ε(x)(η) =
(ζε1(x), ζ
ε
2(x)..., ζ
ε
m(x)) where ζ
ε
l (x) =
∑n
i,j=1A
ε
il(x)b
ε
ij(x)ηj . Here
(bεij(x)) = (A
ε(x))−1.
Since by Assumption 1.1, for ε small, aεij have the same uniform elliptic
constants and Aεl are uniformly bounded with ε, we obtain that b
ε
ij converges
to bij uniformly in R
n, and bεij are uniformly bounded with ε. Also note
that the bounded, uniformly continuity of Al and the uniformly positive
lower bounded of the determination of matrix A∗A (defined as (5.1)) in Rn
implies that bij is uniformly continuous in R
n. So by Lemma 2.3 we can
show that for any T > 0 and bounded set S in Rn,
lim
ε→0
sup
x∈S
E sup
06s6T
|bεij(ξ
ε
s(x))− bij(ξs(x))|
4 = 0.
This together with the convergence (5.6) leads to
lim
ε→0
sup
x∈S
∫ t
0
E|Y ε(ξεs(x))(V
ε
s (x, v0))− Y (ξs(x))(Vs(x, v0))|
2ds = 0
for all t 6 T6 and S ⊂ R
n bounded. Then by (5.5), we see that,
lim
ε→0
sup
x∈S
∣∣∣E[f(ξεt (x))∫ t
0
〈Y ε(ξεs(x))(V
ε
s (x, v0)), dWs〉Rm
]
−E
[
f(ξt(x))
∫ t
0
〈Y (ξs(x))(Vs(x, v0)), dWs〉Rm
]∣∣∣ = 0. (5.7)
which implies the differentiation formula (5.4) holds for each f ∈ C1b (R
n).
For f ∈ Bb(R
n). Let fN be a sequence in C
1
b (R
n) with
lim
N→∞
∫
S
|fN (x)− f(x)|
4dx = 0
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for all bounded set S in Rn. By the heat kernel upper bound pt(x, y) 6
c1t
−n/2e
|x−y|2
c2t from Lemma 2.4,
lim
N→∞
sup
x∈S
E|fN (ξt(x))− f(ξt(x))|
4 = 0
also holds for each 0 < t 6 T6 and this completes the proof.
Theorem 5.2. Suppose that Assumption 3.1 holds and
n∑
i,j=1
aij(x)ξiξj >
1
eσψ1(|x|)
|ξ|2. ∀x ∈ Rn, ξ = (ξ1, ..., ξn) ∈ R
n. (5.8)
Here σ is some constant and ψ1 : R
+ → R+ is the function in Assumption
3.1, then for any f ∈Bb(R
n) and t > 0,
dPtf(x)(v0) =
1
t
E
[
f(ξt(x))
∫ t
0
〈Y (ξs(x))(Vs(x, v0)), dWs〉Rm
]
, v0 ∈ R
n
(5.9)
Proof. In the proof the constants C amy change in different lines and do not
depend on N . As the same approximation methods in the above Theorem
and by Theorem 3.1, we can prove that if the coefficients of SDE (1.1) are
bounded, uniform elliptic and Lipschitz continuous, then the diffrentiation
formula (5.9) holds for any f ∈ Bb(R
n) and t > 0. Let fN , ANl be the
cut-off functions defined by (3.1) and that ξNt (x), V
N
t (x) the solution of
corresponding SDE. So by the analysis above, PNt f(x) = E(f(ξ
N
t (x))) is
differentiable with x, and for any f ∈ Bb(R
n) and t > 0,
dEf(ξNt (x))(v0) =
1
t
E
[
f(ξNt (x))
∫ t
0
〈Y N (ξNs (x))(V
N
s (x, v0)), dWs〉Rm
]
(5.10)
where Y N is a right inverse of AN .
By the elliptic condition (5.8) and the expression of Y we use in the
proof of Theorem 5.1, there are constants C > 0, k ∈ N+, such that
|Y (x)| 6 Ceσψ1(|x|)
(
ψ2(|x|)
)k
, where ψi, i = 1, 2 are the functions as that
in Assumption 3.1, and the same estimate also holds for Y N . Let TN (x) be
31
the first exit time of ξt(x) from the ball BN , then for each T > 0, p > 0,
sup
x∈S
E sup
06s6T
|Y N (ξNs (x))− Y (ξs(x))|
p
6 C sup
x∈S
E
[
sup
06s6T
(
exp{(σpψ1(|ξ
N
s (x)|)})
)(
ψ2(|ξ
N
s (x)|)
)kp
IT>TN (x)
]
6 C sup
x∈S
E
[
sup
06s6T
(
exp{(2σpψ1(|ξ
N
s (x)|)} +
(
ψ2(|ξ
N
s (x)|)
)2kp)
IT>TN (x)
]
By the analysis in Section 3 (see also Theorem 5.1 in [15]), if Assumption
3.1 holds, we have,
sup
N
sup
x∈S
E
[
sup
06s6T
(
exp{(2σpψ1(|ξ
N
s (x)|)} +
(
ψ2(|ξ
N
s (x)|)
)2kp)2]
<∞
(5.11)
and
sup
x∈S
P(T > TN (x)) 6
supx∈S E sup06s6T |ξ
N
s (x)|
2
N2
6
C
N2
(5.12)
By (5.11) and (5.12), it follows that
lim
N→∞
sup
x∈S
E sup
06s6T
|Y N (ξNs (x))− Y (ξs(x))|
p = 0 (5.13)
Also note that from the analysis of Section 3, if Assumption 3.1 holds,
then,
lim
N→∞
sup
x∈S
E sup
06s6T
(
|ξNs (x)− ξs(x)|
p + |V Ns (x)− Vs(x)|
p
)
= 0 (5.14)
By (5.13) and (5.14), (5.9) holds for each f ∈ C1b (R
n). For f ∈ Bb(R
n),
take an approximating sequence fε ∈ C
1
b (R
n), such that for any bounded
set S in Rn,
lim
ε→0
∫
S
|fε(x)− f(x)|
pdx = 0
and ||fε||L∞ 6 ||f ||L∞ . Note that ξ
N
t (x) is the solution of a SDE with
unformly elliptic, global Lipschitz continuous and bounded coefficients, so
by the Markov kernel estimate, we have for each fixed N and t > 0,
lim
ε→0
sup
x∈S
E|fε(ξ
N
t (x))− f(ξ
N
t (x))|
p = 0 (5.15)
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And then
sup
x∈S
E|fε(ξt(x))− f(ξt(x))|
p
6 C
[
sup
x∈S
E|fε(ξ
N
t (x)) − fε(ξt(x))|
p
+ sup
x∈S
E|f(ξNt (x))− f(ξt(x))|
p + sup
x∈S
E|fε(ξ
N
t (x))− f(ξ
N
t (x))|
p
]
6 C
[
||f ||L∞ sup
x∈S
P(T > TN (x)) + sup
x∈S
E|fε(ξ
N
t (x))− f(ξ
N
t (x))|
p
]
By (5.12) and (5.15), in above inequality first let ε → 0, then N → ∞, we
obtain,
lim
ε→0
sup
x∈S
E|fε(ξt(x))− f(ξt(x))|
p = 0 (5.16)
The proof is complete.
5.1 Integration by parts formula
Let H = L2,10 (R
m) be the space of real valued function from [0, T ] to Rm,
starting from 0 and with finite energy, which is also equipped with the usual
Hilbert space structure. Let (Ω,F , P ) be the standard Wiener space and d
the unbounded closed linear operator Lp(Ω,R) → Lp(Ω, L(H,R)), p > 1
which agrees with the standard differentiation on BC1 functions (see [6]
and reference in that). Let D1,p be the domain of d, which is the closure
of smooth cylindrical functions under the graph norm, and by tradiiton we
denote the extension by T .
Let Cx([0, T ];R
n) :=
{
γ : γ ∈ C([0, T ],Rn), γ(0) = x
}
and
I : Ω→ Cx(R
n) I(ω)t := ξt(x, ω)
be the Itoˆ map, where ξt(x, ω) is the solution of SDE (1.1). It is standard
result that It : Ω→ R
n belong to the space of D1,p for all p > 1 and t if the
coefficients of SDE (1.1) are Lipschitz continuous (see [20]). Furthermore,
if the coefficients are smooth and with bounded derivatives, then by the
results of Bismut,
TωI : H → Tξ.(x,ω)Cx([0, T ];R
n)
the H derivative for the Itoˆ map I in the sense of Malliavin calculus exists
in Lp for each p > 1, and for vt(ω) := TωIt(h),
vt(ω) = Vt(x)
∫ t
0
V −1s (x)(A(ξs(x))(h˙s))ds. 0 6 t 6 T, h ∈ H
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where Vt(x) ∈ R
n×n is the derivative process satisfying (1.2), V −1t is its
inverse and A is defined as (5.1). And by [20], vt(ω) := TωIt(h) also satisfies
the following SDE
vt = 0+
m∑
l=1
(∫ t
0
DAl(ξs(x))vsdW
l
s+
∫ t
0
Al(ξs(x))h˙sds
)
+
∫ t
0
DA0(ξs(x))vsds
(5.17)
Define V h(ξ·)t := 〈Vt(x), ht〉Rn and
δV ht (ξ·) :=
∫ t
0
〈Y (ξs(x))V
h˙(ξ·(x))s, dWs〉Rm (5.18)
where h˙ means the derivative of h with time and Y is the right inverse of
A defined in (5.1). By the approximation theorem we derive the following
result.
Theorem 5.3. Suppose the Assumption 1.1 holds and there exist σ > 0 and
T0 > 0, the condition (2.22) is satisfied, then there is a constant T8 > 0,
such that for any 0 6 T 6 T8, we consider the path space Cx([0, T ];R
n),
given a h : [0, T ] × Ω → Rn, an adapted stochastic process with h(ω) ∈
L2,10 ([0, T8];R
m) a.s. and E(
∫ T8
0 |h˙s|
2ds)
1+β
2 <∞ for some β > 0,
EdF (V h(ξ.)) = EF (ξ.(x))δV
h
T (ξ.)
where F is the BC1 function on path space Cx([0, T ];R
n).
Proof. When the coefficients of SDE (1.1) are smooth, it was shown in [5]
that the differentiation formula for Ptf leads to an integration by parts for-
mula. The theorem there was given for compact manifolds. However this
results and its proof remain valid for non-comapct manifold if the differenti-
ation formula for Ptf holds as the proof only involves the Markov property.
Since the coefficients of the approximate SDE (2.3) are smooth, uniformly
elliptic and with bounded derivatives,
EdF (V h,ε(ξε. (x))) = EF (ξ
ε
. (x))δV
h,ε
T (ξ
ε
. ),
for any T > 0 where V h,ε(ξε. (x)) = 〈V
ε
t (x), ht〉Rn and
δV h,εT (ξ
ε
· ) =
∫ T
0
〈Y ε(ξεs(x))V
h˙,ε(ξε· (x))s, dWs〉Rm .
Now by Theorem 2.10 and the analysis before for the convergence Y ε, the
proof in completed.
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Remark 5.1. As the same cut-off methods in Section 3. suppose Assump-
tion 3.1 holds, we can also prove the same results in Section 4 for any time
interval [0, T ], T > 0
6 Appendix: The Geometry of Regularization
Let L be a smooth elliptic second order differential operator without zero
order term with a = (aij) the matrix representation of its second order
part. The non-singular symmetric matrix a has a square root which can be
chosen to be locally Lipschitz continuous, see Stroock-Varadhan [22] and the
book of Ikead-watanabe[13]. Hence L has a Ho¨rmander form representation
L = 12LAlLAl + LZ where Al, Z are vector fields. This representation is
far from being unique. Each representation produces a stochastic flow and
corresponding geometry. We investigate the geometry and the properties
of the stochastic flows for the decomposition involving non-global Lipschitz
continuous vector fields.
Give M = Rn and the Riemannian metric (aij)
−1 induced by the fam-
ily of vector fields (A1, . . . , Am). We consider R
n as a trivial manifold
with a non-trivial Riemannian structure. Uniform ellipticity condition and
boundedness of the diffusion coefficients implies that the induced Rieman-
nian metric is quasi-isometric to the Euclidean metric. The ellipticity con-
dition (5.8) and Assumption 3.1 would mean the new Riemannian met-
ric is ‘weakly’ quasi isometric with the Euclidean metric. For simplic-
ity, from now on in this seciotn, we assume the coefficients of SDE (1.1),
Al ∈ C
1
b (R
n), 1 6 l 6 m, DAl, 1 6 l 6 m and A0 is bounded and (global)
Lipschitz continuous in Rn. We can also obtain the results under more
general condition by the cut-off methods used in Section 3.
For each e ∈ Rm, define A(x)(e) =
∑
Al(x)〈e, ei〉ei where {ei} is an
o.n.b. of Rm. In the case when Al are smooth and elliptic, this induces a
smooth Riemannian metric on Rn as well as an affine connection which is
adapted to the metric such that (∇˘·X)(e)(x) = 0 for all e ∈ [kerX(x)]
⊥. See
the analysis in Elworthy-LeJan-Li [3]. This leads to a smooth decomposition
of (/˜/t(xt))
−1Wt, where /˜/t is the stochastic parallel translation along the
paths of ξ. defined using ∇˘, into the sum of two independent Brownian
motions in Rm, one of which is intrinsic to ξ·.
In the non-smooth case we discuss a smooth approximation which pre-
serves much of the properties of the connection, which leads to a non-smooth
Riemannian geometry. We use the approximation argument to prove a in-
trinsic integration by parts formula. Stronger regularity on Al, than in
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sectios 2 and 3, are required.
For (Aε1, . . . , A
ε
m), the smooth elliptic approximations of (A1, . . . , Am)
there are the affine connection ∇˘ε and its adjoint connection ∇ˆε given by
∇˘εvU = A
ε(x)D(Y ε(x)U)(v), v ∈ TxM,U ∈ ΓTM.
and
∇ˆεUV = ∇˘
ε
V U + [U, V ], U, V ∈ ΓTM.
In components this reads
(∇˘εvU)k(x0) = (DUk)x0(v) +
n∑
j=1
〈Aε(x0)D(Y
ε(x0)(v, ej), ek〉Ujek
where (ej) is the standard basis of R
n and U = (U1, . . . , Un) and DY
ε :
Rn → L(Rn ×Rn;Rm), see [3] and we follow the tradition there and call
it the LW connection. The last term in the equation can be written as
Γε,kij viUjek where {Γ
ε,k
ij , 1 6 i, j, k 6 n} is a family of real valued smooth
functions. In particular this is the unique connection such that (∇˘εvA)x0 = 0
for all v ∈ [kerAε(x0)]
⊥ and x0 ∈ R
n.
Given a vector field along a continuous curve there is the stochastic
covariant differentiation with a fixed connection defined for almost surely
all paths, given by Dˆ
ε
dt Vt = /ˆ/
ε
t
d
dt(/ˆ/
ε
t)
−1Vt where /ˆ/
ε
t is the stochastic parallel
translation using the connection ∇ˆ.
Proposition 6.1. Assume the SDE (1.1) is uniformly elliptic and Al ∈
C1b (R
n) for l = 1, . . . ,m. Suppose that DAl, l = 1, . . . ,m and A0 are
bounded and (global) Lipschitz continuous in Rn. Let /˘/
ε
s : R
n → Rn and
/ˆ/
ε
s : R
n → Rn be the stochastic parallel translations with the connection ∇˘ε
and ∇ˆε respectively. Then /˘/
ε
s : R
n → Rn and /ˆ/
ε
s : R
n → Rn converge in Lp
for any p > 1 and the martingale part of anti-stochastic development map
also converges in Lp to a Brownian motion B˘t. Furthermore the filtration
of {B˘s : 0 6 s 6 t} is the same as that of {ξs, 0 6 s 6 t}.
Proof. For any v0 ∈ R
n, let v˘εt := /˘/
ε
s(v0) and vˆ
ε
t := /ˆ/
ε
t (v0). Note that
the k-th component of such process satisfy dv˘ε,kt = −Γ
ε,k
i,j (ξ
ε
t )v˘
ε,j
t ◦ dξ
ε,i
t and
dvˆε,kt = −Γ
ε,k
j,i (ξ
ε
t )vˆ
j
t ◦ dξ
ε,i
t respectively. For simplicity, we only prove the
convergence of v˘t, and the same results can be proved for vˆt as the same
way. In fact, we have,
dv˘εt =
m∑
l=1
Gεl (ξ
ε
t )(v˘
ε
t )dW
l
t +G
ε
0(ξ
ε
t )(v˘
ε
t )dt (6.1)
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where each Gεl (x) for l = 1, . . . ,m, is a m × n matrix with the (j, k) en-
try given by
∑n
i=1A
ε
il(x)Γ
ε,k
ij (x) and the drift term G0 is the sum of some
items only involving Al, Γ
ε,k
ij (x) and their first derivatives. Note that the
Christoffel symbols are determined by Aε(DY ε) (see the analysis in [3]) and
DY ε(v) = D(Aε)∗(v) + (Aε)∗D((Aε)∗Aε)−1(v).
From the assumption of the proposition we see that Gεl , l = 1, . . . ,m,
are bounded in Rn, uniformly in ε for ε sufficiently small. Let v˘t be the
solution to the corresponding SDE (6.1) without the ε term and some items
related to the second order derivatives of Al are bounded modifications of
the almost sure derivative ofD2Al, so the first derivatives of Γ
k
ij makes sense.
Then for the linear SDE (6.1), by a proof analogous to that of Lemma 2.6,
we have for each t > 0, p > 1,
lim
ε→0
E sup
06s6t
|v˘εs − v˘s|
p = 0
Let B˘εs be the martingale part of the stochastic anti-development map∫ t
0 (/˘/
ε
s)
−1◦dξεs . Note that the stochastic parallel translation /˘/
ε
s is an isometry
hence by the convergence results for /˘/
ε
s, it is straight forward to show that B˘
ε
s
converges in Lp as ε tends to 0. Since for each ε, B˘εs is a Brownnian motion
(see [3]), so the limit process B˘s is also a Brownnian motion. Moreover if
/˘/
−1
s is the inverse of /˘/s, the limit process of /˘/
ε
s, B˘s is the martingale part
of
∫ t
0 //
−1
s dξs. The Brownian motion B˘· is clearly adapted to the filtration of
ξ·. For the opposite inclusion of filtrations, let h
ε
u(A
ε
ℓ) be the horizontal lift
of Aεl at frame u and respect to ∇˘
ε in the orthonormal frame bundle. Then
the horizontal lift of the path ξεt starting from the initial frame u0 satisfies:
dξ˜εt =
m∑
l=1
hξ˜εt
Aεl (ξ
ε
t ) ◦ dB˘
ε,l
t + hξ˜εt
Aε0(ξ
ε
t )dt.
Note that the horizontal lift hε only depends on the Christoffel symbols
Γε,kij (x) and A
ε
l . So take ε→ 0 to see the above equation also holds without
parameter ε (The second order derivatives of Al are viewed as bounded ver-
sion of the weak derivatives). And it implies that ξ˜., therefore ξ. is adapted
to the filtration of σ{B˘s :} from the stochastic differential equation which
defines it.
The stochastic processes V h defined in Section 5 are not intrinsic objects
on the path space. And use the conclusion of Proposition 6.1, we show that
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E{TIt(h)|σ(ξs(x), 0 6 s 6 T )} is an intrinsic object where TI(h) is the
Malliavin derivative of the Itoˆ map I.
Theorem 6.2. Suppose the same assumption in Proposition 6.1 holds. Let
Wˆt : R
n → Rn be the damped parallel translation which satisfies the follow-
ing equation
Dˆ
dt
[Wˆt(v0)] = −
1
2
(R˘ic)#(Wt(v0))dt+ ∇˘
ε
Wt(v0)
A0dt W0(v0) = v0 (6.2)
where Dˆdt = /ˆ/t
d
dt
(
(/ˆ/t)
−1
)
and Ric : Rn ×Rn → R is the Ricci tensor with
the connection ∇˘ and Ric# is the corresponding linear map on defined by /˘/
Rn (The /˘/, /ˆ/t are the limit process we get in Proposition 6.1). Then we
have,
E{TIt(h)|σ(ξs, 0 6 s 6 T )}(ξ.) = Wˆt
∫ t
0
(Wˆs)
−1A(ξs)h˙sds (6.3)
Proof. From equation (5.17), by the boundedness condition we have, it can
be proved as before as that TIεt (h) is a Cauchy sequence in L
p(P) for any
p > 0, where Iε is the Ito map defined by SDE (2.3). By the closibility
of Malliavin derivative, we derive that I is differentiable in the Malliavin
calculus. By Theorem 3.3.7 in [3], for SDE (2.3) with smooth coefficients,
E{TIεt (h)|σ{ξ
ε
s : 0 6 s 6 T}} satisfies the equation (6.3) where process Wˆ
ε
t
is defined similarly by equation (6.2). Note that the parallel translation in
the equation (6.2) is defined by the adjoint connection, which is in general
not adapted with some metric, so /ˆ/ is not a isometry in general. But we can
tranform Dˆdt in the equation to
D˘
dt defined by original LW connection, and
the pointwise ODE (6.2) will become a linear SDE with some torsion terms.
Also note that we have the following formula for the curvature tensor (see
[3]),
Rε(u, v)(w) =
∑
i
∇˘uA
ε
i 〈∇˘vA
ε
i , w〉+
∑
i
∇˘vA
ε
i 〈∇˘uA
ε
i , w〉. (6.4)
So by the conclusion of Proposition 6.1 and the methodology in Section 2,
we obtain that
lim
ε→0
E sup
06s6t
|Wˆ εs − Wˆs|
p = 0
for any p > 1. Since W−1t also satisfies a linear SDE, but the driven Brown-
nian motion is with backward filtration, we derive the Lp convergence of
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(Wˆ εs )
−1. From that we know E{TIεt (h)|σ{ξ
ε
s : 0 6 s 6 T}} converges to
Wˆt
∫ t
0 (Wˆs)
−1A(ξs)h˙sds in L
p for any p > 1.
Note that for any BC1 function F on path space, we have
E
[
TIεt (h)F (ξ
ε
. )
]
= E
[
Wˆ εt
(∫ t
0
(Wˆ εs )
−1Aε(ξεs)h˙sds
)
F (ξε· )
]
Let ε tend to 0, by the convergence results for TIεt (h) we have,
E
[
TIt(h)F (ξ.)
]
= E
[
(Wˆt
∫ t
0
(Wˆs)
−1A(ξs)h˙sds)F (ξ.)
]
which implies the conclusion (6.3).
As the same approximaion argument, we can prove the following intrinsic
integration by parts formula
Theorem 6.3. We assume the assumptions of Proposition 6.1. Let h :
[0, 1]×Ω → Rn be an adapted stochastic process with h(ω) ∈ L2,10 ([0, 1];R
n)
for almost surely all ω and E(
∫ 1
0 |h˙s|
2ds)
1+β
2 <∞ for some β > 0. Then
EdF (Wˆ.h.) = E
[
F (ξ.)
∫ 1
0
〈Wˆsh˙s, /˘/sdB˘s〉
]
for all BC1 functions F on path space.
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