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Abstract We develop a rapid 2.5-dimensional (2.5D)
finite element method for simulation of borehole resis-
tivity measurements in transversely isotropic (TI) me-
dia. The method combines arbitrary high-order H1-
and H(curl)-conforming spatial discretizations. It solves
problems where material properties remain constant
along one spatial direction, over which we consider a
Fourier series expansion and each Fourier mode is solved
independently.
We propose a novel a priori method to construct
quasi-optimal discretizations in physical and Fourier
space. This construction is based on examining the an-
alytical (fundamental) solution of the 2.5D formulation
over multiple homogeneous spaces and assuming that
some of its properties still hold for the 2.5D problem
over a spatially heterogeneous formation. In addition,
a simple parallelization scheme over multiple measure-
ment positions provides efficient scalability.
Our method yields accurate borehole logging simu-
lations for realistic synthetic examples, delivering sim-
ulations of borehole resistivity measurements at a rate
faster than 0.05 seconds per measurement location along
the well trajectory on a 96-core computer.
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1 Introduction
Borehole geophysical measurements, also known as well
logs, often comprise hundreds or even thousands of mea-
surements acquired at different locations along the well
trajectory [14,5,16,19]. Thus, their computer simula-
tion involves the solution of multiple three-dimensional
(3D) problems, which is computationally expensive. This
prevents their real-time inversion [32,4,12], needed for
well geosteering applications [17,5].
In order to reduce the computational cost, it is pos-
sible to decrease the problem dimensionality by means
of a Fourier or a Hankel series expansion along one or
two spatial dimensions, leading to the so-called 2.5D
[33,30,22,25,31,28,24,1] and 1.5D [4,27] formulations,
respectively. 1.5D problems can be rapidly solved semi-
analytically [18]; however, they are inaccurate when
dealing with geological faults and/or other high-dimen-
sional spatial features that may appear in rock forma-
tions [4].
In this work, we focus on 2.5D formulations, which
seem to provide an adequate balance between model
accuracy and speed of simulations for a large number
of borehole geophysical conditions.
Efficient 2.5D simulations for real-time well geostee-
ring inversion require spatial discretizations (grids) that
are often challenging to design. One possibility is the
use of a posteriori goal-oriented adaptive methods [10,
6,21]. Unfortunately, these adaptive processes require a
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significant amount of CPU time, preventing them from
being practical for real-time inversion. On the other
hand, uniform grids and/or traditional mesh genera-
tors often deliver unnecessarily large systems that are
costly to solve. Even the use of iterative solvers (e.g.,
[23]) is insufficient to mitigate such elevated computa-
tional cost.
In this paper, we propose a method to design a pri-
ori quasi-optimal 2.5D spatial discretizations that pro-
vide accurate simulations in a small fraction of a CPU
second per logging position. The main idea is based on
analyzing a sequence of (fundamental) solutions over a
homogeneous space for the 2.5D formulation, for which
it is possible to construct optimal discretizations and
employ them to design automatically on the fly quasi-
optimal grids for spatially heterogeneous problems and
transversely isotropic (TI) media. Because the analyt-
ical Fourier transform of the 3D solution over homo-
geneous media [20] is unavailable and elusive, we de-
rive it analytically directly from the 2.5D formulation
of Maxwell’s equations in homogeneous media (see the
Appendix). Some key features of our method include:
(a) we quasi-optimally determine the domain and ele-
ment sizes for each Fourier mode by analizing a priori
the fundamental solution over a homogeneous space;
(b) we establish a criterion to assign different polyno-
mial orders of approximation to each element; (c) we
interpolate the solution at measurement locations with
some Fourier modes instead of computing them all via
a FEM; (d) we quasi-optimally subdivide the well tra-
jectory into several sub-trajectories, employing a single
computational mesh for each sub-trajectory; and (e)
we introduce a trivial parallelization based on dynamic
scheduling of independent tasks. The proposed method
is simple to implement and supports arbitrary high-
order H1- and H(curl)-conforming mixed discretiza-
tions.
The rest of this article is organized as follows: We
first describe the 3D logging problem in detail. Next, we
introduce the 2.5D Fourier Finite Element formulation.
Next, we introduce the main features of our 2.5D dis-
cretization method. Subsequently, we describe numeri-
cal results obtained on a parallel computer and compare
their accuracy to those corresponding to a 1.5D semi-
analytical method. Finally, we summarize our conclu-
sions and future work. In the Appendix, we describe
the fundamental solution for the 2.5D formulation over
a homogeneous space.
2 Problem description
We consider the LWD instrument shown in Fig. 1 [15].
Transmitters and receivers are symmetrically arranged
about the tool center. For each transmitter and re-
ceiver pair, triaxial logging instruments generate mea-
surements comprising all possible combinations of trans-
mitter and receiver orientations [11]. Namely, XX, XY,
XZ, YX, YY, YZ, ZX, ZY, and ZZ, where the first index
designates the transmitter orientation and the second
one the receiver orientation. We refer to H(Y Z) as the


















Fig. 1: LWD instrument composed of two receivers
and ten transmitters symmetrically arranged from the
center of the tool xt. Each transmitter and receiver has
three mutually orthogonal antenna coils [17].
In all our numerical examples, we examine receivers
RX1 and RX2 and transmitters TX5 and TX6. This










trajectory composed of Npos tool positions.
We consider two frequencies of operation: 2 MHz
and 400 KHz. The induced magnetic field H measured
at the two receivers is used to compute the attenua-
tion and phase difference (or shift). The signal is sim-
metrized by averaging the measurements originating
from each transmitter pair symmetrically arranged with
respect to xt. The resulting quantities are often con-
verted into apparent resistivities using a simple look-up
table algorithm based on the tool response in a homo-
geneous isotropic medium, which is analytically known
[3].
We define Hm,nY Z (x
(i)
t ) as the YZ magnetic field com-
ponent induced by transmitter TXm measured at at
RXn, when the logging instrument is located at x
(i)
t .
The attenuation and phase differences for the co-axial
component (HZZ) are obtained by taking the real and
imaginary parts, respectively, of the following (nonlin-
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3 The 2.5D Fourier FE method
We consider the following reduced wave equation in
terms of the magnetic field H with an assumed time-
harmonic dependence ejωt,
∇× (σ̂−1∇×H) + jωµ H = −jωµMimp, (2)
defined over an unbounded domain Ω with a trans-
versely isotropic (TI) medium, where j is the imaginary
unit, µ = µ0I is the free-space magnetic permeability
tensor, µ0 = 4π10−7N/A2, I is the 3×3 identity matrix,
σ̂ := (σ + jωε), σ is the piecewise-constant conductiv-
ity diagonal tensor of the medium of the form
σf =
σh 0 00 σh 0
0 0 σv
 ,
ρ = σ−1 is the resistivity tensor, ε = ε0I, ε0 ≈
8.85 × 10−12 F/m is the constant permittivity of
the medium, ω = 2πf is the angular frequency, and
f is the frequency of operation of the resistivity in-
strument. Finally, Mimp is the time-harmonic directed
magnetic dipole source excited by a tri-axial transmit-
ter coil mounted on the logging instrument and located
at (x0, y0, z0), mathematically defined as Mimp = δ(x−
x0)δ(y−y0)δ(z−z0)[Mx,My,Mz]T , where Mx,My, and
Mz are positive real constants. We truncate the open
domain Ω far away from the source by introducing an
artificial boundary Γ for which it suffices to impose a
Perfect Magnetic Conductor (PMC) (see [9]) boundary
condition:
n×H = 0 on Γ. (3)
In this work, we truncate our domain Ω using a ten-
sor product box of size Lx × Ly × Lz so that Ω =
[−Lx/2, Lx/2]× [−Ly/2, Ly/2]× [−Lz/2, Lz/2].
To introduce a variational formulation suitable for
FE computations, we first define the continuous linear
tangential trace mapping of a vector field F over Γ as
γΓ (F) := (n× F)|Γ .




(F) := n× (n× F)|Γ .













HΓ (curl;Ω) = {F ∈ H(curl;Ω) : γΓ (F) = 0} , (5)
where H(curl;Ω) is a complex Hilbert space endowed
with the inner product
(F1,F2)H(curl;Ω) :=









T · F2 dΩ, (6)









In the above, F denotes the complex conjugate of F.
By pre-multiplying Eq. (2) with an arbitrary test func-
tion F ∈ HΓ (curl;Ω), integrating over Ω and applying
integration by parts, we obtain the following 3D varia-










∀ F ∈ HΓ (curl;Ω).
(8)
Note that the boundary term in the above formulation
vanishes due to the imposed boundary condition ex-
pressed in Eq. (3).
We now derive a 2.5D variational formulation. As-
suming that material properties are homogeneous along
one spatial direction, e.g., y−axis, we reduce the 3D
variational formulation described in Eq. (8) to a 2.5D
variational problem as follows: we first introduce no-
tation to distinguish our tensor product domain given
along the y−direction (Ωy) from that along the x− and
z−directions (Ωx,z), as Ω := Ωy ×Ωx,z, and the corre-
sponding boundary decomposition Γ := Γy × Γx,z. We
now represent the magnetic field solution as the follow-
ing series expansion using complex exponentials (a.k.a.
Fourier basis functions)




j 2πβ y/Ly , (9)




j β y 2π/Ly , and the well-known orthogonal-
ity relation for complex exponential functions on the





e−j β1 y 2π/Ly ej β2 y 2π/Lydy = δβ1β2 , (10)
the variational formulation of Eq. (8) becomes: Find
H(x, y, z) =
∑+∞
β=−∞ Hβ(x, z)e
j β y 2π/Ly such that, for
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every β ∈ (−∞,∞), Hβ ∈ HΓx,z (curl
β ;Ωx,z) and:(
∇β × Fβ , σ̂−1∇β ×Hβ
)
(L2(Ωx,z))3



































and the following functional spaces are used:
H(curlβ ;Ωx,z) :={




: Fy ∈ H1(Ωx,z)





F ∈ H(curlβ ;Ωx,z) : γΓ (F) = 0
}
. (13)
The selection of exponential functions along the y−di-
rection for both test and trial functions, together with
their orthogonality relations described in Eq. (10), al-
lows us to decouple the original 3D problem into a set of
independent 2D problems, one for each Fourier mode β.
Additionally, this choice of basis functions allows for ex-
ponential convergence in terms of the number of Fourier
modes, provided that the solution is sufficiently smooth.
4 Method
The proposed method generates a spatial discretization
based on the analysis of multiple solutions over a homo-
geneous space with properties defined below. Once the
method is discretized, we employ a direct solver (see
[26]) to solve the subsequent linear system of equations
via an LU factorization.
Domain truncation The domain size is selected to en-
sure that the solution at receivers is unaffected by bound-
ary reflections. At the same time, we want this size to
be as small as possible to save computational effort. To
that end, we consider the worst-case scenario given by
the slowest decay that can occur in our spatial domain.
This corresponds to the fundamental solution Hf over a
homogeneous space governed by a transversely isotropic
(TI) conductivity tensor with the smallest values on
each direction from the range of all feasible rock elec-
trical conductivities considered in our problem. Then,
we compute the magnitude of the solution |Hf | at the
farthest receiver with respect to the active transmitter.
Finally, we select Lx, Ly and Lz so that at every point
over the boundary, |Hf | is at least two orders of mag-
nitude smaller than the solution |Hf | at the receiver
located farthest away from the active transmitter.
In the 2.5D formulation, this condition depends both
upon the conductivity tensor σf and the Fourier mode
number β. From the convergence of the Fourier series,
it is expected that the higher the Fourier mode the
fastest the decay of |HfZZ(β)| (see Fig.(2) for the real
part). Thus, we truncate the series of Eq. (9) when the
magnetic field at the receivers is sufficiently small in a
homogeneous media (see [30]).
Consequently, Lx and Lz are functions of the Fourier
mode β: Lx(β) and Lz(β). For the y−direction, the
length of the Fourier domain Ly is made constant for
all Fourier modes: We select the maximum domain size
within the range of Fourier modes considered when trun-
cating the series in Eq. (9), β ∈ [−NF , ..., NF ], NF ∈
N+, i.e., Ly = maxβ∈[−NF ,...,NF ] Ly(β) = Sy(0).
(a) β = 0. (b) β = 1. (c) β = 2. (d) β = 3.
(e) β = 4. (f) β = 6. (g) β = 8. (h) β = 10.
Fig. 2: Real-part of HfZZ(β) for different Fourier modes
β.
Computational mesh and element sizes We employ rec-
tilinear non-uniform tensor-product meshes with vari-
able element sizes (see Fig. 3). This enables the con-
struction of simple quadrilateral elements using tensor-
product basis functions.
In order to minimize the numerical error at receivers,
we bound the logging trajectory into a quadrilateral of
lengths lx and lz (in m) along the x− and z−directions,
respectively, including an extra space in every direction
(in the figure, of the size of one extra element per side).











Fig. 3: Non-uniform tensor-product based mesh struc-
ture.
The elements contained therein feature the smallest el-
ement size, given by hx × hz. Typically, hx = hz = h.
To construct the elements in the rest of the domain,
we implement a geometrical progression until reach-
ing the largest element size Hx × Hz, where typically
Hx = Hz = H = 3h.
In order to select the element size h, we first define
the set of electrical conductivities σset = σ1, ..., σn (or
resistivities) present in our problem. For each conduc-
tivity (resistivity) present in σset we compute the nu-
merical error of the real (attenuation ratio) and imag-
inary (phase difference) part of qZZ as follows: for ev-
ery Fourier mode, we replace its numerical contribution
into the analytical solution qZZ , obtaining q̃ZZ . Fig. (4)








for two different material resistivities. Finally, we se-
lect the maximum element size h such that all errors
remain below 1%/NF for all field components and all
resistivities included in our rock formation.
Polynomial order of approximation We allow for arbi-
trary orders of approximation over each element. Tak-
ing advantage of this flexibility, we assign increasingly
higher-order polynomial approximations to elements clo-
ser to the well trajectory (see Fig. 5). First, we define
h = 0.32 m
h = 0.16 m
h = 0.08 m





















(a) ρh = ρv = 100Ω ·m.
h = 0.32 m
h = 0.16 m
h = 0.08 m





















(b) ρh = ρv = 0.1Ω ·m.
Fig. 4: Relative numerical error (in %) of the real and
imaginary part of qZZ for different Fourier modes β.
Continuous lines correspond to attenuation ratio (real
part) and dotted lines to phase differences (imaginary
part).
a distance function dist from the center xe of a given






∣∣∣∣∣∣xelem − x(i)t ∣∣∣∣∣∣
2
. (14)
Second, we fix a maximum polynomial degree pmax
and pmax regions with increasing associated distances
dpmax < dpmax−1 < ... < dp2 < dp1 = ∞. In our case,
pmax = 6. Finally, we define the following piecewise
monotonically-decreasing function porder that assigns a
polynomial order to a given element elem as a function
of its distance from its central position xe to the well
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trajectory Xpos:
porder(xelem,Xpos; pmax) =
pmax, for dist(xelem,Xpos) < dpmax
pmax−1, for dpmax ≤ dist(xelem,Xpos) ≤ dpmax−1
...












Fig. 5: Assignment of different polynomial orders of
approximation to each element according to its distance
from the well trajectory (in red).
As a consequence of using a tensor product structure
for the grid, unnecessarily small and elongated elements
appear in some zones of the domain (e.g., central-top
part of Fig. 3). This causes overhead in the simulations.
However, the cost of the extra unknowns introduced
is alleviated by concentrating most unknowns only in
the proximity of the logging instrument via the use of
higher polynomial orders of approximation.
Sub-trajectories For a given Fourier mode, Eq. (11) in-
volves the solution of a problem with multiple right-
hand sides (RHS). Thus, it is possible to perform only
once the matrix factorization for all logging positions
along the well trajectory. However, this is inconvenient
as the computational cost for solving such system grows
faster than linearly with the number of unknowns (see
[8]). Alternatively, factorizing the matrix for every po-
sition is also suboptimal because we would need to per-
form as many matrix factorizations as number of log-
ging positions.
To minimize the computational cost, we split the
logging trajectory into several sub-trajectories. This i-
dea is illustrated in Fig. 6. The optimal number of posi-
tions (i.e., the one that minimizes computational time)
per sub-trajectory is highly dependent upon dip angle.
Experimentally, we have observed that for a vertical
well, the optimum number of positions for a single grid
is approximately 50, whereas for a 45-degree deviated
well (worst case scenario), this number is approximately
10. Selecting 25 positions per grid seems a good prac-
tical choice because our numerical estimates indicate




Fig. 6: A trajectory that is subdivided into three sub-
trajectories.
to simulate an apparent resistivity log along the well
trajectory, we need to solve
Nproblems := NTXNpos(NF + 1)
2.5D problems, where 2NF + 1 denotes the number of
modes considered in the truncated Fourier series expan-
sion. For each problem, the number of elements in the
x-direction is given by
Nx ≈ sx/hx + (Sx − sx)/Hx.
An analogous formula holds for Ny. If we assume a con-
stant number of degrees of freedom per element along
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each direction, say p, we estimate that the cost in terms
of Floating Point Operations (FLOPs) of a direct solver













4Nx Ny︸ ︷︷ ︸
Backward Subst.
 . (16)
However, for each pair of Fourier mode and sub-
trajectory we have a multiple RHS problem on which
we perform the factorization only once.
Interpolation of Fourier modes and truncation of the
Fourier series As in [30], we select the range of modes
[−NF , ..., NF ], NF ∈ N+ for truncating the Fourier se-
ries expansion of the solution in Eq. (9) according to:
(i) the frequency of operation and again, (ii) the worst-
case scenario given by the transversely isotropic con-
ductivity tensor σf . Additionally, we take advantage
of the smooth decay of the Fourier series in our solu-
tion as follows: some Fourier modes are selected to be
computed by FEM while the remaining ones are sim-
ply interpolated in a logarithmic scale. Again, this is
done by analyzing the error of the solution at receivers
for different material resistivities. For further details re-
garding design decisions and estimations, see [30].
Parallelization We take advantage of different levels of
parallelism. At the highest possible level (coarse grain
parallelism), we assign an independent task to each pro-
cessor, which consists of solving problem (11) for a spe-
cific Fourier mode and logging sub-trajectory.
If the number of processors exceeds the number of
tasks (i.e., the number of Fourier modes times the num-
ber of sub-trajectories), fine-grain parallelism could eas-
ily be achieved via domain decomposition techniques
[29,2]. Such fine grid parallelism has not been consid-
ered here.
Finally, we incorporate a dynamic task scheduler fol-
lowing a master-slave model to guarantee an adequate
load balance.
5 Numerical results
5.1 Model problem with one geological fault
As a first example, we consider the simple model prob-
lem illustrated in Fig. (7). The well trajectory with a
constant dip angle of 80 degrees crosses a geological














Fig. 7: Model problem with a geological fault: oil-
saturated layers are colored in gray.
5.1.1 Accuracy
In the following, we consider the response of the LWD
instrument described in Section 2 operating at 2MHz.
We examine 100 logging positions equally spaced every
0.05 meters along the well trajectory marked in red in
Fig. (7). At each position, the logging simulation es-
timates two different formation (apparent) resistivities
associated with the QoI of Eq. (1). The phase difference
(imaginary part of (1)) is marked in red in Fig. (8). It
provides high vertical resolution. The attenuation (real
part of (1)) is marked in blue and provides a greater
depth of investigation.
Fig. 8: Attenuation (in red) and phase difference (in
blue) apparent resistivity logs simulated for the LWD
instrument of Fig. (1) operating at 2 MHz. Continuous
curves correspond to the 1.5D method whereas discon-
tinuous curves correspond to the 2.5D method.
For every measurement, we compare the results ob-
tained with our 2.5D FEM method (2D model) against
a semi-analytical 1.5D code (1D model). The 2.5D me-
thod provides more accurate results than the 1.5D code
nearby the geological fault.
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5.2 Model problem with two geological faults and
inclined boundaries
We consider a more challenging model problem illus-
trated in Fig. (9). This model includes an almost hori-
zontal well, two geological faults and an oil-water con-
tact. The logging trajectory departs from a sandstone
layer on the left and penetrates an oil-saturated layer
(ρ = 100 Ω ·m) three times through the two geological
faults, the last one passing through a water-saturated
layer (ρ = 0.5Ω ·m). Two inclined boundaries with dip













Fig. 9: Model problem with two geological faults and
an oil-water contact: oil-saturated layers are colored in
gray, water-saturated layers in blue, and sandstone lay-
ers in yellow.
5.2.1 Accuracy and performance
We consider again the response of the LWD instrument
described in Section 2 operating at 2MHz. We examine
2,400 logging positions equally separated every 0.05 me-
ters along the well trajectory marked in red in Fig. (9).
As observed in the previous model problem, the phase
difference marked in red in Fig. (10) provides high ver-
tical resolution whereas the attenuation marked in blue
provides a greater depth of investigation.
We compare the results obtained with our 2.5D FEM
method against a semi-analytical 1.5D code and observe
two main differences: (i) The 1.5D method produces
unphysical spikes as the well trajectory passes through
two different layers with inclined planes as expected
due to the limitations of 1D models; and (ii) The 2.5D
method provides more accurate results than the 1.5D
code nearby the two geological faults.
For this problem, we simulated 11 out of 25 Fourier
modes by FEM, saving more than 50% of computa-
tional time. The remaining modes were interpolated in
a logarithmic scale (see [30]) using a second-order in-
terpolant. We considered 25 logging positions per sub-
trajectory. For every mesh, we employed polynomial
orders of approximations ranging from p1 to p6, with
Fig. 10: Attenuation and phase difference apparent
resistivity logs simulated for the LWD instrument of
Fig. (1) operating at 2 MHz. Darker blue and red curves
correspond to the 1.5D method whereas lighter blue and
red curves correspond to the 2.5D method.
#Cores Time (secs.) Speedup Efficiency
1 8730 - -
6 1593 5,48 91%
12 875 9,98 83%
24 489 17,86 74%
48 241 36,29 76%
96 118 73,97 77%
Table 1: Computational time, speedup, and efficiency
achieved when using up to 96 cores.
the following distances: dp2 = 64h, dp3 = 32h, dp4 =
16h, dp5 = 8h, and dp6 = 4h.
Table 1 shows the computational time and speedup
achieved when using different numbers of cores. The
cluster employed consists of four computing nodes with
24 cores each (96 in total). Within a single node, the
efficiency deteriorates when increasing the number of
cores due to the so-called inter-node latency [13]. Once
we employ one or more nodes, the efficiency is kept al-
most constant. This almost perfect scalability is due to
the trivial parallelization implemented which requires
an almost negligible amount of communication and syn-
chronization among different processors.
Multiple components/frequencies can also be com-
puted in parallel at no extra time provided that an ap-
propriate number of computer cores is employed.
6 Conclusions
We developed a method to produce a priori quasi-opti-
mal finite element discretizations for the fast simulation
of 2.5D borehole resistivity measurements. The method
is based on the analysis of fundamental solutions of the
2.5D formulation over multiple homogeneous spaces.
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Regarding the computational mesh, element sizes
are selected by means of a non-uniform tensor product
structure. An arbitrary polynomial order of approxi-
mation can be selected on each element. We proposed a
criterion whereby the order of approximation is a func-
tion of the distance between the element and the well
trajectory.
Self-similar meshes were constructed in terms of Fou-
rier modes, providing a systematic way to truncate the
computational domain. Interpolation of Fourier modes
decreases the computational time by more than 50%.
The trivial parallelization of the library with almost
perfect scalability allows us to compute any combina-
tions of triaxial components at no additional time pro-
vided that an appropriate number of computing cores
is available.
We confirmed the high flexibility of our numeri-
cal simulation algorithm for a case with two geologi-
cal faults, where resistivity logs were obtained at a rate
faster than 0.05 seconds per logging position on a mod-
est 96-core machine. The high performance of the li-
brary was achieved by enabling a proper adjustment
of several parameters and implementing a trivial paral-
lelization.
As future work, this algorithm is intended to be part
of a general dimension-adaptive method (DAM) where
the dimension of each subproblem represents an input
parameter and 1.5D, 2.5D, or 3D simulations are com-
bined to solve general 3D resistivity logging problems
over geometrically complex rock formations.
A Fundamental solution of the 2.5D
formulation
To compute the fundamental solution of the 2.5D formula-
tion, Hf (β), we follow the same strategy as in [20] by which
the authors computed the fundamental solution for the 3D
transversely isotropic Maxwell’s equations. We start from the
time-harmonic Maxwell’s equations
∇×Ef =− jωµHf − jωµMimp, (17)
∇×Hf =(σf + jωε)Ef , (18)
where Ef and Hf are the fundamental solution for the elec-
tric and magnetic fields, respectively. Under the assumption
that jωε is much smaller than σh and σv, a Hertz vector
τ = [τx, τy, τz]T and a scalar potential ϕ are introduced sat-
isfying
σfE
f = −jωµσh∇× τ , (19)
and
∇ · (σfτ ) = σvϕ. (20)
Now, the magnetic field solution can be obtained as follows
Hf = −jωµσhτ +∇ϕ. (21)









f τ − σ
−1




By taking the Fourier series expansion for τ and Mimp as
in Eq. (9), in Eq. (22) we arrive at the following system of





































































Each of these three equations with negative real part of the
wavenumber corresponds to a modified Helmholtz equation.
Now, by solving Eq. (23) and using equations (20) and (21),
the fundamental solution for each mode, Hfβ in terms of any of
its nine components of interest, is easy to derive. For example,
for HfZZ(β), we set Mx = My = 0 and Mz ̸= 0. Then,
τβx = τβy = 0 and therefore, proceeding similarly as in [7] for












where K0 is the modified Bessel function of the second kind,
k̃2 = K̃
(









(x+ Re(γ) z − x0 − Re(γ) z0)2 + (z Im(γ)− z0 Im(γ))2,
γ is the complex root of
λx + λzγ
2 = 0,
and λx and λz are the coefficients in (23) multyplying the
derivatives of second order with respect to x and z, respec-
tively. That is, λx = λz = 1 in the equation for τz, and
λx = 1 and λz = σv/σh in the first two equations. Using
equations (20) and (21), we finally obtain




In the above derivation, it is crucial to consider the sys-
tem of equations in the Fourier domain (23), and find its
solutions. Notice that a direct analytical Fourier transform
from τ to τβz or viceversa is elusive. For validation pur-
poses, we consider two cases: (a) σh = σv = 1S/m and (b)
σh = σv = 100S/m. Figures (11a) and (11b) compare the an-
alytical vs. the numerical solution for different Fourier modes,
showing a perfect agreement in all cases. The derivation for
the remaining components is similar.
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● ● ● ● ● ● ● ● ● ● ●





























(a) ρh = ρv = 1Ω ·m.
● ● ● ● ● ● ● ● ● ● ●





























(b) ρh = ρv = 100Ω ·m.
Fig. 11: Absolute value of HfZZ(β) for different Fourier
modes β. The marks correspond to numerical values,
while the continuous curves correspond to analytical so-
lutions. The solution is displayed over the line (0, 0, z),
and the source is located at point (0, 0, 0.069).
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