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MONOTONE AND BOOLEAN CONVOLUTIONS FOR
NON-COMPACTLY SUPPORTED PROBABILITY MEASURES
UWE FRANZ
Abstract. The equivalence of the characteristic function approach and the
probabilistic approach to monotone and boolean convolutions is proven for
non-compactly supported probability measures. A probabilistically motivated
definition of the multiplicative boolean convolution of probability measures on
the positive half-line is proposed. Unlike Bercovici’s multiplicative boolean
convolution it is always defined, but it turns out to be neither commutative
nor associative. Finally some relations between free, monotone, and boolean
convolutions are discussed.
1. Introduction
There are at least three equivalent approaches to (classical) convolutions of
probability measures on groups and semi-groups, which we shall call here the
harmonic analysis, the probabilistic, and the characteristic functions approach.
The main goal of the present paper is to prove the equivalence of the probabilistic
and the characteristic functions approach for the convolutions based on monotone
and boolean independence introduced recently.
In harmonic analysis the convolution of two probability measure µ and ν on a
group or semi-group G is defined as the image measure T−1µ⊗ν of their product
µ ⊗ ν under the map T : G × G → G defined by the (semi-) group operation,
T (x, y) = xy. The probabilistic definition would be to take the law of the product
XY of two G-valued random variables X and Y as the convolution of µ and ν,
if X and Y are independent and distributed according to µ and ν, respectively.
The equivalence of the two approaches follows from the fact that two random
variables are independent if and only if their joint law is the product of their
marginals.
In the characteristic function approach one defines a bijection between prob-
ability measures and an appropriate class of functions, e.g. in the case of prob-
ability measures on the real line one usually chooses the Fourier transform,
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µˆ(t) =
∫
R
eitxdµ(x). By Bochner’s theorem, the Fourier transform defines a bijec-
tion between the probability measures on the real line and the class of uniformly
continuous, positive definite functions one the real line, whose value at the origin
is equal to one. Checking that this class is closed under the pointwise products,
one could define the (additive) convolution of the probability measures µ and ν
on R as the unique probability measure λ such that λˆ(t) = µˆ(t)νˆ(t) for all t ∈ R.
Usually this approach is not used to define the convolution but rather to compute
it or to study its properties, prove limit theorems, etc.
These three approaches can also be used to define and study the free, mono-
tone, and boolean convolutions, which are based on the corresponding notions
of independence in quantum probability. For this purpose groups have to be re-
placed by dual groups [Voi87, Voi90] and random variables have to be replaced
by quantum random variables, i.e. appropriate classes of operators on Hilbert
spaces. Furthermore, it is necessary to find adequate characteristic functions.
In the free case the equivalence of the probabilistic and the characteristic func-
tion approach was first proven in [Voi86] for the additive free convolution on the
real line and for probability measures with compact support. Later it was ex-
tended to multiplicative free convolutions [BV92] and probability measures with
non-compact support in [Maa92, BV93].
For the convolutions based on the monotone and boolean independence, this
equivalence has been proven so far only for probability measures with compact
support, cf. [Mur00, Ber05a, Ber05b, Fra06] and [SW97, Fra04, Ber06]. For non-
compactly supported probability measures these convolutions are currently de-
fined only via their characteristic functions (which are certain functions of their
Cauchy transforms), and not via the more natural harmonic analysis or prob-
abilistic approach. In this paper, we will extend the equivalence between the
probabilistic approach and the characteristic function approach to non-compactly
supported probability measures.
This extension is necessary, e.g., for studying monotone and boolean counter-
parts of stable laws by probabilistic means. We also need it to extend the results
of [FM05] beyond the bounded case, and to construct and study unbounded quan-
tum stochastic processes with monotonically or boolean independent increments.
In the monotone case, these processes turn out to have an interesting relation to
the theory of Loewner chains, cf. [Fra08].
The equivalence between the harmonic analysis approach and the probabilistic
approach for the free convolutions was established in [Voi87, Voi90] where dual
groups where introduced for this purpose. Due to the universal properties of the
products underlying the free, monotone, and boolean independence, it follows in
the same way for the monotone and boolean convolutions, cf. [Sch95, BGS02,
Fra03, Mur03].
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To apply the probabilistic approach to non-compactly supported probability
measures, it is necessary to extend the definition of monotone or boolean inde-
pendence to unbounded operators. This is done in Definitions 3.3 and 4.3. Two
not necessarily bounded operators that admit a functional calculus for contin-
uous functions are called monotonically or boolean independent, if the algebras
consisting of bounded functions vanishing at the origin of these operators are
monotonically or boolean independent. The restriction to functions vanishing at
the origin is necessary, because for monotone and boolean independence one has
to allow non-unital algebras to get non-trivial examples, see also [BGS02, Mur03].
As a next step we show that the general case of two monotonically or boolean
independent normal operators can be reduced to a universal model which allows
explicit calculations, see Theorems 3.5 and 4.5.
In Theorems 3.10 and 4.9 we then show that the sum of two monotonically
or boolean independent self-adjoint operators is essentially self-adjoint, if the
state vector is cyclic for the algebra generated by these two operators. This
condition is not very restrictive. If the state vector is not cyclic, then one can
always restrict to the subspace that is generated from it. Furthermore, we show
that the distribution of the sum is equal to the additive monotone or boolean
convolution of the distributions of the two operators. This justifies the name
additive monotone or boolean convolution.
Next we treat the multiplicative convolutions of probability measures on the
positive half-line. This case is more subtle, because there are many possibilities
for constructing “multiplicatively” a positive operator out of two given posi-
tive operators. Here we consider only the two cases (X, Y ) 7→ √XY√X and
(X, Y ) 7→ √Y X√Y . These operations are neither commutative nor associative.
Nonetheless, in the free case, both lead to the same multiplicative free convo-
lution of probability measures on the positive half-line, which is associative and
commutative. This follows from the fact that the free product is trace-preserving.
But the monotone and the boolean product are not trace-preserving, and so it
is not surprising that the situation becomes more complicated here.
In the monotone case, we show that the operation (X, Y ) 7→ √XY√X leads
to a “nice” convolution product that agrees with the one defined in [Ber05a], see
also [Fra06] and Theorem 3.15.
We also study the case (X, Y ) 7→ √Y X√Y , but it turns out that this leads to
a convolution which is not associative and which does not seem to have a “nice”
definition in terms of characteristic functions, see Subsection 3.3.
Then we consider these operations for boolean independent positive opera-
tors and give an alternative definition of the multiplicative boolean convolution
for probability measures on the positive half-line. The definition proposed by
Bercovici [Ber06] has the disadvantage that it is not always defined. In Remark
4.14, we give a new probabilistically motivated definition of the multiplicative
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convolution of two probability measures on the positive half-line. But it turns
out that this convolution is neither commutative nor associative.
Probability measures on the unit circle are of course always compactly sup-
ported and the associated operators are unitary and therefore bounded. In this
case the equivalence between the probabilistic and the characteristic function ap-
proach was already established in [Ber05a, Fra06, Fra04]. For completeness we
recall these results in Subsections 3.4 and 4.3.
Finally, in Section 5 we discuss some relations between free, monotone, and
boolean convolutions.
2. Preliminaries
2.1. Quantum probability. In quantum probability the commutative algebra
of random variables is replaced by a possibly non-commutative algebra A of
operators on a Hilbert space H and the role of the probability measure is taken
by a state Φ, i.e. a positive normalized functional on that algebra [Par92]. In our
paper this state will always be a vector state, i.e. of the form Φ(X) = 〈Ω, XΩ〉 for
some unit vector Ω ∈ H . (Note that our inner products are linear in the second
argument.)
If X is a quantum random variable, i.e. an operator on a Hilbert space H ,
for which a functional calculus Cb(C) ∋ h 7→ h(X) ∈ B(H) for bounded contin-
uous functions can be defined, then we call a probability measure µ on C the
distribution of X with respect to the vector state given by Ω ∈ H , if
〈Ω, h(X)Ω〉 =
∫
C
h(x)dµ(x)
for all h ∈ Cb(C). In this case we shall also write µ = L(X,Ω).
A densely defined, closed operatorX on a Hilbert space H with domain DomX
is called normal, if the domains of XX∗ and X∗X coincide and we have XX∗ =
X∗X on this common domain.
By the spectral theorem, an operator X on a separable Hilbert space H is
normal if an only if there exists a σ-finite measure space (E, E , µ) and an E-
measurable function φ s.t. X is unitarily equivalent to the operator Mφ of mul-
tiplication by φ on L2(E, E , ν), i.e., there exists a unitary operator U : H →
L2(E, E , ν) s.t. UXξ = φUξ for all ξ ∈ DomX , see, e.g., [Con85, Ped89]. It
follows that normal operators are quantum random variables in the sense above,
since a functional calculus for them can be defined by h(X) = U∗Mh◦φU . The
distribution of X w.r.t. to a unit vector Ω ∈ H is given by
L(X,Ω) = φ−1 (|UΩ|2ν) ,
since
〈Ω, h(X)Ω〉 =
∫
E
h ◦ φ |UΩ|2dν
for all h ∈ Cb(C).
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To deal with unitary equivalence of possibly unbounded normal operators, we
will use the following lemma.
Lemma 2.1. Let X and X ′ be possibly unbounded normal operators on Hilbert
spaces H and H ′. Assume that there exists a unitary operator U : H → H ′ such
that
(2.1) Uf(X) = f(X ′)U
for any bounded continuous function f on C.
Then UX = X ′U .
To prove this lemma, one can first prove the analogous statement for self-
adjoint operators, e.g., using resolvents, and then apply the properties of the
decomposition X = A + iB of normal perators as a linear combination of two
commuting self-adjoint operators, cf. [Ped89, Proposition 5.1.10]. It is actually
sufficient to require Condition (2.1) for a much smaller class of functions, e.g.
compactly supported real-valued C∞-functions.
2.2. Nevanlinna theory and Cauchy transforms. Denote by C+ = {z ∈
C; Im z > 0} and C− = {z ∈ C; Im z < 0} the upper and lower half plane. For µ
a probability measure on R and z ∈ C+, we define its Cauchy transform Gµ by
Gµ(z) =
∫
R
1
z − xdµ(x)
and its reciprocal Cauchy transform Fµ by
Fµ(z) =
1
Gµ(z)
.
Denote by F the following class of holomorphic self-maps,
F =
{
F : C+ → C+;F holomorphic and inf
z∈C+
ImF (z)
Im z
= 1
}
The map µ 7→ Fµ defines a bijection between the class M1(R) of probability
measures on R and F , as follows from the following theorem.
Theorem 2.2. [Maa92] Let F : C+ → C+ be holomorphic, then the following
are equivalent.
(i): infz∈C+
ImF (z)
Im z
= 1;
(ii): there exists a µ ∈M1(R) such that F = Fµ.
Furthermore, µ is uniquely determined by F .
Similarly, for µ a probability measure on the unit circle T = {z ∈ C; |z| = 1}
or on the positive half-line R+ = {x ∈ R; x ≥ 0}, we define
ψµ(z) =
∫
xz
1− xzdµ
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and
Kµ(z) =
ψµ(z)
1 + ψµ(z)
for z ∈ C\suppµ.
The map µ 7→ Kµ defines bijections between the class M1(T) of probability
measures on T and the class
S = {K : D→ D;K holomorphic and K(0) = 0},
where D = {z ∈ C; |z| < 1}, and between the class M1(R+) of probability
measures on R+ and the class
P =
{
K : C\R+ → C\R+; K holomorphic, limtր0K(t) = 0, K(z) = K(z),π ≥ argK(z) ≥ arg z for all z ∈ C+
}
,
cf. [BB05] and the references therein.
In the following, if X is an operator with distribution µ = L(X,Ω) w.r.t. Ω,
then we will write GX , FX , ΨX or KX instead of GL(X,Ω), FL(X,Ω), ψL(X,Ω), or
KL(X,Ω) for the transforms of the distribution of X .
2.3. Free convolutions. By Ak we call denote the set of alternating k-tuples of
1’s and 2’s, i.e.
Ak =
{
(ε1, . . . , εk) ∈ {1, 2}k; ε1 6= ε2 6= . . . 6= εk
}
.
Definition 2.3. [Voi86] Let A1,A2 ⊆ B(H) be two ∗-algebras of bounded oper-
ators on a Hilbert space and assume 1 ∈ Ai, i = 1, 2. Let Ω be a unit vector in
H and denote by Φ the vector state associated to Ω. We say that A1 and A2 are
free, if we have
Φ(X1 · · ·Xk) = 0
for all k ≥ 1, ε ∈ Ak, X1 ∈ Aε1, . . . , Xk ∈ Aεk such that
Φ(X1) = · · · = Φ(Xk) = 0.
Two normal operators X and Y are called free, if the algebras alg(X) =
{h(X); h ∈ Cb(C)} and alg(Y ) = {h(Y ); h ∈ Cb(C)} they generate are free.
Theorem 2.4. [Maa92, CG05, CG06] Let µ and ν be two probability measures
on the real line, with reciprocal Cauchy transforms Fµ and Fν . Then there exist
unique functions Z1, Z2 ∈ F such that
Fµ
(
Z1(z)
)
= Fν
(
Z2(z)
)
= Z1(z) + Z2(z)− z
for all z ∈ C+.
The function F = Fµ ◦ Z1 = Fν ◦ Z2 also belongs to F and is therefore the
the reciprocal Cauchy transform of some probability measure λ. One defines the
additive free convolution of µ and ν as this unique probability measure and writes
µ⊞ ν = λ. This is justified by the following theorem.
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Theorem 2.5. [Maa92, BV93] Let X and Y be two self-adjoint operators on
some Hilbert space H that are free w.r.t. some unit vector Ω ∈ H. If Ω is cyclic,
i.e. if
alg{h(X), h(Y ); h ∈ Cb(R)}Ω = H.
then X + Y is essentially self-adjoint and the distribution w.r.t. Ω of its closure
is equal to the additive free convolution of the distributions of X and Y w.r.t. to
Ω, i.e.
L(X + Y,Ω) = L(X,Ω)⊞ L(Y,Ω).
There exist analogous results for the multiplicative convolutions of probability
measures on the unit circle and the positive half-line, cf. [Maa92, BV93, CG05,
CG06]
Theorem 2.6.
(i) Let µ and ν be two probability measures on the unit circle with transforms Kµ
and Kν and whose first moments do not vanish,
∫
T
xdµ(x) 6= 0, ∫
T
xdν(x) 6= 0.
Then there exist unique functions Z1, Z2 ∈ S such that
Kµ
(
Z1(z)
)
= Kν
(
Z2(z)
)
=
Z1(z)Z2(z)
z
for all z ∈ D\{0}. The multiplicative free convolution λ = µ⊠ ν is defined as the
unique probability measure λ with transform Kλ = Kµ ◦ Z1 = Kν ◦ Z2.
(ii) Let U and V be two unitary operators on some Hilbert space H that are free
w.r.t. some unit vector Ω ∈ H. Then the products UV and V U are also uni-
tary and their distributions w.r.t. to Ω are equal to the free convolution of the
distributions of U and V w.r.t. Ω, i.e. i.e.
L(UV,Ω) = L(V U,Ω) = L(U,Ω)⊠ L(V,Ω).
Theorem 2.7.
(i) Let µ and ν be two probability measures on the positive half-line such that
µ 6= δ0, ν 6= δ0 and denote their transforms by Kµ and Kν. Then there exist
unique functions Z1, Z2 ∈ P such that
Kµ
(
Z1(z)
)
= Kν
(
Z2(z)
)
=
Z1(z)Z2(z)
z
for all z ∈ C\R+. The multiplicative free convolution λ = µ⊠ ν is defined as the
unique probability measure λ with transform Kλ = Kµ ◦ Z1 = Kν ◦ Z2.
(ii) Let X and Y be two positive operators on some Hilbert space H that are free
w.r.t. some unit vector Ω ∈ H. Assume furthermore that Ω is cyclic, i.e. that
alg{h(X), h(Y ); h ∈ Cb(R)}Ω = H.
Then the products
√
XY
√
X and
√
Y X
√
Y are essentially self-adjoint and pos-
itive, and their distributions w.r.t. to Ω are equal to the free convolution of the
distributions of X and Y w.r.t. Ω, i.e. i.e.
L(
√
XY
√
X,Ω) = L(
√
Y X
√
Y ,Ω) = L(X,Ω)⊠ L(Y,Ω).
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3. Monotone Convolutions
Definition 3.1. [Mur00] Let A1,A2 ⊂ B(H) be two ∗-algebras of bounded op-
erators on a Hilbert space H , and let Ω ∈ H be a unit vector. We say that A1
and A2 are monotonically independent w.r.t. Ω, if we have
〈Ω, X1X2 · · ·XkΩ〉 =
〈
Ω,
∏
κ:εκ=1
XκΩ
〉 ∏
κ:εκ=2
〈Ω, XκΩ〉
for all k ∈ N, ε ∈ Ak, X1 ∈ Aε1, . . . , Xk ∈ Aεk .
Remark 3.2.
(a) Note that this notion depends on the order, i.e. if A1 and A2 are monotoni-
cally independent, then this does not imply that A2 and A1 are monotonically
independent. In fact, if A1 and A2 are monotonically independent and A2 and A1
are also monotonically independent, and Φ(·) = 〈Ω, ·Ω〉 does not vanish on one
of the algebras, then restrictions of Φ to A1 and A2 have to be homomorphisms.
To prove this for the restriction to, e.g., A1, take an element Y ∈ A2 such that
Φ(Y ) 6= 0, then
Φ(X1X2) =
Φ(X1Y X2)
Φ(Y )
= Φ(X1)Φ(X2)
for all X1, X2 ∈ A1.
(b) The algebras are not required to be unital. If A1 is unital, then the restriction
of Φ(·) = 〈Ω, ·Ω〉 toA2 has to be a homomorphism, since monotone independence
implies
〈Ω, XY Ω〉 = 〈Ω, X1Y Ω〉 = 〈Ω, XΩ〉〈Ω, Y Ω〉
for X, Y ∈ A2.
(c) In the definition of monotone independence the condition
XY Z = 〈Ω, Y Ω〉XZ
for all X,Z ∈ A1, Y ∈ A2 is often also imposed. If the state vector Ω is cyclic
for the algebra generated by A1 and A2, then this is automatically satisfied. Let
X1, X3, . . . , Z1, Z3, . . . ∈ A1 and Y,X2, X4, . . . , Z2, Z4, . . . ∈ A2, then
〈X1 · · ·XnΩ, Y Z1 · · ·ZmΩ〉 = 〈Ω, X∗n · · ·X∗1Y Z1 · · ·ZmΩ〉
= 〈Ω, Y Ω〉
∏
k even
〈Ω, X∗kΩ〉
∏
ℓ even
〈Ω, ZℓΩ〉〈X1X3 · · ·Ω, Z1Z3 · · ·Ω
= 〈Ω, Y Ω〉〈X1 · · ·XnΩ, Z1 · · ·ZmΩ〉,
for all n,m ≥ 1, i.e., X∗1Y Z1 and 〈Ω, Y Ω〉X∗1Z1 coincide on the subspace gener-
ated by A1 and A2 from Ω.
Definition 3.3. Let X and Y be two normal operators on a Hilbert space H ,
not necessarily bounded. We say that X and Y are monotonically independent
w.r.t. Ω, if the ∗-algebras alg0(X) = {h(X); h ∈ Cb(C), h(0) = 0} and alg0(Y ) =
{h(Y ); h ∈ Cb(C), h(0) = 0} are monotonically independent w.r.t. Ω.
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Let us now introduce the model we shall use for calculations with monotonically
independent operators.
Proposition 3.4. Let µ, ν be two probability measures on C and define normal
operators X and Y on L2(C× C, µ⊗ ν) by
DomX =
{
ψ ∈ L2(C× C, µ⊗ ν);
∫
C
∣∣∣∣x
∫
C
ψ(x, y)dν(y)
∣∣∣∣
2
dµ(x) <∞
}
,
DomY =
{
ψ ∈ L2(C× C, µ⊗ ν);
∫
C×C
|yψ(x, y)|2dµ⊗ ν(x, y) <∞
}
,
(Xψ)(x, y) = x
∫
C
ψ(x, y′)dν(y′),
(Xψ)(x, y) = yψ(x, y).
Then L(X, 1) = µ, L(Y, 1) = ν, and X and Y are monotonically independent
w.r.t. the constant function 1.
Proof. Denote by P2 the orthogonal projection onto the space of functions in
L2(C× C, µ ⊗ ν) which do not depend on the second variable, and by Mx mul-
tiplication by the first variable, then X = MxP2. This operator is normal, we
have
h(X)ψ(x, y) =
(
h(x)− h(0)) ∫
C
ψ(x, y)dν(y) + h(0)ψ(x, y)
and 〈1, h(X)1〉 = ∫
C
h(x)dµ(x) for all h ∈ Cb(C), i.e. L(X, 1) = µ. The operator
Y is multiplication by the second variable, it is clearly normal. We have
h(Y )ψ(x, y) = h(y)ψ(x, y)
and 〈1, h(Y )1〉 = ∫
C
h(y)dν(y) for all h ∈ Cb(C), i.e. L(Y, 1) = ν.
Let f1, . . . , fn, g1, . . . , gn ∈ Cb(C), f1(0) = · · · = fn(0) = 0. Then
fn(X)gn−1(Y ) · · · g1(Y )f1(X)1 =
n−1∏
k=1
∫
C
gk(y)dν(y) f1 · · · fn
and
〈1, fn(X)gn−1(Y ) · · · g1(Y )f1(X)1〉 =
∏
k=1
∫
C
gk(y)dν(y)
∫
C
f1(x) · · ·fn(x)dµ(x)
=
n−1∏
k=1
〈1, gk(Y )1〉〈1f1(X) · · ·fn(X)1〉,
i.e. the condition for monotone independence is satisfied in this case. Similarly one
checks the expectation of gn(Y )fn(X) · · · g1(Y )f1(X), fn(X)gn(Y ) · · ·f1(X)g1(Y ),
and gn(Y )fn−1(X) · · ·f1(X)g1(Y ). 
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The following theorem shows that any pair of monotonically independent nor-
mal operators can be reduced to this model.
Theorem 3.5. Let X and Y be two normal operators on a Hilbert space H
that are monotonically independent with respect to Ω ∈ H and let µ = L(X,Ω),
ν = L(Y,Ω).
Then there exists an isometry W : L2(C× C, µ⊗ ν)→ H such that
W ∗h(X)Wψ(x, y) =
(
h(x)− h(0)) ∫ ψ(x, y)dν(y) + h(0)ψ(x, y),(3.1)
W ∗h(Y )Wψ(x, y) = h(y)ψ(x, y)
for x, y ∈ C, ψ ∈ L2(C× C, µ⊗ ν) ∼= L2(σX , µ)⊗ L2(σY , ν) and h ∈ Cb(C).
We have WL2(C× C, µ⊗ ν) = alg{h(X), h(Y ); h ∈ Cb(C)}Ω.
If the vector Ω ∈ H is cyclic for the algebra alg(X, Y ) = alg{h(X), h(Y ); h ∈
Cb(C)} generated by X and Y , then W is unitary.
Proof. Define W on simple tensors of bounded continuous functions by
Wf ⊗ g = g(Y )f(X)Ω
for f, g ∈ Cb(C). It follows from the monotone independence of X and Y that
this defines an isomorphism, since
〈Wf1 ⊗ g1,Wf2 ⊗ g2〉 = 〈Ω, f1(X)∗g1(Y )∗g2(Y )f2(X)Ω〉
= 〈Ω, f1(X)∗f2(X)Ω〉〈Ω, g1(Y )∗g2(Y )Ω〉
=
∫
f1(t)f2(t)dµ(t)
∫
g1(t)g2(t)dν(t).
Since Cb(C)⊗Cb(C) is dense in L2(C×C, µ⊗ ν), W extends to a unique isomor-
phism on L2(C× C, µ⊗ ν).
The relations
〈Wf1 ⊗ g1, h(X)Wf2 ⊗ g2〉 = 〈Ω, f1(X)∗g1(Y )∗h(X)g2(Y )f2(X)Ω〉
= 〈Ω, f1(X)∗
(
h(X)− h(0))f2(X)Ω〉〈Ω, g1(Y )∗Ω〉〈Ω, g2(Y )Ω〉
+ h(0)〈Ω, f1(X)∗g1(Y )∗g2(Y )f2(X)Ω〉
= 〈Ω, g2(Y )Ω〉
〈
Wf1 ⊗ g1,W
(
(h− h(0)1)f1 ⊗ 1〉+ h(0)〈Wf1 ⊗ g1,Wf1 ⊗ g2〉
=
〈
Wf1 ⊗ g1,W
(∫
g2(y)dν(y)(h− h(0)1)f1 ⊗ 1 + h(0)f2 ⊗ g2
)〉
and
〈Wf1 ⊗ g1, h(Y )Wf2 ⊗ g2〉 = 〈Ω, f1(X)∗g1(Y )∗h(Y )g2(Y )f2(X)Ω〉
= 〈Wf1 ⊗ g1,Wf2 ⊗ (hg2)〉
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shows that we have the desired formulas for simple tensors of functions f1, f2, g1, g2 ∈
Cb(C). The general case follows by linearity and continuity. Remark 3.2(c) im-
plies
WL2(C× C, µ⊗ ν) = span {g(Y )f(X)Ω; f, g ∈ Cb(C)}
= alg{h(X), h(Y ); h ∈ Cb(C)}Ω.
If Ω is cyclic, then W is surjective and therefore unitary. 
Remark 3.6. It follows that the joint law of two monotonically independent,
normal operators is uniquely determined by their marginal distributions, in the
sense that the restriction of Φ(·) = 〈Ω, ·Ω〉 to alg(X, Y ) = alg{h(X), h(Y ); h ∈
Cb(C)} is uniquely determined by L(X,Ω) and L(Y,Ω). But by Lemma 2.1, also
computations for unbounded functions of X and Y , e.g., concerning the operators
X + Y for self-adjoint X and Y , or
√
XY
√
Y for positive X and Y , reduce to
the model introduced in Proposition 3.4.
3.1. Additive monotone convolution on M1(R).
Definition 3.7. [Mur00] Let µ and ν be two probability measures on R with
reciprocal Cauchy transforms Fµ and Fν . Then we define the additive monotone
convolution λ = µ ⊲ ν of µ and ν as the unique probability measure on R with
reciprocal Cauchy transform Fλ = Fµ ◦ Fν .
It follows from Subsection 2.2 that the additive monotone convolution is well-
defined. Let us first recall some basic properties of the additive monotone con-
volution.
Proposition 3.8. [Mur00] The additive monotone convolution is associative and
∗-weakly continuous in both arguments. It is affine in the first argument and
convolution from the right by a Dirac measure corresponds to translation, i.e.
µ ⊲ δx = T
−1
x µ for x ∈ R, where Tx : R→ R is defined by Tx(t) = t + x.
This convolution is not commutative, i.e. in general we have µ ⊲ ν 6= ν ⊲ µ.
Let x ∈ R and 0 ≤ p ≤ 1. Then one can compute, e.g.,
δx ⊲
(
pδ1 + (1− p)δ−1
)
= qδz1 + (1− q)δz2
where
z1 =
1
2
(
x+
√
x2 + 4(2p− 1)x+ 4
)
,
z2 =
1
2
(
x−
√
x2 + 4(2p− 1)x+ 4
)
,
q =
x+ 4p− 2 +√x2 + 4(2p− 1)x+ 4
2
√
x2 + 4(2p− 1)x+ 4 .
This example shows that convolution from the left by a Dirac mass is in general
not equal to a translation and that the additive monotone convolution is not
affine in the second argument.
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Note that the continuity and the fact that the monotone convolution is affine
in the first argument imply the following formula
(3.2) µ ⊲ ν =
∫
R
δx ⊲ ν dµ(x)
for all µ, ν ∈M1(R).
The following proposition is the key to treating the additive monotone convo-
lution for general probability measures on R.
Proposition 3.9. Let µ and ν be two probability measures on R and denote byMx
andMy the self-adjoint operators on L
2(R×R, µ⊗ν) defined by multiplication with
the coordinate functions. Denote by P2 the orthogonal projection onto the subspace
of functions which do not depend on the second coordinate, L2(R × R, µ ⊗ ν) ∋
ψ 7→ ∫
R
ψ(·, y)dν(y) ∈ L2(R × R, µ ⊗ ν). Then MxP2 = P2Mx and My are
self-adjoint and monotonically independent w.r.t. the constant function and the
operator z −MxP2 −My has a bounded inverse for all z ∈ C\R, given by
(3.3)
(
(z −MxP2 −My)−1ψ
)
(x, y) =
ψ(x, y)
z − y +
x
∫
R
ψ(x,y′)
z−y′ dν(y
′)
(z − y)(1− xGν(z)) .
Proof. MxP2 and My are monotonically independent by 3.4.
The first term on the right-hand-side of Equation (3.3) is obtained from ψ by
multiplication with a bounded function, the second by composition of multipli-
cations with bounded functions and the projection P2. Equation (3.3) therefore
clearly defines a bounded operator. To check that it is indeed the inverse of
z −MxP2 −My is straightforward,
(z −MxP2 −My)
(
ψ(x, y)
z − y +
x
∫
R
ψ(x,y′)
z−y′ dν(y
′)
(z − y)(1− xGν(z))
)
= ψ(x, y)+
x
∫
ψ(x,y′)
z−y′ dν(y
′)
1− xGν(z) −x
∫
R
ψ(x, y′)
z − y′ dν(y
′)−x
∫
R
x
∫
R
ψ(x,y′′)
z−y′′ dν(y
′′)
(z − y′)(1− xGν(z))dν(y′)
= ψ(x, y) +
(
(z − y)− (z − y)(1− xGν(z))− xGν(z)(z − y))x ∫R ψ(x,y′)z−y′ dν(y′)
(z − y)(1− xGν(z))
= ψ(x, y)

Theorem 3.10. Let X and Y be two self-adjoint operators on a Hilbert space
H that are monotonically independent w.r.t. to a unit vector Ω ∈ H. Assume
furthermore that Ω is cyclic, i.e. that
alg{h(X), h(Y ); h ∈ Cb(R)}Ω = H.
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Then X + Y is essentially self-adjoint and the distribution w.r.t. Ω of its closure
is equal to the additive monotone convolution of the distributions of X and Y
w.r.t. to Ω, i.e.
L(X + Y,Ω) = L(X,Ω) ⊲ L(Y,Ω).
Proof. Let µ = L(X,Ω), ν = L(Y,Ω).
By Theorem 3.5 and Lemma 2.1 it is sufficient to consider the case where X
and Y are given by Proposition 3.4. Proposition 3.9 shows that z−X−Y admits
a bounded inverse and therefore that Ran (z −X − Y ) is dense for z ∈ C\R. By
[RS80, Theorem VIII.3] this is equivalent to X +Y being essentially self-adjoint.
Using Equation (3.3), we can compute the Cauchy transform of the distribution
of the closure of X + Y . Let z ∈ C+, then we have
GX+Y (z) = 〈Ω, (z −X − Y )−1Ω〉− =
〈
1, (z −MxP2 −My)−11
〉
=
〈
1,
1
z − y +
xGν(z)
(z − y)(1− xGν(z))
〉
=
∫
R×R
1
(z − y)(1− xGν(z))dµ⊗ ν
=
∫
R
Gν(z)
1− xGν(z)dµ(x) = Gµ
(
1
Gν(z)
)
= Gµ
(
Fν(z)
)
,
or
FX+Y (z) =
1
GX+Y (z)
=
1
Gµ
(
Fν(z)
) = Fµ(Fν(z)) = Fµ⊲ν(z).

3.2. Multiplicative monotone convolution on M1(R+).
Definition 3.11. [Ber05a] Let µ and ν be two probability measures on the posi-
tive half-line R+ with transforms Kµ and Kν . Then the multiplicative monotone
convolution of µ and ν is defined as the unique probability measure λ = µ ⋗ ν
on R+ with transform Kλ = Kµ ◦Kν .
It follows from Subsection 2.2 that the multiplicative monotone convolution on
M1(R+) is well-defined.
Let us first recall some basic properties of the multiplicative monotone convo-
lution.
Proposition 3.12. The multiplicative monotone convolutionM1(R+) is associa-
tive and ∗-weakly continuous in both arguments. It is affine in the first argument
and convolution from the right by a Dirac measure corresponds to dilation, i.e.
µ⋗ δα = D
−1
α µ for α ∈ R+, where Dα : R+ → R+ is defined by Dα(t) = αt.
This convolution is not commutative, i.e. in general we have µ⋗ ν 6= ν⋗µ. As
in the additive case is not affine in the second argument, either, and convolution
from the left by a Dirac mass is in general not equal to a dilation.
We want to extend [Fra06, Corollary 4.3] to unbounded positive operators, i.e.
we want to show that if X and Y are two positive operators such that X − 1
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and Y are monotonically independent, then the distribution of
√
XY
√
X is equal
to the multiplicative monotone convolution of the distributions of X and Y . By
Theorem 3.5, it is sufficient to do the calculations for the case where X and Y are
constructed from multiplication with the coordinate functions and the projection
P2.
Proposition 3.13. Let µ and ν be two probability measures on R+, ν 6= δ0, and
let My be the self-adjoint operator on L
2(R+×R+, µ⊗ν) defined by multiplication
with the coordinate function (x, y) 7→ y. Define Sx on L2(R+ × R+, µ⊗ ν) by
(3.4)
DomSx =
{
ψ ∈ L2(R+ × R+, µ⊗ ν);
∫
R+
xψ(x, y)dν(y) ∈ L2(R+, µ)
}
,
(Sxψ)(x, y) = (x− 1)
∫
R+
ψ(x, y)dν(y) + ψ(x, y)
Then Sx−1 andMy are monotonically independent w.r.t. to the constant function
and the operator z − √SxMy
√
Sx has a bounded inverse for all z ∈ C\R, given
by
(3.5)
(
(z −
√
SxMy
√
Sx)
−1ψ
)
(x, y) =
ψ(x, y) + g(x)
z − y + h(x).
where
g(x) =
√
x− x
(1− x)zGν(z) + x
∫
R+
ψ(x, y)dν(y)
+
z(x− 1)
(1− x)zGν(z) + x
∫
R+
ψ(x, y)
z − y dν(y),
h(x) =
(
√
x− 1)2Gν(z)
(1− x)zGν(z) + x
∫
R+
ψ(x, y)dν(y)
+
√
x− x
(1− x)zGν(z) + x
∫
R+
ψ(x, y)
z − y dν(y).
Proof. Fix z ∈ C+. Let x > 0, then
Im
z
z − x = −
xIm z
(Re z − x)2 + (Im z)2 < 0,
and therefore
Im zGν(z) = Im
∫
R+
z
z − xdν(x) < 0.
Similarly, we get Im zGν(z) > 0 for z ∈ C−. It follows that the functions in front
of the integrals in the definitions of g and h are bounded as functions of x, and
therefore g and h are square-integrable. Since 1
z−y is bounded, too, we see that
Equation (3.5) defines a bounded operator.
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Let us now check that it is the inverse of z −√SxMy
√
Sx.
Using the notation of the previous subsection, we can write Sx also as Sx =
Mx−1P2 + 1 = MxP2 + P⊥2 , where P
⊥
2 is the projection onto the orthogonal
complement of the subspace of functions which do not depend on y. Its square
root can be written as
√
Sx = M√xP2 + P
⊥
2 = M
√
x−1P2 + 1, it acts as(√
Sxψ
)
(x, y) =
(√
x− 1) ∫
R+
ψ(x, y)dν(y) + ψ(x, y)
on a function ψ ∈ Dom√Sx ⊆ L2(R+ × R+, µ⊗ ν).
Since h does not depend on y, we have
√
Sxh =
√
xh. For g we get(√
Sx
g
z − y
)
(x) = (
√
x− 1)
∫
R+
g(x)
z − ydν(y) +
g(x)
z − y
=
(
(
√
x− 1)Gν(z) + 1
z − y
)
g(x).
Set ϕ = ψ+g
z−y + h. Applying
√
Sx to ϕ, we get(√
Sxϕ
)
(x, y) =
ψ(x, y)
z − y +
√
x− x
(z − y)((1− x)zGν(z) + x)
∫
R+
ψ(x, y)dν(y)
+
z(x− 1)
(z − y)((1− x)zGν(z) + x)
∫
R+
ψ(x, y)
z − y dν(y)
=
ψ(x, y) + g(x)
z − y .
From this we get ((
z −
√
SxMy
√
Sx
)
ϕ
)
(x, y) = ψ(x, y)
after some tedious, but straightforward computation. 
Remark 3.14. It ν = δ0, then My = 0 on L
2(R+ × R+, µ ⊗ ν), and therefore√
SxMy
√
Sx = 0. This is of course a positive operator, and its distribution is δ0.
Theorem 3.15. Let X and Y be two positive self-adjoint operators on a Hilbert
space H such that X − 1 and Y are monotonically independent w.r.t. to a unit
vector Ω ∈ H. Assume furthermore that Ω is cyclic, i.e.
alg{h(X), h(Y ); h ∈ Cb(R+)}Ω = H.
Then
√
XY
√
X is essentially self-adjoint and the distribution w.r.t. Ω of its clo-
sure is equal to the multiplicative monotone convolution of the distributions of X
and Y w.r.t. Ω, i.e.
L
(√
XY
√
X,Ω
)
= L(X,Ω)⋗ L(Y,Ω).
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Proof. Let µ = L(X,Ω), ν = L(Y,Ω).
By Theorem 3.5 it is sufficient to consider the case X = Sx and Y = My. In
this case Proposition 3.13 shows that z − √XY√X has a bounded inverse for
all z ∈ C\R. This implies that Ran(z −√XY√X) is dense for all z ∈ C\R and
that
√
XY
√
X is essentially self-adjoint, cf. [RS80, Theorem VIII.3].
Using Equation (3.5), we can compute the Cauchy transform of the distribution
of the closure of
√
XY
√
X . Let z ∈ C+, then we have
G√XY
√
X(z) =
〈
Ω,
(
z −
√
XY
√
X
)−1
Ω
〉
=
〈
1,
(
z −
√
SxMy
√
Sx
)−1
1
〉
=
〈
1,
1 + g1
z − y + h1
〉
where
g1(x) =
√
x− x+ (x− 1)zGν(x)
(1− x)zGν(z) + x =
√
x
(1− x)zGν(z) + x − 1,
h1(x) =
(1−√x)Gν(z)
(1− x)zGν(z) + x.
Therefore
G√XY
√
X(z) =
∫
R+×R+
(
1 + g1(x)
z − y + h1(x)
)
dµ⊗ ν(x, y)
=
∫
R+
Gν(z)
(1− x)zGν(z) + xdµ(x) =
Gν(z)
zGν(z)− 1Gµ
(
zGν(z)
zGν(z)− 1
)
.(3.6)
Using the relation
Gµ(z) =
1
z
(
ψµ
(
1
z
)
+ 1
)
to replace the Cauchy transforms by the ψ-transforms, this becomes
ψ√XY
√
X
(
1
z
)
= ψµ
(
ψν(1/z)
ψν(1/z) + 1
)
,
or finally
K√XY
√
X(z) = Kµ
(
Kν(z)
)
= Kµ⋗ν(z).

3.3. The “other” multiplicative convolution on M1(R+). Let X and Y be
two positive operators such that X − 1 and Y are monotonically independent
w.r.t. to some unit vector. We have just shown that the distribution of
√
XY
√
X
is given by the multiplicative monotone convolution of the distributions of X and
Y , as defined by [Ber05a]. But in [Fra06] it is was already shown that in general
this is not the case for
√
Y X
√
Y , which would be another obvious choice for
constructing multiplicatively a positive operator out of X and Y . It is possible
to characterize the distribution of
√
Y X
√
Y using the same methods as in the
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previous subsection. We will summarize the main results here, but omit the
details of the calculations.
Proposition 3.16. Let µ and ν be two probability measures on R+, and Sx, My
as in Proposition 3.13.
Then the operator z −√MySx√My has a bounded inverse for all z ∈ C\R,
given by
(3.7)
(
(z −√MySx√My)−1ψ) (x, y) = ψ(x, y) +
√
yh(x)
z − y ,
where
h(x) =
(x− 1) ∫
R+
√
yψ(x,y)
z−y dν(y)
(1− x)zGν(z) + x .
Theorem 3.17. Let X and Y be two positive self-adjoint operators on a Hilbert
space H such that X − 1 and Y are monotonically independent w.r.t. to a unit
vector Ω ∈ H. Assume furthermore that Ω is cyclic, i.e.
alg{h(X), h(Y ); h ∈ Cb(R+)}Ω = H.
Then
√
Y X
√
Y is positive and essentially self-adjoint. Denote by µ = L(X,Ω)
and ν = L(Y,Ω) the distributions of X and Y w.r.t. Ω, let Wν(z) = G√yν(z) =∫
R+
√
y
z−ydν(y) for y ∈ C\R. Then the distribution λ = L(
√
Y X
√
Y ,Ω) of its
closure w.r.t. Ω is characterized by its Cauchy transform
(3.8) Gλ(z) = Gν(z)−
(
Wν(z)
)2
zGν(z)− 1 +
(
Wν(z)
)2(
zGν(z)− 1
)2Gµ
(
zGν(z)
zGν(z)− 1
)
.
Remark 3.18. We can use Equation (3.8) to define an alternative multiplicative
monotone convolution. Let µ and ν be two probability measures on R+, then
we define λ = µ ⋗˜ ν as the unique probability measure λ on R+ whose Cauchy
transform is given by Equation (3.8).
If ν = δy is a Dirac mass, thenWδy =
√
y
z−y ,
(
Wδy(z)
)2
= y
(z−y)2 = Gδy(z)
(
zGδy(z)−
1
)
, and Equation (3.8) reduces to Equation (3.6). Therefore
µ ⋗˜ δy = µ⋗ δy = D
−1
y µ
for all y ∈ R+ and µ ∈M1(R+).
But in general the two convolutions are different, as was already stated in
[Fra06]. Actually, the convolution ⋗˜ is not even associative, as the follow-
ing examples show. Let x, y > 0, 0 < p < 1, and set X =
(
x 0
0 1
)
, Y =
y
(
p
√
p(1− p)√
p(1− p) 1− p
)
, Ω =
(
1
0
)
, then X −1 and Y are monotonically
independent and L(X,Ω) = δx, L(Y,Ω = pδ0 + (1− p)δy. Furthermore we get
δx ⋗˜
(
pδ0 + (1− p)δy) = L
(√
Y X
√
Y ,Ω
)
= pδ0 + (1− p)δy(xp+1−p).
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Therefore
(δx1 ⋗˜ δx2) ⋗˜
(
pδ0 + (1− p)δy
)
= δx1x2 ⋗˜
(
pδ0 + (1− p)δy
)
=
(
pδ0 + (1− p)δy(x1x2p+1−p)
)
6= δx1 ⋗˜
(
δx2 ⋗˜
(
pδ0 + (1− p)δy
))
= δx1 ⋗˜
(
pδ0 + (1− p)δy(x2p+1−p)
)
=
(
pδ0 + (1− p)δy(x1p+1−p)(x2+1−p)
)
in general.
3.4. Multiplicative monotone convolution on M1(T).
Definition 3.19. [Ber05a] Let µ and ν be two probability measure on the unit
circle T with transforms Kµ and Kν . Then the multiplicative monotone convo-
lution of µ and ν is defined as the unique probability measure λ = µ ⋗ ν on T
with transform Kλ = Kµ ◦Kν .
It follows from Subsection 2.2 that the multiplicative monotone convolution on
M1(T) is well-defined.
Let us first recall some basic properties of the multiplicative monotone convo-
lution.
Proposition 3.20. The multiplicative monotone convolution on M1(T) is as-
sociative and ∗-weakly continuous in both arguments. It is affine in the first
argument and convolution from the right by a Dirac measure corresponds to ro-
tation, i.e. µ ⋗ δeiϑ = R
−1
ϑ µ for ϑ ∈ [0, 2π[, where Rϑ : T → T is defined by
Rϑ(t) = e
iϑt.
This convolution is not commutative, i.e. in general we have µ⋗ ν 6= ν⋗µ. As
in the additive case is not affine in the second argument, either, and convolution
from the left by a Dirac mass is in general not equal to a rotation.
Probability measures on the unit circle arise as distributions of unitary oper-
ators and they are completely characterized by their moments. Therefore the
following theorem is a straightforward consequence of [Ber05a] (see also [Fra06,
Theorem 4.1 and Corollary 4.2]).
Theorem 3.21. Let U and V be two unitary operators on a Hilbert space H,
Ω ∈ H a unit vector and assume furthermore that U−1 and V are monotonically
independent w.r.t. Ω. Then the products UV and V U are also unitary and their
distribution w.r.t. Ω is equal to the multiplicative monotone convolution of the
distributions of U and V , i.e.
(3.9) L(UV,Ω) = L(V U,Ω) = L(U,Ω)⋗ L(V,Ω).
Remark 3.22. Note that the order of the convolution product on the right-hand-
side of Equation (3.9) depends only on the order in which the operators U − 1
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and V − 1 are monotonically independent, but not on the order in which U and
V are multiplied.
4. Boolean Convolutions
Definition 4.1. Let A1,A2 ⊂ B(H) be two ∗-algebras of bounded operators on
a Hilbert space H , and let Ω ∈ H be a unit vector. We say that A1 and A2 are
boolean independent w.r.t. Ω, if we have
〈Ω, X1X2 · · ·XkΩ〉 =
k∏
κ=1
〈Ω, XκΩ〉
for all k ∈ N, ε ∈ Ak, X1 ∈ Aε1, . . . , Xk ∈ Aεk .
Remark 4.2. The algebras are not required to be unital. If one of them is unital,
say A1, then the restriction of Φ(·) = 〈Ω, ·Ω〉 to the other algebra, say A2, has
to be a homomorphism, since the boolean independence implies
〈Ω, XY Ω〉 = 〈Ω, X1Y Ω〉 = 〈Ω, XΩ〉〈Ω, Y Ω〉
for X, Y ∈ A2.
Definition 4.3. Let X and Y be two normal operators on a Hilbert space H ,
not necessarily bounded. We say that X and Y are boolean independent, if the
∗-algebras alg0(X) = {h(X) : h ∈ Cb(C), h(0) = 0} and alg0(Y ) = {h(Y ) : h ∈
Cb(C), h(0) = 0} are boolean independent.
We will start by characterizing up to unitary transformations the general form
of two boolean independent normal operators. Given a measure space (M,M, µ),
we shall denote by L2(M,µ)0 the orthogonal complement of the constant function,
i.e.
L2(M,µ)0 =
{
ψ ∈ L2(M,µ);
∫
M
ψdµ = 0
}
.
Proposition 4.4. Let µ, ν be two probability measures on C and define normal
operators Nx and Ny on C⊕ L2(C, µ)0 ⊕ L2(C, ν)0 by
DomNx =



 αψ1
ψ2

 ∈ C⊕ L2(C, µ)0 ⊕ L2(C, ν)0;
∫
C
∣∣x(ψ1(x) + α)∣∣2 dµ(x) <∞

 ,
DomNy =



 αψ1
ψ2

 ∈ C⊕ L2(C, µ)0 ⊕ L2(C, ν)0;
∫
C
∣∣y(ψ2(y) + α)∣∣2 dν(y) <∞

 ,
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Nx

 αψ1
ψ2

 =


∫
C
x
(
ψ1(x) + α
)
dµ(x)
x(ψ1 + α)−
∫
C
x
(
ψ1(x) + α
)
dµ(x)
0

 ,
Ny

 αψ1
ψ2

 =


∫
C
y
(
ψ2(y) + α
)
dν(y)
0
x(ψ2 + α)−
∫
C
y
(
ψ2(y) + α
)
dν(y)

 .
Then Nx and Ny are boolean independent w.r.t. the vector ω =

 10
0

 and we
have L(Nx, ω) = µ, L(Ny, ω) = ν.
Proof. Under the identification C⊕L2(C, µ)0⊕L2(C, ν)0 ∼= L2(C, µ)⊕L2(C, ν)0,
where 
 αψ1
ψ2

 ∼= ( ψ1 + α
ψ2
)
,
the operatorNx becomes multiplication by the variable x on L
2(C, µ). It is clearly
normal and we have
h(Nx)

 αψ1
ψ2

 =


∫
C
h(x)
(
α + ψ1(x)
)
dµ(x)
h(α + ψ1)−
∫
C
h(x)
(
α + ψ1(x)
)
dµ(x)
h(0)ψ2


and 〈ω, h(Nx)ω〉 =
∫
C
hdµ for all h ∈ Cb(C), i.e. L(Nx, ω) = µ. Similarly
h(Ny)

 αψ1
ψ2

 =


∫
C
h(y)
(
α + ψ2(y)
)
dν(y)
h(0)ψ1
h(α + ψ2)−
∫
C
h(y)
(
α + ψ2(y)
)
dν(y)


for all h ∈ Cb(C), and L(Ny, ω) = ν.
Let f1, . . . , fn, g1, . . . , gn ∈ Cb(C), with f1(0) = · · · = fn(0) = g1(0) = · · · =
gn(0) = 0. Then
fn(Nx)gn−1(Ny) · · · g1(Ny)f1(Nx)ω =


∏n
k=1
∫
C
fkdµ
∏n−1
ℓ=1
∫
C
gℓdν∏n−1
k=1
∫
C
fkdµ
∏n−1
ℓ=1
∫
C
gℓdν
(
fn −
∫
C
fndµ
)
0


and therefore
〈ω, fn(Nx)gn−1(Ny) · · · g1(Ny)f1(Nx)ω〉 =
n∏
k=1
∫
C
fk dµ
n−1∏
ℓ=1
∫
C
gℓ dν
=
n∏
k=1
〈ω, fk(Nx)ω〉
n−1∏
ℓ=1
〈ω, gℓ(Ny)ω〉
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i.e. the condition for boolean independence is satisfied in this case. Similarly one
checks the expectation of gn(Ny)fn(Nx) · · · g1(Ny)f1(Nx), fn(Nx)gn(Ny) · · ·f1(Nx)g1(Ny),
and gn(Ny)fn−1(Nx) · · ·f1(Nx)g1(Ny). 
We shall now show that any pair of boolean independent normal operators can
be reduced to this model.
Theorem 4.5. Let X and Y be two normal operators on a Hilbert space H that
are boolean independent w.r.t. to Ω ∈ H and let µ = L(X,Ω), ν = L(Y,Ω).
Then there exists an isometry W : C⊕ L2(C, µ)0 ⊕ L2(C, ν)0 → H such that
(4.1)
W ∗h(X)W

 αψ1
ψ2

 =


∫
C
h(x)
(
α + ψ1(x)
)
dµ(x)
h(α + ψ1)−
∫
C
h(x)
(
α + ψ1(x)
)
dµ(x)
h(0)ψ2

 ,
W ∗h(Y )W

 αψ1
ψ2

 =


∫
C
h(y)
(
α + ψ2(y)
)
dν(y)
h(0)ψ1
h(α + ψ2)−
∫
C
h(y)
(
α + ψ2(y)
)
dν(y)


for all h ∈ Cb(C), α ∈ C, ψ1 ∈ L2(C, µ)0, ψ2 ∈ L2(C, ν)0.
We have W
(
C⊕ L2(C, µ)0 ⊕ L2(C, ν)0
)
= alg{h(X), h(Y ) : h ∈ Cb(C)}Ω.
If the vector Ω ∈ H is cyclic for the algebra alg(X, Y ) = alg{h(X), h(Y ) : h ∈
Cb(C)} generated by X and Y , then W is unitary.
Proof. For a probability measure µ on C, let
Cb(C)µ,0 =
{
f ∈ Cb(C);
∫
C
f(z)dµ(x) = 0
}
,
then Cb(C)µ,0 is dense in L
2(C, µ)0.
Define W : C⊕ Cb(C)µ,0 ⊕ Cb(C)ν,0 → H by
W

 αf
g

 = (α+ f(X) + g(Y ))Ω.
This is an isometry, since〈
W

 α1f1
g1

 ,W

 α2f2
g2

〉 = 〈(α1 + f1(X) + g1(Y ))Ω, (α2 + f2(X) + g2(Y ))Ω〉
= α1α2 +
∫
C
f1(x)f2(x)dµ(x) +
∫
C
g1(y)g2(y)dµ(y),
where the mixed terms all vanish because 〈Ω, fi(X)Ω〉 = 〈Ω, gi(Y )Ω〉 = 0 for
i = 1, 2. Therefore W extends in a unique way to an isometry on C⊕L2(C, µ)0⊕
L2(C, ν)0
22 UWE FRANZ
Let now h ∈ Cb(C), then we get
〈
W

 α1f1
g1

 , h(X)W

 α2f2
g2

〉
=
〈(
α1 + f1(X) + g1(Y )
)
Ω, (h(X)− h(0)1)(α2 + f2(X) + g2(Y ))Ω〉
+ h(0)
〈
W

 α1f1
g1

 ,W

 α2f2
g2

〉
=
〈(
α1 + f1(X)
)
Ω,
(
h(X)− h(0)1)(α2 + f2(X))Ω〉+h(0)
〈 α1f1
g1

 ,

 α2f2
g2

〉 ,
because the boolean independence and 〈Ω, gi(Y )Ω〉 = 0 imply that all other terms
vanish. But since 〈Ω, fi(Y )Ω〉 = 0, this is equal to〈(
α1 + f1(X)
)
Ω, h(X)
(
α2 + f2(X)
)
Ω
〉
+ h(0)

〈

 α1f1
g1

 ,

 α2f2
g2

〉− α1α2 − 〈f1, f2〉


=
〈 α1f1
g1

 ,


∫
h(x)
(
f2(x) + α2
)
dµ(x)
h(f2 + α2)−
∫
h(x)
(
f2(x) + α2
)
dµ(x)
h(0)g2

〉 .
This proves the first formula. The second formula follows by symmetry.
Let f, g ∈ Cb(C), f(0) = 0, and note that∣∣∣∣
∣∣∣∣f(X)g(Y )Ω−
∫
C
gdν f(X)Ω
∣∣∣∣
∣∣∣∣
2
= 〈Ω, g(Y )∗|f(X)|2g(Y )Ω−
∫
C
gdν 〈Ω, g(Y )∗|f(X)|2Ω
−
∫
C
gdν 〈Ω, |f(X)|2g(Y )Ω〉+
(∫
C
gdν
)2
〈Ω, |f(X)|2Ω〉
= 0,
i.e. f(X)g(Y )Ω =
∫
C
gdν f(X)Ω. Similarly f(Y )g(X)Ω =
∫
C
gdµ f(Y )Ω and
thus
alg{h(X), h(Y ) : h ∈ Cb(C)}Ω = span {Ω, f(X)Ω, f(Y )Ω; f ∈ Cb(C)}
= W
(
C⊕ L2(C, µ)0 ⊕ L2(C, ν)0
)
.
If Ω is cyclic, then W is surjective and therefore unitary. 
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Remark 4.6. As in the monotone case, cf. Remark 3.6, this theorem shows that
joint law of bounded functions on X and Y is uniquely determined by L(X,Ω)
and L(Y,Ω). Furthermore, the characterisation and computation of the law of
unbounded functions of X and Y like, e.g., X + Y or
√
XY
√
Y , is also reduced
to the model introduced in Proposition 4.4.
4.1. Additive boolean convolution on M1(R).
Definition 4.7. [SW97] Let µ and ν be two probability measures on R with
reciprocal Cauchy transforms Fµ and Fν . Then we define the additive monotone
convolution λ = µ⊎ ν of µ and ν as the unique probability measure λ on R with
reciprocal Cauchy transform given by
Fλ(z) = Fµ(z) + Fν(z)− z
for z ∈ C+.
That the additive boolean convolution is well-defined follows from Subsection
2.2. It is commutative and associative, ∗-weakly continuous, but not affine, cf.
[SW97].
Proposition 4.8. Let µ and ν be two probabilities on R and define operators
Nx and Ny as in Proposition 4.4. Then Nx and Ny are self-adjoint and boolean
independent w.r.t. ω =

 10
0

. Furthermore, the operator z − Nx − Ny has a
bounded inverse for all z ∈ C\R, given by
(4.2) (z −Nx −Ny)−1

 αψ1
ψ2

 =

 βψ1+βx−cx
z−x
ψ2+βy−cy
z−y

 ,
where
(4.3) β =
αGµ(z)Gν(z) +Gν(z)
∫
R
ψ1(x)
z−x dµ(x) +Gµ(z)
∫
R
ψ2(y)
z−y dν(y)
Gµ(z) +Gν(z)− zGµ(z)Gν(z) ,
and cx, cy ∈ C have to be chosen such that
(4.4)
∫
R
ψ1(x) + βx− cx
z − x dµ(x) = 0 =
∫
R
ψ2(y) + βy − cy
z − y dν(y).
Note that Equation (4.4) yields the following formulas for the constants cx, cy,
cx =
∫
ψ1(x)
z−x dµ(x) + β
(
zGµ(z)− 1
)
Gµ(z)
,
cy =
∫
ψ2(y)
z−y dν(y) + β
(
zGν(z)− 1
)
Gν(z)
.
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Proof. Nx and Ny are boolean independent by Proposition 4.4.
For z ∈ C+, we have ImFµ(z) ≥ Im z > 0, ImFν(z) ≥ Im z > 0, and therefore
Im
Gµ(z) +Gν(z)− zGµ(z)Gν(z)
Gµ(z)Gν(z)
= Im
(
Fµ(z) + Fν(z)− z
)
> 0.
This shows that the denominator of the right-hand-side of Equation (4.3) can not
vanish for z ∈ C+. Since Gµ(z) = Gµ(z), Gν(z) = Gν(z), it can not vanish for z
with Im z < 0, either. The functions 1
z−x and
x
z−x are bounded on R for z ∈ C\R,
therefore Equation (4.2) defines a bounded operator.
Let
ϕ1 =
ψ1 + βx− cx
z − x and ϕ2 =
ψ2 + βy − cy
z − y ,
then
(z −Nx −Ny)

 βϕ1
ϕ2

 =

 zβ + dx + dy(z − x)ϕ1 − βx− dx
(z − y)ϕ2 − βy − dy

 =

 zβ + dx + dyψ1 − cx − dx
ψ2 − cy − dy


where
dx =
∫
x
(
ϕ1(x) + β
)
dµ(x), dy =
∫
y
(
ϕ2(y) + β
)
dν(y).
Since ψ1 ∈ L2(R, µ)0, ψ2 ∈ L2(R, ν)0, integrating over the second and third
component gives cx = −dx and cy = −dy. Therefore
(z −Nx −Ny)

 βϕ1
ϕ2

 =

 zβ − cx − cyψ1
ψ2


We have to show that the first component is equal to α. We get
zβ−cx−cy = zβ−
∫
ψ1(x)
z−x dµ(x) + β
(
zGµ(z)− 1
)
Gµ(z)
−
∫
ψ1(x)
z−x dµ(x) + β
(
zGν(z)− 1
)
Gν(z)
= β
Gµ(z) +Gν(z)− zGµ(z)Gν(z)
Gµ(z)Gν(z)
− 1
Gµ(z)
∫
ψ1(x)
z − xdµ(x)−
1
Gν(z)
∫
ψ2(y)
z − y dν(y)
Substituting Equation (4.3) into this expression, we get the desired result zβ −
cx − cy = α. 
Theorem 4.9. Let X and Y be two self-adjoint operators on a Hilbert space H
that are boolean independent w.r.t. a unit vector Ω ∈ H and assume that Ω is
cyclic, i.e. that
alg{h(X), h(Y ); h ∈ Cb(R)}Ω = H.
Then X +Y is essentially self-adjoint and the distribution w.r.t. Ω of the closure
of X+Y is equal to the boolean convolution of the distributions of X and Y w.r.t.
Ω, i.e.
L(X + Y,Ω) = L(X,Ω) ⊎ L(Y,Ω).
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Proof. Let µ = L(X,Ω), ν = L(Y,Ω).
By Theorem 4.5 and Lemma 2.1 it is sufficient to consider the case where X and
Y are defined as in Proposition 4.4. Then Proposition 4.8 shows that z−X − Y
admits a bounded inverse for all z ∈ C\R and therefore that Ran (z −X − Y ) is
dense. By [RS80, Theorem VIII.3] this is equivalent to X + Y being essentially
self-adjoint.
Using Equation (4.2), we can compute the Cauchy transform of the distribution
of the closure of X + Y . Let z ∈ C+, then
GX+Y (z) = 〈Ω, (z −X − Y )−1Ω〉 =
〈
ω, (z −Nx −Ny)−1ω
〉
=
〈
 10
0

 , Gµ(z)Gν(z)
Gµ(z) +Gν(z)− zGµ(z)Gν(z)


1
x− zGµ(z)−1
Gµ(z)
z−x
y− zGν (z)−1
Gν (z)
z−y


〉
=
Gµ(z)Gν(z)
Gµ(z) +Gν(z)− zGµ(z)Gν(z) .
Replacing all Cauchy transforms by their reciprocals, this becomes
FX+Y (z) = Fµ(z) + Fν(z)− z = Fµ⊎ν(z).

4.2. Multiplicative boolean convolution on M1(R+). Let us first recall
Bercovici’s definition of the boolean convolution for probability measures in the
positive half-line, cf. [Ber06].
Definition 4.10. [Ber06] Let µ and ν be two probability measures on R+ with
transforms Kµ and Kν . If the holomorphic function defined by
(4.5) K(z) =
Kµ(z)Kν(z)
z
for z ∈ C\R+ belongs to the class P introduced in Subsection 2.2, then the
boolean convolution λ = µ ×∪ ν is defined as the unique probability measure λ on
R+ with transform Kλ = K.
But in general the function K defined in Equation (4.5) does not belong to P
and in that case the convolution of µ and ν is not defined. Bercovici has shown
that for any probability measure µ on R+ not concentrated in one point there
exists an n ∈ N such that the n-fold convolution product µ ×∪ n of µ with itself is
not defined, cf. [Ber06, Proposition 3.1].
This is of course related to the problem that in general the product of two
positive operators is not positive. One might hope that taking e.g.
√
XY
√
X
could lead to a better definition of the multiplicative boolean convolution, since
this operator will automatically be positive. We will see below that this approach
leads to a convolution that is always defined, but that is not associative.
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Let us first introduce the model which we will use for our calculations.
Proposition 4.11. Let µ and ν be probability measures on R+. Define operators
Qx and Qy on H = C⊕ L2(R+, µ)0 ⊕ L2(R, ν)0 by
DomQx =



 αψ1
ψ2

 ∈ H ; ∫
R+
x2
∣∣ψ1(x) + α∣∣2dµ(x) <∞

 ,
DomQy =



 αψ1
ψ2

 ∈ H ; ∫
R+
y2
∣∣ψ2(y) + α∣∣2dµ(y) <∞

 ,
Qx

 αψ1
ψ2

 =


∫
R+
x
(
ψ1(x) + α
)
dµ(x)
x(ψ1 + α)−
∫
R+
x
(
ψ1(x) + α
)
dµ(x)
ψ2

 ,
Qx

 αψ1
ψ2

 =


∫
R+
y
(
ψ2(y) + α
)
dν(y)
ψ1
y(ψ2 + α)−
∫
R+
y
(
ψ2(y) + α
)
dν(y)

 .
Then Qx − 1 and Qy − 1 are boolean independent w.r.t. ω =

 10
0

, and
L(Qx, ω) = µ, L(Qy, ω) = ν.
Proof. It follows from Propisition 4.4, that Qx − 1 and Qy − 1 are boolean inde-
pendent.
Note that the functional calculus for Qx is given by Cb(R+) ∋ f 7→ f(Qx) ∈
B(H),
f(Qx)

 αψ1
ψ2

 =


∫
R+
f(x)
(
ψ1(x) + α
)
dµ(x)
f(ψ1 + α)−
∫
R+
f(x)
(
ψ1(x) + α
)
dµ(x)
f(1)ψ2

 .
Therefore
〈ω, f(Qx)ω〉 =
〈 10
0

 ,


∫
R+
f(x)dµ(x)
f − ∫
R+
f(x)dµ(x)
0

〉 = ∫
R+
f(x)dµ(x),
i.e. L(X,ω) = µ. Similarly L(Y, ω) = ν. 
Proposition 4.12. Let z ∈ C\R, then z − √XY√X has a bounded inverse,
given by
(4.6)
(
z −
√
XY
√
X
)−1 αψ1
ψ2

 =

 βϕ1
ϕ2

 ,
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where
ϕ1(x) =
ψ1(x) + βx+ (c2 − c1)
√
x− c3
z − x ,
ϕ2(y) =
ψ2(y) + c1y − c2
z − y ,
β = αGµ(z) +
∫
R+
ψ1(x)
z − xdµ(x) +Wµ(z)(c2 − c1),
c1 =
(
zGµ(z)− 1
) ∫
R+
ψ2(y)
z−y dν(y) +Gν(z)
(
αWµ(z) +
∫
R+
√
xψ1(x)
z−x dµ(x)
)
zGµ(z)Gν(z)−
(
zGµ(z)− 1
)(
zGν(z)− 1
) ,
c2 =
zGµ(z)
∫
R+
ψ2(y)
z−y dν(y) +
(
zGν(z)− 1
) (
αWµ(z) +
∫
R+
√
xψ1(x)
z−x dµ(x)
)
zGµ(z)Gν(z)−
(
zGµ(z)− 1
)(
zGν(z)− 1
) ,
c3 = zβ − α,
and Wµ denotes the Cauchy transform of
√
xµ, i.e.
Wµ(z) = G√xµ(z) =
∫
R+
√
x
z − xdµ(x).
Proof. This can be checked by applying z −√XY√X to the right-hand-side of
Equation (4.6). The computations are straight-forward, but rather tedious. 
Theorem 4.13. Let X and Y be two positive operators on a Hilbert space H
such that X − 1 and Y − 1 are boolean independent w.r.t. a unit vector Ω ∈ H.
Suppose furthermore that Ω is cyclic, i.e. that
alg{h(X), h(Y ); h ∈ Cb(R+)}Ω = H.
Then
√
XY
√
X is essentially self-adjoint, its closure is positive, and the distri-
bution λ = L(√XY√X) w.r.t. Ω of its closure is given by
(4.7) Gλ(z) = GX(z) +
(
WX(z)
)2(
(z − 1)GY (z)− 1
)
zGX(z)GY (z)−
(
zGX(z)− 1
)(
zGY (z)− 1
)
for z ∈ C\R, where
WX(z) =
〈
Ω,
√
X
z −XΩ
〉
.
Proof. As in the previous cases, the existence of a bounded inverse of z−√XY√X
for z ∈ C\R implies that √XY√X is essentially self-adjoint. Furthermore it is
clearly positive.
Using Equation (4.6), one can calculate the Cauchy transform of the distribu-
tion of
√
XY
√
X . 
28 UWE FRANZ
Remark 4.14. One can now use Equation (4.7) to define a “quantum probabilis-
tically motivated” boolean convolution ×˜∪ for probability measures on R+. Let
µ, ν ∈ M1(R+), then λ = µ ×˜∪ ν is defined as the unique probability measure λ
on R+ such that
Gλ(z) = Gµ(z) +
(
Wµ(z)
)2(
(z − 1)Gν(z)− 1
)
zGµ(z)Gν(z)−
(
zGµ(z)− 1
)(
zGν(z)− 1
)
for z ∈ C+.
This new convolution is defined for arbitrary probability measures µ and ν on
R+, but it is neither associative nor commutative. For explicit calculations we
use again the matrices X and Y introduced in Remark 3.18. The matrices X−1
and Y −1 are boolean independent w.r.t. to Ω, see also Subsection 5.2. Therefore(
pδ0 + (1− p)δy
)
×˜∪ δx = L
(√
Y X
√
Y ,Ω
)
= δx ⋗˜
(
pδ0 + (1− p)δy
)
= pδ0 + (1− p)δy(xp+1−p),
δx ×˜∪
(
pδ0 + (1− p)δy
)
= L(√XY√X,Ω)
= δx ⋗
(
pδ0 + (1− p)δy
)
=
1− p
xp + 1− pδ0 +
xp
xp+ 1− pδy(xp+1−p)
for x, y > 0, 0 < p < 1. It is now easy to find explicit examples such that
µ ×˜∪ ν 6= ν ×˜∪ µ and λ ×˜∪ (µ ×˜∪ ν) 6= (λ ×˜∪ µ) ×˜∪ ν.
4.3. Multiplicative boolean convolution on M1(T). For completeness we
recall the results of [Fra04] for the multiplicative boolean convolution onM1(T).
Definition 4.15. [Fra04] Let µ and ν be two probability measures on the unit
circle T with transforms Kµ and Kν . Then the multiplicative monotone convolu-
tion λ = µ ×∪ ν is defined as the unique probability on T with transform Kλ given
by
Kλ(z) =
Kµ(z)Kν(z)
z
for z ∈ D.
It is easy to deduce from Subsection 2.2 that the multiplicative boolean con-
volution on M1(T) is well-defined. It is associative, commutative, ∗-weakly con-
tinuous in both arguments, but not affine.
Theorem 4.16. [Fra04, Theorem 2.2] Let U and V be two unitary operators
on a Hilbert space H, Ω ∈ H a unit vector and assume furthermore that U − 1
and V − 1 are boolean independent w.r.t. Ω. Then the products UV and V U are
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also unitary and their distribution w.r.t. Ω is equal to the multiplicative boolean
convolution of the distributions of U and V , i.e.
L(UV,Ω) = L(V U,Ω) = L(U,Ω) ×∪ L(V,Ω).
5. Some Relations between Free, Monotone, and Boolean
Convolutions
5.1. Decomposing free convolution products into monotone or boolean
convolution products. The theorems by Maassen, Chistyakov and Go¨tze that
we cited in Subsection 2.3 have an interesting formulation purely in terms of
measures. We will consider only the additive case here, but similar results exist
also for the two multiplicative free convolutions.
Theorem 5.1. Let µ and ν be two probability measures on the real line. Then
there exist two unique probability measures ζ1 and ζ2 on the real line such that
µ⊞ ν = µ ⊲ ζ1 = ν ⊲ ζ2 = ζ1 ⊎ ζ2.
Proof. Apply Theorem 2.4 to F1 = Fµ and F2 = Fν , and take for ζ1 and ζ2
the probability measures on R with reciprocal Cauchy transforms Z1 and Z2,
respectively. 
Remark 5.2. The existence of unique probability measures ζ1, ζ2 such that µ⊞ν =
µ ⊲ ζ1 and µ ⊞ ν = ν ⊲ ζ2 follows also from analytic subordination. E.g., ζ1 is
obtained from the Markov kernel in [Bia98, Theorem 3.1] by setting x = 0.
Recently, Accardi, Lenczewski, and Sa lapata have given a similar result for
products of graphs. Given two graphs G1 and G2, they gave an explicit construc-
tion of two more graphs B1 and B2 such that the free product of G1 and G2, the
star product of B1 and B2, and the comb products of G1 and B2, or G2 and B1 are
all isomorphic. For details, see [ALS07].
Lenczweski [Len07] has also given a more explicit version of Theorem 5.1. Given
two bounded free operatorsX and Y , he decomposes their sum asX+Y = X0+Z
such that X0 has the same distribution as X and X0 and Z are monotonically
independent. Let HX denote the subspace generated by alg(X) from the vacuum
vector, HX = alg(X)Ω and PX the orthogonal projection onto HX . Then X0 is
given by X0 = XPX and Z by Z = X(1− PX) + Y .
Theorem 5.1 has also an interesting consequence for independent increment
processes.
Corollary 5.3. Let T > 0 and (µst)0≤s≤t≤T be a free convolution hemi-group in
M1(R), i.e. a two-parameter family of probability measures on the real line such
that
µst ⊞ µtu = µsu
for all 0 ≤ s ≤ t ≤ u ≤ T . Then there exists a unique monotone convolution
hemi-group (ζst)0≤s≤t≤T such that µ0t = ζ0t for all 0 ≤ t ≤ T .
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Proof. Let 0 ≤ s ≤ t ≤ T and define ζst as the unique probability measure such
that
µ0t = µ0s ⊞ µst = µ0s ⊲ ζst.
Clearly, we have ζ0t = µ0t for all 0 ≤ t ≤ T . To check that the ζst form a
monotone convolution hemi-group, rewrite µ0u in two ways,
µ0u = µ0s ⊞ µsu = µ0s ⊲ ζsu
= µ0t ⊞ µtu = µ0t ⊲ ζtu = (µ0s ⊞ µst) ⊲ ζtu
= (µ0s ⊲ ζst) ⊲ ζtu = µ0s ⊲ (ζst ⊲ ζtu)
and therefore by uniqueness ζst ⊲ ζtu = ζsu. 
Since independent increment processes are uniquely determined by the hemi-
group of their marginal distributions, this induces a map from free independent
increment processes to monotone independent increment processes. Under this
map the free additive Le´vy processes of the second kind introduced in [Bia98]
correspond exactly to stationary monotone increment processes.
5.2. Monotone and boolean convolutions involving Dirac measures. Let
X be a normal operator on some Hilbert space. The distribution of X w.r.t. to
some unit vector Ω ∈ H is concentrated in one point if and only if the vector
state acts as a homomorphism on the algebra generated by X , or equivalently,
if Ω is an eigenvector of X . Let X and Y be two normal operators and assume
L(X,Ω) = δx for some x ∈ C. Then X and Y are monotonically independent if
and only if they are boolean independent. Therefore we get the following relations
for monotone and boolean convolutions,
δx ⊲ µ = δx ⊎ µ for x ∈ R, µ ∈M1(R),
δx ⋗ µ = δx ×∪ µ for x ∈ T, µ ∈M1(T),
δx ⋗ µ = δx ×˜∪ µ for x ∈ R+, µ ∈M1(R+),
δx ⋗˜ µ = µ ×˜∪ δx for x ∈ R+, µ ∈M1(R+).
From Equation (3.2) we now get, e.g.,
µ ⊲ ν =
∫
R
δx ⊎ νdµ(x)
for µ, ν ∈M1(R), i.e. the monotone convolution can be considered as a lineariza-
tion of the boolean convolution w.r.t. to the first argument.
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