Abstract Many non-heme iron enzymes have similar sets of ligands but still catalyze widely different reactions. A key question is, therefore, the role of the protein in controlling reactivity and selectivity. Examples from multiscale simulations, primarily QM/MM, of both mono-and binuclear nonheme iron enzymes are used to analyze the stability of these models and what they reveal about the protein effects. Consistent results from QM/MM modeling are the importance of the hydrogen bond network to control reactivity and electrostatic stabilization of electron transfer from second-sphere residues. The long-range electrostatic effects on reaction barriers are small for many systems. In the systems where large electrostatic effects have been reported, these lead to higher barriers. There is thus no evidence of any significant longrange electrostatic effects contributing to the catalytic efficiency of non-heme iron enzymes. However, the correct evaluation of electrostatic contributions is challenging, and the correlation between calculated residue contributions and the effects of mutation experiments is not very strong. The largest benefits of QM/MM models are thus the improved activesite geometries, rather than the calculation of accurate energies. Reported differences in mechanistic predictions between QM and QM/MM models can be explained by differences in hydrogen bonding patterns in and around the active site. Correctly constructed cluster models can give results with similar accuracy as those from multiscale models, but the latter reduces the risk of drawing the wrong mechanistic conclusions based on incorrect geometries and are preferable for all types of modeling, even when using very large QM parts.
Introduction
The non-heme iron enzyme family consists of both mononuclear and binuclear iron proteins that catalyze a wide range of different reactions [1] [2] [3] . Their catalytic activity depends on an interplay between the metal center, loosely defined as the metal and its direct ligands, and the surrounding protein. Many enzymes in this class have similar sets of iron ligands, like the 2-his-1-carboxylate facial triad, but still catalyze widely different reactions [4] . Some structurally similar enzymes even catalyze different reactions using the same substrate [5] . A key question is, therefore, the importance of the protein matrix in controlling reactivity and selectivity.
Theoretical models have been used extensively to understand enzymatic activity. For systems with transition metals, these models often use quantum mechanical (QM) methods and then almost exclusively density-functional theory (DFT). The results are energies and electronic structures that can be interpreted in terms of chemically intuitive molecular orbitals. When looking at the role of the protein, the computationally demanding molecular orbital description can be combined with one or more additional layer in a multiscale model that treats the full system, see Fig. 1 .
Multiscale models come in several flavors, differing in both the number of layers and the methods used to describe these layers. The most common low-layer methods are different flavors of molecular mechanics (MM), and the most common multiscale models are the two-layer QM/MM approaches [6] [7] [8] [9] . In this mini-review no difference is made between additive QM/MM models and extrapolation models like ONIOM QM:MM [10] , because there are no fundamental differences in how they describe protein effects. A large number of non-heme iron studies have been performed with ONIOM, but to avoid focusing on technical aspects, the QM/MM label has been used throughout.
For transition metal enzymes, the main alternative to QM/MM modeling is to use a QM-only cluster model where the environmental effects are described by a continuum dielectric medium [11] . Proponents of the cluster models argue that these environmental effects converge relatively quickly with respect to the size of the QM model, after approximately 200 atoms [12] . However, other studies have show significant dependence of relative energies on QM system size up to 500-1000 atoms, with QM/ MM models converging faster than cluster models [13, 14] . These effects remain even after geometry optimization [15] . A possible explanation for the apparent differences between these convergence tests is that they simply do not apply to the same properties. The first test probes changes in solvation energy of a dipole, which in the ideal case depends on inverse cube of the model radius, while the others include the energies of charge-dipole interactions that decrease slower, as the inverse square of the distance. As discussed in more detail below, the description of longrange electrostatic effects are challenging and must be carefully considered in any type of enzyme modeling.
For non-heme iron enzymes, a related observation is that in several cases apparently contradictory mechanistic conclusions have been drawn from cluster and QM/MM models, sometimes from the same groups using the same QM methods [5, 16, 17] , and sometimes in studies by different authors [18] [19] [20] [21] . The origins of these discrepancies are considerably easier to analyze in the latter cases because they minimize the differences in how the reaction is modeled. In the methane monooxygenase hydroxylase (MMOH) subunit of methane monooxygenase (MMO) the relative stability of two intermediates, a peroxo species (H peroxo ) and the bis-μ-oxo diiron intermediate Q (H Q ) differed by 12 kcal/mol in the QM study, but were almost equally stable in a later QM/ MM model [16, 22] . In isopenicillin N synthase (IPNS), two different mechanisms for O-O bond cleavage were predicted. An, arguably small, QM model proposed a route where the required proton came from a water ligand bound to iron, while the QM/MM model favored a route where the substrate donates the proton, concerted with formation of a four-membered β-lactam ring [17, 23] . In 4-hydroxyphenylpyruvate dioxygenase (HPPD), a radical path for the formation of the hydroxyphenylacetate (HPA) product was proposed from an early cluster model, while a subsequent QM/MM study favored a heterolytic path [5, 24] .
These differences could be interpreted as that there are large effects of the surrounding protein and that these effects are critical for a correct description of any enzymatic reaction mechanism. This mini-review will use these examples, as well as others, to discuss what multiscale models reveal about the role of the protein in non-heme iron enzymes. Here the protein effect will be loosely defined as any effect in reaction rates originating Fig. 1 Electronic structure, exemplified by the highest occupied molecular orbital, of the iron(III)-superoxo species in isopenicillin N synthase (IPNS) from a QM/MM calculation from protein residues outside the first coordination sphere, including water molecules. When considering whether the results are significant or not, the size of the effect must be compared to the stability of the method. Therefore, the first part of the mini-review is devoted to model parameters and how these affect the results of non-heme iron enzyme modeling. The second part of the review analyzes two major factors suggested to enhance catalysis, proper arrangement of reactants, and long-range electrostatic interactions. When possible, the level of agreement between theoretical predictions and experiments will be discussed, e.g., when it comes to the roles of individual amino acids.
Theoretical treatments

Model setup
Descriptions for setting up QM/MM models are described in detail elsewhere [6, 25] . Here a brief summary is given just to outline the most important choices. Starting from the protein X-ray structure, missing side chains and hydrogens are added. Protonation states of basic and acidic residues, other than those ligated to iron, are assigned based on pKa predictors. In the active site, starting structures for the substrate can be obtained by docking, or in many cases by simply replacing an inhibitor with the real substrate. Water molecules are added inside the protein, based on estimations of binding energies, and as a solvent shell. The protein structure is then equilibrated using a molecular dynamics (MD) simulation, and one or several snapshots are used as starting structures for the QM/MM calculations, see Fig. 2 .
Models typically show a moderate sensitivity to the choice of snapshot. In cysteine dioxygenase (CDO), which is a mononuclear site with a 3His metal binding motif, the energy difference between the stable singlet and the triplet excited states differ by 1 kcal/mol between snapshots, and slightly more, 4 kcal/mol, for the quintet state [26] . When it comes to transition state energies, these for heterolytic O-O bond cleavage in nitrobenzene 1,2-dioxygenase range from 23 to 26 kcal/mol [27] . Similar variability in barrier heights, 2-3 kcal/mol, could be found in lipoxygenase by a systematic variation in the starting position of O 2 [28] . Monte Carlo sampling has also been used to generate possible starting structures, e.g., for the peroxo diiron(III) structures within the active site of toluene monooxygenase hydroxylase (ToMOH) [29] .
Larger effects appear if the fluctuations involve significant changes in the relative positions of groups directly participating in the reaction, with differences in barrier heights of up to 18 kcal/mol in studies of 15-lipoxygenases [30, 31] . From this perspective, special attention has to be paid to water as it is a highly mobile molecule, not necessarily resolved in the X-ray structures. It was early recognized that discrepancies between different QM/MM models could be due to differences in the amount, and position, of internal water molecules around the active site, with effects in the order of the strength of a hydrogen bond, 5 kcal/ mol [32] . Water can also be directly involved in the catalytic reactions [33, 34] . In IPNS, barriers differed by up to 20 kcal/mol between different snapshots for a proton transfer reaction involving an active site water [17] . The possibility of water entering the active site should always be considered, possibly by a molecular dynamics sampling, prior to the design of the model [35] . 
High-level treatment
The large majority of non-heme iron studies have used hybrid DFT. As is well known, results are sensitive to the choice of DFT functional, especially the amount of Hartree-Fock (HF) exchange. In general, more HF exchange favors high-spin states, decreases the strength of metalligand bonding, and gives higher reaction barriers [36] . The accuracy of the electronic structure calculations do not influence the protein effects calculated using the low-level method, as long as they give similar electrostatic potentials. However, the errors in the underlying QM methods make it more difficult to compare with experimental observables, like reaction rates, to determine the accuracy of the calculated protein effects.
For metal-ligand distances, most combinations of functionals and basis sets show mean average deviations compared to experiment of less than 0.02 Å [37] . For an ironoxo model system, standard functionals show deviations in the Fe-O distance of up to 0.02 Å. This value increases to 0.07 Å for the longer weaker iron-ligand distances [38] . Large differences between functionals, up to 0.13 Å, can be observed also for strong metal-oxo bonds if the functionals predict different electronic structures [39] .
Differences in relative spin-state energies of more than 10 kcal/mol have been observed between B3LYP and M06 in AlkB and 8R-lipoxygenase [20, 40] , possibly due to problems in geometry optimization using the M06 family of functionals [40] . There are also large differences between functionals when it comes to reaction barriers, more than 10 kcal/mol between B3LYP and M06 in both AlkB and ∆ 9 desaturase (∆ 9 D) [41, 42] . The alternatives to DFT are the multiconfigurational wavefunction methods. The complete active space selfconsistent field (CASSCF) method has been used to calculate structures for oxygen binding in hypoxia-inducible factor asparaginyl hydroxylase (FIH-1) and to get accurate excitation energies, meaning errors of approximately 4 kcal/mol, for a catechol dioxygenase with the inclusion of second-order perturbation theory (PT2) [43, 44] . For reaction mechanisms, the outstanding example is the modeling of a large number of reaction steps in ∆ 9 D using the density-matrix renormalization group (DMRG), which offers an approximate solution to a system with a large number of active orbitals [41] . However, accurate energies in transition metal systems are highly challenging also for wavefunction methods [45] . This is partly due to the need for a large basis sets. Effects of 5 kcal/ mol on the relative spin-state energies of a heme iron system have been observed when going from a triple to a quadruple-zeta basis set on iron [46] , while DFT results are expected to converge at the triple-zeta level. The multiconfigurational methods have yet to find widespread use for non-heme iron enzymes, but can be expected to increase in frequency.
The use of wavefunction methods would lead to smaller QM models, 60-70 atoms in the DMRG study, than what currently can be afforded with DFT (100-800 atoms). As mentioned in the "Introduction", QM/MM calculations converge faster than cluster models with respect to the size of the QM model, although they can still require very large high-level partitions [13, 14] . For non-heme systems, the size of the QM model had little effect on the reaction energies in nitrobenzene 1,2-dioxygenase while increasing the size of the QM part in CDO from 42 to 81 atoms gave singlet-triplet splittings within a few kcal/mol, while the singlet-quintet splitting is again more sensitive with changes of 5 kcal/mol [26] .
Low-level treatment and interactions between layers
When selecting a multiscale approach, the description of interactions between the layers is the most important aspect, together with the selection of the QM method. The difficult part is to correctly describe the electrostatic interactions. A detailed comparison of different schemes to treat these interactions has been made for the reaction profile of IPNS [47] .
For non-heme iron enzymes, the low-level methods have mainly been different versions of classical force fields like Amber, CHARMM, and OPLS. In standard QM/MM the major issues are lack of charge transfer in the boundary, which can lead to an underestimation of polarization, and lack of dielectric effects, which can lead to an overestimation of the long-range Coulomb interactions. In DFT studies, the most straightforward solution to the charge-transfer problem is to increase the size of the QM system. Another option is to combine two molecular orbital methods that both include charge transfer [48] . Tests of density-functional tight-binding method combined with B3LYP in an ONIOM model gave good results for IPNS, but the requirement is that both molecular orbital methods give the same description of the electronic structure of the iron center [49, 50] .
QM/MM models typically include polarization of the QM part by the MM charges, called electronic embedding (EE). The alternative is a fully classical description of the electrostatic interactions, called mechanical embedding (ME). These two descriptions show large differences if the ME charges are not reparameterized during the reaction, or if the polarizability of the QM system changes significantly during the reaction [17, 51] . If the model is carefully designed, ME can give results of similar, or even better, quality than EE [14] .
What is lacking in most non-heme QM/MM studies is electronic and geometric polarization of the MM part to describe dielectric effects. Due to the significant cost of the high-level calculation, most calculations use a static picture where the surrounding protein is kept in the same local minimum. To avoid structural changes unrelated to the reaction coordinate, a possible source of large errors in QM/MM calculations, it is important to use a wellbehaving optimization procedure [52] . It is also common to freeze all atoms at a certain distance from the QM region (10-15 Å) in the geometry optimization. However, with this approach the solvent layer included in many models, see Fig. 2 , has little effect on the energies [32, 53] . The reason is that they can neither change their dipole moment through electronic polarization nor reorient when the electric field changes. The importance of the solvent layer of course changes if the active site is solvent exposed and the direct interactions become important [54] .
A solution to the problem with electronic polarization is to use a polarizable force field, but this has yet to be tested for non-heme iron systems. Geometric polarization can be included through the dynamics of a free-energy perturbation (FEP) calculation. FEP using umbrella sampling has been extensively performed for several lipoxygenase enzymes. For 15-lipoxygenase-2, the barrier on the free-energy surface was 2 kcal/mol higher compared to the potential energy surface [55] . This relatively small effect is similar to what could be seen in other lipoxygenases [31, 56] . A study of hydrogen abstraction by the Fe(IV)-oxo species in AlkB gave rather similar free-energy and potential energy surface, see Fig. 3 , which could be rationalized by the small electrostatic effects already in the static model [42] .
In contrast, for IPNS the electrostatic effects from a static QM/MM model was found to increase the relative energy of a transition state for electron transfer from iron to a peroxo species by as much as 17 kcal/mol, which incorrectly predicted this to be the rate-limiting step. However, the effect decreased by 6 eV in the FEP description, leading to a correct prediction [57] .
Exploring reaction pathways
Multiscale models of course have the same principal problems as other modeling approaches, with one of them being the manually guided explorations of the potential energy surface. A more satisfying alternative is the use of an unbiased potential energy surface mapping that can find both reaction pathways and alternative reactant minima. A step in this direction is the artificial force induced reaction scheme. When used for the iron(III)-superoxide species in IPNS, see Fig. 1 , the algorithm located 21 stationary structures with reasonable energies without an initial guess of the reaction mechanism. Although the lowest barrier was the same as for the manual exploration, C-H bond activation, a possible minor channel, was identified where the superoxide instead attacks the sulfur coordinating to iron [17, 58] .
Atom-centered density matrix propagation has been used to facilitate the sampling of rare events in the dynamics of soybean lipoxygenase-1. Unlike the FEP studies described above, the QM part was here included in the dynamics. Physical constraints on the dynamics lead to decrease in the electrostatic fluctuations, which could in turn affect the catalytic reaction [59] .
Protein effects on structures and energies
Protein effects on energies should be viewed in relation to the stability of the model. The choice of electronic structure method is very important for the final result, but is does not necessarily affect the evaluation of the effects from the surrounding. The first important consideration is then the hydrogen bond network in and around the active site, with special attention paid to water molecules. As shown above, the effects on barrier heights can be more than 10 kcal/mol, large enough to change the proposed reaction mechanism in a theoretical study. The second important consideration is then the long-range electrostatic effects, potentially affecting reaction energies by more than 10 kcal/mol. Here these two effects are analyzed in more detail for a number of enzymes.
Improved geometries with QM/MM models
For metalloenzymes the most straightforward comparisons between theory and experiment can be made for structures from X-ray crystallography. Early studies of MMOH and the R2 unit of ribonucleotide reductase (RNR), with arguably small QM models, showed distinct improvements in geometries with the use of QM/ MM, see Fig. 4 , primarily in the orientation of the iron ligands [60] . A separate study of only the reduced form of MMOH, MMOH red , showed similar results, and a significant reduction in the deviation of the Fe-Fe distance, from 0.3 to ±0.02 Å. The geometric structures of these sites are strongly dependent on the surrounding hydrogen-bonding network, which involves a large number of residues outside the first coordination square [16] . Other examples are hemerythrin, where the orientation of the histidine ligands are better reproduced in the QM/MM structure, and myoinositol oxygenase (MIOX), where the crystallographic water molecules play key roles for the active site structure [53, 61] . In all cases, the protein effects reduce the geometric errors by more than 0.2 Å, much more than the possible errors from the choice of density functional [37] . It is, therefore, clear that explicit inclusion of the protein leads to a significant improvement in the description of these active sites.
Reactant structures and correlation to reactivity
The capability of QM/MM models to predict structures better than QM models of the same size gives increased confidence to the use of structural arguments when rationalizing reactivity and spectroscopic results [62] [63] [64] [65] . One interesting example is the suggestion of two different conformations in ferrous soybean lipoxygenase-1 [62] . The X-ray structure shows a water ligand bound to iron, but as hydrogens are missing, its orientation is not clear. The two alternatives, differing in the description of the hydrogen bond between water and Asn694, lead to distinct differences in coordination geometries, see Fig. 5 . None of the QM/MM structures matches the X-ray structure, and the suggestion is that the crystal structure is an average of the two alternatives. The two conformations also give significantly different circular dichroism (CD) spectra that can be matched to experimental observations [66] .
Another example is the ferroxidase site in ferritin, where the hydration, protonation, and coordination states could be assigned from comparisons with CD and Mössbauer spectra. The explicit effects of the MM layer are small, only 1 kcal/mol on the CD transitions. For Mössbauer quadrupole splittings, ∆E Q , protein effects are only 1/7 of the difference between structural alternatives, but the use of a QM/MM model is anyway beneficial because it allows for structural flexibility while still maintaining reasonable conformations [65] .
Most iron enzymes are oxygen activated and QM/MM models have been used to rationalize reactivity from the structure of the O 2 bound state. Early studies showed significant shortening of the Fe-O bond distance in the protein models, compared to active-site models [43, 67] . In AlkB a molecular oxygen binding site that does not directly point to the substrate has been identified [20] , which introduces an isomerization step for the subsequent iron(IV)-oxo species not included in previous QM/MM studies [42] . This could be a way to control the reactivity of the iron-superoxo species, retain regioselectivity, and prevent the formation of by-products. Several other studies highlight the role of a correct hydrogen bond network in controlling orientation and reactivity [19, [68] [69] [70] . As an example, in homoprotocatechuate 2,3-dioxygenase (HPCD), the active site residue His200 changes its orientation during O 2 binding to interact with the proximal oxygen of dioxygen, thus stabilizing a partial electron transfer from the substrate to the iron center after binding [19] . Fig. 4 a Root-mean-square (RMS) difference between optimized and X-ray structures with QM and QM/MM models for the active sites of the R2 unit in ribonucleotide reductase (RNR) [60] , methane monooxygenase hydroxylase (MMOH) [60] , its reduced form MMOH red [16] , hemerythrin [53] , and myo-inositol oxygenase (MIOX) [61] . b Superposition of the X-ray (blue) and QM/MM optimized (orange) geometries for all heavy atoms in MIOX (ribbon representation). c Same for the heavy atoms in the active site (stick representation) (Structures reproduced from Ref. [61] . Copyright © 2009 American Chemical Society)
Reaction energy profiles-effects of hydrogen bond networks
Reaction energy profiles, including barrier heights, are among the most important criteria when discriminating between proposed reaction mechanisms. The studies discussed above, as well as others, have highlighted the important effects of the hydrogen-bonding network on geometric and electronic structure [71] [72] [73] . An illustrative example is the difference in stability of the bis-μ-oxo diiron intermediate Q compared to a peroxo species in the related enzymes MMOH and ToMOH. In ToMOH a Thr201 residue can form a hydrogen bond with the peroxo species H peroxo , which makes it more stable than H Q , see Fig. 6 . Oxidation is, therefore, performed by the peroxo species. In MMOH QM/MM calculations predict that the corresponding residue points away from the active site, which leads to similar stability between peroxo and Q, and oxidations are instead performed by Q [29] .
In the "Introduction", three cases were mentioned where QM and QM/MM models gave apparently contradicting results, despite using the same QM method. The first of these cases was the above-mentioned energy difference between H peroxo and H Q in MMOH. The original QM model predicted Q to be stable by 12 kcal/mol, while the QM/MM model gave almost equal energies for the two species [16, 22] . The major difference between the models is an artificial hydrogen bond in the QM model of Q, formed between one of the Glu residues coordinating to Fe1 and the protein backbone, see Fig. 7 . This hydrogen bond, which leads to an apparent stabilization of this intermediate, is not present in either X-ray or QM/MM structure. In this case, a truncation of the QM model far away from the active site leads to problems describing the hydrogen bond network, which has significant impact on the reaction energies.
The second example of differences between cluster and QM/MM models was the identity of the second proton donor for O-O bond cleavage in IPNS. The cluster model proposed a water ligand bound to iron, while the multiscale model favored a route where the proton came from the substrate itself, concerted with formation of a β-lactam ring [17, 23] . Here the QM model failed to properly stabilize a substrate carboxylate, which led to an overestimation of the substrate's proton affinity, thus incorrectly predicting it to be a poor proton donor, see Fig. 7 . In this case the problem was that the selected QM model was too small and it could have been corrected by either QM/MM or by using a larger QM model that can now be routinely afforded.
The third example was the reactivity of the substrate hydroxyphenylacetate (HPA), in the active sites of HPPD, see Fig. 8 . For this reaction, a radical path was proposed from QM modeling, while the QM/MM model favored a heterolytic path [5, 24] . In this case, the important difference is that the QM/MM model includes second-sphere ligands that stabilize iron-substrate electron transfer by forming stronger hydrogen bonds with the polarized metalligands. These ligands were not included in the original QM model, designed prior to the presence of any X-ray structure. As was the case for IPNS, enlarging the cluster model with a full set of second-sphere ligands should be able to describe this effect.
As mentioned in the "Introduction", structurally similar enzymes can catalyze different reactions using the same substrate. A key example is the difference in reactivity of the substrate HPA in the active sites of HPPD and hydroxymandelate synthase (HMS), see Fig. 8 . This was studied using structures obtained from MD simulations [5] . The QM/MM calculations highlight the contributions of the second-sphere residues to reactivity, with Thr163 stabilizing the formation of the HPPD product, while interestingly the equivalent residue in HMS stabilizes its native reaction. Although the neighboring Asn216 has no direct affect on the reaction barriers, it plays an important role in arranging the local structure of the active site. Specificity is a complicated interplay between residues, and correct predictions require accurate structures.
These three examples show that there are important effects of residues in the second shell. All these effects can be captured in large QM cluster models. However, the selection of a cluster model always leads to truncation of the hydrogen bond network. The electrostatic interactions at the border can be reasonably modeled using a continuum dielectric medium, but geometry optimization may lead to formation of artificial hydrogen bonds that disrupt the network. Instead of taking that risk, including the protein environment in a QM/MM description gives a stable hydrogenbond pattern at a low computational cost.
Reaction energy profiles-electrostatic and van der Waals interactions
Previous examples showed the importance of correctly describing interactions around the active site and HPPD modeling also showed the catalytic effect of electrostatic polarization from second-shell residues. Similar effects, as well as other long-range interactions, have been consistently studied for O 2 binding, which is a common step for many non-heme iron enzymes. Early QM/MM results showed large protein effects, 10 kcal/mol, on the binding energy of O 2 in the oxygen transport protein hemerythrin [53] . Later the protein contributions to binding have been quantified also for IPNS, MIOX, and JMJD2A [74] [75] [76] . These results show a consistent stabilization, see Fig. 9 . There are two major contributions: (1) the van der Waals interactions between the bound dioxygen and the protein atoms and (2) electrostatic effects on a charge transfer from iron(II) to oxygen to form iron(III)-superoxide. In hemerythrin the van der Waals interactions stabilized binding by 6 kcal/mol, while the electrostatic contributions were 3 kcal/mol. The latter effect came primarily from an increase in the hydrogen-bond strength between iron ligands, which become positively polarized upon generation of the ferric ion, and negative side chains in the second coordination sphere [53] . This is similar to the effects of second-sphere ligands in the electron transfer step in HPPD described above [5] .
The IPNS study benefitted from the presence of two different X-ray structures, one representing a state prior to O 2 binding (five-coordinate iron) and another with NO bound as an analogue for O 2 (six-coordinate iron). Both structures gave almost identical energies, stabilizing binding by 8-10 kcal/mol, slightly depending on binding mode and spin state [74] . This shows that the static optimization approach method is flexible enough to handle changes in metal coordination. On average the electrostatic stabilization was 2 kcal/mol and the van der Waals contributions 3 kcal/mol. The remaining stabilization comes from a correction to the orientation of the histidine ligands that, like in other systems, adopted an incorrect orientation without the explicit protein environment. In MIOX the non-bonded MM stabilization of oxygen binding is similar to that of IPNS, although slightly smaller [75] . In both enzymes, the relative energies of different binding modes and spin states are not strongly affected by the MM layer, less than 2 kcal/ mol. In JMJD2A, the surrounding increases the binding energy of the end-on quintet by 8 kcal/mol, with the electrostatic interactions three times larger than the van der Waals contributions [76] .
Comparisons with experiment are complicated by the large sensitivity of the binding energy to the choice of functional. Decreasing the amount of HF exchange in B3LYP from 20 to 15 % increases the binding energy by 3-4 kcal/ mol [36, 74, 75] . The effect of van der Waals interactions in the QM/MM calculations does not show that these interactions preferentially stabilize the bound state; only that they cannot be neglected when calculating binding energies. The situation is similar to the use of empirical dispersion in DFT, which stabilizes O 2 binding by 4-7 kcal/mol [75] [76] [77] . A larger QM model decreases the van der Waals contributions from the MM part, but with a dispersion-corrected [53] , IPNS [74] , MIOX [75] , and JMJD2A [76] 1 3 functional, these interactions are instead captured by the high-level method.
For barrier heights, a systematic study of electrostatic effects was done for hydrogen abstraction of substituted methanes, CH 3 X, by intermediate Q in MMOH [78] . The mean absolute deviation compared to experiment is 2 kcal/mol. The trends in reactivity are correct, except for CH 3 OH, although with larger differences than observed experimentally, see Fig. 10 . There are also no significant improvements compared to QM-only energies. An analysis of individual contributions shows large electrostatic effects, but also large differences between substrates, from −5 to +10 kcal/mol. Strangely enough, the two extremes were for reactions with the non-polar substrates ethane and methane, respectively, which is difficult to rationalize. The total QM/MM contributions to these two transition states are much smaller, 1 and −2 kcal/mol, and one possibility is that it is the breakdown into individual contributions that is problematic. Relatively small changes in a hydrogen bond distance, that does not significantly affect the total MM contribution, can give apparently large individual terms working in different directions.
Other studies have shown relatively small electrostatic effects on hydrogen abstraction barriers. In MIOX and nitrobenzene 1,2-dioxygenase the protein surrounding lowers the hydrogen abstraction barrier by 2-3 kcal/mol, and effects are similar also for other types of barriers [27, 61] . The corresponding reaction catalyzed by the Fe(IV)-oxo species in AlkB shows minimal electrostatic stabilization, similar to the case for taurine/α-ketoglutarate dioxygenase (TauD) [42, 79] .
The small protein contribution in AlkB is due to the cancellation of larger individual effects, with most of the important residues close to the active site, see Fig. 11 [42] . The effects of three of these amino acids, T51, Y76, and R161 can be compared to mutation studies. Experimentally, the mutation of T51 to alanine increases the reaction barrier by 0.5 kcal/mol while the Y76A mutation leads to an increase of 1.0 kcal/mol. These effects are reproduced in the theoretical calculations, although slightly overestimated, where T51 and Y76 reduce the barrier by −1.0 and −2.6 kcal/mol, respectively. However, the success is not universal. R161 is theoretically predicted to decrease the reaction barriers significantly, but experimentally the mutation of R161 to alanine does not affect the reaction rate. Other reaction steps in AlkB have also been modeled with QM/MM, although without detailed analyses of residue effects [80, 81] .
In general, large electrostatic effects can be expected for reactions that involve electron and proton transfer. As Fig. 11 a Non-bonded interactions on the hydrogen abstraction step in AlkB. b Structure of the AlkB active site including residues with large contributions to the barrier height (Reproduced from Ref. [42] . Copyright © 2013 American Chemical Society) discussed above, electrostatic interactions evaluated using FEP increased the relative energy of a transition state for O-O bond cleavage in IPNS by 10 kcal/mol [47, 57] . These electrostatic effects, which again mainly originated from residues just outside the first shell, increased the barrier and thus did not make any contribution to catalysis. Also ∆ 9 D showed large static MM effects increasing two of the barriers by almost 10 kcal/mol, and even if the origin is not analyzed in detail, the effect would be to slow catalysis [41] . A calculation with extremely large electrostatic effects is for a proton transfer reaction in nitrile hydratase where the reaction barrier decreases by 40 kcal/mol [82] , but as other reaction steps are stabilized by an unreasonable 200 kcal/ mol, without any clear protein origin, it is possible that these effects were not correctly evaluated. Other studies of QM/MM of nitrile hydratase also give more reasonable energy profiles [21, 83] .
There can of course be huge effects on calculated pKa and redox potentials [84] , where there is a change in the total charge of the system, but the difficulty in modeling these properties are discussed in more detail elsewhere, and are not considered further here [85, 86] . The difficulty to predict the protonation state in the active site adds another important dimension to the modeling A strategy for modeling reactions where the protonation state is unknown is to include both alternatives and compare with available X-ray structures, spectroscopic data and/or reaction barrier heights [65, 87] .
These examples highlight the considerable challenges in correctly calculating and evaluating electrostatic contributions, which makes it difficult to determine their role in catalysis. Any large electrostatic effects in a QM/MM model must be carefully analyzed to understand whether it originates from a real protein effect, rather than an artifact of the computational scheme. The most consistent effect is stabilization of electron transfer from iron, which is seen both in O 2 binding and the heterolytic mechanism in HPPD. However, for many enzymes the effects are small, and for a few enzymes with apparently large effects, these have led to an increase in the barrier heights. There is thus no consistent evidence that long-range electrostatic effects contribute to the catalytic efficiency of non-heme iron enzymes. The largest benefits of QM/MM models are thus the improved active-site geometries, rather than the calculation of accurate energies.
Conclusions
The modeling of non-heme iron enzymes, as well as other transition metal-containing enzymes, remains a challenging task. There are several factors that affect the accuracy of the modeling, but the important ones are the choice of high-level (QM) method, the presence of structural water, the hydrogen bond network, and the description of electrostatic effects. Multiscale models, most commonly different flavors of QM/MM, are cost-effective ways of including and evaluating these different factors.
The use of QM/MM models consistently leads to better predictions of geometries compared to QM cluster models. The improvements were mainly due to a better orientation of ligand side chains, especially histidines, and correct descriptions of hydrogen bond networks. Accurate descriptions of active-site conformations also lead to an increased capability to correlate structure and reactivity. The hydrogen bond networks are also important in the calculations of reaction energy profiles and can in many cases explain differences in reactivity between similar enzyme active sites.
The reported differences in mechanistic predictions between QM and QM/MM models can be explained by differences in hydrogen bonding pattern in and around the active site. Correctly constructed cluster models that include also second-shell ligands can give results with similar accuracy as those from QM/MM models, but there are no convincing arguments why they should be used instead of multiscale models. The latter reduces the risk of faulty conclusions drawn from the use of incorrect geometries. QM/MM models also lead to faster convergence of relative energies with respect to the size of the QM part. The extra effort for the protein preparation is anyway required to properly explore different binding patterns and to evaluate potential positions of water molecules. The increased complexity of the model can lead to spurious changes in protein geometry that give artificial effects on the reaction energies, but these errors can be controlled with the use of a good optimization scheme.
The most consistent electrostatic effect is stabilization of the charge transfer from iron(II) to dioxygen by residues in the second sphere. For most reactions the long-range electrostatic effects on barrier heights appear to be small. In the few systems where large effects are reported, these led to increased reaction barriers. There is thus no evidence of any large long-range electrostatic effects contributing to the catalytic efficiency of non-heme iron enzymes. However, these effects are difficult to evaluate correctly, and results from different multiscale approaches often vary significantly. The correlation between calculated residue contributions in QM/MM models and results from mutation experiments is not very strong. FEP on classical potentials has not yet found widespread use for calculating reaction energies in non-heme systems, but is likely to become important when analyzing the effects of residue mutations. QM/MM MD simulations are likely to remain challenging due to problems to accurately describe the electronic structure of the iron site with fast QM methods.
Considering that the accuracy of the QM method remains a very important parameter in non-heme iron modeling, another likely trend is further exploration of multiconfigurational wavefunction methods. They are now able to treat the first coordination shell of non-heme iron systems with reasonable timing and accuracy. These relatively small QM systems will suffer from the same limitations as early DFT/MM models, but most calculations will anyway be performed with standard QM/MM methodology, as the focus of these studies will be to control the performance of the QM part of the calculation.
The dominant trend in modeling is expected to be a significant increase in the size of the high-level part of DFT/ MM models from around 100 to 300-800 atoms, similar to what is currently seen for cluster models. This would move the layer boundary away from the active site, which decreases the problems associated with this interface. This trend benefits from the mainstream DFT development, which will be more generally available than schemes to improve the boundary itself, especially considering the large number of different QM/MM flavors that are already in use. The big benefits of QM/MM models are the improvements in active-site geometries, rather than in the calculation of the energies. With larger QM models, it will be critical to correctly describe the hydrogen bond networks, and multiscale models will become even more useful.
