In this paper, a novel affine invariant descriptor for object matching is proposed. 
Introduction
One of the main disadvantages of SIFT [9] is that it is not affine-invariant. Invariant features provide a limited set of well localized and individually identifiable anchor points. There is a large number of algorithms have been suggested for extracting affine-invariant interest points. The first affine detector, Harris affine detector [2] , relies on interest points detected at multiple scales using the Harris corner measure on the second-moment matrix. Hessian-Affine detector [3] uses a multiple scale iterative algorithm to spatially localize and select scale and affine invariant points, based on the Hessian matrix at that point. Another approach uses maximally stable extremal regions (MSER) to detect the affinity stable subset of extremal regions [5] . This approach extracts stable regions from the image by considering the change in area with respect to the change in intensity of a connected component defined by thresholding the image at a given gray level. The change of area, normalized by the area of the connected component, is used as the stability criterion. The area ratio is invariant to affine transformations and so does the extracted region after appropriate canonization [1] . Benchmarks comparing the MSER, SIFT, other approaches, and affine-invariant alternatives thereof [6, 7] show that MSER performs better in most scenarios involves affine, scale, translation invariant characteristic. Many different descriptors describing local image regions have been developed in the literature. A simple descriptor is the distribution of the pixel intensities represented by a histogram. The two dimensions of the histogram are distance from the center point and the intensity value [8] . SIFT descriptor [9, 15, 17] uses the quantization of gradient locations and orientations. Other kinds of descriptors also have been developed, such as shape context [10] , Image Texture Descriptors [16] , PCA-SIFT [12] , gradient location and orientation histogram (GLOH) [11] which are two extensions of the SIFT descriptor.
However, these descriptors vary with respect to the affine transforms although they work with affine invariant features. Therefore, we propose a new affine invariant descriptor based on the characteristics of the Voronoi cells, which are stable with affine transformation. For building the descriptor, various kinds of characteristics, such as geometrical, color, texture and region characteristics are taken.
The paper is structured as follows. Key point detected by using MSER will be described in Section 2. In Section 3, we describe the descriptor for affine transformation that is used for matching images. Experimental results and conclusion of the paper will be presented in Section 4.
Keypoint Detector
In this section, we use the MSER [5] to find regions that are stable over a wide range of thresholdings of a gray level image. 
Local Feature Extraction
The Voronoi tessellation [14] is a technique that enables the division of multi dimensional spaces into subspaces. The Voronoi diagram will group all the points in the given space whose distance to the given key point are not greater than their distance to the other objects. Its application defines geometric areas equivalent to subspaces by defining several vectors as centers of subspaces. Any other vector in space can then be attributed to the closest centre vector effectively dividing the whole space in subspaces. Voronoi has the stability property of a small change in the shapes of the sites only yields a small change in the shape of the Voronoi cells. Thus, it is an excellent choice to divide semantic vector spaces.
Let X be a space (a nonempty set) endowed with a distance function d. Let K be a set of indices and let (P k ) k ϵ K be a tuple (tuple: an ordered collection) of nonempty subsets (the sites) in the space X. The Voronoi cell, or Voronoi region, R k , associated with the site P k is the set of all points in X whose distance to P k is not greater than their distance to the other sites P j , where j is any index different from k. In other words, if d(x, A) = inf {d(x, a)| a ϵ A} denotes the distance between the point x and the subset A, then
The Voronoi diagram is simply the tuple of cells (R k ) k ϵ K. Voronoi region, R k , associated with the site P k where P k is the seed taken from MSER seeds. The key points will be the centers of subspaces and the space will be split into multi polygons.
Voronoi diagram or polygon will be used as local region to extract various feature of the region to make the descriptor. Figure 2 illustrates the Voronoi diagrams of the image where red points are the key points detected from the first step and green lines depict Voronoi diagrams of the key points. 
Geometric Feature Extraction
Polygons are primarily classified by the number of sides. Normally, polygons are primarily classified according to the number of sides and angles. For example, a triangle has three sides, a quadrilateral has four sides, and a hexagon has six sides, while an octagon has eight sides. For that important role, we take the first feature as counting the number of sides of each polygon. To normalize, the data is divided by the maximum number of sides of the polygon that has the most sides.
Besides the first characteristics about the number of sides in each polygon, the ratio between the area of the polygon and the total area of the neighbor polygons is also an important feature and is selected as the second feature. This number shows the relative coverage of an area compared with the surrounding areas. The larger the number is, the more important the polygon becomes.
Color Feature Extraction
Since red, green and blue component of color system cannot be treated independently, we will use other color systems to organize and describe colors: Hue, Saturation and Intensity (HSI), which is commonly used for computer vision.
Hue refers to a specific tone of color and is typically measured in degrees. We should normalize the hue color to the range of 0 and 1 by dividing all the hue to 360. Saturation is the colorfulness of a stimulus relative to its own brightness. Intensity: decoupled from color inform, is just the average of the three components I = (R + G + B)/3. Intensity and saturation are in the range between 0 and 1.
For each key point we have three color features corresponding to three color components Hue, Saturation and Intensity.
Texture and Region Feature Extraction

Texture:
In this step, we extract texture features of the polygon using the combination of Discrete Wavelet Transformation and Singular Value Decomposition. Before processing, the polygon is resized to the standard size. Discrete Wavelet Transform is first applied to extract the most meaningful information of the polygon. Singular Value Decomposition is not only used to extract the most important data but also used to decrease the number of dimension for feature vector.
2D-DWT decomposes an image into different frequency subbands. The main advantage of using DWT compared with Discrete Cosine Transform (DCT) is that the DCT previously carries out a division into squared blocks, while the 2D-DWT works in its totality. Moreover the decomposition into subbands gives a higher flexibility in terms of scalability in resolution and distortion. Individual wavelet functions are localized in space. This localization feature, along with wavelets' localization of frequency, makes many functions and operators using wavelets "sparse" when transformed into the wavelet domain. This sparseness, in turn, results in a number of useful applications such as data compression, detecting features in images, and removing noise from time series.
, the DWT of b is defined as follows: Where j 0 is an arbitrary starting scale and the W φ (j 0 ,m,n) coefficients define an approximation of b(x, y) at scale j 0. The W ψ i (j, m, n) coefficients add horizontal, vertical, and diagonal details for scales j ≥ j 0 . We normally let j 0 = 0 and select N = M = 2 j so that j = 0,1,2, ... J-1 and m, n = 0,1,2, ... 2 j-1 . The DWT separates an image into a lower resolution approximation image (LL) as well as horizontal (HL), vertical (LH) and diagonal (HH) detail components. The process can then be repeated to computes multiple "scale" wavelet decomposition, as in the 2 scale wavelet transforms shown in Figure 3 .
Figure 3. Scale 2 Dimensional Discrete Wavelet Transform
Here, we divide the polygon into smaller fixed size of 8x8 blocks, then adopt DWT to all small blocks of polygon. Let assume that the polygon is divided into a x b small blocks. For each block, we take the lower resolution approximation image (LL) component of DWT iteratively until the low frequency part is with the size of 2x2. For that reason, each block has four components.
SVD is a very powerful set of techniques dealing with sets of equations or matrices that are either singular or numerically very close to singular. SVD allows one to diagnose the problems in a given matrix and provides numerical answer as well. The SVD of a rectangular matrix A is a decomposition of the form: Every polygon has a x b blocks, each block has four components, therefore constitute four matrices of size a x b. After that, SVD for each matrix, we get four vectors for each polygon. These four vectors will form a matrix of size m x 4. Finally, these four vectors will be tailed up to form a bigger vector that has only one column, called vector texture V i . To normalize, the data is divided by the maximum value of each dimension.
Region Features:
Together with texture features extracted from previous step, some regional characteristics inside the polygon region are also important to extract, for example, the average intensity, maximum intensity and minimum intensity of the region. Another feature, we first calculate the length (in pixels) of the major axis and the minor axis of the ellipse that has the same normalized second central moments as the region. Then we also calculate the perimeter of the polygon region. The forth feature is defined by the ratio between the length of major axis and the perimeter of the polygon region. After that, we get the firth feature by dividing the major axis and the minor axis we have calculated above. The sixth feature is the eccentricity of the region. It's calculated by dividing the distance between the foci of the ellipse and its major axis length. The seventh feature is the ratio of pixels in the region to pixels in the total bounding box. The eighth and ninth feature are the approximately diameter and solidity of the region corresponding to the keypoint. The region features are normalized by divided to the maximum features for each characteristic.
Finally, we have 64 features extracted from the texture and 9 features extraction from the region statistic; consequently we have 73 features totally.
Feature Descriptors
Our descriptor has collected 2 features for geometric, 3 features for color, 9 features for region and 64 features for the texture. Totally, each keypoint has 78 features, and every feature is in the range between 0 and 1. Since the quantity of the texture features has the most, we need to increase the influence of other features, such as color, geometric and regions by using the weight factor for each feature. In our experimental, factor 5 is used to emphasize each component of color features and geometrical features; factor 2 is used for every region features. The illustration for the weight factor is described in Figure 4 . Finally, the feature vector is normalized to unit length. 
Experimental Results and Conclusions
Our proposed descriptor can be used for image matching. In Section 4.1 below, we will describe the dataset and ground truth of the data. Then, experimental results will be shown in Section 4.2.
Dataset and Ground Truth
The data for experiment is the images of graffiti wall, with six different viewpoints: 0 degree, 20 degree, 30 degree, 40 degree, 50 degree and 60 degree. The images are in different viewpoints compared to the reference image. However, each image is always related to another one by a homography (plane projective transformation) [4] . The ground truth homography between the reference image and other images are computed and provided in the image dataset. Reference [11] shows how to get a credible approximation of the homography.
The MSER detectors in particular and many detectors in general, provide not only the keypoints, but also circular or elliptic regions of different size. To find the ground truth of corresponding points, first we applied homography transformation to the second image. Since this transformed image is warped with its homography, it is roughly aligned with the reference image. Next step, for each region of keypoint in the second image, if exist the region that is overlapped with it in the reference image, these two regions, two points are considered to be the corresponding between two images. Finally, we have the ground truth of corresponding points and therefore also have the total number of corresponding points between two images. After all, the corresponding points between the reference image and five other viewpoints are counted and showed in the second column (Number of corresponding points) of Table 1 .
Experimental Results
We get the matches between descriptors by computed with the Euclidean distance with the strategies nearest neighbor distance ratio based [9] . To count the correct matches, we compare them with the ground truth of corresponding points. Figure 5 shows the results after applying our proposed descriptor to match two images in different viewpoints. The lines between two points in two images show the matches. The yellow lines depict the matches between the first image and the second image.
Matching score is the ratio of the number of correct matches to the number of the total corresponding matches. In the experimental, we use our proposed descriptor and SIFT descriptor with MSER detector to find the matches of images from many viewpoints. We calculate the matching score of the descriptors to compare the effectiveness of descriptors. The results are shown in Table 1 .
The number of corresponding points depicts the ground truth of corresponding points. The matching scores show that our proposed descriptor is more effective and stable than SIFT descriptor. Especially when the image changes much from the viewpoint, the number of correct matches is still high. That shows the effectiveness of the proposed descriptor. 
