Abstract: This study compares saturated hydraulic conductivities (K s ) of three sandy soils such as coarse, medium and fine sand. The K s was obtained using three different methods: empirical methods based on the grain size analysis, the relative effective porosity model (REPM), and breakthrough curve analyses based on tracer tests. Column drainage tests were performed to characterize the water retention properties of the samples, which are required in the REPM. Bench scale tracer tests with various conditions were conducted to obtain reasonable linear velocities of the samples using breakthrough curve analyses and then K s was estimated using Darcy's law. For the REPM, the differences of K s for the coarse and fine sand soils were less than one order of magnitude; however, the difference of K s values between the empirical methods and the breakthrough curve analyses was larger than one order of magnitude. The comparison results suggest that the REPM can be a reliable method for estimating K s for soil grains, and is cost effective due to its experimental simplicity.
Introduction
It is necessary to obtain appropriate hydraulic parameters such as saturated hydraulic conductivity (K s ) to simulate groundwater flow and solute transport in both saturated and unsaturated conditions, as well as to analyze the soil water dynamics of vertical and lateral drainage flow [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The soil K s can generally be measured through field and laboratory experiments (e.g., pumping and permeameter tests) [12] . Neural network analyses combined with stochastic methods have been applied for predicting saturated and unsaturated hydraulic parameters [10, [13] [14] [15] [16] [17] . According to Bagarello et al. [18] , the pressure and the tension infiltrometer methods are widely used as field measurements, and the constant heads and falling heads permeameters and the grain size analysis are generally used as laboratory methods for estimating soil properties including K s . However, such field and laboratory methods are relatively expensive in terms of duration and cost (e.g., [19, 20] ).
Alternatively, several methods have been developed to estimate K s from other physical properties (e.g., [19, 21, 22] ). For example, in 2001 Suleiman and Ritchie [20] proposed a simple model called the relative effective porosity model (REPM) to estimate K s using relative effective porosity, which is defined as the ratio of effective porosity (φ e ) to field capacity (FC). The REPM is based on the Kozeny-Carman equation [23] and derived from the relationship between K s and φ e suggested by
Materials and Methods

Preparation of Soil Materials
In order to perform laboratory experiments, sandy materials were sampled from the hyporheic zone of the Han River in Seoul, South Korea in 2004. The sampled materials used for the experiments were coarse, medium, and fine sand. They were collected by sieving the sampled sandy soils. The grading curve of the sandy soil was obtained by sieve analysis following the standard American Society for Testing and Materials (ASTM) procedures. As shown in Figure 1 , the soil sample consists dominantly of sand (95.3%), with minor amounts of gravel (0.9%) and silt (3.8%). Among the soil grains, the composition of the sandy particle was mainly coarse sand (66.6%), followed by medium sand (22.4%) and fine sand (2.4%). The grain sizes of the samples were 0.5~1 mm for coarse sand, 0.25~0.5 mm for medium sand, and 0.125~0.25 mm for fine sand. Additionally, before packing the materials for column and bench scale tracer tests, the bulk density of each sample was measured. The samples were dried in oven at 110 • C for 24 h and the sample weights and volumes were measured a total of 15 times to take into account variations during the measurements. The mean bulk density was 1.44 (0.05) g·cm −3 for coarse sand, 1.43 (0.08) g·cm −3 for medium sand, and 1.47 (0.03) g·cm −3 for fine sand. The numbers in the brackets represent the standard deviation, which is less than 6% of the average values of the bulk density. Those estimated bulk densities can be generally considered as reasonable when compared to values for the general bulk densities of sandy soils, which range from 1.2 g·cm −3 for very loose soils to as high as 1.8 g·cm −3 for very tight, fine, sandy loam soils [41] . The porosity of each soil sample was determined using the ratio of the pore volume (V v ) to the bulk volume (V) (=V v /V), which is theoretically the same as the relationship between the dry bulk density (ρ b ) and particle density (ρ m ), which is (ρ m − ρ b )/ρ m [12] . In this study, both soil porosity estimation methods were used to obtain reasonable values. The measured porosity was 0.44 (0.04) cm 3 ·cm −3 for coarse sand, 0.46 (0.03) cm 3 ·cm −3 for medium sand, and 0.44 (0.04) cm 3 ·cm −3 for fine sand.
Water 2017, 9, 942 3 of 15 0.25~0.5 mm for medium sand, and 0.125~0.25 mm for fine sand. Additionally, before packing the materials for column and bench scale tracer tests, the bulk density of each sample was measured. The samples were dried in oven at 110 °C for 24 h and the sample weights and volumes were measured a total of 15 times to take into account variations during the measurements. The mean bulk density was 1.44 (0.05) g·cm −3 for coarse sand, 1.43 (0.08) g·cm −3 for medium sand, and 1.47 (0.03) g·cm −3 for fine sand. The numbers in the brackets represent the standard deviation, which is less than 6% of the average values of the bulk density. Those estimated bulk densities can be generally considered as reasonable when compared to values for the general bulk densities of sandy soils, which range from 1.2 g·cm −3 for very loose soils to as high as 1.8 g·cm −3 for very tight, fine, sandy loam soils [41] . The porosity of each soil sample was determined using the ratio of the pore volume ( ) to the bulk volume ( ) (= / ), which is theoretically the same as the relationship between the dry bulk density ( ) and particle density ( ), which is ( − )/ [12] . In this study, both soil porosity estimation methods were used to obtain reasonable values. The measured porosity was 0.44 (0.04) cm 3 ·cm −3 for coarse sand, 0.46 (0.03) cm 3 ·cm −3 for medium sand, and 0.44 (0.04) cm 3 ·cm −3 for fine sand. 
Empirical Methods
Many empirical methods were developed to estimate the saturated hydraulic conductivities (K ) of the porous materials from the grain size analysis. Based on Vuković and Soro [42] , a general form of the empirical methods for estimating K can be expressed as:
where
is the viscosity [cP] , is the dimensionless coefficient related to physical characteristics of samples, ( ) is a porosity ( ) function and is the effective grain diameter [L] , which is generally determined by the grain size at which a 10% weight content (d10) (see Figure 1) . The values of , ( ), and depend on the empirical models. In this study, the Hazen and Kozeny-Carman methods were used, which are widely used to calculate K and applicable to sand-sized material (0.125~1.0 mm). Additionally, the Hazen method is useful for the uniformly graded sand if the uniformity coefficient of a sample is less than 5, and the hydraulic conductivity can be obtained as follows [43] : 
Many empirical methods were developed to estimate the saturated hydraulic conductivities (K s ) of the porous materials from the grain size analysis. Based on Vuković and Soro [42] , a general form of the empirical methods for estimating K s can be expressed as:
, µ is the viscosity [cP], C is the dimensionless coefficient related to physical characteristics of samples, f (P) is a porosity (P) function and d e is the effective grain diameter [L] , which is generally determined by the grain size at which a 10% weight content (d 10 ) (see Figure 1) . The values of C, f (P), and d e depend on the empirical models. In this study, the Hazen and Kozeny-Carman methods were used, which are widely used to calculate K s and applicable to sand-sized material (0.125~1.0 mm). Additionally, the Hazen method is useful for the uniformly graded sand if the uniformity coefficient of a sample is less than 5, and the hydraulic conductivity can be obtained as follows [43] :
where g = 9.81 m/s 2 and µ = 1.009 cP when water is at 20 • C [44] . The Kozeny-Carman method is also one of the widely used methods when the grain size is larger than that of clayey and less than 3 mm. The saturated hydraulic conductivity based on the Cozeny-Karman Method can be expressed as follows [43] :
Relative Effective Porosity Model
In 2001, Suleiman and Ritchie [20] suggested a simple model for estimating K s using an effective porosity of a soil, which is the relative effective porosity model (REPM) and can be written as:
where the saturated hydraulic conductivity (K s ) is in the unit of cm/d, and φ er is the relative effective porosity and can be calculated by the ratio of effective porosity (φ e ) to field capacity (FC) as follows:
where P is the total porosity. In order to estimate K s using the REPM, three columns packed with the coarse, medium, fine sand materials were prepared. Each column (33 cm long with an internal diameter of 10 cm) was filled with air-dried coarse, medium, or fine sand material. Once packed with the materials, the columns were saturated with tap water left open to the atmosphere for more than two days to degas chlorine to prevent air bubbles from generating between the pore spaces in the soil materials. A TRIME-FM3 Time Domain Reflectometry (TDR, IMKO Micromolutechnic GmbH, Ettlingen, Germany) was used to estimate P and FC. The P value for each column was determined by measuring the moisture contents when the soil sample was fully saturated, and FC. was determined when the moisture content changes were negligible after draining water from the columns. Before measuring the soil moisture content, the TDR was calibrated using dry glass beads and saturated glass beads [45] . The P3S rod probe was placed at depth of 11 cm below the top of the columns and the water contents of each column were measured until the difference of water contents between current and previous measurements was less than 1%. For each measurement, the moisture content was measured ten times and then the average and standard deviation of water content was calculated. In order to obtain reasonable water content values, thirteen replicates for each sample were done.
Moment Analysis and Analytical Solution for Tracer Tests
The moment analysis is generally used to interpret breakthrough curves (BTCs) obtained from laboratory and field tracer experiments (e.g., [46] ). In general, the pore water velocity (mean BTC arrival time) and the dispersion coefficients can be estimated by analyzing tracer tests results with pulse or step inputs (e.g., [47, 48] ). The moment methods have also been applied to partitioning tracer tests to estimate non-aqueous phase liquids (NAPLs) (e.g., [49] ) and convergent tracer tests to evaluate apparent dispersivity and porosity (e.g., [46] ). In this study, moment methods for pulse and continuous types were applied. The pore water velocity for the pulse continuous inputs can be obtained from the following equations [47] :
where v p is the pore water velocity [L/T], x is the distance between the injection and observation wells [L] , C is the concentration, t is the time, and t 0 is the injection duration [T] . M p is the first moment of a pulse-type breakthrough curve, which can be the center of mass arrival time (mean breakthrough time). Similarly, for the moment method of continuous or step input, Yu et al. [48] suggested a moment method to interpret the BTCs from the step input, which has the advantage of giving reasonable results for experimental data. The pore water velocity for the continuous type (v c ) can be calculated using the first moment (M c ), which is the center of mass travel time for the continuous type (e.g., [48] ), as follows:
Once v for both input types is obtained, the saturated hydraulic conductivity of a porous material can be calculated using Darcy's equation:
where n e is the effective porosity and i is the hydraulic gradient, n e and i can be obtained from column and tracer tests, respectively. As another method for analyzing the breakthrough curves obtained in this study, the breakthrough curve matching was also applied to determine the transport parameters (e.g., [50] ). Specifically, the breakthrough curves were analyzed by inverse curve fitting methods with CXTFIT, version 2.0 [51] . To match the curves, flux-averaged relative concentrations were assigned as an effluent type. The injected tracer was assigned to be conservative and the background concentration of the physical aquifer model was assumed to be zero. The bench-scale tracer tests were conducted under various conditions to obtain reasonable hydraulic parameters such as hydraulic conductivities and linear velocities for the coarse, medium, and fine sand materials. In general, one-dimensional (1D) column experiments are relatively simple and cost-effective methods compared to two-dimensional (2D) tank experiments. However, in some cases, 1D column experiments may produce early breakthrough and tailing of breakthrough curves [52] . Because of the various experiment conditions (e.g., tracer injection rates and volumes) applied for the tracer tests, the 2D tank experiment was selected to obtain reasonable breakthrough curves. The estimated saturated hydraulic conductivities for each soil material were compared with those estimated from the empirical and the REPM methods. The tracer tests were conducted in an acrylic tank (1 cm thick) with dimensions of 79 × 18 × 58 cm (length × width × height) as shown in Figure 2 . The material setting for the experiment tank consisted of coarse, medium, and fine sand layers with a thickness of 15 cm each. Clayey layers (2 cm thick) were embedded within the two sand layers to prevent interaction between adjacent layers. Additionally, a 2-cm thick clay layer was overlain by a coarse sand layer to prevent the preferential flow along the bottom plate ( Figure 2b ). The hydraulic gradient of the aquifer tank was 6.33 × 10 −3 , which was maintained with the water level of two reservoirs (15 × 18 × 59 cm) at the both side ends of the tank; the water level was 52.5 cm at the left side and 52.0 cm at the right side. can be calculated using the first moment ( ), which is the center of mass travel time for the continuous type (e.g., [48] ), as follows:
Once for both input types is obtained, the saturated hydraulic conductivity of a porous material can be calculated using Darcy's equation:
where is the effective porosity and is the hydraulic gradient, and can be obtained from column and tracer tests, respectively.
As another method for analyzing the breakthrough curves obtained in this study, the breakthrough curve matching was also applied to determine the transport parameters (e.g., [50] ). Specifically, the breakthrough curves were analyzed by inverse curve fitting methods with CXTFIT, version 2.0 [51] . To match the curves, flux-averaged relative concentrations were assigned as an effluent type. The injected tracer was assigned to be conservative and the background concentration of the physical aquifer model was assumed to be zero. The bench-scale tracer tests were conducted under various conditions to obtain reasonable hydraulic parameters such as hydraulic conductivities and linear velocities for the coarse, medium, and fine sand materials. In general, one-dimensional (1D) column experiments are relatively simple and cost-effective methods compared to twodimensional (2D) tank experiments. However, in some cases, 1D column experiments may produce early breakthrough and tailing of breakthrough curves [52] . Because of the various experiment conditions (e.g., tracer injection rates and volumes) applied for the tracer tests, the 2D tank experiment was selected to obtain reasonable breakthrough curves. The estimated saturated hydraulic conductivities for each soil material were compared with those estimated from the empirical and the REPM methods. The tracer tests were conducted in an acrylic tank (1 cm thick) with dimensions of 79 × 18 × 58 cm (length × width × height) as shown in Figure 2 . The material setting for the experiment tank consisted of coarse, medium, and fine sand layers with a thickness of 15 cm each. Clayey layers (2 cm thick) were embedded within the two sand layers to prevent interaction between adjacent layers. Additionally, a 2-cm thick clay layer was overlain by a coarse sand layer to prevent the preferential flow along the bottom plate ( Figure 2b ). The hydraulic gradient of the aquifer tank was 6.33 × 10 −3 , which was maintained with the water level of two reservoirs (15 × 18 × 59 cm) at the both side ends of the tank; the water level was 52.5 cm at the left side and 52.0 cm at the right side. Injection and observation wells were installed in the up-and down-gradient directions, respectively. The distance between the wells was 50 cm and the injection and observation wells were located about 15 and 14 cm away from left and right reservoirs, respectively. Both of the wells were made of 0.1-cm thick Teflon pipe with an inner diameter of 1.1 cm. The wells were divided into three parts, 2~17 cm, 19~34 cm, and 36~51 cm, which were the same as the vertical distributions of sand layers to prevent interaction between the parts within the wells. To separate the well into three parts, plastic rods with dimensions of 1.0 × 2.0 cm (outer diameter × height) were placed at 0~2 cm, 17~19 cm, 34~36 cm, and 51~53 cm above the bottom of the aquifer model. Two sampling tubes were attached to each layer to inject or sample the tracer (Figure 2c ).
Potassium bromide (KBr) was used as a conservative tracer and injected into the injection well. According to Mastrocicco et al. [53] , saline tracers including NaBr, LiBr, NaCl, LiBr, KBr and KCl may cause errors in concentration measurements because of cation exchange interactions with soil matrix. Among the saline solutions, KBr is one of the solutions that can lead to the least measurement errors. Bromide concentrations were measured using a bromide ion-selective electrode following the guideline procedures in Orion Research Inc. [54] . To maintain its reproducibility, the bromide electrode was calibrated every two hours with a calibration standard solution of 0.1 M NaBr. In order to avoid disturbing the steady state flow condition of the sand layers, the tracer test was performed at one layer at a time. After the tracer injection was done, a total of 20 mL of degassed tap water was injected to the same layer as a chaser, which flushed the injected tracer remain in the well. The conditions applied for the tracer experiments are listed in Table 1 . Two types of the tracer injection were conducted: continuous and pulse types. For the continuous-type injection, the injected volume was about 2000 mL, which was ten times larger than the injected volume for the pulsed-type injection. Because of the relatively large amount of tracer, the injection rate for each sand layer was set below 1 mL/min and thus, the tracer injection did not affect the constant flow fields maintained by the reservoir at right side of the tank (Tests 1-1, 2-1, and 3-1). For the pulsed-type injection, the tracer was injected with a rate from 5.18 to 6.25 mL/min. The volume of the injected tracer was set to 100~500 mL for coarse (Tests 1-2, 1-3, 1-4, and 1-7) and medium sand layers (Tests 2-2, 2-3, 2-4, and 2-7). With a tracer volume of 200 mL, various injection rates were applied from 1.60 to 10.39 mL/min for the coarse sand layer (Tests 1-4, 1-5, and 1-6) and 1.36 to 8.53 mL/min for the medium sand layer (Tests 2-4, 2-5, and 2-6). For the fine sand layer, two different injection volumes were applied with different injection rates. Tests 3-2 and 3-3 are comparable to Tests 1-4 and 2-4 and Tests 1-7 and 2-7, respectively. 
Results and Discussion
Empirical Methods Based on Grain Size Analysis
The K s estimations of the soil samples were conducted using the empirical methods based on grain size distributions. The parameter values (e.g., porosity and bulk density) for the empirical methods were determined by averaging estimated values based on ten replications. Table 2 lists the parameter values used for the K s estimations. Since the grain size range for the samples was narrow, the minimum and maximum grain sizes of each sample were applied for d 10 
Column Drainage Tests for the REPM
During the water drainage tests, water contents for the samples were measured to estimate effective porosities and field capacities for obtaining K s based on the REPM. To obtain reasonable estimates, all the experiments were repeated three times and the water contents were also measured repeatedly to characterize the variability of water contents at each measurement. Figure 3 shows the temporal changes of the water contents for the soil samples during the water drainage tests. At each time, the minimum and maximum values of the water contents were excluded when the mean and standard deviation values of the water contents were calculated. Overall, the mean water contents of the samples decreased with increasing experiment time. The standard deviation of the water contents varied from 1.2% to 2.6% for the coarse sand, 0.7% to 2.3% for the medium sand, and 0.9% to 2.8% for the fine sand soil. Because the maximum difference between the estimated K s falls generally within the range of one order of magnitude, the variations of water contents are considered to be reasonably small for estimating the K s estimations. As the particle size increased, the changes in the mean soil water contents were significant during the first day of the measurements, but water content changes decreased after one day. At the initial stage, the volumetric water contents were 22.3~29.6% for coarse sand, 30.8~33.9% for medium sand, and 34.2~40.0% for fine sand, which represent the saturated water contents of the soil samples. At about 0.2 days after the water drainage tests started, the water contents decreased drastically to 12.4~17.3% for the coarse sand, 20.4~26.7% for the medium sand, and 30.5~33.2% for the fine sand. In addition, there were large variations in water contents during the first day of observation (Period A in Figure 3 ), but the variations of the measured water contents decreased as the experiment continued (Period B in Figure 3 ). For the REPM, FC is used to determine the K of the samples. In order to determine FC based on the temporal changes of the water contents, the approaches used by Ahuja et al. [27] and Suleiman and Ritchie [20] were used. Specifically, Ahuja et al. [27] used water contents measured at 2 days and Suleiman and Ritchie [20] used water contents measured at 2 and 3 days of free drainage tests. Therefore, the drainage test duration applied in this study was in the range from 2 to 3 days. Regarding the reasonability of determining the water contents for FC, we analyzed the water content changes with time. Since FC is defined as the amount of water content held in soil, the water content change rates of the soil samples were calculated to choose reasonable FCs:
where is the water content change rate at time . Figure 4 shows that the estimated varies largely until the first day of drainage (Period A in Figure 4 ) and then approaches to zero (Period B in Figure 4 ), which indicates that the water content did not change with time at around 2 days after the experiment started. Therefore, we used the water contents measured at approximately 2~3 days as the FC of each soil sample because the mean change rates for all the samples were less than 4%/day. For the REPM, FC is used to determine the K s of the samples. In order to determine FC based on the temporal changes of the water contents, the approaches used by Ahuja et al. [27] and Suleiman and Ritchie [20] were used. Specifically, Ahuja et al. [27] used water contents measured at 2 days and Suleiman and Ritchie [20] used water contents measured at 2 and 3 days of free drainage tests. Therefore, the drainage test duration applied in this study was in the range from 2 to 3 days. Regarding the reasonability of determining the water contents for FC, we analyzed the water content changes with time. Since FC is defined as the amount of water content held in soil, the water content change rates of the soil samples were calculated to choose reasonable FCs:
where θ t is the water content change rate at time t. Figure 4 shows that the estimated θ t varies largely until the first day of drainage (Period A in Figure 4 ) and then approaches to zero (Period B in Figure 4 ), which indicates that the water content did not change with time at around 2 days after the experiment started. Therefore, we used the water contents measured at approximately 2~3 days as the FC of each soil sample because the mean change rates for all the samples were less than 4%/day. For the REPM, FC is used to determine the K of the samples. In order to determine FC based on the temporal changes of the water contents, the approaches used by Ahuja et al. [27] and Suleiman and Ritchie [20] were used. Specifically, Ahuja et al. [27] used water contents measured at 2 days and Suleiman and Ritchie [20] used water contents measured at 2 and 3 days of free drainage tests. Therefore, the drainage test duration applied in this study was in the range from 2 to 3 days. Regarding the reasonability of determining the water contents for FC, we analyzed the water content changes with time. Since FC is defined as the amount of water content held in soil, the water content change rates of the soil samples were calculated to choose reasonable FCs:
where is the water content change rate at time . Figure 4 shows that the estimated varies largely until the first day of drainage (Period A in Figure 4 ) and then approaches to zero (Period B in Figure 4 ), which indicates that the water content did not change with time at around 2 days after the experiment started. Therefore, we used the water contents measured at approximately 2~3 days as the FC of each soil sample because the mean change rates for all the samples were less than 4%/day. The estimated FCs for the coarse, medium, and fine sand soils ranged from 7.3% to 12.0%, 19.0% to 21.3% and 25.3% to 26.8%, respectively. The FC values used for the REPM were determined based on five to six repeated measurements. The mean and standard deviation of the measured FC are listed in Table 3 . The mean FC tends to increase with decreasing grain sizes. For K s estimation, the FC values were used to obtain the ranges of K s for each sample. Additionally, we used the minimum and maximum porosities that were applied for the empirical methods. After substituting the measured FCs and porosities of each material into Equations (4) and (5), the variations of the estimated K s values were analyzed. The K s values of sand materials ranged from 0.30 to 1.44 cm/min, with a mean of 0.69 cm/min for coarse sand; from 0.05 to 0.11 cm/min, with a mean of 0.08 cm/min for medium sand; and from 0.01 to 0.04 cm/min, with a mean of 0.03 cm/min for fine sand (Table 3 ). Based on the standard deviations of the samples, the variation of the estimated K s values for the coarse sand are relatively high compared to the medium and fine sand soils because of a relatively large variation of the FC that was a standard deviation of 1.8%. However, the changes of the estimated K s were less than 50% of the mean value. In other words, the estimated K s values for all the samples were within an order of magnitude. 
Breakthrough Curve Analyses from Bench-Scale Tracer Tests
For the tracer tests, the mean peak arrival times of breakthrough curves for coarse, medium, and fine sand layers were 841, 1282 and 7060 min, respectively. The peak concentration of the fine sand layer was relatively low because the dispersivity for the fine sand was larger than those for the coarse and medium sand soils. The estimated dispersivity values for the coarse, medium, and fine sand soils were 0.53, 0.26, and 0.63 cm, respectively. The lowest dispersivity for the medium sand resulted in the highest magnitude for the peak, and the others were in the order of coarse sand then fine sand layer. The same results were obtained for the case where the injection volume was 200 mL (breakthrough curves for Tests 1-4, 1-5, 1-6, 2-4, 2-5, 2-6, and 3-2 in Figure 5 ). Regarding the volume of tracer injection, it was found that the lengths of the breakthrough curve were proportional to the tracer injection volumes, but the peak arrival times of the breakthrough curves obtained from different injection volumes were similar each other: the peak arrival times ranged from 790 to 970 min for the coarse sand, 1220 to 1430 min for the medium sand, and 6890 to 7220 min for the fine sand material.
For the tracer tests in the fine sand layer, Test 3-1 was performed with a continuous tracer injection, with a similar injection rate to those for the coarse and medium sand layers (i.e., Tests 1-1 and 2-1). The peak of the relative concentration was higher than those for Tests 1-1 and 2-1, but the center-of-mass arrival time was relatively high compared to Tests 1-1 and 2-1 because of the low hydraulic conductivity for the fine sand layer. Test 3-2 was conducted with an injection rate of 5.20 mL/min. Additionally, the breakthrough curve for Test 3-2 showed a high concentration peak, but a similar arrival time to Test 3-3. Based on the results of tracer tests under the various tracer injection conditions, the breakthrough curves did not show any strong correlation with tracer injection rates. The higher concentration peak yielded a later peak arrival time when the tracer injection volume was the same, but the differences between the peak arrival times for each material were within 15%. Therefore, the calculated center of mass arrival times for continuous and pulsed types were also within similar ranges. The breakthrough curves obtained from the various tracer tests were analyzed using two methods: moment analysis and one-dimensional (1D) analytic solution. Based on the moment analysis, the estimated linear velocities for the coarse sand layer ranged from 5.0 × 10 −2 to 6.3 × 10 −2 cm/min. For the medium sand layer, the pore water velocity estimates ranged from 3.5 × 10 −2 to 4.1 × 10 −2 cm/min. For the fine sand layer, those estimated values were in a range from 6.8 × 10 −3 to 7.5 × 10 −3 cm/min. Using the 1D analytical solution, the estimated ranges of linear velocities for the coarse, medium and fine sand layers were from 5.1 × 10 −2 to 6.4 × 10 −2 cm/min, with a 95% confidence interval of 5.4 × 10 −2 to 6.1 × 10 −2 cm/min, 3.5 × 10 −2 to 4.1 × 10 −2 cm/min, with a 95% confidence interval of 3.6 × 10 −2 to 3.9 × 10 −2 cm/min, and 6.9 × 10 −3 to 7.5 × 10 −3 cm/min, with a 95% confidence interval of 6.8 × 10 −3 to 7.5 × 10 −3 cm/min, respectively. The estimated pore water velocities for the three sand layers were compared between the two methods to evaluate whether the estimates were appropriate or not. Figure 6 shows the estimated linear velocities for the sand materials from the moment analysis and the analytical solution. For the results of pore water velocity estimations, the residual sum of square ( ) is 0.99, which indicates that the results of the analytical solution match well with those of the moment analysis and thus the linear velocities are reasonably estimated. The breakthrough curves obtained from the various tracer tests were analyzed using two methods: moment analysis and one-dimensional (1D) analytic solution. Based on the moment analysis, the estimated linear velocities for the coarse sand layer ranged from 5.0 × 10 −2 to 6.3 × 10 −2 cm/min. For the medium sand layer, the pore water velocity estimates ranged from 3.5 × 10 −2 to 4.1 × 10 −2 cm/min. For the fine sand layer, those estimated values were in a range from 6.8 × 10 −3 to 7.5 × 10 −3 cm/min. Using the 1D analytical solution, the estimated ranges of linear velocities for the coarse, medium and fine sand layers were from 5.1 × 10 −2 to 6.4 × 10 −2 cm/min, with a 95% confidence interval of 5.4 × 10 −2 to 6.1 × 10 −2 cm/min, 3.5 × 10 −2 to 4.1 × 10 −2 cm/min, with a 95% confidence interval of 3.6 × 10 −2 to 3.9 × 10 −2 cm/min, and 6.9 × 10 −3 to 7.5 × 10 −3 cm/min, with a 95% confidence interval of 6.8 × 10 −3 to 7.5 × 10 −3 cm/min, respectively. The estimated pore water velocities for the three sand layers were compared between the two methods to evaluate whether the estimates were appropriate or not. Figure 6 shows the estimated linear velocities for the sand materials from the moment analysis and the analytical solution. For the results of pore water velocity estimations, the residual sum of square (R 2 ) is 0.99, which indicates that the results of the analytical solution match well with those of the moment analysis and thus the linear velocities are reasonably estimated. Regarding the estimated linear velocities using the breakthrough curve analyses, the K of each sample was calculated using the Darcy's law. To avoid a bias in estimating K for the samples, all possible variabilities of the input values including linear velocity and effective porosity were considered in the calculation. Specifically, the linear velocity values used in the K calculation were based on the results of the breakthrough curve analyses. The effective porosities applied for calculating K were the mean, minimum, and maximum values and they were obtained by taking the difference between the porosities and the field capacities of the samples, which were the same as those used for the empirical and REPM methods ( Table 4 ). The hydraulic gradient applied for the calculation was 6.33 × 10 −3 . The results of K calculations for the soil samples in Table 4 show that the mean K increases with grain sizes. Specifically, the mean K for the coarse sand is approximately two times higher than the medium sand and 15 times higher than the fine sand soil. Notes: a mean; b standard deviation; c range for minimum and maximum values.
Comparison of Estimated Saturated Hydraulic Conductivities
The saturated hydraulic conductivities estimated using the empirical methods, the REPM, and breakthrough curve analyses, were compared as shown in Figure 7 . The K values estimated based on the empirical methods range approximately from 20.96 to 188.83 cm/min for the coarse sand, 5.68 to 54.96 cm/min for the medium sand, and 1.31 to 12.35 cm/min for the fine sand. The K estimates obtained from the REPM and the breakthrough curve analyses were approximately one and two orders of magnitude lower than those from the empirical methods. The mean estimates of the K based on the breakthrough curve analyses were 3.18 cm/min (0.33) for the coarse sand, 1.45 cm/min (0.19) for the medium sand, and 0.21 cm/min (0.03) for the fine sand (numbers in parentheses correspond to standard deviation). The mean saturated hydraulic conductivity obtained using the REPM was approximately 0.79 cm/min (0.32), 0.08 cm/min (0.03), and 0.03 cm/min (0.02) for the coarse, medium, and fine sand soils, respectively. The relative variations of the estimated K from the breakthrough curve analyses were the smallest among the three methods, while the empirical methods produced the highest relative variation in the estimation results. Regarding the relative difference of the mean K values between the methods, the estimation results based on empirical methods showed approximately 26 times for the coarse sand, 16 times for the medium sand and 25 times for the fine sand greater than those based on the breakthrough curve analyses. The REPM Regarding the estimated linear velocities using the breakthrough curve analyses, the K s of each sample was calculated using the Darcy's law. To avoid a bias in estimating K s for the samples, all possible variabilities of the input values including linear velocity and effective porosity were considered in the calculation. Specifically, the linear velocity values used in the K s calculation were based on the results of the breakthrough curve analyses. The effective porosities applied for calculating K s were the mean, minimum, and maximum values and they were obtained by taking the difference between the porosities and the field capacities of the samples, which were the same as those used for the empirical and REPM methods ( Table 4 ). The hydraulic gradient applied for the calculation was 6.33 × 10 −3 . The results of K s calculations for the soil samples in Table 4 show that the mean K s increases with grain sizes. Specifically, the mean K s for the coarse sand is approximately two times higher than the medium sand and 15 times higher than the fine sand soil. 
The saturated hydraulic conductivities estimated using the empirical methods, the REPM, and breakthrough curve analyses, were compared as shown in Figure 7 . The K s values estimated based on the empirical methods range approximately from 20.96 to 188.83 cm/min for the coarse sand, 5.68 to 54.96 cm/min for the medium sand, and 1.31 to 12.35 cm/min for the fine sand. The K s estimates obtained from the REPM and the breakthrough curve analyses were approximately one and two orders of magnitude lower than those from the empirical methods. The mean estimates of the K s based on the breakthrough curve analyses were 3.18 cm/min (0.33) for the coarse sand, 1.45 cm/min (0.19) for the medium sand, and 0.21 cm/min (0.03) for the fine sand (numbers in parentheses correspond to standard deviation). The mean saturated hydraulic conductivity obtained using the REPM was approximately 0.79 cm/min (0.32), 0.08 cm/min (0.03), and 0.03 cm/min (0.02) for the coarse, medium, and fine sand soils, respectively. The relative variations of the estimated K s from the breakthrough curve analyses were the smallest among the three methods, while the empirical methods produced the highest relative variation in the estimation results. Regarding the relative difference of the mean K s values between the methods, the estimation results based on empirical methods showed approximately 26 times for the coarse sand, 16 times for the medium sand and 25 times for the fine sand greater than those based on the breakthrough curve analyses. The REPM estimated approximately 4 times for the coarse sand, 19 times for the medium sand, and 7 times for the fine sand less than the breakthrough curve analyses.
Based on the comparison results, it was found that there was a consistent trend for the estimation results, in that the estimates from the REPM were consistently lower than those obtained from the empirical methods and breakthrough curve analyses, and those from empirical methods were relatively higher than other methods. The breakthrough curve analyses gave K s estimates between the estimates from the empirical methods and the REPM. Cheng and Chen [36] reported that the saturated hydraulic conductivities obtained from the empirical methods were relatively lower than those estimated by pumping tests. Additionally, Reynolds et al. [32] and Verbist et al. [34] suggested that different estimation methods can increase the variability of estimation results due to uncertainties associated to the estimations (e.g., rock fragments and cracks in materials). The results in this study showed that the empirical methods overestimated the saturated hydraulic conductivities when compared to those derived from the tracer test analyses. Based on the comparison, although underestimating the K s values for the sandy soils, the REPM provided relatively similar estimates compared to those from the empirical methods because the differences of the mean values between the REPM and the breakthrough curve analyses were less than one order of magnitude except for the medium sand. estimated approximately 4 times for the coarse sand, 19 times for the medium sand, and 7 times for the fine sand less than the breakthrough curve analyses. Based on the comparison results, it was found that there was a consistent trend for the estimation results, in that the estimates from the REPM were consistently lower than those obtained from the empirical methods and breakthrough curve analyses, and those from empirical methods were relatively higher than other methods. The breakthrough curve analyses gave K estimates between the estimates from the empirical methods and the REPM. Cheng and Chen [36] reported that the saturated hydraulic conductivities obtained from the empirical methods were relatively lower than those estimated by pumping tests. Additionally, Reynolds et al. [32] and Verbist et al. [34] suggested that different estimation methods can increase the variability of estimation results due to uncertainties associated to the estimations (e.g., rock fragments and cracks in materials). The results in this study showed that the empirical methods overestimated the saturated hydraulic conductivities when compared to those derived from the tracer test analyses. Based on the comparison, although underestimating the K values for the sandy soils, the REPM provided relatively similar estimates compared to those from the empirical methods because the differences of the mean values between the REPM and the breakthrough curve analyses were less than one order of magnitude except for the medium sand. 
Conclusions
To quantify groundwater flow in the near surface, the saturated hydraulic conductivity of a soil is an important parameter that affects the variably-saturated flow in the vadose zone as well as shallow groundwater system. There are various methods for estimating the saturated hydraulic conductivities of soils, which are empirical methods based on grain size distributions and the relative effective porosity model (REPM). In this study, the estimation results from two methods were compared to those obtained from tracer tests consisting of various tracer input conditions.
Three types of sandy soils including coarse, medium, and fine sand materials were characterized using the grain size analyses for empirical methods such as Hazen and Kozeny-Carman methods, by which the saturated hydraulic conductivity of a soil can be obtained based on the grain size analysis. Compared to the results from the breakthrough curve analyses, the empirical methods gave relatively higher estimates for all the soil samples. The difference of the mean values between the empirical methods and the breakthrough curve analyses was greater than one order of magnitude. For the coarse sand, the saturated hydraulic conductivity estimated from the empirical method was approximately 26 times greater than those from the breakthrough curve analyses. The estimation 
Three types of sandy soils including coarse, medium, and fine sand materials were characterized using the grain size analyses for empirical methods such as Hazen and Kozeny-Carman methods, by which the saturated hydraulic conductivity of a soil can be obtained based on the grain size analysis. Compared to the results from the breakthrough curve analyses, the empirical methods gave relatively higher estimates for all the soil samples. The difference of the mean values between the empirical methods and the breakthrough curve analyses was greater than one order of magnitude. For the coarse sand, the saturated hydraulic conductivity estimated from the empirical method was approximately 26 times greater than those from the breakthrough curve analyses. The estimation results from the REPM showed that the saturated hydraulic conductivities are consistently lower than those from the breakthrough curve analyses. The maximum difference occurs for the medium sand, which was approximately 19 times less than those from the breakthrough curve analyses. For the other sand soils, the mean values estimated from the REPM were approximately 4 times for the coarse sand and 7 times for the fine sand lower than those from the breakthrough curve analyses. Based on the comparison results, it is recommended to perform cross-validations for hydraulic conductivities estimated using one method with those estimated with other methods to obtain reasonable estimation results. Additionally, the K s estimation methods based on neural network analyses such as Rosetta has great potential for future work on cross-validation.
