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SUMMARY 
The small sample properties of three goodness-of-fit statistics 
are examined with respect to the adequacy of the asymptotic chi-square 
approximation. In general, the approximate tests based on the 
likelihood-ratio and Freeman-Tukey statistics yield exact levels that 
are in excess of the nominal levels. In contrast the Pearson statistic 
attains exact levels that are quite close to the nominal values. The 
reason for the large number of rejections for the likelihood-ratio and 
Freeman-Tukey statistics is related to their handling of small observed 
counts. 
\ .. 
1. INTRODUCTION 
Several statistics are commonly used to judge the goodness-of-fit 
for counted data models. In this paper, three of these statistics will 
be compared with respect to their small sample properties under the 
null hypothesis. The usual chi-square statistic (Pearson statistic) is 
defined by 
x2 = :E 
all cells 
2 (Observed - Expected) 
Expected (1.1) 
A suggested alternative statistic that has some asymptotically optimal 
properties (see [1] and [12]) is the likelihood-ratio statistic 
G2 = 2 :E 
all cells 
Observed log (Observed/Expected). 
e 
Another alternative is the Freeman-Tukey chi-square statistic [2] 
(1.2) 
T2 = :E (Jobserved + Jobserved +l - J4 Expected +i) 2 (1.3) 
all cells 
Many statisticians prefer the use of one or the other of these 
statistics, although among everyday users the Pearson statistic is by 
far the most popular. Also, some statistcians follow the practice 
of reporting two or more statistics (see,for example, [10]), but little 
guidance is available concerning the occurrence of large discrepancies 
between the statistics. 
In Section 2 we introduce the two models used for comparison. One 
model is the standard multinomial goodness-of-fit case. The other is a 
particular parametric model that arises naturally from data in a problem 
solving experiment. Section 3 provides the small sample comparison of 
the statistics, and in Section 4 some particular properties of the 
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statistics are examined in more detail. Conclusions are given in the 
final section. 
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2. THE MODELS 
Comparisons between the statistics are made for two diverse models. 
Since the results are similar for both models, we believe that the 
conclusions will apply to the entire range of counted data problems. 
2.1 Multinomial Goodness-of-Fit 
We consider first the simplest chi-square test which arises in 
testing the null hypothesis that the observed frequency vector 
(n1,n2, ••• ,1,c) follows a multinomial distribution with specified 
probability vector (p1,p2, ••• ,pk). If the total sample size is k 
N = ~ ni, the expected cell frequencies are simply Np1 and the i=l 
chi-square statistics may be calculated using (1.1) - (1.3). 
There are several reasons for selecting this model for making 
comparisons: 
(a) This is the simplest counted data model, with the 
expecteds depending only on a prespecified probability 
vector. Comparisons are therefore made for a simple 
null hypothesis. 
(b) The amount of computation is not excessive. For 
k = 2 or 3 and N ~ 100, exact computations are easily 
carried out. For larger numbers of cells, Monte Carlo 
procedures can be easily progranmed. 
(c) By varying the probability vector (p1,p2 , ••• ,pk), the 
entire range from skewed to equal cell probabilities 
can be considered. Previous studies ([4],(18],[19]) have 
indicated that for small expected values the Pearson 
statistic does not follow the chi-square distribution 
• 
-
• 
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well, while some suggestion has been indicated 
(cf. [3), p. 38) that the likelihood-ratio statistic 
would be better in such situations. Recently it has 
been suggested that for certain models the Freeman-Tukey 
statistic has true significance levels closer to the 
nominal levels than does either the Pearson or 
likelihood-ratio statistic [17). 
2.2 Group Helping Model 
In this example individuals or groups are given the opportunity to 
help another individual in distress. The degree of help is graded 
I, II, or III: I for not helping, III for actively helping, and 
II for an intermediate action. Further details on this particular 
application can be found in [8] or [16). Similar models are also used 
in component testing problems (see [6]). 
Consider the case where data wem gathered for individuals and 
groups of size two. Let p1, p2, and p3 be the probabilities of observing 
an individual with help graded I, II, and III, respectively. Then if 
the individuals in a group act independently and if only the higher 
grade of help is scored, p1
2
, p2
2 + 2p1p2, and p3
2 + 2p1p3 + 2p2p3 
are the respective probabilities of observing I, II, and III for groups 
of size two. 
Suppose N1 individuals·and N2 groups are testedo The results can 
be summarized in a 3 X 2 contingency table with column totals fixed as 
in Table 1. 
Table 1 goes about here 
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Under the above as911Dlptions, (n11,n21 ,n31) follows a multinomial 
distribution with probability vector (p1 ,p2 ,p3) and (n12,n22 ,n32) 
follows a multinomial distribution with probability vector (g1,g2,g3) 
where 
2 
81 = pl 
2 
82 = P2 + 2plp2 
2 
83 = P3 + 2plp3 + 2P2P3 • 
(2.1) 
For this case the unique maximum likelihood estimates for (p1,p2,p3) can 
be written down directly [8] as 
,.. J 2 P1 = (-n31 + n31 + 4ac )/2a 
,.. ,.. 
P2 = rpl (2.2) 
P3 = 1 - (l+r) P1 
where 
n21 - 21½.1 -. 4n12 + J<2n11+4-n12-n21>
2 
+ S(n21-hl22><n11+2n12> (2.3) 
r = 2(nl1+2n12) , 
a = (l+r) En11+2n12)(1+r) + (n31+2n32) + 2n22 (1+r)/(2+rTI, (2.4) 
and 
c = nll + 2nl2 + 2n22/(2+r) • (2.5) 
(If the i-th row total (Ri in Table 1) is zero, the maximum likelihood 
estimates are derived conditional on the zero total. The estimates in 
- 6 -
such a case are just the extension by continuity of the estimates given 
by (2.2) through (2.5).) 
The selection of this model for comparing the chi-square statistics 
provides several advantages: 
(a) The model depends upon two parameters, p1 and p2, and 
thus the goodness-of-fit test for the null hypothesis 
involves the estimation of these parameters. Comparisons 
• can therefore be made for a composite null hypothesis. 
(b) Since the maximum likelihood estimates can be written 
- down in closed form, iteration is not necessary for 
finding the estimates. This is important when considering 
the feasibility of doing large amounts of computation. 
(c) Examining t2.1), note that the probability of Help 
2 2 Grade I for groups is p1 • When p1 is small, p1 is 
quite small. Thus, the selection of this model allows 
for comparisons of very skew multinomials, which means 
comparisons can be made for small as well as moderate 
minimum cell expectations. 
In the next sections, the properties of the three chi-square 
statistics for these two models will be presented. Because of the 
diversity of these models we believe similar results hold for other 
counted data models. 
--
-
-
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3. SMALL SAMPLE PROPERTIES UNDER THE NULL HYPOTHESIS 
Under the null hypothesis, the goodness-of-fit statistics, x2, 
c2, and T2 have asymptotic chi-square distributions. However, for small 
samples the chi-square approximation in many cases does not agree well 
with the actual distribution. Several studies ([4],[9],(15],[19]) 
have given conflicting points of view as to at what point the 
approximation is "reasonable" for the Pearson chi-square statistic. 
Standard rules specify that the minimum cell expectation should be 5, 
with possibly a few smaller. The emphasis here will not be on finding 
such a rule, but in comparing the likelihood-ratio,Freeman-Tukey, and 
Pearson statistics with regard to the approximation. In other words 
we ask,for small samples,which of the three statistics is best 
approximated by the asymptotic chi-square distribution? 
3.1 Results for the Multinomial Goodness-of-Fit Model 
Both exact and Monte Carlo computations were carried out in the 
study of the multinomial goodness-of•fit model. For number of cells 
k = 2 and 3, exact enumeration was made of the small sample distributions 
of the chi-square statistics. Fork= 5 and 10 cells, Monte Carlo 
methods [11] were used to simulate the small sample distributions. 
1000 trials were run for each null hypothesis and sample size. 
Table 2 lists the probability vectors used as null hypotheses in 
this part of the study. For each null hypothesis, computations were 
carried out for sample sizes N c 10 (1) 100. 
Tables 2 & 3 go about here 
--
- 8 -
The minimum cell expectation (M.C.E.) for each case can be computed 
as 
(3.1) 
Some evidence has been given that the minimum cell expectation governs 
the closeness of the small sample distribution to asymptotic theory for 
several chi-square problems (see, for example, [4],[5],[14],[19]). For 
each value of k, the cases were divided into classes according to their 
minimum cell expectations. Table 3 gives the range of actual small 
sample rejection rates when the nominal .05 level test is used. For 
example, fork= 3 the statistics are asymptotically distributed as 
chi-square variables with two degrees of freedom and the asymptotic 
.05 critical value is 5.991. The values in Table 3 fork= 3 give the 
minimum and maximum of 
for all cases with minimum cell expecteds within the class 
boundaries. Although the spread is quite large for many classes, it 
(3.2) 
is clear that for smaller minimum cell expected values (1 ~ M.C.E. ~ 4) 
the Pearson statistic has an exact size closer to the nominal .05 than 
either the likelihood-ratio or Freeman-Tuk~y statistic. For larger 
M.C.E. 's there does not appear to be a great difference b~tween the 
three statistics. Also, recall that the values fork= 5 and 10 are 
based on Monte Carlo results and thus the true spread would be somewhat 
less than that given in Table 3. 
Figures A, B, C and D go about here 
:W 
I 
-
-
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Figures A, B, C, and D present graphs of the medians of the 
exact size for the groupings based on minimum cell expectations. All 
four graphs are similar in the sense that for small MCE's the likelihood-
ratio and Freeman-Tukey statistics are conservative; while for moderate 
MCE's G2 and T2 have rejection rates considerably in excess of the 
nominal .05 and the excess is greater for small degrees of freedom. In 
all cases, the Pearson statistic has a median size that is very close 
to the nominal .05. Results for the .10 and .01 levels give the same 
general impression. The basic conclusion is that a P-value based on 
the asymptotic chi-square approximation is "on average" about right for 
the Pearson statistic, but is understated for the likelihood-ratio and 
Freeman-Tukey statistics when there are some cell expectations under 
5.0. Further exploration of the problems associated with the likelihood-
ratio and Freeman-Tukey statistics is given in Section 4. 
3.2 Results for the Parametric Model 
The model presented in Section 2.2 assumes that the data consist 
of two independent trinomials: the individuals have probability vector 
(p1,p2 ,p3) and the pairs have probability vector (g1,g2,g3), where 
the g's are given by (2.1). The maximum likelihood estimates for sample 
sizes N1 and N2 are given by equations (2.2) through (2.5). The number of 
possible outcomes for two trinomials with sample sizes N1 and N2 is 
given (see [7]) by 
( Nl + 2) ( N2 + 2) Outcomes= • 2 2 
For N1 = N2 = 8, ~he number of possible outcomes is 2025. For the 
36 values of (p1,p2 ,p3) listed in Table 4 and for N1 = N2 = 4, 6, 8 
(3.3) 
12 and 16, 
--
-
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2 2 2 the distributions of X, G and T were determined by enumeration on 
the computer. 
Table 4 goes about here 
One question that arises in the use of this method is how to deal 
with zero cell counts and zero expected values. As indicated previously, 
the maximum likelihood estimates were extended by continuity to provide 
well-defined procedures. In the same manner, when a cell had a zero 
expected value, it contributed zero to the chi-square statistics. 
Figures E, F, and G go about here 
For N1 = N2 = 8, Figure E gives a contour plot of the exact size 
for the Pearson statistic when the nominal .05 level test is used. 
Barycentric coordinates were chosen to represent the 3 probabilities 
(see (13]). Each corner of the triangle represents one of the 
probability vectors (1,0,0), (0,1,0) and (0,0,1), while a general point 
in the triangle corresponds to the probability vector (p1 ,p2 ,p3). 
Figures F and G give similar plots for the likelihood-ratio and Freeman-
2 Tukey statistics. Figures F and G show that for N1 = N2 = 8, both G 
2 
and T reject the null hypothesis more often than the nominal .05 level. 
Figure E for x2 shows that the Pearson statistic does not reject too 
often and, in fact, taking the size for a composite null hypothesis 
as the maximum over the possible parameter values of the probability of 
rejection, the size is about .048. Table 5 gives the corresponding 
maxima for all statistics for N1 = N2 = 4, 6 ~, 12, and 16 and for nominal 
levels .01, .05, and .10. 
-
• 
-
-
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Table 5 goes about here 
The results from Figures E, F, and Gas well as Table 5 show that 
the Pearson statistic has exact sizes that are close to the nominal 
values for N1 = N2 ~ 8 and is conservative for smaller sample sizes. 
For the sample sizes considered the likelihood-ratio statistic has 
exact sizes that are 46 - 92% higher than the nominal .05; for the 
Freeman-Tukey statistic the exact sizes are 27 - 39%.too high. A 
similar picture is found for other levels with the exception that the 
Freeman-Tukey statistic is conservative for small sample sizes at the 
nominal .01 level. 
Comparing the above results with those given in the previous section, 
similar patterns are noted for each of the three statistics. The 
Pearson statistic attains exact levels that are close to the nominal 
levels for a wide range of sample sizes and parameter values. The Type I 
error rates of the approximate chi-square test based on the likelihood-
ratio statistic are too high for both simple and composite null hypotheses 
with moderate cell expectations. For the Freeman-Tukey statistic it 
appears that the chi-square approximation works slightly better in the 
composite null case as opposed to the simple multinomial. This is true 
at least in comparing T2 with the likelihood-ratio statistic G2• 
However, T2 does indeed have higher than nominal Type I error rates for 
both simple and composite null hypotheses. 
In sum, the Pearson chi-square is the best statistic in terms of 
having Type I error rates that are closest to the nominal levels based 
on the asymptotic chi-square approximation. This result holds for 
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simple multinomial null hypotheses as well as the more complex 
parametric Group Helping Model. The next section will offer an 
explanation of the results for the likelihood-ratio and Freeman-Tukey 
statistics. 
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4. EFFECTS OF VERY SMALL COUNTS ON THE CHI-SQUARE STATISTICS 
In the last section it was concluded that for moderate minimum 
expected values, the Pearson statistic attained an exact level closer 
to the nominal than did either the likelihood-ratio or Freeman-Tukey 
statistics. The principal thesis of this section is that this 
discrepancy in behavior is due to the differing influence given to 
very small observed counts by the statistics • 
Tables 6 and 7 go about here 
Consider the case where a table has a cell with an observed value 
of O. If the expected value is positive, then each of the three 
2 2 2 
statistics X, G, and T will give some weight to this discrepancy 
between the observed and expected cell frequencies. The minimum 
contributions to the three statistics caused by a zero count can be 
calculated; these minimum contributions are given in Table 6 for a range 
of expected cell frequencies. Thus, when a zero count appears with an 
expected cell frequency of 2o0, x2 is at least 2000, G2 is at least 
2 4.00, and T is at least 4.00. The last column in Table 6 gives the 
probabilities of a zero observed value for a Poisson random variable 
with mean equal to the corresponding expected cell frequency. Under 
multinomial sampling with a large sample size, this is a good 
approximation to the probability of getting an observed aero in that cell. 
Table 7 gives similar minimum contributions and Poisson probabilities 
for the influence of an observed count of 1. 
Looking at the case of a zero observed with expected cell frequency of 
2.0, the corresponding Poisson probability of a zero count is 0.13534. 
• 
-
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In the special case of a chi-square test with one degree of freedom, 
the nominal .OS level test would reject for statistic values in excess 
2 2 
of 3.84146. Thus, both G and T would have exact levels somewhat in 
excess of 0.13534 compared to a nominal value of .05. For chi-square 
tests with more degrees of freedom, the effects are not so strong, but 
nonetheless, Table 6 and 7 illustrate the general pattern that very 
small observed counts increase G2 and T2 to a much greater extent than 
x2• In addition, for expected cell frequencies in the range of 2.0 - 5.0, 
"zero" and "one" counts are very common occurrences as is shown by the 
Poisson approximation. 
Figures H, I, and J go about here 
To illustrate the above statements, Figures H, I, and J give the 
2 2 2 
exact levels for the nominal .OS tests based on X, G, and T, respectively, 
for the case of a binomial null hypothesis with cell probabilities of 
(.05,.95). In each figure exact levels were computed for N = 10 (1) 100; 
thus, minimum cell expectations were .SO (.OS). 5.00. Figure H for the 
2 Pearson statistic X shows that the exact level fluctuates in a fairly 
regular pattern around the nominal value of .05. In contrast, looking 
2 
at Figures I and J, G has two fairly large increases in exact level 
. 2 
at N = 38 and N = 87 while T has large increases at N = 38 and N = 89. 
These are precisely the points at which zero and one counts become 
"significant at .05" for these statistics. 
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5. RECOMMENDATIONS AND CONCLUSIONS 
For the case of a specified null hypothesis in the multinomial 
goodness-of-fit problem, the small sample distributions of three chi-
square statistics were examined. Using as criterion the closeness of 
small sample distribution to the asymptotic chi-square approximation, 
the Pearson chi-square statistic is by far the most desirable. Both 
the likelihood-ratio and Freeman-Tukey statistics yield far too many 
rejections under the null distribution. In addition, a special model 
with a composite null hypothesis requiring estimation of two parameters 
was considered. The conclusions for this model were identical to those 
for the completely specified multinomial case. Given the diversity of 
the two models studied, it is clear that the statistic of choice, as 
far as null hypothesis behavior is concerned, is the Pearson chi-square 
statistic. 
The high Type I Error rates for the likelihood-ratio and Freeman-
Tukey statistics result from the large contributions to the chi-square 
value for very small counts in cells with moderate expected values. If 
a user desires to use one of these statistics in a case with moderate 
cell expectations, then he should be aware that the P-values based upon 
the nominal tests will, on the average, be somewhat understated. 
i ' 
~ 
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1. OBSERVED TABLE FOR N1 INDIVIDUALS AND N2 GROUPS 
al 
Help Grade Individuals Groups Total 
I 
~ 
I nll nl2 I\ 
I. 
II n21 n22 ~ 
i-1 
III 
I. 
n31 n32 ~ 
~ 
Total Nl N2 
-
.. 
.... 
-' 
.._ 
.. 
..., 
--
..., 
,i 2. CELL PROBABILITIES !'OR MULTINOMIAL 
GOODNESS-OF-FIT COMPUTATIONS 
(. 01,. 99) 
(.04,.96) 
(.15,.85) 
(. 50,. 50) 
( .02, .02, .96) 
(. 05,. 45,. 45) 
(.10,.30,.60) 
( • 20, • 30, . 50) 
(l/3,1/3,1/3) 
k=2 cells 
(.02,.98) 
( .05, .95) 
(.25,.75) 
lc::3 cells 
( .02, .49, .49) 
(.10, .. 10,.80) 
( .10, 0 40 ' • 50) 
( . 20, • 40, . 40) 
k=5 cells 
(. 03, 0 97) 
( 010' .90) 
(.35,.65) 
( . 05 ' 0 05 ' • 90 ~ ( .10, • 20, . 70 
( .20, .20, .60 
( .30, .30, .40) 
( . 05' • 05' 0 05, 0 05, 0 80) 
(. 05, • 05, • 30, • 30, • 30) 
( .10, .10, .10, .10, .60) 
( .10, .10, .10, .30, 040) 
(.10,.10,.20,.30,030) 
( 0 20, • 20, • 20 ' . 20, . 20) 
( . 05 ' 0 05 ' 0 05 ' 0 425 ' . 425) 
(005,.2375,.2375,.2375,.2375) 
(.10,.10,.10,.20,.50) 
( .10 , .10, • 20 , • 20 , • 40) 
( .10, • 20, . 20' • 30, 0 30) 
lc::1O cells 
(.05,.05,.05,.05,.05,o05,•05,•05,•05,•55) 
(.05,.05,.05,.05,.05,005,.05.,05.,30.,30) 
~ . 05 , • 05 , . 05 , • 05 , • 05 , • 05 , • 05 , • 20, • 20, • 25 ) 0 05 , • 05 ' . 05 , • 05 ' 0 05 , • 05 ' .15 ' .15 ' . 20, • 20) .05,.05,.05,.05,.05,.15,.15,.15,.15,.15) (.O5,.O5,oO5,.O5,.1O,.1O,.15,•lj,.15,.15) 
(.O5,.05,.O5,.1O,.10,.10,.10,.15,.15,ol5). 
(.05,.05,.10,.10,.10,.10,.10,.10,.15,.15) 
(.05,.10,.10,.10,.10,.10,.10,.10,.10,.15) 
(.10,.10,.10,.10,.10,.10,.10,.10,.10,.10) 
' i 
~ 
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~ 
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3 o MINIMUM AND MAXIMUM SIGNIFICANCE LEVELS 
FOR NOMINAL .05 TESTS FOR MULTINOMIAL 
GOODNESS-OF-FIT MODEL 
Number of Min. Cell 
x2 G2 Cells Expectation 
2 .50-1.49 ( • 018 , .105 ) ( • 007 , • o4 3 ) 
1.50-1.99 ( • 020, • 071 ) ( .011, .17ol 
2000-2.49 ( .022, .o65) ( .091, .148 
2050-2-99 ( • 020 , • o6o) ( 0 o62, .105) 
3.00-3.99 ( 0 022 , • o86 ) ( • 030, • 079 ) 
4.oo-4.99 ( • 025 , • 076 ) ( 0026, .095) 
5.00-6.99 ( • 021 , • 071 ) ( • 038, .109) 
7.00-9°99 (.031, .077) ( 0 031 , • 077 ) 
10.00- ( • 031 , • 078 ) ( .035, .078) 
3 050- .99 ( 0 027 , • 090) ( .012, 0056) 
1.00-1.99 ( • 034 , 0 07 4) ( • 022 , • 090) 
2.00-2.49 ( 0030,. o62) (.o4o, .086) 
2.50-3.49 ( .034, .o6o~ ( 0 053 , 0114) 
3.50-4.99 ( .038, .070 ( oo44, .078) 
5.00-5.99 ( .o41, .o61) (.o47,.074) 
6.00-9099 ( o 041 , • o6o) { .039, oo66) 
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4. INDIVIDUAL PROBABILITIES FOR GROUP 
HELPING MODEL COMPUTATIONS 
(.1,.2,.7) (.1,.3,.6~ (.1,.6,.3) (.1,.7,.2 
( .2, .2, .6~ (.2,.6,.2 (.2,.3,.5~ (.2,.7,.1 
(. 3,. 3,. 4) (. 3,. 4,. 3) 
(.4,.1,.5) { .4, •2, o4) 
(.4,.5,.1) (.5,.l,04) 
(05,.4,ol) (.6,01,.3) 
(.7,.1,.2) (.7,.2,.1) 
{ol,.4,o5) 
{.1,.8,ol) 
{o2,.4,o4} 
(.3,.1,.6) 
(.3,.5,.2) 
(.4,.3,.3) 
( 0 5,.2,.3) 
(06,.2,.2) 
(.8,.1,.1) 
... 
;. 
1w 5. MAXIMUM REJECTION RAms FOR 'DIE GROUP HELPING MODEL 
Nominal N =N 
Level I G x2 G2 'If-
.10 4 0 0999 .1723 .1091 
6 .1159 .1711 .1269 
8 .1083 .1613 .1302 
12 .1o63 .1528 .1278 
-
16 .1053 .1567 .1254 
.05 4 .0351 .o802 0 o675 
6 .0412 .0961 .o679 
8 .o483 .0907 .o695 
12 .0491 .o8o4 .o682 
16 • o491J .0729 .o636 
.01 4 .0036 00112 .0077 
I 6 .0054 .0170 .0145 
-
8 
.001i 00194 .0171 
12 .ooa .0186 .0172 
16 .0092 .0174 .0163 
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... 6. MINIMUM CONTRIBUTIONS TO CHI-SQUARE 
FOR AN OBSERVED COUNT OF ZERO 
Cell Minimum Contributions Prob(Zero Count) 
Expectation x2 G2 T2 Under Poisson 
~ 1.0 1.00 2.00 1.53 036788 
1.5 1.50 3.00 2.71 .22313 
- 2.0 2.00 4.oo 4.00 .13534 
2.5 2o50 5.00 5.37 .o82o8 
3.0 3.00 6.oo 6.79 .04979 
3°5 3.50 7o00 8.25 .03020 
4.o 4.00 8.00 9.75 .01832 
4.5 4.50 9.00 llo28 .01111 
5.0 5o00 lOoOO 12083 .Ocx574 
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7. MINIMUM CON m!BUTIONS '10 CHI-SQUARE 
FOR AN OBSERVED COUNT OF ONE 
Minimum Contributions ~(Zero or One Count) 
x2 G2 T2 Under Poisson 
Oo50 0.61 Oo34 o4o6ol 
0.90 1.17 0.81 .28730 
1.33 1.80 1.42 .19915 
1.79 2.49 2.13 .13589 
2.25 3.23 2.92 .09158 
2.72 3.99 3.78 .06110 
3.20 4.78 4.70 oo4o43 
3068 5o59 5.67 002657 
4.17 6.42 6069 .01735 
4.65 7.26 7o74 001127 
5.14 8.11 8083 .00730 
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Figure A. Median Levels of Significance for Multinomial Null Hypotheses, 
2 cells. 
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Figure B. Median Levels of Significance for Multinomial Null Hypotheses, 
3 cells • 
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Figure c. Median Levels of Significance for Multinomial Null Hypotheses, 
5 cells. 
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Figure D. Median Levels of Significance for Multinomial Null Hypotheses, 
10 cells • 
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Figure E. Level of Significance of Pearson Chi-Square .OS Test for N1 =NG= 8, Group Helping Model.a 
a . Contour plots drawn by computer program written by Daniel Laliberte under the 
supervision of Christopher Bingham, School of Statistics, University of Minn-
esota. 
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Figure F. Level of Significance of Likelihood Ratio Chi-Square .05 Test for 
N1 =NG= 8, Group Helping Model.a 
a See footnote a, Figure E • 
- .. 
,-c 
• 
-
... 
-
--
... 
.... 
'-
... 
-
... 
-
.. 
~ 
-
... 
... 
.... 
l. 
.... 
(1,0,0) 
(O,O,l) -------------------~------~ (0,1,0) 
Figure G. Level of Significance of Freeman-Tukey Chi-Square .05 Test for 
NI= NG= 8, Group Helping Model.a 
a See footnote a, Figure E. 
... . 
,• 
• 
.... 
Cal 
._ 
... 
la 
'-' 
.... fa 
> ~ 
,...l 
I.I ~ ~ 
< c., 
H 
... 
~ 
H (3 
H 
ell 
6-1 
.. 
... 
-
I. 
i.. 
... 
.... 
.-1 
0.20 ......... --------------------------
0 .-15 
0. 10 
0.05 
0.00 ..... ---.----------..-----..---..---------t 
0 20 40 60 80 100 
SAMPLE SIZE 
Figure H. Level of Significance for Pearson Chi-Square .05 Test, Binomial 
H0: p = .05. 
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Figure I. Level of Significance for Likelihood Ratio Chi-Square .05 Test, 
Binomial H0: p = .05. 
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