Future advancement of engineering applications is dependent on design of novel materials with desired properties. Enormous size of known chemical space necessitates use of automated high throughput screening to search the desired material.
Introduction
Identification and design of novel materials is critical for advancement of many engineering applications. Example of such applications include lithium ion batteries [1] , photovoltaic cells [2] , energy [3] , storage materials [4] , scintillator materials [5] , etc. A typical materials discovery process relies heavily on trial and error, wherein, candidate materials are selected based on prior expertise and intuition, and subsequent experimental investigation is carried out to determine the material properties. However, cost and time-frame involved in this process significantly slows down the materials discovery process.
Automated high throughput screening (HTS) has a potential to significantly accelerate the materials discovery process [6, 7] . HTS uses quantum chemistry computations [8] , that numerically solves the steady state Schrodingers equation to determine the material properties. Subsequently, experimental investigations are carried out for few potential candidates. Although efficient compared to the experimental investigations, computational cost of quantum chemistry computations limits this approach to screening few thousand candidate materials. Recent advancements in the machine learning methodologies can be exploited to further accelerate the materials discovery process.
A typical machine learning algorithm uses a large training dataset consisting of possibly multidimensional input and output datapoints to learn an optimal functional form for the input to output mapping [9, 10, 11] . Such an approach can be used to establish a correlation between mathematical representation of molecular structures (known as fingerprints) and the corresponding molecular properties.
Accuracies comparable to the quantum chemistry calculations can be achieved by using more advanced deep learning algorithms [12] . However, accuracies of these algorithms is dependent on two critical requirements:
1. choice of appropriate molecular fingerprint 2. availability of large training dataset
In this paper, we make two contributions. First, we propose a new molecular fingerprinting methodology. The proposed fingerprinting uses atomic position of to obtain radial and angular distribution functions. Subsequently, we project these distribution functions on a set of orthogonal Gegenbauer polynomials, the resulting coefficients are used as molecular fingerprints. Second, we develop a matrix variate deep Gaussian process approach to learn the molecular structureproperties correlation. The proposed approach can be implemented with a small dataset compared to the state of the art deep learning approaches. We demonstrate effectiveness of our approach for prediction of formation energy of crystal structures, which is an important indicator of molecular stability [13] .
Proposed Methodology

Matrix variate deep Gaussian process
For a given dataset of input datapoint x and corresponding outputs y, state of the art machine learning algorithms like deep neural networks assumes a parametric functional form for the input-output mapping, and subsequently uses an optimization algorithm for parameter estimation [10] . On the contrary, Gaussian process regression (GPR) approach treats the input-output mapping as a random function with Gaussian process prior [14, 15, 16] , and uses an optimization algorithm to estimate parameters of this Gaussian process prior. For an input-output
the Gaussian process prior is defined as
where the unknown parameters θ are estimated by maximizing the log-likelhood of the dataset, given by
Present state of the art uses a variant of the GPR, known as a sparse Gaussian process (SGP) [17] . The SGP formulation uses pseudo-points, a set of assumed input datapoints Z, such that
Subsequently using the marginalization, the log-likelihood is given by
However, evaluation of the log-likelihood is analytically intractable, thus, a variational inference [18] is used for maximization of the log-likelihood. For a given variational distribution q ( f, u), Eq. 5 is given by
Using Jensen's inequality, the lower bound on the log-likelihood is obtained as
On using q ( f, u) = p ( f |u) q (u), Eq. 7 simplifies to
where
and KL q (u) ||p (u) is a Kulback-Liebler divergence between q (u) and p (u).
The lower bound L is evaluated by using samples from q ( f ).
Similar to a deep neural network, a deep variant of the GPR formulation can be obtained by using a set of functions f 1 , f 2 , ..., f n , such that the output of f i−1 is provided as an input to f i . Similar to the SGP formulation, variational inference is used to obtain the lower bound as
In Young et al. [19] , the DGP formulation is extended by using a matrix variate Gaussian process [20, 21, 15] prior for f i and u i . We use the resultant Matrixvariate deep Gaussian process (MVDGP) to obtain structure-property correlation for inorganic molecules.
Molecular fingerprinting
Molecular fingerprinting procedure proposed in this paper is shown in Figure 1. Fingerprinting is used to mathematically represent a molecular structure.
In this paper, we utilize radial and angular distribution functions for molecular fingerprinting. We first obtain atomic position in a unit cell, as shown in Figure 1 (a), and subsequently use lattice vector to create a supercell with periodic boundary conditions (see Fig. 1 (b) ). The atomic positions in the Cartesian coordinates are then converted to the spherical coordinate system (Fig. 1 (c) ), and finally, radial and angular distribution functions are obtained using Gaussian kernel density estimation [22] , as shown in Fig. 1 (d) .
In the final step, we project the distribution functions on a suitably selected Gegenbauer polynomials [23, 24] to obtain the molecular fingerprints. Gegenbauer polynomials are a set of orthogonal polynomials on an interval [−1, 1]. The orthogonality is defined by
For a radial (or angular) distribution function g(r), appropriately scaled in the interval [−1, 1], orthogonal projection of g(r) on Gegenbauer polynomials is given by
The coefficients g n are used as molecular descriptors. A typical set of the coefficients is shown in Figure 1 (e).
Results
We demonstrate the effectiveness of our proposed approach for prediction of formation energy of inorganic compounds. For demonstration, we consider a dataset of 28000 inorganic molecules from the open quantum materials database [25] . We use the OQMD database to train the MVDGP model. The MVDGP is implemented in TensorFlow [26] with the Adam optimizer [27] for parameter estimation. We first randomly split the OQMD database into 80% training and 20% test data. We randomly select 1000 molecules from the testing dataset. This dataset of 1000 molecules is used for validation of all the models presented in this paper. We randomly select 100 to 4000 molecules from the training dataset to train MVDGP. For all the MVDGP models presented in this paper, we use five nodes in the hidden layer, while, we use 200 pseudo-points for input layer and 50 pseudo-points for the hidden layers. Figure 3 shows the mean absolute error 
Concluding Remarks
In this paper, we have proposed a matrix-variate deep Gaussian process model for prediction of the formation energy of inorganic molecules. We have also proposed a new fingerprinting approach for the inorganic molecules. Effectiveness of the proposed approach is demonstrated for OQMD database. Using MVDGP, MAE less than 0.3 and R 2 = 0.72 is obtained for the validation dataset. Accuracy of a machine learning approach critically depends on a training dataset. However due to a heavy tailed distribution of formation energy of crystal structures of OQMD dataset, randomly selected training dataset fail to adequately represent the complete chemical space of the crystal structures. In the future, we will extend the work presented in this paper to develop an algorithm for concurrent design of experiments and formation energy prediction of the crystal structures.
