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Abstract
We study the global existence and asymptotic behavior in time of solutions to the Korteweg–de Vries type
equation called as “Hirota” equation. This equation is a mixture of cubic nonlinear Schrödinger equation
and modified Korteweg–de Vries equation. We show the unique existence of the solution for this equation
which tends to the given “modified” free profile by using the two asymptotic formulae for some oscillatory
integrals.
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1. Introduction
In this paper we consider the large time behavior of solutions to the Korteweg–de Vries type
equations:





iμ|u|2∂xu, t, x ∈R, (1.1)
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282 J.-i. Segata / J. Differential Equations 245 (2008) 281–306where u is a complex-valued unknown function and μ is the non-zero real constant. (1.1) is
called “Hirota” equation and a mixture of cubic nonlinear Schrödinger equation and modi-
fied Korteweg–de Vries equation. Indeed, taking μ = 0 in (1.1), we obtain the cubic nonlinear
Schrödinger equation:
i∂tu + ∂2xu = −
1
2
|u|2u, t, x ∈R. (1.2)
On the other hand, dropping ∂2xu and − 12 |u|2u in (1.1), we obtain the complex-valued modified
Korteweg–de Vries equation:




In this paper we show the unique existence of the solution to (1.1) which tends to the given
“modified” free profiles.
Firstly, we explain the physical background of Eq. (1.1). (1.1) has been derived by Hirota
Ryogo as a model of the soliton equation. This equation also arises in the study of the motion
of a vortex filament. We consider the three-dimensional motion of an isolated vortex filament
embedded in inviscid incompressible fluid fulfilled in an infinite region. In [2], Da Rios intro-
duced the following model for the motion of the vortex filament by using “localized induction
approximation”: We denote the centerline of the vortex filament by X = X(t, x), represented as
functions of time t and arc length x. Let (κ, τ ) be the curvature, torsion and let (t,n,b) be the
Frenet–Serret frame of the centerline of the vortex filament, respectively. Then X satisfies the
following equation:
∂tX = κb. (1.4)
By introducing “the Hasimoto transform” (see [8]) defined by
u(t, x) = κ(t, x)ei
∫ x
0 τ(t,y) dy, (1.5)
Eq. (1.4) is transformed to the cubic nonlinear Schrödinger equation (1.2). Hence, the local-
ized induction equation (1.4) is completely integrable equation equivalent to the cubic nonlinear
Schrödinger equation.
To describe the motion of actual vortex filament precisely, some detailed models taking into
account of the effect from higher order corrections of equation have been introduced by several
authors (see e.g., Fukumoto [3]).
Fukumoto and Miyazaki [4] proposed the following equation for the motion of a vortex fila-
ment with axial flow:




κ2t + ∂xκn + κτb
}
, (1.6)
where μ is real constant. Similar to (1.4), the above equation (1.6) is transformed by the Hasimoto
map (1.5) to the Korteweg–de Vries type equation (1.1).
There exist several results on the existence of a global solution to (1.1) and (1.6). Laurey [14]
(see also Staffilani [19]) proved the global well-posedness for the initial value problem of (1.1)
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with some initial–boundary condition.
Let us go to the crux of the matter. We study the long time asymptotics of (1.1). There exist
many results on the asymptotic behavior of solutions to nonlinear dispersive equations starting
with the pioneering work of Lin and Strauss [15] and Ginibre and Velo [6] (see e.g., [1,5,7,9–12,
16–18,21,23]). To grasp the large time behavior of solution to (1.1), we review the correspond-
ing results for the cubic nonlinear Schrödinger equation (1.2) and modified Korteweg–de Vries
equation (1.3). Concerning (1.2), Ozawa [16] proved that for given final data φ+, there exists a

























as t → +∞ in L2(R), where φˆ+ is the Fourier transform of φ+. On the other hand, concerning
the modified Korteweg–de Vries equation (1.3), Hayashi and Naumkin [12] (see also [10,11]
for the initial value problem) showed that for given real-valued final data, there exists a unique
solution u to (1.3) such that
































as t → ∞ in L2x(−∞,0). (1.7) and (1.8) mean that the nonlinearities of those equations are the
long range interactions, in other words, the effect of the nonlinear terms is negligible at infinity
for those equations. Therefore it seems that we cannot ignore the contribution from the nonlinear
terms in (1.1) at infinity. In the present paper, introducing the modified free dynamics, we shall
prove the unique existence of the solution to (1.1) which tends to a given modified profiles.
Before we state the main theorem, we introduce several notations. We denote the usual
Sobolev space by Hm,p . We write ‖φ(τ)‖Lpτ (t,∞;Hm,rx ) = ‖‖φ(τ)‖Hm,rx ‖Lpτ (t,∞). Let {W(t)}t∈R





eixξ+it (−ξ2+μξ3)φˆ(ξ) dξ. (1.9)
For α > 0, we define the function space
Aα = {φ ∈ S ′(R); ‖φ‖Aα < ∞},
‖φ‖Aα =








where 〈ξ 〉α = (1 + |ξ |2)α/2. Let ϕ = ϕ(t, x) be the characteristic function of the set {(t, x);1 −
3μx  0}:t
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{
1 if 1 − 3μx
t
 0,
0 if 1 − 3μx
t
< 0.
The integral (1.9) has no stationary points in the region {(t, x);1 − 3μx
t
< 0} and two stationary
points in the region {(t, x);1 − 3μx
t
 0}. We denote the two stationary points in the region
{(t, x);1 − 3μx
t









We introduce the modified free profile:
u
j



























where j is a nonnegative integer. Main result in this paper is the following.
Theorem 1.1. Let 12 < α  1. If φ+ ∈Aα and ‖φ+‖Aα <  sufficiently small, then there exists a
unique solution u ∈ L∞([0,∞);H 2x (R)) ∩ C([0,∞);H 1x (R)) to (1.1) such that
2∑
j=0
∥∥∂jx u(t) − uj+(t)∥∥L2x  Ct−β, (1.13)
for t  2 and 13 < β < α3 + 16 , where uj+ are defined by (1.12) and χ± are given by (1.11).








4t + i4 |φˆ+( x2t )|2 log t), as μ → 0. In this sense our result coincides the result of Ozawa [16](see (1.7)).
Roughly speaking, in Theorem 1.1 we assumed that φˆ+(ξ) vanishes at ξ = 13μ . To explain this
reason, we employ the heuristic argument due to [18]. According to Barab [1] and Tsutsumi and
Yajima [23], to treat the cubic nonlinearity in (1.1), we need that L∞ norm of W(t)φ+ decays
like t−1/2. By the method of stationary phase (see e.g., Hörmander [8, Chapter VII, p. 215] and
Stein [20, Chapter VIII, p. 329]), we see that
J.-i. Segata / J. Differential Equations 245 (2008) 281–306 285W(t)φ+(x) ∼ t− 12
√
i





2(3μχ− − 1)ϕ(x)φˆ+(χ−) exp
(−2iμtχ3− + itχ2−) (1.14)
(see Lemma 2.1 in Section 2 below). Therefore if |3μξ − 1|−α|φˆ+(ξ)| is bounded for some
α > 0, then W(t)φ+ decays like t−1/2. That is why we assumed that φˆ+(ξ) vanishes at ξ = 13μ
in Theorem 1.1.
We prove Theorem 1.1 by applying the fixed point theorem. To prove the final state problem,
we employ the argument due to Hayashi and Naumkin [12]. We introduce the function w whose
Fourier transform satisfies⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩




































as t → +∞.
(1.15)
The reason why we introduce the function w defined by (1.15) will be explained later. We shall
prove the existence of solution to (1.15) in Lemma 3.1 (see Section 3 below). Theorem 1.1 fol-
lows from the asymptotic formula (1.14) (for the precise statement, see Lemma 2.1 in Section 2
below) and the following theorem.
Theorem 1.2. Let 12 < α  1. If φ+ ∈Aα and ‖φ+‖Aα <  sufficiently small, then there exists a
unique solution u ∈ L∞([0,∞);H 2x (R)) ∩ C([0,∞);H 1x (R)) to (1.1) such that∥∥u(t) − W(t)w(t)∥∥
H 2x
+ ∥∥u(τ) − W(τ)w(τ)∥∥
L6τ (t,∞;H 1,∞x )  Ct
−β, (1.16)
for t  2 and 13 < β < α3 + 16 , where w is given by (1.15).
We explain why we introduce the function w defined by (1.15). Let u be a solution to (1.1). We
assume that u approaches W(t)w as t → ∞. Hence v = u − W(t)w converges to 0 as t → ∞.
We derive the equation which v satisfies.
We define L= i∂t + ∂2x + iμ∂3x . Then
LW(t)w = iW(t)∂tw. (1.17)
Subtracting (1.17) from (1.1), we obtain
Lv =N1 +N2, (1.18)
where N1 is the summation of the nonlinear terms involving (v, v, ∂xv) and
N2 = −1
∣∣W(t)w∣∣2W(t)w − 3 iμ∣∣W(t)w∣∣2W(t)∂xw − iW(t)∂tw.2 2
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insufficiently time decay of N2, we are not able to directly apply the fixed point theorem. To
overcome this difficulty, we choose the function w so that N2 have enough time decay to apply














































Therefore choosing w so that w satisfies (1.15), the worst terms in N2 are canceled each other
and N2 have sufficient decay.
Unfortunately, to justify that N2 is the remainder term, we are not able to directly apply the
method in [12] because of the structure ofN2. To overcome this difficulty, we use the two asymp-










(see Lemma 2.1 in Section 2 below). We explain why we need two asymptotic formulae for W(t)






































=N21 +N22 +N23 +N24
is the remainder term, we apply the asymptotic formula for W(t) to first three terms and for
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N24 are canceled each other. Therefore we see that N2 is the remainder term. For the detail, see
Section 4 below.
Outline of this paper is as follows. In Section 2, we prepare the linear estimates needed for the
proof of Theorem 1.1. Especially, we give the asymptotic formulae for two oscillatory integrals
which is one of the crucial points in this paper. In Section 3, we prove the existence of the
solution to (1.15). In Section 4, we guarantee Theorem 1.1 by using the fixed point theorem. In
Appendix A, we give the estimate for the derivative of the solution to (1.15).
2. Linear estimates
In this section we give the asymptotic formulae for some two oscillatory integrals and state
the Strichartz estimates associated to the free evolution group {W(t)}t∈R.







































243μ2 kt . The integrals (2.1) have no stationary points in the region {(t, x);1 − 3μxt < 0} and
two stationary points in the region {(t, x);1 − 3μx
t
 0}. We denote the two stationary points of
Wk(t) in the region {(t, x);1−3μxt  0} by χ˜k,±, namely, χ˜k,± = t
1/3





To give asymptotic formulae for the above integrals, we introduce additional notations:
χk,± ≡ t−1/3χ˜k,± = 13μ
{

































Lemma 2.1. Let W0(t) and W1(t) be defined by (2.1). Then we have
Wk(t)φ(x) = t− 12 Fk,+(t, x)Ek,+(t, x)φˆ(χk,+)
+ t− 12 Fk,−(t, x)Ek,−(t, x)φˆ(χk,−) + Rk(t, x), (2.5)
where
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for 2 p ∞, 0 < α < 2(1 − 1
p



















it suffices to only show (2.5) with k = 0. We abbreviate W0(t) to W(t). We only consider the
case where μ > 0 since the another case being similar.
(i) Case: 1 − 3μx
t





































)− φˆ(t− 13 χ˜0,−)}dξ
≡ L+(t, x) + L−(t, x) + R+(t, x) + R−(t, x), (2.7)
where q = t1/33μ . We only deal with L+ and R+ since L− and R− are treated in the same fashion.
L+ is rewritten as












ξ + 2μχ˜30,+ − t
1
3 χ˜20,+
= μ(ξ − χ˜0,+)2(ξ + 2χ˜0,+ − 3q).
Changing of the variable of integration






ξ + 2χ˜0,+ − 3q,


















≡ L+,1(t, x) + L+,2(t, x). (2.9)































ξ + χ˜0,+ − 2q
2
√







Combining this with the identity
eiψ˜+(ξ) = ∂ξ {(ξ − χ˜0,+)e
iψ˜+(ξ)}
1 + 3iμ(ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q)
and integration by parts,
L+,2(t, x) = − (ξ − χ˜0,+)e
iψ˜+(ξ)























3μ(ξ − χ˜0,+)2(3ξ + χ˜0,+ − 4q)




















ξ + 3χ˜0,+ − 4q




 C(χ˜0,+ − q)






1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
 C(χ˜0,+ − q)










1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
 C(χ˜0,+ − q)
1 + (χ˜0,+ − q)3 +
C










1 + (ξ − χ˜0,+)3 dξ
 C〈χ˜0,+ − q〉−2. (2.12)
Collecting (2.8)–(2.10) and (2.12), we have






We evaluate R+. Combining the identity
eiψ+(ξ) = ∂ξ {(ξ − χ˜0,+)e
iψ+(ξ)}
1 + i(ξ − χ˜0,+)(3μξ2 − 2t 13 ξ + xt−1/3)
and integration by parts, we obtain








)− φˆ(t− 13 χ˜0,+)}











1 + 3iμ(ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξq











× 3μ(ξ − χ˜0,+)
2(3ξ + χ˜0,+ − 4q)
{1 + 3iμ(ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q)}2 dξ
≡ R+,1(t, x) + R+,2(t, x) + R+,3(t, x). (2.14)
We estimate R+,1. Since
∣∣R+,1(t, x)∣∣ Ct− 13 χ˜0,+ − q1 + (χ˜0,+ − q)3
∣∣φˆ(t− 13 χ˜0,+)∣∣,
we have
∥∥R+,1(t)∥∥L∞x (x< t3μ ) Ct− α3 − 13






for 0 < α < 2, and
∥∥R+,1(t)∥∥L2x(x< t3μ ) C
















Ct− α3 − 16






for 0 < α < 1.
We estimate R+,2. We easily see that




|ξ − χ˜0,+||φˆ′(t− 13 ξ)|













|ξ − χ˜0,+|(ξ − q)α−1





To evaluate the integral in the right-hand side of (2.17), we split the integral region into three
parts. Then
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q
|ξ − χ˜0,+|(ξ − q)α−1
1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
=










|ξ − χ˜0,+|(ξ − q)α−1
1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
 C





(ξ − q)α−1 dξ















3 (3μχ0,+ − 1)
〉α−2 + Ct α+γ−23 (3μχ0,+ − 1)α+γ−2, (2.18)
where γ is any positive number. Therefore
+∞∫
q
|ξ − χ˜0,+|(ξ − q)α−1




3 (3μχ0,+ − 1)
〉α+γ−2
,
where 0 < α < 2 and γ > 0. Using the above inequality,












(χ˜0,+ − q) 12 |ξ − χ˜0,+||φˆ′(t− 13 ξ)|













(χ˜0,+ − q) 12 |ξ − χ˜0,+||φˆ′(t− 13 ξ)|
1 + (ξ − χ˜0,+)2(ξ + χ˜k,+ − 2q) dξ
∥∥∥∥∥
L2 (χ˜0,+>q)χ˜0,+















where 0 < α < 1.
We evaluate R+,3:



















1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ. (2.21)




1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
=











1 + (ξ − χ˜0,+)2(ξ + χ˜0,+ − 2q) dξ
 C




|ξ − χ˜0,+|α−1 dξ















3 (3μχ0,+ − 1)
〉α−2 + Ct α+γ−23 (3μχ0,+ − 1)α+γ−2,
where γ is any positive number. Hence
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q
|ξ − χ˜0,+|α




3 (3μχ0,+ − 1)
〉α+γ−2
, (2.22)
where 0 < α < 2 and γ > 0. Combining similar argument to (2.20) with the inequality (2.22),






for 0 < α < 2, and






for 0 < α < 1. By (2.14)–(2.16), (2.19), (2.20), (2.22)–(2.24), R+(t, x) satisfies (2.6) in the
region {(t, x);1 − 3μx
t
> 0}.
(ii) Case: 1 − 3μx
t
< 0. We review that W(t)φ has no stationary points in this region. Com-
bining the identity
eiψ+(ξ) = ∂ξ {(ξ − q)e
iψ+(ξ)}
1 + i(ξ − q)(3μξ2 − 2t1/3ξ + xt−1/3)
and integration by parts, we have





eiψ+(ξ)(ξ − q)φˆ′(t− 13 ξ)






eiψ+(ξ)(9μξ2 − 6t1/3ξ + xt− 13 + 23μ t2/3)(ξ − q)φˆ(t−
1
3 ξ)
{1 + i(ξ − q)(3μξ2 − 2t1/3ξ + xt−1/3)}2 dξ.
Therefore
∥∥W(t)φ∥∥
L∞x (x> t3μ )
 Ct− α3 − 13
(∥∥|3μξ − 1|−αφˆ(ξ)∥∥
L∞ξ






|ξ − q|α dξ
1 + |ξ − q||3μξ2 − 2t 13 ξ + xt− 13 |
 Ct− α3 − 13
(∥∥|3μξ − 1|−αφˆ(ξ)∥∥
L∞ξ







1 + ξ3 dξ
 Ct− α3 − 13
(∥∥|3μξ − 1|−αφˆ(ξ)∥∥
L∞ξ
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Ct− α3 − 13
(∥∥|3μξ − 1|−αφˆ(ξ)∥∥
L∞ξ




Collecting (2.25) and (2.26), R+(t, x) satisfies (2.6) in the region {(t, x);1 − 3μxt < 0}. 
Next, we state the Strichartz inequality associated to {W(t)}t∈R.
Lemma 2.2. For any pairs (pi, ri), i = 1,2, such that 3pi + 1ri = 12 , 6  pi ∞, 2  ri ∞,






















The proof of Lemma 2.2 follows from similar argument to [13] (see Laurey [14]).
3. Existence of solutions to some final value problem
In this section we prove the existence and uniqueness of the final value problem
⎧⎪⎪⎨
⎪⎪⎩
i∂t z(t, ξ) = 14t
3μξ − 1
|3μξ − 1|












∣∣f (ξ)∣∣2 log t} as t → +∞, (3.1)
where
ξ1 = ξ3 +
2
9μ
, ξ2 = −ξ3 +
4
9μ







We set z˜(t, ξ) = z(t, ξ)H(t, ξ) and H(t, ξ) = exp{ i4 3μξ−1|3μξ−1| |f (ξ)|2 log t}. Then (3.1) is equiva-
lent to the following problem
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
i∂t z˜(t, ξ) = 14t
3μξ − 1
|3μξ − 1|





G(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)z˜(t, ξ1)
2z˜(t, ξ2),
z˜(t, ξ) → f (ξ) as t → +∞.
(3.2)
We prove the existence and uniqueness of solution to (3.2) in the function space
Bα ≡
{
g ∈ S ′(R); ‖g‖Bα =
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 is sufficiently small, then
there exists a unique solution to (3.2) such that z˜ ∈ C([2,∞);Bα) and
∥∥z˜(t) − f ∥∥Bα C3t− 2α3 , (3.3)
and




for any t  2.
Proof. To prove this lemma, we apply the Banach fixed point theorem. We set
Bα ≡
{





























M(g)(t, ξ) ≡ f (ξ) + i
+∞∫
t
F (g)(τ, ξ) dτ.
Firstly, we claim thatM is a map from Bα into itself.
M is rewritten as




F(g)(τ, ξ) − F(f )(τ, ξ)}dτ + i
+∞∫
t
F (f )(τ, ξ) dτ. (3.5)
We integrate by parts for the third term in the right-hand side of (3.5). Combining the identity
G(τ, ξ) = ∂τ {τG(τ, ξ)}
1 − i 8τ243μ2 (3μξ − 1)3
(3.6)
with the integration by parts, we obtain






























G(τ, ξ)(3μξ − 1)3B(τ, ξ)2











G(τ, ξ)B(τ, ξ)H(τ, ξ)H(τ, ξ1)
2H(τ, ξ2)
× f (ξ1)2f (ξ2)




Ij (t, ξ), (3.7)
where B(t, ξ) = (1 − i 8t243μ2 (3μξ − 1)3)−1. Since 〈t (3μξ − 1)3〉−1  Ct−
2α
3 |3μξ − 1|−2α , we
have
‖I1‖Bα  C3. (3.8)
To evaluate I2 we use the inequality∣∣F(g)(τ, ξ) − F(f )(τ, ξ)∣∣
 Cτ−1
{(∣∣g(τ, ξ) − f (ξ)∣∣2 + ∣∣f (ξ)∣∣2)∣∣g(τ, ξ) − f (ξ)∣∣
+ (∣∣g(τ, ξ1) − f (ξ1)∣∣+ ∣∣f (ξ1)∣∣)∣∣f (ξ2)∣∣∣∣g(τ, ξ1) − f (ξ1)∣∣
+ (∣∣g(τ, ξ1) − f (ξ1)∣∣2 + ∣∣f (ξ1)∣∣2)∣∣g(τ, ξ2) − f (ξ2)∣∣}.
Using the above inequality and noting the identities |3μξ1 − 1| = |3μξ2 − 1| = 3|3μξ − 1|, we
obtain ∥∥F(g)(τ ) − F(f )(τ )∥∥Bα Cτ−1(∥∥g(τ) − f ∥∥2Bα + ‖f ‖2Bα )∥∥g(τ) − f ∥∥Bα .
Therefore
‖I2‖Bα  C
(‖g − f ‖2 α + ‖f ‖2 α )‖g − f ‖Bα  C3. (3.9)B B




τ 〈τ(3μξ − 1)3〉  Ct
− 2α3 |3μξ − 1|−2α,
we have














‖I5‖Bα  C5. (3.11)
By (3.5)–(3.11), if  is sufficiently small, then we have that M is a map on Bα . By similar way,
for g1, g2 ∈ Bα we have
∥∥M(g1) −M(g2)∥∥Bα  12‖g1 − g2‖Bα . (3.12)
Hence, the mapM is a contraction on Bα . Therefore the Banach fixed point theorem guarantees
that there uniquely exists v ∈ Bα which is a solution to (3.2). Therefore we obtain the first half
of Lemma 3.1. Concerning the estimate (3.4) we give the proof in Appendix A. 
4. Proof of Theorem 1.1








iμ|u|2∂xu, t, x ∈R,
W(−t)u(t) → w as t → +∞,
(4.1)
where w(t, x) is the function whose Fourier transform satisfies the final value problem
⎧⎪⎪⎨
⎪⎪⎩
i∂t wˆ(t, ξ) = 14t
3μξ − 1
|3μξ − 1|














as t → +∞,
(4.2)
where
ξ1 = ξ + 2 , ξ2 = −ξ + 4 and G(t, ξ) = exp
{
−i 8t 2 (3μξ − 1)3
}
.3 9μ 3 9μ 243μ
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Let v(t, x) = u(t, x) − W(t)w(t, x). Subtracting (4.3) from (1.1), we have
Lv = −1
2
∣∣v + W(t)w∣∣2(v + W(t)w)− 3
2
iμ























− W(t)w|v|2 − 3
2








































W(t)w = t− 12 F0,+E0,+wˆ(χ0,+) + t− 12 F0,−E0,−wˆ(χ0,−) +R0, (4.7)
W(t)∂xw = it− 12 χ0,+F0,+E0,+wˆ(χ0,+) + it− 12 χ0,−F0,−E0,−wˆ(χ0,−) +R1, (4.8)
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By Lemma 3.1 with z˜(t, ξ) = wˆ(t, ξ)H(t, ξ) and f (ξ) = φˆ+(ξ), we see that
‖R0‖H 2x + ‖R1‖H 2x
 Ct− α3 − 16
1∑
j=0























 C3t−α− 16 + Ct− α3 − 16 + C3t− α3 +γ− 16  Ct− α3 +γ− 16 , (4.9)









∣∣t− 12 F0,+E0,+wˆ(χ0,+) + t− 12 F0,−E0,−wˆ(χ0,−) +R0∣∣2




∣∣t− 12 F0,+E0,+wˆ(χ0,+) + t− 12 F0,−E0,−wˆ(χ0,−) +R0∣∣2



















































+ i t− 32 ϕF 0,+E0,+E20,−wˆ(χ0,+)wˆ(χ0,−)2 +R2(t, x), (4.10)4
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∥∥R2(t)∥∥H 2x Ct− α3 +γ− 76 . (4.11)
In the second equality of (4.10) we used the fact that χ0,+ + χ0,− = 23μ .



















∣∣wˆ(χ0,−)∣∣2wˆ(χ0,−) +R3(t, x), (4.12)
where R3 satisfies
∥∥R3(t)∥∥H 2x Ct− α3 +γ− 76 . (4.13)



































































































2 ϕF 0,+E0,+E20,−wˆ(t, χ0,−)2wˆ(t, χ0,+) +R4(t, x), (4.14)
where R4 satisfies
∥∥R4(t)∥∥H 2x Ct− α3 +γ− 76 . (4.15)
Here we used the relation
F1,± =
√
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we have ∥∥R(t)∥∥
H 2x
 Ct− α3 +γ− 76 . (4.16)
To prove Theorem 1.2, we consider the regularized equation associated to (4.1)
Lvν,λ = (1 + λt)−5(Nν,λ +Rν,λ), (4.17)
with
Nν,λ = ρν ∗N
(
ρν ∗ vν,λ, ρ ∗ vν,λ, . . . , ρν ∗ W(t)∂xw
)
,
Rν,λ = ρν ∗R
(
ρν ∗ W(t)w,ρν ∗ W(t)w,ρν ∗ W(t)∂xw
)
,
where N and R are given by (4.5) and (4.6), ρ ∈ C∞0 (R) satisfies ρ  0 and
∫
ρ(x)dx = 1
and ρν(x) = ν−1ρ(x/ν). Thanks to the regularizing factors ρν∗ and (1 + λt)−5, by using the
contraction mapping principle, we easily see that for any 0 < ν < 1 and 0 < λ < 1, there exists a











∥∥∂it ∂jx vν,λ(t)∥∥L2x < +∞.
Again using the regularizing factors, the above solution vν,λ can be extend to [0,∞) without the
smallness assumption on φ+.






























L6τ (t,∞;H 1,∞x )
∥∥v(τ)∥∥2





































)2 + Ct− α3 −β+γ− 16 , (4.18)
where C is independent of λ and ν.
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∥∥v(τ)∥∥





τ (t,∞;H 1,1x ) +




τ (t,∞;H 1,1x ) +
∥∥W(τ)∂xwv2(τ )∥∥L6/5τ (t,∞;H 1,1x ))
+ C(∥∥W(τ)wv∂xv(τ )∥∥L6/5τ (t,∞;H 1,1x ) + ∥∥(W(τ)w)2v(τ)∥∥L1τ (t,∞;H 1x ))
+ C(∥∥W(τ)wW(τ)∂xwv(τ)∥∥L1τ (t,∞;H 1x ) + ∥∥∣∣W(τ)w∣∣2∂xv(τ )∥∥L1τ (t,∞;H 1x ))
+ C∥∥R(τ )∥∥































L1τ (t,∞;H 1x )
 C
∥∥v(τ)∥∥






















































+ Ct− α3 +γ− 16 , (4.19)
where the above constants C do not depend on ν and λ. By (4.18) and (4.19), there exists an 







L6τ (t,∞;H 1,∞x )
)
 2. (4.20)
By combining the above a priori estimate with the standard compactness argument (see e.g.,
[17, Section 3]), there exists a unique solution u ∈ C([T ,∞);L2x(R)) to (4.1) which satisfies
(1.16). By conservation quantities of (1.1), we see u ∈ C(R;L2x(R)). This completes the proof
of Theorem 1.2.
Appendix A
In this appendix under the assumption f ∈Aα and ‖f ‖Aα < , we prove the estimate (3.4).
The proof of (3.4) is similar to Hayashi and Naumkin [12]. We set
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|3μξ − 1| G(t, ξ)B(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)f (ξ1)
2f (ξ2).
Differentiating Eq. (3.7), we obtain
h(t, ξ) = F0(t, ξ) +
+∞∫
t
F1(τ, ξ) dτ +
+∞∫
t
F2(τ, ξ) dτ, (A.1)
where





|3μξ − 1|G(t, ξ)∂ξ
{
















|3μξ − 1| Re
[



















G(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)







G(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)








|3μξ − 1|G(t, ξ)∂ξ
{









|3μξ − 1|G(t, ξ)
× ∂ξ
{









|3μξ − 1|G(t, ξ)
× ∂ξ
{
B(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)
× f (ξ1)2f (ξ2)
(∣∣f (ξ)∣∣2 − 2∣∣f (ξ1)∣∣2 − ∣∣f (ξ2)∣∣2)},













(3μξ − 1)2G(t, ξ)H(t, ξ)H(t, ξ1)2H(t, ξ2)







G(t, ξ)H(t, ξ)H(t, ξ1)
































|3μξ − 1|G(t, ξ)B(t, ξ)H(t, ξ)H(t, ξ1)
2H(t, ξ2)
× f (ξ1)2f (ξ2)
(∣∣f (ξ)∣∣2 − 2∣∣f (ξ1)∣∣2 − ∣∣f (ξ2)∣∣2).
For F0 and F1, we see that












 C3t− 23 α + C2t−δ sup
τ∈(t,∞)
τ δ




where 0 < δ < 23α. For F2 we integrate again by parts via the identity (3.6). Then








 C3t− 2α−13 . (A.3)
By (A.2) and (A.3), we obtain












∥∥∥∥ 〈3μξ − 1〉α+2|3μξ − 1|α−1 k(t, ξ)
∥∥∥∥
L∞ξ
 C3t−δ +  + C3  C.
This completes the proof of (3.4).
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