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ABSTRACT Hydrodynamic properties of small single-stranded RNA homopolymers with three and six nucleotides in free
solution are determined from molecular dynamics simulations in explicit solvent. We ﬁnd that the electrophoretic mobility
increases with increasing RNA length, consistent with experiment. Diffusion coefﬁcients of RNA, corrected for ﬁnite-size effects
and solvent viscosity, agree well with those estimated from experiments and hydrodynamic calculations. The diffusion
coefﬁcients and electrophoretic mobilities satisfy a Nernst-Einstein relation in which the effective charge of RNA is reduced by
the charge of transiently bound counterions. Fluctuations in the counterion atmosphere are shown to enhance the diffusive
spread of RNA molecules drifting along the direction of the external electric ﬁeld. As a consequence, apparent diffusion
coefﬁcients measured by capillary zone electrophoresis can be signiﬁcantly larger than the actual values at certain experimental
conditions.
INTRODUCTION
Gel electrophoresis is widely used to separate large
biological macromolecules (Cantor and Schimmel, 1980).
To separate small nucleic acid molecules, capillary zone
electrophoresis (CZE), with charged molecules moving in
free solution, has proven to be useful (Righetti et al., 2002).
Separation of double-stranded deoxyribonucleic acid (DNA)
by CZE can be achieved for lengths up to ;170 basepairs,
the regime in which the electrophoretic mobility increases
with length before reaching a plateau (Stellwagen and
Stellwagen, 2002). With the high electric ﬁelds generated in
the constriction of a capillary, CZE can thus be applied in
ultrafast bioanalytical techniques (Jacobson et al., 1998;
Plenert and Shear, 2003; Stuart and Sweedler, 2003). CZE
can not only be used to separate charged (bio)polymers, but
also to characterize their hydrodynamic properties—in
particular, the electrophoretic mobility, translational diffu-
sion coefﬁcient, and hydrodynamic radius (Nkodo et al.,
2001; Stellwagen and Stellwagen, 2002; Stellwagen et al.,
2001).
However, there has been some controversy about the
equivalence of diffusion coefﬁcients obtained by CZE and
by nonelectrophoretic measurements (Muthukumar, 1997;
Nkodo et al., 2001; Righetti et al., 2002; Slater et al., 2002;
Stellwagen and Stellwagen, 2002; Stellwagen et al., 2001).
Computer simulations can be useful in testing the basic
principles of CZE and possibly resolving the controversy. In
molecular dynamics (MD) simulations (Allen and Tildesley,
1987), the dynamical properties of single nucleic acids
moving under applied ﬁelds can be studied in molecular
detail, which is only beginning to become possible experi-
mentally (Smith et al., 1999; Volkmuth and Austin, 1992).
With recent advances in MD simulation techniques such as
particle-mesh Ewald summation (Darden et al., 1993; Ess-
mann et al., 1995) for the calculation of electrostatic
interactions (Simonson, 2003), and the continued develop-
ment of nucleic acids force ﬁelds (Cornell et al., 1995;
Foloppe and MacKerell, 2000), it is now possible to perform
stable MD simulations of highly charged nucleic acids
(Cheatham and Kollman, 2000; Cheatham, et al., 1995;
Norberg and Nilsson, 2002). Here we present the results of
all atom MD simulations of small single-stranded ribonu-
cleic acid (ssRNA) molecules at applied electric ﬁelds with
explicit solvent and counterions. We calculate hydrodynamic
properties such as diffusion coefﬁcients and electrophoretic
mobilities for both RNAs and counterions. Calculated
diffusion coefﬁcients are corrected for ﬁnite-size effects
caused by long-ranged hydrodynamic interactions. The role
of counterions on the electrophoretic mobility is carefully
examined. We show in particular that ﬂuctuations in the
number of counterions bound to individual RNA molecules
lead to an increase in the apparent diffusion coefﬁcient in an
electrophoretic measurement.
METHODS AND THEORY
Computer simulations
We performed MD simulations of tri- and hexanucleotide ssRNA
homopolymers of polyadenylic acid (poly A) and polyuridylic acid (poly
U) in explicit water. For the simulations, we used the program NAMD (Kale
et al., 1999) with the AMBER 94 force ﬁeld (Cornell et al., 1995). For water
we used the TIP3P model (Jorgensen et al., 1983). Initial conﬁgurations of
ssRNA were taken from the A-form duplex of poly A and poly U, as
generated by the nucgen command of AMBER 6.0 (Pearlman et al., 1995),
with the C39-endo ribose conformation corresponding to that of stacked
ssRNA (Nowakowski and Tinoco, 1999). Both 39 and 59 ends were capped
by hydroxyl groups, resulting in net charges of 2e and5e for RNAs with
tri- and hexanucleotides, respectively. The RNA molecules were then
solvated with 1738 and 1739 water molecules for hexanucleotide poly A
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(A6) and poly U (U6), respectively, and 695 water molecules for
trinucleotide homopolymers (A3 and U3). The tri- and hexanucleotide
systems were neutralized by two and ﬁve potassium ions (K1), respectively,
for which the potential parameters of A˚qvist (1990) were used.
Cubic simulation cells were used in all simulations. A constant temp-
erature of 300 K and a pressure of 1 bar were maintained with the Berendsen
thermostat (Berendsen et al., 1984) and Langevin piston barostat (Feller
et al., 1995), respectively. The velocity-Verlet algorithm (Allen and
Tildesley, 1987) with a single time step of 2 fs was used in the time
integration. Structures obtained after 1 ns of simulation without electric ﬁeld
were used as starting structures for runs with electric ﬁeld. Each simulation
lasted for 20 ns or longer after an equilibration period of at least 100 ps, as
summarized in Table 1, with a combined total production time of 860 ns.
The size of the simulation cell and the orientational polarization induced by
the electric ﬁeld reached equilibrium values within;10 ps. Bonds involving
hydrogen atoms were constrained with the SHAKE algorithm (Ryckaert
et al., 1977). Long-range electrostatic interactions were treated with the
particle-mesh Ewald method (Darden et al., 1993; Essmann et al., 1995)
under conducting boundary conditions (Allen and Tildesley, 1987). A grid
width of 1 A˚ or less, an Ewald real-space screening coefﬁcient of 0.31 A˚1,
and a real-space cutoff radius of 10 A˚ were used for particle-mesh Ewald
calculations. The same cutoff was used for Lennard-Jones interactions.
Simulations were performed with and without external electric ﬁelds applied
along the z direction. For Ewald summation with conducting boundary
conditions, the total electric ﬁeld (E) is equal to the applied external electric
ﬁeld (E0) (Neumann, 1983; Yeh and Berkowitz, 1999a). Therefore, we used
E0 as the ﬁeld strength E in our analysis. In Appendix A, we test this
explicitly for the hydrated RNA system.
To induce at least nanometer-scale electrophoretic motion on the ns-
simulation timescales, high electric ﬁeld strengths of E0 ¼ 3, 30, 40, and 50
mV/A˚ were used, exceeding those typically used in capillary electrophoresis
experiments by several orders of magnitude (Nkodo et al., 2001; Stellwagen
and Stellwagen, 2002). However, in recent microsecond-electrophoresis
experiments with mm-separation paths, electric ﬁelds in the range of 100 kV/
cm (1 mV/A˚) were reported (Jacobson et al., 1998; Plenert and Shear, 2003),
comparable to the smallest nonzero ﬁeld used in our simulations, 3 mV/A˚.
Diffusion coefﬁcients, hydrodynamic radii, and
electrophoretic mobilities
In simulations without electric ﬁeld, we calculated self-diffusion coefﬁcients
(D) of RNA molecules and K1 ions from the derivative of the mean-square
displacement with respect to time,
D ¼ lim
t!‘
@
@t
hjrðtÞ  rð0Þj2i
6
; (1)
where r(t) is the position of the geometric center of a molecule at time t. D
was estimated from the slope of a straight-line ﬁt in a time window of 1–10
ps.
For the diffusion coefﬁcients of the RNA molecules calculated by MD
simulations, we expect substantial ﬁnite-size effects (Du¨nweg and Kremer,
1993). Hydrodynamic interactions are of long range (;1/r), leading to an
effective coupling among RNA molecules, the solvent, and their periodic
images. The ﬁnite-size effects on the diffusivity can be estimated by Ewald
summation of the Oseen or Rotne-Prager mobility tensors (Beenakker,
1986). With the Oseen tensor summed over all periodic images (Du¨nweg
and Kremer, 1993; Hummer and Yeh, 2003, unpublished), the system-size
dependent apparent diffusion coefﬁcient Dapp(L) is given by
DappðLÞ ¼ D0  kBTjEW
6phL
; (2)
with L the box length, D0 the diffusion coefﬁcient, kB Boltzmann’s constant,
T the absolute temperature, h the solvent viscosity, and jEW  2.837297 the
self-term for a cubic lattice (Placzek et al., 1951). Because this expression
was derived for the hydrodynamic self-interaction of a point perturbation,
deviations from Eq. 2 may be expected for charged polymeric solutes. To
account for deviations from the Oseen point-particle limit, we introduce an
empirical parameter a into Eq. 2,
DappðLÞ ¼ D0  kBTjEW
6phL
a: (3)
We further assume that there are no ﬁnite-size effects for the solvent
viscosity, in accordance with the results of MD simulations of TIP3P water
(Hummer and Yeh, 2003, unpublished). Then, we can estimate D0 from Eq.
3, where the coefﬁcient a is obtained from simulations of one of the RNA
molecules in systems of different size by ﬁtting Dapp(L) to 1/L using Eq. 3.
To correct for the low viscosity of TIP3P water (hTIP3P ¼ 3.13 104 kg
m1 s1 at 298 K, Hummer and Yeh, unpublished; Yeh and Hummer, 2002)
compared to the measured water viscosity (hH2O ¼ 8:913 104 kg m1
s1), we also report scaled diffusion coefﬁcients,
Dh ¼ hTIP3P
hH2O
D0: (4)
In addition, we calculate hydrodynamic radii RH from the Stokes-Einstein
relation,
RH ¼ kBT
6phTIP3PD0
: (5)
From the simulations under electric ﬁeld, we estimate electrophoretic
mobilities of RNA and potassium ions. In the presence of an electric ﬁeld
(oriented along the z axis), the RNA and potassium ions drift in opposite
directions parallel to the ﬁeld. From the slope of the positions z(t) with
respect to time t, we can obtain drift velocities of RNA at different E-values.
In the linear regime, the drift velocity, n, is proportional to the electric ﬁeld,
n ¼ mE; (6)
with the proportionality constant m deﬁning the electrophoretic mobility.
The diffusion coefﬁcient D and the electrophoretic mobility m are related
through the Nernst-Einstein relation,
D ¼ kBT
Qeff
m; (7)
TABLE 1 List of simulation runs
Run RNA E (mV/A˚) Water molecules K1 ions Duration (ns)
1–5 A6 0, 3, 30, 40, 50 1738 5 56.1, 24.2, 20.9, 24,4, 20.9
6–10 U6 0, 3, 30, 40, 50 1739 5 22.5, 23.7, 22.8, 24.4, 21.7
11–15 A3 0, 3, 30, 40, 50 695 2 64.7, 20.9, 20.9, 22.9, 20.9
16–20 U3 0, 3, 30, 40, 50 695 2 61.9, 20.9, 20.9, 22.9, 20.9
21 A6 0 1738 0 21.0
22–26 A3 0 1007, 1367, 1766, 2017, 2364 2 37.5, 26.6, 32.0, 25.6, 28.6
27–29  0 512, 1367, 2364 1 61.0, 38.0, 30.0
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where Qeff deﬁnes an effective charge of the drifting particle. This relation
can be used to determine Qeff from known m and D.
Electrophoretic diffusion with ﬂuctuating
counterion atmosphere
The ionic cloud surrounding the charged RNA molecules is constantly
ﬂuctuating, with bound counterions reducing the effective charge of the
RNA. Such charge ﬂuctuations cause transient changes in RNA mobility
based on the Nernst-Einstein relation, Eq. 7. In the presence of an external
ﬁeld, the trajectories of RNA molecules will thus spread along the ﬁeld
direction not only because of normal diffusion, but also because of ﬂuc-
tuations in the ion cloud that affect the electrophoretic mobility of individual
molecules. As a consequence, the variance in the position z(t) of molecules
that started at z(0)¼ 0 at time t¼ 0 will be larger than what is expected from
regular diffusion, i.e., var[z(t)] $ 2 Dt.
We can quantify this effect in a simple model that incorporates
ﬂuctuations of the effective charge of the polyelectrolyte drifting in the
external electric ﬁeld. In this model, a ﬂuctuating charge of bound
(counter)ions, dq(t), is added to the charge q0 of an RNA molecule,
resulting in an effective charge of q(t) ¼ q0 1 dq(t) at time t. If we assume
that the instantaneous drift velocity n(t) is given by Eqs. 6 and 7, withQeff¼
q(t),
nðtÞ ¼ DqðtÞE
kBT
; (8)
then the position zd(t) at time t because of electrophoretic drift is given by
zdðtÞ ¼
ð t
0
nðt9Þ dt9 ¼ DE
kBT
ð t
0
qðt9Þ dt9: (9)
If we assume further that the charge q(t) relaxes exponentially about an
average charge hqi with a variance s2q ¼ hq2ðtÞi  hqðtÞi2 and a relaxation
time tq, then the variance of zd(t) is given by
var½zdðtÞ ¼
2D2E2s2qt
2
q
ðkBTÞ2
t
tq
1 et=tq  1
 
; (10)
as shown in Appendix B. To obtain the variance in the position z(t) at time t,
we thus add the variance of zd(t) to the normal diffusive spread, 2Dt:
var½zðtÞ ¼ 2Dt1 2D
2
E
2
s
2
qt
2
q
ðkBTÞ2
t
tq
1 et=tq  1
 
: (11)
At long times, t!‘, the apparent diffusion coefﬁcient deduced from the
spread of RNA along the direction of the electric ﬁeld is thus
Dapp ¼ lim
t!‘
@
@t
var½zðtÞ
2
¼ D1 D
2
E
2
s
2
qtq
ðkBTÞ2
: (12)
Note that both s2q and tq may depend on the strength of the electric ﬁeld, as
well as the type, concentration, and size of the polyelectrolyte, counterions,
and excess salt. A related model with two discrete states has been studied in
the context of single-molecule ﬂuorescence experiments (Berezhkovskii
et al., 1999; Geva and Skinner, 1998). Such a discrete model should prove
useful to describe the electrophoretic motion of the counterions, with
ﬂuctuations between polyelectrolyte-bound and free states.
Other ﬂuctuations in the mobility of the charged molecule moving under
the inﬂuence of the external electric ﬁeld may further enhance the diffusive
spread along the ﬁeld direction. We expect an effect similar to that of the
ﬂuctuating ion atmosphere from dynamic changes in the structure of the
drifting polyelectrolyte. Such conformational ﬂuctuations change the fric-
tion coefﬁcient (Pastor and Karplus, 1988) and thus the mobility.
RESULTS AND DISCUSSION
Structural properties of RNA
Base stacking is one of the driving forces for nucleic acid
folding and stability and a key factor in nucleic acid
secondary structure formation (Norberg and Nilsson, 2002).
Our simulations started with fully stacked ssRNA conﬁg-
urations. To probe structural properties of RNA during
simulation runs, we calculated the number of base stackings
between pairs of bases adjacent in the sequence as well as the
radius of gyration for each RNA (Table 2). Two bases are
considered stacked if they have[25 (adenine) or 15 (uracil)
distinct contacts (\5 A˚ distance) between nonhydrogen
atoms. Both hexa- and trinucleotides of poly A with larger
purine bases show enhanced base stacking compared to poly
U of corresponding length with smaller pyrimidine bases.
This is consistent with the results of previous experimental
and simulation studies of base stacking in single-stranded
nucleic acids (Norberg and Nilsson, 2002; Nowakowski and
Tinoco, 1999). The average numbers of stackings between
adjacent bases are lower than the values of 5 and 2 expected
for fully-stacked hexa- and trinucleotide RNAs, respectively.
Note, however, that simulations of 20 to 50 ns are not long
enough to sample the conﬁgurational space of the single-
stranded RNA molecules completely. This is evident in
considerable variations of the stacking numbers in runs of the
same molecule, without a systematic dependence on the
electric ﬁeld (Table 2).
Diffusion coefﬁcients of RNA and potassium ions
Self-diffusion coefﬁcients D of RNA molecules and K1 ions
calculated from the simulations using Eq. 1 are compiled in
Table 3. To correct for ﬁnite-size effects, we calculated
diffusion coefﬁcients D of RNA molecules from MD
simulations of A3 RNA with 695, 1007, 1367, 1766, 2017,
and 2364 water molecules (simulation runs 11 and 22–26 in
Table 1). Fig. 1 shows the resulting diffusion coefﬁcients of
A3 RNA as a function of the reciprocal of the box length,
1/L. Equation 3 provides an excellent ﬁt to the observed
system-size dependence with a correction factor a  0.76,
close to the ideal value of 1. We used Eq. 3 with this a-value
TABLE 2 Structural properties of RNA
A6 U6 A3 U3
RNA NB Rg NB Rg NB Rg NB Rg
E ¼ 0 mV/A˚ 3.0 7.14 1.8 8.53 1.2 5.20 0.7 5.13
3 3.1 7.08 0.6 6.91 1.6 5.26 0.5 5.44
30 3.2 6.80 3.2 7.82 1.8 5.19 0.5 4.97
40 3.3 6.88 0.7 6.55 1.8 5.13 0.9 5.44
50 4.0 7.23 1.9 6.75 1.9 5.22 0.0 5.16
NB, average number of base stackings between pairs of bases adjacent in the
sequence during the initial 20-ns time period. Rg, radius of gyration in units
of A˚.
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to obtain the corrected diffusion coefﬁcients D0 of other
RNA molecules shown in Table 3 along with Dh values
corrected in addition for the solvent viscosity of TIP3P
water. We also performed a MD simulation of A6 in water
without added counterions (simulation run 21 in Table 1).
The diffusion coefﬁcient of A6 estimated from that simu-
lation is (2.866 0.02)3 106 cm2 s1, which is close to the
corresponding diffusion coefﬁcient for A6 with counterions
shown in Table 3.
The corrected diffusion coefﬁcients Dh of RNA from the
MD simulations decrease with the RNA length, without
a signiﬁcant dependence on the RNA sequence. Recently,
Stellwagen and Stellwagen (2002) estimated the diffusion
coefﬁcient of a single-stranded DNA (ssDNA) with 20
nucleotides to be D20 ¼ 1.52 3 106 cm2 s1 at 208C by
capillary electrophoresis. Nkodo et al. (2001) estimated the
diffusion coefﬁcient of ssDNA with 18 nucleotides to be D18
¼ (0.986 0.05)3 106 cm2 s1 at 308C in 7M urea solvent.
Adapting the empirical relationship D } n0.67 established
for diffusion of double-stranded DNA with n basepairs
(Stellwagen et al., 2001), one may attempt to extrapolate
from the measured diffusion coefﬁcients D18 and D20
(Nkodo et al., 2001; Stellwagen and Stellwagen, 2002) to
estimate diffusion coefﬁcients of tri- and hexanucleotide
single-stranded RNA. The resulting diffusion coefﬁcients
extrapolated from the 18-mer and 20-mer values without
correction for the temperature dependence are D3  3.3 and
5.4 3 106 cm2 s1, respectively, and D6  2.1 and 3.4 3
106 cm2 s1. These values compare well with the corrected
diffusion coefﬁcients Dh of tri- and hexanucleotide ssRNA
estimated from the simulations. We also calculated diffusion
coefﬁcients of RNA using the program HYDROPRO (de la
Torre et al., 2000; Fernandes et al., 2002) with the
viscosity of TIP3P water and representative structures from
our MD simulations as input. They are 0.845(60.012),
0.869(60.016), 0.678(60.011), and 0.644(60.012) 3 105
cm2 s1 for A3, U3, A6, and U6, respectively. These values
are in good agreement with the corresponding diffusion
coefﬁcients D0 corrected for ﬁnite-size effects, as listed in
Table 3. The hydrodynamic radii RH calculated from the
Stokes-Einstein relation, Eq. 5, are 7.54, 7.31, 10.20, and
10.26 A˚ for A3, U3, A6, and U6, respectively.
In the presence of an electric ﬁeld, the charged RNA
molecules drift along the ﬁeld. However, in the plane
orthogonal to the ﬁeld, the motion should be diffusive.
Therefore, we also estimated diffusion coefﬁcients from x
and y components of the mean-square displacement of RNA
from RNA/water simulations with electric ﬁelds along the
z direction, adapting Eq. 1 for two-dimensional diffusion.
Diffusion coefﬁcients calculated by this method from the
data with the electric ﬁeld are in close agreement with zero
ﬁeld values of Table 3. No systematic correlation between
the resulting diffusion coefﬁcients D for motion normal to
the ﬁeld and the ﬁeld strength is observed. This implies that
the RNA diffusion normal to the ﬁeld is largely independent
of E even at electric ﬁelds as high as ;50 mV/A˚, which is
consistent with a recent experimental observation at electric
ﬁelds E several orders of magnitude smaller (Nkodo et al.,
2001).
Table 3 also lists diffusion coefﬁcients of K1 ions. We
observe only small differences between the K1 diffusion
coefﬁcients in simulations with different RNA molecules. A
reduction in the diffusion coefﬁcients of K1 in the systems
with smaller RNAs may be caused by the relatively smaller
system size (Du¨nweg and Kremer, 1993). To correct for the
system-size dependence, and the binding of K1 ions to
RNA, we performed additional MD simulations of a single
K1 ion in solution with 512, 1367, and 2364 water
molecules (simulation runs 27–29 in Table 1). The resulting
apparent diffusion coefﬁcients can again be ﬁtted nicely to
the 1/L dependence of Eq. 3, as shown in the inset of Fig. 1.
From this ﬁt, we obtain a ﬁnite-size corrected diffusion
coefﬁcient D0 ¼ 4.0 3 105 cm2 s1 for a K1 ion,
a viscosity-corrected diffusion coefﬁcient of Dh ¼ 1.38 3
105 cm2 s1, and a correction factor of a ¼ 0.88. The
FIGURE 1 Diffusion coefﬁcients Dapp(L) of A3 RNA as a function of the
inverse box length, 1/L (circles). The solid line was obtained by ﬁtting Eq. 3
to the calculated diffusion coefﬁcients. The inset shows the corresponding
plot for a single K1 ion in water. Error bars (mean 61 standard deviation)
were estimated from block averages.
TABLE 3 Calculated diffusion coefﬁcients in
units of 1025 cm2 s21
A6 U6 A3 U3
RNA
Dapp(L) 0.291 (0.003) 0.287 (0.006) 0.395 (0.006) 0.423 (0.005)
D0 0.695 (0.017) 0.691 (0.017) 0.940 (0.018) 0.970 (0.023)
Dh 0.242 (0.006) 0.240 (0.006) 0.327 (0.006) 0.337 (0.008)
K1
Dapp(L) 3.14 (0.03) 3.21 (0.02) 3.04 (0.02) 3.07 (0.03)
Results are listed for uncorrected diffusion coefﬁcients, Dapp(L); diffusion
coefﬁcients corrected for ﬁnite-size effects, D0; and diffusion coefﬁcients
corrected in addition for the low viscosity of TIP3P water, Dh. The
diffusion coefﬁcients are averages of particle trajectories in the same run
(K1 ions with hexanucleotide RNAs), trajectories divided into blocks of
equal length (RNA molecules) or combinations of both (K1 ions with
trinucleotide RNAs). Estimated statistical errors are shown in parentheses
(mean 61 standard deviation).
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experimental value of the diffusion coefﬁcient of K1 at 258C
is 1.96 3 105 cm2 s1 (Atkins, 1990).
Electrophoretic mobility of RNA and
potassium ions
Fig. 2 shows the average drift velocity as a function of the
applied electric ﬁeld. The drift velocity grows linearly with
the electric ﬁeld even at ﬁelds as high as 50 mV/A˚. Values of
the mobility m calculated from the slope of lines in Fig. 2
according to Eq. 6 are 2.91, 2.96, 4.86, and 5.243 104 cm2
V1 s1 for A3, U3, A6, and U6, respectively. Based on the
Nernst-Einstein relation, Eq. 7, one can assume that the
mobility has the same ﬁnite-size and solvent-viscosity
dependence as the diffusion coefﬁcient. With that assump-
tion, we obtain corrected mobility values of 2.41, 2.36, 4.04,
and 4.38 3 104 cm2 V1 s1 for A3, U3, A6, and U6,
respectively. For short single-stranded polythymine DNA at
low excess-salt concentration (0.001 mol l1), Hoagland
et al. (1999) measured mobilities of comparable magnitude,
;4 and 5 3 104 cm2 V1 s1, for tri- and hexanucleotide
DNA. The molecular charge appears to be the dominant
factor for the mobility of the small RNA molecules because
the larger hexanucleotide RNAs, A6 and U6, with ﬁve net-
negative charges, display larger values of m than the smaller
trinucleotide RNAs, A3 and U3, with two net-negative
charges. This is consistent with the experimental ﬁnding that
the mobility of DNA increases with an increasing number of
basepairs until it becomes constant at ;170 basepairs
(Stellwagen and Stellwagen, 2002). The faster drift of U6
compared to A6 at E ¼ 40 and 50 mV/A˚ despite a smaller
diffusion coefﬁcient at zero ﬁeld can be understood from
differences in the structures of RNA in these simulation runs.
We found that RNA molecules with larger radii of gyration
diffuse more slowly, with D determined from the x and y
displacements normal to the ﬁeld. This is expected from the
Stokes-Einstein relation, Eq. 5, and provides an explanation
for the faster drift of U6 with a smaller radius of gyration Rg
compared to A6 at E ¼ 40 and 50 mV/A˚. We also estimated
the mobility of K1 ions in solution with RNA, and obtained
values of 1.1 3 103 cm2 V1 s1 independent of the RNA
type.
Coupling of electrophoretic drift of RNA to
counterion binding
Although the RNA and K1 ions on average drift electro-
phoretically along the ﬁeld direction z, they also spread
diffusively about the average drift position. If ﬂuctuations
about the average stem entirely from uncorrelated thermal
random motion, the distributions of z displacements at
a given time interval should be symmetric and Gaussian.
Then we could estimate D by measuring the variance of z
displacements at a ﬁxed time interval. This forms the basis of
D measurements by capillary electrophoresis (Nkodo et al.,
2001; Stellwagen and Stellwagen, 2002). However, as
discussed in Methods and Theory, ﬂuctuations in the ionic
atmosphere surrounding the drifting RNA molecules are
expected to increase the apparent diffusion coefﬁcients of
RNA molecules for motion along the direction of the electric
ﬁeld. This is indeed what we ﬁnd in the simulations. Fig. 3
shows var[z(t)] for the A6 RNA at a ﬁeld of E ¼ 50 mV/A˚.
Equation 11 is found to provide an excellent description of
the data, with a standard deviation of the ﬂuctuating
counterion charge bound to the RNA of sq ¼ 0.57 e and
a corresponding relaxation time of tq ¼ 72 ps. These ﬁtted
values agree well with the rough estimates obtained directly
from the simulations under the assumption that only ions in
the ﬁrst solvation shell affect the RNA mobility, sq ¼ 0.51 e
and tq¼ 53 ps, where tq was estimated from the exponential
decay at long times in the autocorrelation function of the
number of bound counterions. We conclude from this that
diffusion coefﬁcients obtained from the spread of charged
polymers along the ﬁeld direction should be corrected for the
effect of ﬂuctuations in the counterion charge. We expect
FIGURE 2 Drift velocity of RNA as a function of the electric ﬁeld E.
Solid, dotted, dashed, and dot-dashed lines are the results of linear ﬁts of Eq.
6 for A6, U6, A3, and U3, respectively.
FIGURE 3 Variance of displacements z(t) along the direction of the
electric ﬁeld (E ¼ 50 mV/A˚) for A6 RNA as a function of time t (solid line).
Circles represent the results of ﬁtting Eq. 11. Also shown are the variance of
the displacement z(t) of A6 without electric ﬁeld (dotted line), and variances
of A6 in directions x and y normal to the electric ﬁeld with dashed and dot-
dashed lines, respectively. Differences between the variances in x(t) and y(t)
at ﬁnite electric ﬁeld and z(t) at zero ﬁeld are within the statistical
uncertainties. The inset shows a magniﬁed view of the initial nonlinear
diffusive spread.
Diffusion and Electrophoresis of RNA 685
Biophysical Journal 86(2) 681–689
this effect to be small at low electric ﬁelds (E2 term in Eq.
11), such as the ;100 V/cm (103 mV/A˚) ﬁelds in the
measurements of Stellwagen et al. (2001), and at high ion
concentrations. In fact, var[z(t)] calculated at E ¼ 3 mV/A˚ is
close to that calculated from the data at zero ﬁeld. However,
quantitative predictions would require a detailed analysis of
the dependence of sq
2 and tq on the electric ﬁeld, ion type and
concentration, and polyelectrolyte type and length, which is
beyond the scope of the present work.
To further test the counterion binding model of RNA
diffusion, we estimated instantaneous drift velocities from
linear ﬁts to 100-ps time intervals of z(t), as illustrated in the
inset of Fig. 4. We correlate the drift velocity of A6 to the
number of counterions bound to A6 during the 100-ps
intervals. Ions are classiﬁed as bound to RNA if they are
closer than 3.4 A˚ to any atom of the RNA molecule. That
distance corresponds to the ﬁrst minimum in the distribution
of the closest distance between an ion and any atom in the
RNA. The second minimum occurs at 5.9 A˚. In Fig. 5, we
plot the average drift velocity of A6 with respect to the
average number of bound counterions (NK1 ) during the 100-
ps time interval as well as probability distributions of NK1 .
We ﬁnd that RNA molecules with larger numbers NK1 of
neutralizing counterions bound to them drift more slowly
than those with smaller numbers. In the limit of zero
counterions bound to the RNA (NK1 ¼ 0), we recover the
drift velocity predicted from the Nernst-Einstein relation in
Eq. 8, n ¼ DjQjE/kBT, for a hexanucleotide RNA with full
charge, Q ¼ 5e. Moreover, if we simply correct for the
potassium charge contained in the ﬁrst shell and use a
modiﬁed Nernst-Einstein relation,
n ¼ DjQ1 eNK1 jE
kBT
; (13)
where D is the diffusion coefﬁcient of RNA in the absence of
electric ﬁelds, we obtain good agreement with the observed
drift velocities n as a function of the number of bound ions
NK1 (Fig. 5 a).
Fluctuations in the counterion binding also affect the
diffusion of K1 ions. We calculated the distribution of K1
displacements in the ﬁeld direction (z) at a ﬁxed 100-ps time
interval. The peak positions in the probability distributions of
z displacements of K1 ions in the A6/K
1/water mixture at
applied electric ﬁelds agree well with the positions expected
from free ionic drift, as indicated by arrows in Fig. 6.
However, the probability distributions are asymmetric and
non-Gaussian and do not follow those of random thermal
ﬂuctuations. At E¼ 40 mV/A˚, we even see a small peak near
z ¼ 17.9 A˚ which corresponds to the approximate average
displacement of A6 with one counterion bound at that ﬁeld.
This indicates that there are K1 counterions transiently
bound to RNA and moving with it against the ﬁeld, which
affects the coupled motion of RNA and K1 under the
inﬂuence of electric ﬁelds. Such transient trapping of
counterions near a charged polymer forms the basis of the
theory of ionic self-diffusion in a polyelectrolyte solution
developed by Lifson and Jackson (1962).
Table 4 lists the average number of counterions within 3.4
A˚ and 5.9 A˚ obtained from the MD simulations. We also
estimated effective RNA charges Qeff from the Nernst-
Einstein relation, Eq. 7, as 4.31, 4.72, 1.90, and 1.81
e for A6, U6, A3, and U3, respectively. These Qeff values are
FIGURE 4 Position z(t) of the geometric center of A6 as a function of time
along the direction of the electric ﬁeld (E ¼ 50 mV/A˚). The inset is
a magniﬁed view of z(t) during a 300-ps time interval. The three straight
lines in the inset are the best linear ﬁts for three consecutive 100-ps blocks,
with slopes of 18.37, 29.15, and 19.96 m s1, respectively. The average
number of ions bound to the RNA during those 100-ps time intervals are
0.50, 0.03, and 0.14, respectively.
FIGURE 5 (a) Average drift velocity of A6 plotted as a function of the
average number of bound counterions NK1, calculated for 100-ps time
intervals. Circles, squares, and diamonds represent the results at E ¼ 50, 40,
and 30 mV/A˚, respectively. Solid, dotted, and dashed lines represent the drift
velocities predicted by the modiﬁed Nernst-Einstein formula, Eq. 13, for
E ¼ 50, 40, and 30 mV/A˚, respectively, calculated with the diffusion
coefﬁcient of A6 RNA in the MD simulation without counterions, D ¼ 2.86
3 106 cm2 s1. (b) Probability distributions of the average number of
bound counterions during 100-ps time intervals.
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similar to the charges obtained by adding the average charge
of bound counterions (Table 4) to the RNA charges.
CONCLUSIONS
We have calculated diffusion coefﬁcients and electrophoretic
mobilities of small RNA molecules with three and six
nucleotides in free solution using MD simulations. We have
found that the electrophoretic mobility increases with
increasing RNA length, which is consistent with the
experimental results. Differences in transport properties
among RNAs with the same number of nucleotides but
different base sequences are small. Calculated diffusion
coefﬁcients of RNA corrected for ﬁnite-size effects and the
low viscosity of TIP3P water agree well with those estimated
from experiments and hydrodynamic calculations. Diffusion
coefﬁcients and electrophoretic mobilities are found to be
related through the Nernst-Einstein formula if we use
reduced effective charges of RNA that correct for counterion
binding. A consequence of this is that variations in the
electrophoretic mobility of single molecules caused by
ﬂuctuations in their counterion atmosphere can lead to an
enhanced diffusive spread along the direction of the electric
ﬁeld. Therefore, apparent diffusion coefﬁcients measured
by capillary zone electrophoresis at certain conditions, in
particular high electric ﬁelds, can be larger than the actual
values.
APPENDIX A: ELECTRIC FIELD IN WATER AND
RNA SYSTEMS
The average dipolar angle of water with respect to the direction of an
external ﬁeld is a unique function of the strength E of the electric ﬁeld (Yeh
and Berkowitz, 1999a,b). For bulk TIP3P water, we obtained the
relationship between the dipolar angle of water and the electric ﬁeld E by
MD simulations. Fig. 7 compares the average dipolar angles of water
molecules at least 20 A˚ away from the geometric center of RNA with those
from simulations of pure water. This comparison indicates that the electric
ﬁeld E in the RNA systems is indeed close to the applied external electric
ﬁeld E0. Slight deviations are expected for an inhomogeneous system under
conducting boundary conditions where only the average electric ﬁeld in the
simulation box is E0.
APPENDIX B: FLUCTUATING CHARGE MODEL
OF POLYELECTROLYTE DIFFUSION
To calculate the diffusive spread of charged polymers caused by
ﬂuctuations in the ion atmosphere, we assume that the effective charge
q(t) of the polymer ﬂuctuates about a mean hqi with a variance
s2q ¼ hq2ðtÞi  hqðtÞi2 ¼ hDq2ðtÞi and a correlation function hDq(t)
FIGURE 6 Probability distributions of displacements z(t) of K1 ions
during time intervals of t ¼ 100 ps in the A6/K1/water solution at 0, 3, 30,
40, and 50 mV/A˚ shown as lines with circles, squares, diamonds, solid
triangles, and crosses, respectively. Vertical arrows indicate the positions
expected from free ionic drift at ﬁelds of 30, 40, and 50mV/A˚ with a mobility
of DK
1e/kBT, where DK
1 ¼ 3.5153 105 cm2 s1 is the diffusion coefﬁcient
of a free K1 ion estimated from the inset in Fig. 1 for the system size of the
A6 simulation. The horizontal arrow indicates the expected average drift
position of a K1 ion bound to A6 RNA, 4e DRNA Et/kBT, at
E ¼ 40 mV/A˚, where DRNA is the diffusion coefﬁcient Dapp(L) of A6 listed
in Table 3.
TABLE 4 Average numbers of counterions within a ﬁxed
distance from RNA
A6 U6 A3 U3
RNA Distance (A˚) 3.4 5.9 3.4 5.9 3.4 5.9 3.4 5.9
E ¼ 0 mV/A˚ 0.20 1.05 0.23 1.06 0.07 0.46 0.08 0.46
3 0.15 0.89 0.19 0.96 0.09 0.49 0.09 0.50
30 0.29 1.11 0.21 0.96 0.08 0.46 0.10 0.48
40 0.49 1.18 0.40 1.12 0.12 0.51 0.12 0.53
50 0.28 1.05 0.23 0.98 0.10 0.48 0.14 0.49
FIGURE 7 (a) Cosine of the angle between water dipoles and the ﬁeld
direction as a function of the electric ﬁeld E. Open circles connected with
a dotted line represent results obtained from simulations of bulk TIP3P
water. Open squares at 0, 3, 30, 40, and 50 mV/A˚ show the results calculated
from water molecules at least 20 A˚ away from the RNA center in A6/water
simulations at corresponding electric ﬁeld strengths E0. (b) Polarization (P)
of bulk TIP3P water as a function of the electric ﬁeld E (open circles
connected with dotted line). The solid line is the linear-response result
(Neumann, 1983), P ¼ (e  1) e0 E, for a dielectric constant of e ¼ 94 that
was obtained from a linear ﬁt at small electric ﬁelds (inset), where e0 is the
vacuum permittivity. The nonlinearity between P and E becomes pro-
nounced at electric ﬁelds above E ; 7 mV/A˚, resulting in an apparent
decrease of e (Yeh and Berkowitz, 1999a).
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Dq(0)i with Dq(t) ¼ q(t)  hqi. Then, the mean and variance of the time-
integrated charge are given byð t
0
qðt9Þ dt9
 
¼ hqit (B1)
var
ð t
0
qðt9Þ dt9
 
¼ 2
ð t
0
ðt  t9ÞhDqðt9ÞDqð0Þi dt9: (B2)
For an exponentially relaxing charge, hDqðtÞDqð0Þi ¼ s2q expðt=tqÞ; with
relaxation time tq, the integral of the variance can be calculated analytically.
In combination with Eq. 9, we then obtain zd(t) ¼ mE t with the mobility
corresponding to the Nernst-Einstein relation Eq. 7, m ¼ Dhqi/kBT. The
variance of the drift position zd(t) because of the ﬂuctuating charge of the
polymer is given by Eq. 10. For Brownian dynamics of the charge on
a harmonic free energy surface, the exponential relaxation is exact, and the
distribution of the drift distances zd(t) is exactly Gaussian—as can be shown,
e.g., by using Anderson’s formalism for the line shape (Anderson, 1954).
The authors thank Dr. Attila Szabo for many helpful discussions. This study
utilized the Biowulf PC/Linux cluster at the National Institutes of Health,
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