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Abstract
A down–up algebra A= A(α,β,γ ), as defined in a 1998 paper by Benkart and Roby [J. Algebra
209 (1998) 305–344; 213 (1999) 378 (Addendum)], is a unital associative algebra over a field K with
two generators d and u and defining relations
d2u= αdud + βud2 + γ d,
du2 = αudu+ βu2d + γ u,
where α, β, γ are fixed scalars in K.
This paper investigates the modules of down–up algebras over fields of characteristic p > 0. We
start with the Verma modules and consider their weight spaces relative to h = Kdu ⊕ Kud . We
calculate exactly when a Verma module will break up into a finite number of infinite-dimensional
weight spaces and when it splits into an infinite number of one-dimensional spaces. Using that
result we then find all the finite-dimensional irreducible quotients of the Verma modules. Under the
additional assumption that K is algebraically closed we determine all finite-dimensional irreducible
modules for A, describing the actions of A on those modules and computing their dimension.
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Down–up algebras were defined in a 1998 paper by Benkart and Roby [1] in order to
extend results of Stanley [7] and Terwilliger [8].
Definition 1. Let K be a field and α, β , γ ∈ K be fixed arbitrary parameters. Then the
down–up algebra A= A(α,β, γ ) is the unital associative K-algebra with generators d , u
and relations,
d2u= αdud + βud2 + γ d, (1)
du2 = αudu+ βu2d + γ u. (2)
Benkart and Roby used the complex numbers for their field, but in this paper we are
interested in considering the cases when K is a field of characteristic p > 0.
One example of a down–up algebra will suggest the general direction much of this paper
will take. If the characteristic of the field K is not 2, then the down–up algebra A(2,−1,2)
is isomorphic to the universal enveloping algebra U(sl2) of the Lie algebra sl2 consisting
of traceless 2× 2 matrices. The study of modules and weight spaces for down–up algebras
will be very similar to the study of modules for U(sl2).
To classify the properties of different down–up algebras, it is useful to introduce two
different parameters. We define r and s to be the two roots of x2−αx−β = 0, so r+ s = α
and rs = −β . For this paper we will assume that r and s are actually elements of the
field K. Without loss of generality we can assume that if exactly one of the two roots is 0,
then r = 0, and if exactly one root equals 1 then s = 1. In addition if exactly one root is
a root of unity, we will assume that s is that root. This allows us to break the set of all
down–up algebras into four distinct classes
(i) α2 + 4β = 0 and α + β = 1. Here r = s and s is not 1.
(ii) α + β = 1 but β = −1. In this case r =−β and s = 1.
(iii) α2 + 4β = 0, but α = 2. Here r = s = α/2 = 1 if the characteristic of the ground field
is not 2. In characteristic 2, r = s and r2 = β .
(iv) α = 2, β =−1. Here r = s = 1.
In addition Kirkman, Musson, and Passman showed in [6] that a down–up algebra is
Noetherian if and only if β = 0. (Or equivalently if and only if r = 0.)
It can easily be shown that for any γ = 0 we have that A(α,β, γ ) ∼= A(α,β,1), but
A(α,β,1)  A(α,β,0). Therefore each of the previous cases with split into two further
subcases γ = 0 and γ = 0. In general these two subcases will produce different results,
with γ = 0 producing more complicated results.
An important result of Benkart and Roby was to find the existence of a Poincaré–
Birkhoff–Witt basis.
Theorem 1.1 [1, Theorem 3.1]. Assume A = A(α,β, γ ) is a down–up algebra. Then
A= {ui(du)jdk | i, j, k  0} is a basis of A.
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Given the similarity to enveloping algebras of certain Lie algebras, it makes sense to
consider the concept of weight modules for down–up algebras. Thus we make the following
definition.
Definition 2. An A-module M is said to be a highest weight module if there exists a vector
m0 ∈M such that d ·m0 = 0, du ·m0 = λm0 for some λ ∈K, and M =A ·m0.
We can take this idea one step further by defining, as in [1], an infinite-dimensional
highest weight module V (λ) for each λ ∈ K with basis {v0, v1, . . .} by setting λ−1 = 0,
λ0 = λ and using the following module actions
u · vi = vi+1, i  0,
d · vi =
{
λi−1vi−1, i  1,
0, i = 0,
subject to the recurrence relation
λi = (r + s)λi−1 − rsλi−2 + γ. (3)
These modules have the same universal property that Verma modules for finite-
dimensional complex semisimple Lie algebras have, namely
Lemma 1.2 [1, Proposition 2.8]. If M is a highest weight A-module of weight λ, then M
is a homomorphic image of V (λ).
It is easily shown that the elements du and ud of A will always commute, and we use
this fact to define weight modules in general. Let h=Kdu⊕Kud , then an A-moduleM is
a weight module if it has a decomposition M =∑ν∈h∗ Mν where Mν = {m ∈M | h ·m=
ν(h)m for all h ∈ h}. We refer to ν as a weight and Mν as a weight space. Since ν(du)= ν′
and ν(ud)= ν′′ are both scalars, it is convenient to label ν by the pair (ν′, ν′′). In particular
each basis vector vi of V (λ) is a weight vector with weight (λi , λi−1). We will sometimes
refer to this weight by the notation Λi .
An important property of weight vectors is that once we have one weight vector we can
find more such vectors.
Lemma 1.3 [1, Proposition 4.1]. Suppose M is an A-module and m ∈M is a vector of
weight ν = (ν′, ν′′).
(1) Then u · m is a vector of weight µ = (µ′,µ′′) for µ′ = (r + s)ν′ − rsν′′ + γ and
µ′′ = ν′.
(2) If r = 0, then d · m is a vector of weight δ = (δ′, δ′′) where δ′ = ν′′ and δ′′ =
−r−1s−1ν′ + (r−1 + s−1)ν′′ + r−1s−1γ .
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r = 0 implies that s = 0 as well.
In addition to the highest weight modules, Benkart and Roby showed [1, Proposi-
tion 2.30] that there exists a universal lowest weight module W(κ) for A with basis
{w0,w1, . . .} and action
u ·wi =
{
κi−1wi−1, if i  1,
0, if i = 0,
d ·wi =wi+1.
As before, we set κ−1 = 0 and κ0 = κ . If r = 0, we have
κi =
(
r−1 + s−1)κi−1 − r−1s−1κi−2 + r−1s−1γ, i  1. (4)
If r = 0 but s = 0 it is still possible to create a module with a lowest weight structure, but
the choice of κ is fixed in that case to κ =−γ s−1, so
κn =−s−1γ
(
1− s−(n+1)
1− s−1
)
. (5)
Finally when r = s = 0, then if γ = 0, a lowest weight structure can be constructed by
letting κn = 0 for all n. If γ = 0, then the only possible lowest weight module is the one-
dimensional module Kw0 with d ·w0 = 0= u ·w0.
1.2. Previously known results
We now mention some results from the study of the center of down–up algebras which
will prove useful here. Zhao found the following generalization of the two algebra relations
(1) and (2)
Lemma 1.4 [9, Lemma 2.4]. For all i  0, there exist ai , bi , ci in K with di+1u =
(aidu+ biud + ci)di , dui+1 = ui(aidu+ biud + ci).
(1) If r = s, then
ai = s
i+1 − ri+1
s − r , bi =
−rs(si − ri )
s − r , ci = γ
i−1∑
j=0
aj . (6)
(2) If r = s, then
ai = (i + 1)ri, bi =−iri+1, ci = γ
i−1∑
j=0
aj . (7)
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for the ci .
Lemma 1.5 [4, Lemma 3.2]. The following are closed form expressions for ci .
(1) If r = s and neither equals 1,
ci =
(
s − r + rsi+1 − sri+1 + ri+1 − si+1
(s − r)(1− s)(1− r)
)
γ =
(
1− ai − bi
(1− r)(1− s)
)
γ. (8)
(2) If r = 1, s = 1,
ci =
(
i − (i + 1)r + ri+1
(1− r)2
)
γ =
(
i + bi
(1− r)
)
γ. (9)
(3) If r = s = 1 then,
ci =
(
1− (i + 1)ri + iri+1
(1− r)2
)
γ =
(
1− ai − bi
(1− r)2
)
γ. (10)
(4) When r = s = 1 and the characteristic of the field is not 2 then,
ci =
(
i(i + 1)
2
)
γ. (11)
We also note a couple basic properties of these coefficients. It is obvious by inspection
that bi =−rsai−1 which implies that if ai−1 = 0 then bi = 0, and if r = 0, the reverse also
applies. In addition, when s = 1 the coefficients satisfy a simple relationship.
Lemma 1.6. If s = 1, ai + bi = 1 for all i  0.
Note that this is a generalization of the idea that s = 1 if and only if α + β = 1. The
proof is simply a quick application of the definitions of ai and bi and is left to the reader.
We shall make use of a lemma which was used to examine central elements of down–up
algebras in [4], but which will be of use in considering the modules as well.
Lemma 1.7 [4, Lemma 3.3]. dn and un are central iff any of the following conditions hold.
(1) If r = s and neither r nor s equals 1, then rn = sn = 1.
(2) If r = 1 and s = 1, then r is a primitive root of unity of order l and n is a multiple of
lp if γ = 0 or a multiple of l if γ = 0.
(3) If r = s = 1, then r is a primitive root of unity of order l and n is a multiple of lp.
(4) If r = s = 1 and the characteristic of K is not 2, then n is a multiple of p.
These elements are central exactly when an−1 = cn−1 = 0 and bn−1 = 1, and these
conditions will be relevant when considering weight spaces.
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We now consider the Verma modules as defined in Section 1.1. We investigate when two
basis vectors in the Verma module V (λ) have the same weight with respect to Kdu⊕Kud ,
or in other words, we study when λl = λk and λl−1 = λk−1 for l > k. This question was
answered by Benkart and Roby [1] for down–up algebras over the complex numbers. From
the recurrence relation for λi , it is clear that if this condition holds, then λk+j = λl+j for
all j  0 and so all the weight spaces of V (λ) must be either 1-dimensional or infinite-
dimensional.
2.1. Infinite-dimensional weight spaces
In computing when there are repeated weights in the Verma module, it is helpful to
know when the first repetition occurs.
Lemma 2.1. Unless s = 0, if k  2, λl = λk , and λl−1 = λk−1, then λl−2 = λk−2. If r = 0
and k = 1, then λl−2 = 0.
Proof. For k  2 we use the recurrence relation (3) which says that
λl = (r + s)λl−1 − rsλl−2 + γ, λk = (r + s)λk−1 − rsλk−2 + γ.
If k = 1 we set λ−1 = 0 and the same equations hold. Since λl = λk and λl−1 = λk−1 these
equations simplify to
(r + s)λl−1 − rsλl−2 + γ = (r + s)λk−1 − rsλk−2 + γ,
rsλl−2 = rsλk−2.
Therefore if r = 0 we must have λl−2 = λk−2 and if k = 1 then λl−2 = 0. If r = 0 then we
use the recurrence relations for λl−1 and λk−1:
λl−1 = sλl−2 + γ, λk−1 = sλk−2 + γ, sλl−2 + γ = sλk−2 + γ.
Since we are assuming s = 0 this implies λl−2 = λk−2. ✷
This lemma says that if r = 0 then either all the weight spaces of the Verma module
are 1-dimensional or all are infinite-dimensional. When r = 0, s = 0, if there is an infinite-
dimensional weight space then all weight spaces are infinite-dimensional with the possible
exception of the one corresponding to Λ0 = (λ,0). Finally if r = s = 0 then there are two
one-dimensional weight spaces associated to the weights Λ0 = (λ,0) and Λ1 = (γ,λ), and
the weight space of Λ2 = (γ, γ ) is infinite-dimensional. (The exception is if λ = γ then
Λ1 =Λ2.)
We now wish to consider when it is possible for a Verma module to have an infinite-
dimensional weight space. To do so we use a much simpler expression for λn. This form
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so a proof is included.
Lemma 2.2. We can rewrite λn as λn = anλ + cn where an and cn are as given in
Lemma 1.4.
Proof. We apply the second relation from Lemma 1.4 to v0. From the left-hand side of the
relation we get
dun+1 · v0 = (du)
(
un · v0
)= du · vn = λnvn.
Applying the right-hand side yields
un(andu+ bnud + cn) · v0 = un(anλ+ cn)v0 = (anλ+ cn)vn.
Therefore if we combine these equations we have
λnvn = (anλ+ cn)vn
which proves the result. ✷
We can now find the conditions for the Verma module V (λ) to have repeated weights.
Theorem 2.3. If the ground field for the algebra A(r+ s,−rs, γ ) is of characteristic p for
p > 0, and if λl = λk and λl−1 = λk−1 for some l > k then one of the following applies.
(1) If r = s and s = 1 then either
(a) rl−k = 1= sl−k and
λn =
(
sn+1 − rn+1
s − r
)
λ+
(
s − r + rsn+1 − srn+1 + rn+1 − sn+1
(s − r)(1− s)(1− r)
)
γ,
(b) r = 0, sl−k = 1, and λn = snλ+ ( 1−sn1−s )γ ,
(c) γ = 0, sl−k = 1, and rl−k = 1, with λn = (1−sn+1)γ(1−r)(1−s) ,
(d) γ = 0, r = 0 and λn = (1− s)−1γ for all n, or
(e) γ = 0 and λn = 0 for all n.
(2) If s = 1 but r = 1, then either
(a) γ = 0, r = 0, l ≡ kmodp, rl−k = 1 and
λn =
(
1− rn+1
1− r
)
λ+ γ
(1− r)2
(
rn+1 + n− (n+ 1)r),
(b) γ = 0, rl−k = 1 and
λn = λ1− r
(
1− rn+1),
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(d) γ = 0, r = 0 and λn = λ = 0 for all n,
(e) γ = 0, r = 0, l ≡ kmodp, and λn = (n+1)γ1−r for all n, or(f) γ = 0 and λn = 0 for all n.
(3) If r = s, with r = 0,1, then
(a) l ≡ kmodp, rl−k = 1 and
λn = (n+ 1)rnλ+
(
n(rn+1)− (n+ 1)rn + 1
(1− r)2
)
γ,
(b) γ = 0, rl−k = 1, and λn = γ(1−r)2 (1− rn+1), or
(c) γ = 0 and λn = 0 for all n.
(4) If r = s = 1 then either
(a) l ≡ kmodp (or mod 4 if γ = 0 and p = 2), and λn = (n+ 1)(λ+ nγ2 ), or(b) γ = 0 and λn = 0 for all n.
(5) If r = s = 0 then λn = γ for all n 1. (If λ= γ then for all n 0.)
Proof. First we consider the case when r = s = 0. In that case λi = γ for all i > 0, and
case (5) follows immediately. For the rest of the proof we will assume s = 0.
We define m = l − k. Lemma 2.1 tells us that we can consider when λm = λ and
λm−1 = 0 if r = 0. When r = 0, λm = λ is sufficient to guarantee that λm+j = λj for
j  0, and the same lemma shows the reverse is true so we merely need to determine when
that happens.
If λm = λ then Lemma 2.2 implies there are two possibilities: if am = 1 then cm must
equal 0, and if am = 1 then λ=−cm/(am−1). The first option produces cases which work
for any value of λ, and the second yields cases which depend on the specific value of λ,
which we shall refer to as exceptional cases. For those exceptional cases, if γ = 0 then
λ= 0 and λn = 0 for all n, regardless of r and s. This produces cases (1)(e), (2)(f), (3)(c),
and (4)(b). For the rest of the proof we will assume γ = 0 when looking for exceptional
cases.
We start by considering the algebras where r = 0. For the non-exceptional cases, we are
assuming that am = 1 and cm = 0. If s = 1, then this implies that γ = 0 or bm = 0, since
cm = γ
(
1− am − bm
(1− r)(1− s)
)
by Lemma 1.5. If γ = 0, then am−1λ = 0 so am−1 = 0. (γ = 0, λ = 0 is the exceptional
case we have already looked at.) From Lemma 1.4 we see that when r = s this is possible
only if rm = sm = 1, which forces bm−1 = 1 and bm = 0. Likewise, when r = s the only
way am−1 = 0 and am = 1 is if m≡ 0 modp and rm = 1, which means that bm−1 = 1 and
bm = 0. If s = 1 we know that am + bm = 1 by Lemma 1.6, so again we have that bm = 0.
Since bm =−rsam−1 and we are assuming r = 0, that implies that am−1 = 0, and because
cm = cm−1 + am−1 we can conclude that cm−1 = 0. By the same reasons as before, we
have that bm−1 = 1. This says that in all cases we need am−1 = cm−1 = 0 and bm−1 = 1,
but we have already determined when that happens in Lemma 1.7 since that is identical to
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and (4)(a).
We now look for the specific values of λ which allow the associated modules to have
repeated weights. If r = 0 we know that we have am−1λ+ cm−1 = 0 and amλ+ cm = λ
with am = 1. Combining these equations gives us amcm−1 − am−1cm − cm−1 = 0. We are
assuming γ = 0 so we can divide by γ . Now if r = s and s = 1, this simplifies to
(am − 1)
(
1− am−1 − bm−1
(1− r)(1− s)
)
− am−1
(
1− am − bm
(1− r)(1− s)
)
= 0,
(am − 1)(1− am−1 − bm−1)− am−1(1− am − bm)= 0,
am + bm−1 − ambm−1 + am−1bm − 1= 0,
−(sm − 1)(rm − 1)= 0.
If sm = rm = 1, then am = 1 which produces a solution independent of λ. Therefore we
have sm = 1 but rm = 1 which means that am−1 = 0. Then setting λ =−cm−1/am−1 we
get λ= γ /(1− r), which is case (1)(c).
If s = 1 but r = 1, then our equations simplify to
am
(
m− 1+ bm−1
1− r
)
− am−1
(
m+ bm
1− r
)
−
(
m− 1+ bm−1
1− r
)
= 0,
am(m− 1+ bm−1)− am−1(m+ bm)− (m− 1+ bm−1)= 0,
m
(
rm − 1)= 0.
Since am = 1 we know rm = 1 and therefore m ≡ 0 mod p. In that case λ =
−cm−1/am−1 = γ /(1− r), resulting in case (2)(e).
When r = s = 1 we have
(am − 1)
(
1− am−1 − bm−1
(1− r)(1− s)
)
− am−1
(
1− am − bm
(1− r)(1− s)
)
= 0,
am + bm−1 − ambm−1 + am−1bm − 1= 0,
−(rm − 1)2 = 0.
Thus we need rm = 1 and the resulting value is once again λ= γ /(1− r), producing case
(3)(b). Finally if r = s = 1 then if λm = λ with am = 1 we have λ=−(1+m)γ/2, but in
that case λm−1 =−mγ which equals 0 iff m≡ 0 mod p, which would mean that am = 1.
Therefore there are no special values of λ producing repeated roots for this choice of r
and s.
Now we consider r = 0. First we look for the cases when am = 1 and cm = 0. Since
r = 0 we know that am = sm, so we need sm = 1. If s = 1, this is sufficient to ensure that
cm = 0 and produces case (1)(b). When s = 1, then cm =mγ , so we must have γ = 0 or
m≡ 0 modp which produces cases (2)(d) and (2)(c). We now look for exceptional cases
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then solving the equation amλ+ cm = λ produces
λ= (1− s
m)γ /(1− s)
1− sm =
γ
1− s
which is case (1)(d). ✷
3. Finite-dimensional irreducible modules
Once we have determined the weight spaces, we can consider the finite-dimensional
irreducible modules. These modules were explicitly constructed by Benkart and Wither-
spoon [2] in the case when K = C and γ = 0. They introduced some of the notation that
will be used here, although we are assuming K is a field of characteristic p and are making
no assumptions about γ . Also Carvalho and Musson [3] determined some ring theoretic
properties of these modules over an arbitrary field but did not consider the questions of
existence, module action, or dimension which are answered here.
For this section we will assume that K is algebraically closed.
3.1. Highest weight modules and their quotients
It is clear that if λi = 0 for all i  0, then the infinite-dimensional Verma module will
be irreducible. However, if λi = 0 for some i , then it is possible to find finite-dimensional
quotient modules, as described in the following theorem. The theorem is essentially the
same as a theorem of Benkart and Roby [1, Corollary 2.28], but it has been restated and
the proof is somewhat different.
Theorem 3.1. Assume {λn} is the recursive sequence defined by Eq. (3). Let m be the
minimal positive integer such that λm−1 = 0 and let n be the minimal positive integer
such that λn−1 = 0 and λn = λ. If no such integers exist, let m=∞ or n=∞. Then the
irreducible quotients of the Verma module V (λ) are as follows. If m, n <∞,
L(λ)= V (λ)/spanK{vi | i m} (12)
and
L(λ, ξ)= V (λ)/spanK{vi+n − ξvi | i  0} (13)
for any choice of ξ = 0. If m<∞ and n=∞, then the only irreducible quotient is
L(λ)= V (λ)/spanK{vi | i m}. (14)
If m=∞, then V (λ) is irreducible.
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spanK{vi+n − ξvi | i  0} are the only maximal submodules of V (λ). It is straightforward
to show that they are maximal. Suppose P is a submodule of V (λ) containing M(λ) and
v ∈ P is not in M(λ). We can assume that v = a0v0 + · · · + am−1vm−1. Let k m− 1 be
the maximal value so that ak = 0. Then dkv = λk−1λk−2 · · ·λ0v0. By our choice of m this
is non-zero, so v0 ∈ P . Thus P = V (λ) and M(λ) is maximal.
Now suppose P contains N(λ, ξ). If we write Λi = (λi , λi−1) then our assumption
about the minimality of n implies not only that Λn =Λ0 but also that Λ0,Λ1, . . . ,Λn−1
must be distinct to avoid violating Lemma 2.1. If v ∈ P is not in N(λ, ξ) we can assume
that v = ai1vi1 + ai2vi2 + · · · + aikvik where all ai = 0 and 0 i1 < i2 < · · ·< ik  n− 1.
We select v so that k is minimal and without loss of generality we can assume that d ·v = 0.
Suppose k > 1 and consider du · v. Since the weights are distinct we know du · v = ζv for
any value of ζ , but that means we can form a linear combination of v and du · v which
has fewer non-zero terms than v, which is a contradiction. Therefore k = 1. However by
applying u to v a sufficient number of times we can get vn ∈ P and thus v0 ∈ P . Therefore
P = V (λ) and N(λ, ξ) is maximal.
We now show that these are the only maximal submodules. If m = ∞, then it is
clear that V (λ) has no proper submodules since v0 can be recovered from any non-
zero element by applying d a sufficient number of times. If m < ∞ and n = ∞, we
let P be a maximal submodule other than M(λ), then there is an element of P which
when expanded using the standard basis contains a non-zero multiple of vi for i < m. By
applying di to that element we get that it must be of the form v0 + ai1vi1 + · · · + aikvik
where all ai = 0. We consider all such elements of P and let v be one with minimal k.
If k = 0 then clearly P = V (λ) and P is not a proper submodule. Therefore k > 0. Now
(du) · v = λv0 + ai1λi1vi1 + · · · + aikλik vik . If λik = λ then (λik v − (du) · v)/(λik − λ)
is of the form we are considering, but is of shorter length which is a contradiction. The
only remaining possibility is that λik = λ, but since n=∞ we know that λik−1 = 0 in that
case. Therefore v − (ud) · v/λik−1 is of the desired form, but of shorter length which is a
contradiction. Therefore no such module exists, and M(λ) is the only maximal submodule.
Finally we consider the case when n <∞. In this case V (λ) and any submodules break
up into a finite number of weight spaces. If we let P be a maximal submodule other than
M(λ), we let Pi be the weight space of P corresponding to weightΛi . An arbitrary element
v of P0 can be written as v = a0v0 + a1vn + · · · + akvkn for some value of k. We choose
v so that k is minimal. If we write p(t) = aktk + · · · + a0, then v = p(un)v0 and any
element of P0 can be written as f (un)p(un)v0 for some f (t). Now for any element w of
Pi for 1 i  n− 1, we can write w = uig(un)v0 and un−i ·w = ung(un)v0 is an element
of P0. Therefore g(t) must be a multiple of p(t), so P = f (u)p(un)v0 when we consider
all polynomials f (t). For P to be maximal, p(t) must be linear, since if q(t) divides p(t)
then the module generated by f (u)q(un)v0 for all polynomials f (t) contains P . Therefore
P =N(λ, ξ) for an appropriate choice of ξ . ✷
3.2. Modules for Noetherian down–up algebras
The classification of the simple modules of down–up algebras is similar for both the
Noetherian and non-Noetherian cases, but the proofs are different. Therefore until stated
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until later.
We begin by providing exact values for m and n as defined in Theorem 3.1 for all
possible values of r , s, γ , and λ.
Theorem 3.2. For A= A(r + s,−rs, γ ) over a field of characteristic p, the values of m
and n as defined above are listed in the following tables. The statement “lth root” will
always mean a primitive lth root of unity, if r is a l1th root of unity and s is a l2th root of
unity, then l = lcm(l1, l2), and the statement “r is not a root” means that rl = 1 for all
l > 0.
(1) When λ= 0, m= 1 and n is given by the following:
γ r s p n
0 any any any 1
= 0 = s, l1th root = 1, l2th root any l
= 0 lth root, l > 1 1 any lp
= 0 lth root, l > 1 = r any lp
= 0 1 1 = 2 p
= 0 1 1 2 4
= 0 none of the above ∞
(2) If λ = 0, and r = s, s = 1, then m and n are given by the following:
γ r s λ m n
= 0 l1th root l2th root = − ck−1ak−1 for 1 < k < l l l
= 0 l1th root l2th root =− ck−1ak−1 for 1 < k < l k l
= 0 not a root any = − ck−1ak−1 , 1 < k ∞ ∞
= 0 not a root not a root =− ck−1ak−1 , k minimal k ∞
= 0 not a root lth root =− ck−1ak−1 , k minimal, k = l k ∞
= 0 not a root lth root = γ
(1−r) =−
cl−1
al−1 l l
0 rk = sk,∀k > 0 any ∞ ∞
0 rk = sk , k minimal any k ∞
s not a root
0 rk = sk , k minimal any k l
rl = sl = 1, l minimal
(3) If λ = 0, r = 1, s = 1, then m and n are given by the following:
γ r λ m n
= 0 lth root = −ck−1/ak−1, 1 < k < lp lp lp
= 0 not a root = −ck−1/ak−1, 1 < k ∞ ∞
= 0 lth root =−ck−1/ak−1 , 1 < k < lp, k = p k lp
= 0 not a root =−ck−1/ak−1, k minimal, k = p k ∞
= 0 any = γ/(1− r)=−cp−1/ap−1 p p
0 lth root any l l
0 not a root any ∞ ∞
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γ r λ p m n
= 0 = 0, not a root = − ck−1ak−1 , k > 1 any ∞ ∞
= 0 = 0, not a root =− ck−1ak−1 , k minimal any k ∞
= 0 lth root = − ck−1ak−1 , 1 < k < lp any lp lp
= 0 lth root γ/(1− r)=− cl−1al−1 any l l
= 0 lth root =− ck−1ak−1 , k < lp, k = l any k lp
0 = 0, not a root any any p ∞
0 lth root any any p lp
= 0 1 = −(k− 1)γ /2, k < p = 2 p p
= 0 1 =−(k− 1)γ /2, k < p = 2 k p
= 0 1 = γ 2 4 4
= 0 1 = γ 2 3 4
0 1 any any p p
= 0 0 any any ∞ ∞
0 0 any any 2 ∞
Proof. The values of n are found simply by solving the equations for λk−1 = 0 and λk = λ
in all possible combinations of r , s, γ , and λ, but these are the same computations we
used for Theorem 2.3. It is clear that m n, and we need to check when it is possible for
λk−1 = 0 but λk = λ.
In a situation similar to that for the weight spaces, these modules fall into two broad
categories; those that are irreducible for all but a countable number of values of λ and those
which can be constructed only for a specific value of λ. In keeping with the terminology
of the previous section, we shall refer to the later category as “exceptional” modules and
they are included here solely for the sake of completeness. There are found simply when
λ=−ck−1/ak−1 for some value of k which is less than the relevant general case.
We now look for general cases when m < n. That requires that am−1 = cm−1 = 0
but am = 1. (Since cm = 0 in that case.) If s = 1 and γ = 0, this is not possible since
bm = −rsam−1 = 0 which forces am = 1. However when s = 1 and γ = 0, the last step
does not apply. When r = s, if rk = sk = 1 then ak−1 = 0 but ak = 1 which provides the
last two lines of the second table. When r = s = 0, ap−1 = 0 but ap = rp = 1, which
produces the relevant two cases in the fourth table. The last possibility when s = 1 is when
r = s = 0 but λ = 0, so λi = 0 for i  1.
What remains is to consider what is possible when s = 1. If r = 1, then ak−1 = 0 if and
only if rk = 1, but then ak = 1, so we get no general cases with m < n as shown in the
third table. Likewise, if r = s = 1 the condition for ak−1 = 0 (in this case k ≡ 0 modp) is
sufficient for ak = 1, so we get no more general cases. ✷
We now consider the lowest-weight module case and to do so, we wish to construct a
simpler closed form for κi analogous to Lemma 2.2. We define
a′i =
s−(i+1) − r−(i+1)
s−1 − r−1 , c
′
i = γ ′
i−1∑
a′j (15)j=0
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a′i = (i + 1)r−i , c′i = γ ′
i−1∑
j=0
a′j (16)
if r = s where γ ′ = r−1s−1γ . Then
Lemma 3.3. κi = a′iκ + c′i for i  0.
Proof. It is obvious that a′0 = 1 and c′0 = 0 so we have κ0 = κ as expected. Now when
r = s, a′1 = r−1 + s−1 =−(rs)−1(r + s) and when r = s, a′1 = 2r−1 =−(rs)−1(r + s) so
we have κ1 =−(rs)−1(r+s)κ−(rs)−1γ as desired and we can now proceed by induction.
First we show that (s−1 + r−1)a′i−1 − r−1s−1a′i−2 = a′i . If r = s then(
s−1 + r−1)a′n−1 − r−1s−1a′n−2
= (s−1 + r−1)( s−i − r−i
s−1 − r−1
)
− r−1s−1
(
s−(i−1) − r−(i−1)
s−1 − r−1
)
= s
−(n+1) + r−1s−n − s−1r−n − r−(n+1) − r−1s−n + r−ns−1
s−1 − r−1
= s
−(n+1) − r−(n+1)
s−1 − r−1 = a
′
n.
If r = s then
(
s−1 + r−1)a′n−1 − r−1s−1a′n−2 = (2r−1)nr−(n−1) − r−2(n− 1)r−(n−2)
= (n+ 1)r−n = a′n.
Now we complete our induction.
κn =
(
r−1 + s−1)κn−1 − r−1s−1κn−2 + γ ′
= (r−1 + s−1)(a′n−1κ + c′n−1)− r−1s−1(a′n−2κ + c′n−2)+ γ ′
= a′nκ +
((
r−1 + s−1) n−2∑
j=0
a′j − r−1s−1
n−3∑
k=0
a′k + 1
)
γ ′
= a′nκ +
(
n−1∑
j=2
((
r−1 + s−1)a′j−1 − r−1s−1a′j−2)+ r−1 + s−1 + 1
)
γ ′
= a′nκ + γ ′
n−1∑
a′j = a′nκ + c′n. ✷
j=0
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Theorem 3.4. Assume {κn} is the recursive sequence defined by Eq. (4). Let m be the
minimal positive integer such that κm−1 = 0 and let n be the minimal positive integer
such that κn−1 = 0 and κn = κ . If no such integers exist, let m =∞ or n=∞. Then the
irreducible quotients of the universal lowest weight module W(κ) are as follows. If m,
n <∞,
L′(κ)=W(κ)/spanK{vi | i m} (17)
and
L′(κ, ξ)=W(κ)/spanK{vi+n − ξvi | i  0} (18)
for some ξ = 0. If m<∞ and n=∞ then,
L′(κ)=W(κ)/spanK{vi | i m}. (19)
If m=∞ then W(κ) is irreducible.
It is obvious from the similarities between the expressions for λn and κn that the values
for m and n will be the same as those for the highest weight modules given in Theorem 3.2.
3.3. Double wraparound modules
We now consider modules for A(r + s,−rs, γ ) which are not quotients of highest or
lowest weight modules. Let M be a finite-dimensional simple module where neither d nor
u acts nilpotently on the entire module. Since we are assuming that K is algebraically
closed, we know that there exists a weight vector m0 relative to Kdu ⊕ Kud . We label
the weight by (λ, κ). We define mk = ukm0 and l as the minimal positive integer such
that m0,m1, . . . ,ml are linearly dependent when considered as vectors in a vector space
over K. Since we are assuming M is a finite-dimensional module, we know that such an l
must exist. Since m0 is a weight vector, then by Lemma 1.3, mi is a weight vector for all
i > 0. This implies
d ·mi+1 = du ·mi = λimi
for some λi ∈ K. Furthermore by applying du2 to m1 and using relation (2) we get that
λ1 = (r + s)λ − rsκ + γ , and by applying du2 to mi for i  2 in conjunction with
Lemma 1.3 we have
λi = (r + s)λi−1 − rsλi−2 + γ (20)
which is the same recurrence relation we had for the Verma modules.
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The second fact will follow immediately from the first since ml−1 is a weight vector. We
prove this in several steps.
Lemma 3.5. The set {m0,m1, . . . ,ml−1} as defined above forms a basis for M .
Proof. We know that we can write u · ml−1 =∑l−1i=0 ximi . Furthermore we can write
d · m0 = z +∑l−1i=0 yimi , where z is a linear combination of the “other” basis vectors if
we extend the mi to a basis for M . To prove that the mi are a basis, we merely need to
show that z= 0. If we look at du ·ml−1, we have on one hand that
du ·ml−1 = λl−1ml−1 (21)
and on the other hand that
du ·ml−1 = d ·
l−1∑
i=0
ximi (22)
=
l−2∑
i=0
xi+1λimi + x0
(
z+
l−1∑
j=0
yjmj
)
(23)
= x0z+
l−2∑
i=0
(xi+1λi + x0yi)mi + x0yl−1ml−1. (24)
From this we know x0z = 0 and xi+1λi + x0yi = 0 for 0  i  l − 2. The first statement
says that either x0 or z = 0. If x0 = 0, we can show that xi = 0 for all i . Suppose
otherwise. Let i0 be the minimal value of i such that xi = 0 if x0 = 0. Since x0 = 0, we
know that xi0λi0−1 = 0, so λi0−1 = 0. But then mi0 ,mi0+1, . . . ,ml−1 form a submodule,
which contradicts the fact that M is simple. Therefore if x0 = 0, then all xi = 0. Now we
define nk = dk ·m0, and since r = 0, all the nk are also weight vectors. This means that
u · nk = κk−1nk−1 for some value of κk−1 ∈ K. Since M is finite-dimensional, there must
be some nq which is a linear combination of the set {n1, n2, . . . , nq−1,m0,m1, . . . ,ml−1}.
Therefore that set is a basis for all of M , but uq+l−1 kills every element of it, so u acts
nilpotently on M . Since we are assuming u does not act nilpotently, we must have x0 = 0
and z= 0. ✷
Now we use the fact that m0 and ml =∑l−1i=0 ximi are both weight vectors. We know
that ud ·m0 = κm0, and if we apply d and then u we get:
ud ·m0 = u ·
(
l−1∑
j=0
yjmj
)
=
l−2∑
j=0
yjmj+1 + yl−1
(
l−1∑
i=0
ximi
)
,
κm0 = yl−1x0m0 +
l−1∑
(yi−1 + yl−1xi)mi.
i=1
J. Hildebrand / Journal of Algebra 273 (2004) 295–319 311This says that
yi−1 + yl−1xi = 0, 1 i  l − 1, (25)
and x0yl−1 = κ . From Eq. (24) we also have that xi+1λi + x0yi = 0 for 0  i  l − 2,
which says that,
yi =
{−λi( xi+1x0 ), if 0 1 l − 2,
κ
x0
, if i = l − 1.
If we put this into Eq. (25) we have
−λi−1
(
xi
x0
)
+
(
κ
x0
)
xi = 0, 1 i  l − 1,(
xi
x0
)
(κ − λi−1)= 0,
xi(κ − λi−1)= 0.
This implies that xi = 0 unless λi−1 = κ . We now consider du ·ml . Before we showed that
du ·ml−1 = x0yl−1ml−1 = κml−1, so we have
du ·
(
l−1∑
i=0
ximi
)
= x0λm0 +
l−1∑
j=1
xjλjmj .
Since we know that x0 = 0, that means that du ·ml = λml . Therefore xj = 0 unless λj = λ.
What we have shown is that xi = 0 unless mi is a weight vector of weight (λ, κ).
Lemma 3.6. If M is a simple module, the vectors m0,m1, . . . ,ml−1 are weight vectors
with distinct weights.
Proof. Since we have shown that ml is a vector with weight (λ, κ), if the weights of the
vectors up to ml−1 are not distinct then using the arguments of Lemma 2.1 there is some
other vector with weight (λ, κ). Let k be the minimal positive integer such that mk is a
vector of weight (λ, κ). Suppose k < l. In that case we can write l = tk for some integer t .
Furthermore λi = λi+k because of our recurrence relation for the values of λ. (We can
also assume that λi = 0 for all i , since d would act nilpotently otherwise.) Suppose we
define m =∑t−1i=0 zimik where zi ∈ K with z0 = 0 and zt−1 = 0. We claim it is possible
to find non-zero values θ and ν such that ukm = θm and dkm = νm. In that case the
set {m,um,u2m, . . . , uk−1m} generates a proper submodule of M which contradicts the
assumption of simplicity. Computing ukm we have
ukm= zt−1x0m0 + (z0 + zt−1xk)mk + (z1 + zt−1x2k)m2k + · · ·
+ (zt−2 + zt−1xl−k)ml−k.
312 J. Hildebrand / Journal of Algebra 273 (2004) 295–319If we match the coefficients in ukm= θm we get t separate equations, which combine into
zt−1 = zt−1
(
x0
θ t
+ xk
θ t−1
+ · · · + xl−k
θ
)
,
θ t = x0 + xkθ + · · · + xl−kθ t−1.
Since K is algebraically closed, there must be a θ which solves this equation. Likewise for
dkm= νm, we let ζ = ν/(λλ1 · · ·λk−1) and ζ must be a solution of
ζ t = yl−1 + yl−k−1ζ + · · · + yk−1ζ t−1.
Again, we know that such a solution is possible, which completes the proof. ✷
We now let x0 = ξ . To summarize, we have proved the following result.
Theorem 3.7. Assume r = 0. Let M be a finite-dimensional irreducible A-module of
dimension l where neither d nor u act nilpotently. There exists in M a weight vector m0
relative to Kdu⊕Kud . If the weight associated with m0 is denoted by (λ, κ), then there is
a basis {m0,m1, . . . ,ml−1} for M with the following module action.
u ·mi =
{
mi+1, if 0 i  l − 2,
ξm0, if i = l − 1,
d ·mi =
{
λi−1mi−1, if 1 i  l − 1,
(κ/ξ)ml−1, if i = 0,
where ξ is some fixed (but arbitrary) non-zero scalar in K, λ0 = λ, λ1 = (r+s)λ−rsκ+γ ,
and
λi = (r + s)λi−1 − rsλi−2 + γ for 2 i  l − 2.
We denote this module by M(λ,κ, ξ).
We would like to have a closed form for the λi , and since such a module is possible if
and only if λl−1 = κ and λl = λ, we would like to know when it is possible to find such
modules.
Lemma 3.8. If ai , bi , and ci are as in Lemma 1.4, then
λi = aiλ+ biκ + ci. (26)
Proof. We follow the proof of Lemma 2.2 and use the second relation from Lemma 1.4.
This time we apply it to m0:
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= ui(aiλ+ biκ + ci)m0 = (aiλ+ biκ + ci)mi,
which produces the desired closed form. ✷
To find when it is possible to have such a module, we must consider when λl−1 = κ
and λl = λ. As with the highest and lowest weight modules we have cases which work for
arbitrary values of λ and κ and we also have exceptional cases.
We can assume that κ = 0 and λ = 0 since otherwise d would act nilpotently. Thus if
κ = λl−1 and λ= λl for arbitrary values of κ and λ, we must have al−1 = 0, bl−1 = 1, and
cl−1 = 0, and al = 1, bl = cl = 0. The first conditions are equivalent to the conditions for
dl and ul to be central, so the cases found in Lemma 1.7 apply here. If those conditions
hold, then we apply recurrence relations to get bl =−rsal−1 = 0, cl = cl−1 + γ al−1 = 0,
and it is readily checked that al = 1 in all cases.
We now look for the exceptional cases by assuming λl−1 = κ and λl = λ, and working
backwards to find conditions for κ and λ. If bl−1 = 1 and bl = 0 we know that al−1 =
−bl/rs = 0 since r = 0. That forces cl−1 = 0, so we are in the general case.
Suppose bl−1 = 1 but bl = 0. It is easily checked that if s = 1 this is not possible, so we
can assume that s = 1. From Lemma 1.5 we have that
cl−1 =
(
1− al−1 − bl−1
(1− r)(1− s)
)
γ = −al−1γ
(1− r)(1− s)
which gives us
κ = al−1λ+ κ − al−1γ
(1− r)(1− s) ,
0= al−1
(
λ− γ
(1− r)(1− s)
)
.
Since bl = 0 we know al−1 = 0 and therefore λ = γ(1−r)(1−s) . If we now consider the
equation λ= λl , we note that cl = (1− al − bl)λ to get the following:
λ= alλ+ blκ + (1− al − bl)λ,
blκ = λ(1− al − 1+ al + bl),
blκ = blλ.
Since we are assuming that bl = 0, we know that we must have κ = λ.
We now assume that bl−1 = 1. From λl−1 = κ we have
κ = al−1
1− bl−1λ+
cl−1
1− bl−1 . (27)
Substituting this into the equation for λl = λ we have
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(
1− al − blal−11− bl−1
)
λ= blcl−1
a − bl−1 + cl, (28)
(1− bl−1 − al + albl−1 − al−1bl)λ= blcl−1 + cl − clbl−1. (29)
If s = 1 then we have
cl =
(
1− al − bl
(1− r)(1− s)
)
γ,
so (29) can be transformed to
(1− bl−1 − al + albl−1 − al−1bl)λ
= (1− bl−1 − al + albl−1 − al−1bl) γ
(1− r)(1− s)
so unless 1− bl−1 − al + albl−1 − al−1bl = 0 we know that λ= γ(1−r)(1−s) . Furthermore
κ =
[
al−1
1− bl−1 +
1− al−1 − bl−1
1− bl−1
]
γ
(1− r)(1− s) =
γ
(1− r)(1− s) = λ.
This is the same exceptional case we found when bl−1 = 1. A simple calculation shows
that λi = λ for all i , so in this case l = 1.
If r = s then (1 − bl−1 − al + albl−1 − al−1bl) simplifies to (1 − rl)(1 − sl), so if it
equals 0 then sl = 1 and rl = 1 since we are assuming bl−1 = 1. In that case
1− bl−1 = s − r + r − r
ls
s − r = sal−1,
cl−1 = s − r + r − sr
l + rl − 1
(s − r)(1− s)(1− r) =−
al−1γ
1− r .
Which means our expression for κ reduces to
κ = 1
s
(
λ− γ
1− r
)
and λ is unrestricted. Alternatively we could say that κ is unrestricted and λ= sκ + γ1−r .
If r = s then (1− bl−1 − al + albl−1 − al−1bl) reduces to (1− rl)2, so rl = 1. In that
case 1− bl−1 = l and cl−1 = −lγ1−r which means that
κ = lr
l−1
l
λ− 1
l
(
lγ
1− r
)
= 1
r
(
λ− γ
1− r
)
and λ is unrestricted. Alternatively, κ is unrestricted and λ= rκ + γ .1−r
J. Hildebrand / Journal of Algebra 273 (2004) 295–319 315We now consider the cases when s = 1. Using Lemma 1.6 we can see that if s = 1 and
bl−1 = 1 then the statement κ = λl−1 reduces to
κ = λ+ cl−1
al−1
.
If we assume r = 1 and substitute this into λ= λl gives us
λ= alλ+ blλ+ blcl−1
al−1
+ cl,
0= −rsal−1cl−1
al−1
+ cl =−rscl−1 + cl
= [−rs(l − 1+ bl−1)+ l + bl] γ1− r
= [−rs(l − al−1)+ l + bl] γ1− r
= (−rsl − bl + l + bl) γ1− r = (1− r)
lγ
1− r .
Since we are assuming r = 1 this means there are two options γ = 0 or l ≡ 0 modp. If
γ = 0, then κ = λ is arbitrary and l = 1. Otherwise l = p, κ is arbitrary and
λ= κ − cl−1
al−1
= κ + γ
1− r .
If r = s = 1, we still have κ = λ+ cl−1
al−1 and 0 =−rscl−1 + cl so cl−1 = cl . Obviously
this is true if γ = 0, if not and if p = 2 then we have l(l − 1)= l(l + 1) which is possible
only if l ≡ 0 mod p, but that places us in the general case so we have nothing new. Likewise
if the characteristic of the field is 2 we only get an exceptional case if κ = λ and γ = 0, in
which case l = 1.
To summarize we have proven the following theorem.
Theorem 3.9. If A is a Noetherian down–up algebra over a field of characteristic p, there
exist irreducible finite-dimensional A-modules, M(λ,κ, ξ) (as described in Theorem 3.7)
of dimension l, where both u and d act non-nilpotently only when one of the following
conditions holds.
(1) If r = s and s = 1 and any of the following are true.
(a) r is a root of unity of order l1, s is a root of unity of order l2, and l = lcm(l1, l2),
unless κ = λ= γ
(1−r)(1−s) , λ= sκ + γ1−r , or λ= rκ + γ1−s .
(b) κ = λ= γ
(1−r)(1−s) , and l = 1.
(c) s is a primitive lth root of unity and λ= rκ + γ1−s .
(2) If r = 1, s = 1, and one of the following holds.
(a) r is a primitive lth root of unity, γ = 0, and κ = λ.
(b) r is a primitive l1st root of unity, γ = 0, l = l1p and λ = κ + γ .1−r
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(d) γ = 0, l = p, and λ= κ + γ1−r .
(3) If r = s = 1 and one of the following holds.
(a) r is a primitive l1st root of unity and l = l1p unless
κ = λ= γ
(1− r)(1− s) or λ= rκ +
γ
1− r .
(b) r is a primitive lth root of unity and λ= rκ + γ1−r .
(c) κ = λ= γ
(1−r)(1−s) and l = 1.
(4) If r = s = 1 and one of the following holds.
(a) λ= κ , γ = 0, and l = 1.
(b) p = 2 and l = p unless λ= κ , γ = 0, and l = 1.
(c) p= 2 and l = 4 unless λ= κ , γ = 0, and l = 1.
3.4. Classification of finite-dimensional simple modules
We can now classify the finite-dimensional simple modules for A.
Theorem 3.10. Let M be a finite-dimensional simple module of a down–up algebra
A(r + s,−rs, γ ) with r = 0 over a field of characteristic p. Then the structure of M is
as follows.
(1) If d acts nilpotently on M and r = 0, then M is of the form L(λ) or L(λ, ξ) as
described in Theorems 3.1 and 3.2.
(2) If u acts nilpotently on M , then M is of the form L′(κ) or L′(κ, ξ) as described in
Theorems 3.4 and 3.2.
(3) If neither u nor d acts nilpotently on M , then M is of the form M(λ,κ, ξ) as described
in Theorem 3.7.
It should be noted that there is some overlap in this classification. In particular every
module L(λ) is also a module of the form L′(κ) as can be shown by a simple change of
basis.
Proof. We know there exists a non-zero vector m ∈ M that is a weight vector relative
to Kdu ⊕ Kud . Suppose d acts nilpotently on M and r = 0. Therefore for some
l > 0, dl · m = 0 and dl−1 · m = 0, so d · (dl−1 · m) = 0, and by the previous lemma,
du · (dl−1 · m) = λ(dl−1 · m) for some value of λ. Furthermore A(dl−1 · m) is a non-
zero submodule of M , and since M is simple, A(dl−1 · m) = M . Therefore M has to
be a quotient of a highest weight module with highest weight vector dl−1 · m. If u acts
nilpotently on M the same argument shows that M must be a quotient of a lowest weight
module. If neither condition holds then we are making the same assumption that we started
with to prove Theorem 3.9, which means that we have found all the modules. ✷
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We now shift our attention to the modules for non-Noetherian down–up algebras, i.e.,
those with r = 0. Some properties of these modules when K = C were determined by
Jordan in [5], but the case of characteristic p was not considered.
The arguments in the preceding section do not hold for the case when r = 0, because in
that case we can not assume that v being a weight vector implies that d · v is also a weight
vector. However the following two slightly weaker statements apply.
Lemma 3.11. When r = 0, the following are true.
(1) If s = 0 and v is an eigenvector of du, then d · v is also an eigenvector of du.
(2) If du · v = λv for some λ ∈K, then u · v is a weight vector of weight (λ, sλ+ γ ).
Proof. Suppose du · v = λv. Then applying relation (1) we have
d2u · v = sdud · v + γ d · v,
d · (λv)= sdu · (d · v)+ γ (d · v),
du · (d · v)= λ− γ
s
d · v
which proves the first part. If we define w = u · v we know that d ·w = λv, so ud · w =
u · (λv)= λw. Applying relation (2) to v yields
du2 · v = sudu · v + γ u · v,
du ·w = sud ·w+ γw,
du ·w = (sλ+ γ )w
so w is indeed a weight vector. ✷
We now consider possible finite-dimensional simple modules M . Assuming s = 0, if
M is a module such that d acts nilpotently on M , then once we have a weight vector v,
we know that for some i > 0, div = 0 but di−1v = 0. If we let w = di−1v, the preceding
lemma tells us that w is an eigenvector of du and d ·w = 0, and since M is a simple module
Aw =M . Therefore M must be a quotient of a highest weight module. Likewise if u acts
nilpotently on M , we can find a vector w such that w is an eigenvector of ud , u · w = 0
and Aw =M , so M must be a quotient of a lowest weight module.
The quotients for the highest weight modules are of the same form as they are when
r = 0 since the proof of Theorem 3.1 does not depend on the value of r . Therefore
we merely need to find the relevant values for m and n, which are already incorporated
into Theorem 3.2. The quotients of the lowest weight modules again follow the form of
Theorem 3.4, but since the choice of κ is fixed, there are fewer options for modules.
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(1) If γ = 0 then m= n= 1.
(2) If γ = 0 and s is a primitive lth root of unity then m= n= l.
(3) If γ = 0 and s is not a root of unity then m= n=∞.
We now consider the case when neither u nor d acts nilpotently on the module. Let w
be a weight vector in the module. We know that dj ·w is an eigenvector of du for all j  0,
and therefore uidj ·w is a weight vector for all i  1, j  0. Since we know that u does not
act nilpotently, there must be some value of j such that uidj ·w = 0 for all i  0. For such
a j , let v = udj ·w, which we know is a weight vector (say of weight (λ, κ)) and ui ·v = 0
for all i > 0. We now follow the argument for the r = 0 case, letting vi = ui · v and l be
the minimal integer such that vl is a linear combination of the set {v, v1, . . . , vl−1}. By the
same argument as before vl = x0v0 for some x0 ∈ K, vi are weight vectors with distinct
weights for 0 i  l − 1 and vl is a vector of weight (λ, κ).
To determine when this is possible, we first note that unlike the r = 0 case we have only
one arbitrary parameter, since if we apply relation (1) to v we get the following
d2u · v = sdud · v + γ d · v,
λd · v = sκd · v + γ d · v.
So we know that λ= sκ + γ . Therefore it is sufficient to determine when λl = λ, but since
r = 0 we know that λl = alλ+ cl , so this is exactly the same calculation as in Theorem 2.3,
summarized in the following result.
Theorem 3.13. If A is a down–up algebra with r = 0, and M is a finite-dimensional simple
module of dimension l containing a vector of weight (sκ + γ, κ) such that neither d nor u
act nilpotently on M , then one of the following is true.
(1) s is an lth root of unity with l  2.
(2) s = 1, l = 1 and κ = γ1−s .(3) s = 1, γ = 0, and l = p.
(4) s = 1, γ = 0, and l = 1.
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