ABSTRACT This paper encloses an in-depth investigation of a novel cost-efficient reliability-guaranteed deployment scheme for service function chains (SFCs) to tackle the drawbacks of the existing studies for the virtual network function (VNF) redundancy allocation. We model the VNF redundancy allocation as a cost minimization problem using the integer linear programming (ILP). For the VNF redundancy allocation, we first examine various reliability importance measures in the system reliability theory for the VNF environments. We then propose a novel cost-aware criticality-based priority index (CCI) to evaluate the priority level of VNFs in the SFC level and the network level for the VNF redundancy allocation. Based on CCI, we design a cost-efficient VNF redundancy allocation algorithm, namely, CCI-RA. Through our comprehensive simulation and analysis results, we show that the proposed scheme achieves a significant improvement in terms of the cost efficiency, scalability, and the percentage of the admitted services compared to the existing approaches.
I. INTRODUCTION
Network function virtualization (NFV) technologies are changing the ways that the network and service providers deploy as well as update their services. In particular, with NFV, we can implement network functions on standard servers with a virtualized platform, namely, virtual network functions (VNFs), instead of utilizing dedicated hardware. As a result, NFV technologies can help the network and service providers reduce the hardware investment and enable them to allocate networking and computing resources flexibly.
Despite the above-mentioned advantages, the VNF deployment suffers from major challenges, especially the reliability/ availability management due to vulnerabilities such as soft-and hard-ware failures. Any failure of VNFs [1] - [4] in a particular service function chain (SFC) may lead to the suspension of the whole service [5] - [10] . Traditional carrier-grade networks have a reliability/ availability requirement of higher than 99.999 %. Achieving such a requirement
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is extremely a challenge for the NFV environments due to multiple reasons. For example, the commodity servers for hosting VNFs are more prone to failures and errors in comparison with the dedicated hardware [1] , [11] , [12] . In addition, as the software codes for the VNF implementation are at their infancy, they may be rather buggy and susceptible to errors. If the failures are not handled carefully, they can lead to significant downtime for services and may violate the service level agreements (SLAs) that the service providers made with their customers. As a result, the resiliency feature is required for VNFs to handle both planned maintenance and unexpected failures [13] .
In traditional networks, many network systems are usually implemented with the same level of reliability. The on-demand reliability requirement has not been taken into account in the deployment. In NFV, one of the key deployment objectives is the reliability/availability guaranteeing deployment for SFCs such that not all SFCs need to be built to the peak [14] . Various on-demand reliability requirements and resilience levels can be created depending on SLAs. Therefore, the reliability guaranteed deployment for on-demand requirements of SFCs is required. To achieve a target service reliability, the VNF redundancy allocation technique is normally used, as guided in ETSI VNF REL 003 [14] of the European Telecommunications Standards Institute (ETSI). However, the ETSI deliverable does not provide guidelines for an efficient VNF redundancy allocation.
In the literature, several studies have been conducted to address the issues of VNF placements [15] - [21] while others address the issues of traffic flow steering [22] - [26] . The majority of the existing studies is proposed under the assumption of a perfect reliable NFV infrastructure. This assumption, however, is not realistic.
An interesting issue in SFCs is that even if the reliability of VNFs is high, its SFC reliability may be still unacceptable. For instance, assume an SFC consists of 5 serially connected VNFs in which each VNF has the reliability of 0.9. The SFC then has the reliability of 0.59 which cannot satisfy most applications' requirements. In the context of NFV environments, the reliability guaranteeing for the SFC deployment is a critical issue whose solutions have yet attained maturity in spite of a few studies in the literature [6] , [9] , [10] , [28] , [29] . The existing works simply allocate a VNF redundancy to the least reliable VNF [9] or recursively add one backup [28] until the reliability requirement is met. In REACH [8] , [9] , the authors propose to exploit multiple backup nodes for the purpose of provisioning each service with required reliability guarantees. In GREP [6] , the authors design an SFC deployment scheme which provisions a backup VNF to two primary VNFs with the lowest reliability to enhance the reliability improvement ratio. In [27] , we investigate the availability issue in the fog-core cloud scenarios with a focus on fog nodes. Based on the resource availability at fog nodes, the scheme makes a decision to deploy redundancies at the same fog, at a neighbor fog, or offload a redundancies to the core cloud.
In the reliability guaranteed deployment for SFCs, selecting which VNFs for redundancy allocations is a critical issue. Deploying redundancies for the whole SFC is not necessary and costly as the network resources are normally limited. The existing studies have the following limitations. Firstly, the VNF redundancy deployment cost is not considered properly. Secondly, they considers the impact of a VNF redundancy deployment on the local chain only. Third, there is currently no semantic priority index for VNFs to evaluate their priority for a VNF redundancy deployment.
We note that shared VNF scenarios are popular in real service deployments. A VNF may serve several SFCs at the same time. For example, a firewall or a data aggregator may be shared among several services for the Internet of Things. Through experiments, we find that considering the impact of a VNF redundancy deployment on the local chain only is not efficient (i.e., illustrative examples are given in section IV). The impact of shared VNFs should be evaluated at the network level for a proper priority assignment. Intuitively, this paper highlights that when a shared VNF has a low reliability, it should be assigned a high priority for a VNF redundancy deployment. The reason is that once a shared VNF fails, multiple services may be corrupted. However, a shared VNF may not always have a high priority for a redundancy allocation compared to other VNFs, especially when the shared VNF already has a high reliability score. We observe that the priority level of a VNF in a network for a VNF redundancy allocation is usually different compared to others. The priority level of a VNF depends on its function, its relative position, its relative reliability, and the relative number of services the VNF serves, in comparison with other VNFs. Deploying a redundancy for different VNFs may create different impacts on the overall reliability of an SFC and of the whole network. Therefore, it is necessary to have an index to measure the priority level of VNFs in a network so that the VNF redundancy allocation scheme can efficiently select appropriate VNFs for a redundancy allocation. In addition, we observe that the costs for a VNF redundancy deployment (i.e., processing, storage, etc.) of different VNF types is different. For a given amount of available resource, allocating the amount of available resource for redundancy deployments of different VNFs results in different impacts to the reliability improvement of SFCs. As the network resources are limited, the redundancy deployment cost should be considered into evaluating the priority level of VNFs for redundancy deployments.
In this paper, we propose a cost-efficient reliability guaranteed deployment scheme for SFCs to tackle the above issues. We model the VNF redundancy allocation as a cost minimization problem using the Integer Linear Programming (ILP). For the VNF redundancy allocation, we establish a novel priority index for VNFs. For the establishment of the priority index, we first examine various reliability importance measures (i.e., the criticality reliability importance measure (CIM) and the Birnbaum importance measure (BIM)) in the system reliability theory [30] for VNFs. We find that CIM works best for the shared VNF scenarios. BIM can be applied for a single SFC scenario, but we find its drawbacks when applying to shared VNF scenarios. Based on CIM, we build a cost-aware criticality-based priority index (CCI) for VNFs which is used to select the most critical and cost-efficient VNFs for the VNF redundancy allocation. CCI takes into account the following characteristics of NFV and SFC environments. Firstly, CCI highlights the importance of shared VNFs by considering the impact of its reliability improvement (i.e., using the redundancy allocation) to both of the SFC level and the network level (i.e., related SFCs using the shared VNFs), instead of considering the impact to only an individual SFC as the existing approaches. Once the reliability of a shared VNF is improved, it improves the reliability of multiple related SFCs. Secondly, CCI takes into account the fact that highly reliable VNFs are more difficult to improve than lower reliable VNFs. Lastly, CCI is proposed to capture the reliability improvement potential per a unit cost of a VNF redundancy deployment, so the VNF redundancy deployment cost is an important factor to calculate CCI. We then use CCI to design a cost-efficient VNF redundancy allocation scheme, namely CCI-RA. Through numerical analysis and simulation results, we show that the proposed scheme achieves a significant improvement in terms of the cost efficiency, scalability and the percentage of admitted services compared to the stateof-the-art approaches.
In summary, we make the following contributions in this paper.
• We examine various reliability importance measures in the system reliability theory for VNFs. Through illustrative examples and evaluations, we compare the applicability of CIM-based and BIM-based approach to the shared VNF scenarios. (section III and IV)
• We propose a cost-efficient reliability guaranteed deployment scheme for SFCs to address the existing issues. The scheme consists of an algorithm for the primary VNF deployment and an algorithm for the VNF redundancy allocation. We also propose a cost-aware criticality-based priority index (CCI), a novel metric to evaluate the priority level of VNFs for the VNF redundancy allocation. (section III)
• We model the VNF redundancy allocation as a cost minimization problem using the Integer Linear Programming (ILP) and compared the ILP with the proposed scheme. (section III and IV)
• Through our comprehensive simulation and analysis results, we show that the proposed scheme achieves a significant improvement in terms of the cost efficiency, scalability and the percentage of admitted services compared to the state-of-the-art approaches. (section IV)
II. RELATED WORK
In NFV environments, guaranteeing reliability is very critical because any failure of VNFs [1] - [4] of a particular SFC may break operations of the entire chain leading to the suspension of the network services [5] - [7] , [9] . In traditional networks, many network systems are usually implemented with the same level of reliability. The on-demand reliability requirement has not been taken into account in the deployment. In fact, each service normally has a different requirement for the reliability/availability. For example, while mission-critical IoT (Internet of Things) services have very high reliability/availability requirement, other services like web browsing can tolerate for short service interruptions (i.e., several seconds). Traditional carrier-grade networks have a reliability/ availability requirement of higher than 99.999 %. Achieving such a requirement is extremely a challenge for the NFV environments due to multiple reasons. For example, the commodity servers for hosting VNFs are more prone to failures and errors in comparison with the dedicated hardware [1] , [11] , [12] . In addition, as the software codes for the VNF implementation are at their infancy, they may be rather buggy and susceptible to errors. To address the buggy problems, VNF vendors and network operators [31] , [32] may use the continuous deployment and continuous integration (CD/CI) to quickly roll out updates of VNFs. However, this solution leads to frequent updates which potentially impacts the services if the updates are not handled properly. If the potential failures are not handled carefully, they can lead to significant downtime for services and may violate the service level agreements (SLAs) that the service providers have been made with customers [33] - [35] . As a result, the resiliency feature is required for VNFs to handle both planned maintenance and unexpected failures [13] .
In NFV, one of the key deployment objectives is the reliability/availability guaranteeing deployment for SFCs such that not all SFCs need to be built to the peak [14] . Various on-demand reliability requirements and resilience levels can be created depending on SLAs. To achieve a target service reliability, the VNF redundancy allocation technique is normally used, as guided in ETSI VNF REL 003 [14] of the European Telecommunications Standards Institute (ETSI).
In the literature, studies have been conducted to address the issues of VNF placements [15] - [21] while others address the issues of traffic flow steering [22] - [26] . In [15] , the authors develop algorithms for SFC routing, VNFI placement and migration based on the workload. The algorithm works corresponding with a migration policy to optimize the bandwidth as well as energy consumption. In [16] , the authors investigate a resource utilizing optimization problem considering the time-varying workloads and resource consumption of VNFs. In [17] , the authors propose a coordinated framework which considers the three phases including chain composition, VNF scheduling, and VNF forwarding graph embedding, for optimizing the VNF resource allocation. In [19] , the authors consider the relationship between server usage and link usage with traffic-aware for the VNF resource allocation. In [21] , the authors propose a queue-aware dynamic placement for VNFs, which relies on the genetic algorithm for the placement cost optimization. In [36] , the authors investigate the network traffic classification for virtual software-based environments like NFV using a fingerprinting scheme. The majority of existing studies is proposed under the assumption of a perfect reliable NFV infrastructure. This assumption, however, is not realistic.
In the context of NFV environments, the reliable SFC is a critical issue whose solutions have yet attained maturity in spite of the few studies in the literature [6] , [9] , [27] - [29] . An interesting issue is that even if the reliability of VNFs is high, its SFC reliability may be still unacceptable. For instance, assume an SFC consists of 5 serially connected VNFs in which each VNF has the reliability of 0.9. The SFC then has the reliability of 0.59 which cannot satisfy most applications' requirements. The achievement of the target SFC reliability is thus normally made through the adoption of VNF redundancy allocation. Addis et al. [37] highlight that the redundancy-based VNF placement is one of the main methods to achieve target service reliabilities. Therefore, the proper selection of a subset of VNFs for duplicate VNF placement is required.
In [9] , the authors use Integer-Linear Programming for modeling the VNF deployment problem. Based on that, a greedy algorithm is implemented based on the utilization of multiple backup nodes for VNF redundancy allocation.
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Hmaity et al. [29] investigate a similar mechanism with a consideration of the single link and node. The proposed mechanism first places primary VNFs of a corresponding SFC sequentially. VNF redundancies are then allocated based on the reliability of VNFs until the SFC achieves its target reliability requirement.
Fan et al. [6] divide the chain into subchains and perform the VNF redundancy allocation independently. In particular, the proposed scheme considers two VNFs with the lowest level of reliability for allocating a VNF redundancy deployment. The purpose is to reduce the number of VNF redundancies. Ding et al. [10] exploit the concept of Birnbaum importance measure for the redundancy allocation. The authors show that the proposed scheme outperforms GREP [6] in term of the number of accepted requests. In the next section, we show several drawbacks of the usage of BIM for the VNF redundancy allocation [10] through illustrative examples.
Herker et al. [28] highlight the importance of reliability/availability guaranteed deployment for IoT services such as safety critical and control applications and propose a VNF placement algorithm for SFCs. The algorithm places primary VNFs sequentially while VNF redundancies are added recursively until the placement satisfies the reliability requirement of SFCs.
Although the achievement of target service reliabilities of SFCs is normally made through the implementation of redundancy-based VNF allocation policies, selecting which VNFs for redundancy allocations is an important issue. When deploying VNF redundancies, careful selections of VNFs for redundancy deployments are required to use the network resources efficiently. Backing up the whole SFC is not necessary and costly as network resources are normally limited. Moreover, the importance of each VNF in a system is usually different depending on its function, its position, its reliability, and the number of services the VNF serves. Deploying a redundancy for different VNFs may create different impacts on the overall reliability of an SFC and the whole system. Therefore, it is necessary to have an index measuring the criticality of VNFs in a system so that the VNF redundancy allocation scheme can efficiently select which VNF should be allocated with a redundancy.
III. SYSTEM MODEL A. NETWORK MODEL
We model a NFV-enabled network as a connected directed graph G = (N , L) which consists of a set N of nodes and a set L of links. Nodes can be service nodes (SNs), service function forwarders (SFFs), egress node (outgoing point), and ingress node (incoming point). The nodes are interconnected by the set of links. We denote L(x, y) as the connectivity between two nodes, x and y (i.e., L(x, y) = 1 if x and y are connected). Each link has a given bandwidth capacity. A service node is a commodity server that hosts VNFs. Service nodes may have different capabilities in terms of processing and storage. We assume that the service nodes are multi-core nodes. We consider the number of CPU cores that the nodes are equipped with, as the processing capability of the nodes. Table 1 summarizes parameters and variables used in this paper. 
B. VIRTUAL NETWORK FUNCTION MODEL
Each service node can host a set of VNFs which execute some tasks (i.e., DPI (deep packet inspection), firewall, NAT (network address translation), proxy or DNS (domain name system), etc.). For the operations, each VNF requires a VM (virtual machine) running on the hosting service node. Each VNF requires a number of resources
allocated by its hosting node for its operations. The amount of required resource (processing capacity, storage capacity, etc.) of different VNF types can be different. We denote R i and A i as the reliability and availability of a VNF i hosted on a server p. In this paper, we only consider VNF failures for simplicity. A VNF i may be shared among different SFCs as long as the VNF has enough storage and processing capability, and the total incoming traffic doesn't exceed the capacity of its related links.
C. SERVICE FUNCTION CHAINING MODEL
When a service is requested between end-points, one or several SFCs need to be deployed. We assume there is a set S of SFC requests, S = {s k |k = 1, 2, 3, 4, . . . , K }. An SFC s k is considered as the linkage of an ordered set of M VNFs
Each service s k may be requested with its on-demand reliability requirement R r s k depending on SLAs. The network operator is responsible for the service deployment so that the requirement is satisfied.
D. SFC RELIABILITY/AVAILABILITY MODEL
According to ETSI GS NFV REL 003 [14] , the availability of a VNF can be expressed using cycles of uninterrupted working interval (i.e., uptime), followed by a repair time period after a failure occurs (i.e., downtime). The reliability of a VNF is the probability that the VNF has not failed after a time period. The reliability and availability computation of VNFs can be calculated off-line before service deployment, similar to the method used for physical network functions, and can be re-evaluated during the deployment or tests [14] . We also use the same assumption in ETSI GS NFV REL 003 [14] for the independent configuration of service functions' reliability and failures of VNFs.
To compute the reliability and availability of a given SFC, we first have to model the logical structure. We model the reliability/availability of a service chain deployment by decomposing the chain into subchains consisting of VNFs whose reliability information is available. As this study focuses on the VNF redundancy deployment, we assume that links have the reliability of 1. This assumption is also to make CCI-RA comparable with REACH and GREP. We consider two types of dependency of VNFs including the serial dependency and parallel dependency, as illustrated in figure 1. The serial dependence is often used for connecting primary VNFs as shown in figure 1a. However, in fact, all service chain models can be converted into the serial type. In the serial dependency, the operations of a service chain s k consisting of m VNFs require all VNFs to operate. The reliability R s k and the availability A s k of s k are then calculated as follows. Two components of an SFC (i.e., VNF 1 and VNF 2) can also use a parallel dependency. In service function chaining, the parallel dependency is normally used in a redundancy deployment when both VNF 1 and VNF 2 have the same function as shown in figure 1b. In the parallel dependency, the operations of a sub-chain com as a composition of VNF 1 and VNF 2 require one of the two VNFs to operate. The reliability R com and the availability A com of the composition are then calculated as follows.
Note that in this paper, we study the deployment scheme with on-demand reliability requirements. However, the scheme can also be applied for on-demand availability requirements. Therefore, availability and reliability can be used interchangeably in the scheme.
E. THE COST MODELS 1) CAPEX (CAPITAL EXPENDITURE)
Let C i capex denote the cost of a resource type i for deploying an SFC s k . Different resource types can be used as CAPEX such as the number of CPUs (i.e., processing cost), storage cost, or even the financial cost. C i capex is computed as follows.
where Q k m denotes the number of instances of the VNF type f k m .
In this paper, we count the required number of CPUs to indicate the deployment cost.
2) OPEX (OPERATING EXPENDITURE)
We denote C opex as the operating cost (i.e., energy consumption) of an SFC s k . We illustrate the operating cost with energy consumption but the formulation can be applied for other types of operating cost.
where t k m−q denotes the data rate of q th instance of VNF f k m , and E f m as the energy consumption rate of VNF type f m to process a unit of data. Note that t k m−q and E f m can be replaced for other types of operating cost such as bandwidth or management cost.
IV. AN EFFICIENT RELIABILITY GUARANTEED DEPLOYMENT SCHEME FOR SFCs
We assume there is a set S of SFC requests, S = {s k |k = 1, 2, 3, 4, . . . , K }. Each SFC s k is composed of M primary VNFs in the order
According to the ETSI GS NFV REL 003 [14] , one of the NFV key design objectives is to guarantee the end-to-end reliability/availability of telecommunication services. In addition, not all service chains are required to be built to the peak of availability and reliability, but service level agreements (SLAs) can be defined and applied with different reliability/availability requirements. For examples, critical IoT services require a high level of reliability/availability guarantee while web browsing services may require a lower level of reliability/availability and could tolerate about 20s of service interruption. For that reason, in this paper, each SFC s k may have a different reliability/availability requirement.
The task of the deployment scheme is to deploy the SFCs efficiently so that their reliability score is equal to or greater than the given requirements. The reliability guaranteed deployment is an important task to meet the SLAs with customers. Such an SFC deployment normally consists of two phases, the primary VNF deployment and the VNF redundancy allocation. The reason is that the primary VNF deployment is normally not enough to satisfy the reliability requirements and the VNF redundancy allocation is thus required.
In this section, we first describe a reliability-aware primary VNF deployment scheme. We then formulate the VNF redundancy cost minimization problem. Next, we present the proposed efficient VNF redundancy allocation scheme for reliability guaranteed SFC deployment.
A. RELIABILITY-AWARE PRIMARY VNF DEPLOYMENT
For the reliability guaranteed deployment of an SFC s k , primary VNFs of the SFC have to be deployed first. As the primary VNF deployment is not the main focus of this paper, we present a simple proximity-based primary VNF deployment scheme, similar to [8] , [9] , with an additional reliability-awareness.
The deployment of a primary VNF of the SFC s k can reuse an existing VNF instance which is available and has enough capacity for s k , or may require a new VNF instance to be instantiated. For efficiency, the primary VNF deployment tends to exploit existing VNF instances or to deploy new VNF instances based on proximity.
If there are existing instances of the required VNF type, the scheme first considers exploiting the existing VNFs for the SFC deployment. We denote H ij as the distance (i.e., hop count) between two VNFs, VNF i and VNF j, where i is the already deployed VNF in the chain s k and j is an existing VNF instance as well as a candidate to place the next network function of i in the chain s k . We denote R j as the reliability of j and r c ij as the reliability-cost ratio (RCR) if the scheme selects j to place the next network function of i in the chain s k . r c ij is defined as follows.
The detailed procedures of the reliability-aware primary VNF deployment are described in Algorithm 1. We have an SFC s k comprising of an ordered set of M VNF types 
Algorithm 1 The Primary VNF Deployment Algorithm
CCIBasedRedudancyAllocation(); end if end for UNTIL ∀s k , s k is deployed or resources run out.
If the algorithm doesn't find any available existing instance of VNF f k 1 , the algorithm then decides to instantiate a new VNF instance of f k 1 . The proximity-based policy to instantiate a new VNF is as follows. The algorithm searches for nearby servers and places the new VNF instance as near as possible to the current VNF i of s k . The purpose is to reduce the consumed bandwidth. This proximity-based policy is used widely in current service chain deployments. The above operations are run repeatedly until the whole chain s k is deployed.
The algorithm then performs the reliability validation for s k . If its reliability requirement is satisfied, the chain deployment is completed. Otherwise, the CCI-based VNF redundancy allocation scheme is executed.
B. THE VNF REDUNDANCY ALLOCATION COST MINIMIZATION PROBLEM
For the reliability-guaranteed SFC deployment, the network operator or service provider normally needs executing the VNF redundancy allocation due to the insufficiency of the primary VNF deployment. For instance, assume an SFC consists of 5 serially primary VNFs in which each VNF has the reliability of 0.9. The SFC then has the reliability of 0.59 which cannot satisfy most applications' requirements. As VNF redundancy deployments are often used while the network resource is limited, the cost minimization problem of the VNF redundancy allocation for SFCs is thus critical. For that reason, we formulate the cost minimization problem of the VNF redundancy allocation in the context of the reliability guaranteed SFC deployment as an Integer Linear Programming (ILP) problem as follows.
1) OBJECTIVE FUNCTION
Given a set S of SFCs,, S = {s k |k = 1, 2, 3, 4, . . . , K }, each SFC s k comprises of primary VNFs which are already deployed and their reliability has not satisfied their given requirements. We find the optimal plan for the VNF redundancy allocation so that 1) the reliability of SFCs satisfies the given requirements and 2) the total cost for the VNF redundancy allocation is minimized.
We define the following parameters. 
2) CONSTRAINTS
The computing resource constraints are formulated as follows.
where p v is a set of VNFs which are hosted by p. ( 
). Note that two VNF redundancies of the same primary VNF mustn't be hosted by the same server.
The memory resource constraints are formulated as follows.
(10) makes sure that a VNF is hosted by a physical server p only if p has sufficient memory resource. For that, the memory capacity required by VNFs which are hosted by p mustn't exceed p's total memory capacity (M c p ). Similarly, the constraint is also applied for the storage resource.
The link resource constraints are formulated as follows.
(11) makes sure that there are sufficient link resources when making a decision of a VNF redundancy allocation. In particular, the total bandwidth requested by a set of VNFs, l v , which connected through a substrate link l mustn't exceed the capacity of link l (B c l ). The resource constraints for a shared VNF are formulated as follows.
The processing resources requested by a set of service chains, S i , that share a VNF f i has to be equal to or less than f i 's processing capacity. (12) indicates that a new service can be placed through a shared VNF f i only if it has enough remaining processing resource for the new service.
The reliability value of any VNF i should be limited between 0 and 1.
The constraints for the integer b f k i s k are formulated as follows.
The In the reliability theory [30] , the reliability importance measure of components is the key factor for planning a system reliability enhancement. The purpose is to ensure the efficiency of the system enhancement. Among the reliability importance measures [30] , [38] , BIM (Birnbaum importance measure) and CIM (criticality importance measure) are widely applied. BIM assesses the relative contribution of a component to the system reliability. Similarly, CIM evaluates the criticality of components in the system reliability. In CIM, the importance of a component also depends on its reliability level while BIM doesn't take the reliability level of the component into account.
In this section, we study the applicability of the reliability importance measures for the VNF redundancy allocation. Through observations and experiments, we find that CIM is the best measure when we consider shared VNF environments where a VNF can be shared among SFCs. BIM can be applied when we consider a single SFC independently. However, we find its drawbacks when applying to shared VNF scenarios. In particular, in shared VNF scenarios, a BIM-based redundancy allocation scheme always allocates redundancies to shared VNFs. This is inefficient when shared VNFs already have a high reliability level. We provide illustrative examples in comparing CIM and BIM in the next section.
Shared VNF scenarios are popular in real service deployments. For example, a firewall VNF or an IoT data aggregator VNF may be shared among several services. Intuitively, we highlight that when a shared VNF has a low reliability, the proposed scheme should assign the shared VNF a high priority for a redundancy allocation. The reason is that once a shared VNF fails, multiple services may be corrupted. However, a shared VNF may not always have a high priority for a redundancy allocation compared to other VNFs when the shared VNF already has a high reliability score. How to measure the priority of VNFs in such a system for a redundancy allocation is critical. In addition, as the network resources are limited, the proposed scheme should consider the redundancy deployment cost of a VNF into evaluating its priority for a redundancy allocation. The proposed scheme should give a high priority to VNFs which have a high potential for reliability improvement and require a low cost for a redundancy deployment.
In this paper, we propose a cost-aware criticality-based priority index (CCI) for VNFs, which is then used for the proposed VNF redundancy allocation scheme. The measurement approach for CCI is presented below.
2) THE COST-AWARE CRITICALITY-BASED PRIORITY INDEX (CCI) FOR VNF REDUNDANCY ALLOCATION
This section presents the establishment of the proposed CCI metric which is used to select the most critical and cost-efficient VNFs for the VNF redundancy allocation. CCI takes into account the following characteristics of NFV and SFC environments. Firstly, CCI highlights the importance of shared VNFs by considering the impact of its reliability improvement (i.e., using the redundancy allocation) to both of the SFC level and the network level consisting of a number of related SFCs using the shared VNFs, instead of considering the impact to only an individual SFC as existing approaches. Once the reliability of a shared VNF is improved, it also improves the reliability of multiple related SFCs. Secondly, CCI takes into account the fact that highly reliable VNFs are more difficult to improve than lower reliable VNFs. Therefore, CCI metric of a VNF is inversely proportional to its reliability. Lastly, CCI is proposed to capture the reliability improvement potential per a redundancy unit cost, so the VNF redundancy deployment cost is an important factor to calculate CCI.
Given a VNF i with the reliability R i , we consider an SFC f with the reliability of R sfc f chained through i for the redundancy allocation to meet its predefined reliability requirement. We assume that the VNF i also belongs to a set of SFCs F i . We denote I B f (i) as the Birnbaum Importance Measure (BIM) of VNF i in f (i.e., SFC level). According to [30] , I B f (i) is computed as follows.
We denote I CR f (i) as the Criticality Importance Measure (CIM) of VNF i in f (i.e., SFC level). According to [30] , I CR f (i) is computed using the following derivative calculation.
We now define the CIM of VNF i in the network level (I CR net (i)). Note that in the network level, the reliability of a VNF may impact more than one SFC which the VNF serves.
In the network level, we evaluate the importance of an VNF i by considering its impact to all SFCs, denoted as a set F i , that the VNF i serves.
We assume that the cost for a redundancy deployment of VNF i is C R i . We then define the cost-aware criticality-based priority index (CCI) of VNF i in the SFC level f .
And, we define the CCI of VNF i in the network level as follows. This metric is used for the VNF redundancy allocation scheme presented in the next section.
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The detailed procedures of our CCI-based redundancy allocation scheme for VNFs (CCI-RA) are described in Algorithm 2. CCI-RA is also used as the name of our proposed reliability guaranteed deployment scheme. llConsidering the redundancy allocation for an SFC s k comprising of an ordered set of VNFs s k = {f k 1 , f k 2 , . . . , f k M } that are already deployed in the previous step, CCI-RA first computes the priority index I CCI net for the VNFs. CCI-RA then selects the VNF having the highest priority index for a VNF redundancy deployment. After the redundancy deployment, the scheme validates the reliability of s k . The reliability update is quite simple following the equation (1) and equation (3). We regard the redundant VNF and the primary VNF as one VNF and calculate the reliability of the new VNF using (3). The new reliability value of the VNF is then updated to (1) to find the updated reliability of the SFC s k . The updated reliability value of s k is then compared with the requirement. If its reliability meets the requirement, the chain deployment is completed. Otherwise, CCI-RA is run repeatedly for more VNF redundancy allocations until either it satisfies the reliability requirement or no more resources are available for the reliability improvement. By iteratively deploying a redundancy for the primary VNF with the highest value of CCI, the scheme achieves the cost efficiency for the whole redundancy allocation process. 
Algorithm 2 CCI-based VNF Redundancy Allocation
or out of resources.
D. CASE STUDIES
In this subsection, we show how CCI-RA works in comparison with the existing schemes through simple examples. We use a simple network topology for illustrations as shown in figure 2 while the detailed evaluation with realistic network models is presented in the next section. Figure 2 shows a subnetwork with two SFCs, SFC1 and SFC2, and 6 different FIGURE 2. An illustrative example of a network consisting of 6 primary VNFs of two SFCs, SFC1 and SFC2. Each VNF has the attributes of reliability score (R) and the deployment cost (i.e., CPU units). The reliability requirement of SFC1 and SFC2 is 0.92.
primary VNFs of the two SFCs. Each VNF has two attributes including the current reliability score (i.e., R) and the CPU cost (i.e., CPU) for a deployment. We assume that a VNF redundancy deployment requires the same number of CPUs compared to the primary VNF and the redundant VNF has the same reliability compared to its primary VNF. There are two shared VNFs, VNF1 and VNF6, between SFC1 and SFC2.
1) THE VNF REDUNDANCY ALLOCATION WITH CCI-RA AND REACH: A COMPARISON
In this subsection, we compare the number of CPU units required by CCI-RA and REACH which selects the least reliable VNF for the redundancy allocation and doesn't take into account the shared VNF characteristics. We assume that the reliability requirement of both SFC1 and SFC2 is 0.92. Each scheme should allocate VNF redundancies to achieve the requirement.
The current reliability of SFC1 and SFC2 is calculated following (1) as follows. REACH REACH deals with SFC1 for the redundancy allocation and it allocates the first VNF redundancy to VNF2 which is the least reliable one. After the redundancy deployment, the reliability of VNF2 is improved. Note that we regard the redundant VNF and the primary VNF after the redundancy deployment as one VNF and calculate the new reliability score of the VNF using (3). The new reliability of VNF2 is then calculated as the reliability of the parallel composition of the primary VNF2 and its redundancy as follows.
As the reliability of VNF2 is improved, the reliability of SFC1 is also improved. The updated reliability of SFC1 is calculated as follows.
The updated reliability of SFC1 has satisfied the reliability requirement of 0.92. As a result, the redundancy deployment of REACH for SFC1 has been completed.
After that, REACH deals with SFC2 and similarly, it allocates a redundancy to VNF4. After the redundancy deployment, the reliability of VNF4 has an updated VOLUME 7, 2019 value of 0.9964 and SFC2 has the updated reliability of 0.9277 which meets the reliability requirement of 0.92.
In overall, to achieve the reliability requirement of SFC1 and SFC2, REACH deploys 2 redundant VNFs, each for VNF2 and VNF4, which require 11 CPU units totally.
CCI-RA CCI-RA also deals with the SFC1 first. CCI-RA makes the VNF redundancy allocation decision based on the metric I CCI net (i) of VNFs in SFC1, following equation (20) . We now illustrate the calculation of the metric for the VNFs in SFC1 based on the equations (16) (17) (18) (19) (20) . As VNF1 is a shared VNF between SFC1 and SFC2, it has the importance to both SFC1 and SFC2. The BIM of VNF1 in SFC1 and SFC2 is calculated as follows.
The CIM of VNF1 in SFC1 and SFC2 is calculated as follows.
The CIM of VNF1 in the network level is calculated as the sum of the CIM of VNF1 in SFC1 and SFC2, the two SFCs that VNF1 serves.
Then we obtain the CCI metric of VNF1 in the network level.
As VNF2 serves only the SFC1, so it has the importance to SFC1 only. In addition, its CIM in the SFC1 is equal to its CIM in the network level.
Then we obtain the CCI metric of VNF2 in the network level.
Similarly, we obtain the CCI metric of VNF3 and VNF6.
We see that although VNF6 is also a shared VNF between SFC1 and SFC2, VNF6 has a low CCI value. This means that VNF6 has a low priority for a VNF redundancy allocation. The reason is that VNF6 already has a high reliability and VNF6 requires a greater number of CPU units for deployment.
By comparing the CCI metric of VNF1, VNF2, VNF3, and VNF6, we find that VNF1 has the highest value of CCI. Therefore, CCI-RA allocates a VNF redundancy deployment to VNF1. The new reliability of VNF1 is then calculated as the reliability of the parallel composition of the primary VNF1 and its redundancy as follows.
As the reliability of VNF1 is improved, the reliability of SFC1 and SFC2 is also improved. The updated reliability of SFC1 and SFC2 is calculated as follows.
As a result, the updated reliability of both SFC1 and SFC2 already satisfies the reliability requirement. CCI-RA requires only one redundancy deployment with the total cost of 5 CPU units to complete the task of the reliability guaranteed deployment for SFC1 and SFC2. Table 2 summarizes the results of CC-RA in comparison with REACH.
Although VNF6 is also a shared VNF, it has a lower priority index and CCI-RA does not select VNF6 for a redundancy deployment. The reason is that CCI reflects the VNF characteristic that highly reliable VNFs are more difficult to improve than lower reliable VNF and allocating a VNF redundancy to a highly reliable VNF leads to less reliability improvement compared to a lower reliable VNF. If VNF6 is selected for a VNF redundancy deployment which costs 6 CPU units, the reliability of SFC1 is improved to 0.884 only. As a result, several VNF redundancies are required to meet the requirement, which is obviously inefficient.
2) THE VNF REDUNDANCY ALLOCATION WITH CCI-RA AND BIM-BASED SCHEME: A COMPARISON
In this subsection, we show the drawbacks of BIM in shared VNF scenarios. For that, we assume that we have another metric, namely the cost-aware BIM-based priority index (CBI) [10] in which BIM is used instead of CIM. Similarly to CCI, we obtain CBI as follows.
The BIM of VNF i in the whole network level (I B net (i)) is calculated as follows
We then define CBI of VNF i in the network level as follows. This metric is then used for the CBI-based VNF redundancy allocation (CBI-RA) scheme. CBI-RA works similar to CCI-RA but CBI-RA uses CBI metric to calculate the priority instead of CCI metric.
For the comparison between the scheme using CCI and the scheme using CBI, we continue the previous illustrative example. After the first redundancy deployment of VNF1 done in the previous example, the updated graph is shown in figure 3 . 
From (38) (41) (43) and (46), VNF1 has the greatest priority index I CBI net , so CBI-RA selects VNF1 again for a VNF redundancy deployment. After the VNF redundancy deployment, the reliability of VNF1 is upgraded to 0.998. Similarly, the VNF redundancy allocation is executed until both SFC1 and SFC2 satisfy the reliability requirement. Totally, CBI-RA requires 5 VNF redundancy deployments for VNF1 and VNF6 consuming 26 CPU units. (53) and (56), VNF2 has the greatest priority index I CCI net , so CCI-RA selects VNF2 for a VNF redundancy deployment. After the VNF redundancy deployment, the updated reliability of VNF2 is R VNF2 = 0.9964 and the updated reliability of SFC1 is R SFC1 = 0.9983. As a result, CCI-RA requires only one VNF redundancy deployment to satisfy the reliability requirement of SFC1. Similarly, for SFC2, CCI-RA selects VNF4 for a VNF redundancy deployment. After the redundancy deployment, the updated reliability of VNF4 is R VNF4 = 0.9964 and the updated reliability of SFC2 is R SFC1 = 0.9983. As a result, CCI-RA requires only one VNF redundancy deployment to satisfy the reliability requirement of SFC2. Totally, CCI-RA requires only 2 VNF redundancy deployments for VNF2 and VNF4 consuming 11 CPU units. Table 3 summarizes the results of CC-RA in comparison with CBI-RA.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed scheme in terms of 1) the redundancy deployment cost, 2) the scalability and 3) the percentage of admitted services within a limited amount of resources. Results of the proposed scheme are compared with REACH and GREP, the two state-of-theart techniques. As CBI is used in CERA [10] , a redundancy selection scheme which doesn't take the reliability guaranteeing and the VNF deployment into account, CCI-RA and CERA are not comparable. For a fair comparison, we replace CCI by CBI in our proposed reliability guaranteed deployment scheme and rename the scheme as CBI-RA.
CPLEX is used to solve the ILP solver. All the analysis and simulations are conducted using a machine having 10 GB RAM and an Intel 3.5 GHz processor. We implement simulations in Python. Analysis and simulation results are obtained with a network consisting of 40 server nodes. Each node has storage and CPU resources with the capacity distribution from 20 to 100 units. We generate 20 different VNF types. Each VNF has a demand from 2 to 8 units for each resource type. Without loss of generality, we assume each SFC having a demand from 4 VNFs to 8 VNFs.
Each link has a spectrum capacity of 12THz with a spacing of 12.5GHz per spectrum slot using Optical Orthogonal Frequency Division Multiplexing. We configure each logical link has a bandwidth demand among 10, 40, 100 Gb/s with equal probability. As this paper focuses on the VNF redundancy allocation, we use the same assumption for the link reliability in REACH that links have a perfect reliability. Each VNF is configured with a random reliability value from 0.9 to 0.99. Service chains are registered with the reliability requirement among 95%, 99%, 99.9%, 99.95%, similar to the Google Application SLA [39] . The processing latency of a VNF is set to 100 µs.
Presented numbers are the average results of 20 simulation runs. We vary the number of SFC requests and reliability requirements in simulations to investigate the performance behaviors of the proposed scheme in terms of VNF redundancy deployment cost (i.e., CPU units), the scalability, and the percentage of admitted services under different reliability requirements, compared with REACH and GREP.
A. ILP AND CCI-RA Firstly, we are interested in evaluating CCI-RA with the ILP model. For that purpose, we run simulations for CCI-RA and CPLEX solver for the ILP model. Both are required to find solutions for 10 SFC requests under the various reliability requirements. Numerical results are shown in Table 4 .
It is clear that both CCI-RA and ILP can find solutions for the SFC deployments to satisfy the reliability requirements. However, the computation time of the ILP model is much greater while the number of CPU units required by the ILP model is only marginally reduced in comparison to CCI-RA. This indicates that CCI-RA achieves much better scalability than the ILP model. In particular, with the reliability requirement of 0.9995, CCI-RA is able to obtain solutions within only 0.35 s while the computation time of the ILP model is 23154 s. The huge computation time of the ILP model is due to the reason that it has to resort for solving the ILP at each iteration for routing the chains and allocating VNF redundancies. Due to the high time complexity, the ILP model has a low applicability. For the rest of the section, CCI-RA is used in performance evaluation and comparison.
B. THE VNF REDUNDANCY DEPLOYMENT COST
We now evaluate the VNF redundancy deployment cost (i.e., the number of required CPU units) of CCI-RA in comparison to the three existing schemes, REACH, GREP, and CBI-RA. For that purpose, we conduct simulations with a fixed reliability requirement of 0.99 under a various number of SFCs. Obtained results are presented in figure 4 . The obtained results indicate that CCI-RA achieves the better cost efficiency in comparison to REACH, GREP, and CBI-RA. In particular, the proposed scheme requires a less number of CPU units for the SFC deployments. For example, CCI-RA consumes only 276 CPU units for deploying 10 SFCs while REACH, GREP, and CBI-RA need 320, 410, and 302 CPU units, respectively. The improvement ratio of CCI-RA compared to GREP, REACH, and CBI-RA is proportional to the number of requested services.
C. MAXIMUM NUMBER OF ADMITTED SERVICES
Next, we run simulations to understand the scalability of CCI-RA. We use a stress test method as follows. For each scheme, we increase the number of SFC requests for deployment until the network resources run out. We then obtain and compare the maximum number of admitted SFCs in each scheme. Obtained results are presented in figure 5 . Figure 5 shows that the scalability of CCI-RA is significantly higher than REACH, GREP, and CBI-RA. In particular, CCI-RA can admit 58 services totally while those of REACH, GREP, and CBI-RA are 46, 41, and 49 services, respectively. The results indicate that for the same amount of resources, CCI-RA is able to increase the number of services to be deployed. This can help network operators increase the revenue and/or lower the service price to increase their competitiveness.
In the scalability test, we are also interested in measuring the average service reliability in each case, as presented in figure 6 . The figure shows that the average service reliability in the case of REACH, GREP, and CBI-RA is lower than that of CCI-RA (i.e., 0.9921). In other words, CCI-RA leads to the better overall system's reliability. This can be the benefit of assigning a high priority for a VNF redundancy deployment to shared VNFs with low reliability. Such a VNF redundancy deployment may help improve the reliability of all related services using the shared VNFs. 
D. RESULTS WITH VARIOUS RELIABILITY REQUIREMENTS
In this subsection, we do similar stress tests, however, under different reliability requirements. The purpose is to investigate the service admission behavior of the proposed scheme under scenarios with a fixed amount of resources, fixed number of SFC requests, and various requirements for the reliability. For that purpose, we fix the number of service requests to 50 for all cases. We present the ratio of admitted services in the increasing order of reliability requirements in figure 7 . The results indicate that for the same amount of resources, the higher the requirement of reliability the lower the percentage of admitted services can be achieved. This is due to the fact that more resources are required for the VNF redundancy allocation to meet the requirement. However, CCI-RA achieves the highest percentage of admitted services in all cases, in comparison to GREP, REACH, and CBI-RA. This highlights the importance of the cost-efficiency enhancement in the VNF redundancy allocation.
To make a clear understanding about the cost efficiency of CCI-RA under various service reliability requirements, we now deploy only 20 services under various service reliability requirements and count the average number of CPU units needed for deploying the services with the predefined requirement. The results are presented in figure 8 . The figure shows that CCI-RA consumes fewer CPU resources in all cases. The lower the reliability requirement the better the improvement ratio CCI-RA can be achieved compared to REACH, GREP, and CBI-RA. The reason is that in the high reliability requirement scenarios (i.e., 0.999 and 0.9995) and the small network size for simulations, a great number of VNFs requires to have VNF redundancies. 
VI. CONCLUSIONS
This paper discusses the drawbacks of existing studies for the reliability-guaranteed deployment for SFCs. Based on the observations, we propose a novel cost-aware criticalitybased priority index (CCI) to measure the priority level of VNFs in the local SFC level as well as the network level. CCI highlights the importance of shared VNFs by considering the impact of a VNF redundancy deployment in the network level. Based on CCI, we design a cost-efficient VNF redundancy allocation scheme, namely CCI-RA. Obtained numerical analysis and simulation results show that the proposed scheme achieves a higher cost efficiency, higher scalability and percentage of admitted services compared to the existing approaches. This potentially enables the network operators and service providers not only to perform the reliability-guaranteed deployment of SFCs to meet SLAs with customers but also to increase the number of admitted services within a limited amount of resources. For future works, we observe that the reliability management for SFCs with dynamic traffic characteristics is a challenge. This may occur in scenarios of VNF migration or mobility. We plan to extend this work to support the VNF migration and mobility scenarios by investigating new migration, mobility-aware adaptive schemes and policies. 
