Abstract-Constraints imposed by power delivery and costs will be key design impediments to the development of next generation High-Performance Computing (HPC) systems. To remedy these impediments, solutions that impose power bounds (or caps) on over-provisioned computing systems to remain within the physical (and financial) power limits have been proposed. Uninformed power capping can significantly impact performance and power capping's success depends largely on how intelligently a given power budget is allocated across various subsystems of the computing nodes. Since different computations put vastly different demands on various system components, those variations in the demands must be taken into consideration while making power allocation decisions to lessen performance degradation. Given a target power bound, a model-based methodology presented in this paper, which takes computation-specific properties into account, guides power allocations for CPU and DRAM domains to maximize performance. Our methodology is accurate and can predict the performance impacts of the power capping allocation schemes for different types of computations from real applications with absolute mean error of less than 6%.
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I. INTRODUCTION
Utility costs and constraints on power delivery are limiting the expansion of large scale High-Performance Computing (HPC) systems. Future HPC systems will most likely be over-provisioned and power constrained to be operated within strict power limits [9] , [18] , [23] ; i.e., not all components of the system can be run at maximum power draw and, therefore, maximum performance. For these classes of systems, the objective of performance optimization, which has traditionally been to minimize time-to-solution, will morph into a more complicated objective -maximizing performance under a power budget, where power budget for a given system will depend on the physical (in terms of power delivery and cooling infrastructure) and financial considerations.
To operate power limited systems efficiently, decisions will have to be made to allocate the available power budget to different subcomponents (CPU, uncore and memory) within a compute node 1 . Some of these allocation decisions could lead to operating system components at reduced power levels, thereby degrading their performance. In order to lessen the impact on application execution time, power allocation decisions will have to be application-aware; i.e., power should be capped on component(s) that have the least impact on a given application's execution time. For example, power capping CPU subsystem during a computational phase that is memory bound will have less impact on application performance than power capping DRAM subsystem during the same computational phase.
Determining the extent to which different types of computations are sensitive to reduced power caps on CPU and DRAM subsystems is, therefore, the prerequisite in the development of optimal power capping strategies. Towards that end, this paper presents a systematic computation-aware methodology to understand and predict how sensitive a given computation is to different levels of power capping on CPU and DRAM subsystems in order to determine the optimal power distribution to components under a given power budget. In addition to different power capping levels imposed on CPU and DRAM, our predictive machine learning models utilize the application's computational properties as predictors -for example, arithmetic intensity, memory access patterns, cache hit rates and data dependencies. The models can be used to explore the performance sensitivity of different computations when different power caps are imposed simultaneously on CPU and DRAM domains. The models can also be used to select the best implementation of a computation, from among a set of source code variants that use different code optimizations, given a stipulated power budget.
In particular, this paper makes the following contributions:
1) We present models that are highly accurate in predicting the performance sensitivity of various HPC computations across a range of simultaneous power caps on CPU and DRAM domains. 2) We illustrate the use of computational characterization in developing accurate predictive models for performance degradations introduced by power limits and discuss the relative importance of different application properties in driving the observed degradations. 3) We demonstrate the effectiveness of our models in predicting the sensitivity to power capping of real applications and in choosing the performance optimal implementation variants (within an autotuning workflow) for a given power bound. This paper is organized as follows. The next section describes related research, which is followed by the presentation of a study that motivates using a methodology that is based on application-specific attributes for predicting the optimal power capping levels for CPU and DRAM (Section III). The same section also describes the tools that we rely on to gather application characterizations and the modeling technique that we use in this paper. Section IV presents modeling results along with model evaluation results on mini applications. Finally, Section V provides concluding remarks.
II. RELATED WORK
Power capping has recently received its fair share of attention from researchers in power-aware HPC. Rountree et al. [21] investigate the performance impact of power capping the Package (PKG) domain but not the DRAM domain for a SandyBridge system. Fukazawa et al. [12] investigate the performance variation seen in different sections of a large scale Magneto hydrodynamic (MHD) simulation code subjected to power capping. Patki et al. [18] look at how applications behave under RAPL power capping on the PKG domain and identify how application characteristics affect the performance optimal configuration (e.g., number of nodes, cores per node, and power limit per node) under a power limit. Sarood et al. [23] utilize application profiles and a simple interpolation scheme to optimize performance of an application under a power budget by using RAPL to distribute the power between the CPU and memory and adding additional nodes. The interpolation scheme requires measuring the application at different power distributions under strong scaling to develop their applicationspecific models. Our work is distinct in that our machinelearning models are trained using computational characteristics from a set of benchmarks to predict the effect of CPU and DRAM power capping on any given application at fine granularities.
Etinski et al. [10] have worked on power reduction via DVFS to schedule jobs with a given power budget. Li et al. [16] also looked at scheduling within a power budget and utilized IPC models to determine the most energy efficient frequency and concurrency to be used in a hybrid programmed application. Goel et al. [13] use on-chip temperature measurements along with hardware counters to model power draw for the core to drive power-aware scheduling and frequency scaling to compute within a power budget. Our work differs in that we do not use hardware counters and our models enable "shifting" of power between the components to compute within a power limit. Similar to this work, power models for CPU and DRAM were developed to investigate energy efficient code variants for computational kernels [26] . The models in that work were application specific where as in this work the models are general and based on computational characteristics. In our earlier work [25] , we presented a modeling framework that could be used to predict how different computations (and phases) within an application would behave under a given reduced per core memory bandwidth.
III. MOTIVATION AND METHODOLOGY
This section describes the motivation for the research presented in this paper and our methodology to predict DRAM and CPU power capping settings that maximize performance under a given power budget.
A. Motivation
The key insight, on which our methodology is based, is that different computations and even different imple-mentations of the same computation will have different performance behavior in power-capped environments. We illustrate this insight with simple examples presented in Figure 1 and Figure 2 . We took a set of diverse HPC computations (more details on what these computations consist of appear in Section IV) and ran them on our experimental testbed, which is a dual-socket SandyBridgebased system (also described in Section IV), with no power limits (base case). For each of the computations, we then ran two sets of experiments -one by imposing power limits on the DRAM domain and the other by imposing limits in the CPU domain. The limits for each domain are chosen based on the power draw that a given computation draws when there is no power limit imposed on the system. Figure 1 shows the results for the DRAM domain and Figure 2 shows the results for the CPU domain. The x-axis shows the power capping levels in terms of the proportion of the power drawn in the base case; e.g., a level of 0.62 indicates a power limit of 62% of the power drawn in the base case (i.e., a 38% reduction in power). Thus, the closer a point is to the yaxis the larger the power reduction. The y-axis shows the performance degradation with respect to the base case, which ranges from around 1.17X-5X.
The impact that reducing power cap in the DRAM domain has on performance is fairly extensive. If we consider a power level of 0.62 on the DRAM domain (see Figure 1) , the performance degradations can be in the range of 2.5X to 5X. While the range is not as extensive in the CPU power reduction, the range is still very significant. Where in the performance degradation range a computation falls really depends on its characteristics and determining what characteristics are key indicators of this degradation are requirements for any methodology that aims to maximize performance under given power budget. The next section describes the tools that we use to extract these key performance metrics of the computations within HPC applications.
B. Computation Characterization
In order to develop models that capture a computation's sensitivity to different power caps placed on the CPU and DRAM domains, we need to first capture lowlevel details of how an application interacts with and exercises the underlying hardware subcomponents. To do that, we leverage a suite of application analysis tools developed on top of PEBIL [15] , which is a binary instrumentation toolkit for x86/Linux. PEBIL takes as input an application binary; it disassembles the binary, analyzes it, and can insert instrumentation(s). Tools written on top of PEBIL can perform static and dynamic analysis on the application binary.
The static analysis tool written on top of PEBIL produces information about the approximate structure of the program (e.g., functions and loops) and the operations that occur within those structures. The tool also records type and size of classes of operations (e.g., memory and floating operations) that are within those control structures. The static analysis tool records the average size of memory operands in each block and measures the number of instructions between register or memory definitions and their usage (i.e., data dependencies).
To gather detailed information about data movement within an application, the memory characterization tool, a dynamic analysis tool written on top of PEBIL, instruments every memory access in the application and pipes the address stream to be processed on-the-fly to estimate various data motion related metrics (e.g., reuse distance, working set sizes of different loops and cache hit rates). Another dynamic analysis tool keeps visit count information for the application's control units (e.g., basic block visit counts). Visit count information when combined with the static instruction mix information gives detailed information on the instruction make-up of the application.
Information collected by static and dynamic tools can be combined to identify computational phases within large applications [27] and construct what we refer to as computation signature for each of the identified phases. Computation signature consists of the operations required by the application in the form of instruction mix and counts, data locality properties, metrics that capture the application's interaction with the memory subsystem such as cache hit rates, load and store operations, etc.
C. Modeling: Problem Formulation and Technique
As shown in Equation 1, our goal is to develop a function f , whose inputs are a set of hardware parameters (power caps) and application characterization metrics x 1 · · · x n and whose output y is some measure of the effect on performance on the computation.
In this work, we use Cubist [22] , which is a rule-based machine learning technique, to estimate y in Equation 1. A Cubist model consists of a tree of linear regression models; predictions are based on the linear model found at the terminal/leaf node of the tree. The path to the leaf or the selection of the terminal node is based on the rules at intermediate nodes that are also based on linear models [19] . Unlike other forms of tree based methods, such as gradient boosting, Cubist models are easy to interpret. Cubist models also have the capability to encapsulate complex non-linear relationships between predictor (or input) variables. Intermediate rules, for example, could identify and separate differences in performance differences brought about by power capping for working set sizes that cross cache-hierarchy boundaries (e.g., L2 vs. L3 resident working set sizes).
To avoid over-fitting, we employ two techniques. First, we divide the empirical samples into non-overlapping training and test sets. The model is trained on the training subset and validated on the test set. Second, we use 10-fold cross-validation to produce the models. In k-fold cross-validation (in our case, k = 10), the training dataset is randomly partitioned into k subsets of approximately equal size. k different models are then constructed, each using (k − 1) of the k partitions as training input so that 1 of the k sets can be used for model validation. Each of the k models is then validated against the validation set and the model that yields the minimum error is selected.
IV. RESULTS
This section starts by describing the experimental system that we use to collect our training data. We then describe a set of benchmarks that we use to gather training and test data, which is followed by the discussion of the accuracy of our model on test dataset as well as on mini applications.
A. Experimental testbed
Our test system consists of a dual-socket server with two 8-core 2.9GHz Intel Xeon E5-2690 (SandyBridge) processors and 64GB of DDR3 memory. Simultaneous Multithreading (SMT) and Turbo-boost are disabled on the system. The RAPL (Running Average Power Limit) [8] interface available on recent Intel 2 processors enables the collection of (modeled) power measurements for CPU and DRAM subsystems (RAPL documentation refers to these subsystems as "domains"). RAPL also allows users to set power limits on these domains and the underlying hardware infrastructure enforces these power limits. On our test Sandybridge-based system, RAPL exposes four power planes -Package (PKG), Power Plane 0 (PP0), Power Plane 1 (PP1) and DRAM. We use Intel's Power Governor tool [1] to enforce power caps on the PKG and DRAM domains. We also rely on the Power Governor tool for DRAM and CPU power measurements. We measure 5 power samples every second, which, in our experience, incurs only negligible overhead.
B. Model Training Computations
To train models that capture how the performance of various types of computations changes when subjected to different power capping levels on the CPU and DRAM domains, we utilize a diverse set of computational kernels that are highly prevalent in HPC applications. The benchmarks, which are partly derived from PolyBench [20] and SPAPT [4] suites, consist of kernels derived from different computational domainsdense linear algebra (e.g., matrix-matrix multiplication and matrix-vector multiplication), stencil computations, linear algebra solvers (e.g., LU decomposition), etc. In addition, to expand and enrich the training space, for some of the kernels, we generate implementation variants (code-variants) using two source-to-source compiler transformation tools -Orio [17] and CHiLL [7] . Optimizations that we used to generate these variants include loop unrolling, cache/register tiling and scalar replacement. Each of these kernels and kernel-variants is configured to run with multiple working set sizes and each computation is configured to run for at least 2 seconds. With the computational kernels and kernel variants configured to run on multiple working set sizes, we had a total of 538 computations that formed our empirical dataset.
Each computation in the aforementioned dataset is timed on the test system under different DRAM and CPU power caps. We start by running the benchmark computations with no power bound (base case) and denote the average power measurements from RAPL for CPU and DRAM domains as P bCP U and P bDRAM . For each computation, we then generate random DRAM power caps that are in [0.7×P bDRAM , P bDRAM ] set (i.e., we select random configurations where we reduce the DRAM power cap by up to 30%.). The same is also done to generate CPU power cap levels. For a significant portion of the computations, reducing the cap by more than 30% is not applicable since we approach RAPL's lower bound on applicable DRAM and CPU power caps. A simple cartesian product combines the DRAM and CPU candidate power caps to form a set of simultaneous DRAM and CPU power cap configurations. Running the computations on all applicable power bound configurations is impractical in terms of the time required to complete the evaluation. Therefore, of all the applicable configurations, we select 18 random configurations and run the computation on those 18 configurations. The decision to select 18 random configurations is purely driven by our experience with data collection time and our desire to reduce that time while also generating enough training points for model training. We execute each of the configurations six times to get six power and performance measurements. To reduce the noise in power and performance measurements, we discard the minimum and maximum measurements and average the remaining four. Also, for each computation we generate a characterization signature using the tools described in Section III-B. After post-processing, we have a total of 9550 data points in our empirically collected dataset.
C. Model Formulation, Results and Diagnostics
Equation 2 shows a more specific formulation of Equation 1. P d is the performance degradation that power capping induces. cpu reduction and dram reduction are CPU and DRAM power bound indicators as percentage reductions with respect to power drawn by respective domains when there are no power caps. pi v[0, 1, 2] are L1, L2 and L3 hits per instruction, while pi v3m measures accesses that miss in L3 (and therefore go to main memory) per instruction. f prat is the floating point ratio (floating point operations per memory operation) and bytespermemop is the bytes transferred per memory access. ins mix consists of instruction mix parameters -branch ops, load ops, store ops etc. expressed as a percentage of the total dynamic instructions. idu and f du are integer floating point data dependence metrics.
To generate and evaluate P d models (see Equation 2), we first perform a 60%-40% split on our overall empirical data 3 . The first 60% portion is used to train the model using 10-fold cross-validation. The remaining 40% data is used to test the accuracy of the model. Model evaluation results are shown in Figure 3 . The Figure shows the modeled versus measured runtime slowdowns (with respect to no power capping) for both the training and the test data. For a well-behaved and accurate model, the points in the graph should be roughly clustered around the diagonal 45 degree line, which is the case in Figure 3 . The absolute mean error in predicting the test dataset is less than 2%. We calculate the relative variable importance for each of the input predictors in Equation 2 to identify dominant predictors (or input variables) as well as those predictors that have minimal effect on the performance degradation and could potentially be dropped from the model 4 . Figure 4 presents the variable importance. Predictor that has the highest importance is scaled to the value of 100 (in this case, for dram reduction). As expected, CPU and DRAM power cap levels have the most impact, followed by metrics that quantify computations' interaction with the memory hierarchy. Finally, instruction mix parameters round out the top predictors. From among the elements in the computation signature, the trips to main memory per instruction (pi v3m) is the most important, which is to be expected since more trips to main memory would mean more CPU stalls and therefore less sensitivity to the CPU power cap reduction (and the reverse phenomenon for DRAM power cap reduction). 
D. Model-based Auto-tuning
One of the use-cases of the models that we have developed in this work is its easy applicability within a search-based auto-tuning workflow, where multiple variants of a given code that use different compilerbased optimizations are generated and evaluated to find the one that performs the best [24] . In a dynamic autotuning environment, which has the capability to respond to the changes in the operating environment, our models can be used to quickly identify the variant that performs the best within a power budget. We make a reasonable assumption that we have access to the CPU and DRAM power draw numbers and performance of all the variants evaluated during the auto-tuning process in base setting with no power caps. Using that data and the stipulated power budget, our models can inform the execution times of the variants on all possible configurations of simultaneous DRAM and CPU power caps, thereby making the selection of the best performing variant possible.
To illustrate, we use the ATAX (matrix transpose and vector multiplication) kernel. We take 200 ATAX kernel variants generated using the Orio [17] tool. Based on the performance at the base settings of no power capping, we selected the top-10 variants. Each of these selected variants was then evaluated by imposing 100 randomly selected DRAM and CPU power bounds. The key question that we want to answer with this set of experiments is the following -how will reducing the overall DRAM and CPU power bound affect the choice of the optimal variant? That is, will the best performing variant continue to remain the best at a reduced power cap? If we assume a scenario where there is a need to reduce the overall power cap by 10%, will it make sense to run a different variant. Note that the 10% reduction will be based on the DRAM+CPU power drawn by the best performing variant at base setting.
In Figure 5 we show the results of this investigation. The X-axis is total power reduction as a percentage of the power drawn by best variant (variant v87) at no power cap; the Y-axis shows the range of execution times (in seconds) of the selected top-10 variants. At 5% reduction in power draw, v192 should be selected, which is indicated in the graph. When there is a star placed next to the variant, we are indicating that our model did not agree (i.e., the variant selected using the exec time predicted by our model did not match the variant selected using the real execution time and that happens in only one out of six cases). The answer to the research question that we posed is that the ranking of variants in terms of execution time does change at different power caps. The objective of this exercise was to show that given a set of power allocation schemes for DRAM and CPU, our model is able to predict the performance degradation of any available variant.
E. Model Evaluation on Mini Applications
Finally, we illustrate the model's capability in not just kernels, but utilize the models to predict the behavior of two mini applications in a power capped operating environments -miniGhost [2] and CoMD [11] . miniGhost is a Finite Difference mini-application which implements a difference stencil across a homogenous 3D domain. We consider 128 3 and 256 3 sized grids for our evaluations. CoMD is a proxy application for a broad class of molecular dynamics simulations and provides implementations for calculating simple Lennard-Jones (LJ) and Embedded Atom Method (EAM) potentials. We consider both in our experiments.
Using our application characterization tool-suite, we isolate the key hotspots in these applications and feed the characterization to our model to ask for performance degradation predictions for a set of randomly generated CPU and DRAM power cap configurations. To evaluate the model accuracy we measure the real performance degradations for those configurations by running the application under given CPU and DRAM power limits. The predicted degradations and actual degradations are then compared to validate the model's prediction accuracy. Overall prediction results (histogram) are shown in Figure 6 . The error metric reported here are for 'out of sample' tests, i.e., the characterization signatures for the application hotspots are not seen during the model training process and thereby demonstrate the predictive accuracy of our models on computations in HPC applications. Overall the models predict the outcome wellaverage absolute mean error is 6%. For more than 86% of the application hotspots, the prediction error is less than 10%.
V. CONCLUSIONS
Performance implications of power capping are largely determined by the computational characteristics of an application, i.e., different computations will have a different performance behavior when run in power-capped environments. This paper presented a highly accurate model-based methodology that utilizes application characteristics to inform the selection of performance maximizing power cap configurations for the CPU and DRAM domains.
