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111. Introduction
Many physical phenomenons, such as gas dynamics, nuclear
physics, chemical reaction, studies of atomic structures and
atomic calculations can be modeled by BVPs [1,2]. Differentier B.V. All rights reserved.
326 I.L. El-Kallatypes of BVPs are investigated by many authors using different
numerical and analytical techniques [3,4]. Among these tech-
niques, the series solution techniques such as Taylor method
[5,6], homotopy analysis method (HAM) [7,8], homotopy per-
turbation method (HPM) [9,10] and Adomian decomposition
method (ADM) [11–13]. Using these methods, the solution is
obtained by the analytic summation of the components of a
convergent series. El-Kalla [14] introduced a new expansion
theorem by which the analytic summation constitutes the exact
solution of some ordinary and partial differential equations. In
this paper, this theorem is employed with ADM to introduce a
new technique for solving the nonlinear BVP of the form
d2yðxÞ
dx2
þ pðxÞ dyðxÞ
dx
þ qðxÞfðyÞ ¼ rðxÞ; x 2 ða; bÞ; ð1Þ
subjected to boundary conditions
yðaÞ ¼ a; yðbÞ ¼ b; ð2Þ
where a, b, a and b are ﬁnite constants. ADM has the advan-
tage of dealing directly with the nonlinear problem avoiding
any linearization, discretization or any unrealistic assumptions
in which the solution is decomposed into a rapidly convergent
series
yðxÞ ¼
X1
i¼0
yiðxÞ; ð3Þ
and the nonlinear term f(y) is replaced by a series of the
Adomian polynomials
fðyÞ ¼
X1
m¼0
Amðy0; y1; . . . ; ymÞ; ð4Þ
where the traditional formula of Am is
Am ¼ 1
m!
 
dm
dkm
 
f
X1
i¼0
kiyi
 !" #
k¼0
: ð5Þ
In [15], the author deduced a new mathematical formula to
the Adomian polynomials which can be written in the form
eAm ¼ fðSmÞ Xm1
t¼0
eAt; mP 1; ð6Þ
where the partial sum Sm ¼
Pm
i¼0yiðtÞ and eA0 ¼ fðy0Þ. Formula
(6) has the advantage of absence of any derivative terms in the
recursion, thereby allowing for ease of computations. Also,
Formula (6) was used successfully in one dimensional prob-
lems [16,17] and in two dimensional problems [18,19] to study
the convergence of ADM when applied to some classes of non-
linear equations. In this work, formula (6) is used in the con-
vergence analysis and all the calculations of the numerical
examples.
In direct application of ADM to problem (1), the inverse of
the second-order differential operator is either two-fold deﬁ-
nite or indeﬁnite integral. If the inverse operator is deﬁned
by the indeﬁnite integral the standard ADM yields the follow-
ing recursive scheme [20]
y0 ¼ c01 þ c02xþ rðxÞdxdx;
yi ¼ ci1 þ ci2x pðxÞ
dyi1
dx
dxdx qðxÞ eAi1 dxdx; iP 1; ð7Þ
where ci1 and c
i
2 are arbitrary constants that should be obtained
using the boundary conditions for each partial sum Sm. It isdifﬁcult to obtain these arbitrary constants for each partial
sum and more computational work is needed. Many authors,
for example [21,22], have proposed modiﬁcations to ADM
by deﬁning the inverse operator to be a two-fold deﬁnite inte-
gral
R x
a
dx1
R x1
a
dx2 as in [21] or
R x
a
dx1
R x1
b
dx2 as in [22] but we
still have difﬁculties in obtaining dy
dx
x¼a in [21] and dydx x¼b in
[22]. In the next section, a proposed technique is established
to relax these difﬁculties. Each partial sum of the series solu-
tion obtained by this new technique is satisﬁed by the given
boundary conditions without additional work. In section
three, convergence of the series solution is proved and the
maximum absolute truncated error is estimated. In section
four, some numerical examples are introduced to verify the
efﬁciency of the proposed technique.2. Proposed technique
The proposed technique is based on the change of the canon-
ical form (1) by introducing the differential operator
£ðÞ ¼ e
R
pðxÞdx d
dx
e
R
pðxÞdx dðÞ
dx
 
; ð8Þ
then (1) can be rewritten in the form
£yðxÞ ¼ rðxÞ  qðxÞfðyÞ: ð9Þ
Deﬁne the inverse of £ to be
£1ðÞ ¼
Z x
a
e

R
pðfÞdf
Z x
0
e
R
pðfÞdfðÞdfdf; ð10Þ
and apply £1 on both sides of (9) yields
yðxÞ  yðaÞ ¼ £1frðxÞ  qðxÞfðyÞg: ð11Þ
Application of ADM to (11) yields the recursive relation
y0ðxÞ ¼ aþ £1rðxÞ;
yiðxÞ ¼ £1qðxÞ eAi1; iP 1; ð12Þ
and the series solution is denoted by ylðxÞ ¼
P1
i¼0yiðxÞ. It is
clear that yl(a) = a with high accuracy near x= a and some
drawback near x= b. If we deﬁne the inverse of the operator
(8) to have the form
F1ðÞ ¼
Z x
b
e

R
pðfÞdf
Z x
0
e
R
pðfÞdfðÞdfdf; ð13Þ
and then apply F1 to both sides of (9), we get
yðxÞ  yðbÞ ¼ F1frðxÞ  qðxÞfðyÞg: ð14Þ
Application of ADM to (14) yields the recursive relation
y0ðxÞ ¼ bþ F1rðxÞ;
yiðxÞ ¼ F1qðxÞ eAi1; iP 1: ð15Þ
In this case the series solution is denoted by yrðxÞ ¼
P1
i¼0yiðxÞ
in which yr(b) = b with high accuracy near x= b and some
drawback near x= a. In order to obtain solution with high
accuracy in the whole interval J= [a,b] and satisﬁed by both
boundary conditions we set the ﬁnal solution in the piece-wise
continuous form
yðxÞ ¼ ylðxÞ; a 6 x 6 c
yrðxÞ; c < x 6 b;

ð16Þ
Piece-wise continuous solution to a class of nonlinear boundary value problems 327where c 2 (a,b) is a ﬂoating point which we ﬁx according to the
nature of the problem and its application. In the numerical
examples we take c= (a+ b)/2 provided that the derivatives
of the solution are not required at x= c.
Fortunately, in cases when the integrals through the use of
£1 or F1 are difﬁcult, we can simplify the computations by
means of El-Kalla theorem [14] in which the integral operatorbIðÞ ¼ eR pðxÞdx R x
0
e
R
pðxÞdxðÞdf
n o
can be expanded to have the
form
bIðÞ ¼X1
k¼0
ð1Þk
Z x
0
pðxÞ...kfold...
Z x
0
pðxÞ
Z x
0
ðÞdf...kfold...dfdf;
ð17Þ
for example, the second order approximation of (17) isbI2ðrðxÞÞ ¼ R x0 rðfÞdf R x0 pðxÞ R x0 rðfÞdfdf. In practice we use
(17) in its truncated form
bINðÞ ¼XN
k¼0
ð1Þk
Z x
0
pðxÞ...kfold...
Z x
0
pðxÞ
Z x
0
ðÞdf...kfold... dfdf:
ð18Þ
Using (18), recursive relations (12) and (15) take the new forms
y0ðxÞ ¼ aþ
Z x
a
bINðrðfÞÞdf;
yiðxÞ ¼ 
Z x
a
bINðqðfÞ eAi1Þdf; iP 1; ð19Þ
and
y0ðxÞ ¼ bþ
Z x
b
bINðrðfÞÞdf;
yiðxÞ ¼ 
Z x
b
bINðqðfÞ eAi1Þdf; iP 1; ð20Þ
respectively.
3. Convergence analysis
Convergence of the Adomian series solution was studied for
different problems and by many authors. In [23,24], conver-
gence was investigated when the method applied to a general
functional equations and to speciﬁc type of equations in
[25,26]. In convergence analysis, Adomian’s polynomials play
a very important role which could affect directly on the accu-
racy as well as the convergence rate. In our analysis we suggest
an alternative approach for proving the convergence. This ap-
proach mainly depends on the accelerated formula (6). As a di-
rect result from this approach, the maximum absolute
truncated error of the series solution is estimated. In our anal-
ysis we assume that the nonlinear term f(y) is Lipschitzian with
Œf(y)  f(z)Œ 6 LŒy  zŒ and Œq(x)Œ 6M where M and L are ﬁ-
nite constants. Deﬁne a mapping F:Eﬁ E where, E= (C[J],
i.i) is the Banach space of all continuous functions on J with
the norm iy(x)i =max"x2JŒy(x)Œ.
3.1. Existence and uniqueness theorem
Theorem 1. Problem (1) has a unique solution whenever 0< /
< 1, where / ¼ 12LMðb aÞ2.Proof. Deﬁne the mapping F:Eﬁ E as, Fy= y(a) + £1{r(x)
 q(x)f(y)} and let y and z 2 E we have
kFy Fzk ¼ max8x2Jj£1qðxÞ½fðyÞ  fðzÞj
6 max8x2J
Z x
a
Z x
0
jqðfÞjLjfðyÞ  fðzÞjdfdf
6 LMmax8x2JjfðyÞ  fðzÞj
Z x
a
Z x
0
dfdf
6 1
2
LMðb aÞ2ky zk 6 /ky zk:
Under the condition 0 < /< 1 the mapping F is contraction
therefore, by the Banach ﬁxed-point theorem for contraction,
there exist a unique solution to problem (1) and this completes
the proof (the same result will be obtained if we use the map-
ping Fy ¼ yðbÞ þ F1frðxÞ  qðxÞfðyÞg). h3.2. Convergence theorem
Theorem 2. The Adomian series (3) of problem (1) converges
whenever 0< /< 1 and r(x) bounded.
Proof. Let, Sn and Sm be arbitrary partial sums with n> m.
We are going to prove that {Sn} is a Cauchy sequence in
Banach space E
kSn  Smk ¼ max8x2JjSn  Smj ¼ max8x2J
Xn
i¼mþ1
yiðxÞ


¼ max8x2J
Xn
i¼mþ1
£1qðxÞ eAi1


¼ max8x2J £1qðxÞ
Xn1
i¼m
eAi

:
From (6) we have
Pn1
i¼m eAi ¼ fðSn1Þ  fðSm1Þ so
kSn  Smk ¼ max8x2Jj£1qðxÞ½fðSn1Þ  fðSm1Þj
6 LMmax8x2JjSn1  Sm1j
Z x
a
Z x
0
dfdf
6 /kSn1  Sm1k:
Let, n= m+ 1 we have
kSmþ1  Smk 6 /kSm  Sm1k 6 /2kSm1  Sm2k 6   
6 /mkS1  S0k:
Using the triangle inequality we have
kSn  Smk 6 kSmþ1  Smk þ kSmþ2  Smþ1k þ    þ kSn
 Sn1k
6 ½/m þ /mþ1 þ    þ /n1kS1  S0k
6 /m½1þ /þ    þ /nm1kS1  S0k
6 /m 1 /
nm
1 /
 
ky1ðxÞk:
Since 0 < /< 1 so, (1  /nm) < 1 and then we have
kSn  Smk 6 /
m
1 /max8x2Jjy1ðxÞj; ð21Þ
328 I.L. El-Kallabut max"x2JŒy1(x)Œ<1 (since r(x) is bounded and a, b ﬁnite)
and as mﬁ1 then iSn  Smi ﬁ 0, from which we conclude
that {Sn} is a Cauchy sequence in E and this completes the
proof. h3.3. Error estimate
Theorem 3. The maximum absolute truncation error of series (3)
to problem (1) is estimated to be: max8x2JjyðxÞ 
Pm
i¼0yiðxÞj
6 w/
mþ1
2Lð1/Þ where, w=max"x2JŒf(y0)Œ.
Proof. From (21) in Theorem 2 we have kSn  Smk 6
/m
1/max8x2Jjy1ðxÞj. As nﬁ1 then Snﬁ y(x) so,
kyðxÞ  Smk 6 /m1/max8x2Jjy1ðxÞj i.e.
max8x2J yðxÞ 
Xm
i¼0
yiðxÞ

 6 /m1 /max8x2Jjy1ðxÞj: ð22Þ
But, y1 ¼ £1qðxÞ eA0; eA0 ¼ fðy0Þ, then, max8x2Jjy1ðxÞj 6
max8x2Jjfðy0Þj 12Mðb aÞ2 6 /Lw so, (22) will be
max8x2J yðxÞ 
Xm
i¼0
yiðxÞ

 6 w/mþ1Lð1 /Þ : ð23Þ
which is themaximum absolute truncation error of the Adomian
series solution of (1) and this completes the proof. hTable 1 Numerical results for Example 3.
x Œy(x)  S9(x)Œ
using IADM in [27]
Œy(x)  S2(x)Œ
using new technique
0.0 0.0 0.0
0.1 2.2418E05 1.5110E08
0.2 2.5259E05 5.3012E08
0.3 3.0855E05 7.6057E08
0.4 2.4171E05 1.2019E07
0.5 1.6781E05 4.2009E07
0.6 1.1127E05 6.0120E07
0.7 7.0442E06 7.9097E07
0.8 4.0377E06 5.0955E08
0.9 1.7590E06 1.3125E08
1.0 0.0 0.04. Numerical experiments
In this section, we demonstrate the effectiveness of the tech-
nique with several illustrative linear and nonlinear examples.
Example 1. Consider the following linear BVP
y00 þ cot xy0 ¼ 2 cos x; p
2
< x < p; y
p
2
	 

¼ 1; yðpÞ ¼ 2;
with exact solution y(x) = (1  cosx). In this example,
p(x) = cotx, q(x) = 0, r(x) = 2cosx, a= 1 and b= 2.
In case when q(x) = 0, then all yi = 0, iP 1 and the exact
solution y(x) follows directly from (12) or (15) to be:
y(x) = yl(x) = a+ £
1r(x) or yðxÞ ¼ yrðxÞ ¼ bþ F1rðxÞ
where, in this case, £1ðÞ ¼ R xp
2
1
sin x
R x
0 sin xðÞdxdx and
F1ðÞ ¼ R xp 1sin x R x0 sinxðÞdxdx so,
yðxÞ ¼ ylðxÞ ¼ 1þ
Z x
p
2
1
sinx
Z x
0
sin xð2 cos xÞdxdx ¼ 1 cos x
or,
yðxÞ¼ yrðxÞ¼ 2þ
Z x
p
1
sinx
Z x
0
sinxð2cosxÞdxdx¼ 1 cosx:
Example 2. Consider the following linear BVP
y00 þ y0 ¼ 2ðxþ 1Þ; 0 < x < 1; yð0Þ ¼ 1; yð1Þ ¼ 0;
with exact solution y(x) = (1  x2). In this example, pðxÞ ¼ 1,
qðxÞ ¼ 0, rðxÞ ¼ 2ðxþ 1Þ, a ¼ 1, b ¼ 0, £1ðÞ ¼R x
0
ex
R x
0
exðÞdxdx and F1ðÞ ¼ R x
1
ex
R x
0
exðÞdxdx. Since
q(x) = 0 then the solution is
yðxÞ ¼ ylðxÞ ¼ 1þ
Z x
0
ex
Z x
0
exð2x 2Þdxdx ¼ 1 x2
or
yðxÞ ¼ yrðxÞ ¼ 0þ
Z x
1
ex
Z x
0
exð2x 2Þdxdx ¼ 1 x2:
Example 3. Consider the inhomogeneous Bessel equation [27]:
y00 þ 1
x
y0 þ y ¼ 4 9xþ x2  x3; 0 < x < 1; yð0Þ
¼ yð1Þ ¼ 0; ð24Þ
with exact solution y(x) = x2  x3. In this example, pðxÞ ¼ 1
x
,
qðxÞ ¼ 1, rðxÞ ¼ 4 9xþ x2  x3, a ¼ b ¼ 0 and since
f(y) = y then eAi ¼ yi. In this case ylðxÞ ¼P1i¼0yi such that:
y0ðxÞ¼ 0þ£1ð49xþx2x3Þ¼ x2x3þ
x4
16
 x
5
25
;
yiðxÞ¼£1ðyi1Þ; iP 1; where £1ðÞ¼
Z x
0
1
x
Z x
0
xðÞdxdx;
and yrðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼ 0þF1ð49xþx2x3Þ¼ x2x3þ
x4
16
 x
5
25
 9
400
;
yiðxÞ¼F1ðyi1Þ; iP 1; where F1ðÞ¼
Z x
1
1
x
Z x
0
xðÞdxdx:
Eq. (24) was solved in [27] by the improved Adomiam
method (IADM). In order to verify the high accuracy of the
new technique, we use MATHEMATICA to compare the
absolute errors Œy(x)  S2(x)Œ using the new technique with
Œy(x)  S9(x)Œ by IADM in [27]. Table 1 shows that 3-term
approximation using the new technique is more accurate than
10- term approximation using IADM.
Example 4. Consider the Bessel equation of order zero [27]:
y00 þ 1
x
y0 þ y ¼ 0; 0 < x < 1; yð0Þ ¼ 1
J0ð1Þ ; yð1Þ ¼ 1;
Table 2 Numerical results for Example 4.
x Œy(x)  S12(x)Œ
using IADM in [27]
Œy(x)  S3(x)Œ
using new technique
0.0 0.0 0.0
0.1 1.6729E06 9.8910E10
0.2 1.8402E06 1.1011E09
0.3 2.2581E06 4.6011E09
0.4 1.7706E06 8.5006E09
0.5 1.2296E06 3.2934E08
0.6 8.1541E07 7.7121E08
0.7 5.1621E07 7.8087E08
0.8 2.9587E07 4.1115E09
0.9 1.2888E07 1.0125E09
1.0 0.0 0.0
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J0ð1Þ. In this example, pðxÞ ¼ 1x,
qðxÞ ¼ 1, rðxÞ ¼ 0, a ¼ 1
J0ð1Þ, b ¼ 1 and since f(y) = y theneAi ¼ yi. In this case ylðxÞ ¼P1i¼0yi such that:
y0ðxÞ¼
1
J0ð1Þþ£
1ð0Þ¼ 1
J0ð1Þ ;
yiðxÞ¼£1ðyi1Þ; iP 1; where £1ðÞ¼
Z x
0
1
x
Z x
0
xðÞdxdx;
and yrðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼ 1þF1ð0Þ¼ 1;
yiðxÞ¼F1ðyi1Þ; iP 1; where F1ðÞ¼
Z x
1
1
x
Z x
0
xðÞdxdx:
Also, this example was solved in [27] by IADM and we
compare the absolute errors Œy(x)  S3(x)Œ using the new
technique with Œy(x)  S12(x)Œ by IADM in [27]. Table 2
shows that 4-term approximation using the new technique
is more accurate than 13- term approximation using
IADM.
Example 5. Consider the non-linear BVP [27]
y00 þ0:5
x
y0 ¼ eyð0:5 eyÞ; 0< x< 1; yð0Þ¼ lnð2Þ; yð1Þ¼ 0;Table 3 Numerical results for Example 5.
x Œy(x)  S5(x)Œ
using IADM in [27]
Œy(x)  S5(x)Œ
using new technique
0.0 0.0 0.0
0.1 1.8523E07 1.1216E13
0.2 3.0918E07 3.2010E13
0.3 5.0820E07 7.1053E13
0.4 7.5002E07 9.0019E13
0.5 3.6001E06 4.1103E12
0.6 3.1127E06 6.3121E12
0.7 7.0412E07 7.2047E12
0.8 4.0349E07 6.0540E13
0.9 1.7097E07 1.6020E13
1.0 0.0 0.0with exact solution yðxÞ ¼ ln 2
1þx2
	 

. In this example,
pðxÞ ¼ 0:5
x
, qðxÞ ¼ 1, rðxÞ ¼ 0, a ¼ lnð2Þ, b ¼ 0 and
f(y) = ey(0.5  ey). In this case ylðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼ lnð2Þþ£1ð0Þ¼ lnð2Þ;
yiðxÞ¼£1ð eAi1Þ; iP1; where £1ðÞ¼Z x
0
1ﬃﬃﬃ
x
p
Z x
0
ﬃﬃﬃ
x
p ðÞdxdx;
and yrðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼0þF1ð0Þ¼0;
yiðxÞ¼F1ð eAi1Þ; iP1; where F1ðÞ¼Z x
1
1ﬃﬃﬃ
x
p
Z x
0
ﬃﬃﬃ
x
p ðÞdxdx:
In Table 3, MATHEMATICA is used to compare the abso-
lute errors Œy(x)  S5(x)Œ with those of Ref. [27].
Example 6. Consider the non-linear BVP [28]
y00 þ 2
x
y0 þ y5 ¼ 0; 0 < x < 1; yð0Þ ¼ 1; yð1Þ ¼
ﬃﬃﬃ
3
p
2
;
with exact solution yðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
1þx23
p . In this example, pðxÞ ¼ 2
x
,
qðxÞ ¼ 1, rðxÞ ¼ 0, a ¼ 1, b ¼
ﬃﬃ
3
p
2
and f(y) = y5. In this case
ylðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼1þ£1ð0Þ¼1;
yiðxÞ¼£1ð eAi1Þ; iP1; where £1ðÞ¼Z x
0
1
x2
Z x
0
x2ðÞdxdx;
and yrðxÞ ¼
P1
i¼0yi such that:
y0ðxÞ¼
ﬃﬃﬃ
3
p
2
þF1ð0Þ¼
ﬃﬃﬃ
3
p
2
;
yiðxÞ¼F1ð eAi1Þ; iP1; where F1ðÞ¼Z x
1
1
x2
Z x
0
x2ðÞdxdx:
This example was solved in [28] using a combination of the
ADM and the reproducing kernel method (RKM). In Table 4,
MATHEMATICA is used to compare the absolute errors
Œy(x)  S5(x)Œ with those of Ref. [28].
Example 7. Consider the following nonlinear BVP
0y00 2xy0 þy2 ¼ e2x2 þ1; 0< x< 1; yð0Þ¼ 0; yð1Þ¼ ðe1Þ;Table 4 Numerical results for Example 6.
x Œy(x)  S5(x)Œ in [28] Œy(x)  S5(x)Œ using new technique
0.0 0.0 0.0
0.1 1.5560E09 2.2226E11
0.2 1.1101E09 4.0353E11
0.3 4.2003E08 1.1100E10
0.4 6.5002E08 3.6510E10
0.5 8.3011E08 5.3401E10
0.6 7.0120E08 6.2101E10
0.7 3.9492E08 9.8900E10
0.8 1.0301E09 3.3510E11
0.9 1.7123E09 1.1928E11
1.0 0.0 0.0
Table 5 RAE when N= 3, 5 for Example 7.
x RAE for N= 3 RAE for N= 5
0.2 8.1020552 · 108 7.0110449 · 1010
0.4 1.4320910 · 107 3.3021505 · 109
0.6 6.2750306 · 107 7.3740010 · 109
0.8 3.1110269 · 107 1.2301128 · 109
Table 6 EAE and MAE for Example 7.
m EAE (D) MAE (D*)
10 3.3010002 · 1014 4.9842092 · 1011
15 6.0032045 · 1019 5.7002017 · 1015
20 1.2890331 · 1023 7.0716060 · 1019
25 8.302030 · 1027 8.6609012 · 1023
330 I.L. El-Kallawith exact solution y ¼ ex2  1. In this example, pðxÞ ¼ 2x,
qðxÞ ¼ 1, rðxÞ ¼ e2x2 þ 1, fðyÞ ¼ y2a ¼ 0, b ¼ ðe 1Þ, £1ðÞ
¼ R x
0
ex
2 R x
0
ex
2ðÞdxdx and F1ðÞ ¼ R x
1
ex
2 R x
0
ex
2 ðÞdxdx. In
this case it is difﬁcult to integrate so, recursive (19) and (20)
will be used in stead of (12) and (15). Using recursive (19)
and (20), we can improve the accuracy of the solution not only
by adding more terms to the solution series but also by increas-
ing N in the recursive relation. Table 5 shows the relative
absolute error (RAE) for different values of x at N= 3 and
N= 5 for the same partial sum S5.
To verify the validity of the convergence analysis, Table 6
shows the exact absolute error (EAE) D ¼ jyðxÞ Pmi¼0yiðxÞj
and the maximum absolute error (MAE) D ¼ w/mþ1
Lð1/Þ, by for-
mula (23), for different m.5. Conclusion
ADM has difﬁculties when applied to nonlinear BVPs and
many approaches have been presented to overcome these
difﬁculties. The proposed technique is applied to linear and
nonlinear problems without additional computational work.
Convergence of the series solution obtained from this tech-
nique is proved. Convergence analysis is reliable enough to ob-
tain an explicit formula (23) to the maximum absolute
truncated error of the Adomian series solution.References
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