genes in these parasites, and make them interesting potential clinical targets.
Practising a task can produce learning that generalizes to other tasks. Measurement of such generalization is complicated by how generalization doesn't always manifest simply as better performance on the new task, but also in the form of faster learning.
Learning something new produces a cascade of consequences that, to some extent, both modifies what we already know and influences future learning; we call this generalization of learning. Generalization can be limited -learning a new word list has minimal impact on learning new lists given the large number of words we already know [1] . Generalization can also be substantial, as for example when we learn a new language, which influences both the ability to speak one's existing language and how we interact with new situations [2] . Generalizable learning is often desirable: we attend school for decades under the assumption that classroom training will generalize to novel situations we will encounter in the workplace. However, the conditions in which training leads to generalizable learning, and the scope of such generalization, are topics of significant debate. For example, there is currently heated controversy regarding the extent to which cognitive training can transfer beyond the trained context [3] . A multibillion dollar industry is invested in the idea that training on cognitive tasks can transfer to daily contexts, but the scientific literature has reported mixed findings [4] [5] [6] [7] . A new study by Kattner et al. [8] , reported in this issue of Current Biology, addresses this controversy by showing that generalization of learning that manifests as improved rate of learning -'learning to learn' -on new tasks can be predictably found and easily overlooked. Kattner et al. [8] investigated how knowledge-based learning can generalize to new tasks that share highlevel structures -for example, task structure, stimuli and rule-types -but differ in particular characteristics. For example, they trained participants to categorize feather-like patterns using different rules where the exact stimuli and category rules changed between tasks but the general characteristics of the task, stimuli and rule-types were preserved. Here, immediate transfer is not possible, as new rules can only be discovered by trial and error; however, learning rates did improve as participants sequentially learned new categorical rules.
The authors applied similar logic to examine generalization of perceptual learning. Perceptual learning involves how performance in basic perceptual discriminations -orientation of lines, direction of motion and so on -can be improved with practice, and is a model system for the study of specificity and generalization of learning [9] . Perceptual learning can be exquisitely specific to the trained stimuli -even the individual eye that experienced the stimuli during training [10] -or can generalize broadly [11] . Accordingly, there is substantial debate regarding 'what' is actually learned through training on various perceptual learning tasks [12] .
Kattner et al. [8] addressed this by comparing performance on a motion discrimination task in a group of participants that were naïve to that task, a group that was trained on a different perceptual learning task, and another group trained on five different perceptual learning tasks. They found that initial performance on the motion discrimination task was similar between the three groups but that the learning rate was progressively faster as the function of the number of other perceptual learning tasks that the participants experienced during training.
This observation that generalization can manifest both in immediate transfer and in learning rate is actually not new. A variety of terms; generalization, transfer, savings, cross-education and so on, are used in different literatures to describe observations from numerous experimental paradigms that training on one task can provide performance benefits to related tasks. For example, Ebbinghaus [1] coined the term 'savings' to describe the observation that relearning a forgotten lists of syllables occurred more quickly than the time required to learn it the first time. Pavlov et al. [13] found similar effects where conditioned associations are formed more quickly when relearned after extinction.
Thorndike [14] introduced the term 'cross-education' to address the case of generalization to new tasks and observed that this can manifest both in immediate transfer and in improved learning rates. As exemplified by Kattner et al. [8] , crosseducation relies upon shared processes between the trained tasks. For example, learning to add one-digit numbers trains a sub-component of the skill required to add two-digit numbers and thus should produce some generalization. Other examples are more complex, learning to play tennis and squash, or snowboarding versus surfing, involve many areas of task overlap: for example, tennis and squash involve rackets; and snowboarding and surfing involve balancing on moving boards. However, mastering attributes of one task can provide specialized learning that may not transfer, or could even interfere with the other -for example, when there are different racket sizes, court attributes, foot stances, surface properties -and produce negative transfer.
This factorial view of generalization has both theoretical and practical consequences in the study of learning. Theoretically, this suggests that training, even on a simple task, involves learning at multiple levels [15] . Thus proper characterization of learning must address how different components of learning arise together [16] and manifest at different rates [17] . Practically, this suggests that improper characterization of learning can lead to failures to detect generalization. For example, Kattner et al. [8] showed that, if they had only examined the first few trials in the motion task, then no generalization would be observed, and that averaging over a larger number of trials would reveal generalization but fail to show the change in learning rate.
Understanding of generalization requires tracking learning curves, which show how performance improves across trials. This is exemplified in Figure 1 , which portrays learning curves on a hypothetical task. In each panel, the green line shows the example of naïve learning on that task, and the red line shows different cases of transfer from prior training on a related task. The rows portray how immediate transfer can take the form of positive (top), neutral (middle), or even negative (bottom) changes in initial performance. The left column portrays examples with constant learning rate and the right column shows cases where generalization occurs as improved learning rates. These can lead to complex patterns of generalization; for example, the bottom right graph may be consistent with an initial negative transfer of performance on a driving task when moving from the US to the UK, where initial performance may be set-back by the requirement to drive on the other side of the road, but that learning rates are benefited by prior knowledge of driving.
Returning to the topic of cognitive training, the premise is that training can alter fundamental cognitive processes, which in turn will benefit any task relying upon these processes. The key questions are what are the necessary characteristics of training that can lead to substantial generalization, and what are the appropriate methods of measurement that will reveal this generalization? Take the case example of working memory training: if training to remember different sets of colors led to an improvement in the underlying process of working memory, this could manifest as an improvement in performance on all tasks involving working memory, including tests of language, mathematics, intelligence, decision making and so on. However, generalization found from the color task is likely to be minimal and substantial generalization may require training with a diversity of stimuli, task-structures, and rule-sets that span our use of working memory in the world [18] . Further, as exemplified by Kattner et al. [8] assessment of generalization should take into account both immediate transfer and effects that only manifest with time. Better understanding of these mechanisms of learning may help us devise tasks upon which practice will lead to perfection that generalizes to real world contexts.
