14-3-3 proteins are a family of structurally similar phospho-binding proteins that regulate essentially every major cellular function. Decades of research on 14-3-3s have revealed a remarkable network of interacting proteins that demonstrate how 14-3
14-3-3 function
The human 14-3-3 family consists of seven isoforms (β, γ, ε, η, σ, τ, and ζ), each expressed by a different gene. The multiplicity of 14-3-3 isoforms appears to be somewhat common throughout evolutionary history, as budding and fission yeast contain two different 14-3-3 genes, and plants express up to 15 different 14-3-3 isoforms. Other organisms, such as Dictyostelium discoideum and Giardia duodenalis, express only one 14-3-3 gene [1, 2] . In cases where multiple isoforms exist, 14-3-3s are thought to function as hetero-or homodimers, with each monomer consisting of nine α-helices that help form a highly conserved amphipathic groove that serves as the phosphorylation-binding pocket. Within this pocket, positively charged lysine and arginine residues (K49, K120, R56, and R127) coordinate an interaction with the phosphate of the binding partner. The same lysine residues may also serve as shut-off switches for 14-3-3 binding when modified by acetylation (discussed below) [3] [4] [5] .
14-3-3s interact with phosphorylated serines or threonines within the general consensus sequence RXXpS/TXP, although there are many examples that deviate from this motif. For example, the +2 proline occurs in just under half of the known 14-3-3 binding sites [6] . Phosphorylations on the target protein are frequently within regions of high intrinsic disorder and often occur in pairs with each phosphorylation interacting with a positively charged phosphobinding pocket on the 14-3-3 dimer. In some cases, a single phosphorylation is sufficient for 14-3-3 binding, while in others, two are required. Furthermore, when two phosphorylations are required for 14-3-3 binding, they may be added to the target protein by different kinase signaling pathways, which helps explain how 14-3-3s integrate multiple signaling pathways into a single output [7] .
The effect of 14-3-3 docking to the phosphorylated protein can vary depending on the protein in question. 14-3-3 binding can mask nuclear localization or export signals, block binding of other proteins (e.g., phosphatases), or contort proteins into active or inhibited conformations (reviewed elsewhere [8, 9] ). 14-3-3s may also act as molecular adapters by linking two phosphorylated proteins together [10] . The ability of 14-3-3 to alter the structure of its binding partners has been attributed to its rigid α-helical backbone, which may enforce conformational changes in the binding partner as 14-3-3 binds tightly around the phosphorylated docking sites.
14-3-3-mediated chemoresistance
Most of the evidence supporting a role for 14-3-3s in promoting chemoresistance and poor patient outcomes focuses on the 14-3-3ζ gene (YWHAZ), which resides within the 8q22.3 chromosomal region which is frequently duplicated in cancer [11, 12] . 14-3-3ζ functions as a central node to promote oncogenic and chemoresistance pathways in cancer including PI3K/AKT, IGF-IR, ERK/MAPK, TGF-β, β-catenin, and hTERT [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Transgenic overexpression of 14-3-3ζ alone induces tumorigenesis in mice [23] . High levels of 14-3-3ζ expression have been correlated with poor patient outcomes in a variety of cancers, including breast, lung, multiple myeloma, head and neck, and glioblastoma [13, 14, 19, [24] [25] [26] [27] [28] [29] . Cell culture studies provide further evidence that overexpression of 14-3-3ζ, as well as other 14-3-3 isoforms, confers chemoresistance. These 14-3-3 isoforms include 14-3-3γ in melanoma cells resistant to cisplatin, etoposide, fotemustine, or vindesine; 14-3-3ε in breast cancer cells resistant to adriamycin or paclitaxel; and 14-3-3ζ in diffuse large B-cell lymphoma (DLBCL) and prostate cancer cells [30] [31] [32] [33] .
14-3-3ζ depletion has also been shown to sensitize nonsmall cell lung cancer cells to cisplatin treatment without affecting the proliferation or apoptosis rates of untreated cells in vitro, slow tumor growth in an animal model following cisplatin treatment, and restore sensitivity of DLBCL cells to CHOP-induced cell death [25, 32] . Disruption of 14-3-3-ligand interactions by treatment with the R18 peptide (described below) sensitizes BCR-Abltransformed murine cells to U0126, GX15-070, and rapamycin-induced apoptosis [34] . Further, 14-3-3ζ overexpression reduced the sensitivity of prostate carcinoma cells to 9NC6 treatment, and 14-3-3ε overexpression protected colorectal carcinoma cells from NSAID-induced apoptosis [33, 35] . Recent evidence also suggests that 14-3-3ζ interacts with proteasome subunits and restrains proteasome activity in multiple myeloma cells, such that depletion of 14-3-3ζ increases proteasome activity and enhances the sensitivity of the cells to the proteasome inhibitor bortezomib [29] . Thus, published studies reinforce the idea that 14-3-3ζ, given its large network of pro-survival interactions, could potentially be targeted to sensitize cancer cells to a wide range of cell death-inducing therapeutics. As discussed below, although we have yet to see a 14-3-3 inhibitor in the clinic, current efforts are underway to develop small molecule disruptors of 14-3-3 interactions.
14-3-3s as therapeutic targets
Although pharmaceutical efforts have traditionally focused on developing inhibitors of enzymes (e.g., kinases, G protein-coupled receptors), there has been a recent surge in targeting protein-protein interactions (PPIs). PPI inhibitors include a variety of promising cancer therapeutics such as SMAC and BH3 mimetics, p53-MDM2 antagonists, HSP90 inhibitors, and tubulin polymerization inhibitors [36] . 14-3-3s present an additional high-value target with the potential to disrupt a hub of pro-tumor pathways with a single hit. Historically, the dogma against developing PPI inhibitors has centered around the argument that PPIs often involve large protein surfaces with numerous residues contributing to the free energy of binding [37] . However, 14-3-3s present a well-defined phospho-peptide binding pocket with a relatively small number of positively charged residues (e.g., K49) required for binding, which makes them a seemingly attainable PPI target. Furthermore, for other phosphorylation driven PPIs, such as SH2phosphotyrosine binding, the phosphate of the binding partner is thought to be the primary contributor of the free energy of binding [38] . Thus, small molecule disruption of even a single positively charged residue, like K49, within the 14-3-3 phospho-binding pocket, would likely abrogate 14-3-3 interactions.
Several groups have focused on developing peptide and peptidomimetic inhibitors of 14-3-3s, which have been reviewed in detail elsewhere [39] [40] [41] [42] . Among these are some notable leads. A phage display approach generated a short peptide, termed R18, which has a stretch of negatively charged Glu and Asp residues that mimic phosphorylation by binding within the positively charged phospho-binding pocket of 14-3-3 [43] [44] [45] . Fu and colleagues generated an expressible dimer form of R18, called difopein, which disrupts 14-3-3 interactions and sensitizes cultured cells to cisplatin-induced apoptosis and inhibits growth of xenografted glioma cells in mice [46, 47] . These studies helped establish a proof-of-concept for targeting 14-3-3s in vivo [46] . Several small-molecule 14-3-3 inhibitors have been developed, but, to our knowledge, few have moved past in vitro proof-of-concept. Botta and colleagues developed a non-peptidic 14-3-3 inhibitor that effectively induces apoptosis of imatinib-resistant BCR-Abl-expressing leukemia cells [48, 49] . The same group further optimized their compounds and settled on two 14-3-3 inhibitors that sensitize multi-drug resistant non-small-cell lung carcinoma and colon carcinoma cell lines to doxorubicin-induced apoptosis [50] . Effective doses of these compounds were in the low μM range in cultured cells. Other efforts have identified in vitro inhibitors of 14-3-3 [51] [52] [53] . For example, Fu and colleagues identified a peptidomimetic small molecule, termed FOBISIN101, which interacts with K120 and K49 within the 14-3-3 phosho-binding pocket. Interestingly, X-ray irradiation induces a covalent link between FOBISIN101 and K120, which suggests that it could serve as a radiation-activated drug [54] .
Although these efforts have generated promising lead compounds, important questions remain: do any of the compounds show specificity for any specific 14-3-3 isoform (s) in cells? Some compounds reportedly show specificity for the ζ isoform, but mechanisms to explain their specificity are still lacking [55, 56] . In light of the highly conserved phospho-binding pockets of 14-3-3 isoforms ( Fig. 1 ), it is difficult to imagine any isoform selectivity by targeting this region. However, one potential strategy to generate specificity is to design a molecule that targets the Fig. 1 Amino acid divergence between σ and ζ isoforms superimposed over the 14-3-3ζ structure. The 14-3-3ζ crystal structure (PDB ID: 4FJ3, accessed from RCSB PDB: www.rcsb.org) was color coded to illustrate amino acid differences between the σ and ζ isoforms using PyMOL (Schrödinger, New York, NY, USA). White residues correspond to amino acids that were identical between the two isoforms.
Each amino acid was categorized according to its side chain chemistry, and the categorical changes for each variable residue were color coded according to the table in the center. Each image represents differing views of the 14-3-3ζ dimer, as indicated by the rotational angles between each image. Note that the amino acids forming the phosphobinding pocket are identical between the two isoforms phospho-binding pocket and also interacts with the divergent C-terminal tail of a specific 14-3-3 isoform [56] . Another question relates to whether targeting a specific isoform is necessary or even advantageous in a cancer setting. As discussed in more detail below, many cancers seem to rely on high levels of 14-3-3ζ expression, but given the functional overlap between different isoforms, targeting the ζ isoform specifically may simply select for compensation by other 14-3-3 isoforms. Thus, a compound that targets multiple 14-3-3 isoforms may be advantageous in an acute treatment scenario.
Differential regulation of 14-3-3 isoforms in cancer
A comparison of crystal structures from different human 14-3-3 isoforms shows striking structural similarities [8] . As one might expect given the similarity, there is functional overlap between 14-3-3 isoforms, and the ability of one isoform to compensate for the loss of another has been demonstrated in some cases [57, 58] . Nevertheless, there are isoform-specific functions. The clearest functional outlier within the 14-3-3 family is 14-3-3σ, which plays a tumor suppressive role in promoting DNA damage checkpoints and p53 activation [59] . Accordingly, its expression is epigenetically downregulated in breast and other cancers [60] [61] [62] . On the other end of the spectrum is 14-3-3ζ, which has been extensively characterized as a driver of prosurvival signaling. However, the distinction between these isoforms is not always clear-cut, as 14-3-3σ is overexpressed in some cancers, including colon carcinoma and pancreatic ductal carcinoma, where it has been shown to promote cell survival and invasiveness [63] [64] [65] . Nevertheless, on an aggregate, the published data suggest clear distinctions, relevant to cancer, between the σ and ζ isoforms.
Although the amino acid sequences and overall structure of the ζ and σ isoforms are quite conserved, there are some regions of divergence. Superimposing the amino acid differences of the σ isoform over the 14-3-3ζ crystal structure shows high conservation in the phospho-binding pockets, while the majority of amino acid differences occur on the outside surfaces of the protein (Fig. 1) [66, 67] . This is supported by structural studies that suggest that the core mechanism of phosphate docking within the 14-3-3 binding pocket is conserved across isoforms [8, 68, 69] .
How then are the 14-3-3ζ and σ isoforms differentially regulated? One explanation, proposed by Yaffe and colleagues, is based on the divergence within the C-terminal 15 amino acids of ζ and σ, which is the most divergent stretch of amino acids between the two proteins. This region is flexible and therefore not captured in the crystal structure.
Molecular modeling studies suggest that this C-terminal region, which contains negatively charged Glu and Asp residues, may interact with the phospho-binding pocket of 14-3-3s to block interactions, and thus may be a point of regulation to differentiate isoform function [8, 69] . In addition, our analysis of 14-3-3 post-translational modifications (PTMs) by SAPH-ire FPx, presented in detail below (see PTM regulation of 14-3-3), uncovered a striking PTM cluster within the C-terminus that encompasses the final 15 amino acids of 14-3-3ζ. This cluster includes several phospho-sites of unknown function including T205, S207, S210, T229, and S230 (human 14-3-3ζ numbering). It seems likely that these phosphorylations could control the regulatory activity of the 14-3-3 C-terminus.
Truncation of this C-terminal region increases the 14-3-3ζ affinity to phosphorylated Raf and Bad [70] . In addition, mutation of residues unique to the C-terminus of 14-3-3σ render it capable of binding Cdc25C, which normally interacts exclusively with other 14-3-3 isoforms [69] . There is also abundant evidence for tissue-specific expression of 14-3-3 isoforms in plants and animals and isoform-specific localization within the same tissues [71] [72] [73] [74] . Some evidence suggests that the localization of isoforms depends on their binding partners, as disruption of specific 14-3-3 interactions shifts 14-3-3 localization and binding-defective mutants of 14-3-3 accumulate within the nucleus [71, 75] . In addition, Yu and colleagues recently demonstrated that 14-3-3ζ transcriptionally represses 14-3-3σ in breast cancer by binding and sequestering YAP1, which shifts the isoform balance from 14-3-3σ-mediated growth suppression via p53 to 14-3-3ζmediated cell growth and TGF-β-induced bone metastasis [19] . Given that the YWHAZ gene is situated within the 8q22 chromosomal region, which is frequently amplified in cancer, it is possible that the resulting increase in YWHAZ expression alone may position 14-3-3ζ as a dominant 14-3-3 isoform in cancer.
Finally, another proposed explanation for functional differences between the isoforms is their tendency to homoor heterodimerize. 14-3-3σ displays a strong tendency to homodimerize, likely aided by amino acids and salt bridges unique to the σ isoform at its dimer interface [8, 69] . All other human isoforms seem to readily heterodimerize. Indeed, our laboratory's proteomics efforts to identify 14-3-3ζ binding partners consistently find abundant peptides from all 14-3-3 isoforms, except σ, in 14-3-3ζ immunoprecipitates. This tendency of non-σ isoforms to heterodimerize can make the determination of isoform-specific functions difficult. It is probably for this reason that many 14-3-3 studies do not explicitly claim a particular isoform. Accordingly, in the paragraphs below, we indicate the isoform when clearly warranted, but otherwise leave it open to question.
Mechanisms that regulate 14-3-3 dynamics: 14-3-3 'sinks' and post-translational modifications 14-3-3 binding dynamics 14-3-3ζ levels can be relatively stable within a given tissue or cell type, and yet changes in the cellular conditions can drive rapid shifts in the 14-3-3 interactome, which may include expansion or shrinkage in the number of proteins bound. A long-standing question in the 14-3-3 field relates to the regulation of these interactions: what drives 14-3-3 binding dynamics and allows for rapid shifts in its interactome? In a simple model, a free pool of 14-3-3 is poised to bind targets once they are phosphorylated. In this scenario, phosphorylation of the binding partner helps to drive the 14-3-3 binding dynamics. While this model does not explain the entire complexity of 14-3-3 regulation, the concept of a free 14-3-3 pool is backed up by some biochemical data. In Xenopus egg extract experiments, dipping an in vitro-phosphorylated protein into the extract can recover high levels of bound 14-3-3, suggesting free, available 14-3-3 [5, 76] . Furthermore, changes in kinase signaling pathways (e.g., limiting nutrients, insulin) can dramatically alter some 14-3-3 interactions. In our experience, this occurs in the absence of any clear LC-MS/MSdetectable PTM changes on 14-3-3 itself. Moreover, the kinetics of 14-3-3 binding often correlate in a fairly linear way with phosphorylation of the binding partner, and loss of 14-3-3 binding tracks well with the loss of upstream kinase activity and binding partner phosphorylation [18, 77, 78] . However, these basic observations do not exclude the existence of other contributors to 14-3-3 binding dynamics, as discussed below.
An intriguing, albeit still preliminary, model of 14-3-3 regulation is the existence of 14-3-3 'sinks' that sequester 14-3-3 away from binding partners. A trigger of cell cycle progression from DNA checkpoints into M phase is the release of 14-3-3 from Cdc25, which is dephosphorylated upon transition into M phase. However, 14-3-3 release is not solely dependent on the Cdc25 phosphorylation state, but also requires the sequestering of 14-3-3 into phosphorylated keratin filaments [79] . This suggests that removal of 14-3-3 from a binding partner may be reinforced by alternative docking sites for 14-3-3 on abundant proteins essentially creating a sink. A similar mechanism was proposed to explain the release of 14-3-3 from TSC2 in hypoxia, wherein the creation of an alternative docking site on REDD1 sequesters 14-3-3 away from TSC2 and promotes the inhibition of mTORC1 [80] . The abundant proteins vimentin and heat shock protein 6 have also been proposed to act as 14-3-3 sinks [81, 82] . The sink could help explain the dynamic shrinking and expansion of the 14-3-3 interactome without significant changes in 14-3-3 synthesis or degradation. Further studies into the K d of 14-3-3 binding to each of these proteins could help to better delineate this model.
PTM regulation of 14-3-3
Another layer of regulation exists at the level of 14-3-3 itself. At least a subset of 14-3-3 interactions are also modulated by PTMs on 14-3-3 [83] . Over the last decade, MS approaches have uncovered a wide array of PTMs across the proteome. Aggregated proteomics data indicate at least 66 PTMs on 14-3-3ζ [84] [85] [86] . Some of these are shown scattered across the ζ crystal structure in Fig. 2a and include phosphorylation, acetylation, methylation, s-nitrosylation, and ubiquitination. Like for most proteins, our understanding of their impact on 14-3-3s lags far behind the pace of PTM discovery; only six of the 66 have published data that support any impact on 14-3-3 function. Furthermore, our understanding of these potentially functional PTMs on 14-3-3 is still in its infancy, as most have not been subjected to rigorous analysis [87] .
Figs. 2b, c show an analysis of all MS-identified 14-3-3ζ PTMs by SAPH-ire FPx, a neural network-based PTM "hot spot" finder that prioritizes PTMs for the likelihood of biological function based on several previously described parameters, including the number of times the PTM has been observed in MS data and the evolutionary conservation of the modified amino acid within protein domain families (see also Table S1) [88] [89] [90] . Based on these parameters, each PTM is assigned a probability score, with higher scores suggesting an increased likelihood of biological function. Strikingly, three of the 14-3-3ζ phosphorylations (S58, S184, T232) that have an established biological function rank within the top~30% of all phosphosites (discussed further below). Several additional highranking sites with known functional impact include acetylation sites at K49, K115, and K120 (discussed below), which occur on multiple isoforms (β, γ, and ζ) [3, 4, 91] . In addition, phosphorylation at an S63-aligned residue in rat 14-3-3β regulates nuclear localization of HDAC4 and subsequent MEF2-dependent gene silencing in smooth muscle (PMID 12619878). The co-alignment of this phosphorylation with 14-3-3ζ suggests that its functional impacts may be translatable across isoforms [92] .
Several other high-ranking PTM sites on 14-3-3 proteins have never been reported as functional, presumably because they have not been tested. In this regard, tools like SAPHire may be useful for prioritizing functional studies. In many cases, high-ranking modification sites can be loosely associated with function simply through association with nearby neighboring PTMs (within 2 residues) that are known to be functional (Fig. 2b, c . green circles). In many other cases, the high rank of a PTM site cannot be explained and provides potential avenues for further discovery (Fig. 2b, c . gray circles). Several of these unknown function PTMs are observed in 14-3-3ζ, including acetylation/ubiquitination sites within a PTM cluster in the N-terminal region (K3, K9, K11), an alpha helix that helps form the phospho-binding pocket (K138, K157), and near regions known to control binding partner interactions (K193). Several high-ranking phosphosite-containing MAPs are observed in 14-3-3ζ specifically, including sites along the central α-helix of the phospho-binding groove (S37, S45), near acetylation sites known to modulate binding partner interactions (Y126), and in an uncharacterized phosphosite cluster near the Cterminus that has no known function to date (S207, S210, and Y211). In particular, S37 and S45, which rank within the top 4 of all 14-3-3 PTMs of unknown function, are of great interest due to their proximity to the phospho-binding pocket, which also includes positively charged residues (e.g., K49) required for 14-3-3 binding.
Of the 14-3-3 PTMs with known function, S58 of 14-3-3ζ was initially identified as an AKT substrate, and its position at the dimer interface suggests a role in regulating Fig. 2 SAPH-ire analysis of 14-3-3 protein family IPR000308 and relationship to 14-3-3ζ (P63104). a Crystal structure of 14-3-3ζ dimer (PDB ID: 4FJ3, accessed from RCSB PDB: www.rcsb.org) with highlighted PTM sites shown on one of the monomers. Table on the right indicates the PTM identities at each site, as reported from aggregated proteomics data on dbPTM3 and PhosphoSitePlus (phosphosite.org). b A total of 654 distinct PTMs observed across 37 14-3-3 proteins from 10 different eukaryotic species were aligned and analyzed by SAPH-ire, resulting in 109 modified alignment positions (MAPs). Each MAP is represented as a single circle relative to the alignment position of the family. c Each MAP is represented as relative to the SAPH-ire probability-derived rank order. For panels b and c, circle size and color indicate MAP status and graphically reflects the number of sources from which known-functional status is derived for the MAP (colored circles), known-by-neighbor (KbN) status (green circles), or unknown functional status (gray circles). MAPs are labeled corresponding to the native position of 14-3-3ζ (P63104) that falls within the MAP. Functional PTM sites within 14-3-3ζ (P63104) are indicated with boxes. The relative concentration of the observed PTMs (taken as the "cluster count" of modified residues within ±2 alignment positions surrounding the MAP) is shown to highlight dense PTM clusters along the primary structure of the protein family (b, gray line). (See also supplementary Table S1.) dimer formation [93] . Cross-linking and native gel analysis of 14-3-3 from cultured cells demonstrated that S58 phosphorylation is only detected on the 14-3-3 monomer, which appears to be at very low stoichiometry, relative to dimerized 14-3-3. One lingering question is how this surface of 14-3-3, normally masked by a very stable dimer interaction, is accessible to a kinase. S58 might be phosphorylated shortly after translation and prior to dimerization or certain stimuli may promote a shift of 14-3-3 from dimer to monomer. Regarding the latter possibility, there is evidence that the cationic lipid sphingosine may bind directly to 14-3-3 to promote its monomerization and accessibility of S58 to sphingosine-induced PKA or PKC activity [93] [94] [95] . This sphingosine-induced change in 14-3-3 was shown to sensitize cells to apoptosis via the release of pro-apoptotic Bax from 14-3-3, resulting in Bax activation and outer mitochondrial membrane permeabilization (MOMP) [96] . Thus, inactivation of 14-3-3's anti-apoptotic interactions via monomerization may constitute a key hurdle that sphingosine overcomes to sensitize cells to death. Interestingly, a shift to monomeric 14-3-3 may also increase 14-3-3's poorly understood chaperone-like activity, which involves an unconventional mode of 14-3-3 binding that does not require phosphorylation of the binding partner [97, 98] .
T/S232 of 14-3-3 (serine or threonine depending on the isoform) was identified as a casein kinase 1 alpha substrate and is positioned within the intrinsically disordered Cterminal tail [99, 100] . T232 phosphorylation was shown to inhibit 14-3-3ζ binding to c-RAF, and a phosphomimicking glutamate mutation at the same position abrogated 14-3-3θ-mediated cell survival in a model of Parkinson's disease, suggesting that this phosphorylation may broadly impact 14-3-3 interactions [101] . Based on its position within the C-terminal tail, it is tempting to speculate that T232 phosphorylation may promote wedging of the C-terminal tail into the 14-3-3 phospho-binding pocket and thus may be an additional PTM-based mechanism to differentially control 14-3-3 isoforms [102]. 14-3-3ζ is also phosphorylated at S184 by c-JNK, and this phosphorylation stimulates release of pro-apoptotic proteins Bad and FOXO3A. S184 lies outside the phospho-binding pocket, but is in position to interact with binding partners adjacent to the minimal 14-3-3 binding motif ( Fig. 1) [103] [104] [105] .
A more recent discovery is the presence of acyl modifications on lysine residues around the 14-3-3 phosphobinding pocket. Structural studies of 14-3-3 proteins first highlighted the contribution of these lysines in coordinating interactions with the phosphate of the binding partner [44, 106] . This effect is dependent on the positive charge of the lysines, as charge-changing mutations at K49 render 14-3-3s defective in binding. Later, in 2009, a large-scale proteomics effort uncovered acetylations at several lysines within and around the 14-3-3 binding pocket, including K49 and K120 [4] . These acetylations, which neutralize the positive charge of lysine, are prime candidates to regulate 14-3-3 interactions. In support of this idea, lysine-to-glutamine mutations at K49 or K120, which mimic the change in charge of acetyl-lysine, inhibit 14-3-3 interactions [4] .
Clues on how these acetylations could control 14-3-3 come from an understanding of their regulation. Like phosphorylation, lysine acetylation is controlled by acetyladding enzymes (lysine acetyltransferases or KATs) and acetyl-removing enzymes (lysine deacetylases or KDACs). The first link between a KDAC and 14-3-3 came when 14-3-3ζ was discovered as a substrate of the NAD +-dependent KDAC SIRT1 in Xenopus eggs [5] . In this system, high NAD + levels promote SIRT1 activity, which maintains 14-3-3ζ in a deacetylated active state. In turn, this helps to maintain 14-3-3ζ binding to caspase-2 and potentially other partners. Conversely, a drop in NAD + correlates with an increase in 14-3-3ζ K49 acetylation and release of 14-3-3ζ from caspase-2, which activates downstream apoptotic signaling in the egg [5, 76] . In mammalian cells, the deacetylation of 14-3-3ζ is dependent on the cytosolic KDAC HDAC6, with very little contribution from SIRT1 [3] . Inhibition of HDAC6 stimulates acetylation at K49 and K120, which triggers release of 14-3-3ζ from several binding partners, including Bad, AS160, and kinesin. Arginine mutations at these lysines, which maintain the positive charge but cannot be acetylated, make 14-3-3ζ resistant to this mode of regulation, allowing 14-3-3ζ to stay bound to its partners despite HDAC6 inhibition [3] .
One unanswered question is how these lysines are acetylated or deacetylated given that they are buried between 14-3-3 and its binding partner. We posit that the KDAC or KAT could only gain access to K49 and K120 when 14-3-3 is in an unbound state. If so, this argues for an actively regulated pool of free 14-3-3. If we assume 14-3-3 binding is dynamic and subject to an on-off rate, inhibition of the KDAC or activation of the KAT would build up acetylation on free 14-3-3 and drive the equilibrium of total 14-3-3 toward its unbound state (Fig. 3) . This may effectively act as a sink to decommission a pool of 14-3-3ζ. This idea is supported by published data showing that K49 acetylation is required for the loss of several functionally diverse 14-3-3 binding partners in cells treated with an HDAC6 inhibitor [3] .
Additional questions relate to how acetylation may regulate 14-3-3s spatially. For example, does inhibition of HDAC6 lead to loss of 14-3-3ζ interactions on a global scale or is just a small subset of interactions affected? Could different subcellular pools of 14-3-3 have their own dedicated KDAC? Although inhibition of SIRT1 does not have a dramatic effect in mammalian cells on 14-3-3ζ acetylation globally, it may affect a specific pool, such as nuclear 14-3-3ζ. Given the diversity of 14-3-3ζ interactions and their varied subcellular locales, it seems likely that such nuanced modes of regulation would exist, which could help explain how 14-3-3's vast interactome is dynamically regulated both spatially and temporally.
Dynamic 14-3-3 mechanisms promote the metabolic plasticity of cancer cells and drive critical cancer processes
Insulin and glucose signaling One striking feature of many 14-3-3 interactions is their relationship to glucose and insulin signaling. 14-3-3 proteins are essential for every phase of insulin signaling, from the immediate transduction of the insulin signal, to glucose uptake, to downstream transcriptional responses ( Fig. 4 and Table S2 ). Upon insulin binding to its receptor, 14-3-3 interacts with phosphorylated insulin receptor substrate-2 (IRS2), a direct intracellular effector of the insulin receptor. This interaction stabilizes IRS2 to propagate the signal from the receptor to downstream targets, one of which is phosphoinositide 3-kinase (PI3K) [107] . PI3K is put into position at the plasma membrane to receive the signal from IRS2 by an interaction between the PI3K subunit p85 and 14-3-3, which allows IRS2 to fully activate the membrane-associated PI3K complex [24] . Downstream of PI3K, active AKT phosphorylates the forkhead transcription factor FOXO, which triggers a 14-3-3-FOXO interaction that keeps FOXO out of the nucleus. 14-3-3-mediated inhibition of FOXO prevents upregulation of numerous FOXO target genes, including the proapoptotic effectors TRAIL, Puma, and Bim. In this manner, 14-3-3s enforce inhibition of the apoptotic program under nutrient-replete conditions. Downstream of the immediate signaling events, 14-3-3s also play multiple roles in promoting GLUT4 trafficking to promote glucose uptake at the cell surface. 14-3-3 inhibits the Rab-GTPase-activating protein (Rab-GAP) AS160/ TBC1D4, which allows for GLUT4 trafficking to the plasma membrane (reviewed in [7] ). Remarkably, a single knock-in mutation within AS160 that abrogates the 14-3-3 Fig. 3 Model of 14-3-3ζ regulation by acetylations within the 14-3-3ζ binding pocket. HDAC6-mediated deacetylation of K49 and K120 maintains the 14-3-3ζ phospho-binding pocket free for interactions with phospho-proteins, which drive pro-growth and survival signaling.
Inhibition of HDAC6 allows an unidentified KAT to acetylate and inhibit the unbound pool of 14-3-3ζ, which, in turn, leads to a loss of pro-growth/survival 14-3-3ζ interactions binding site (T649A, an AKT phospho-site) renders mice glucose intolerant and unable to properly traffic GLUT4 [108] . In muscle tissue, 14-3-3 also interacts with the Rab-GAP TBC1D1 and GARNL1, a subunit of Ral-GAP, to promote GLUT4 trafficking [7, 109, 110] . Insulin also stimulates phosphorylation of myosin 1c at S701 and 14-3-3 binding, which is required for GLUT4 transport to the cell surface [111, 112] .
Further downstream of insulin/glucose signaling, 14-3-3ζ interacts with and inhibits apoptotic effectors, such as Bad, caspase-2, and Bim, to promote cell survival [76, [113] [114] [115] . One of the best-studied 14-3-3ζ interactions is the proapoptotic BH3 only protein Bad. In response to AKT signaling, 14-3-3ζ sequesters Bad away from pro-survival Bcl-2 proteins (Bcl-xL and Bcl-2), which, in turn, allows Bcl-xL and Bcl-2 to suppress Bax/Bak-mediated MOMP [113, 114, 116, 117] . Glucose metabolism through the pentose phosphate pathway triggers a Ca 2+ /Calmodulindependent kinase-II (CAMKII)-dependent interaction between 14-3-3ζ and caspase-2. The resulting inhibition of caspase-2 prevents apoptotic signals from activating proapoptotic Bcl-2 family members upstream of MOMP [76, 118] .
Several other 14-3-3 binding partners have been identified downstream of insulin and nutrient pathways. In particular, a focus of 14-3-3 seems to be in regulating mTOR- Fig. 4 Dynamic 14-3-3 mechanisms drive the adaptive cellular response to stress and nutrient availability. Shown here are 14-3-3 interactions that drive mechanisms of cellular adaptation, as described in the text mediated growth signaling. 14-3-3 sequesters away the negative regulators of mTOR, PRAS40 and TSC2. These interactions are mediated by insulin/glucose-stimulated AKT, which phosphorylates PRAS40 at T246 and TSC2 at multiple potential 14-3-3 binding sites (S939, S981, and T1462). Phosphorylation and 14-3-3 binding to TSC2 prevents its inhibition of the mTORC1 activator Rheb at the plasma membrane. These interactions result in the derepression of mTOR and activation of mTORC1-mediated anabolic metabolism and cell growth [119, 120] . On the other hand, perhaps less appreciated is the role of 14-3-3 proteins in supporting cellular adaptation to conditions in which mTOR activity is inhibited. Several mechanisms, including very recent discoveries, illustrate how nutrient deprivation, which occurs in tumor hypoxia, can rearrange the 14-3-3 interactome toward interactions that directly inhibit mTORC1, activate autophagy, and thereby promote an anabolic-to-catabolic shift in metabolism. These mechanisms may play an equally important role to the insulin/glucose-stimulated 14-3-3 interactions in promoting cancer growth, given that tumor cells must adjust to frequent changes in nutrient availability.
Hypoxia
One of the obstacles a growing tumor faces is the lack of adequate blood supply, which deprives a cell of oxygen, glucose, growth factors, and amino acids. Here we refer to this condition as hypoxia. As described above, 14-3-3 promotes key signaling nodes downstream of glucose and insulin, and in a quick turn of events, 14-3-3 plays a central role in shutting the same pathways off when glucose and insulin are depleted during hypoxia. This not only occurs by 14-3-3 releasing its binding partners, but also through acquiring new hypoxia-triggered interactions ( Fig. 4 and Table S2 ).
Under hypoxic conditions, the sequential shutdown of glucose-and insulin-stimulated kinase pathways and the activation of kinases like AMP-activated protein kinase (AMPK), a central regulator of the adaptive shift from anabolic to catabolic metabolism, results in a rearrangement of the 14-3-3 interactome [18] . Active AMPK phosphorylates several 14-3-3 targets, including the negative regulator of mTORC1, RAPTOR [121] . This interaction is mediated by two AMPK phosphorylation sites within RAPTOR and results in RAPTOR dissociation from mTOR. Induction of hypoxia or other cellular stresses also promotes REDD1 disruption of the 14-3-3-TSC2 interaction to allow TSC2dependent inhibition of mTORC1 activity and subsequent growth inhibition [80] . The mechanism for REDD1-mediated disruption of the 14-3-3-TSC2 interaction was proposed to occur via direct competition between REDD1 and TSC2 for 14-3-3 binding at the plasma membrane, a model which has subsequently had mixed support, particularly with regards to the direct 14-3-3-REDD1 interaction [80, [122] [123] [124] . Collectively, these 14-3-3-mediated mechanisms ensure the proper inhibition of mTORC1, which initiates many of the major adaptive responses to hypoxia, including a rewiring of cellular metabolic pathways and the activation of autophagy to recycle cellular components and consolidate core survival functions. Furthermore, Teo et al. observed increased 14-3-3γ expression with tumor stage for breast, colorectal, gastric, and head and neck cancers, which corresponded to prolonged hypoxia-dependent increases in 14-3-3γ expression which they showed mediate inhibition of TSC2 and also activation of Snai1 to promote an epithelial-mesenchymal transition (EMT), thus highlighting a 14-3-3-mediated adaptation acquired by tumor cells to promote survival [125] .
14-3-3ζ regulates other AMPK substrates, downstream of mTORC1, that promote hypoxia-induced autophagy. AMPK-mediated phosphorylation of Unc51-like kinase (ULK1) at S555 triggers 14-3-3 binding, and cells expressing a phospho-defective mutant of ULK1 fail to degrade mitochondria via the autophagy pathway [126, 127] . Downstream of mTOR and ULK1, active AMPK also phosphorylates the core autophagy regulator ATG9A at S761, which triggers 14-3-3ζ binding [18] . The interaction between 14-3-3 and ATG9A promotes ATG9Amediated growth of autophagosomes, which, in turn, sequester and recycle macromolecules and organelles to sustain cellular metabolism under starved conditions [18, [128] [129] [130] [131] ].
14-3-3ζ interacts with other core regulators of the hypoxic response, including the hypoxia-inducible factor 1 (HIF1) alpha subunit. HIF1 modulates expression of genes involved in angiogenesis, cell proliferation/ survival, and metabolism to facilitate the cellular response to hypoxia as well as tumor adaptations and metastasis [132] . Under normoxic conditions, the HIF1α subunit is ubiquitinylated and rapidly degraded. However, upon induction of hypoxia, the HIF1α subunit is stabilized, binds to the HIF1β subunit, and translocates to the nucleus to modulate transcription of its target genes. Hypoxic conditions increase both 14-3-3ζ expression and binding to HIF1α, which leads to the stabilization of HIF1α protein [133] . 14-3-3ζ overexpression in the absence of hypoxic conditions also increases HIF1α expression in a PI3K/AKT and NFκB dependent manner [133, 134] . Tang et al. propose that 14-3-3ζ facilitates this regulated HIF1α stabilization by binding to both HIF1α and histone deacetylase 4 (HDAC4), acting as a scaffold to bring them together and thereby promoting HDAC4dependent deacetylation of HIF1α, which is known to contribute to HIF1α stability [133, 135] . This prosurvival role of 14-3-3ζ in stabilizing HIF1α is necessary for hypoxia-induced expression of genes, including those indicative of EMT, which leads to tumor metastasis [133] .
DNA damage 14-3-3s regulate the cellular response to DNA damage primarily by inhibiting untimely progression of the cell cycle to allow time either for DNA repair mechanisms to function before entering mitosis or for cell death pathways to proceed if needed ( Fig. 4 and Table S2 ). DNA damage induced G 2 arrest requires the maintenance of Cdk1 pT14/pY15, which is accomplished by inhibitory phosphorylation of the phosphatases Cdc25B (at S151, S230, and/or S323) and Cdc25C (at S216) by Chk1, Chk2, or MK2 in response to DNA damage and by C-TAK1 during interphase [136] [137] [138] [139] [140] . 14-3-3ζ binds to phosphorylated Cdc25B and Cdc25C to both mask the Cdk1 binding sites and to sequester them in the cytosol, thereby preventing derepression of Cdk1 [141] [142] [143] [144] [145] [146] [147] . The inhibitory 14-3-3-Cdc25C association is further maintained by the phosphorylation state of Cdc25C T130. During interphase and G 2 arrest, PP2A keeps Cdc25C T130 in a dephosphorylated state, which is favorable for 14-3-3 binding [79] . Prior to entry into mitosis, Cdk2 phosphorylates T130, disrupting the 14-3-3-Cdc25C complex and thereby increasing PP1-mediated removal of the S216 phosphate [148, 149] . This allows nuclear localization of Cdc25C, dephosphorylation of Cdk1, and cell cycle progression. During mitosis, Cdk1 activity is sustained by a positive feedback loop in which Cdk1 phosphorylates Cdc25C at S214, which then also helps reduce phosphorylation at S216 and continued progression through the cell cycle [150] . Rather than inhibiting phosphatase enzymatic activity, binding of 14-3-3 to Cdc25A promotes Cdc25A degradation [151, 152] . 14-3-3γ was shown to act as a scaffold to bring together Chk1 and Cdc25A, which facilitates Chk1-mediated phosphorylation of Cdc25A S76 and subsequent polyubiquitinylation and proteasomedependent degradation [152] . 14-3-3ζ/β also binds to Chk1 in response to DNA damage, promoting nuclear retention of Chk1 and maintenance of the G 2 checkpoint [153] .
NF-κB signaling is also modulated by 14-3-3s upon DNA damage. ATM activates TAK1, which promotes NF-κB translocation to the nucleus to upregulate pro-survival transcriptional networks [154] . 14-3-3ε dynamically binds to both phospho-activated TAK1 and the phosphatase PPM1B to regulate the activation and deactivation of TAK1 [155] . Zuo et al. proposed that 14-3-3ε firstly promotes TAK1 activity by disrupting the TAK1-PPM1B interaction, which prevents cellular apoptosis under initial mild stress; upon sustained stress, 14-3-3ε promotes the inhibitory TAK1 dephosphorylation to allow apoptosis [155] . With high dose DNA damaging agents, 14-3-3ε binding to TAK1 and its interacting protein TAB1 inhibits the anti-apoptotic activity of TAK1, in line with the hypothesis that increasing stress severity switches the 14-3-3-TAK1 interaction from activating to inhibiting [156] . 14-3-3s have been demonstrated to promote p53 activity by direct phospho-dependent binding of p53 and by binding its negative regulator, MDMX. 14-3-3 binding to p53 is dependent on phosphorylated S366, S378, and T387 and promotes p53 tetramerization and increased DNA binding affinity [157, 158] . MDMX is involved in maintaining the balance between resistance to stress and inhibition of tumorigenesis, through regulating p53 and through p53 independent mechanisms [159, 160] . Under basal growth conditions, MDMX binds to and inhibits p53 transcriptional activity [161] . DNA damage, hypoxia, and metabolic stress each induce 14-3-3 binding to MDMX, which disrupts MDMX-p53 and promotes MDMX degradation, resulting in p53 stabilization and activation [159, [162] [163] [164] [165] [166] [167] . Due to its potent inhibition of p53 and frequent overexpression in tumor samples, MDMX function has become a target of interest for chemotherapeutic agents [168] .
Genotoxic stress also induces a variety of interactions among 14-3-3s and other DNA damage-responsive proteins. The activity of Exo1 in resecting DNA ends is antagonized by binding of 14-3-3s to avoid excessive resection in response to damage [169] [170] [171] . 14-3-3τ binding to the E2F transcription factor subunit E2F1 promotes E2F-mediated pro-apoptotic gene expression in response to DNA damage by preventing E2F1 degradation [172] . Following DNA damage, 14-3-3ε also promotes apoptosis by releasing the E2F subunit DP-2 [173] . Additionally, 14-3-3 binding regulates nuclear localization of RALT, a protein involved in the downregulation and endocytosis of ligand-activated EGFR and the chromatin targeting of c-Abl, and therefore its activity as a regulator of the DNA damage response to promote DNA repair [174] . 14-3-3 binding to RALT depends on Chk1-dependent S250 phosphorylation, slows down RALT trafficking to endosome-like structures, and stabilizes RALT protein [175] .
The majority of DNA damage-induced 14-3-3 interactions seem to favor checkpoint activation or pro-apoptotic pathways, which contrasts with observations of 14-3-3 function under other stress and growth conditions as well as observations of 14-3-3ζ as a driver in cancer development (discussed above). It will be interesting to see whether the magnitude of DNA damage intensity or duration more generally influences the 14-3-3 stress response, as has been proposed for the 14-3-3-TAK1 interaction in switching from pro-survival to pro-apoptotic regimes with increasing stress. Likewise, contrasting observations on the effects of 14-3-3-induced MDMX localization following DNA damage may represent differences in DNA damaging agent, cell type, intensity of treatment, or specific 14-3-3 isoform involvement, which may also reflect a more dynamic influence of 14-3-3 in ensuring appropriate responses to environmental stimuli [159, [165] [166] [167] ]. 14-3-3 mediated responses may be more nuanced than simply promoting particular pathways; further experiments into time-, dose-, and agent-dependent 14-3-3 interactions will be needed to fully understand these processes, particularly how they play out in tumor-relevant cell types and microenvironments.
Oxidative stress
Reactive oxygen species (ROS) can be produced through a variety of enzymatic and nonenzymatic mechanisms that include electron leakage from complex III of the electron transport chain, as well as chemotherapy and ionizing radiation. High levels of ROS impose a significant proapoptotic stress on a growing tumor. Thus cancer cells can acquire a variety of adaptations to survive oxidative stress, including the upregulation of anti-oxidant enzymes, NADPH metabolism, and other pro-survival signaling pathways, many of which are supported by 14-3-3 interactions ( Fig. 4 and Table S2 ) [176] [177] [178] [179] . Consistent with other cellular contexts, 14-3-3 interactions generally act as a brake on pro-apoptotic signaling downstream of oxidative stress through the mechanisms described below.
Although, as a whole, direct links between 14-3-3 and oxidative stress signaling are not quite as understood as other contexts (e.g., insulin, DNA damage), there are some clear points of convergence between 14-3-3 and oxidative stress pathways. The apoptosis signal-regulating kinase-1 (ASK1) responds to oxidative stress by activating the Jun N-terminal kinase (JNK) and p38 map kinase pathways, which results in caspase activation and apoptosis [180] [181] [182] [183] . 14-3-3 interacts with ASK1 when phosphorylated at S967, which inhibits ASK1 kinase activity, likely by blocking access to or changing confirmation of the ASK1 active site [184] [185] [186] [187] [188] [189] . Fu and colleagues showed that high levels of ROS trigger dephosphorylation of ASK1 at S967, which results in the release of 14-3-3 and activation of pro-apoptotic JNK-and P38 MAPK signaling [186] . The 14-3-3-ASK1 axis also integrates AKT signaling with downstream NF-κB, as AKT promotes IKKmediated phosphorylation of ASK1 at S967 and the simultaneous activation of pro-survival NF-κB transcriptional pathways [189] .
The stability of the 14-3-3-ASK1 interaction is a focus of multiple modes of regulation. Force and colleagues demonstrated that a member of the mammalian sterile 20 (Mst) kinase family, SOK-1, responds to high levels of ROS by phosphorylating 14-3-3ζ at S58, which triggers dissociation of 14-3-3ζ from ASK1 and results in activation of downstream pro-apoptotic pathways [190] . In addition, the 14-3-3ζ-ASK1 complex also interacts with thioredoxin, which may cooperate with 14-3-3ζ to inhibit ASK1 kinase activity [191] . An interesting mode of 14-3-3 redox regulation involves selenoprotein W (SelW), which may form a redox-regulated covalent interaction (Sec-Se-S-Cys bond) between a selenocysteine on SelW and an exposed cysteine on 14-3-3. This interaction is increased under conditions of high oxidative stress and disrupts 14-3-3 binding to ASK1.
In this manner, SelW may act as a redox-regulated sink to disrupt pro-survival 14-3-3 interactions [192] [193] [194] .
14-3-3 also inhibits ROS-induced cell death by interacting with FOXO transcription factors and preventing upregulation of a wide array of pro-apoptotic genes (described above in the context of insulin). Bonni and colleagues demonstrated that ROS-induced activation of another Mst family kinase, MST1, triggers phosphorylation of FOXO3 at S196 (nematode numbering, S207 in humans), which sits adjacent to the 14-3-3 binding site. This phosphorylation disrupts 14-3-3 binding to promote FOXO3-mediated cell death [195] . In addition to the 14-3-3-FOXO connection, many of the pro-survival 14-3-3 interactions with apoptotic effectors, which were identified under nutrient replete/normal redox conditions (discussed above), would also play roles in protecting cells from oxidative stress. Thus, through a wide array of PPIs, 14-3-3 acts as a brake that must be overcome, through release of 14-3-3 and/or sequestration in sinks (e.g., SelW), for oxidative stress-induced cell death to proceed.
Conclusions and future perspectives
The inherently dynamic nature of 14-3-3s as phosphobinding proteins places them at the center of an adaptive signaling hub. As described above, our emerging understanding of 14-3-3 mechanisms suggest that the dynamic interactome of 14-3-3ζ, and likely other non-σ 14-3-3 isoforms, generally promotes a pro-survival cellular program appropriate for the condition at hand-whether that be insulin signaling, nutrient deprivation, oxidative stress, or chemotherapy-induced DNA damage. Although 14-3-3s do not fit the traditional mold of a drug target (i.e., they are not kinases, GPCRs, or ion channels), their position at the center of pro-growth/survival signaling hubs suggests the therapeutic potential for simultaneously disrupting many tumorigenic pathways. As an example, in breast cancer, where 14-3-3ζ is frequently overexpressed, the genetic ablation of 14-3-3ζ blocks the effects of key oncogenic drivers, including HER2 and PIK3CA, which are dependent on 14-3-3ζ for multiple downstream signaling pathways [13, 23, 196] . Accordingly, there are efforts to identify small molecule antagonists of 14-3-3ζ, although, as described above, there are still no 14-3-3 inhibitors in the clinic [42, 48, 50, 54] .
In addition to the potential of 14-3-3s as therapeutic targets is their still largely-unexploited usefulness as probes to identify functional, stress-adaptive phosphorylations. The breadth of the phospho-proteome has grown exponentially with the development of highly sensitive MS methods. As of writing this manuscript, 285,896 non-redundant phosphorylations have been identified (phosphosite.org) and only a small fraction (<5%) have a known function. Furthermore, there is growing frustration among the PTM community that phosphorylations identified via global proteomics seldom have a measurable impact on protein function when looked at experimentally, which may be partly due to the promiscuous nature of some PTM-catalyzing enzymes, generating offtarget PTMs that act as 'red herrings' in the search for functional PTMs [197] . This challenge can be minimized by using biological phospho-binding proteins, like 14-3-3s, as probes to identify functional phosphorylations. As described here, some of the most important mechanisms in cell signaling have been identified from the perspective of 14-3-3 binding. Going forward, it will be important to take advantage of unprecedented MS power to probe deeper into dynamic, stress-adaptive 14-3-3 interactomes and uncover phosphorylation-driven mechanisms that could be exploited therapeutically in cancer.
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