We propose a novel vertical handoff scheme with the support of the software-defined networking technique for heterogeneous wireless networks. The proposed scheme solves two important issues in vertical handoff: network selection and handoff timing. In this paper, the network selection is formulated as a 0-1 integer programming problem, which maximizes the sum of channel capacities that handoff users can obtain from their new access points. After the network selection process is finished, a user will wait for a time period. Only if the new access point is consistently more appropriate than the current access point during this time period, will the user transfer its inter-network connection to the new access point. Our proposed scheme ensures that a user will transfer to the most appropriate access point at the most appropriate time. Comprehensive simulation has been conducted. It is shown that the proposed scheme reduces the number of vertical handoffs, maximizes the total throughput, and user served ratio significantly.
INTRODUCTION
Heterogeneous wireless networks integrate a variety of wireless techniques to provide ubiquitous services [1] . In heterogeneous wireless networks, users may need to transfer their inter-network connections from one access point to another. The transferring operation among different kinds of access points is called vertical handoff [2] . There are two important issues [3] needed to be solved in vertical handoff: network selection and handoff timing. The network selection issue is to select an access point, to which the inter-network connection should be transferred. The handoff timing issue is to determine when the inter-network connection transferring should be implemented. The emergence of software-defined networking (SDN) technique [4] makes it possible to solve these two issues of vertical handoff in a novel perspective. SDN is a new networking paradigm, which provides a global centralized control of access points. In this paper, we make use of this feature of SDN and study the vertical handoff problem for heterogeneous wireless networks.
Consider the scenario shown in Figure 1 . There is a general heterogenous wireless network environment that consists of Wi-Fi, LTE, WiMAX and 3G. A user walks to the company from home. When the user is at home, his (or her) smart phone connects to the Wi-Fi in the house. After the user goes out of home, his (or her) smart phone may connect to LTE, or WiMAX of the public library, or 3G. There are three available networks. This user needs to know which one should be selected (network selection issue) [5] . After a new access point is selected, this user also needs to know when the internetwork connection should be transferred to the new access point (handoff timing issue) [6] . Solutions to the network selection and handoff timing issues compose the vertical handoff scheme [7] .
Because of lack of the global view, most of existing vertical handoff schemes failed to be global optimal. The emergence of SDN [8] technique provides a chance to break this limitation. An SDN controller has an abstracted centralized control of access points [9] . We make use of this feature of SDN, and propose a novel vertical handoff scheme named software-defined networking based vertical handoff (S-DNVH). In S-DNVH, users are divided into two classes: non-handoff users and handoff users. Non-handoff users will stay in the connections with their current access points. While handoff users will send their handoff requests to an SDN controller. The network selection is formulated as a 0-1 integer programming problem [10] by the SDN controller, with the objective of maximizing the sum of channel capacities that handoff users can obtain from their new access points. After the network selection process is finished, handoff users have to wait for a certain time period [11] . After the time period, the SDN controller evaluates the performances of current access points and new access points for users. If the new access points are consistently more appropriate than the current access points during the time period, users will transfer their inter-network connections to the new access points. The main contributions of this paper are summarized as follows:
To the best of our knowledge, we are the first to apply the SDN technique in the study of vertical handoff problem for heterogeneous wireless networks. We investigate the architecture of SDN, and design a compatible vertical handoff procedure. We formulate the network selection issue as a 0-1 integer programming problem based on our previous work [12] and propose a network selection algorithm to solve it. In the proposed network selection algorithm, an SDN controller will allocate the most appropriate access point for each user. We propose a handoff timing algorithm to determine the time when the network selection results should be implemented. Based on limited information and simple calculation, the proposed handoff timing algorithm can predict the movement directions of users. Only if users are certain to move away from their current access points, will the network selection results be implemented. Through comprehensive experiments, we validate that our proposed scheme significantly reduces the number of vertical handoffs, maximizes the total throughput and user served ratio.
The rest of this paper is organized as follows. Section 2 is the related work. Section 3 is the system description and problem formulation. Sections 4 and 5 present the proposed scheme for network selection and handoff timing issues, respectively. Section 6 is the performance evaluation. Section 7 concludes this paper.
RELATED WORK
Here, we introduce the most typical related works in this section. Wang et al. [11] proposed an interesting policyenabled vertical handoff scheme. The network selection is made by users. Periodically, users collect current network conditions as the inputs of their policy modules. The policy module makes trade-offs among network conditions, cost, power consumptions, and other criteria, then determines the "best" networks. In order to avoid the handoff instability problem, a random handoff timing mechanism is further proposed. After waiting for a stability period, users hand off to those networks, which have sustained high-performance during the stability period.
A fuzzy logic-based network selection scheme is proposed by J. Hou et al. [13] , in which three input fuzzy variables that include the probability of a short interruption, the failure probability of handover to radio, and the size of unsent messages are considered. At first, these three fuzzy variables are fuzzified and converted into some input fuzzy sets by a singleton fuzzifier. Then the input fuzzy sets are mapped into output fuzzy sets by an algebraic prod-uct operation. Finally, the output fuzzy sets are defuzzified into a crisp decision point, which indicates a network selection result.
Lee et al. [14] carried out research from the aspect of optimization, and proposed an enhanced group handoff scheme. In enhanced group handoff scheme, each user evaluates its available access points on the remaining bandwidth. The network selection is formulated as a convex optimization problem. The objective of formulated problem is to minimize the handoff blocking probability. By using the Karush-Kuhn-Tucker condition, the formulated convex optimization problem is solved and a new access point can be determined. After the new access point is determined, a user transfers its inter-network connection to the new access point after an adjusted delay.
An interesting scheme proposed by Ciubotaru et al. [15] is called smooth adaptive soft handoff algorithm (SASHA). In SASHA, a user obtains a weighted sum of various performance parameters, and calculates the quality of service (QoS) values of its available access points. The user allocates its traffic according to the QoS values. As the user leaves an access point and gets closer to another, the QoS value of the leaving access point gets lower, and the QoS value of the approaching access point gets higher. As a result, traffic on the leaving access point is transferred to the approaching access point gradually.
SYSTEM DESCRIPTION AND PROBLEM FORMULATION

Network architecture
For the upcoming problem formulation, we first exploit the special network architecture of SDN. Traditionally, each access point contains both a control plane and a data plane [8] . The control plane decides whether a traffic flow is admissible or not, and the route that the traffic flow should traverse. The data plane forwards the traffic flow according to the decision made by the control plane. In the SDN architecture, an SDN controller separates control planes from data planes of access points and provides a centralized control of these access points. The SDN controller communicates with access points via OpenFlow [16] and has a global view of the network environment. This feature of SDN gives us an opportunity to design a global optimal vertical handoff scheme.
Normally, an SDN controller can manage thousands of access points at the same time. When there are a large number of access points in an area, several SDN controllers can be deployed. Besides of this, in order to group manage the access points, multiple SDN controllers are also required so that each SDN controller can install a custom policy in its own domain. Stallings [8] pointed out the most common scenario is the numerous and nonoverlapping SDN domains scenario as shown in Figure 2 . As we know, an SDN controller centrally controls the access points in its domain [17] . In fact, logical centralized control also exists in the multiple SDN controllers scenario. The Internet Engineering Task Force is currently working on the SDNi protocol [18] , which helps the SDN controllers to exchange information and gain the global information. Thus, if an optimal vertical handoff scheme is proposed for the single SDN controller scenario, the proposed scheme also works for the multiple SDN controllers scenario. The extension work is just to add an "information exchange" stage at the beginning of proposed scheme. In this paper, we will consider the scenario with single SDN controller. 
Problem formulation
In this subsection, we formulate the vertical handoff problem for heterogenous wireless network environment by using the SDN technique [19] . Specifically, we consider a heterogenous wireless network environment that consists of m access points. Let A be the set of access points, A D fa 1 , a 2 , : : : , a m g. These access points support different wireless technologies. With the support of the mediaindependent handover (MIH) standard [20] , all of these access points can be centrally controlled by a single SDN controller. Access point a i (a i 2 A, i D 1, 2, : : : , m) has l i channels, a i equally divides its frequency band among these channels. The bandwidth of each channel in access point a i is denoted by b i in MHz. If the access point a i is connected by a user, this user will occupy one channel of a i [14] . Hence, the access point a i can serve at most l i users simultaneously.
Consider that there are n users. Let U be the set of users, 
Because most of the applications (e.g., music, video, and game) require higher download and lower upload rates, users are more concerned about the quality of downlink (from access point a i to user u j ). All links refer to downlink unless otherwise specified from now on. For convenience, the notations used in this paper are summarized in Table I .
For each access point-user pair a i , u j , assume that the received signal power of user u j from available access point a i at time t is s ij .t/ in watts. Let d ij .t/ denote the Euclidean distance between access point a i and user u j at time t. Let p i denote the transmission power of access point a i in watts. Then the value of s ij .t/ can be calculated as follows [21] . 
where the channel fading gain h ij follows an exponential distribution with rate (h ij exp. /), and the pass loss exponent˛> 2 (varies depending on the channel conditions).
With the help of some techniques such as orthogonal frequency-division multiplexing (commonly applied to LTE, WiMAX and IEEE 802.11 b/g supported devices) [22] and code division multiple access (commonly applied to 3G devices), the interference among users that belong to the same access point can be controlled in a low level. In order to further weaken this kind of interference, we assume that the orthogonal codes are used in code division multiple access.
For the interference from other access points, let g xj .t/ in watts be the interference caused by access point a x (a x 2 A, x ¤ i) to user u j at time t, where a x transmits signal by using the same frequency band as user u j . Let d xj .t/ denote the Euclidean distance between access point a x and user u j at time t. Let p x and h xj denote the transmission power of access point a x in watts and channel fading gain, respectively. Then the value of g xj .t/ can be calculated as follows:
Because the transmission powers of users are relative small, and the locations of users erratically change all the time, the interference from other users is usually negligible [23] . If the access point a i is connected by a user,this user will occupy one channel of a i . Hence, the access point a i can serve at most l i users simultaneously. Note that the bandwidth of each channel in access point a i is b i MHz. Let n ij .t/ denote the additive white Gaussian noise [24] power of the channel a i , u j at time t in watts. Let X j ( X j Â A ) be the set of access points that transmit signal by using the same frequency band as the user u j . According to the Shannon equation [25] , the channel capacity denoted by q ij .t/ in Mbps is calculated as follows.
Assume that all of the transmitted data can be received correctly. Consider that a user may carry out multiple tasks at the same time, there are infinite data needed to be received by each user. Thus, we can make an assumption that the data receiving rates of users are equal to the channel capacities. Furthermore, in order to guarantee the quality of experience, user u j has the basic bandwidth requirement denoted by j in Mbps. Suppose that the current access point of user u j is a c . If the channel capacity of current access point cannot meet the corresponding basic bandwidth requirement (q cj .t/ < j ), user u j will perform the vertical handoff. We call these users who need to perform handoff handoff users. If the channel capacity of current access point can satisfy the basic bandwidth requirement (q cj .t/ j ), user u j will stay in the connection with its current access point a c . We call these users who do not need to performed handoff non-handoff users. 
Let r ij .t/ denote the channel capacity that access point a i can provide for user u j at time t, if a i is selected as the new access point. The value of r ij .t/ is given in Equation (6) 
The channel capacity that handoff user u j can obtain from the new access point is
where R j .t/ T is the transposition of R j .t/.
The SDN controller has to ensure that if an access point a i is selected as the new access point of user u j , the channel capacity provided by a i should satisfy the basic bandwidth requirement of u j . That is, F j .t/ R j .t/ T should subject to the following constrain.
If there is no access point can satisfy the basic bandwidth requirement of user u j , the vertical handoff of u j is failed. Moreover, u j will be discarded by its current access point. Note that if user u j is a non-handoff user (v j .t/ D 1), it does not have any new access point ( P m iD1 f ij .t/ D 0). Thus, we can get a constraint for non-handoff users that is 
We express T .F .t// as the sum of the channel capacities that handoff users can obtain from their new access points. T .F .t// is then calculated as follows.
The goal in the paper is to maximize the sum of channel capacities that handoff users can obtain from their new access points T .F .t//. Non-handoff users will stay in the connections with their current access points. The optimization problem of maximizing T .F .t// is theoretically formulated as follows.
The first constraint Equation (14a) indicates that each user has at most one new access point. The second constraint Equation (14b) guarantees that the channel capacity provided by the new access point can satisfy the basic bandwidth requirement of a handoff user. The last constraint Equation (14c) ensures that the number of users connected to an access point is smaller than the number of channels in this access point.
The vertical handoff problem is formulated as a 0-1 integer programming problem. Although the formulated problem is an NP-hard problem, the computation complexity is acceptable in its particular application context. The latest OPENFLOW version 1.4 supported access points provide 40 GbE services [26] , and the computing capability of SDN controller is considered to be infinite [27] . Compared with the powerful SDN devices, most of vertical handoff scenarios involve limited number of users. Thus, we think that the network selection process is completed in a very short time interval which can be neglected. Moreover, if we eliminate non-handoff users from consideration, the computation complexity can be further reduced.
NETWORK SELECTION ALGORITHM
Based on previous formulations, we study the network selection issue of the vertical handoff in this section. We assume that users are selfish, they will select access points in the always-best-connected (ABC) way [28] if allowed. That is, users always choose the access points which have the best performance as their new access points. As an example shown in Figure 3 , there are three network access points (i.e., a 1 , a 2 , a 3 ). These access points support different wireless technologies. In the coverage area of three access points, there are four users, that is, u 1 , u 2 , u 3 , u 4 ). At first, user u 1 was connecting to the access point a 1 . When the channel capacity of .a 1 , u 1 / cannot meet its basic bandwidth requirement, u 1 performed the vertical handoff. Suppose that the performance of a 2 is better than a 3 , thus u 1 will choose a 2 as its new access point. At the same time, other users (u 2 , u 3 and u 4 ) may also choose a 2 as their new access points. Because the resources are limited, a 2 will be exhausted. While there is no user connects to a 3 . System resources are unreasonably utilized.
In order to efficiently utilize the system resources and construct a good access point associating strategy for each user, we propose a network selection algorithm for vertical handoff. An SDN controller selects access points for users in three phases: initialization, request matrix construction, and network selection. The network selection procedure is illustrated as Figure 4 shows in which we consider the OPENFLOW 1.3.3.
Algorithm details
Phase 1. Initialization At the beginning of each time slot, users evaluate their current access points and determine whether to perform vertical handoffs or not. If a user needs vertical handoff (handoff user), it will send handoff request frames to its available access points. The values of request frames are equal to the channel capacities. If a user does not need vertical handoff (non-handoff user), it also sends request frames to its available access points. In this case, the request frames are just like Hello messages, and their values are 0. After receiving the handoff requests, access points send EchoRequest frames to the SDN controller to initialize the network selection. Then the SDN controller will reply the EchoResponse Frames to these access points.
Phase 2. Request matrix construction
Access points put the features of users (i.e., the channel capacities) in the Data fields of Packet-In messages, and send the Packet-In messages to the SDN controller. These Packet-In messages will be converged in the SDN controller. According to these received messages, the SDN controller constructs a request matrix
. At first, the request matrix R.t/ is incomplete because users may not be able to reach all access points. There are some elements, whose values are unknown. These elements are defined as the unassigned elements. Because the SDN controller has a global view, it can complete the request matrix R.t/ after a simple calculation in which the unassigned elements will be set to be 0. Proof. Each column of the request matrix R.t/ corresponds to a vector R j .t/, where j D 1, 2, : : : , n. For non-handoff users, all elements in R j .t/ are 0, and the value of corresponding column in R.t/ will be set to be 0. During the network selection process, there is no new access point will be assigned to these users. For handoff users, the unassigned elements in R.t/ that correspond to their unavailable access points are set to be 0. During the network selection process, some other access points with positive evaluations will be selected.
Phase 3.Network selection
After constructing the vertical handoff request matrix R.t/, the SDN controller selects new access points for handoff users. The network selection is formulated as a 0-1 programming problem (Equation (13)). The SDN controller calculates the network selection results by solving this 0-1 programing problem. There are many tools that can be used by the SDN controller to solve the linear problems, such as LINGO and CVX on MATLAB. The network selection results are presented as a m n matrix F .t/. According to F .t/, the SDN controller sends out PacketOut messages. If the element f ij .t/ is 1, that means a i is the new access point of user u j . Therefore, the SDN controller puts this result in the data filed of Packet-Out message, and sends the Packet-Out message [29] to access point a i . Then, access point a i sends a feedback frame to user u j to notify this result.
An example
In this section, we will use an example to explain the network selection algorithm in detail. Specifically, we consider a scenario shown in Figure 5 . There are three access points (i. e., a 1 , a 2 , a 3 ) . These access points support different wireless technologies. An SDN controller centralized controls these access points. In the coverage area of three access points, there are five users (i.e., u 1 4 , and u 5 ) are handoff users.
Phase 1. Initialization
Because u 1 is a non-handoff user, it will send request frames r 11 .t/ and r 21 .t/ to the available access points a 1 and a 2 , respectively. The values of r 11 .t/ and r 21 .t/ are 0. Meanwhile, other four users u 2 , u 3 , u 4 , and u 5 are handoff users; they also have to send out request frames. Take u 2 , for instance, a 1 , a 2 and a 3 are available to u 2 . Let r 12 .t/ denote the handoff request frame sent from u 2 to a 1 . In our example, r 12 .t/ is 7, which means if u 2 selects a 1 as its new access point, the channel capacity provided by a 1 is 7 Mbps. Similarly, other users send the vertical handoff request frames to their available access points.
Phase 2. Request matrix construction
After receiving the Packet-In messages, the SDN controller constructs a request matrix R.t/ as shown in Equation (15 
Based on this primary request matrix, the SDN controller calculates the values of unassigned elements. All of the unassigned elements are set to be 0, and the completed request matrix R.t/ is as follows. 
Phase 3. Network selection Based on the request matrix R.t/, the SDN controller formulates the network selection as a 0-1 programming problem (Equation (13)). The solution of this 0-1 programming problem is the network selection result, which is presented as a matrix F .t/. Assume that the number of channels in access points a 1 , a 2 , and a 3 are 2, 3, 4, respectively. After some calculations, the SDN controller can obtain a 3 5 matrix F .t/ as follows. point a 1 . Consequently, access point a 1 can only serve one more user. In order to maximize the sum of channel capacities that handoff users can obtain from their new access points, the SDN controller allocates access point a 1 to user u 3 instead of user u 2 . For user u 4 , because the channel capacities provided by its available access points a 2 and a 3 cannot satisfy the basic bandwidth requirements, the vertical handoff of u 4 is failed. User u 4 does not have any new access point and will be discarded by its current access point a 2 . According to the network selection result F .t/, the SDN controller sends out Packet-Out messages. The value of f 13 .t/ is 1 means the new access point of user u 3 is a 1 . That is, u 3 should transfer its inter-network connection from the current access point a 3 to a 1 . Therefore, a 1 will send a feedback frame to u 3 to notify this selection result. Similarly, a 2 sends a feedback frame to u 5 . a 3 sends a feedback frame to u 2 .
HANDOFF TIMING ALGORITHM
Because users are always moving around in wireless environment, the network selection results should not be implemented immediately. For example as shown in Figure 6 , user u 1 is moving back and forth. When user u 1 leaves the access point a 1 and closes to the access point a 2 , its inter-network connection will be transferred from a 1 to a 2 . When u 1 leaves a 2 and backs to a 1 , the inter-network connection will be transferred from a 2 to a 1 again. The inter-network connection of user u 1 is switched between access points a 1 and a 2 times and times again [30] . This common example reveals that inappropriate handoff timing will incur numerous unnecessary handoffs.
Besides that, the ping-pong effect will also lead to some unnecessary handoffs. A user handoff from its current access point to the new access point in order to obtain higher channel capacities. However, the SDN controller optimizes the network selection results from the global perspective which inevitably sacrifices the individual interests. If the performance gain between the current access point and the new access points is less than the handoff overhead, the handoff is not a wise choice in this case. 
Discussions
In our proposed scheme, users will wait for a stability period [11] after their network selection processes are finished. During the stability period, if the new access points are consistently more appropriate than their current access points, users will handoff to their new access points. Before we start introducing our proposed handoff timing algorithm, there are three things needed to be explained specially.
The first thing is about the meaning of appropriate. In this paper, we use"appropriate" instead of "better". The reason is even the new access point is better than the current one, if the current access point can satisfy the basic bandwidth requirement of a user, this user should not perform the vertical handoff.
The second thing is about the handoff overhead. When we are judging whether a new access point is appropriate or not, we need to take both the performance gain and the handoff overhead into account. According to the IEEE 802.11 standard handoff procedure [31] , users will experience the authentication phase and the reassociation phase before transferring to their selected new access points. Anshul et al. [32] studied various scenarios and observed that the average authentication delay and the average reassociation delay are 1.3 ms and 2.3 ms, respectively. During the authentication phase, two authentication frames will be exchanged between the handoff user and the new access point. Normally, an Authentication frame contains 24 bytes header, at least 6 bytes body and 4 bytes frame check sequence (FCS) [33] . Therefore, the control frames will cost o a Mbps bandwidth during the authentication phase as the following equation shows. During the reassociation phase, the handoff user will send out an reassociation-request frame and the new access point will reply an reassociation-response frame. An reassociation-request frame consists of 24 bytes header, at least 10 bytes body and 4 bytes FCS. While an reassociation-response frame has 24 bytes header, at least 6 bytes body and 4 bytes FCS. Therefore, the control frames will cost o r Mbps bandwidth during the Reassociation phase as the following equation shows. The last thing is about the length of a stability period. For a handoff user u j , its available access points set is denoted by A 0 j , and the size of A 0 j is jA 0 j j. Let x be the length of stability period in the x th round, where x D 1, 2, : : :. For an available access point a i (a i 2 A 0 j ), its channel capacity at time t is denoted by q ij .t/. After waiting for a stability period x , the channel capacity of a i becomes q ij .tC x /. Thus, the change rate of channel capacity during the stability period x can be represented by
. We make use of the average change rate of channel capacities for all available access points to adjust the length of stability period. If u j is suggested to wait for another stability period, the value of xC1 can be calculated as follows.
Equation (20) indicates that if the average change rate of channel capacities during x is bigger than 1 (i.e., xC1 > x ), that is the connection quality of user u j is getting better, u j will wait for a longer stability period in the next round. Otherwise, u j will wait for a shorter stability period in the next round. H.J. Wang et al. [11] pointed out that the stability period is proportional to the handoff latency. Moreover, S. Sharma et al. [34] proved by experiment that the handoff latency is about 0.1 s. Thus, we accordingly set the initial value of stability period 1 to be 0.1 s in this paper.
Algorithm details
In this section, we take a handoff user u i for instance to explain our proposed handoff timing algorithm. For the user u 1 , suppose that its current access point is a 1 , and its new access point which has been determined by the SDN controller is a 2 as shown in Figure 7 . Following the previous definitions, the channel capacities of a 1 and a 2 at time t were q 11 .t/ and q 21 .t/ respectively. After waiting for a stability period , the channel capacities of a 1 and a 2 become q 11 .tC / and q 21 .tC / respectively. Based on the channel capacities, the Authentication overhead o a and the Reassociation overhead o r , the SDN controller makes a judgement and notifies u i whether it should transfer the inter-network connection from a 1 to a 2 or not.
The network performance can be regarded as stable when considering the user mobility, which is a widely accepted assumption [35] , [36] . Therefore, we are working under the assumptions as shown in Figure 7 . The coverage area of a 1 is the circular region insides c 1 . The closer to a 1 , the higher channel capacity that u 1 can obtain from a 1 . c 1 , and c 0 1 are concentric circles. If u 1 moves along c 0 1 , the channel capacity of .a 1 , u 1 / will not change [37] . Similarly, the coverage area of a 2 is the circular region insides c 2 . If u 1 moves along c 0 2 , the channel capacity of .a 2 , u 1 / will not change. There is a line L goes through the intersections of c 0 1 and c 0 2 . L is perpendicular to the line between a 1 and a 2 . We consider the following two situations.
If u 1 moves to the left of L, which means u 1 has the tendency of moving closer to a 1 . Because user was moving back to its current access point during the stability period, it does not need vertical handoff anymore, and the network selection result is cancelled. If u 1 moves to the right of L, which means u 1 has the tendency of moving closer to a 2 . Because user was moving away from its current access point during the stability period, it has to transfer the inter-network connection to the new access point at once.
Because the movement trend of user is important for the vertical handoff, some related work tried to predict the movement trend of a user. The existing work is based on location information [38] , context [39] or historical record [40] , and so on. Each of them requires a large amount of storage space. In this paper, we predict the movement trend of a user just based on the channel capacities of its current access point and new access point. Discussions are provided for the following nine cases.
(1) q 11 .t/ < q 11 .tC / and q 21 .t/ < q 21 .tC /. Because the channel capacity of a 1 increases, u 1 must be inside c 0 1 . For the same reason, u 1 is also inside c 0 2 . That is to say, after a stability period, u 1 locates at the domain d 1 shown in Figure 8(a) . Because the line L passing through d 1 , we cannot determine the movement trend of u 1 . As a result, u 1 should wait for another stability period and then analyze the situation again. (2) q 11 .t/ < q 11 .tC / and q 21 .t/ D q 21 .tC /. Because the channel capacity of a 2 does not change, u 1 must locate at c 0 2 . Furthermore, u 1 is inside c 0 1 . That is to say, after a stability period, u 1 locates at the line segment l 1 shown in Figure 8(b) . l 1 is on the left of L, which means u 1 moves back. As a result, u 1 does not need vertical handoff anymore. Figure 8 (a). Similar to case 4, if the handoff overhead is less than the performance gain (i.e., o a C o r < q 21 .t C / q 11 .t C /), u 1 should handoff to the new access point a 2 at once. Otherwise, u 1 will initialize another network selection. (8) Figure 8(a) . The line L passing through d 4 , so we cannot determine the movement trend of u 1 . As a result, u 1 should wait for another stability period, then analyze the situation again.
As we have explained that after the new access point is selected, a user should transfer its inter-network connection to the new access point at an appropriate time. For this purpose, we proposed a handoff timing algorithm. The SDN controller only needs to know the channel capacities of current access point and new access point for each handoff user, and the handoff overhead. Based on limited information, the SDN controller can determine the time when a handoff user should implement its network selection result. Following the aforementioned approach, we can see that the network selection result will be implemented only if the user is certain to move away from its current access point.
PERFORMANCE EVALUATION
In this section, we provide the performance evaluation of our S-DNVH scheme. We compare the proposed scheme with two typical existing schemes: the ABC scheme [28] and the SASHA [15] under various network conditions. The concerned performance metrics are the number of handoffs, total throughput and the user served ratio. As we know, the SDN technique originated in and is commonly used in the campus networks. Furthermore, most of access points in the campus networks are the IEEE 802.11 standard [41] supported devices. Therefore, we will refer to the IEEE 802.11 standard to set the parameters of access points during the experiment. If other standards are required in the practical applications, this experiment procedure can be repeated by using the corresponding parameters. Simu- 
Experiment setup
Over a 500 m 500 m rectangular flat space, there are nine access points and n users. These nine access points belong to three different types, and each type has three entities. Different types of access points have different coverage radii, number of channels, bandwidths and other different attributes. Furthermore, different types of access points are assumed to use different frequency bands, and same type of access points use the same frequency band. An access point is available to a user when the distance between them is smaller than the coverage radius of this access point. Users are moving around inside the considered area. If the current location of a user is denoted by a two-dimensional coordinate .x, y/, this user will be inside .x˙M t ı, y˙M t ı/ after a period of time M t, where ı is the maximal moving velocity of the user. Following this rule, the movement model of users used in our experiments can be illustrated as Figure 9 , where .x, y/ is the location of a user at the beginning of a time slot, x 0 , y 0 is the location of the user after a stability period, and x 00 , y 00 is the location of the user at the end of the time slot. We set the basic bandwidth requirements of users to be 2 Mbps, which corresponds to the video conference demanding. Based on references [42, 43] , we have the main experimental parameters, which are listed in Table II . In order to construct the SDN scenario and evaluate the performance of proposed S-DNVH scheme, we simulate the OpenFlow switches by using the Mininet VM 2.2.1. The SDN controller is implemented through the Floodlight V 1.2. The SDN controller and OPENFLOW switches exchange information via OPENFLOW 1.3. In order to avoid too much change to the SDN controller, the calculation work is assigned to MATLAB. Hence, a logic complete SDN controller is composed by Floodlight and MATLAB. At first, we write a Python file that is able to insert the features of users into the data fields of PacketIn messages. We make use of the Packet-In message to send information from OPENFLOW switches to the SDN controller. Based on Eclipse, we encapsulate an I/O API for the SDN controller. This API is used for SDN controller to generate a file which contains the information received from switches, and read a file which contains the network selection results calculated by the CVX on MATLAB. Once the SDN controller obtain the network selection results, it will insert the network selection results into the data fields of Packet-Out messages, and send the Packet-Out messages to OPENFLOW switches. The architecture of our simulation system is shown in Figure 10 . The switches in Figure 10 represent OPENFLOW enabled access points, and hosts represent users in this paper.
Experiment results
Number of vertical handoffs.
We study the number of vertical handoffs when the number of users varies under free space propagation (˛D 2), flat-earth reflection (˛D 3), and diffraction losses (˛D 4) environment conditions in Figure 11 . The general trend is that there will be more vertical handoffs in each time slot as the number of users increases. For the same number of users, larger pass loss exponent environments always have more handoffs. From the longitudinal comparison, we observe that the proposed S-DNVH scheme can reduce the number of handoffs significantly. This advantage is more remarkable in tough environments. For example in Figure 11 (c), the number of handoffs in S-DNVH scheme is nearly 76% less than ABC scheme and 59.6% less than SASHA in the worst case.
Another interesting phenomenon is that the number of vertical handoffs will increase as more users join in. After the number of users is bigger than around 120, the number of vertical handoffs in the two contrast schemes becomes relative stable. However, this phenomenon does not exist in our proposed scheme. We also observe that the ABC scheme is particularly sensitive to environment condition. The number of handoffs in ABC scheme varies dramatically as the pass loss exponent changes. Compared with ABC, situations in other two schemes are much more peaceful. Furthermore, the number of handoffs in SASHA is getting closer to that in our proposed S-DNVH scheme when the pass loss exponent increases.
Throughput.
We compare the total throughput under different network settings in Figure 12 . The total throughput is defined as the sum of channel capacities that non-handoff users and handoff users can obtain. Because each user is assumed to occupy at most one channel of access point, higher total throughput will be achieved as more users join in at first. Then, the value of total throughput has slower growth when the number of users is larger than a certain value. From Figure 12 we find that, this special value is around 160. Note that, the experimental nine access points theoretically can support maximum 180 users at the same time. Our experimental result is very close to this theoretical value.
From any sub-figure of Figure 12 , we can find that S-DNVH scheme always has the highest total throughput. Figure 12 also reveals that an inverse proportion operates between the total throughput and the pass loss exponent. Furthermore, from the crosswise comparison, we can observe that the throughput in our proposed S-DNVH scheme is getting closer to that in SASHA when the pass loss exponent increases. However, even in the worst case, the throughput in S-DNVH scheme is 60% more than in SASHA and nearly 100% more than in ABC scheme.
User served ratio.
The user served ratio is the ratio of users who have the network service. Following the definitions and assumptions made in Section 3, the user served ratio is equal to P n jD1 v j .t/C P m iD1 P n jD1 f ij .t/ n , where n is the number of users, P n jD1 v j .t/ is the number of non-handoff users and P m iD1 P n jD1 f ij .t/ is the number of handoff users whose vertical handoffs are successful. We compare the user served ratio under different network settings in Figure 13 . It shows that the proposed S-DNVH scheme always has the highest user served ratio in different scenarios. As the number of users increases, the user served ratio sightly increases then decreases. Moreover, user served ratio will be less in higher pass loss exponent environments. As the pass loss exponent increases, the user served ratios in SASHA and the proposed S-DNVH scheme get closer to each other. When comparing our proposed S-DNVH scheme with the SASHA, we can find that the difference of their user server ratios is between 4% and 29%.
Another interesting observation is that the turning points in the two contrast schemes are around 120. This special value has also been found in Figure 11 . Thus, we can infer that the maximal number of served users in the two contrast schemes should be 120. If there are more than 120 users are added to the scenario, the performance of two contrast schemes will degrade. However, our proposed scheme does not be affected by this limitation. Compared with these two schemes, our proposed scheme S-DNVH scheme can make fuller use of the system resources.
CONCLUSION
In this paper, we proposed a novel vertical handoff scheme with the support of SDN technique. The proposed scheme ensures that a user will transfer to the most appropriate new access point at the most appropriate time. From the standpoint of users, we choose the channel capacity as the performance metric. When the channel capacities cannot meet their basic bandwidth requirements, users will initialize vertical handoffs. We formulated the network selection process as a 0-1 integer programming problem, with the objective of maximizing the sum of channel capacities that handoff users can obtain from their new access points. After the network selection process is finished, users have to wait for a stability period and make a decision. Users will not handoff to the new access points unless the new access points are consistently more appropriate than their current access points during the stability period. We carried out comparison experiments under different network settings. Comparison results demonstrate that even in the worst case, the number of handoffs in the proposed S-DNVH scheme is 59.6% less than in SASHA, and the throughput in S-DNVH scheme is nearly 60% more than in SASHA. Furthermore, their difference of user served ratios is between 4% and 29%.
