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ABSTRACT 
i 
Effective estimation, planning, and control of the functions, 
operations, and resources of a project are among the most challenging 
tasks faced by the management of today's engineering and construction 
organisations. The increase in size and complexity of modern projects 
demand a sound organisational structure and a rational approach. 
The main objectives of the present study are two-fold. Firstly 
to report and critically review theoretical and practical develop: ierts 
of different aspects of the management of engineering and construction 
projects. Secondly to further develop conceptual, practical techniques 
and processes; also to provide Guidelines to make more effective use. of 
resources and systems. To actri eve these objectives the present research 
was carried out in close collaboration with various indurtria1 organisatiený . 
The current: literature on project management: is critically examined 
from the point of View of project cost estimation, planning and control. 
Various existing. and recou ended procedures, approaches and teck"c ic; ue:, 
are revie", ad with particular eir: phasis on using probabilistic techniques. 
As the problems of scale are increasing, progressively more 
industries are adopting systems and project management approaches. 
Problems, deficiencies and gaps in the existing systems are identified. 
An analysis of a questionnuaire survey on Systems-Caps is carried out and 
the results of the analysis are reported. . 
S-curves (or progress curves) are widely used in the plauaing 
and control of cost, time and resources. A mathematical r,! odel for the 
S-curve is adopted for this purpose. Expenditure data on a number of 
ii 
recent projects is analysed and fitted to two S-curve models suggested 
by Keller-Singh and the Department of Health and Social Security 
(D. H. S. S. ). A comparative study of the models is carried out. A set 
of standard parameters for the models is obtained and the predicting 
accuracy of these models for forecasting expenditure for future similar 
projects investigated. 
Quantification aspects of risk involved with the completion time 
of a project are studied. 'A number of stochastic distributions arc 
fitted for this purpose to the programed and actual durations for the 
different activities of a housing project. The maximum likelihood 
method is used for the estimation of parameters of the fitted 
distributions. 
Due to the increasing use of indices in the construction industry, 
building cost and tender price indices, their application, limitations 
and methods of iorrnatian are discussed. Bo: x... Jenki. n icodcls are 
employed to study past behaviour and to forecast future trends for 1. l-"our, 
materials and building cost indices. 
Finally, general conclusions derived from the present regearch are 
sunmarised and areas requiring further research are proposed. 
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CHAPTER 1 
INTRODUCTION 
In this chapter the objectives and scope 
of the study are described, and the 
importance of the study is discussed. 
A plan of the thesis is also given. 
2 
1.1 Introduction 
During the last two decades, there has been a marked growth in both 
the size and complexity of engineering and construction projects such as 
steel mills, chemical plants, refineries, power-generation stations, 
hydroelectric plants, dams, bridges, mineral resource developments, and 
other industrial, civil and defence installations. Fig. 1.1 (Paulson, 1975) 
gives a bird eye view of the challenges'faced, 'by today's construction 
projects. To successfully complete these ventures under the constraints 
of time, cost and quality (and/or performance), the importance of effective 
management, planning and control is obvious because of the risks associated 
with the above mentioned three parameters of cost, time and quality. 
With the increase in size and complexity of the construction and 
engineering projects, there have been significant developments in the 
corresponding organization structures, techniques, methods and processes 
to accomplish these ventures successfully. 
These developments can be classified as 
(a) conceptual : the long-overdue recognition of the need 
for a project management organisation. 
(b) Practical : greater realisation of the need for more 
effective estimation, planning and control techniques. 
1.2 Objectives of Study 
The main objectives of the present study are twofold, firstly to 
report and critically review the theoretical and practical developments 
during the last two decades regarding the management, planning and 
control of large engineering and construction projects, and secondly to 
further develop conceptual and practical techniques and processes on these 
aspects of project management in order to malte more effective use of 
resources (man, machine, money, materials, etc. ) and ; systems. 
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1.3 ' Imp6ztance 'df Topic 
The above methods, although evolved over many years, form an inter- 
locking and interacting overall management system. By the application 
of these methods within a dynamic overall-system concept, it is possible 
to successfully complete large conplex'projects within minimum cost, 
time and quality constraints. 
These methods, developed particularly for large projects, when 
sensibly, applied, are also valuable for other, smaller work. 
Organizations of any size and in many fields, therefore, can successfully 
utilize these basic principles and techniques of management, planning, 
estimation, forecasting and. control - the principles and techniques which 
have been tested on a large scale for engineering and construction 
projects and widely reported in the literature. 
1.4 Scope of the Study 
The present research has been carried out in close collaboration 
with the engineering and construction industry. This collaboration has 
helped the understanding of inherent problems and deficiencies associated 
with existing organisation structures and with the existing techniques 
being utilized in the industry for the management, estimation, planning, 
forecasting and control of projects. It has also helped to identify 
areas required further investigation and developments. Another major 
advantage of this collaborated research was the immediate application 
of the developed techniques in a practical working environment and 
feedback regarding the applicability, limitations and/or benefits of 
the techniques. 
In the remaining part of this chapter some basic ideas and approaches 
related to the topic are discussed and a plan of the thesis is presented. 
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1.5 Management 
Management may be defined as a process of establishing and organizing 
objectives, planning, scheduling and controlling resources (men, money, 
machine and materials) to accomplish them. Effective management 
organisation set-up is the first step for achieving these goals. As 
rightly identified by Cleland and King (1975); 
"Organizational theory and management principles provide a basic 
guide for planning, organizing, and controlling the human and nonhuman 
resources involved. The truly significant result of this integration 
is the realisation that the systems aspects of management cannot be 
separated from foundations of traditional management theory. 
. 
Taken together, the traditional and modern concepts of planning and 
execution form an integrated whole. Management relationships and problems 
change as new theories and techniques are formulated. Principles of 
management appropriate in one environment may not be appropriate in 
another. No doubt, new ideas of management will evolve as we become 
more knowledgeable concerning the structure and dynamics of our industrial 
society. 
The modern manager must maintain his pra natism and utilize both 
traditional and modern thinking in making and executing his decisions in 
this environment of high risk and uncertainty. His management philosophy 
must change with the patterns in management, for only a management philo- 
sophy which is developed on such a base is adequate for today's complex 
management tasks. " 
Snowdon (1977) has discussed various types of organisation structures. 
Pilcher (1976) has discussed advantages and disadvantages of functional 
and project management organisations. Due to the increase in size and 
complexity of modern projects, more industries are using project 
management and systems approaches to make effective use of resources 
and to control the complex operations of today's large projects. 
-6- 
project management is an all-embracing term, covering the management 
of every detail of a project fxom its inception to its completion. A 
project may be divided into three main phases and correspondingly three 
management activities may be associated with them. 
(1) Establishment of Concept and Feasibility (estimation) 
(2) Design and project definition (planning) 
(3) Execution, construction and full development (control) 
At the concept of feasibility stage objectives of the project, 
form of contract, and rough estimates of time, cost and resources are 
established. 
In the design stage, the project objectives and estimates of time, 
cost and resources are refined and expressed in greater detail. Usually 
this is done by drawing network plans, identifying critical activities, 
and assigning time, cost and resources to these activities. Setting 
objectives and methods to achieve them. 
It is during the execution/construction phase, that actual problems 
are encountered. This requies an effective organisation systeM and 
control procedures and techniques to keep an eye on the achievements 
with regard to cost, time and quality. 
1.6 Selecting a Contract Type 
Extreme care is needed in selecting a contract type, as the non- 
compliance with contract conditions can lead to heavy financial losses 
and long legal battles' between the parties. Ambiguous contract 
conditions or form of a contract may cause coat overruns, delays or 
problems. Khurbanda er al (1980) has reported that a well established 
contracting firm was completely wiped out from the business due to heavy 
cost-overruns (cause seems to be poor estimation, planning, control and 
-7- 
ambiguous contract conditions). The amount of inforp; ation available 
for controlling a project is a function of number of options open to 
the clients and contractors and depending on the type of contract, as 
shown in figure 1.2 taken fron Barnes (1975). At one extreme, a 
client who negotiates a fixed price contract is able to exercise any 
of his options only at the negotiating stage; thereafter, when the 
contract is signed he has no option left and therefore he does not need 
a control system. At the other extreme, a client who authorizes a 
cost plus contract can exercise control if it is possible to vary the 
rate of usage of resources on a project. 
Ahuja (1976) has provided a guide for selecting a contract type 
given in Appendix A. It contains contract types, explains the design, 
drawings and specification requirements, principal applications, 
advantages, and disadvantages of each contract type. Comments relating 
to change orders, claims, and contract administration are also included. 
The table provides a guide to help draw a distinction between different 
types of contracts and to identify the most suitable contract type 
available according to the requirements of a particular project. 
1.7 Risk and Uiicertainty 
A risk may be defined as a situation where the outcome of an event 
is not known with certainty but where it is possible to ascertain 
(i) The number of alternative possible outcomes. 
(ii) The probability of occurrence of each outcome. 
The magnitude of each. outcome. 
A position of uncertainty can be defined as a situation where the 
outcome of an event is not known with certainty, and where it is not 
possible to ascertain all three of the risk criteria listed. 
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Tn many situatjons the two definitions overlap. This often 
applies in long term investment decisions where the early years may be 
considered under the heading of risk but where later years may well be 
subject to uncertainty. 
Probability theory lies at the heart of the evaluation of. risk and 
uncertainty. In many simple cases standard deviations and variances 
provide a good measure for the assessment of risk and uncertainty. 
Projects are high risk enterprises, particularly construction 
projects. Most projects contain some elements of risks and uncertainty 
associated with time, cost, resources and operations. Krantz (1976) 
has identified a nuniber. of uncertainties associated with a project:, 
- uncertainty, attendant political or other governrncutal decisions 
or actions 
- uncertainty regarding rate of technological development or likelihood 
of technical targets being met 
- uncertainty in the nature or scope of work to be performed 
- variability in work performance 
- delays in obtaining top management approvals 
- variability in weather impact on exposed work 
- uncertainty in delivery dates for material or equipment 
- possibilities of design recycling 
- uncertainty regarding rate of cost escalation 
- possibilities of test failures necessitating remedial work 
(possibly even re-design). 
Conclusions drawn from a study of current literature and supported 
by -A recent survey (by TNTER, NET (1J. K.: ) reported in Chapter Three) show 
that verb few organisations use Risk Analysis techniques in their 
planning and control operations. 
- 10 - 
)lost of the literature on 1jsk and Uncertainty is confined to the 
application of risk analysis techniques to investment analysis and app- 
raisal. (Sykes, Hertz, Wagle, Hillier, Pouliquen, and F, eutlinger). Movenzadeh 
& Rossow (1977) have discussed in detail risks in the construction industry 
and the various approaches such- as Discounted Cash flow techniques, 
Statistical Decision Analysis and Network techniques which may be used 
to analyse the risks at company and project level. 
Realizing the need for applying risk analysis techniques in the 
planning and control of projects, research has been directed in this 
diiension at the Postgraduate School of Industrial Technology. 
Keller (1975), Supriyasilp (1975), Gupta (1976), Singh (1978). Sehgal 
(1978), Fatmighomi (1980), Roosta (1979), Sanamrad (1980) and Saavedra 
(1981) have carried out research on the application of risk analysis 
techniques to various aspects of Project Management. 
In the present research, wherever possible and applicable, 
consideration has been given to develop methods to reduce the inherent 
risk and uncertainty in the estinition, planning, forecasting and 
control functions of project management. Probabilistic techniques 
reported in the current literature are also critically reviewed. 
1.8 Presentation of Thesis 
Chapter two of the thesis contains a comprehensive survey of the 
various existing and recommended procedures, approaches and 
techniques for the estimation, planning and control, of large engi, neexing 
and construction projects. Consideration has been given to the prob- 
abi, li, stic approaches and techniques on these aspects of project 
manacyament. - 
Despite various organisation structures and tectrniques developed 
- 11 - 
to. accomplish- large projects successfully, many projects are still 
controlled less effectively than they'could be. ' In Chapter Three, 
the current literature bn Project Management is critically reviewed 
and the problems and deficiencies of the existing systems are discussed. 
Realising the need for a detailed study to find out reasons 
for the gaps and deficiencies in the existing systems The Association of 
Project Managers (INTERNET U. K. ) set up a working party for-this 
purpose. The findings of the working party are reported. To further 
analyse the causes and to propose solutions, the working party prepared 
a questionnaire on the current practices of modern management techniques 
in the U. K'. The questionnaire was sent to a number of organisations 
in the U. K. The author has analysed the replies of the survey. 
Highlights and details of the results are reported and discussed in 
this chapter. 
Estimation, planning and control aspects of project management 
is discussed in Chapter two. In Chapter'four an S-curve model 
originally proposed by Keller is used for this purpose. The model is 
compared with the one proposed by the. Department of Health and Social 
Security (D. }I. S. S. ). Both the models are fitted to the actual data 
for more than 20 projects. The predicting accuracy of the two models 
is compared and a set of standard parameters for the two models is 
obtained. 
In chapter five quantification aspects of risk i, nyolyed with the 
completion of a project are discussed. A number of statistical dis- 
tributions are fitted for this purpose to the programmed and actual 
durations for the different activities of a repetitive housing project. 
Maximum likel, hood methods are used for the estimation 
of parameters of the fitted distributions. 
Due to the increased use of building cost and tender'price indices 
- 12 - 
for approximate initial cost estimation of projects, the uses of these 
indices, limitations and methods of formation are discussed in Chapter 
six. Box-Jenkins models are developed to study the past behaviour 
and to forecast the future trends for labour, materials, building cost 
and tender price indices. 
Finally, Chapter seven contains general conclusions drawn through 
the present research. Areas requiring further research are proposed. 
PROJECT MANAG 
BASIC CONCEPTS I iD PRINCIPLES 
This chapter outlines the modern basic 
concepts and principles for the estimation, 
planning and control of large engineering 
and construction projects. The approaches 
and procedures, in this regard, reported 
in the current literature are critically 
reviewed. Guidelines arc provided for 
effective techniques and procedures which 
can be utlised for this purpose. 
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2.0 Introduction 
In recent years the increase in. size'and conplex ty of engineering 
and construction projects have led to the seeking of effective means of 
estimation, planning, managing and controlling these ventures in the most 
economical way within reasonable time and adequate quality 'constraint. To 
achieve these objectives it is necessary to have full understanding of the 
estimation, planning and control processes and all the practical tools. 
These three facets are highly interrelated and interdependent, each 
focusing on different aspects of an overall management planning and 
control process. 
To find out reasons why there is a continuous need for more 
advanced sophisticated techniques and processes for the estimation, 
planning and control of complex engineering projects, a few quotations 
from the recent literature are presented. 
Krantz (1976) has reported "Public visibility has highlighted an 
increasing number. of near-catastrophic overruns on large-scale under- 
takings in both governaiunt and private sectors, while countless projects 
of lesser scope have suffered similar fates known perhaps only to the 
investors and operators involved. A growing frequency of these near- 
catastrophes, in conjunction with an increasingly constraining economic 
climate, has brought about considerable research into both the causes 
for project overruns and the project management process, itself. " 
Furthermore, analyzing the causes of these overruns he wrote "It 
is true that much of the failure can be attributed to unfavourable 
elements in project environment such as lack of top management support, 
ineffective project organization, improper designation of authority and 
responsibility, and ineffectual communication and information flow. 
But even given a favourable management environment, there is substantial 
reason to believe that commonly used schedule and cost projection and 
- 15 - 
control techniques are not only ineffective but may also be major 
contribution factors to project overruns. The basic problem lies 
in their failure to come to terms with variability and uncertainty. 
Where these factors are not accounted for in project analyses; 
schedules and budget targets tend to be optimistic, the degree of 
optimism for individual projects varying from 10% to 50% or more. 
In other words, overruns are built into project plans, schedules and 
budgets by the single-value analysis techniques, themselves. " 
For these reasons probabilistic techniques are given particular 
attention in. this and subsequent chapters. It is hoped that the 
techniques and procedures reported here would help management to 
control the time delays and cost overruns. Another major area of 
improvement is concerned with the organization structure. By 
effective management and using sophisticated techniques considerable 
savings can be obtained. An example is quoted from Wei. nburge (1978):; 
"Dependable results over the last 10 - 15 years in the U. S. A. 
Europe and other construction markets have indicated that using the 
time/cost control systems effectively, ' projects have been designed and 
constructed in from 25% - 50% less time and for 5- 15% less cost 
than directly comparable projects using more traditional methods. 
During periods of rapidly changing costs and economic uncertainty cost 
savings due to time savings are very effective. The monetary savings 
have been net savings after construction management fees, and were 
obtained without sacrificing owner's functional requirements, whether 
in size, specification or quality. The savings are due to more 
skilled design and management". 
Realising the need for improved methods to plan and control 
engineering and construction projects Paulson (1976) reported "In 
recent years, construction organizations, including designers, 
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contractors, and owner agencies, haye increasingly found that their 
past and present modes of operation are becoming more and more 
inadequate for the complex large-scale engineered construction projects 
of today, let alone the future. 
The potential benefits from improved methods of accomplishing 
the engineering planning and control of today's projects are worth 
seeking. For example, knowledgeable resources have estimated that 
the costs of delay on a major two-unit nuclear power plant exceed 
$200,000/day. Consider this in the context of current 10-year to 11- 
year design and construction times for such projects, and multiply it 
by the 50-plus power plants in the active concept, design, or 
construction phases at any one tine. The potential savings thus derived 
are just for one industry. Similar conclusions may be drawn when 
looking at urban rapid transit systems, refinery and chemical plants, 
pipelines, mineral resource developments, and the design and con- 
struction of projects to implement the advanced technologies ----- 
------ Both improved methods acid the better application of existing 
principles are needed in the planning and control of engineering and 
construction projects ----- 
----- The difficulties or planning and controlling large engineering- 
construction projects are real and they are increasing in complexity. 
The need for research is great. " 
An accurate estimate of project costs, time, and resources 
provides a proper basis for planning and control of a project. Effective 
and meaningful planning and control must begin before the design stage 
and is maintained by proper estimation. Estimation is closely li, 2;. ed 
with design and forms the basis for future management, planning and control. 
This chapter outlines the modern basic concepts and principles of 
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estimation, planning and control for large engineering (such as nuclear 
power plants, satellite projects, refinery and chemical plants etc. ) and 
construction projects. These concepts and principles can be applied 
with equal success to small projects in other fields such as a housing 
scheme. The most widely used techniques are reviewed critically, and 
their limitations and/or benefits are discussed. Most of the techniques 
used are based on deterministic input of the decision variables, whereas 
in reality there are many uncertainties associated with these inputs. 
Consideration has been given to the Risk and Uncertainty associated 
with a 
. 
project by introducing and reviewing Probabilistic techniques. 
e 
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2.1' Estimation 
General Considerations : 
Estimation of time, 'cost and resources is the first stage in the 
treatment of a project. The basic information in estimation are the 
descriptions and specification of the project. Usually a preliminary 
network plan is made. On the basis of these plans and specifications 
and using past experience (historical records of sirlilar past projects) 
and expectation of future events, the estimates of time, cost and 
resources are made for a new project or facility. 
Later, when the project starts,, the actual values are collected 
and compared with the estimate. If necessary new projections are 
made and estimates are modified for the remaining parts of the project. 
In this way these estimates are used to compare the performance with 
the original estimates. 
2.1.1 Need for Estimates 
Erikson and Boyer (1976) commenting on the need for estimates wrote 
"On a broader scale than contractors bidding a construction project, 
good estimates are necessary for others such as owners to allocate 
resources to projects that promise the most benefit per unit investment. 
The term "owners" in this context may be private individuals or 
corporations, or government agencies representing, society as a whole. 
Engineers, architects, or other design professionals are in need of good 
estimating capabilities to facilitate design within an owner's cost 
guidelines and to compare possible design alternatives. Finally, the 
contractor has a tremendous need for good estimates because he is often 
guaranteeing a maximum cost to the owner, whether it be a lump sum or 
unit price bid". For this and other reasons the need for better estimates 
is inevitable. 
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2.1.2 ' Uses 'of Estinthtes 
On the use of estimates'Vergara and Boyer (1974) reported "Estimates 
are also used in preliminary stages of the project. The contractor 
forecasts future cash flows on the basis of the estimates of cost, the 
schedule of operations for the project, and the expected progress 
payments. In that way he is able to foresee the financial requirements 
and take the necessary steps so that loans can be obtained on time". 
2.1.3 Accuracy of Estimates 
There are numerous methods for preparing estimates depending upon 
the degree of accuracy desired. Each method has its appropriate 
applications, limitations and/or benefits. Some methods give a rout;: 
estimate of the costs and some give more precise costs. Some methods 
are used to find estimates that serve as check points to more precise 
procedures. The precision of the estimates depends not only on the 
method but on the type. of work and on, the intended use of the estimate. 
Of the conventional methods the most precise is to make a detailed 
estimate of all quantities of labour, material, and equipment required 
for the project. Frequently, time constraints require the use of 
faster methods in which precision is sacrificed for speed and facility 
of preparation. 
2.1.4 Uncertainties in Est4mates. 
In reality a number of uncertainties are associated with different 
elements of a project. Vergara and Boyer (1974) have identified 
uncertainties in estimates : 
"In preparing an estimate the number of assumptions required are 
such that no method maybe considered perfect. Other factors th.. it 
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further complicate the preparation of estimates are thei, x dynamic and 
uncertain nature. ' They are dynamic because costs are changing 
constantly and must continually be updated. Among the uncertainties 
that influence construction costs are : (1) Weather conditions; 
(2) political as well as economical variations; (3) changing nature 
of construction technology and costs; (4) different maintenance 
technology; (5) differences in labour productivity; (6) material and 
equipment availability; (7) construction delays; (8) supervision 
policies; and (9) construction methods, etc. To arrive at an 
estimate, the estimator has to evaluate these factors and their 
influence on actual costs. Since many of these factors have random 
variation it is found in general that estimates vary greatly from 
actual costs. " 
2.1.5 Desiderata of Estimating Procedure 
In increasing the level of details in the preparation of estimates 
the constructor finds not only time constraints but also cost 
constraints. 't'he cost of preparing an estimate increases with the 
level of detail. Sometimes having a more accurate estimate means that 
the contractor will have to increase his bid to cover increased 
estimating costs. In competitive environment he would then have less 
probability of becoming the winner. If the contractor prefers to 
decrease his markup he increases the risk of incurring a loss on the 
project. A tradeoff must be made between having; a more accurate 
estimate, which decreases risk and reducing the markup, which increases 
the risk of sustaining a loss. 
Many factors have to be considered. in the dete: xnnination of the 
optimum level of detail. Among them we may cite the type of job, 
the amount of competition expected-, the quality and amount of information 
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available on the project (plans and specifications), the time available 
for preparing the estimates, past experience, etc. 
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2.2'"Methöds of Estimation 
Usually, estimates are required in the early stages of a project, 
when enough details or specifications are not available. More refined 
estimates can be obtained as the project proceeds and more details are 
available. According to Peart's (1971) experience, "such estimates 
are of particular value when they are prepared according to PERT 
techniques. " Fie has presented two approaches for estimation of time, 
cost and resources for a project. The first approach is applicable 
to small projects and the second approach is applicable to either major 
projects or multiple-project situations. ' 
Simplified Procedure 
1. Prepare a 'simple PERT network, showing the activities and their 
interdependencies. 
2. Allocate manpower requirements to the PERT activities, based on 
experience or historical records of similar work. 
3. Raw materials, purchased components and any other similar items 
May be listed and costed and allocated to the PERT activities. 
4. The activity times will be determined by assessing the 
availability of men in relation to the manpower requirements 
determined above, These times will be inserted on the PERT 
network. 
5. Labour resources may be reallocated in order to shorten the 
critical path to the desired maximum duration. 
6. The estimated total project duration will be calculated by 
making a "forward pass" through the network. 
7. Having obtained an acceptable estimate of the project duration, 
the costs of the various activities may be summed to produce an 
estimate of the total cost of the project. 
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8. The tender price will then be computed by adding contingency 
allowances, overhead costs and a profit margin to the basic cost 
determined. 
For a relatively simple project, the above information can usually 
be contained in no more than three documents. First, the I'ERT network 
can contain the details of the manpower requirements and durations of 
the various activities. Secondly, the project costs can be collated 
on a cost summary sheet. Thirdly, commercial information, remarks and 
other relevant data can be set out on a tender submission record form. 
Composite Procedure 
In concept and basic principles the composite procedure follows 
the simplified procedure described above. But due to the increase 
of size and complexity of the project the following points are worth 
giving more attention : 
The PERT Network 
The information contained on the network should include activity 
descriptions, durations and resource requirements as required for the 
simplified procedure. In addition, it may be desirable to show the 
estimated earliest and latest event times, the critical path, and 
responsibility codes against individual activities. In many situations, 
it should be possible to sub-divide the project into work packages. 
Materials and expenses record 
The purpose of the materials and expenses record is to show details 
of all purchased raw materials, components, and sub--contracted work as 
well as anticipated contingency expenses. 
Assuming that the estimate is broken down into work packages or. 
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similar sub-divisions, it may be desirable to collate the labour, 
materials and other costs on to work package summaries. 
Estimation'of Project Costs 
Barrie and Paulson (1978) have categorised different types of 
estimates from less detailed to more accurate as the project evolves. 
These are 
1. Conceptual and Preliminary estimates 
2. Detailed estimates 
3. Definitive estimates. 
2.2.1 Preliminary Tstimates 
Preliminary estimates assist the overall cost-control program by 
serving as the first check against the budget, and by indicating cost 
overruns early enough to review the design for possible alternates. 
Since preliminary estimates are made prior to the completion of detail 
drawings, the margin for error is usually greater than for fair-cost 
estimates. 
According, to Barrie and Paulson (197¬3), most of the existing 
conceptual and preliminary estimating methods fall into one or 
more of the following categories. 
1. Cost indices 
2. Cost-capacity factors 
3. Component ratios 
4. Parameter costs. 
2.2.1.1 Cost Indices 
Cost indices show changes in cost over time. In some cases, these 
may reflect changes in technology, methods, productivity and in*Iationary 
trends. Generally they are applied during the construction phase of 
the projects, though they can also be used for whole duration of the 
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project. Many of these indices are published in the technical press. 
In the U. S. A. the "Quarterly Cost Roundup", published by the Engineering 
News-Record, lists over'a dozen of these indices including its own 
well-known "Construction Cost Index" and "Building Cost Index". The 
U. K. Department of Environment (DOE) publishes various indices in their. 
Housing and Construction Statistics. Several private firms also prepare 
indices for their own use, Davis, Belfieid and Everest, a chartered 
quantity surveyor firm, publish their Building Cost and Tender price 
indices in a technical journal (D. B. & E. 1975). Before applying cost 
indices, it is important to understand how they are derived and their 
limitations. 
These limitations become evident when one compares advantages and 
disadvantages of different types of indices. For'example, the indices 
based on input components do not consider factors such as productivity, 
changes in technology, and competitiveness of contractors. These 
factors are reflected to sonic extent in indices based on project outputs, 
or completed structures. On the other hand, the output type of indices 
are usually much more narrow in scope, and it is difficult to interpret 
one based on, say, comicrcial office buildings, to apply it to another 
type of work, such as a concrete dam,. The input type of indices is much 
more general and can thus be applied to a broader range of construction 
projects. In both indices, it is important to recognize their geographic 
and demographic bases. Both prices and productivity can vary radically 
around the country and around the world; competitive market conditions 
for suppliers and contractors can be strong in one type of construction, 
such as industrial, at the same time that they are weak in another, 
say building. 
For these and many other reasons, owners, designers, contractors 
and construction managers must use careful judgement and draw upon wall- 
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documented personal experience before applying any type of index for 
the purpose of conceptual estimating. Successful firms maintain their 
own records and do their own studies as well as use published sources. 
Properly applied, however, such indices can yield accuracies within 20 
to 30 percent of actual costs and can provide this information with 
almost negligible time and effort. Such information can be valuable 
for policy and planning decisions early in the life of a project. 
Construction cost indices are discussed in more detail in Chapter 6. 
2.2.1.2 Cost-Capacity'Fäctor 
Cost-capacity factors, show charges in size, scope, or capacity of 
projects of similar types. The cost-capacity factor may be represented 
by the following equation 
) C2 = C1 (Q2 
x 
1 
where 
C, ) = estimated cost of new facility of capacity Q2 
C1 = known cost of facility of capacity Qi 
and the exponent x- the cost-capacity factor for this type of work. 
The exponents represented by x are empirically derived factors 
based on well-documented historical records for different kinds of 
projects. The capacities, represented by Q, are some parameter that 
reasonably reflects the size of the facility, such as maximum barrels 
per day produced by a refinery or tons-of steel per day produced'by a 
steel mill operating at capacity. In a structure such as a warehouse, 
gross floor area or enclosed volume might be a reasonable measure of 
capacity. 
Cost-capacity factors have been most widely used in the potro- 
chemical sector of the industrial construction industry. The. "six-- 
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tenths factor rule" (x = 0.6) is typical and applies fairly accurately 
to some types of plants (such as nuclear power plants). 
2.2.1.3'Component Ratios 
During engineering and design progress, more information became 
available about a project and its elements. Once the size and type of 
major items of installed equipment are identified, the designer or 
professional construction manager would be in a position to assess 
price quotations from the manufacturers of these components. Examples 
of equipment or plant components include compressors, pumps, furnaces, 
refrigeration units, belt conveyors, and turbine generators. Given 
good price quotations, designers and constructors in many sectors of 
industry, have good historical documentation and analytical techniques 
that enable them to improve the accuracy of their earlier conceptual 
estimates. To do this they use techniques such as "equipment- 
installation-cost-ratios" or "plant-cost-ratios". These both are 
usually referred to as "Component ratios". 
The first approach, equipment cost ratios, multiplies the 
purchase cost of the equipment by an empirically determined factor 
to estimate the installation cost of that equipment, including shipping, 
erection, labour, and ancillary fittings and supplies. 
With good records to base them on, this type of estimate can be 
accurate to within 10 to 20 percent of final costs. 
Plant Cost ratios, use equipmnent-vendor-price-quotations as a basis 
for determining the cost of the whole constructed facility. Two 
approaches can be used. In the first, the estimator adds, the costs of 
all major items of equipment, and then multiplies this sum by a single 
ratio found to be appropriate for the type of project being constructed. 
A variation on the plant cost ratio takes the cost of each najor 
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item of equipment separately, multiplies by its own ratio, then takes 
the sum of the factored components. This approach allows the estimator 
to apply at a more detailed level judgement. This assumes, of course, 
that good historical data are available for developing the individual 
factors for each item of equipment. 
2.2.1.4 Parameter Costs 
Estimates based on parameter'costs are most commonly used in 
building construction. Engineering News-Record of U. S. A. usually 
publishes about five examples in each of its "Quarterly Cost Roundup's 
issues. 
The parameter cost approach relates all costs of a project to just 
'a few physical measures, or "parameters" that reflect the size or 
scope of that project. Nevertheless, with good historical records on 
comparable structures, parameter costing can give reasonable levels of 
accuracy for preliminary estimates. 
This type of estimate requires at least schematic drawings 
sufficient for computing these few parameters. 
2.2.2 Detailed Estimates 
After the conceptual design has been approved and after most or 
all of the detail design work is completed, approximate estimates are 
generally supplemented by detailed estimates. These normally require 
a careful tabulation of all the quantities for a project or portion 
of the project; this is called a "quantity take off". These 
quantities are then multiplied by selected or developed unit costs, 
and the resulting sum represents the estimated direct cost-of the 
facility. The total' estimated cost of the project is obtained by 
the addition of indirect costs, plant and equipment, home-office 
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overhead, profit, escalation, and contingency. Since a careful takeoff 
can minimize or eliminate the unknowns regarding the amount of work to 
be performed, the margin of errors is considerably reduced. Contingency 
requirements decrease since direct cost of the work is the major 
variable left to the estimator's judgement. 
Two types of detailed estimates are common in construction industry : 
the fair-cost estimate and the contractor's-bid estimate. 
2.2.2.1 Fair-Cost Estimates : for construction projects are best 
prepared from the actual bid documents (i. e. plans and specifications). 
They are based upon actual quantity takeoffs which are multiplied by 
unit prices developed for the items. 
Fair cost estimates are sometimes used for measuring job progress 
and for the schedule and cost control. When properly applied, it can 
also result in productivity evaluation, comparison with contractor 
estimates, and a:. sist in continually updating estimator's knowledge and 
skills. 
2.2.2.2 Contractor's Bid Estimate 
Itis based on the unit-cost system in which overall unit costs, 
including costs of labour, material, equipment, and overhead, are 
applied directly to actual quantity takeoffs. However, due to sharp 
price changes for all components in recent years, this method is 
becoming increasingly rare. 
In one way, bid estimates are sometimes less detailed than fair- 
cost estimates since Subcontractors often account for up to 30 to S0 
percent of the project. 
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2.2.3 'Definitive Estimates 
As a project evolves, initial approximate estimates become. more 
accurate as addi, tional inZornlation is made available. Finally, there 
comes a time when a definitive estimate can'be prepared which can be 
used to forecast final project cost with greater accuracy. The margin 
of error associated with these estimates can be minimized through the 
proper addition of an evaluated contingency. 
2.2.4 Probabilistic Estimation 
Earlier in Section 2.1.4 it was mentioned that there are many 0 
uncertainties involved in the process of estimation. Vergara and 
Boyer (1974) realizing the need fora prth abilistic approach to estimation 
reported "Construction cost estimating is normally approached in what 
appears to be a deterministic manner. However, implicit in the approach 
is the awareness that estimating is probabilistic. If contractors are 
to improve the quality of estimates, they must utilize methods that are 
consistent with their probabilistic nature. It must be accepted that 
estimates may vary. The objective must be, rather than seeking an 
exact number, trying to measure the variability of the probabilistic 
distribution of the estimate should be generated. 
Having this possible variability of costs, the contractor will 
have deeper insight into the cost of the item analyzed. This enables 
him to better judge and weigh the risk involved and compare it with the 
risk he is willing to take. " 
Extensive work has been done on probabilistic estimating in the 
defense industries in U. S. A., but only a limited amount of published 
information ja available. 
Campbell (1971) has reported aprobabilistic procedure for estimating. 
His procedure relies heavily on the subjective evaluation of the 
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estimator and suffers only in the precision required, five points, for 
establishing the probability density function of the difference between 
estimated and actual costs. 
Hemphill (1967) has demonstrated the reliability of several methods 4 
of estimating for both building and chemical plant construction. He 
also delineates a probabilistic estimating system which assumes the 
normal probability function is applicable and the estimator is operating 
at a 95% confidence level when placing bounds on the estimate. 
Spooner (1974) has investigated the properties of various cost 
distribution curves for probabilistic estimating. lie has presented 
the probabilistic variation in the estimated cost of the project, 
E. as the summation of the estimates, ei, of the costs of operations 
of the project, and the variance, V, as the summation of the variance, 
vi, of the operations of the project 
nn 
E e., VEv. 
i=1 1 i=1 1 
where E= mean value of the estimated project cost; 
e. = mean value of estimate of cost of operation i; 
V= variance of estimate of project cost; and 
vi = variance of estimate of cost of operation i. 
Lichtenberg (1972,1974) has presented a method for network-based 
planning and scheduling as well as for estimating. His approach is 
known as "successive estimating" or "successive planning" and is being 
increasingly used in Northern Europe. 
Successive estimating uses statistical principles both to improve 
the accuracy and greatly to reduce the amount of effort required for 
estimating the cost of a project. In essence, the successive approach 
requires that an estimator not only estimate the cost for each of the 
elements of a project, but also assess the uncertainty associated with 
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the esti, nate for each ele: ent. By expressing the elemental uncertainties, 
as standard deviations, squaring these to get variances, then taking the 
square root of the sum of the variances; one can quantify the uncertainty 
for the project as a whole. The estimator then focuses on the element 
that most adversely affected the uncertainty for the project as a whole 
he subdivides and analyzes that element in greater detail to reduce 
the uncertainty associated with it, then recomputes the variances, or 
uncertainty, for the project as a whole. This process is repeated 
until either the estimator is satisfied with the level of accuracy of 
the whole estimate, or the estimate reaches an unreducible level of 
uncertainty about which the estimator can do nothing. 
Vergara and Boyer (1974) have presented a probabilistic approach 
to estimating and cost control. The essence of their method is that 
usually there are some items in the project that if further analyzed 
will increase the quality of the total estimate more than others. 
They have. developed a system which identifies significant items which 
are further analyzed to produce a substantial decrease in the. uncertainties 
involved with the total estimate. The project is divided into a 
number of operations and a probability distribution is found for the cost oCeach 
operation. The probability distribution for each operation might be 
defined using an expected or most likely value, an optimistic value, and 
a pessimistic value. In the generation of the probability distribution 
the estimator makes use of past data, any known trend, and the results of 
his analysis. If enough information is not available, the estimator 
needs to apply his on judgement and develop subjective estimates of the 
cost, kor each probability distribution the mean or expected value, 
variance, and the coefficient of variance may be defined. Then 
characteristics of the probability distribution for each operation are 
evaluated separately, and their contributions to the characteristics 
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of the. total probability distribution of the total estimate is measured. 
From this evaluation the items meriting further analysis are identified 
so that certain characteristics of the total probability distribution 
are improved, and the cost of the improved estimate is minimized. This 
process-is continued as long as the value of the estimate increases. 
They have further proposed ä method that uses a bidding strategy model 
and compares the expected value of bids associated with estimates 
having various levels of precision. Consequently, an optimal level of 
precision may be determined by their method. Recognizing the probabil- 
istic nature of estimates they have added another dimension to the cost 
control process. As the project advances, the remaining parts are 
re-estimated and risk is re-evaluated. 
Thurner (1978) has developed an analytical procedure for obtaining 
cost distribution-functions. 
2.2.5 Summary and Conclusion'of the Section 
In this section needs, uses, desired accuracy, uncertainties and 
methods of formation of estimates are discussed. Several approaches 
to estimating costs and resources for an engineering and construction 
project are examined. 
Two procedures for estimation suggested by Peart (1971) are 
reported. Other methods examined include preliminary estimation 
techniques such as cost indices, cost-capacity factors, component 
ratios and parameter costs, detailed estimates such as Fair cost 
estimates and contractors bid estimates, and definitive estimates. 
Consideration has been given to the probabilistic nature of estimates. 
Probabilistic estimation techniques reported by Hemphill (1967), 
Campbell (1971), Spooner (1974), Lichtenberg (1972,1974), and Vergara 
and Foyer (1974) are examined. 
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This section is by no means exhaustive in either content or 
scope as estimation is itself a wide and specialized subject on its 
own merit. However, some basic concepts on estimating are set forth 
and probabilistic aspects of estimation has been given particular 
consideration. 
It is hoped that this section has provided some guidelines on 
basic concepts, principles and methods available for the purpose. 
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2.3 Planning 
Planning is one of the major functions of management. The success 
of a project' depends on sound planning. The plan forms the standard 
upon which the project control system is based and by which future 
performance of the project is judged. Mockler (1970) reviewing the 
start of art of theory and practice of planning, and looking ahead 
predicting the development of several trends in planning during the 
1970's concluded 
"In sum, much is known about planning, but not enough. corporate 
managers understand how to put them into practice and use sophisticated 
mathematical and computer tools. As a result, they are not required 
to direct the money spent on planning into the most effective channels. 
At the same time, executives frequently are unwilling to change existing 
organization structures and to give planners the tools they need to get 
the job done. As a result, the planner often works in a vaccum, 
actin;; as a sounding board for corporate management's futuristic thinking, 
but isolated from the operating realities of the organization. Bolder 
and better directed experiments with planning techniques, organization, 
and administration are thus needed if this important function is to live 
up to expectations for it. We will, I believe, see many s. uch. experiments 
in the 1970's. " 
During the last decade there have been several developments in this 
direction. In this section consideration has been given to some of the 
relevant problems as identified by Mockler. Modern methods and procedures, 
available for accomplishing these objectives, and reported in the current 
literature are critically reviewed. In this section an attempt has been 
made to provide practical guidelines for the effective application of 
planning in todays competitive environment. 
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Duke et al (1977) colrugenting on the' key points for success of the 
projects at Flour Corporation reported "A common identifiable element 
on prost successful projects was the quality and depth of early 
planning by the project management group. Execution of the plan, 
bolstered by strong project management control over identifiable phases 
of the project, was another major reason why the project was successful". 
Kerzner (1979) has identified four basic reasons for project 
planning : 
To eliminate or reduce uncertainty 
To improve efficiency of the operation 
To obtain a better understanding of the objectives 
To provide a basis for monitoring and controlling work. 
Hawkins (1975) has noted the following chief advantages of planning 
for management : 
1. The manager can plan his technical and clerical resources and 
ensure a balanced workload throughout the year. 
2. Realistic targets can be set and performance measured against 
the programme. 
3. As a result of better co-ordination, an improved service can 
be given to the client, and his special requirements, e. g. 
planning of work, can be accommodated. 
4. It eases the dissemination of information and reduces confusion. 
5. The consequences of any change can be more readily appreciated. 
6. Queries regarding starting dates and duration of contract can be 
quickly answered. 
7. It helps create a team spirit. 
Kerzner (`1979) has defined nine major steps which according to him 
must be developed during the planning phase 
1. Objectives :a goal, target or quota to be achieved by a certain 
t i. mr. . 
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2. ' Program : The strategy to be followed and major actions to be 
taken in order to achieve or exceed objectives. 
3. '"Schedule :a plan showing when individual or group activities or 
accomplishments will be'started and/or completed. 
4. Budget : planned expenditures required to achieve or exceed 
objectives. 
5. Forecast :a projection of what will happen by a certain time. 
6. Organization : design of the numbers and kinds of positions, 
along with corresponding duties and responsibilities, 
required to achieve or exceed objectives. 
7. Policy a general guide for decision-making and individual 
actions. 
8. Procedures :a detailed method for carrying out a policy. 
9. Standard :a level of individual or graoup performance defined 
as adequate or acceptable. 
Johnson (1977) has described a ten step plan to control any 
project. The 10 steps, seven for planning and three for monitoring 
apply to any phase of a project. 
1. Define tasks 
2. Estimate man-days 
3. Define task relationship 
4. Prioritize tasks 
5. Assign personnel 
6. Draw Gantt Charts 
7. Automated time reporting 
8. Establis1L34eaningful milestones 
9. Nonitor 
10. Write subjective report 
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All effective planning involves the same basic elements which 
according to Woodgate 01977) may be summarised as follows. 
1. A clear definition of the objective. 
2. An analysis of the steps required to attain the objective. 
3. An estimate of the time and effort involved in each individual 
step. 
4. Examination of the risks involved and an assessment of the 
allowance necessary to cover uncertainties. 
5. Calculation of the total time and cost involved. 
6. Consideration of the alternative methods of reaching the objective. 
7. Decision on the method to be implemented. 
8. Establishment of time schedule for individual parts of the 
agreed plan i. e. relative to calendar time scale. 
2.3.1 Planning Methods 
A number of analytical and graphical. techniques are used for 
project planning, scheduling and control of operations, time, cost and 
resources. Among them bar charts, progress curves or cumulative S-curves 
and critical path networks are widely used. 
2.3.1.1 Bar Charts 
The Bar Chart is a means of displaying simple activities or events 
plotted against time or cost. An activity is a task or closely related 
group of tasks whose performance contributes to completion of the 
overall project. Bar charts often include such items as listing of 
activit: Ls, activity durations, schedules dates and progress-to-date. 
Advantages 
Bar charts are advantageous in that they are simple to. understand, 
and are understood by all levels of nanagement. Also they are fairly 
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bxoad planning and scheduling tools. 
Limitations 
Bar charts cannot show the interdependencies of the activities and 
therefore it is difficult to represent a network of activities. This 
relationship between activities is very important for controlling costs. 
Bar charts cannot show-the results of either an early start or a 
late start in activities. 
The third limitation is that the Bar Chart does not show the 
uncertainty involved in performing the activity. 
Even with these limitations, Bar Charts are useful tools for 
project planning. An understanding of their limitations is important 
to their effective and appropriate application. 
2°3.1.2 Progress Curves 
Progress curves, also called S curves, graphically plot cumulative 
progress expressed in terms of measures such as total labour cost, 
total money expended or quantities of work on the vertical axis against 
time on the horizontal axis. Actual number of units or percentages of 
the total can be used. 
The shape of a typical S curve is obtained by calculating 
cumulative totals of the chosen progress measure per unit of time. 
On most projects, expenditures of resources per unit time tend to 
start slowly, build up gradually to a peak, then decrease slowly near 
the end. This causes the slope of the cumulative curve to start 
slow, increase during the middle then flatten near the top. 
Like bar charts, progress curves can express some aspects of 
project plans. Once the project is underway,. actual progress can be 
plotted and coipared with that which was planned. It is then 
possible to make projections based on the slope of the actual progress 
curve. 
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A cor; mon and very effective procedure in the plotting of planned 
progress curves is to produce two such curves. One is determined on 
the basis of all project activities starting as early as possible. 
The other is based on all project activities starting at their late 
start date. When these two curves are plotted, they form a closed 
envelope as shown in fig. 2.1. Actual planned. and reported progress 
most likely falls between these two extremes. 
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2.3.1.3' Network'Malysf, s 
Network analysis is still by'far the most widely used and powerful 
analytical tools for the managment for planning, scheduling, evaluation, 
monitoring, and control of a project. According to Battersby (1970) 
it reduces the examination of any complex project to three essential 
stages : 
(1) a breakdown into a set of individual activities which are 
subsequently arranged into a logical network; 
(2) the estimation of separate activity durations, and scheduling 
to discover which activities control completion of the project. 
(3) re-allocation of total resources to improve the schedule. 
Netowrk Analysis provides a far more useful and precise approach 
than the bar graphs and progress curves. According to Furman (1972), 
Network Analysis techniques achieve their purpose in three broad steps: 
(a) They present in diagrammatic form a picture of all the jobs (or 
activities) to be done, and of their dependency on one other. The way 
in which this is doene is to construct what is known as a 'network 
diagram' in which each job is represented by an 'arrow' or 'box' on 
the diagram. The way in which the arrows or boxes are linked indicates 
the dependencies of the jobs on each other. 
(b) They consider the limitations imposed by the availability of men, 
machinery, money and material resources and, in view of these, estimate 
the time required to do each job. 
(c) They apply the estimated job time to the network diagram, and then 
analyse the network. Analysis in this case means the calculation 
of the total length_ of time involved in each path through the network. 
The longest time path-through-the network is known as the 'critical 
path` - it is the sequence of jobs which determines how soon the project 
may be finished. A knowledge of what jobs are on the critical path is 
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essential. Any delay to any one of these jobs will cause the project 
as a whole to take longer. In other words, these jobs are 'critical' 
to the timely completion of tue project. 
2.3.1.3.1 Types 'of planning netwdrk 
Although planning networks take many forms three basic types are 
in common use, the activity network, the event network and the precedence 
network. 
Activities represent something happening and thus usually have a 
time duration associated with them whereas events represent a particular 
point in time, and do not haveä time duration. 
An event network identifies particular points, or milestones in 
the plan with arrows depicting the relationship between the events and 
also the estimated time duration between the events. 
Activity and event networks are frequently combined to form 
activity/event networks, although in combined form often only important 
milestones are defined and unimportant are left with only an event 
number for identification purposes. The analysis of activity/event 
networks involves the same calculations as for activity only and 
event only networks so these three types can be conveniently considered 
together. 
A precedence network, is an alternative form of diagram in which 
network activities (sometimas called work items on precedence networks) 
are drawn as boxes with the arrows showing the relationships (or 
precedences) between the various tasks. As the box represents an 
activity occurring over a time duration, it is necessary to define 
from which part of each-work item the precedence arrow starts and 
finishes. 
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The. precedence network more cleaxly identifies the work itejns 
than does the'activityJevent network and the convention of displaying 
the work item data within a rectangular box gives a clearer represent- 
ation of work oriented data. Although the activity/event network 
contains xore information about. the project (as it includes event data) 
this shortcoming of the precedence network can be overcome by intro- 
ducing 'event' boxes. 
The three types of network are given in figure 2.2" 
Critical Path 
When the network is analysed to schedule events and activities, 
the overall time for the project is found. This overall project time 
is determined by the longest time sequence of activities and events 
from the beginning of the network to the end. An analysis of a network 
will identify the activities and events on this longest path and these 
constitute the critical. path through the network, so called because 
the activities and events on this path can be considered as being 
'critical' to the performance of the project. Being the longest path 
through the network, it also gives the minimum time in which. the project 
can he completed. 
PERT and CPM 
Network analysis is the generic term for several project planning 
methods, of which the best known are CPM (critical path method) and 
PERT (program evaluation and review technique). These systems were 
developed for application to large-scale defence projects in the U. S. A. 
The two procedures were developed independently of one another at about 
the same time in the late 1950's. The critical path method (CPM) was 
developed especially to improve the planning and scheduling of con- 
struction operations. The proÜram Evaluation and Review technique 
(PERT) was devised to evaluate and monitor progress of the Polaris 
- 44 - 
(a) 'Activity Network 
2 
Ic 
? '' Task B 4 t7 
'et r, 
-1 
3 ýý 
(b) Event Network 
bask R `ýw, _ L_ 
ý' 
rotK £ 
7vttrý: s ý lett 
,, _ s+zyt 
r. ýect 
`ý 
ýnsk n 
h'c 
c . o, r ýýr 
{f 
kr 
n , ýerýc= 
laut D 
LO*^ýiGtf 
'OS iC 
ýect ýn sKni . 
nec 
rr r, firtf 
(ý) Precedence Network 
JA 
ý", wtCr 
rr 
o 
iaSk B 
j .h4j ywceks 
1" 
rtiskE 
Hccks 
4. J 
rskn 
ýw cks 
'Figure 2.2 Comparison of different types of network 
- 45 - 
, missile systeJ. Although basically similar, the two methods differed 
in several important respects. In practice the terms CI, t and PERT are 
loosely used and are now largely interchangeable. 
The general distinction between PERT and CPM is that with PERT the 
results of the analyses are expressed in terms of events and the 
results of CPM calculations are shown in terms of activities or 
operations to be performed. PERT is therefore said to be event- 
oriented and CP; t activity oriented. 
CPM 
CPM is based on the assumption that project duration can be 
shortened by applying extra cost. In this system each activity is 
given a normal time and normal cost (i. e. cost at normal tine) and a 
crash time with its associated crash cost (these being the speeded-up 
time and cost). The CPL analysis produces least cost work schedules 
for each of several project durations and goes on to calculate the 
project duration which gives the least project cost. The analyses 
produced by a CPM system give information relative to network activities 
i. e. activity start and finish dates, floates, etc. 
PERT 
PERT is event-oriented but has some activity formats quite similar 
to CPrI. The emphasis on events made PERT event-oriented, while CPM 
has always been activity-oriented. The PERT took the position that a 
single time estimate was not practical in some situations such as for 
research and development work. For this reason, PERT uses three time 
estimates : optimistic, most likely and pessimistic. The PERT 
assumed that these three estimates would fall on a bell-shaped Beta 
curse. The following formula is used'to convert these three values 
into one value equivalent to the beta distribution : 
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. a. + 
4m. f_b 
t- e6 
A variance is computed for each activity; by using the standard 
deviation, the probability of meeting a schedule event time is calculated 
by the formula 
schedule date - expected date 
J variance of event involved 
This value is then used for a statistical probability table. 
The PERT time calculation is similar to the CPM event-time 
calculation. 
Elmaghraby (1977) has reported mistakes due to PERT assumptions of 
Beta distribution. Fatimighomi (I980) and Sehgal (1978) have also 
dealt with. theoretical and practical development, analysis and appli- 
cations of network techniques. 
GERT (Graphical Evaluation and Review technique) 
CPM or Precedence network planning are best used when the oper- 
ations of a project have deterministic durations. When estimates of 
activity durations are probabilistic, PERT networks are more useful. 
A common requirement to these three networking techniques is that all 
preceding activities or operations be completed before a node is 
finally reached or realized. In situations in which the. reali, zation 
of a node is dependent on the completion of not all, but one or more 
activities preceding this node and in which the performance of these 
activities is probabilistic, Graphical Evaluation and Review technique 
(GERT) is very useful. GEBT determines the probability of the 
realization of a node based on statistical data collected through- 
simulation. GIRT is a procedure that combines' the disciplines of 
flow graph theory, moment-generating functions, and PERT to obtain a 
solution to stochastic problems. It is claimed that the procedure 
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Inales it possible to analyze complex' systems and problems in a less 
inductive manner than ever before. 
A comparison of the four networking methods described is given 
in 
Table 2.1, (source : Ahuja (1976)). Table 2.1 - provides a guide for 
the planner in deciding which network technique 
is most suitable for 
his project. 
Alternative PERT/CPM Models 
Because of the many advantages of PERT/time, numerous industries 
have found applications for this form of network. In the earlier 
section it was emphasised that three parameters are necessary for 
control of resources: time, cost and quality 
(or performance). 
With this in mind, companies began reconstructing PERT/time into 
PERT/cost and PERT/performance models. 
PERT/cost is an extension of PERT/time and attempts to overcome 
the problems associated with the use of the most optimistic and most 
pessimistic time for estimating completion. PEP /cost can be regarded 
as a cost accounting network model based upon the Work Breakdown 
Structure and capable of being subdivided down to the lowest elements, 
or work packages. The advantages of PERT/Cost are that 
it 
a) Contains all the features of PERT/time 
b) Permits cost control at any WBS level 
The primary reason for the development of PERT/cost was so that 
project managers could identify critical schedule slippages and cost 
overruns in time for corrective action to be taken. 
Many attempts have been made to develop effective PERT/schedule 
models. An example of such attempts is the Accomplishment/Cost 
Procedure, (ACP). As described by Block, (1971) 
'ACP reports cost based on schedule-accomplishment, rather than on 
the passage of time. To determine hov an uncompleted task is progressing 
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with Respect to cost, ACk compares' (a) cost/progress relationships 
budgeted with-(b) the cost/progress relationships extended for the task 
It utilizes data' accumulated from periodic reports and from the same 
data base generates'the following : 
The relationship between cost and scheduled performance 
The accounting relationships between cost and fiscal 
accounting requirements 
The prediction of corporate cash flow needs'. 
Unfortunately, the development of PERT/schedule techniques is still 
in its infancy. Although their applications have been identified, 
many companies feel locked in on their present method of control whether 
it be PERT, CPI: or some other technique. 
During the last two decades there have been numerous improvements 
and developments in the original network methods. These have resulted 
from the influence of management experience which helped to reconcile 
theoretical. concepts-with practical requirements. Advances in the use 
of computers have also made their contribution to this process. Present 
day methods, therefore, represents a highly developed, well tried and 
tested management aid. Ahuja (1976) has summarized important features 
of the various networking techniques given in table 2.1. Woodbate 
(1977) has given the development of network methods, and has visualised 
further developments in the form of a network given in figure 2.3. 
A good treatise on network analysis is given in standard texts such as 
by I tttersby (1970) and Lockyer (1970). 
2.3.1.3.2 Advantages'and Disadvantages of Network"Analysis 
With the aid of network analysis, techniques it is possible to 
define the scope of work in more detail, to assess the tinting and 
resource requirements, to identify potential problem areas so that 
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action can be taken in advance of trouble, to monitor progress and reassess 
as situations change, as a means for janagement to study different courses 
of Action, to provide a channel for communication, and for cash flow and 
risk assessments. 
According to Woodgate (1977) the planning network, with its assoc- 
iated analyses, offers an integrated management planning and control 
system which is particularly suited to complex projects and situations 
with planning uncertainty. The combined diagrammatic and analytical 
approach to the problems of planning and control eliminates ambiguity 
and reduces misunderstanding between working groups. It assists all 
levels of project management to 
1. Define the work to be carried out. 
2. Produce better work schedules based on knowledge of resources 
required and resources available. 
3. Decide the best ways of applying resources to achieve project 
objectives and confirm with operative policies. 
4. Establish budgets for performing the work. 
5. Monitor progress and detect those points where delays would 
jeopardise the project objectives, in time to permit corrective 
action to be applied. 
6. Control project costs by measuring cost progress and predicting 
final project costs. 
Burman (1972) has summarised the advantages and disadvantages of 
network analysis as follows 
Advantages 
(a) It separates the planning of the sequence of jobs from the 
schedulirig of times for the jobs, thus overcoming the 
simultaneous, and therefore less effective, 'planning and 
scheduling of the normal bar chart methods. 
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(b) Tt shows the interdependencies between jobs (again not possible 
with a bar chart), and enables people to see not only the overall 
plan, but the ways in which their own activities depend upon, or 
influence those of others. 
(c) By se, tting out the complete plan for examination by everyone 
involved in the project, it makes easier the task of assessing 
its soundness, and that of preventing unrealistic or superficial 
planning. 
(d) It. enables resource and time restraints to be included in the plan 
before its evaluation. 
(e) By splitting up the project into smaller activities it assists in 
the estimation of their durations, hence leading to more accurate 
target dates. 
(f) It allows the examination of the effects of alternative methods or 
of individual job estimates on the project as a whole at the 
outset, before any particular plan is implemented. 
(g) It enables stricter controls to be applied, since any deviation 
from schedule is quickly noticed. 
(h) It allows the total requirements of men, materials, money, 
machinery and space resources to be readily calculated. It 
indicates where the delaying or slowing down of non-critical. 
jobs - those not immediately affecting the duration of the 
project - may be used to make the best allowance for any 
limitations in available resources. 
(i) Because the network is simply a statement of logic and policy, 
which remains constant whether the activities take a longer or 
shorter tithe than estimated, it does not get out of date like a 
bar chart. 
(j) It allows modifications of pol1cy to be built in easily, and the 
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ýmmact of these modtfica, ti, ons to be' assessed quickly. 
(k) Its identification of the critical path has two immediate- advantages : 
(i) if the completion date has to be advanced, attention can be 
concentrated on speeding up the relatively few, tcritical' 
jobs; 
(ii) money is not wasted on speeding up 'non-critical' jobs. 
(1) It allows schedules to be based on considerations of costs so as 
to complete projects in a given time at minimum expense. 
(m) It provides a more accurate and effective basis for the preparation 
of bar charts, resulting in better control of projects. 
Disadvantages of netkrork'analysis 
The only real disadvantage of network analysis as a planning tool 
is that it is a tedious and exacting task if attempted manually. 
Depending upon just what project manager wants as 'output' the number. 
of activities that can. be handled without a computer varies, but it is 
never very high. 
2.3.2 Planning Process 
To complete a project successfully, management must utilize the 
effective planning techniques as described in the last section. The 
successful accomplishment of a project requires a plan which defines 
all of the effort to be expended, assigns responsibility to a specially 
identified organizational element, and establishes schedules and budgets 
for the accomplishment of the work. 
The first major step in the planning process is the development of 
the Work Breakdown Structure CIMS). The Work Breakdown Structure is 
the single most important element because it provides a common framework 
from which according to Kerzner (1979) : 
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a) The totg1 pxogram can ba. descxibed as a summation of subdivided 
elements. 
b) Planning can be performed'. 
c) Costs and budgets can be established. 
d) Time, cost and performance can be tracked. 
e) Objectives can be linked to company resources in a logical 
manner. 
f) Schedules, and status reporting procedures can be established. 
g) Network construction and control planning can be initiated. 
ii) The responsibiiiy ass nments for each element can be established. 
The Work Breakdown Structure (IIBS) forms a basis for breaking the 
work down into smaller elements, thus increasing the chances that 
every major and minor activity is not overlooked. The Work Breakdown 
can be achieved in several ways. Cehriger (1972) has given an 
example of breaking down a project according to various criteria given 
in Table 2.2. 
The basic element of a WBS is called a Work Package IR). , Each 
Work Package has a unique identification (title and number), a clear 
definition of what it contains, a defined start and finish. date, a 
cost figure and a responsible organisational unit. Work Breakdown 
Structure provides the basis for : 
a) The responsibility 
b) Network scheduling 
c) Costing 
d) Risk Analysis 
e) Organisational structure 
f) Objective coordination and 
g) Control 
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After the establishjnent of the basic factors relating to the 
project, the next step is to prepare the plans of work to be carried 
out - the programmes and the budget. Depending on a suitable work 
Breakdown Structure, detailed planning and estimation of resources 
and costs can be made against each of these. These-then may be used 
to compare with the actual costs and performance for control purposes, 
so that remedial actions may be taken without delay, when and where 
necessary. 
The planning process thus consists of preparing suitable programmes 
and specifying the resources needed; of identifying key events, 
decision points and-interfaces in the programme. 
2.3.3 Probabilistic Planning 
The techniques used at present in project planning assume, 
generally, deterministic input data. More sophisticated procedures 
for handling risk and uncertainty are bound to yield substantial 
improvement in the realization of these techniques. 
Results of a recent survey conducted 
by the Association of Project 
Managers (Internet, U. K. ) on the-use of modern management techniques 
reveals that none of the sampled organisations uses PERT or any other 
technique to take account of Risk and Uncertainty. 
There is a dearth of literature on Probabilistic Planning techniques. 
Usually PERT is regarded as the Probabilistic Planning technique. However, 
the author couldn't find a significant number of references related to 
Probabilistic aspects of planning except the use of PERT. Lazar (1978) 
has reported some approaches which take into account the uncertainty in 
construction process and represents an attempt to narrow the gap between 
planning and reality. 
Gabriel (1974) in his paper on Risk in Contract and Project 
Planning has provided some basic principles in this regard. 
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(1) Establish Planning systexs in the business as a sound basis 
on which- to develop risk techniques. 
Such systems should cover all activities in the business, and 
should be developed from the top-down, i. e. start with the 
high-risk area and work down to detail, using discrete levels 
of activity. Such levels of activity may correspond with the 
time scale of decision in each area. 
(2) Apply probability assessments to data at source i. e. such. 
assessments should always be made by the interested parties 
concerned or responsible for the plans and their achievement. 
(3) Implement the system in parallel with existing ones and encourage 
a constant dialogue with management in the course of development. 
(4) Prove and test the systeri on a significant business activity. 
It would not be taken seriously if applied to an easy and insig- 
nificant low-risk area. 
The key points of his paper may be sununarized as follows : 
(a) Company planning as a fully integrated concept operating at 
discrete levels; these correspond to those of inherent risk, 
differing only in level of detail. 
(b) Apply risk factors to planning information, then apply 
management effort in high-risk areas, with the object of 
reducing the risk of deviation from programme, rather than 
in remedial action after the fact. 
(c} Apply resources at the early planning stage to high-risk areas - 
movement of resources is seldom practicable in the short term 
in an operating organization. 
(d) Consider time and cost together and differentiate between cost 
control and management control. 
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2.3.4 'Sumiflary'and 'Cond1u Idris of 'the Section 
In this section several important methods and concepts for the 
planning of operations and resources of an engineering and construction 
project are introduced and critically reviewed. The ideas discussed 
here are another major part of the overall system for the management 
of projects. 
Limitations, advantages and disadvantages of three widely used 
techniques for planning and scheduling namely bar charts, progres 
curves, and network analysis are discussed. Because of its generality 
and power as an analytical tool, network analysis is examined in some 
depth. Various types of networks, their variations, important 
features and developments are reported. 
Planning process, importance of establishing a suitable work 
break-down structure and probabilistic aspects of planning are 
considered and discussed. 
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2, '4 Project "Control 
During the'last two decades, planning and control aspects of project 
management haye grown considerably in importance and became extremely 
ý 
sophi, sttcated. The project-management community has recognised this 
as a separate discipline called 'Project Control'. In Cehriger', s (1972) 
view project control can be considered as the totality of all organised 
processes and actions aimed at increasing the probability of the succes- 
sful achievement of a project objective, in particular regarding cost 
and schedule. In detail, this involves the development and coordination 
of plans, schedules and budgets for a project;. the obtaining of the 
pertinent approvals from the participating and responsible managers; 
the checking, preparing and monitoring of actual or forecast expenditures, 
progress and trends against established plans and figures. The deter- 
mination of deviations and trends. The proposing, initiating and taking 
of corrective action as a result of the conclusions drawn from project 
analyses, trends and other findings. A significant aspect of project 
control is the continuous ensuring that the project is proceeding in 
accordance with a predetermined plan. The essential elements of project 
control are the project planning by network techniques (discussed in 
the last section) and the budgetting and cost control on the basis of 
work-package cost plans. There are other aspects, such as the control 
of modifications and changes in plan. The project plans, or network, 
strongly interact with the budgetary and cost information through a 
coiw. on denominator called the 'work breakdown structures. Each. of 
these elements, network analysis, work-package cost control, work 
breakdown structures, and modifications control, can themselves be 
considered as specialized subjects. 
In this section some of these and related aspects for the estab- 
lishsent of an effective control system as reported in the current 
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literature are critically reviewed. 
2.4.1 Project 'Control Techniques 
According to Hackney )L965) the techniques for control of 'projects 
naturally group themselves into those related to 
Capital cost - estimating and controlling the money invested 
Time - planning, scheduling and monitoring for smooth progress 
toward early completion 
Value - predetermining and controlling income as related to 
investment, operating costs, and risks. 
These techniques are made effective by 
Procedures - establishing the mechanics of estimating and 
controlling for each of the advancing project stages. 
Organisation - marshalling corporate and outside resources for 
effective project: execution. 
The three groups of project control techniques - capital cost, 
time and value - with their associated procedures, are interrelated. 
Project control techniques include methods of assisting the 
planning and monitoring of performance, in terms of time-scale and cost, 
as well as methods of allocating resources, such as men, materials and 
machinery, in such a way as to achieve an acceptable utilization of 
the resources which are available. All of the tech, iiques described 
in the last section for planning (Bar Chart, S-curve and Network 
Analysis) are also used for the control of a project. 
Planning and control techniques facilitate : 
a) Derivation of project objectives 
b) Delineation of required activities (work) 
c) Coordination and communication between organizational units 
d) Determination of type, amount and timing of necessary resources 
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e) pecognition of high risk elements and assessment of uncertainties 
f) Suggestions of alternative courses'of action 
g) Realization of effect of resource level changes on schedule and 
output performance 
h) Measurement and reporting of genuine progress 
i) Identification of potential problems 
j) Basis for problem solving, decision making, and corrective action 
k) Assurance of coupling between planning and control. 
2.4.2 Project Control Process 
The development and implementation of a comprehensive project 
control system are essential if the full potential ofa project 
management programme is to be realized. The control must be based upon 
realistic goals developed during the planning phase. According to 
Barrie and Paulson (1978) a comprehensive project control system will 
include : 
An updated and current CPM network 
A design and procurement schedule showing actual progress 
compared with that scheduled 
CPH summary schedule showing actual contract progress compared 
with scheduled progress for each contract 
Cost report comparing forecast-at-completion costs, including 
committed and estimated contract costs to complete, compared with 
budget estimates 
Value-engineering summary showing results of program to date 
Weekly progress reports listing significant progress, lack of 
progress, current problems, proposed solutions, and other- 
pertinent' information. 
Monthly progress reports summarizing pertinent information 
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deyeloped fron the above control information 
Special studies developing recönugended solutions or alternate 
solutions to current or anticipated problems. 
N Control is the major managerial function and is concerned with 
such tasks as setting objectives, formulating policies, drawing up 
plans, deciding amongst alternate courses of action, and monitoring 
performance in order to achieve objectives. According to Wilson 
(1975) 
"Control process involves : 
1. Establishing objectives 
2. Specifying way in which objectives may be achieved 
3. Determining measures of performance 
4. Evaluating the alternative plans and selecting the 'best' 
5. Putting the selected plan into effect 
6. Monitoring performance 
7. Modifying performance if actual performance is deviating from 
desired performance (i. e. by updating plans, availability of 
resources) 
8. Evaluating the success with which objectives have been achieved. " 
Kerzner has defined controlling as a three: step process of 
a) Measuring : determining through formal and informal reports 
the degree to which progress toward objectives is being made. 
b) Eyäluating : determining the cause of, and possible ways to act 
upon, significant deviations from planned performance 
c) Correcting taking control action to correct an unfavourable 
trend or to take advantage of an unusually favourable trend. 
I 
According to Barrie and Paulson (1978) key components of the feedback 
control process include : means for measuring and controlling progress; 
methods for information processing; requirements for effective 
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reporting; and guidelines for taking corrective. action to keep a 
project on target. 
The post challenging part of project management is : planning 
and control to bring the project to completion on schedule, within 
budget, and in accordance with the owner's functional objectives. 
For this it is necessary to have full understanding of the planning 
and control process and all the practical tools that can be used for 
this purpose. 
Both the client and contractor are interested mainly in the three 
vital control parameters : 
(1) rime 
(ii) cost 
(iii) Performance 
All schedules and charts should consider these three parameters 
and their relationship to resources. 
Effective management of a project requires that a well-organized 
cost and control system be designed, developed and implemented. 
According to Archibald (1976) the requirements for an effective control 
system (for both cost and schedule/performance) should include : 
a) Thorough planning of the work to be performed to complete the 
project. 
b) Good estimating of time, labour and costs. 
c) Clear communication of scope of required tasks. 
d) Disciplined budget and authorization of expenditures. 
e) Timely accounting of physical progress and cost expenditures. 
f) Periodic xestimati"on of time and cost , to complete rer. ining work. 
g) Frequent, periodic comparison of actual progress and expenditures 
to schedules and budgets, both at the time of comparison and. at 
project completion. 
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rJanagement Trust compare the time, ' cost and performance of the 
project to the budgeted time, cost and performance not independently, 
but in an integrated manner. 
An effective control system monitors schedule and performance as 
well as costs by setting budgets, measuring expenditures against budgets 
and identifying variances, and taking corrective action when necessary. 
Work Breakdown Structure is an element which acts as the source 
from which all costs and controls must emanate. ' The Work Breakdown 
Structure therefore serves as the tool from which performance can be 
subdivided into objectives. As work progresses, the WBS provides the. 
framework from which costs, time and schedule/performance can be compared 
against the budget for each level of the TATES. 
According to British Standards Institution (1978) 
the elements of an effective project control system comprise : 
(i) a well defined and structured plan, including, defined 
responsibilities. 
(ii) an adequate information feed-back system to keep in touch 
with progress. 
(iii) an efficient decision-making procedure to keep the project 
going in the right direction. 
(iv) good communication systems (verbal. or documented-reports) 
The Planning and Control system must be able to satisfy management's 
needs and requirements and must, therefore, provide information which 
a) Gives a picture of true progress 
b) Will relate cost and schedule performance 
c) Identifies potential problems as to their resources 
d) Th ovßdes information to project managers with a practical level 
of summarization. 
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The planning and control system, in addition to being a tool by 
which objectives can be defined, exists as a tool to develop planning, 
measure progress and control change. As a tool for planning, the 
system must be able to be used to 
a) Plan and schedule work 
b) Identify those indicators which will be used for measurement 
c) Establish direct labour budgets 
d) Establish overhead budgets 
c) Identify management reserve. 
As a tool for measuring progress and controlling change, the 
system must be able to 
a) Measure resources consumed 
b) Measure status and accomplishments 
c) Compare measurements to projections and standards 
d) Provide the basis for diagnosis and replanning. 
Planning and control techniques and methods as applied to construction 
and engineering projects have been well defined by Peart (1971), Lock (1977), 
Woodgate (1977), Barrie and Paulson (1978), Clough and Sears (1979), 
Snowdon (1977), Kavanagh et al (1978), Pilcher. (1976), hcrzner (1979), 
Ahuja (1973,1976), Hollander (1973), Seeney (1974), Burman (1972), and 
British Standard Institutions (1978). Writings on cost control include 
Vergara and Boyer (1974) , 
Ahuja (1976), Pilcher (1973), American 
Association of Cost Engineers (1972), Popescu (1976), Boyer (1976), 
Clark & Lorenzoni (1978), Staffurth (1980) and Kharbanda (1980). 
In addition to these references a collection of a number of papers 
on the subject can be found in the Proceedings of the CIB W/65 Symposiuii 
on Organization and Management of Construction (1976 & 1.978), Pro- 
ceedings of the Project Mänagement Institute (1974 & 1976), Proceedings 
of one day conference on Advanced Construction Estimating and Cost 
Control methods, U. S. A., 1976, and. Proceedings of c113 Symposium on Assessing J 
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the economics of buildings, 1974, Ireland. 
recent sample on the subject. 
2.4; 3 Project Cost Control 
These references are a 
Cost control is a process that should be carried out throughout 
the life of a project, from the inception of an idea in the client's 
mind to the final completion of the project and the final payment to 
the contractor who has constructed the work at the site. 
Cost control aims at ensuring that resources are used to the 
best advantage. 
2.4.3.1 Need for cost control 
1. Rising prices, restrictions on the use of capital and high 
interest rates all make effective cost control that more 
important. 
2. Greater urgency for the completion of projects. 
3. Projects are becomi. rig more coirplicate3 and the estimates of 
probable costs becomes more difficult. 
4. Organisations are becoming larger, more complex and are 
adopting more sophisticated techniques for the forecasting and 
control of expenditure. 
Project cost control is a vital part of project management. 
Without effective cost control there cannot be effective management 
(Kharbanda et al, 1980). 
Realizing the need for cost control Clark & Lorenzoni X1978) 
reported : In recent years inflation rates and runaway costs have 
intensified the need for cost control in the engineering and con- 
struction industries. Due to this need, new cost estimating and 
control techniques have evolved and are being employed today by leading 
engineers, construction contractors, and plant owners. The U. S. 
government is now requiring that its engineers and construction 
contractors employ modern, sophisticated cost control procedures, and 
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universities and technical schools are recognizing the need to introduce 
students to the rapidly growing field of cost engineering. 
Professor Allen, D. H. (1980) in hisforeward for a recent book 
on cost control in Action by Kharbanda et al (1980) reported 
"The literature on project cost control is growing rapidly and. 
gives the impression that the subject is one of considerable complexity 
and sophistication, involving extensive computerisation and data 
processing, but not much. else ..... Project cost control 
is a prime 
example of the potential gap between theory and successful practice. " 
Kharbanda et al (1980) have identified some reasons. for effective 
cost control : "Cost overruns arising from time overruns and other 
lapses are commonplace. The overrun can well be so serious as to 
prove fatal not only to the project, but also to the contractor or owner 
involved. Two examples will suffice. A major British contractor in 
the petrochemical field, faced with a substantial cost overrun on a 
petroleum refinery project on his home ground has a severe balance sheet 
problem, which resulted in a major reorganisation of the Company. In 
another case, with a much larger project for LNG (liquid natural gas) 
a major American contractor was actually 'wiped out', and th4t after 
several decades of profitable construction projects around the world'. 
The crash of giants such as Lockheed and Rolls-Royce in 1971 can be 
traced quite simply to a poor cost estimate on a single project and 
even poorer, or perhaps more properly, not cost control. This 
resulted in a fantastic overrun of 300 to 400 per cent ! So cost 
control is undoubtedly a subject full of potential, and of real sig- 
ni, fi, cance to all who propose to own, design or build process plants. 
The cost of the projects referred to above were in the multi- 
million pound range, so their failure had wide publicity, but size has 
nothing to do with it. Small plants can go just as wildly astray as 
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the one that reaches the headlines; and that is just as tragic for 
everyone involved. " 
According to the Bri_ti. sh. Standards Institution's (1978) guide to 
Project Management using network techniques : "The requirements for 
cost control of a project, and the kind of methods used, depend on the 
type of project and on the controller's stance which will be either 
that of client or contractor. The client is concerned to have his 
project completed on time and to a given cost because it is a basic 
preamble to some long term operation. The total cost affects his 
operational costs thereafter in terms of size of loan and interest 
thereon, and project completion timing affects the amount of interest 
to be paid, depreciation and the point at which he can commence operation 
and begin earning a return on his investment. Because the client is 
concerned with bis operational phase after the completion of the 
project he must also be involved in an evaluation process before the 
project starts. It is in this preliminary phase that the original 
conceptual idea of the project takes on sufficient form to test out 
alternative designs and proposals, one of which is finally chosen 
for implementation. 
The contractor, on the other hand, is concerned not only with the 
impact of eath project on the health of his company, but he seeks (i) to 
complete it as quickly and as economically as possible, (ii) to ensure 
that its overall cost is less than its overall income by a pre-determined 
profit margin, (iii) to finance the work with the least amount of his 
company's money by tight control of cash-flow based on a proper match 
at all stages between period costs and period income. 
Costs and their control should be integrated with resources and 
their control at all levels of project management and at all stages 
of the project. Cost control structures and procedures should be kept 
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simple to jnininize the response time of the control system. " 
11 2.41.3,2 ' 'Objectives 'of 'a Cost 'Control 'Program 
A project cost control program has the following four objectives 
1. To focus management attention on potential cost trouble spots 
in time for corrective or cost-minimizing action to be taken, 
i. e. detect potential budget overruns before rather than 
after they occur. 
2. To keep each project supervisor informed of the budget for 
his own area of responsibility and hour his expenditure performance 
compares to that budget. 
3. To create a cost-conscious atmosphere so that all persons working 
on a project will be cost-conscious and aware of how their 
activities impact on the project cost. 
4. To minimize project costs by looking at all activities from a 
cost reduction point of view. 
2.4.3.3 Elements oC a Cöst'Control System 
For any engineering/constructiou project, the elements of a good 
cost control systcin comprise the following five points : 
1. A planned approach to the project : To realize maxin; um ecoaomy 
all activities must be carefully planned as to timing and method 
of execution. 
2. A realistic financial yardstick : This is the control (budget) 
estimate. 
3. Accurate and timely cost forecasts : These cover the costs to 
completion for all activities. 
4. Comparison of forecasts to the yardstick ; This is a detailed 
item-by-item comparison of forecasted costs with the budget. 
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5. 'Positive action to min aize Korecasted budget overruns, the essential 
ingredient of cost control. 
The technique most frequently used by the engineer to spot potential 
cost preoblems consists of comparing that which is actually happening 
with the predictions of his control budget. Isolating and correcting 
of a cost problem includes the following steps 
Comparison : Locates the problem 
Forecast : Predicts magnitude of the problem 
Analysis : Determines reason for the problem 
Corrective' action : Selects a lower cost alternative 
Revised forecast : Reflects impact of the corrective action on 
projects costs. 
In Clark & Lorenzoni's view (1978): 
"If cost control is to be effective, the following ingredients must 
be present within the. project management organization 
a) Management attitude that entphasLzes cost control 
b) Cost-conscious design/construction team 
c) Capable cost control organization 
d) Full-time cost follow-up 
e) Good cost tools 
f) Comprehensive written procedures that formalize the approach to 
cost control. " 
2.4.3.4 Project Cost Control Methods and Techniques 
The basic concepts of cost control are not new. But cost control 
today is more yýtal, more necessary than ever before because of the sheer 
size and complexity of modern projects and the risks thereby involved. 
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Project cost control has in fact three dimensions : 
Cost 
Time 
1 Quality and/or Performance 
These three factors are interrelated and interconnected. They can all 
be expressed in monetary terms. They' constitute an 'eternal triangle', 
illustrated in Fig. 2.4. . 
(Snowdon 1977). Shorter completion 
times and improvement in quality will inevitably lead to higher cost. 
Seeing that we are being pulled in three different directions, our 
target can be defined as : Project completion in a reasonable time, at 
an economic cost, with adequate quality. 
Delay in completion of a project is prohibitively expensive, 
because of the irrnense sums tied up which are bringing no income. 
Delays can be avoided, and their effects minimised, by proper project 
cost control. 
A research project undertaken by Miller (1973) examined 19 separate 
systems of cost control; none was found to be entirely satisfactory. 
Trimble & Walton (1974) discussing on the right choice of cost control 
technique reported "Attempts to control cost are often less successful 
than had been hyped . In addition the wrong choice of technique 
is 
often made and, even when an appropriate technique is used it is 
frequently misapplied. " They have provided guidance on the selection 
of techniques and have described the salient points of a number of cost 
control techniques and the circumstances in. which they can be effectively 
applied. The authors have also provided illustrations from their 
experience of civil, mechanical, electrical engineering and building 
projects. 
Bromilow & Davies (1978) have presented a method developed at 
CSIRO (Australia) for financial planning and control of large programmes 
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ofpubli, c gorks. It is known: as PINPLAN and hzZs been' implemented 
in 
the Department of Public Works Western Australia. 
Key'trerid'method'of project'cöntzol 
Lucas (1976) has presented a method known as key trend method of 
project control. As claimed by the author the key trend method 
is 
an accurate and reliable way of monitoring progress on building projects. 
Were work is proceeding in many different areas at the same time, the 
method is able to identify progress trends in any trade, group of 
trades, or in any section. Extrapolation of these trends gives 
management a clear indication of whether or not the project 
is likely 
to be completed on time, and identifies those trades or sections which 
are likely to jeopardise the completion date. The essentials of the 
method are as follows : 
The total amount of work in a trade or section is assessed before 
work begins. At regular intervals the amount of this work remaining 
is assessed at a progress check, and recorded on a graph of time against 
the measure of progress. Thus the points on the graph at each 
successive progress check indicate actual progress at that time; the 
slope of the line joining the points indicates the rate of progress as 
shown in figure 2.5. 
How fast do we need to go to complete to time ?- is indicated by 
a straight line between the point indicating present actual progress and 
the finishing date. How far should we have got according to. plan ?. _ 
is indicated by the point on the line between the start date and the 
finishing date corresponding to the time of the progress check 
(Di. agrams 1 and 2). 
There is no need to assume that work must be programmed to complete 
at a constant rate. Maximum and minimum rates of progress can be 
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accepted, and eyen a crash. rate of progress can be indicated on the 
graph (=diagrams 3 and 4). 
The value of this method presentation is that it enables a busy 
manager to judge immediately whether or not the rate of progress so 
far achieved on a section is, if maintained, adequate to complete the 
work to time. The graphical presentation above can be applied with 
any method of measuring work content. But the 'key trend method' is 
particularly powerful when used in conjunction with computer-based CPM 
techniques. 
By concentrating on trends, on rates of progress, the method draws 
attention to the project control, that of completing work within a 
specified time. It is rate of progress that the manager needs to know 
in order to take effective early action. 
Excess" cost avoidance 
Network techniques are powerful aids in dealing with cornple dty, 
but because they presuppose predictable paths and events, they are nut 
well suited to deal with uncertainty and the 'design-manufacture-test' 
cycle so often found in development projects. A technique known as 
Excess Cost Avoidance (ECA) was proposed by Andrews (1971). 
ECA explores what happens to the programm. ^_ when every assumption 
is found to be invalid, every deduction wrong and every planned event 
frustrated or late. In most casescpecial knowledge of an activity is 
needed before the most serious consequence of any untoward event can be 
defined. This knowledge is built up systemmatically as each solution 
to a design problem is prepared. These analyses are collected and 
organised during the prepar. affon of the planning network, on which the 
maximum probable estimate is based. The consequences found tobe most 
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serious form the nnaxi. uu probable estimate. 
It might seem that to carry out a full ECA analysis of every 
opportunity for misfortune would entail, an inordinate amount of work. 
Fortunately, experience suggests that these events may have a Pareto 
distribution with a few of the potential occurrences accounting for 
most of the risk. The most convenient filter appears to. be the duration 
of the delay that will be caused by the possible untoward event. 
If a delay is less than a given threshold, no further analysis is warranted. 
Column headings for ECA analysis are given in Table 2.3. 
Having quantified the 13axiznuja probable cost if things go wrong, it 
remains to consider what steps may be taken to avoid such excess cost. 
The most attractive way is to re-arrange the programme so that all major 
uncertainties are resolved before any major commitment is made. 
Alternatively, one can limit the number of pure innovations in a major 
programme to one or perhaps two areas of the project. The third way 
is to carry out early additional experiment: in an effort to reduce 
development cost uncertainty. Finally, some insurance actions are 
possible, to mitigate the consequences of the untoward event should it 
occur. For example, a. dditionallong lead material may be ordered -a 
spare may be provided in a pre-production batch - or even duplicate test 
rigs may be arranged. 
All these solutions will involve some extra cost over and above 
the minimum possible estimate, but the funding authority could regard 
this additional cost as an insurance premium to reduce the risk of 
having to face much higher costs if no action is taken until the 
untoward event actually happens. 
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Column headings for ECA analysis 
Analysis number and date 
Project number and description 
Drawing number, issue, date 
Component 
Assumption or event investigated 
Possible failure 
Description 
Network affected 
Path. (event) number 
Consequences of failure 
Additional work 
Estimated delay to programme 
Estimated cost of consequences 
Prevention or amelioration 
Avoidable consequences 
Means of avoidance 
Cost of avoidance 
Unavoidable consequences 
Cost of unavoidable consequences 
Total cost element of distribution 
Table 2.3 
Column headings for Excess Cost Avoidance (ECA) Method 
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2.5 Towards an integrated Planning and Control System 
The total integration of all planning and associated systems into a 
single unified information processing activity is envisaged by Woodgate 
(1977) as the ultimate goal of the network planning, as shown in Figure 2.3. 
Because of the increase in size, technical complexity, increased 
expenditure and longer time spans of today's projects and advances in 
computer technology and computer programming techniques, the current 
trend is for the development of interactive and integrated planning and 
control systems. Various computer packages, mentioned in the next 
section, developed for this purpose, show the progress in this direction. 
Ahuja (1976). identifying the reasons and difficulties for the 
development of an integrated planning and control system reported : 
"The main reason for the lack of a comprehensive computer-aided 
project management system has been the fact that no two projects are 
alike. Because they differ greatly in size, location, cost, and con- 
straints, each project requires a different method of opert. tions than 
previous projects. Any uniform system that could be applied to such 
a broad range of job conditions would be so general as to he impractical 
in most cases and would still be insufficient to handly many situations. 
Another difficulty in developing such a system is that construction 
organizations differ. To be useful, a system must be compatible with the 
methods presently in use in a particular company. Considering the 
differences in size, degrees of specialization, and facilities of 
construction companies, it can be seen that providing a single, uniform 
computer system capable of fulfilling the needs of each would be an 
almost impossible task, 
Finally such a system would have to be capable of being integrated 
with present managemnentfunctions within the various departments of an 
organization. Again the task would prove unfeasible under present 
conditions. 
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It is obvious that in order to provide an integrated computer 
system for a construction organization it will be necessary to study in 
detail the present management setup and determine the needs of the 
company. If it is found that a need exists, the various alternatives 
may be examined to find the best method of performing computer 
processing for the particular organization. " 
Paulson (1976) has described basic concepts and principles necessary 
for the establishment of an integrated project planning and control 
system. After qualitatively assessing the need for improved methods 
for planning and control, and establishing objectives of a planning 
and control system, he explains the overall process with a schematic 
model. The flow chart in fig 2.6 models the operations, flow of 
information, and decision making processes characteristic of his feedback 
control system, appropriate for a medium to large engineering-construction 
project. Then he has examined the following key components of t: iie 
feedback control process in greater detail : 
(1) Means for measuring and controlling progress (status 
and progress). 
(2) Methods for information processing. 
(3) Requirements for effective reporting 
(4) Guidelines for taking corrective action to keep a 
project on target. 
Ahuja (1976) has suggested an integrated computer system model, 
using standard programs available through various sources of supply 
(given in Appendix B). 
. 
however new progr rns can' be designed by, cued 
for, a specific function organization. He has divided data processing 
applications for construction companies into two groups. The first 
is processing of general accounting data such as payroll accounting, 
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accounts payable, and accounts receivable. Other applications that 
may be included in this group are inventory control systems, in-house 
equipment accounting and replacement systems, and data storage and 
retrieval systems (i. e. data files relating to previous project costs 
to be used for future reference). 
The second group of computer applications could be called project- 
oriented procedures. These are programs written to perform calculations 
related to the planning and control of'a. particular project. Programs 
that perform such operations as network scheduling, resource allocation, 
estimating, cost control, and so on, are included in this group. A 
complete computer processing system must incorporate both of these 
subsystems. 
An "integrated" computer system would reduce the data from the 
individual procedures within the system to one common level. The 
system would effectively relate these procedures by means of the 
information passed from one to the other; however the individual. programs 
would retain their present configurations, thus preserving the modular 
aspect of the data processing system. Such a design permits a step- 
by-step development of an overall scheme of management control. The 
modular concept also offers the flexibility that is*so important in 
the highly diverse construction industry and permits the user to 
tailor a system best suited to his particular needs. 
The system is represented in figure 2.7 by an information flow 
diagram showing the logical position of each program within the total 
management setup of the company and showing the flow of data between* 
the various elements of the system. 
The integration of these programs is achieved by reducing or 
changing the format of the information passed from one program to the 
other. This objective can be accomplished by writing programs designed 
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to meet these requirements, by using program packages, or by writing 
interface procedures to change the format of the output frtirn one 
program so that it is acceptable as input to the next. The actual 
transmission of data is optional as well. It may be automatic in certain 
parts of the system, whereas in other cases the output will be punched 
on cards, or stored on tape or disk, in order to allow management to 
study the information before it is passed on to the next procedure. 
Each phase. must have adequate checking facilities as well. 
The integrated computer system model includes programs classed 
as interproject and those classed as project-oriented, and also makes 
provisions for the many programs that are available for specific 
calculations in such fields as structural analysis, excavation calculations 
design work, and others. These programs will be classed as independent 
programs since they are not logically linked with the integrated system. 
Nevertheless such programs are extremely useful and should be incorp- 
orated into the data processing functions of the company. 
Machin and Wilson (1979) have presented a conceptual framework and 
a practical system which can facilitate integrated corporate planning 
and control. They have discussed planning and control attributes, 
TopDown-Planning vs Control and Bottom up-Control vs Planning. 
Their approach is based on the concept of an 'expecfintion' - namely 'a 
requirement which one person (or group) holds of another person (or 
group) in connection with their jobs. From this basic concept, they 
have developed an integrated approach for planning and control and 
then systems to facilitate the use of the Expectations Approach. 
The Author has developed a procedure based on two statistical 
models to quantify the risk associated with time/cost of a project. 
A typical project is divided into the following ten main activities : 
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1. Engineering 
2. Drafting 
3. Procurement 
4. Construction 
5. Commissioning 
6. Finance 
7. Insurance 
8. Project Service 
9. Transportation 
10. Research and Development 
The cost/time expenditure on each activity for a given project is 
analysed using Beta Distribution in which the analyst is expected to 
provide three estimates i. e. most pessimistic, most likely and most 
optimistic. The model developed provides a curve representing 
cumulative probability against corresponding cost/time which the 
activity is likely to take. 
The mean, variance and standard deviation for each activity 
cost/time and corresponding probability of occurrence is calculated. 
With the application of the Central limit theorctm and Normal Distri- 
bution model, the mean and variances of the activitys cost/time are 
combined to give a global picture of the uncertainty in a contract. 
Mathematical formulations of the models and computer programs developed 
for the purpose are reported in reference (13). The analysis was 
carried out in close collaboration with a major contracting organisation 
and provides a relatively simple method for quantifying the risk 
associated with time and/or cost. 
6 
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2.5.1 Planning and 'Cöritrol 'Using 'Computers 
The rapid advance of computer technology has resulted in ever 
increasing speeds of computing, greater availability of mass data 
storage facilities with fast access, and increased usage of remote 
computer terminals equipped with visual display units. Because of 
these facilities and power of computers more industries are using 
computers in their planning and control operations. Various computer 
manufacturing and management consultancy firms, universities and 
government agencies have developed computer programs for their own 
use or sale. These programs are available on almost every aspect 
of project management, such as Network planning techniques CPM, PEILT, 
GERT, Precedence, estimating, Cost control, manpower scheduling, 
simulation etc. 
An extensive list of programs available for project planning and 
control is provided by Ahuja (1976), with their sources, application 
and comments, is included in Appendix B. 
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2.5.2 Summary and Conclusions of the Section 
In the last two sections various methods, procedures and techniques 
for the control of a project are discussed and critically reviewed. 
Guidelines are provided for an effective project control system. Due 
to the high inflation rates, and rising costs, particular attention is 
given to the cost control function of a project. 
Consideration is given for the establishment of an integrated 
planning and control system. A guide is provided on the computer 
packages available for different aspects of project management. 
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2.6 Summary and Conclusions of the Chapter 
Estimation, planning and control are three important, interdependent 
and essential facets of project management. The high risk nature of 
large capital projects demands that these operations are carried out 
meticulously. 
In this chapter various approaches to estimating, planning and 
control are examined. To some extent this chapter covers most important 
procedures and methods necessary to accomplish a project from inception 
to completion in perspective of the current literature on the topics. 
Planning and control requires the breaking down of a project into 
stages, each with a control point; the stages can be used for 
estimating time, allocating resources and measuring progress against 
the plan. Tools such as Gantt charts, S-curves and Networks can 
assist in the planning and control process are discussed. Control 
involves measurement of progress, identification of deviations, 
taking corrective action and producing performance statistics. 
Due to the advances in computer technology and computer progranuning 
techniques, more organisations are utilizing computers in their planning 
and control functions. This has emphasised the need for an integrated 
planning and control system. This is not an easy task, reasons and 
difficulties in establishing such a system are discussed. Various 
approaches and models for this purpose reported in the current 
literature are reviewed. A simple pr6ab ilistic method developed by 
the author is presented. A guide is provided in Appendix B on the 
computer programs available for different aspects of project management. 
The careful estimation, planning and control of a project provides 
the right climate for success. It is hoped that the techniques and 
procedures described in this. 'chapter will help to achieve these 
objectives. 
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CHAPTER 3 
ANALYSIS OF SYSTEMS GAPS AND DEFICIENCIES IN 
PROJECT MANAGMENT 
In this chapter problems, conflicts and deficiencies 
in the project management systems are discussed. 
An anlysis of a survey on Systems Caps is carried 
out. iins. ilts of the survey analysis are reported. 
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Project Management 
3.1 ''Introduction 
with the increase in size and complexity of projects More and more 
industries are adopting project and systems management philosophies in 
order to achieve greatare£ficient and effective planning and control of 
systems and resources. 
The growth of project management has come about more through 
necessity than through desire. In Harold Kerzner's view 
(1979) 
project management can best be described as the planning, scheduling, 
direction and controlling of company resources for a relatively short- 
term project which has been established for the completion of specific 
goals and objectives. Furthermore, project management utilizes the 
"systems approach" to management through the use of functionally 
controlled personnel (vertical hierarchy) assigned to a specific 
project (horizontal hierar'cby). Project management restructuring 
permits companies to 
Accomplish tasks which were not effectively handled by 
the traditional structure. 
" Accomplish one-time activities with minimum disruption of 
routine business. 
Project management teas matured as an outgrowth of the need to 
develop and produce complex and/or large projects in the shortest 
possible time; within anticipated cost, with required reliability and 
performance and to realize a profit. 
Middleton (1967) conducted a survey of aerospace firms in 
an attempt to determine: how well the companies using project managers nt 
met their objectives. Middleton stated : 
"In evaluating the results of the survey, it appears that a 
company taking the project organization approach can be reasonably 
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certain that it will improve controls and customer (out of company) 
relations, but internal operations will-be more complex. " 
J. Robert Flour (1977), Chairman, Chief Executive Officer and 
President of the Flour Corporation, U. S. A. commented on the twenty 
years of operations in a project environment : 
"The need for flexibility has become apparent since no two 
projects are ever alike from a project management point of view. 
There are always differences in technology; in the contract terms 
and conditions; in the schedule; in the financial approach to the 
project; and in a broad range of international factors, all of which 
require a different and flexible approach to managing each project. 
We found the task force concept, with maximum authority and 
accountability resting with, the project manager, to be, the most 
effective: means of realizing project objectives. And while basic 
project management: principles do exist at Flour, there is no single 
standard project organization or. project procedu. re yet devised that 
can be rigidly applied to more than one project. 
Today, our company and others and their project managers are 
being challenged as never before to achieve what earlier would have 
classified as "unachievable" project objectives. Major projects 
often involve the resources of a large number of organizations located 
on different continents. The efforts of each must be directed and 
coordinated toward a common set of project objectives of quality 
performance, cost and time of completion as well as many other 
considerations, " 
As rightly said by J. Robert Flour, there is no doubt that project 
management and systems approach is accepting that challenge. That is 
why twenty years ago project management was confined to the Department 
of Defense contractors and construction companies in U. S. A., but now 
* Flour Corporating is a large contracting cömpany in the U. S. A. 
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project management has spread to virtually all industries, including 
defense, construction, pharmaceuticals, chemicals, banking, accounting, 
advertising, law, hospitals, state and government agencies and the 
United Nations (Kerzner).. 
There are numerous treatises on different aspects (39,130,139,165,166) 
of project management and its success in achieving better planning, 
control, coordination and management of resources. Despite the success 
of project management in achieving these goals, opponents of project 
management assert that the major reason why many companies avoid-change- 
over to a project management organizational structure is either because 
of fear, or because of an inability to handle the resulting conflicts 
(I: erzner). Conflicts are a way of life in a project structure and 
can generally occur at any level in the organization, usually the 
result of conflictive objectives. The ability to handle conflicts 
requires an understanding; of why conflicts occur, and this is 
considered in the next section. 
3.1.1 Problems and Conflicts 
As project management grew, it soon became evident that there 
must exist some guiding factors which form the basis for the underlying 
principles behind the project management approach. The first factor 
was the establishment of the project manager as the focal point for the 
integrative responsibility. The second key factor was the establish- 
ment of an integrated planning and control system which would effectively 
"marry" the horizontal and. vertical units of the company toward better 
project identification and control (Kerzner). 
Unfortunately, these two factors are somewhat constrained by the 
fact that : 
" Each project is normally of a finite time duration and exists 
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as a separate entity within the company except for 
administrative requirements. 
" The resources must be scheduled and fitted to satisfy the 
needs of the project, not vice versa. 
Organizational restraints have the tendency of developing into 
organizational conflicts. 
Three major problems were identified by W. Killian (1971): 
" Project Priorities and competition for talent may interrupt 
the stability of the organization and interfere with its long- 
range interests by upsetting the normal business of the 
functional organizations. 
" Long-range planning may suffer as the company becomes more 
involved in meeting schedules and fulfilling the requirements 
of temporary projects. 
Shiftin; 
_p2>1e 
from project to project may disrupt the training 
of new employees and spe'. ialists. This may hinder their growth 
and development within their fields of specialization. 
The two other major problem area.,, are the authority/responsibility 
relationship and the conflicts at the project/functional interface 
and resources. Ki. l. 11an (1971) defined this inevitable conflict between 
the functional and project manager : 
"The conflicts revolve about items such as project priority, 
manpower costs, and the assignment of functional personnel to the 
project manager. Each project manager will, of course, want the best 
functional operators assigned to his program. In addition to these 
problems, the accountability for profit and loss is much more difficult 
in a matrix organization than in a project organization. Project 
managers have a tendency to blame overrun on functional managers, 
stating that the cost of the function was excessive, whereas. 
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functional managers have a tendency to blame excessive cost on project 
managers with the argument that there was too many changes, more work 
required than defined initially and other such arguments. " 
Wilemon; D. L. (1972) investigating project. management and its con- 
£licts withtheAppolo project reported the following views of a manager : 
"The main conflict that occurs within NASA is between technical 
side and project side. " 
Wilemon, D. L. (1972) has further identified several reasons 
why conflicts occur:: 
" The greater the diversity of disciplinary expertise among the 
participants of a project team the greater the potential for 
conflict to develop aaong the members of the team. 
" The lower the project manager's degree of authority, reward and 
punishment power over those individuals and organizational units 
supporting his project the greater the potential for conflict 
to develop. 
" The less the specific objectives of a project (cost:, schedule 
and technical performance) are understood by the project team 
members the more likely that conflict will develop. 
" The greater the role played by ambiguity among the participants 
of a project team the more likely that conflict will develop. 
" The greater the agreement on superordinate goals by project team 
participants, the lower the potential for detrimental conflict. 
" The more thn members of functional areas perceive that the 
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implementation of a project management system will adversely usurp 
their traditional roles, the greater the potential for conflict. 
The lower the percent need for interdependence among organizational 
units supporting a project, the greater the potential for 
dysfunctional conflict. 
The higher One managerial level within a project or functional 
area, the more likely that conflicts will be based upon daep- 
seated parochial resentments. 
By contrast, at the project or task level, the more likely 
cooperation will be facilitated by the task-orientation and 
professionalism that a project requires for completion. 
3.1.2 Managing Conflicts 
Temporary management situations often produce conflicts resulting; 
from 
the differences. in the organizational behaviour of individuals 
and 
the difference in the way that functional and project managers 
view the work required. 
There is no one single method which will suffice for managing all 
conflicts in temporary management situations because : 
There exist several type of conflicts 
Each conflict can assume a different relative intensity over the 
life cycle of the project. 
The detrimental aspects of these conflicts can be minimized if 
the project manager can anticipate their occurrence and understand 
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their composition. 
Thamhain and Wileman (1975) surveyed 150 project managers on 
conflict management. Their research tried to determine the type and 
magnitude of the particular type of conflict which is most common at 
specific life cycle stages, regardless of the particular nature of the 
project. Their study is devoted to the causes and management of 
conflict in specific project life cycle stages. Their study first 
investigates the mean intensity of seven potential conflict determinants 
frequently thought to be prime causes of conflict in project management. 
The seven potential sources of conflict are 
1 Project priorities 
2 Administrative procedure 
3 Technical opinions and performance trade-offs 
4 Planpower resources 
5 Cost 
6 Schedules 
7 Personality 
A number of ideas evolved for improving conflict management 
effectiveness in project-oriented environments from their research. 
Three areas most likely to cause problems for the project manager 
over the entire project cycle as identified by them are 
a) disagreements over schedules, 
b) project priorities and 
c) manpower resources. 
Kerzner (1979) reported that with their discussions with project 
managers who have experienced problems in these areas, almost all maintain 
that these problems frequently originate from lack of effective pre- 
project planning. 
One method for reducing conflicts and minimizing communications gaps 
is through detailed planning and involvement of all the concerned groups. 
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3.2 Systems Deficiencies and Gaps in Project Management: 
Identification and Discussion of Causes 
Not enough attention is directed to these conflicts, which give 
rise to deficiencies and gaps in the systems. The different interests 
and perspective of the people involved in a project are perfectly right 
and proper, and unavoidable. But they do leave deficiencies and gaps 
which are the cause of ineffectiveness of many integrated systems. These 
systems need to recognise the different needs of each discipline, and users 
do not feel responsible for them. Fig. 3.1 (Kerzner, 1979) gives an example 
of how different gaps make operational islands. 
Realising the need for a detailed study'to analyse the causes of 
these deficiencies and gaps in the systems, and to propose potential' 
remedies the Association of Project Managers (INTERNET) in the U. K. set 
up a working group in early 1979. A list of the members of the working 
group is giver. in Appendix C. 
The objectives of the study were: 
1) identification of gaps 
2) problems resulting from gaps 
3) analysis of causes of existence of gaps 
4) propose solutions. 
The systems gap working group identified and specified the main 
areas where the gaps exist. E. Gabriel (1979), Chairman of the working 
group has reported these gaps. A summary of the causes of the gips is 
presented and discussed in the next section. After identifying these 
gaps the Internet working group prepared a questionnnaire to collect data 
for the anaysis, of causes of existence of gaps and to propose solutions. 
The questionnaire was sent to a number of organisations in U. I. The 
author has analysed the responses of the questionnaire. A sure zry of the 
analysis results is presented in Section 3.4. 
The gaps studied are grouped under the following headings: 
4 
ö98 ýCl c. 3 0 
41 "a 
cd ý 
ri. cn 0 Ft 
a U 
w "r1 
is r3 t7 c. 
N 
I; rU 
0 
ai 
U cd 
iä (! a 
C) 
Fri G: 
4) 
f; Ü 
a) "rl 
O CO *-+ 
R1 0 
G P-4 
+ 
0 oa 
vuý 
-ro ao c. 
ý+VI C 
Cu w 
r. 
w P r- 0 r4 
ro 
I4 u 
ux 
ý, u 
N 
o v7 
$4 C 
C "ý-1 
3J 4J 
cj CC 
oo 
NO 
U) 
"ryV 
F: 
ri 
eo 
cj 
W 
--. 99 - 
1. Organýsati on 
2. Project Enyironrrent ' 
3. Procedures 
4. Data irocessirg 
The gaps are either caused'or'exacerbated by the approaches 
selected in these areas, and each title is discussed in a little more 
detail. 
3.2.1 Organisation 
The system gaps related to organisation are depersonalised 
accountability, loyalty conflicts, central/site communication, staff 
availability and training. 
3.2.1.1 Project Organisation 
(a) Hierarchy-related problems arise from several causes : the 
organisation structure may not be adapted to suit the 
changing requirements of the project. 
(b) Responsibility may be delegated without the necessary attendant 
authority. 
(c) Responsibilities and duties are not always defined sufficiently 
well in the early stages of a project leading to deficiencies 
and misinterpretation later, and possibly to confusion, and 
even rivalry, between overlapping interests. 
It is suggested that control should be exercised where the- 
responsibility lies, i. e. where the decisions are made. 
3.2.1.2 Differences in loyalties to project team and to functional. 
disciplines 
(i) Where project staff are seconded from functional department, as 
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in a matrix ogganisation, there may well be differences in 
approach requ4ed from the two. departments, due to : 
Cad differing priorities, especially where a department is 
providing staff for several projects, and people of the 
calibre needed are scarce; 
(b) support for a project differing from the normal company 
service provided by that department; 
(c) staff reporting to two managers, whose aims may well be 
different. 
(ii) As projects are of a transient nature, the attitudes of people 
working on these projects is substantially different from that 
of the more established and permanent departments. 
(iii) Project management support staff and project engineers often 
do riot have, sufficient involvement in the management of their 
projects (especially if they are large). 
3.2.1.3 Differences in central and site requirements 
(i) Because of the geographical separation between central and site 
organisations, the respective staff may not have sufficient 
contact to provide a proper understanding of each other's 
problems and attitudes which usually results in lack of cooperation, 
professional jealousies and corn unication problems. 
(ii) Decentralisation imposes a certain amount of autonomy in the non- 
central organisations, and so co-ordination between them becomes 
important, requiring adequate, simple communication systems with 
a fast turn-a-round. 
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(iii) The. objectives of client and contractor in many ways are 
dIa etrically opposed, especially in relation to cash flow,: 
tine scales and level'of details over which. work has to be 
planned. 
3.2.1.4 Problems relating, to staff 'riurlbers : 
ýi) The balance between having too few staff so that an adequate 
service cannot be provided, and too many so that duplications 
and interference occur, is often not achieved. 
(ii) The build up of staff at the beginning of any project is 
almost invariably slower than planned. 
(iii) Often the right staff are not consulted at the early stage of 
design and specification. 
(i; r) There is often a gap between the experience and knowledge needed 
in modern project management and the ability of the staff 
available. 
3.2.1.5 Training 
There are gaps in effective practical training for project 
management, as : 
(i) Insufficient training is provided to project staff on the 
I 
requirements and procedures to be followed within the project 
environnent. 
(ii) With a shortage of experienced staff, formal training in the 
various disciplines and techniques involved in project 
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management is more extensively needed. 
(UQ "On the job" experience, which* && progressive in develorz3ent, 
must be recognised as a necessity. 
3.2.2 Project Enivironmcnt 
The project environment is an important ingredient of a successful 
Project Management, and a prime objective of Project Planning. 
The project is composed of two main elements; 
(a) Direct responsibilities for its execution for the provision of 
services; 
(b) parts of diverse organisations contracted to provide goods or 
services. 
Gaps between these two elements, and within the constituent parts 
of each of them should be minimised to ensure effective performance. 
Many factors contribute to the environment, of which the 
Project Teams, Specialist Functions, Consultants and Temporary Staff 
are considered to be important. 
3.2.2.1 Project- Teams 
These usually exercise the following five functions : 
a) General Management and Client Liaison 
b) Technical and Performance Aspects 
c) Site Construction Planning and Co-ordination 
d) Materials and Sub-Contracts 
e) Project Control and Systems 
However there are gaps in the above functions which should be bridged. 
3.2.2.2' Specialist Functions 
The Specialist Functions are taken to include planning, cost 
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control, accounting, personnel, administration, evaluation and audit. 
Gaps between the reläted*. functions of programing, cost control, 
and cost accounting are common, and the. Team should seek to establish 
a consistant work split-up and a common data base as far. as practicable. 
3.2.2.3 Consultancy 
In view of the importance of user-driven systems, and the temporary 
nature of a Project, Specialist Consultants have a useful role to play 
in the bridging of gaps which may arise between systems and users. 
The absence of a permanent commitment to the project can be of advantage, 
permitting relatively rapid action to be taken which might otherwise 
founder upon intra-organisational problems and frictions. Consultants 
should never be part of the Project team, but identified with the areas 
most concerned in the particular gap or problem. 
Consultants are advisable if and only if the manpower resources 
of the organisations are being fully utilized on other programs or if 
the organisations do not possess the required project skills. 
3.2.2.4 Temporary Staff 
Contract labour, or short engagement staff from a variety of 
disciplines can contribute usefully to a Project in some circumstances. 
Advantages are : 
(a) Short-term needs are difficult to supply from established 
organisations, particularly for overseas assignments. 
(b) They provide a ready means of meeting the temporary peak loads 
which usually occur in practice. 
(c) They permit an organisation to bridge gaps in manpower availability 
between the completion of one Project and the start of another. 
There'are serious disadvantages, however, as follows 
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a) ýotivation difficulties arise, due to lack of commitment. 
b) Training may be required, which is expensive in time and coney, 
and xoreoyer is lost to the organisations concerned. 
c) Riglz Specific cost. 
In general, the use of short term staff should be avoided if 
possible. 
3.2.3 Procedures 
Project procedures have their major impact on the planning and 
Monitoring (or reporting) phases. The gaps arising are discussed 
under the following headings 
(i) Planniri 
(a) Work break-down 
(b) Level of detail 
(ii) Monitoring 
(a) Data capture 
(b) Reporting frequency 
(c) Data volumes 
(iii) Information and its Uncertainty 
3.2.3.1 Planning 
(a) Work Break-dawn is the first essential of planning. 
Major gaps occur through the cost-time conflict. Breakdown of the work 
for cost purposes according, to pre-defined account coder-, may be quite 
inconsistent with the way the work will be physically performed and can 
lead to problems for project management in reconciling cost and progress 
status. This gap can be substantially closed by recognising that the 
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most effectiye cost control systept're. fleets the way the work 's 
performed, dividing the project into "work packages" consistent with 
the project plan. These packages are of limited duration, with. 
identifiable start and finish dates. Costs are budgetted and 
monitored on a package by package basis. 
The choice between work break-down by discipline or area of the 
project will cause major gaps if it is not consistent with the 
division of responsibility for technical adequacy, target dates and 
budget. Responsibility, work split-up and authority over areas of 
the work must be consistent for effective project management. 
(b; Level of Detail must be appropriate to the organisation and 
the control procedures, gaps will arise where the work split-up is 
such that it is not possible to provide inforiaatton at the right level 
of detail for each project participant. The work split-up must 
reflect the project ina. n<ageincnt hierarchy. 
3.2.3.2 Monitoring 
The aim of monitoring the project is to report status in such a 
way that problems can be identified in good time at an appropriate 
level of management for effective control (or correcting) action to be 
taken. Gaps may arise as follows ; 
a) Data Capture must be set up so as to require minimum effort from 
project staff and so as to leave as little scope for error as possible. 
Users need to understand the usefulness of the data they supply. 
The emphasis for cost system, as for planning systems, must be to look 
forward, making use of lessons learned from past performance. 
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b) 'Reporting Frequency maust reflect the management time-scales of 
those receiving reports. Too-frequent reporting will lead to 
indigestion; too-infrequent will lead to ad-hoc informal systems 
being established to supply information not provided by the formal 
system. Close-out dates should be synchronised for cost-time 
information. 
Immediate needs for particular data must be recognised by 
providing facilities for project staff to obtain up-to-date reports 
on request. 
c) Data Volumes, as for reporting frequencies, must be consistent 
with the management levels of those using the data. Excessive data 
volumes will lead to excessive effort in data capture and reports 
which are not read. Too little volume will not provide sufficient 
information for effective management. 
3,2.3.3 Information and its Uncertainty 
Most of the techniques used are based on deterministic formu- 
lations though some use is occasionally made of "threc--time estimates". 
This is despite the practical reality, in which i. nvaraibly some 
activities are completed late, and very often the entire project runs 
late producing losses both for the contractor and client. 
, 
This gap between deterministic planning and the uncertain reality 
should be taken into account in project planning and control systems 
in a way that is both realistic and is an effective aid to the project 
manager. 
3.2.4 Data Processir" 
With the constant refining and increasing user orientation of 
computerised project planning systems, there is an opportunity to narrow 
- 107 - 
the gap between computer systems and Project Managers. 
3.3 Analysis of Internet (U. K. ) Survey on Systems'Gaps 
The systems gap working group after identifying and specifying the 
main areas where the gaps exist, prepared a questionnaire in order to 
collect information regarding the current practices of managing current 
projects. The questionnaire was distributed to a variety of organi- 
zations in the U. K. Sixteen responses were received 'till mid 1980. 
It is believed that these are fairly representative of the. Companies 
using project management and defines the current level of usage of these 
practices in the U. K. 
The questionnaire was divided into six sections covering the 
following areas 
1. Orgnisation 
2. Work breakdown 
3. Data volumes 
4. Data capture 
S. Planning methods 
6. Computing. 
A copy of the questionnaire form is given-in Appendix C2 
The results of the survey analysis are presented in tabular form 
in Appendix C3 
Some of the important general features of the survey under the 
above headings are presented in the next section. 
Usually a project is carried out in two ways: either the management 
of the owner of the project manages and control the project or the project 
is completed by a contractor. In this analysis the first one is referred 
as client/owner and the. second one as contractor. The differences in 
practices of management and behaviour of the client and contractors have 
been noted, and are presented in Appendix C4. 
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3.4 ' 'Res. ülts of the Survey' Analysis 
3.4.1 Organisation 
a) Prost of the projects-reported on were of £5-25 (m) value, and 
of 1-3 years duration; and. the management of all was located 
in the U. K. 
b) In most of the cases the project manager was responsible to 
the Project Director. During the design-procurement phase, 
for 80% of the projects the project manager was at Home Office, 
but during the construction phase for 44% of the cases he was 
at Site. 
c) In most of the projects temporary staff was employed mainly due 
to shortage of permanent staff and/or increased workload. 
The temporary staff employed was generally found to be equally 
competent, only in a few cases the temporary staff was found to 
be worse than the permanent staff. 
3.4.2 Work Breakdown 
a) Most of the firms use physical work packages whereas a few use 
cost codes as a basis for major work breakdown structures. 
b) Most of the firms use over four levels in the major work break- 
down. 
- c) Usually there is either a non or detailed link between the work 
brealcdo-, an structure, used for cost control and that used for 
progress control, a few firms h wea summary or intermediate 
link. 
d) In nearly all the projects budgets were always fixed before cost 
comni, tmants were entered. 
- 109 - 
3.4.3 'Data. Volume 
a) Most of the projects had 1-500 activities and 2 levels in the 
project plan. 
b) tost of the projects had under 100 activities in the level one, 
100-500 activities in level 2, 'a few had 1.000-5000 activities 
in levels 3 and 4 and 500-1000 activities in the lowest level. 
c) In the majority of projects, the update/review period for 
progress and cost monitoring was on a monthly basis. 
d) In most of the projects, there were under 100 work packages for 
cost control, a few had 100-500 work packages as well. 
e) In most of the projects, a time delay of up to 2 weeks was 
observed between the data cutoff and report issue for cost and 
progress control. 
3.4.4 Data Capture 
a) in the majority of the cases the information used for updating 
was independent of time and cost. 
b) In most of the cases update information-for the project network 
and cost was obtained by Review meeting and Irorress chasing, and 
in some cases by computer-produced schedule or proforina return. 
c) Most of the firms recorded historical progress, deployment of 
resources and cost information. 
3.4.5 Planning Methods 
a) Most of the firms used a computerised system for networks and 
cost control, and a few used a computerised system for procurement. 
b) In most of the cases the computerised cost control and procurement 
system was not linked to the computerised network. 
c) In the majority of the cases achievement was late with respect to 
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planned dates and was on or over budget (1) with respect to costs. 
d) No attempt was made in any of the respondent firms to recognise 
or take into account associated Risk and Uncertainty by PERT or 
any other method. 
3.4.6 Computing 
a) Most of the organisations use an in-house computer system with 
mainfrathe and generally 
input data by terminals. 
b) Most of the organisations use packages for planning/networks, 
and in-house developed computer programs for cost control. A few 
us'e in-house developed programs for planning/networks and 
materials control. 
c) In the majority of the organisations Data Processing support is 
provided by a DP department. 
d) Most of the users had received formal training in the use of 
network/time control package. 
3.5 Conclusions of the Survey Analysis 
Most of the important features of the survey have already been 
highlighted in the previous section. In this section some of the 
finer points evolving from the study of the survey analysis are 
presented. Some general. conclusions of the survey analysis are given 
as in 1-4. Some differences in the attitudes of the projects managed 
and completed by owner and by contractors clients have been noted and 
are given as in 5-12,. 
1. In the majority of cases information used for updating time and 
costs was obtained from independent sources. This is a very 
important factor and there is an obvious need to link the cost and. 
time elements. 
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2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
Most of the firms keep historical information for progress, 
resource usage and cost but there is no 
indication whether 
this information is used for improving the system or for future 
planning, in fact the reverse is indicated. 
Most of the organisations use computerised network, 
cost control and procurement systems. But most of them 
do not 
have their procurement and cost control systems linked to the 
computerised network. 
No attempt was made by any of the sampled firms to take account 
of Risk and Uncertainty by PERT or any other technique. 
For most of the large projects contractors were responsible 
for the management and completion of the projects. 
For most of the projects, completed by clients themselves, the 
project manager was at 1-Tome Office during the design-procurement. 
and construction phases. 14hereas for most of the contracted 
projects the project manager was at site during construction 
phase and fors few projects was at site during the design- 
procurement p`. iaSe. 
Contractors seem to be relatively efficient for cost control and 
the clients for the progress control. 
No client has the time and cost information related, whereas most 
of the contractors have the two elements related. 
Most of the clients obtain Project network and cost information 
by Review meeting and progress chasing whereas most of the 
contractors obtain it by Progress chasing and proforma return. 
No client has his computerised cost control system linked to a 
computerised network, whereas a few contractors do have many 
such linked systems. 
11. The final cost of most of the projects completed by clients /owners 
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were over budge whereas most of the projects completed by 
contractors were within budget. 
12. Most of the contractors have had formal training in the use of 
network/time control packages whereas most of the clients have 
had no such training. 
Note 
" (1) Mr Castell one of the member of the Systems Gap working has 
pointed out differing views of clients and contractors regarding 
"budgets" referred in Section 5.7 of Appendix C3. Section 5.2 of 
Appendix C4 and conclusion 11. 
Incontracting organisations there is a tendency to refer to the 
budget as the last agreed budget with client organisation. 
Conversely within clients organisations it is common to refer 
to the "budget" as the originally planned expenditure for the 
project. Thus for the s^me project a client organisation will 
state that the project is 100% overspent, whereas the contracting 
company will claim to be on target. 
However these differing views of clients and contractors 
organisations on the definition of budget were neither mentioned 
in the questionnaire form nor in the responses. In the author's 
view clients and contractors have supplied this information. 
according to their own interpretation of "budget". 
3.6 General Conclusions 
Project Management has evolved as a need to manage, plan and control 
large capital projects more effectively and efficiently. Many authors have 
reported the success of project management approach. But still many projects 
are controlled less effectively than they could be. The transient nature of 
- 113 - 
a project, and the conflicts in authority/responsibility make project control 
more difficult and complex than the control of an on-going industrial 
enterprise. Information gaps develop between the areas of work and the 
systems, and between the different elements of the, oiganisation involved. 
The gaps between the systems and the various people involved present the 
most serious obstacles to effective project control and management. 
Consideration has been given to the questions that arise during project 
management, in particular the general problem of communication gaps - between 
different parts of the same organization and between different organizations. 
The literature on the subject has been critically examined and 
discussed. 
The discussion about these problems, summary of the Internet report 
on systems gaps, and analysis of a survey on current practices of nodern 
management techniques is principally aimed at project control and project 
management pQýple to help them understand the causes of the deficienciec 
and gaps in the systems so that they can get maximum usefulness from the 
systems and resources ate their disposal. It has emerged from the study 
that gaps exist in time and cost, people and systems, doing and managing, 
and information and action. The key to success is in bridging these gaps 
and the involvement by all concerned on the project. 
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CHAPTER 4 
PLANNING AND CONTROL OF PROJECT EXPENDITURE/ 
EFFORT USING AN S-CURVE MODEL 
In this chapter an S-curve model for project 
expenditure prediction originally proposed by Keller & 
Singh is used for thispurpose. The model is compared 
with the one proposed by the Department of Health and 
Social Security (D. H. S. S. ) . Both the models are fitted 
to the actual expenditure data for more than 20 recent. 
projects. The predicting accuracy of the two models is 
compared and a set of standard parameters for the two 
models is obtained. 
i 
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4.1, Introduction 
Project cost control is a vital part of project management. 
Without effective cost control there cannot be effective management. 
Effective and meaningful cost control must begin even before the 
design stage and should be maintained by proper and scientific cost 
estimation and data analysis. Kharbanda, O. P., et al (1980) have 
reported "Cost control function can save up to five per cent of- 
project cost, and the extra cost of project control? Perhaps 0.5 
per cent - certainly not more. Isn't it worth it? ". If a company 
is to control its capital expenditure (and working capital require- 
merits) then it is necessary to have a plan which provides the 
framework for future operations. The more keen thetompatitiQp is 
within the particular industry concerned, then the more necessary 
becomes the Use of an accurate and soundly based forecast for the 
future. Pilcher, It (1973) has reported that "A useful method for 
forecasting the cash requirements of a project, is that which makes 
use of an S-curve. This curve draws its natie from the fact that 
the cumulative expenditure for a project typically takes its shape 
as that of a letter S, even if it is a rather flat form of that 
letter. Because of this it is possible, as a result of observation, 
to draw up a curve on an empirical basis which predicts the way in 
which expenditure will occur". 
The S-curve for expenditure or value of work done follows the 
same path when expressed in percentage terms. Hardy (1970) 
demonstrated that, within a company, projects of the same type had 
similar shapes of cumulative value v. time when expressed in 
percentage terms. 
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In these days of capital scarcity, high interest rates, 
inflation and cash limits, the need for a reliable method of 
forecasting the flow of capital expenditure on projects is even 
more important. The forecasting of the incidence of expenditure 
curves is a very useful tool for management for various reasons. 
It may be used for: - 
1. initial budget expenditure forecasting 
2. the preparation of tenders 
3. the control of capital investment and 
4. anticipation of future commitments and in particular 
between expected expenditure and the total allocation-of 
funds as is the case usually in many government projects. 
Major projects in general consist of a number of sub-projects, 
each sub-project having a relatively well defined beginning and end. 
Again each sub-project will require an amount of labour and expenJ- 
iture to be associated with its execution. 
Usually clients make an estimate of total cost and duration 
of a project before inviting tenders for it. Contractors also 
make such estimates for the cost and duration of the project before 
bidding for it. 
For this purpose both have to do an effective evaluation of the 
proposal and derive a cumulative expenditure curve based on an 
agreed physical programme of work, anticipated expenditure and 
payments. This is particularly important for the contractor, as 
he has to estimate the financing and servicing costs of the project. 
For projects of duration greater than one year, these financing 
costs may offset the profit of the contractor, or may increase ttie 
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cost of the project to the client. For this reason "progress" or 
"stage" payments are usually agreed between the contractor and his 
client. The basis for making stage. payments is usually agreed 
against an "incidence of expenditure" curve. Thus they both. need 
some estimate of the likely expenditure over the course of the 
project. Therefore, the expenditure curve provides a basis for 
clients- and contractors for their financial planning in general. 
To smooth the discontinuities usually the cumulative costs are 
considered. The basic i. nfornation necessary for producing future 
expenditure forecasts is: 
total cost of the project 
total duration of the project 
the time when maximum rate of expenditure is to be utilised 
(ie. at the start, middle or end of the project). 
nature of the project (eg. civil, mechanical, new technology etc. ) 
The cumulative effort/expenditure curves are w; ually character- 
ised by a slow start when resources are first beine deployed, a 
relatively rapid middle rate of execution, then a slow finish 
related to tidying up processes. These phases are shown in 
fig. 4.1 
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4.1.1 Keller-SinJiExpenditure/Effort Forecasting Model 
Keller and Singh. (1975) have, examined histories of a very large 
number of activities of different projects and derived a mathematical 
expression for expenditure as a function of time. They have found 
that a 4-parameter curve of the following form 
Cu to ett/T)n ----- (1) 
C 
0+ tn, e 
(t/T)n. 
is adequate for this purpose, where C is the cumulative expenditure 
of the project at any time t. The four parameters that are fitted 
are n, Cco T, O and are related to the nature of the project (eg. 
civil, mechanical etc. ) total cost, total duration and the time when 
maximum rate of working would occur respectively. 
Cro is the cost of the project if the project was continued for 
an infinite time. (ultimate cost). 
T is a parameter with the dimensions of time, related to the 
total duration T of the project. 
0 is a parameter related to the time to when the maximum rate 
of working occurs, as shown in fig. 4.3. 
n is a parameter usually between I and 3 and depends upon the 
complexity of the project. for well defined activities such 
as civil works n is close to 1. However, for cor. Vlex 
activities which involve considerable innovation of-design, 
n can approach 3. For this reason authors have called n the 
'learning parameter'. 
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For small values of t the Eq (1) behaves like: 
co to (1.1) 
c= 0 
If this learning parameter is unity, one also obtains initially 
straight line behaviour with time: 
C° t C_ 
(1.2) 
Furthermore, from (1) one sees that C -> Co as t -->- . In 
mathematical sense C is the ultimate cost incurred after infinite 
time elapses. All activities are, however, of finite duration and 
the final cost CT at the end of an activity will in principle be 
less than C-. However, in the cases analysed by N. P. Singh (1978), 
during his research, it is found that the "rundown" is very rapid 
near the end of activity so that CT is in fact a little different 
from C-. Again, since in most major projects there is often a minor 
of "mopping up" still occurring even after the official completion 
of the project the constant CC in these cases can still be meaning- 
fully interpreted. 
By changing parameters of the Keller-Singh model it is possible 
to simulate any expenditure rate. The greater the value of t, the 
greater the proportion of total expenditure spread over a long time 
period ie. models almost a constant rate of expenditure. The 
greater the value of e, the later the time at which the maximum 
rate of expenditure occurs. The parameter n represents the complexity 
of the project. 
Expenditure is insensitive to the parameters T and n. An 
advantage of model (1) is that the parameters n, 0T have a readily 
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identifiable physical significance. It has been shown by Keller 
and Singh that by choosing suitable parameters for the above 
expression (1), one can obtain a curve which can represent a maximum 
rate of spending at the start, middle or end of the project. 
Rate of Expenditure Curve 
Ile rate of expenditure curve may be obtained by differentiating 
eg. (1) 
ac c Cc- -c) g Ct) Tt ! cco 
) 
)-(2) 
) 
where n+n(t) n-I 
tTT 
4.1.2 Forecasti ; Expenditure for icidivldual Projects 
The forecasts for a new project are obtai»ed by estimating the 
parameters of the model from the 'case history' of a similar project. 
Likewise if the data for a number of similar projects is available a 
set of standard parameters may be obtained for the model and these 
may be used to generate initial expenditure forecasting. The graph 
obtained can be used as an 'initial guidance' or as 'target' figures 
against which the actual costs of the project can initially be 
monitored. 
When the project has been in progress for a few months, it is 
possible to re-determine the parameters n, T and 0 for the project 
by fitting the actual available data to date in the model. If a 
project deviates from the original forecast, then the parameters for 
that project can be re-calculated and a new forecast can be made. 
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The model can be used when the only information available is project 
total cost, duration, nature of the project and the time when the rate 
of maximum effort will be utilized. 
4.1.3 Uses of S-curve 
Battersby, A. (1970) has reported that "Cumulative-curves of 
expenditure are sometimes used on large projects as a means of monitoring 
time and cost simultaneously". 
Pilcher, P. (1973) has described the use of S-curve as a means 
of preparing cash forecasts and reviewing the project requirements for 
working capital. 
Van Steelandt & Gelderls (1979) have described a case study of 
financial control of network projects in a Belgian construction company. 
They have developed a computerized planning and control system based upon 
network computations and the principles of budgeting and control with 
cumulative S-curves. 
panda, et al (1974) have described a cost control and forecast 
model using an S-curve. They have found a fifth degree polynomial as 
the best average representation of all the data for 45 projects they 
have analysed. 
S. H. Wearne, Pilling, and Nicoll (1966) have reported the use 
of S-curve in Programme Management as applied to Power Station 
construction. "The process of establishing a realistic programme 
of expenditure is an extension of the exercise of producing a 
realistic programme of work for the project. Recent researches by 
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the Board have determined mathematical conventions which, when 
applied to agreed physical programmies and by use of the computer, 
can produce an accurate Incidence of Expenditure Chart or curve. 
At regular. intervals during the manufacturing process, the 
physical progress is recorded in the computer in terms of work done 
on each item of the contract. The computer then evaluates these 
and integrates them into a total value for the proportion of contract 
completed as at that date. Samples of the output can be shown 
either in the form of an 'S' curve or in the form of a statement. 
The statement provides the dual purpose of advising both the 
engineering and financial management of the current position of the 
contract, and assists both to start corrective action if the position 
is unsatisfactory". 
Sandilands (1975) in his Inflation Accountancy report to 
the government, highlighted the need to forecast cash flows in times 
of inflation and. thus avoid an embarassing cash deficit when 
replacing old equipment at new inflated costs. 
Harris and Mc. Caffer (1977) reported thAt "Cash flow forecasting 
is, like any forecasting, the result of calculation based on the 
information available at the time and a few assumptions as to what 
will happen if, as is likely, the data contained in the information 
changes or the assumptions alter, the forecast will be in error and 
a new forecast is required. When a company equips itself to 
forecast its cash flows efficiently and without great expense it 
usually forecasts every quarter, and in some cases every month. 
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This is sufficient to monitor the everchanging situation. " 
There are various possible areas and ways where the S-curve 
model described in the last section could be utilised. Some of 
these are discussed below. 
a) Initial Budget Expenditure Forecasting, 
First of all, the total cost of a given project Cc is estimated, 
then similar past projects are used to estimate parameters n, 0 
and T. Thus by using cumulative and differential cost models 
amount of expenditure expected at any time can readily be 
generated. These figures can then be used as reference against 
which the actual costs of the project can initially be 
monitored. 
b) Budget Control 
Since the e. p ndi. ture forecasts obtained initially uiust by their 
very nature be only provisional estimates, it will be necessary 
from time to time to compare the forecasted expenditure with 
the actual expenditure. Thus final expenditure may be kept 
within the 'overall' ceiling figures, by up-dating the 
parameters of the model at periodic intervals by using the 
current available data. Having updated these. parameters, 
revised budget forecasts can be easily made. 
c) 'Preparation of Tender for Large Projects 
The proposed ä-curve model may be used for preparing tenders 
for large projects. A large project usually consists of many 
well defined activities, each of which may be represented by 
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individual S-curves. By combining the curves appropriate for 
each activity it is possible to derive the global expenditure 
curve for the project. M. P. Singh (1978) has developed a 
method to forecast the expenditure for a large project which 
can be controlled and planned by network planning methods. 
d) Naximisin C. P. A. (Contract Price Adjustment) Claims 
Most project contracts contain. CPA clauses; the expenditure 
forecasts made from the model. can be used as a basis for 
additional maximisation of profits of the contractor if he is 
able to select the submission dates of C. P. A. claims. 
Supriyaslip (1975) has developed one such method based upon a 
dynamic programming approach.. 
e) Risk Analysis. 
The model developed can also provide a basis for financial 
risk analysis of the projects. The main advantage of the model, 
arises from the fact that an activity expenditure can be 
represented by only four paraunaters; this particularly eases 
the task of data handling and estimation.  
Y. P. Gupta (1976) has developed a method using the S-curve 
model for the quantification of risk associated with a capital 
project. 
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f) Manpower Planning 
The S-curve model can easily be adapted to provide manpower 
estimates for new activities or projects. Even if a suitable 
'case history' does not exist, one can nevertheless, establish 
an `activity' curve provided the peak manpower force on the 
project and the estimated time of its occurrence preferably 
using some additional information regarding initial force 
build-up. 
Where a number of projects are concurrent, by combining curves 
appropriate for each. project it is possible to establish the 
size of the peak manpower requirement. This could especially 
be useful for personual recruitment and other deploynent 
purposes. 
P. K. Seh. gal (1.978) has fitted the : -curve i. ioýle1 for the mauhours 
worked in a cle:. iý; ri cleiýrtme t of an engintýering firm. 
It was reported by Keller & Si. iºgh (1975) anc also by 
Y. P. Gupta 
(1976) that, apart from project expenditure the model also 
fitted well on a large number of growth processes such as the 
number of letters sent by contractors to a client, profits of 
a construction company and the number of contracts won 
by a 
construction ccz: paay. Benhabib (1978) found that the Keller- 
Singh model provided good fits to energy and growth data. 
The model has already been implemented by an internatioi)al 
company in their planning operations. Examples in the ne: t 
section illustrwtes soma of the uses described above. 
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4.1.4 Practical Examples 
To illustrate the practical use of Keller-Singh model, two 
examples are presented. 
1) Forecasts Deriving Expenditure from Keller-Singh Model When 
Historical Data For a Similar Project is Available 
Consider that a client/contractor has decided to proceed 
with a project, or is at the stage of deciding to go ahead with 
a project, and suppose at this stage the information available 
to him is an estimate of total cost and duration of the project, 
and expenditure data for a similar project. He is interested to 
know his periodical committments over the life of the project. 
Inth is example a project with estimated total cost of ¬7rß 
and of duration 50 months is considered. The time and expenditure 
figures are scaled to 10 and 100 respectively. The parameters 
of the Keller-Singh model for expenditure data for a similar 
project are used as initial input. 
The project considered and parameter values for the Keller- 
Singh curve are: - 
n=1.0 
T-2.0 
0=35 
Cco=ES 
Knowing the total cost, duration and using the parameters 
of Keller-Singh model for the previously analysed similar project, 
the initial guidance expenditure curve given in Fig. 4.4 and table 
4. lare obtained. (Actual figures which were obtained after the 
completion of the project are given as well in order to demon- 
strate how good the initial forecast has been). 
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Periodical Re-estimation of Parameters When Additional 
Information is Available 
When the project has been in progress for some time and 
expenditure figures are available, the parameters of the Keller- 
Singh model are redetermined by fitting the model to the available 
data points. In this example the parameters of Keller-Singh model 
were redetermined by fitting the actual expenditure data available 
after every twelve months. Revised forecasts after periods of 12, 
24 and 36 months are presented in figs. 4.5-4.8 graphically. 
Table 4.2 gives a summary of the forecasts by Keller-Singh 
model at each stage for comparison purposes. Table 4.2 shows that 
Kuller-Singh modal has provided fairly close approximation to the 
actual values of the work executed. Table 4.3 gives the parameters 
of Keller-Singh model at each stage. In fig. 4.9 all the 
five 
curves obtained after periodical re-estimation of par, -meters are 
given. 
Scaling of Parameters r and 0 
w 
In the examples of Section 4.1.4 the time scale is chosen arbitrarily 
as 10 with a cost scale of 100, while in the cases of Section 4.2.4 both 
scales are taken as unity. Singh (1978) has shown that if a previous 
project of duration Do has parameters to, 9o and no then the parameters 
for a new project of duration D of a similar'shape are given by 
'[ °D To 9 (D )no 8o and na no 
0 
Example : 
Parameters i and 0 for second example in Section 4,1.4 can be obtained as 
follows : Standard Parameters-for a project in cost category 7 are 
To = 0,372 no = 1.2887 00 a 1.288 where Do aI 
The parameters for a similar new project (same expenditure shape) with 
time scale D=10 can be obtained as 
o 1.2887 
T -1-0 0.372 = 3.72 e= (10) x 1.288 a 25.4 
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TABLF. 4.1 
Initial Forecasts from Keller-Single Model 
Time Cumulative Expenditure Time Cumulative Expenditure 
Initial Forecasts Initial Forecast 
Month Actual 
from K. S. Model Month Actual from K. S. model 
1 61046 41143 26 4161249 4370905 
2 119973 90255 27 4454287 4566759 
3 202615 143277 28 4695315 4750508 
4 261352 2163.81 29 4887842 4921786 
5 340757 294936 30 5061071 5080498 
6 439288 335488 31 5319273 5226778 
7 540005 488720 32 5440356 5360947 
8 650236 605407 33 5568603 5483473 
9 734880 736173 34 5613934 5594935 
10 823821 881433 35 5813664 5695981 
11 972833 1041350 36 5999765 5787309 
12 1174704 1215782 37 6186025 586963.1 
13 1313700 1404246 38 6280695 5943664 
14 1534850 1605894 39 6361776 6010107 
15 1692040 1819501 40 6477353 6069635 
16 1830890 2043486 41 6573587 6122885 
17 2084041 2275942 42 6686198 61.70460 
18 2283423 2514698 43 6746313 6212917 
19 2554923 2757396 44 6808579 6250773 
20 2862726 3001579 45 6320204 6284499 
21 3034602 3244789 46 6821766 6314528 
22 3283384 3344660 47 6881020 6341251 
23 3534216 3719001 48 6931975 6365022 
24 3777407 3945868 49 6970123 6386160 
25 4000509 4163610 50 7015262 6404953 
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2) Example shooing the forecasts from Keller-Sinft model when 
historical data of a similar project is not available. 
The Keller-Singh model is also capable of producing 
expenditure curves when historical data for a similar project 
is not available, and the only information available is. total 
cost, total duration and the time when the maximum rate of 
expenditure is expected to occur. 
The initial values of Keller-Singh model parameters can be 
assumed dopending on the above information and nature of the 
project. 
In the given exaiple a project with an estimated total 
cost of about £4: n and duration 48 month has been considered. 
For the purpose of keeping the coi; )uutational errors within 
limits these figures have been scaled to 100 and 10 un3: it: 
respectively. 
The initial estimate: of the parameters of the Keller-Singh 
model are: 
n-1.2 
Tv3.0 
0=2.5 
Cß=99 
The forecasts generated from these initial estimates of 
parameters are given in fig. 4.10 and table 4.4. 
Later, when the actual expenditure data on the project 
was made available, the parameters of Keller-Sing model were 
re-estimated and new forecasts were made after every 12 months. 
Revised forecasts after fitting actual expenditure data for 
12,24 and 36 months are presented in figs. 4.11 - 4.24. 
graphically. 
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TABLE 4.4 
Initial Forecasts from Keller-Singh Model 
Cu: iulat5. ve Expenditure Cumulative Expenditure 
Time in Initial Forecasts Time in Initial Forecast,.; 
- 
Months Actual from K. S. model Months Actual from R. S. model 
1 64551 26151 25 2771367 2772516 
2 105260 62776 26 2965307 2898567 
3 176238 107112 27 3159102 3016918 
4 224734 159006 28 3240341 3127286 
5 338215 218696 29 3296752 3229564 
6 427072 286507 30 3433976 3323800 
7 468884 362803 31 3491675 3410168 
8 495688 447872 32 3553710 3488948 
9 613069 541910 33 3595092 3560496 
10 722189 644981 34 3645442 3625223 
11 795260 756980 35 3673151 3683575 
12 939757 87761.3 36 3704993 3736017 
13 1038326 1006374 37 3725806 3783017 
14 1177693 1142539 38 3774855 3825034 
15 1322537 1285170 39 3848377 3862517 
16 1451982 1433130 40 3926525 3895889 
17 1617215 1585116 41 3981209 3925551 
18 1771579 1739699 42 4009177 3951876 
19 1937986 1895374 43 4061599 3975208 
20 2128196 2050620 44 4062019 3995865 
21 2304413 2203951 45 4081743 4014133 
22 2424495 2353975 46 4094578 4030276 
23 2524858 2499434 47 4125164 4044528 
24 2650210 2639244 48 4179164 4057104 
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Table 4.5 sw=narises the forecasts using Keller-Singh model 
at each stage for comparison. Table 4.6 shows that the initial 
forecasts are not bad in comparison with actual figures. 
However, the values obtained after fitting first 24 months 
expenditure data are reasonably close to the actual values. 
Table 4.6 gives the parameters of Keller-Singh model at 
each stage. In fig. 4.15 all the five curves obtained after 
periodical re-estimation of parameters are given. 
4.2 Comparison with Other E. enditi: r4 Forecastiv Mode1c 
N. P. Singh (1978) has compared the Keller-Singh model with a 
S-curve model suggested by Nordon (1964) and found that the Keller- 
Singh model provided a better fit for the case= studies considered. 
Sehgal (1978) has compared the Keller-Singh mo'; ei with i; cr. pc tz 
and logistic curve raodels and has reported that whilst the Gompertz 
and logistic curves fit adequately the Keller-Singh model fits 
significantly better in most of the cases. 
In the present study an attempt has been made to cowpare 
Keller-Singh model with the one used by the D. H. S. S (IC. U. Iiuth on, 
1978). 
The data for the expenditure on twentyore recent schemes was 
provided by the D. li. S. S. 
4.2.1 D. R. S. S. Expenditure Forecasting Method 
The equation of the S-curve proposed by D. U. S. S is 
Y=s [x + C. ý2 - Cx - (6x3-ßh2 + 3x) 7 
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where 
y= cumulative monthly value of work executed before 
deduction of retention moneys or addition of 
fluctuations. 
s= contract sum 
C and K parameters 
x= month (m) in which. expenditure y occurs 
contract period (p) 
(i. e. proportion of contract completed) 
D. H. S. S. have analysed a number of schemes and for initial 
guidance a list of values of standard C and K parameters has been 
obtained for different cost categories given in table 4.13. 
By changing C and K it is possible to represent any expenditure 
rate; increasing C gives a slower build-up art] shorter run-doc. `n 
period, while decreasing C gives a faster build-up and longer run- 
down period. Changing C has very little effect on the rate of 
expenditure over the central portion of the graph. 
Increasing K produces a slower rate of expenditure over the 
central portion of the graph, with a faster build-up and shorter 
run-down period. Decreasing K gives a faster rate-of expenditure 
over the central portion of the graph, with a slower build-up and 
longer run-down period. 
4.2.2 Comparison of Keller-Singh & D. M. S. Expenditure Foreczstinp, - 
Hodens 
The study is divided in two parts. First both the models were 
fitted to actual expenditure data for 21 projects, in order to know 
- 155 - 
which model has generally a better fit to the actual data. Then a 
standard set of parameters for heller-Singh model was obtained for 
different cost category. Forecasts were made from both the models 
with their standard set of parameters and were compared to a typical 
project's actual data of the same category. 
For seasons of confidentiality, the total project time and 
expenditure for all the projects has been staled to unity. 
4.2.3 Method 
The time and cumulative expenditure for each project were fitted 
to the Keller-Singh and D. H. S. S. models. The parameters for the 
best fit of the two models were estimated using the method of least 
squares. A coyf titer program CURFIT of the 17riversity of Bradford 
Computer. Centre Library was used for this purpose. The program uses 
a NAG routine bnscd on a Quasi-Newton atz orithrn for minimisation of 
a given function. The program fits the data points to the model 
by varying its parameters until the sum of squares of the differences 
between the actual and. theoretical values is reduced to a minimum. 
Our computer program in PCrTR N was developed for the processing of 
the data and was stored in a file to be used as an input to the 
CURFIT package. Another computer program in FORTRAN was developed 
for making forecasts from the two models and for graphical output. 
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4.2.4 }results 
The actual expenditure data points and th.. e. corresponding best 
fit curves for the two norlels for each project are given in figures 
4.16 --4.36. 
The cost of the projects analysed ranges from Elm - 7.5m and 
duration 2-6 years. The total cost, duration and corresponding cost 
category of the projects are given in table 4.7. 
The best fit parameters of heller-Singh and D. H. S. S model are 
given in tab ? es 4.8 and 4.9 respectively. 
Final suni of squares, root mean square values and Maximum 
Absolute Deviation for the beat fit curves of the two models for 
each project are given in tables 4.10,4.1.1-and 4.12 respectively. 
A set of standard parameters for the Keller-Singh model for 
the projects of different cost category is given in table 4.13 with 
the corresponding set of standard parameters corresponds to the 
D. H. S. S. model. 
4.2.5 Criteria,. for the goounecs of fit 
The criteria. for the purpose of goodness of fit and comparison 
between the two models are 
1. Final sum of the squares of Absolute Differences between 
theoretical and empirical values. 
2. Root Man Square Values 
3. Maximum Absolute Deviation 
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Set of Standard Para. neters 
Project 
Cost 
Category 
Keller-Singh MoJel D. H. S. S. Yodel 
Project 
Cost 
Category 
n 0 C K 
S Mc an 0.5 1.504 1.27895 -0.145 3.595 S 
St: d. De"a 0.05 0.305 0.27 
6 Moan 0.565 1.545 0.848 -0.145 3.595 6 
Std. Dev 0.0026 0.0113 0.091 
7 11ean 0.372 1.2887 1.288 0.11 3.93 7 
Std. Dev 0.1697 C. 339 0.579 
8 Moan 0.463 1.553 0.9956 0.159 3.78 8 
Std. De'v. 0.028 0.075 0.353 
* This sot of atanl. ird pnrarutnrs was obtai'xcri Ly D. II. S. S. after ni: rlyainý a 1atger nun: ')er of projects 
Table 4.13 
l; nnF. e of Farmmeters Vduc"c 
r Keller-Sin-h Mode 
_^^~ _ 
` 
I 
y t' 
Tn0 
Ninii. iuri 0.2136 0.53 0.4925 
M1ximum 0.6567 1. S17 2.43 
r'ean 0.4327 1.42.35 1.1476 
D. tt. s, s. ttodel 
CK 
-0.798 2.541 
0.634 10.0 
-0.10434 4.42 
Table 4.34 
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Project cost L'32oooo DurcLSWI 7.8 rant? +. v Cnrt" Category 5 
liest fit 1, ormraters Y. t_l . er 
Sini h r; cdcl Tau.. '. 5, n-1.72, C-t. 0319 
i, Al lC -4j. 05L, i''2. i4 
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Project cwt E1263)! 7 Dur. ttion 40 moutLs Cost category S 
ßest fit parnme-Lers Keller-Singe model "1-=0.55 n-i. 288 0"1.47 
D. Ii. S. 3. D10601 C -0.475 K=10.0 
Fig. 17 "i i. (. at L. it. + fitted to Kvllar-SinEte 
& D. U. S. S. yodels for rco34' t2 
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D11SC mudr_L C =O. C 2 K-5.53C' 
H;;. ß. 23 F. rpirietl I)att fitted to Keller-Singh 6 r. 'eis for Project 
_. -I 
ýý 
,ý rar ý 
0.8 1.0 
'" + 
. +J---. 
o. 
x 
td 
r. 
, 
Ü 
ä 
n. 
re 
E"? IR V' AL 
-KELLER-SNNi h00LL 
-04$S WIWI 
1.0 
rr<aeoarrc, a Of TIUC 
Project co; *. E10S6W. 17 Duration 27 months Cost cntel; ory fi 
Boat fit pýram"r., "rý Keller-. Sing mndcl 1-0.56f1 n-1.553 0"0,9124 
DtUSS moJet C="0.217 K-5.972 - 
14.19 'p ri c1 fl. ira titt: "1 rn K., `IIor-Sins;! i I, D. H. S. S. model for project 1, 
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PR^POAiIOti OF TIME 
Project cost 14191139 Ducatica 47 ml'. ths Cost category 7 
Best fit parameters of Keller-Sinrh Mudc1 t=0.2934 na1.151 C-1.6976 
D. U. S. S. model C=0.383 K-3.532 
Empirical data fitted to Keller-Singh uv»4e1 and D. R. S. S. nodel for project 5 
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Projcet ro:; C t. 5uOU00 lur:. ti .t 55 rn. ath; Coat category 7 
Lebt Zit pax. c2ter. a of i: rllc"t-; in,; h r.: Vdel . =0.6567 n-1. , 1A6 ýJ. 4725 
D. tt. S. 5. inoJ. t C. -0.02159 K« . 2L6 
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Project co'L i: 5119406 Puratioa 72 months Cost category 7 
Lest fit patarroters of F; v1ter-Si:: fh c: odel r-O. 03837 n-(). 7176 O-I. 27 
D. tL S. S. CO0.452 K-3.793 
Empirical d: icn fitted to Keller-Singh mod-31 and D. U. S. S. model for project 7 
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P81SPURTIc OF TIME 
Project cost E4229605 Duration 34 months Cost category 7 
Best fit par,: m. alers of teller-Singh model 1-'0.52 n=1.50696 0-1.02187 
D. H. S. S. C'O. 1G6 K-5.63 
Impirical data ciitted to Kellcc-SinGh m iJeI an<I D. H. S. S. for project 9 
W": U.; Q. 5 0.0 
PP. CPCRT10t7 OF T[Y. E 
Project c'n., t [1"075173 ih: iation G') :: <, ot}ts Coot cattg ry 7 
s. 
_st 
fit rýar.::, etsr: of E: c11cr-Sind}: mortal t=0,2n55 n=1C1ä21 02.43. 
D. U. S. S. C-0.24 F: =3.63 
ei-e: a lii.. "rl to iurh n. 1+I cud f, -. r ýroj.: ct 1o 
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31 CUMULATIVE EXPENDITURE. CURVE 
CUNULAfIVL EXPENDITURE CURVE ý--" - 
.- -ý Týýt tti4f 
t"j% 
tr. - 
i+ . <2 
I-( 
o. e 
ti X W 
C) 
w 
F- 
0.4 
0.2 
0.0 
Fig. 4.26 
,. 1 
a. t 
4 
W 
ýý 0. E 
ü 
7 
0.4 
0.2 
0.0 CIO 
Y. i _, 4.77 
I+ VIPt tCW. 
----"rEll£3-Sf4GH MVCC 
__________^_0033 I; OJR 
0.2 0.4 0.6 0.8 1.0 
FROPJdrIBA OF TIME 
Project cost L47922W Duration 58 i, o. iths Cost category 7 
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4.2.6 Conclusions 
1. Out of 21 of the projects for whom expenditure data were 
analysed, the Keller Singh model provided the better fit for 11 
projects, whilst the D. H. S. S. model provided tha better fit for 
the other 10 projects. Accordingly both methods are of comparable 
accuracy for fitting actual expenditure data. 
2. To check the validity and accuracy of prediction for the 
two models, forecasts were made for a given set of standard 
parameters for the projects of different cost categories. These 
forecasts were compared with the actual values of project 
expenditure for a typical project of the same cost category. 
Figures 4.37-4.42 show that forecasts using the Keller-Singh 
model are generally better than those predicted by the D. H. S. S. 
model. However, the D. H. S. S. model is generally simpler to use 
in practice than the Keller-Singh model. 
A study of both the models and the characteristics of their 
parameters show that: 
1. The range of the values for the Keller-Singh model for the 
project expenditure data analysed is smaller than those for the 
D. H. S. S. model. Table 41.4 gives the minimum and maximum range 
for each parameter for the two models. It is this smaller 
range that enables the Keller-Singh model to forecast expenditure 
with more confidence for similar new projects. 
2. The parameters of the Keller-Singh model are capable. of 
physical interpretation and have a higher degree of flexibility 
due to the Lncreased number of parameters in, model a coi ared 
- 176 - 
with the D. U. S. S. model. 
3. With the D. H. S. S. model depending upon the values, of the 
parameters used one can occasionally obtain a negative 
expenditure which cannot be meaningfully interpretated, 
whereas the Keller Singh model is always a non-decreasing 
function. 
fl 
4. Using normalizing constants the Keller-Singh model can be 
transformed into a suitable distribution whereas it is not 
readily done with the D. H. S. S. model. 
4.3 General conclusions of 
_ 
th clir. xpter. 
In this chapter a i: i thod for representing expenditure or effort 
and the rate of expenditure or effort as a function of time originally 3 
proposed by Keller-Singh is described. 
Historical. cost data can be used to provide a guide for estimating 
the build-up of activity and costs during the course of a project. 
The method has been developed and used over the years as a supporting 
tool for management in relation to planning and control of project 
expenditure/efforts. It gives an early warning as to the way in 
which a project is going, and in particular whether it is likely to 
meet its prime targets in relation to cost and time. The model can 
be used for 
Initial budget expenditure forecasting. 
Budget control, for the preparation of tender 
for large projects, maximising C. P. A. claims, 
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quantifying risk, manpower planning and for 
various other purposes. For illustration purposes 
practical examples of some of its uses has been 
described. 
Expenditure data for a large number of D. H. S. S. projects was 
analysed, and model was fitted to the data. A comparison was made 
between Keller-Singh. and D. L. S. S. expenditure forecasting models. 
Both the models were fitted to the data. Both models fitted well 
to the expenditure data. A set of standard parameters for both 
models was obtained. Forecasts were made from both models and 
compared with actual data for projects. 
Both the models are of comparable accuracy for fitting actual 
expenditure data. However, forecasts from the Keller-Singh model 
are generally better than I). II. S. S. i odel . 
Compared with the cost control techniques currently in use the 
proposed technique should provide loth clients and contractors with 
a means of more closely and effectively planning and controlling 
costs on a project. The model can be used in conjunction with 
CPN/PE: T network as described earlier (Singh, 1978). 
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CHAPTER 5 
PROBABILISTIC ANALYSIS OF COMPLETION TI. IE 
OF A HOUSING PROJECT 
In this chapter quantification aspects of risk 
involved with the completion time of a project 
are studied. A number of statistical distributions 
are fittEed for this purpose to the ratio of ac_tual 
and programmed duration for the different activities 
of a housing project. A brief introduction to these 
distributions and the various maL: hods for the 
estimation of parameters of a distribution is 
provided. Chi-squared and Kolmogorov-Smirnov test:, 
for the goodness-of-fit are considered. 
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5.1 Introduction 
As discussed in chapter two much work has been carried out on 
planning techniques (network planning in particular) and associated 
fields in the past two decades. However, there is little information 
available on the practical use of "feed-back" data to re-assess and 
calculate reasonably accurate activity durations for a housing project. 
According to Stoneman (1979) "This is probably due to problems-in 
anticipating, recognising, quantifying, and then making the appropriate 
due allowances for the considerable variations in actual value (and 
distributions) of outputs and activity durations achieved due to such' 
diverse factors as site conditions, delays, different contractors 
organisations and working methods/procedures etc. Nevertheless, accurate 
and reliable activity durations would seem to be the. essence of effective 
programming in practice". 
5.1.1 : ii,., torical Perspective 
A number of texts refer to activity durations and their 
estimation - particularly through the use of PERT - "Three time" estimates. 
Adrian (1973), Pilcher (1976) and Lockyer (1965) have demonstrate"' the use 
of activity duration calculation by PERT. Recent work in this area has 
been extended to consider the effects on the contract duration, costs 
and expenditure curve of the combination of critical activities with 
differing assumed duration distributions. Van S1yka (1963) has iised 
Monte-Carlo simulation to solve PERT network taking various probabilistic 
distributions for activity times and showing their effect on the project 
duration and comparing these results with conventional PERT results. 
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Charnes et al (1964) have made an attempt to introduce the exact 
distribution of probabilistic activity durations to derive the 
precise distribution of project completion times. Martin 
(1965) 
carried out the pioneering analytical work to find completion time 
distribution of directed acyclic network. Burt & Carman (1971) have 
suggested a cumulative distribution function for stochastic network 
durations. Sehgal (1978) has considered effects of network structure 
and activity time distributions on completion time distributions and 
final cost. Singh (1978) has focussed on the application of risk 
analysis to planning and the effects of derived expenditure/time curves 
for activities on the properties of project durations, costs and 
expenditure curves. 
Baldwin et al (1971) carried out research into the causes of 
delay in the construction industry. Their research is based on the 
questionnaires sent: to contractors, architects and engineers in all 
the states of the U. S. A. It was found that one of the m,, in reasons 
for programmed work not being completed on time was the ineffectivaness, 
or inability of conti:. zctor:. to work to their originally agreed programme 
dates and relevent activity durations. This has recently been further 
confirmed by Stoneman (1979) by the results-of some twenty questionnairs 
which were returned by Sheffield building, contractors who were asked to 
evaluate the major causes of delay in programmed construction projects. 
Burch (1978) has also analysed certain types of delays in the construction 
industry. Bor (1977) carried out an analysis of execution time for 
civil and mechanical engineering projects. 
Text cut off in original 
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5.1.2 The Project 
Stoneman (1979) carried out research incollaboration with 
a medium sized building contractor to analyse the actual activity 
durations for a housing project. He has also compared these durations 
with those originally programmed. The present research is an extension 
of Stoneman`s work. A number of statistical distributions are fitted 
to the ratio of programmed and actual durations for the different 
activities of a housing project. Maxiraum likelihood method is used for tha 
estimation of parameters of the fitted distribution. 
The project chosen was phase 1 of a comprehensive development 
progra. nm: e for the construction of 71 bungalows. The total value of the 
contract at inception was £737,343 although this figure has probably 
been considerably increased by the completion date, due to variations 
and the inclusion of the complete community centre building in phase 1. 
Included in the above figure was an approximate cost breakdown of 
£. 8,000 per bungalow as built excluding the costs of district beating, 
main drainage and certain site works. The contrazt was subject to adjustmcr 
due to increased costs under the application of Fart 1 of Section 2 of 
the Neddo formula rules. The contract works commenced on July 25th, 1977 
and the duration, as stated in the Bill of Quantities was 78 weeks with 
liquidated damages for non-completion included as £2,014 per week (and 
pro-rata for partial completion). 
The contract was awarded to The North East Building Group 
(Workshop) Ltd. The group consists of three contractors: - 
Dernie & Bell, Sons & Co. Ltd., 
, 
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J. H. & W. E. Illett Ltd. 
J. J. & A. R. Jackson & Co. Ltd. 
The phase 1 development contract was carried out by two 
companies in the group: - Dernie & Bell Ltd., and Jacksons Ltd., who 
split the work financially approximately equal. 
The "ladder-frame" critical path network programme prepared 
by the contractor to show how he intended planning and carrying out 
the activities that made up the works to meet the stipulated contract 
completion time is given in figure 5.1, and table 5.1. 
"Ladder-frame" 
relationship of activities in a critical path network 
is explained in 
Harris & McCaffer (1977). Woodward (1975) has discussed the advantage, 
and disadvantages of the use of the critical path network method of 
programming in the cons, tructioij industry. 
5.2 Methodology 
In the present research probabilistic analysis of the ratios 
of actual time to the programmed times is carried out for the two 
firms and the following main activities: - 
Activity setting out 
2. Activity excavation 
3. Activity reinforced concrete foundation 
4. Brickwork to damp-proof course 
5. Concrete ground floor slab 
6. Completion time per bungalow 
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The actual time, planned time and the ratio of the two for 
each activity and each firm is given in tables 5.2 - 5.7. The following 
probability distributions are fitted to the data 
C 1. Ile ib u 11 
2. Gamma 
3. Lognormal 
4. Normal 
Method of maximum likelihood is used to estimate the parameters 
of the distribution. Kolmogorov-Smirnov test was applied for the goodness- 
of-fit of the distribution. Computer programs developed by Dr. A. R. R. `Kamath 
in the Postgraduate School of Industrial Technology were utilized for this 
purpose. A brief description of the above models, methods of estimation 
of parameters and tests for the goodness-of-fit is given in the next sections. 
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Table 5.1 
SCHEDULE OF ACTIVITIES AND DUEATIONS AS PROGRAMMED 
FOR EACH INDIVIDUAL BUNGALOW 
Programmed Total 
ACTIVITY duration in 
Gang duration 
size time in 
gang days manhours 
1. Setting out 
2. Excavation 
1.0 
1.0 
1 Foreman 
1 JCB machine 
& driver 
8.0 
8.0 
3. Concrete foundations 0.66 4L+1 ganger 26.0 
4. Brickwork to damp-proof 1.0 4B+2L 48.0 
course 
5. Concrete to ground floor 0.66 4L+1 ganger 26.0 
slab 
6. Brickwork to super- 2.0 4B+2L 96.0 
structure 
7. Roof carcass 0.66 2C 10.0 
8. Brickwork to gable 1.0 4B+ 2L 48.0 
cut-offs 
*9. Tiling 0.66 2 10.0 
*10. Glazing 0.33 2 6.0 
11. First fixing-joiner 2.0 2 32.0 
*12. First fixing-plumber 1.0 2 16.0 
*13. First fixing-electrician 1.0 2 16.0 
f *14. Plastering 3.0 3 P+ 1L 96.0 
15. Second fixing-joiner 3.0 2 48.0 
*16. District heating 3.0 2 48.0 
*17. Second fixing-electrician 1.0 2 16.0 
*18. Second fixing-plumber 2.0 2 32.0 
*19. Painting 3.33 3 80.0 
*20. Floor Tiling 1.0 1 8.0 
21. Clean-out 1.66 1 13.0 
22. Snagging 1.66 2 26.0 
23. Iiandover 1.66 1 Foreman 13.0 
NOTE: - 
* Sub-contractor. 
Key L- Tabourer B- Bricklaycr C- Carpenter P- Plasterer. 
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Activity: Setting out 
Table 5.2 
Planned Time 8 Manhours 
Jacksons Pernie & Bell (D/B) 
Actual, Time Actual/Planned Time Actual Time -Actual/Planned Time 
1 1.0 0.125 1.0 0.125 
2 1.0 0.125 1.0 0.125 
3 1.0 0.125 1.0 0.125 
4 1.4 0.175 1.0 0.125 
5 1.4 0.175 1.7 0.2125 
6 1.4 0.175 1.7 0.2125 
7 1.7 0.2125 1.7 0.2125 
8 1.7 0.2125 2.7 0.3375 
9 1.7 0.2125 2.7 0.3375 
10 1 2.3 0.2875 2.7 0.3375 
11 2.3 0.2875 3.25 0.40625 
12 2.3 0.2875 3.25 0.40625 
13 
. 
2.4 0.3 3.25 0.40625 
14 2.4 0.3 3.25 0.40625 
15 2.4 0.3 4.0 0.5 
16 2.4 0.3 4.0 0.5 
17 2.5 0.3125 4.0 0.5 
18 2.75 0.34375 4.0 0.5 
19 2.75 0.34375 4.0 0.5 
20 2.75 0.34375 4.0 0.5 
21 2.75 0.34375 4.0 0.5 
22 4.0 0.5 4.0 0.5 
23 4.0 0.5 4.0 0.5 
24 4.0 0.5 4.0 0.5 
25 4.5 0.5625 4.0 0.5 
26 4.5 0.5625 4.0 0.5 
27 4.5 0.5625 4.0 0.5 
28 4.5 0.5625 4.3 0.5375 
29 6.4 0.8 4.3 0.5375 
30 6.4 0.3 4.3 0.5375 
31 6.4 0.8 5.2 0.65 
32 6.4 0.8 5.2 0.65 
33 6.5 0.8125 5.2 0.65 
34' 5.2 0.65 
35 l 5.2 0.65 
- 3.87 - 
Table 5.3 
Activity: Excavation Planned Time 8 Manhours 
Jacksons -* I)ernie & Bell (D/B) 
Actual Time Actual/Planned Time Actual Time Actual/Planned Time 
1 3.7 0.4625 7.25 0.90625 
2 3.7 j 0.4625 7.25 0.90625 
3 3.7 0.4625 7.25 0.90625 
4 4.3 0.5375 7.25 0.90625 
5 4.3 0.5375 9.2 1.15 
6 4.3 0.5375 9.2 1.15 
7 5.1 0.6375 9.2 1.15 
8 5.1 0.6375 10.3 1.2875 
9 5.1 0.6375 10.3 1.2875 
10 5.1 0.6375 10.3 1.2875 
11 6.0 0.75 11.8 1.475 
12 6.0 0.75 11.8 { 1.475 
13 6.0 0.75 11.8 1.475 
14 6.0 0.75 11.8; 1.475 
15 6.0 0.75 11.8 1.475 
} 16 6.0 0.75 12.0 1.5 
17 6.5 0.8125 12.0 ( 1.5 
18 6.5 0.8125 12.0 1.5 
19 6.5 0.8125 14.1 
1 
1.7625 
20 6.5 0.8125 14.1 ( 1.7625 
21 6.5 0.8125 14.1 1.7625 
22 7.4 0.925 14.1 1.7625 
23 7.4 0.925 14.1 1.7625 
24 7.4 0.925 15.0 1.875 
25 7.4 0.925 15.0 1.875 
26 7.4 0.925 15.0 1.875 
27 7.75 0.96857 15.0 1: 875 
28 7.75 0.96875 15.6 1.95 
29 7.75 0.96875 15.6 1.95 
30 7.75 0.96875 15.6 1.95 
31 9.8 1.225 15.6 1.95 
32 9.8 1.225 15.6 1.95 
33 9.8 1.225. 17.2 1.215 
34 10.2 1.275 17.2 1.215 
35 10.2 1.275 17.2 1.21.5 
36 10.2 1.275 
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Table 5.4 
Activity: Reinforced Concrete Fount! ation Planned Time 26 Nanhours 
Jackson Dernie & Bell. (D/B) 
Actual Time Actual/Planned Time Actual Time Actual/Planned Time 
1 9.0 0.346 12.5 0.4808 
2 9.0 0.346 12.5 0.4808 
3 9.0 10.436 12.5 0.4808 
4 10.4 0.4 12.5 0.4808 
5 10.4 0.4 13.3 0.5115 
6 10.4 0.4 13.3 0.5115 
7 12.4 0.4769 13.3 0.5115 
8 12.4 0.4769 13.6 0.5231 
9 12.4 0.4769 13.6 0.5231 
10 13.8 0.5303 13.6 0.5231 
11 13.8 0.5308 14.8 0.5692 
12 13.8 0.5308 14.8 0.5692 
13 13.8 0.5303 14.8 0.5692 
14 14.5 0.5577 14.8 0.5692 
15 14.5 0.5577 17.0 0.6538 
16 14.5 0.5577 17.0 0.6538 
17 14.5 0.5577 17.0 0.6538 
18 16.0 0.61.54 19.1 0.7436 
19 16.0 0.61.54 19.1 0.7436 
20 16.0 0.6154 19.1 0.7436 
21 16.4 0.6307 19.1 0.7436 
22 16.4 0.6307 19.1 0.7436 
23 16.4 0.6307 22.6 0.869 
24 18.0 0.9623 22.6 0.869 
25 18.0 0.9623 22.6 0.869 
26 18.0 0.9623 22.6 0.869 
27 20 0.7692 22.6 0.869 
28 20 0.7692 23.3 0.8961 
29 20 0.7692 23.3 0.8961 
30 20 0.7692 23.3 0.8961 
31 20 0.7692 25.2 0.9692 
32 23.8 0.9154 25.2 0.9692 
33 23.8 0.9154 25.2 0.9692 
34 23.8 0.9154 25.2 0.9692 
35 23.8 0.9154 25.2 0.9692 
36 23.8 0.9154 
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Table 5.5 
Activity: Brickwork to damp-proof course Planned Time 48 Manhours 
Jacksons Aernie & Bell (D/8) 
Actual Time Actual/Planned Time Actual Time Actual/Planned Time 
1 20 0.4166 10.3 0.2146 
2 20 0.4166 10.3 0.2146- 
3 20 0.4166 10.3 0.2146 
4 25 0.5417 1.1.0 0.2292 
5 25 0.5417 11.0 0.2292 
6 25 0.5417 11.0 0.2292 
7 27.5 0.5729 16.0 0.3333 
8 27.5 0.5729 16.0 0.3333 
9 27.5 0.5729 16.0 0.3333 
10 27.5 0.5729 19.8 0.4125 
11 34.6 0.7208 19.8 0.4125 
12 34.6 0.7208 19.8 0.4125 
13 34.6 0.72.08 19.8 0.4125 
14 34.6 0.7204 25.0 0.5208 
15 34.6 0.7208 25.0 0.5203 
16 37.0 0.7708 25.0 0.5208 
17 37.0 0.7705 25.2 0.525 
18 37.0 0.7708 25.2 0.525 
19 48.4 1.0083 25.2 0.525 
20 48.4 1.0083 25.2 0.525 
21 48.4 1.0083 25.2 0.525 
22 48.4 1.0083 26.5 0.552 
23 43.4 1.0083 26.5 0.552 
24 58.5 1.21875 26.5 0.552 
25 58.5 1.21875 26.5 0.552 
26 58.5 1.21875 31.6 0.6583 
27 58.5 1.21875 31.6 0.6583 
28 58.7 1.2229 31.6 0.6583 
29 58.7 1.2229 31.6 0.6583 
30 58.7 1.2229 31.6 0.6583 
31 60 1.25 39.6 0.825 
32 60 1.25 39.6 0.825 
33 60 1.25 39.6 0.825 
34 72 1.5 39.6 0.825 
35 72 1.5 39.6 0.825 
36 72 1.5 
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Table 5.6 
Activity: Concrete to Cround. Floor Slab Planned Time 2,6 Nanhours 
Jacksons Dernie & Bell (D/B) 
Actual Time l Actual/Planned Time Actual Time Actual/Planned Time 
1 5.5 0.2115 19.0 0.7308 
2 5.5 0.2115 19.0 0.7308 
3 5.5 0.2115 19.0 0.7308 
4 5.5 0.2115 22.0 0.8461 
5 8 0.3077 22.0 0.8461 
6 8 0.3077 22.0 0.8461 
7 8 0.3077 22.0 0.8461 
8 13.3 0.5115 22.0 0.8461 
9 13.3 0.5115 22.3 0.8577 
10 13.3 
1 
0.5115 22.3 0.8577 
11 14.7 0.5654 22.3 0.8577 
12 14.7 0.5654 25.2 0.9692 
13 14.7 0.5654 25.2 0.9692 
14 16.0 0.6154 25.2 0.9692 
15 16.0 
. 0.6154 
25.2 0.9692 
16 16.0 0.6154 25.2 0.9592 
17 16.4 0.6308 25.3 0.9731 
18 16.4 0.6308 25.3 0.9731 
19 16.4 0.6308 25.3 0.9731 
20 16.4 0.6308 25.3 0.9731 
21 16.4 0.6308 26.0 1.0 
22 16.8 0.6461 26.0 1.0 
23 16.8 0.6461 26.0 1.0 
24 16.8 0.6461 26.0 1.0 
25 16.8 0.6461 26.0 110 
26 16.8 0.6461 26.0 1.0, 
27 18.7 0.7192 26.0 1.0 
28 18.7 0.7192 29.2 1.1231 
29 18.7 0.7192 29.2 1.1231 
30 23.0 0.8846 29.2 1.1231 
31 23.0 0.8846 29.2 1.1231 
32 23.0 0.8846 29.2 1.1231 
33 23.0 0.8846 38.7 1.4835 
34 33.3 1.281 38.7 1.4885 
35 33.3 1.281 38.7 1.4885 
36 33.3 1.281 
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Table 5.7 
Total Actual Time taken per bungalow: Planned Time 116 Manhours 
Jacksons Dernie & Bell, (D/B) 
Actual Time Actual/Planned Time Actual Time Actual/Planned Tic 
1 56 0.4828 58.5 0.5043 
2 56 0.4828 58.5 0.5043 
3 56 0.4828 58.5 0.5043 
4 58 0.5 67.9 0.585 
5 58 0.5 67.9 0.585 
6 58 0.5 67.9 0.585 
7 58 0.5 72.0 0.6270 
8 62 0.5345 72.0 0.6270 
9 62 0.5345 72.0 0.6270 
10 62 0.5345 73.25 0.6315 
11 71.1 0.6129 73.25 0.6315 
12 71.1 0.6129 73.25 0.6315 
13 71.1 0.6129 73.25 0.6315 
14 83.9 0.7233 78.1 0.6733 
15 83.9 0.7233 78.1 0.6733 
16 83.9 0.7233 78.1 0.6733 
1.7 83.9 0.7233 78.1 0.6733 
18 83.9 0.7233 87.6 0.755 
19 98.1 0.8457 87.6 0.755 
20 98.1 0.3457 87.6 0.755 
21 98.1 0.8457 87.6 0.755 
22 98.8 0.8517 87.6 0.755 
23 93.8 0.8517 98.5 0.849 
24 98.8 0.8517 98.5 0.849 
25 98.8 0.8517 98.5 0.849 
26 98.8 0.8517 102.6 0.8845 
27 104.9 0.9043 1.02.6 0.3845 
28 104.9 0.9043 102.6 0.8845 
29 104.9 0.9043 102.6 0.8843 
30 104.9 0.9043 102.6 0.8843 
31 112.4 0.969 104.2 0.8928 
32 11.2.4. 0.969 104.2 0.8928 
33 112.4 0.969 104.2 0.8928 
34 113.4 0.9776 104.2 0.8928 
35 113.4 0.9776 104.2 0.8928 
36" 113.4 0.9776 
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5.2.1 Statistical Distributions 
The following distributions used in the analysis are described 
in brief . 
5.2.1.1 Weibull Distribution 
The cumulative distribution for a random variable x distributed 
as the three-parameter Weibull is given by: 
e x> 0 
F(x; a, 
0x<0 
where ß>0, a>0 and 0>0. The parameter ß is called the shape 
parameter or the Weibull slope, the parameter a is called the scale 
parameter or the characteristic life, and the parameter 0 is called the 
location parameter. 
The two parameter Weibull cumulative distribution is given by 
1x 
1-e `a x0 
F(x; a., ß) = (5.2.1.1.2) 
ý0 x<0 
Since the three-parameter distribution can always be converted to the two- 
parameter distribution by a simple linear transformation the two-parameter 
Weibull is used to illustrate, the properties of the distribution. 
The probability density function is obtained by diffcrentiat?. nb 
(5.2.1.1.2). 
1a (aý lxZ0 
f(x; a, 10 
x<0 
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The kth moment of the Weibull distribution is found as follows: 
(! 
ý-j 
E(X') =Jxä 
[äJ 
e dx (5.2.1.1.4) 
lß 
Using the transformation u= 
[ä 
one gets 
E(X) = ak f 
[1 
+ 
kJ (5.2.1.1.5) 
Hence the mean of the Weibull distribution is 
u=ar 
`1+1ý 
(5.2.1.1.6) 
and the variance is 
ä= 
a2 Ir 
(1 
+I- (` 2 
ý1 
+ 
LJ 
parameter ß, as the n. rne implies, determines the shape of the distribution. 
5.2.1.2 Gamma distribution 
The gamma probability density function is 
xu xu-i e 
xx 
f(::; u, ý) -x>0, A>0, U>0 
10 elsewhere 
where F (p) is given by 
r- u) = J! 
f x}'-1 e-s dx (5.2.1.2.2) 
and (-(u) = (u - 1)! when p is a positive integer. p and A are shape and 
scale perameters respectively. The cumulative gnnun3 distribution is 
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u 
r(u) 
J 
x11-1 e 
XX dx 
x0 
F(t) _° '(5.2.1.2.3) 
0x<0 
If p is an integer, it can be shown that 
F(t) = 
(at), e at 
k: 
(5.2.1.2.4) 
k= p 
The mean and variance of the gamma distribution are given by 
Mean = pX 
Variance = ua 
5.2.1.3 Lognormal distribution 
The lognormal distribution is the model for a random variable 
whose logarithm follows the normal distribution with parameters u and a. 
Thus 
Z I_ 
21 CrXV: Z'T "P cl 
I 
f(x; U. ý) =0<x< 
0 
otherwise 
p and a are scale and shape parameters respectively. This 
distribution has many different shapes for non-negative x. The lognormal 
distribution has been used in a variety of applications, from economics to 
biology, for processes in which the observed value is a random proportion of 
the previous value. Examples include the distribution of personal incomes, 
inheritancies, and bank deposits, and the distribution of the size of an 
organisation whose growth is subject to many small impulses, the effect of 
which is proportional to the momentary size of the organisation. 
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The mean of the lognormal distribution is given as 
2 
E (x) = exp [11 +2l (5.2.1.3.2) 
and the variance as 
22 
var(x) = e211 
+a (ea - 1) (5.2.1.3.3) 
The cumulative distribution function for the lognormal is 
xý/2 
exp 
1j g'n (X) - u}2 
Jd% 
(5.2 
. 1.3 . 
4) 
4l JJJ 
or 
Oi 
u 
where ý is the cumulative distribution function of standard normal. The 
p and a, are, respectively the mean and standard deviation of the natural 
logarithm of the random variable x. 
5.2.1.4 tinrc: al Distribution 
Either as an exact probability model or as a good approxirtate 
to the exact probabitity model, the normal distribution provides a good 
description for many situations. A, random variable X is said to be noramily 
distributed (or have a normal probability distribution) with mean , and 
standard' deviation cs when its probability density functicn is given by 
(2 
f (y) 
1- 
exPLFF. 
(7 2 7r 
1 CT 
J 
1 a>0 
(5.2.1.4.1) 
- Co !X< Co 
_0ýucm 
The distribution in this form is usually referred to as N(u, a2 where 
Cy 
2 be the variance. 
When }i = 0, and a=1, then we call Xa standard normal 
variable with standard normal probability density and distribution functions. 
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Let z= (x - 3i)/a be the standardized normal variable. Distribution of 
z is the standard normal distribution function which is denoted by N(0; 1) 
and can be expressed as, 
2 
exp 
( 
I- 2j, fez) _7 72 -M <z< 
(5.2.1.4.2) 
The normal cumulative distribution function is given by 
F (x) =ff (x), dx (5.2.1.4.3) 
Tabulated values of the standard nortal C. D. F. integral are available and 
can be obtained from any statistical tables. However, there are a number 
of approximate mathematical functions that can be utilized to evaluate 
Eq. (5.2.1.4.3). A fairly accurate mathematical formula was introduced by 
Page (1977) and is given by 
F (z) == 2- 
rL exp 
[- 1 
z2 j dz (5.2.1.4.4) IT 21 
.w 
17(z) = 0.5 [1 + tan ü(y)] (5.2.1.. 4.5) 
where y=, (1 + 0.044715 z2) z 
z= (X ý)/ý 
The main characteristics of normal distribution are as follows: 
{1) It is bell-shaped and syFnmetrical about x=p. 
(2) There is a single mode at x= It, which is also the median. 
(3) It is the limiting distribution for many distributions, 
e. g. gamma distribution as the shape parameter tends to infinity. 
Given a set of data xl, x2, ..., xn, the maximum likelihood estimates for 
u and a are 
ji =n xý (5.2.1.4.6) 
n 62 
_ .1r (x - 
X) (5.2.1.4.7) 
n ý=1 
- ý9 7- 
5.2.2 Methods for the Estimation of Parameters of Distribution 
A number of methods are available for the estimation of 
parameters for a hypothised distribution. The most important of them 
and commonly used are: 
(1) Method of Maximum Likelihood. 
(2) Method of Least Squares. 
(3) Method of Matching Moments. " 
(4) Graphical Methods. 
The above methods are briefly described in the following sections. 
5.2.2.1 Method of Na-ximum Likelihood 
This method is due to Fisher (1922) and is based on the 
principle that the probability of obtaining the given sample values should 
be a maximum if the estimator equals the population value. 
Suppose there is a sample xI, ..., xn from a distribution 
(x, 6), where 0 is the population parameter. The likelihood function of 
the n independent sample values is defined as 
L (v 0) 
(5.2.2.1.1) i. e. L= if f (x ; 0) 
=I 
The method of maximum likelihood consists of finding the value 0 which 
maximises L (xI, x2, ...; 0). It is convenient to take the logarithm 
of the likelihood function, thugs 
kn L=w (0) - kn IT f (xi ; 0) (5.2.2.1.2) 
11 
£n fi: ; 0) 
called the "log-likelihood function". The position of the maxima of 
£n L and £ are identical. 
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5.2.2.2 Method of Least Squares 
The method of least squares is widely used in fitting a 
curve or a straight line to a given set of data. It is based on the 
principle that the sum of the squares of the errors or differences between 
the actual and corresponding curve values is a minimum. 
Let yl, yz , y3 , ... yn be a set of n observations taken at 
points xa, 2, ... xt respectively. 
Let y{' = f(x; 0, j=1,2, ... m) be a function representing 
values on the fitted curve, where e are the parameters to be estimated. 
Then 
n zi D=[ yi -f (x ; 8j ,j1, ... m)] 
is minimum. 
t =i 
This is obtained by setting the first m partial derivates of 
D2 w. r. t. to its paraweters @,, ß2 ,. Am to zero and solving the set of 
m 'normal equations' for in parameters. 
DD i i. e. 0 for j=1, ... rn. 
In case of a straight, line y= ax + b. 
n 
ll2 x Iy, - (ax + b)}2 
1=a ýD2 
a where 
(x, y, ), i=1, ... n are the 
data points. Then ä=0 
gives ) 2{y1 - (ax + b) (-x) 0 
t =i 
nnn 
i. e. - yf xf +a xi + b* F xf =Q (5.2.2.2.1) 
1=1 1=1 f=1 
aD2 " 
8b =0= 
2{yi (ax b) }=0 
nnn 
y- a x- b 1=0 (5.2.2.2.2) 
The least square estimates of parameters a and b are obtained by solving 
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the above normal equations (5.2.2.2.1) and (5.2.2.2.2) 
y, l 
ý x' yý 
, l 
a= 
n 
n 
n 
x2 x (5.2.2.2.3) 
i 
ý 
X2 YI 
Ix 
yt 
[ 
X, 
Z Li J Li t J L[ J 
b= 
n 
i 
_x 
12 
v 
V 
(5.2.2.2.4) 
' 1 =1 i =1 
5.2.2.3 Methol of matching moment 
Suppose that X is either a continuous random variable with 
probabiltiy density f(x; 01, e2, ... 0k) or a discrete random variable 
with distributio. r' P(x; el ) C)2 , ... 0k) characterised 
by k unknown parameters 
Let Xl, X2, ..., Xn 
be a random sample of size n from X, and define the 
first k sample moments about the origin as 
ml = 
1-' t=1,2, ... k 
(5.2.2.3.1) 
t 
The first k population theoretical moments about the origin are 
Jx 
ro 
ui' =E (x) 
tf (x; el 3- 02 , ... 8k) dx 
(5.2.2.3.2) 
_ aý 
rw1,2, ... Ic X continuous 
= Xt 7 
(X; of 
13 
e2 
, ... 0k) (5.2.2.3.3) 
x CR 
x 
L=1,2, ... kX 
discrete. 
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The population moments {!. t} will, in general, be functions of. the k 
unknown parameters {0, } . Equating sample moments and population moments 
will yield k simultaneous equations in k unknowns (the 10 F 
}); that is, 
U' i m' t=1,2, ... k 
(5.2.2.3.4) 
cc 
AA 
The solution to equation 6 2.2.3.4) denoted 01 ,0 29 ... 
0k , yields the moment 
estimates of ©i , 
e2 
, ... 
Rk 
. 
The method of matching moments often yields estimators that 
are reasonably good. In general, matching moment estimators are asymptotically 
normally distributed (approximately) and consistent. However, their 
variance may be larger than the varianc. e of estimators derived by other 
methods, such. as the method of maximurit likelihood. Occassionally, the 
method of matching moments yields estimators that are very poor. 
5.2.2.4 Graphical Methods of estimation 
Graphical methods, are the simplest, but not very accurate 
methods of estimating distribuiton parameters. However, they have many 
particular advantages in the early states of data anaysis. 
It is' usually possible to draw a smooth curve (of unknown 
form) through experimental points plotted so that a correlation axist: s 
between the abscissa and ordinate. However, it is not usually possible 
to tell from visual examination of giver. curve, the equation describing it, 
until the curve is a straight line. Straight line is therefore taken 
as a basis of visual graphical analysis. However, if the functional 
form is non-linear, then usually a suitable transformation can be 
applied to reduce it to linear form. In number of situaion logarithm 
transformation is very helpful. For this purpose log and semi-log and 
probability grpah papers (for various distributiono) are available. 
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Much of the theoretical foundation for graphical methods is given in Gumble 
(1958). Johnson (1959) developed simplified methods for estimation of 
parameters and for drawing confidence intervals for regression lines, 
and Herd (1960) provided interpretive analysis of graphical plots.. 
Hans & Shapiro (1967) have demonstrated the use of probability plots 
for estimating distribution parameters, as well as for `evaluating: the 
applicability of the various probability models such as Normal, Lognormal, 
Gar. ma, Chi-Square, Exponential, Weibull, Beta and Uniform distributions. 
5.2.3 Testing (loo-dress-off-lit of Distributions 
Goodness-of-Fit tests are statistical procedures which can 
be utilized to test the goodness fit of a particular set of data to 
hypothesized distribution. Two simple tests i. e. of Chi-Square or 
Kolmogorov-Smirnov are commonly used for this purpose. The Kolmogorov- 
Ssiirrov Lest is particularly well suited for testing uuhen the hypothesized 
distribuion is continuous. 
5.2.3.1 Chi"-Square test for Coodnes-of-Fit 
The oldest and most concnonly used procedure for evaluating 
distributional assumptions is the Chi-Square Goodness-of-Fit Test. It 
can be applied simply to test any distributional assumption, without 
our having to know the values of the distribution parameters. Its major 
drawbacks are its lack of sensitivity in detecting inadequate mod-As when 
few observations are available, and the frequent need to arrange the data 
into arbitrary cells, which can affect the outcome of the test. 
The null hypothesis of the test is that a set of data comer, 
from a population having a given distribution (against the alternative 
that the population has some other distribution) and is based on the 
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statistic 
2k 
(fr - er 
X=Le 
t =i r 
where the fI and eI are the corresponding observed and expected frequencies. 
The sampling distribution of this statistic is approximately the Chi-Square 
distribution with k-m degrees of freedom, where k is the number of cells 
in the formulae for x2 and m is the number of quantities, obtained from 
the observed data, that are used in calculating the expected frequencies. 
5.2.3.2 Kolinogorov-Smiri r Test 
The Kolrogorov-Smi°nov test the hypothesis that a random 
sample belongs to a specified continuous distribution. 
Let t, i=i, ... N be observed values arranged 
in an 
ascending order. The observed cumulative distribu: tort function is given 
by 
G(tr) -ni=1,2, ... tý 
(5.2.3.2.1) 
where i is the number of observations in the sample not greater than t 
in magnitude. The test statistic called D-Max is then given by 
D-Nax Ma) 
N 
! F(t1) - G(t') (5.2.3.2.2) 
where F(ti ) is the value of the cumulative distribution function obtained 
from the hypothesised distribution. 
The hypothesis H0: F(t) = G(t), is rejected at the 100% 
level or significance if the computed value of the statistic exceeds the 
-100 a% point of the. theoretical distribution of. the ststistic chosen. 
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Critical values of the Kolmogorov-Smirnov test for 
different significance levels are tabulated in Appendix E.. Although 
the Kolscogorov-Snirnov test gives better results for small sample size, 
it is safer to use the X2-goodness-of-fit test if one is dealing with 
large samples. 
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5.3 Cos eats and Discussion 
(1) Activity: Setting'Out 4 
(a) It can be seen from the summary table 5.8 and fig. 5.2 
that all four distributions provide a reasonable fit to 
to the activity duration. 
(b) For Jacksons data all four distributions provide 
comparable mean values. However Weibull provide the 
smallest variance for the activity and Lognormal the 
smallest D-ma: x. 
(c) For the Dernier & Bell data, the lognormal provides 
a slightly larger mean than the other three distributions 
with the Weibull having the smallest variance, and the 
normal the smallest D -max (table 5.8 and fig. 5.3). 
(2) Activity: Excavation 
(a) For Jackson's data, table 5.9? and fig. 5.4, show 
that all the four distributions have nearly equal means. 
However the Normal provides a smaller variance and D--max 
than the other three distributions. 
(b) For the Dernie & Bell data, the Weibull distribution 
provide a better fit than the other three distributions in 
terms of minimum mean, variance and D-max as shown in 
table 5.9 and fig. 5.5. 
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(3) Activity: Reinforced Concrete Foundation 
(a) Table 5.10 and fig. 5.6 that give the results for 
the Jackson's data show that all four distributions provide 
nearly equal means and variance, whilst the Lognormal 
distribution gives the smallest D-Max. 
(b) For the Dernie & Bell data, all the four distributions 
result in nearly equal means and variances. All distributions 
except Cam-ma also provide approximately equal D-max. 
(Table 5.10 and fig. 5.7. ) 
(4) Activity: Brickwork and Damp-, roof course 
(a) For Jackson's data table 5.11 and fig. 5.8 show that 
means of the four distributions are all nearly equal, the 
Weibull however provides a better fit in terms of a 
variance and D-rna. x. 
(b) Table 5.11 and fig. 5.9 show that for the Dernie & Bell 
data the rüeans of all four distributions are nearly all equal, 
while the Weibuli provides the smallest variance, and the 
normal the smallest I)-max. 
(5) Activity: Concrete to Ground Floor Slab 
(a) The Weibull distribution provides the best fit 
for the Jackson data as shown in table 5.12 and fig. 5.9. 
(b) For the Dernie & Bell data, table 5.12 and fig. 5.10 
demonstate that all four distributions have nearly equal 
means, while the Gam= has the smallest variance and D'-max. 
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(6) Distribution of the Ratio of Actual/Planned time per bungalow 
For both firms the Weibull distribution provides a better 
fit than the other three distributions in terms of minimum 
mean, variance and D-may:.. This is demonstrated in table 5.13 
and figs. 5.11 and 5.12. 
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Table 5.8 Sumrary of Comparison of Goodness-of-lit of the Weihull, Camma, 
Lognormal and Normal Distributions 
Activity 1 Setting Out 
Jacksons D. ernie & Bell 
Shape 1.9711 3.1514 
Scale 0.45 0.48 
.0 
Mean 
.. _ 
i 
0.4 0.43 
_ .w 
Variance 0.04438 0.0226 
D-max 0.19 n. 272 
Shape 3.4711 5.1357 
Scale 0.114 D. n842 
' { 
`ý Mean 0.4 0.43 
C7 
f cý 
[li 
Variance 0.045 0 03 
V . ý_.. 
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Shape ý o. 57 051 
___. _. ý.. _. _ 
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._ 
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_... _. _, _.. 
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V4 
L 
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Mean 
Variance 
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0.44 
0.0 583 
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." 
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Table 5.9 Comparison of Goodness-of-Fit of the tdcibull, Gamma, 
Lognormal and Normal Distributions 
Activity 2 Excavation 
Jacksons Dernie & Bell 
Shape 3.8257 5.0608 
Scale 0.93 1.73 
ý Mean f 0.84 1.57 .ý 
Variance 0.0597 0.129 
D-max 0.137 0.157 
Shape 12.2334 16.097 
Scale 0.0684 0.0932 
Mean 0.84 1.58 
W "" VAri. ncu. 
0.06 o. 15 
- 
, C., 
D"-max 
. 
0.154 0.214 
Shape, 0.3 0.26 
Scale -0.22 0.4265 
fs -4 
Mean -0.84 1.59 
ro o 
o Variance 0.0641 0.179 a 
D-max 0.132 0.189 
Mean 0.3365 1.5807 
r, Std. Dev. 0.24 0.38 
Q Variance 0.058 0.143 
D-zrax 0.125 0.17 
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Table 5.10 Comparison of Goodness-of-Fit of the'Weibull, Gamma, 
Lognormal and Normal Distributions 
Activity 3 Reinforced Concrete Foundation 
Jacksons Dernie & Bell 
Share 3.993 4.55 
Scale 0.68 0.76 
Mean 0.62 0.71 
Variance. 0.0302 0.0315 
D-max- 0.121 0.1,47 
Shape 12.912 
! 
15.925 
_ý» 
Scale. 0.04737 0.0445 
w- 
ýý, Tiaan 0.62 0.71 
w t; Variance 0.03 0.03 
D-max 0.131) 0.25 
Shape 0.29 0.26 
0 Scale -0.5199 -0.3755 
x Mean 0.62 0.71 
c, 3 U 
0 Variance 0.0333 0.032 
D-max 0.097 0.186 
Mean 0.62 0.7091 
,, Std. Dev. 
0.17 0.18 
Variance 0.0298 0.032 
D-max 0.11 0.186 
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Table 5.11 Comparison of Goodness-of-Fit of the Weibull, Gamma, 
Lognormal, Normal Distributions 
Activity 4 Brickwork to Damp-proof Course 
Jack:; ons Derni e& Bell 
Shape 3.0811 2.993 
Scale. 1.03 0.57 
Ie<. n 0.92 0.51 
Variance 1 0.1fl608 0.03444 
D -max 
J 
0.178 0.161 
Shape 7.17579 6.40847 
Scýý1e 0.127+8 0.0793 
riean 0.91 0.51 
w U Variince 
I 
0.12 0.0 1, 
0 
" 
D-max " 0.242 0.188 
ý 
Shape__. 
_ 
0.39 0.43 
1609 -0 7566 -0 Scala . . 
ý f 
" Mean 0.92 0.51 
Cd 0 
cz Variance 0.14098 0.0524 11} 
11 y 
D-max 0.18 0.225 
mean 0.9144 0.5084 
r, Std. Dev. 
0.34 0.19 
ý4 Variance 0.11263 0.0366 
D--max. 0.179 0.154 .. 
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Table 5.12 Comparison of Goodness-of-Fit of the Weibull, Gamma, 
Lognormal and Normal Distributions 
Activity 5 Concrete to Ground Floor Slab 
Jacksons Dernie & Bell 
Shape "2.485 4.988 
Scale 0.71 1.08 
Mean 0.63 0.99 
Variante 0.07407 0.05 35 
79 0.7 27 0 D-max - . 
Shape 5.06975 31.9336 
Scale 0.12475 0.0312 
T? can 0.63___ 1.0 
W u Variance 0.0) 0.0.4 
o D--max 0.211 0.342 
Shape 0.48 0.18 
Scale -0.5598 -0.0204 
Y 
dean 0.64 1.0 
r 0 
o Variance 
0.108 0.03115 
D-max 0.215 0.225 
f Mean 0.6325 0.9954 
r, 
M` 
Std. Dev. 0.27 0.19 
Variance 0.0749 0.03582 ö 
D-max 0.202 0.262 
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Table 5.13 Comparison of Coodness-of-Fit of the Weibull, Garana, 
Lognormal and Normal Distributions 
6 Analysis of total actual time taken per bungalow 
Jacksons Dernie & Bell 
Shape 4.9579 6.5318 
Scale 0.82 0.79 
Mean 0.75 0.73 
3 t. Variance 0.0298 0.01719 , 
D-max 0.198 0.183 
16 2754 607 29 Shape . . 
Scale 0.0457 0.025 
ca 
)lean 0.75 0.73 
W C Variance 0.03 0.02 
D-max. 0.281 0.2116 
_ . 
ý- 
.... _. ý ....... __ _ 
Shape 
. _. 
0.26 0.19 
~ý`Y 
Scale -0.3255 -0". 3312 
w 
Mean 0.75 0.73 
cJ U _ 
Variance 0.039 0.01917 
D-max 0.228 0.185 
Mean 0.7453 0.7302 
,4 Std. Dev. 
0.18 0.13 
0 
ö Variance 0.03318 0.01768 
D-max 0.209 0.186 
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5.4 Summary and Conclusions 
In this chapter a probabilistic analysis of the ratio of actual 
and planned time of a housing project is carried out for five major 
activities of the project. The following distributions were fitted 
1. Weibull 
2. Gamma 
3. Lognormal 
4. Normal 
A brief introduction to these models is given. Methods of 
estimation for the parameters of the distributions are discussed,. 
Two most commonly used methods for the goodness-of-fit of a distribution 
are also described. 
Due to its mathematical rigour, maximum likelihood is the most 
Preferred-method for the estimation of parameters of a di. stributiou. 
Maximum likelihood method was used for this purpose. Because all the 
four candidate dis: rihutions are continuous, the Kolorogorov-"Smirxnov 
test was utilized for testing tho gooclnrss-of--fit of the distributions, 
Although for most of the activities all the distributions provide a 
reasonable fit in general the Weibull distribution provides the better 
fit for the majority of the activities. 
Completion time distribution can be used for a number of purposes4 
such as (a) for evaluating performances related to different activities 
and/or subcontractors. This information is Helpful in the estimation, 
planning, forecasting-and control of cost, time and performance (and/or 
quality) of similar activities for a similar future project. 
(b) in preparing a bid price for a project. The bid price racy be bared 
on a target time and/or cost corresponding to a specified probability of 
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completion. This topic needs research in its own merit. Related studies 
on the topic are reported in Vergara & Boyer (1974), Bor (1977) and 
Sehgal (1978). 
it is stressed that the description of statistical information 
such asprobabi, lity distributions, and estimation of statistics such as 
means and variances can be usefully applied to the quantitative analysis 
of uncertainty and assessement of associated risk. This information can 
also be helpful in the formulation of trade-off studies related to the 
decision making involved in the planning and control of projects. 
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CRAPTER 6 
FORECASTING OF CONSTRUCTION COST INDICES 
USING BOX-JENKINS METHODOLOGY 
In this chapter construction cost indices, their 
applications, limitations and methods of formation 
are discussed. Box-Jenkins models are employed to 
study past behaviour and forecasts future labour, 
materials. and building cost indices. 
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6.1 Intröduction 
Cost information is necessarily historical in nature, being 
collected over a period of years. 
levels and market conditions change. 
With the passing of time price 
Collected iri£ormction, to be 
of any use in the cost planning of future projects, must be brought 
up-to-date and, in some instances, projected into the future. to coincide 
with the planned tender date for a particular project. 
To adjust analysed costs, to take account of the passing of time, 
use can be made of construction costs and tender price indices. In 
the building industry it has been a common practice to make use of 
historical indices of construction costs and tender prices. Incre,. s- 
ingly these indices are being used to predict future construction 
costs and tender prices. A number of organisations forecast such 
indices for their private use and some publish it at regular intervals 
in various publications. A DILSS research paper (1977) has reviewed 
13 of these indices. 
Davis, Belfield and IEverest, (1975) a chartered quantity firn, 
who prepare spons Archi. t: ects acid ruil iers price book reported 
"Experience has showy: that va'. batever the difficulties of fore- 
casting, our clients consistently ask for advice on this subject and 
look to the building profession, in particular the quantity survaryor, 
to provide the answer. " 
With the increasing rate of inflation in recent years there has 
been a greater need for some reasonable indication of future cost 
levels. Understandably building owners are interested not only in what 
their financial commitment may be at today's prices but the final cost, 
that they will be called upon to meet and it is invariably to the building 
profession that they look for the answer. 
In view of the increasing use of building cost and tender price 
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indices for predicting future construction cost and tender prices, it 
was decided to find a suitable and accurate method for forecasting 
these indices. Most o: the organizations predicting these indices 
use rule of thumb. 
In the next few sections of this chapter some basic questions 
related to types of indices used in the construction industry, need 
for indices, uses of indices and methods of preparation are considered. 
6.1.1 Basic types of indices used in the construction industry 
There are two terms which are often confused when considering 
construction indices, Those terms are "tender prices" and "building 
costs". Building Costs are the cost actually incurred by the builder 
in the course of his business, i. e. wages, material prices, plant costs, 
rates and taxes. These factors are themselves, the subject of indices, 
even down to different types of material, to show their own individual 
price. movem not. Tender Price represents the cost a client must pay 
for a building. 't'hey i. nclude "buildiug costs" but also take into 
account market conditions. This means that, for ex.; nple, in times 
of boom "tender prices" may increase at a rate greater than "building 
costs", whilst in a depression the opposite may apply. In exceptional 
circumstances "tender prices" may actually go down, whilst "building 
costs" are rising. 
These two mein kinds of indices used in the construction industry 
are usually formed as follows 
1. Building Cost Indices - various, methods are used to compile 
building cost indices. Some of these are described later in 
Section 1.4" 
2. Tender Price Indices; - these arc generally compiled by comparing 
the prices of a proportion of the items within a number of 
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accepted tenders during a given period against the price of 
similar items in a base schedule Of rates. Each tender is 
indeed the mean (geometric or arithmetic) of the sample becomes 
the index for that period. 
6.1.2 The need for indices 
Government requires indices as a part of the informatiQa used in 
the development of its policies towards an industry for whose products 
it is a dominant customer. Bryant, C. G. E. (1976) has recognised the 
need of these indices by government : 
"Goverment needs price indices for several purposes. First, 
revaluation of expenditure, output and new orders, figures for const- 
ruction work is essential for the analysis of 'real' developments 
in the industry. This is necessary to provide an adequate framewort 
for forecasting future developments and in assessing; the developmant 
of the economy generally. Secondly, price indices compared with indices 
of contractors' costs provide some indication of the pressure of 
demand on cons t-r. uct . on resources; prices rising, faster than costs : ahea 
there is overloading and more slowly when demand is slack. Thirdly, 
public expenditure progranrtes may be planned i. n. 'constant' price terms: 
that is fixed volumes of services to be purchased. Control of expenditure 
fixed in these terms must he through identifying the money expenditure 
which is required to purchase the services. Alternatively, an annual 
'cash ceiling' may be set for the coming financial year's programme on 
the basis of forecasts of expenditure prices available at the time. 
If expenditure prices increase faster than expected, the volume of 
services purchased is less; if prices rise more slowly, extra services 
may be purchased. Cash ceilings are set for many construction programmes 
and the expenditure price level is forecast on the basis of the price 
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levels of tenders already accepted when the limit is set, forecasts of 
future movements of tender prices and the expected cost of price adjust- 
ment clauses where appropriate. 
As well as being controlled on an aggregate level, many public 
sector programmes are also controlled at the project level by cost 
limits. (for example schools, hospitals) : tender prices are used as 
a basis for adjusting these limits to take account of inflation. " 
In addition to the Government's need for price indices', price 
indices are also used for various contract price adjustments. 
Another important use of a price index is that it is a useful tool to 
have at one's disposal when considering the problems of assessing or 
adjusting a cost limit. Mitchel, It. (1971) reported that DOE has 
for many years been operating methods of cost control over its building 
activities and an index based on building prices can be a useful 
indication of a possible need to amend a cost limit from time to time. 
6.1.3 U es 0-f Indices 
Building Cost and Tender price indices are used for various 
purposes, some. of these Uses, are described below 
1. Establishing the level of Individual Tenders 
To obtain the level of tenders within a period of time a sample 
is taken. Each tender is indexed, and the mean (geometric or arithatetic) 
becomes the index for the period. It is possible to assess each 
individual tender against the norm, to establish the level of the 
individual tender as a measure of its effectiveness. 
Mitchell, R. (1971) has reported a use of such tender price 
indices. 
"Tenders are sometimes received which show exceedings over the 
estimate, and the client needs to be advised as to his best course of 
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action. First he will want to. know-wliy the price is high. An index 
of building prices can help here, 'by measuring the level'of pricing 
offered by the contractor in the tender being examined. This can 
then be compared with the current national (or specific local) index 
rating. If the index is below or equal to the average level, this 
probably means that the job has either been over-designed or that items 
have been omitted from the estimate. If the index is high, this 
suggests that factors have been allowed for by the tenderer which were 
not-anticipated by the surveyor in his estimate, and the client must be 
informed accordingly. This application demonstrates an important use 
of the information disclosed by an index of this nature, which can 
greatly improve the service offered to a client by the profession. " 
2. Adjustment for time 
Indices are also used when required to adjust a tender, cost 
analysis, rate or the like because they are required to relate to a 
different time period to that for which they were originally compile(!!. 
3. Pricing 
Pricing a Bill of Quantities can be done in many ways. One 
method is to price the scheme at the rates in another project of similar 
type in a similar location and adjust by means of indices for the 
difference in time. 
4. Cost Planning 
In the process of cost planning, cost information that is 
available concerning previous schemes will be out of date and will 
have to be updated before use, and this can be done by a price index. 
5. Forecasting 
Indices can play a major role in forecasting cost trends both 
to the client and to the Building Contractor. The rcsults of such 
forecasting can be used as a basis for the calculation of the following :- 
- . 
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a) The value of the return to the contractor under the fluctuations 
clause of the contract. 
b) The cost to the client of a new building at some future time. 
c) The likely monthly payments during the course of a building 
contract. 
d) By property owners when reviewing the value for which their 
property requires to be insured against fire'and other peri's. 
DB &E (1978) and Seely (1976) have demonstrated how to use 
indices for this purpose. 
6. Variation of Price Clauses 
A number of indices are published which are used as a basis for 
the payment of increases or decreases in cost to or from the contractor 
under the variation of price adjustment clauses of the contract. 
Supriyasi. lp (1975) has used such indices to maximize contractor's 
claiming policies "witI 'the forward price, adjustment 
of agreed'CPA. 
"14 
6.1.4 Methods of preparation 
A simple index can measure accurately the movement of the price 
of a single component, but an index measuring the moverient of the cost 
of buildings made up of many coinponentschauging price independently 
of each other, is necessarily more complex. Published indices attempt 
to overcome the problems inherent in calculating a building cost index 
by adopting a standard approach and'adopting it according to the 
compiler's personal judgement. Two standard approaches are given 
below 
1. Statistical Method 
1A typical average building of a particular form of construction 
is analysed in terms of (1) labour, (2) material, and (3) overheads 
and profits, and the increase in costs of each of these parts is 
- . 
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applied to the analysis. iTethods using this approach do not 
necessarily take account'of factors such as bonus payments, productivity, 
cost of plant, location, the'di, fferences between building types, or 
the state of the market within the industry. Before the resultant 
figures can be of use for particular projects, adjustment must be made 
that will take in such factors. Such adjustment will depend on the 
judgement of the user. This approach is generally called statistical 
method. Usually building cost indices are formed using this approach. 
The DOE index using this statistical approach takes a list of 
typical materials used in building and their weights and totals the 
index for each material. to arrive at the total materials index. For 
labour, national figures for earnings in the construction industry, 
including overtime and bonus payments, and for hours worked are 
divided one into the other to produce a national index for labour. 
Overheads and profits are separated, and return's from the Dept. of 
Trade and Industry census of production and frump the Inland Revenue 
for profit applied to take account of overheads and market condition:,,. 
2. Bill of Quantities Method 
A bill of quantities is priced (1) at base year price levels and 
(2) at the current tender price level, the difference between these 
two prices providing the means of arriving at a building cost index. 
This method can use either 
a) The full, bill of quantities sent out to tender repriced at base- 
year level, using a standard schedule of rates, which could be 
provided by a document such as 'Spons', and the resultant total 
is compared with the tender received. 
b) A full bill of quantities for a typical building priced at base- 
year rates, and repriced at tender price levels when the tenders 
are received, using similar or proportionate pricing methods where 
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necessary. The resultant total is then compared with the base- 
year bill total. 
A development of this approach is the recognition that a relatively 
small number of Ltems in any bill of quantities represents a high pro- 
portion of the bill's cost total, and that consideration of the 
financially significant items only saves a great deal of the time. 
Preliminaries often assume particular importance by reflecting 
the state of the market at tender date, and can be taken into account 
either by percentage additions or, more accurately, 'by pricing out in 
detail, using standard basis for the pricing. Usually tender price 
indices are formed using this approach. 
Indices arrived at by using n method based on tender have the 
important advantage over indices using other methccts in that they 
have a built-in system of weighting and are reasonably accurate for 
the particular building type being considered. 
Betbads can can-lhi. n4 the two standard approachas. The DuUdint; 
Cost Index prepared by the Building Cost Information Service (BCIS) is 
one such. The. BCIS attempts to overcome the probi. im of weighting 
differences between various; forms of building by calculating separate 
index figures for each type. Weightingsused are decided after analysing 
bills of quantities for each type of building. Changes in labour and 
material costs are calculated and applied in a manner similar to the 
statistical approach, although, the details of the method employed and 
adjustments made are not defined. The Building Cost Index is intended 
to provide a guide to the adjustments that should be made to up-date 
BEIS cost analysis, so it is restricted to BCIS subscribers and is not 
available to the industry at large. 
Davies, Belfield & Everest publish two indices : one for building 
cost and the other for tender prices using the above approaches. 
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6.2 Forecasting 
6.2.1 Introduction 
Forecasting is an important aid in effective and efficient planning 
and control. The need for forecasting is increasing as management 
attempts to decrease its dependence on chance and becomes more scientific 
in dealing with its environment. Since each area of an organisation is 
related to all others, a good or bad forecast can affect the entire 
organisation, and the consequences of a bad forecast can be very 
expensive in social or financial terms. NoF surprisingly, therefore, 
organisations of all kinds now recognise the contribution that accurate 
and reliable forecasts can make and are devoting much attention to 
improving their forecasting systems. Without accurate forecasts it 
is not possible to plan for tage efficient use of resources. 
A decade ago, a survey of Planning Practices in British Companies 
was conducted by lIewkin & Kempner (1968). Their investigations on the. 
use of forecasting techniques in marketing show that 
"Sophisticated Statistical uicthods such as regression analysis 
or Box--jerkins are Hardly ever used; few tnm tgers use even relatively 
simple tcchni. que:; such as exponential smoothing". 
State of the art doesn't seem much different in other areas even 
today. Makridakis & W'c1wriglht (1978) have rightly conunented. 
"As with the development of most management science techniques, 
the application of forecasting methodologies has lagged behind their 
theoretical formulation and verification. Although many managers. 
and students are aware of the need for improved forecasting, few are 
familiar with the full range of existing techniques and, their character- 
istics and few have the knowledge required to select and successfully 
apply the most appropriate methods in a specific situation". 
P1. F. Green (1978) has emphasised the need for a stochastic 
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forecasting techn&que for the forecast of building cost and tender 
prices. Ile has suggested that sophisticated analytical methods should 
be adopted which allow the full complexity of the problem to be modelled, 
yet simplify the value judgements which must be made. 
6.2.2 Criteria for the Compatinot and Selection of Forecasting Methods 
The fundamental importance of forecasting as the cornerstone of 
planning and control at all levels of an organisation makes it essential. 
to use a sound procedure for obtaining the necessary forecasts. A 
planning system can only be as good as the forecasting procedure on 
which it is based. Many forecasting techniques have been developed in 
recent years to handle the increasing variety and complexity of fore- 
casting problems. Each has its own characteristics, uses, drawbacks, 
limitations and scope. Care should be taken to choose a correct 
technique for a particular application. The election of a forecasting 
method depends cm many factors such as the pattern of the data, the.. 
relevance and availability of historical data, the degree of accuracy 
desirable, the time horizon to be covered in forecasting, the cost/ 
benefit for value) of the forecast to the organization, the time available 
for making the analysis, and the ease of application in organization 
situation. The assignments of priorities to them in comparing and 
selecting a forecasting method for a given situation will depend in part 
on the organization's experience with forecasting. Most of the analyses 
and. empirical research reported in the literature indicate that selection 
of an appropriate technique is usually done on the basis, of accuracy. 
To select an accurate method, a general introduction to different 
forecasting techniques, their characteristics, uses and limitations 
are discussed in Appendix D. 
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6.2.3 Building Cost and Tender 'Pri'ce 'Indices 
The two principal factors affecting building costs are materials 
and labour costs. The likely fluctuations of these factors cannot 
be predicted with absolute certainty, since both materials and labour 
costs are influenced by factors such as international economic trend, 
national economic policies, market conditions and inflation. As 
described in section I., there are various methods of formation of 
building cost indices. Mitchell (1971), Seeley (1976) and Bathurst & 
Butler (1973) have discussed some of these methods. Without entering 
into a discussion as to details of the methods of formation of building 
costs and tender price indices it is clear that there are many uncertainties 
involved. DB &E have identified what they believe to be the important 
factors. The purpose of the present research was to develop quantitative 
models to describe the behaviour of basic building cost fluctuats. or, >, 
tender prices-and their major determinants, the labour and materials 
prices. It was decided to invesi, igrite the problem from purely stati- 
stical and matli. ematical points of view using established methods of 
forecasting. 
The DB &E indices of building costs are formed by Assessing the 
labour costs from a contract wages sheet taking into account each 
change and each prospective change; to this is added the relative 
cost of materials using the department of trade and industry's indices. 
For the forecasts of materials prices DB &E simply make an assessment 
of the anticipated rate of inflation over the ziext two years. DIS &E 
forecast their Building Cost Index as a single number, and tender price 
index in a range of minimum and maximum values. No range is given for 
building cost index and no likely value for tender price index. The 
best method would be to forecast a most likely value and to specify 
its accuracy so that, the risks associated with decisions based upon 
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the forecasts may be calculated'. The. accuracy of the forecasts may 
be expressed by calculating probability limits on either side of the 
forecast. These limits may be calculated for-any convenient set of 
probabilities, for example 50 or 95%. They are such that the realised 
value of the forecasts, when it eventually occurs will be included 
within these limits with the stated probability. 
The data for the labour, materials, building cost and tender price 
indices were provided by DB & E. These indices have been transformed 
to a common base year, 1970, and are presented in tables 6.2,6.6,6.10,6.14. 
6.2.4 Selection of Box-Jenkins Methodology 
Autoregressive/Moving Average (AR` k) models have been studied 
extensively by George Box and Cwilym Jenkins (1970), and their names 
frequently have been used synonymously with general At4'N! A processes 
applied to time-ser'ieR analysis, forecasting and control. 
The Box-J "nkins ray tthod is once of the in, my procedures for short 
term forecasting. Must methods currently in use, utilize information 
from past values. O: her such methods are described for example by 
Winters (1960), Broini (1963), T. C. I. (1964), Harrison (]. 965), Wheelwright 
& Makridakis (1973). The more important of these univariate forecasting 
techniques have been compared by Reid (1969,1971) on economic times series 
when more than 50 observations are available. Reid found that the Box- 
Jenkins method gave the "best" one-step ahead forecasts for most time 
series. Granger and Newbold (1974) have examined more than 100 macroe- 
conomic series and show that Box-Jenkins give better forecasts than Iiolt- 
Winters and step--wise autoregression. Forecasts of four economic 
variables : ade using the Box-Jenkins approach were compared with fore- 
casting model by Naylor, T. II., et al (1972). In each case it was 
found that the Pos-Jen; cios relationship produced substantially smaller 
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forecast errors. In view of these evidences of higher forecasting 
accuracy, and of the fact that many exponential smoothing models are 
subsets of the general class of Box-Jenkins models, it was decided to 
use Box-Jenkins methodology for our investigation. 
6.2.5 Box-Jen. k. ins, ilethod 
The first step in dealing with a set of data is to decide the 
pattern that will best fit it. One of the major advantages of the 
Box-Jenkins mathod, unlike all other forecasting methods, is that it 
assumes no fixed pattern initially. The form of the eventual forecast 
function is dictated, to a large extent, by the data -a principle 
known as "letting the data speak for itself". Professor Jenkins (1979) 
has found the following guidelines very useful for tackling problems 
associated with business forecasting 
1. Analyse decision taking, ; ystem served by forecasts 
2. Define f. orec ast::; needed to serve decision taking system 
3. Develop conceuc: uai iriodol desci: ibin 1TlE'chanisms infl. uei irg forecasts 
4. Define data available and not available 
5. Develop method for generating forecasts 
6. Conduct experiments to assess accuracy of forecasts 
7. Determine how judl; t,: lients are to be incorporated into forecasts 
8. Implement forecasting system 
9. Appraise retrospectively its effectiveness 
Professor Jenkins (1979) has provided some guidelines given below 
for building mode's for forecasting, planning and control on the basis 
of his wide experience in the field. 
1. Understand the , kohlei and the purpose of building the mode]. 
2. Understand the decision-taking system which the model will serve. 
3. Work out early on how the model is to be'in, lcraeritect. 
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4. Structure the quantitative model by buUding a conceptual model 
of the appropriate environmental system, displaying the mechanisms 
involved. 
5. Select the data carefully, understand its limitations and plot it 
in a vari. ety. af ways. 
6. Aim for simple models, involving few variables, first and then 
elaborate later, if necessary. 
7. Proceed iteratively via 
- Identification (Specification) 
- Estimation (Fitting) 
- Checking (Criticism) 
8. Aim for pats immirnv in parameterisation - avoid over parameterisation. 
9. Understand what the model has to say about the data. 
10. Conduct expcricuents with the model (simulations) to understand its 
limitation.. 
11. Preseut the results from the model in simple terms to those who 
have to use it o 
The main technical stages in setting up a Box-Jenkins forecasting 
model as described by Jenkins (1979) are as follows : 
a) Identification (or Specif. icatton) offorecasting model involves 
the use of rough data analysis tools (range-moan plots, correlation 
and partial correlation functions), to arrive at initial guesses of 
the data transformation, degrees of differencing needed to induce 
stationarity and the degrees of the polynomials appearing in the 
various autoregressive and moving average operators appearing in 
the model. 
b) Estimation (or fitting) iryoives using, fully efficient (likel. ihood) 
methods for estimating the parameters, their standard errors and 
correlations, and the residual variances and covariances. 
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c) Didgnoý: tic Checking (or criticism) Since no model can ever be 
'correct', checking is an i3npoctant step which involves looking 
for model inadequacies or for areas where simplification can take 
place. The tost important model criticism criteria are 
- the residuals left unexplained by the model - 
are the any abnormally large residuals which can be linked 
to known'external factors or other explanatory variables ? 
- the residual correlations and partial correlations - 
do they provide evidence that the model can be elaborated 
in a particular direction ? 
I Then forecasts are needed, the fitted model is used to generate 
optimal forecasts by simple recursive calculation. In particular, 
this model completely determines whether the forecast projections 
should follow a straight line, an exponential. curve, and so on. In 
addition the fitted model al]. ovs to nee exactly bow the forecasts 
utilize past data, to determine the variance of the forecast errors, 
and to calc. ulste lir, its within which a future value of the series 
will lie with a given probability. 
d) Consider alternative models -i. f necessary 
If the first model appears to be inadequate for some reasons, 
theii other ARINA models may be studied by repeating for the above 
procedure, until a 'satisfactory' model is found. 
Computer programs 
The application of Box-Jenkins method depends on the availability 
of a good suite of computer programs. Computer programs for time series 
analysis using Box-Jenkins method are commercially available. In this 
study an I. C. L. package of three computer programs for Amo Series Analysis 
Forecasting and Control, at Bradford University has been used. 
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Fig. 6.1 shows a flow diagram for univariatc stochastic model 
building and forecasting, based'on three computer programs : USID 
(Univariate Stochastic Identification Program), USES (Univariate 
Stochastic Estimation Program), USFO (Univariate Stochastic Forecasting 
Program). 
6.2.6 Class'of Box-Jenkins Models Available 
6.2.6.1 Stationary Models.. If a time series is stationary, that is, 
it is in statistical equilibrium about a constant mean c, it can be 
represented by a wide class of models, line or in the transformed variable, 
called autoregr¬ s`-: iv°"movifg average (ARM) models, that is 
0 (Zt*1 - c) ..... . 
0(Zt*p - C) 
r1 t-i q t-q (1) 
t 
(X) 
where Zt .. ý_7 
In words, the model represents the current value of the transformed 
series as a linear function of. 
(a) past values of the transformed series Zt(A), 
(b) current and past values of the residuals at 
(which may be thought of as the one-step"-ahead forecast 
errors of Zt(A)) 
Alternatively, introducing the backward shift operator 
B Zt - Lt-1' B Zt Lt-j 
P at - at_1, D'ý at n at_j 
The AR'1 model may be written in operator form as 
z 
(x) 
-c= 
e(3) 
- 
1-E B ..... 0ß 
1-0ß ..... 0 L, 
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The parameters in (2) need to satisfy the following, conditions : 
(a) the roots (factors) of O(t)=O lie outside (inside) the unit circle 
for the autoregressive operators ¢(B) to be stationary (series 
is in statistical equilibrium about a fixed mean), 
(b) the roots (factors) of A(ß)=0 lie outside (inside) the unit 
circle for the moving average operators O(1) to be invertible 
(sleights applied to past history of series to generate forecasts 
die out). 
M 
The model (2) represents the transformed series Zt 
ý) 
as the 
output from a linear fitter whose input is a random series with zero 
mean and constant variance ('white noise') and whose fitter transfer 
function is a ratio of two polynomials in the back ward shift operator B. 
Writing the model in the form (2), and factorising the polynomials 
in B, greatly helps in understanding the mechanism generating the scr. "ies. 
To achieve parsimony in par. a cterisation1, that is a rcpresc3nU Lion 
which economtses jq the use of parameters, 
it is necessary in general 
to include both autoregressive and moving average terms in the model. 
In contrast, the use of an autoregressive model to represent a series 
which is described by a moving average model, or vice versa, will 
result in the wasteful use of parameters. 
ü. 2.6.2 NonSt. atior ray r: ýIe s. Many empirical time series behave as 
though they had no fixed mean. Even so, they exhibit homogeneity in 
the sense that, apart frort local level, or perhaps local level and 
trend, one part of the series behaves much like any other part. Such 
a class of models, is obtained by first differencing the transformed 
series of tim: to induce ntationarity, that is 
w= vd z e- 
(X) (3z) 
t 
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The stationary series wt''can then be represented by an APIA model 
6 (B) 1- -- ...... -a ßq wt -ct () at =Iq at 
1-01B- ..... . 0p BP (3b) 
The model defined by (3a) and (3h) is called an Autoregressive Integrated 
Moving Average model or ARLLA (p, d, q) model. 
Thus, models involving single differencing V can be used to describe 
series whose level is continuously updated by random shocks; models 
involving double difEerenci_ng V2 can describe series whose level and 
slope are continously updated by random shocks, and so on. Usually, 
single differencing is adequate to describe most non-stationary series 
but occasionally douhlo differenci. ng may be necessary. 
6.2.6.3 Seasonal Models. To describe series containing seasonal 
patterns with period r., : end which rear also be evolving in nonstati_onary 
manner, a new class of models has been developed. Thus, the seasonal 
(p, d, q) x (P, D, Q) 
s model 
is defined by 
tvt = Vd Vt 
ýý} 
w -cam 
ýýr) ®CB) 
a ýi 
(B) 41 (B`') 
where J(B), 6(B) are non-seasonol autoregressive and moving average 
operators, as defined in (2). 
7 (a) =z (a) _Z 
(a ) 17 Stt t-9 
is the seasonal differencing operator, and 
s C. 2s p ,D(. 3') =z- (ylr -'p2ß ..... 4) Ps 
135) a1 -- (ý+ li", 
2 Qs ßs..... B2 VIIIQ 
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are seasonal autoregressive and moving average operators. The 
seasonal model (4) is capable of representing a wide class of stochastic 
trends and stochastic seasonal patterns, such as occur in practice, 
under the umbrella of one single model. 
In addition, the constant c, which measures the mean of the 
appropriately transformed and differenced series wtit, can be used to 
describe a wide class of deterministic functions of time, should prior 
knowledge, or the model building process, suggest that they be included. 
If necessary, the model (4), which is multiplicative respect to 
its non-seasonal, and seasonal. components, may be replaced by a non- 
multiplicative model if there are indications that this elaboration is 
necessary at the identification stage of model building (Box-Jenkins, 
1970). Furthermore, in some cases it may be necessary to include 
several seasonal periods. For example, energy data may display a 
cycle over a day, a further cycle over a week and yet a further cycle 
over a year. Such multiple seasonality can be described by elaborari ig 
(4) so as to include further stages of seasonal differencing and 
further seasonal autoregressive and, moving average operators. 
The most important techiiicat spect in Box-Jcnkins. methodology if, 
the identification of a suitable model from a wide class of models 
available. This aspect is discussed in more detail in the next 
section. Once a suitable model is identified then it is fairly easy 
to estimate the parameters of the models and to make forecasts using, 
computer programs developed for this purpose. 
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6.2.7 Identification process '¬öY. Bo-, t-Jenkins nodols 
Eq (4) supplies too rich a class of models to permit immediate 
estimation. Therefore using experience and the data, first identify 
a sub-class of models worthy to be entertained. 
The primary data-analysis tools such as mean range plots are used 
to get a guidance for a suitable transformation, then aut. ocovariance, 
autocorrelation and partial autocorrelation functions are used to find 
the degree of differencing necessary to induce stationarity. 
Values to be entertained for p and q may usually be deduced by 
inspecting the sample autocorrelation and partial autocorrelations 
using knowledge of the behaviours of the theoretical autocorrelation 
functions for various types of models. The characteristics of theoretical 
autocorrelations p (w) zor models of order (1, d, 0), (2, d, 0), (O, d, 1), 
(O, d, 2), and (1, d, 1) are shown in table 6.1. 
Of. considerable help in judging the reality of sample auto- 
correlations is the following approximate formula due to Bartlett for 
the standard error ( SA J .) of q, namely 
S. E. [rk]c2 1----- 2 -- 2 {li (]. + 2p, + 2p2 + ..... ) } 
(5) 
Since we do not know the theoretical autocorrelations pk' they have to 
be replaced by their sample estimates rk. 
By substituting sample estirntes for Pk in table 6. l, prcliminary values 
for the model parameter: may be obtained. 
In practice, the autos and partials do not always behave according 
to clear pattern because of randomness in the data. The behaviour of 
autos and partials indicated in the previous section is theoretical and 
assumes no no i. se. Iahen there is noise; the autos or partials may btu 
higher or lower than their theoretical value. Since the amount of 
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Behaviour of the autocorrelati, on functions of an ARIWt (p, d, q) model 
Order (1, d, 0) (O, d, 1) 
Behaviour of Pk decays exponentially only pl nonzero 
Behaviour of kl` only hi nonzero 
exponential dominates decay 
Preliminary 
-0 
estimates from 1= Pl 
1 pl 
1+012 
Admissible region -1 < ýl <1 -1 < 01 <1 
I Order (2, d, 0) (0, (1,2) 
Behaviour of Pk mixture of exponentials only pl and 02 nonzero 
{ or damped sine wave 
Behaviour of ¢kk only hl and X22 nonzero dominated by mixture of 
exponentials or damped 
sine wave 
Preliminary yh _ 
,1 (1 p 7_) P pi -0 1 
(1 -0 2) = 
estimates 
ý 2ýý 
1p 
2+0 2 
1+iý1 2 from 1 
2 
p P2 1 - 
0 
p2- d2 2 7- 1. 1-p1 1+81 + 02 
Admissible -1 < ý2 <1 -1 < 02 <1 
1 region 
ý2+h <1 02+01 <1 
ý2-h <1 02-81 <1 
Order (1, d, 1) 
Behaviour of pig decays exponentially from first lag 
Behaviour of ýkk dominated by exponential decay from first lag 
Preliminary estimates p- _ 
(1-001)(` 1-41) =p b P from 1 2 , 
1 l 2 
101 -2101 
Admissible region -1 < ý1. <1 -1 <01<1 
Table 6.1 
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variation caused by randomness is not known, the pattern 
in the autos 
and partials is used to infer*a "tentative" ARIMA model. 
It is known that the autos and partials are normally distributed 
with mean zero and standard error 1/,. Based on this 
knowledge, 
confidence intervals can be constructed and used to determine the chances 
that a given auto or partial will be significantly different 
from zero. 
A 95% confidence interval will require an auto or partial to 
be more 
than about 2/J in order to be significant. This can 
be used as a 
rough rule to determine the true behaviour of the auto and partial 
correlations. 
A three-step procedure for identification described by Wheelright 
and Makridakis car. be su? t arized t 
1. Obtaining a station. arL series. If the time series 
is not stationary, 
spurious autocorrelations will result that will hinder the model 
idea- 
tification procedure. Therefore, if the series is not stationary, 
it 
must be transformed to a stationery series by taking the appropriate 
level of differences. 
2. Examining the autoccrre1ations and paL"t ia. lýatttucorrc3 1t1. Ot1S. 
(prferabl. y in graphic form). One must i. de. nt i, f. y the correlations 
this trailin that drop off exponentially (i. e. trail off) to zero. If 
off happens among the autocorrelation coefficienits, an A': process 
is 
implied; if it happens among the partial autocorrelatious, an TL4 
process is implied; and if both drop off exponentially, a mixed ARM 
process is indicated. 
3. Examining the remaining correlations (those do not drop off to z:, ro) 
to determine the order of the AR or MA process. This determination 
is made by counting the r. umber of autocorrelations or partial auto- 
correlations significantly different from zero. For a mixed AR. 'IA 
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process, the AR order is determined from the partials and the MA order 
is determined from the autos. 
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6.3 Analysis of the Data and Results 
1. Introduction 
Data for Building Cost, labour and materials indices for 1971-79 
were provided by DB&E. The quarterly Building Cost indices for 
1966-78 were also supplied by them. All the four indices have been 
transformed to base 1970=100 and are presented in table 6.2,6.6,6.10, 
and 6.14 respectively. 
Building Cost indices, labour indices and materials indices series 
comprising of monthly indices for 1971-79, and quarterly Building Cost 
indices, have been analysed separately. The usual steps-of identification, 
estimation, forecasting and checking were performed using the three 
programs : Univariate Stochastic Identification (USZD), Univariate 
Stochastic Estimation (USES), and Univariate-Stoch stic Forecasting 
(L'SFO) of ICL's Packaffe for box-Jenkins time series analysis, forecasting 
and control. 
6.3.1 Building Cost. Indices 
6.3.1.1 Identification 
There is an obvious trend in the building cost indices 1971-79 
series shown in fig. 6.2. The range mean plot in fig. 6.3(a) suggests 
that logarithmic transformation would he suitable. The Logarithmic 
transformed series is given in fig. 6.4 and the corresponding range-mean 
plot in fig. 6.3(b). Autocorrelations and partial autocorrelations of 
the transformed series are given in table 6.3 and are shown in fig. 6.5. 
Autocorrelations are quite significant and are not dying out. Also 
chi-squared statistic is quite large suggesting that series is nou-- 
stationary. So differencing is necessary to achieve the stationarity. 
First difference of the transforiaed series is taken. The first 
differenced transformed series is shown in fig. 6.6. The mean and 
variance of the differenced transformed series are 
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mean = 0.0118768 
variance = 0.0003037 
The Autocorrelations and partial autocorrelations of the transformed 
series are given in table 6.4 and shown in fig. 6.7. The'autos and partials 
are not significant. Chi-squared statistics also support this, suggesting 
that series is stationary about the mean, and consist of white noise only. 
Thus an ARIMA (0,1,0) model is identified. 
6.3.1.2 Estimation 
A constant term `or forecasting gras estimated using the pro raff 
USES. 
constant terra = 0.0118769 
S. D. constant term :=0.002685 
Estimated Resid.., a1 Variance = 0.0003037 
mean of the residual series =--0.363378E-8 
variance of residual series = 0.3U37F-3 
variance ratio, Residual/derived = 1.0 
Approximate Standard error = 0.097 
X2 - Statistic - 6.04 with 11 degrees of freedom. 
Autocorrelations of the residual series are given below 
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lag Autos lag Autos 
0 1.0 
1 0.024 7 -0.131 
2 -0.026 8 0.024 
3 -0.025 9 -0.038 
4 -0.072 10 0.032 
5 0.004 11 -0.026 
6 -0.022 12 0.167 
6.3.1.3 Forecasts 
Forecasts were made front the identified (0,1,0) ARA model for 
the next 24 months ie 1980 and 81 from December 1979 as base. The 
identified model was tested for the 12 months of 1979, Lower and 
upper 50% probability limits were also calculated for each forecast. 
The forecasts are shown in table 6.5 and fig. 6.8. 
Diagnostic checks were carried out for the model. 
For the purpose o comparison, forecasts from the above model 
have been presented in a compact form, giving actual values as Were 
available and DD &E forecasts. 
6.3.2 Labour Indices 
6.3.2.1 Identification 
There is an obvious trend in the labour indices 1971-79 series 
shown in fig. 6.9. The range-mean plot in fig 6.10(a) suggests that. 
logarithmic transformation would be suitable. The. logarithmic trans- 
formed series is given in fig 6. Iland the corresponding range-mean plot 
in fig. 6.10(b). 
Autocorrelation and partial autocorrelations of the transformed 
series are given in table 6.7 and are shown in fig . 
6.12. 
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respectively. Autocorrelations are quite significant and are not 
dying out. Also chi-squared. atatistic is quite large suggesting that 
series is non-stationary. So differencing is necessary to achieve 
stationarity. First difference of the transformed series is taken and 
is shown in fig. 6.13 The mean and variance of the differenced 
transformed series are 
mean = 0.0111219 
variance = 0.001079 
The Autocorreiati. ons and partial autocorrelations of the series are 
given in table 6. S and shown in figs 
6.14. The autos and partial 
are not significant, Chi -squared statistic also supports this, 
suggesting that series is stationary about the mean, and consists of 
white noise only. Thus an ARIMA (0,1,0) model is identified. 
6.3.2.2 Estimation Labour Indices 
A constant term for forecasting was estimated using the program 
USES. 
constant term = 0.0111219 
S. D. constant term = 0.003179 
Estimated Residual variance = 0.001079 
Mean of the residual series = 0.1037E-8 
variance. residual series - 0.001079 
variance ratio, Residual/derived = 1.0 
Approximate standard error = 0.097 
X2-Statistics = 4.81 with 11 degrees of freedom 
Autocorrelations of the residual series are 
given below 
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1 a; Autos lag Autos 
0 1.0 
1 -0.039 7 -0.081 
2 -0.05 8 0.012 
3 -0.025 9 -0.071 
4 -0.11 10 0.013 
5 0.022 11 0.087 
6 -0.09 12 -0.004 
6.3.2.3 Forecasts Labour Indices 
Forecasts %; -ere made frort the identified (0,1,0) ARf»tA model for 
the next 24 months i. e. for 1980 and 1981 from December 1979 as base 
point. The identified model was tested for the 12 months of 1979. 
Lower and upper 50% probability limits were also calculated for 
each forecast. The forecasts are shown in table 
6"9 and fig 6.15 
Diagnostic checks were carried out for the model. 
For the purpose of comparison, forecasts from the above model 
have been presented in a compact form, giving actual values as were 
available and DB & 13 forecasts. 
6.3.3 Materials Indices 
6.3.3.1 Identification 
There is an obvious trend in the materials indices 1971-79 series 
shown in fig 6.16 -The range-mean plot inf ig 6.17 (a) suggests that logarithmic 
transformation would be suitable. The logarithmic transformed series 
is given in fig 6,18, and the corresponding range-mean plot in fig. 6.17(b) 
Autocorrelations and partial autocorrelations of the transformed 
series are given in table 6.11 and are shown in fig. 6.19 
respectively. Autocorrelations are quite significant and are not dying 
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out. Also Chj-squared statistic is quite large suggesting that series 
is non-stationary. So differencing is necessary to achieve stationarity. 
First difference of the transformed series is taken and is shown in 
fig 6.20. The mean and variance of the first differenced transformed 
series are 
mean = 0.0126 
variance = 0.000079286 
The autocorrelations and partial autocorrelations of the series are 
given in table 6.12 and shown in fig .. 6.21. First four auto- 
correlations are significant, rest are not significant, while one 
partial autocorrelation is significant. Chi-squared statistic is 
significant. Partial autocorrelation suggests ARlV (1,1,0) model. 
6.3.3.2 Estimation Materials Indices 
Autoregressive Operator 0 and constant term for forecasting were 
estimated using the program USES. 
0=0.511175, S. D. 0 = 0.082929 
constant terns T 0.0125495 
S. B. constant term = 0.0014997 
sum of squares = 0.0062734 
Estimated Residual variance = 0.00005863 
Mean of the residual series = 0.0000355493 
variance residual series = 0.000058585 
variance ratio, Residual/derived 1.0 
Approximate standard error 1/J = 0.097 
Chi-squarod statistic = 11.4 with 10 degrees of freedom. 
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Autocorrelätions of the residual. series are 
given below 
lag- Auto lag Auto 
0 1.0 
1 -0.096 7 0.05 
2 0.057 8 -0.001 
3 0.24 9 0.096 
4 0.016 10 0.001 
5 -0.053 11 0.118 
6 0.056 12 0.07 
6.3.3.3 Forecasts Materials Indices 
Forecasts were made from th. identified (1,1,0) ARM model for 
the next 24 months i. e. for 1980 and 1931 from December 1979 as base 
point. The identified model was tested for the ;. 2 nzonth3 of 1979. 
Lower and upper 50% probability limits were also calculated for each 
forecast. The forecasts are shot, in table 6.13 and fig. 6.22. 
Diagnostic checks were carried out for the model. 
For the purpose of comparison, forecasts from the above jnociel 
have been presented in a compact form, giving actual values as were 
available and DB&I. forecasts. . 
6.3.4 Quarterly Building Cost Indices 
6.3.4.1 Identification 
There is an obvious trend in the quarterly building cost indices 
1966-69 series shown in fig. 6.23. The range-mean plot in fig. 6.24(a) 
suggests that logarithmic transformation would be suitable. The 
logarithmic trans£orm? d series is given infig6.25 and the corresponding 
range-mean plot in fig. 6.24(b). 
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Autocorrelations and partial autocorrelations of the transformed 
series are given in table 6.15 and are shown in fig, . 
6.26. 
respectively. Autocorrelations are quite significant and are not 
dying out. Also Chi-squared statistic is quite large suggesting that 
series is non-stationary. So differencing is necessary to achieve 
stationarity. First differenee, of the transformed series is taten 
and is shown in fig 6.27 The mean and variance of the first 
differenced transformed series are 
mean = 0.02861 
variance = 0.0093851 
The autocorrelations and partial autocorrelat 
given in table 6"L6and shown in fig,. 6.28. 
and partial autocorrelations arc significant, 
is significant. Autos and partials suggests 
ARIMA (1,1,0) model. 
ions of the series are 
First autocorrelations 
Chi-squared statistic 
the suitability or 
6.3.4.2 Estimation Quarterly, ßuildi. ns Cost Indices 
Autoregressive Operator and constant term for forecasting were 
estimated using the program USES. 
0=0.223874 
S. U. = 0.1313 
constant term - 0.0235478 
S. D. constant term = 0.00391198 
sum of squares = 0.02817791 
overall constant term (for forecasting) = 0.0221567 
Estimated residual variance = 0.000512326 
mean of the residual series = 0.000039096 
variance residual series = 0.00051227 
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variance ratio, Residual/Derived = 0.9499 
Approximate standard error = 0.135 
Chi-squared' statistic = 4.3 with 2 degrees of freedom 
Autocorrelations of the residuals series are 
given below 
lag Auto 
1 -0.003 
2 -0.02 
3 0.061 
4 0.272 
6.3.4.3 Forecasting Quarterly Building Cost Indices 
Forecasts were made from the identified (1,1,0) f. RTHA model for 
the next 12 quarters, i. e. for 1980-82 from last quarter of 1979 as 
base point. The identified tiodel was tested for th last 8 quarters 
i. e. for 1978 and 79. Lower and upper 50% probability forecasts were 
also calculated for each forecast. The forecasts hon in table 6.17 
and fig 6.29. 
Diagnostic checks were carried out for the model. For the 
purpose of comparison, forecasts from the above model have been 
presented in a compact form, giving actual values as were available 
and DB &E forecasts. 
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Range-Mean Plot 
The time series is grouped into a sample of 10 or according 
to seasonality. The difference between minimum and maximum is the 
range for that group, and the mean is the average of'the values 
taken, e. g. 
GROUP 
Data Points Maximum Minimum Range Mean 
1-10 110.8 104.3 6.5 108.1 
11-20 114 110.8 3.2 112.1 
21-30 137.3 124.6 7.7 133.6 
31-40 158.8 141.9 16.9 148.9 
51.50 219.6 195 24.6 209.0 
61-70 255 222.1 32.9 237.6 
71-80 280.7 258 22.7 268.0 
81-90 289.8 280.7 9.1 289.6 
91-100 322.5 304.8 17.7 312.6 
Then the maximum range is divided by 31 and scales are marked and 
printed after every four values. 
it 
! 
For graph (b), the logarithm of the series is taken and the range- 
mean calculated and plotted in the same manner. 
- 
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lag 
0 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Autocorrelation 
1.0 
0.975 
0.949 
0.923 
0.896 
0.87 
0.845 
0.821 
0.797 
0.773 
0.749 
0.724 
0.698 
Partial Autocorrelation 
0.975 
-0.022 
-0.023 
-0.013 
-0.016 
0.003 
0.027 
-0.019 
-0.023 
-0.019 
-0.025 
-0.025 
Appros: imatc standard error 1/sgrt: (n) - 0.096 
chi-squared statistic = 913.24 
for 12 degrees of freedom 
Building Cost: Indices Series 1971-79 
Autocorrelations and partial autocorrelations of the 
transformed series without differencing 
Table 6.3 
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lag Autocorrelation Partial Autocorrelation. 
0 1.0 
1 0.024 0.024 
2 -0.026 -0.027 
3 -0.025 -0.024 
4 -0.072 -0.072 
} 
5 0.004 0.006 
6 -0.022 -0.027 
7 -0.131 -0.134 
8 0.024 0.024 
9 -0.038 -0.048 
10 0.032 0.025 
11 -0.026 -0.049 
12 0.167 0.178 
Approximate standard error 1/sgrt(ii) = 0.097 
2 
X -statistic = 6.04 for 12 degrees of freedom. 
Building Cost Indices Series 1971-79 
Auto and Partial autocorrelations of the transformed 
series with differencing. 
Table 6.4 
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lag 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Autocorrelation 
1.0 
0.972 
0.943 
0.913 
0.884 
0.854 
0.824 
10 
12 
0.795 
0.772 
0.747 
0.723 
0.697 
0.670 
Partial Autocorrelations 
0.972 
-0.025 
-0.024 
-0.017 
-0.017 
-0.019 
0.003 
0.076 
-0.032 
-0.017 
-0.031 
-0.0'º3 
i_ 
Approximate 3t: andar. d error 1/ 
/=0.096 
Chi-squared strati-, tic = 874.71. 
for 12 degrees of freedon 
Labour Indices Series 1971-79 
Autocorrelations and Partial autocorrelations of the 
transformed series without di. fferencing 
Table 6.7 
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lag Autocorrelation Partial Autocorrelation 
0 1.0 
1 -0.039 -0.039 
2 -0.05 -0.052 
3 -0.025 -0.029 
4 -0.11 -0.116 
5 
{ 
0.022 0.009 
6 -0.09 -0.104 
7 -0.081 -0.097 
8 0.012 f -0.022 
CII 
c 
--0.071 -0.09 
10 0.01.3 -0.028 
11 0.087 0.058 
12 0.004 --0.014 
., 
Approximate standard error 1/ 
fi = 0.097 
Chi-squared ct: atist c=4.31 I 
for 12 degrees of freedom 
1 
Labour Indices Series 1971-79 
Autocorrelation and Partial Autocorrelations of the 
transformed series with first differeneing 
Table 6.8 
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lag autocorrelation fPartial autocorrelation 
0 
1 0.976 
2 0.952 
3 0.928 
4 0.903 
5 0.879 
6I 0.855 
7 0.831 
0.976 
z 
f 
-0.019 
-0.013 
-0.008 
-0.008 
-0.013 
8 U. 80b j -(). UZ 
9 0.782 -0.013 
10 0.757 -0.019 
11 0.732 -0.019 te 
12 0.707 -0,023 
Approximate st&rt. 3a d error 1/'n = 0.096 
Chi-squared statistic = 928.84 
for 12 de-rtes of freedom 
Materials Indices Series 1971-79 
Autocorrelations and Partial autocorrelations of the 
transformed series without differencing. 
Table 6.11 
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lag Autocorrela, ti, ons Partial Autocorrelations 
0 1.0 
1 0.51 0.51 
2 0.395 0.183 
3 0.384 0.177 
4 0.209 -0.103 
5 0.107 -0.082 
6 0.129 0.06 
7 0.125 0.055 
8 0.114 0.048 
9 0.151 0.035 
10 0.117 -0.036 
11 0.135 0.05 
12 0.045 -0.109 
1 
Approxiin; te. standard error 1/ 
a= 0.096 
Chi-squared statistic = 11.4 
for 12 degrees of freedom 
Materials Indices Series 1971-79 
Autocorrelations and Partial autocorrel. at ons of the transformed 
series with di. fferencin;;. 
Table 6.12 
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1979 JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 
L 334.6 340.9 344.9 351.5 357.5 364.3 69.3 376.3 387.1 389.4 395.9 400.5 
F 336.4 i 342.7 346.7 353.4 359.4 366.2 371.2 378.3 389.1 t 391.4 398.0 402 
Actual 333.2 342.4 348.2 354.1 360.6 366.1 372.6 381.9 386.6 392.5 397.5 402.4 
U 338.1 344.5 1 348.5 355.2 1 361.2 36S. 1 373.2 380.3 391.2 393.5 400.1 404.6 
1980 
405.3 408.7 412.2 416.1 420.1 424.3 428.6 433.1 437.6 442.3 447.1 452.0 
F} 407.4 412.5 417.7 423.0 428.3 
433.7 
439.2 444.8 450.4 456.1 461.8 467.7 
DBE F 407.3 412.1 º 417.0 422.0 426.9 431.8 436.6 441.6 446.5 451.4 456.4 461.1. 
u 409-. 6 416.4 423.3 430.0 436.7 443.4 450.1 456.8 463.5 470.2 477,0 483.9 
ii 
1981 
L 456.9 ; 462.0 467.1 1 472.3 1 477.6 453.0 %fA3.5 494.0 P! 9.7 505.4 511.2 } 517.6 
F 473.6 479.54 85.64 91.74 97.95 0A . 25 10.65 17.0 523.6 530.2 536.9 543.7 
U 490.8 497.8 504.8 511.9 519.1 526.4 1 533.7 541.1 548.6 556.2 564.0 1571.7 
L1 
`_ 
iIºis 
Key :L. Lower (50% Probability) liiait 
U ?? rr er (50% ? rcbabiiity) limit 
F: Forecasts from the identified Eý: c-Jenkins model 
_ ý: .. _: 
Davies Ee1£ieic? and Everest "orarasts 
t 
N 
N 
1 
Table 6. IS Forecasts of Dept. of Trade & Industry's Materials Indices for 1980 & 1981, using Box-Jenkins (1,1,0) 
ARIi{ Model 
., 
ýý 
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Quarter Annual 
Ist Quart. 2nd Quart. 3rd Quart. 4th Quart. Average 
Year 
t 
1966 1 76.5 
t 
78.1 79.1 
! 
80.2 78.5 
1967 80.2 81.3 82.4 84.0 82.0 
1968 85.6 86.6 87.2 88.8 87.1 
1969 89.3 89.8 91.4 92.5 90.8 
1.970 96.8 99.6 100.7 102.7 100.0 
1971 105.0 109.0 110.0 111.0 108.8 
1972 112 113 119 f 132 119 
1973 134 ? 136 
i 
143 147 140 
1974 153 
i 
163 172 176 166 
1975 189 1.99 215 218 205.3 
1976 224 237 250 257 . 
242.0 
1.977 
f 
264 271 280 282 274.3 
1978 284.3 288.8 306.2 31.1.4 297.7 
1979 317 325 360 369 342.8 
DB &E Quarterly Buil, 'ing Cost indices (Bisc 1970=100) 
Table 6.14 
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leg autocorrelation 
01 
1 0.939 
2 0.892- 
3 0.854 
4 0.811 
5 0.736 
6 0.638 
7 0.642 
8 0.595 
9 0.546 
Partial autocozrelati, ons 
0.939 
0.037 
0.056 
-0.034 
-0.0306 
0.14 
-0.005 
0.009 
0.024 
I 
10 0.495 I -0.175 
11 0.442 -0.020 
12 0.39 -0.042 
Approximate standard error 1/ ºýn 0.13/, 
Chi-squared statistic = 321.41 
I for 12 degrees of freedom 
Quarterly Building Cost Indices 1966-79 
Autocorrelations and partial autocorrelations of the 
transformed series without differencing. 
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lag autocorrelation Partial autocorrelation 
1 -0.422 -0.422 
2 -0.116 -0.357 
3 0.073 -0.2 
4 0.014 -0.113 
5 0.033 0.002 
6 0.003 f 0.06 
r 
7 0.004 0.093 
8 0.007 0.1 
9 0.030 0.129 
10 1 0.003 0.133 
11 -0.021 0.087 
12 -0.011 0.022 
Approximate standard error 1/ fi - 0.135 
Ch-squared statistic = 10.96 
for It. degrees of f reedom 
Quarterly Building Cost indices 1966-79 
Autocorrelations and partial autocorrelation, of the 
transformed series with firs t differencin3 
Table 6.16 
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6.4 Conclusions 
It would appear from the survey of current literature on building 
cost and tender price indices forecasting, that rule of thumb methods are 
usually used in the construction industry. Due to the wide use of these 
indices for approximate cost estimating of a future facility it'is felt 
that it is more appropriate to use a well established forecasting 
technique. One such technique (Box-ýJenkins) has been employed 
in the 
present study. Most of the time series methods depends'on the past 
values of the series. In this study univariate stochastic Box-Jenkins 
Models have been used. 
Forecast:; from the identified Box-Jenkins Univariate Stochastic 
models for materials and building cost indices approxirzate to actual 
values quite well and much better thau the rule of thumb methods. 
Since the labour xudic: es are affected by the era ;e increases u steal ly 
awarded, in July of a given year, this causes a discontinuity in the ramies 
values; the series they: remains relatively constant until the next 
increase in wages. For these reasons forecasts from tho 
identified Box- 
Jenkins Univariate Stochastic model for labour indices are. not as good 
as the materials indices. It would appear that more accurate forecasts 
for labour indices could be obtained by using Box-Jenkias intervention 
models. 
4/ 
p 
Univariate Stochastic models are the simplest of the fox-Jenkins class 
of models and depends only on the past values of the series. It would 
appear that further accuracy in the forecast could be obtained by adjusting 
the univariai: e forecasts subjectively as necessary or alternatively by 
using more refined modals of ttba Bon-Jenkins class such a^ transfer 
function models (multiple input, single output), intervention models, or 
i 
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multivariate models (multiple out); transfer function models can 
take account of the variables which influence the output variable. it 
is therefore feasible to obtain reliable Building Cost Indices by 
inputting labour and materials indices. Similarly materials indices can 
be obtained by inputting the time series of some of the key r: at: erials 
indices; tendAr price indices could be obtained by using building cost 
indices as input. Intervention models can take account of factors such 
as increase in wages, strike: and changes in governýient policies. 
Multivariate modc]s can bt: used to study the effects of different input 
series on selected output series. 
- 307 - 
CHAPTER 7 
CONCLUSIONS AND PECO1ThENDATIONS 
This chapter contains general conclusions 
drawn through the present research. Areas 
requiring further investigation are also 
proposed. 
-- 308 - 
7.1 Conclusions 
The following conclusions are drawn from the study. 
1. It appears from the survey of current literature on the subject 
that there is no one right system, or form of organisation, 
or a set of techniques and procedures that can fulfill the 
requirements of every project. Choices have to be made 
according to the particuLAr needs or situation of a project. 
Usually the requirements for managing, estimating and controlling 
a project differ from-one stage to another. Howeverb some 
useful approaches and te. hniques, as discussed in chapter 2, 
can be effectively applied at the various stages of a project. 
2. Due to the increase in size and complexity of modern ergineAring 
and construction project, the classical management organisation 
structures do not seen to be suitable for the effectiv4 man: e! ne. rºt 
anti utilization of resources of a project. A project manarement 
organisation or a matrix type of organisation structure is 
reported to be very useful for the management: of these ventures. 
3. It has been demonstrated that project: expenditure in cumulative 
form takes the shape of an S-curve. Thus S-curves or Progress 
Curves are widely used in the planning and control of time, cost 
and resources of a project. Two mathetn tical models were 
adopted to fit expenditure data for a number of projects. Both 
the models have provided a reasonably good fit for most of the 
projects. The predicting accuracy of the two models is also 
compared. In general Keller-Singh model has provided a better fit 
- 309 - 
for a number of projects and has given better expenditure/efforts 
forecasts. A set of standard parameters according to cost- 
category of projects is obtained for the two models, which can 
be used to forecast initial expenditure for similar future projects. 
4. Construction cost indices are widely used for a number of puposes 
in the construction industry. It is shows that the Box-Jenkins 
methodology provides reasonable models for forecasting labour, 
material. and building cost indices. The forecasts from the 
Box-Jenkins models are in agreement with actual values. These 
indices can be used to forecast an initial cost estimate for 
a future facility. 
5. Probabilistic cr alysi_s of different activities fora housing 
-project indicated that the Weibul. l., Carna, Lognormal Ind 
Normal probability distributions prove rerisonnble fi. t: s to the 
completion time data of the irdiv . dui.?. rac tivt: i. es and overall 
project. However., in general the Wceihul. l distribution give;, 
better repce:, r: ztati. on ef these ar-tiviticls. The completion time 
distribution can be used for as sea: dinc; pr. ogrc'ss of different 
activities of a project and/or s ib-contractors. It can also 
be used for the quantitative an iiy:, i^ of uncertainty and 
assessment of risk and penalties. 
6. Many projects are still controlled loss Effectively than they 
could be. Reasm arises from the deficiancies nndd gaps in tha project 
management systems. It has emerged from the analysis of n 
questiounairo survey on Systems C: ip,, that most important gaps 
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in the present systems occur between cost and time and work 
breakdown packages and cost codes. If these aspects are thought 
systematically, control systems would be greatly simplified 
by this action alone. Much of the activity in obtaining 
management level information for decision making is in obtaining, 
then reconciling data. 
7. It was also found from the analysis of questionnaire survey 
that clients are time oriented and contractors cost oriented. 
Another observation from the analysis show that a very few 
organisations nttcmpt to incorporate risk and uncertainty 
techniques (even such as PERT) in their planning and control 
operations. 
0 
7.2 Eecomri=, rtdal: ionH for further research 
It is proposed that the following further studies be underr. zz': en. 
I. As demonstrated in fig. 1.1, further research should be directed 
to coordination and control aspects of contruction management. 
2. It would be of interest to carry out research on the determination 
of optimum level of detail in cost estimation of a project as 
discussed in Section 2.1.5. 
3. Additional research needs to be carried out to introduce and 
develop probabilistic models and concepts in estimation, planning 
and control. 
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4. S-curve models described in chapter 4 should be applied for 
manpower planning and other related areas as described in 
Section 4.1.3. 
5. Other forecasting methods such as Adaptive forecasting and 
1ayesian techniques can be employed to forecast labour, material , r 
and building cost indices. A comparison of these forecasting- 
techniques can be made with the Box-Jenkins methodology reported 
in chapter 6. 
6. Further work can be directed towards Box-Jenkins' other class 
of models such as transfer function, intervention and multivariate 
models. 
7. Studies should be carried out to use completion Time Distribution 
(a) for quantifying risk and uncertainty in project cost/time, 
(b) for trade-off studies for the cost of extra resources and 
reduced risk of penalties, (c) in quantifying the risk in 
measure of investment worths when the activity time of a project 
are unvertni. n. 
8. There is a need to carry out in depth studies for the problems, 
deficiencies and gaps as reported in chapter. 3. 
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Appendix A 
A guide for selecting a contract type 
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Appendix C 
C1 List of members of the Internet (U. K. ) working 
group on Systems Gaps 
C2 Questionnaire form used for the Survey Analysis 
C3 Analysis of Survey on Systems Gaps, 
C4 Differences in Practice of Management and Behaviour 
of Client and Contractor Oriented Projects 
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Appendix Cl 
Cl List of Members of the Working Group on Systems Caps 
1. Mr R Baker 
Computel Limited 
2. Mr C Castell 
British Cas Corporation, Transmission Planning 
3. Hr R Croissant 
Computation Research & Development 
4. Mr E Gabriel 
Chairman, Internet Working Group, Foster Wheeler Ltd. 
5. Dr ri Bisset t 
Arthur Andersen SY Co. 
6. Dr AZ Keller 
Chairman, Postgraduate School in Industrial. Technology 
University of Bradford 
7. Mr D Rogers 
B. N. 0. C. 
8. Mr R Harris 
WS Atkins & Partners, Project Management Services 
327 
Appendix C2 
'The Project Manager', October, 1979 
HE ASSOCIATION OF PROJECT MANAGERS 
WORKING PARTY - THE SYSTEMS GAP 
QUESTIONNATRE ON CURRENT PRACTICE 
P1t. asc complete with respect to a typical major project 
undertaken by your organisation and return to: - 
Sys tsm. is Gap Working Party, 
C/o I17i_f'rrlet (UK) Secretariat, 
The Association of Project Managers, 
108, Horsr-eferry Road, 
Lon elcn . SW P 2RF. 
by 30th Noveriber, 1979, if possible. 
Thank you for your co-operation. 
PAGE NUMBERS CUT OFF 
IN 
ORIGINAL 
- : 328"- 
Please complete by ringing the appropriate answer to each question. 
THE SYSTEMS GAP - QUESTIONNAIRE 
1. ORGANISATION 
1.1. What is your relationship to the project? 
01WNER/CONTRACTOR 
1.2. : 'hat is the project cost (Em)? 
UNDER 1/ 1-5 / 5-25 / OVER 25 
1.3. What is the project duration (Months)? 
UNDER 6 MONTHS /6 MONTFIS -1 YEAR /I YEAR -3 YEARS / OVER 3 YEARS 
1.4. Where is the project site? 
UK / DEVELOPED COUNTRY / TUIRD WORLD 
1.5. Where is the project manager located during the design and procurement 
phase? 
HOME. OFFICE / SITE 
1"ýý" AND, during the construction phase? 
HO? '2 OFFICE / SITE 
1 . '!. To whom is the project manager responsible? 
PROJECT DIRECTOR / OPERATIONS DIRECTOR / 
IIEII'AGING DIRECTOR / OTHER (SPECIFY) 
l"8. What were the maximum numbers (full-time equivalent) of the 
following disciplines working on the project? 
PLANNERS 
COST ENGINEERS 
ADMINISTRATION 
DESIGN/PROJECT ENGINEERS 
11ATERIALS CONTROLLERS 
CONTRACT ADIIINISTRATORS 
DESIGN 
BONE OFFICE SITE 
CONSTRUCTION 
ROME OFF. ICS' SITE 
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9. Were temporary/agency staff employed on the project? 
YES / NO 
10. IF YES, what were the reasons? 
- WORK OVERLOAD 
- UNABLE TO OBTAIN PERMANENT STAFF 
- TO OBTAIN SKILLS NOT EXISTING 
WITHIN THE ORGANISATION 
- OTHER (SPECIFY) 
]I. ALSO IF YES, how effectively did the temporary staff work relative to 
equivalent permanent staff? 
SANS / BETTER / WORSE. 
I 
PAGE NUMBERS CUT OFF 
IN 
ORIGINAL 
-: 330- 
2. WORK BREAKDOWN 
2.1. How many work breakdown structures are in use? 
)/2 /3/OVER 3 
2.2. What was the basis for the major work breakdown? 
COST CODES / PHYSICAL WORK PACKAGES / 
DISCIPLINES / GEOGRAPHIC AREAS I. OTHER (SPECIFY) 
2.3. How many levels are there in the major work breakdown? 
I/2/3/4/ OVER 4 
2.4. How many cost control categories are there in each level? 
LEVEL I 
LEITEI 2 
LEVEL 3 
LEVEL 4 
UNDER 10 10-30 30-100 OVER 100 
2,5, At what level is there a link between the work breakdown structure, usad 
for cost control, and that used for progress control? 
. 
NON / SU'., V,, RY / INTERMEDIATE / DETAIL 
2.6. Are project comssitment budgets made before cost cox fitments are entered 
into? 
ALWAYS / USUALLY / SOIL TIMES 
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3. DATA VOLT S 
3.1. What is the maximum number of activities on a single network? 
UNDER 100 / 100 - 500 / 500 - 1,000 / 1,000 - 5,000/ 
5,000 - 10,000 / OVER 10,000 
3.2. How many levels are there in the project plan? 
1 /' /*3 /4/ OVER 4 
3.3. How many activities are there at each level of the project plan in total? 
LEVEL 1 
LEVEL 2 
LEVEL 3 
LEVEL 4 
LOWEST LEVEL 
UNDLr, 
100 1-500 500-1,000 
1, ooo 
5,000 _5 
, 000 
10,000 
OVER 
10,0.00 
3.4. Wrnat is the update/review period for progress? 
DAILY / S, 'FFKLY / FOICINIGHTLY / MONTHLY / QUARTERLY / OTHER (SPECIF'Y') 
3.5. tThat is the maximum numijer of work packages for cost control? 
UNDER 100 / 100°500 / 500-1,000 / 1,000-5,000 / OVER 5,000 
3.6. [, 'hat is the update/review period for costs? 
WEEKLY / FORTN'IGaITLY / MONTHLY / QUARTERLY / OTHER (SPECIFY) 
3.7. Mat is the time delay between the data cut-off date and report issue 
for cost control? 
UNDER 3 DAYS /3 DAYS -I WEEK /I WEEK -2 WEEKS / 
2 LEEKS -I MONTH / OVER I MONTH 
3.8. ARD FOR progress control? 
UNDER 3 DAYS /3 DAYS -I WEEK /I WEEK -2 WEEKS / 
2 WEEKS -I PMONTII / OVER I MONTH 
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4. DATA CAPTURE 
4.1. Is the information used for updating time and costs - 
INDEPEINMENT / RELATED? 
4.2. How is update information obtained for the project network(s)? 
REVIEW t'ETIN'G / PROGRESS CHASING / CONPUTtR-PRODUCED SCHEDULE / 
PRO-FORMA RETURN / OTHER (SPECIFY) 
4.3. AND FOR, cost data? 
REVIEW }FETING / PROGRESS CUASING / CO! IMPL"TER-PRODUCED SCHEDULE / 
PRO-FORMA RETURN / OTHER (SPECIFY') 
4.4. Are records kept of historical progress information? 
YES / NO 
4.5. Are records kept of historical resource usage? i 
YES / NO 
4.6. Are records kept of historical cost information? 
YES / NO 
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5. PLANNING IIMTHODS 
5.1. Do you use computerised networks? 
YES / NO 
5.2. Do you use a computerised cost control system? 
YES / NO 
5.3. IF SO, is it linked to a computerised network? 
KE 
5.4. Do you use a computerised procurement system? 
YES / NO 
5.5. IF SO is it linked to a computerised network? - , 
YES / NO 
5.6. Is your achievement relative to planned dates typically? 
EARLY / ON TI'S / LATE 
5.7. Is your achievement rcylative to bud; er_ted costs typically? 
UNDER BUDGET / OBI BUDGET i OVER BUDGET 
5.8. Do you attempt to recognise risk and uncertainty by using three value 
PERT 
. 
(i. e. by estimating minimum, maximum and. most likely times for 
project activities)? 
YES / NO 
5.9. Do you attempt to take account of risk and uncertainty by use of any 
other specialised (e. g. probabilistic) techniques? 
5.10. IF SO, please specify. 
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6. COMPUTING 
6.1. Do you use a computer system? 
IN HOUSE / BUREAU / NONE 
6.2. IF SO, please identify the configuration of'the computer equipment 
you use. 
-MAINFRAME / MINI / OTHER (SPECIFY) 
6.3. How do you input data to the computer? 
PAPER TAPE / TERMINALS / PUNCH CARDS / OTHER (SPECIFY) 
6.4. Please identify the type of programs used and length of time for which 
they have been in use for the following purposes. 
PURPOSE PROGRAM TYPE LEN-3.1i OF 
S ) USE (YR 
PACIUkGE 
DEVELOPED 
Ill-: TOUSE, 
E 
iyON 
. . 
PLA . NING/I%I'TWORRKS ý ý" 
COST CONTROI. 
1 
_ 
MATE : TALS CONTROL 
_ 
6.7. is data processing support provided by - 
PROJECT TEAM / DP DEPARTMENT / BUREAU 
6.8. Have you had formal training in the use of your network/tire control 
package? 
YES / NO 
6.9. Were your computer programs chosen by - 
OWNER CONTRACTOR PROJECT OTHER 
PURPOSE POLICY POLICY MANAGER (SPECIFY) 
PLANNING/NETWORKS 
COST CONTROL 
MATEPU LS CONTROI. ! 
ýý _, 
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7. CONTINUING COLLABORATION 
7. ). Would you be prepared to supply detailed planning and cost information 
as part of a continuing collaboration with the Systems Gap Working 
Party? 
YES / NO 
7.2. IF YES, please provide a contact name and telephone number. 
Thank you for your co-operation in completing the questionnaire. It is 
very much appreciated. 
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APPENDIX C3 
ANALYSIS OF INTERNET SURVEY ON SYSTEMS GAPS. 
1. Organisation 
I. I. Relationship to the Project (client/contractors) 
50% of our sample were clients and 50% were contractors. 
1.2. Cost of the projects 
44% of the projects were of cost £5-25m 
19% were 1-5 (£ri), 31% of over £25m, 
7% were under Elm. 
1.3. Duration of the projects 
567. of the projects were of 1-3 years. 
37% were of over 3 years duration. 
7% were under 6 mantras. 
1.4. Correlation between Time and Costs 
19% of the projects were of cost £l-5(m) and of duration 
1-3 years. 
31% of the project,, were of cost 5-25 (tin) and of 
duration I-', years. 
13% of the projects were of cost 5-25 (um) and of 
duration of over 3 years. 
7% of the projects were of cost of over E25m and of 
duration 1-3 years. 
25% of the projects were of cost of over E25m and of 
duration of over 3 years. 
1.5. Project site 
62% of all the projects were located in U. K. 
19% in developed countries. 
19% in third world countries. 
1.6. Location of the Project Manager 
(a) during the design and procurement phase 
The project managers of 81% of the projects were in 
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1.6. (contd. ) 
home office and of 19% were on site. 
(b) and during the construction phase 
56% were in home office 
44% were on site. 
1.7. To whom is the project manager responsible? 
56% were responsible to the Project Director 
20% to Operations Director 
6% to Project Group Manager and Steering Committee 
6% to Assistant Works Manager 
6% to Architect 
6% to Construction Engineer. 
1.8. Temporary ataff employed on the project 
69% employed temporary staff 
31% didn't employ temporary staff. 
1.9. Reason for employing temporary staff. 
25% employed due to work load 
31% employ'1 , Iiie to non-availability of permanent staff. 
13. E employed due to non-availability of the skills 
within the organisation 
G% fluctuating base level 
25% not responded. 
1.10. Efficiency of tha temporary staff relative to equivalent 
permanent staff 
38% found them same as the permanent staff 
6% found better 
25% worse 
31% not responded. 
1.11. Correlation between size of the project and no. of pple 
working 
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1.11. (contd. ) 
On average 17 persons were employed for projects of 
costs £1-5m 
On average 27 persons were employed for projects of 
costs £5.25m 
On average 33 persons were employed for projects of 
costs over £25m. 
1.12. , Maximum numbers (full-time equivalent) of the following 
disciplines working on the project? 
Because of the diversity of the figures given by the 
respondents the figures are presented in two tables 
according to cost-category. 
Figures in first table are the average of 5 projects 
Tabe 1.8 (a) 
Cast of the projects (two) 1: 1-5m 
Wiree) E5-25m 
Design Constru ction 
Duration of the projects Three 1-3 yrs. Home Home 
(two) over 3 yrs. off, cc Sitei Office Site 
Planners 4.8 -- + 
Cost Engineers 1.6 - + + 
Administration 3.8 - 0.8 1.6 
Design/Project Engineers 6.2 - 0.4 - 
Materials Controllers 0.8 - + + 
Contract Administrators 0.6 - + + 
+ Only one respondent had one 
* Only one respondent had 10 
- 339 - 
Average of 4 projects. 
Table 1.8 (b) 
Cost of projects over £25m Design Construction 
duration over 3 years 
Home Home 
Office Site Office Site 
Planners 3 - - - 
Cost Engineers 5 - - - 
Administration 4 0.5 1 0.25 
Design/Project Engineers 0.25 0.25 - 
Materials Controllers 1.5 - - 0.25 
Contract Administrators 2 0.25 - 0.25 
Mean of two projects was 11 and of other two was 90 
The following figures are for one typical project. 
Project cost over L25^) 
duration over 3 years 
Location Third World 
Planners 
Cost Engineers 
Adniinis tration 
Design/Proiect 
Engineers 
Materials Controllers 
Contract Administration 
Desi gn Construction 
Home Horne 
Office Site Office Site 
1 12 1 12 
0 15 0 15 
3 3 3 3 
150 120 150 120 
15 
5 30 
Considerable ove rlap due to phasing 
2. Work Breakdown 
2.1. Work breakdown structures in use 
25% use One work breakdown structure 
19% use Two work breakdown structures 
19% use Three work breakdown structures 
37% use over Three work breakdown structures 
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2.2. Basis for the major work breakdown 
56% Physical Work Packages 
6% Cost Codes 
6% Discipline 
6% Geographic areas 
20% a combination of the above 
6% not responded 
2.3. Levels in the major work breakdown 
19% have One level 
19% have Two levels 
12% have Four levels 
44% have over Four levels 
6% not responded 
2.4. Cost Control Categories in each level 
level 1: 38% have under 10,12% have 10-30, 6% have 
30-100 & 6% over 100 Cost Control Categories 
level 2: 6%; have under 10,19% have 10-30, 2% have 
30-100,6% over 100 
level 3: 6% have under. 10,19% have 30-100, 6% over 100 
level 4: 6% ha-ve 10-30,12% have 30-100 and 25% have over 
100. 
rest not responded. 
2.5. At what level is there a link between the work breakdowns 
structure, used for cost control, and that used for 
progress control? 
26% none 
12% summary 
12% intermediate 
31% detailed 
19% not responded 
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2.6. Are project commitment budgets made before cost 
commitments are entered into? 
75% always 
6% usually 
19% not responded 
J. Data Volumes 
3.1. Maximum Numbers ofactivities on a single network 
19% 100-500 activities on a single network 
12% 500-1000 it 
44% 1,000-5,000 " "" r" 
15% 5,000-10,000 
3.2. Levels in the project plan 
25% One level 
31% Two levels 
12% Three levels 
6% Four levels 
7% over Four levels 
19% rot responded 
3.3. No. of a(, I-i. vities at each level of the project: plan in total 
Level 1: 44% under 100,6% 1-500,6% 1,000-5,000 activities 
Level 2: 38% 1-500,6% 500-1,000,12% 1,000--5,000,26% 
5,000-10,000 
Level 3: 6% under 100,12% 1,000-5,000 
Level 4: 6% 1,000-5,000 
Lowest level: 6% 500--11,000 
rest not responded 
3.4 Update/reView-* period for progress 
19% fortnightly 
75% monthly 
6% bimonthly 
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3.5. Update/review period for costs 
6% weekly 
6% fortnightly 
80% monthly 
8% quarterly 
3.6. Maximum nunber of work packages for cost control 
44% under 100 work packages 
25% 100-500 it " 
6% 500-1,000 " it 
25% not responded 
3.7. Time deli betwean the data cut-off and report issue fog" 
Cost Control 
31% 3 days -1 week 
19% 1 week .-2 weeks 
257 2 weeks -. 1 rzontb 
6% over 1 nmoeeth 
19% not responded 
3.8. and for pro tress control 
12% urde ý- 3 days 
38% 3 days -1 week 
19% 1 weA 2 weeks 
25% 2 weeks -I tnantt: 
6% over 1 month 
4. Data Capture 
4.1. Information used for updating time snd costs 
50% Independent 
38% Related 
12% not responded 
4.2. Update information obtained for the roýject network 
19% obtained by Review 2Seeting 
31% it " Progress Chasing 
19% of " Pro-forma Return 
31% Review ; ieeting and Progress Chasing 
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4.3. Update information for cost data 
25% obtained by Reveiw Fleeting 
19% if " Progress Chasing 
19% it " Pro-forma Return 
6% Review Meeting and Progress Chasing 
19% Computer Produced Schedule 
12% not responded 
4.4. Records of historical progress information 
69% keep the records 
25% do not keep the records 
6% not responded 
4.5. l: ecordo of historical resource usage 
69% keep the records 
25% do not keep the records 
6% not responded 
4.6. Records of historical cost information 
88% keep the records 
6% do not keep the records 
6% not responded 
5. Planning Methods 
5.1. Use of computerised networks 
75% use computerised networks 
25% do not use computerised networks 
5.2. Use of a computerised cost control system 
87% use a computerised cost control system 
13% do not use a computerised cost control system 
5.3. Use of a computerised procurement system 
19Z use a computerised procurement system 
75% do not use a computerised procuremant system 
6% not responded 
-344- 
5.4. Is computerised cost control system linked to a computerised 
network 
25% have it linked 
75% do not have it linked 
5.5. Is computerised procurement system linked to computerised 
network 
75% do-not have it linked 
25% not responded 
5.6. Is achievement relative to planned dates typically? 
31% have on time 
69% have late 
5.7. Is achi_eva-nent relative to budgeted costs typically? 
6% report being under budget 
50% report being on budget 
44% report being over budget 
5.8. Use of Risk and Uncertainty by PERT or any otherali. 
sec3 (e g. Probabilistic) techniques? 
No one reported taking account of Fisk and Uncertainty 
by any method. 
G. Computing 
6.1. Use of conputer systems 
75% use Inilouse computer system 
6% use Bureau 
19% use both systems 
6.2. Configuration of the computer system equipment in use 
69% use main frame 
19% use mini 
12% use both 
6.3. Input of data to the computer 
63% use Terminals 
12% use Punch cards 
25% use caibination of the above 
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6.4. Type of Program used for 
Planning /lie tworks: 69% use Package and 19% programs 
developed in house 
12% not responded 
Cost Control: 12% use Package and 44% programs 
developed in house 
12% none 
31% not responded 
Materials Control: 6% use Package and 25% developed in house 
19% none 
507, not responded 
6.5. Data Processing support provided by 
69% by DP Dept. 
19% by Project team 
6% by Bureau 
6% rot responded 
6.6. For il trainintr in this use of Network/ti. me control parkalte 
63% pct formal training 
31', '. ' got no training 
6% not responded 
7.1. Continuing; collabcrcti. on 
44% say Yes 
56% say No 
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ANALYSIS OF INTERNET SURVEY ON SYSTEMS GAP 
1. Organisation 
Table 1.1 
Relationship to the project 
No. of organisations 
Contractors 8 
Clients 8 
Table 1.2 
Project Cost (fm) 
Project Cost Client Contractors Total 
under 11-1 
1- 53-3 
7 5- 25 25 
{5 
ý_over 75 23 
Table I. 3 
Project Duration 
Project Client Contractor Total 
Duration 
under 6 mths. I-1 
6 mths. -I yr. --- 
I yr. -3 yrs. 449 
over 3 yrs. 336 
Table 1.3.1. 
Relationship/Correlation between Time. & Cost 
C t/time under 
6 mths. 
under I1 
1-5 
5 25 
I' over 25 
6 mths. - 1 year- over 
1 year 3 years 3 years 
3 
52 
14 
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Table 1.4 
Project Site 
Project Site Client Contractor Total 
U. K. 6 4 10 
Developed Country 1 2 3 
Third World 1 2 3 
Table 1.5 
Location of the Project Manager during 
Design and procurement Construction phase 
phase 
Client Contractor Total Client Contractor Total 
Home office 85 13 729 
Site -22167 
Table 1.6 
To whor, i is the Project Manager responsible? 
Client Contractor Total 
Project Director it 59 
Operations Director 123 
l Managing Director 
Project Group Manager 
& Steering Committee 11 
Asst. Works Manager 11 
Architect 11 
Construction 
Engineer 11 
Table 1.7 
Temporary Staff employed on the project 
Client Contractor Total 
Yes 65 11 
No 235 
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Table 1.8 
Reason for employing temporary staff 
Client Contractor Total 
(a) Workload 1 2 
.3 
(b) Unable to obtain 
permanent staff 3 0 3 
(c) To obtain skills not 
existing within the 
organisation 1 1 
(d) Fluctuating base level 
(a) & (b) 1 1 
(b) & (c) 1 1 2 
Not responded 3 3 6 
Table 1.9 
Efficiency of the temporary staff relative to equivalent permanent staff 
Client Contractor Total 
:; ame 4 2 6 
i ßettýýr 0 1 '. 
Worse 2 2 4 
INot responded 2 3 5 
Table 2.1 
Work breakdown structures in use 
Client Contractor Total 
One 134 
Two 123 
Three 213 
Over three 426 
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Table 2.2 
Basis for the major work breakdown 
Client Contractor Total 
(a) Cost Codes - 1 1 
(b) Physical Work 5 4 9 
Packages 
(c) Disciplines 1 1 
(d) Geographic Areas 1 1 
(a) & (c) 1 1 
(a) & (d) 1 1 
(a), (b) & (c) 1 1 
Not responded 1 1 
Table 2.3 
Levels in the major work breakdown 
Týr 
Client Contractor Tot11 
One 2 1 3 
Two 2 I 3 
Three -- - - 
Four. I 1 2 
Over four 2 5 7 
llot responded 1 1 
.. 
ý 
Table 2.4 
Cost control categories in each level 
Under 10 10 - 30 30 - 100 over 100 
Cit. - Cut.. Ttl. Clt. Cnt., Ttl. Clt. Cnt. Ttl. Cit. Crit. Ttt. 
Level 1 2.4 6 1.1' 2 1. - 1 1-1 
iLevel 2 ? 1 12 3 1 1 2 11 
Level 3 -1 1 -- - 1 2 3 1-1 
(Level 4 i -1 1 - 2 2' 224 
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Table 2.5 
At what level is there a link between the workdown structure, used 
for cost control, and that used for progress control? 
Client Contractor Total 
Non 4 - 4 
Summary 1 1 2 
Intermediate - 2 2 
Detail 1 4 5 
Not responded 2 1 3 
Table 2.6 
Are project commitment budgets made before cost commitments are entered 
into? 
Client Contractor Total. 
Altgays 6 
Usually 1 
- Sometimes 
Not responded 1 
12 
1. 
2 3 
Table 3.1 
Maximum nudber of activities on a single return 
Client Contractor Total 
Under 100 
100-500 123 
500-1000 112 
1000-5000 437 
15000-10000 -22 
over 10000 --- 
not responded 2-2 
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Table 3.2 
Levels in the project plan 
Client Contractor Total 
One 3 1 4 
Two 3 2 5 
Three - 2 2. 
Four - 1 1 
Over four - 1 l 
Not responded 3 - 3 
': alle 3.3 
Upci; tt. e/Review period for progress 
Client Contractor Total 
Daily -- 
Weekly ---! 
Fortnightly -33 
Monthly 75 12 
Bimonthly 1-1 
Quarterly 
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Table 3.5 
Maximum number of work packages for cost control 
Client Contractor Total 
Under 100 4 3 7 
100-500 1 3 4 
500-1000 1 - 1 
1000-5000 - - - ýover 
5000 - - - 
Not responded 2 2 4 
Table 3.6 
Update Review Period for costs 
Client Contractor Totall 
Weekly - 1 1 
Fortnightly - 1 1 
Monthly 5 6 . 11 t 
, quarterly I - 1 
Not responded 2 - 2 
Table 3.7 
Time delay between the data cut--off and report issue for 
Cast Control Prog ress Contr ol 
i 
Client Contr. Total Client Contr. Total 
j Under 3 days - - - 1 1 2 
3 days -l week 1 4 5 4 2 6 
1 week -2 weeks - 3 3 - 3 3 
2 weeks -I month 3 1 4 3 1 4 
over 1 month I - 1 3 1 4 
not responded 3 3 - - - 
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Table 4.1 
Is the information used for updating time and costs 
Client Contractor Total 
Independent 62S 
. 
Related 1S6 
Not responded 112 
Table 4.2 
How is update information obtained for 
Project network Cost data 
Client Contr. Total Client Contr . Total 
(a) Rev. meet. 
-123 2 2 4 
(b) 
i 
Prog. clias. 235 1 2 3 
S(c) Computer 
produced 
schedule -- - 2 1 3 
1(d) Pro-forma 
return -" 33 - 3 
(a) & (b) 5-5 1 1 
Not respond: 2 2 
Table 4.3 
Are records kept of historical 
Progress information Resource usag Cost information 
Client Contr. Total Client Contr. Total Client Contr. Total( 
Yes 56 11 65 11 77 14 
No 224 224 1-1 
Not. 
respond 1-1 1-1. 1-1 
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Table 5.2 
Is your achievement relative to 
Planned Dates Budgeted Costs 
Early ontime late under on budget over budget 
budget 
Client -35 125 
Contr. -26 -62 
Total -5 11 187 
Table 5.3 
Use of Risk and Uncertainty 
I SPIT ANY OTHER M- TFIOD 
Yep; No Yes No Not responded 
Client - -8 161' 
Contr. -$-8 
Total 16 1 1.4 1 
Table 6.1 
Computing 
Compure. r System 
Inhouse Bureau Inhouse & 
Configuration of the equipment 
Mainframe Mini Main 
Bureau fr:? r, re & 
Client 6-2 611 
Contr. 611 521 
Total 12 13 ' 11 32 
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Table 6.2 
Input to the Computer 
Paper Tape Terminals Punch Cards PT &T PT & PC T2 PC 
Client -421-1 
Contr. -6-11- 
Total - 10 2211 
Table 6'. 3 
Type of Program used 
Program type 
Purpose Package Developed in house None 
Client Contr. Client Contr. Ttl. Client Contr. Ttl. 
(a) Planning/ 
Networks Iý 6 11 12 3 
(b) Cost Cont. -- 2 2 43 7 1 1.2 
(c) Materials 
Control. 1 1. 22 4 2 13 
Table 6.4 
D; ita processing support provided by 
Project team DP Dept. Bureau Not responded 
Client 25-1 
Contractor 161 
Total 3 11 1_1--- 
-- 
Table 6.5 
Formal training in the use of network/time control package 
Yes No Not resp. 
Client 241 
Contractor 81 
Total 10 51 
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Table 6.6 
Computer Program Chosen By 
Purpose Ovmer Policy Contractor Policy Project Manager 
Cit. Contr. Ttl. Clt. Contr. Ttl. Clt. Contr. Ttl. 
Planning/ 426 -66 -22 
Networks 
Cost Control 325 33 --- 
Materials 
control 112 -22 -- 
Not responded 
Table 7.1 
Continuing Collaboration 
Client 
Contractor 
Tut>1 
Yes No 
3 5 
4 4 
7 9 
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Appendix D 
Forecasting Techniques - Characteristics, Uses 
and Limitations 
- 360 - 
' 'Appendht I) 
Förecagting lathods 
In broad terms all forecasting techniques can be divided into two 
major categories : 
(1) Qualitative or technological methods 
(2) Quantitative techniques 
(1) Qualitative techniques are-generally used when data is not 
available, for example, when a product is first introduced 
into a 
market, or a new technology is introduced. This method usually 
requires intuitive thinking, human judgement and expert opinion to 
turn. qualitative information into quantitative estimates. Techno 
logical methods fall into the two general categories of exploratory 
and normative character. Exploratory methocl, 
(such as Delphi, S-curves, 
analogies and morphological, research) begin with the past and present: 
as their starting point and move towards the future 
in a heuristic 
manner, often looking at all available possibilities. 
Normative 
methods (such as decision matrices, relevance trees, and system 
analysis) start with the future by determining future goals and object- 
ives, then work backwards to see if these can be achieved, given the 
constraints, resources, and technologies available. 
(2) Quantitative forecasting techniques fall into two types 
naive or intuitivLA methods, and formal quantitative methods based on 
statistical principles. 
The first type uses horizontal, seasonal, or trend e trapolatLon 
and is based on empirical experience that varies widely from one 
business, product or forecaster to another. Naive methods are 
0- 
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simple and easy to us. e but not always as, accurate as formal quantitative 
methods. Because of this 1irn, tation their use has been declining as 
formal methods have gained in popularity. Nevertheless, many 
organisations are still using them, either because they are not aware 
of other simpler methods, or because they prefer to use more subjective 
approaches to forecasting such as predicting this year's forecast as 
lat year's plus, say 10%. 
Formal methods can also involve extrapolation, but it is done in 
a standard way using a systennmiatic approach that attempts to minimize 
the forecasting errors. There are several, formal methods that are 
inexpensive and easy to use that can be Tplied in a mechanical manner. 
These methods are useful when forecasts are needed for a large number 
of items and when forecasting errors on a single item will not be 
extremely costly. 
Persons unfamiliar With. owintit: ative forecasting methods often 
think that the past, cannot describe the future accurately because. 
everything is constantly changing, After sonic familiarity with cl_tto 
and forecasting techniques, however, it becomes clear that although 
nothing remains the same., history does repeat itself in a sense. 
Application of the right method can often identify the relationship 
between the factor to be forecasted and time itself (or several other 
factors;, thus making accurate forecasting possible. 
An alternative approach for classifying, gquac-Ltitative forecasting 
methods is to consider them as time series and regression (causal) 
methods, In time series models prediction of Future is brtscd on lust 
values of a variable. arid/or past errors. The objective of these time 
series forecasting raetirods is to discover the pattern in the historical 
data series and extrapolate that rattern into the future. 
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Causal, models on. the other'. hand assume that the factor to be 
forecasted exhibits a cause-affect relationship with one or more 
independent variables. The purpose of the causal model is to discover 
the form of that relationship and use it to forecast future values of 
the dependent variable. 
Both time series and causal models have advantages in certain 
situations. Tirae-series models can often be used more easily to fore- 
cast, whereas causal models can be used with greater success for policy 
and decision making. Whenever the necessary data are available, a 
forecasting relationship can be hypothesized, either as a function of 
time or as. a function of indepurident variables, and tested. 
An important step in selecting an appropriate time-series method 
is to consider the types of data pattern, so that the methods most 
appropriate to those patterns can be tested. Four types of data 
pattern can be distinguished : Long-term trend, cyclical, seasonal 
and irregular ýa.: ý at i ons . 
Manny data series inclucle cozibinations of thy: above patterns. 
Forecasting methods that are capable of distinguishing each of the 
patterns are employed if a separation of the component pattern is 
needed. Similarly, alternative methods of forecasting can be used to 
identify the pattern and to best fit the data so that future values 
can be forecasted. 
To determine the basic pattern in the data, a nuuber of steps 
may be taken. One is to plot the data. This approach may take 
considerable time and requires that the data be studied carefully 
to identify seasonality and other patterns. A better approach of 
determining the type of pattern in the data is the study of the auto- 
correlations. This approach will be examined later. 
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Tije Series Ai alysi, s. 
Smoothing and decomposýtl, on time-series methods are frequently the 
most appealing and widely used techniques. Although both methods 
are. somewhat weak in their statistical and mathematical rigor in their 
'theoretical development, they have been accepted very well by practi- 
boners who find them easy to use and fairly accurate for the costs 
involved. 
S-awotbitig Methods 
The basis of the smoothing methods is the sample weighting or 
smoothing of past observations in a time series in order to obtain a 
forecast for the future. In smoothing these historical values, 
random errors are averaged and such methods result in a "smooth" 
forecast that seems to work well in certain situations. The major 
advantages of smoothing methods are their low cost, the ease with which 
they can be applied, anJ the speed with which they can be adopted. 
These characteristics make them particularly attractive when a large 
number of items are to be forecasted, as is the case in many inventory 
systems. There is no doubt that better accuracy can usually be 
obtained using the more sophisticated methods of autoregressive/moving; 
average schemes examined later. 
There are a number of different smoothing methods such as Brown 
(1957), Holt (1956), Winters (1960), Brown & Meyer (1961). At least 
one of these is usually capable of dealing with any given data pattern 
when that basic pattern is known. If the pattern is not known, a 
general method such as Winter's, which can deal with a range of patterns 
is required. These methods are &e. nerälly suitable for short term 
forecasting. 
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Decomposition Nethods 
The composition methods usually try to identify three separate 
components of the basic underlying pattern that tend to characterise 
economic and business series. These are the trend, the cycle, and 
the seasonal factors. The trend represents the long-run behaviour 
of the data, and. can be increasing, decreasing or unchanged. The 
cyclical factor reporesents the ups and downs of the economy or of 
a specific industry. The seasonal factor relates to periodic 
fluctuations of constant length that are caused by such things as 
temper attire, rainfall, month of the year, timing of holidays, etc. 
The distinction between seasonality and cyclicality is that season- 
ality repeats itself at fixed intervals such as a year, month, or 
week, while cyclical factors have a longer duration that varies 
from cycle to cycle. 
Decomposition assumes that: the data is made up as Eoll. ows 
data = pattcrn + error 
f (trend, cycle, seasonality) + error. 
From a statistical point of view there are a nutncer of theoretical 
weaknesses in the decomposition approach. Practitioners, however, 
have largely ignored these weaknesses and have used the approach 
with considerable success. 
Regression and Econometric Methods 
The regression approach to forecasting is significantly different 
from that of time aeries in that it seeks to discover and tüeasuro 
relationships of several important factors and their effects on the 
variable to be forecast, and then to use them in obtaining forecasts. 
Re; ression analysis is a powerful method of estimation and the most 
commonly used causal approach to forecasting. It is quite flexile e. 
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and can include any number of factors in the forecasting model.. 
Applying simple regression. xequires little statistical knowledge, 
limited data, and only moderate computational effort. (Most program- 
mable calculators are adequate for the computations. ) Multiple 
regression requires a muck greater level of sophistication, considerably 
more data, and a computer to do the computations. 
Simple regression is a special case of multiple regression, and 
the latter is a special case of econometric models. While multiple 
regression involves a single equation, econometric models can include 
any number of simultaneous multiple regression equations. The main 
advantage of econometric models lies in their ability to deal with 
interdependencies, but econometric models are considerably more difficult 
to develop and estimate. The difficulties are usually of two types : 
1. technical aspects, involved in specifying the equations 
and estimating their parameters, and 
2. cost cons-1: 2i, ations, related to the amount of data needed 
and the co. putiag and Human resources required. 
One of the major weaknesses of econometric models is the absence 
of a set of rules that can he applied across different situations. 
This lack makes the development of econometric models highly dependent 
upon the specific situation and requires the involvement of a skilled 
and experienced econometrician. These disadvantages have limited 
the application of econometrics to forecasting in medium and small 
organizations. 
Econometric model.,. are difficult and costly to build and operate. 
They are generally aimed towards policy-snaking and their usefulness in 
forecasting is somewhat controversial These character- 
istics have limited the development of econometric models by individual 
companies. However, econometric forecasts can be purchased through 
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several services at economical rates. 
Autoregressive/Moyi. ng A4erdge'(Ar1A) 
Time-Series Methods 
in earlier sections two major categories of time-series forecasting 
techniques smoothing and decomposition were examined. Smoothing, 
methods base their forecasts on the principle of averaging (smoothing) 
past errors by adding a percentage of the error to a percentage of 
the previous forecast. Mathematically, single smoothing methods are 
of the form 
1t+1 - Ft (nt -F) 
(1) 
Eq (1) can be expandcd by substi. t:: ti"ng 
Ft = Ft_1 +a (x 
_1 
- Ft_l ) 
Thus, 
Ft+l - Ft... I -t a 
(: 'fit--1 - rL-1) +a (Xt -F) (2) 
Substituting for Pt-i in the first term of (2) givos 
t k1 = 
Ft-2 (ß't_2 
t-2 
I't_1) +a(. Kt F) 
(3) 
and so on, Given sonne initial forecast, say Ft-2, new forecasts can 
be obtained by adding a percentage of the errors between the actual 
and forecast values (e. g. 
Xt_2 - ß't_2) to this initial forecast. Since 
some of the errors will be. negative and some positive, the final 
forecast Ft+l, on average, v rill. he close to the actual pattern of the 
data. 
Time series decomposition znathods are based on, the principle of 
"breaking down" a time series into each of its components of seasonality, 
0 
trend, cycle, and randomness and thezr forecasting by predicting each 
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component separately (except randomness, which cannot be predicted) 
and recombining those predictions. Both. smoothing and decomposition 
methods express their forecasts as a function of time only. 
Another approach to forecasting, causal or explanatory methods, 
was discussed earlier. The three method$ - linear, multiple regression 
and econometric are similar in 'concept, but differ in the level of 
sophistication they require. In their general form, regression 
methods attempt to forecast variations in some variable of interest, 
the dependent variable, based on variations in a number of other 
factors. 
In multiple regression, the causal or explanatory model is of 
the form 
Y= a+b1X1 +r2 Y, 2 ..... +bkXk+U 
(4) 
1 
In eq (4), Xl, X2, ... .; XK, can represent any factors such as prices, 
money supply, GNP etc. suppose, b. ownver, that these variables are 
defined as 
X1 = Yt_1' X2=y L23' X3 = Yt_3 s ..... 
Xk =1 t-lc 
Eq 14) then becomes 
Yt =a+ bI Yt_1 + '2 Yt-2 -f ..... + bk Yt-l` + Ut 
(5} 
Eq (5) is still a regression equation, but differs from (4) in that the 
right-hand side variables of (4) are different independent factors, 
while those of (5) are previou3 values of the dependent variable Xt. 
These are simply time-lagged values of the dependent variable, and 
therefore the name autoregression (AR) is used to describe equations 
or schemes of the forms (5). By examining Eq (6) below, it can be seen 
that the method of single expon. 'ntial smoothing has a form very similar, 
to (5) 
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Ft+l = aXt +a cl-a) -x Xt-1 + q(1-a)2 Xt-2 + a(1-a)3 Xt-3 + ..... 
(6) 
In forecasting with exponential smoothing the past values are 
weighted by using the coefficients (parameters) a, a (l-a)3, ... 
One question that arises from considering eq (5) is why regression 
that is applied to a time series (ie autoregression) should be treated 
differently from the regression used in causal models. The answer is 
twofold : 
1. In autoregression the basic assiurption of the independence of 
the residuals can be easily violated, since the independent 
variables of eq (5) usually depend upon each other. 
2. Determining the number of past terms of Yt to include in 
ei (5) is not an easy task. 
For these reasons autoregression can be effectively coupled with 
moving average terms to form a very general. and highly acura to class 
of time series mode: s called autoregressivei/inovi, nfy averago (ARNU! ) 
schemes of processýis. 
Identifying characteristics of a series such as stationarity, 
seasonality, etc., require a systematic approach. One such process 
is called time-series analysis and utilises the autocorrelation coef- 
ficients for different time lags of the variable to be forecast. 
Auto correl at ions 
Eq (5) consists of a dependent variable, Yt, and k right-hand side 
variables, T t-1' 
z 
t-2-1 ... ' 
Yt 
-k 
of which are past vaiu. J of the 
-ý1: 
dependent variable. The simple correlations between Yt and Y t-11 can 
be found as described previously for regression. Since these correl- 
ations refer to the some (auto) variable, but of different time perinit. h 
(lags), they are cai led au. tocorrelations. The autocorrelation of it 
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and yt^1 for example, indicate how variable Yt and Yt_l are related, to 
each other. 
The correlation of successive values of a random series would be 
close to zero. The autocorrelations of other time lags can be used to 
learn the following about the data : 
1. Are the data random ? 
2. Are the data stationary ? 
3. If nonstationary, at what level do they become stationary ? 
4. Are the data seasonal ? 
5. If seasonal, what is the length of seasonality ? 
The above chracteristics can be determined in a routine manner using 
autocorrelation analysis. 
The Sampling Distribution of Autoc. orrelations 
As shown by Anderson (1942), Bartlett (1949), Quenoui. 1le (1949), 
and others, the aut: oc, -'rrelatlon coefficients of random data have a 
sampling distribution that can be appro%ciriated by a normal curve with 
mean zero and : standard error 1i, n, This information can be used to 
develop tests of hypotheses similar to those of the F-test and the t- 
tests. These can be used to determine whether some rk comes from a 
population whose value is zero at k time lags. 
Existence of Stationnr. ity : The autocorrelations of stationary data 
drop to zero after the second or third time lag, while for a non- 
stationary series they are significantly different from zero for several 
time periods. 
Removing Nonstati_onarity Trends of any kind tend to introduce spurious 
autocorrelations that dominate the autocorrelation pattern. It is 
- 370 - 
imperative, therefore, to remove the nonstationarity from the data 
before proceeding further with time-series analysis. Removing trends 
can be routinely achieved through the method of differencing.. Usually 
stationarity is achieved by taking differences between successive 
values of the time series. If the autocorrelations of the first 
differenced data do not drop to zero after the second or third lag, it 
indicates that stanimarity has not yet been achieved and therefore first 
differences of the first differenced data should be taken. In practice, 
it is seldom necessary to go beyond second differences, because real 
data generally involves nonsta, enaries of only the first or second 
level. 
Recognizing Seasonality 
Seasonality is defined as a pattern that repeats itself over fixod 
intervals of time. 
For stationary data, seasonality can be found by identifying those 
autocorrelation coefficients of Hore than two or three time lags that 
are significantly d. 1'E rent from zero. Any autocorrelation that is 
significantly different from zero implies the existaitce of a pattern 
in the data. To recognize seasomlity, one must look for such high 
autocorrelations. 
The X2-Test 
Box and Pierce (1970) have developed a test (known as the Box- 
Pierce Q-Statistic) that is capable of determining whether several 
autocorrelation coefficients are significantly different from zero. 
This test is based on the X2 (Chi-squared) distribution of the auto- 
correlation coefficients. If the computed value of the test is less 
than that from the table of values of the x2 statistic, the autocorrel- 
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ations are significantly different fron zero, indicating the existence 
of some pattern. 
The Q-statistic is computed as 
2m 
-test nE rß`2 
k=l ' 
where m is the largest time lag included. 
The smaller the autocorrela. tions, the smaller the value of X. 
This X2-test also holds true when applied to the autocorrelations of 
residual errors. 
Partial Autocorrelations 
Partial autocorrelations are used to measure the degree of association 
between Xt and Xt. a when 
the effect of other time lags on X is held 
U 
constant. Their singular purpose in time-series analysis is to hc'Lp 
identify an appropr. iatcý ARIlk i oriel for forecasting. (In fact, they 
have been constructed ju ;t for this use). 
tv1ien there are only p partial ; autocor. reiati ons that are signifi, caritly 
dif; erent from zero, the proccus i. s assumed to be an A'Z (}p) . When the 
partial autocorrelations tail off to zero exponentially, the process is 
assunad to be an NA one. 
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Appendix E 
Maximum Likelihood Estimation (MLE) of Parameters 
of some Distributions. 
Kolmogorov-Sr"i rnov 'fest 
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Appendix E 
Maximum likelihood estimation (NrLE) of parameters of some distributions. 
Weibull Distribution 
The probability density function of the Weibull distribution is 
given by 
ý -1 
f(t) = Sb exp (xIb)`] ,t>0, b>0, c>0( "1) bý 
where b and c are called scale and shape parameters, respectively. 
Let =a so that Eq. ( 1) can be written as 
1) 
f (ý) =ca to -1 exp (--a tc ) ( 2) 
Let t, i=1, ... n be the observations, where n 
is the size 
of the sample. The likelihood function of the above observations can 
be written as 
n 
I. =r f(t )C . 
3) 
or 
ri 
C=Q, n L= on [ca tc . '1 exp (--ate )1 
1 =I 
nn 
=n kn c+ ii 2, n a+ (c - 1) F ß. n tý -at. ( 4) 
Then 
ä ä-L Lý ( 5) 
and ä_+XRn 
tý -at, £"n ti) (6) 
t=1 i=s 
Putting equation ( 5) equal to zero. 
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Substituting ( 7) in ( 6) for 
obtain 
n 
+'2. n t-n 
n 
C1=1 
7 =1 
The above equation can be solved numerically for c, using an iterative 
method such as Newton-Raphson. 
Normal Distribution 
The probability density function of the normal distribution is 
given by 
exp o -12 (t - ii)? ,-<t< ýIT ° Z. cs 
_R, < u< 
cr > ( 1) 
wbere p and a are the mean and standard deviation of the eistribut. ion. , 
Let t, ,i=1, ... n 
be a sample of size n. The likelihood function 
of the above observations can be written as: 
or 
n 
ti 
t =1 
( 7i 
and equating the result to zero, we 
n 
(tI En tý) 0( 8) 
c =s 
n 
L -' IT £(t )(?. ) 
1 =2 
n 
C 9, n L= kn f (tI ) 
i =1 
- kn 
I 
ir ct 
ex I~ -2 
cr 
ý2 
n 
n 9, n (2-0 - it £n a -- ----- 
I (t, - U) 
2(3) 
2cr 
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Then 
öC 1 
t-nu 
6 1=1 
and 
( 4) 
[n 
-Cj 
Equation ( 4) to zero, we obtain 
u=n 5 =t C 6) 
Substituting ( 6) in ( 5) for and equating the result to zero, we 
obtain 
2z 
o_ X (t ( 7) 
However a2 is a biased estimate of the variance. To obtain an uu'oiased 
estimate for variance the denominator in equation ( 7) should be 
changed to (n - 1). 
Lognormal Distribution 
The probability density function of the lognormal distribution can 
be written as: 
f iL") =1 cxp -1 (k, n t- S)2 ,t>0, > U, 2r. ßt 2ß 2 
where d and ýrespectively are the scale and shape parameters of the 
distribution. 
Let t, i=1,2, ... n be a sample of size n, the likelihood 
function of the observations can be written as 
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or 
Then 
L= II f(t) 
sl 
2) 
n 
= 2n L=X kn f(tI ) 
1=i 
n 
_ kn ýz 
ýt 
exp - 
12 (Rn ti 2 
i=z L 2ß 
=-n kn (7_ßr) -n kn ß-F 2n t- 
12 F (kn tr - d)2 ( 3) 
i =i 2ß i di 
D£ 
-1 (fin t --5) ( 4) äs 2 
and 
ý. ý n2 1_ ö) +( 5) 
tiý 
T3' 
^1 
(z)l Cf 
Putting equatiocis ( 4) and ( 5) equal. to zero, we obtiiin 
n 
(2. n ti - ý) =0i 6) 
1_1 
and 
-ß2 n + (tu t1 d)2 0 ( 1) 
or 
d1 kn t, ( 8) 
n 
and 
ß2 = - LS )2 (5n t 
( 9) 
ý 
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Gamma Distribution 
The probability function of the gamma distribuion is given by 
k -1 -at 
f(t) a tk C. t>0, a>0, k>0 ( 1) 
F (k) 
where a and k are called the sacle and shape parameters, respectiv, ly. 
Lett ,i=1, ... n be a sample of size n. The likelihood 
function of the above observations is given by 
L= IT f(t) ( 2) 
1=2 
or 
Theft 
and 
QnL= Qnf(ti?  
=I 
n ýk ýk-1 e-act 
ý, Il 
f =I r(k) 
na 
fl lc kn a °" n R. n f (lc) + (k - 1) kn tý -a ti ( 3) 
"i rx r ýi 
t äa ýar 
_ý 
r 
äkn Rna-ny (k) + kn .. i 
( 5) 
where 
D kn F (k), 
ak 
Equating equation ( 4) to zero, wo obtain 
a=( 6) 
where 
In 
u-nF ti 
1 =i 
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Substituting ( 6) in ( 5) and equating the result to zero, one 
obtains 
n 
r_th -nknp+ tnti -n(k) 0( 7) 
or 
to k- ip (k) = kn u- to G( 8) 
where G=n is the geometirc mean of the observed values . An 
II t, 
approximate method for determing k is to use the asymptotic expansion 
of ý(k) given by 
V(k)=ýr. k- + +... ( 9) 
2k 12 k2 
This gives: 
1+1 
-= 9,11 u- £n G(]. 0) 
2? c 12k2 
Solving f ]. 0) for 1<, we obtain: 
I an 1: 
Flore comprcfhens. ive rreatment on above can be found in Kendall and 
Stuart (1958) and Greenwood and Durnad (19G0). 
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-- 
I'crcentage 
ý- 
Points of the Kot orav-Snot nov St atistic 
Sample Level of significance for D- maximum lI"o(1) _ S/(X)i` 
size ....... . _... _... . _.. __. ». ___. __.. _ _ý... v__... ý 
(IV) . 20 . 15 . 10 . 05 . 01 
1 . 900 . 925 . 950 
Yý ^ 
. 975 . 995 2 . 6S4 . 726 . 770 . S42 . 929 3 "565 . 597 . 032 "703 . 328 4 . 494 . 525 . 564 . 621 . 733 5 . 446 . 474 . 510 . 565 . 669 
6 . 410 . 416 "470 . 521 . 613 7 . 331' . 405 . 438 . 486 , . 
577 
8 . 353 . 381 . 411 . 457 . 543 9 . 339 . 360 . 338 . 432 . 
514 
10 . 322 . 342 . 3cS . 410 . 40.0. 
11 . 307 . 326 . 352 . 391 . 4r3 12 . 295 . 313 . 323 . 375 . 49 13 . 281 . 302 . 325 . 1(11 A. 
13 
14 . 274 . 292 . 414 . 349 . 41 
S 
15 . 266 283 "3U 1 "333 . 40-11 
16 . 253 "214 . 295 . 323 . 392 17 . 250 , 265 . 236 . 318 11 ý7 " 13 . 241 . 259 . 273 . +09 . 371 19 . 237 . 252 . 272 . 301 . 163 20 . 2., 1 . 2-46 . 26.1 . 294 . 3i6 
25 . 21 . 22 . 74 . 27 . 12 30 . 19 . 20 . 22 . 24 . 20 35 . 18 "19 . 21 . 21 . 27 
Over 35 
1.07 1.1.4 1.22 1.36 1 63 
yý, ý' ý/A' 
.. 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