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Abstract of Thesis
Most real-world fluid flows around aircraft, ground vehicles and water craft are
predominantly turbulent. It is well-known that turbulent flows induce much higher
skin-friction drag relative to laminar flows. For streamlined bodies such as ships
and passenger aircraft, skin-friction drag can be the main contributor to the total
drag on those vehicles. In this thesis, two different linear time-invariant output-
feedback control methods will be investigated which aim to reduce skin-friction
drag in turbulent wall-bounded flow. Both methods use wall-based sensing and ac-
tuation arrangements, and are evaluated upon direct numerical simulations (DNS)
of turbulent channel flow.
Spectral discretisation is used to produce highly accurate linear control mod-
els which are derived from the governing equations. The open-source DNS code
used in the current work is outlined, and a procedure for modifying the boundary
conditions at the walls is presented.
The first control methodology investigated, passivity-based control, inhibits the
ability of the flow to produce energy. Passive systems can only store and dissipate
energy. It is shown how the nonlinear dynamics in the equations that govern
turbulent flows are passive, and can be considered as a feedback forcing to the
linearised dynamics. The linear spatial modes of the flow which are capable of
producing the most energy are identified. Controllers are then developed which
make these modes closer to passive, resulting in restricted turbulent energy pro-
duction, and consequently, reduced skin-friction drag.
H∞ loop-shaping control is also investigated as a means of reducing turbulent
skin-friction drag. This method offers a priori guarantees of closed-loop robust-
ness to uncertainty and performance in terms of input disturbance rejection. Con-
trollers are synthesised with the objective of minimising perturbation streamwise
wall-shear stress in turbulent channel flow. It is shown that when enough spatial
modes of a flow are controlled using this method, significant reductions in skin-
friction drag can be achieved.
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Chapter 1
Introduction
1.1 Motivation
Controlling turbulent wall-bounded fluid flows for the purposes of reducing skin-
friction drag is of great scientific, economical and environmental interest. Most
real-world fluid flows around aircraft, buildings, ships, submarines and ground ve-
hicles are turbulent. It is well-known that turbulent boundary layers induce much
higher skin friction drag on bodies than laminar boundary layers and that for
streamlined bodies, skin friction drag can be the highest contributor to the total
drag on that body. If a control system could reduce the wall-shear stress in, sup-
press the turbulent intensity of, or even relaminarise a turbulent flow, potentially
large reductions in drag could be achieved. For example, approximately 45% of
the total drag on a commercial aircraft is due to skin friction [30]. It is estimated
that a 10-15% total drag reduction could be achieved if the flow over the wings
and fin were to be relaminarised [30]. As the airline industry consumes around 1.5
billion barrels of jet fuel per year [67] and current jet fuel prices currently stand
at approximately $100 per barrel [52], this drag reduction would save billions of
dollars for this sector. International shipping consumes approximately 300 million
tonnes of fuel per year [2] and so is another transport sector that would benefit
greatly from drag reduction - skin-friction accounts for between 50 − 80% of the
drag experienced by large naval vessels [2]. Combined, the shipping and aviation
industries emit 4.6% of the world’s CO2 emissions [2]. Therefore, as well as the
obvious economical benefits, reducing skin-friction drag via flow control could also
help the global effort to reduce greenhouse gas emissions.
1.2 Wall-Bounded Turbulence
Most wall-bounded flows under natural conditions are predominantly turbulent.
As J. D. Anderson eloquently put it, “Nature, when let to herself, always goes to
the state of maximum disorder” [64]. Turbulent flows are characterised by their
chaotic and stochastic property changes and highly nonlinear multi-scale interac-
1
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Figure 1.1: A study on turbulence by Leonardo da Vinci - a free water jet issuing from
a square hole into a pool.
tions, this is in contrast to laminar flows where changes in properties are smooth
and deterministic and perturbations decay over time. Turbulence has been studied
for hundreds of years; Leonardo da Vinci observed its multiple scales and struc-
tures five hundred years ago (see Figure 1.1). However, turbulence remains one
of the last great unsolved problems in classical physics, as although the equations
that model the dynamics of turbulence are known — the Navier-Stokes equations
— many questions remain: Is there a general solution to the Navier-Stokes equa-
tions? What are the precise structures and motions within turbulent boundary
layers, and what part do they play in the turbulence regeneration process?
Turbulence can be viewed as advantageous in some scenarios and disadvantageous
in others. Advantageous for mixing of fluids, reduced profile drag on bluff bodies
and transferring heat; disadvantageous for increased skin-friction drag, increased
noise due to acoustic vibration and increased aerodynamic heating. Control sys-
tems that promote turbulence where it is advantageous and mitigate turbulence
where it is disadvantageous would have an enormous impact in many engineering
situations. Being able to control something as chaotic and complex as turbulence
may seem near-impossible, but in order to control anything, all one needs is a
model of the system you wish to control, a control law and a means of imple-
menting the control (i.e. practically implementable actuators and/or sensors); for
turbulence, all three exist.
There are a number of different canonical wall-bounded shear flows studied in
the literature, these include boundary layer flow, pipe flow, Couette flow and
plane channel flow (also referred to as plane Poiseuille flow). These all differ in
their wall geometry and prescribed boundary conditions. In the current work, the
focus will be restricted to turbulent plane channel flow (also referred to as just
channel flow). Channel flow is the uni-directional flow between two flat plates of
infinite spatial dimensions with periodic boundary conditions in the streamwise
and spanwise directions and Dircihlet boundary conditions in the wall-normal di-
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rection. A schematic of channel flow is shown in Figure 1.2. The majority of
research into ACL flow control for skin-friction drag reduction has used channel
flow as a “test bed”. This is because its geometry and boundary conditions allow
for both the synthesis of highly accurate low-order linear models, and moder-
ate Reynolds number direct numerical simulations. However, all wall-bounded
turbulent flows have similar coherent structures and motions, and regenerative
processes. Section 1.3 outlines previous research into the coherent structures and
motions in wall-bounded turbulent flows. However, firstly, the governing equations
for turbulent flows will be presented.
1.2.1 Governing Equations
The dynamics of all fluids are described by the Navier-Stokes equations. These
are statements on the conservation of mass and momentum within a fluid. The
general Navier-Stokes equations are of high complexity, therefore, in the current
work a number of assumptions will be made to simplify them. Firstly, it will
be assumed that all flows studied will be incompressible. This means that the
density of the fluid will not change over time, which is a sound assumption as
long as the Mach number of the flow does not exceed M = 0.3. Secondly, it shall
be assumed that all fluids studied will be Newtonian. Newtonian fluids have a
linear viscosity model; most fluids of engineering interest such as air and water
are Newtonian. Thirdly, it will be assumed that the mass flow rate within the
channel is constant. The incompressible Navier-Stokes equations for a Newtonian
channel flow non-dimensionalised by the channel half-height h∗ ∈ R and U∗cl ∈ R,
the maximum laminar centreline velocity for a constant mass flow rate, are:
∂V
∂t
=
1
Re
∇2V −∇P−V · ∇V + f , (1.1a)
∇ ·V = 0, (1.1b)
with initial and boundary conditions:
V(χ, 0) = V0(χ) ∀χ ∈ Ω, (1.2a)
V(χ, t) = g(χ, t) ∀(χ, t) ∈ ∂Ω× [0, tf ] , (1.2b)
where V : Ω×R+ → R3 is the velocity vector field, P : Ω×R+ → R is the pressure
scalar field, f : Ω×R+ → R3 is a vector of external forces, g : ∂Ω×R+ → R3 is a
vector of boundary conditions, V0 ∈ R3 is an initial velocity vector for time t = 0,
∇2 is the Laplacian operator, and ∇ is the gradient operator. Reynolds number
is defined Re := U∗clh
∗/ν∗, and ν∗ ∈ R denotes kinematic viscosity. The endpoint
of the time interval is tf ∈ R+, Ω ⊂ R3 is a domain in three spatial dimensions
with boundary ∂Ω, and χ ∈ Ω is a point within the domain. The superscript ∗ is
used to denote dimensional variables.
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Figure 1.2: A schematic of channel flow.
The following notation shall be adopted in the following for mathematical de-
scription of channel flow - {x, y, z} ∈ χ represent cartesian descriptions of the
streamwise, wall-normal and spanwise directions respectively, and {U,V,W} ∈ V
denote the streamwise, wall-normal and spanwise components of velocity respec-
tively. This cartesian notation is illustrated in the schematic of channel flow in
Figure 1.2.
Boundary Conditions
For un-actuated channel flow (i.e. no wall transpiration) with dimensions [Lx × 2× Lz],
the vector g is chosen such that the following boundary conditions are imposed:
V(x,±1, z, t) = 0, (1.3a)
V(x, y, z, t) = V(x + Lx, y, z, t), (1.3b)
V(x, y, z, t) = V(x, y, z + Lz, t). (1.3c)
Dirichlet boundary condition (1.3a) corresponds to the impermeability and no-slip
conditions at the walls, and (1.3b)-(1.3c) correspond to the periodic boundary
conditions imposed in the streamwise and spanwise directions respectively.
Wall Units and Averaging Definitions
When analysing turbulent flows, it is good practice to use wall units, whereby
lengths and velocities are normalised by viscous length (ν∗/u∗τ ) and velocity (u
∗
τ )
scales. Skin-friction velocity is defined: u∗τ :=
√
τ ∗w/ρ∗, where ρ
∗ is fluid density,
ν∗ denotes kinematic viscosity, and τ ∗w is the spatially and temporally averaged
wall-shear stress defined as:
τ ∗w := µ
∗∂〈U∗〉
∂y∗
, (1.4)
where a spatial average is defined as:
〈U〉 := 1
LxLz
∫ Lx
0
∫ Lz
0
U dxdz, (1.5)
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Figure 1.3: A schematic of a spatially-developing boundary layer over a flat plate [28].
and a temporal average is defined as:
U :=
1
ti − tf
∫ tf
ti
U dt (1.6)
Values normalised by wall units are given + notation. A Reynolds number based
on skin-friction velocity is defined as:
Reτ :=
u∗τh
∗
ν∗
. (1.7)
1.3 Coherent Structure and Motion
1.3.1 Turbulent Boundary Layers
When a fluid travels over a solid surface, a near-wall layer develops where vis-
cous forces become important; this layer is known as a boundary layer. Boundary
layers develop due to the velocity no-slip condition on solid surfaces. When fluid
passes over a flat plate for instance, a boundary layer forms at the front edge of
the plate and then develops as it moves downstream. The boundary layer in the
region close to the front of the plate is laminar, as the local Reynolds number is
low. Downstream, the boundary layer will undergo transition to turbulence as
local Reynolds number increases. A schematic of this process is shown in Fig-
ure 1.3. Channel flow, due to its periodic boundary conditions, develops only in
time.
A turbulent boundary layer contains an inner layer and an outer layer. Within
the inner layer viscous effects dominate and the the rate of turbulent kinetic en-
ergy production exceeds dissipation. Turbulent kinetic energy can be produced
by fluid shear, friction or buoyancy [64]. Therefore, the eddies created by wall-
bounded vortices and the fluid shear caused by the no-slip condition at the wall
all produce turbulent kinetic energy in the inner layer. In the outer layer inertial
effects dominate and turbulent dissipation exceeds production. In between the
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Figure 1.4: Turbulent boundary layer mean-velocity profile, with different lay-
ers/sublayers annotated [34].
two layers is the log-law region, where turbulent energy production equals dissi-
pation. Figure 1.4 shows the mean-velocity profile of a typical turbulent boundary
layer. As can be seen, the inner layer is comprised of a viscous sublayer, a buffer
layer and a log-law region. The mean-velocity profile in the viscous sublayer is
linear. The log-law region is so-called because the mean-velocity profile in this
region obeys the semi-empirical model: U+ = 1
k
log y+ + C, where k is the Von
Karman constant (thought to be universal at k ≈ 0.4) and C is a constant specific
to a boundary layer. The log-law region is where both viscous effects and inertial
effects play an important role. In channel flow, the outer layers from the upper
and lower walls meet in the centre of the channel and interact. However, both
walls still have their own inner layer velocity profiles as in Figure 1.4, although
their shape may be influenced by the interaction of the outer layers. Control via
wall-based actuation will have the greatest effect on the region of the flow closest
to the wall, i.e. the inner layer.
Figure 1.5 shows mean velocity profiles for laminar and turbulent channel flows,
where the channel walls are located at y = ±1. The mean velocity profile for
laminar channel flow is an exact solution to the Navier-Stokes equations, and is
parabolic. The skin-friction drag at each wall is proportional to the wall-normal
gradient of the spatial-mean velocity profile which for a non-dimensionalised chan-
nel flow is defined as:
D¯±1 :=
1
Re
∂ 〈U〉
∂y
∣∣∣∣
y=±1
. (1.8)
Figure 1.5 shows that the gradient of the turbulent mean velocity profile at the
walls is much larger than for the laminar flow. Hence why turbulent flows have
higher skin-friction drag. Therefore, for constant Reynolds number flow, the only
way to reduce skin-friction drag is by reducing the gradient of the mean velocity
profile, either directly or (usually) indirectly.
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Figure 1.5: Plots of mean velocity profiles for laminar (−−) and Re = 2230 turbulent
(−) channel flow.
The skin-friction coefficient for a turbulent channel flow is defined as [37]:
Cf :=
τ ∗w
1
2
ρ∗U∗b
2 , (1.9)
where U∗b is bulk velocity which is defined as:
U∗b :=
1
2h∗
∫ h∗
−h∗
〈U∗〉 dy∗. (1.10)
Fukagata et al. [37] derived an equation, commonly known as the FIK identity,
which expresses the skin-friction coefficient as a sum of the laminar and turbulent
contributions to skin-friction drag. The FIK identity for a fully-developed channel
flow is given as [37]:
Cf =
12
Reb︸︷︷︸
Laminar
+ 12
∫ 1
−1
(−y)(−〈u′v′〉)dy︸ ︷︷ ︸
Turbulent
, (1.11)
where Reb is bulk Reynolds number defined as:
Reb :=
U∗bh
∗
ν∗
, (1.12)
and 〈u′v′〉 is a Reynolds stress, where u′ := (U∗ − U∗) /U∗b and v′ := V∗/U∗b. As
a constant mass flow rate is assumed, bulk velocity non-dimensionalised by U∗cl
will be Ub = 2/3. From (1.11) we see that the laminar contribution to skin-
friction drag is inversely proportional to the bulk Reynolds number, whereas the
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turbulent contribution is a weighted integral of the Reynolds stress term −〈u′v′〉.
The weightings are such that the turbulent drag contribution is largest nearest
the walls. The FIK identity shall be used in later chapters to analyse the effects
of wall-based controllers on turbulent channel flow.
1.3.2 Turbulence Regeneration
In turbulent wall-bounded flows, kinetic energy from the free-stream is converted
into turbulent velocity perturbations and then dissipated by viscous effects into in-
ternal energy [95]. This process of near-wall turbulence production and dissipation
is self-sustaining and there are various theories and models that try to explain this
phenomenon, although there is no general agreed consensus. It is apparent that co-
herent motions in turbulent boundary layers are responsible for the self-sustaining
mechanism. Robinson [95] defines coherent motion as “a three-dimensional region
of the flow over which at least one fundamental flow variable (velocity component,
density, temperature etc.) exhibits significant correlation with itself or with an-
other variable over a range of space and/or time that is significantly larger than
the smallest local scales of the flow”. The majority of research into the identifi-
cation of structures in turbulent wall-bounded flows has been done at moderately
low Reynolds number and it is thought that at higher Reynolds numbers, tur-
bulent boundary layers may exhibit very different structures and motions [39].
Only research findings for low Reynolds number turbulent boundary layers will
be discussed in the following.
There are some coherent motions that are known to exist and are easily ob-
servable. In the viscous sublayer and buffer layer of a turbulent boundary layer,
thin, sinuous, streamwise-elongated alternating regions of low-speed and high-
speed fluid lie parallel to one another; the low-speed regions are known as streaks.
Many researchers have observed a mean spanwise streak-spacing of λ+z ≈ 100
[19, 66, 70] and streamwise length of λ+x ≈ 1000 [57], although these are dependent
on wall-normal distance and Reynolds number. As streaks travel downstream,
they “burst” ejecting low-speed fluid into the outer layers, this is coupled with
“sweeps” of high-speed fluid towards the wall from the outer layers [95]. There
is no consensus on how streaks form, how they break-up (burst), the mechanisms
of energy transfer between the inner and outer layers and the relation between
vortical structures and streaks.
Kline et al. [70] were one of the first research groups to observe and study streaks
experimentally. Through flow observations and hot-wire anemometry of a turbu-
lent boundary layer they found coherent motions of the streaks. They found that
the low-speed streaks slowly move away from the wall as they move downstream
and at a certain distance from the wall, violently eject to the outer layers. These
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ejections, named “bursts”, were thought to be the primary mechanism for turbu-
lent energy production in the inner layers and were responsible for transporting
kinetic energy to the outer layers. Their experiments showed that nearly half of
the turbulent energy production happened in the regions close to the wall (up to
the log-law region), with the outer layers only producing around a fifth. Quasi-
streamwise vortices, slightly tilted away from the wall, in counter-rotating pairs
were also observed straddling the streaks and high-speed fluid in regions close to
the wall.
Kim et al. [66] proposed a three stage cyclic model of the burst process. In
the first stage, a low-speed streak lifts away from the wall as it moves downstream
due to the streamwise vortex between the regions of low-speed and high-speed
fluid and at a certain distance rapidly ejects upwards - “streak-lifting”. In the
second stage, the rapid movement away from the wall creates an instantaneous
inflectional velocity profile which is inviscidly unstable to disturbances within a
band of frequencies. In the third stage, the streak oscillates due to the instability
and breaks down into a chaotic state - “break up”. After break up, the original
instantaneous velocity profile returns and the streaks return to the wall for the
cycle to begin again. The researchers found that nearly all turbulent energy pro-
duction occurred during these bursting events.
There have been numerous conceptual models regarding the structure of vortices
present in near-wall turbulence; a summary is given in Robinson [95]. The ma-
jority of conceptual models include horseshoe [12] or hairpin-shaped [104] vortices
that straddle streaks, to explain their observed lift-up and breakdown. An exam-
ple of such a model is that given by Smith [102]; a model proposing the formation
of hairpin vortices near the wall (y+ < 100) in a turbulent boundary layer. The
model describes the kinematics and dynamics of hairpin vortices and their inter-
actions with streaks, bursting and the near-wall shear layers. Smith postulated
that the observed breakdown of a streak is the signature of vortex roll-up in the
unstable shear layer that forms atop and astride streaks. On formation, a vor-
tex loop moves outwards and downstream via self-induction and the streamwise
velocity gradient respectively. The trailing “legs” of the vortex loop remain near
the wall but are elongated, forming counterrotating streamwise vortices that eject
fluid away from the wall and accumulate low-speed fluid between the legs. Streaks
are preserved or redeveloped during the bursting process via the coalescence of the
stretched legs of multiple “nested” hairpin vortices. The larger scale bulges in the
outer layers of a turbulent boundary layer may be due to the streamwise array of
vortices that comprise a burst growing outward and collating. Diagrams of these
processes are shown in Figure 1.6. In the current work, visualisations of turbulent
flow fields in Figures 4.33 and 5.22 show horseshoe-like vortical structures as de-
scribed in the conceptual models mentioned. This shows that they exist at least
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Figure 1.6: Diagrams of Smith’s model for streak breakdown in a turbulent boundary
layer. Top - Plan and side views of a developing hairpin vortex [102]. Bottom - Sketch
of the formation and breakdown of a hairpin vortex [4].
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in low Reynolds number simulated flow.
Recently, Sharma and McKeon [100] used resolvent analysis of the linearised
Navier-Stokes equations to predict packets of hair pin vortices as coherent struc-
tures in turbulent pipe flow. By performing singular value decompositions on the
resolvent operator for certain combinations of spatial Fourier modes and super-
posing the leading singular vectors, they found the resulting swirl fields to be
qualitatively very similar to packets of hairpin vortices found from previous DNS
studies. This is the first time such structures have been found from analytical
analysis of the linearised Navier-Stokes equations.
Chernyshenko and Baig [22] investigated two generalised conceptual models of
streak formation using numerical experiments. The first conceptual model stated
that the pattern of streaks is dictated by the pattern of wall-normal motions i.e.
streamwise vortices, hairpin vortices etc. The second model stated that the pat-
tern of streaks is dictated by the pattern-forming properties of the combined action
of lift-up, shear and diffusion described by the linearised Navier Stokes equations.
In this model, wall-normal motions can occur via a variety of mechanisms. Using
DNS with a modified passive-scalar form of the Navier-Stokes equations, unstruc-
tured wall-normal motions were enforced at the wall. They found that streaks
still appeared. This finding supported the second conceptual model, suggesting
wall-normal motions do not have to have any particular pattern for streaks to
form. This contradicts the ideas behind conceptual models previously discussed.
The authors also suggested that streaks may be a primary structure, meaning
they form initially before generating vorticity and starting the regeneration cycle.
Another issue regarding wall-bounded turbulence is how energy and momentum
is transferred between the inner and outer layers; is energy needed from the outer
layers to sustain near-wall turbulence? Jimenez and Pinelli [57] used numerical ex-
periments to determine whether near-wall turbulence is self-sustaining or whether
it requires energy input from the outer flow. By artificially filtering out fluctu-
ations above a certain distance from the wall, they found that turbulence still
remained close to the wall, suggesting wall-bounded turbulence at low Reynolds
number is self-sustaining and does not require input from the outer layers to per-
sist. Using similar filtering techniques, they filtered out streaks in a turbulent
boundary layer below a certain distance from the wall, to see whether streaks are
required to sustain turbulence. They found that the flow relaminarised as long
as streaks were filtered below at least y+ ≈ 60, thus showing that streaks are an
important structure in the self-sustaining process.
This brief overview of research into turbulent boundary layer structure shows some
important themes. Firstly, streak structures near the wall play an important role
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in the self-sustaining cycle of near-wall turbulence. Secondly, the regeneration cy-
cle of streaks involves streamwise vortices that may or may not be part of larger
horseshoe or hairpin vortices. Finally, the bursting process of streak breakdown
and regeneration is responsible for the majority of turbulent energy production.
Therefore, to reduce skin-friction drag in a turbulent boundary layer via control,
the streaks and/or wall-bounded vortices need to be attenuated.
1.4 Flow Control
Flow control is the art and science of altering the dynamics of a fluid flow in or-
der to obtain a desired outcome. Besides reducing skin-friction drag, flow control
has been used to delay transition to turbulence in transitional flows [7], to reduce
noise emanating from jets [71], to stabilise structures that experience aerodynamic
loads [80], to prevent boundary layers from separating [6] and to enhance the mix-
ing of chemical reagents in industry [29]; to name only a few examples. Any flow
control strategy that is capable of delivering one of these effects can be defined as
being either open-loop or closed-loop, active or passive. An active control method
requires an external energy input to provide actuation. Examples include wall
transpiration (actuation via wall-normal velocity jets located at a wall), wall os-
cillation [94], plasma actuation [27, 24] and synthetic jets [43]. Passive control
methods requires no such energy input. Closed-loop methods require real-time
information relating to the flow fed to them in order to compute the required ac-
tuation. For example, this information could be wall-shear stress, wall pressure or
wall temperature. Open-loop strategies require no information whilst online and
the nature of their output is decided before their operation. These classifications
mean that any method of flow control will fall into one of the following quadrants:
• active-open-loop (AOL)
• active-closed-loop (ACL)
• passive-open-loop (POL)
• passive-closed-loop (PCL)
These are illustrated in Figure 1.7.
Currently, POL methods seem the more viable solution for skin-friction drag re-
duction in turbulent wall-bounded flows. As they have no power requirements and
tend to have no moving parts, they are relatively simple to test experimentally
and are relatively straight-forward to implement and maintain when applied. One
notable example of a POL control method is that of surface riblets which have
been shown to achieve drag reductions of approximately 10% [40]. These are small
grooves in the wall that are aligned in the free-stream direction. They are thought
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Figure 1.7: A schematic of the four classifications of flow control strategies.
to work by inhibiting streamwise vortices close to the wall which are known to
be important structures in the turbulence regeneration process [39]. There is lit-
tle theoretical basis for the majority of POL methods and their designs tend to
be dictated by physical experimentation [39]. Therefore, even though a method
may achieve an impressive drag reduction for a specific flow regime, it cannot al-
ways be known a priori whether the same method will work outside of that regime.
AOL flow control strategies focus both on the type of active control actuation
and the amplitude and phase of the control signal used to drive the actuators.
A lot of attention has been given to in-plane wall motion as an actuation force.
Streamwise-travelling waves of spanwise wall velocity have been found to achieve
drag reductions of 48% and flow relaminarisation in a turbulent channel flow [91];
the drag reduction achievable was found to depend heavily on the spanwise forc-
ing frequency, the streamwise wavenumber of the travelling wave and Reynolds
number. Unlike most POL methods, analytical methods to estimate the drag
reduction achievable by spanwise oscillating walls exist [94]. This can inform the
designer of which flow regimes this strategy is optimum without extensive practi-
cal testing. Other notable AOL examples include Lorentz force actuation which
has been shown to achieve drag reductions of 10% [16], and plasma actuation
which has been shown to be capable of replicating the effects of in-plane wall
motion [24]. AOL methods are capable of significant drag reductions and even
flow relaminarisation. However, due to the high power input required for some of
these strategies, the net energy saving resulting from these methods can be small
if not negative.
Of the four quadrants in Figure 1.7, it would seem there has been the least research
into PCL methods for skin-friction drag reduction. These are methods that have
no power source yet still provide a feedback input forcing to the flow. A notable
PCL method of reducing drag in turbulent wall-bounded flows is that of compli-
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ant wall coatings. Compliant walls are designed so that they interfere favourably
with the fluid moving over them [39]. One of the first studies into the use of
compliant coatings for skin-friction drag reduction was by Choi et al. [25]. Us-
ing single-layer viscoelastic compliant surfaces composed of silicone rubber, they
found they could achieve a skin-friction drag reduction of 7% in a turbulent water
flow around an axisymmetric body. More recently, Boiko et al. [14] used wind
tunnel experiments to assess the turbulent skin-friction drag reducing properties
of various “stiff” compliant coatings. They found that their best performing coat-
ing consistently achieved drag reductions of between 4-5%. This is a promising
area of flow control, but much more work needs to be done before the potential
drag reducing abilities of compliant surfaces can be realised.
The remainder of this thesis will focus purely on ACL methods of flow control
for skin-friction drag reduction. These methods aim to harness the large drag
reductions shown to be capable by AOL methods but with the added robustness
and efficiency properties offered by feedback control. However, the use of feed-
back adds an additional layer of complexity in the forms of sensing/estimation,
modelling, control objective and computing; problems in all four of these need
to be overcome before ACL control can become a practical option for drag re-
duction. Presently, another difficulty with ACL flow control is with its ability
to be implemented practically. That is, whether sensors and actuators can be
manufactured that are small enough to measure and control the smaller scales
of a flow (especially at high Reynolds number) if required but are also reliable
when faced with adverse environmental conditions. The most likely solution to
this problem comes in the form of micro-electrical-mechanical systems (MEMS)
technology. MEMS are devices with characteristic length scales of between 1µm
and 1mm that combine mechanical and electrical components [39]. They are ca-
pable of being produced in large arrays cheaply and to tight tolerances. Current
MEMS sensors include hot-wire anemometers for flow speed measurement [56],
shear-stress sensors [55], pressure sensors [35] and temperature sensors [74]. Wall-
normal forcing MEMS actuators include pulsed jets [61] and synthetic jets [110];
for in-plane forcing, micro-scale technology is unlikely to be required. However, it
may be the case that micro-sensing and -actuation is not required at all in some
cases. As will be demonstrated in the current work, it is the largest scales of a
flow that are responsible for the vast majority of turbulent energy production.
Therefore, when controlling to mitigate turbulent energy, sensing and actuation
on the macro-scale may only be required.
The following section details a comprehensive literature review into previous stud-
ies on ACL flow control for skin-friciton drag reduction. To ensure the focus of
this review remains on drag reduction of turbulent flow, research into transition
delay has been purposefully omitted; except for a few notable exceptions.
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1.5 Previous Research into ACL Drag Reduction
In the author’s opinion, research into ACL drag reduction can be split into two
categories - opposition control and model-based control. Opposition control meth-
ods tend to be simple, linear and based on intuition. Control laws are constructed
which mitigate certain structures in a flow that are thought to be responsible for
high skin-friction drag. These could include coherent structures such as stream-
wise vortices and streaks which were discussed in Section 1.3. Model-based control
methods on the other hand, use dynamical flow models to synthesise control laws
which aim to minimise some measurable flow variable such as wall-shear stress or
kinetic energy. However, it is not always simple to categorise a control method as
either one or the other. With this in mind, the research outlined in the following
has been assigned to the most appropriate category in the opinion of the author.
1.5.1 Opposition Control
Arguably one of the first successful ACL control strategies to reduce skin-friction
drag in a turbulent wall-bounded flow was the opposition control method of Choi
et al. [23]. Their control law functioned by setting one or more components of ve-
locity at the wall (the actuation) to be equal in magnitude but opposite in sign to
the corresponding components of velocity at a fixed wall-normal distance from the
wall. The reasoning being that this would result in the weakening of wall-bounded
streamwise vortices which are known to be important in the cycle of turbulence
regeneration. In their work, they investigated various components of velocity
at the wall as actuation and different wall-normal sensing planes and evaluated
their control through direct numerical simulation (DNS) of Reτ = 180 turbulent
channel flow; where Reynolds number is based on skin-friction velocity uτ . For
wall-normal actuation, they found maximum drag reductions of approximately
25% and for spanwise actuation they achieved drag reductions of approximately
30%; in both cases the wall-normal sensing plane was located at distance y+ = 10
from the wall. The aforementioned results were achieved when the components
of velocity at the sensing plane were measured directly, something which cannot
easily be done in practice. When wall measurements were used to estimate veloc-
ity values at the sensing plane, they found that for both components of velocity,
the maximum drag reduction achievable was 6%. This highlights the difficulty of
gaining accurate flow estimates away from the wall.
More recently, Deng et al. [31] showed they could improve the drag reduction
capabilities of Choi et al.’s [23] method. By increasing the magnitude of their
actuation signals and implementing a low-pass filter on the actuator dynamics,
they showed they could achieve drag reductions of up to 33% in a Reτ = 180
turbulent channel flow. Again, they used DNS to gain their results. It should
be noted that velocity values at the detection plane were measured directly and
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therefore it would be difficult to replicate these results experimentally.
Lee et al. [76] developed adaptive controllers for reducing drag in Reτ = 100−180
turbulent channel flow using neural networks. Their controllers used measure-
ments of spanwise wall-shear stress to calculate required actuation in the form
of blowing and suction at the walls. Control using an off-line trained controller
and an on-line trained controller gave similar skin friction reductions of around
20%. From observations of the distribution of weights in their on-line trained
neural network controller, they designed a simple control law that could achieve
a similar drag reduction. This simpler controller effectively acts as an opposition
control scheme and reduces skin friction by counteracting streamwise vortex mo-
tion in a similar fashion to that of Choi et al. [23]. As this scheme only uses wall
measurements, the drag reduction is much greater than the 6% reduction achieved
by Choi et al.’s comparable controller.
Koumoutsakos [73] devised an opposition control strategy to control a Reτ = 180
turbulent channel flow by measurement and manipulation of the wall vorticity flux
using blowing and suction at the wall. A simple opposition control scheme was
used, where blowing and suction which generated spanwise vorticity fluxes oppo-
site in sign to those measured at the wall was used as actuation. The controller
yielded a skin friction drag reduction on the order of 40% which for a control
scheme using only wall information, is an impressive result.
In the previous research, sensors and actuators are assumed to be infinitely small
and arranged in dense arrays over the walls which is at best an impractical as-
sumption. In their work, Endo et al. [33] employed finite-dimensional and sparsely
populated arrays of shear-stress sensors and simple deformable wall actuators to
reduce drag in a turbulent channel flow. Wall-shear-stress measurements were
used to detect streamwise vortices and streaks downstream of the sensors. Their
opposition control law was then able to mitigate these structures to the extent
where they achieved a drag reduction of approximately 10%. It is also worth not-
ing that the power requirements of this control method is one order of magnitude
lower than if actuation was instead via fluid injection.
Lee et al. [77] derived an opposition control law using a suboptimal approach to
reduce drag in Reτ = 110 turbulent channel flow. From the observations that the
control in Choi et al.’s [23] investigation increased both spanwise pressure gradient
and spanwise wall-shear stress, two simple control laws that maximised these were
found which used wall-pressure and spanwise shear-stress measurements respec-
tively. Actuation was via wall transpiration. The spanwise shear-stress controller
was able to reduce drag by as much as 22%. They attempted to generate a similar
control law that would minimise streamwise shear stress which is proportional to
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drag. However, their resulting control law was unstable.
Fukagata and Kasagi [38] used a similar approach to Lee et al. [77] to find a
suboptimal control law that uses streamwise shear-stress measurements to sup-
press near-wall Reynolds stresses via wall transpiration in a Reτ = 180 turbulent
pipe flow. The FIK identity [54] states that Reynolds stresses close to the wall
are major contributors to turbulent skin-friction drag. They achieved maximum
drag reductions of approximately 12%.
Frohnapfel et al. [36] developed an opposition control scheme to dampen the
near-wall spanwise velocity fluctuations in Reτ = 150 − 450 turbulent channel
flow. They used measurements of streamwise wall-shear stress to compute a body-
forcing on spanwise velocity fluctuations in a damping region close to the wall;
they suggested this forcing could be implemented via plasma or Lorentz actua-
tion. They suggested that dampening near-wall spanwise velocity would weaken
streamwise vortices and reduce the Reynolds stresses close to the wall. Their con-
trol scheme achieved maximum drag reductions of 20%, thought to be the highest
to date for this choice of sensing. When they modelled their sensors and actuators
as having finite-dimension, in a similar fashion to Endo et al. [33], they achieved
drag reductions of around 13%.
Opposition control has been shown to be a simple and effective strategy for re-
ducing drag in turbulent flows. Through knowledge of the relevant flow physics
and intuition, considerable drag reductions have been achieved even when sens-
ing is restricted to the walls. Opposition control appears to be a good contender
for successful drag reduction in laboratory experiments. Notably, the approaches
of Endo et al. [33] and Frohnapfel et al. [36] which use sparsely distributed and
finite-dimensional sensors and actuators.
1.5.2 Model-Based Control
One of the earliest attempts at model-based ACL flow control was by Joshi et
al. [62]. They used Systems Theory to synthesise a proportional-integral con-
troller based on a two-dimensional linearised Navier-Stokes model to attenuate
disturbances in a channel flow. Streamwise wall-shear stress was sensed and wall
transpiration was used as actuation. The controller was able to stabilise all of
the linear model’s unstable right-half plane poles for Reynolds numbers up to ten
thousand.
There has been a considerable amount of research into the use of optimal and
robust control strategies for reducing skin-friction drag. The control objective
of these strategies is to find a control signal that minimises a user-defined cost
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function which includes some measurement of the system as well as the magni-
tude of the control signal its self. Joslin et al. [63] were the first to apply opti-
mal control to wall-bounded flow. Their controller, which used wall-shear stress
measurements and actuation via wall transpiration, was successful at suppressing
Tollmien-Schlichting waves in a transitional boundary layer.
Arguably the first comprehensive study into the use of optimal and robust control
methodologies for flow control was conducted by Bewley and Liu [10] using strictly
linear analyses. They used a linear model based on the Orr-Sommerfeld Squire
equations to synthesise H2 and H∞ controllers to attenuate flow perturbation
energy in a channel flow; both state-feedback and output-feedback control were
investigated. The two control methods differ on how they model disturbances
- H2 control models disturbances as Gaussian white noise whereas H∞ control
models “worst-case” disturbances. Flow perturbation energy was used in their
cost function to be minimised and wall transpiration was used as actuation. For
the output-feedback cases, the streamwise and spanwise wall-shear stresses were
measured. Two types of H2 controller were tested; a linear quadratic regulator
(LQR) controller and a linear quadratic Gaussian (LQG) controller. The LQR
controller requires full state information to determine its output, whilst the LQG
controller uses only information at the wall to estimate the states of the system
and is thus more practically implementable. Full state information and state-
estimator H∞ controllers were tested likewise. Their in-depth study compared
transfer function norms of disturbances to states and disturbances to inputs, and
transient energy growth of the uncontrolled and controlled plants for a subcritical
Reynolds number case (Re = 5, 000) and a supercritical Reynolds number case
(Re = 10, 000), where Reynolds number is based on the channel’s maximum lam-
inar centreline velocity for constant mass flow rate. They generated controllers
with differing combinations of three tuning parameters {γ, α, l} in order to see
what effect this had on their performance. The γ parameter is a weighting of the
amount of disturbance noise included in the cost function to be minimised, for
H2 control: γ → ∞. The α parameter quantifies the relative level to which the
controller’s measurements are corrupted by noise. The l parameter can be inter-
preted as the cost of the control and is also included in the cost function to be
minimised; reducing l results in larger control magnitudes (i.e. control is cheap).
They found that both H2 and H∞ controllers perform well compared to classical
proportional controllers; with wall information only they could both detect and
stabilise the plant. Both controllers could minimise their respective disturbance
transfer function norms and greatly reduce transient energy growth. However, the
results varied widely depending on the choice of tuning parameters.
Lee et al. [78] designed two-dimensional LQG/LTR (loop-transfer recovery) con-
trollers to control the eight lowest spanwise-constant Fourier modes of three-
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dimensional Reτ = 100 channel flow. The two-dimensional controllers were evenly
spaced along the spanwise direction of the channel. By transforming their linear
channel flow model into Jordan canonical form and retaining dynamics corre-
sponding to equally well controllable and observable states, they reduced the
order of their control model to 2.5% of their original model. Wall transpiration
was used as actuation and streamwise wall-shear stress was measured for inclusion
into the cost function to be minimised. The two-dimensional controllers managed
to reduce skin friction in a fully-developed channel flow by 10%. They then de-
signed a simple spanwise ad hoc control scheme to suppress spanwise as well as
streamwise shear stress fluctuations. This new control scheme was able to re-
duce skin friction by 17%. The authors noted that even though their controllers
could minimise wall-shear stress perturbations, they could not minimise the flow’s
mean wall-shear stress. They suggested that different cost functions be investi-
gated. This study demonstrates that reduced-order control models are still able
to achieve significant results. Since then, many other model reduction techniques
have been applied to flow control problems, such as balanced proper orthogonal
decomposition [96], balanced truncation [97] and model refinement [58] (discussed
in Chapter 5).
Kim and Lim [68] employed numerical DNS-based experiments to study what
effect the linear coupling term in the Orr-Sommerfeld Squire equations (presented
in Chapter 2) has on turbulence regeneration. In their experiments, they found
that when the linear coupling term was artificially suppressed, near-wall turbu-
lence decayed for Reτ = 100 channel flow. This shows that even though turbulence
is a nonlinear process, it requires linear mechanisms for its maintenance. Based
on this result, Lim [79] designed LQR and LQG controllers to attenuate the linear
coupling term and compared their performance to controllers with different cost
function objectives - state, perturbation energy and skin friction. The controllers
were able to reduce the effect of the coupling term, but not suppress it entirely. All
LQR controllers gave a similar mean drag reduction of around 20% and all LQG
controllers gave a similar mean drag reduction of around 15%. These results show
how difficult it is to find a cost function that will have a significant effect on the
mean drag. Spectral controllers are unable to control the mean drag directly be-
cause in wavenumber space, mean drag corresponds to zero-valued wavenumbers
for which wall transpiration is ineffective; actuation at zero-valued wave numbers
would involve movement of the wall.
Ho¨gberg et al. [50] used gain scheduling of LQR controllers to relaminarise Reτ =
100 turbulent channel flow. Full-state information was used and actuation was via
wall transpiration. Flow perturbation energy was included in the cost function to
be minimised. In this study, gain scheduling involved synthesising a number of
controllers using different mean velocity profiles in their flow models — a turbulent
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mean velocity profile, a laminar mean velocity profile and a smooth distribution of
velocity profiles between the two. Each mean velocity profile was included in the
Orr-Sommerfeld Squire equations to create controllers for several Fourier modes
which could then be inverse-Fourier transformed into physical space to create a
convolution kernel. In application, the turbulent mean velocity profile controller
is used to reduce perturbation energy as much as it can. When it reaches its re-
duction limit, the controller based on the next mean velocity profile is used until
it reaches its reduction limit and so on until the flow is relaminarised. It was
found that flow relaminarisation using gain scheduling could be achieved for flows
that have undergone transition from a variety of initial conditions, suggesting that
in this case, initial condition has little effect on the steady-state turbulent flow.
This study has shown that flow relaminarisation can be achieved via linear control
methods. However, full-state information was used making the current approach
unimplementable.
Bewley et al. [11] used optimal control theory in a model predictive control setting
to relaminarise Reτ = 100 − 180 turbulent channel flow. Actuation was via wall
transpiration and full flow field information was used. Their control strategy made
use of adjoint flow fields for a gradient-based optimisation strategy conducted over
finite time horizons to minimise their cost function. For each controller time step
dt, their controller integrated the full nonlinear Navier-Stokes equations forward
a finite time horizon dT from ta to ta + dT and then computed the adjoint field
from ta + dT to ta using DNS. Using a gradient-based optimisation strategy, the
optimal actuation signal that would minimise their cost function was computed
and applied between ta and ta+ dt, where dt dT. Cost functions including ter-
minal turbulent kinetic energy, time-averaged turbulent kinetic energy and drag
were all tested. Drag reductions of 50% and flow relaminarisation were achieved
when terminal turbulent kinetic energy was included in their cost function. Drag
reductions were not as impressive for the other cost functions tested. The control
scheme used in this study cannot be implemented in reality due to the amount
of computer time needed to calculate the optimal actuation at each time step (in
this study it took approximately fifty times the time needed to perform a stan-
dard DNS time step). However, this study acts as a “best case” benchmark for
controllers employing wall-based actuation.
Balogh et al. [8] derived a control law using a Lyapunov stability argument to
globally stabilise a two-dimensional channel flow using tangential actuation at the
walls and sensing of wall-shear stress. In this case, global stability implies that
irrespective of initial condition, all perturbations to the laminar mean flow will
decay for time t → ∞. In practice, this leads to flow relaminarisation. It is
claimed that their approach applies to the three-dimensional case also, although
this is not proven. The main limitation of their method is that it is applicable
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only to “sufficiently low Reynolds number flows”.
Sharma et al. [101] used the framework of passivity to design a globally stabilis-
ing controller capable of relaminarising Reτ = 100 channel flow. Their controller
required sensing of, and actuation via, the wall-normal component of velocity
throughout the flow domain. In their approach, they decomposed the Navier-
Stokes equations for a channel flow into the linear dynamics under feedback forcing
from the nonlinearity. The passivity theorem states that the feedback intercon-
nection of two passive systems is passive. Therefore, noting that the nonlinearity
acts as a passive operator, control is only required to make the linear dynam-
ics passive in order to ensure passivity of the entire system. A passive system
can only store and dissipate energy, and is therefore globally stable. When test-
ing their controller using DNS, they found that flow relaminarisation could be
achieved when Fourier wavenumber pairs with indices less than five were made
passive. This suggests that it is the larger spatial scales of a channel flow which
are important for turbulent energy production.
The sensing and actuation used by Sharma et al. [101] would be incredibly dif-
ficult to implement in practice. Martinelli et al. [84] investigated whether it is
possible to enforce passivity on a channel flow’s linear dynamics when actuation
is restricted to the walls. They proved analytically that this is not possible for
any Reynolds number and any velocity component used as actuation. Using full
flow field information and all three components of velocity at the wall as actuation
separately, they then designed controllers to minimise the upper bound on tran-
sient energy growth within the channel using a linear matrix inequality approach.
The effect of the controllers is to make the linear dynamics of the flow closer to
passive. They evaluated their controllers using DNS initialised by oblique waves
and streamwise vortices. It was found that using the wall-normal component of
velocity as wall actuation resulted in better transition delay. The work of Sharma
et al. [101] and Martinelli et al. [84] will be extended in Chapter 4, where control
using wall-based sensing and actuation is used to make turbulent channel flow
closer to passive.
Although model-based control is more complex than the majority of opposition
control strategies, it has been proven to be effective. Especially as in a number of
cases, model-based control has managed to relaminarise turbulent flow, something
which is surely one of the “holy grails” of flow control. It should be noted that all
of the control strategies that have achieved flow relaminarisation use impractical
sensing and/or actuation arrangements. For a controller to be seen as practical,
sensing and actuation need to be both located at the wall. The previous research
highlights important areas of consideration - control methodology (e.g. LQG),
control objective (e.g. perturbation energy minimisation) and choice of sensing
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measurement. The majority of model-based flow control research has used wall
transpiration as actuation. The wall-normal component of velocity has proven
to be most effective for wall actuation, at least for passivity-based control [84].
However, more research needs to be done in finding the optimal choice of actuation.
The review papers by Collis et al. [26], Kim and Bewley [67], Lumley and Blossey [81]
and Zhou and Bai [116], and books by Aamo and Krstic´ [3], Barbu [9] and Gad-el-
Hak [39] provide further insight into flow control for skin-friction drag reduction.
1.6 Thesis Layout and Publications
The remainder of this thesis is structured as follows:
In Chapter 2, a linearised form of the Navier-Stokes equations will be derived
known as the Orr-Sommerfeld Squire equations. It will then be shown how these
equations can be spectrally discretised to form highly accurate, low-order models.
These models will be used for controller synthesis in later chapters.
In Chapter 3, the open-source DNS program used for evaluating controllers in
this work will be outlined, and the method by which the Navier-Stokes equations
are marched forward in time shall be derived. It will also be shown how this
program was modified by the author to allow for the inclusion of wall-normal ac-
tuation at the boundaries - the control actuation used by all controllers developed
in this thesis.
In Chapter 4, the energy-based framework of passivity will be outlined, and then
used to analyse the passivity of turbulent channel flow. Based on this analysis,
feedback controllers will be synthesised, with different wall-sensing arrangements,
to alter the passivity of certain scales within a flow with the aim of reducing per-
turbation energy. Controllers will then be tested upon DNS of turbulent channel
flow to evaluate their ability to reduce skin-friction drag. A linear analysis of the
passivity-based controllers developed in this chapter was presented at the UKACC
10th International Conference on Control, 2014 [46]. Results from DNS testing of
the controllers have been included in an article for Automatica, which has been
accepted for publication.
In Chapter 5, the H∞ loop-shaping control method will be presented, and it will
be shown how this method provides a priori guarantees of robustness and perfor-
mance. This method will then be applied to turbulent channel flow with the aim
of minimising streamwise wall-shear stress perturbations. Again, controllers will
be tested upon DNS of turbulent channel flow in order to evaluate their ability to
reduce skin-friction drag.
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Finally, in Chapter 6, the findings from previous chapters will be discussed, and fi-
nal conclusions presented. Also, avenues of future work identified from the current
work will be outlined, and the novel contributions to the field contained within
this thesis will be highlighted.
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Chapter 2
Modelling
The Navier-Stokes equations in (1.1) are a set of continuous nonlinear infinite
dimensional partial differential algebraic equations (PDAEs). A large portion
of modern control theory requires spatially discrete linear time-invariant (LTI)
state-space models for controller synthesis. All controllers developed in the cur-
rent thesis will be of this form. At first glance, it may seem inappropriate to use
linear control on a system as highly nonlinear as turbulent flow. However, as will
be shown in Chapters 4 and 5, controlling only the linear dynamics is justifiable
as long as the nonlinearity is modelled appropriately.
LTI descriptor systems have the form [5]:
E
dx(t)
dt
= Ax(t) +Bu(t), (2.1a)
y(t) = Cx(t) +Du(t), (2.1b)
where x ∈ Rm is a vector of system states, u ∈ Rp is a vector of system inputs,
y ∈ Rq is a vector of system outputs, and A ∈ Rm×m, B ∈ Rm×p, C ∈ Rq×m,
D ∈ Rq×p and E ∈ Rm×m are all time-invariant matrices. In order to convert
the system in (2.1) into a standard state-space system, the matrix E has to be
nonsingular. As will be demonstrated, the Navier-Stokes equations in the form
of (1.1), once linearised, cannot be transformed into a state-space model. This
is because the divergence-free condition in (1.1b) results in the system having
a singular E matrix. Controller design for such systems is less straightforward
than for standard state-space systems. Therefore, a number of analytic formula-
tions of the linearised Navier-Stokes equations have been devised which satisfy the
divergence-free condition implicitly ; namely the stream-function formulation and
the Orr-Sommerfeld Squire equations. It is also possible to find a divergence-free
basis numerically [59]. Because the resulting model has more physically relevant
states, the Orr-Sommerfeld Squire equations shall be used as a basis for all control
models in this thesis.
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2.1 Orr-Sommerfeld Squire Equations
In order to gain a linear model, the Navier-Stokes equations (1.1) need to be
linearised around a time-invariant base flow. This can be achieved by first decom-
posing the velocity vector V into the summation of a time-independent base flow
V˜(y) and time-dependent perturbations to the base flow v(x, y, z, t), such that:
V(x, y, z, t) = V˜(y) + v(x, y, z, t). (2.2)
Denote {u, v,w} ∈ v as the streamwise, wall-normal and spanwise perturbation
velocity components respectively and {U˜, V˜, W˜} ∈ V˜ as the streamwise, wall-
normal and spanwise velocity components of the base flow. The base flow has
only a streamwise component, therefore V˜ = W˜ = 0. As long as it satisfies the
boundary conditions, the base flow can be chosen arbitrarily. However, in the
current work, the parabolic laminar mean velocity profile shall be used as the
base flow. Therefore:
U˜ = 1− y2. (2.3)
The pressure scalar field can be decomposed similarly:
P(x, y, z, t) = P˜(y) + p(x, y, z, t). (2.4)
Substituting (2.2) and (2.4) into (1.1) and subtracting the base flow results in the
perturbation equations for a channel flow:
∂u
∂t
=
1
Re
∇2u− U˜∂u
∂x
− v∂U˜
∂y
− ∂p
∂x
+ fx − nx, (2.5a)
∂v
∂t
=
1
Re
∇2v − U˜∂v
∂x
− ∂p
∂y
+ fy − ny, (2.5b)
∂w
∂t
=
1
Re
∇2w − U˜∂w
∂x
− ∂p
∂z
+ fz − nz, (2.5c)
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (2.5d)
where {fx, fy, fz} ∈ f are the streamwise, wall-normal and spanwise external forcing
components respectively and {nx, ny, nz} ∈ n = v · ∇v are the nonlinear terms.
Neglecting nonlinear and external forcing terms, (2.5) can be represented as in
(2.1a) with matrices:
x =

u
v
w
p
 , (2.6a)
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E =

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 0
 , (2.6b)
A =

( 1
Re
∇2 − U˜ ∂
∂x
) −∂U˜
∂y
0 − ∂
∂x
0 ( 1
Re
∇2 − U˜ ∂
∂x
) 0 − ∂
∂y
0 0 ( 1
Re
∇2 − U˜ ∂
∂x
) − ∂
∂z
∂
∂x
∂
∂y
∂
∂z
0
 , (2.6c)
where I is the identity. It is clear from (2.6b) that the E-matrix is singular,
and therefore, the system is descriptor and not a standard state-space system.
However, the pressure terms in (2.5) can be eliminated by a change of state vari-
ables, resulting in the divergence-free condition being satisfied implicitly. This is
achieved by first taking the Laplacian of the linear terms in (2.5b), yielding:
∂
∂t
∇2v = 1
Re
∇2(∇2(v))− ∂
2U˜
∂y2
∂v
∂x
− U˜ ∂
∂x
∇2v − 2∂
2U˜
∂y2
∂2v
∂x∂y
− ∂
∂y
∇2p. (2.7)
Then, summating the divergence of (2.5a)-(2.5c) and using the constraint in (2.5d)
leads to:
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
= ∇2p = −2∂U˜
∂y
∂v
∂x
. (2.8)
Substitution of (2.8) into (2.7) results in:
∂
∂t
∇2v = 1
Re
∇2(∇2(v))− ∂
2U˜
∂y2
∂v
∂x
− U˜ ∂
∂x
∇2v. (2.9)
Pressure has now been eliminated. For three-dimensional channel flow, a second
equation is required. Wall-normal vorticity is defined as:
ηy :=
∂u
∂z
− ∂w
∂x
. (2.10)
Subtracting the spanwise derivative of (2.5a) from the streamwsie derivative of
(2.5b) gives the following coupled wall-normal velocity - wall-normal vorticity
equation:
∂ηy
∂t
= −∂U˜
∂y
∂v
∂z
+
1
Re
∇2ηy − U˜∂ηy
∂x
. (2.11)
Together, (2.9) and (2.11) are known as the Orr-Sommerfeld Squire equations.
When arranged into the form of (2.1a), the resulting system matrices are:
x =
[
v
ηy
]
, (2.12a)
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E =
[
∇2 0
0 I
]
, (2.12b)
A =
 ( 1Re∇2(∇2(·))− ∂2U˜∂y2 ∂∂x − U˜ ∂∂x∇2) 0
−∂U˜
∂y
∂
∂z
(
1
Re
∇2 − U˜ ∂
∂x
)  . (2.12c)
The E-matrix in (2.12b) is invertible (i.e. nonsingular) once appropriately discre-
tised and with the required boundary conditions imposed. Inverting the E-matrix
and bringing it over to the right-hand-side of (2.1a) results in the Orr-Sommerfeld
Squire model for a channel flow:
∂
∂t
[
v
ηy
]
=
[
LOS 0
LC LSq
]
︸ ︷︷ ︸
L
[
v
ηy
]
, (2.13)
where LOS = (∇2)−1
(
1
Re
∇2(∇2(·))− ∂2U˜
∂y2
∂
∂x
− U˜ ∂
∂x
∇2
)
is the Orr-Sommerfeld op-
erator, LC = −∂U˜∂y ∂∂z is the coupling operator, and LSq =
(
1
Re
∇2 − U˜ ∂
∂x
)
is the
Squire operator.
2.2 Spectral Discretisation
There are numerous methods for discretising PDAEs such as those in (2.9) and
(2.11). Commonly used examples include finite difference, finite volume, finite
element and spectral discretisation; each having their own advantages and dis-
advantages. As will be made apparent, spectral discretisation is well suited for
channel flow because of its simple geometry and boundary conditions. Spectral
discretisation will be used to synthesise all models in this thesis.
Given an unknown spatially one-dimensional time-dependent function u(x, t), an
approximation of this function can be sought from the following truncated series
expansion [15]:
u(x, t) ≈ uN(x, t) =
N∑
n=0
an(t)Γn(x), (2.14)
where an is the n
th spectral coefficient and Γn is the n
th basis function of a set of
N + 1 basis functions. Substituting (2.14) into a standard linear equation yields:
Lu(x, t) = f(x, t) ≈ LuN(x, t), (2.15)
where L is a linear operator, and f(x, t) is a vector. A residual function can be
defined as:
R(x; a0, a1, · · · , aN) = LuN − f. (2.16)
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The aim of any method of discretisation is to minimise this residual function. The
main advantage of spectral methods is their accuracy. The typical convergence
rate of the residual for spectral methods is O(N−m) for every m for functions
thats are sufficiently smooth and O(cN) (0 < c < 1) for functions that are an-
laytic [105]. This is referred to as spectral accuracy.
For a given set of basis functions, chosen primarily based on the boundary con-
ditions of the problem at hand, there are a number of different spectral methods
which can be used to find the corresponding spectral coefficients. Two methods
that will be discussed here are Galerkin and collocation.
2.2.1 Streamwise and Spanwise Discretisation
Channel flow has periodic boundary conditions in both the streamwise and span-
wise directions. For a channel flow with spatial dimensions [Lx × 2× Lz], this
means:
v(x, y, z, t) = v(x + Lx, y, z, t), (2.17a)
v(x, y, z, t) = v(x, y, z + Lz, t). (2.17b)
Therefore, a natural choice of basis functions for spectral discretisation in these
directions are Fourier modes. Fourier modes are periodic functions with a period
of 2pi and form an orthogonal basis set. In complex form, the general Fourier
series can be written as:
f(x) =
∞∑
n=−∞
cne
inx, (2.18)
where the Fourier coefficients are found from:
cn =
1
2pi
∫ pi
−pi
f(x)e−inxdx. (2.19)
Wall-normal velocity and wall-normal vorticity can therefore be approximated as
the following truncated Fourier series:
v(x, y, z, t) ≈
Nx/2∑
kx=−Nx/2+1
Nz/2∑
kz=−Nz/2+1
vˆα,β(y, t)e
i(αx+βz), (2.20a)
ηy(x, y, z, t) ≈
Nx/2∑
kx=−Nx/2+1
Nz/2∑
kz=−Nz/2+1
ηˆα,β(y, t)e
i(αx+βz), (2.20b)
where Nx and Nz are the number of equispaced discretisation points in the stream-
wise and spanwise directions respectively, and α, β ∈ R are the streamwise and
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spanwise wavenumbers respectively. The wavenumbers are defined as:
α :=
2pikx
Lx
, (2.21a)
β :=
2pikz
Lz
, (2.21b)
where kx, kz ∈ Z are the streamwise and spanwise wavenumber indices respec-
tively. Substituting (2.20) into (2.12) and simplifying notation results in the
following semi-discretised system matrices for each (α, β) pair:
x =
[
vˆ(y, t)
ηˆ(y, t)
]
, (2.22a)
E =
[
E11 0
0 E22
]
, (2.22b)
A =
[
A11 0
A21 A22
]
, (2.22c)
where:
E11 := ∇ˆ2, (2.23a)
E22 := I, (2.23b)
A11 :=
1
Re
∇ˆ4 − iα∂
2U˜
∂y2
− iαU˜∇ˆ2, (2.23c)
A21 := −iβ∂U˜
∂y
, (2.23d)
A22 :=
1
Re
∇ˆ2 − iαU˜, (2.23e)
and,
∇ˆ2 := ∂
2
∂y2
− k2I, (2.24a)
∇ˆ4 := ∂
4
∂y4
− 2k2 ∂
2
∂y2
+ k4I, (2.24b)
k2 := α2 + β2. (2.24c)
Discretising in the manner outlined above results in spatially one-dimensional
systems for each Fourier wavenumber pair (α, β).
2.2.2 Wall-Normal Discretisation
Channel flow is inhomogeneous in the wall-normal direction. This is due to
the impermeability and no-slip conditions at the walls. Therefore, the follow-
ing boundary conditions are imposed on wall-normal velocity and wall-normal
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vorticity Fourier coefficients:
vˆ(±1, t) = 0, (2.25a)
∂
∂y
vˆ(±1, t) = 0, (2.25b)
ηˆ(±1, t) = 0. (2.25c)
Dirichlet boundary condition (2.25a) is due to the wall impermeability condition,
Neumann boundary condition (2.25b) is derived from the divergence-free condi-
tion in (1.1b), and Dirichlet boundary condition (2.25c) follows from the no-slip
conditions at the walls. Chebyshev polynomials are an appropriate choice of ba-
sis function for this problem. This is because they are relatively flexible in the
imposition of boundary conditions and are usually defined on the same interval
used in the current work - y ∈ [−1, 1]. Chebyshev polynomials of the first kind
are defined [15]:
Tm(y) = cos(m cos
−1(y)) ∀m ∈ Z+, (2.26)
and represent an orthogonal basis set. The semi-discretised wall-normal velocity
and wall-normal vorticity Fourier coefficient vectors for each wavenumber pair
(α, β) can be approximated by the following modified Chebyshev series:
vˆα,β(y, t) ≈
Ny∑
ny=0
av,ny(t) γv(y)Tny(y)︸ ︷︷ ︸
φny(y)
= ΦNavN, (2.27a)
ηˆα,β(y, t) ≈
Ny∑
ny=0
aη,ny(t) γη(y)Tny(y)︸ ︷︷ ︸
ψny(y)
= ΨNaηN, (2.27b)
where av and aη are Chebyshev spectral coefficients for wall-normal velocity and
wall-normal vorticity respectively, and γv and γη are weighting functions. Weight-
ing functions are used to ensure the boundary conditions in (2.25) are satisfied.
Two polynomial weighting functions which achieve this are:
γv =
(
1− y2)2, (2.28a)
γη = 1− y2. (2.28b)
Multiplying these weighting functions with the Chebyshev basis function set cre-
ates two new sets of basis functions - Φ for wall-normal velocity and Ψ for wall-
normal vorticity.
Many methods exist for calculating the unknown spectral coefficients in (2.27),
two of the most commonly used are collocation and Galerkin. The collocation
method is easier to implement as no integration is required, but the Galerkin
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method provides greater accuracy. The methods differ in how they try and min-
imise the residual function in (2.16).
Both methods fall under the framework of the “method of mean weighted resid-
uals” (MWR) [15]. Within this framework, spectral coefficients are found by
imposing the (N + 1) conditions:
〈wi, R(x; a0, a1, · · · , aN)〉 = 0, i = 0, 1, · · · ,N, (2.29)
where wi are suitable test functions and 〈·, ·〉 defines the following inner product:
〈y, z〉 =
∫ b
a
y(x)z(x)dx. (2.30)
The choice of test function differentiates the collocation from the Galerkin method.
Collocation Method
The collocation method, alternatively referred to as the pseudospectral method
in the literature, requires test functions:
wi(x) = δ(x− xi), (2.31)
where xi are a set of collocation points (i.e. grid points) and δ(x) is the Dirac delta
function. This choice of test function is equivalent to stating that the residual
function should be zero at each collocation point, i.e.:
R(xi; a0, a1, · · · , aN) = 0, i = 0, 1, · · · ,N. (2.32)
Therefore, evaluating the basis functions on a set of collocation points, the un-
known function from (2.14) can be re-written as:
u(x, t) ≈ uN(xi, t) =
N∑
n=0
an(t)Γn(xi). (2.33)
Substitution of (2.33) into (2.15) yields:
Lu(x, t) = f(x, t) ≈ LuN(xi, t) =
N∑
n=0
an(t)L (Γn(xi)) = f(xi, t). (2.34)
Therefore, once the basis functions are evaluated at the collocation points, lin-
ear operations can be performed on them directly, making this method simple to
implement. The downside of the collocation method is that the residual is only
zero at the grid points and not necessarily zero between them. Many points may
be needed to gain suitable accuracy. However, in practice, for sufficiently smooth
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functions, this is not usually the case.
Before applying the collocation method to channel flow, a set of collocation points
needs to be defined. For good accuracy and to prevent Runge phenomenon [105], a
clustered grid of Gauss-Chebyshev-Lobatto points will be used. These are defined:
yj = cos(jpi/Ny), j = 0, 1, · · · ,Ny. (2.35)
Evaluating the two sets of basis functions on this grid, the following differentiation
matrices can be defined for wall-normal velocity:
D0v,N =
[
φ0(yj) φ1(yj) · · · φN(yj)
]
= ΦN, (2.36a)
D2v,N =
[
φ′′0(yj) φ
′′
1(yj) · · · φ′′N(yj)
]
= Φ′′N, (2.36b)
D4v,N =
[
φ′′′′0 (yj) φ
′′′′
1 (yj) · · · φ′′′′N (yj)
]
= Φ′′′′N , (2.36c)
and wall-normal vorticity:
D0η,N =
[
ψ0(yj) ψ1(yj) · · · ψN(yj)
]
= ΨN, (2.37a)
D2η,N =
[
ψ′′0(yj) ψ
′′
1(yj) · · · ψ′′N(yj)
]
= Ψ′′N, (2.37b)
where ′ denotes differentiation with respect to y. However, the differentiation
matrices above cannot be implemented in their current form. This is because
they are singular and the E-matrix in (2.22b) is required to be invertible. To
remedy this, the top and bottom rows and the last two columns of each of the
matrices are removed, resulting in matrices of dimension (N − 1)× (N − 1). This
means that the spectral coefficients corresponding to the last two basis functions
are also discarded. The system matrices in (2.22) fully discretised via Fourier and
Chebyshev collocation methods are given for each Fourier wavenumber pair (α, β)
as:
x =
[
avN−2(t)
aηN−2(t)
]
, (2.38a)
E =
[
E˜11 0
0 E˜22
]
, (2.38b)
A =
[
A˜11 0
A˜21 A˜22
]
, (2.38c)
where:
E˜11 := ∇ˆ2v,N−2, (2.39a)
E˜22 := D
0
η,N−2, (2.39b)
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A˜11 :=
1
Re
∇ˆ4v,N−2 − iα
∂2U˜
∂y2
D0v,N−2 − iαU˜∇ˆ2v,N−2, (2.39c)
A˜21 := −iβ∂U˜
∂y
D0v,N−2, (2.39d)
A˜22 :=
1
Re
∇ˆ2η,N−2 − iαU˜D0η,N−2, (2.39e)
and,
∇ˆ2v,N−2 := D2v,N−2 − k2D0v,N−2, (2.40a)
∇ˆ4v,N−2 := D4v,N−2 − 2k2D2v,N−2 + k4D0v,N−2, (2.40b)
∇ˆ2η,N−2 := D2η,N−2 − k2D0η,N−2. (2.40c)
Note that the states, x, of the system are no longer the wall-normal distribution
of Fourier coefficients, but Chebyshev spectral coefficients. However, the original
states can be recovered using the following substitutions:
avN−2(t) = Φ
−1
N−2(yj)vˆ(yj, t), (2.41a)
aηN−2(t) = Ψ
−1
N−2(yj)ηˆ(yj, t). (2.41b)
Substituting (2.41) into the system matrices in (2.38), the final collocation discre-
tised system is:
x =
[
vˆ(yj, t)
ηˆ(yj, t)
]
, (2.42a)
E =
[
E˜11 0
0 E˜22
]
, (2.42b)
A =
[
A˜11 0
A˜21 A˜22
]
, (2.42c)
where:
E˜11 :=
˜ˆ∇
2
v,N−2, (2.43a)
E˜22 := I, (2.43b)
A˜11 :=
1
Re
˜ˆ∇4v,N−2 − iα
∂2U˜
∂y2
I − iαU˜ ˜ˆ∇2v,N−2, (2.43c)
A˜21 := −iβ∂U˜
∂y
I, (2.43d)
A˜22 :=
1
Re
˜ˆ∇2η,N−2 − iαU˜I, (2.43e)
and,
˜ˆ∇2v,N−2 := D˜2v,N−2 − k2I, (2.44a)
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˜ˆ∇4v,N−2 := D˜4v,N−2 − 2k2D˜2v,N−2 + k4I, (2.44b)
˜ˆ∇2η,N−2 := D˜2η,N−2 − k2I. (2.44c)
The new differentiation matrices are defined:
D˜2v,N−2 := D
2
v,N−2Φ
−1
N−2, (2.45a)
D˜4v,N−2 := D
4
v,N−2Φ
−1
N−2, (2.45b)
D˜2η,N−2 := D
2
η,N−2Ψ
−1
N−2. (2.45c)
Galerkin Method
In the Galerkin method, the basis functions are used as the test functions, i.e.:
wi(x) = Γi(x). (2.46)
The residual function, R, can be expressed as a truncated series like any other
function of x:
R(x; a0, a1, · · · , aN) =
N∑
n=0
rn(a0, a1, · · · , aN)Γn(x), (2.47)
where the spectral coefficients are given by:
rn = 〈Γn, R〉. (2.48)
The Galerkin method employs the error distribution principle. This means that
R(x) should be small in the sense that its first (N + 1) spectral coefficients be
zero, i.e.:
rn = 0, n = 0, 1, · · · ,N. (2.49)
Using the definition of the residual function in (2.16), the MWR condition in
(2.29) and the choice of test function in (2.46), yields an equation of the form:
〈Γi, Lun〉 − 〈Γi, f〉 = 0, (2.50)
which, when substituting in (2.14) becomes:
〈Γi, L (Γj)〉︸ ︷︷ ︸
L˜i,j
ai = 〈Γi, f〉︸ ︷︷ ︸
F˜i
, (2.51)
where L˜ is the discretised linear operator matrix, F˜ is the discretised vector, and
subscripts i,j are matrix row and column indices respectively. Note here that un-
like for the collocation method, the basis functions Γ(x) are not discretised on a
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grid and are instead kept continuous. This means that the integrals in (2.51) can
be evaluated analytically.
In applying the Galerkin method to the Orr-Sommerfeld Squire equations, where
in this case two basis function sets are used, the basis Φ will be used as test func-
tions when discretising wall-normal velocity and the basis Ψ will be used as test
functions when discretising wall-normal vorticity. Using the formula in (2.51), the
operators from (2.23) discretised via the Galerkin method are as follows:
E˜11[i,j] = 〈φi, ∇ˆ2(φj)〉 =
∫ 1
−1
[φi(y) · ∇ˆ2(φj(y))]dy, (2.52a)
E˜22[i,j] = 〈ψi, ψj〉 =
∫ 1
−1
[ψi(y) · ψj(y)]dy. (2.52b)
A˜11[i,j] = 〈φi, A11(φj)〉 =
∫ 1
−1
[φi(y) · A11(φj(y))]dy, (2.52c)
A˜21[i,j] = 〈ψi, A21(φj)〉 =
∫ 1
−1
[ψi(y) · A21(φj(y))]dy, (2.52d)
A˜22[i,j] = 〈ψi, A22(ψj)〉 =
∫ 1
−1
[ψi(y) · A22(ψj(y))]dy, (2.52e)
where integrals are evaluated on y ∈ [−1, 1] because these are the locations of
the channel walls. In practice, the integrations are performed numerically rather
than analytically, using Clenshaw-Curtis quadrature [105]. Because there is no
restriction on the number of grid points used to discretise the basis functions in
order to perform the integration, this does not effect the accuracy of this method.
The fully discretised system matrices for this method of wall-normal discretisation
are as follows:
x =
[
avN(t)
aηN(t)
]
, (2.53a)
E =
[
E˜11 0
0 E˜22
]
, (2.53b)
A =
[
A˜11 0
A˜21 A˜22
]
. (2.53c)
Unlike for the collocation method, rows and columns do not need to be removed
from any of the system matrices in order for the E-matrix to be invertible. As for
the collocation method, the states can be transformed back from Chebyshev spec-
tral coefficients to wall-normal velocity and vorticity Fourier coefficients. However,
this would mean discretising the basis functions on a set of grid points and losing
the accuracy gained by keeping them continuous. For this reason, all Galerkin
discretised systems will keep spectral coefficients as states.
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2.2.3 Spectra and Pseudospectra
For LTI systems of the form shown in (2.1), the system dynamics matrix is defined
as: E−1A. Therefore, the dynamics matrix of the Orr-Sommerfeld Squire system
from (2.13), once fully discretised, is L. The eigenvalues (spectra) λ ∈ C of a
LTI system’s dynamics matrix provide information regarding the local stability
of that system for time t→∞. A continuous-time system is locally stable if the
real part of all eigenvalues of its dynamics matrix are negative. Local stability
implies that the values of the system’s states x will tend to zero for t→∞. For
channel flow, all modes (α, β) remain locally stable up until the critical Reynolds
number ReC = 5772.2 [88]. At this Reynolds number, mode (α = 1.02, β = 0)
becomes locally unstable [88]. However, local instability of certain modes is not
an adequate explanation for transition because flows have been observed to tran-
sition to turbulence at much lower Reynolds numbers [99].
For systems such as linear channel flow which have a highly non-normal dynam-
ics matrix [99], large transient energy growth is possible for time t > 0. The
-pseudospectrum of the dynamics matrix is a way of visualising the behaviour of
the system in its transient period [106]. The -pseudospectrum of a matrix M is
the subset of the complex plane:
Λ(M) = {s ∈ C : ‖(sI −M)−1‖2 ≥ −1}, (2.54)
where ‖ · ‖2 is the 2-norm. If the -pseudospectra of a system project into the
unstable right half plane, i.e. Re(s) > 0, then transient growth is possible for
time t > 0. It is thought that it is due to large transient energy growth in certain
modes that subcritical Reynolds number flows transition to turbulence via bypass
mechanisms [99].
Analysis of system spectra and -pseudospectra is carried out in Chapter 4 in
order to evaluate the performance of controllers. However, in this chapter, the
spectra and -pseudospectra of L will be used to validate the collocation and
Galerkin discretised models. Figure 2.1 contains plots of spectra and contours of
-pseudospectra of the dynamics matrix L for wavenumber pair (α = 1, β = 1),
Reynolds number Re = 1000, for both the collocation and Galerkin discretised
models, for two wall-normal resolutions - Ny = 20 and Ny = 50. At the lower res-
olution, it is apparent that the spectra and -pseudospectra of each model are very
different to each other. However, at the higher resolution it can be seen that both
models have converged as the spectra and -pseudospectra of both models are near
identical. This suggests that the collocation and Galerkin discretised models will
have similar open-loop dynamics for suitably high resolutions.
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Figure 2.1: Spectra (black dots) and -pseudospectra (coloured contours) for Orr-
Sommerfeld Squire dynamics matrix L, for wavenumber pair (α = 1, β = 1), Re = 1000.
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2.2.4 Incorporating Wall Actuation
All controllers novel to this thesis will use the wall-normal component of velocity
at each wall as actuation. This is referred to as wall transpiration. Unfortunately
it is not possible to implement this actuation directly into the state-space model
developed so far due to the need to have homogenous boundary conditions at the
walls in order for the E-matrix to be invertible. Instead, a lifting procedure similar
to that used by McKernan et al. [87] is implemented. This transforms what would
have been a homogenous equation with inhomogeneous boundary conditions into
an inhomogeneous equation with homogeneous boundary conditions. Using the
lifting procedure, the wall-normal velocity vector for a given Fourier mode (α, β)
is represented as:
vˆ(y, t) = vˆ0(y, t) + vˆ+1(t)fu(y) + vˆ−1(t)fl(y), (2.55)
where vˆ0 is the homogeneous wall-normal velocity, vˆ+1 and vˆ−1 are the values of
wall-normal velocity at the upper and lower walls respectively, and fu and fl are
lifting functions for the upper and lower walls respectively. The lifting functions
can be any function of y as long as they satisfy the following boundary conditions:
fu(+1) = fl(−1) = 1, (2.56a)
fu(−1) = fl(+1) = f ′u(±1) = f ′l(±1) = 0. (2.56b)
Polynomial lifting functions which satisfy these boundary conditions and which
are used throughout the current work are:
fu(y) =
1
4
(
2y4 − y3 − 4y2 + 3y + 4) , (2.57a)
fl(y) =
1
4
(
2y4 + y3 − 4y2 − 3y + 4) . (2.57b)
Inserting (2.55) into (2.27a), wall-normal velocity can now be approximated as:
vˆα,β(y, t) ≈
Ny−2∑
ny=0
av0,ny(t)φny(y) + vˆ+1(t)fu(y) + vˆ−1(t)fl(y), (2.58)
where two spectral coefficients/basis functions have been removed from the ho-
mogeneous part in order that the dimension of the discretised system remain
(Ny + 1). Note that if the collocation method is used for wall-normal discretisa-
tion, yj should be used instead of y.
For the the Galerkin discretised system, the wall-normal velocity dynamics in-
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cluding actuation are now:
E˜11,0a˙v0,N−2 + E˜11,u ˙ˆv+1 + E˜11,l ˙ˆv−1 = A˜11,0av0,N−2 + A˜11,uvˆ+1 + A˜11,lvˆ−1, (2.59)
where the subscripts 0, u and l refer to discretisation via the homogeneous, upper
or lower basis functions respectively, and ˙ denotes differentiation with respect to
time. For the collocation discretised system, the wall-normal velocity dynamics
are now:
˜ˆ∇2v
(
˙ˆv0 + ˙ˆv+1fu + ˙ˆv−1fl
)
= A˜11 (vˆ0 + vˆ+1fu + vˆ−1fl) . (2.60)
The time-dynamics of the actuators are modelled using simple low-pass filters.
In the frequency-domain, a low-pass filter for the current system is represented
as a first-order transfer function from the control signal to the upper wall qu, for
example, to the wall-normal velocity at the upper wall vˆ+1, i.e.:
vˆ+1(s) =
1
τφs+ 1
qu(s), (2.61)
where τφ is the actuator time-constant. When τφ is small, the actuator has fast
dynamics and conversely if τφ is large the actuator has slow dynamics. Performing
an inverse-Laplace transform on (2.61), it can easily be shown that in the time-
domain, the low-pass filter becomes:
˙ˆv+1(t) = − 1
τφ
vˆ+1(t) +
1
τφ
qu(t), (2.62)
and similarly for the lower wall. Now that these actuator dynamics are introduced,
note that the following initial conditions are always prescribed to the upper and
lower walls:
vˆ+1(0) = vˆ−1(0) = 0. (2.63)
Substituting (2.62) and a similar expression for the lower wall into (2.59) and
inverting the homogeneous Laplacian results in the final Galerkin discretised
wall-actuated system:
a˙v0,N−2 = E˜
−1
11,0A˜11,0︸ ︷︷ ︸
Θ11
av0,N−2 + E˜
−1
11,0
(
A˜11,u +
1
τφ
E˜11,u
)
︸ ︷︷ ︸
Θ12
vˆ+1
+E˜−111,0
(
A˜11,l +
1
τφ
E˜11,l
)
︸ ︷︷ ︸
Θ13
vˆ−1
− 1
τφ
E˜−111,0E˜11,u︸ ︷︷ ︸
Γ11
qu− 1
τφ
E˜−111,0E˜11,l︸ ︷︷ ︸
Γ12
ql. (2.64)
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These dynamical equations can be represented in matrix form as:
∂
∂t
 av0,N−2vˆ+1
vˆ−1

︸ ︷︷ ︸
a˜v,N
=
 Θ11 Θ12 Θ130 − 1τφ 0
0 0 − 1
τφ

︸ ︷︷ ︸
Θv
 av0,N−2vˆ+1
vˆ−1

︸ ︷︷ ︸
a˜v,N
+
 Γ11 Γ121τφ 0
0 1
τφ

︸ ︷︷ ︸
Γv
[
qu
ql
]
︸ ︷︷ ︸
u
,
(2.65)
where the input vector u is defined as the control signals to the upper and lower
walls. The complete system inclusive of wall-normal vorticity can be expressed in
matrix form as:
∂
∂t
[
a˜v,N
aη,N
]
︸ ︷︷ ︸
x
=
[
Θv 0
A˜∗21 A˜22
]
︸ ︷︷ ︸
A
[
a˜v,N
aη,N
]
︸ ︷︷ ︸
x
+
[
Γv
0
]
︸ ︷︷ ︸
B
u, (2.66)
where A˜∗21 highlights that this operator matrix is now discretised with the set of
basis functions that include the lifting functions.
Substituting (2.62) and a similar expression for the lower wall into (2.60) and
inverting the homogeneous Laplacian results in the final collocation discretised
wall-actuated system:
˙ˆv0 = (
˜ˆ∇20)−1A˜110︸ ︷︷ ︸
Θ¯11
vˆ0 + (
˜ˆ∇20)−1
(
A˜11fu +
1
τφ
˜ˆ∇2fu
)
︸ ︷︷ ︸
Θ¯12
vˆ+1
+ (
˜ˆ∇20)−1
(
A˜11fl +
1
τφ
˜ˆ∇2fl
)
︸ ︷︷ ︸
Θ¯13
vˆ−1
− 1
τφ
(
˜ˆ∇20)−1 ˜ˆ∇2fu︸ ︷︷ ︸
Γ¯11
qu− 1
τφ
(
˜ˆ∇20)−1 ˜ˆ∇2fl︸ ︷︷ ︸
Γ¯12
ql, (2.67a)
where subscript 0 denotes that the operator/vector has homogeneous boundary
conditions imposed. In matrix form, these dynamical equations become:
∂
∂t
 vˆ0vˆ+1
vˆ−1

︸ ︷︷ ︸
vˆ
=
 Θ¯11 Θ¯12 Θ¯130 − 1τφ 0
0 0 − 1
τφ

︸ ︷︷ ︸
Θ¯v
 vˆ0vˆ+1
vˆ−1

︸ ︷︷ ︸
vˆ
+
 Γ¯11 Γ¯121τφ 0
0 1
τφ

︸ ︷︷ ︸
Γ¯v
[
qu
ql
]
︸ ︷︷ ︸
u
. (2.68)
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The complete system inclusive of the wall-normal vorticity dynamics is then:
∂
∂t
[
vˆ
ηˆ
]
︸ ︷︷ ︸
x
=
[
Θ¯v 0
A˜21 A˜22
]
︸ ︷︷ ︸
A
[
vˆ
ηˆ
]
︸ ︷︷ ︸
x
+
[
Γ¯v
0
]
︸ ︷︷ ︸
B
u. (2.69)
The new definitions of the state vector x, dynamics matrix A, input matrix B
and input signal vector u will be used throughout the rest of this thesis unless
stated otherwise. The fully-discretised state-space models of channel flow with
wall-normal forcing at the boundaries incorporated in (2.66) and (2.69) will form
the basis for all novel controllers developed in this thesis.
Chapter 3
Simulation
3.1 Introduction
Computational fluid dynamics (CFD) is the field of engineering concerned with
the simulation of fluid flows. As the processing power and memory capacities of
computers/supercomputers has grown, CFD has been able to simulate ever more
complex flows and thus is now a useful tool both in academia and industry for
the study of such flows. The three main CFD methodologies used currently are:
• Reynolds-Averaged Navier Stokes (RANS)
• Large Eddy Simulation (LES)
• Direct Numerical Simulation (DNS)
These all differ on how they deal with the turbulence closure problem inherent
in the Navier-Stokes equations [90]. The RANS method involves separating the
velocity field into a Reynolds-averaged part (an ensemble average in time) and a
fluctuating part, simulating only the Reynolds-averaged part and using a closure
model for the un-simulated fluctuating part. The LES method separates the
velocity field into large scales and small scales, simulates only the large scales
and uses a closure model for the un-simulated small scales. DNS simulates all
scales of the flow and therefore does not require a closure model; it is for this
reason why it is the most accurate of the three. However, DNS is by far the
most computationally expensive method, followed by LES, and RANS is the least
computationally expensive. For anything other than simple canonical flows such
as channel flow, DNS is prohibitively expensive and is rarely used. LES methods
are now maturing to the extent that they are being used to simulate flows around
complex geometries such as aircraft and compressible flow from supersonic jets.
However, in the current work, DNS can be used to simulate low Reynolds number
incompressible turbulent channel flow due to the simplicity of the geometry and
boundary conditions employed. More information about all three CFD methods
can be found in Pope [90]. High-fidelity DNS is used to evaluate controllers in
Chapters 4 and 5, and will be discussed further in the following.
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3.2 Direct Numerical Simulation of Channel Flow
Throughout this work there is a need to simulate turbulent channel flow with
wall-actuation determined by a controller which in turn takes in flow measure-
ments via wall sensors. To fill this need a modified version of the open-source
DNS program Channelflow written by J. F. Gibson [41, 42] is used throughout.
The code is modified by the author to allow for general inhomogeneous bound-
ary conditions at the walls. Channelflow uses (Fourier × Chebyshev-collocation
× Fourier) spectral discretisation in the streamwise, wall-normal and spanwise
directions respectively. An algorithm based on the influence-matrix method [69]
is used to integrate the incompressible Navier-Stokes equations forward in time
using primitive variables. The code includes an array of different time-marching
schemes, flow constraints and nonlinearity computation schemes, and can be used
to simulate both plane channel flow and Couette flow. In this section, the pro-
cedure by which Channelflow integrates the Navier-Stokes equations forward in
time will be outlined. It will also be shown how general inhomogeneous boundary
conditions were implemented in the code.
Starting with the incompressible Navier-Stokes equations for the domain Ω :
[0,Lx]× [−1, 1]× [0,Lz]:
∂V
∂t
+ V · ∇V = −∇P + 1
Re
∇2V (3.1a)
∇ ·V = 0, (3.1b)
with initial and boundary conditions:
V(χ, 0) = V0(χ) ∀χ ∈ Ω, (3.2a)
V(χ, t) = g(χ, t) ∀(χ, t) ∈ ∂Ω× [0, tf ], (3.2b)
where V : Ω × R+ → R3 is the total velocity vector field, P : Ω × R+ → R is
the total pressure scalar field, V0 ∈ R3 is an initial velocity vector for time t = 0,
g : ∂Ω × R+ → R3 is a vector of boundary conditions, and Re := U∗clh∗/ν∗. The
endpoint of the time interval is tf ∈ R+, Ω ⊂ R3 is a domain in three spatial
dimensions with boundary ∂Ω, and χ ∈ Ω is a point within the domain. The
boundary conditions vector g is chosen such that:
V(x,±1, z, t) = 0, (3.3a)
V(x + Lx, y, z, t) = V(x, y, z, t), (3.3b)
V(x, y, z + Lz, t) = V(x, y, z, t), (3.3c)
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which amounts to Dirichlet boundary conditions at the walls and periodic bound-
ary conditions in the streamwise and spanwise directions.
The total velocity and pressure fields are decomposed into constant and fluc-
tuating parts such that:
V(χ, t) = U˜(y)ex + v(χ, t), (3.4a)
P(χ, t) =
∂P˜
∂x
(t)x + p(χ, t), (3.4b)
∇P(χ, t) = ∂P˜
∂x
(t)ex +∇p(χ, t), (3.4c)
where U˜(y) is the time-independent base velocity field, v : Ω × R+ → R3 is the
fluctuating velocity field, ∂P˜
∂x
is the base pressure gradient (also referred to as the
spatial mean pressure gradient), p : Ω×R+ → R is the fluctuating pressure field,
and ex is a unit vector in the streamwise direction.
In order for the the integration of the Navier-Stokes equations be solvable for
a channel flow, either the bulk velocity or mean pressure gradient must be exter-
nally constrained, with the other being a dependent variable; the choice is up to
the user. This ensures that net acceleration of the flow is zero. In the current
work, bulk velocity will always be kept constant and the pressure gradient will be
left as a dependent variable. Bulk velocity is defined:
Ubulk :=
1
2LxLz
∫ Lx
0
∫ 1
−1
∫ Lz
0
U˜(y) + u(χ)dxdydz, (3.5)
where u is the mean streamwise perturbation velocity profile.
Substituting (3.4a) and (3.4c) into (3.1) yields:
∂v
∂t
+∇p = 1
Re
∇2v︸ ︷︷ ︸
Lv
−V · ∇V︸ ︷︷ ︸
N(v)
+
[
1
Re
∂2U˜
∂y2
− ∂P˜
∂x
]
ex︸ ︷︷ ︸
C
, (3.6a)
∇ · v = 0. (3.6b)
where L is the linear operator, N(v) is the nonlinear term and C is the constant
term. Note that C is constant in v but may vary in time if the mean pressure
gradient is not externally constrained. There are a number of different forms for
the nonlinear term that are identical in the continuous case, but differ somewhat
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when discretised. Four notable examples are:
N(v) :=

V · ∇V Convection
∇(V ·V) Divergence
1
2
V · ∇V + 1
2
∇(V ·V) Skew-symmetric
U˜∂v
∂x
+ v ∂U˜
∂y
ex Linearised
(3.7)
The linearised case has been included in order to show what N(v) becomes when
nonlinear terms are excluded. It can be seen from (3.7) that the skew-symmetric
form of the nonlinearity is the mean of the convection and divergence forms. Cal-
culating the nonlinearity this way is expensive to compute but results in less errors
at the higher spatial frequencies once discretised [114]. It is for this reason why
the nonlinearity will be computed in this way for all simulations in the current
thesis.
The domain is discretised using the following uniform grid in the streamwise
direction:
xj =
jLx
Nx
j = 0, 1, · · · ,Nx − 1, (3.8)
and similarly in the spanwise direction:
zj =
jLz
Nz
j = 0, 1, · · · ,Nz − 1, (3.9)
where Nx and Nx are the number of grid points in the streamwise and spanwise
directions respectively. The dependent variables have discrete Fourier representa-
tions of the form:
v(x, y, z, t) ≈
Nx/2−1∑
kx=−Nx/2
Nz/2−1∑
kz=−Nz/2
vˆkx,kz(y, t)e
2pii(kxx/Lx+kzz/Lz), (3.10)
and similarly for pressure. The wall-normal direction is discretised using staggered
grids of Chebyshev-Gauss-Lobatto points:
yj = cos
pij
Ny
j = 0, 1, · · · ,Ny, (3.11a)
yj+1/2 = cos
pi
(
j + 1
2
)
Ny
j = 0, 1, · · · ,Ny − 1, (3.11b)
for velocity and pressure respectively. The continuity equation (3.1b) is enforced
at the half-points given by (3.11b). If the same collocation points are used for the
pressure and the continuity equation as for the velocity and momentum equation,
then the linear system for the discrete dependent variables is undetermined [20].
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In the wall-normal direction, velocity is represented as a truncated Chebyshev
series:
vˆkx,kz(y, t) ≈
Ny∑
m=0
v˜kx,kz,m(t)Tm(y), (3.12)
and similarly, pressure is represented as:
pˆkx,kz(y, t) ≈
Ny−1∑
m=0
p˜kx,kz,m(t)Tm(y), (3.13)
where Tm is the m
th Chebsyshev polynomial of the first kind.
For the time being, the wall-normal direction will be kept continuous and only
the streamwise and spanwise directions of the flow shall be discretised via (3.10).
Discretised in this manner, (3.6) becomes:
∂vˆ
∂t
+ ∇ˆpˆ = Lˆvˆ − N̂(v) + Cˆ, (3.14a)
where:
∇ˆ := 2piikx
Lx
ex +
∂
∂y
ey +
2piikz
Lz
ez, (3.15a)
∇ˆ2 := ∂
2
∂y2
− 4pi2
(
k2x
L2x
+
k2z
L2z
)
, (3.15b)
Lˆ :=
1
Re
∇ˆ2, (3.15c)
and kx,kz notation is now suppressed.
3.2.1 Time-Stepping Algorithm
Channelflow offers a number of different time-stepping algorithms in order to dis-
cretise time. The scheme used in all simulations carried out for this thesis is
the 3rd order Semi-implicit Backward Differentiation formula (SBDF3); alterna-
tively named as an Adams-Bashforth/Backward differentiation scheme [89]. This
scheme produces strong damping for high spatial-frequency modes and results in
equally accurate pressure and velocity fields. SBDF3 treats the linear terms im-
plicitly and the nonlinear term explicitly.
Applying SBDF3 to (3.14a) yields an update equation for each wavenumber index
pair (kx, kz) of the form [89]:(
11
16∆t
− Lˆ
)
vˆn+1 + ∇ˆpˆn+1 = 1
∆t
(
3vˆn − 3
2
vˆn−1 +
1
3
vˆn−2
)
(3.16)
−3Nˆn + 3Nˆn−1 − Nˆn−2 + Cˆn,
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where Nˆm = N̂(vm) is the Fourier component of the calculated nonlinearity at
time level m. Expanding Lˆ on the left hand side of (3.16) yields:
1
Re
vˆ′′n+1 − λvˆn+1 − ∇ˆpˆn+1 = −Rˆ, (3.17)
where:
λ =
11
16∆t
+
4pi2
Re
(
k2x
L2x
+
k2z
L2z
)
, (3.18a)
Rˆ =
1
∆t
(
3vˆn − 3
2
vˆn−1 +
1
3
vˆn−2
)
− 3Nˆn + 3Nˆn−1 − Nˆn−2 + Cˆn, (3.18b)
vˆ′′ =
∂
∂y2
vˆ. (3.18c)
The above scheme requires flow fields at time levels n− 2, n− 1 and n. Therefore,
another time-stepping scheme is needed initially to provide these two extra flow
fields from the initial condition. In the current work, a semi-implicit 2nd-order
Crank-Nicolson, Runge-Kutta algorithm [89] is used to perform the initialisation.
Therefore, dropping time level notation, the system of equations that need to
be solved at each time step are as follows:
1
Re
vˆ′′ − λvˆ − ∇ˆpˆ = −Rˆ, (3.19a)
∇ˆ · vˆ = 0, (3.19b)
vˆ(±1) = 0. (3.19c)
It can be seen that (3.19a) is a one-dimensional Helmoltz equation. This system
is solved using the influence-matrix method, outlined in the following section.
3.2.2 The Influence-Matrix Method
In this section, the influence-matrix method of Kleiser and Schumann [69] will be
derived which solves the system of equations in (3.19). The derivation is based on
that by Canuto et al. [20]. Kleiser and Schumann solve the system of equations in
(3.19) by solving a sequence of one-dimensional Helmholtz equations. Information
on solution procedures for one-dimensional Helmholtz equations can be found in
Peyret [89]. Note that the wall-normal direction will be kept continuous for the
first half of this derivation.
Taking the divergence of (3.19a) gives the following equation for pressure:
pˆ′′ −K2pˆ = ∇ˆ · Rˆ, (3.20)
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where K2 = k2x + k
2
z, with boundary conditions:
∇ˆ · vˆ (±1) = 0, i.e. vˆ′ (±1) = 0. (3.21)
The equation and boundary conditions for vˆ are:
1
Re
vˆ′′ − λvˆ − pˆ′ = −Rˆy vˆ (±1) = 0, (3.22)
and similarly for uˆ:
1
Re
uˆ′′ − λuˆ− ikxpˆ = −Rˆx uˆ (±1) = 0, (3.23)
and wˆ:
1
Re
wˆ′′ − λwˆ − ikzpˆ = −Rˆz wˆ (±1) = 0. (3.24)
Equations (3.20) - (3.22) form a complete set for vˆ and pˆ. However, they cannot
be solved directly in this form, due to the boundary conditions for (3.20) not
being in terms of pˆ. This is termed the “A-Problem”. To solve this problem, the
inhomogeneous “B-Problem” must first be considered:
pˆ′′ −K2pˆ = ∇ˆ · Rˆ pˆ (±1) = pˆb±, (3.25a)
1
Re
vˆ′′ − λvˆ − pˆ′ = −Rˆy vˆ (±1) = 0. (3.25b)
The pressure at the walls pˆb± is not known a priori, but needs to be consistent
with the boundary condition in (3.21). Define (pˆp, vˆp) as the solutions of (3.25a)
and (3.25b) but with homogeneous Dirichlet boundary conditions on pˆ. Then
define (pˆ+, vˆ+) and (pˆ−, vˆ−) as the solutions of the homogeneous B-Problems, i.e.
(3.25a) and (3.25b) with zero on the right-hand sides, with boundary conditions:
pˆ+(−1) = pˆ−(+1) = 0, pˆ+(+1) = pˆ−(−1) = 1. The solution to the A-Problem
can then be written:(
pˆ
vˆ
)
=
(
pˆp
vˆp
)
+ δ+
(
pˆ+
vˆ+
)
+ δ−
(
pˆ−
vˆ−
)
. (3.26)
The boundary conditions of the A-Problem require:(
vˆ′+(+1) vˆ
′
−(+1)
vˆ′+(−1) vˆ′−(−1)
)(
δ+
δ−
)
= −
(
vˆ′p(+1)
vˆ′p(−1)
)
. (3.27)
Therefore, (3.27) can be solved for δ± which can in turn be used as the boundary
condition in (3.25a), i.e. pˆb± = δ±. The (2 × 2) matrix on the left-hand side
of (3.27) is called the influence matrix and is calculated once at the start of a
simulation for each wavenumber pair (kx, kz) and stored.
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To summarise, the solution procedure for the wall-normal-continuous case is as
follows:
1. Calculate the influence matrix for each wavenumber index pair (kx, kz) before
starting the simulation.
2. Find the particular solutions (pˆp, vˆp) at each time step by solving (3.25a)
and (3.25b) with homogeneous Dirichlet boundary conditions.
3. Using (3.27) calculate the correct pressure boundary conditions to solve
(3.25a) for Pˆ.
4. Now Helmholtz equations (3.22), (3.23) and (3.24) can be solved for vˆ, uˆ
and wˆ.
Things are complicated somewhat when solving these equations with the wall-
normal direction discretised because additional terms need to be added to the
right-hand side of the Helmholtz equations. The Tau-Method shall be used to
handle the discretisation of y. Using (3.12) and (3.13) to discretise velocity and
pressure respectively, the tau approximation to the system of equations in (3.19)
can be written as:
1
Re
u˜(2)m − λu˜m − ikxp˜m = −R˜x,m − τ˜x,m m = 0, . . . ,Ny, (3.28a)
uˆ(±1) = 0, (3.28b)
1
Re
v˜(2)m − λv˜m − p˜(1)m = −R˜y,m − τ˜y,m m = 0, . . . ,Ny, (3.28c)
vˆ(±1) = 0, (3.28d)
1
Re
w˜(2)m − λw˜m − ikzp˜m = −R˜z,m − τ˜z,m m = 0, . . . ,Ny, (3.28e)
wˆ(±1) = 0, (3.28f)
d˜m ≡ ikxu˜m + v˜(1)m + ikzw˜m = 0 m = 0, . . . ,Ny. (3.28g)
Note that the boundary conditions are in terms of Fourier coefficients. Super-
script (1) notation is now used to represent differentials with respect to y. The tau
terms τ˜x,m, τ˜y,m and τ˜z,m are included to account for errors caused by the discreti-
sation of y, and vanish for 0 ≤ m ≤ Ny − 2. As for the wall-normal-continuous
case, an equation for pressure can be found by taking the discrete divergence of
(3.28a), (3.28c) and (3.28e) yielding:
1
Re
d˜(2)m − λd˜m − p˜(2)m + K2p˜m = −r˜m − (ikxτ˜x,m + τ˜ (1)y,m + ikzτ˜z,m) m = 0, . . . ,Ny,
(3.29)
where:
r˜m = ikxR˜x,m + R˜
(1)
y,m + ikzR˜z,m m = 0, . . . ,Ny. (3.30)
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However, (3.28g) is equivalent to:
d˜m = 0 m = 0, . . . ,Ny − 2, (3.31a)
dˆ(±1) = 0. (3.31b)
Therefore, using (3.31a), (3.29) can be re-written to create the fully discrete A-
Problem:
p˜(2)m −K2p˜m = r˜m + σ˜(1)m m = 0, . . . ,Ny − 2, (3.32a)
vˆ′(±1) = 0, (3.32b)
1
Re
v˜(2)m − λv˜m − p˜(1)m = −R˜y,m − σ˜m m = 0, . . . ,Ny, (3.32c)
vˆ(±1) = 0, (3.32d)
where we now use σ˜m = τ˜y,m. The fully discrete B-Problem is:
p˜(2)m −K2p˜m = r˜m + σ˜(1)m m = 0, . . . ,Ny − 2, (3.33a)
pˆ(±1) = pˆ±, (3.33b)
1
Re
v˜(2)m − λv˜m − p˜(1)m = −R˜y,m − σ˜m m = 0, . . . ,Ny, (3.33c)
vˆ(±1) = 0. (3.33d)
The “tau-correction” terms, σ˜n and σ˜
(1)
n , complicate the solution procedure. If not
for these terms, the influence-matrix method would be a straightforward appli-
cation of the Helmholtz equation techniques used for the wall-normal-continuous
case. To solve the fully discrete B-Problem, first define the following B1-Problem:
p˜(2)m −K2p˜m = r˜m m = 0, . . . ,Ny − 2, (3.34a)
pˆ(±1) = pˆb±, (3.34b)
1
Re
v˜(2)m − λv˜m − p˜(1)m = −R˜y,m m = 0, . . . ,Ny − 2, (3.34c)
vˆ(±1) = 0, (3.34d)
and the following B0-Problem:
p˜(2)m −K2p˜m =
2
c¯m
m′ m = 0, . . . ,Ny − 2, (3.35a)
pˆ(±1) = 0, (3.35b)
1
Re
v˜(2)m − λv˜m = p˜(1)m m = 0, . . . ,Ny − 2, (3.35c)
vˆ(±1) = 0, (3.35d)
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where,
m′ =
{
Ny − 1 m even
Ny m odd
, (3.36)
and
c¯m =
{
2 m = 0 or Ny
1 1 ≤ m ≤ Ny − 1
, (3.37)
assuming Ny is even. Furthermore, define σ˜1,m and σ˜0,m for m = Ny − 1,Ny as the
tau-correction terms that must be added to the v-momentum equations in (3.34c)
and (3.35c) respectively, for them to hold for m = Ny − 1,Ny. It can be shown
that [89]:
σ˜m = σ˜1,m/(1− σ˜0,m) m = Ny − 1,Ny, (3.38)
and:
p˜m = p˜1,m + σ˜m′ p˜0,m m = 0, . . . ,Ny, (3.39a)
v˜m = v˜1,m + σ˜(m+1)′ v˜0,m m = 0, . . . ,Ny. (3.39b)
Therefore, the solution procedure to the fully-discretised problem for each wavenum-
ber index pair (kx, kz) is:
1. Calculate and store the influence matrix from the left-hand side of (3.27) by
first solving for pˆ+ and pˆ− using (3.25a) with zero on the right-hand side
and the appropriate boundary conditions, then using this result, calculate
vˆ+ and vˆ− from (3.25b), again with zero on the right-hand side and with the
appropriate boundary conditions.
2. Solve and store the B0-Problem by solving (3.35a) for p˜0,m and likewise
(3.35c) for v˜0,m for m = 0, . . . ,Ny, then find σ˜0,m m = Ny − 1,Ny using
(3.35c) i.e. σ˜0,m = λv˜0,m + p˜
(1)
0,m − νv˜(2)0,m m = Ny − 1,Ny.
3. Solve theB1-Problem at each time step by solving (3.34a) and (3.34c) for p˜1,m
and v˜1,m respectively for m = 0, . . . ,Ny, using the stored influence matrix to
do so, then find σ˜1,m m = Ny − 1,Ny using (3.34c).
4. Calculate σ˜m m = Ny − 1,Ny at each time step using (3.38) and the stored
σ˜0,m values.
5. Calculate p˜m and v˜m m = 0, . . . ,Ny at each time step using (3.39a) and
(3.39b) respectively.
6. Find u˜ and w˜ using (3.28a) and (3.28e) respectively.
The influence-matrix method for integrating the Navier-Stokes equations forward
in time has been derived for a channel flow with Dirichlet boundary conditions at
the walls. In the next section, it shall be demonstrated how this method can be
modified to allow for general inhomgeneous boundary conditions at the walls.
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3.3 General Inhomogeneous Boundary Conditions
Define a general boundary condition matrix ξˆ±(kx, kz, t):
ξˆ±(kx, kz, t) =
[
ξˆu+(kx, kz, t) ξˆv+(kx, kz, t) ξˆw+(kx, kz, t)
ξˆu−(kx, kz, t) ξˆv−(kx, kz, t) ξˆw−(kx, kz, t)
]
, (3.40)
where ξˆ+ are boundary conditions at the upper wall and ξˆ− are boundary condi-
tions at the lower wall for wavenumber index pair (kx, kz) and for time t for the
streamwise, wall-normal and spanwise velocity components. Using these general
boundary conditions in the influence-matrix method instead of Dirichlet boundary
conditions changes the solution procedure slightly. The new solution procedure is
as follows:
1. Generate and store the influence matrix in exactly the same way as was
done for the Dirichlet boundary condition case using (3.27); implemented
boundary conditions only effect the particular solutions not the homogenous
solutions.
2. Solve the B0-Problem at each time step by solving (3.35a) for p˜0,m, but now
solve (3.35c) for v˜0,m with boundary conditions vˆ(±) = ξˆv± for m = 0, . . . ,Ny,
then calculate σ˜0,m as before; now the B0-Problem needs to be solved at each
time step using the boundary condition imposed at that time step.
3. Solve the B1-Problem at each time step by solving (3.34a) for p˜1,m, but now
solve (3.34c) for v˜1,m with boundary conditions vˆ(±) = ξˆv± for m = 0, . . . ,Ny
then calculate σ˜1,m as before.
4. Calculate σ˜m m = Ny − 1,Ny at each time step using (3.38) and the current
σ˜0,m values (remembering that σ˜0,m now changes at each time step).
5. Calculate p˜m and v˜m m = 0, . . . ,Ny at each time step using (3.39a) and
(3.39b) respectively.
6. Solve (3.28a) for u˜m m = 0, . . . ,Ny and (3.28e) for w˜m m = 0, . . . ,Ny at
each time step but using the boundary conditions uˆ(±1) = ξˆu± and wˆ(±1) = ξˆw±
respectively.
Channelflow was modified to allow for generalised boundary conditions to be
set at each time step by making the modifications to the influence-matrix method
outlined above. To ensure that these modifications were correct, validation testing
of the wall-normal boundary conditions was conducted; this is discussed in the
next section.
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3.4 Validation of Implemented Boundary Conditions
The inhomogeneous wall-normal velocity boundary conditions implemented in
Channelflow were verified in two stages, a linear stage and a nonlinear stage. Only
wall-normal boundary conditions were validated because they alone are required
for controllers developed in this work. Validation of streamwise and spanwise ve-
locity boundary conditions is an avenue of future work. In the linear stage, the
velocity Fourier coefficients from a linearised Navier-Stokes Channelflow simula-
tion were compared to the corresponding velocity Fourier coefficeints from a linear
Orr-Sommerfeld Squire simulation. Identical inhomogeneous wall-normal bound-
ary conditions were implemented in both simulations. In the nonlinear validation
stage, the energy spectra from nonlinear Channelflow simulations with inhomo-
geneous boundary conditions were analysed to check that their shapes were those
expected from theory.
3.4.1 Linear Validation
Channelflow simulations were ran with the nonlinear term computed in the lin-
earised form shown in (3.7), with the following arbitrary inhomogeneous wall-
normal boundary conditions:
ξˆv+(α, β, t) = ξˆv−(α, β, t) = cos(0.05t)(0.05− 0.01i), (3.41)
and with zero initial condition, i.e.:
V0(χ) = 0 ∀χ ∈ Ω, (3.42)
where α = 2pikx/Lx and β = 2pikz/Lz. The following three wavenumber pairs
were chosen for linear simulation:
1. α = 0, β = 1
2. α = 1, β = 0
3. α = 1, β = 1
These were chosen as they consist of streamwise-constant (1), spanwise-constant
(2) and oblique (3) spatial modes. All simulations were ran for arbitrary centre-
line Reynolds number Re = 104, wall-normal resolution Ny = 65 and time step
dt = 0.01. For comparison, the Orr-Sommerfeld Squire (OSS) model with wall-
normal actuation dynamics incorporated from (2.66) was simulated with identical
boundary conditions, wavenumber pairs, wall-normal resolution, time step and
Reynolds number. The Galerkin method was used to discretise the wall-normal
component of the OSS models. To perform the simulations of the OSS model, the
lsim() function in Matlab was used. To match the actuation dynamics of the OSS
model, a low-pass filter was incorporated into the Channelflow simulation. The
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α β u¯E v¯E w¯E
0 1 3.5 · 10−2 1.3 · 10−3 3.3 · 10−3
1 0 2.7 · 10−2 9.8 · 10−3 0
1 1 3.3 · 10−2 2.3 · 10−3 2.7 · 10−2
Figure 3.1: Table of error-norms between Channelflow and OSS simulations.
actuator time-constant used for both simulations was τφ = 0.05. Again, this was
chosen arbitrarily.
Figures 3.2, 3.3 and 3.4 show profiles of both the imaginary and real parts of
the velocity Fourier coefficients uˆ, vˆ and wˆ, for times t = 0, 10, 60, for the three
wavenumber pair selections, from both linear Channelflow simulations and OSS
simulations. It is clear from all three figures that the profiles produced from both
simulations match well qualitatively for all velocity components and wavenumber
pairs. Figure 3.1 shows a table of error-norms between simulation profiles for all
velocity components and wavenumber pairs. The error-norms are defined:
u¯E :=
1
Nt
Nt∑
nt=1
(
1
Ny
‖uˆCF − uˆOSS‖
)
, (3.43a)
v¯E :=
1
Nt
Nt∑
nt=1
(
1
Ny
‖vˆCF − vˆOSS‖
)
, (3.43b)
w¯E :=
1
Nt
Nt∑
nt=1
(
1
Ny
‖wˆCF − wˆOSS‖
)
, (3.43c)
where Nt denotes the number of time steps used, subscripts CF and OSS denote
velocity Fourier coefficient profiles from the Channelflow and OSS simulations
respectively, and ‖ · ‖ is the Euclidean norm. From Figure 3.1, where Nt = 100,
all error-norms are shown to be satisfactorily small. This validation analysis
suggests the inhomogeneous boundary conditions implemented in Channelflow
model changes in wall-normal velocity at the wall successfully, at least for the
linear case.
3.4.2 Nonlinear Validation
In the nonlinear validation stage, a simulation of Re = 103 flow with a zero initial
condition and validation wall-normal boundary conditions from (3.41) was per-
formed in Channelflow. The boundary conditions were set for one wavenumber
pair only - (α = 0, β = 2). The domain used for the simulation had resolution
110×65×100 in the streamwise, wall-normal and spanwise directions respectively,
and corresponding spatial dimensions 2pi×2×2pi. The nonlinearity was computed
in skew-symmetric form and the SBDF3 time-stepping algorithm was employed.
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Figure 3.2: Profiles of (α = 0, β = 1) velocity Fourier coefficients uˆ, vˆ and wˆ from
Channelflow simulation (4 - real part, © - imaginary part) and OSS simulation (thick
line - real part, dashed line - imaginary part) for t = 0, 10, 60, for Re = 104 and validation
boundary conditions (3.41).
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Figure 3.3: Profiles of (α = 1, β = 0) velocity Fourier coefficients uˆ, vˆ and wˆ from
Channelflow simulation (4 - real part, © - imaginary part) and OSS simulation (thick
line - real part, dashed line - imaginary part) for t = 0, 10, 60, for Re = 104 and validation
boundary conditions (3.41).
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Figure 3.4: Profiles of (α = 1, β = 1) velocity Fourier coefficients uˆ, vˆ and wˆ from
Channelflow simulation (4 - real part, © - imaginary part) and OSS simulation (thick
line - real part, dashed line - imaginary part) for t = 0, 10, 60, for Re = 104 and validation
boundary conditions (3.41).
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Bulk velocity was used as the external constraint and kept constant at Ubulk = 2/3.
The energy spectrum from each time step of the simulation was analysed to in-
vestigate the effect of the boundary conditions on the flow. The energy spectrum
of a flow field for time t is defined:
Eˆ(α, β, t) :=
√
1
2
‖vˆα,β(y, t)‖2, (3.44)
where ‖ · ‖ is the Euclidean norm. Since the simulation has a zero initial con-
dition, the boundary conditions are the only source of perturbation energy into
the flow. Therefore, it is to be expected that the largest peaks in the energy
spectra should be located at the wavenumber pair for which the boundary con-
ditions are set - (α = 0, β = 2), with energy diffusing smoothly to wavenumber
pairs in the vicinity over time. Figure 3.5 contains plots of energy spectra for
(α = 0, β ≤ 10) for times t = 0, 2, 10. The energy of the boundary condition
mode (α = 0, β = 2) has the largest peak and increases over time. The energy of
the other even streamwise-constant modes (i.e. even β) also increases gradually
over time as energy dissipates to these modes. It can be proven from first principles
that excitation of even streamwise-constant modes will lead to energy diffusing
only to other even streamwise-constant modes via triadic interactions [90]. This
explains why the odd streamwise-constant modes have zero energy.
Although not as rigorous as the linear validation stage, this brief analysis sug-
gests that the implemented boundary conditions model changes in wall-normal
velocity at the walls correctly in nonlinear simulations.
3.5 Controller Implementation
In order to evaluate output-feedback controllers developed in later chapters, a
controller suite is required to simulate controller dynamics and to set boundary
conditions. All controllers novel to this thesis are linear time-invariant (LTI)
which simplifies implementation.
A LTI controller Kˆ has the form:
∂
∂t
xˆK(t) = AˆKxˆK(t) + BˆK yˆ(t), (3.45a)
uˆ(t) = CˆKxˆK(t) + DˆK yˆ(t), (3.45b)
with initial condition:
xˆK(0) = xˆK,0, (3.46)
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Figure 3.5: Plots of energy spectra from Re = 103 Channelflow simulation for times
t = 0, 2, 10, and validation boundary conditions (3.41) applied to mode (α = 0, β = 2)
only. N.b. plots are symmetrical about β = 0, therefore, spectra only plotted for β ≥ 0.
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where xˆK ∈ Rn is a vector of controller states, yˆ ∈ Rq is a vector of plant outputs,
uˆ ∈ Rp is a vector of plant inputs, and AˆK ∈ Rn×n, BˆK ∈ Rn×q, CˆK ∈ Rp×n and
DˆK ∈ Rp×q are time-invariant control matrices. A plant is defined as a system
which one wishes to control. In the current case, the plant is a single Fourier mode
(α, β) of a nonlinear Channelflow simulation; hence theˆnotation. Therefore, the
plant outputs are some linear measurement of a Fourier mode of the simulated
flow:
yˆ(t) = Cˆsxˆ(t), (3.47)
where xˆ ∈ Rm is a vector of states from the simulation (i.e. velocity and pres-
sure Fourier coefficients) and Cˆs ∈ Rq×m is a time-invariant “sensor matrix”. The
plant inputs can be any linear combination of the simulation states. However,
in the current work, they will always be wall-normal velocity Fourier boundary
conditions. Each LTI controller Kˆ will only control one wavenumber pair (α, β)
of the flow.
To integrate the dynamical system in (3.45) forward in time, a time-stepping al-
gorithm needs to be employed. For the current work, an implicit Crank-Nicolson
time-stepping scheme is used. This scheme is more stable than explicit schemes
and yet is still very simple to implement. For a general dynamical system:
∂
∂t
ζ(t) = F (ζ(t)), (3.48)
the Crank-Nicolson method discretises time such that:
ζn+1 − ζn
∆t
≈ 1
2
[
F (ζn+1) + F (ζn)
]
, (3.49)
where n notates time level and ∆t represents the time between levels. Applying
(3.49) to (3.45) yields:
xˆK
n+1 − xˆKn
∆t
≈ 1
2
[(
AˆKxˆK
n+1 + BˆK yˆ
n+1
)
+
(
AˆKxˆK
n + BˆK yˆ
n+1
)]
, (3.50a)
uˆn+1 = CˆKxˆK
n+1 + DˆK yˆ
n+1. (3.50b)
After some rearranging (3.50a) becomes:
xˆK
n+1 =
(
I − ∆t
2
AˆK
)−1 [(
I +
∆t
2
AˆK
)
xˆK
n + ∆tBˆK yˆ
n+1
]
︸ ︷︷ ︸
Kˆ
(
xˆK
n, yˆn+1
) . (3.51)
Figure 3.6 shows a schematic of the control update scheme, where the cycle begins
at the upper block. In the current work, all controller states will be initialised as
zero, i.e. xˆK
0 = 0.
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xˆn+1 = CˆF (xˆn, uˆn)
xˆn+1K = Kˆ
 
xˆnK , yˆ
n+1
 
yˆn+1uˆn+1
Figure 3.6: Block diagram of controller Kˆ in feedback with Channelflow plant CˆF for
a single Fourier mode.
To implement the control update scheme outlined above, a C++ controller class
was incorporated into Channelflow by the author. The class allows as many
Fourier modes to be controlled in a simulation as required and can handle both
fixed and variable time-stepping. Low-pass filtering of the actuator dynamics is
also implemented and modelled using a Crank-Nicolson time-stepping algorithm.
Chapter 4
Passivity-Based Control
4.1 Introduction
The framework of passive systems was first introduced for the energy-based anal-
ysis and control of electrical circuit networks. Its simplicity and effectiveness has
made it a powerful tool for the analysis and control of various other systems since.
In this chapter, the framework of passive systems, alternately referred to as pas-
sivity, shall be applied to turbulent channel flow with the aims of identifying the
most energetic scales of the flow, and then to control these scales using passivity-
based methods in order to restrict turbulent energy production and ultimately
reduce skin-friction drag.
As discussed in Section 1.5, passivity-based control (PBC) has been applied to
channel flow previously by Martinelli et al. [84] and Sharma et al. [101]. In the
former case, PBC was used to minimise the upper bound on transient energy
growth of a transitional channel flow using wall-based actuation and full flow field
information. The authors did not refer to passivity in their work, but their con-
troller can be classed as passivity-based in the author’s opinion. In the latter case,
PBC was used to globally stabilise a turbulent channel flow, leading to monotonic
energy decay and flow relaminarisation, using body-forcing and sensing of wall-
normal velocity throughout the channel. The results from both of these works are
impressive. However, neither are practically implementable due to their sensing
and/or actuation requirements. In the current work, all novel controllers devel-
oped will have their sensing and actuation restricted to the walls. Although this
does not mean that these controllers will necessarily be practical to implement,
it should give a closer indication of what drag reductions can be expected if this
control method were to be practically applied.
In the following, the framework of passivity and the closely related concepts of
dissipativity and positive realness will be outlined in Section 4.2, the passivity of
channel flow will be evaluated in Section 4.3, and in Section 4.4, a PBC method
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will be presented and the controllers evaluated through linear analyses and DNS.
A brief summary is given in Section 4.5.
4.2 Dissipativity, Passivity and Positive Realness
In the current work, only continuous time systems will be discussed. However,
the theory outlined in the following can be extended to the discrete time case.
4.2.1 Mathematical Preliminaries
A continuous time signal γ : R+ → Rm is inH (γ ∈H ) if it has finite Lm2 -norm:
‖γ‖22 =
∫ ∞
0
γ>(t)γ(t)dt <∞. (4.1)
An extended signal space, Lm2e, can be defined by introducing a truncation opera-
tor:
γT(t) =
γ(t) t < T0 t ≥ T . (4.2)
A continuous time signal γ : R+ → Rm is in He (γ ∈He) if:
‖γT‖22 =
∫ T
0
γ>(t)γ(t)dt <∞ ∀T ∈ R+. (4.3)
The temporal inner product of two signal vectors y(t) and u(t) over the time
interval [0,T] is defined:
〈y(t),u(t)〉[0,T] =
∫ T
0
y>(t)u(t)dt. (4.4)
The spatiotemporal inner product of two signal vectors y(χ, t) and u(χ, t) over
the time interval [0,T] is defined:
〈y(χ, t),u(χ, t)〉[0,T] =
∫ T
0
∫
χ∈Ω
y>(χ, t)u(χ, t)dχdt. (4.5)
Define a system Σ as a relation on He. For u ∈ He, Σu denotes an image of
u under Σ [113], and Σu(t) is the value of Σu at time t. The continuous time
system Σ :He →He is Lm2 stable if:
u ∈ Lm2 =⇒ Σu ∈ Lm2 . (4.6)
The continuous time system Σ : He → He is finite-gain Lm2 stable if there exist
 > 0 and κ such that:
‖(Σu)T‖2 ≤ ‖uT‖2 + κ. (4.7)
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The symbol Σˇ shall be used if the continuous time system is LTI, otherwise the
system shall be assumed general.
4.2.2 Dissipativity
The theory of dissipative dynamical systems, alternately referred to as dissipativ-
ity, was first introduced by Willems [111, 112]. It can be viewed as a generalisation
of passivity and is hence outlined first. Dissipativity analyses the dynamical re-
lation between the internally stored energy of a system and the energy being
supplied to that system.
For a general system Σ : He → He with input-output relation y(t) = Σu(t),
a locally integrable function called the supply rate can be defined as s(t) =
s(u(t),y(t)). The system Σ is said to be dissipative with respect to its sup-
ply rate s(t), if there exists a non-negative storage function V (x), such that for
all t1 ≥ t0 ∈ R+:
V (x(t1)) ≤ V (x(t0)) +
∫ t1
t0
s(u(t),y(t))dt, (4.8)
where x is a vector of system states. The inequality in (4.8) is called the dissi-
pation inequality, and it states “if the energy stored within the system for time
t1 is less than or equal to the amount of energy stored at earlier time t0 plus the
energy supplied to the system between these times, the system must either be
lossless or dissipating energy”. This is intuitive. However, for many systems it is
often difficult to determine the storage function uniquely [111]. This is not the
case for LTI systems however, where both the storage function and supply rate
can be easily defined.
For LTI system Σˇ , {A,B,C,D}, defined such that:
∂
∂t
x(t) = Ax(t) +Bu(t), (4.9a)
y(t) = Cx(t) +Du(t), (4.9b)
it can be assumed without loss of generality that its storage function V (x) has
quadratic form [112]:
V (x) = x>Qx, (4.10)
where matrix Q = Q> > 0. The system Σˇ is (P, S,R)-dissipative [47] if it is
dissipative with respect to the quadratic supply rate:
s(u,y) = y>Py + 2y>Su+ u>Ru, (4.11)
where P = P> and R = R>.
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4.2.3 Passivity
Passivity is a simplification of dissipativity, in that it is purely an input-output
property of a system and requires no explicitly defined storage function. A passive
system can only store and dissipate energy and is unable to produce energy of its
own. Examples of passive systems include passive components in a circuit such
as a resistor, and as will be demonstrated - the nonlinearity in the Navier-Stokes
equations for a channel flow.
For the general system y(t) = Σu(t), the following classifications of passivity
can be defined [32, 72]:
1. Σ is passive if ∃κ such that
〈y,u〉[0,T] ≥ κ, (4.12)
2. Σ is strictly input passive (SIP) if ∃ε > 0 and ∃κ such that
〈y,u〉[0,T] ≥ ε‖uT‖22 + κ, (4.13)
3. Σ is strictly output passive (SOP) if ∃δ > 0 and ∃κ such that
〈y,u〉[0,T] ≥ δ‖yT‖22 + κ, (4.14)
4. Σ is very strictly passive (VSP) if ∃δ > 0, ε > 0 and ∃κ such that
〈y,u〉[0,T] ≥ ε‖uT‖22 + δ‖yT‖22 + κ. (4.15)
A connection can now be made between passivity and dissipativity for the LTI
system case. Substituting P = 0, S = (1/2)I and R = −εI into the quadratic
supply rate in (4.11) yields:
s(u,y) = y>u− εu>u. (4.16)
Then, substituting (4.16) into (4.8) results in the following dissipation inequality:
V (x(t1)) ≤ V (x(t0)) + 〈y,u〉[t0,t1] − ε‖uT‖22, (4.17)
which after rearranging becomes:
〈y,u〉[t0,t1] ≥ ε‖uT‖22 + (V (x(t1))− V (x(t0)))︸ ︷︷ ︸
κ
. (4.18)
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The inequality in (4.18) is identical to the SIP inequality in (4.13). Similar results
can be found for passive, SOP and VSP systems. Therefore, the passivity of a
system identifies the boundedness of its supply rate.
4.2.4 Positive-Realness
Both passivity and dissipativity are time-domain concepts. Passivity has a frequency-
domain equivalent named positive-realness. However, this only applies to LTI
systems and is therefore less general.
Taking Laplace transforms of the state vector x(t), input vector u(t) and output
vector y(t) such that:
X(s) =
∫ ∞
0
x(t)e−stdt, (4.19a)
U (s) =
∫ ∞
0
u(t)e−stdt, (4.19b)
Y (s) =
∫ ∞
0
y(t)e−stdt, (4.19c)
where s = σ + iω denotes complex frequency, the LTI system in (4.9) can be
represented by the following transfer function matrix Σˇ(s):
Y (s) =
(
C(sI − A)−1B +D)︸ ︷︷ ︸
Σˇ(s)
U(s). (4.20)
The transfer function matrix Σˇ(s) is defined as positive real (PR) if the following
conditions hold [72]:
1. All elements of Σˇ(s) are analytic in Re(s) > 0.
2. Σˇ(iω) + Σˇ>(−iω) ≥ 0, ∀ω ∈ R, for which iω is not a pole for any element of
Σˇ(s).
PR systems and passive systems are equivalent.
The transfer function matrix Σˇ(s) is defined as strictly positive real (SPR) if
the following conditions hold [72]:
1. All elements of Σˇ(s) are analytic in Re(s) ≥ 0.
2. There exists ε > 0 such that Σˇ(iω) + Σˇ>(−iω) ≥ 2εI, ∀ω ∈ R.
SPR systems and SIP systems are equivalent, with identical bound ε.
The following connections can be made between passivity and positive realness [72]:
1. Σˇ is passive iff Σˇ(s) is positive real.
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Figure 4.1: A schematic displaying the index of passivity ε of a system.
2. Σˇ is strictly input passive iff Σˇ(s) is strictly positive real.
The constant ε, which shall be referred to as a system’s index of passivity, can
be determined directly from a system’s transfer function using the following for-
mula [17]:
ε :=
1
2
{
inf
ω
λmin
(
Σˇ(iω) + Σˇ>(−iω))} , (4.21)
where λmin denotes smallest eigenvalue.
Thus far, the discussion has only been about passive systems, where ε ≥ 0. In
these cases, ε acts as the lower bound on a system’s rate of energy dissipation.
However, systems with index of passivity ε < 0 will not be passive, but their
index gives us information regarding how non-passive the system is - ε acts as
the upper bound on a system’s rate of energy production. A schematic of this is
shown in Figure 4.1, where energy production can only occur in the dashed region
of the graph. In later sections, feedback control will be used to make non-passive
systems as close to passive as is possible by minimising |ε|.
4.2.5 The Passivity Theorem
The passivity theorem determines the stability of the feedback interconnections
of systems within the framework of passivity.
Theorem Consider the negative feedback interconnection of systems Σ1 and Σ2
in Figure 4.2, and set r2 ≡ 0. It is assumed that for any r1 ∈ H , there exists
solutions u1,u2 ∈ He. Under these conditions, if Σ1 is passive and Σ2 is strictly
input passive, the closed-loop system y1 = Σ(1×2)r1 is passive and y1 ∈H [32].
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Figure 4.2: The negative feedback interconnection of systems Σ1 and Σ2.
Proof From Figure 4.2, signals u1 and u2 can be expressed as:
u1 = r1 − Σ2u2, (4.22a)
u2 = Σ1u1. (4.22b)
Therefore, from (4.22), and using the definitions of passivity in (4.12) and (4.13):
〈y1, r1〉[0,T] = 〈Σ1u1,u1〉[0,T] + 〈Σ2u2,u2〉[0,T] ≥ 0 + 2‖u2T‖22 + κ, (4.23)
where ε2 > 0 since Σ2 is SIP. Furthermore, by the Schwarz inequality and noting
that r1 ∈H :
‖Σ1u1T‖2 ‖r1T‖2 ≥ ε2‖Σ1u1T‖22 + κ ∀T ∈ R+, (4.24)
from which it follows ‖Σ1u1T‖ is bounded, i.e. y1 ∈H .
Therefore, if one knows the passivity of individual systems in a feedback ar-
rangement, one can attain guarantees of the passivity, and hence stability, of
the closed-loop system.
4.3 Passivity of Channel Flow
In this section, the dynamics of channel flow will be analysed using the framework
of passivity outlined previously.
The perturbation equations for channel flow, previously shown in (2.5), are:
∂v
∂t
=
1
Re
∇2v −∇p− V˜ · ∇v − v · ∇V˜ − n + f , (4.25a)
∇ · v = 0, (4.25b)
CHAPTER 4. PASSIVITY-BASED CONTROL 70
N
L
d
n
+
 
v
u
w
Figure 4.3: Block diagram representation of the dynamics of channel flow.
Besides the external forcing terms f and nonlinear forcing terms n, all other terms
in (4.25) are linear in the primitive variables v and p. The system of equations in
(4.25) can therefore be expressed in the form:
∂v
∂t
= L (v, p)−N (v) + d + u, (4.26a)
∇ · v = 0, (4.26b)
where L(·) represents the linear operations in (4.25), N (v) = n = v · ∇v are
the nonlinear forcing terms represented as a nonlinear operator on the velocity
vector field, and f = d + u, where d : Ω × R+ → R3 is a vector of exogenous
disturbance forces, and u : ∂Ω × R+ → R3 is a vector of control input forcing.
In this form, the nonlinearity can be viewed as a negative feedback forcing upon
the linear dynamics of the flow [101]. This is illustrated in the block diagram in
Figure 4.3.
With the dynamics of channel flow decomposed in such a manner, the passiv-
ity of the linear system L and nonlinear system N can be analysed separately.
The passivity theorem can then be used to analyse the passivity of the feedback
interconnection of the two systems. However, firstly, it shall be useful to outline
the perturbation energy balance for a channel flow.
4.3.1 Perturbation Energy Balance
Turbulence is a self-sustaining process, therefore, there must be a balance between
the input energy required to feed the turbulent perturbations, and the energy that
is lost due to dissipation. By multiplying (4.25a) by v, setting f = 0 and inte-
grating over the domain, yields, after some rearranging, the perturbation energy
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balance equation for a channel flow:
D
Dt
E(t)︸ ︷︷ ︸
1.
= − 1
V
∫
χ∈Ω
∇ ·
[
v
(
p +
v · v
2
)]
dχ︸ ︷︷ ︸
2.
− 1
V
∫
χ∈Ω
uv
∂U˜
∂y
dχ︸ ︷︷ ︸
3.
(4.27)
+
Re
V
∫
χ∈Ω
∇ ·
[
∇
(v · v
2
)]
dχ︸ ︷︷ ︸
4.
− Re
V
∫
χ∈Ω
(∇v) · ∇v dχ︸ ︷︷ ︸
5.
,
where D
Dt
:= d
dt
+ U˜ · ∇ denotes the material derivative, and E = 1
V
∫
χ∈Ω 1/2 (v · v) dχ
is the perturbation energy density in a flow domain with volume V. The terms in
(4.27) have the following physical interpretations [48]:
1. Rate of change in perturbation energy.
2. Turbulent convective diffusion.
3. Production of perturbation energy.
4. Work done by viscous stresses.
5. Viscous dissipation.
It will be shown in the following section that for an uncontrolled channel flow,
terms 2. and 4. are equal to zero. For this case, the rate of change of energy
depends on the balance between the energy production term, 3., which can be
either negative or positive, and the dissipation term, 5., which is always positive.
4.3.2 Passivity of the Nonlinear System
In order to classify the passivity of the nonlinear system, the following inner-
product needs to be evaluated:
〈n,v〉[0,T] = 1
V
∫ T
0
∫
χ∈Ω
(v(χ, t) · ∇v(χ, t)) · v(χ, t) dχdt, (4.28)
To achieve this, first state the identity:
∇ · [v (v · v)] ≡ 2(v · ∇v) · v + (v · v)(∇ · v)︸ ︷︷ ︸
= 0
, (4.29)
where the the final term on the right-hand-side is zero due to the divergence free
condition. Therefore, using (4.29), the passivity statement for the nonlinearity
becomes:
〈n,v〉[0,T] = 1
2V
∫ T
0
∫
χ∈Ω
∇ · [v(χ, t) (v(χ, t) · v(χ, t))] dχdt. (4.30)
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The right-hand-side of (4.30) corresponds to the rate of work done by the dynamic
pressure in term 2. of (4.27), integrated over time.
The divergence theorem states that for a continuously differentiable vector field
F defined on a volume V: ∫
V
(∇ · F) dV =
∮
S
(F · ζ)dS, (4.31)
where the left-hand-side is an integral over the volume, the right-hand-side is a
surface integral, and ζ is the outward pointing unit normal field on the boundary.
Applying the divergence theorem to (4.30) yields:
〈n,v〉[0,T] = 1
2V
∫ T
0
∮
χ∈∂Ω
[v(χ, t) (v(χ, t) · v(χ, t))] · ζ dχdt. (4.32)
For periodic boundary conditions in the streamwise and spanwise directions, and
Dirichlet boundary conditions at the walls, the surface integral in (4.32) is nec-
essarily zero. Therefore, the nonlinearity is passive, or more precisely, the non-
linearity is lossless. Applying the divergence theorem to the rate of change of
work done by the static pressure in term 2. and to the work done by the viscous
stresses in term 4. in (4.27), it can be shown that these must also equal zero. This
amounts to a zero net flux of perturbation energy into or out of the domain.
However, for the case where wall-actuation is employed via the wall-normal com-
ponent of velocity, the net flux of energy into or out of the domain due to the
actuation must be taken into account. For actuated channel flow, term 2. in
(4.27) corresponds to:
1
V
∫
χ∈Ω
∇ ·
[
v
(
p +
v · v
2
)]
dχ =
(4.33)
1
V
∫ Lx
0
∫ Lz
0
[
v(x,+1, z, t)p(x,+1, z, t)ζ+y
]
+
[
v(x,−1, z, t)p(x,−1, z, t)ζ−y
]
dzdx
+
1
2V
∫ Lx
0
∫ Lz
0
[
v3(x,+1, z, t)ζ+y
]
+
[
v3(x,−1, z, t)ζ−y
]
dzdx,
where streamwise and spanwise velocities are assumed zero at the walls, and out-
ward pointing unit normals are defined ζy =
[
ζ+y ζ
−
y
]>
, where positive and
negative correspond to the upper and lower walls respectively. The first term on
the right-hand-side of (4.33) corresponds to the rate of work done by the actuation
on the static pressure, and the second term on the right-hand-side corresponds to
the rate of work done on the dynamic pressure. To ensure the net flux of energy
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is out of the domain, (4.33) must be greater or equal to zero for all time. This
would also ensure that the nonlinearity remains passive. With wall-normal actua-
tion, term 4. in (4.27) is still equal to zero due to the fact that ∂v
∂y
= 0 at the walls.
The nonlinear vector field n for time t, once computed from the velocity vec-
tor field v for time t, can be Fourier discretised in the streamwise and spanwise
directions to yield:
n(x, y, z, t) =
∞∑
α=−∞
∞∑
β=−∞
nˆα,β(y, t)e
i(αx+βz). (4.34)
Therefore, the passivity inner-product for the nonlinear system can be expressed
as:
〈n,v〉[0,T] =
∫ T
0
∫
χ∈Ω
∞∑
α=−∞
∞∑
β=−∞
nˆ>α,β(y, t)e
−i(αx+βz) · vˆα,β(y, t)ei(αx+βz) dχdt
=
∞∑
α=−∞
∞∑
β=−∞
〈nˆα,β, vˆα,β〉[0,T]
≥
∞∑
α=−∞
∞∑
β=−∞
εˆn(α, β) = εn,
(4.35)
where εˆn is the index of passivity of the nonlinearity for each mode, and εn is
the overall index of passivity of the nonlinearity. It can be seen from (4.35) that
the passivity inner-product of the nonlinear system is equal to the sum, over all
wavenumber pairs (α, β) of the passivity inner-products of each Fourier mode.
Therefore, if only certain modes are controlled via wall transpiration, the net flux
of energy into or out of the domain for each controlled mode would have to be
taken into account in order to assess the index of passivity of the nonlinearity εn.
4.3.3 Passivity of the Linear System
The perturbation energy production term (3.) in the energy balance equation (4.27)
is driven by the linear dynamics only. This term can be positive or negative, and
so can increase or reduce the rate of energy production in a flow. Analysing the
passivity of the linear system will indicate the boundedness of this term.
It was demonstrated at the end of the previous section how the sum of the passiv-
ity indices over all wavenumber pairs (α, β) of a system is equal to the passivity
index of the system as a whole. Therefore, in the following, the linear system will
be Fourier discretised in the periodic streamwise and spanwise directions, and the
passivity of individual Fourier modes will be analysed.
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Each Fourier mode of the linear system has a spatially discrete LTI state-space
model of the form:
∂
∂t
[
avN(t)
aηN(t)
]
︸ ︷︷ ︸
∂x
∂t
=
[
L˜OS 0
L˜C L˜Sq
]
︸ ︷︷ ︸
A
[
avN(t)
aηN(t)
]
︸ ︷︷ ︸
x
+Bw(t), (4.36a)
z(t) = Cx(t), (4.36b)
where x ∈ C2N is a vector of system states, w ∈ C2N is a vector of exogenous
disturbances including the forcing by the nonlinearity, avN and aηN are spectral
coefficients relating to wall-normal velocity and wall-normal vorticity respectively,
L˜OS ≡ E˜−111 A˜11, L˜C ≡ E˜−122 A˜21, L˜Sq ≡ E˜−122 A˜22, and A˜ and E˜ matrices are discre-
tised using the Galerkin method and are defined in (2.52). The vector z ∈ C2N is
defined such that stored energy:
Eˆ(t) ≡ z>(t)z(t) = x>(t)C>Cx(t) = x>(t)Qx(t), (4.37)
where Q = Q> > 0 is referred to as the energy matrix. The energy density of a
single Fourier mode in terms of the primitive variables is given as [86]:
Eˆ(t) =
1
8
∫ 1
−1
(
uˆ>uˆ + vˆ>vˆ + wˆ>wˆ
)
dy. (4.38)
Using the divergence free condition in (4.26b) and definition of wall-normal vor-
ticity in (2.10), expressions for uˆ and wˆ in terms of the state variables can be
found:
uˆ =
i
k2
(
α
∂vˆ
∂y
− βηˆ
)
, (4.39a)
wˆ =
i
k2
(
β
∂vˆ
∂y
+ αηˆ
)
. (4.39b)
Substituting (4.39) into (4.38) yields:
Eˆ(t) =
1
8
∫ 1
−1
vˆ>vˆ +
1
k2
(
∂vˆ
∂y
>∂vˆ
∂y
+ ηˆ>ηˆ
)
dy, (4.40)
Finally, substituting the respective Chebeyshev series from (2.27) into (4.40) re-
sults in the following discrete energy matrix:
Eˆ(t) =
[
a>vN(t) a
>
ηN
(t)
]
︸ ︷︷ ︸
x>(t)
[
Q11 0
0 Q22
]
︸ ︷︷ ︸
Q
[
avN(t)
aηN(t)
]
︸ ︷︷ ︸
x(t)
, (4.41)
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where:
Q11(i,j) =
1
8
∫ 1
−1
(
φi(y)φj(y) +
1
k2
∂φi
∂y
(y)
∂φj
∂y
(y)
)
dy, (4.42a)
Q22(i,j) =
1
8k2
∫ 1
−1
ψi(y)ψj(y) dy, (4.42b)
and where subscripts i,j denote matrix row and column indices. The integrals in
(4.42) can be evaluated analytically. However, due to the current choice of basis
functions, this is not a straightforward task. Therefore, in the current work, the
integrals are evaluated numerically using Clenshaw-Curtis quadrature [105]. The
C-matrix from (4.36b) can be calculated by performing a Cholesky decomposition
on Q.
The B-matrix from (4.36a) remains to be defined. The exogenous forcing w is
required to be energy-weighted appropriately. Premultiplying (4.36a) by C gives
the following dynamical energy equation:
∂
∂t
z(t) = CAC−1z(t) + CBw(t) = A¯z(t) +w(t). (4.43)
Therefore, by choosing B = C−1, disturbance forcing is energy-weighted appro-
priately. All state-space matrices have now been declared.
In order to evaluate the passivity of the linear channel flow system, the following
two things need to be determined:
1. The critical energy Reynolds number for which all modes remain passive.
2. The least passive Fourier mode of the system.
1. Critical energy Reynolds number
The critical energy Reynolds number, denoted ReE, is the largest Reynolds num-
ber for which all Fourier modes of the linear system remain passive. This has
been determined previously for a channel flow analytically by Reddy and Hen-
ningson [92] and numerically by Zhao and Duncan [115]. The critical energy
Reynolds number for a channel flow was found analytically to be ReE = 49.60359,
corresponding to Fourier mode (α = 0, β = 2.044)[92].
A search over wavenumber space was conducted to find the critical energy Reynolds
number of channel flow using the index of passivity calculated from (4.21) as the
test for passivity. If for a given Reynolds number ε ≥ 0, the mode is passive,
and non-passive otherwise. The critical energy Reynolds number for an indi-
vidual mode, denoted Rec, is the largest Reynolds number for which that mode
remains passive. Therefore, the smallest modal critical energy Reynolds number
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Figure 4.4: Colour map of modal critical energy Reynolds number Rec in wavenumber
space, computed using wall-normal resolution Ny = 60.
over all wavenumber space will be the global critical energy Reynolds number, i.e.
ReE = infα,β(Rec). Figure 4.4 shows a colour map of Rec in wavenumber space.
Using searches with progressively finer wall-normal resolutions, the critical en-
ergy Reynolds number was found to be ReE = 49.60358, corresponding to mode
(α = 0, β = 2.044) which is near identical to the analytically derived solution.
This proves that the index of passivity defined in (4.21) is a reliable indicator of
the passivity of a system. The index of passivity as defined in (4.21) will be used
throughout the remainder of this chapter to classify the passivity of systems, and
to evaluate passivity-based controllers.
2. Least passive Fourier mode
The least passive Fourier mode of the linear system, for a given Reynolds number,
is defined as the mode with minimal index of passivity ε. For Re ≤ ReE - the least
passive mode dissipates energy least, and for Re > ReE - the least passive mode
is capable of producing the most energy. Figure 4.5 shows contour plots of ε in
wavenumber space for Re = 10, 102, 103, in (a), (b) and (c) respectively. For mode
(α = 0, β = 0), a passivity index cannot be calculated directly and therefore this
is set to zero.
In Figure 4.5(a), Re = 10 < ReE, therefore ε ≥ 0 for all Fourier modes. It can
be seen that for subcritical energy Reynolds numbers, the least passive modes
are those close to (α = 0, β = 0). Therefore, the least passive mode here will be
identified as (α =, β = 0), the mean mode. This finding is not surprising because
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Figure 4.5: Colour maps of ε in wavenumber space. N.b. a) and c) show contours of
log10 |ε|, in a) all contours represent positive ε, in c) all contours represent negative ε.
Wall-normal resolution Ny = 80.
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it is the smallest scales of a flow, i.e. large α, β, which dissipate the most energy.
Therefore, the larger scales of the flow, i.e. small α, β, can be expected to dissipate
the least energy.
In Figure 4.5(b), Re = 102 > ReE, therefore ε > 0 for a small selection of modes.
However, the majority of the modes in the displayed wavenumber space remain
passive. This is because local Rec > 100 for these modes, as can be seen from
Figure 4.4. A plot of the |ε| distribution of the streamwise-constant modes for
Re = 102 is shown in Figure 4.6. A “bubble” of non-passive modes can be seen be-
tween (α = 0, β = 0.8− 5.9) which corresponds to the patch of negative contours
in Figure 4.5(b). It is only these select modes which are capable of producing
energy, and having relatively low magnitude indices of passivity, they are limited
in the amount of energy they can produce. The least passive mode for Re = 102
was found to be (α = 0, β = 1.78).
In Figure 4.5(c), Re = 103  ReE, and therefore ε < 0 for all modes in the
wavenumber space displayed. It is clear from the plot that the streamwise-constant
modes are a lot less passive than other modes in the wavenumber space. In partic-
ular, low β streamwise-constant modes have the lowest indices of passivity, and are
therefore capable of producing a relatively large amount of energy. The distribu-
tion of |ε| for these modes and Reynolds number is given in Figure 4.6. The overall
least passive mode for Re = 103 was found to be (α = 0, β = 1.63). Also plotted
on Figure 4.6 are the streamwise-constant mode distributions of |ε| for Re = 104
and Re = 105. These both have a similar shape to the Re = 103 distribution but
have higher magnitudes for higher Reynolds number. Interestingly, for both these
Reynolds numbers, the least passive mode is located at (α = 0, β = 1.62). This
suggests that for Re→∞ the least passive mode tends to (α = 0, β = 1.62).
Trefethen et al. [107] stated that mode (α = 0, β = 1.62) has maximum resonance
for channel flow, so perhaps this result should be expected. A summary table of
least passive modes for different Reynolds number is given in Figure 4.7.
It can be assumed that most turbulent flows of interest will have Reynolds number
Re ReE. Therefore, such systems will have qualitatively similar ε distributions
to that shown in Figure 4.5(c) - non-passive modes close to the origin in wavenum-
ber space, with the streamwise-constant modes being by far the least passive and
therefore most capable of producing energy.
4.3.4 Passivity of the Interconnected System
The passivity theorem can be used to assess the passivity of the feedback intercon-
nection between the linear and nonlinear systems. From Figure 4.3, the following
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Figure 4.6: Plots of β vs. |ε| for Re = 102 (−), Re = 103 (−−), Re = 104 (−·),
Re = 105 (··), for streamwise-constant modes (α = 0). Wall-normal resolution Ny = 80.
Re α β ε
10 0 0 0
102 0 1.78 −7.80
103 0 1.63 −1.57 · 103
104 0 1.62 −1.65 · 105
105 0 1.62 −1.66 · 107
Figure 4.7: Table of least passive modes for different Reynolds numbers.
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statements are true:
w = d− n, (4.44a)
v = Lw. (4.44b)
Therefore, the passivity inequality for the interconnected system from disturbance
input w to velocity output v is:
〈v,w〉[0,T] = 〈Lw,d〉[0,T] − 〈v,n〉[0,T] ≥ ε‖dT‖22 − 0. (4.45)
Therefore, as the nonlinearity has been shown to be lossless when wall actuation
is not employed, the index of passivity of the linear system alone determines the
passivity of the interconnected system. However, as demonstrated, when wall
actuation is employed, the net flux of actuation energy will affect the passivity of
the nonlinearity and will have to be taken into account.
4.4 Passivity-Based Control of Channel Flow
The previous section demonstrated how it is only the linear dynamics which con-
tribute to the passivity of un-actuated channel flow. It was also found that of
the linear dynamics, the streamwise-constant modes are, by far, the least passive
relative to all other modes in wavenumber space for supercritical energy Reynolds
number flows. In this section, LTI controllers will be synthesised for streamwise-
constant modes which when connected in feedback, minimise the magnitude of the
index of passivity of the resulting closed-loop systems. Doing so should restrict
the amount of perturbation energy these modes are able to produce, therefore
reducing the total perturbation energy of the flow. This should then lead to a
reduction in total skin-friction drag. However, the LTI controllers developed in
this section will provide no guarantees of stability when connected in feedback
with the nonlinear channel flow system. This would only be the case if each
modal controller was able to enforce passivity on the mode it was controlling
whilst ensuring the nonlinearity remained lossless. This was achieved by Sharma
et al. [101] because their use of actuation via body-forcing ensured the net flux
of energy into or out of the domain remained zero. Their LTI controllers were
also capable of enforcing passivity on the modes they controlled, although they
required wall-normal velocity information throughout the domain to achieve this.
In the current work, all controllers have their actuation and sensing restricted
to the walls. It was proven by Martinelli et al. [84] that LTI controllers with
wall-restricted actuation are unable to enforce passivity on linearised channel flow
for Re > ReE = 49.6. Therefore, as controllers will be designed for and tested on
Re = 2230 channel flow, the objective of the current controllers is to make the
linear modes they control as close to passive as is possible. It will be assumed
that the control actuation signals will be of sufficiently small amplitude that they
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have a negligible effect on the passivity of the nonlinearity which shall be assumed
lossless throughout. The passivity theorem, discussed in the previous section, has
been used as a guide for the current control objective rather than as a proof of
closed-loop stability, which is its intended purpose.
4.4.1 Positive-Real Control Method
A number of different control methods for altering the passivity index of a system
exist. In the current work, the positive-real control method of Sun et al. [103]
shall be used. This is a different method to that used by Sharma et al. [101]
who used the method of Safonov et al. [98]. The latter approach involves trans-
forming a positive real controller synthesis problem into a general H∞ problem,
then performing loop shifting transformations, before solving two algebraic Ric-
cati equations (AREs). Sun et al.’s approach is more direct and requires solutions
to two AREs which in turn are formed from the state-space matrices of a LTI
control model; no loop shifting transformations etc. are required. The resulting
controller ensures the feedback interconnection between the control model and
controller is SIP.
A given Fourier mode of the linear system Lˆ with wall-normal actuation incorpo-
rated has state-space representation: x˙z
y
 =
 A B1 B2C1 0 0
C2 0 0

︸ ︷︷ ︸
Lˆ
 xw
u
 , (4.46)
where x ∈ C2N is the state vector, z ∈ C2N is the energy-weighted state vector,
y ∈ Cq is a vector of measured outputs, w ∈ C2N is a vector of energy-weighted
disturbance inputs, and u ∈ C2 is a vector of control actuation signals. Before be-
ing of use as a control model, the system model Lˆ in (4.46) needs to be augmented
to include a feed-through energy term ε¯ ≥ 0 ∈ R, control penalty term c > 0 ∈ R
and measurement penalty term d > 0 ∈ R. Feed-through energy is the primary
controller tuning constant and its importance will be made apparent later on in
this section. Penalties on the control effort c and measurement quality d are
needed to ensure solutions to the AREs are nonsingular. The higher the control
penalty, the higher the “cost” of the control effort. Increasing the measurement
penalty will make the controller more robust to measurement uncertainty. Includ-
ing these penalty terms, the final control model for each Fourier mode is given
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as:
L˜ ≡

A
[
B1 0
]
B2[
C1
0
] [
ε¯I 0
0 I
] [
0
cI
]
C2
[
0 dI
]
0
 ≡
 A B˜1 B2C˜1 D11 D12
C2 D21 0
 . (4.47)
The final LTI controller K will have state-space form [103]:[
x˙K
u
]
=
[
AK BK
CK 0
]
︸ ︷︷ ︸
K
[
xK
y
]
, (4.48)
where xK ∈ CNK are the states of the controller and also estimates of the states of
the control model, and matrices AK , BK and CK are formed from the solutions to
the AREs yet to be given. The closed-loop system ΣL˜×K comprised of the control
model L˜ in feedback with controller K has state-space form [103]:
ΣL˜×K ≡
 A B2CK B˜1BKC2 AK BKD21
C˜1 D12CK D11
 ≡ [ AL˜,K BL˜,K
CL˜,K D11
]
. (4.49)
The controller K is required to ensure two things. Firstly, that ΣL˜×K is inter-
nally stable, i.e. R
(
λ
{
AL˜,K
})
< 0. Secondly, that ΣL˜×K(s) is SPR. However, it
must be stressed, that a controller capable of making the feedback interconnec-
tion between the control model L˜ and controller SPR, will not make the feedback
interconnection between the actual system model Lˆ and controller SPR. This is
because the control model includes a feed-through energy term D11 which is ar-
tificial and absent from the actual system’s dynamics. The feed-through energy
term included in control model L˜ approximates the index of passivity of the actual
closed-loop system ΣLˆ×K , illustrated in Figure 4.8, after the controller has been
generated. This will be demonstrated below.
The transfer function of the closed-loop system comprised of control model L˜
and controller K is defined as:
ΣL˜,K(s) ≡ CL˜,K
(
sI − AL˜,K
)−1
BL˜,K +D11, (4.50)
such thatZ(s) = ΣL˜,K(s)W (s), whereZ(s) andW (s) are the Laplace-transformed
controlled output vector z(t) and disturbance input vector w(t) respectively. The
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Figure 4.8: Block diagram of channel flow system in feedback with a controller.
transfer function is SPR iff for all ω ∈ R:
1
2
(
ΣL˜,K(iω) + Σ
>
L˜,K
(−iω)
)
> 0. (4.51)
Taking the feed-through terms (D matrices) to the right-hand-side of (4.51) yields:(
ΣLˆ,K(iω) + Σ
>
Lˆ,K
(−iω)
)
> −2ε¯I ≈ 2εL,KI, (4.52)
where ΣLˆ,K(s) ≡ CL,K(sI − AL,K)−1BL,K is the closed-loop transfer function for
the feedback interconnection of system model Lˆ and controller K, and εL,K < 0
is the resulting index of passivity for the closed-loop system.
4.4.2 Controller Synthesis
All controllers are designed for and tested on Re = 2230 channel flow. This max-
imum laminar centreline velocity Reynolds number was used as it corresponds to
Reτ = 100 fully turbulent channel flow - a commonly used skin-friction Reynolds
number for testing drag reducing controllers [50, 78, 101]. This Reynolds number
is supercritical in terms of energy, i.e. Re > ReE, and therefore a large area of
the wavenumer space of the uncontrolled system will be non-passive. However,
this Reynolds number is subcritical in terms of hydrodynamic stability, and will
therefore be linear locally stable. For local stability, the critical Reynolds number
for a channel flow is ReC = 5772.2 [88].
The procedure for synthesising controllersK using the positive real control method
of Sun et al. [103] is provided in Appendix A. In the following, the state-space
matrices of the system model Lˆ in (4.46) will be defined for each controller. In
order to investigate the effect of wall-normal discretisation on controller perfor-
mance, both the collocation and Galerkin methods will be used to form control
models.
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All controllers will use wall transpiration as actuation. Therefore, matrices A
and B2 are defined in (2.66) for the Galerkin model and (2.69) for the collocation
model, where a lifting procedure is used to incorporate this type of actuation;
Section 2.2.2 outlines the procedure for discretising operators using the colloca-
tion and Galerkin methods. Because a low-pass filter is used to model actuator
dynamics, both of these matrices are functions of τφ - the actuator time-constant.
For the Galerkin discretised model, the energy matrix Q is calculated as in (4.41),
except that the last two wall-normal velocity basis functions φN−1 and φN are
replaced with lifting functions fu and fl respectively, in order that the energy of
the actuation be included. Therefore, Q is defined:
Eˆ(t) =
[
a>v0N−2 vˆ
+> vˆ−> a>ηN
]
︸ ︷︷ ︸
x>

Q11 0 0 0
0 Q22 0 0
0 0 Q33 0
0 0 0 Q44

︸ ︷︷ ︸
Q

av0N−2
vˆ+
vˆ−
aηN

︸ ︷︷ ︸
x
,
(4.53)
where,
Q11(i,j) =
1
8
∫ 1
−1
(
φi(y)φj(y) +
1
k2
∂φi
∂y
(y)
∂φj
∂y
(y)
)
dy, (4.54a)
Q22 =
1
8
∫ 1
−1
(
fu(y)fu(y) +
1
k2
∂fu
∂y
(y)
∂fu
∂y
(y)
)
dy, (4.54b)
Q33 =
1
8
∫ 1
−1
(
fl(y)fl(y) +
1
k2
∂fl
∂y
(y)
∂fl
∂y
(y)
)
dy, (4.54c)
Q44(i,j) =
1
8k2
∫ 1
−1
ψi(y)ψj(y)dy. (4.54d)
For the collocation discretised model, the energy matrix is defined:
Eˆ(t) =
[
vˆ>0 vˆ
+> vˆ−> ηˆ>
]
︸ ︷︷ ︸
x>

Q11 0 0 0
0 Q22 0 0
0 0 Q33 0
0 0 0 Q44

︸ ︷︷ ︸
Q

vˆ0
vˆ+
vˆ−
ηˆ

︸ ︷︷ ︸
x
, (4.55)
where,
Q11 =
1
8
(
ΩN−2 +
1
k2
(D˜1vN−2)
>ΩN−2D˜1vN−2
)
, (4.56a)
Q22 =
1
8
(
f>u (yj)ΩN−2fu(yj) +
1
k2
(D˜1vN−2fu(yj))
>ΩN−2D˜1vN−2fu(yj)
)
, (4.56b)
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Q33 =
1
8
(
f>l (yj)ΩN−2fl(yj) +
1
k2
(D˜1vN−2fl(yj))
>ΩN−2D˜1vN−2fl(yj)
)
, (4.56c)
Q44 =
1
8k2
ΩN, (4.56d)
where Ω is a matrix of Clenshaw-Curtis integration weights [105], and D˜1v is a first
Chebyshev differential matrix for wall-normal velocity.
For both cases, Q = C>1 C1, and B1 = C
−1
1 . Note that for the collocation dis-
cretised model, the basis and lifting functions are evaluated on a set of N fixed
grid points. This means that the Clenshaw-Curtis integration weighting matrix
needs to be of dimension N. Zhao and Duncan [115] found that this leads to nu-
merical errors in matrix entries Q(i,j) with i+ j > 2N− 3. This is not the case for
the Galerkin method, where the basis and lifting functions are kept continuous,
and therefore the integrals can be computed using a Clenshaw-Curtis integration
weighting matrix of any dimension.
Two wall-based sensing arrangements will be investigated to ascertain their ef-
fect on controller performance. The first arrangement will include streamwise and
spanwise wall-shear stress perturbations at both walls (sensing arrangement 1).
The second will include streamwise and spanwise wall-shear stress perturbations
and pressure perturbations at both walls (sensing arrangement 2). The sensing
matrix, y = C2x, will be defined below for both of these arrangements.
Sensing Arrangement 1
Streamwise (τˆyx) and spanwise (τˆyz) wall-shear stress perturbations are defined:
y =
[
τˆyx|y=±1
τˆyz|y=±1
]
≡ 1
Re

(
∂uˆ
∂y
+ ∂vˆ
∂x
)∣∣∣
y=±1(
∂wˆ
∂y
+ ∂vˆ
∂z
)∣∣∣
y=±1
 . (4.57)
Substituting (4.39) into (4.57) yields:
y =
1
Re

(
iα
(
1
k2
∂2vˆ
∂y2
+ vˆ
)
− iβ
k2
∂ηˆ
∂y
)∣∣∣
y=±1(
iβ
(
1
k2
∂2vˆ
∂y2
+ vˆ
)
+ iα
k2
∂ηˆ
∂y
)∣∣∣
y=±1
 . (4.58)
However, the vˆ terms are dropped because the controller sets the values of vˆ (y = ±1),
and are hence known. Therefore, for the Galerkin discretised model, the C2 matrix
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for this sensing arrangement is defined:
y =
1
k2 · Re

iαΦ′′N(+1) iαfu
′′(+1) iαfl
′′(+1) −iβΨ′N(+1)
iαΦ′′N(−1) iαfu′′(−1) iαfl′′(−1) −iβΨ′N(−1)
iβΦ′′N(+1) iβfu
′′(+1) iβfl
′′(+1) iαΨ′N(+1)
iβΦ′′N(−1) iβfu′′(−1) iβfl′′(−1) iαΨ′N(−1)

︸ ︷︷ ︸
C2

avN−2
vˆ+
vˆ−
aηN

︸ ︷︷ ︸
x
,
(4.59)
where ′ denotes differentiation with respect to y. Likewise, for the collocation
model, the C2 matrix is defined:
y =
1
k2 · Re

iαD˜2v[1,:] iαD˜
2
v[1,:]
fu(yj) iαD˜
2
v[1,:]
fl(yj) −iβD˜1η[1,:]
iαD˜2v[N,:] iαD˜
2
v[N,:]
fu(yj) iαD˜
2
v[N,:]
fl(yj) −iβD˜1η[N,:]
iβD˜2v[1,:] iβD˜
2
v[1,:]
fu(yj) iβD˜
2
v[1,:]
fl(yj) iαD˜
1
η[1,:]
iβD˜2v[N,:] iβD˜
2
v[N,:]
fu(yj) iβD˜
2
v[N,:]
fl(yj) iαD˜
1
η[N,:]

︸ ︷︷ ︸
C2

vˆ0
vˆ+
vˆ−
ηˆ

︸ ︷︷ ︸
x
,
(4.60)
where subscript [i,:] denotes all columns of a matrix for row index i.
Sensing Arrangement 2
The Poisson equation in (2.8) gives a direct relation between perturbation pres-
sure and perturbation wall-normal velocity. However, to avoid having to invert a
Laplacian matrix, McKernan [86] suggested an alternative method for calculating
wall pressure. The streamwise and spanwise momentum equations in (2.5a) and
(2.5c), once velocity and pressure have been Fourier discretised appropriately, can
be rearranged to yield:
iαpˆ =
1
Re
∇ˆ2uˆ− iαU˜uˆ− vˆ∂U˜
∂y
− ∂uˆ
∂t
, (4.61a)
iβpˆ =
1
Re
∇ˆ2wˆ − iαU˜wˆ − ∂wˆ
∂t
. (4.61b)
Therefore, adding (4.61a) and (4.61b) together, substituting in (4.39), and rear-
ranging, gives the following equation for perturbation pressure at the walls:
pˆ|y=±1 =
1
k2
1
Re
(
∂3vˆ
∂y3
+
α− β
α + β
∂2ηˆ
∂y2
)∣∣∣∣
y=±1
+
(
i
α + β
∂U˜
∂y
vˆ
)∣∣∣∣∣
y=±1
, (4.62)
where the fact that uˆ(y = ±1) = wˆ(y = ±1) = 0 has been used in the derivation.
The final term on the right-hand-side of (4.62) can be dropped as was done for the
first sensing arrangement. As can be seen, wall pressure measurements provide
higher-order wall-normal derivatives of the states vˆ and ηˆ. This should allow
for better state estimation when the shear-stress measurements are also included.
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Therefore, for the Galerkin model, the final C2 matrix for this sensing arrangement
is as follows:
y =
1
k2 · Re

iαΦ′′N(+1) iαfu
′′(+1) iαfl
′′(+1) −iβΨ′N(+1)
iαΦ′′N(−1) iαfu′′(−1) iαfl′′(−1) −iβΨ′N(−1)
iβΦ′′N(+1) iβfu
′′(+1) iβfl
′′(+1) iαΨ′N(+1)
iβΦ′′N(−1) iβfu′′(−1) iβfl′′(−1) iαΨ′N(−1)
Φ′′′N(+1) fu
′′′(+1) fl
′′′(+1) α−β
α+β
Ψ′′N(+1)
Φ′′′N(−1) fu′′′(−1) fl′′′(−1) α−βα+βΨ′′N(−1)

︸ ︷︷ ︸
C2

avN−2
vˆ+
vˆ−
aηN

︸ ︷︷ ︸
x
,
(4.63)
where the last two rows of the C2 matrix in (4.63) correspond to the wall pressure
measurements at the upper and lower walls respectively. The final C2 matrix for
the collocation discretised model is defined:
y =
1
k2 · Re

iαD˜2v[1,:] iαD˜
2
v[1,:]
fu(yj) iαD˜
2
v[1,:]
fl(yj) −iβD˜1η[1,:]
iαD˜2v[N,:] iαD˜
2
v[N,:]
fu(yj) iαD˜
2
v[N,:]
fl(yj) −iβD˜1η[N,:]
iβD˜2v[1,:] iβD˜
2
v[1,:]
fu(yj) iβD˜
2
v[1,:]
fl(yj) iαD˜
1
η[1,:]
iβD˜2v[N,:] iβD˜
2
v[N,:]
fu(yj) iβD˜
2
v[N,:]
fl(yj) iαD˜
1
η[N,:]
D˜3v[1,:] D˜
3
v[1,:]
fu(yj) D˜
3
v[1,:]
fl(yj)
α−β
α+β
D˜2η[1,:]
D˜3v[N,:] D˜
3
v[N,:]
fu(yj) D˜
3
v[N,:]
fl(yj)
α−β
α+β
D˜2η[N,:]

︸ ︷︷ ︸
C2

vˆ0
vˆ+
vˆ−
ηˆ

︸ ︷︷ ︸
x
.
(4.64)
4.4.3 Controller Dimension
The closed-loop index of passivity εL,K is used as an indicator of controller conver-
gence. By evaluating the residual of the closed-loop index of passivity of controllers
with increasing dimension, a controller can be deemed to have converged when
this residual is suitably small. The residual of the closed-loop index of passivity
is defined as:
Res(εL,K)|Ny,c =
∣∣(εNy,c − εNy,c−1)∣∣ . (4.65)
Figures 4.9 and 4.10 show plots of this residual for both the collocation and
Galerkin discretised controllers with sensing arrangements 1 and 2, for waven-
number pairs (α = 0, β = 1, 2, 10). For these plots, controllers were connected in
feedback with a linear system model of fixed dimension Ny = 100, discretised in
the same manner as the controllers. All controllers were generated with penalties
c = d = 0.001, actuator time-constant τφ = 0.01, and constant feed-through
energy ε¯ = −εL, where εL is the index of passivity of the open-loop system for
that mode.
From the resiual plots for sensing arrangement 1 in Figure 4.9, it can be seen
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Figure 4.9: Plots of residual closed-loop index of passivity for controllers generated
using control models discretised via the collocation and Galerkin methods with sens-
ing arrangement 1, for wavenumber pairs (α = 0, β = 1) - (·), (α = 0, β = 2) - (×),
and (α = 0, β = 10) - (©).
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Figure 4.10: Plots of residual closed-loop index of passivity for controllers generated
using control models discretised via the collocation and Galerkin methods with sensing
arrangement 2, for wavenumber pairs (α = 0, β = 1) - (·), (α = 0, β = 2) - (×), and
(α = 0, β = 10) - (©).
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that the Galerkin discretised controllers converge relatively quickly, with modes
(α = 0, β = 1, 2) converged for Ny,c > 130 and mode (α = 0, β = 10) converged
for Ny,c > 230. The collocation-discretised controllers have poor rates of conver-
gence, with none of the modes fully converging for Ny,c < 250. Controllers become
prohibitively expensive to compute for higher resolutions. However, for resolution
Ny,c = 250, the residual for all controllers is sufficiently small.
Figure 4.10 shows residual plots for sensing arrangement 2. The collocation
controllers converge well relative to the other sensing arrangement, with modes
(α = 0, β = 1, 2) converged for Ny,c > 160, and mode (α = 0, β = 10) converged
for Ny,c > 230. The Galerkin discretised controllers converge at much finer res-
olutions compared to the first sensing arrangement. Modes (α = 0, β = 1, 10)
converge for Ny,c > 200, and mode (α = 0, β = 2) does not fully converge for
Ny,c < 250. However, the residual for this mode is sufficiently small enough for
resolution Ny,c = 250.
Because the Galerkin discretised controllers with both sensing arrangements all
converge, or are close to converging, for Ny,c > 250, it was decided to make the
resolution of all Galerkin controllers for all modes Ny,c = 250. As none of the col-
location controllers fully converged for sensing arrangement 1, it was decided to
evaluate collocation controllers of resolution Ny,c = 168 and Ny,c = 250, in order
to investigate how this affects controller performance. For sensing arrangement 2,
the collocation controllers all converge for Ny,c > 250. Therefore, all collocation
controllers with this sensing arrangement will have resolution Ny,c = 250.
4.4.4 Linear Analysis
“Optimal” passivity-based controllers Kmin were generated for the first fifteen
streamwise-constant modes of the linear system. The open-loop (εL) and closed-
loop (εL,Kmin) indices of passivity for these modes are plotted in Figure 4.11 for
both collocation and Galerkin discretised controllers and both sensing arrange-
ments. These represent the “best-case” controllers in terms of control and mea-
surement penalties, because solutions to the AREs no longer exist if they are made
any smaller. All controllers have control penalty c = 0.001, measurement penalty
d = 0.001, and actuator time-constant τφ = 0.01.
Figure 4.11 shows that there is little difference between the performance of col-
location and Galerkin controllers with either sensing arrangement. This suggests
that both methods of discretisation produce similar controllers. The effect of the
controllers on the lowest streamwise-constant modes is most apparent, with re-
ductions in |ε| of ≈ 80% and ≈ 75% for (α = 0, β = 1) and (α = 0, β = 2)
respectively. These large reductions in index of passivity will have the effect of
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Figure 4.11: Plot of |εL| (thick line) and |εL,Kmin | for both collocation (·) and Galerkin
(×) discretised control models, for sensing arrangement 1 (S1) and sensing arrangement
2 (S2); all controllers have penalties c = d = 0.001, and actuator time-constant τφ =
0.01.
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greatly restricting the amount of energy these modes can potentially produce.
The reduction in |ε| tends to zero for modes (α = 0, β > 10), suggesting there is
little justification for trying to control them. Galerkin-discretised controllers with
sensing arrangement 2 achieve marginally better reductions in |ε| for the major-
ity of modes. The collocation-discretised controllers with sensing arrangement 1
achieve near-identical closed-loop passivity indices for both resolutions, which is
to be expected.
Figures 4.12 and 4.13 show plots of spectra and -pseudospectra for wavenum-
ber pair (α = 0, β = 2), for the open-loop and all closed-loop cases. For the
open-loop case, the projection of contours into the right-half-plane (i.e. Re(s) > 0)
shows that the system is capable of large transient energy growth. This is shown
to be the case in Figure 4.14 which shows the transient energy growth of the
uncontrolled system from an “optimal” initial condition. The initial condition is
optimal in the sense that it produces maximum peak transient energy growth [18].
It can be seen that this initial condition causes a peak transient energy growth of
E(t)/E(0) ≈ 960 for t ≈ 180. It is thought that it is due to these large transient
amplifications in energy that subcritical Reynolds number flows transition to tur-
bulence via nonlinear bypass mechanisms [99].
Figure 4.12 shows plots of spectra and -pseudospectra for both the collocation and
Galerkin controlled systems with sensing arrangement 1. There are no observable
differences between them. This is not surprising, considering that controllers dis-
cretised using either method enforce a very similar closed-loop index of passivity
for this mode. Both controllers pull the contours of -pseudospectra tightly into
the stable left-half-plane. The closed-loop spectra are also moved further into the
left-half-plane. This would suggest that the transient energy growth of this mode
would be greatly restricted when either controller is implemented. This predic-
tion is confirmed in Figure 4.14. Both the collocation and Galerkin-discretised
controllers achieve a reduction in peak transient energy growth of ≈ 80%.
Figure 4.12 shows plots of spectra and -pseudospectra for both the collocation
and Galerkin controlled systems with sensing arrangement 2. As for the first sens-
ing arrangement, there is little difference between the spectra and -pseudospectra
of either closed-loop system. The only noticeable difference is that some of the
spectra of the Galerkin-discretised closed-loop system appear to be pulled further
into the stable left-half-plane. Both controllers pull the contours of -pseudospectra
slightly further into the left-half-plane than for the first sensing arrangement. This
would suggest a noticeable reduction in peak transient energy growth relative to
the first sensing arrangement. Figure 4.14 shows that the collocation-discretised
controller with sensing arrangement 2 does reduce peak transient energy growth
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Figure 4.12: Spectra (black dots) and -pseudospectra (coloured contours) for open-loop
and closed-loop (α = 0, β = 2) system with sensing arrangement 1, c = d = 0.001,
τφ = 0.01.
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(a) Collocation, Ny,c = 250
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Figure 4.13: Spectra (black dots) and -pseudospectra (coloured contours) for open-loop
and closed-loop (α = 0, β = 2) system with sensing arrangement 2, c = d = 0.001,
τφ = 0.01.
4.4. PASSIVITY-BASED CONTROL OF CHANNEL FLOW 95
t
0 100 200 300 400 500 600
E
(t
)/
E
(0
)
0
100
200
300
400
500
600
700
800
900
1000
Figure 4.14: Plots of transient energy growth from linear simulations of open-loop (black
solid line), and collocation (−−) and Galerkin (·−) closed-loop (α = 0, β = 2) systems
with sensing arrangement 1 (black) and sensing arrangement 2 (red), all started from
“optimal” initial condition, c = d = 0.001, τφ = 0.01, Ny,c = 250.
to a greater degree. However, the Galerkin-discretised controller has a similar
peak in transient energy growth as the for the first sensing arrangement, but with
a higher rate of energy decay.
The linear analyses in this section have shown that there is little difference in
the linear performance of controllers discretised using either the collocation or
Galerkin methods. Further, the difference between sensing arrangements is al-
most negligible; controllers with sensing arrangement 2 perform only slightly bet-
ter. However, turbulent channel flow is a highly nonlinear system and therefore
linear analyses can only provide an indication of controller performance. In the
following section, DNS testing will be used to evaluate the performance of col-
location and Galerkin controllers with sensing arrangement 1 on fully turbulent
flow.
4.4.5 DNS Testing
Due to time and computing restrictions, it was decided to only conduct DNS test-
ing on collocation- and Galerkin-discretised controllers with sensing arrangement
1. Plenty of previous research has used wall-shear stresses as sensing measure-
ments [8, 36, 76, 78], and therefore results gained with this sensing arrangement
will be more comparable. However, DNS testing of controllers with sensing ar-
rangement 2 is an avenue for future work. Figure 4.11 indicated that there is
little justification for controlling streamwise-constant modes (α = 0, β > 10), as
the reduction in |ε| by the controllers was negligible. Therefore, it was decided
to only control the ten lowest streamwise-constant modes for all DNS testing.
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Initially, controllers all have penalties c = d = 0.001 and actuator time-constant
τφ = 0.01. However, as will be discussed further, the control and measurement
penalties for the Galerkin-discretised controllers were increased to c = d = 0.01.
The Galerkin discretised controllers all have reolsution Ny,c = 250 and will be
denoted KG250. For the collocation discretised controllers, two resolutions will be
tested - Ny,c = 168 and Ny,c = 250, denoted KC168 and KC250 respectively.
The controllers are evaluated on Reτ = 100 fully turbulent channel flow using
a modified version of the open-source DNS program Channelflow [41]. The code
was modified to allow for inhomogeneous wall-normal boundary conditions at
the walls; see Chapter 3. For all testing, the nonlinearity is computed in skew-
symmetric form, the simulation is marched forward in time using a 3rd-order
semi-implicit backward differentiation (SBDF3) algorithm, and flow bulk veloc-
ity is kept constant at Ubulk = 2/3. The spatial domain used for all simulations
has dimensions 4pi × 2 × 2pi and resolution 182 × 151 × 158 in the streamwise,
wall-normal and spanwise directions respectively, which corresponds to stream-
wise and spanwise grid spacings of ∆x+ = 6.90 and ∆z+ = 3.98 respectively. This
resolution is high enough to resolve the spanwise streak spacing for this Reynolds
number. All controlled simulations are started from a fully developed turbulent
flow field. The benchmark data of Iwamoto [53] was used to check that this flow
field is statistically steady-state turbulent. To gain this initial turbulent flow field,
an uncontrolled simulation was started from a random initial condition of suffi-
cient magnitude to initiate transition and ran until a statistically steady-state was
reached.
In order to ensure the validity of the DNS results, resolution checks were carried
out on the uncontrolled simulation and the controlled simulation for the controller
which gave the largest drag reduction; this was found to be the KC250 controller.
The table in Figure 4.15 lists skin-friction coefficient and mean total perturba-
tion energy results for uncontrolled simulations with different spatial resolutions.
The top row of the table corresponds to the resolution used in all DNS testing:
182 × 151 × 158. The fourth column of the table lists the sampling times used
to calculate the temporal mean values. For all but the last row of the table, the
percentage difference in Cf is less than 1%, and the percentage difference in mean
perturbation energy is less than 2.5%. The reason for the slightly larger discrep-
ancy in |∆Cf | for the last row is likely to be due to the lower value for Reτ . These
results suggest that the uncontrolled simulation is resolved adequately. The table
in Figure 4.16 lists skin-friction coefficients, mean perturbation energies, and the
reduction in these values due to the control, from KC250-controlled simulations
with different resolutions. The percentage reductions in drag and energy listed in
the final two columns of the table are with respect to the uncontrolled simulations
with corresponding resolution. There is a significant variation in the percentage
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∆x+ ∆z+ Ny tf − ti Reτ Cf × 10−3 E× 10−2 |∆Cf |(%) |∆E|(%)
6.90 3.98 151 1000 101.49 9.32 3.22 − −
11.4 3.98 151 1000 101.17 9.26 3.14 0.64 2.48
6.90 5.71 151 1000 101.47 9.32 3.16 0.00 1.86
6.90 2.99 151 1000 101.33 9.29 3.14 0.32 2.48
5.98 3.98 151 1000 101.42 9.31 3.16 0.11 1.86
6.90 3.98 129 1000 101.48 9.32 3.18 0.00 1.24
6.90 3.98 181 1000 100.93 9.22 3.21 1.07 0.31
Figure 4.15: Table detailing the resolution checks for the uncontrolled simulation. The
final two columns list the percentage change in skin-friction coefficient and mean total
perturbation energy with respect to the first row which corresponds to the grid spacings
used for all testing.
∆x+ ∆z+ tf − ti Cf × 10−3 E× 10−2 |∆Cf |(%) |∆E|(%) DR(%) ER(%)
6.90 3.98 1000 8.51 2.86 − − 8.69 11.2
11.4 3.98 1000 8.60 2.85 1.04 0.35 7.13 9.24
6.90 5.71 1000 8.60 2.89 1.04 1.03 7.73 8.54
6.90 2.99 400 8.54 2.84 0.23 0.70 8.07 10.4
5.98 3.98 500 8.72 2.85 2.41 0.35 6.34 9.81
Figure 4.16: Table detailing the resolution checks for the KC250-controlled simulation.
Columns 6 and 7 list the percentage change in skin-friction coefficient and mean total
perturbation energy with respect to the first row which corresponds to the grid spacings
used for all testing. The final two columns list the percentage reductions in skin-friction
drag and total perturbation energy with respect to the uncontrolled simulation with
corresponding grid spacings. All reported results are for simulations with wall-normal
resolution Ny = 151.
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Figure 4.17: Plots of perturbation energy for mode (α = 0, β = 1) over time for
the uncontrolled (−) and KG250-controlled (−−) simulations, with control penalties
c = d = 0.001.
reductions in both drag and energy. A conservative estimate for these reductions
for the KC250 controller is DR = 8.7±2.5 % and ER = 11.2±2 %. These accuracy
bounds will be applied to all energy and drag reduction results in this chapter.
Galerkin-Discretised Controllers
Initially, Galerkin-discretised controllers KG250 with control and measurement
penalties c = d = 0.001 were tested in DNS. However, it was found that the
controllers destabilised the flow, in particular mode (α = 0, β = 1). Figure 4.17
shows the perturbation energy for this mode over time from uncontrolled and
controlled simulations. For time t > 60, the effect of the controller on this mode
is to rapidly increase perturbation energy. For time t > 160, the simulation
started to become unstable in the sense that the simulation time-step needed to
be continuously reduced in order for the CFL condition to be met. Therefore,
the simulation was terminated. Besides this mode, all other controlled modes had
large reductions in perturbation energy which is reflected in the total perturbation
energy; shown in Figure 4.18. As can be seen, for the first 100 time units of the
controlled simulation, the total perturbation energy is reduced significantly, with
a maximum instantaneous total energy reduction of ≈ 18%. However, for time
t > 120, the rapidly increasing energy of unstable mode (α = 0, β = 1) starts to
effect the flow’s total perturbation energy which begins to increase. Figure 4.19
shows plots of total skin-friction drag at both walls from uncontrolled and KG250-
controlled simulations. It would appear from the figure, that the instability in
mode (α = 0, β = 1) is located at the upper wall. Whereas the drag at the
lower wall reduces significantly, with a maximum instantaneous drag reduction
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Figure 4.18: Plots of total perturbation energy over time for the uncontrolled (−) and
KG250-controlled (−−) simulations, with control penalties c = d = 0.001.
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Figure 4.19: Plots of total skin-friction drag over time at the upper and lower walls
for the uncontrolled (−) and KG250-controlled (−−) simulations, with control penalties
c = d = 0.001.
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Figure 4.20: Plots of perturbation energy for mode (α = 0, β = 1) over time for
the uncontrolled (−) and K∗G250-controlled (−−) simulations, with control penalties
c = d = 0.01.
of ≈ 25%, the drag at the upper wall increases slowly from t = 50 onwards, and
increases sharply from t = 120 onwards.
It is unclear as to why the controller for mode (α = 0, β = 1) causes an in-
stability at the upper wall. The controller for this mode locally stabilises the
corresponding linear system, i.e. the closed-loop system has all eigenvalues in the
stable left half plane. Therefore, the two most likely explanations for the instabil-
ity are - firstly, the actuation by the controller is such that the net flow of energy
into the domain is very large, thus making the nonlinearity highly non-passive.
Then the magnitude of the actuation signals may have been increased further by
the controller to attenuate the increasing energy, making the nonlinearity even
more non-passive and leading to an unstable feedback arrangement with the non-
linearity. Secondly, the measurement penalty d is too low and therefore small
errors in the shear-stress measurements fed to the controller are making the state
estimates inaccurate. For the first explanation, increasing the control penalty c
would be one solution, because doing so would reduce the magnitude of the actu-
ation and would reduce the net inflow of energy into the domain. Obviously, for
the second explanation, increasing d would be the solution. Therefore, testing
of KG250 controllers was repeated with new penalties c = d = 0.01. These new
controllers will be denoted K∗G250.
Figure 4.20 shows plots of perturbation energy for mode (α = 0, β = 1) from
uncontrolled and K∗G250-controlled simulations. It is clear from the figure that
this mode is no longer destabilised by the controller. Further, the controller has
reduced mean perturbation energy for this mode by ≈ 12%. Figure 4.21 shows
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Figure 4.21: Temporal-mean perturbation energies for modes (α = 0, β ≤ 10)
from uncontrolled (·) and K∗G250-controlled (×) simulations, with control penalties
c = d = 0.01.
the mean perturbation energy for each controlled mode for the uncontrolled and
K∗G250-controlled simulations. The first 300 time units of controlled data have not
been included in order to remove the initial transient effects of the controllers. As
predicted from Figure 4.11, it is the lowest streamwise constant modes that are
responsible for the largest contributions to the total perturbation energy of the
flow. The controllers for the first seven streamwise-constant modes all achieve sig-
nificant reductions in mean perturbation energy. For the highest three controlled
modes however, the controllers seems to have had little effect. This is likely to be
due to the fact that these modes are more dissipative relative to the others.
Figure 4.22 shows plots of total perturbation energy for the uncontrolled and
K∗G250-controlled simulations. The controllers achieve a reduction in mean total
perturbation energy of ≈ 11%; the first 300 time units of controlled data have
not been included in the calculation of the mean. When the controllers are first
initiated, the total energy of the flow reduces rapidly for the first 170 time units;
this is the transient effect of the controllers. Thereafter, the energy of the flow re-
covers slightly, but with lower temporal energy peaks than the uncontrolled flow.
It is these reductions in the temporal peaks of energy that ultimately brings the
mean value down. Figure 4.23 shows plots of total skin-friction drag for the un-
controlled and K∗G250-controlled simulations. The reduction in total perturbation
energy by the controllers has led to a reduction in mean total skin-friction drag
of ≈ 6% with transient effects discarded. Here, drag reduction is defined as:
D¯R(%) = 100
(
1−
1
2
(∣∣D¯u∣∣+ ∣∣D¯l∣∣)CON
1
2
(∣∣D¯u∣∣+ ∣∣D¯l∣∣)UNCON
)
, (4.66)
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Figure 4.22: Plots of total perturbation energy over time for the uncontrolled (−) and
K∗G250-controlled (−−) simulations, with control penalties c = d = 0.01.
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Figure 4.23: Plots of total skin-friction drag over time at the upper and lower walls
for the uncontrolled (−) and K∗G250-controlled (−−) simulations, with control penalties
c = d = 0.01.
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Figure 4.24: Temporal-mean perturbation energies for modes (α = 0, β ≤ 10) from
uncontrolled (·), KC168-controlled (×), and KC250-controlled (×) simulations.
where subscripts u and l denote the drag at the upper and lower walls respectively,
and the over bar denotes temporal mean values.
Collocation-Discretised Controllers
The instability problems associated with the originalKG250 controllers were not ex-
perienced when testing either the KC168 or KC250 controllers with c = d = 0.001.
Therefore, results shown here are for controllers with the original choice of control
and measurement penalties.
Figure 4.24 shows the uncontrolled, KC168- and KC250-controlled mean energies
for each controlled mode; the first 300 time units of controlled data has not been
included when calculating mean values. The controllers reduce mean modal en-
ergy for all modes controlled but as for the Galerkin-discretised controllers, these
controllers have little effect on the three highest controlled streamwise-constant
modes. Both the KC168 and KC250 controllers for wavenumber pair (α = 0, β = 2)
have reduced mean modal energy by ≈ 30%. The reductions in energy for each
mode overall is very similar for the KC168 and KC250 controllers. This may suggest
the increased resolution has little effect. Figure 4.25 shows plots of perturbation
energy for mode (α = 0, β = 2) for the uncontrolled, and KC168- and KC250-
controlled simulations. The time histories for both controllers are of a similar
magnitude to one another which explains the similar mean energies for this mode
in Figure 4.24. As for the Galerkin-discretised controller, the effect of both con-
trollers here is to reduce the size of the temporal peaks in energy for this mode.
This has led to large reductions in mean perturbation energy.
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Figure 4.25: Plots of perturbation energy for Fourier mode (α = 0, β = 2) from uncon-
trolled (−), KC168-controlled (−−), and KC250-controlled (−−) simulations. Also in-
cluded are dash-dot lines representing the uncontrolled (upper black), KC168-controlled
(lower black), and KC250-controlled (red) moving mean values.
Figure 4.26 shows plots of total perturbation energy for the uncontrolled and both
controlled simulations. Discarding initial transient effects, the KC168 controllers
achieved a reduction in mean total perturbation energy of ≈ 11%, and the KC250
controllers have also achieve a reduction of ≈ 11%. The energy time-histories from
both controlled simulations are strikingly similar to one another which is another
indication that increasing the resolution of the controllers has had little effect. As
for the Galerkin-discretised controllers, the effect of these controllers leads to a
large reduction in energy when they are first initiated. This is an initial transient
effect by the controllers. The energy of the flow then recovers slightly, but the
suppression of temporal energy peaks by the controllers ensures a reduction in the
mean energy of the flow. Figure 4.27 shows plots of total skin-friction drag for
the uncontrolled, and both controlled simulations. The KC168 controllers achieved
a reduction in mean total skin-friction drag of ≈ 7% and the KC250 controllers
have achieved a reduction of ≈ 9%. The first 300 time units of controlled data
has not been included when calculating these mean values. Interestingly, even
though the energy time-histories for the KC168 and KC250 controllers are similar,
the drag time-histories look different. This suggests that the actuation signals of
each controller have different profiles but manage to achieve similar reductions in
perturbation energy. Figure 4.28 contains a table summarising the reductions in
mean total energy and mean skin-friction drag achieved by all controllers tested
in this chapter.
4.4. PASSIVITY-BASED CONTROL OF CHANNEL FLOW 105
t
0 200 400 600 800 1000 1200 1400 1600
E
0.024
0.026
0.028
0.03
0.032
0.034
0.036
0.038
Figure 4.26: Plots of total perturbation energy over time for the uncontrolled (−),
KC168-controlled (−−), and KC250-controlled (−−) simulations. Also included are dash-
dot lines representing the uncontrolled (upper black), KC168-controlled (lower black),
and KC250-controlled (red) moving mean values.
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Figure 4.27: Plots of total skin-friction drag over time for the upper and lower walls
for the uncontrolled flow (−), KC168-controlled flow (−−), and KC250-controlled flow
(−−). Also included are dash-dot lines representing the uncontrolled (upper black),
KC168-controlled (lower black), and KC250-controlled (red) moving mean values.
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K Cf × 10−3 E× 10−2 DR(%) ER(%)
K∗G250 8.74 2.87 6.22± 2.5 10.9± 2
KC168 8.71 2.86 6.55± 2.5 11.2± 2
KC250 8.51 2.86 8.69 ±2.5 11.2± 2
Figure 4.28: Summary table of the % reduction in mean total energy and mean skin-
friction drag achieved by each passivity-based controller tested. The first 300 time units
of controlled data are not included in the calculation of these values in order to remove
the transient effects of the controllers.
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Figure 4.29: Profiles of Reynolds stress (−〈u′v′〉) (thick lines) and FIK-weighted
Reynolds stress (y〈u′v′〉) (dashed lines) for the uncontrolled flow (black) and KC250-
controlled flow (red), displayed for the bottom half of the channel only.
The FIK identity was briefly discussed in Chapter 1 and is given in (1.11). Accord-
ing to this identity, the turbulent contribution to skin-friction drag in channel flow
is dependent on a weighted integral of the Reynolds stress (−〈u′v′〉). Figure 4.29
shows the profiles of this Reynolds stress as well as the FIK-weighted Reynolds
stress for both the uncontrolled and KC250-controlled flows for the bottom half
of the channel. The effects of the weightings is to skew the Reynolds stress pro-
files such that they are much larger nearer the wall than they are in the centre
of the channel. This suggests that the the turbulent drag contribution near the
wall is greater than away from the wall. The KC250 controllers have reduced the
magnitude of the weighted Reynolds stresses relative to the uncontrolled flow,
especially in the region 10 ≤ y+ ≤ 50. The FIK identity was used to calculate the
skin-friction coefficient Cf for each flow. The FIK computed values and actual
Cf lam Cfturb Cftotal Actual Cf
Uncontrolled 4.04× 10−3 5.27× 10−3 9.31× 10−3 9.32× 10−3
KC250-controlled 4.04× 10−3 4.48× 10−3 8.52× 10−3 8.51× 10−3
Figure 4.30: Table of skin-friction coefficient values calculated using the FIK identity
(first three columns of data) and the actual skin-friction coefficient (last column of data).
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K Px ∆Px Pv3 P∗vp P∗φ P%
K∗G250 -0.2098 0.0105 1.202× 10−6 3.429× 10−4 3.441× 10−4 3.28
KC168 -0.2039 0.0164 8.515× 10−7 3.870× 10−4 3.879× 10−4 2.37
KC250 -0.1992 0.0211 4.255× 10−7 3.512× 10−4 3.516× 10−4 1.67
Figure 4.31: Table showing the power required to push the fluid Px, the power saved due
to drag reduction ∆Px, the approximate actuation power P∗φ, and the power efficiency
P% for each controller. For the uncontrolled flow, Px = −0.2203.
calculated values are given in the table in Figure 4.30. The values for Cf calcu-
lated using the FIK identity and those found directly from the DNS data are in
good agreement with one another, with an error of ≈ 0.1% for both flows.
In order to ascertain the efficiency of the three sets of passivity-based controllers
outlined in this chapter, it is useful to compare the power spent on the control
actuation to the power saved due to drag reduction for each case. The mean power
of the actuation is calculated from (4.33) as:
Pφ :=
∫ Lx
0
∫ Lz
0
1
2
(|v3+|+ |v3−|) + (|v+p+|+ |v−p−|) dz dx, (4.67)
where v+ = v(x,+1, z, t), v− = v(x,−1, z, t), and similarly for pressure. Absolute
value signs are incorporated into (4.67) in an ad hoc manner, as it is unlikely that
a significant amount of energy could be extracted from a flow by the actuators in
reality [11]. Unfortunately, data for the static pressure variations p+, p− was not
recorded for each time step during DNS testing. Therefore, the actuation power
will be approximated as:
P∗φ :=
∫ Lx
0
∫ Lz
0
1
2
(|v3+|+ |v3−|) dz dx︸ ︷︷ ︸
Pv3
+
∫ Lx
0
∫ Lz
0
[|v+p+|+ |v−p−|]T=1000 dz dx︸ ︷︷ ︸
P∗vp
,
(4.68)
where P∗vp is the absolute rate of work done on the static pressure by the actuation
for T = 1000. This snapshot value will inform on the order of magnitude of this
term assuming that it does not vary to a large degree. The power required to push
the fluid along the streamwise direction of a channel is calculated from [11, 93]:
Px := 2LxLzUb
〈
∂P
∂x
〉
, (4.69)
where Ub is bulk velocity and
〈
∂P
∂x
〉
is the spatial and time-averaged total stream-
wise pressure gradient. The control power efficiency will be defined as:
P% := 100
( P∗φ
∆Px
)
, (4.70)
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Figure 4.32: Colour maps of streamwise velocity uˆ overlaid with contours of streamwise
vorticity ηˆx from uncontrolled and KC168-controlled simulations for wavenumber pair
(α = 0, β = 2) and T = 1100.
where ∆Px := |Px,UNCON| − |Px,CON| is the power saved due to drag reduction.
The table in Figure 4.31 shows the control power efficiency for each of the three
passivity-based controllers. It is apparent that all three controllers are highly ef-
ficient as the actuation power is only a small percentage of the power saved due
to drag reduction. However, this assumes that the values of P∗vp reported are
sufficiently close to their temporal mean values.
Insight into how the controllers reduce energy and drag in the flow can be gained
from visualisation of the flow fields. Figure 4.32 shows colour maps of stream-
wise velocity (uˆ) overlaid with contour lines of streamwise vorticity (ηˆx) on the
y − z plane for mode (α = 0, β = 2), for the uncontrolled and KC168-controlled
simulations. Streamwise vorticity is defined as:
ηx :=
∂w
∂y
− ∂v
∂z
. (4.71)
The controller has reduced the perturbation energy for this mode by firstly, coun-
teracting the streamwise velocity perturbations in order to reduce their magni-
tude. Secondly, the controller reduces the strength of streamwise vorticity close
to the wall, presumably through counterrotation. The vortices are also pushed
away from the wall, as can be clearly seen on the top wall of the controlled flow.
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However, the effect of the controller does not appear to be drastic as there is not
a large difference between the two plots.
Figure 4.33 shows isosurface plots of Q = 0.1 underlaid with colour maps of
streamwise perturbation velocity (u) on the x − z plane at y = 0.85 for the un-
controlled and KC168-controlled simulations for time t = 1300. The variable Q
is an identifier of local vortex strength, and comes from the Q-criterion vortex
identification scheme [51]. This scheme identifies vortices as regions of a flow with
positive second invariant of the local velocity gradient tensor ∇v, that is, regions
where Q > 0. Q is defined [21]:
Q :=
1
2
(‖Ω‖2 − ‖S‖2) , (4.72)
where ‖Ω‖ = trace [ΩΩ>]1/2, ‖S‖ = trace [SS>]1/2, S = 1
2
(∇v + (∇v)>) is the
symmetric component of ∇v, and Ω = 1
2
(∇v − (∇v)>) is the anti-symmetric
component of ∇v. Streamwise velocity was plotted on the plane perpendicular to
y+ = 15 because this is the wall-normal location of maximum shear of the mean
velocity profile, and is known to be an important region of the flow because of
its contribution to the non-normality of the system [101]. This suggests it would
be an appropriate location for visualising streaks. Sharma et al. [101] found that
this was the location of maximum actuation forcing in their work. Visible on the
colour maps in Figure 4.33 are sinuous bands of negative streamwise perturbation
velocity. These structures are streaks and are discussed in Chapter 1. There is no
noticeable difference between the two plots in Figure 4.33, with both the streaks
and vortices seemingly unaffected by the KC168 controllers. It is likely that be-
cause the reduction in mean total perturbation energy by these controllers is only
≈ 11%, it would not be possible to visualise any noticeable effect on the total flow.
Returning back to the definitions of passivity, for a channel flow with energy-
weighted disturbance inputs w(t) and energy-weighted velocity outputs z(t), the
system is SIP iff there exists ε > 0 such that:
〈z(t),w(t)〉[0,T] ≥ ε〈w(t),w(t)〉[0,T], (4.73)
for all T > 0. Neither our uncontrolled or controlled systems are SIP, but our
controlled wavenumber pair systems are all closer to SIP than the uncontrolled
systems. Figure 4.34 shows plots of 〈w(t),w(t)〉 vs. 〈z(t),w(t)〉 for modes
(α = 0, β ≤ 2), for the first 350 time units of the uncontrolled andKC168-controlled
simulations; initially stored energy is ignored. When 〈z,w〉 ≥ 0 the system is only
storing and dissipating energy, and when 〈z,w〉 < 0, the system is also producing
energy. For mode (α = 0, β = 1), the controlled graph is consistently above the
uncontrolled graph. For mode (α = 0, β = 2), both uncontrolled and controlled
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Figure 4.33: Isosurface plots of Q = 0.1 at the bottom wall, underlaid with colour maps
of streamwise velocity u at y+ = 15 for uncontrolled and KC168-controlled simulations
for time t = 1300.
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Figure 4.34: Plots of 〈w,w〉 vs. 〈z,w〉 for wavenumber pairs (α = 0, β = 1) (black) and
(α = 0, β = 2) (red), from uncontrolled (−) and KC168-controlled (−−) simulations.
graphs are initially similar to one another, but as the inner product 〈w,w〉 in-
creases with time, the controlled graph remains above the abscissa whereas the
uncontrolled graph goes well below it. This figure demonstrates that the con-
trollers for these modes are having the desired effect - reducing their index of
passivity |ε|. This in turn has restricted the production of perturbation energy in
these modes.
4.5 Summary
This chapter has evaluated the passivity of channel flow, and investigated the
use of feedback control to alter its passivity for the purposes of skin-friction drag
reduction. The main findings of this chapter are as follows:
• The dynamics of channel flow can be represented as a linear system in feed-
back with a nonlinear system, allowing for the passivity of each system to
be evaluated separately using the passivity theorem.
• The nonlinearity was found to be passive when the net flux of energy into
the domain is zero. However, when wall actuation is employed, the net
flux of energy introduced into the domain may effect the passivity of the
nonlinearity. No analysis on the effect the controllers tested in DNS in this
chapter have had on the passivity of the nonlinearity has been undertaken.
This is an avenue for future work.
• For the majority of flows of interest, where Reynolds number exceeds the crit-
ical energy Reynolds number, the lower-valued Fourier modes of the linear
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system are non-passive. The streamwise-constant modes are the least pas-
sive, with the largest magnitude indices of passivity, suggesting it is these
modes which can potentially produce the most energy. For Re→∞, Fourier
mode (α = 0, β = 1.62) is the least passive overall.
• Using the positive-real control method of Sun et al. [103], LTI controllers
were generated that are capable of reducing the magnitude of the index of
passivity of the linear system’s streamwise-constant modes, making them
closer to passive. Two sensing arrangements were investigated and both
collocation- and Galerkin-discretised controllers were synthesised and tested.
• Linear analyses showed no discernible difference between the performance of
controllers discretised via the collocation and Galerkin methods. Controllers
with sensing arrangement 2 achieved marginally higher reductions in closed-
loop index of passivity. All controllers were shown to be apt at restricting
transient energy growth in linear simulations. It was shown that this was
due to their effect on the pseudospectra for each controlled system.
• Collocation- and Galerkin-discretised controllers with sensing arrangement
1 (streamwise and spanwise perturbation wall-shear stresses) were evaluated
upon DNS of Reτ = 100 turbulent channel flow.
• Initial testing of the Galerkin-discretised controllers was unsuccessful as the
controller for mode (α = 0, β = 1) was destabilising. After the control and
measurement penalties of the controllers was increased, all controlled modes
remained stable. The Galerkin-discretised controllers achieved reductions in
mean total perturbation energy and mean total skin-friction drag of ≈ 11%
and ≈ 6% respectively.
• The collocation-discretised controllers remained stable for all modes with the
original control and measurement penalties. Controllers with two different
resolutions, Ny = 168 and Ny = 250, were tested and found to give similar
energy time histories, although different drag time histories. After 1700 time
units, the controllers achieved reductions in mean total perturbation energy
of ≈ 11% for both resolutions tested, and reductions in mean total skin-
friction drag of ≈ 7% and ≈ 9% for the Ny = 168 and Ny = 250 resolution
controllers respectively.
• For all controllers tested, mean perturbation energy reduction was shown
to occur by the controllers’ mitigation of temporal peaks in energy for each
controlled mode. The objective of the controllers is to reduce the magnitude
of the index of passivity of a particular mode. Doing so will restrict the
potential amount of energy that mode can produce. Therefore, the reduction
in the temporal peaks of energy observed in DNS is confirmation that the
controllers are meeting their objective.
Chapter 5
H∞ Loop-Shaping Control
5.1 Introduction
TheH∞ loop-shaping control method, first proposed by McFarlane and Glover [85],
offers a priori guarantees of closed-loop robustness to uncertainty and controller
performance; something not offered by many other modern control techniques.
As will be demonstrated, this method is capable of dealing with various clas-
sifications of uncertainty, as well as achieving excellent multi-input disturbance
rejection. H∞ loop-shaping control has been successfully applied to a wide vari-
ety of systems, including nano-positioning of a piezoelectric stage [109], autopilot
design for an agile missile [83], and the development of a bio-inspired aerial nav-
igation system [65]. With regards to controlling channel flow for the purposes of
skin-friction drag reduction, H∞ loop-shaping control has been shown previously
to be effective at minimising streamwise wall-shear stress perturbations for a sin-
gle Fourier mode of a turbulent channel flow by Jones et al. [60]. In this chapter,
this work will be extended to minimise perturbation streamwise wall-shear stress
for multiple modes in DNS, with the expectation that it will lead to a reduction
in total mean skin-friction drag.
In the following, sources of uncertainty in fluid flows and modelling these un-
certainties will be discussed in Section 5.2, the model refinement technique will be
outlined in Section 5.3, and in Section 5.4 the controller synthesis procedure will
be presented and the resulting controllers evaluated using DNS. A brief summary
is given in Section 5.5.
5.2 Uncertainty in Fluid Flows
The main purpose of feedback control is to deal with the numerous sources of
uncertainty inherent in any system. However, some forms of feedback control
handle uncertainty better than others. For nonlinear infinite-dimensional systems
such as channel flow, approximated by discrete LTI models, Bobba [13] categorises
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the various sources of uncertainty as follows:
• Modelling uncertainty
Parametric uncertainty - this arises due to the lack of knowledge of the
exact parameters of a system (e.g. Reynolds number). In reality, these
parameters will fluctuate. Numerical errors introduced by projecting the
Navier-Stokes equations onto a divergence-free basis (e.g. forming the Orr-
Sommerfeld Squire equations) are another source of parametric uncertainty
because this usually involves the inversion of ill-conditioned matrices.
Dynamic uncertainty - this arises whenever a finite-dimensional model
is used to approximate an infinite-dimensional system. A spatially discrete
model is only capable of resolving a finite number of modes, and therefore
higher frequency modes are neglected. The problem of identifying a suitable
order of discretisation of a control model that ensures closed-loop robustness
and performance is addressed later on in this chapter.
• Disturbance uncertainty
Exogenous disturbances - these disturbances arise from multiple sources,
such as uncertain boundary conditions, acoustic forcing, and noise from im-
perfect sensors and actuators. It would be tremendously difficult to model
all these effectively, other than knowing some bound on their magnitude and
where they enter the system.
Nonlinear forcing - in the previous chapter, within the framework of
passivity, the forcing from the nonlinearity could be assumed passive and
therefore its influence on the system’s energy dynamics could be neglected.
However, in general, this nonlinear forcing appears as an uncertain distur-
bance acting upon the linear system. Therefore, the control objective of
suppressing turbulence, a nonlinear phenomenon, can be formulated as a
disturbance rejection problem.
Figure 5.1 shows a block diagram illustrating where these various disturbances
enter the linear system, denoted here as P . Modelling disturbances and exogenous
disturbances are contained in vector w, and the nonlinear forcing is denoted n as
previous. Control inputs are denoted u. The block ∆ models the various forms of
modelling and exogenous uncertainty in a feedback arrangement with the linear
system. The effect of all inputs on the measured output vector y is given as:
y = Pyww + Pynn + Pyuu, (5.1)
where each P·· term on the right-hand-side of (5.1) is a transfer function and a
partition of the total system. The objective of the current work is to minimise
the H∞-norm of the closed-loop transfer functions from disturbances w and n to
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Figure 5.1: Block diagram of linear system P in feedback with controller K, under
forcing from nonlinearity n and modelling uncertainty w.
measured output y, defined:
‖Pyw‖∞ := sup
w 6=0
‖y(t‖2
‖w(t)‖2 , (5.2a)
‖Pyn‖∞ := sup
n6=0
‖y(t‖2
‖n(t)‖2 . (5.2b)
The controller K is expected to achieve this objective in the presence of uncer-
tainty model ∆ to ensure the robustness of this control method. The nonlinearity
n will be treated as a disturbance input to the linear flow dynamics throughout
this chapter. The aim of the H∞ loop-shaping controllers will be to reject the
effects of this disturbance as well as the effects of the additional disturbances w.
The controllers will not be guaranteed to stabilise the fully nonlinear system be-
cause the nonlinear operator N (v) := v · ∇v has not been proven to be bounded;
proving that this operator is bounded is one of the Clay Institute’s ‘Millennium
Problems’ [1]. This implies that the nonlinear operator does not necessarily have
finite-incremental gain which the small gain theorem states is necessary for closed-
loop stability [45]. However, by ensuring the controllers are sufficiently robust to
uncertainty, the feedback interconnection of the linear systems and controllers
should remain stable.
If bounds on all modelling and exogenous uncertainties entering the system were
known, each uncertainty could be extracted from the system model to form a
structured uncertainty matrix ∆. This structure could then be exploited when
designing controllers to ensure a certain level of robustness. However, it is rare
that bounds on all uncertainties can be evaluated. A simpler and more general
class of uncertainty model exists in the form of unstructured uncertainty. Un-
structured uncertainty models include [108] - additive uncertainty, multiplicative
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Figure 5.2: Block diagram represented the perturbed system Pp, shaded box, in feedback
with a controller K. v1, v2, w1 and w2 represent disturbance inputs.
input uncertainty and inverse multiplicative output uncertainty; each representing
different classes of uncertainty. In the present work, for reasons that will be made
apparent, a coprime factor uncertainty model shall be used to represent ∆. This
will be discussed in the following section.
5.2.1 Coprime Factor Uncertainty
Coprime factor uncertainty blends multiplicative and inverse multiplicative type
uncertainties which account for dynamic and parametric uncertainty respectively [108].
Coprime factor perturbations take the form:
Pp :=
{
(B + ∆B) (A+ ∆A)−1
}
, such that
∥∥∥∥∥
[
∆B
∆A
]∥∥∥∥∥
∞
<
1
γ
, (5.3)
where γ > 1, P = BA−1 is a normalised right coprime factorisation of the un-
perturbed system P such that A>A + B>B = I, and where Pp is the perturbed
system. Figure 5.2 shows a block diagram illustrating the effect of the coprime
factor perturbations. Signal vectors v1 and v2 represent disturbances on the con-
trol input u and measured output y respectively, whereas w1 and w2 represent
disturbances acting upon the system. The closed-loop transfer functions from the
disturbance inputs to y and u are given as [108]:[
y
u
]
=
[
P
I
]
(I −KP)−1
[
−K I
] [
v2
v1
]
+
[
I
K
]
(I − PK)−1
[
I −P
] [
w2
w1
]
. (5.4)
In order for the closed-loop system to be robust with respect to perturbations to
the system’s normalised coprime factors, it can be shown [108] that it is the norm
of the first transfer function in (5.4) which needs to be minimised. With this in
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mind, a stability margin for coprime factor perturbations bP,K can be introduced.
It is defined as follows:
bP,K :=

∥∥∥∥∥∥
 P
I
 (I −KP)−1 [ −K I ] ∥∥∥∥∥∥
−1
∞
if [P , K] stable,
0 otherwise.
(5.5)
It follows that bP,K ≥ 1γ , and therefore maximising bP,K is a natural objective,
subject to certain design criteria [85]. It can be proven that the H∞-norm of the
second transfer function in (5.4) is equal to that of the first [108], i.e.:∥∥∥∥∥
[
P
I
]
(I −KP)−1
[
−K I
] ∥∥∥∥∥
∞
=
∥∥∥∥∥
[
I
K
]
(I − PK)−1
[
I −P
] ∥∥∥∥∥
∞
.
(5.6)
Therefore, bP,K is a measure of both robust stability and robust performance
because it bounds the gain of all eight closed-loop transfer functions between dis-
turbance inputs and measured outputs at all points in the loop. This ability to
gain a priori robustness guarantees on all these transfer functions is unique to
the coprime factor uncertainty model, hence its use in the current work. The H∞
loop-shaping procedure of McFarlane and Glover [44, 85] automatically synthe-
sises controllers which maximise the amount of coprime factor uncertainty that a
closed-loop system can handle.
5.3 Model Refinement
Whenever a finite-dimensional model is used to approximate an infinite-dimensional
system such as channel flow, the question of what degree of spatial discretisation
is sufficient, is pertinent. There has been a lot of research into model reduction,
and various methods exist in the literature. These methods tend to begin with
high-dimensional open-loop models and use different justifications to reduce their
size. Model reduction techniques include balanced proper orthogonal decomposi-
tion [96], balanced truncation [97], and eigensystem realisation [82] among others.
However, these methods all produce low-order models which only match the open-
loop systems’ dynamics, and provide no guarantees on the effect the model reduc-
tion has on a closed-loop system. In this section, the model refinement procedure,
first proposed by Jones and Kerrigan [58], will be outlined. Unlike most model
reduction techniques, model refinement provides guarantees on the closed-loop
performance of the low-order models it produces. Central to model refinement is
the ν-gap metric.
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Figure 5.3: Block diagrams illustrating the loop-shaping procedure. (a) System P is
augmented with precompensator matrix W to form shaped system PW with desirable
loop shape. (b) When implementing the final controller, precompensator matrix W is
absorbed back into K to form the weighted controller KW .
5.3.1 The ν-Gap Metric
In order to ascertain whether a model is suitable for feedback control, a measure
of closed-loop system “closeness” is required. Such a measure exists, and it is
called the ν-gap metric [5, 108]. The ν-gap metric between two systems, denoted
δν (Pa,Pb), is a metric and thus satisfies the following properties:
0 ≤ δν (Pa,Pb) ≤ 1, (5.7a)
δν (Pa,Pa) = 0, (5.7b)
δν (Pa,Pc) ≤ δν (Pa,Pb) + δν (Pb,Pc) (Triangle inequality). (5.7c)
The ν-gap between systems is calculated under the assumption that both systems
are in feedback with a unity gain controller, i.e. K = I. Although this is a
somewhat restrictive assumption, it can be overcome by shaping the systems using
a precompensator matrix W , such that they have desirable open-loop frequency
responses - high gain at low frequency, low gain at high frequency etc.. This
loop-shaping procedure is illustrated in Figure 5.3. The ν-gap is then calculated
between the shaped systems δν(PWa,PW b). The ν-gap is highly dependent not
only on the systems P , but also on the closed-loop objectives represented by the
precompensator matricesW . This is highly important when determining whether
or not a model is suitable for feedback control.
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5.3.2 Model Refinement Procedure
The objective of the model refinement technique is to evaluate a bound on the
ν-gap between shaped infinite-dimensional system PW∞ and a finite dimensional
approximation of the system PWn, where n denotes order of dimension. The
ν-gap δν(PWn,PW∞) is very useful for determining to what extent a spatial dis-
cretisation of an infinite-dimensional model yields a model that is suitable for
feedback control. Unfortunately, this quantity can rarely be calculated directly.
Instead, ν-gaps between low-order system models of successively finer resolution
are computed. The ν-gaps calculated asymptote towards zero as resolution is
increased. Once the rate of convergence of the ν-gaps is established, an upper
bound on the ν-gap between finite-dimensional models in the computed sequence
and the infinite-dimensional system can be constructed. This informs on what
level of model discretisation is sufficient for robust feedback control of the infinite-
dimensional system.
The model refinement procedure is as follows [58, 60]:
1. Specify closed-loop objectives by designing a precompensator matrix W to
form the weighted infinite-dimensional system PW∞.
2. Discretise this system on an initial (small) grid of ni points, to produce
spatially discrete system PWni .
3. Starting from n = ni, compute ν-gaps δν(PWn,PWn+1) for progressively finer
grid resolution. The ν-gaps should asymptote towards zero with increasing
n.
4. When ν-gaps become sufficiently small for grid resolution n = n0, construct
a sequence {an}, such as a geometric progression, that upper bounds the
computed ν-gap sequence for n ≥ n0.
5. The triangle inequality property, (5.7c), can the be used to bound the ν-gap
between the finite-dimensional (n = n0) and infinite-dimensional systems as
follows:
δν(PWn0 ,PW∞) ≤
∞∑
n=n0
δν(PWn,PWn+1) ≤
∞∑
n=n0
an. (5.8)
Thus a bound on δν(PWn,PW∞) can be obtained by computing the series {an}.
Therefore, providing the robust stability margin bP,K of the H∞ loop-shaping
controller synthesised from PW , n0 exceeds this bound by a reasonable amount,
robust closed-loop performance is guaranteed.
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5.4 H∞ Loop-Shaping Control of Channel Flow
In the previous two sections, it was shown how low-order controllers can be syn-
thesised with a priori guarantees of robustness to uncertainty and performance in
terms of input disturbance rejection. Therefore, in this section, H∞ loop-shaping
controllers will be designed to minimise streamwise wall-shear stress perturba-
tions in Re = 2230 channel flow. This is the same Reynolds number as used
for passivity-based control, and corresponds to Reτ = 100 fully-turbulent channel
flow. Controllers will be designed for a range of wavenumber pairs and tested
using DNS. In the following, the controller design procedure will be demonstrated
for a single wavenumber pair only - (α = 0, β = 2).
This control method, like the passivity-based control method, synthesises a LTI
controller from a LTI control model. All controllers synthesised in this chapter
will use Galerkin-discretised control models only. This is because in the previous
chapter, the Galerkin-discretised controllers had better convergence properties
and better linear performance. The choice of actuation via wall transpiration at
each wall is the same as previous. However, for this work, only measurements
of streamwise wall-shear stress are required by the controllers. The Galerkin-
discretised LTI control model used in this chapter for each Fourier mode (α, β) is
given as:
∂
∂t
x(t) = Ax(t) +B2u(t), (5.9a)
y(t) = C2x(t), (5.9b)
where matrices A ∈ C2N×2N and B2 ∈ C2N×2, state vector x ∈ C2N and input
vector u ∈ C2 are defined in (2.66). Vector y ∈ C2 contains measurements of
streamwise wall-shear stress only at each wall. Therefore, from (4.59), the C2-
matrix is now defined as:
y =
1
k2 · Re
[
iαΦ′′N(+1) iαfu
′′(+1) iαfl
′′(+1) −iβΨ′N(+1)
iαΦ′′N(−1) iαfu′′(−1) iαfl′′(−1) −iβΨ′N(−1)
]
︸ ︷︷ ︸
C2

avN−2
vˆ+
vˆ−
aηN

︸ ︷︷ ︸
x
,
(5.10)
5.4.1 Controller Design Procedure
The LTI state-space model in (5.9) can be transformed into the following transfer
function matrix:
PNy(s) = C2(sI − A)−1B2, (5.11)
where the subscript Ny denotes that the state-space system in (5.9) has been
discretised on Ny grid points. Alternatively, from a Galerkin perspective, the LTI
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system uses Ny spectral coefficients/basis functions. Before weighting the system,
the frequency-response of the unweighted system PNy needs to be analysed first.
The frequency response of the maximum singular values of (5.11), denoted σ¯
(PNy)
, is shown in Figure 5.4(a), for wall-normal resolutions Ny = 30 and Ny = 100.
Both responses are below unity gain for the bandwidth visible, and are similar to
one another up to frequency ω ≈ 50. At higher frequencies, the two responses
diverge. This is to be expected, as the lower resolution system model will have
un-modelled high frequency dynamics. In order to obtain desired closed-loop
performance, the system now needs to be shaped using a precompensator matrix
W , such that the following design criteria are met [60]:
• Loop crossover frequency at ωc ≈ 1. This will result in good input distur-
bance rejection.
• Loop crossover slope of not much less than -1. This will ensure good robust-
ness to uncertainty.
• High-gain at frequencies ω < ωc. This will reduce the effects uncertain
parameters and disturbances have in the low-frequency range.
• Low-gain at frequencies ω > ωc. This ensures the closed-loop system is unaf-
fected by high-frequency disturbances such as sensor noise and unmodelled
dynamics.
A precompensator that achieves these objectives for this Fourier mode is found
to be:
W(s) = 30
s
I. (5.12)
The frequency response of the maximum singular values of the shaped system,
denoted σ¯
(PWNy), for both wall-normal resolutions, is given in Figure 5.4(b). As
can be seen, all design objectives have been achieved. Note that any divergence
in the responses for the two resolutions is only apparent for frequencies ω  ωc,
where the closed-loop system is insensitive to such un-modelled dynamics.
With a suitably designed precompensator W , model refinement will now be used
to decide what level of discretisation is required for good closed-loop robustness.
The ν-gaps between weighted system models of successively finer resolution were
computed, and are plotted as black dots in Figure 5.5. As grid resolution is
increased, the ν-gaps δν(PWNy ,PWNy+1) quickly asymptote towards zero as ex-
pected. The following geometric progression was found which upper bounds this
computed sequence of ν-gaps for 5 ≤ Ny ≤ 40:
{aNy} = 1.7(0.82)Ny . (5.13)
This is plotted as black crosses in Figure 5.5. Now, assuming the series {aNy}
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Figure 5.4: Plots of maximum singular values vs. frequency for (a) uncompensated
system PNy , and (b) compensated system PWNy , for Ny = 30 (−−) and Ny = 100 (−),
for mode (α = 0, β = 2).
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Figure 5.5: Plots of δν(PWNy ,PWNy+1) - (·), and sequence {1.7(0.82)Ny} - (×) vs. grid
resolution Ny, for (α = 0, β = 2).
continues to upper bound the ν-gap series δν(PWNy ,PWNy+1) for Ny > 40, the
following inequality holds:
δν(PWn0 ,PW∞) ≤
∞∑
Ny=n0
1.7(0.82)Ny =
1.7(0.82)n0
1− 0.82 . (5.14)
Therefore, a weighted system model discretised on 20 grid points will have ν-gap:
δν(PW20,PW∞) ≤ 0.18. (5.15)
The robust stability margin of a H∞ loop-shaping controller K20 designed using
discrete system model PW20 was found to be bopt(PW20) = 0.50. The procedure for
synthesising K can be found in Glover and McFarlane[44]. A priori guarantees
of robustness are given by the fact that the robust stability margin bopt(PW20)
exceeds the ν-gap δν(PW20,PW∞) by a reasonable margin of 0.32. Before imple-
mentation, the controller is weighted with the precompensator matrix W , as in
Figure 5.3, to form the final controller KW20 .
Controllers were synthesised for all wavenumber pairs in the range (α ≤ 2, β ≤ 12).
A fixed wall-normal resolution of Ny = 60 was chosen because performing the
model refinement procedure on all controllers would be too time-intensive. This
wall-normal resolution was deemed to be high enough for all wavenumber pairs to
have sufficiently low ν-gaps with their infinite dimensional counterparts. Future
work could look at reducing the dimension of each controller using the full model
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refinement procedure. Precompensators of the form:
W(s) := X
s
I, (5.16)
are used for each controller, with X ∈ R+ being varied to ensure the design crite-
ria are met. Examples of uncompensated and compensated loop shapes for modes
(α = 1, β = 0) and (α = 1, β = 1) are shown in Figure 5.6. Finding a precom-
pensator matrix which achieved a desirable loop shape for mode (α = 1, β = 0)
was difficult. The final loop shape shown, has a relatively low cross-over fre-
quency of ωc ≈ 4 · 10−2, meaning the controller will only be able to reject low-
frequency disturbances. Similar difficulties were found when designing loop shapes
for other spanwise-constant modes. The precompensated loop shape for mode
(α = 1, β = 1) is similar to that shown for mode (α = 0, β = 2) in Figure 5.4, and
meets all the design criteria.
To ensure good robustness to uncertainty, including the nonlinear disturbance
inputs, all controllers have a robustness margin of:
R = {bopt(PW60)− δν(PW60,PW∞)} > 0.4. (5.17)
Each controller has an actuator time-constant τφ = 0.1. The performance of these
controllers will be evaluated using DNS in the following section.
5.4.2 DNS Testing
The controllers are evaluated on Reτ = 100 fully turbulent channel flow. All sim-
ulation parameters, such as domain size, grid resolution, time-stepping algorithm
etc., are exactly the same as those used to test the passivity-based controllers
from the previous chapter, and so will not be repeated here. Three controlled
simulations were carried out, each simulation involving different combinations of
controlled modes. The modes controlled in each of the simulations are as follows:
1. (α ≤ 2, β ≤ 4) - Controllers denoted K(α2,β4).
2. (α ≤ 2, β ≤ 8) - Controllers denoted K(α2,β8).
3. (α ≤ 2, β ≤ 12) - Controllers denoted K(α2,β12).
The drag reductions achieved by each of the combinations of controllers will indi-
cate which modes contribute most to the mean drag and thus need to be controlled.
In the passivity-based control work, it was shown that it is the lower streamwise-
constant modes of a channel flow which contribute most to the production of
perturbation energy. In the current work however, the control objective is differ-
ent, and therefore the spatial modes of interest may be different. It was decided
to only control (α ≤ 2, β) modes and to explore the wavenumber space in the di-
rection of increasing β. This is due to early pilot testing which showed relatively
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Figure 5.6: Plots of maximum singular values vs. frequency for uncompensated P60
(−) and compensated PW60 (−−) systems for (a) mode (α = 1, β = 0), and (b) mode
(α = 1, β = 1), Ny = 60. Also displayed are the precompensator matrices W used and
the resulting robust stability margins R.
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Figure 5.7: Plots of streamwise wall-shear stress τˆyx for mode (α = 0, β = 2), from
uncontrolled (−) and controlled (−−) simulations.
poor input disturbance rejection performance for wavenumber pairs (α > 2, β).
Achieving loop-shapes which met the design criteria for these modes was difficult
and this may be the reason for their poor performance.
Figure 5.7 shows plots of streamwise shear-stress for mode (α = 0, β = 2) at
the upper and lower walls from uncontrolled and controlled simulations. Of the
three controlled simulations, all had very similar modal streamwise shear-stress
data for the controlled modes, therefore no distinction will be made between the
simulations when discussing results for individual controlled modes. The effect of
the controller for this mode is striking, within five time units, τˆyx at both walls
reduces by two orders of magnitude from τˆyx ≈ 10−4 to τˆyx ≈ 10−6. It then re-
mains at this level ad infinitum. This illustrates the excellent input disturbance
rejection performance offered by this control method. Similar results were found
for other controlled streamwise-constant modes. Figure 5.8 shows plots of stream-
wise wall-shear stress at both walls for spanwise-constant mode (α = 2, β = 0)
and oblique mode (α = 2, β = 2) from uncontrolled and controlled simulations.
The performance of controllers on all spanwise-constant modes was poor and had
similar controlled shear stress time histories to those shown in the figure. The
controllers are unable to reject disturbances for these modes effectively and hence
are unable to reduce perturbation streamwise wall-shear stress to a large degree.
This is likely to be due to the final loop-shapes for these controllers which, as
in Figure 5.6, all have relatively low crossover frequencies. This means the con-
trollers are limited to only rejecting very low frequency disturbances. It may be
possible to improve the performance of the spanwise-constant controllers by us-
ing different weighting matrices to improve their loop shapes. The performance of
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Figure 5.8: Plots of streamwise wall-shear stress τˆyx for modes (α = 2, β = 0) and
(α = 2, β = 2), from uncontrolled (−) and controlled (−−) simulations.
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Figure 5.9: Colour map representing % rms reductions in perturbation streamwise wall-
shear stress for all controlled modes from K(α2,β12)-controlled simulation.
controllers on oblique modes varied, but the shear stress time history in Figure 5.8
for mode (α = 2, β = 2) is typical for these modes. The controllers are capable of
significantly reducing perturbation shear stress, but not to the same degree as for
the streamwise-constant modes. Again, the performance of these controllers may
be improved by finding weighting matrices which lead to loop shapes with higher
crossover frequencies. This will increase the bandwidth of disturbances for which
the controllers can mitigate.
Figure 5.9 shows a colour map representing the %rms reductions in perturba-
tion streamwise wall-shear stress by the controllers for all controlled modes. The
streamwise-constant modes have noticeably higher reductions in streamwise wall-
shear stress compared to all other modes in the wavenumber space. These modes
show close to 100% reductions. Conversely, the spanwise-constant modes have
the lowest reductions in shear stress, with reductions of ≈ 40%. Interestingly, the
modes (α = ±0.5, β = 1) have much lower shear stress reductions than the re-
maining oblique modes, with similar reductions to the spanwise-constant modes.
This may be due to poor loop shape design for these controllers or the controllers
may be unable to reject the effects of the nonlinear forcing for these modes. With
the reductions in shear stress of the streamwise-constant modes so much greater
than all other modes, larger drag reductions should be expected in the K(α2,β12)-
controlled simulation as more streamwise-constant modes are controlled.
Figure 5.10 shows colour maps of streamwise velocity overlaid with contours of
streamwise vorticity for mode (α = 0, β = 2) from uncontrolled and controlled
simulations for time t = 1100. The effect of the controller here is two-fold. Firstly,
the controller has severely weakened the streaky structures (the alternating regions
of positive and negative streamwise velocity perturbations) close to the walls and
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Figure 5.10: Colour maps of streamwise velocity uˆ overlaid with contours of streamwise
vorticity ηˆx for mode (α = 0, β = 2), for time t = 1100.
pushed them away from the walls. Secondly, the controller has weakened the
streamwise vortices close to the walls and pushed them away from the walls. In
effect, this produces “buffer zones” close to the wall with very low streamwise
velocity and vorticity. Figures 5.11 and 5.12 show colour maps of streamwise ve-
locity overlaid with arrows representing in-plane velocity at times t = 0, 20 and
50 at the bottom wall for mode (α = 0, β = 2) from uncontrolled and controlled
simulations respectively. At t = 20, a thin buffer zone created by the controller
can be seen between 0 ≤ y+ ≤ 3, identified by near-constant steamwise velocity
uˆ ≈ 0. This buffer zone is maintained for all t. The actuation at the wall (y+ = 0)
can also be seen at times t = 20 and 50. At t = 20, there is a relatively large
negative actuation signal at z+ = 100 and relatively large positive actuation signal
at z+ = 250. The effect of these actuation signals is to counterrotate a streamwise
vortex centred at z+ = 150, y+ = 25. This is an example of how the controller
weakens streamwise vorticity close to the wall. Comparing the uncontrolled and
controlled plots for t = 50, it can be seen how the controller has weakened the
streaks close to the wall significantly. Also, whereas in the uncontrolled case, a
small streamwise vortex centred at z+ = 160, y+ = 20 sits between the streaks,
in the controlled case, all vortices have been pushed far away from the wall with
no vortex centres visible in the plot.
Resolution checks were performed for the H∞ loop-shaping controllers in the
same manner as for the passivity-based controllers in Chapter 4. The table in
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Figure 5.11: Colour maps of streamwise velocity uˆ overlaid with arrows representing
in-plane velocity vectors at the lower wall for uncontrolled mode (α = 0, β = 2), at
times t = 0, 20 and 50.
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Figure 5.12: Colour maps of streamwise velocity uˆ overlaid with arrows representing
in-plane velocity vectors at the lower wall for controlled mode (α = 0, β = 2), at times
t = 0, 20 and 50.
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∆x+ ∆z+ Ny tf − ti Cf × 10−3 |∆Cf |(%) DR(%)
6.90 3.98 151 1000 9.04 − 3.00
11.4 3.98 151 200 9.01 0.33 2.70
6.90 5.71 151 200 9.37 3.52 -0.54
6.90 2.99 151 100 8.56 5.31 7.85
5.98 3.98 151 60 9.01 0.33 3.33
6.90 3.98 129 300 9.12 0.88 2.15
Figure 5.13: Table detailing the resolution checks for the K(α2,β4)-controlled simulation.
Column 6 lists the percentage change in skin-friction coefficient with respect to the
first row which corresponds to the grid spacings used for all testing. The final column
lists the percentage reductions in skin-friction drag with respect to the uncontrolled
simulation with corresponding grid spacings.
Figure 5.13 lists skin-friction coefficients and percentage drag reductions from
K(α2,β4)-controlled simulations with different resolutions. The percentage reduc-
tions in drag listed in the final column of the table are with respect to the uncon-
trolled simulations with corresponding resolution; these results can be found in
Figure 4.15. The data in the first row of the table pertains to the grid resolution
used for all DNS testing. Unfortunately, the amount of simulation data obtained
for the other resolutions is limited. Therefore, there is not enough data to obtain
accurate temporal mean values for Cf and DR for these resolutions. This may be
why the percentage drag reduction varies so wildly. Under the assumption that
the data in rows 3 and 4 of the table in Figure 5.13 are anomalous due to insuffi-
cient sampling times, an estimate of the drag reduction by the K(α2,β4) controller
is DR = 3.0±1%. This accuracy bound will be applied to all results in this chapter.
Figures 5.14-5.16 show plots of total skin-friction drag at both walls for the un-
controlled and K(α2,β4), K(α2,β8) and K(α2,β12) controlled simulations respectively.
A summary table of the mean total skin-friction drag reductions from each con-
trolled simulation is provided in Figure 5.17. The K(α2,β4) controller achieves a
modest drag reduction of ≈ 3%. This can be seen in its drag time-history in
Figure 5.14 which is of a similar magnitude to the uncontrolled flow’s. It would
appear that the effect of these modal controllers is not enough to have a significant
impact on the total drag. The K(α2,β8) controller achieves a higher drag reduction
of ≈ 9%. This is reflected in the drag time-history from this simulation, shown
in Figure 5.15. Although the controlled drag time-history does exceed that of the
uncontrolled flow’s at a few points in time, the controllers are capable of signifi-
cantly reducing the temporal mean drag on both walls. This result indicates that
wavenumber pairs (α ≤ 2, β > 4) are important contributors to a flow’s total drag.
The K(α2,β12) controller has achieved by far the largest drag reduction of ≈ 12%.
The drag time-history from this simulation in Figure 5.16, shows that besides a
brief overlap at t ≈ 250, the controlled total drag at both walls is consistently be-
low that of the uncontrolled flow. The fact that the mean drag reduction is larger
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Figure 5.14: Plots of total skin-friction drag from uncontrolled (−) and K(α2,β4)-
controlled (−−) simulations.
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Figure 5.15: Plots of total skin-friction drag from uncontrolled (−) and K(α2,β8)-
controlled (−−) simulations, plots of the moving mean values (·−) are also included.
CHAPTER 5. H∞ LOOP-SHAPING CONTROL 134
t
0 100 200 300 400 500 600 700 800 900 1000
D¯
×10-3
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
Upper Wall
t
0 100 200 300 400 500 600 700 800 900 1000
D¯
×10-3
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
Lower Wall
Figure 5.16: Plots of total skin-friction drag from uncontrolled (−) and K(α2,β12)-
controlled (−−) simulations, plots of the moving mean values (·−) are also included.
α β Cf × 10−3 D¯R(%)
≤ 2 ≤ 4 9.04 3.0± 1
≤ 2 ≤ 8 8.47 9.1± 1
≤ 2 ≤ 12 8.21 11.9± 1
Figure 5.17: Table of mean total drag reductions from each of the controlled simulations
ran. The first 300 time units of controlled data are not included in the calculation of
drag reductions so as to remove the transient effects of the controllers. N.b. that for
K(α2,β12), the simulation is still running.
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Figure 5.18: Plots of mean velocity profiles 〈U〉 for laminar (−·), uncontrolled turbulent
(−) and K(α4,β12)-controlled (−−) turbulent flows.
for the K(α2,β12) controller compared to the other two, suggests that unlike for
energy production, the smaller scales (i.e. higher wavenumbers) are also impor-
tant contributors to the total skin-friction drag of a flow. It is possible that even
higher drag reductions could be achieved if a larger area of wavenumber space was
controlled, especially in the direction of increasing β.
Figure 5.18 shows plots of the mean velocity profiles 〈U〉 for laminar, uncon-
trolled turbulent and K(α4,β12) controlled turbulent flows. The only wall-normal
region where the uncontrolled and controlled turbulent flows differ significantly is
for 1 ≤ y+ ≤ 20. This suggests that the controller is mainly affecting the inner
layer of the flow. However, there is some difference between the profiles at the
centre of the channel, meaning that there is a possibility that the changes in the
inner layer of the flow are having repercussions for the flow’s outer layer.
Figure 5.19 shows profiles of the Reynolds stress (−〈u′v′〉) and FIK-weighted
Reynolds stress (y〈u′v′〉) for the uncontrolled and Kα2,β12-controlled flows. The
controller both reduces the peak of the Reynolds stress profile and forces the pro-
file to be negative close to the wall in the region 0 < y+ < 7. As it is the integral
of the FIK-weighted profile which is directly proportional to turbulent drag, the
region close to the wall has a sublaminar contribution to the total skin-friction
drag. A table of skin-friction coefficients for the uncontrolled and controlled flows
calculated using the FIK identity and those calculated directly from the gradient
of the mean velocity profile is given in Figure 5.20. The FIK calculated values
and actual values of Cf are in very good agreement, with only a 0.02% difference
for the controlled flow.
The power efficiency of the three sets of controllers developed in this chapter
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Figure 5.19: Profiles of Reynolds stress (−〈u′v′〉) (thick lines) and FIK-weighted
Reynolds stress (y〈u′v′〉) (dashed lines) for the uncontrolled flow (black) and Kα2,β12-
controlled flow (red), displayed for the bottom half of the channel only.
Cf lam Cfturb Cftotal Actual Cf
Uncontrolled 4.04× 10−3 5.27× 10−3 9.31× 10−3 9.32× 10−3
Kα2,β12-controlled 4.04× 10−3 4.17× 10−3 8.21× 10−3 8.21× 10−3
Figure 5.20: Table of skin-friction coefficient values calculated using the FIK identity
(first three columns of data) and the actual skin-friction coefficient (last column of data).
was analysed using the same method as outlined in Chapter 4. The control power
efficiency is defined in (4.70) and corresponds to the mean power of the actu-
ation as a percentage of the power saved due to drag reduction. The table in
Figure 5.21 lists the power efficiencies for each set of controllers. As was the case
for the passivity-based controllers, the H∞ loop-shaping controllers are highly ef-
ficient with the power of their control actuation being only a small percentage of
the power saved due to drag reduction.
Figure 5.22 shows isosurface plots of Q = 0.1 at the bottom half of the channel (Q
is defined in (4.72)) underlaid with colour maps of perturbation streamwise wall-
shear stress for the uncontrolled and K(α2,β12) controlled simulations. Turning
attention to the uncontrolled plots in Figure 5.22, large streamwise-elongated
vortical structures are clearly visible. Looking closely, full horseshoe vortices, dis-
K Px ∆Px Pv3 P∗vp P∗φ P%
Kα2,β4 -0.2132 7.10× 10−3 2.951× 10−7 2.825× 10−4 2.828× 10−4 3.98
Kα2,β8 -0.1995 0.0208 1.140× 10−6 3.888× 10−4 3.899× 10−4 1.87
Kα2,β12 -0.1927 0.0276 1.403× 10−6 4.102× 10−4 4.116× 10−4 1.49
Figure 5.21: Table showing the power required to push the fluid Px, the power saved due
to drag reduction ∆Px, the approximate actuation power P∗φ, and the power efficiency
P% for each controller. For the uncontrolled flow, Px = −0.2203.
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Figure 5.22: Isosurface plots of Q = 0.1, underlaid with colour maps of perturbation
streamwise wall-shear stress ∂u∂y at the lower wall for uncontrolled and K(α2,β12) con-
trolled simulations, for time t = 500.
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cussed in Chapter 1, and the “legs” of horseshoe vortices can be seen. These
vortical structures straddle the low-speed streaks as described in the literature;
these are identified as regions of negative perturbation wall-shear stress. The effect
of the K(α2,β12) controller is twofold. Firstly, perturbation streamwise shear-stress
is drastically altered to the point that the bottom wall has a near uniform shear
stress of ∂u/∂y ≈ 10−3. This large reduction in the magnitude of the streamwise
wall-shear stress is of course to be expected because of the large drag reduction
achieved by this controller. However, the fact that the shear stress distribution
is near uniform, suggests a buffer layer very close to the wall has formed and the
streaks have been severely weakened and/or pushed away from the wall. Sec-
ondly, the controller significantly weakens wall-bounded vortices. Not only are
there fewer vortices visible, but the vortices that can be seen are less elongated
and thinner, especially downstream. It is unclear whether this is due to the actu-
ation from the controller directly or if it is a consequence of the formation of the
buffer region close to the wall. It was shown that for mode (α = 0, β = 2), the
controller pushes streaks and vortices away from the wall to form a thin buffer
layer. It appears that the combined action of all controllers is to form a similar
buffer layer in the total flow. The formation of these buffer layers has drastically
reduced skin-friction drag on both walls.
Figure 5.23 shows greyscale maps of wall-normal forcing at the lower wall from
the K(α2,β12) controlled simulation, for times t = 5, 50 and 500. It is apparent
from all three plots that the pattern of positive forcing is qualitatively similar to
the sinuous bands of wall-bounded streaks identified by the regions of negative
perturbation streamwise wall-shear stress in Figure 5.22. This may suggest that
the controller may be pushing the slow-moving streaks away from the wall, per-
haps in order to form a buffer zone. Alternatively, the distribution of wall-normal
forcing may suggest the controller is trying to mitigate the wall-bounded vortices
that are straddling the streaks. The magnitude of the forcing is greatest for t = 5
and smallest for t = 500. This is to be expected as when the controllers are
first initialised, large control inputs are required to reduce the modal streamwise
shear stresses from their uncontrolled states. Once shear stresses in all modes are
minimised by the controllers, only small control inputs are required to maintain
them at their new level.
5.5 Summary
This chapter has outlined the H∞ loop-shaping control and model refinement
methodologies, and evaluated the performance of controllers in terms of reducing
modal perturbation streamwise wall-shear stress and total skin-friction drag in
DNS of Reτ = 100 turbulent channel flow. The main findings of this chapter are
as follows:
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(c) t = 500
Figure 5.23: Greyscale maps of wall-normal forcing at the lower wall for K(α4,β12) con-
trolled flow.
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• The coprime factor uncertainty model accounts for parametric and dynamic
modelling uncertainties, and allows for a measure of robust stability bP,K to
bound the H∞-norm of eight closed-loop transfer functions from disturbance
inputs to measured outputs. The resulting controllers offer a priori guaran-
tees of robustness and performance in terms of input disturbance rejection.
• The model refinement procedure and its use of the ν-gap metric, allows
for the synthesis of low-order models with a priori bounds on closed-loop
performance when implemented upon infinite-dimensional systems such as
channel flow. Although this technique was demonstrated for mode (α =
0, β = 2), it was not used upon the final controllers due to time constraints.
This is an avenue for future work.
• Using a precompensator matrix to shape the open-loop system allows for a
high degree of flexibility in controller design. In the current work, a general
precompensator matrix was used for all modes with only a single variable
(the numerator of the transfer fucntion). Future work could look at enhanced
precompensator design to ensure better performance from each modal con-
troller.
• DNS testing showed that the majority of modal controllers had excellent
input disturbance rejection performance, with the streamwise-constant con-
trollers reducing streamwise shear-stress by multiple orders of magnitude. It
was shown that this was achieved by severely weakening streaks and wall-
bounded streamwise vortices for these modes, which led to the formation of
buffer layers adjacent to the walls. Spanwise-constant controllers performed
poorly and this is likely to be due to their loop shapes.
• The combined effect of the controllers on the total flow differed greatly de-
pending on the area of wavenumber space controlled. From ≈ 3% drag
reduction for the K(α2,β4) controllers, to ≈ 12% for the K(α2,β12) controllers.
This suggests that, unlike for energy production, the smaller scales of a flow
are important contributors to streamwise wall-shear stress and ultimately
total skin-friction drag.
• Visualisations of the total flow fields showed that the K(α2,β12) controller was
successfully weakening both the streaks and wall-bounded vortices. Both of
these coherent structures are known to be important in the turbulence regen-
eration process. It also appears that the controller forms buffer regions close
to the channel walls because of the near-uniform perturbation streamwise
wall-shear stress distributions. This may help explain the large reductions
in skin-friction drag achieved via this controller.
• Future work should look at controlling larger areas of wavenumber space in
DNS simulations using the H∞ loop-shaping control method, especially in
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the direction of increasing β. The results presented in this chapter suggest
that larger drag reductions could be achieved. This work could also help
identify the cut-off points in wavenumber space, whereby control no longer
affects a flow’s total skin-friction drag.
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Chapter 6
Discussion, Conclusions and
Future Work
In this thesis, the modelling, simulation and control of turbulent channel flow has
been investigated. The emphasis of this work has been on the use of feedback
control for skin-friction drag reduction, with modelling and simulation being key
to control model synthesis and final controller evaluation respectively. Two very
different control methodologies were analysed - passivity based control and H∞
loop-shaping control. The objective of the first method is to restrict the produc-
tion of perturbation energy within a flow, and the objective of the second method
is to minimise perturbation streamwise wall-shear stress. Both methods differ in
how they achieve their objectives and how they deal with the unmodelled non-
linear dynamics. In the following, Section 6.1 presents a discussion of the main
findings from this thesis and Section 6.2 presents the main conclusions from all
chapters. In Section 6.3, novel contributions contained within this thesis will be
presented. Avenues of future work identified within this thesis will be discussed
in Section 6.4.
6.1 Discussion
6.1.1 Passivity-Based Control V.s. H∞ Loop-Shaping Control
The two control methodologies investigated in this thesis differ greatly in how they
aim to reduce skin-friction drag in turbulent channel flow. The passivity-based
control method aims to reduce drag indirectly, by restricting the production of
perturbation energy in the flow. It has been shown previously that a reduction
in perturbation energy can lead to a reduction in skin-friction drag [11, 50, 101].
The H∞ loop-shaping controllers also aims to reduce skin-friction drag indirectly.
Their objective was to minimise perturbation streamwise wall-shear stress which
has been shown previously to reduce the wall-normal gradient of the mean veloc-
ity profile [78] and therefore drag.
143
CHAPTER 6. DISCUSSION, CONCLUSIONS AND FUTURE WORK 144
Both passivity-based and H∞ loop-shaping controllers are linear time-invariant,
and therefore they are only capable of controlling a flow’s linear dynamics. They
differ in how they treat the nonlinear forcing. Assuming small amplitude control
actuation, a flow’s nonlinear dynamics can be treated as approximately passive.
Therefore, in order to restrict perturbation energy production, passivity-based
controllers are only required to control the linear dynamics in order to achieve
their objective. However, as the passivity-based controllers developed in this the-
sis are unable to make the linear dynamics passive, only closer to passive, these
controllers have no guarantees of stabilising the fully nonlinear system. The H∞
loop-shaping controllers treat the nonlinear forcing as an exogenous disturbance
input to the linear dynamics. Therefore, the controllers aim to reject the effects
of this disturbance forcing on the measured streamwise wall-shear stress pertur-
bations. This control method does not guarantee to stabilise the fully nonlinear
system either. Although, H∞ loop-shaping controllers do provide a priori guaran-
tees of robustness via a robust stability margin. The model refinement technique
can also be used to indicate a suitable level of control model resolution for the
H∞ loop-shaping controllers.
The two control methods use slightly different sensing arrangements. The passivity-
based controllers sense both streamwise and spanwise wall-shear stress perturba-
tions. Using this information, they estimate the state of the flow throughout the
channel in order to calculate an approximation of the perturbation energy. Wall-
based measurements are unlikely to lead to accurate estimations of the state of the
flow away from the wall, and therefore, the ability of these controllers to effectively
reduce perturbation energy throughout the channel is restricted. Especially when
wall actuation is used. The H∞ loop-shaping controllers, on the other hand, only
measure streamwise wall-shear stress perturbations - the quantity which they are
also trying to mitigate. These controllers only require accurate estimates of the
flow in the region close to the wall because it is only the flow in this region which
directly affects the wall-shear stress perturbations. Therefore, it would seem that
these controllers would be more able to achieve their control objective.
The two control methods varied in their performance during DNS testing. All
passivity-based controllers tested were apt at reducing mean perturbation energy,
with reductions of ≈ 11%. However, the resulting drag reductions differed be-
tween 6− 9%. This suggests that the actuation signals used differed between the
three controllers tested which, although they achieved the same objective of re-
stricting energy production, ultimately affected skin-friction drag differently. This
is a problem when trying to reduce a quantity indirectly using feedback control.
The H∞ loop-shaping controllers achieved drag reductions of between 3 − 12%
depending on the number of modes controlled. Therefore, this control methodol-
ogy has been shown to be more capable of reducing skin-friction drag compared
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to passivity-based control for the chosen sensing/actuation arrangement. There
is also scope for achieving higher drag reductions using the H∞ loop-shaping con-
trol method by controlling larger areas of wavenumber space and by improving
the design of the controllers’ loop shapes .
Overall, it is the author’s opinion that, of the two control methods, H∞ loop-
shaping control is a better option for reducing skin-friction drag in turbulent
channel flow. These controllers achieved the highest drag reduction of ≈ 12%
with scope for even higher drag reductions. Unlike for passivity-based control,
this method provides a quantifiable level of robust stability and a way to choose
suitable controller resolution using model refinement. Future work should look
at investigating the performance of H∞ loop-shaping controllers with different
sensing/actuation arrangements to see whether the results detailed in this thesis
could be improved upon.
6.1.2 Implementation of Controllers in the Real-World
The drag reduction results presented in this thesis for both the passivity-based
and H∞ loop-shaping controllers are unlikely to resemble what would be observed
if these control methodologies were applied and tested in the real-world. This is
due to the following:
• All controllers were designed for and tested on idealised channel flows which
are periodic in both the streamwise and spanwise spatial directions. In
reality, it is not possible to enforce periodic boundary conditions in a plane
channel. To obtain a channel flow which is approximately homogeneous in
these directions would require a wide channel and accurate enforcement of
fixed mass flow. The channel would need to be wide to ensure that the
testing portion of the channel was sufficiently far from the walls such that
the effect of the walls was negligible. The strict enforcement of mass flow
rate is necessary to ensure a constant bulk velocity.
• DNS testing of the controllers assumed sensors and actuators were infinitesi-
mally small, collocated and densely distributed on the walls. In reality, none
of these assumptions are feasible. Modern MEMS sensors and actuators have
characteristic length scales up to the order of 1mm [49]. Therefore, there will
be a finite number of sensors and actuators which can be arranged on the
walls of a real-world channel. Finding the optimal number and arrangements
of the sensors and actuators would be an additional task.
• Real-world actuators have a finite bandwidth, i.e. have a maximum fre-
quency that they can operate at. All controllers tested in this thesis incor-
porate low-pass filters into their dynamics which ensures they have a finite
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Figure 6.1: Block diagram depicting how the controllers developed in this thesis could
be implemented on a real channel flow.
bandwidth. However, they all use relatively small time-constants and there-
fore have a large bandwidth. Depending on the actuator used, the controllers
may have to use larger time-constants which could affect the performance of
the controllers.
• In real-world wind tunnel and water tunnel experiments, there are many
exogenous disturbances inputs affecting the flow which were absent in the
DNS testing of the controllers. Examples include acoustic noise, changes in
ambient temperature and noise from sensors and actuators. The advantage
of using feedback control is that it can handle such exogenous uncertainty to
a degree. However, only testing would show if the controllers could stabilise
the flow in the presence of such uncertainty.
Figure 6.1 shows a block diagram depiction of how the controllers developed in
this thesis could be implemented upon a real-world channel flow. Each wall of
the channel would be densely populated with sensors and actuators; prior DNS
testing could be used to find their optimal arrangement. All sensors would be con-
nected to a sensor processor unit which would convert the analogue sensor signals
to digital and using interpolation, generate an equispaced grid of measurements
for each wall. This information would then be sent to a computer processor which
would perform a fast Fourier transform (FFT) on the measurement grids. The
measurement Fourier components would then be fed to the respective controllers,
the output of which would be low-pass filtered. The computer processor would
then inverse fast Fourier transform (IFFT) the low-pass filtered control signals
and send these to an actuator controller unit in the form of an actuation grid for
each wall. The actuation controller would then use interpolation to decide which
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Control αmax βmax kmax ∆S
∗
Passivity 0 10 10 2pi10
h∗
Ns
H∞ loop-shaping ±2 12 ≈ 12 2pi12 h
∗
Ns
Figure 6.2: Table of minimum dimensional sensor/actuator spacings ∆S∗ based on
channel half-height h∗ and sensor/actuator resolution per wavelength Ns.
actuation signals to send to each actuator and then convert the digital control sig-
nals to voltages. This process would be repeated for every control loop iteration.
The required population density of sensors and actuators is dictated by the small-
est scales of the flow which are being controlled. For the passivity-based controllers
the smallest controlled spatial scale is (α = 0, β = 10), and for the H∞ loop-
shaping controllers they are (α = ±2, β = 12). The dimensionless wavelength, λ,
corresponding to a wavenumber pair (α, β) is found from:
k =
√
α2 + β2 =
2pi
λ
. (6.1)
The dimensional wavelength for a channel with half-height h∗ is: λ∗ = h∗λ. If we
define Ns as the number of sensors/actuators per dimensionless wavelength, then
the dimensional sensor/actuator spacing is found from:
∆S∗ :=
2pi
k
h∗
Ns
. (6.2)
A table summarising the minimum dimensional sensor/actuator spacings can be
found in Figure 6.2. For example, for a channel of total height 1 metre, and with a
sensible wavelength resolution of Ns = 10, the minimum sensor/actuator spacing
for the Kα2,β12 H∞ loop-shaping controller would be ∆S∗ = 2.6 cm. This spacing
is sufficiently large enough for MEMS sensors and actuators to be implemented.
The required bandwidth of the actuators is determined by the time-constants
of the low-pass filters implemented in the controllers. The passivity-based con-
trollers use a time-constant of τφ = 0.01 which corresponds to a cut-off frequency
of ωmax = 100 rad/T, and the H∞ loop-shaping controllers use a time-constant
of τφ = 0.1 which corresponds to a cut-off frequency of ωmax = 10 rad/T. The
cut-off frequency can be used as the maximum required bandwidth of the actu-
ators. These frequencies are non-dimensionalised by channel half-height h∗ and
maximum laminar centreline velocity Ucl
∗. Therefore, time is non-dimensionalised
as t = t∗/T∗, where T∗ = h∗/U∗cl. Using the definition for maximum laminar cen-
treline velocity Reynolds number Re, T∗ can also be written as:
T∗ :=
h∗2
Reν∗
. (6.3)
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Control τφ Air/Water ω
∗
max(rad/s) F
∗
max (Hz)
Passivity 0.01 Air 3.35(h∗)−2 0.53(h∗)−2
Passivity 0.01 Water 0.22(h∗)−2 0.04(h∗)−2
H∞ loop-shaping 0.1 Air 0.33(h∗)−2 0.05(h∗)−2
H∞ loop-shaping 0.1 Water 0.02(h∗)−2 0.004(h∗)−2
Figure 6.3: Table of dimensional actuator bandwidths for controlling air (ν = 1.5×10−5)
and water (ν = 1× 10−6) Re = 2230 channel flows.
Therefore, the dimensional bandwidth of the actuators is found using: ω∗max =
ωmax/T
∗. The table in Figure 6.3 shows a table of required dimensional actuator
bandwidths for controlling Re = 2230 air and water channel flows. When con-
trolling air channel flow, the actuators need to have higher bandwidths due to
the fluid having a higher kinematic viscosity. When controlling a Re = 2230 air
channel flow with total channel height 1 metre using passivity-based control, the
maximum bandwidth of the actuators would need to be F ∗max = 2.12 Hz. This
is relatively low and it is likely that MEMS actuators could be produced which
could operate within this bandwidth.
It is unlikely that either the passivity-based or H∞ loop-shaping controllers de-
veloped in this thesis could be practically applied to reducing skin-friction drag
on real-world air or marine craft. This is due to the high Reynolds numbers that
most air and marine vehicles operate in. For both, Reynolds numbers of the order
106 and greater are typical. The controllers developed in this thesis were designed
for and tested on relatively low Reynolds number flows. As Reynolds number in-
creases, the required bandwidth of the actuation increases and it is unlikely that
actuators with the required bandwidth exist for such high Reynolds numbers.
6.2 Conclusions
At the beginning of Chapter 1, previous research into the coherent structures
and motions of turbulent wall-bounded flow was outlined. Although there is no
generally agreed consensus on specific coherent structures, it appears that it is
generally agreed that turbulence regeneration relies on wall-bounded streaks and
streamwise-inclined vortices. In the current work, both of these structures were
observed from visualisations of DNS flow fields. The control methods outlined in
this thesis do not aim to mitigate any specific turbulent structure. However, the
presence of streaks and vortices within a flow field has been used as an indicator
of controller performance during DNS testing.
The review of previous research into active-closed-loop drag reduction, later in
Chapter 1, showed that modern LTI H2 and H∞ control methods were capable of
significantly reducing skin-friction drag in turbulent flow. This proves that linear
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spatially discrete control techniques are still able to perform well when applied
to nonlinear infinite-dimensional systems. Many of the research discussed used
wall transpiration as actuation, and this was shown to be effective. In one case
wall transpiration was capable of flow relaminarisation [11]. Hence its use in the
current work, although future work should look at finding better choices of flow
actuation. Perturbation energy and wall-shear stress were also shown to be suc-
cessful choices of flow measurement and/or control objective. These were both
used as control objectives in the current work.
In Chapter 2, it was shown how the linearised Navier-Stokes equations could be
projected onto a divergence-free basis via a change of state variable. This new for-
mulation, known as the Orr-Sommerfeld Squire equations, is a suitable candidate
for use as a LTI state-space control model of channel flow. Spectral discretisation
was then introduced, and it was shown that because of channel flow’s periodic
boundary conditions, Fourier discretisation is a natural choice for streamwise and
spanwise discretisation. Implementation results in spatially one-dimensional mod-
els for each Fourier mode one wishes to control. Two different spectral methods
were used to discretise the inhomogeneous wall-normal direction of channel flow,
namely the collocation and Galerkin methods. The Galerkin method provides
higher accuracy although the collocation method is much simpler to implement
because no integration is required. Analysis of the spectra and pseudospectra of
models synthesised using both methods showed that there is no discernible dif-
ference for high enough resolution. It was then demonstrated how wall-normal
actuation can be incorporated into the control models using a lifting procedure.
Chapter 3 outlined the DNS program Channelflow used to test controllers in
Chapters 4 and 5. The influence matrix method, the algorithm used to inte-
grate the Navier-Stokes equations forward in time, was presented in its original
form with homogeneous wall boundary conditions. It was then shown how the
influence matrix method was modified by the author to allow for general inho-
mogeneous boundary conditions to be set. The newly implemented boundary
conditions were then validated for the wall-normal velocity case only. Both linear
and nonlinear validation stages suggested that the boundary conditions had been
implemented correctly. A controller class implemented in Channelflow by the au-
thor was presented at the end of Chapter 3. This class modelled the dynamics of
LTI output-feedback controllers and enforced the required actuation during sim-
ulations.
In Chapter 4, the framework of passivity along with the closely related concepts
of dissipativity and positive realness were introduced. It was demonstrated how
the index of passivity (ε) alone identifies how passive or non-passive a system is.
Systems which have index of passivity ε > 0 can only store and dissipate energy
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and ε bounds dissipation from below. Systems which have ε < 0 can also produce
energy and ε bounds energy production from above. Channel flow was then anal-
ysed using this framework. It was shown how the Navier-Stokes equations can
be decomposed into a linear system under feedback forcing from the nonlinearity,
meaning the passivity of each system could be evaluated separately. The passivity
theorem can then be used to ascertain the passivity of the feedback interconnec-
tion.
The nonlinearity in the Navier-Stokes equations was found to act as a passive
operator when boundary conditions are periodic in the streamwise and spanwise
directions and when there is no forcing at the walls. However, when there is forc-
ing at the boundaries, the net flux of energy into the domain needs to be taken
into account. When the net flux of energy is out of the domain, the nonlinearity
becomes more passive and when the net flux of energy is into the domain, the
nonlinearity becomes non-passive. When controllers using wall-based actuation
were evaluated in Chapters 4 and 5, no analysis was conducted on how the actu-
ation affected the passivity of the nonlinearity. It is possible that the instability
of a Galerkin-discretised passivity-based controller was related to the nonlinearity
becoming too non-passive. Future work should look at the effect of control actu-
ation on the nonlinearity.
The passivity of the linear system was found to be heavily dependent on Reynolds
number. The critical energy Reynolds number for which all Fourier modes of
the linear system remain passive has previously been found analytically to be
ReE = 49.6 for mode (α = 0, β = 2.044) [92]. Using a Galerkin-discretised model
and the index of passivity as an indicator, the same critical energy Reynolds
number and corresponding mode were found in the current work via a numerical
search over wavenumber space. The least passive modes of the linear system were
then identified for subcritical and supercritical energy Reynolds numbers. For
Re < ReE, the mean mode (α = 0, β = 0) was found to be the least passive and
is thus the mode which dissipates the least energy. For Re > ReE the streamwise-
constant modes are the least passive relative to the rest of wavenumber space. For
Re→∞, the least passive modes tends to (α = 0, β = 1.62).
Using the positive real control method of Sun et al. [103], passivity-based con-
trollers were synthesised to minimise the magnitude of the closed-loop index of
passivity of the ten lowest streamwise-constant modes of the linear system. Both
collocation- and Galerkin-discretised controllers were generated with two different
wall sensing arrangements. The first sensing arrangement included perturbation
streamwise and spanwise wall-shear stresses, and the second also included wall
pressure. Controllers discretised via either method and with either sensing ar-
rangement all enforced similar reductions in closed-loop system index of passiv-
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ity, with reductions of up to 80%. Controllers with sensing arrangement 2 had
marginally better linear performance. These results suggest there is little differ-
ence in controllers synthesised via either method of wall-normal discretisation.
They also suggest that the extra sensing measurements included in sensing ar-
rangement 2 do little to improve closed-loop performance.
Both collocation- and Galerkin-discretised controllers with sensing arrangement
1 were tested upon DNS of Reτ = 100 turbulent channel flow. Initial testing of
the Galerkin-discretised controllers was abandoned after the controller for mode
(α = 0, β = 1) became destabilising. After the control penalties for all Galerkin-
discretised controllers were increased, testing showed that the original instability
no longer occurred, and reductions in total mean perturbation energy and mean
skin-friction drag by the controllers of ≈ 11% and ≈ 6% respectively were ob-
served. The collocation-discretised controllers had no instability problems with
the original control penalties. They achieved reductions in total mean perturba-
tion energy and mean skin-friction drag of ≈ 11% and up to ≈ 9% respectively.
Both discretised controllers were observed to reduce the temporal peaks in per-
turbation energy for each mode controlled. This had the effect of significantly
reducing the mean energy for each mode and resulted in reductions of total per-
turbation energy and ultimately drag. This demonstrates that minimising the
index of passivity of these modes is having the desired effect, as these modes
are no longer able to produce high magnitude peaks in energy. However, due to
the limited sensing and actuation arrangements, the reductions in |ε| is not great
enough to enforce large reductions in total perturbation energy. Therefore, the
drag reductions achievable by this control method are limited.
In Chapter 5, the H∞ loop-shaping control method of McFarlane and Glover [85]
was presented. Using a coprime factor uncertainty model, it was shown how a
single robust stability margin (bP,K) can be used as a measure of both closed-
loop robust stability and closed-loop performance in terms of input disturbance
rejection. Glover and McFarlane [44] present a procedure to synthesise controllers
which maximise bP,K and this procedure was used in the current work. The model
refinement method of Jones and Kerrigan [58] was also presented. Using the ν-gap
to measure the “closeness” of closed-loop systems, a bound on the ν-gap between
any finite-dimensional system and its infinite-dimensional counterpart can be de-
duced. This allows one to know what level of discretisation is suitable when
controlling infinite-dimensional systems. Weighting matrices are used to shape
the plant to ensure desirable closed-loop performance.
Low-order controllers were generated with the objective of minimising pertur-
bation streamwise wall-shear stress. Three different combinations of controlled
modes were then evaluated upon DNS of Reτ = 100 turbulent channel flow. It
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was found that the streamwise-constant mode controllers were able to minimise
shear stress to a much higher degree than the other modes in wavenumber space.
Conversely, the spanwise-constant mode controllers were poor at reducing shear
stress. It is thought that this is due to the loop shapes for these controllers which
all had much lower crossover frequencies. It is possible that with enhanced prec-
ompensator matrix design, the performance of these controllers could be improved.
Visualisations of flow fields for streamwise-constant modes from DNS showed the
effect of the controllers was to weaken and push away streamwise velocity and
vorticity close to the wall. This resulted in the formation of a thin buffer layer
adjacent to the wall with near-constant streamwise velocity, hence the large re-
ductions in shear stress for these modes.
The drag reductions achieved by the three different controlled mode combinations
differed greatly. The Kα2,β4, Kα2,β8 and Kα2,β12 controllers achieve reductions in
mean skin-friction drag of ≈ 3%, ≈ 9% and ≈ 12% respectively. The fact that
drag reduction increases as more modes are controlled suggests that, unlike for
perturbation energy production, the smaller scales of a flow are important con-
tributors to skin-friction drag. It is possible that higher drag reductions could
be achieved if even more modes were controlled, especially in the direction of in-
creasing β. Visualisations of the total Kα2,β12-controlled flow field showed that
perturbation streamwise wall-shear stress at the bottom wall was reduced greatly
and had a near-uniform distribution. This suggests that, as for the streamwise-
constant modes, a thin buffer layer adjacent to the wall has formed in the total
flow. The vortical structures in the Kα2,β12-controlled flow were also severely mit-
igated, with both their number and size reduced. It is unclear whether this is
due to the direct action from the controller, or a consequence of the formed buffer
layer.
6.3 Novel Contributions
The novel contributions contained within this thesis are as follows:
1. Inhomogeneous general wall boundary conditions and a controller class were
implemented in the open-source DNS program Channelflow, written by Gib-
son [41]. Other DNS codes have had general wall boundary conditions imple-
mented, but to the best of the author’s knowledge, this is the first time gen-
eral boundary conditions have been implemented into the influence-matrix
method - the algorithm used to integrate the Navier-Stokes forward in time
in Channelflow. The code used to modify boundary conditions and model
controller dynamics in Channelflow will be released online.
2. The index of passivity (ε) was used to analyse the passivity of all Fourier
modes of linear channel flow for different Reynolds numbers. For subcritical
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energy Reynolds numbers, it was shown how the least passive, and therefore
least dissipative mode, was the mean mode (α = 0, β = 0). For supercritical
energy Reynolds numbers, the streamwise-constant modes were shown to
be least passive, and therefore capable of producing the most energy. For
Re→∞, the least passive mode tends to (α = 0, β = 1.62). This is defined
as the mode with maximum resonance by Trefethen et al. [107] which the
author believes to be a different interpretation. Having information on which
modes produce the most energy can inform on which modes to target when
the objective is to minimise perturbation energy in a channel flow.
3. The positive real control method of Sun et al. [103] was used to generate
passivity-based controllers using wall-based sensing and actuation, capable
of reducing the magnitude of the index of passivity of the most energy pro-
ducing modes of linear channel flow. Therefore, restricting the amount of
energy these modes can produce. Controllers, discretised via two different
spectral methods, were tested upon DNS of turbulent channel flow. They
were shown to achieve significant reductions in mean perturbation energy and
skin-friciton drag. A linear analysis of this control method was presented at
the UKACC 10th International Conference on Control, 2014 [46]. Results
pertaining to the DNS testing of the passivity-based controllers are included
in a journal article which has been accept for publication in Automatica.
4. H∞ loop-shaping controllers were generated for multiple Fourier modes of
linear channel flow with the objective of minimising perturbation streamwise
wall-shear stress. Jones et al. [60] previously tested this control method on
a single Fourier mode. In the current work, three different combinations of
modes were controlled in DNS of turbulent channel flow. This helped to
identify which modes are significant contributors to skin-friction drag. Sig-
nificant drag reductions were achieved when the greatest area of wavenumber
space was controlled.
6.4 Future Work
Avenues of future work identified in this thesis are as follows:
1. Validation of general inhomogeneous boundary conditions implemented in
Channelflow for the streamwise and spanwise velocity components. In Chap-
ter 3, only the wall-normal velocity component boundary conditions were
validated because only these were required to evaluate controllers in later
chapters. However, in-plane wall actuation has shown to be effective for
skin-friction drag reduction, so validating these boundary conditions may
become important.
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2. Evaluating passivity-based controllers with sensing arrangement 2 upon DNS
of Reτ = 100 turbulent channel flow. Due to time constraints, it was only
only possible to test controllers with sensing arrangement 1. However, con-
trollers with sensing arrangement 2 achieved marginally higher reductions in
the closed-loop indices of passivity of the controlled modes. Therefore, it is
possible these controllers will achieve larger reductions in mean perturbation
energy and skin-friction drag during DNS testing.
3. Investigating the effect of passivity-based control actuation on the passivity
of the nonlinearity. It was demonstrated how the net flux of energy into
or out of the domain affects the passivity of the nonlinearity. However,
no analysis on how the passivity of the nonlinearity altered during DNS
testing of the controllers was undertaken. It would be interesting to see
whether the actuation of the controllers makes the nonlinearity more or less
passive, or whether it remains lossless. It would also be important to find
out whether the nonlinearity was the cause of one of the initial Galerkin-
discretised controllers becoming unstable. Future work could also look at
designing controllers which ensure the nonlinearity remains passive.
4. Using the full model refinement procedure on all H∞ loop-shaping con-
trollers. This procedure was demonstrated for a single Fourier mode only.
However, the order of discretisation of all controllers may be substantially
reduced by using this procedure on all modes controlled - (α ≤ 2, β ≤ 12).
Alternatively, the full model refinement procedure may show that the ro-
bustness margin (R) is too small for some controlled modes, and therefore
the controller resolutions may need to be increased.
5. Designing enhanced precompensator weighting matrices (W) for poor per-
forming H∞ loop-shaping controllers. It was shown that the spanwise-
constant controllers were the worst performing relative to all other controlled
modes. This was due to the difficulty in designing precompensators which re-
sulted in desirable loop shapes. By using precompensator matrices of higher
complexity than those used in the current work, it may be possible to improve
the loop shapes for these modes. This should result in better input distur-
bance rejection properties for these controllers and hopefully even higher
reductions in total skin-friction drag.
6. Controlling larger areas of wavenumber space using H∞ lop-shaping con-
trollers. In the current work, the largest area of wavenumber space controlled
were the modes within (α ≤ 2, β ≤ 12). Although large drag reductions were
achieved for this controlled area, the results suggest that even larger drag
reductions are possible if more modes are controlled, especially in the direc-
tion of increasing β. In fact, the streamwise-constant controllers were shown
to be the most apt at reducing perturbation streamwise wall-shear stress.
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Therefore, increasing the number of streamwise-constant controllers should
have a noticeable effect on the flow.
7. Investigating better choices of wall sensing and actuation. In the current
work, all controllers used wall transpiration as actuation and all controllers
testing upon DNS used wall-shear stresses as measurements. These are com-
monly used actuation/sensing arrangements, however, they have not been
proven to be optimal and more work needs to be done to find optimal ar-
rangements. Further to this, the sensors and actuators in the current work
are assumed to be infinitesimal and densely populated on both walls. This is
an obviously impractical assumption. Future work should look at the mod-
elling of finite-dimensional and sparsely populated sensors and actuators.
8. Evaluate the robustness of both the passivity-based controllers andH∞ loop-
shaping controllers developed in the current work. Both of these methods
have been claimed to be robust to uncertainty, however, this claim has not
been tested in this thesis. Therefore, future work should look to test both of
these control methods upon DNS of turbulent channel flows with different
Reynolds numbers to those that they were designed for. Other robustness
checks could include adding artificial noise of varying magnitude to flow
measurements, and implementing imperfect actuation.
9. Test the performance of passivity-based controllers and H∞ loop-shaping
controllers on higher Reynolds number flows. In the current work, all DNS
testing was conducted on Reτ = 100 turbulent channel flow only. Future
work should investigate how reductions in perturbation energy and skin-
friction drag vary as Reynolds number is increased.
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Appendix A
Positive Real Control Method -
Controller Synthesis
For a given set of system parameters, control feed-through energy, and control
and measurement penalties, the following assumptions must hold for a controller
to exist [103]:
A1 The system pair (A,B2) is stabilisable.
A2 The system pair (C2, A) is detectable.
A3 The matrix D>12D12 is nonsingular.
A4 The matrix
[
A− jωI B2
C˜1 D12
]
has full column rank for all ω ∈ R.
A5 The matrix
[
A− jωI B˜1
C2 D21
]
has full row rank for all ω ∈ R.
A6 The inequality D11 +D
>
11 > 0 must hold.
A7 The ARE R(X) = 0 has a stabilising solution XE ≥ 0.
A8 The ARE S(Y ) = 0 has a stabilising solution YE ≥ 0.
A9 The spectral radius ρ (YEXE) < 1.
Algebraic Riccati equations R(X) and Y (S) are defined [103]:
R(X) := A>RX +XAR +XBRX + QR, (A.1a)
S(Y ) := A>SY + YAS + Y BSY + QS, (A.1b)
where,
AR ≡ A− B˜1(D11 +D>11)−1C˜1 − (B2 − B˜1(D11 +D>11)−1D12)
· (D>12(D11 +D>11)−1D12)−1 · (D>12(D11 +D>11)−1C˜1, (A.2a)
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BR ≡ B˜1(D11 +D>11)−1B˜>1 − (B2 − B˜1(D11 +D>11)−1D12
· (D>12(D11 +D>11)−1D12)−1 · (B2 − B˜1(D11 +D>11)−1D12)>, (A.2b)
QR ≡ C˜>1 (D11 +D>11)−1 ·
[
D11 +D
>
11 −D12(D>12(D11 +D>11)−1D12)−1D>12
]
· (D11 +D>11)−1C˜1, (A.2c)
AS ≡ [A− B˜1(D11 +D>11)−1C˜1 − B˜1(D11 +D>11)−1D>21
· (D21(D11 +D>11)−1D>21)−1 · (C2 −D21(D11 +D>11)−1C˜1)]>, (A.2d)
BS ≡ C˜>1 (D11 +D>11)−1C˜1 − (C2 −D21(D11 +D>11)−1C˜1)>
· (D21(D11 +D>11)−1D>21)−1 · (C2 −D21(D11 +D>11)−1C˜1, (A.2e)
QS ≡ B˜1(D11 +D>11)−1 ·
[
D11 +D
>
11 −D>21(D21(D11 +D>11)−1D>21)−1D21
]
· (D11 +D>11)−1B˜>1 . (A.2f)
Several algorithms exist for solving AREs such as those in (A.1) [75]. Once sta-
bilising and semi-positive definite solutions to the AREs are found, the controller
K is formed from:
K ≡
[
A+B2FE + (I − YEXE)−1LEC2 + ∆E −(I − YEXE)−1LE
FE 0
]
(A.3)
≡
[
AK BK
CK 0
]
,
where,
FE := −(D>12(D11 +D>11)−1D12)−1 · (B>2 XE +D>12(D11 +D>11)−1(C˜1 − B˜>1 XE)),
(A.4a)
LE := −(YEC>2 + (B˜1 − YEC˜>1 )(D11 +D>11)−1D>21) · (D21(D11 +D>11)−1D>21)−1,
(A.4b)
∆E := −(B˜1 + (I − YEXE)−1LED21)(D11 +D>11)−1 · (C˜1 − B˜>1 XE +D12FE).
(A.4c)
Assumptions A7 and A8 state that for a controller to exist, stabilising semi-
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positive definite solutions to R(X) and S(Y ) must exist. For a given Fourier
mode and Reynolds number, whether solutions to the AREs exist or not depends
primarily on the amount of feed-through energy ε¯ included in the control model.
The amount of feed-through energy included needs to be above a certain level
for the AREs to be solvable. The minimum amount of feed-through energy for
which a controller exists is optimum in the sense that the resulting controller
Kmin will ensure minimum (magnitude) closed-loop index of passivity εL,K . Con-
trol and measurement penalties c and d are a secondary consideration, although
if these are set small enough, they will have little effect on the solutions to the
AREs. The iterative procedure for finding Kmin for a given Fourier mode and
supercritical energy Reynolds number is as follows:
1. Choose penalties c and d, and set actuator time-constant τφ ≤ 1.
2. Find the index of passivity εL < 0 of the uncontrolled system Lˆ using (4.21).
3. Set feed-through energy as ε¯ = −εL > 0, form the control model L˜ and solve
the AREs in (A.1).
4. Reducing ε¯ until stabilising solutions to the AREs no longer exist, find the
minimum amount of feed-through energy needed for solutions to exist.
5. Using the solutions to the AREs found with minimum feed-through energy,
form “optimal” controller Kmin using (A.3).
The passivity index of the closed-loop system ΣL,Kmin will be approximately equal
in magnitude to the minimal amount of feed-through energy needed to solve the
AREs. It will also be the smallest magnitude index of passivity achievable using
a LTI controller.
