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We perform a theoretical study of the leading pairing instabilities and the associated superconducting gap
functions within the spin-fluctuation mediated pairing scenario in the presence of spin-orbit coupling (SOC). Fo-
cussing on iron-based superconductors (FeSCs), our model Hamiltonian consists of a realistic density functional
theory (DFT)-derived ten-band hopping term, spin-orbit coupling, and electron-electron interactions included
via the multi-orbital Hubbard-Hund Hamiltonian. We perform an extensive parameter sweep and investigate
different doping regimes including cases with only hole- or only electron Fermi pockets. In addition, we ex-
plore two different bandstructures: a rather generic band derived for LaFeAsO but known to represent standard
DFT-obtained bands for iron-based superconductors, and a band specifically tailored for FeSe which exhibits
a notably different Fermi surface compared to the generic case. It is found that for the generic FeSCs band,
even rather large SOC has negligible effect on the resulting gap structure; the s+− (pseudo-)spin singlet pairing
remains strongly favored and SOC does not lead to any SOC-characteristic gap oscillations along the various
Fermi surfaces. By contrast in the strongly hole-doped case featuring only hole-pockets around the Γ-point,
the leading solution is d-wave pseudo-spin singlet, but with a notable SOC-driven tendency towards helical
pseudo-spin triplet pairing, which may even become the leading instability. In the heavily electron doped sit-
uation, featuring only electron pockets centered around the M -point, the leading superconducting instabilities
are pseudo-spin singlets with SOC favoring the s-wave case as compared to d-wave pairing, which is the fa-
vored gap symmetry for vanishing SOC. We end with a discussion pertaining to the role of SOC on the gap
structure relevant for FeSe from a weak-coupling point of view. As our formalism, described at length in the
supplementary material, is rather general, our study is of relevance to other multiband superconductors as well.
I. INTRODUCTION
The strive for a detailed understanding of the electronic
properties of a growing class of materials, broadly dubbed
‘unconventional superconductors’, currently represents one of
the most important research challenges in condensed matter
physics. Here, the word unconventional refers to supercon-
ductivity generated not by the standard BCS phonon mech-
anism, and often features superconducting pairing gaps with
sign-changing order parameters in momentum space. Impor-
tant material families considered to belong to this fascinat-
ing class of materials include, for example, heavy fermion
compounds, cuprates, organic Bechgaard materials, strontium
ruthenate oxide compounds, and iron-based superconductors
including both the iron-pnictides and iron-chalcogenides1,2.
In addition, it is currently under intense discussion whether
twisted bilayer graphene may also belong to the class of un-
conventional superconductors3.
For unconventional superconductivity the pairing mecha-
nism is of central importance, i.e., what is the microscopic
origin of superconductivity in the above-mentioned materials.
Due to the existence of significant electron-electron interac-
tions, the presence of attractive ‘glue’ for Cooper pairing has
often been pursued from purely repulsive (bare) models such
as the Hubbard model and its close cousins. These models
have been studied theoretically both from a strong-coupling
and a weak-coupling perspective, and in both cases the role
of over-screening and magnetic fluctuations have been high-
lighted. Indeed, the ability of Coulomb repulsions to dress the
bare onsite Coulomb interaction, and generate a Cooper insta-
bility in higher angular momentum channels is well-known,
and derives from seminal work in the mid 1960s by Kohn and
Luttinger,4 and by Berk and Schrieffer5, along with other the-
oretical extensions found in Refs. 6–8, and reviewed e.g. in
Ref. 9.
The superconducting pairing gap is the most direct measur-
able quantity directly derived from the pairing kernel, and has
therefore always exhibited a prominent position in the study of
unconventional superconductivity. This is because of the fact
that the irreducible representation to which the leading super-
conducting instability belongs, has close ties to the physical
properties of the fluctuations generating the superconducting
state. Importantly, however, the gap structure contains much
more information than just the basic transformation proper-
ties of the gap in momentum- (or real-) space. These include
e.g. the detailed form of the gap along the Fermi surface,
the possibility of accidental gap nodes, or the existence of
sign-changes between different Fermi surface sheets in multi-
band materials10,11. The study of such gap details is largely
driven by improved spectroscopic experimental probes with
high (sub meV) resolution in both energy- and momentum-
space. Important examples where peculiar gap structures have
been experimentally detected, and sparked numerous subse-
quent theoretical investigations, are found within the family
of iron-based superconductors (FeSCs). In this class of super-
conductors the observed gap structures can be very rich and
may vary substantially between the different specific com-
pounds. While it is currently established that several of the
FeSCs host sign-changing gap functions12–15, a plethora of
other gap details have been mapped out by various spectro-
scopic probes10,11,16.
For example, the material LiFeAs has been shown to ex-
hibit a puzzling superconducting gap structure16. The Fermi
surface consists of two small and one large hole pocket cen-
tered at the Γ point and two electron pockets centered at the
M point of the 2-Fe Brillouin zone (BZ)17,18. Both ARPES
and STM measurements reported a significant gap anisotropy
as a function of the Fermi surface angle along the differ-
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2ent pockets17–20. For example, the two large hole pockets
were found by STM quasi-particle interference (QPI) mea-
surements to exhibit pronounced oscillations of the gap am-
plitude with four distinct minima (maxima) along the Fe-Fe
bond direction for the largest (smallest) hole pocket. Likewise
the two electron pockets also exhibited a notable oscillatory
gap behavior along the rim of their respective Fermi pock-
ets20. Another interesting material with unusual gap structure
is KFe2As2, which has a Fermi surface made up from three
hole pockets centered at Γ, and smaller hole barrels near the
M point of the BZ21,22. The pairing symmetry of KFe2As2
has been a topic of significant controversy with some experi-
mental probes finding d-wave gap symmetry while others ad-
vocated for a fully gapped s-wave state23–27. Finally we point
out the gap structure of FeSe, recently mapped out in detail
by QPI measurements14. FeSe is an electronic nematic system
featuring only one small elliptical-shaped hole pocket at Γ and
two tiny electron peanut-shaped pockets at the M point28–30.
The gap structure is extremely anisotropic on both the hole-
and the electron pockets despite the small C2-breaking of the
underlying lattice14. Such strong variation of the gap ampli-
tude is highly unusual and surprising given the tiny extent of
the Fermi pockets in momentum space, and has given rise to
several recent theoretical investigations31–37.
The above examples of some of the peculiar superconduct-
ing gap structures known to exist in FeSCs highlight a sig-
nificant theoretical challenge to explain these gap features.
Naively, any successful theoretical model capturing the over-
all pairing symmetry and the gap details needs to incorporate
the correct physical mechanism driving the superconductivity.
However, an important concern relates to the fact that it is un-
clear at present to what extent gap details are universal and
directly related to the underlying mechanism, or whether they
originate from other physical effects not typically included
in theoretical descriptions. For example, one might ask how
the superconducting gap depends on e.g. inclusion of longer-
range Coulomb repulsion or spin-orbit coupling (SOC). For
example, incorporating the non-local effect of longer-range
Coulomb repulsion has been shown to rather straightfor-
wardly produce the small Fermi surface pockets of FeSe38,39.
Surprisingly, for the FeSCs the role of SOC on the supercon-
ducting gap structure has not been systematically investigated
theoretically from the perspective of spin-fluctuation medi-
ated superconductivity, despite a sizable SOC in these mate-
rials40,41. There have been, however, microscopic studies of
SOC-effects on the gap structure within the so-called orbital-
spin fluctuation theory42. Such studies concluded that SOC
is important for explaining e.g. the observed kz-dependence
of the superconducting gap structure42,43. In addition, there
exists a number of theoretical works applying effective mod-
els starting from projected band structures that point out in-
teresting possible consequences of SOC on the superconduct-
ing pairing of FeSCs44–48. For example, in the case of strong
hole-doping, Vafek and Chubukov found a leading triplet s-
wave pairing gap in the presence of SOC, and in a parame-
ter regime where the Hund’s coupling exceeds the intraorbital
Hubbard repulsion U ′46. This study included only some of
the hole pockets and relies on interorbital triplet pairing, and
found a nodal gap structure reminiscent to that found by laser
ARPES in KFe2As225. More recently, the preferred pairing
relevant to the highly electron-doped case was also investi-
gated theoretically. This study is relevant to e.g. monolayers
of FeSe on STO and the lithium hydroxide intercalated FeSe
compounds such as Li1−xFexOHFeSe. Starting again from an
orbitally projected band model based on symmetry constraints
from the crystalline symmetry of FeSe, Eugenio and Vafek
classified the allowed pairing symmetries in the presence of
SOC for the case of two M -centered electron pockets47. In
this case, the resulting Cooper-pairing symmetries can choose
between s-wave, d-wave, and helical p-wave states, but pin-
pointing which is the favored state in the actual materials is
still unsettled. Due to SOC, all three pair states are mixtures
of physical spin-triplet and spin-singlet pairs. Böker et al., re-
cently calculated the QPI patterns relevant to these three dis-
tinct states, and concluded from a comparison to experimental
data, that only the triplet-dominated even parity A1g s-wave or
the B2g d-wave states are consistent with currently available
experiments on Li1−xFex(OHFe)1−yZnySe48.
Here we perform a detailed theoretical study of the pairing
problem within spin-fluctuation mediated superconductivity
relevant for FeSCs in the presence of SOC. We are particu-
larly interested in the doping dependence of the pairing prob-
lem, including cases with only electron or only hole pockets
at the Fermi surface. We apply the itinerant weak-coupling
RPA framework and use a realistic ten-band model including
SOC relevant to iron-based materials, and electron interac-
tions included via the multi-orbital Hubbard-Hund Hamilto-
nian. The SOC is incorporated both in the bandstructure and
in the two-particle pairing vertex providing the pairing ker-
nel of the problem. We are motivated partly by the existence
of significant gap anisotropy in some of the FeSCs, as dis-
cussed above, and the question to which extent SOC may (or
may not) play a role in generating such unusual gap details.
Another motivation comes from our own earlier theoretical
investigations of the effects of SOC on the magnetic fluctu-
ations in FeSCs49,54. In Ref. 49 we focussed on the param-
agnetic phase and found overall agreement between the theo-
retical results and the experimental data in terms of material-
variability, doping-, temperature-, and energy-dependence of
the polarization of the low-energy magnetic fluctuations50–53.
More recently, this was extended to the superconducting phase
where the spin-space anisotropy of the neutron resonance was
investigated, and again overall consistency was found to the
experimental data54. These works give credence to the itiner-
ant approach and the inclusion of SOC within our theoretical
framework. Since the SOC breaks spin-rotational invariance,
it picks out a preferred fluctuation direction of the low-energy
spin excitations which could be of importance in determining
the superconducting state. For an example where the inclu-
sion of SOC and the associated spin anisotropy can change the
leading superconducting instability from a spin-singlet state
to a helical spin-triplet phase, we point to a recent theoretical
study of Sr2RuO455. For Sr2RuO4 the SOC is substantially
larger than in FeSCs, but compared to the Fermi energy EF
of some of the small Fermi pockets found in the latter class of
materials, SOC can be comparable to EF, and it seems there-
3fore potentially important to include SOC in order to properly
describe pairing on such pockets. This highlights the impor-
tance of understanding the SOC-induced spin-space differen-
tiation of the magnetic fluctuations and their role in determin-
ing the properties of the superconducting state. We note that
understanding the effects of SOC in FeSCs has been also re-
cently emphasized in terms of possible topological phases ex-
isting in these materials56–59.
The paper is structured as follows. In Sec. II we intro-
duce the model Hamiltonian for the electronic system. The
linearized gap equation with a spin-fluctuation mediated pair-
ing vertex, which forms the basis of our analysis, is briefly
described in Sec. III. Further technial details on the gap equa-
tion and the pairing vertex can be found in the appendices
Secs. S1-S4. Having described model and method, we even-
tually turn to presenting our numerical results for the leading
superconducting instabilities in the presence of SOC for two
different bandstructures in Sec. IV A (generic FeSCs band)
and Sec. IV B (FeSe). Finally, we conclude with a summary of
our findings in Sec. V. Additional material on the momentum
structure of spin fluctuations and the spin singlet and triplet
character of the gap solutions can be found in Secs. S5 and S6.
II. MODEL
In the following, we will define the Hamiltonian describ-
ing the electronic degrees of freedom of the 3d shell of iron-
pnictide and iron-chalcogenide systems. We take a multior-
bital Hubbard Hamiltonian H = H0 − µ0N +HSOC +Hint,
where H0 is the hopping Hamiltonian encoding both the elec-
tronic bandstructure in the absence of SOC and the orbital
character of single-particle states. Defining the fermionic op-
erators c†liµσ, cliµσ to create and destroy, respectively, an elec-
tron on sublattice l at site i in orbital µ with spin polarization
σ, H0 can be written as
H0 =
∑
σ
∑
l,l′,i,j
∑
µ,ν
c†liµσt
µν
li;l′jcl′jνσ, (1)
where the hopping matrix elements tµνli;l′j are material spe-
cific. Working in the grand canonical ensemble, the elec-
tronic filling is fixed by the chemical potential µ0 with N
from above denoting the electronic number operator. The
indices l, l′ ∈ {A,B} denote the 2-Fe sublattices, corre-
sponding to the two inequivalent Fe-sites in the 2-Fe unit cell
due to the pnictogen(Pn)/chalcogen(Ch) staggering about the
FePn/FeCh plane, and the indices i, j run over the unit cells of
the square lattice. The indices µ, ν specify the 3d-Fe orbitals
with dxz, dyz, dx2−y2 , dxy and d3z2−r2 symmetry. In the fol-
lowing, we will work in a so-called phase staggered basis, in
which the xz and yz orbitals on the B sublattice acquire a
phase shift of pi relative to their counterparts on the A sub-
lattice. In this orbital basis, the angular momentum operator
assumes different representations on the two sublattices and
consequently, the site-local SOC Hamiltonian reads as
HSOC =
λSOC
2
∑
l,i
∑
µ,ν
∑
σ,σ′
c†liµσ[Ll]µν · σσσ′cliνσ′ , (2)
with σ the vector of Pauli matrices acting in spin space and Ll
the matrix representations of the angular momentum operator
on the A and B sublattice.
The goal of the present manuscript is to present a com-
prehensive analysis of the influence of SOC on the Cooper
instabilities within a spin-fluctuation mediated pairing sce-
nario for two electronic bandstructures, obtained for LaFeAsO
and FeSe, respectively. While the bandstructure of LaFeAsO
features many of the rather generic properties of iron pnic-
tides (also outside of the 1111 family), the bandstructure of
the chalcogenide FeSe is known to display marked differ-
ences relative to its pnictide cousins. The hopping param-
eters tµνli;l′j for the LaFeAsO bandstructure were taken from
Ref. 60, while the corresponding hopping parameters for FeSe
were obtained in Ref. 39. Details of the resulting Fermi sur-
faces will be discussed in Sec. IV A and Sec. IV B, respec-
tively. The parameter λSOC entering the SOC Hamiltonian
and parameterizing the SOC strength is a free parameter in
our model. We have previously shown49, that the inclusion of
onsite SOC can indeed reproduce the magnetic anisotropy of
FeSCs as observed with e.g. inelastic neutron scattering. To
study the effect of SOC on the spin-fluctuation mediated pair-
ing, we allowed λSOC to vary in a rather large interval ranging
from λSOC = 0 meV to λSOC = 100 meV.
Finally, the bare interaction Hamiltonian Hint of the 3d
electrons is given by a local Hubbard-Hund interaction term,
parameterized by the interaction parameters U (Hubbard-U )
and J (Hund’s coupling). Details on the form of the Hamilto-
nian can be found in Sec. S4.
III. LINEARIZED GAP EQUATION WITH SOC
The Fermi-surface projected linearized gap equation (LGE)
provides the main tool for our analysis of the impact of SOC
on the leading Cooper instabilities within the spin-fluctuation
mediated pairing formalism. The LGE itself is nothing but the
Bethe-Salpeter equation in the pairing channel, and for a given
2PI pairing vertex and corresponding irreducible particle-
particle bubble, the LGE allows for the detection of a super-
conducting instability and determination of the momentum,
orbital and spin properties of the superconducting state for
T . Tc. Details on our conventions for the Bogoliubov-
de-Gennes Hamiltonian, the corresponding Nambu-Gorkov
Greens function and the gap equation as well as our approxi-
mation to the 2PI pairing vertex can be found in Secs. S1-S4.
In our conventions, the Fermi surface projected LGE, stated
as an eigenvalue problem with eigenvalue λ for the so-called
pairing kernel appearing on its right-hand side, reads as
λ∆ˆbς(kF)=
∑
b′,ς′
∫
FS′
Mˆς,ς′b,b′ (kF,k′F) ∆ˆb
′
ς′(k
′
F), (3)
with the pairing kernel
Mˆς,ς′b,b′ (kF,k′F) = −
1
VBZ
dk′
vF(k′F)
[Γˆς,ς
′
(kF,k
′
F)]
b b
b′b′ , (4)
where ∆ˆbς(kF) denotes the intraband gap function (b is the
band index corresponding to energy band b(k) obtained by
4bringing H0 + HSOC into a non-hybridizing representation,
see Sec. S1) at the Fermi surface, specified by the Fermi mo-
mentum kF. The symbol dk′ in Eq. (4) is to be understood
as a length element of a Fermi surface segment. The la-
bel ς = 0, x, y, z distinguishes (pseudo-)spin singlet (0) and
triplet (x, y, z) gap solutions. Correspondingly, the Fermi sur-
face projected pairing vertex in the static intraband approxi-
mation, denoted by [Γˆς,ς
′
(kF,k
′
F)]
b b
b′b′ , has a matrix structure
in (pseudo-)spin singlet and triplet space. In Eq. (3) the sym-
bol vF(kF) denotes the Fermi velocity at Fermi momentum
kF. Solving the eigenvalue problem posed by Eq. (3), we ob-
tain a hierarchy of gap-solutions ∆ˆbς(kF), ordered with respect
to the eigenvalue λ < 1. The largest positive λ corresponds to
the ‘most attractive’ solution. As λ grows (typically upon low-
ering temperature T or enhanced spin fluctuations) the system
eventually displays a pairing instability, unless an instability
in the particle-hole channel cuts off the fluctuations driving
the pairing.
The inclusion of SOC leads to two qualitative modifications
of the LGE compared to the situation with full SU(2) spin-
rotation invariance, where a classification of superconducting
instabilities in terms of spin singlet and spin triplet pairing
is in general possible. In this work, we employ the random-
phase approximation (RPA) to spin-fluctuation mediated pair-
ing. Thus, the 2PI vertex Γˆς,ς
′
(kF,k
′
F) in the particle-particle
channel is obtained by summing up diagrams composed of
chains of irreducible particle-hole bubbles connected by the
bare particle-hole vertex as defined by Hint (see Sec. S4).
While Hint itself is spin-conserving and does not generate
any anisotropy on its own, SOC enters the electronic Greens
function and thereby affects the spin and orbital structure of
irreducible bubbles in both particle-hole and particle-particle
channels. The qualitative modifications of the LGE can now
be attributed to each one of the two irreducible bubbles, where
the particle-particle bubble is already contained in the defini-
tion of the pairing kernel, cf. Sec. S2.
Due to SOC, the particle-hole bubble contains spin-non-
conserving terms, which eventually lead to a differentiation
of spin-fluctuations with different spin-polarization. In other
words, SOC induces magnetic anisotropy by generating a po-
larization dependent gap hierarchy (and more generally polar-
ization dependent dispersion) for the paramagnon modes of
the metallic normal state system, which in our approximation
are contained in the RPA propagator for magnetic fluctuations,
and which are responsible for generating an attractive pairing
interaction between the electrons. In the case without SOC,
all paramagnon modes in different polarization channels have
identical energy dispersion and thereby contribute equally to
the mediation of the pairing interaction.
We further note, that while SOC in principle allows for a
mixing of charge and spin fluctuations, the degree of mixing
we observe at the level of the RPA approximation is indeed
small. Thus, the collective particle-hole fluctuations can ef-
fectively still be well separated into charge and spin modes.
At the RPA level, it is the spin fluctuations that provide the
attractive pairing interaction.
The second major qualitative modification of the gap equa-
tion enters through the irreducible particle-particle bubble. In
Eq. (3), the particle-particle bubble was effectively absorbed
by carrying out the Fermi surface projection and formulating
the LGE in band space (see Sec. S2). As mentioned above,
the absence of SOC allows for the classification of Cooper
pairs in terms of their spin structure into spin singlet and spin
triplet. With finite SOC, however, due to the locking of an-
gular momentum (which is not free to rotate due to crystal
field and hopping terms) and spin, spin-rotation invariance
is in general broken and the spin quantum number can no
longer be used to label the Fermi surface states participat-
ing in the pairing. The spin degree of freedom is replaced by
pseudospin, which, carefully constructed, inherits the trans-
formation properties of spin-1/2 under symmetry operations
(see Sec. S3 for details). The construction further ensures that
as λSOC → 0, pseudospin continuously evolves into physical
spin. For finite SOC, it is thus possible to classify the pairing
solutions according to pseudospin singlet and triplet solutions.
In contrast to the fully SU(2) symmetric case, where the vertex
Γˆς,ς
′
(kF,k
′
F) is diagonal in singlet-triplet space and reduces
to a singlet and a single triplet component (the components for
ς = x, y, z are identical due to spin-rotation invariance), the
pairing vertex will in general have a more involved structure
in pseudospin singlet-triplet space.
IV. INFLUENCE OF SOC ON THE LEADING COOPER
INSTABILITIES
In the following, we will present our results for the im-
pact of SOC on the leading Cooper instabilities for a generic
FeSCs band and FeSe in Sec. IV A and Sec. IV B, respectively.
Our primary focus of interest is to uncover the influence of
both the SOC-generated magnetic anisotropy and SOC-driven
changes in electronic bandstructure as well as the orbital and
spin structure of Fermi surface states on the gap solutions.
Therefore, we did not attempt to construct a phase diagram
based on an instability analysis by Eq. (3), but rather we iden-
tified the main trends in the changes caused by SOC of the so-
lutions of Eq. (3). For a given bandstructure and fixed chem-
ical potential and temperature T = 10 meV, we construct the
band-space pairing kernel Mˆς,ς′b,b′ (kF,k′F) in the RPA approx-
imation and analyze the changes occurring in the hierarchy of
the solutions, and the changes in the momentum-space struc-
ture of the gap function ∆ˆbς(kF) upon variation of the SOC
strength λSOC and the interaction strength U , while keeping
fixed the ratio J = U/4.
A. Generic FeSCs band structure (LaFeAsO)
The hopping parameters which we apply to the ‘generic
FeSCs band’ are derived for LaFeAsO and are specified in
Ref. 60. We will start the discussion of the results for the un-
doped system in Sec. IV A 1. The cases of hole- and electron-
doped systems will be discussed in Secs. IV A 2 and IV A 3,
respectively.
51. Undoped System
The Fermi surface of the undoped system without and with
SOC, as well as the orbital composition of the corresponding
Fermi surface states is shown in Fig. 1(a) and 1(b). In both
cases, the Fermi surfaces feature three hole pockets around the
Γ point and two electron pockets around the M point (in 2-Fe
notation). We label the hole and electron pockets as shown in
Fig. 1.
The inner (h3) and outer (h1) hole pockets are mostly com-
posed of dxz and dyz orbitals, while the middle (h2) hole
pocket is dominated by the dxy orbital. The inner (e1) and
outer (e2) electron pockets (where ‘inner’ and ‘outer’ are de-
fined with respect to the M point) overlap on the 2-Fe BZ
boundary. The outer pockets is dxy dominated, while the in-
ner pocket has dominant dxz and dyz orbital character.
The Fermi surface of the undoped system features approx-
imate nesting of hole and electron pockets with nesting vec-
tors Q1 = (pi, 0) and Q2 = (0, pi). Within a weak coupling
approach, it is this nesting property that eventually leads to
strong spin fluctuations at these wavevectors. For sufficiently
large interactions, the strong spin fluctuations give rise to a
spin-density wave (SDW) instability and the associated con-
densation of SDW order. Due to the repulsive nature of spin-
fluctuation mediated interactions at the wavevectors Q1 and
Q2, these spin fluctuations favor the formation of the s+−
pairing state, where the gap features a pi-phase between hole
and electron pockets10,11.
While for pnictides, the superconducting instability typi-
cally emerges upon either hole or electron doping, we find that
in a moderate doping regime, where the Fermi surface topol-
ogy does not change and the approximate nesting features
persist, SOC influences the LGE solutions obtained at dif-
ferent chemical potentials in basically the same way. There-
fore, in the following, we will present results for the undoped
case, and comment on changes for lightly doped systems in
Secs. IV A 2 and IV A 3.
Vanishing SOC, λSOC = 0. We start by first focussing on
the case of vanishing SOC, i.e., λ = 0 eV, in order to later
emphasize the changes induced by finite SOC. To this end, we
will present a selection of our numerical results highlighting
the impact of the interaction parameter U on the leading gap
solutions. To some extent, we will also discuss changes in
subleading solutions as well. We further note, that while we
do not observe a leading triplet solution for the undoped and
lightly doped cases, we will nevertheless include the triplet
components of the effective interaction in our presentation, as
their inclusion completes the picture of SOC-induced changes
in the framework of spin-fluctuation mediated pairing.
In Fig. 2 we show a visualization of the (non-symmetric)
pairing kernel Mς,ς′b,b′ (kF,k′F) obtained for µ = 0 eV, T =
0.01 eV and interaction parameter U = 0.50 eV. The general-
ized Stoner factor for these parameters, indicating the proxim-
ity to an SDW instability, has a value of 0.57 (the instability
occurs for a Stoner factor of 1). The color-code in Fig. 2 in-
dicates the magnitude and sign of the real-valued pairing ker-
nel. Within each of the blocks in singlet-triplet space, which
FIG. 1. Normal state Fermi surfaces of the generic FeSC band in the
1-Fe BZ ((Kx,Ky) denotes momenta in the 1-Fe BZ coordinate sys-
tem) extracted from the orbitally resolved contributions to the elec-
tronic spectral function with µ0 = 0 eV for (a) λ = 0 meV and (b)
λ = 75 meV. The 2-Fe BZ is indicated by the dashed square. The
colors refer to dxz (red), dyz (green) and dxy (blue) orbital contribu-
tions. SOC leads to a splitting of the states at the 2-Fe BZ boundary.
As shown in (b), the inner and outer electron pockets (as seen from
the 2-Fe M point) are labeled e1 and e2, while h1, h2 and h3 refer to
the outer, middle and inner hole-pocket (as seen from the Γ point).
The definition of the pocket angle θ (with respect to the axes of the
2-Fe coordinate system) is illustrated in panel (a).
are separated by vertical and horizontal black lines for clarity,
each ‘pixel’ corresponds to the value of the pairing kernel for
the pair (kF,k′F). We note that the Fermi momenta are ordered
with respect to the Fermi pockets and increasing pocket angle.
Zoom-ins for singlet and triplet components are displayed in
Fig. 2(b) and Fig. 2(c). As mentioned above, for vanishing
SOC, and thereby full spin-rotational invariance, the pairing
kernel is fully block diagonal in singlet-triplet space and all
triplet components are identical.
We note that in the case of vanishing SOC, we omit the hat
in the notation of the pairing kernel and related quantities to
indicate that the pseudospin degree of freedom coincides with
physical spin, see Sec. S2 for details. At the chosen interaction
parameters, the most prominent features of the static RPA spin
susceptibility are broad humps around momenta Q1 and Q2.
The pairing kernel features a rich momentum structure, cor-
responding to the possible pairing solutions with increasing
degree of momentum space anisotropy. While the singlet
component only has negative values, the triplet component ex-
hibits sign changes as required by the antisymmetric nature of
the effective pairing interaction in the intraband triplet chan-
nel. As the pairing kernel is diagonal in singlet-triplet space,
the LGE for the singlet and triplet gap functions decouples and
the eigenvalue problems can be solved independently. Solv-
ing Eq. (3) allows to disentangle the complicated momentum
structure of the pairing kernel. The leading Cooper instability
is an s+− solution, as expected from the momentum structure
of the static spin susceptibility, while we observe subleading
solutions with d-wave symmetry.
To assess the effect of the interaction parameter, and
thereby the proximity of the system to an SDW instabil-
ity on the gap solutions, Fig. 3 shows the vertex plot for
U = 0.80 eV, leading to a Stoner factor of 0.91.
6(a)
(b) (c)
FIG. 2. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for µ =
0 eV, T = 0.01 eV, U = 0.50 eV and J = U/4 for vanishing SOC.
(a) Full pairing kernel in singlet-triplet space, where ς = 0 refers
to the singlet component and ς = x, y, z to the triplet components.
The colors indicate the strength and sign of the pairing kernel. (b),(c)
Singlet and triplet components of the pairing kernel. In the case of
vanishing SOC, the triplet components are all identical.
By inspection of Figs. 2 and 3, we observe changes in the
momentum structure of the pairing kernel in the singlet and
triplet channels. As an increased interaction parameter U
leads to a more pronounced peak structure of the static sus-
ceptibility, the changes in the pairing kernel can be attributed
to the gain of weight of the peaks at Q1 and Q2 relative to the
‘background’ susceptibility at other momenta.
The leading s+− and subleading d-wave solutions obtained
for interaction parameters U = 0.50 eV and U = 0.80 eV are
shown in Fig. 4, where we applied the procedure described in
Ref. 61 to obtain gap solutions ∆bς(k) from the Fermi surface
projected LGE that are defined on the entire BZ. The leading
solutions for different interaction parameters are displayed in
Figs. 4(a) and (d), respectively. The subleading solutions have
d-wave character, and display sign changes due to repulsive
interpocket interactions. As seen from Fig. 4, the subleading
d-wave solutions differ e.g. by in-phase versus out-of-phase
gap signs on the hole pockets. As mentioned above, triplet
solutions have rather small LGE eigenvalue λ for both small
and large interactions and only appear after a series of singlet
solutions.
To proceed with the analysis of the LGE solutions obtained
(a)
(b) (c)
FIG. 3. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for µ =
0 eV, T = 0.01 eV, U = 0.80 eV and J = U/4 for vanishing SOC.
(a) Full pairing kernel in singlet-triplet space. The colors indicate
the strength and sign of the pairing kernel. (b),(c) Singlet and triplet
components of the pairing kernel.
by diagonalizing the pairing kernel, we note that we can write
Mς,ς′b,b′ (kF,k′F) = λ gbR,ς(kF) gb
′
L,ς′(k
′
F) + . . . , (5)
where λ denotes the largest attractive LGE eigenvalue (here
corresponding to solutions with s+− symmetry), and the func-
tions gbL,ς(kF) and g
b
R,ς(kF) denote the corresponding left (L)
and right (R) eigenfunctions of the pairing kernel. The dots
stand for the corresponding terms of subleading LGE eigen-
values λ. We observe that a symmetric, reduced kernel can be
obtained as
mς,ς
′
b,b′ (kF,k
′
F) ≡ gbR,ς(kF) gb
′
L,ς′(k
′
F)
(
dk′
vF(k′F)
)−1
, (6)
where we factored out the eigenvalue λ, as we are mostly con-
cerned with the momentum structure rather than the overall
magnitude of the dominant pairing interaction. The symme-
try property and the factorized form of mς,ς
′
b,b′ (kF,k
′
F) imply
that the reduced kernel can be reconstructed from a function
φbς(kF) as
mς,ς
′
b,b′ (kF,k
′
F) = φ
b
ς(kF)φ
b′
ς′(k
′
F), (7)
which coincides with the right eigenfunction of the full ker-
nel. The reduced kernels for the interaction parameters U =
0.50 eV and U = 0.80 eV are shown in Fig. 5(a),(b). The
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FIG. 4. Leading and first two subleading LGE solutions for (a)-(c)
U = 0.50 eV and (d)-(f) U = 0.80 eV for vanishing SOC. The LGE
solutions are ordered according to their λ values, where λ decreases
from top to bottom in each column. All solutions shown have spin
singlet character.
reduced kernel contains, of course, the same information as
the leading LGE solution itself. Plotting the reduced kernel,
however, allows to clearly identify the dominant interactions
corresponding to the observed momentum space anisotropy
of the gap function. As we have absorbed a global minus sign
into the definition of the pairing kernel, a positive value cor-
responds to attraction, while a negative one to repulsion. As
shown in Fig. 5(a), for small interaction parameter, the effec-
tive e2 − h3 interpocket repulsion is strongest, while the in-
trapocket attraction is strongest on the e2 and h3 pockets. We
note, that nesting with Q1 and Q2 would prefer interpocket
interactions of e1−h1 and e2−h1 type. The strong repulsion
between e2 and h3 is partly explained by the fact that also mo-
menta away from the nesting vectors contribute significantly
to the effective pairing interaction.
The effective interaction features both small and large scale
variations, where the large scale variation corresponds to the
pocket index. In trying to understand the small scale variation,
we plot the product f b(kF)f b
′
(k′F)vF(kF)vF(k
′
F) in Fig. 5(c)
and observe a rather good agreement in both the large and
small scale variations of the interaction, cf. Fig. 5(a). Here,
the function f b(kF) implements the sign change of the in-
teraction between electron and hole pockets, as required by
the interpocket repulsion. The kernel blocks involving the h2
(a) (b)
(c) (d)
FIG. 5. Reduced kernel corresponding to the leading LGE eigen-
value for (a) U = 0.50 eV and (b) U = 0.80 eV. (c),(d) Are identical
and show fb(kF)fb
′
(k′F)vF(kF)vF(k
′
F) to facilitate easy compar-
ison with the reduced kernels. The function f(kF) implements a
sign change between electron and hole pockets. Within our conven-
tions for the kernel, a negative value corresponds to repulsion, while
a positive value corresponds to attraction.
pocket, however, are an exception, in that the maxima of the
reduced kernel and the simplified expression are shifted with
respect to each other.
Nevertheless, despite the rather involved procedure of ob-
taining the 2PI pairing vertex from the multiorbital RPA, the
small scale variation of the leading LGE solution with s+−
symmetry can be understood as coming from a simple Fermi
surface quantity, namely the Fermi velocity vF(kF). Con-
cretely, this implies that the maxima of |∆b0(kF)| coincide
with the maxima of vF(kF), with exception of the h2 pocket,
where it is the minima of |∆b0(kF)| that coincide with the max-
ima of vF(kF), as can be seen from the inversion of the pat-
tern in e.g. the h2-h2 block when comparing Fig. 5(a) and
Fig. 5(c). We note that while the gap amplitude on h2 has a
small variation, it is almost constant compared to the variation
on e.g. the e2 and h3 pockets. Similarly, the e1 pocket fea-
tures an almost constant gap. For the plot in Fig. 5(c), we
have simply taken f b(kF) = +1 for electron pockets and
f b(kF) = −1 for hole pockets, but neglected any further large
scale variation in the interaction strength. In the true reduced
kernel, we observe a rather strong, pocket dependent modula-
tion of the gap amplitude.
The fact that the gap amplitude in Fig. 4(a) is largest on the
e2 and h3 pockets can thus be traced back to the particular
form of the electronic dispersion around the Fermi level, to-
gether with the rather broad humps around momenta Q1 and
Q2 in the static susceptibility, allowing a wider range of mo-
menta to contribute more or less equally to the effective in-
teraction. At this point we can conclude, that there seem to
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FIG. 6. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for
µ = 0 eV, T = 0.01 eV, U = 0.50 eV and J = U/4 and
λSOC = 75 meV. (a) Full pairing kernel in pseudospin singlet-triplet
space. The colors indicate the strength and sign of the pairing ker-
nel. (b) Pseudospin singlet and pseudspin triplet (c) x, (d) y and (e)
z components of the pairing kernel. The blocks coupling pseudospin
triplet x and y sectors are not shown separately.
be two mechanisms governing the small scale variation of the
leading s+− gap function. The gaps of the singlet solution
indeed approximately follow
∆b0(kf) ≈ f b(kf)vF(kF), (8)
with an envelope function f b(kf) (which is more complicated
than our naive ansatz above) for most of the pockets, while we
find an almost constant ∆b0(kf) on e1 and h2.
Performing the same analysis for the larger interaction pa-
rameter U = 0.80 eV and comparing the corresponding re-
duced kernel, as shown in Fig. 5(b) with the pocket modu-
lated product of Fermi velocities (for convenience reproduced
in Fig. 5(d) to facilitate easy comparison), we observe that we
no longer have qualitative agreement between the naive ansatz
and the reduced kernel extracted from the leading LGE solu-
(a)
(b) (c)
(d) (e)
FIG. 7. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for
µ = 0 eV, T = 0.01 eV, U = 0.80 eV and J = U/4 and
λSOC = 75 meV. (a) Full pairing kernel in pseudospin singlet-triplet
space. The colors indicate the strength and sign of the pairing ker-
nel. (b) Pseudospin singlet and pseudspin triplet (c) x, (d) y and (e)
z components of the pairing kernel. The blocks coupling pseudospin
triplet x and y sectors are not shown separately.
tion. Indeed, the e2−h2 and h2−h2 interactions have become
dominant. We attribute this change in the structure of the in-
teraction to the increased contribution to the static suscepti-
bility from the nesting of the dxy-dominated pockets e2 and
h2 with increased interaction strength. Correspondingly, the
increased interaction strength favors a larger gap amplitude
on the h2 pocket, while the gap on the electron pockets re-
mains more or less unaffected. The increase in strength of spin
fluctuations at wavevectors Q1 and Q2, which amounts to a
decrease in the paramagnon gap for the three different para-
magnon polarization branches (with polarizations denoted by
x, y and z), concomitantly leads to a larger LGE eingevalue λ,
indicating an enhanced tendency towards a Cooper instability.
Finite SOC, λSOC 6= 0. Having analyzed the case of van-
9ishing SOC to establish a baseline for comparison, we now
turn to finite SOC. While we have produced and analyzed
numerical data for a range of values for λSOC between 25
and 100 meV, we will focus on presenting results obtained for
λSOC = 75 meV. For the considered range of SOC values,
the results turned out to be qualitatively similar, with only
small SOC-induced quantitative differences. The Fermi sur-
face of the electronic system with λSOC = 75 meV is shown
in Fig. 1(b). The main effect of SOC is to split the electronic
states on the boundary of the 2-Fe BZ. Further, SOC tends to
enhance the orbital mixing of eigenstates of the quadratic part
of the electronic Hamiltonian. By comparing the Fermi sur-
faces for vanishing and finite SOC, see Fig. 1(a) and Fig. 1(b),
it is obvious, that for fixed chemical potential, SOC leads to a
deformation of both electron and hole pockets.
As reported previously by us49, the changes in the elec-
tronic bandstructure together with the SOC-induced alteration
of the electronic single-particle states lead to a polarization-
dependent differentiation of the energy gaps of the three dif-
ferent paramagnon branches (see Sec. S5 for an example). For
the current value of the chemical potential, µ0 = 0 eV, it is the
excitations with x polarization which have the smallest gap,
and thereby the corresponding component of the static suscep-
tibility has the largest peaks at Q1. The gap for y-polarized
excitations is largest, with the gap for out-of-plane excitations
falling in between the two other values. At Q2, the hierar-
chy of excitation gaps and susceptibility peaks of magnetic
in-plane excitations is swapped, as dictated by C4 symmetry,
i.e., rotation of orbital, spin and lattice by an angle of pi/2. We
note, that due to finite SOC, symmetry transformations acting
on orbital and lattice entail a simultaneous transformation of
the spin degree of freedom.
In Figs. 6 and 7 we show the resulting pairing kernels
in pseudospin singlet-triplet space for interaction parameters
U = 0.50 eV and U = 0.80 eV, respectively. Besides small-
scale changes in the momentum-space details of the effective
(pseudo-)spin singlet and triplet interactions, the most promi-
nent change is the coupling of pseudospin triplet-x and -y sec-
tors. Without SOC, the triplet solutions feature a six-fold de-
generacy (two symmetry-related momentum-space form fac-
tors and three independent directions for the d-vector). In the
presence of SOC, we find this degeneracy to be lifted. The
pseudospin triplet-z component and the x, y components are
no longer identical, see Figs. 6(c)-(e) and 7(c)-(e). The ad-
ditional x-y coupling lifts the degeneracy between helical so-
lutions with in-plane d-vector. While triplet solutions in the
triplet-z channel display a residual degeneracy, possible chiral
solutions in the pseudospin triplet-z channel seem to be dis-
favoured by SOC: While increasing SOC leads to an enhanced
LGE eigenvalue of helical solutions, there is no sign of a pos-
sible chiral solution among the first eighteen LGE solutions.
The helical solutions, however, never become leading, even as
the system approaches the SDW instability (which typically
leads to an enhanced anisotropy in spin-fluctuations, as only
a single paramagnon branch with a specific polarization chan-
nel becomes gapless and eventually leads to condensation of
magnetic order)49.
We note, that while it is possible to transform the Fermi
(a) (d)
(b) (e)
(c) (f)
FIG. 8. Leading and first two subleading LGE solutions for (a)-(c)
U = 0.50 eV and (d)-(f) U = 0.80 eV for λSOC = 75 meV. The
LGE solutions are ordered according to their λ values, where λ de-
creases from top to bottom in each column. All solutions shown have
spin singlet character.
surface projected pairing kernel back to spin singlet-triplet
space, this would ultimately blow up the representation of the
problem, as due to the presence of SOC, working with phys-
ical spin necessitates working in sublattice ⊗ orbital space as
well. In such a representation, additional spin singlet-triplet
couplings would appear. In this sense, the adaption of the
LGE to pseudospin space corresponds to the most economical
representation of the Fermi surface projected pairing prob-
lem, especially as pseudospin singlet and triplet sectors re-
main uncoupled, and the LGE problems can, in principle, still
be solved independently.
The first few associated leading gap solutions (all pseu-
dospin singlet) are shown in Fig. 8. For both interaction val-
ues, the leading solution is still of s+− type, now in the pseu-
dospin singlet channel, see Fig. 8(a) and (d). In fact, sweeping
a rather large window of SOC and interaction parameters, the
s+− pseudospin singlet solution always turned out to be the
leading solution for the current level of the chemical poten-
tial. Increasing the interaction has the same tendency as in the
case of vanishing SOC, namely to enhance the gap on the dxy
dominated hole pocket. Overall, however, this effect is less
pronounced in the presence of SOC. In fact, two mechanism
are at play. We observe that the LGE eigenvalue λ for the s+−
solution is slightly suppressed due to finite SOC for fixed in-
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FIG. 9. Reduced kernel corresponding to the leading LGE eigen-
value for (a) U = 0.50 eV and (b) U = 0.80 eV with fi-
nite SOC, λSOC = 75 meV. (c),(d) Are identical and show
fb(kF)f
b′(k′F)vF(kF)vF(k
′
F) to facilitate easy comparison with
the reduced kernels. The function f(kF) implements a sign change
between electron and hole pockets. Within our definitions, a negative
value corresponds to repulsion, while a positive value corresponds to
attraction.
teraction strength. This suppression can be understood by the
polarization dependent differentiation of spin fluctuations that
mediate the pairing interaction. While the spin fluctuations
with x polarization are strongest at Q1 (and in fact slightly
enhanced compared to the case without SOC), the fluctua-
tions in the other two polarization channels are suppressed,
and thereby contribute less to the effective pairing interaction.
Further, the enhanced mixing of orbital character of the
electronic Fermi surface states due to SOC tends to smear out
the strong, interaction enhanced dxy contribution to the pair-
ing interaction across the pockets, and thereby tends to gener-
ate a more uniform gap amplitude. As before, the maxima of
the gap amplitude on most of the pockets follow the angular
variation of the Fermi velocity, see Fig. 9 where we again plot
the reduced pairing kernel corresponding to the leading ker-
nel eigenfunction. In line with the changes discussed above,
we observe a rather uniform interaction structure, albeit with
dominant intra-e2, intra-h3 and inter e2-h3 components. The
subleading solutions display d-wave character, where SOC
seemingly stabilizes the shown form factors (see. Fig. 8(b),(c)
and (e),(f)) against changes due to increased interaction.
Having obtained the LGE solution, we can in principle con-
struct the corresponding spin singlet and triplet pairing fields
in sublattice ⊗ orbital space (see Sec. S1 for the transfor-
mation rule). In Sec. S5, we show a subset of the resulting
10× 10 form factors in spin singlet and triplet channels with-
out and with SOC, as generated from transforming the s+−
form factor of the leading pseudospin singlet solution. Ana-
lyzing the orbital structure of the spin singlet pairing fields,
we find the intraorbital dxz , dyz and dxy elements to be dom-
inant. Given the orbital character of the Fermi surface states
(see Fig. 1), this observation is not overly surprising. Interest-
ingly, the intersublattice components feature a different phase
structure than the intrasublattice ones. The physical spin d-
vector of the spin triplet component is basically purely in-
plane. The triplet-x pairing fields are dominated by intra-
dxy and inter dxz-dxy components, while the triplet-y pair-
ing fields have dominant interorbital components of dyz-dxy
type. The intra- and intersublattice components again feature
subtle differences in the detailed phase structure of the pair-
ing fields. The sizable triplet form factors are rather sparse,
but for λSOC = 75meV, the largest triplet pairing amplitudes
can be as large as 60 % of the maximum of the singlet am-
plitude. We note, that a smearing procedure as described in
Ref. 61 and employed in Ref. 54 tends to decrease the triplet
component upon increasing the energy cutoff.
To gain a better understanding of the influence of spin-
fluctuation anisotropy on the pairing solution, we analyzed the
LGE in the presence of SOC with a modified, spin-isotropic
pairing kernel. The irreducible particle-hole bubble entering
the RPA resummation in the construction of the pairing kernel
can be split into spin isotropic and anisotropic contributions,
see Ref. 49. The resulting RPA correlation function inher-
its the spin isotropy from the irreducible bubble and is then
dressed by orbital-to-band matrix elements (obtained with fi-
nite SOC). Interestingly, the resulting pairing kernel, despite
the absence of any spin anisotropy in the spin fluctuations,
still features the same overall structure as shown previously in
Figs. 6 and 7. The coupling of pseudospin triplet-x and triplet-
y components is thus an effect due to the orbital-to-band ma-
trix elements, which also encode the relation between physical
spin and the pseudospin degree of freedom. In the isotropic
approximation, we observe the same tendency towards a more
uniform gap amplitude as in the calculation with the full pair-
ing kernel.
2. Hole-Doped System
In the following, we will present our numerical results for
the case of a hole-doped system. The case of a lightly doped
system will be touched upon only briefly, as the influence of
SOC and interaction parameters on the leading and sublead-
ing LGE solutions has the same tendencies as presented in
Sec. IV A 1 for the undoped system. The strongly hole-doped
case, however, features drastic changes in the Fermi surface
topology, and, as we will discuss in more detail below, ex-
hibits strong tendencies toward pseudospin triplet solutions.
The results for the leading LGE solutions (without and
with SOC) for the lightly hole-doped system with a chemi-
cal potential µ0 = −45 meV and interaction parameter U =
0.70 eV are shown in Fig. 10. We chose a smaller interaction
parameter as without SOC, since the value of 0.80 eV can-
not be reached without encountering an SDW instability. The
Stoner factor for U = 0.70 eV and λSOC = 0 meV is 0.88 and
therefore slightly smaller than for the undoped system with
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FIG. 10. Leading and first two subleading LGE solutions of the
lightly hole-doped system for U = 0.70 eV with (a)-(c) λSOC =
0 meV and (d)-(f) λSOC = 75 meV, respectively. The LGE solutions
are ordered according to their λ values, where λ decreases from top
to bottom in each column. All solutions shown have pseudospin sin-
glet character.
U = 0.80 eV. As the small shift in chemical potential induces
only small changes compared to the undoped case, we do not
show the Fermi surface for the lightly doped system. For the
leading gap solution, the major difference to the undoped sys-
tem is an enhanced momentum space anisotropy on the hole
pockets. Finite SOC tends to decrease the anisotropy on the
hole pockets. We further note, that while hole doping leads
to a change in the magnetic anisotropy, where the z-axis po-
larized magnetic fluctuations become dominant, the dominant
polarization is in fact rather irrelevant to details of the gap so-
lution.
The orbital and spin singlet/triplet character of the s+− so-
lution features the same characteristics as in the undoped case.
Overall, it seems that the changes in the gap solutions due to
a shift of the chemical potential by µ0 = −45 meV are rather
robust with respect to inclusion of SOC.
More drastic changes, however, can be observed when
moving to the heavily hole-doped case, where we take µ0 =
−150 meV, see Fig. 11 for the corresponding Fermi surfaces.
While the orbitally resolved spectral function at the chemical
potential µ0, as displayed in Fig. 11, shows a finite weight
close to the corners of the 2-Fe BZ, we neglected these tiny
pockets in the treatment of the pairing problem, and focussed
FIG. 11. Normal state Fermi surfaces of the heavily hole-doped
generic FeSC band in the 1-Fe BZ ((Kx,Ky) denotes momenta in
the 1-Fe BZ coordinate system) extracted from the orbitally resolved
contributions to the electronic spectral function with µ0 = −150 eV
for (a) λ = 0 meV and (b) λ = 75 meV. The 2-Fe BZ is indicated
by the dashed square. The colors refer to dxz (red), dyz (green) and
dxy (blue) orbital contributions. SOC leads to a splitting of the states
at the 2-Fe BZ boundary. As shown in (b), the labels h1, h2 and h3
refer to the outer, middle and inner hole-pocket (as seen from the Γ
point).
only the three hole pockets around the Γ point. The outer (h1)
and middle (h2) hole pockets fall almost on top of each other,
as can be seen in Fig. 11(a). With finite SOC, the correspond-
ing states repel one another. This repulsion brings about a
much more rounded off middle pocket. The orbital compo-
sition of the electronic states is qualitatively the same as in
the undoped and lightly hole-doped cases, with strong orbital
mixing for finite SOC.
Considering the static spin susceptibility at momenta con-
tributing to the Fermi surface projected LGE, the dominant,
contributing spin fluctuations can be identified to be approx-
imately located at the wavevectors (2/3pi, 0) and (0, 2/3pi).
We note, that the contributing momenta are concentrated in a
small region in momentum space, roughly corresponding to
a circle with radius 2/3pi. Small momenta contribute rela-
tively strongly to the pairing kernel in the parameter regime
under investigation. The resulting pairing kernels without and
with SOC are shown in Figs. 12 and Figs. 13, respectively. At
finite SOC, the z-axis polarized magnetic fluctuations domi-
nate, as in the lightly hole-doped system. The resulting mag-
netic anisotropy, however, is rather small for the chosen inter-
action parameters.
Both pairing kernels feature strong intra h2 interactions in
the (pseudo-)spin singlet channel, as well as strong intra h2
and intra h3 interactions in the (pseudo-)spin triplet channel.
In the case with finite SOC, the usual pseudospin triplet-x
triplet-y coupling appears. In both cases, the leading LGE
solutions are of d-wave type, as shown in Fig. 14(a) and (d).
The subleading solutions, however, are much more sensitive
to finite SOC as in the undoped and lightly doped cases. While
for λSOC = 0 meV the first few subleading solutions are all of
spin singlet type, finite SOC λSOC ≥ 50 meV and strong lo-
cal repulsion U ≥ 0.80 eV put a strongly anisotropic, helical
triplet solution in the place with 2nd largest LGE eigenvalue,
see Fig. 14(e),(f). While our analysis is quantitatively not re-
12
(a)
(b) (c)
FIG. 12. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for µ =
−150 meV, T = 0.01 eV, U = 0.80 eV and J = U/4 and λSOC =
0 meV. (a) Full pairing kernel in spin singlet-triplet space. The colors
indicate the strength and sign of the pairing kernel. (b) Spin singlet
and (c) spin triplet components of the pairing kernel.
liable with respect to the LGE eigenvalues λ, we note that the
subleading triplet solution starts out with a λ which is smaller
than the leading LGE eigenvalue by a factor of two. Sweep-
ing a large window of SOC strength and interaction parame-
ter values, we observe that the pseudospin triplet solution can
become the leading instability, but in a rather narrow parame-
ter window close to an SDW instability for λSOC = 75 meV.
Upon further increase of the interaction parameter, the pseu-
dospin triplet solution is rendered subleading again. Judging
from the observed dependence of the leading solution on the
interaction parameter, it appears as if the triplet solution be-
comes leading by accident. It is possible, however, that the
pseudospin triplet solution can be stabilized by further de-
crease of temperature or finite-energy and inter-band contribu-
tions to the pairing problem, which are neglected in our Fermi
surface projected version of the LGE. We finally note, that due
to SOC, the degeneracies of solutions with triplet character are
lifted (with a residual twofold degeneracy in the pseudo-spin
triplet-z channel). On the level of the static spin susceptibility,
we trace the enhanced tendency toward an odd parity solution
back to the increased weight of small momentum spin fluctu-
ations.
Returning to the (pseudo-)spin singlet solution of d-wave
type, we note that the maxima of the gap amplitudes on both
the h1 and the h2 pocket follow the maxima of the Fermi ve-
locity as a function of the pocket angle, while on h3 the pocket
(a)
(b) (c)
(d) (e)
FIG. 13. Visualization of the pairing kernel entering the LGE.
The spin-fluctuation mediated pairing interaction was determined for
µ = −150 meV, T = 0.01 eV, U = 0.80 eV and J = U/4 and
λSOC = 75 meV. (a) Full pairing kernel in pseudospin singlet-triplet
space. The colors indicate the strength and sign of the pairing kernel.
(b) Pseudospin singlet and pseudospin triplet (c) x, (d) y and (e) z
components of the pairing kernel. The blocks coupling pseudospin
triplet x and y sectors are not shown separately.
angles for amplitude maxima coincide with those of Fermi
velocity minima. The d-wave solution and the described gap
amplitude appear to be robust with respect to the inclusion
of SOC and variations in the interaction parameter. Analyz-
ing the orbital and spin structure of the d-wave solution (see
Sec. S5), we again find large spin-triplet components. The
spin singlet is dominated by intra-orbital dxz , dyz and d3z2−r2
contributions, with intra-dxy contributions being subleading.
The largest interorbital components can be found for dxz/dyz
- d3z2−r2 components. The orbital structure in the spin-triplet
component is similar to the one in the singlet component.
Recently, another pairing scenario for systems with simi-
lar Fermi surface topology as for the heavily hole-doped sys-
tem was suggested and analyzed46. It was argued, that under
certain conditions, the effective pairing interaction can be un-
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FIG. 14. (a)-(c) Leading and first two subleading LGE solutions with
pseudospin singlet character of the heavily hole-doped system for
U = 0.80 eV with λSOC = 0 meV. (d) Leading d-wave solution
and (e),(f) pseudospin triplet-x and y components of the subleading
helical triplet LGE solution for λSOC = 75 meV. The form factors of
the two triplet components are related by a C4 transformation. The
interpolation scheme generates small contributions of the gap on the
neglected electron pockets in the corners of the 2-Fe BZ.
derstood to arise from renormalized interaction parameters.
Upon inclusion of SOC, the authors of Ref. 46 found from an
analysis of the gap equation, that in a certain parameter win-
dow, a superconducting order parameter with a finite and dom-
inant triplet component is stabilized. Interband contributions
to the gap equation were argued to be relevant for the genera-
tion of a finite Tc (at the level of the involved approximations).
While our analysis at the level of the Fermi surface projected
LGE can, according to the arguments presented in Ref. 46,
not produce a finite Tc, we found it worthwhile to generate
a pairing kernel from renormalized interactions, as described
in Ref. 46, and analyze the corresponding pseudospin triplet
solution in our multiorbital formalism. The result can then be
compared to the prediction for the order parameter obtained
from the spin-fluctuation mechanism at the RPA level, see
Fig. 14.
By adjusting the value of U ′, while keeping U , J and
J ′ fixed, we can set up the LGE with the pairing kernel
arising from a renormalized Hubbard-Hund type interaction,
where the spin-fluctuation contribution is dropped completely,
see Sec. S4. We parameterize the interorbital repulsion as
(a) (b)
(c)
FIG. 15. (a),(b) Leading, degenerate gap solutions in pseudospin
triplet-z channel obtained for Vafek-Chubukov-type interactions
with δ = 15 meV, T = 0.01 eV, µ0 = −150 meV, U = 0.50 eV,
J = U/4 for λSOC = 50 meV. (c) Leading pseudospin singlet so-
lution for λSOC = 75 meV and otherwise same parameters as in
(a),(b). The interpolation scheme generates small contributions of
the gap on the neglected electron pockets in the corners of the 2-Fe
BZ.
U ′ = J − δ, where an attractive interaction is possible for
δ > 0. Solving the LGE, we indeed find a leading triplet so-
lution with small but positive λ, signalling a potential Cooper
instability. We note, that even at λSOC = 0 meV, the LGE so-
lutions supported by the pairing vertex described above have
spin triplet character. Increasing δ for otherwise fixed param-
eters increases the LGE eigenvalues, but has otherwise no ef-
fect on the gap solutions.
Switching on SOC, we again observe the splitting of triplet
solutions and removal of degeneracies for solutions with in-
plane d-vector, while the triplet-z channel still features a
residual twofold degeneracy. Indeed, the leading pseudospin
triplet solution has a d-vector aligned with the z-axis in pseu-
dospin space. The momentum space structure of the degener-
ate triplet-z solutions is shown in Fig. 15(a),(b). Interestingly,
increasing both SOC and δ eventually favor a pseudospin sin-
glet solution of d-wave type with an interpocket phase struc-
ture corresponding to interpocket repulsion, see Fig. 15(c),
while the triplet solutions are rendered subleading.
To conclude, the spin-fluctuation mediated pairing scenario
and the renormalized interaction parameter scenario produce
rather different LGE solutions in both singlet and triplet chan-
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FIG. 16. Normal state Fermi surfaces of the electron doped generic
FeSC band in the 1-Fe BZ ((Kx,Ky) denotes momenta in the 1-Fe
BZ coordinate system) extracted from the orbitally resolved contri-
butions to the electronic spectral function with µ0 = 20 eV for (a)
λ = 0 meV and (b) λ = 75 meV. The 2-Fe BZ is indicated by the
dashed square. The colors refer to dxz (red), dyz (green) and dxy
(blue) orbital contributions. SOC leads to a splitting of the states at
the 2-Fe BZ boundary. The labels h1, h2 and h3 refer to the outer,
middle and inner hole-pocket (as seen from the Γ point).
nels.
3. Electron-Doped System
Having presented results for undoped and hole-doped sys-
tems in Sec. IV A 1 and Sec. IV A 2, respectively, we now
move on to our results obtained for the electron doped case.
Here, we skip the discussion of the lightly electron-doped
case, as neither the magnetic anisotropy nor the Fermi surface
display notable changes compared to the undoped case. Con-
sidering a chemical potential of µ0 = 20 meV, however, leads
to a Fermi surface with (almost overlapping) small hole and
large electron pockets, where the dxy dominated hole pocket
centered around Γ has been pushed below the chemical poten-
tial.
The Fermi surfaces without and with SOC are displayed in
Fig. 16. As can be seen in Fig. 16(a), for vanishing SOC, the
hole pockets (outer: h1, inner: h2) are located very close to
each other in momentum space. The electron pockets cen-
tered around the corners of the 2-Fe BZ feature a squarish
dxy dominated inner pocket (e1), and almost circular dxz/dyz
dominated outer pockets (e2). Finite SOC splits the bands
giving rise to the hole pockets and thereby generates a larger
momentum space separation, cf. Fig 16(b). The usual split-
ting of the electronic states on the 2-Fe BZ boundary leads to a
mixed orbital character close to the λSOC = 0 eV degeneracy
points.
Due to the changes in the shape of the Fermi surface, the
static spin susceptibility for momenta relevant for the Fermi
surface projected LGE now approximately peaks at wavevec-
tor (pi/2,
√
3pi/2) and the three other wavevectors related
by C4 rotations, see Sec. S5. For the interaction parame-
ter U = 0.80 eV, the system is still not particularly close to
a magnetic instability (at least for an SDW instability with
(a)
(b) (c)
FIG. 17. Visualization of the pairing kernel entering the LGE. The
spin-fluctuation mediated pairing interaction was determined for µ =
20 meV, T = 0.01 eV, U = 0.80 eV and J = U/4 and λSOC =
0 meV. (a) Full pairing kernel in spin singlet-triplet space. The colors
indicate the strength and sign of the pairing kernel. (b) Spin singlet
and (c) spin triplet components of the pairing kernel.
one of the wavevectors entering the Fermi surface projected
LGE), as indicated by a Stoner factor of about 0.69. Cor-
respondingly, the static susceptibility at other momenta can
still be considered to be comparatively large. The momentum
structure of the static susceptibility does not change drasti-
cally upon switching on SOC, but the peak position is slightly
shifted. The ensuing magnetic anisotropy favors magnetic
fluctuations with in-plane polarization with equal components
in x and y polarization in a star-shaped momentum space re-
gion, while the remaining regions of momentum space have
dominant z-axis polarization, see Sec. S5.
The pairing kernels for the electron-doped system without
and with SOC are shown in Fig. 17 and Fig. 18 for interaction
parameter U = 0.80 eV, respectively. The (pseudo-)spin sin-
glet components of the kernels do not appear to be drastically
different. The gap solutions corresponding to these kernels
are collected in Fig. 19. Both for vanishing and finite SOC,
the first few attractive LGE solutions have (pseudo-)spin sin-
glet character. We observe that finite SOC has the effect of
pushing the pseudospin triplet solution slightly higher in the
hierarchy of LGE solutions, but even for λSOC = 100 meV
and U = 0.80 eV, the pseudospin triplet solution corresponds
to the 5th LGE eigenvalue.
For vanishing SOC, the leading solution displays a d-wave
symmetry, with sign changes between the two electron and
the two hole pockets, where the sign of the superconduct-
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(a)
(b) (c)
(d) (e)
FIG. 18. Visualization of the pairing kernel entering the LGE.
The spin-fluctuation mediated pairing interaction was determined for
µ = 20 meV, T = 0.01 eV, U = 0.80 eV and J = U/4 and
λSOC = 75 meV. (a) Full pairing kernel in pseudospin singlet-triplet
space. The colors indicate the strength and sign of the pairing ker-
nel. (b) Pseudospin singlet and pseudspin triplet (c) x, (d) y and (e)
z components of the pairing kernel. The blocks coupling pseudospin
triplet x and y sectors are not shown separately.
ing order parameter on the outer (inner) hole pocket is the
same as on the outer (inner) electron pockets. The d-wave
solution is followed by a subleading solution with s+− char-
acter, where, however, the inner electron pocket e1 features
accidental nodes. The gap on the small hole pockets is basi-
cally constant. We further observe, that at finite SOC these
two solutions are swapped, and the s+− solution is rendered
the leading Cooper instability in the pseudospin singlet chan-
nel. The swap can be read off from comparing the two
columns of Fig. 19, where the first column (Fig. 19(a)-(c))
shows the first three solutions for vanishing SOC, and the
second column (Fig. 19(d)-(f)) the gap solutions obtained for
λSOC = 75 meV. The gap amplitude on the pocket e1 has
maxima that correspond to the maxima of the Fermi velocity,
while on e2 the maxima in the gap amplitude coincide with
(a) (d)
(b) (e)
(c) (f)
FIG. 19. Leading and first two subleading LGE solutions of the heav-
ily electron-doped system for U = 0.80 eV with (a)-(c) λSOC =
0 meV and (d)-(f) λSOC = 75 meV, respectively. The LGE solutions
are ordered according to their λ values, where λ decreases from top
to bottom in each column. All solutions shown have pseudospin sin-
glet character.
the Fermi velocity minima. The gap on the hole pockets h1
and h2 is, as mentioned above, constant.
We note, that the same behavior as a function of SOC is
observed for a higher level of electron doping. We addi-
tionally investigated in detail the gap solutions as a function
of SOC and interaction strength for a chemical potential of
µ0 = 25 eV, which, for vanishing SOC, realizes a Fermi sur-
face comprised of only electron pockets. As SOC increases,
small hole pockets open up around the Γ point and the leading
d-wave solution is replaced by the s+− solution.
In terms of orbital composition, for vanishing SOC, the spin
singlet d-wave solution is dominated by intra-dxz and intra
dxz components, with intra dxy and inter dxz/dyz-dxy being
subleading components. For SOC strength λSOC = 75 meV,
the intra dxy and inter dxz/dyz-dxy components of the spin
singlet part are weakened compared to the intra dxz and dyz
components. For the electron-doped system, the largest am-
plitudes of the spin triplet part grow only as large as 25 % of
the largest amplitudes of the spin singlet part. This suggests
that undoped and hole-doped systems have a larger propen-
sity to the formation of a sizable spin triplet component in the
presence of SOC. The orbital composition of the spin triplet
component has the same characteristics as encountered for the
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undoped and hole-doped systems, namely dominant inter dxz
- dxy components in the triplet-x and inter dyz-dxy compo-
nents in the triplet-y channel.
B. FeSe
Despite its structural simplicity and structural similarity
to the pnictides, the chalcogenide FeSe has rather distinct
electronic properties28,29. Several experimental and theoret-
ical studies indicate the importance of both local and non-
local correlation effects beyond a DFT treatment in this mate-
rial62,63. While local correlations (as described by DMFT) are
believed to be mainly responsible for orbital selective mass-
and quasiparticle renormalizations64, non-local correlations,
as arising from the self-energy feedback of collective exci-
tations, might play a role in the rather drastic Fermi surface
renormalization observed in FeSe relative to shape and size of
the Fermi surface as predicted by DFT+LDA calculations38,39.
To establish a weak-coupling baseline for further research on
the interplay of SOC and correlations in FeSe, we will briefly
present our numerical results obtained in the weak-coupling
RPA approach for the spin-fluctuation mediated pairing prob-
lem, even though we find a low-energy spin fluctuation spec-
trum that is incompatible with experiment. Further, we will
analyze the pairing problem in the non-nematic, tetragonal
state of the system, while FeSe features a transition to a
nematic, orthorhombic state, from which superconductivity
eventually emerges upon a lowering temperature.
In order to incorporate the aforementioned Fermi surface
renormalization, we apply the self-consistent procedure de-
scribed in Ref. 39, in order to produce hopping renormaliza-
tions arising from the exchange self-energy in a mean-field
treatment of a non-local, nearest-neighbor repulsion. The cor-
responding mean-field Hamiltonian is obtained for vanishing
SOC. For finite SOC, we simply add HSOC (see Eq. (2)) to
the hopping part of the Hamiltonian containing the mean-field
corrections.
The resulting Fermi surfaces of our FeSe model are dis-
played in Fig. 20. For both vanishing and finite SOC, the
Fermi surfaces feature two hole pockets around the Γ point
and the FeSe-typical clover-leaf shaped electron pockets in
the corners of the 2-Fe BZ, see Fig. 20(a). The tips of the
clover-leafs have dominant dxy orbital character, while the
hole pockets and the remaining clover-leaf structure are domi-
nated by dxz and dyz orbitals. As described already above for
the LaFeAsO model, the SOC-induced splitting at the Γ point
pushes the hole pockets apart, see Fig. 20(b).
Analyzing the static susceptibility for the FeSe model ex-
poses the known weakness of weak-coupling calculations for
FeSe65: The peak of the susceptibility (at momenta contribut-
ing to the Fermi surface projected LGE) is located in the
vicinity of (pi, pi) (in 1-Fe notation), see Sec. S6, rather than
Q1 = (pi, 0) and Q2 = (0, pi) as observed in inelastic neu-
tron scattering experiments66–69. Nevertheless, for the pur-
pose of understanding the role of SOC on pairing in FeSe from
a weak-coupling perspective, we produce the corresponding
pairing kernels for vanishing and finite SOC and solve the
FIG. 20. Normal state Fermi surfaces of the FeSe model in the 1-Fe
BZ ((Kx,Ky) denotes momenta in the 1-Fe BZ coordinate system)
extracted from the orbitally resolved contributions to the electronic
spectral function with µ0 = 0 eV for (a) λ = 0 meV and (b) λ =
75 meV. The 2-Fe BZ is indicated by the dashed square. The colors
refer to dxz (red), dyz (green) and dxy (blue) orbital contributions.
SOC leads to a splitting of the states at the 2-Fe BZ boundary. As
shown in (b), the labels h1, h2 refer to the outer and inner hole-
pocket (as seen from the Γ point), while e1 and e2 refer to the inner
and outer electron pocket (as seen from the M point).
resulting LGE. Here, we limit the discussion to interaction
parameter U = 1.30 eV. This choice for the local repulsion,
yielding a Stoner factor of 0.94, brings the system close to
an SDW. For smaller values of the interaction parameter U ,
the peak close to (pi, pi) is reduced in height, and becomes
comparable to the peaks in the vicinity of wavevectors Q1
and Q2. When switching on SOC, the most prominent ef-
fect on the pseudospin singlet pairing kernel is the change in
the pocket sizes (with the small pocket e1 being absent for
λSOC = 75 meV), the momentum-space pattern of the kernel,
however, remains more or less the same (not shown).
The leading and first subleading LGE solution for interac-
tion parameter U = 1.30 eV without (first column) and with
SOC (second column) are shown in Fig. 21. The leading solu-
tion has s+− character in both cases, with the subleading solu-
tion being of d-wave symmetry. For vanishing SOC, the s+−
solution has accidental nodes close to the clover-leaf tips, with
the gap maxima on the electron pockets being located at the
base of the leafs, see Fig. 21(a). SOC has the effect of moving
the nodes closer to the tip, while the positions of the gap max-
ima remain unaltered, see Fig. 21(b). In fact, the nodes are so
close to each other, and the gap amplitude between the nodes
is so small, that the gap region of opposite sign on the elec-
tron pocket is basically invisible in Fig. 21(b). We note that
for smaller interaction parameter U , the location of the nodes
on the electron pockets move slightly outward in the case of
vanishing SOC. The shrinking of the internodal region due to
SOC appears to be robust with respect to variations in the in-
teraction parameter. For our FeSe model, the gap variation in
terms of the position of amplitude maxima for the s+− solu-
tion does not follow the maxima of the Fermi velocity. Rather,
it is the internodal region that coincides with the maximum of
the Fermi velocity on the electron pocket. Both without and
with SOC, the gap amplitude on the hole pockets is constant,
with the larger amplitude being found on the inner pocket h2.
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(a) (c)
(b) (d)
FIG. 21. Leading and first subleading LGE solutions of the FeSe
model for U = 1.30 eV with (a)-(c) λSOC = 0 meV and (d)-(f)
λSOC = 75 meV, respectively. The LGE solutions are ordered ac-
cording to their λ values, where λ decreases from top to bottom in
each column. All solutions shown have pseudospin singlet character.
The most striking SOC-induced change for the subleading d-
wave solution is the small amplitude of the gap on the inner
hole pocket.
In terms of its orbital and spin structure, the s+− solution
features dominant intra-orbital dxz and dyz components in the
singlet part. The triplet-x and -y parts are dominated by inter
dxz-dyz components, with strong but subleading inter dxz-dxy
components for the triplet-x and inter dyz-dxy components to
the triplet-y part, respectively. The largest spin triplet ampli-
tudes reach about 30% of the largest spin singlet amplitudes.
The main conclusion we draw from the results shown in
Fig. 21 is that, despite the presence of only tiny Fermi surface
pockets, SOC does not induce qualitatively new gap features.
While the analysis above was not as material-specific as sev-
eral other recent theoretical investigations31–37, it highlights
the role of unusual electronic effects (beyond SOC) generating
the experimentally detected peculiar gap structure of FeSe14.
Current possibilities include, for example, orbital selective ef-
fects driven by strong electron interactions,37 or severe Fermi
surface modifications imposed by the nematic order at low
temperatures70.
V. SUMMARY
In this work, we have analyzed the influence of SOC on
the leading and subleading solutions of the Fermi surface-
projected linearized gap equation for superconducting in-
stabilities relevant iron-based superconductors, assuming a
weak-coupling pairing kernel arising from spin fluctuations.
We have carried out an extensive parameter scan in terms of
bandstructure, the strength of SOC, and the interaction param-
eter U , parameterizing the strength of the local intraorbital
repulsion. Here, we presented a selection of our numerical
results. For the generic FeSCs band model, we additionally
analyzed the doping dependence of the gap solutions and their
momentum space anisotropy and the interplay of changes in
the Fermi surface and the concomitant changes in the behavior
of low-energy spin fluctuations.
Not unexpectedly, we found that the momentum structure
of the static spin susceptibility determines the symmetry of
the Cooper instability. Despite the complexity of the pairing
kernel, as evidenced by its fine grained momentum structure,
we found that certain details of the gap anisotropy seem to be
simply related to the variation of the Fermi velocity along the
hole and electron pockets. We could identify three cases: 1)
the location of maxima in the gap amplitude coincides with
the location of maxima in the Fermi velocity, 2) the location
of maxima in the gap amplitude coincides with the location of
minima in the Fermi velocity and 3) the gap is constant and
features no variation as a function of the pocket angle.
It is known that at the level of the electronic structure, SOC
basically entangles spin, orbital and momentum degrees of
freedom. At the level of the collective spin fluctuations of
the electronic system, these SOC-induced changes in the elec-
tronic structure translate to a momentum dependent magnetic
anisotropy, i.e., paramagnon branches with different polariza-
tion have different dispersion relation due to SOC. Analyzing
the LGE with SOC included, we found that while the mag-
netic anisotropy has an influence on the size of the values of
the LGE eigenvalues and thereby the value of Tc, the magnetic
anisotropy entering through spin fluctuations has no decisive
influence on the overall structure of the pairing kernel, nor the
resulting gap solutions. Rather, it is the orbital-to-band ma-
trix elements, which encode the entangled structure of spin,
orbital and momentum degrees of freedom, which are crucial
for the structure of the pairing kernel. We note, that the sit-
uation would indeed be more complicated, if the anisotropic
part of the susceptibility featured an additional, pronounced
momentum structure not present in the isotropic case. We
find, however, that no additional peaks are generated in the
presence of SOC. Small shifts in the peak positions due to
SOC-induced changes in the Fermi surface are not sufficient
to generate drastic changes in the pairing kernel that could
possibly alter the leading Cooper instability.
Most interestingly, perhaps, we found that the spin triplet
components of the leading s+− pseudospin singlet solutions
can acquire quite sizable gap amplitude, where the strength
of the spin triplet component depends on details such as the
doping level. In addition, we conclude that SOC can gener-
ate a helical triplet pairing state for realistic parameters in the
strongly hole-doped case. SOC was also shown to favor s+−
superconductivity over d-wave pairing in the case of strongly
electron-doped systems.
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1Supplementary Material: “Effects of spin-orbit coupling on spin-fluctuation induced pairing in
iron-based superconductors”
S1. BDG HAMILTONIAN AND NAMBU-GORKOV GREENS FUNCTION
In order to provide a complete and consistent account of all conventions employed to obtain the results described in the main
text, we start out with providing a definition of the the Bogoliubov-de-Gennes (BdG) Hamiltonian for a spin-orbit coupled
superconductor and the corresponding Nambu-Gorkov Greens function. We begin with representing the quadratic part of the
normal-state Hamiltonian, H0, in momentum space, where we define the Fourier-transformed fermionic operators as
cklµσ =
1√N
∑
i
eik·(ri+δl) cliµσ, c
†
klµσ =
1√N
∑
i
e−ik·(ri+δl) c†liµσ. (S1)
In the equations above, the sum runs over lattice sites, ri denotes the lattice vector corresponding to the ith unit cell and δl denotes
an intra-unitcell vector referencing the relative positions of the two Fe atoms. The non-interacting Hamiltonian H0 +HSOC, see
Eq. (1) and Eq. (2), can then be written as
H0 +HSOC =
∑
k,l,l′,σ,σ′
c†klµσ [h(k)]lµσ,l′µ′σ′ ckl′µ′σ′ , (S2)
with h(k) denoting a 20×20 k-dependent Bloch-matrix acting in the single-particle Hilbert space of sublattice⊗ orbital⊗ spin.
The Bloch-matrix h(k) is diagonalized by a unitary transformation
cklµσ =
∑
b,κ
[U(k)]lµσ,bκΦkbκ, c†klµσ =
∑
b,κ
[U(k)]∗lµσ,bκΦ†kbκ (S3)
with the unitary matrix U(k) comprising the eigenvectors of h(k), with corresponding eigenvalues bκ(k). Here, the index b
labels electronic bands, while κ ∈ {+,−} labels a pair of degenerate states, that is guaranteed to exist at a given k for a time-
reversal-invariant and inversion-symmetric system. In the solution of the pairing problem with spin-orbit coupling, the κ-degree
of freedom plays the role of a pseudospin. With a judicious choice of the eigenbasis in the degenerate subspaces, the pseudospin
indeed has the transformation properties of a spin-1/2 degree of freedom. The construction of the pseudospin basis is described
in Sec. S3 below.
Moving to the superconducting state by adding a Hamiltonian describing the coupling of electrons to the pairing field, H∆,
the full BCS Hamiltonian containing the superconducting order parameter can be written as
HBCS = H0 − µ0N +HSOC +H∆ = 1
2
∑
k
Ψ†klµ[hBdG(k)]lµ,l′µ′Ψkl′µ′ , (S4)
where we introduced the Nambu-Gorkov spinors Ψklµ, Ψ
†
klµ. In terms of the original electron operators in the orbital Wannier
basis, these are defined as
Ψklµ =
(
cklµ↑, cklµ↓, c
†
−klµ↑, c
†
−klµ↓
)T
, Ψ†klµ =
(
c†klµ↑, c
†
klµ↓, c−klµ↑, c−klµ↓
)
, (S5)
where the transposition turns the row- into a columnvector, but acts trivially on the Fock-space operators. For each pair of indices
l, µ and l′, µ′, [hBdG(k)]lµ,l′µ′ is a 4× 4 matrix acting in particle-hole ⊗ spin-space. We can compactly write
hBdG(k) = P+ ⊗ (h(k)− µ01) + P− ⊗
(−hT (−k) + µ01)+ τ+ ⊗∆(k) + τ− ⊗ ∆¯(k), (S6)
where P± = 12 (1± τz), τ± = 12 (τx ± iτy) with τi, i = x, y, z Pauli matrices acting in particle-hole space. We keep a general
orbital and spin structure for the pairing fields ∆(k), ∆¯(k). The spin structure can be decomposed into spin-singlet (ς = 0) and
spin-triplet (ς = x, y, z) as
[∆(k)]lµσ,l′µ′σ′ =
√
2
∑
ς
sς [∆ς(k)]lµ,l′µ′ [Γς ]σ,σ′ , [∆¯(k)]lµσ,l′µ′σ′ =
√
2
∑
ς
[∆¯ς(k)]lµ,l′µ′ [Γς ]σ,σ′ , (S7)
where we introduced the Balian-Werthamer (BH) spin matrices
Γ0 =
1√
2
1iσy, Γx =
1√
2
σxiσy, Γy =
1√
2
σyiσy, Γz =
1√
2
σziσy, (S8)
2characterizing the spin structure of singlet and triplet Cooper pairs, and sς = +1 for ς ∈ {x, z} and sς = −1 for ς ∈
{0, y}. In a self-consistent treatment of pairing, the pairing fields need to be defined in terms of the operators describing the
microscopic electronic degrees of freedom, glued together by a suitable, attractive interaction encoded in the pairing vertex. In
our conventions, the definitions for the singlet and triplet pairing fields read as
[∆ς(k)]l1µ1,l2µ2 = −
1√
2N
∑
ς′,k′
∑
l3µ3,l4µ4
[Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4
〈∑
σ,σ′
c−kl3µ3σ[Γς′ ]σσ′ckl4µ4σ′
〉
BCS
(S9)
[∆¯ς(k)]l1µ1,l2µ2 = −
1√
2N
∑
ς′,k′
∑
l3µ3,l4µ4
[Γς
′,ς(k′,k)]l3µ3;l4µ4l1µ1;l2µ2
〈∑
σ,σ′
sς′c
†
kl3µ3σ
[Γς′ ]σσ′c
†
−kl4µ4σ′
〉
BCS
, (S10)
where the static 2-PI vertex in the pairing channel is denoted by [Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 . We note that in the presence of SOC,
a mixing of triplet components is possible in general. Therefore, the pairing vertex acts as a matrix in singlet-triplet space, as
indicated by the labels ς and ς ′. Details on the construction of the spin-fluctuation mediated pairing vertex in the presence of
SOC can be found in Sec. S4 below. The expectation value above is taken with respect to a Gibbs state of the BCS mean-field
Hamiltonian Eq. (S4).
By applying the transformation Eq. (S3) to Eq. (S6), the BdG Hamiltonian can be brought into the band-space representation.
Here, we simply note the following transformation rules that connect the orbital- and band-space representations of the pairing
fields:
[∆ˆ(k)]bκ,b′κ′ =
∑
l,l′
∑
µ,µ′
∑
σ,σ′
[U(k)]∗lµσ,bκ[U(−k)]∗l′µ′σ′,b′κ′ [∆(k)]lµσ,l′µ′σ′ , (S11)
[
¯ˆ
∆(k)]bκ,b′κ′ =
∑
l,l′
∑
µ,µ′
∑
σ,σ′
[U(−k)]lµσ,bκ[U(k)]l′µ′σ′,b′κ′ [∆(k)]lµσ,l′µ′σ′ . (S12)
The band-space pairing fields in turn can be decomposed into pseudospin-singlet and pseudospin-triplet components:
[∆ˆ(k)]bκ,b′κ′ =
√
2
∑
ς
sς [∆ˆς(k)]b,b′ [Γˆς ]κ,κ′ , [
¯ˆ
∆(k)]bκ,b′κ′ =
√
2
∑
ς
[
¯ˆ
∆ς(k)]b,b′ [Γˆς ]κ,κ′ , (S13)
where we notationally distinguish BH matrices in pseudospin space by a hat. The pseudospin basis is constructed such that
for vanishing SOC it coincides with the physical spin. Correspondingly, in this limit the unitary transformation diagonalizing
Eq. (S2) factorizes as [U(k)]lµσ,bκ = [U(k)]lµ,b′δσ,κ. For finite SOC, the discussion of inter- and intraband pairing is thus
necessarily tied to the pseudospin degree of freedom.
Having defined the BdG Hamiltonian in Eq. (S6), the corresponding imaginary-time Nambu-Gor’kov Green function can be
obtained as
G(iωn,k) = −
∫ β
0
dτeiωnτ 〈TτΨk(τ)Ψ†k(0)〉BCS, (S14)
where the expectation value is evaluated with respect to a thermal Gibbs state of inverse temperature β = 1/kBT of the BCS
Hamiltonian Eq. (S4) and ωn = 2piβ (n + 1/2), n ∈ Z denotes a fermionic Matsubara frequency. We then decompose the
Nambu-Gor’kov Green function in the same way as the BdG Hamiltonian to obtain
G(iωn,k) = P+ ⊗G+(iωn,k)− P− ⊗G−(iωn,k) + τ+ ⊗ F (iωn,k) + τ− ⊗ F¯ (iωn,k). (S15)
and we have G−(iωn,k) = [G+(−iωn,−k)]T . Below, we will formulate the non-linear gap equation for the pairing fields in
terms of the Nambu-Gor’kov Greens function. Upon linearization in the pairing fields, we obtain the linearized gap equation,
which forms the basis for the numerical results presented in the main text.
S2. GAP EQUATION
Having set up the BdG Hamiltonian and the corresponding Nambu-Gor’kov Greens function, we can formulate the non-linear
gap equation for the pairing fields in terms of the Nambu-Gor’kov Greens function. The resulting self-consistency equation for
the static pairing fields reads as
[∆ς(k)]l1µ1,l2µ2 = −
1√
2βN
∑
ς′,n,k′
∑
l3µ3,l4µ4
[Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 tr
{
[G(iωn,k′)]l4µ4,l3µ3 τ− ⊗ Γς′
}
, (S16)
[∆¯ς(k)]l1µ1,l2µ2 = −
1√
2βN
∑
ς′,n,k′
∑
l3µ3,l4µ4
[Γς
′,ς(k′,k)]l3µ3;l4µ4l1µ1;l2µ2 sς′ tr
{
[G(iωn,k′)]l4µ4,l3µ3 τ+ ⊗ Γς′
}
, (S17)
3where the trace runs over particle-hole and spin indices and the pairing vertex [Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 is defined below (see
Sec. S4). Focussing on the expression for [∆ς(k)]lµ,l′µ′ and linearizing the right-hand side in the pairing fields yields
[∆ς(k)]l1µ1,l2µ2 = −
1
βN
∑
n,k′
∑
ς′,ς′′
∑
l3µ3,l4µ4
∑
m1ν1,m2ν2
∑
σ1,...,σ4
[Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 ×
[G(−iωn,−k′)]l3µ3σ2,m2ν2σ1 [Γς′ ]σ2σ3 [G(iωn,k′)]l4µ4σ3,m1ν1σ4 [Γς′′ ]σ4σ1sς′′ [∆ς′′(k′)]m1ν1,m2ν2 ,(S18)
which can be recognized as the Bethe-Salpeter equation in the pairing channel, formulated for singlet and triplet pairing fields.
In our approximation, the irreducible particle-particle bubble is built from the bare normal-state electronic Greens function
G(iωn,k), and we exploited that G−(iωn,k) = [G+(−iωn,−k)]T and G+(iωn,k) = G(iωn,k) for vanishing pairing fields.
The normal-state Greens function can be expressed as
[G(iωn,k)]l1µ1σ1,l2µ2σ2 =
∑
b,κ
[U(k)]l1µ1σ1,bκ[U(k)]∗l2µ2σ2,bκ
1
iωn − Eb(k) , (S19)
with Eb(k) = b(k)−µ0 and we dropped the index κ on the energies, as b,+(k) = b,−(k). Plugging in this representation for
the Greens function and evaluating the Matsubara sum, the summed irreducible particle-particle bubble becomes
1
β
∑
n
∑
σ1,...,σ4
[G(−iωn,−k′)]l3µ3σ2,m2ν2σ1 [Γς′ ]σ2σ3 [G(iωn,k′)]l4µ4σ3,m1ν1σ4 [Γς′′ ]σ4σ1 =∑
b,b′
∑
κ,κ′
∑
σ1,...,σ4
([U(−k′)]l3µ3σ2,bκ[Γς′ ]σ2σ3 [U(k′)]l4µ4σ3,b′κ′)
(
[U(k′)]∗m1ν1σ4,b′κ′ [Γς′′ ]σ4σ1 [U(−k′)]∗m2ν2σ1,bκ
)×
1− nF(Eb(k′))− nF(Eb′(k′))
Eb(k′) + Eb′(k′)
. (S20)
Above, we defined the Fermi-Dirac distribution function nF(E) = 1/(exp(βE)+1). In order to simplify the irreducible bubble
further, we restrict to intraband pairing with b = b′. Indeed, intraband contributions close to the Fermi level are expected to
dominate the last factor in Eq. (S20), as then both energies in the denominator are small (relative to the Fermi level). We thus
perform the replacement
1− nF(Eb(k′))− nF(Eb′(k′))
Eb(k′) + Eb′(k′)
→ 1− 2nF(Eb(k
′))
2Eb(k′)
δb,b′ =
tanh(βEb(k
′)/2)
2Eb(k′)
δb,b′ , (S21)
in order to carry out the projection of the linearized gap equation onto the Fermi surface. Inserting 1 =
∫ +∞
−∞ dE δ(E − Eb(k))
into Eq. (S18), exploiting that tanh(βE/2)/2E is sharply peaked aroundE = 0 and subsequently rewriting the momentum sum
as an integration over the Fermi surface (which for a 2D system is given by 1D sub-manifolds) allows to express the LGE purely
in terms of quantities defined at Fermi momenta kF and an energy-cutoff and temperature dependent factor. In order to further
simplify the problem, we bring the LGE into the band representation. Due to the restriction to intraband pairing, only pairing
fields with b = b′ have to be considered. Using the decomposition of the pairing fields into spin-singlet/-triplet Eq. (S7) and
pseudospin-singlet/-triplet Eq. (S13) together with the transformation rules Eq. (S11) and Eq. (S12), we obtain the conversion
formulas
[∆ˆς(k)]b,b′ =
∑
ς′
∑
lµ,l′µ′
∑
σ,σ′
∑
κ,κ′
[U(k)]∗lµσ,bκ[U(−k)]∗l′µ′σ′,b′κ′sς′ [Γς′ ]σσ′ [Γˆς ]κ′κ[∆ς′(k)]lµ,l′ν , (S22)
[
¯ˆ
∆ς(k)]b,b′ =
∑
ς′
∑
lµ,l′µ′
∑
σ,σ′
∑
κ,κ′
[U(−k)]lµσ,bκ[U(k)]l′µ′σ′,b′κ′sς [Γς′ ]σσ′ [Γˆς ]κ′κ[∆ς′(k)]lµ,l′ν . (S23)
Multiplying the LGE Eq. (S18) with the appropriate orbital-to-band matrix elements and performing the Fermi surface projec-
tion, we eventually arrive at (∆ˆbς(k) ≡ [∆ˆς(k)]b,b)
λ∆ˆbς(kF) = −
1
VBZ
∑
b′,ς′
∫
FS
dk′
1
vF(k′F)
[Γˆς,ς
′
(kF,k
′
F)]
b b
b′b′ ∆ˆ
b′
ς′(k
′
F), (S24)
with kF denoting the Fermi momentum, vF(kF) = |∇kb(k)|k=kF | the Fermi velocity at Fermi momentum kF, and
[Γˆς,ς
′
(k,k′)]b1b2b3b4 the pairing vertex in band and pseudo-spin singlet and triplet space. It is understood that the Fermi-surface
projected version of the pairing vertex vanishes if the band indices b do not correspond to a band contributing to the Fermi sur-
face. The symbol
∫
FS
dk stands for integration along the 1D Fermi surface segments and VBZ denotes the Brillouin zone volume
(or rather area, for a 2D system). In writing the LGE in its Fermi-surface projected form Eq. (S24), we tacitly generalized it to
4an eigenvalue problem for the integration kernel defined by the right-hand side of Eq. (S24), where the corresponding eigenvalue
is denoted by λ. We note, that we have absorbed a energy-cutoff and temperature dependent prefactor in the definition of λ.
Due the Fermi surface projection and the aforementioned redefinition of λ, we strictly speaking lose quantitative control over
the precise criterion that determines the onset of a Cooper instability within our approximation to the pairing problem. Had we
generalized the LGE in its non-projected form Eq. (S18) to an eigenvalue problem for the corresponding kernel, the criterion
determining the onset of the Cooper instability is simply given by λ = 1. Finally, the band-space representation of the pairing
vertex is obtained as
[Γˆς,ς
′
(k,k′)]b1b2b3b4 =
∑
ς′′,ς′′′
∑
κ1,...,κ4
∑
σ1,...,σ4
∑
l1,...,l4
∑
µ1,...,µ4
[Γς
′′,ς′′′(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 ×(
sς′′ [U(k)]∗l1µ1σ1,b1κ1 [Γς′′ ]σ1σ2 [Γˆς ]κ2κ1 [U(−k)]∗l2µ2σ2,b2κ2
)
×(
[U(−k′)]l3µ3σ3,b3κ3 [Γς′′′ ]σ3σ4 [Γˆς′ ]κ4κ3 [U(k′)]l4µ4σ4,b4κ4sς′
)
. (S25)
S3. CONSTRUCTION OF THE PSEUDOSPIN BASIS
In Sec. S2 we have introduced the linearized gap equation in band space. Due to the presence of SOC, spin is no longer
a good quantum number to label the degenerate single-particle eigenstates of the Bloch matrix h(k). The inclusion of SOC
in the pairing problem has been discussed in various places in the literature. Here, we closely follow the logic presented in
Ref. S1. For a concrete example, see e.g. Ref. S2. As we mentioned already above, the degenerate states at a given Bloch
momentum k can be labeled by the Kramers’ index κ ∈ {+,−}. When diagonalizing the matrix h(k) in order to obtain the
eigenvectors [U(k)]lµσ,bκ, we are, however, faced with an SU(2) ‘gauge’ problem. As in our case the 20 × 20 matrix h(k)
can only be diagonalized numerically, the numerical diagonalization routine will choose some orthonormal basis in each of the
degenerate subspaces. There is no guarantee, however, that this arbitrary choice of bases will respect the symmetries of the
system, nor that it provides a reasonably smooth dependence of the eigenvectors on momentum k. We note, that in the absence
of SOC, this problem does typically not occur, as the Hamiltonian becomes block diagonal in spin space and diagonalization
of one of the blocks might be sufficient. In this case, the SU(2)-gauge ambiguity can simply be removed by requiring the
eigenstates of h(k) to have a well defined spin quantum number with respect to a given spin quantization axis. In other words,
due to the complexity of h(k) due to interorbital hybridization and SOC-induced loss of SU(2)-invariance, it is necessary to
carefully construct a pseudospin degree of freedom in order to arrive at a well-defined formulation of the gap equation in band
space. The construction of the pseudospin degree of freedom can be considered as finding an SU(2) gauge that satisfies i) as
λSOC → 0 the eigenstates continuously evolve to eigenstates with well-defined spin quantum number and ii) the pseudospin has
the transformation properties of a spin-1/2 degree of freedom.
To implement this particular gauge, it is helpful to adopt a Wannier basis such that h(k) only has real eigenvectors. This
can easily be achieved by taking an orbital basis with ixz and iyz. We note, that such a change of the Wannier basis also
leads to changes in certain interorbital matrix elements of the Hubbard-Hund interaction Hamiltonian that need to be taken into
account. The next step in the construction consists of deriving the transformation properties of the eigenstates of h(k) under
(non-symmorphic) space-group operations g. The starting point for the derivation is the transformation rule for the Fock-space
operator cliµσ, which reads as
g cliµσ g
−1 =
∑
l′µ′,σ′
[M†g]lµσ,l′µ′σ′ cl′i′µ′σ′ , (S26)
where i′ corresponds to the unit cell lattice vector ri′ = Rgri + tg , with Rg andMg representation matrices for point-group
transformations in real and sublattice⊗ orbital⊗ spin space and tg denoting a translation specific to the non-symmorphic space-
group relevant for FeSCsS3. Inserting the Bloch representation for the annihilation operator, we can derive the transformation
rule
g cklµσ g
−1 =
∑
l′µ′,σ′
e−ik
′·tg [M†g]lµσ,l′µ′σ′ ck′l′µ′σ′ , (S27)
with k′ = Rgk. Defining Mg(k) = e+ik·tgMg , on the level of the Bloch matrix, the transformation rule for a spacegroup
transformation g implies
M†g(k′)h(k′)Mg(k′) = h(k). (S28)
Now inserting the representation in terms of the non-hybridizing band-space operators we obtain
gΦkbκ g
−1 =
∑
b′,κ′
∑
l,µ,σ
∑
l′µ′σ′
[U(k)]∗lµσ,bκ[M†g(k)]lµσ,l′µ′σ′ [U(Rgk)]l′µ′σ′,b′κ′ ΦRgkb′κ′ . (S29)
5As we want the gauge to implement the spin-1/2 transformation for the pseudospin degree of freedom, we have to require∑
l,µ,σ
∑
l′µ′σ′
[U(k)]∗lµσ,bκ[M†g(k)]lµσ,l′µ′σ′ [U(Rgk)]l′µ′σ′,b′κ′ = [D†g]κκ′δb,b′ , (S30)
where Dg is the representation matrix for a spin rotation for a spin-1/2 degree of freedom corresponding to the transformation
g. For clarity, we rearrange this formula and arrive at
[U(Rgk)]lµσ,bκ =
∑
κ′
∑
l′µ′σ′
[Mg(k)]lµσ,l′µ′σ′ [U(k)]l′µ′σ′,bκ′ [D†g]κ′κ. (S31)
We can now turn Eq. (S31) into a prescription of how to construct the eigenstates at k′ = Rgk given those at k. Practically, we
proceed as follows: We split the 2-Fe BZ into eight symmetry-related sectors of equal area. Each sector is defined by the the
range of the angle θ, where cos θ = k · eˆx/|k| with eˆx = (1, 0). The first sector is defined by taking all momenta in the first BZ
with θ ∈ [0, pi/4). We then enumerate the different sectors in a counter-clockwise fashion. We now diagonalize h(k), defined in
the Wannier gauge introduced above, in order to obtain the corresponding eigenvectors at the Fermi surface. We then pick one
of the two eigenvectors in the degenerate subspace as the κ = + state. To fix the U(1) gauge (even in the non-degenerate case,
eigenvectors are only defined up to a phase), we arbitrarily require the l = A, µ = dx2−y2 , σ =↑ component of the eigenvectors
to be real and positive. In the next step, we apply the combination of inversion (P) and time-reversal (T ) to construct the κ = −
state at k. Similarly, we use P to define a κ = + state at−k, and T to obtain the corresponding κ = − state. We proceed in this
manner for the Fermi surface eigenstates in the first sector. We apply Eq. (S31) to the 1st and 5th sector to obtain the states in
sectors 2, 3, 4 and 6, 7, 8, respectively. In the notation of Ref. S3, we employ the symmetry operations {C2a|000}, {C+4z|0 120},
{C2x| 1200}. In the construction ofMg some care has to be taken in picking the correct rotation axes for orbitals (in our case
defined with respect to the 1-Fe coordinate system) and momenta (defined with respect to the 2-Fe coordinate system).
By construction, Eq. (S31) ensures that property ii) is satisfied and the pseudospin degree of freedom has the correct trans-
formation behavior which allows for a classification of the band-space pairing fields in terms of pseudospin singlet and triplet.
In order to make sure that property i) is satisfied by the eigenstates defined according to Eq. (S31), we make use of a small,
regularizing Zeeman field h, such that for λSOC = 0 the numerical diagonalization routine can correctly identify the ↑ − and
↓-structure of eigenstates in spin space without additional modifications. In the limit λSOC → 0, the eigenstates thus satsify
[U(k)]lµσ,bκ = [U(k)]lµ,bδσ,κ (which, strictly speaking, is valid only when also taking h → 0; but since the Zeeman field is
chosen to be on the order of 10−10 eV, the spectral splitting and modifications of the eigenvectors are basically negligible). Using
this expression in Eq. (S31), the decoupling of the spin degree of freedom from the transformation of the eigenstates becomes
obvious. The spin part of the representation matrixMg exactly cancels the spin matrix D†g , leaving only the sublattice ⊗ orbital
part to transform non-trivially.
We note that while the regularizing effect of the Zeeman field facilitates the satisfaction of property i), it does in no way
guarantee property ii). It is also worth emphasizing that for certain models of itinerant electrons, as for e.g. Sr2RuO4 in the
presence of SOC as detailed in S4, the complications described above can be circumvented owing to a drastic simplification,
namely the absence of interorbital hybridization in the hopping part of h(k). In this case it is possible to define the pseudospin
degree of freedom in a k independent way, which is easily implemented by a unitary transformation which leads to a block-
diagonal form for the Bloch matrix h(k). In the more realistic case of finite interorbital hybridization, the use of Eq. (S31) (or
alternative gauge-fixing procedures, see e.g. Ref. S6) becomes mandatory (actually, it depends on the precise structure of the
SOC Hamiltonian and which orbitals hybridize due to interorbital hopping, wether a k independent definition of pseudospin is
possible or not, see e.g. Ref. S5 for a Sr2RuO4 model with finite interorbital hybridization). As a side remark, we would like to
mention that in the Sr2RuO4 model used in Ref. S4, the SOC term involves a projection of the angular momentum operator to
the t2g manifold. One can show that the corresponding matrices satisfy an angular momentum ` = 1 algebra when the sign of
one of the components of the angular momentum operator is flipped. The sign flip in turn can be absorbed in a redefinition of
the spin frame. Taking this additional structure into account leads to a slightly different transformation rule than the one written
down in Eq. (S31).
S4. FLUCTUATION-MEDIATED PAIRING VERTEX IN THE RANDOM-PHASE APPROXIMATION
Here, for the sake of providing a self-contained supplementary to the main text, we briefly outline the construction of the
fluctuation mediated pairing vertex in the random-phase approximation (RPA). We start out by providing the definition of the
microscopic interaction Hamiltonian Hint of Hubbard-Hund type. It reads as
Hint = U
∑
l,i,µ
nliµ↑nliµ↓ +
(
U ′− J
2
) ∑
l,i,µ<ν,σ,σ′
nliµσnliνσ′ − 2J
∑
l,i,µ<ν
Sliµ · Sliν + J
′
2
∑
l,i,µ6=ν,σ
(
c†liµσc
†
liµσ¯cliνσ¯cliνσ + h.c.
)
.
6The Hamiltonian Eq. (S32) is parameterized by an intraorbital Hubbard U , an interorbital coupling U ′, Hund’s coupling J and
pair hopping J ′, satisfying U ′ = U − 2J , J = J ′ due to orbital rotational invariance of the Coulomb matrix elements with
respect to the Wannier basis functions. The operators for local charge and spin are nliµ = nliµ↑+nliµ↓ with nliµσ = c
†
liµσcliµσ
and Sliµ = 1/2
∑
σσ′ c
†
liµσσσσ′cliµσ′ , respectively. At the level of the RPA, the bare interaction vertex defined by the interaction
Hamiltonian above provides the 2-particle irreducible (2PI) vertex in the particle-hole channel. Concretely, we can re-write the
interaction Hamiltonian as (normal-ordering is implied)
Hint = −1
2
∑
i
∑
l1,...,l4
∑
µ1,...,µ4
∑
σ1,...,σ4
[U ]l1µ1σ1;l2µ2σ2l3µ3σ3;l4µ4σ4c
†
l1iµ1σ1
cl2iµ2σ2c
†
l3iµ3σ3
cl4iµ4σ4 , (S32)
where [U ]l1µ1σ1;l2µ2σ2l3µ3σ3;l4µ4σ4 denotes the bare particle-hole vertex. Within the RPA approach to pairing, it describes how single-particle
excitations scatter of collective excitations.
As the interaction Hamiltonian Eq. (S32) is spin-rotation invariant, the bare interaction vertex can be decomposed into charge
(Uc) and spin vertices (Us) in the particle-hole channel as
[U ]l1µ1σ1;l2µ2σ2l3µ3σ3;l4µ4σ4 = −
1
2
δl1,l2δl2,l3δl3,l4
(
[Uc]
µ1µ2
µ3µ4 δσ1σ2δσ3σ4 − [Us]µ1µ2µ3µ4 σσ1σ2 · σσ3σ4
)
, (S33)
which in turn are defined by
[Us]
µµ
µµ = U, [Us]
νµ
µν = U
′, [Us]ννµµ = J, [Us]
µν
µν = J
′, withµ 6= ν, (S34)
and
[Uc]
µµ
µµ = U, [Uc]
νµ
µν = 2J − U ′, [Uc]ννµµ = 2U ′ − J, [Uc]µνµν = J ′, withµ 6= ν, (S35)
and zero otherwise.
Building on the formalism developed in Refs. S7 and S8, we can formulate the RPA propagator for collective particle-hole
fluctuations as
[D(iωn,q)]X1;X2X3;X4 = [U ]
X1;X2
X3;X4
+ [U [1− χ0(iωn,q)U ]−1 χ0(iωn,q)U ]X1;X2X3;X4 , (S36)
where we introduced the combined index X ≡ (l, µ, σ) by collecting sublattice, orbital and spin indices. In the equation above
χ0(iωn,q) denotes the irreducible bubble in the particle-hole channel, defined as
[χ0(iωn,q)]
X1;X2
X3;X4
=
1
N
∫ β
0
dτ eiωnτ
∑
k,k′
〈Tτ c†k−qX1(τ)ckX2(τ)c
†
k′+q′X3(0)ck′X4(0)〉c,0. (S37)
Vertices and bubbles are to be understood as matrices in sublattice and orbital space. Their product is defined as
[AB]X1;X2X3;X4 =
∑
Y1,Y2
[A]X1;X2Y1;Y2 [B]
Y2;Y3
X3;X4
. (S38)
In Eq. (S37), the symbol Tτ denotes the time-ordering operator with respect to the imaginary-time variable τ ∈ [0, β), with β
the inverse temperature. The particle-hole propagator D(iωn,q) can be expressed in terms of the generalized RPA susceptibility
χ(iωn,q) which is the solution to the equation
[χ(iωn,q)]
X1;X2
X3;X4
= [χ0(iωn,q)]
X1;X2
X3;X4
+ [χ0(iωn,q)U χ(iωn,q)]
X1;X2
X3;X4
. (S39)
We can then write the RPA propagator for collective fluctuations as
[D(iωn,q)]X1;X2X3;X4 = [U ]
X1;X2
X3;X4
+ [U χ(iωn,q)U ]
X1;X2
X3;X4
. (S40)
Assuming the electrons are coupled to the collective fluctuations, the effective, fluctuation-mediated interaction (in other words
the 2PI vertex in the Cooper channel) in the static approximation can be obtained as
[Γς,ς
′
(k,k′)]l1µ1;l2µ2l3µ3;l4µ4 =
sς′
2
∑
σ1,...,σ4
[Γς ]σ2σ1
[
[D(0,k+ k′)]l1µ1σ1;l3µ3σ3l2µ2σ2;l4µ4σ4 − [D(0,k− k′)]
l1µ1σ1;l4µ4σ4
l2µ2σ2;l3µ3σ3
]
[Γς′ ]σ4σ3 . (S41)
In Eq. (S41), we have explicitly written out the antisymmetrization of the 2PI vertex with respect to momenta and sublattice,
orbital and spin indices due to the symmetries of fermionic vertices under exchange of quantum numbers.
7S5. LAFEASO: SPIN SUSCEPTIBILITY AND PAIRING SOLUTION IN SUBLATTICE ⊗ ORBITAL SPACE
Here, we collect some additional plots for the LaFeAsO model for various dopings, showing the static charge and spin
susceptibility, as well as plots for the leading pairing solution as obtained from the Fermi surface projected LGE, transformed to
sublattice ⊗ orbital space by virtue of Eqs. S11 and S12.
(a)
(b)
FIG. S1. Static charge (00) spin susceptibility (polarizations xx, yy, zz) in a section of momentum space (with 2-Fe BZ coordinates) for
(a) λSOC = 0 meV, and (b) λSOC = 75 meV, with µ0 = 0 eV, T = 0.01 eV, U = 0.80 eV. We note that the susceptibilities are shown
only for momenta that actually enter the Fermi surface projected LGE. The first plot in each row shows the dominant spin polarization at a
given momentum. The black dot together with the black dotted line shows marks the momentum Q2, while the grey dot with the grey dashed
line marks Q = (pi, pi) (in 1-Fe notation). Magenta dot and line in (a) and red dot and line in (b) mark the momentum with largest spin
susceptibility component (here xx).
(a) (b)
FIG. S2. Visualization of the spin-singlet part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 0 eV, T = 0.01 eV, U = 0.80 eV, J = U/4.
8(a) (b)
FIG. S3. Visualization of the spin-singlet part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
(a) (b)
FIG. S4. Visualization of the spin-triplet-x part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
9(a)
(b)
FIG. S5. Static charge (00) spin susceptibility (polarizations xx, yy, zz) in a section of momentum space (with 2-Fe BZ coordinates) for (a)
λSOC = 0 meV, and (b) λSOC = 75 meV, with µ0 = −150 meV, T = 0.01 eV, U = 0.80 eV. We note that the susceptibilities are shown
only for momenta that actually enter the Fermi surface projected LGE. The first plot in each row shows the dominant spin polarization at a
given momentum. The black dot together with the black dotted line shows marks the momentum Q2, while the grey dot with the grey dashed
line marks Q = (pi, pi) (in 1-Fe notation). Magenta dot and line in (a) and green dot and line in (b) mark the momentum with largest spin
susceptibility (here yy).
(a) (b)
FIG. S6. Visualization of the spin-singlet part of the d-wave pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = −150 meV, λ = 0 eV, T = 0.01 eV, U = 0.80 eV, J = U/4.
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(a) (b)
FIG. S7. Visualization of the spin-singlet part of the d-wave pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = −150 meV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
(a) (b)
FIG. S8. Visualization of the spin-triplet-x part of the d-wave pairing solution in sublattice⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = −150 meV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
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(a)
(b)
FIG. S9. Static charge (00) spin susceptibility (polarizations xx, yy, zz) in a section of momentum space (with 2-Fe BZ coordinates) for (a)
λSOC = 0 meV, and (b) λSOC = 75 meV, with µ0 = 20 meV, T = 0.01 eV, U = 0.80 eV. We note that the susceptibilities are shown only
for momenta that actually enter the Fermi surface projected LGE. The first plot in each row shows the dominant spin polarization at a given
momentum. The black dot together with the black dotted line shows marks the momentum Q2, while the grey dot with the grey dashed line
marks Q = (pi, pi) (in 1-Fe notation). Magenta dot and line in (a) and magenta dot and line in (b) mark the momentum with largest spin
susceptibility (here in-plane with equal xx and yy components).
(a) (b)
FIG. S10. Visualization of the spin-singlet part of the d-wave pairing solution in sublattice⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 20 meV, λ = 0 eV, T = 0.01 eV, U = 0.80 eV, J = U/4.
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(a) (b)
FIG. S11. Visualization of the spin-singlet part of the s-wave pairing solution in sublattice⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 20 meV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
(a) (b)
FIG. S12. Visualization of the spin-triplet-x part of the s-wave pairing solution in sublattice⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 20 meV, λ = 75 meV, T = 0.01 eV, U = 0.80 eV, J = U/4.
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S6. FESE: SPIN SUSCEPTIBILITY AND PAIRING SOLUTION IN SUBLATTICE ⊗ ORBITAL SPACE
Here, we collect some additional plots for the FeSe model, showing the static charge and spin susceptibility, as well as plots
for the leading pairing solution as obtained from the Fermi surface projected LGE, transformed to sublattice ⊗ orbital space by
virtue of Eqs. S11 and S12.
(a)
(b)
FIG. S13. Static charge (00) spin susceptibility (polarizations xx, yy, zz) in a section of momentum space (with 2-Fe BZ coordinates) for
(a) λSOC = 0 meV, and (b) λSOC = 75 meV, with µ0 = 0 eV, T = 0.01 eV, U = 1.30 eV. We note that the susceptibilities are shown only
for momenta that actually enter the Fermi surface projected LGE. The first plot in each row shows the dominant spin polarization at a given
momentum. The black dot together with the black dotted line shows marks the momentum Q2, while the grey dot with the grey dashed line
marks Q = (pi, pi) (in 1-Fe notation). Magenta dot and line in (a) and magenta dot and line in (b) mark the momentum with largest spin
susceptibility component (here in plane with equal xx and yy components).
(a) (b)
FIG. S14. Visualization of the spin-singlet part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 0 eV, T = 0.01 eV, U = 1.30 eV, J = U/4.
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(a) (b)
FIG. S15. Visualization of the spin-singlet part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 75 meV, T = 0.01 eV, U = 1.30 eV, J = U/4.
(a) (b)
FIG. S16. Visualization of the spin-triplet-x part of the s+− pairing solution in sublattice ⊗ orbital space in the 2-Fe BZ for (a) intrasublattice
(l = A, l′ = A) and (b) intersublattice (l = A, l′ = B) components, where the orbital components are ordered as dxz , dyz , dx2−y2 , dxy ,
d3z2−r2 . The LGE was solved for µ0 = 0 eV, λ = 75 meV, T = 0.01 eV, U = 1.30 eV, J = U/4.
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