Abstract: We present high-precision numerical results for time-like Dokshitzer-GribovLipatov-Altarelli-Parisi evolution in the MS factorisation scheme, for the first time up to next-to-next-to-leading order accuracy in quantum chromodynamics. First, we scrutinise the analytical expressions of the splitting functions available in the literature, in both x and N space, and check their mutual consistency. Second, we implement time-like evolution in two publicly available, entirely independent and conceptually different numerical codes, in x and N space respectively: the already existing APFEL code, which has been updated with time-like evolution, and the new MELA code, which has been specifically developed to perform the study in this work. Third, by means of a model for fragmentation functions, we provide results for the evolution in different factorisation schemes, for different ratios between renormalisation and factorisation scales and at different final scales. Our results are collected in the format of benchmark tables, which could be used as a reference for global determinations of fragmentation functions in the future.
Introduction
In the framework of perturbative Quantum Chromodynamics (QCD), parton-to-hadron Fragmentation Functions (FFs) encode the information on how quarks and gluons are turned into hadrons [1, 2] . Their precise knowledge is an essential ingredient in the quantitative description of any hard-scattering process involving identified hadrons in the final state. Like Parton Distribution Functions (PDFs), FFs are non-perturbative quantities and, as such, they have to be determined from experimental data, typically in a global QCD analysis of a large variety of processes [3, 4] . These analyses are all based on factorisation [5] , which allows one to compute the relevant hard-scattering matrix elements perturbatively, and to absorbe the collinear singularities arising from the masslessness of partons into FFs. After factorisation, perturbative QCD corrections lead FFs to depend on the factorisation scale µ F , and this dependence obeys time-like Dokshitzer-Gribov-LipatovAltarelli-Parisi (DGLAP) evolution equations [6] [7] [8] [9] .
Available experimental data to be included in a global QCD analysis of FFs span several orders of magnitude in energy. Beside rather old measurements (see ref. [4] for a review), new high-precision data are being produced copiously. On the one hand, they include multiplicities in fixed-target semi-inclusive deep-inelastic scattering (SIDIS) from HERMES [10] and COMPASS [11] experiments at 1.1 ≤ Q 2 ≤ 7.4 GeV 2 and 1.2 ≤ Q 2 ≤ 22.4 GeV 2 respectively. On the other hand, they include production cross-sections of light hadrons in e + e − collisions from BELLE [12] and BABAR [13] experiments at a centerof-mass energy √ s ≃ 10.5 GeV, and in pp collisions from STAR [14] and PHENIX [15] experiments at √ s = 200 GeV and from CMS [16, 17] and ALICE [18] experiments up to √ s = 7 TeV. Large Hadron Collider (LHC) data extend to unprecedented large values the energy reach, which will be even pushed forward by the future LHC Run-II. In order to determine FFs from these data sets, the evolution programs required for the multi-parameter global QCD analyses have to be numerically and conceptually under control. In principle, the demanded accuracy is the same as for PDFs: indeed, FFs and PDFs are on the same footing, and eventually they could be determined simultaneously in a fit to experimental data. This may be of particular interest in the case of spin-dependent PDFs, since a large amount of the experimental information used for their determination comes from SIDIS data with longitudinally polarised beams and targets. In this case, the potential cross-talk between spin-dependent PDFs and FFs could then be profitably addressed in a fit of both these quantities based on a mutually consistent methodology.
So far, high-precision numerical results for time-like evolution have not been presented in a systematic way. In very much the same spirit of previous studies for space-like evolution [19, 20] , the goal of this paper is to fill this gap: specifically, we present results obtained in the MS factorisation scheme and, for the first time, up to next-to-next-to-leading order (NNLO) accuracy in QCD. Our study aims at providing a reference for future global QCD analyses of FFs.
Our goal is achieved in three steps. First, we check the mutual correspondence of time-like splitting functions in the literature in both x and N space whenever available. Second, we implement them in two entirely independent and conceptually different evolution programs: APFEL (A PDF Evolution Library) [21, 22] , an already existing evolution package which in version 2.3.0 has been updated with time-like evolution, and MELA (Mellin Evolution LibrAry), a new program which has been developed specifically for the purpose of this paper. Third, we use a model for FFs with a sufficient degree of realistic behavior in order to obtain our reference results. Provided perfectly controlled conditions, obtaining the same results irrespective of the procedure followed in the two codes provides a strong check of the correctness of both our implementations and our results.
Note that time-like evolution is performed in the MS factorisation scheme by two publicly available programs, QCDnum [23] and ffevol [24] , and by private codes used for recent global determinations of FFs [25] [26] [27] , though only up to next-to-leading order (NLO) accuracy. Furthermore, these codes differ among each other for physical and technical assumptions, hence a comparison between the results obtained either with QCDnum and ffevol or with one of these programs and published parameterisations is not straightforward (or even not possible). In this respect, our results provide a reference for future comparisons with these codes, calling for a dedicated effort beyond the scope of this work.
The paper is organised as follows. In section 2, we review the structure of the DGLAP evolution equations, and we scrutinise the expressions of the time-like splitting functions available in the literature. In section 3, we describe the numerical implementation of the time-like evolution in MELA, we discuss the setup conditions for our benchmark versus APFEL, and we present corresponding results and accuracy. Two appendices complete our paper. In appendix A, we collect the numerical results of our study in the format of benchmark tables. Finally, in appendix B, we provide a minimal set of instructions for downloading and running the MELA benchmark code.
Time-like evolution
The evolution of parton-to-hadron FFs is described by 2n f + 1 DGLAP equations where n f is the number of active flavours, the index j runs over partons, D h i is the FF for the parton i to fragment into a hadron h, x is the scaled energy of the hadron h (i.e. the fraction of the parton four-momentum taken by the hadron h), µ F is the factorisation scale, α s is the QCD running coupling, and P ji are the time-like splitting functions. These allow for a perturbative expansion of the form:
where we have defined a s = α s /(4π). From considerations based on charge conjugation and flavour symmetry, eqs. (2.1) are usually rewritten into 2n f − 1 equations
describing the independent evolution of non-singlet quark FF combinations,
, and a system of two coupled equations
describing the evolution of gluon and singlet fragmentation functions,
The shorthand notation ⊗ stands for the convolution product
The solution of eqs. (2.1) can be performed either in x or in N space; in N space, the system of integro-differential equations (2.1) becomes a system of Ordinary Differential Equations (ODEs) of the form
The splitting functions in the two spaces can be related to each other via the Mellin transform
and its inverse 8) where the real number c has to lie to the right of the rightmost singularity of P ji in the complex plane. Fragmentation functions in x and N space are related with each other by the same transformations as in eqs. (2.7)-(2.8).
At leading order (LO), time-like splitting functions are identical to their space-like counterparts, while they differ at higher orders. At NLO, explicit expressions for the complete set of time-like splitting functions in eqs. (2.3)-(2.4) are collected in refs. [28, 29] (x space), in ref. [30] (N space) and ref. [31] (both x and N space), though with rather different notations. 1 All results are given in the MS factorisation scheme.
Time-like splitting functions have been computed up to O(α 3 s ), i.e. NNLO accuracy, always in the MS factorisation scheme in refs. [35] [36] [37] . An uncertainty still remains on the exact form of P (2) qg . Indeed, this was determined by means of a relation between known NLO evolution kernels for photon-and Higgs-exchange structure functions in deep-inelastic scattering, and their counterparts in semi-inclusive annihilation [32, 38] , supplemented with constraints arising from momentum sum rule and supersymmetric relations for the choice C A = C F = n f of colour factors. The latter fix the form of P (2) qg except for the offset quantified by Eq. (38) in ref. [37] , which does not affect the logarithmic behaviour of P (2) qg at small and large momentum fractions [37] and consequently the validity of our study. Note finally that coefficient functions are known at NNLO only for e + e − annihilation [31, [39] [40] [41] : this will thus limit the potential of a global determination of fragmentation functions at NNLO.
For doubt's sake, we checked that all the aforementioned results, in both x and N space, fully agree with each other up to NNLO accuracy. At LO, such a check is straightforward due to the extreme simplicity of the expressions involved, and we found perfect agreement among all the results considered. At NLO and NNLO, instead, time-like splitting functions are much more complicated than at LO. Also, at NLO the check is complicated by the fact that different notations, not directly comparable, and different FF basis are used in refs. [29] [30] [31] . Be that as it may, we considered the basis of refs. [31, [35] [36] [37] : at NLO, this is {P + , P − , P ps , P qg , P gq , P gg }, at NNLO, this is {P + , P − , P v , P ps , P qg , P gq , P gg }. 2 This corresponds to the basis entering eqs. (2.3)-(2.4), provided that P= P + + P ps . We refer to chapter 4 of ref. [29] for another example of FF basis.
At NLO, we carried out the comparison in two steps. First, we checked that the x-space results in refs. [29, 31] and the N -space results in refs. [30, 31] are identical. We performed this check both analytically and numerically. On the one hand, in order to deal with the analytic notation in ref. [31] , we have used the definitions of harmonic polylogarithms and harmonic sums provided in refs. [42, 43] . On the other hand, we have used the package presented in ref. [44] to handle harmonic sums numerically. Second, we checked that the x-space results in ref. [29] correspond to the N -space results in ref. [30] , and that x-and N -space results in ref. [31] correspond to each other. We performed this check numerically, ref. [31] and those of ref. [29] . (Right panel). The absolute relative difference |∆P/P | between the N -space splitting functions of ref. [31] and those of ref. [30] .
by transforming the N -space expressions in x space, and by comparing the results with the corresponding x-space expressions (for details about the implementation of the inverse Mellin transform, see section 3.1 below). At NNLO, we checked that the x-and N -space expressions provided in refs. [35] [36] [37] , and available in ref. [45] in the format of Fortran subroutines, correspond to each other. Again, we performed this check numerically, by transforming the N -space expressions in x space, and by comparing the results with the corresponding x-space expressions. Note that we considered the approximate representation (or parameterisation) of NNLO timelike splitting functions provided in ref.
[45], consistently in x and N space. Indeed, the exact expressions of the NNLO splitting functions are rather complex and these will lead to very lengthy computations once implemented in a code for numerical evolution like APFEL. It was checked in ref. [37] that, except for values of x very close to zeros of the splitting functions, such approximate expressions deviate from the exact ones by less than one part in a thousand.
In the left panel of figure 1 , we show the relative difference between the x-space splitting functions of ref. [29] and those of ref. [31] over a sensible range in x. In the right panel of figure 1 , we show the absolute value of the relative difference between the N -space splitting functions of ref. [30] and those of ref. [31] over a wide portion of the complex plane. In the left panel of figure 2 , we show the relative difference between the exact x-space splitting functions in ref. [29] and the numerical inversion of the N -space expressions of ref. [30] (at NLO). In the central panel of figure 2 , we show the same comparison but for the splitting functions in ref. [31] (at NLO). In the right panel of figure 2 , we show the same comparison, but for the NNLO splitting functions in refs. [35] [36] [37] 45] .
The results displayed in figures 1 and 2 allow us to draw the following conclusions.
• The agreement between the expressions of time-like splitting functions at NLO, in x and N space separately, is optimal. In the x-space case (left plot in figure 1 ), the relative difference between them is ∆P/P ∼ 10 −10 . In the N -space case (right plot in figure 1 ), the range for the absolute relative difference between them is 10 −11 |∆P/P | 10 −5 . The fact that the values of |∆P/P | in the N -space case cover a larger spread than the values of ∆P/P in the x-space case is a consequence of the numerical evaluation of harmonic sums with the package provided in ref. [44] . Indeed, this is a further source of numerical uncertainty, which, however, is well under control.
• The agreement between the inverse Mellin transform of N -space time-like splitting functions and their x-space counterparts is also good, both at NLO and NNLO. Indeed, in figure 2 the relative difference between them is ∆P/P 10 −4 , irrespective of the splitting function and the perturbative order. Note however that the value of ∆P/P is larger in figure 2 than in figure 1. In the former case, there is an additional uncertainty related to the numerical inverse Mellin transform of N -space splitting functions back to x space.
We conclude that the expressions of the splitting functions available in the literature are perfectly consistent with each other. 3 
Numerical implementation and benchmark
In this section, we present our implementation of time-like evolution in the MS factorisation scheme up to NNLO accuracy. The discussion is organised in three steps. First, we briefly discuss the numerical solution of DGLAP equations and their implementation in two different programs. Second, we define the setup conditions. Third, we present the results of a benchmark between our two codes.
The codes
We have implemented the time-like evolution in two entirely independent and conceptually different programs, based respectively on the solution of DGLAP equations (2.1)-(2.6) in x and N space. Provided perfectly controlled conditions, our goal is to obtain the same results irrespective of the procedure followed in the two codes. This provides a strong check of the correctness of both our implementations and our results.
As far as the x-space solution is concerned, we have implemented it in the already existing APFEL library [21] . Specifically, APFEL provides a framework in which the DGLAP equations are solved in x space by means of higher-order interpolation techniques, followed by the Runge-Kutta solution of the resulting discretised evolution equations. We refer the reader to ref. [21] for technical details on the implementation.
As far as the N -space solution is concerned, we have developed a new dedicated program: MELA, Mellin Evolution LibrAry. MELA exploits the fact that, in N space, the integrodifferential DGLAP equations (2.1) are turned into the more simple ODEs (2.6). While eqs. (2.1) can be solved only by means of numerical methods, eqs. (2.6) allow for a simple analytical solution [47] . The numerical evaluation of the latter is immediate and, in principle, infinitely accurate. Of course, one should perform the numerical inversion of the solution from N space back to x space, but this is technically much easier than solving eq. (2.1) directly. In MELA, the inverse Mellin transform is performed by means of a numerical implementation of eq. (2.8) based on the Talbot-path algorithm [48] .
Note that the solution of eqs. (2.6) requires the knowledge of the analytical expressions of the Mellin moments of the FFs over the whole complex plane. Hence, the parameterisation of FFs, usually given in x space, should be sufficiently simple to allow for an analytical Mellin trasform. Of course, this greatly restricts the range of application of the N -space solution of the DGLAP equations. In order to bypass this limitation, the so-called FastKernel method [49] , which allows one to evolve x-space distributions using the Nspace approach by means of interpolation techniques, has been developed. This method has been implemented in MELA for completeness, even though this is not required by our study. Further investigations based on the extension of the FastKernel method to the time-like case will be left for future studies.
The setup
Our goal is to consistently compare APFEL and MELA. In order to do that, we need to choose a common setup for the evolution. Specifically, we use the following value of the strong coupling at the charm mass m c :
and the following values for the heavy quark masses:
The top quark mass m t does not need to be specified because the top-mass threshold will never be crossed in our computations.
We take the parameterisation for the initial-scale FFs from ref. [25] . In particular, we consider the π + FFs at NLO, eqs. (14)- (16) 
Here µ 2 0 = 1 GeV 2 and the normalisation constants
Note that we consider only gluon and light quark FFs: indeed, in our programs heavyquark components of FFs are dynamically generated at the corresponding thresholds. For this reason, they do not need to be parameterised. Consistently, we include matching conditions in the treatment of flavour threshold crossing in the evolution (2.1): in this respect, we note that, differently from PDFs, FFs undergo a non-zero matching at the heavy-quark thresholds already at NLO [50] , while the matching at NNLO is presently unknown.
We would like to stress that the choice of the parameterisation given by eq. (3.3) is arbitrary. Essentially, this is motivated by its simplicity, which allowed us to easily obtain the corresponding analytic Mellin trasform required by MELA. Therefore, this parameterisation should not be considered more reliable that any other, and the FFs given in eq. (3.3) should be regarded just as a set of test functions with some degree of realistic behaviour.
The results
The benchmark between APFEL and MELA is performed by comparing the result of the evolution of the set of FFs (3.3) for two different factorisation schemes, for different ratios between renormalisation and factorisation scales and at different final scales.
As far as the factorisation scheme is concerned, at NLO we consider two options: the Fixed-Flavour-Number Scheme (FFNS) with n f = 3, in which the number of active flavours remains fixed and no heavy quark FF is generated during the evolution, and the Variable-Flavour-Number Scheme (VFNS), in which the heavy-quark FFs are dynamically generated as the evolution scale crosses the corresponding heavy-quark thresholds. The lack of knowledge on matching conditions prevents us to provide results in the VFNS at NNLO: hence, in this case, we perform the evolution only in the FFNS.
As a further cross-check, we also consider the more general case in which the factorisation scale µ F , at which FFs are evaluated, and the renormalisation scale µ R , at which α s is evaluated, take different values (µ F = µ R ). In this case, the effective splitting functions depend on the coefficients of the perturbative expansion of the QCD β-function and on powers of ln(µ 2 F /µ 2 R ) [47] . In addition, if µ F = µ R , the matching of α s is no longer performed at the heavy-quark threshold, thus giving rise to discontinuities in the evolution of α s . In our benchmark we consider three different values for the ratio µ 2 R /µ 2 F : 1/2, 1, 2. We evolve the set of FFs, eq. (3.3), from µ 2 0 = 1 GeV 2 to four different final scales, namely µ 2 F = 10, 100, 1000, 10000 GeV 2 . As for the momentum fraction, we look at the range x ≥ 0.01, consistently with the kinematic cut usually imposed in global QCD analyses of FFs. Actually, beyond LO, time-like splitting functions have a much more singular behaviour than their space-like counterparts as x → 0. Specifically, they present a double-logarithm enhancement with leading terms of the form α n s ln 2n−2 x (corresponding to poles of the form α n s (N −1) 1−2n in N space). Despite large cancellations between leading and non-leading logarithms at non-asymptotic values of x, the resulting small-x rise in the time-like case dwarfs that of the space-like case. This justifies the rather restricted range of momentum fractions we look at.
In figure 3 , we show the ratio between gluon, up quark and strange quark FFs evolved at NLO with APFEL and MELA from µ 2 0 = 1 GeV 2 to µ 2 F = 10, 100, 1000, 10000 GeV 2 for three different values of the ratio µ 2 R /µ 2 F in the FFNS. In figure 4 , we show the same comparison as in figure 3 , but in the VFNS; here we display also the ratio for the charm quark FF, which is dynamically generated at the charm threshold. In figure 5 , we show the same quantity as in figure 3 , but at NNLO. All results are in the MS scheme. the (x, µ 2 F ) region explored, the accuracy being below the 10 −4 level. A slight worsening is observed only for the strange and charm quark FFs in the very large-x region. Here the absolute values of these distributions become extremely small and numerical effects start coming in.
We conclude that proper implementations of both x-and N -space methods for the solution of the time-like DGLAP equations have been achieved in APFEL and MELA up to NNLO. The reliability of our results has been carefully checked step by step in order to exclude any inconsistency from the core of the evolution (splitting functions) up to the complete evolution mechanism. In order to facilitate a possible comparison with other codes, in appendix A we present a collection of tables reporting the numerical values of FFs at some reference values of x and µ 2 F . The tables in appendix A, as well as the plots in figures 3-4-5, can be reproduced by running the benchmark suite of MELA, as explained in appendix B.
Conclusions and outlook
We have presented numerical results of the time-like evolution of FFs in the MS factorisation scheme for the first time up to NNLO accuracy in QCD. A high-precision comparison between x-and N -space solutions of the DGLAP evolution equations has been provided based on two entirely independent and conceptually different programs: APFEL, which has been updated for handling time-like evolution, and MELA, which has been specifically developed for the purpose of this paper.
This study has made us scrutinise the expressions of the time-like splitting functions available in the literature, in both x and N space. We have checked that all available results in the literature are mutually consistent.
We have obtained an excellent numerical agreement between APFEL and MELA results, achieving a relative accuracy well below 10 −4 . The stability and reliability of the evolution codes has also been extensively tested upon various theoretical assumptions, including fixed-and variable-flavour number schemes and different factorisation and normalisation scale ratios. Above all, we managed to control the evolution of FFs at a level of accuracy which is comparable to that demanded for PDFs.
Our results aims at providing a reference for future global analyses of FFs; these may include a determination based on the NNPDF methodology [51, 52] , thanks to the efficiency and flexibility of APFEL. In the future, we hope our results will be compared with other available codes, namely QCDnum and ffevol: this will call for a dedicated effort, which should benefit from the collaboration of the authors of these programs.
APFEL is available from its HepForge website:
http://apfel.hepforge.org/ MELA is available from:
http://apfel.hepforge.org/mela.html
We provide basic instructions for downloading and running it in appendix B.
A Numerical Results
In this appendix, we present a collection of tables with the values of the FFs evolved as explained in section 3. We recall that we use the following values for the strong coupling at the charm mass m c and the charm and bottom quark masses: Table 1 : Numerical values of gluon, up and strange FFs evolved at NLO in the FFNS up to µ 2 
1.5369 · 10 
2.3917 · 10 
3.0377 · 10 Table 13 : Numerical values of gluon, up, strange and charm FFs evolved at NLO in the VFNS up to µ 2 
1.5355 · 10 
2.5055 · 10 
2.3873 · 10 
3.2870 · 10 
3.0177 · 10 Table 25 : Numerical values of gluon, up and strange FFs evolved at NNLO in the FFNS up to µ 2 
