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Purpose: Cone-beam CT (CBCT) plays an important role in image guided 
radiation therapy (IGRT). However, the large radiation dose from serial CBCT 15 
scans in most IGRT procedures raises a clinical concern, especially for pediatric 
patients who are essentially excluded from receiving IGRT for this reason. The 
goal of this work is to develop a fast GPU-based algorithm to reconstruct CBCT 
from undersampled and noisy projection data so as to lower the imaging dose. 
Methods: The CBCT is reconstructed by minimizing an energy functional 20 
consisting of a data fidelity term and a total variation regularization term. We 
developed a GPU-friendly version of the forward-backward splitting algorithm 
to solve this model. A multi-grid technique is also employed.  
Results: It is found that 20~40 x-ray projections are sufficient to reconstruct 
images with satisfactory quality for IGRT. The reconstruction time ranges from 25 
77 to 130 sec on a NVIDIA Tesla C1060 GPU card, depending on the number of 
projections used, which is estimated about 100 times faster than similar iterative 
reconstruction approaches. Moreover, phantom studies indicate that our 
algorithm enables the CBCT to be reconstructed under a scanning protocol with 
as low as 0.1 mAs/projection. Comparing with currently widely used full-fan 30 
head and neck scanning protocol of ~360 projections with  0.4 mAs/projection, it 
is estimated that an overall 36~72 times dose reduction has been achieved in our 
fast CBCT reconstruction algorithm.  
Conclusions: This work indicates that the developed GPU-based CBCT 
reconstruction algorithm is capable of lowering imaging dose considerably. The 35 
high computation efficiency in this algorithm makes the iterative CBCT 
reconstruction approach applicable in real clinical environments. 
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Cone Beam Computed Tomography (CBCT) has been broadly used in image guided 40 
radiation therapy (IGRT) to acquire the updated patient's geometry for precise targeting 
before each treatment fraction. The repeated use of CBCT during a treatment course 
raises a clinical concern of excessive x-ray dose. This concern has prohibited the use of 
IGRT for pediatric patients, resulting in compromised treatment outcome. 
Imaging dose in CBCT can be reduced by reducing number of x-ray projections 45 
and/or mAs level (tube current and pulse duration). These approaches cannot be used 
with conventional FDK-type algorithms1, that are currently clinical standards, because 
the images reconstructed from under-sampled and/or noisy projection data are highly 
degraded and thus clinically unacceptable. Recently, a burst of research in compressed 
sensing2-3 has demonstrated the feasibility of recovering signals from incomplete 50 
measurements through optimization methods, providing us new perspectives of solving 
the CBCT reconstruction problem4. Among various methods of this type, Total Variation 
(TV) method5 has presented its tremendous power in CT reconstruction problems in both 
fan-beam6 and cone-beam7 geometries. This approach has also been extensively applied 
into many other imaging applications8-10 and its efficacy has been enhanced by combining 55 
with other techniques, such as incorporating prior information11. Despite the great power 
of the TV-based methods, the computation is very time-consuming owing to the lack of 
efficient algorithms to handle the large data set encountered in CBCT reconstruction 
problems. It usually takes several hours or even longer for current TV-based 
reconstruction approaches to produce a decent CBCT image. This fact prevents them 60 
from practical applications in real clinical environments.  
Recently, general-purpose computing on graphics processing unit (GPU) has offered 
us a promising prospect of performing computationally intensive tasks in medical 
imaging and therapy applications12-17. By developing new algorithms with mathematical 
structures suitable for GPU parallelization, we can take advantage of the massive 65 
computing power of GPU to dramatically improve the efficiency of the TV-based CBCT 
reconstruction, as will be seen in the rest of this letter. 
Let us consider a patient volumetric image represented by a function ݂ሺݔ, ݕ, ݖሻ , 
ሺݔ, ݕ, ݖሻ א ࡾଷ . An operator ܲఏ  projects ݂  onto an x-ray imager plane in a cone beam 
geometry at an angle ߠ. Denote the observed projection image at an angle ߠ by ܻఏሺݑ, ݒሻ. 70 
A CBCT reconstruction problem is formulated as to retrieve the volumetric image ݂ 
based on the observed functions ܻఏ. In this letter, we aim at reconstructing the CBCT 
image by minimizing an energy functional: 
݂ ൌ argmin ܧሾ݂ሿ ൌ  argmin ܧଵሾ݂ሿ ൅ ߤܧଶሾ݂ሿ,   
s.t.  ݂ሺݔ, ݕ, ݖሻ ൒ 0 for ׊ ሺݔ, ݕ, ݖሻ א ࡾଷ, (1) 
where ܧଵሾ݂ሿ ൌ ଵ௏ ԡ׏݂ԡଵ  and ܧଶሾ݂ሿ ൌ
ଵ
ேഇ஺∑ ฮܲ
ఏሾ݂ሿ െ ܻఏฮଶ
ଶ
ఏ . Here ܸ  is the volume in 
which the CBCT image is reconstructed. ఏܰ  is the number of projections and ܣ is the 75 
projection area on each x-ray imager. ԡ…ԡ௣ denotes function ݈௣-norm. The data fidelity 
term ܧଶ ensures the consistency between the reconstructed image ݂ and the observations 
ܻఏ . The other one, ܧଵ , known as TV semi-norm, has been shown to be extremely 
powerful5 to remove artifacts and noise from ݂ while preserving its sharp edges. ߤ ൐ 0 is 
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introduced to adjust the relative weights between these two energy terms. It controls the 80 
smoothness of the reconstructed images and is chosen manually for best image quality.  
In order to perform the minimization task, we employed an innovative forward-
backward splitting algorithm18-19: 
Algorithm  A1: 
 Repeat the following steps until convergence 
1. Update: ݃ ൌ ݂ െ ఓ௏ఉ
ఋ
ఋ௙ ܧଶሾ݂ሿ; 
2. Minimize: ݂ ൌ argmin ܧଵሾ݂ሿ ൅ ఉଶ ܧଷሾ݂ሿ; 
3. Correct: ݂ሺݔ, ݕ, ݖሻ ൌ 0, if ݂ሺݔ, ݕ, ݖሻ ൏ 0. 
where ߚ ൐ 0 is a parameter and  ݃ሺݔ, ݕ, ݖሻ is an auxiliary function. The choice of ߚ only 
affects the stability of the algorithm and an empirical value ߚ~10ߤ  is used in our 85 
implementation. The energy functional in Step 2 is defined as ܧଷሾ݂ሿ ൌ ଵ௏ ԡ݂ െ ݃ԡଶଶ and 
the sub-problem in this step is solved by a simple gradient descent method. 
A straightforward way of implementing (A1) is to interpret ܲఏሾ݂ሿ  as a matrix 
multiplication and then ܧଶሾ݂ሿ as a matrix norm ∑ ฮܲఏ݂ െ ܻఏฮଶ
ଶ
ఏ . This leads to a simple 
form ∑ ܲఏ்ሺܲఏ݂ െ ܻఏሻఏ  for the functional variation ߜܧଶሾ݂ሿ ߜ݂ሺݔ, ݕ, ݖሻ⁄  in Step 1, apart 90 
from some constants, where ·்  denotes a matrix transpose. This approach causes a 
memory conflict problem when implemented on GPU, which severely limits the 
exploitation of GPU's massive parallel computing power. To resolve this issue, a GPU-
friendly way of evaluating the functional variation ߜܧଶሾ݂ሿ/ߜ݂  has been developed as 
following: 95 
ఋ
ఋ௙ሺ௫,௬,௭ሻ ܧଶሾ݂ሿ ൌ
ଵ
ேഇ஺∑
ଶ௅యሺ௨כ,௩כሻ
௅బ௟మሺ௫,௬,௭ሻఏ  · ሾܲ
ఏሾ݂ሿሺݑכ, ݒכሻ െ ܻఏሺݑכ, ݒכሻሿ , (2) 
where ሺݑכ, ݒכሻ is the coordinate on the imager plane at which a ray line connecting the x-
ray source and the point ሺݔ, ݕ, ݖሻ  intersects the imager. ܮ଴  is the source to imager 
distance. ݈ሺݔ, ݕ, ݖሻ and ܮሺݑכ, ݒכሻ are the distances from the source to the point ሺݔ, ݕ, ݖሻ 
and from the source to the point ሺݑכ, ݒכሻ  on the imager, respectively. For GPU 
implementation, we first perform the forward x-ray projection operation and compute 100 
ሾܲఏሾ݂ሿሺݑ, ݒሻ െ ܻఏሺݑ, ݒሻሿ  for all ሺݑ, ݒሻ  and ߠ . Then each thread on GPU can 
independently evaluate the functional variation at a ሺݔ, ݕ, ݖሻ coordinate. Given the vast 
parallelization ability of GPU, extremely high efficiency in Step 1 can be achieved. Other 
steps in (A1) can also benefit from GPU implementations considerably. For example, for 
the purpose of evaluating ܧଵሾ݂ሿ, we simply have each GPU thread compute this term at 105 
an ሺݔ, ݕ, ݖሻ coordinate and then a summation over the coordinate is performed. Moreover, 
we employed the well developed multi-grid method20 to achieve further efficiency boost.  
 We first tested our reconstruction algorithm on a digital NCAT phantom21. The 
phantom was generated at thorax region with a size of 512 ൈ 512 ൈ 70 voxels. The x-ray 
imager was modeled to be an array of 512 ൈ 384 detectors. X-ray projections of the 110 
phantom were generated along various directions and were then used as the input for the 
CBCT reconstruction. Axial slices of the reconstruction results based on ఏܰ ൌ 20, 30 and 
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40 projections are drawn in Fig. 1(a) through 1(c), respectively. In all cases, the 
projections are taken along equally spaced angles covering an entire 360 degree rotation. 
For the purpose of comparison, we also show in panels (d) and (e) the image 115 
reconstructed from conventional FDK algorithm1 as well as the ground-truth image. 
Clearly, the reconstructed CBCT images based on 40 projections is almost visually 
indistinguishable from the ground-truth. On the other hand, the image produced by the 
conventional FDK algorithm is full of streaking artifacts due to the insufficient number of 
projections. Moreover, the required number of projections can be further lowered 120 
depending on the clinical purposes. For example, 20 projections may suffice for patient 
setup purposes in radiotherapy, where major anatomical features have already been 
retrieved as in Fig. 1(a). As far as radiation dose is concerned, the results shown in Fig. 1 
implies a 9~18 times dose reduction comparing with the currently widely used FDK 
algorithm, where about 360 projections are usually taken in a full-fan head and neck 125 
scanning protocol. More importantly, we emphasize here that the total reconstruction 
time is short enough for real clinical applications. In Fig. 1(f), we plot the dependence of 
the reconstruction time ݐ as a function of the number of projections ఏܰ. As we can see, 
the reconstructions can be accomplished within 77~130 seconds on an NVIDIA Tesla 
C1060 GPU card, depending on the number of projections. Comparing with the 130 
computation time of several hours in currently similar reconstruction approaches, our 
algorithm has achieved a tremendous efficiency enhancement (~100 times speed up). 
To demonstrate our algorithm's capability of handling noisy data, we performed 
CBCT reconstruction on a CatPhan 600 phantom (The Phantom Laboratory, Inc., Salem, 
NY) under different mAs levels. 379 projections within 200 degrees were acquired by 135 
Varian On-Board Imager system (Varian Medical Systems, Palo Alto, CA). A subset of 
equally spaced 40 projections was used to perform the reconstruction. In Fig. 2, we show 
the reconstruction results based on various mAs levels using our TV-based algorithm and 
the FDK algorithm. Again, the images produced by our method are smooth and free of 
streaking artifacts, undoubtedly outperforming those from the FDK algorithm. In 140 
   
   
FIG. 1.  (a) to (c) Reconstructed CBCT images under ఏܰ ൌ 
20, 30, and 40 x-ray projections. (d) Reconstruction result 
from the FDK algorithm under 40 projections. (e) The 
ground-truth image. (f) Reconstruction time ݐ as a function 
of ఏܰ. 
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particular, under an extremely low mAs level (0.1 mAs/projection), our method is still 
able to capture major features of the phantom. Comparing with the currently widely used 
full-fan head and neck scan protocol of 0.4 mAs/projection, this performance implies a 
dose reduction by a factor of ~4 due to lowering the mAs level. Taking into account the 
dose reduction by reducing the number of x-ray projections, an overall 36~72 times dose 145 
reduction has been achieved. 
In this letter, we presented our recent development on a fast iterative algorithm for 
the CBCT reconstruction problem. We consider an energy functional consisting of a data 
fidelity term and a regularization term of TV semi-norm. The minimization problem is 
solved with a forward-backward splitting method together with a multi-grid approach on 150 
a GPU platform, leading to both satisfactory accuracy and efficiency. Reconstruction 
performed on a digital NCAT phantom indicates that images with decent quality can be 
reconstructed from 20~40 x-ray projections and the total reconstruction time ranges from 
77 to 130 seconds depending on the number of projections used. We have also tested our 
algorithm on a CatPhan 600 phantom under different mAs level and found that CBCT 155 
images can be successfully reconstructed from scans with as low as 0.1 mAs/projection. 
All of these results indicate that our new algorithm has improved the efficiency by a 
factor of 100 over existing iterative algorithms and reduced imaging dose by a factor of 
36~72 compared to the current clinical standard full-fan head and neck scanning protocol. 
The high computation efficiency achieved in our algorithm makes the iterative CBCT 160 
reconstruction approach applicable in real clinical environments for the first time. 
This work is supported in part by the University of California Lab Fees Research 
Program. We would like to thank NVIDIA for providing GPU cards for this project.  
Our Algorithm 
FDK 
mAs/projection 0.1 1.0 
FIG. 2. Axial slices in the CBCT reconstruction results 
of a CatPhan 600 phantom under two different mAs 
levels from FDK algorithm and from our algorithm. 40 
projections are used in all cases.
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