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Abstract 
 
Tungstated Zirconia (WO3-ZrO2) is a technologically important catalyst; however, there 
is still a considerable lack of understanding for the presence of different WO3 surface 
species found in this catalyst which are responsible for its high activity.  We report here 
the application of atomistic simulation techniques based on interatomic potentials to 
explore the nature of WO3 species on WO3-ZrO2 systems. At first modelling of the pure 
structure of t-ZrO2 was investigated and the reliability of computed structures was found 
to agree with earlier theoretical and experimental studies. An investigation of all low 
miller index pure surfaces of t-ZrO2 revealed the highest stability in the following order 
{101} > {001} > {111} > {110} > {100}. The adsorption of WO3 at partial monolayer 
coverages of 20 % and 50 % were then investigated onto the surfaces of t-ZrO2.  
 
 
Conclusions that can be drawn from this work are that the preference WO3 species for a 
particular surface depended on the type of the surface and temperature considered. The 
highest favourability to WO3 addition was detected on the {111} surface, where a 50 % 
monolayer coverage was found to be stable. The {100} and {110} surfaces were 
favourable to WO3 addition, although this favourability depended on the temperature and 
amounts of WO3 added. The surfaces {001} and {101} were not favourable to WO3 
addition at low temperatures. The addition of WO3 resulted in stabilizing of surfaces 
which were otherwise unstable in t-ZrO2 such as the {111}, {110} and {100}. The study 
also confirms the formation of polymerized WO3 layers, dimers, monomers and Zr-WO3 
linkages which were detected in earlier experiments. The nature of WO3 species were 
found to be surface specific, which also depended on the surface area and temperature. 
The knowledge obtained from this study could be used to design and optimize an 
efficient catalyst.  
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Chapter 1 Introduction 
 
“To myself I am only a child playing on the beach, while vast oceans of truth 
lie undiscovered before me.” 
                                                                                                    ― Sir Isaac Newton 
 
1.1 Introduction 
 
Over the last decades computational modelling techniques have extensively benefited our 
understanding of the chemistry of materials. Such techniques are well established in 
virtually all areas of mainstream material science, including polymers, ceramics, 
semiconductors and metals. [1-5]  They are also a major driving force in relatively new 
avenues of research, such as pharmaceutical materials science, nanotechnology, 
engineering bio-mimetic materials and solid-state ionics. [6-9] Computer simulation can be 
used as a powerful predictive tool to guide novel experimental programmes in a fraction 
of the time and cost of trial-and-error approaches. [10, 11] Furthermore, with the increasing 
use of three-dimensional imaging techniques such as X-ray micro- or nanotomography 
(and similar electron or ion beam based methods), it is now possible to undertake 
microstructural materials modelling in which multiscale structural information can be 
used directly for property prediction. [12-17]   These techniques treat a system at three 
levels of physical description Quantum mechanics (QM), Molecular mechanics (MM) 
and Mesoscopic Soft Matter, where the level of detail considered successively decreases 
while allowing the system length and time-scales to be increased. Figure 1.1 shows the 
hierarchy of multiscale modelling techniques and the areas of overlap permit ‘mapping’ 
 15 
rom one scale to the next, which is often required for parameterisation of higher scale 
methods to obtaining a finer scale resolution. [18] 
 
Computer modelling techniques are now well established tools in the field of solid state 
materials and have been applied successfully to the study of crystal structures and 
dynamics in solids at the atomic level. [19] The present study addresses the application of 
these modelling techniques to metal oxide materials. Metal oxides in general are 
important materials with wide application in several areas of chemistry and chemical 
engineering, some of the major applications include catalysis (as a catalyst support, 
promoter), in solid oxide fuel cells and oxygen sensors. [20-24]   The defects in their 
structures play an important role in their properties. Zirconia is the material under 
investigation in this thesis. Zirconia exhibits three different types of crystal structures 
with the increase in temperatures. Each of this material varies greatly in terms of their 
properties. Hence, a great deal of structural investigation is required to explore its 
potential for various applications. [25-28]   Recently WO3 doped zirconia has been a topic 
of investigation for several catalytic reactions such as isomerisation, esterification etc., 
but any information of its structural variations on doping with tungsten is rarely 
discussed. It is therefore very important to understand these variations in order to explore 
the application in several areas of chemical sciences.  
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Figure-1.1 The hierarchy of multiscale modelling techniques, showing approximate 
range of temporal and spatial scales covered by different categories of methods. (taken 
from Reference [18]) 
 
1.2 The Big Mystery and why the need of Simulation? 
 
Gasoline is considered to be one of the most vital fluids in the economy of the world. 
From the early 1920s lead has been blended with gasoline to boost its octane levels. 
Leaded gasoline causes severe harmful effects on human health and the only way to 
avoid this was introducing aromatic compounds into the fuel in place of lead. The 
aromatic compounds used however are carcinogenic in nature. The requirement for 
gasolines without harmful lead and aromatic compounds resulted in a search for new 
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catalysts. [29]   Any new catalyst should be capable of producing high octane number 
compounds by isomerisation of widely available straight chain alkanes in an 
environmentally friendly way. The isomerisation of alkanes gives branched high octane 
number isopentanes, isohexanes and isobutanes, which are good gasoline components. In 
the early 1990s, the capacities of these isomerisations were estimated to be more than 1 
million barrels per day. The kinetics and mechanism of the isomerisation depends on the 
type of catalyst used and the reaction conditions.  
 
The research carried out so far shows that the isomerisation occurring under 
heterogeneous catalysis conditions takes place via a thermodynamically –controlled 
mechanism.[30] The efficiency of their catalytic action to isomerise alkanes is usually 
evaluated by the rate of their transformation into the corresponding isomer or mixture of 
isomers. Studying the various steps of the process as well as the intermediate products, 
which are inevitably formed, can assess the mechanism of isomerisation of various 
hydrocarbons. It has been established that the mechanism of isomerisation in the presence 
of bifunctional catalysts depends on the degree of acidity of the catalyst support. In the 
case of strongly acidic supports, the process is concentrated on the catalyst acid centres. 
In this case, the metal of the catalyst limits the coke formation and prevents the 
deactivation of the corresponding acid centres. [31] For catalysts, which have a very low 
acidity, the isomerisation takes place predominantly on the metal centres and the 
mechanism of the reaction depends on the size of the metal crystallites.[32] In the case of 
using a catalyst support of moderate acidity, the isomerisation proceeds via the so-called 
bi-functional mechanism, which involves both an acid and a base site. 
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The most widely applied alkane isomerisation catalysts are platinum-promoted solid 
acids, chlorinated alumina, zeolites and mordenite. [33-35] The chlorinated catalyst are 
highly active and operate at low temperatures (400–450 K), so formation of the desired 
branched alkanes is favored thermodynamically. These catalysts, however, require the 
constant addition of chlorine-containing compounds and are sensitive to moisture and 
sulfur impurities. [36] They are also highly corrosive and subject to stringent 
environmental regulations. The use of zeolite catalysts do not suffer from these 
disadvantages, but they are significantly less active, operating at higher temperatures 
(500–550 K) and characterized by low yields of branched alkanes as a consequence of the 
thermodynamic limitations.  
 
This has led to the demand for more environment friendly active catalyst that can operate 
at low temperatures. The extensive work by Holm and Bailey resulted in the development 
of sulphated zirconia (SZ) catalyst. SZ is a potential solid acid catalyst that can catalyse 
the isomerisation of alkanes at 300 – 420 K. [37-40] The properties of this catalyst were 
further improved by the addition of modifiers like iron and manganese, which imparted 
more stability and selectivity to the catalyst.[41, 42] Although the SZ catalyst found a lot of 
commercial applications, these catalysts were known to suffer from the loss of sulfate 
groups during the calcination, regeneration or reduction processes.[43] To solve this 
problem Hino and Arata [38, 48]  in 1988 proposed tungstated zirconia (WO3-ZrO2) as an 
alternative to SZ catalyst. Although the activity of WO3-ZrO2 catalyst was less than the 
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SZ catalyst, this catalyst possessed superior stability under both oxidizing and reducing 
condition, making them more suitable for industrial applications. The catalytic activity of 
the WO3-ZrO2 catalyst was later improved by the addition of platinum. The Pt/WO3-ZrO2 
catalyst was found to be more selective than Pt/SZ catalysts for the formation of branched 
alkanes in the conversion of n-heptane and n-octane. [44-47]  
 
It was suggested by Hino and Arata [48] that the formation of so-called “superacid” sites 
makes these materials active catalysts for isomerization of butane and pentane. [49, 50]   
Since the discovery of the ability of tungstated zirconia to catalyze alkane isomerization 
at low temperatures, there were several reports of the use of these materials for other 
reactions such as isomerization, esterification, transesterification, cyclohexane ring-
opening, benzene hydrogenation, alkene oligomerization, aromatic alkylation with 
alkenes or methanol, aromatic transalkylation, and heteroatom removal. [51-68]   The 
identification of catalytically active sites in several chemical reactions can provide an 
insight into the mechanism but at times can be like a murder mystery. [69]   As there could 
be many suspects, but many of the probable suspects could be mere spectators while the 
actual culprit is hidden and hard to detect. It is very important to use characterisation 
tools like high resolution SEM/TEM or Molecular modelling techniques to identify the 
role of various species which could expose the naked truth of this science. These 
toolboxes will enable us to catch these species and expose their behaviours under various 
stressful events.  
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As a part of their investigation earlier Christopher Kiely and colleagues [69] used high 
resolution STEM images which revealed the presence of monotungstate and 
polytungstate species of WOx as well as some distorted Z-WOx clusters within the 
zirconia frame work see Figure 1.2. So far no detailed study using computational 
techniques has been employed to look at the behaviour of such complex systems. The 
aim of this study is to explore the presence of such species and compare the effects of 
temperature and their influence under various circumstances.  
 
Figure 1.2 The four different suspected surface species in supported WOx/ZrO2 catalyst 
active in light alkane isomerization: monotungstate, polytungstate, well-ordered WO3  
nanocrystals and WO3  distorted clusters.(taken  from Reference [68]). 
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1.3 Opportunities for Computational Modelling  
 
Tungstated Zirconia (WO3-ZrO2) is one of the most important industrial catalysts used 
for several important reactions. There are still several areas of incomplete understanding 
which cannot be easily investigated by experiment so presenting a considerable 
opportunity for computational modelling, in particular. Modelling would be capable to 
provide a more precise picture of the bulk structures and the factors affecting stability 
across the temperature range, which are complex owing to the polymorphic nature of 
ZrO2 and the complicated phase transition processes. Catalysis is a surface process, and 
hence modelling can help us better to understand the topography and chemistry of the 
surface and the preference of adsorbents to any particular surface. In relation to the 
isomerization of alkanes, modelling can also identify the nature of the active sites and in 
particular, study the adsorption mechanism of WO3 on to the various surfaces of 
tetragonal zirconia. The studies presented in this thesis are dedicated to provide further 
understanding of these issues.  
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Chapter 2 Theoretical Methods and Computational 
Techniques 
 
 
“The door to every new comprehensible scientific theory takes me one step 
closer to the marvellous beauty of that intelligent design”. 
 
— Greeshma Nair 
 
2.1 Introduction  
 
This chapter will look into the detail at the theoretical and computer modelling 
techniques applied in this work. The objectives of these techniques are to predict the 
crystal properties of pure t-ZrO2 and then describe the effects of WO3 additions to it. The 
chapter begins with a general introduction to the methods of computer modelling which 
are employed to generate the results in the rest of the thesis. To obtain a better 
understanding of the catalyst systems the results from the modelling techniques discussed 
here, were compared with the observation from the experimental techniques. We 
investigated the most technologically important phase of zirconia and looked at its bulk, 
surfaces and defect properties. In order to study these properties GULP [1, 2] (General 
Utility Lattice Program) and METADISE [3] (Minimum Energy Techniques Applied to 
Dislocation, Interface and Surface Energies) codes were chosen. These codes are used at 
first to investigate the bulk defect and surface properties of pure t-ZrO2 and WO3 doped 
zirconia. After levels of good agreement with the previously reported studies were 
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achieved, an attempt was made to make these results comparable with the experimental 
conditions. One way to do this was to utilise molecular dynamics. The molecular  
 
dynamics technique incorporates the effect of temperature and pressure thus enabling a 
better comparison with experimental findings. In these methods the trajectories of atoms 
and molecules are determined by numerically solving Newton's equations of motion for a 
system of interacting particles. All the methods described above involve the evaluation of 
an expression for the energy of a given geometric arrangement of atoms. An equilibrium 
structure is then obtained by variation of the atomic position to minimize the energy 
expression i.e. energy minimization. [4]  
 
Modelling techniques of these types are collectively known as atomistic methods and in 
this work are based on interatomic potentials (force-fields). The interatomic potentials 
used in these methods are discussed in detail in Chapter 3. This chapter explains the 
various optimisation techniques with relevance to the strength and weakness of each 
technique. It also discusses how they are applied to bulk systems, surfaces and point 
defects as well as gives some basic concepts of the molecular dynamic package used in 
this work. 
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2.2 Basic Crystal Concepts 
 
 A crystal is a solid material with a regular periodic arrangement of atoms in three 
dimensional space. This arrangement of atoms could consist either of a single type of 
atom such as in a metal or different types of atoms forming a complex structure. [5] The 
symmetries of these repeated patterns in space determine the structure of the unit cell. 
The vertices of all unit cells in space constitute a lattice, while the arrangement of atoms 
particular to the specified material, which on repeating gives the entire crystal structure is 
known as the basis. Both lattice and basis are thus very important parameters to define 
the crystal structure. The entire symmetry of the crystal from a microscopical perspective 
is defined by the space group. [6] Space groups in three dimensions are made from 
combinations of the 32 crystallographic point groups with the 14 Bravais lattices, [7] each 
of the latter belonging to one of 7 lattice systems. The space group of zirconia studied in 
this thesis is P42 /nmc. The different types of crystal system existing in nature are 
Monoclinic, Tetragonal, Hexagonal, Orthorhombic and Cubic see Figure 2.1.  The crystal 
structure of the zirconia polymorph used in this thesis is of the body centered tetragonal 
form. [8] The next phase is to find the most stable structure an energy minimum by 
carrying out energy minimisation using the computational codes which are discussed in 
the next section. 
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Figure 2.1 Different types of three dimensional lattice structures; P = Primitive, I = 
Body Centred, F=Face centred, C= Side Centred. (Internet resources)  
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2.3 Static – Lattice Energy Minimisation 
 
2.3.1 Simulation Codes 
 
The static minimization techniques applied in this work are implemented in two 
computational codes: METADISE [3] (Minimum Energy Technique Applied to 
Dislocation Interface and Surface Energies) and GULP, [1, 2] (General Utility Lattice 
Program). 
 
METADISE: Most of the static simulations for this work have been carried out using 
this code. Using the interatomic potentials incorporated within the code, the energy of the 
bulk and surfaces of t-ZrO2 with and without the addition of dopants were calculated. For 
calculating the surface energies, a two dimensional periodicity implemented in the 
METADISE was employed. Using this code, slabs of t-ZrO2 and WO3 doped zirconia 
were prepared with various configurations, which served as the input files for the 
molecular dynamic calculations. In this study the Viewerlite software has been used to 
visualise the geometric configurations.  
 
GULP: The energetics of defective surfaces was determined using this code. It enabled 
us to calculate the point defects using the Mott-Littleton [43] approach. This code has also 
been employed in this thesis to calculate the phonon density of states in pure t-ZrO2. To 
calculate this, GULP uses a standard scheme developed by Monkhorst and Pack [24] for 
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choosing the grid points and then frequencies are integrated over the entire Brillouin 
zone. 
 
The calculation of lattice energy serves as the fundamental objective for all solid state 
simulation techniques. In order to describe a perfect crystal, the calculated lattice energy 
achieved should be a minimum. [9]   This can be achieved in two ways:  
 
Constant Pressure minimisation (conp): Using periodic boundary conditions (PBC) [10] 
here (see Figure 2.5), the total energy in a unit cell is minimised keeping the pressure 
constant in a system but allowing the cell dimensions to change. In this thesis the static 
simulation of bulk t-ZrO2 begin with a constant pressure minimisation using the 
METADISE code. 
Constant volume minimisation (conv): In this approach, the volume is kept constant and 
hence the cell dimensions are maintained at a constant value.  
 
When used in conjuncton with a potential model; these techniques can be readily applied 
to systems containing 10,00,000’s of atoms. Although their efficiency when working with 
large system is dependent on the minimization algorithm chosen. Also they can give good 
agreement with experiments and ab-initio [11] calculations, however, the static methods 
are unable to predict the vibrational properties of a system due to the effects of 
temperature. In spite of this drawback, the static methods are widely applied to study 
many bulk, surface and defect properties of crystal lattice. For example the defect 
structures and migration pathways were accurately predicted for cubic zirconia using the 
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static techniques. [12]   Similarly static simulation techniques have been successfully 
applied to study the oxygen vacancy and dopant segregation at the grain boundaries 
boundaries of ceria. [13-15]    In order for these methods to function properly, the 
optimisation techniques chosen to find the minimum energy should be highly efficient 
and accurate. The next section describes the various optimisation techniques used for the 
minimisation methods.   
 
2.3.2 Optimisation Techniques 
 
In order to calculate the energy of the system reliably and efficiently it is important that 
the energy minimisation techniques, chosen will detect the minimum corresponding to 
the most stable configuration. [16-18]   In their simplest form all such approaches 
essentially consider an initial configuration and adjust it to give a lower total energy, 
which can then be further reduced to a minimum value by an iterative method. This 
iterative method makes small changes in the geometry of the structure and checks if the 
energy has decreased. The number of iterations required depends on four important 
factors which are: 1) the nature of the minimization algorithm, 2) the form of the energy 
function, 3) the number of atoms and 4) the curvature of the potential energy surface. 
Some of the efficient algorithms commonly used are the Line search, Steepest descent, 
Conjugate gradient and the Newton Raphson variable matrix method. [19-21]   
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Throughout this thesis the Newton Raphson matrix variable method has been used for 
energy minimisation calculations.  This is a very effective method and employs at first 
the gradient method to identify the direction of the search and then calculates the second 
derivative in order to determine the minimum values. However, the required inversion of 
the 2nd derivative matrix is time consuming and can be overcome to some extent by using 
approximations such as Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithms or the 
Davidon-Fletcher-Powell (DFP). [22, 23] In a purely Newton-Raphson  approach the atom 
positions, after n iterations, rn, the forces acting on the system  dU/drn = gn and the second 
derivative matrix d2U/drn = dgn/ drn = Wn  are calculated and used to determine the new 
coordinates, rn+1, via the Equation below, 
 
                                          rn+1   =   rn - gn. H                                  (2.1) 
 
where H is the Hessian Matrix and is equivalent to W-1n 
 
A perfectly harmonic system would need only a single step to locate the minimum energy 
position. However, for complex systems, several iterations must be performed until there 
is not net force acting on the system, g = 0. The major drawbacks of this method are the 
second derivative matrix is computationally expensive to calculate for large systems and 
in case if the Hessian is not positive, Newton-Raphson procedure will converge towards 
the maximum along any imaginary mode instead of the minimum. Hence, for very large 
systems an alternative to the Newton Raphson mehod is used, which is the Conjugate 
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gradient minimisation method. In this method the requirement of a Hessian not needed. 
Although this method is less time consuming, it also possesses less accuracy.  
 
There are many improvements to the energy minimisation techniques. One of these is 
Broyden Fletcher Goldfarb and Shanno (BFGS) method. The advantage of using this 
method is that it can save a lot of computer time as well as gives good accuracy in cases 
where the system is a long way from minimum. In these kinds of quasi-Newton methods 
instead of a true inverse matrix, an initial matrix is chosen which is updated using a 
formula. In the BFGS method it calculates the optimum structure by minimising the 
forces (g) acting on the atoms located at coordinates (r). During the course of successive 
iterations, an inverse second derivative matrix Hi is created such that 1lim −∞→ =WH ii , 
where W-1 is the true inverse matrix of second derivatives. BFGS is a powerful technique 
and most of the simulation codes utilises these methods for energy minimisation. 
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2.3.3 Optimisation of Unit Cell Dimensions (Constant Pressure 
Minimisation) 
 
As mentioned previously one important extension to lattice energy minimisation is the 
ability to adjust the size of the unit cell dimensions during the minimization as this 
ensures there is no external pressure acting on the system and allows for reconstruction to 
occur. This is achieved by performing a conv minimization then adjusting the lattice 
vectors according to the bulk strain (ϵ) as shown below: 
 
                                   ϵ = C-1σ                                                 (2.2) 
 
where the stress σ is the sum of the applied and static pressures (Pstatic+Papplied) and the 
static pressure is defined as Pstatic = (1/V)( ∈∂∂ /LU ) and C is the compliance matrix 
(the second order derivatives of lattice energy with respect to strain). This process is itself 
performed iteratively until the required static pressure is achieved within the appropriate 
tolerance. 
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2.3.4 Periodic boundary condition  
 
Periodic boundary conditions (PBC) are employed to limit the computer time required to 
model a system of realistic size. This enables mimicking of an infinite system by a box of 
finite size in such a way that when a particle leaves the simulation box an image rejoins 
the box on the opposite side as shown in Figure 2.2, so that the box remains constant. The 
box containing the particles are surrounded by images of itself and thus producing an 
infinite repeat of the simulation cell in either one, two or three dimensions. Periodic 
boundary conditions are therefore very effective in modelling crystalline materials and it 
is also adequate for liquids or amorphous materials provided that any long-range 
properties are not considered or the simulation cell is sufficiently large that the properties 
converge within the periodic boundary. 
 
 
 
 
 
 
 
                    Figure 2.2 An illustration of Periodic Boundary Conditions 
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2.3.5 Application to Surfaces 
 
Computer modelling of solid surfaces employs a simulation cell periodic in either two-
dimensions for static simulation or three-dimensions for molecular dynamic simulations.  
 
2.3.5.1 Generating Surfaces and Types of Surfaces 
 
In order to create a surface, the bulk cell is cleaved in a particular direction specified by a 
notation system called Miller indices. These are written as (hkℓ), and each index denotes 
a plane orthogonal to a direction (h, k, ℓ) in the basis of the reciprocal lattice vectors. [26] 
In this thesis the planes {101}, {001}, {100}, {110} and {111} planes were chosen to be 
cleaved in the body centered t-ZrO2 bulk structure. To clearly understand the location of 
these planes they are represented within the unit cell of t-ZrO2 see Figure 2.3. The 
important factor to consider while cleaving a surface is that, there should be no dipole 
perpendicular to the repeat unit of the crystal. If dipole is present, then the convergence 
of surface energies becomes difficult and may diverge leading to errors in calculations. 
This can be overcome by adequate reconstruction of the surface during the minimisation, 
which will enable the removal of the dipole. 
 
 According to Tasker, [26] a crystal is considered to consist of a stack of charged planes. 
The configurations of atoms in these planes give rise to different types of surface 
arrangements. In general three types of surface arrangements exist, Type 1, Type 2 and  
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Type 3.  Type 1 surfaces maintain a stoichiometric ratio of ions in each layer. Since there 
are equal number anions and cations the total charge is zero and the net dipole is also 
zero for each repeat unit. In the case of t-ZrO2, this type of surface was noted for the 
surface {100}. In Type 2 surfaces, although each layer consists of charged planes, a 
symmetrical configuration exists resulting in the cancellation of the total charge as well 
as the dipole in each repeat unit. This type of surfaces were found for {101}, {111} and 
{001} surfaces in t-ZrO2.  In Type 3 surfaces alternately charged planes are stacked 
together which produces a dipole moment perpendicular to the surface. This is not as 
stable configuration as the other two types and hence a reconstruction is essential to bring 
stability in this type of surface. The reconstruction is done by removing half of the ions in 
the surface layer at the top of the repeat unit and transferring them to the bottom which 
produces a highly defective surface. Normally in nature, Type 3 surfaces are found to 
exist in doped conditions.  In the case of t-ZrO2 it was found that the surface {110} was a 
Type 3 surface. The Figure 2.4 shows all the three types of surface arrangements. 
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 Figure 2.3 Planes with different Miller indices in body centered t-ZrO2. 
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Figure 2.4 The three types of stacking sequence described by Tasker and reconstructed 
Type 3 surface. 
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2.3.5.2 Two-dimensional Periodicity 
 
One method for describing a surface is to consider the crystal as a series of (charged) 
planes parallel to the surface and periodic in two dimensions. Such an approach was first 
described by Tasker (1978) and implemented in the MIDAS code. [50] A bulk crystal is 
made up of two blocks, each of which is divided into two regions, region I and region II. 
The ions in region II are held fixed at their equilibrium position, while ions in region I are 
allowed to relax relative to region II. A surface is created when the two blocks are 
separated.  This is illustrated in the Figure 2.5. Chapter 5 in this thesis deals with the 
creation of surfaces. 
 
The total energy of the surface if therefore made up of two parts, 
 
                        Etotal = E1 + E2                                                                       (2.3) 
 
Where E1 and E2 are the energies of the ions in region I and region II respectively. The 
energy of region I is given as shown below:  
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where the first term includes interactions between the ions in region I and the second 
term the interactions between the ions in region I and region II. The energy of region II 
consists of only the second term as the ions are kept fixed and hence the interactions 
between the ions in region II is unchanged. The energy contribution is therefore given by 
Eq (2.5). 
 
                    E2 =  ( )||2
1
lij
IIj
Ii
ij rr −Ψ∑
∈
∈
                                               (2.5) 
To calculate the surface energy of a crystal face, two calculations are carried out, one 
using a surface block and the other one using a bulk block. The surface energy is then 
derived as shown in Eq. (2.8). If the energy of the surface block is ES and the bulk block 
is EB then these energies can be broken down into the following components: 
 
                       ES = E'I-II + E'I-I + E'II-I + E'II-II                                            (2.6) 
 
                     EB = E"I-II + E"I-I + E"II-I + E"II-II                                          (2.7) 
 
Where EI-I   is the interaction energy of ions in region I with others in region I, EI-II is the 
interaction energy of all ions in region I with all the ions in region II. Since the ions in 
Region II do not relax, the total interaction energy, EII-II , of all the ions in Region II with 
all the other ions in Region II does not change, and will therefore cancel in the surface  
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energy calculation. The surface energy (γ) of a crystal face is defined as the excess in 
energy of a surface simulation over the energy of a bulk system containing the same 
number of atoms per unit area and is therefore described by the equation given below. 
The surface energies of pure and doped surfaces were calculated for t-ZrO2 and are 
discussed in Chapters 5 and 7.         
                     γ = (Es – EB )/Area                                (2.8) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5 The two region approach used in METADISE. (a) the complete crystal and (b) 
half a crystal, exposing a surface, periodic in two dimensions.  
 
 43 
 
2.3.5.3 Three-Dimensional Periodicity 
 
Apart from the two dimensional PBC applied for the study of surfaces by static 
simulations, this thesis also makes use of the three dimensional PBC to describe surfaces 
as slabs. In this case the system is first relaxed to the bulk structure and oriented so that 
two of the three lattice vectors are parallel to the surface. The third vector, which is now 
perpendicular to the surface, is then increased in size, producing repeating crystal slabs. 
The chosen surfaces are on opposite sides of this crystal slabs (see Figure 2.6). This void 
must be large enough that there are no interactions between atoms on opposite surfaces. 
In this thesis a void gap of 60 Å was used to overcome the effects of these interactions 
(see Figure 2.6) The crystal slab must also be thick enough so that the two surfaces on 
opposite sides do not interact. This approach is used because the summation of the 
Coulombic energy for a three dimensional simulation cell is very efficient. Only methods 
which keep the cell volume constant should be used when optimizing slabs, to avoid the 
bulk structure from being reformed, as this will always be thermodynamically more 
favourable than the surface.  
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Figure 2.6 Schematic representation of introducing vacuum gaps in bulk and surfaces of 
a simulation cell. 
 
2.3.5.4 Surface Area Calculations 
 
This thesis tries to understand the mechanism of stabilisation of tetragonal zirconia in the 
presence of WO3 species. In case of catalytic materials it is generally known that the 
larger the surface area the higher the catalyst activity. [28-30] Since WO3-ZrO2 catalysts 
are widely used in many reactions, [31-33]   the knowledge of its surface area is an 
important criterion for its application as an active catalyst.  The surface areas of the slabs 
for different surface structures are discussed in Chapter 8. 
There are five different ways of describing the types of surface area [34-36]   that can be 
attained: 
1) Van der Waals surface: This surface is constructed by the overlapping of Van der 
Waals spheres of the atom. 
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2) Molecular surface: This is traced out by the inward-facing part of the probe sphere as 
it rolls on the Van der Waals surface of the molecule. 
3) Contact surface: consists of the regions where the probe is in contact with the van der 
Waals surface. 
4) Re-entrant surface: regions occur where there are crevices too narrow for the probe 
molecule to penetrate. 
5) The solvent accessible surface: the surface traced by the centre of the probe molecule. 
 
In this thesis we estimated the molecular surface areas for both pure t-ZrO2 as well as 
WO3 doped zirconia on the top surface of slabs using the GDIS software package. 
[35]  
GDIS evaluates the molecular surface areas using its Iso-surface in the Visualisation 
options. These are obtained using the Gaussian description of molecular shape. [36] The 
idea is to use rolling a probe atom which has a certain diameter and rolled over the 
surface of the system being studied see Figure 2.7.  
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Figure 2.7 The image created for depicting the various types of surface areas and its 
measurement techniques on the surface of t-ZrO2. 
 
2.3.6 Crystal Morphology 
 
One of the key issues for designing an active catalyst in heterogeneous catalysis is the 
proper identification of the exposed facets. The Chapter 8 of this thesis deals with the 
identification of crystal morphology for both pure t-ZrO2 and WO3 doped zirconia. This 
will give us an idea about the relative growth of the catalytically favourable surfaces. 
Generally the growth rate of a crystal is directly related to its surface free energies. To 
compute this, the Wulff construction is plotted. [37] According to Wulff, the equilibrium 
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shape of the crystal could be determined by minimising the total free energy of the 
system. It is considered that in its equilibrium shape, the height of each face is directly 
proportional to the specific free energy and this ratio is constant. If γi is the specific free 
energy of the ith plane, and hi is the distance from the centre of the crystal to the ith plane 
this can be expressed as 
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                                                               (2.9) 
 
However, as discussed previously, surface energies are computed rather than free 
energies. It is however reasonable to assume that the surface energy is proportional to the 
surface free energy and thus this can be used in determining the Wulff constructions. 
In 1878, Gibbs [38] proposed that for the equilibrium shape of a crystal, the total surface 
energy should be a minimum for a constant volume of crystal. It was proposed that the 
faces that have high surface energies will grow faster than those with low surface energy. 
However, the low surface energy faces will occupy more surface areas resulting in 
becoming the dominant plane in the morphology.  
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2.3.7 Point Defects 
 
In 1926 Frenkel introduced the notion of point defects in crystalline solids to elucidate 
the phenomenon of diffusion. [39] Now it is understood that not only diffusion but almost 
all properties of crystalline solids are affected by defects and, in particular, by point 
defects. Point defects are defects in the crystal which include vacancies, interstitials or 
substitutional impurities arising due to the presence of foreign atoms within the crystal 
structure. The missing of an atom results in a vacancy, while an extra atom that has 
crowded into an interstitial void result in a self-interstitial and an impurity on an 
interstitial site results in a dopant interstitial. The presence of a foreign atom that has 
replaced the bulk atom causes a substitutional impurity. All these defects have a great 
influence on the properties of the material, such as diffusion, chemical reactions, phase 
transformations etc. Hence, it is important to understand the types of point defects that 
may dominate in a crystal.  
 
These point defects are usually represented using Kröger-Vink notation, [40] which 
describes the charge and position of the point defect in crystals. This form defines the 
defect in three parts, a main symbol, a subscript and a superscript. The vacancy or 
chemical name of the atom is used as the symbol. The subscript denotes site at which the 
defect is placed. A superscript gives information of the charge with respect to the normal 
charge of the species.  For example, ••OV   denotes an oxygen vacancy, whereas an oxygen 
interstitial is represented as //iO . 
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2.3.7.1 Types of point defects 
 
Depending on the stoichiometric compositions these point defects are generally classified 
as intrinsic and extrinsic defects. An intrinsic defect does not involve any foreign atoms, 
these include vacancies, self interstitials and Anti-site defects in a crystal. Extrinsic 
defects involve the presence of other types of atoms within the crystal structure such as 
foreign atoms present as impurities in a crystal. In ionic crystals the intrinsic disorder 
gives rise to two types of mechanisms the Schottky defect [41, 42] and the Frenkel defect. 
[39] In a Schottky defect, oppositely charged ions are removed from the lattice in such a 
way that the charge of the entire crystal is maintained neutral. The Frenkel defect 
involves the movement of an ion from its lattice site to an interstitial site. This creates a 
vacancy in its initial lattice site.  These defects normally occur due to thermal vibrations 
and it is believed that no such defects will exist in a crystal at zero Kelvin.  Figure 6.4 in 
Chapter 6 shows both the Schottky and the Frenkel defect mechanism in t-ZrO2 crystal.  
 
2.3.8 Modelling Point Defects in Bulk Crystals 
 
Perfect crystals never exist in nature, as imperfections like point defects, dislocations, 
grain boundaries etc are always found within a crystal lattice under real conditions. 
Hence for predicting properties including the effects of defects in a crystal lattice, it is 
necessary to simulate these defects on both bulk and surfaces. In this thesis the effects of 
point defects on both bulk and surfaces are analysed in Chapter 6. Two different 
approaches are utilised to calculate point defects in bulk systems using the static 
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simulation codes. The first approach is a periodic supercell method and the second one is 
a cluster based Mott-Littleton method based on the approximation. [43] 
 
2.3.8.1 Supercell  Method  
 
In this method the size of the unit cell is increased as much as possible so that there are 
no defect-defect interactions. This method uses three dimensional periodic boundary 
conditions and is good to use when the number of defects is large in a given structure. 
However the method can converge slowly especially when the defects are charged. This 
can make the method computationally expensive. One solution is to perform a series of 
simulations on supercells of varying size. The converged energy is then the intercept of a 
plot of Energy vs 1/ (lattice site). The energy to form an isolated defect is then given by:  
  
 
                                Edef = E [W-ZrO2] – E [ZrO2]                              (2.10) 
 
Where E[W-ZrO2] is the energy of the zirconia surface doped with a tungsten (W) atom, 
while E[ZrO2] is the energy of the pure surface of zirconia.  
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2.3.8.2 Mott-Littleton Method 
 
Using this approach to calculate the defect energies, the system is divided in to two 
regions. Region I contains the defect and the atoms surrounding the defects. The Region 
II is further divided in two regions, the inner part and the outer part. The inner part 
(Region IIa) has weak influence of the defect and the ions in this region are assumed to 
be constrained within a harmonic well. In the outer region (IIb) which extends to infinity 
is modelled by a quasi continuum approximation. The Figure 2.8 shows the schematic 
representation of this two region approach. 
 
 
 
 
 
 
 
 
 
Figure 2.8  Schematic diagram of the Mott-Littleton method dividing the crystal into 
three regions. 
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The defect energy by this method is calculated as follows: 
 
                         U(x,y) = U1(x) + U2(x,y) + U3(y)                                   (2.11) 
 
Where U1(x) is the energy of the inner region, U2(x,y) is the interaction between the two 
regions and U3(y) is the energy of the rest of the crystal. The advantage of this method 
over the supercell method is that, it allows charged defects to be treated more efficiently 
and like the supercell method it is important to ensure the calculated energy has 
converged with the size of region I and II a. This usually occurs quickly and can be 
assessed directly from plots of energy vs region size.  
 
2.3.9 Modelling Point Defects at Surfaces 
 
When modelling point defect on surfaces the computer program CHAOS was utilised in 
this thesis. The CHAOS code developed by Duffy and Tasker [44] is based on a two 
region approach similar to the Mott-Littleton method; however, here the regions are 
hemispheres of ions, centred on the defect see Figure 2.9. This approach is incorporated 
within the static simulation using the METADISE code; at first the structure of the pure 
lattice is calculated and the energy of the discs of ions lying parallel to the surface is 
summed. A modification to the Mott-Littleton method is made here for evaluating the 
defect energies by calculating the energy as a sum of planar integrals around the 
interfaces and a volume integral over the rest of the crystal as shown in Eq (2.12). While 
allowing for the calculation of clustered defects, this method converges poorly. In such 
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cases, it is generally easier to use an approach based on supercells where defects are 
added to a large 2D surface or 3D slab set up. This also has the advantage that the effect 
of concentration can be considered. This method is discussed from the Chapter 6 when 
calculating the point defects on the pure and doped surfaces of t-ZrO2, as well as 
checking the oxygen migration on surfaces.  
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Figure 2.9 Schematic diagram of two region approach used in the CHAOS program. 
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The perpendicular distance between the origin and plane p is represented by rp and the 
total charge in region I by Q. There also exist interaction of these charged defects with 
their image and for cases where two materials have different dielectric constants; the 
image charge interaction is given by: 
                                     





∈+∈
∈−∈
=
21
21
defi qq                                                     (2.13) 
where qdef  is the net charge of the defect. 
  
2.3.9.1 Segregation of Defects 
 
The movement of defects towards or away from a surface, interface or boundary is 
known as segregation. The effect of segregation of atoms can have a profound influence 
on the properties in a crystal especially when there is significant movement of defects. 
The segregation energy is defined as the energy difference between placing an impurity 
at the surface with placing the same impurity in the bulk. The segregation and defect 
surface energies are calculated as follows: 
 
               Eseg = Edef (surf) – Edef (bulk)                                                                    (2.14) 
 
              Area
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Where n, is the number of defect atoms per area. To calculate the energetics of ionic 
substitution, it is necessary to also calculate the solution energy for the substitution. To 
calculate this it is assumed that when the dopant ions were introduced into the bulk 
lattice, the dopant ion replaces the bulk atoms to form a complex. The solution energy is 
the total energy involved in this process, and it gives an indication of the ease of 
substitution of the dopant ion into the lattice. In this thesis at Chapter 6 the segregation 
energy and solution energy of different mechanism of possible defect on WO3 doped t-
ZrO2 are discussed. 
 
2.4 Molecular Dynamics 
 
This technique is used to model the kinetic and thermodynamic properties of molecular 
systems using the Newton’s law of motion. It was first introduced by Alder and 
Wainwright in the late 1950’s to study the interactions of hard spheres. [45, 46]  The first 
molecular dynamics simulation of a realistic system was done by Rahman and Stillinger 
in their simulation of liquid water in 1974. [47]   It clearly predicts the thermal properties 
for different materials as well as extracts the data about its dynamic behaviour at the 
atomic scale. However since Newton’s equation of motions are classical by nature, no 
quantum effects or electronic states are taken into account. Although a great deal of 
information regarding the electronic states could be predicted using these techniques. One 
such method applied in this thesis was to propose the mechanism of electron 
delocalization using the RDF analysis obtained by MD calculation. MD simulations are 
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widely used in chemistry, for determining the structural variations occurring in a 
molecule and calculate the energies of the molecular systems. This technique is fast and 
computationally more efficient in calculating the energy of larger molecular systems but 
can be computationally expensive due to the number of steps required to achieve 
convergence.  In this thesis the results obtained from the MD calculations provide an 
insight to suggest new experimental directions. A simple MD calculation considers a box 
of N particles and monitors their relative position, velocity and acceleration. Each particle 
is assigned a pseudo-random velocity, which is determined from a Boltzmann 
distribution. Eq (2.16) and (2.17) describes the initial conditions necessary to define 
these.  
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Where mi and vi are the mass and the velocity of particle i. At finite intervals Newton’s 
equation of motion are solved by calculating the forces acting on each particle at a small 
time step, given below as:   
 
                                    
ai( t)=
Fi
mi                                                                                                                    (2.18)      
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                                                  v(t+δt) = v(t) + ai(t)δt                                                               (2.19) 
                                ri(t+δt) = ri(t) + vi(t)δt                                                               (2.20)  
 
One of the major limitations of this technique is that the size of the systems considered 
here is very small compared to real crystals. This affects the thermodynamic equilibrium 
at the start of the calculation causing temperature fluctuations. A correction to this is 
made by increasing the velocity at regular intervals where a convergence of kinetic 
energy of the entire system is achieved at the required temperature. The time steps chose 
in a MD calculation needs to be shorter than the period of any lattice vibration to achieve 
accuracy in the calculated properties. However the choice of a shorter time step results in 
an increasing number of iterations requiring more computational time. Therefore a 
compromise which offsets the length of time step with the CPU time reasonably to 
provide a more realistic approach  
 
2.4.1 Integration Algorithms 
 
The potential energy is a function of the atomic positions (3N) of all atoms in the system. 
Due to the complicated nature of this function, there is no analytical solution to the 
equations of motion; they must be solved numerically. The desirable features of an 
integration algorithm are to achieve a good accuracy for computing the forces at large 
time steps. Various numerical algorithms have been developed for solving these 
equations of motion. All these algorithms utilize a Taylor series to describe the positions, 
velocities and accelerations. 
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One of the popular integration algorithm used is the Verlet algorithm. [48]   This method 
is a direct solution of the second order Eq. (2.18) in which the particle’s position vectors 
which are the coordinates of the atom are expanded as a Taylor series. This method has 
been shown to have excellent energy conserving properties even with longer time steps. 
However, this algorithm does not provide any information on the velocities of the 
particles; hence a modification of this method known as the Verlet Leapfrog Algorithm 
(VLA) [49] overcomes this. The Verlet Leapfrog calculates the velocities using the 
position terms ri at every time step. The position terms are calculated from the basic 
Verlet algorithm. The Figure 2.10 shows the successive steps of a simple Verlet 
algorithm. The VLA can be expressed by Equations (2.21 to 2.23) below:    
 
                 r(t+δt) = r(t) + v(t+½δt)δt                                                                        (2.21) 
                v(t+½δt) = v(t- ½δt) + a(t)δt                                                                      (2.22) 
               v(t) = ½ v(t+½δt) + v(t-½δt)                                                                       (2.23) 
 
At first the Eq. (2.22) is implemented and the mid-step velocity is calculated, while Eq. 
(2.23) is used to calculate the velocity at the current step. This also facilitates the 
calculation of the energy at a certain time (t) and other variables which are functions of ri 
and v.  The new positions of all particles are given by Eq. (2.21), after which the next 
iteration will be ready to calculate the accelerations. 
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Figure 2.10 The Successive steps in the implementation of Verlet algorithm are shown. In 
each case, the stored variables are in the orange boxes. 
 
2.4.2 Thermodynamic Ensembles 
 
In 1989 Allen and coworkers [51] envisaged a method by which these MD calculations 
can offer more realistic comparisons with experimental conditions. Their method 
incorporated certain conditions known as Ensembles to address the issues relating to  
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change in variables such as temperature, pressure, volume etc. These ensembles can be 
directly chosen for a certain MD run. [51,  52] 
In the microcanonical ensemble (NVE), the volume of the system is maintained at a 
constant value and is isolated from the surroundings and has a constant energy and 
constant number of particles. This is the simplest form of simulation. 
 
In the canonical ensemble (NVT), the temperature, volume and number of particles have 
a specified value, while the total energy of the system is allowed to fluctuate. 
 
In the isothermal-isobaric ensemble (NPT), the pressure, temperature and number of 
particles have a specified value, while the instantaneous volume (V) of the system can 
fluctuate.  
 
The grand-canonical ensemble (μVT) has a constant volume and temperature (as the 
canonical ensemble), but is open for exchanging particles with a surrounding bath. In this 
case, the chemical potential (µ) of the different species has a specified average, while the 
instantaneous value N of the number of particles can fluctuate. The Table 2.1 below 
shows the key ensembles. 
 
An NVT ensemble was used for the molecular dynamics runs in this thesis to calculate 
both the surface and adsorption energies for pure and doped zirconia surfaces and a NPT 
was utilized for studying the bulk zirconia.     
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                        Table 2.1 Thermodynamic Ensembles   
 
Ensemble Name                       Conditions 
Microcanonical (NVE) Constant-(Number, Volume, Total Energy) 
Canonical (NVT) Constant-(Number, Volume, Temperature) 
Isothermal-Isobaric (NPT) Constant-(Number, Pressure, Temperature) 
Grand Canonical (μvT) Constant-(Chemical potential, Volume, 
Temperature) 
 
 
To achieve a more realistic environment, the MD calculations also incorporate periodic 
boundary conditions. When carrying out these calculations for surfaces, at first the lattice 
vectors are oriented such that two vectors are parallel to the surface while the third one is 
perpendicular to the surface.  The perpendicular vector enables to introduce a gap in to 
the crystal, which can be increased producing repeated crystal slabs. The void chosen is 
normally large enough to avoid the interaction between opposite surfaces. After the 
creation of the void, the system is minimised to relax the surfaces and the ensembles are 
chosen before the MD calculation begins. The choice of ensembles here are limited to 
NVE and NVT, since the application of pressure can cause the reformation of the bulk 
structure. In this thesis the molecular dynamics code DL_POLY [28] has been applied to 
study the bulk and surface structure of t-ZrO2 in pure and doped conditions.  
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2.4.3 Radial Distribution Function 
 
Radial distribution function (RDF) g (r) [16] is the probability of finding an atom at a 
distance r from a given particle. From the molecular dynamics simulation the RDF of a 
system can be calculated. Chapter 8 of this thesis provides the RDF analysis for both pure 
and WO3 added t-ZrO2. An RDF plot is constructed by counting the atoms surrounding 
the particle within a distance of r and r+dr. This could be viewed as consequent spheres 
around the specified particle, of which each sphere is separated from the other by a 
distance of dr as shown in Figure 2.11. MD simulation calculates the RDF by taking 
snapshots at regular intervals and calculating all pair distances between all pairs of atoms. 
The calculated pair distances along with the average number of atoms n(r) are placed in 
an average histogram. 
 
 
 
 
 
 
 
 
Figure 2.11 Spherical shells around the reference particle in Radial Distribution 
Function (RDF). 
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Figure 2.12 The Flow Chart of entire simulation work. 
 
2.5 Conclusions 
 
This chapter has provided an overview of the computational methods employed in this 
thesis. Although the different types of simulation codes used were described and a closer 
look at their theory was discussed, it is also important to understand the nature of the 
forces acting between atoms. These natures of the forces give us useful insight about the 
types of bonding between various atom pairs. At atomistic scale such forces are 
dominated by electrostatic interactions and for using them in simulation several models 
are developed to define these interactions, these are discussed in detail in the next 
chapter. The entire flow chart of the simulation is shown in Figure 2.12.  
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Chapter 3: The Potential Models  
 
 
“The existence of Intelligence in all creations is similar to a charge that 
polarises them through a spring attached to that Infinite CORE, the better 
the polarisability the higher is the Intelligence of that species.” 
 
                                                                                             —  Greeshma Nair 
 
3.1 Interatomic Potential Methods 
 
This study utilises the simulation methods based on the Born Model of the ionic solid [1] 
employing interatomic potentials (IP) to describe the interactions between atoms. This 
model is chosen because it is relatively inexpensive, compared to QM methods but still 
gives atomistic detail making it better suited to modeling large scale systems. These 
methods find wide applications in elucidating the geometric structures and properties of 
periodic solid mostly ionic materials. 
 
3.1.1 Born Model for Ionic Systems 
 
The Born model of ionic solids is employed in this thesis, which assumes that the ions in 
the crystal interact via two types of forces. These are the long range electrostatic forces 
and the short-range forces, which include Pauli repulsions [2] and Van der Waals 
attractions [3]   between electron charge clouds. The summation of these forces gives the 
potential energy function U (r1… rN) of a particular system. The potential energy function 
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is the energy of an ensemble of N atoms as a function of the nuclear coordinate’s r1…rN. 
Both the long range and short range interactions are described below in detail. Using this 
approach the lattice energy, U can be written in the form: 
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Here the first term describes the long range interactions and the second term defines the 
short range pair wise contributions. Both these interactions are discussed in detailed 
below. 
 
3.1.1.1 Long Range Interactions 
 
The interactions refer to the component of the lattice energy due to the electrostatic 
contributions from infinitely separated atoms being brought together. The corresponding 
potential energy of these long range interactions takes the form: 
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Where qi and qj are the charges on the ions i and j, ri ,j is the displacement of ion i from 
ion j and l is the set of lattice vectors representing the periodicity of the crystal lattice. 
Although the Eq. (3.2) appears to be straightforward and simple, the sum converges 
poorly and therefore cannot be used directly to calculate the electrostatic energy in a 
simulation. Instead various methods have been developed to provide a quicker and 
reliable means of calculating the columbic energy. In this work two approaches have 
been used, Ewald [4] and Parry [5] summation, the choice of method depends on the type 
of system being considered. For three dimensional periodic systems Ewald’s approach 
was utilised, while for two dimensional periodicity, Parry’s method was utilised. Thus 
Ewald summation methods were successfully applied in calculating the bulk systems 
while Parry summations were used for calculating the surfaces using the two region 
approach but Ewald summation is used when working with slabs. 
 
3.1.1.1.1 Ewald Summation 
 
From the Eq. (3.2) it could be understood that the contribution to electrostatic potential 
energy due to the point-charges decays as 1/r, however, the number of interacting ions 
increases with the surface area of a sphere given by 4πr2. Hence, there is a faster increase 
in interaction energy compared to the rate the energy decays with increasing distance. 
Thus the convergence here is only conditional.  So it can be understood from this that 
increasing the radius of the interacting spheres will not serve as a good method to 
evaluate the electrostatic energy in solids. Therefore in order to achieve a high degree of 
convergence an alternative procedure was first proposed by Paul Peter Ewald. [4]   This 
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method, assumes that every particle i, with charge qi, is surrounded by a diffused charge 
distribution of the opposite sign, such that the total charge of the cloud exactly cancels 
qi.. It can be expressed as the total sum of the real – space sum, the reciprocal or 
imaginary (Fourier) sum and the constant term known as the self-energy. At long 
distances, this fraction tends rapidly to 0 and the rate at which this occurs depends on the 
functional form of the screening charge distribution. The Gaussian distribution which 
describes the screening charge cloud is given by Eq. (3.3). This method which can sum 
the Coulombic interactions to infinity can transform the total Coulombic contribution into 
two convergent series, one in the real space and one in the reciprocal space, each of 
which converges rapidly. [7-8]   
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                                                                     (3.3) 
 
Where ƞ  is the half width of the Gaussian see Figure 3.1. Here the electrostatic potential 
at ri can be easily computed from by direct summation, however the potential due to a set 
of screened charges is not of interest. This due to point charges and hence this screening 
cloud which has been applied to all particles must be corrected. In order to compute the 
electrostatic energy at the site of ion i, the electrostatic potential arising from the charge 
qi must be excluded.  
 
This idea is represented in Fourier series and at the end a correction for the inclusion of 
self-interaction of ion i and the compensating charge cloud is made as shown in Eq. (3.4).  
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Figure 3.1 The point charges screening by Gaussian charge distribution. 
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Where ),( latticei rrδ is the Direchelet delta function and becomes 1 if ri represents the 
lattice site, else it becomes zero. The first term in this equation represents the interaction 
of the point charge with the Gaussian screening charge distribution solved in real space. 
The second term represents the compensating charge distribution solved by Fourier 
transforms. Finally the self-interaction term is removed by combining the potentials of 
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the first and the second terms and including an extra term to describe the self-interaction. 
The total equation for calculating the total columbic energy of the ion i is as follows: 
 
 
π
ηηηπ
π
2
0
2
222 2),().exp()exp( i
j i
ii
i
k
kk
i
ii
q
jr
jrerfcqq
k
RiKk
V
qq −+




 −
=Ψ ∑∑
≠
                   (3.5) 
 
here K represents the reciprocal lattice vectors and r is (ri –rlattice) for all the ions in the 
unit cell. Ewald’s approach to summing has been able to provide a high degree of 
accuracy to evaluation the energy of many inorganic materials and has been widely 
implemented.  
 
3.1.1.1.2 Parry Summation 
 
The Parry method [5, 6] is a modification of the Ewald method for a crystal periodic in 
two dimensions. Unlike the Ewald method of considering an infinite lattice, here the 
crystal is assumed to consist of a series of charged planes of infinite size. For the 
summation of the electrostatic interactions, the vectors are divided into in-plane vectors 
ρij and vectors perpendicular to the plane uij and are given by: 
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where erf(x) is the error function. This method too has been widely utilised for 
calculating the surface properties in solids. 
 
 
3.1.1.2 Short Range Interactions 
 
 
The short-range interactions are more complex in nature compared to the long range 
interactions. This is because they are composed of a combination of interactions. The 
interactions originate due to the overlapping of the electron clouds resulting in strong 
repulsive forces. These kind of repulsive forces prevent the crystal from collapsing in on 
itself. The van der Waals forces between neighbouring ions can also be included in these 
interactions and become significant when the separations between ions are increased. The 
van der Waals attraction, i.e. the attractive term, arises at close interatomic separations 
due to an induced-dipole interaction and covalence effects. [9, 10] It is also called the 
“London force” or dispersive interaction. Inclusion of other terms such as bond bending 
terms, which consider the interaction of three or more ions, could also be included here. 
Figure 3.2 represents the attractive and repulsive components as a function of ion 
separation in short range interactions.  
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Figure 3.2 The non-Coulombic interaction including the attractive and repulsive 
components as a function of ion separation.  
 
 
Some of the most commonly used potential models are discussed in the next section. 
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3.1.1.2.1 Lennard-Jones Potential 
 
This form of the potential was first proposed in 1924 by John Lennard-Jones. [11]   These 
are often used to model non-bonded interactions such as noble gases; however they were 
later applied to study the intermolecular interactions in molecular systems. [12] The most 
common way of expressing of the L-J potential is as follows: 
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The r−12 term, is the repulsive term which describes Pauli repulsion at short ranges due to 
overlapping electron orbitals and the r−6 term, which is the attractive long-range term, 
describes attraction at long ranges (van der Waals force, or dispersion force). The 
equilibrium separation depends on the variable parameters A and B in the equation. An 
alternative method for defining the LJ potential is in terms of the coordinates of the 
minimum as shown in Figure 3.2 E0 and R0. This is also the form most often used when 
applying mixing rules. The limitation of this method is that since there are only two 
parameters involved in the equation, it can be only be fitted to a maximum of two 
physical quantities. However, the L-J potential gives relatively good approximation and 
due to its simplicity is often used to describe the properties of gases, and to model 
interactions in molecular models. The Lennard-Jones function is widely used by various  
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standard force fields codes such as CHARMM [15], DREIDING [16] , UFF [17] , AMBER 
[18]  and OPLS [19]. 
 
3.1.1.2.2 The Buckingham Potential 
 
This is one of the most frequently used functional forms for the short-range two body 
potential in ionic and semi ionic solids. [13] It is similar to the Lennard-Jones Potential; 
however an exponential is now used to describe the repulsive forces and takes the form. 
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Where Ai j and ρi j   describe components of the repulsive interaction and Cij describes 
the attractive interaction. Ai j and ρi j relate to the number of electrons and the electron 
density respectively, while Ci j represents the van der Waals interaction. In the case 
where ions have small polarisabilities the C-term is often omitted giving rise to a Born-
Mayer potential. The Buckingham potential is widely utilised to model many systems 
such as CaCO3 
[21], ThO2 
[22], CeO2 
[23], CaF2, 
[24] LiFePO4. 
[25]   In this thesis we have  
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employed the Buckingham potential to study the short range interactions between the 
cation- oxygen and oxygen-oxygen. These were fitted empirically to reproduce the lattice  
parameters of t-ZrO2.  Although this method is suitable for many systems, they are not 
much suited to systems where strong localised bonds such as covalent bonds exist. In 
such situations additional intramolecular interactions to describe bond stretching and 
bond bending must be included. 
 
3.1.1.3.3 The Morse Potential 
 
This is a two body potential function developed by Philip Morse, [26, 27] generally used to 
describe bonding interactions. Here the energy is exponentially related to the interatomic 
spacing (rij) and the equilibrium distance (r0). It is mainly used for interaction involving 
covalent bonding as it displays anharmonic behaviour. The Morse potential is described 
by the expression: 
 
            V ( )jir ,  = A i, j (1- exp [- Bi j (ri j - ɸi j)])2 – Ai j                                  (3.9) 
 
where Ai,j is the bond dissociation energy, ɸi,j is the equilibrium bond distance and Bi,j is 
related to the curvature of the slope of the potential energy well and can be obtained from 
spectroscopic data. [28]  
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3.1.1.3.4 Three Body Potential 
 
In the case of covalent materials the hybridization of the atoms may give rise to preferred 
bond directions, the so-called valence angle. The potentials described above will fail to 
accurately predict the properties in such conditions as any deviation from the in the 
equilibrium bond angles will cost energy and hence this should be described by an 
adequate potential. The changes in interaction energy caused by deviation from the 
equilibrium bond angle Ɵ0 , which is described as the angle between a central ion, i, and 
two adjoining ions j and k is modelled by a three body potential. The potential is 
described as shown below: 
 
       ɸi j k   = 2
1 Ki j k ( )
2
0θθ −                                                                (3.10) 
 
where Ki,j,k  represents the harmonic force constant and µ is the bond angle. In the case of 
equilibrium bond angle Ɵ will become equal to Ɵ0, which results in that entire expression 
getting reduced to zero. 
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3.2 Ionic Polarisability 
 
The models discussed above only treat ions as point charges. In the case of complex 
oxides, the effects of defects present in them plays a major role in determining its 
properties. The electron cloud of an atom can get distorted by being influenced by defects 
or in the presence of electric field. This leads to the induction of a dipole in its electron 
cloud, affecting the short ranged interaction. Simple point dipole models are inadequate 
for modeling ionic crystals as they over estimate the polarization energy. Using the point 
polarisable model a simple description of ionic polarisability is as follows: 
 
                                        E = μα                                                     (3.11) 
 
Where E represents the electric field, μ is the fixed dipole and α the ion polarisability. 
This type of model has been found to work well over a wide range of systems. [29-30] 
Even though this method has been capable to predict the properties of point ions and 
small molecules, the methods fail for larger systems. This failure is due to its inability to 
account for the coupling between the short-range interactions and the polarisation. An 
improved model was later developed in 1958 by Dick and Overhauser [31]   and was 
called the Shell Model. 
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3.2.1 The Shell Model 
 
In this model each ion is treated as a core and shell. The whole mass of the ion is in the 
core, which has a positive charge, and around the core there is a negatively charged 
massless shell. The core and the shell are connected via a harmonic spring as illustrated 
in Figure 3.3. The total charge of the ion is the sum of the core charge and the shell 
charge. The total interaction of the core and shell of an ion is given by: 
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1
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where r is the distance between the core and the shell and k is the spring constant. The 
polarisability (α) of the model ion is determined by the spring constant (k) and the shell 
charge (Y) and is represented as follows: 
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ik
Y
0
2
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Figure 3.3 Schematic representation of the Core- Shell Model  
 
There is an extension to this model known as the breathing shell model. [33]   In this 
method the polarisability is capable of changing as it responds to changes in the ions 
environment. The computational cost of using either model is that the number of species 
involved in the computer simulation is doubled. The shell model is widely adapted and 
has accurately predicted the properties of various systems involving defects energies, 
phonon dispersion curves etc. 
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3.3 Potentials Used in this Work 
 
This chapter discussed an overview of different potential methods commonly used in 
simulations. The Potential parameters used in this thesis to study the interactions in t-
ZrO2 were transferred directly from the previous study done by Grimes et. al 
[34] on t-
ZrO2.  To evaluate the Phonon DOS and thermodynamic properties of t-ZrO2, the Grimes 
potentials were not suitable due to the problem of the shell leaving the core; hence these 
studies in Chapter 4 utilised the Dwivedi and Cormack (1990) potentials. [35]   To study 
the defect interactions occurring between various cations mentioned in Chapter 6, the 
potentials were used directly from the previous study done by Kilo et. al. [36] The 
potentials for Calcium ions used were developed by Dwivedi and Cormack (1990) [35], 
for Ceria by Minervini et al. (1999) [37], for Yittria by Lewis and Catlow (1985) [38] and 
for Niobium ions by Woodley et al. (1999) [39]. In order to model WO3 groups on t-ZrO2 
described in Chapter 7, the potentials were used by the previous work done by Mairesse 
et. al. [40]   Having established the theory and potential models applicable to carry out the 
study, the next chapter will begin to discuss the simulation studies on the structure of 
bulk t-ZrO2. The potentials used in this study are tabulated below. 
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Table 3.1 Potential parameters used in the calculations: the 
Buckingham potential. 
 
 
 
Species 
     
A (eV) 
 
  ρ (Å) 
   
C (eV Å6) 
 
References 
Ca2+  -O2-   1090.4   0.344    0.0       [35] 
Ce4+  -O2-   1809.68   0.354   20.40       [37] 
 
Zr4+  -O2-   1502.11    0.347     5.1       [34] 
Zr4+  -O2-    1024.6    0.376     0.0       [35] 
Y3+  -O2-   1325.6   0.3461     0.0       [38]  
Nb5+  -O2-   3023.18     0.300     0.0       [39] 
W6+  -O2-    767.43     0.438     0.0 
 
      [40] 
 O2-    -O2-   9547.96     0.224     32.0       [34]  
 O2-    -O2-   22764.0     0.149     27.89       [35]  
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Table 3.2 Potential parameters used in the calculations: the shell model. 
 
 
 
Core-Shell Interactions   
 
 
Ion 
 
k/eV Å-2 
 
Y 
 
Reference 
 
O core - O shell 
 
 
6.3 
 
 
-2.04 
 
 
 
[34] 
 
 
O core - O shell 
 
 
27.29 
 
 
-2.077 
 
 
 
[35] 
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Chapter 4 Bulk Structures of Pure t-ZrO2 
 
“Nothing that I can do will change the structure of the universe. But maybe, 
by raising my voice I can help the greatest of all causes - goodwill among 
men and peace on earth.” 
                                                                                         —  Albert Einstein                 
 
4.1 Introduction 
 
Zirconia is a polymorphic metal oxide, displaying various phases at various temperatures. 
In its natural form it is known as baddeleyite which has a monoclinic crystalline structure and 
was first described in 1892 and named after Joseph Baddley. [1] The three low pressure 
phases of zirconia includes cubic (c-ZrO2, Fm-3m), tetragonal (t-ZrO2, P42 /nmc), and 
monoclinic (m- ZrO2, P21/c) structures. 
[2, 3] All these structures have great scientific and 
technological importance. At ambient pressure, ZrO2 has a monoclinic structure, at 
temperatures above ~1450 K, the monoclinic phase transforms to the tetragonal phase. 
This transition is accompanied by a decrease in unit cell volume since the 7-fold 
coordination of zirconium cations (Zr4+) changes to 8-fold. The tetragonal form is usually 
stable until ~ 2370K after which it transforms to the cubic form. This thesis attempts to 
study the properties of the tetragonal phase of zirconia. Tetragonal ZrO2 (t-ZrO2) is 
widely applied as a catalyst/catalyst support for various gas-phase reactions.  [4, 5]  A 
great deal of experimental analysis has been carried out in zirconia materials. This 
includes the use of Auger-photoelectron spectroscopy, vibrational spectroscopy as well as 
electron microscopy and X-ray diffraction studies. [6-14]   However due to the structural 
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complexity of this material, less theoretical work on t-ZrO2 has appeared in the literature 
than the cubic polymorph. The bulk properties of t-ZrO2 have been examined using  
density functional methods [15-17], semi empirical modelling combined with ab initio 
techniques in the past [17-21]    This chapter presents the results of the properties of bulk t-
ZrO2 and also the influence of higher temperatures on the structural stability. We use 
static energy minimization techniques to relax the t-ZrO2 structure and then do a constant 
pressure minimisation using molecular dynamics (DL_POLY 2.14 package [22]).  The 
accuracy of the computed data are compared with experimental and previous theoretical 
results; enabling us to evaluate the reliability of this model to predict the accurate 
structure.  
 
4.2 Simulation of pure bulk t-ZrO2 
 
There exists a large body of experimental and theoretical results for t-ZrO2 properties at 
ambient conditions; however, care was taken in selecting the structure that can be used to 
validate the theoretical results. The tetragonal modification of ZrO2 selected here has a 
space group of 137, (P42/nmc), where each zirconium atom is surrounded by eight 
oxygen atoms. [23] The starting point for this work was the experimentally determined 
structure by  G. Teufer, [23] which has lattice parameters of a = b = 3.64 Å  & c = 5.27 Å.  
 
The Buckingham potential model were developed by Grimes [24] and co-workers and 
described in Table 3.2 of Chapter 3. These were used in to the static simulation code 
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(METADISE [25]) and the energy minimisation was carried out. A constant pressure 
minimisation (CONP) was utilised for reasons mentioned in section 2.3.1 of Chapter 2.  
In the tetragonal phase, the zirconium atom is located on the Wyckoff position 2a (0 0 0) 
and the oxygen atom is located on the Wyckoff position 4d (0 0.5 0.185).  The oxygen 
atoms are displaced along the z-direction and the oxygen columns are shifted up and 
down by a certain amount. This arrangement in t-ZrO2 is normally referred as a body 
centered tetragonal (bct) pseudo fluorite structure. [26] The variation of tetragonal 
structure from its cubic fluorite phase is represented by two parameters known as “A” and 
“dz”.[27] the tetragonal distortion of the cell parameters are represented by A = 
2a
c
and the internal distortion parameter dz = 
C
Z∆  , where Z∆   is the difference in 
the z-coordinate of the oxygen atom in the tetragonal structure see Figure 4.1. For the 
cubic phase A = 1 and dz = 0, while for tetragonal phase, the earlier experimental 
evidences [23, 27-30] have suggested the values of dz to lie between 0.041 to 0.065 and 
hence the computed values of our dz in t-ZrO2 should be close to these values  to begin 
this study with the right structure.  
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Figure 4.1 The graphical representation of the ΔZ parameter in t-ZrO2. Zirconium atoms 
are shown in blue and Oxygen in red. 
 
 
 
 
 
 
 
 
 
Figure 4.2      Structural relaxations in t-ZrO2 using static simulations. 
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Table 4.1 Calculated and observed interatomic distances for t-ZrO2  
                        
Parameters 
 
r (Å) 
(expt.) 
Reference 
[29,30] 
   r (Å) 
(DFT -
studies) 
Reference [28] 
r (Å) (calc.) 
(METADISE) 
r (Å) (calc.) 
(METADISE) 
(c= 5.23 Å 
parameter 
values) 
Zr ……OI 2.06 2.07 2.21 
 
        2.13 
Zr …….OII 2.46 2.33 2.21  
 
2.33 
OI …….OII 2.63 - 2.56 
 
2.57 
Zr …….Zr 3.68 - 3.62 
 
3.65 
a = b 3.60 3.57 3.61 
 
3.61 
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c 5.27 5.12 5.11 
 
5.23 
A =
2a
c
 1.032 1.0166 0.99 
 
1.024 
Internal 
distortion 
(dZ) 
0.065      0.0441 - 
 
0.063 
α = β = γ 90 90 90 
 
90 
Lattice 
Energy 
Per ZrO2 
( eV) 
- - -111.11 eV 
 
-111.08 eV 
 
 
 
The Figure 4.2 shows the relaxed structure of t-ZrO2 represented by the static simulation 
techniques using the METADISE code. The structural relaxations indicate that the 
distance between the zirconium and it’s nearest neighbour oxygen atom (OI) and the next 
nearest neighbouring oxygen atom (OII) to be equal to 2.21 Å. However, the earlier 
experimental and DFT work [28-30] have reported an increase in values for the zirconium 
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bound to the next nearest neighbouring oxygen atom. Although an overall matching was 
found with the computed results, it was not possible to compute the dz parameter with our 
results. It was noted that the variation in “c” parameter caused an error in computing the 
dz parameter. Since the tetragonal phase is a high temperature polymorph, the effects of 
temperature on the lattice parameters must be included. This effect is included by 
performing a series of molecular dynamics simulations using DL_POLY 2.14 package. 
[28]  In this simulation, an isothermal-isobaric ensemble (NPT) was used, where N 
represents the number of particles, P the pressure and T, the temperature. They are all 
kept constant using the Nosé-Hoover thermostat, [31, 32] within the Verlet-Leapfrog 
algorithm, [33] which are used to generate the trajectories. The simulation was monitored 
using the VMD analysis software, [34] from which the structural changes occurring at 
different time steps could be recorded.  
 
4.3 Molecular Dynamics 
  
The simulation box consisted of 392 zirconium atoms and 784 oxygen atoms in a 7x7x4 
supercell and the simulation was carried out using periodic boundary conditions. The 
macroscopic computational sample of t-ZrO2 is thus formed by a periodical replication in 
all directions as shown in Figure 4.3.  The simulation also needs a proper definition of the 
thermodynamic state of a molecular system. A collection of these points are known as 
thermodynamic ensembles described in detail in section 2.4.2 of Chapter 2. These 
ensembles are described properly in the CONTROL file. In this study a cut-off radius of  
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10 Å was used and it was run using an NPT ensemble.  At the start of the simulation the 
temperature is gradually scaled to achieve the desire temperature. To maintain the heat 
exchange between the system and surroundings, thermostats are used. [48, 49]  In this 
study the system was equilibrated at 300 K, at zero pressure, maintained via a Nose-
Hoover thermostat and barostat respectively.  The use of this treats the system as being in 
contact with a constant temperature bath.  
 
The shake algorithm [35, 36] was used to constrain the intermolecular degrees of freedom. 
The equations of motion were integration using a leapfrog algorithm.  Each simulation 
was run for a time step of 0.1 femto second and the stat file was recorded at every 250 
steps. 1 million steps were used to run for 0.1 femto second and the job time was 60,000 
sec, these steps were enough to allow structural relaxation in order to find the equilibrium 
lattice parameters. The Grimes potential parameters were incorporated in the FIELD file 
of the DL_POLY code. After the finish of the MD run, the average values of lattice 
parameters were estimated. MD runs were further repeated under similar NPT conditions 
for higher temperatures to evaluate the structural changes occurring at high temperatures. 
The temperatures were increased from 300 K till 2000 K. 
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Figure 4.3   Periodic boundary conditions in MD simulation (perspective view generated 
using VMD software), Zirconium atoms shown in blue and Oxygen in red. 
 
 
The snapshots were taken from the MD runs using VMD software at various time steps 
as shown in Figure 4.4.  At higher temperatures, an increase in length for Zr-O bond was 
observed, this increase was estimated to be approximately 1-2 %. The lattice parameters 
a and c exhibited gradual and linear increase with temperature as shown in Figure 4.5 (a) 
and (b). However, the tetragonal distortion parameter “A” remained at a constant value 
throughout this temperature range as shown in Figure 4.6. Therefore it is evident that the 
structure still maintained its tetragonal phase without undergoing any transition to other 
polymorphic forms. This ensures the thermal stability of the optimised structure. The 
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equilibrated values of a parameter were 3.61 Å and that for c was 5.23 Å. The final 
relaxed structure from the MD run indicates that each zirconium atom is surrounded by 
eight oxygen atoms, having four long Zr-O bonds, with bond lengths ranging between 
2.33 Å - 2.45 Å and four short Zr-O bonds of 2.09 Å - 2.13 Å.  Using the values of the c- 
parameter from the molecular dynamics run, the tetragonal distortion parameter “A” was 
computed to be 1.024 and the dz parameter 0.063, which is in very good agreement with 
the experimentally reported values of 0.065 see Table 4.2. We therefore have rightly 
optimised the structure to extend our analysis on t-ZrO2.  
 
 
 
Figure 4.4 Snapshots of MD simulation runs at various temperatures using VMD 
analysis software, the bond distance shown are in Angstrom. 
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     Figure 4.5  The plot of  lattice parameters versus increasing temperatures. (a) the “a” 
parameter values  (b) the “c” parameter values. 
 
 
 
 
 
 
 
 
 
Figure 4.6 The plot of tetragonal distortion parameter (“A”) versus temperature. 
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4.4 Phonon Density of States 
 
The thermodynamic properties of a crystal are directly related to its phonon structure. [37] 
Understanding the phonon modes is important to predict the thermodynamic behaviour of 
the crystal. Hence, the next part of the study was to identify the phonon density of states 
for t-ZrO2. Experimentally there are only two ways to determine the phonon density of 
states 1) Raman spectra and 2) Neutron scattering. [38] The Raman spectra give us the 
information on the zone centre phonons, while neutron scattering gives useful 
information about the phonon modes. However, probing the phonon modes across the 
entire Brillouin zone is extremely difficult even when using neutron scattering. Using 
modelling techniques, all the total number phonons modes can be estimated. The 
symmetry of the crystal determines which of the phonons will become Raman active.  In 
order to be Raman active, the first derivation of the polarisability with respect to its 
vibrational coordinate should be non-zero.  
 
The group theory from previous studies, report 18 phonon branches for t-ZrO2, out of 
which there are around six observed optical modes of Raman spectra. [39]   The important 
ones for t-ZrO2 are computed and are compared with the experimental results. To do this, 
a 1x1x1 unit cell of t-ZrO2 was simulated using the lattice dynamic simulations 
implemented in the GULP code. [40]    
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Figure 4.7 The Partial and Total Phonon Density of States at 300 K for t-ZrO2 calculated 
using GULP code.  
 
 
 
 
 
 
 
 
Figure 4.8 The Raman active vibrations occurring in the crystal lattice of t-ZrO2       
(reproduced from Reference [39]) 
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When the Grimes potential [24] were used in this study, the shell left the core at higher 
temperatures, hence the Dwivedi and Cormack (1990) potentials described in Chapter 3 
were utilized.  Evaluating the phonon density of states (DOS) at 300 K noted a large 
number of sharp phonon peaks as shown in Figure 4.7. This sharpness in the peaks was 
due to the fact that many of the phonon branches had low dispersion. Analysing the 
nature of the participation of the zirconium and oxygen in these phonon modes, it could 
inferred here that zirconium tends towards the lower energy end of the DOS.  The 
majority of the DOS was dominated by the lighter oxygen.  The DOS of oxygen in Figure 
4.7 is plotted on the negative axis for clarity and comparison.  
 
The previous literature [39] on Raman spectra suggests that there are few fundamental 
phonon modes for t-ZrO2. Depending on the type of sample the band intensity may vary, 
but the characteristic peaks help us to identify the phases present in the crystals.  The 
Raman active modes for t-ZrO2 are designated as A1g, B2g and E3g shown in Figure 4.8. 
The values of each of these Raman active modes were estimated from the GULP 
calculations and compared with the previous literature reports. The values in Table 4.2 
indicate that a good matching of results was achieved with the computed Phonon DOS 
values in comparison with the previous DFT and experimental studies.    
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Table 4.2 Comparison of Phonon frequencies at 300 K obtained by 
GULP and other reported methods 
 
Raman active 
Modes 
Phonon 
Frequencies 
using GULP 
cm-1 
this work 
Phonon 
Frequencies 
using GGA 
cm-1Reference 
[39]  
Phonon 
Frequencies 
using LDA cm-
1Reference [39]  
 Phonon 
Frequencies  
Experimental 
cm-1 
Reference[39] 
 
E1g 
151 126 146 150 
 
A1g 
280 286 270 262 
 
B1g 
310 290 330 328 
 
E1g 
452 411 473 470 
 
B1g 
574 569 607 609 
 
E1g 
593 625 659 643 
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4.5 Thermodynamic properties of t-ZrO2 
 
In order to understand the crystal behaviour at higher temperatures, lattice dynamic 
simulations were performed and the specific heat (Cv) against the temperature was 
plotted. The heat capacity of a substance is very important in terms of its application; 
hence an idea of zirconia’s thermodynamic behaviour can be evaluated exploring this 
property. The Figure 4.9 indicates that at lower temperatures Cv is directly proportional to 
temperature while at higher temperatures, the specific heat capacity slowly approaches a  
constant value. This indicates that the crystal clearly follows the Debye law. The results 
are in agreement with the previous experimental results of t-ZrO2. 
[41-44]   The specific 
heat capacity evaluated from the lattice dynamic calculations were estimated to 73.5 J/ 
mol K. To compare these values with the earlier MD calculations done using Grimes 
potential, the enthalpy obtained from the these calculations were plotted against the 
temperature as shown in Figure 4.10. The slope of the straight line in the plot gave the 
specific heat capacity which was found to be 77 J/ mol K, this indicates that only less 
than 5 % deviation from the values estimated from the lattice dynamic calculations. From 
the specific heat plot (Figure 4.9 (a)), it is also easy to determine the Debye temperature 
Ɵ, which is the temperature below which the quantum effects in a crystal are more 
important in understanding the thermodynamic properties. In this temperature range, the 
vibrations within the crystal behave according to the Dulong-Petit Law and the heat 
capacity is 3Nk and the quantum effects can be neglected. Debye temperature is an 
important parameter, which is related to many physical properties of crystals.  
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Figure 4.9 (a) The plot of specific heat versus temperature, the horizontal dotted line 
represents the Dulong-Petit limit and the vertical dotted line represents the estimation of 
Debye temperature (Ɵ) from the plot, left side: lattice dynamic and right side:previous  
references (b) The plot of entropy versus temperature. left side: lattice dynamics and 
right side: previous references. 
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Figure 4.10 The plot of enthalpy versus temperature from the molecular dynamics run.  
 
 
The Debye temperature for t-ZrO2 estimated from Figure 4.9(a) is approximately 620 K, 
which is close to the previously study reported values of 590 ± 20 K. [41]  Similarly the 
variation of vibrational entropy with increasing temperature shown in Figure 4.9(b), was 
also in good agreement with the previous computational work.  [44, 47] 
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4.6 Conclusions 
 
A successful modelling of the bulk tetragonal phase of zirconia was achieved using the 
simulation studies mentioned in this chapter. These results were also in agreement with 
the previous experimental and computational results. The maintenance of a constant 
value for tetragonal distortion parameter suggested the stability of this computed 
structure to maintain its tetragonal phase even at higher temperatures. The phonon studies 
indicated the dominance of lighter oxygen’s over zirconium in the DOS profiles. The 
frequencies for the Raman active modes obtained by phonon studies were in close 
agreement to the previous experimental and theoretical studies. The predicted values of 
thermodynamic entities were also found to be agreeable with the previously reported 
work. The crystal clearly follows the Debye law and their plateaus reach the Dulong-
Petite limit. Although the bulk structures have been correctly optimized, the important 
parameters that dominate the stability and catalytic properties are located on the surfaces 
of the crystal. A closer look at the phenomena occurring at the surfaces will give us an 
idea about the factors that influence the catalytic properties of this material. This 
motivates to explore us the next part of the investigation, where the surface structures of 
t-ZrO2 will be analysed.  
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Chapter 5. Pure Surfaces of t-ZrO2 
“It is not the strongest of the species that survives, nor the most intelligent 
that survives. It is the one that is the most adaptable to change.” 
 
— Charles Darwin 
  
5.1 Introduction 
 
Chapter 4 studied the bulk structure of t-ZrO2; however just as bulk, surfaces too are 
important. In order to probe and understand the nature of the various chemical reactions, 
the knowledge of the surface chemistry of the material involved is necessary. [1-3]   Since 
surface chemistry takes place at the border between the solid state and the liquid or gas 
phase; it can be viewed as a meeting place between solid state and solution chemistry. [4-
6]   A great deal of quantitative description of a range of surface phenomena such as 
diffusion, adhesion, wetting, defect chemistry etc can be understood by surface science 
experiments. [7-11]   The computational approach described in this chapter will shed more 
light in to the processes occurring at atomic level which will provide a basic 
understanding for factors contributing to the mechanisms of surface stabilities in t-ZrO2.  
The results obtained from this study are of great importance to understand the catalytic 
applications of this material.  The study of surface chemistry in the past has made 
countless contributions to the understanding of catalytic processes. [12] The concept of 
active site in heterogeneous catalysis is of great value and could be understood by 
looking at the surface chemistry of materials. [13-16]     
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Hence, for a proper understanding of this surface chemistry, it is important to identify the 
local geometries constitute the active site where catalysis actually takes place. In 1925 H. 
S. Taylor at Princeton University was one of the first to have envisaged the idea of active 
sites for catalysis by a coordinated unsaturated metal atom site. [17] Since then there has 
been significant research efforts aimed at detecting the active sites on surfaces needed for 
catalytic reactions. [18-21]  
 
With the advent of the both computational and experimental surface science methods, 
working on atomically clean crystals, by cutting high miller index surfaces has been 
possible. [22-24]   Computer simulation of clean surfaces can give us an insight to the 
atomic scale structure and any transitions that can occur during the various processes. [25-
27]    The motivation of this chapter is to understand the surface chemistry of the low index 
surfaces of t-ZrO2. This kind of fundamental understanding will provide a detailed 
relationship between surface atomic structure and the chemical reactivity of the materials 
for future applications in catalysis research. 
 
 Since t-ZrO2 has been widely used as a catalyst for many important reactions, 
understanding the surface structures is very critical for its application in this area. [28-31] 
The earlier simulation work on the surfaces of zirconia was done by Christensen and 
Carter, [32] where they applied the density functional theory (DFT) to calculate the 
surface energies and relaxations in zirconia. Similarly the earlier work of Robin Grimes 
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and his co-workers [33] studied the effect of hydroxylation of t-ZrO2 surfaces. The surface 
energies obtained by Grimes et. al.  are compared in this study.  
 
5.2 Surface geometries and computational parameters 
 
5.2.1 Static Energy Minimisation 
 
We carried out surface relaxations using static energy minimization using the 
METADISE code [34-35] (Minimum Energy Techniques Applied to Defects, Interfaces 
and Surface Energies). The surfaces of interest here were the low miller index surfaces 
mainly {101}, {110}, {100}, {001} and {111} surface. The surface simulation cells are 
created by orientating the bulk unit cell so the surface of interest is perpendicular to the x- 
axis. The METADISE code then cuts through the planes to create possible surface 
terminations. This gives all the possible configurations for the particular Miller index. 
The structures were then relaxed using the Newton-Raphson [36] method. The size of 
region I and II is varied for each case until convergence is achieved. The cleavage of all 
the zirconia surfaces resulted in three types of possible terminations, one with zirconium, 
the second one with oxygen and the third one with equal amounts of both zirconium and 
oxygen. Table 5.1 provides a comparison of the energy differences between the 
zirconium and oxygen terminated surfaces. The surface energies of zirconium terminated 
surfaces were nearly double the energies of the oxygen terminated ones. This clearly 
indicates that the oxygen terminated surfaces have a much higher stability compared to 
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the zirconium terminated ones. Hence for the further study only the oxygen terminated 
ones were considered. 
 
Table 5.1 Comparison of surface energies between zirconium and 
oxygen terminated surface 
 
 
Miller Indices 
 
Zirconium terminated 
surface (J/m2) 
 
Oxygen terminated 
surface (J/m2) 
        {101}              3.01                1.70 
        {110}              5.39                2.75 
        {001}              5.44                2.48 
        {111}              5.65                2.87 
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5.2.2 Molecular Dynamics 
 
When temperatures were required in the model, we employ the MD computer code 
DL_POLY (Version 2.14), using a slab model to simulate the surface within 3D periodic 
boundary conditions. [37]   A stack of two-dimensional slabs were generated for the 
present study. Using Region I from the previous calculation such that there is no 
interaction between the top and bottom of cell is included. The lattice vector 
perpendicular to the surface of interest is extended to create a vacuum gap in order to 
avoid mutual interactions. For the surface energy calculation we have used the 
convergence criteria where we increased the thickness of the slab until the energy values 
converged towards a constant value.  
 
The slab-supercell geometry allows the application of periodic boundary conditions. The 
MD simulations of all oxygen terminated surfaces were performed in vacuum. A vacuum 
separation of 60 Å was set between the two periodically repeated slabs and each slab was 
symmetrical to avoid dipole-dipole interactions. The trajectories were generated in the 
NVT (constant number of particles, volume, and temperature) ensemble by means of the 
Verlet leapfrog algorithm. [38, 39] The slabs were run at 300 K for a time step of 0.1 
femtosecond, using an NVT ensemble. In all simulations, the temperature is kept constant 
using the Nosé–Hoover thermostat. [40, 41] The simulation was monitored using the VMD 
analysis software [42] from which the structural changes occurring at different time steps 
could be recorded. The surface energies were calculated using the following formulae: 
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        γ   = [Esurf – Eequiv bulk]/2A                                              (5.1)                
 
Here Esurf is the total energy of the surface slab and Eequiv bulk is the total energy of the 
bulk zirconium with equivalent number of atoms. The surface area is denoted as A and γ 
is divided by two because each slab has two equivalent surfaces.  
 
5.3 Surfaces 
 
The results from both the static and MD simulations are now discussed below: 
 
5.3.1 {101} Surface 
 
This surface is formed by a stacking sequence of charged planes. The repeat of the 
surface unit cell here is decided by looking at the layers forming the surface from the top 
view of the Figure 5.1. The figure illustrates the repeat unit to be made up of two oxygen 
layers on the surface followed by a zirconium layer, which is in agreement with earlier 
reported work. [33]    Although this surface contains charged planes, the repeating unit 
here is adjusted in such a way that the entire unit has no dipole moment perpendicular to 
the surface and hence it is called a Type II surface. [33] It was observed that during the 
creation of this surface, the zirconium and oxygen atoms exposed on the surface lose one 
atom each. This results in zirconium assuming 7 fold coordination while oxygen a 3 fold 
coordination. The computed interlayer spacing between the outermost oxygen atom and 
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the zirconium atom below was found to be 0.6 Å as shown in Figure 5.1. Analysing the 
surface relaxations, it was noted that the relaxations happened only at the two uppermost 
layers. Chapter 4 indicated the presence of two types of bonds between Zr-O atoms, these 
were characterised as short bonds and long bonds. The shorter bond lengths were found 
to be 2.01 Å and the long ones were approximately 2.37 Å. The molecular dynamics run 
at 300 K also revealed values close to the static simulations, where the short Zr-O bond 
lengths were approximately 1.98 Å and the long ones were around 2.35 Å. Among the 
Zr-O atoms held between two layers, a shortening of bond lengths were observed as 
shown in Figure 5.3. The shortening of bond lengths was minimum for Zr-O atoms lying 
in the bulk. This shortening of bond lengths was only 0.5-0.8 % for the atoms in bulk 
while those for the surface varied between 4 to 10 % for atoms. This indicates that the 
displacement of atoms were minimum within the surface.  From Figure 5.2 (b) it is noted 
that the surface retained much of its initial character after the static run. Table 5.2 reveals 
that the surface energies computed by both static and molecular dynamic techniques gave 
the lowest energy for this surface compared to all the other surfaces. Both methods also 
gave the similar surface energy values. Finally it is inferred here that the {101} surface is 
the most stable surface of t-ZrO2.  
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Figure 5.1 The stacking sequence and interlayer spacing (Å) on the oxygen terminated 
{101} surface of t-ZrO2 
 
Figure 5.2 Comparison of structural relaxations using METADISE code for (101) surface 
(a) unrelaxed surface (b) relaxed surface. 
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Figure 5.3 Change in bond length between the interlayer after the molecular dynamics 
run on pure {101} surface (a) unrelaxed surface (b) relaxed surface. 
 
5.3.2 {001} Surface 
 
The {001} surfaces of t-ZrO2 were chosen for the study because these {001} phases and 
crystallite orientations were predominantly observed in experimental studies of ZrO2 .
[43]. 
It was observed that after cleavage of this surface, it is characterized by columns of 
oxygen atoms that lie perpendicular to the surface as shown in Figure 5.5. This is 
consistent with the earlier theoretical work done on this surface by Christensen et al. [32] 
The repeat of the surface unit cell here is formed from layers of oxygen alternated with 
zirconium as shown in Figure 5.4. Just as in the case of the {101} surface the repeating 
unit here is adjusted such that, the entire unit has no dipole moment perpendicular to the 
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surface and hence this too can be called as a Type II surface. The interlayer spacing 
between the outermost oxygen atom and inner zirconium atom is 1.2 Å, which is almost 
double that of the {101} surface. This indicates that the total compactness between the 
atoms is less here when compared to the {101} surface. The higher the compactness 
between atoms, the higher is the stability of the structure. The surface zirconium atoms 
are 6-fold coordinated while oxygen atoms are 2-fold and less than the {101} surface 
discussed earlier. Analysing the structural relaxation obtained from the static calculations, 
it was revealed that the relaxation process resulted in surface energies becoming almost 
half of the unrelaxed structures as observed from Table 5.2. The structural rearrangement 
here indicated that there was a shortening of the bond length of the surface oxygen atoms 
with the zirconium lying below it. The bond lengths decreased from 2.13 Å to 1.96 Å. 
During the relaxation process it was also noted that the surface atoms moved away from 
the bulk.  
 
This resulted in an increase of Zr-O bond distance between the interlayer atoms. The 
largest Zr-O bond length was found to around 2.49 Å and the shortest around 1.96 Å. The 
MD run at 300 K showed a slight drop in surface energy values resulting in increased 
stability. It was observed here that there was a reduction in the coordination of the surface 
zirconium’s atoms with the neighbouring oxygen atoms. The surface relaxation resulted 
in the zirconium atoms losing one more ligand and finally being coordinated to only five 
oxygen atoms on the surface. The shortening of Zr-O bond length for surface atoms was 
also observed here. This bond length varied between 1.9 Å to 2.1 Å. The final surface 
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energy values from Table 5.2 indicated that this surface is the second most stable surface 
among the other surfaces evaluated in t-ZrO2. 
                           
Figure 5.4 The stacking sequence and interlayer spacing (Å) on the oxygen terminated 
{001} surface of t-ZrO2. 
 
 
 
Figure 5.5 Comparison of structural relaxations using METADISE code for {001} 
surface (a) unrelaxed surface (b) relaxed surface 
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5.3.3 {100} Surface 
 
This surface consists of stoichiometric amounts of ZrO2 and hence is an example of a 
type I surface. This is in agreement with the earlier theoretical work reported by Robin 
Grimes and co-workers. [33] The repeat unit for this surface consists of equal amount of 
zirconium and oxygen on each layer. The interlayer spacing between the adjacent layers 
is 1.8 Å, which is the largest interlayer distance observed in this study see Figure 5.6. 
This indicates the atoms are less compact and hence the stability of this surface could 
also be expected to be lower. The surface energy values reported in Table 5.2 indicate 
that the energies obtained from the MD study showed the highest value. The surface 
zirconium atoms here are 6- fold and oxygen atoms are 3 fold in coordinations. The long 
and short Zr-O bond lengths were 2.33 and 2.13 Å respectively. The atomic arrangement 
of atoms on this surface is the same as to the one observed in bulk t-ZrO2. The MD run at 
300 K did indicate shortening of the Zr-O bond lengths for the surface atoms. The atoms 
on the surface moved around 0.1 Å towards the bulk from their equilibrium positions. 
Similarly, for the atoms within the bulk, increase in Zr-O bond lengths between 0.08 to 
0.1 Å from their equilibrium position were noted. Although the relaxations on this 
surface were not very high, this surface was found to be the most unstable surface of t-
ZrO2 due to its high surface energies. 
 
 
 
    
 
 
119 
 
 
 
 
 
 
Figure 5.6 The stacking sequence and interlayer spacing (Å) on the Zr-O terminated 
{100} surface of t-ZrO2. 
 
 
Figure 5.7 Comparison of structural relaxations using METADISE code for {100} 
surface (a) unrelaxed surface (b) relaxed surface.   
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5.3.4 {110} Surface 
 
The earlier studies on the {110} surface of t-ZrO2, revealed that this surface is formed in 
many catalytic preparations. [44] The HRTEM studies by Benaissa et. al. [44] on sulphated 
zirconium indicated the presence of a long flat {110} plane. Earlier DFT studies done by 
R. Añez et al. [45] also observed that the hydroxylation of t-ZrO2 induces a strong 
stabilisation of the {110} surface of t-ZrO2. They found that the hydroxylation on this 
surface was highly exothermic. It was postulated by them [45], that this higher 
stabilisation were due to the lower coordination of zirconium atoms on this surface 
compared to the {101} surface. It was suggested that this could be the reason for this 
surface appearing in many catalytic preparations. Therefore, it is important to analyse the 
characteristics of this surface. It was found that after cleaving the oxygen terminated 
surface, alternating negative and positively charged planes were observed. This suggests 
that the {110} surface is polar which is in agreement with the earlier studies. [33] Thus 
{110} surface is known as a type III surface and the repeat unit here is composed of 
alternating rows of oxygen and zirconium. The surface is reconstructed to remove the 
dipole using the methods described in section 2.3.3.2 of Chapter 2. The interlayer 
distance here is 1.2 Å, which shows it is more compact than the {100} surface Figure 5.8. 
The noticeable feature on this surface before reconstruction reveals that the oxygen atoms 
on the surface are arranged in a zig-zag manner as shown in Figure 5.7 (a).  After the 
reconstruction, the zigzag manner is lost and it was observed that the oxygen atoms in the 
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surface layer are translated at least 1 Å from their bulk positions, away from the bulk 
crystal. The magnitude of changes in oxygen ion positions decreases with the increasing 
depth.  After the MD run, the surface layer still consists of rows of alternating zirconium 
and oxygen atoms and the oxygen atoms were found to be still above the zirconium 
atoms. The shortest surface Zr-O bond lengths were found to be 1.88 Å and the largest 
was found to 2.41 Å. The relaxation process brought forth a reduction in the coordination 
of surface zirconium atoms which reduced from 6 to 5 and even 4. For oxygen atoms on 
surface a 2 or 3-fold coordination was found. The Table 5.2 indicates that the static 
simulation was successful in reconstructing the surface, which is indicated by the 
reduction in surface energies from 10 J/m2 to 3.6 J/m2.  Similarly the rearrangement 
process by molecular dynamic calculations further reduced the surface energies to 2.7 
J/m2 which was close the earlier reported values. Thus a marked decrease in surface 
energies indicating higher stability was noted for this surface after the reconstruction 
process.  
 
 
 
 
 
 
Figure 5.8 The stacking sequence and interlayer spacing (Å) on the oxygen terminated 
{110} surface of t-ZrO2  
 
    
 
 
122 
 
 
 
Figure 5.9 Comparison of structural relaxations (a) unrelaxed surface generated by 
METADISE code (b) relaxed surface generated after the MD run. 
 
 
5.3.5 {111} Surface 
 
The presence of {111} surfaces in t-ZrO2 were observed experimentally when materials 
like molybdenum oxide [46] or sodium nitrate [47] were either doped or dispersed within 
the framework of zirconium. The HRTEM studies done by Morterra et al. [48] at lower 
calcination temperatures of 600°C, showed that yittria stabilized t-ZrO2 appears to 
display small coin-like morphology with the {111} surface favoured. Since many such 
synthesis methods have detected the formation of {111} surface of t-ZrO2 in their study, 
it is important to look at the structural arrangement of atoms on this surface.   
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The cleavage of the {111} oxygen terminated surface from the bulk t-ZrO2 resulted in a 
stepped surface as shown in Figure 5.9 (a). The surface consisted of upper and lower 
terraces along with step edges.  Since terraces and step-edges have different local 
geometries, they aid in additional adsorption capability for dopant atom. This causes 
enhanced segregation of dopants and is thus catalytically favourable. The repeat unit here 
was found to be same as that of {001} surface which is O-Zr-O. However, the computed 
interlayer distance  between the top most oxygen layer and the zirconium layer beneath 
was found to be 0.6 Å, which is almost half that on the {001} surface, indicating higher 
compactness of atoms. The surface energy values obtained by METADISE calculation 
were found to be same as that on the {100} surface indicating instability of the structure. 
The MD run at 300 K was able to a achieve better structural relaxation leading to further 
lowering of the surface energies and making this surface more stable than the {110} and 
{100} surface. 
 
The enhanced stability of this surface achieved after the MD run is indicated from the 
values obtained on Table 5.2. The stepped character of this surface was retained even 
after the MD run as shown in Figure 5.9. The shortest Zr-O bond length on this surface 
was found to be 1.84 Å and largest to be 2.33 Å respectively. The zirconium atoms on the 
terraces revealed a 5-fold coordination, while those at the corner sites between the upper 
and lower terraces where 6-fold or 7-fold in coordination. The oxygen atoms on the edges 
of the step were 2-fold coordinated, while those on the terraces were 3 fold in 
coordination as shown in Figure 5.12. The different species of under coordinated atoms 
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existing here are due to breaking up of bonds which could serve as a driving force for 
enhanced segregation of atoms. The oxygen atoms on the edges of the step moved 0.1 Å 
away from their initial position after relaxation resulting in an increase in Zr-O bond 
length. The layer of oxygen atoms lying below the surface zirconium atoms move 
towards the surface. Finally it is noted that this surface is the third most stable one of the 
t-ZrO2 surfaces considered. This stability might be due to the higher compactness of 
atoms found on this surface.    
 
 
 
 
 
 
 
Figure 5.10 The stacking sequence and interlayer spacing (Å) on the oxygen terminated 
{111} surface of t-ZrO2. 
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Figure 5.11 Comparison of structural relaxations (a) unrelaxed surface generated by 
METADISE code (b) relaxed surface after a 300 K MD run. 
 
  
Figure 5.12 The variation of different coordination environments for zirconia and oxygen 
atoms, the following are the coordination numbers: Zr in blue is 7, in Purple is 6, in Pink 
is 5. Oxygen in yellow is 3 and in green is 2. 
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Table 5.2 Comparison of surface energies using different approaches  
 
 
 
5.4 Conclusion 
 
This study found the characteristics of the low index miller surfaces of t-ZrO2 were in 
accordance with the previous computational study done by Grimes and co-workers [33]. 
The stability of an oxygen terminated surface was found to be always higher than the 
zirconium terminated ones. The cleavage of the surfaces from the bulk resulted in the 
breaking up of the Zr-O bonds on the surface. This resulted in variation of Zr-O bond 
 
Surface 
 
γ unrelaxed 
(J/m2) 
Using 
METADISE 
γ relaxed 
(J/m2) 
Using 
METADISE  
γ relaxed 
(J/m2) from 
previous work 
γ relaxed 
(J/m2)  
at 300 K using 
DL_POLY 
  {101}     1.9    1.7     1.65    1.7 
  {001}     4.8    2.4       -    2.3 
  {100}     4.0    2.8     2.57    2.9 
  {110}    10.1    3.6     2.63    2.7 
  {111}     6.7    2.8       -    2.6 
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lengths for all surfaces.  In the bulk phase of t-ZrO2 each zirconium atom is surrounded 
by eight oxygen atoms forming two tetrahedra, one with short Zr-O bonds and one with 
long Zr-O bonds. However, cutting of surfaces resulted in reduction of the zirconia 
coordination. The highest coordination for zirconium atoms were found to be on the 
{101} surface.  
 
The {101} surface is by far the most stable followed by the (001) surface. This 
conclusion is supported by the earlier experimental and computational studies done on t-
ZrO2 where the oxygen terminated {101} crystal planes were detected to be preferentially 
exposed followed by oxygen terminated {001} surface. This higher stability could be 
attributed to its higher coordination of the surface zirconium atoms and lower surface 
energies. This conclusion is also corroborated by earlier DFT work done by Sojka et al., 
[49] who observed long {101} plane terminations in t-ZrO2 followed by {001} and {111} 
planes. The surface stability for t-ZrO2 after the MD study at 300 K was found to be in 
following order {101} > {001} > {111} > {110} > {100}. Although this chapter 
successfully looked at the various surfaces of t-ZrO2, all these studies were done on clean 
surfaces. The next chapter will look at the effects of defects on both the bulk and pure 
surfaces of t-ZrO2.  
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Chapter 6 Defect chemistry of t-ZrO2 on Bulk and Surfaces 
 
“Certain defects are necessary for the existence of individuality.” 
 
                                                                     ― Johann Wolfgang von Goethe 
 
 
6.1 Introduction  
 
Any crystal to be known as an ideal crystal would display an exact stoichiometric ratio 
between its constituents.  In such a case each ion within the structure would occupy the 
exact lattice site, such a state is called an equilibrium state.  In a real crystal the ions are 
not fixed into their lattice sites but vibrate around their lattice positions. When the ions 
have acquired enough energy due to their vibrational energy or an increase in 
temperature, a movement of ions could cause the formation of either vacancies or 
interstitials. Defects occur in a crystal during material processing or it could be artificially 
induced by bombardment with high energy particles like neutrons or protons.  Since most 
of the important properties of crystals are due to the defects present, it is important to 
know what types of defect would dominate in a crystal structure. [1] The types of defects 
would depend on the type material being considered, however looking at the various 
types of low index surfaces in a crystal the affinity for a certain type of defect species 
could be predicted. In 1926 Frenkel introduced the notion of point defects in crystalline 
solids to elucidate the phenomenon of diffusion. [2] It is well known today that not only 
diffusion but almost all  important properties of crystalline solids are affected by  
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defects and in particular, by point defects.[3]  Zirconia (ZrO2) belongs to the list of the 
most important metal oxides due to its wide usage in different technological applications. 
[4] In fuel cells it is used as an electrolyte and gas sensors, as a thermal barrier coating, 
and as a protective natively grown layer against nuclear fuel cladding corrosion in light 
water nuclear reactors. [5-10] ZrO2 has been widely used in the reaction of CO 
hydrogenation to light hydrocarbons, especially in the reaction of F-T synthesis, for its 
acidity/basicity, and oxidation/reduction properties. [11, 12] Different ZrO2 phases have 
different catalytic performances for CO hydrogenation to hydrocarbons, oxygenates and 
olefins respectively. [13] For ZrO2 to be used in all these applications, it has been 
stabilised by the addition of different types of dopants depending on its application. For 
example in order to be used as a solid electrolyte like in oxygen sensors, ZrO2 is 
stabilised with yittria (Y2O3) or Calcia (CaO).
[14, 15] The addition of these stabilisers 
results in the increase of intrinsic oxygen vacancies resulting in a material with high ionic 
conductivity.  
 
The aim of this chapter is to first look at the point defects occuring in t-ZrO2. Defects 
mainly fall in to two main categories intrinsic and extrinsic. Intrinsic defects are of two 
types Schottky and Frenkel defects. Extrinsic defects occur when a foreign atom like 
WO3 is inserted into the lattice. This chapter will see how a defect is formed within the 
tetragonal zirconia crystals and also monitor the role of various dopants introduced within 
it. 
 
    
 
 
132 
 
The migration of defects within the crystal is yet another important aspect which we 
consider in this chapter; this also has a profound influence in its catalytic properties. 
These migrations can be viewed as millions of tiny hops, where there is a migration 
energy associated with each hop. This chapter will also look at the migration of oxygen 
defects in the presence of dopants. Whether a dopant helps in reducing the activation 
barrier for oxygen transport is also discussed here. 
 
6.2 Simulation Methods and Point Defects 
 
By employing atomistic simulation techniques the details of defect chemistry of t-ZrO2 
are evaluated. Initially defects are introduced within the bulk of t-ZrO2, treating them as 
isolated defects, where a perfect crystal would contain only one single defect. This is 
done by two approaches for comparison 1) Mott-Littleton 2) Supercell. [16, 17]   The 
calculation of isolated defects on the various low index surfaces of t-ZrO2 were then 
carried out using the CHAOS program which is a modification of the Mott-Littleton 
method.  The perfect crystal was relaxed using energy minimization at constant pressure. 
The energies of formation of single defects were calculated using both Mott-Littleton and 
supercell method and the results are summarized in Table 6.1. A 5x5x5 supercell was 
utilised for the supercell approach and region sizes of (15, 25) were used for Mott-
Littleton both are a result of convergence tests.  
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From the results it follows that there is a good possibility for an anion vacancy due to the 
lower formation energy compared to a cation vacancy. The single defect formation 
energy values from Table 6.1 compares well with the values estimated between 
tetragonal and earlier reported values of cubic forms. [18]   Earlier studies have indicated 
that the formation energies of intrinsic vacancies in cubic, tetragonal and monoclinic 
zirconia polymorphs are close to each other. [19]  Hence the formations of Schottky and 
Frenkel defects too are discussed in this chapter.   
 
The cations for substitutional defects were chosen in order to obtain greater insight into 
the mechanism of diffusion by selecting ions with different charge and size with respect 
to the host cation Zr4+. The energy of substituting ZrO2 with dopants as shown in Table 
6.2 indicated that as the dopant size increases the defect energies values tended to be 
more positive. Thus it could be inferred that the smaller the size of the cation the better is 
its substitutional capability. Tungsten (W6+) with the highest positive charge and the 
lowest ionic radius had a better preference to all the other cations introduced in to the 
bulk of t-ZrO2 framework. The order of stability for substitutional defects here is: W6+ > 
Nb5+ > Ce4+ > Y3+ > Ca2+. The Figures 6.1, 6.2 and 6.3 indicate the convergence of 
defects energy values using both supercell and Mott-Littleton Approaches. A good 
convergence was brought by the increase in region sizes for the Mott-Littleton approach.  
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Table 6.1 Calculated Single-Defect Formation Energies in pure t-ZrO2 
 
Single Defect in 
Bulk t-ZrO2 
Energy (eV) by 
Mott-Littleton 
method 
Energy (eV) by 
Supercell method 
Energy (eV) 
for Cubic 
ZrO2  
(Reference [18]) 
            
//
iO         -8.25       -9.26     -9.21 
         
••
OV         15.52       16.20     14.87 
           
•4
iZr       -64.09       -66.77    -65.22 
            
/4
ZrV        90.41       88.83     85.66 
            
••
ZrW       -79.21      -81.07      ------ 
           
//
ZrCa        62.11       61.73      59.16 
           
×
ZrCe         5.94        5.75       3.37 
          
•
ZrNb       -54.33      -54.18     -57.98 
             
/
ZrY        35.95        35.45      33.03 
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Figure 6.1 The convergence of the defect formation energy is shown in for oxygen 
vacancy, oxygen interstitial, zirconium  vacancy and zirconium interstitial using 
supercell approach. 
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Figure 6.2 The convergence of the defect formation energy with increasing inner radius 
is shown in for oxygen  vacancy, oxygen  interstitial using the  Mott-Littleton  approach. 
 
 
 
 
Figure 6.3 The convergence of the defect formation energy with increasing inner radius 
is shown in for Ca2+, W6+, Ce4+, Nb5+, Y3+ substitution using the Mott-Littleton approach. 
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6.3 Schottky and Frenkel Defects 
 
 
There are distinct defect equilibria associated with the formation of intrinsic defects in t-
ZrO2; the equation for these are shown in Table 6.2. With respect to the energies the most 
favourable mechanism is to form a vacancy in the bulk of a metal oxide is the so-called 
Schottky and Frenkel mechanism (see section 2.3.6 of Chapter 2). Schematic 
representations of both the mechanisms in t-ZrO2 are shown in Figure 6.4 (a) and (b). The 
results from Table 6.3 indicate that the values of both Schottky and anion Frenkel defects 
are similar. However, there exists a good possibility for the formation of a Schottky 
defect in bulk t-ZrO2. The energy of a cation Frenkel is 13.16 eV which is approximately 
10 eV more than its Schottky trio energy of 3.45 eV and hence the formation of a cation 
Frenkel is less likely to occur. The values of these defects energy follow a similar trend 
with their corresponding c-ZrO2 defect energies. The relative preference for a Schottky 
defect is in conjunction with the earlier experimental evidence suggesting of Schottky’s 
dominations in t-ZrO2 crystal. [41]   The presence of a high level of ionic coordination 
environment in t-ZrO2 crystal could be the cause for the existence of this defect.  
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Figure 6.4 (a) Representation of Schottky snd Frenkel Mechanism in t-ZrO2. 
 
 
 
Figure 6.4 (b) Schematic representations of Schottky and oxygen Frenkel Mechanisms in 
t-ZrO2. 
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          Table 6.2 Calculated Energies of Schottky and Frenkel 
 
 
 
Defect Reactions for t-ZrO2 
 
Process             Defect equation energy Energy 
(eV) 
 
Energy per 
ion in 
t-ZrO2 
(eV) 
Energy per 
ion in 
c-ZrO2 
(eV)  [Ref 
(18)] 
 
Schottky 2
//// 22 ZrOVVOZr OZr ++=+
••  
 
10.36 
 
 
3.45 
 
 
3.21 
 
 
Cation Frenkel    
////4
Zri VZrZr +=
•
 
 
26.32 
 
13.16 
 
 
15.55 
 
 
Anion Frenkel    ••+= Oi VOO
//  
 
7.27 
 
 
3.63 
 
 
4.44 
 
 
 
A logical extension is to consider the behaviour of these defects in the low Miller index 
surfaces of t-ZrO2. Since the anion Frenkel energy value on bulk is only 5 % greater than 
the Schottky defects on bulk, it is important to check the relative preference for both type 
of defects when checking for surfaces.  To study the formation of these defects on the 
different surfaces of t-ZrO2 the CHAOS code was used. This code allows to calculate  
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single defect energies on different surfaces using various optimisation techniques (see 
section 2.3.8 of Chaper 2). [20]   A Newton Raphson optimisation technique was utilised 
in these calculations. The converged values were obtained by increasing the size of 
region from 100 to 400 and then plotting the corresponding energy values against the 
inverse of the region size. The plot which is a straightline is then extrapolated to the Y 
axis and the intercept gives the converged values. The results from CHAOS calculations 
on different surfaces are summarised in the Table 6.3.   
 
The values from the Table 6.3 suggest that the {101} surface has the lowest Frenkel 
energies while the {110} surface has the lowest Schottky energies compared to all the 
other surfaces. The Frenkel formation energy for all surfaces except the {001} surface 
lowered in comparison with its corresponding bulk structure. The percentage of lowering 
varied between 22 % and 87 %. Unlike the nature of the defect reactions that occurred in 
the bulk, the Schottky’s on surfaces depicted higher values in comparison to the anion 
Frenkel defects on all the surfaces except the {110} surface. Generally for Frenkel 
defects to occur within the crystal lattice, the coordination number must be low. The 
lower coordination of atoms found on surfaces compared to the bulk might be the reason 
why the Frenkel defects dominate on surfaces. Thus it can be concluded that a good 
chance for the migration of oxygen atoms from a vacant site to an interstitial site exist for 
all surfaces of t-ZrO2.  This kind of oxygen mobility has important applications which are 
discussed in the next section. 
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Figure 6.5 The convergence of the defect formation energy using Chaos method is shown 
in for Oxygen vacancy, Zirconium  vacancy on {100} surface.. 
 
Table 6.3 Calculated Energies of Schottky and anion Frenkel on various 
surfaces of t-ZrO2 
 
Surfaces-
(Chaos-
Method) 
     
••
OV        
//
iO        
////
ZrV  
Schottky per 
ion 
Anion Frenkel 
Per ion 
    {001}    36.33    -30.66   57.27    6.28    2.83 
    {101}     24.32    -23.43   66.88    1.48    0.44 
    {110}      35.35     -33.29   39.26   -1.12    2.06 
    {100}     17.15    -12.36    85.42    2.88    2.39 
    {111}    22.04    -17.73    78.33    4.70    2.85 
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6.4 Oxygen Migration 
 
 ZrO2 is considered as an important material for application in high-temperature 
electrolysis, [27]   gas sensors, [28]   solid oxide fuel cells- (SOFCs), [29-33]. For example the 
solid solutions of ZrO2–CeO2 as well as yttria doped zirconia are one of the most 
promising electrolyte for fuel cells. [34, 35]   Since defects such as oxygen vacancies have a 
major impact on the type of application, a lot of experimental as well as computational 
investigations have been carried out to study their effects.  In recent years, increased 
attention has been given to the role of oxygen mobility in improving the catalytic stability 
of ZrO2. 
[36]   The enhanced oxygen mobility could reduce the oxygen deficiency at the 
surface, which could be utilised to design a better catalyst. The migration of an oxygen 
atom from an interstitial site to the nearest vacancy site needs to overcome certain barrier 
energy which could be referred to as its activation energy. The additions of certain 
dopants help to lower this energy barrier while other dopants would make it even more 
difficult.  
 
The present study utilises the CHAOS program for studying the migration of oxygen 
atom from an interstitial site to a vacant site both in the presence and absence of dopants. 
The {110} surface of t-ZrO2 constructed earlier was utilised to study the oxygen vacancy 
migration. The Figure 6.7 indicates the effects on the activation energy profile by various  
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dopants used in this study on {110} surface. It is clear that cations like Ca2+, Y3+ and Ce4+ 
increase the activation energy barrier while Nb5+ and W6+ help to decrease the activation 
energy barrier. Thus incorporating Nb5+ and W6+ within the ZrO2 framework will result 
ease of oxygen migration. The addition of W6+ resulted in reducing the activation energy 
barrier from 0.31 eV to 0.08 eV, which was found to be the lowest in all cases as shown 
in Table 6.5. It could be also deduced from these results that the addition of tungsten 
(W6+) atoms to t-ZrO2 might result in improvement of the catalytic properties of t-ZrO2. 
 
 
 
 
 
Figure 6.6 The migration of oxygen atom from an interstitial site (A) to the nearest 
vacacy site (B).  
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Table 6.4 Calculated Activation Energies in the presence of dopants 
 
 
       Species 
 
 
Activation Energy Ea 
(eV) 
 
Ionic Radius (pm) 
 Pure ZrO2               0.31           86 
        W6+ 
 
              0.08           74 
        Nb5+ 
 
              0.11           78 
        Ce4+ 
 
              0.5          101 
        Y3+               0.79            104 
 
        Ca2+ 
 
              1.53          114 
 
 
     
 
 
Figure 6.7 A plot of activation energy profile for t-ZrO2 in the presence of various 
dopants. 
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6.5 Tungsten on Bulk Zirconia 
 
Since tungsten is capable of lowering the activation energy of oxygen migration, its role 
as a dopant in bulk t-ZrO2 is analysed here. The existing theories of substituting ions in to 
the zirconia framework for stabilising the tetragonal form of zirconia are still not fully 
understood. It was proposed earlier by Chen et al. [37-39], that aliovalent cation dopants  
are generally believed to substitute for zirconium ion in the cation network creates 
oxygen vacancies for charge compensation.  The stabilisation here postulates that the 
dopant cation tends to reduce the average zirconium coordination number for stabilising 
the higher polymorphic tetragonal phase. Thus this mechanism of stabilisation could be 
due to two effects 1) the creation of oxygen vacancies and 2) due to the reduction of 
average coordination number of zirconium atoms in order to facilitate relaxation to form 
the tetragonal phase.  We begin our simulations with the pure zirconia system modelled 
previously and obtain three routes for introducing tungsten (W6+) into the bulk supercells. 
The bulk supercells were increased in size till convergence was reached. Three types of 
possible mechanisms for tungsten introduction in to bulk t-ZrO2 is as follows: 
                                                                             
1) Type I   introducing a single tungsten atom by replacing two zirconia and one 
oxygen atom in the bulk.  
2) Type II     introducing two tungsten atoms within the bulk by replacing three zirconia 
atoms.   
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3) Type III     introducing a single tungsten atom by creating an oxygen interstitial and 
removing a single zirconia atom. 
 
3WOIType =− + ×ZrZr2 + ×oO → 2//// 2ZrOVVW OZrZr +++ ••••           (6.1)  
 
2
////
3 3232 ZrOVWZrWOIIType ZrZrZr ++→+=−
••×
                          (6.2) 
 
2
//
3 ZrOOWZrWOIIIType iZrZr ++→+=−
••×
                                    (6.3) 
 
To calculate the defect energies of the systems, different configurations of defect clusters 
were created by locating the cationic defects near or away from the oxygen vacancy. For 
Type I, two pairs were created, 1) Tungsten as the nearest neighbour defect (NN) to 
oxygen vacancy and 2) Tungsten as the next nearest neighbour (NNN) to oxygen vacancy 
as shown in Figure 6.8. For Type II defects, the three different configurations proposed 
were two tungsten atoms next to each other, while two tungsten atoms away from each 
other. For Type III the configuration included placing a tungsten atom on the NN and 
NNN positions to the oxygen interstitial. The isolated defect energies of vacancy, 
interstitial and substitution were also calculated in the bulk. The computed defect 
energies are shown in the Table 6.5 below. It was found that the values converged for 
Type –I and II- NN type defects using a 4x4x4 supercell but in all other cases the 
convergence occurred  
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after growing the supercells to 5x5x5 size. The convergence plot of defects energies for 
Type-I defects is shown in Figure 6.9. 
 
Figure 6.8  Schematic diagrams for the NN and NNN sites of tungsten with respect to the 
oxygen vacancy. (Zirconia ; Oxygen   ; Tungsten  ;  Oxygen vacancy  ) 
 
 
                                                        
 
 
 
 
 
Figure 6.9 The defect convergence plot for Type I defect on t-ZrO2. 
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The lowest energy configuration will favour the formations most likely to occur in the 
bulk. In the Type I configuration it was observed that the NN site to the oxygen vacancy 
was the most preferred location for the tungsten defect. In Type II also the most stable 
was found to be NN with respect to the zirconia vacancy. In Type III however the most 
stable was NNN configuration with respect to oxygen interstitial. From the table the Type 
III defect is the least preferred type of defect to exist within the crystal structure. 
According to the data the lowest value of defect energy per defect is found for Type I 
(NN). Earlier studies too have already confirmed the presence of oxygen vacancies in 
ZrO2. [40]   Thus it could be concluded that Type I (NN) would be the most preferred 
location for a tungsten addition in the bulk zirconia.   
               Table 6.5 Calculated defect energies for bulk t-ZrO2 
 
   Defect 
Configurations 
 
 
 
Total energy 
gained/lost in 
the reaction 
in NN types 
in eV  
 
Total energy 
gained/lost in 
the reaction 
in NN types in 
eV per defect 
 
Total energy 
gained/lost in 
the reaction 
in NNN 
types in eV 
 
Total energy 
gained/lost in 
the reaction 
in NNN types 
in eV per 
defect  
 
     Type I 
 
 
 -6.51 
 
 
    -1.62 
 
   -6.05 
 
 
     -1.51  
 
    Type II  
 
 
  -7.82 
 
 
    -1.56 
 
   -7.57 
 
 
     -1.51  
 
    Type III  
 
  -2.29 
 
 
    -0.76  
 
   -3.53 
 
 
 
     -1.17 
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Table 6.6 Calculated Solution energies for bulk t-ZrO2 
 
 
   Defect 
Configurations 
 
Solution energy in 
NN types in eV. 
 
Solution energy per 
defect in NN types 
in eV. 
 
     Type I 
 
      
        8.45   
 
         2.11 
 
    Type II  
 
 
      11.62 
 
         2.32 
 
    Type III  
 
 
      7.65 
 
         2.55 
 
Although Type I (NN) is shown to be favourable, the formation of such defect in bulk 
could be checked by calculating the solution energy in bulk as shown in Eq (6.4).  These 
values will indicate the ease of substituting this defect within the lattice matrix of bulk t-
ZrO2. Depending on the defect type, the equation also needs to be balanced. This balance 
is done for Type I and II defects as shown the Eq (6.5) and (6.6), for Type III it is the 
same as Eq (6.4).   
ESol= [E def.surf + Elatt.energy of bulk− ZrO2 ]− [E pure.surf + Elatt.energy of bulk− WO3 ](6.4)  
For Type-I 
ESol= [E def.surf + 2xElatt.energyof bulk−ZrO 2]− [E pure.surf + E latt.energyof bulk−WO3 ](6.5)  
For Type-II 
ESol= [E def.surf + 3xElatt.energyof bulk−ZrO 2]− [E pure.surf + E 2xlatt.energyof bulk−WO3 ](6.6)   
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The calculated solution energy values as shown in Table 6.7, indicates that the lowest 
energy values per defects were obtained for the Type I (NN). However in all cases the 
positive values of solution energies obtained indicates the less favourability for these 
defects to get substituted with in the lattice of bulk t-ZrO2. Now to check whether these 
defects would to prefer to stay in bulk or will migrate to a surface; the segregation 
energies were estimated. For doing this, the Type I defect was placed on the different 
surfaces of t-ZrO2 and the segregation energy was evaluated. The segregation energies 
were calculated as described in section 2.3.9.1 of Chapter 2. Since the Type I (NN) defect 
was found to be the most preferable one in bulk, this same defect was placed on the 
various surfaces of t-ZrO2.  
Table 6.8 Segregation and solution energies of Type-I (NN) defects on 
surfaces 
     Surface Segregation Energy per 
Defect (Eseg ) eV  
Solution Energy (Esol) 
eV  
   {101}      -0.42        6.74 
   {001}      -0.77        5.36 
   {100}      -1.71        1.6 
   {110}      -2.29       -0.72 
   {111}      -4.79       -1.64 
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The values from Table 6.8 concludes that the segregation towards all surfaces were 
favourable due to the negative values of segregation energies obtained for all surfaces. 
Even though these values indicate the preference of these defects to segregate to the 
surface from bulk, the solution energy values obtained for this indicate the relative 
preference for a particular surface over the others for the defects to segregate. It could be 
deduced that the segregation could be in the following order : {111} > {110} > {100} > 
{001} > {101}.  Using the Type I defect configuration, the tungsten atom was also 
moved away from the surface towards the bulk in increasing depth, keeping the other 
defects at the same position. This will also give a relative idea about the effects of 
moving defects towards the bulk from the surface. A graph was plotted with the 
segregation energy versus the defect depth on the {110} surface as shown in Figure 6.10.   
It was noted that moving the tungsten atom away from the surface resulted in more 
unstable energy values. This indicates tungsten’s preference to stay on the surface of t-
ZrO2 rather than in the bulk. 
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         Figure 6.10 Segregation energy of W6+ as a function of defect depth.  
 
 
 
6.6 Conclusion 
 
This chapter successfully provided some basic concepts of defect reactions for both bulk 
and surfaces of t-ZrO2. The study clearly indicates that the natures of the defect reactions 
are different on surface from the bulk. In the bulk t-ZrO2 a Schottky mechanism is the 
most preferable, however on the surface this entirely depended on the type of the surface 
considered. The addition of different cations to the surface {110} of t-ZrO2 noted its 
capability to either increase on decrease the activation energy barrier for oxygen 
migration. It was concluded here that, the smaller the cation size the higher will be its  
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capability to reduce the oxygen migration barrier. W6+ was found to be the best one 
capable of reducing the barrier among all the other cations studied here. These results 
prompted us to look further in to the mechanism of tungsten addition to the bulk and 
surfaces of zirconia. It was inferred that tungsten atom will segregate to the surface and 
not stay in the bulk. This motivates us to explore the next chapter were the different types 
of WO3 species are investigated on the surfaces of t-ZrO2. 
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Chapter 7 Tungstated Zirconia  
“The meeting of two personalities is like the contact of two chemical 
substances: if there is any reaction, both are transformed.”  
                                                                                                                          
                                                                                                    ― C.G. Jung 
   
7.1 Introduction 
 
Tungstated zirconia (WO3-ZrO2) is one of the robust catalysts used by experimentalists 
for its application in isomerisation of light alkanes (C4-C8). [1-7] Hino and Arata were the 
first to discover the unique properties of the WO3-ZrO2 catalyst, which were tested for 
propane and butane reactions. [8, 9]  Although less active than sulfated zirconia [10, 11] 
catalysts, the enhanced thermal stability and resistance in hydrogen, oxygen and water 
atmospheres of WO3-ZrO2 materials offer an alternative catalyst for many practical 
industrial applications. [12, 13]  Extensive experimental studies have been devoted in the 
past to the preparation and structural characterization of WO3-ZrO2 catalysts. 
[14, 15] 
However, its higher thermal stability compared to its sulphated forms, is still much 
debated because of the several different types of surface species that co-exist. [16, 17]   
Since this catalyst serves as an alternate catalyst for many industrial applications, it is 
worth looking in detail at this existing species and the role of the structure-property 
relationships of the catalyst. Depending on the synthesis method adopted, the surface 
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species on WO3-ZrO2 have been found to exist in different forms. 
[18-24]
 Electron 
microscopy studies [25] suggested the presence of four types of species, a) mono tungstate 
species b) polytungstate species c) well ordered WO3 nanocrystals and d) WOx distorted 
clusters containing zirconia atoms. It was postulated that the formation of polytungstate 
and WO3 clusters as well the Zr-WO3 distorted clusters play an important role in 
catalysis.  Here, we report the results of a the molecular dynamics study of WO3-ZrO2 
systems to look if these key species could be detected using simulation.  
  
To date no computer modelling techniques have been applied to look into all the possible 
mechanism of adsorption of WO3 species on ZrO2 surfaces. Hence we attempt to study 
the distribution of WO3 species on to the different surfaces of t-ZrO2. This kind of 
understanding provides a tool for improving the performance of the catalyst.  We begin 
our studies on the pure low miller index surfaces. 
 
7.3 WO3 loading on the t-ZrO2 Surfaces 
 
Since catalytic reactions occur on surfaces, [26-30] monitoring the role of WO3 on various 
surfaces of zirconia will give us an idea of its preference to a particular surface. The 
earlier spin polarized DFT studies done on cubic zirconia supports predicted its catalytic 
properties by studying the adsorption energy values of Cu, Ag and Au atoms on the 
{111} surface. The highest adsorption energy values were obtained for Cu on this 
surface. [31]    
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Similarly the hydroxylation energies on the surfaces of t-ZrO2, were analysed by 
calculating its adsorption energy at various low index surfaces. [32]   Both these studies 
calculated the adsorption energy as the difference between the energy of the slab with the 
dopant atom adsorbed and the sum of the energies of the clean oxide surface and the 
isolated dopant atom. Thus it is clear that the preference of the dopant to a particular 
surface can be analysed by considering the adsorption energies associated with attaching 
WO3 species on to zirconia surface. A negative adsorption energy indicates an exothermic 
reaction. However, the presence of negative adsorption energy doesn’t normally indicate 
that the reaction of adding the dopant is favourable. It is also important to check if the 
surface energies of the adsorbed surface have lowered in comparison with the pure 
surface, or else the possibility of such a surface existing is reduced. Hence, in this study 
we are considering both parameters in order to determine the most favourable 
mechanism.  
 
This is the first attempt to study the adsorption of WO3 on t-ZrO2 surfaces using 
molecular dynamics. Slabs of different loadings of WO3 on the low index oxygen 
terminated surfaces of zirconia were set up. Oxygen terminated surfaces were chosen as it 
has been shown in Chapter 5 that they are more than stable and also because it provides a 
simple method for adding WO3 units to the surface. The WO3 groups were added such 
that the tungsten atoms from the WO3 groups were kept at least 2 Å above the surface 
oxygens of t-ZrO2. This study focuses mainly on 20% and 50% monolayer coverages of 
WO3 groups on t-ZrO2 surfaces. 20% coverage results in addition of 10 atoms of tungsten 
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and corresponding 30 atoms of oxygen on to the surfaces of t-ZrO2.  A 50% monolayer 
coverage results in the addition of 32 atoms of tungsten and 96 atoms of oxygen on the 
surface. Both 20% and 50% coverage are defined here based on the maximum number of 
tungsten (W6+) atoms that could be added on to the surface which is 64 which represents 
100% coverage. The addition of WO3 groups was done in such a way that the WO3 
species were positioned nearest neighbours to each other or positioned far away from 
each other. This was done to determine if the nearest WO3 species showed any signs of 
polytungstate or cluster formation and if this was observed it was a genuine effect and not 
on the effect of the simulation starting configuration. A vacuum separation of 60 Å thick 
was set between the two periodically repeated slabs and each slab was symmetrical to 
avoid dipole-dipole interactions. The structure was run at various temperatures from 300 
K and 2500 K for 1 million steps with 0.1 fs (femto second) timestep using an NVT 
ensemble. In all simulations, the temperature is kept constant using the Nosé-Hoover 
thermostat [33, 34], and the Verlet-Leapfrog algorithm [35] was used to generate the 
trajectories. The simulation was monitored using the VMD analysis software, [36] from 
which the structural changes occurring at different timesteps could be recorded. A 
comparison of the adsorption energy and surface energy of all surfaces with WO3 at 
temperatures between 300 K till 2500 K were made with the pure surfaces to check their 
relative stability. Adsorption energies are denoted as Ead and surface energies as γ. 
The surface energies have been calculated using the following formulae: 
        A
WOnEEE bulkEquivSurf
2
)( 3−−= −γ                                 (7.1) 
 
    
 
 
160 
 
The adsorption energies of tungstated surfaces were calculated as follows:         
      
 n
WOnEpureEWOE
E SurfSurfad
)()()( 33 −−=                   (7.2) 
 
Here Esurf is the total energy of the surface slab and Eequiv bulk is the total energy of the 
bulk zirconia with equivalent number of atoms.The surface area is denoted as A and γ is 
divided by two because each slab has two equivalent surfaces and n is the number of 
tungsten atoms added on to the surface.  
 
 
7.3.1 {101} Surface 
 
In Chapter 5 it was concluded that this surface is the most stable surface of t-ZrO2. The 
20% monolayer structures were set up on this surface as discussed earlier. Analysing the 
structural rearrangements on the 20% coverage after running the simulation, it showed 
that the WO3 groups which began as NN moved away from each other. These WO3 
groups began with the W-W distance to be about 3.6 Å, but in the optimized structure this 
separation increased to 4.34 Å. There was also no evidence of polymerisation occurring 
between any pair of WO3 groups at this coverage.  It can also be noted that the WO3 
species distorted during the relaxation, resulting in an increase in bond angles between O-
W-O which varied between 30º to 35º for O-W-O atoms as shown in Figure 7.1. This 
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relaxation resulted in the shortening of the bond distance between the WO3 species and 
the surface atoms of zirconia. The surface relaxations for atoms below the surface was 
found to be in the range of 0.1-0.2 Å from their equilibrium positions. Increasing the 
temperatures resulted in the displacements of surface atoms even as high as 10-15 Å.   
 
We then studied the behaviour of {101} surface with a 50% monolayer coverage. These 
were setup by introducing a polymerised WO3 species on to the surface. The polymerised 
WO3 species were kept parallel to each other and each layer was separated from the other 
to check if any polymersation will occur between adjacent layers as shown in the Figure 
7.2. After structural relaxation during the MD simulation, it was noted that three of the 
polymerised chains broke up giving rise to several dimers and monotungstate species, 
while one of the WO3 chain remained as a tetramer; however no polymerization occurred 
between the adjacent WO3 chains. The distance between the adjacent W atoms of the 
WO3 groups increased from 1 Å to 2 Å. The tilting of WO3 species was also observed 
here and this was similar to the 20% monolayered surface.  The increase in bond angle 
varied between O-W-O from 18º and 35º.  
 
The breaking up of polymer chains resulting in dimers, trimers and monomers were also 
observed at temperatures up to 1500 K. However, at 2000 K it was observed that surface 
zirconia atoms moved away from the surface forming a bridge between two WO3 groups. 
The breaking up of the polymer chains up to 1500 K is indicative of instabilities 
occurring with in the adsorbed structure, which means that addition of WO3 species may 
not be favourable.  
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This was investigated further by calculating the surface and adsorption energies after the 
MD run.  Table 7.1 gives the adsorption and surface energies for both coverages. The 
calculated values indicate that the addition of WO3 species both at 20% and 50 % 
monolayer coverages resulted in an increase of surface energies at 300 K compared to the 
pure surface values. The surface energies of their pristine surface were found to be much 
lower than both coverages, which would mean this surface will be unstable to the 
addition of WO3 species. The percentage of rise in surface energies from their pristine 
surface was estimated around 8 % for the 20 % coverages and around 28 % for the 50 % 
coverages.This result was further strengthened by the positive values of adsorption 
energies obtained on both coverages. Negative adsorption energy values were obtained 
for 20% coverages along with a slight decrease in surface energies at relatively higher 
temperatures around 2000 K and above. This could mean that getting closer to the pre-
melting temperatures, the presence of WO3 groups helps to stabilise this surface and 
retain its tetragonal form. However, the increase in WO3 coverages is not favourable even 
at higher temperatures. Therefore it could be concluded here that the relative stability of 
the pure {101} surface at low temperatures makes the additions of the WO3   species 
unfavourable.  
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Figure 7.1 The structural changes occurring on the 20% monolayered tungstated {101} 
surface after a MD run at 300 K. 
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Figure 7.2 The structural changes occurring on the 50% monolayered tungstated {101} 
surface after a MD run at 300 K. 
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Table 7.1 Adsorption and Surface Energies on {101} Surface 
 
 
Surface  
{101} 
 
 
Pure 
 
 
20 % Coverage 
 
 
50 % Coverage 
               
Temperature                   
γ (J/m2) γ(J/m2)      Ead (eV) γ(J/m2)   Ead (eV)                  
 
300 K 
 
1.79 
 
1.94 
 
0.7 
 
2.26 
 
0.66 
 
700 K 
 
1.78 
 
1.81 
 
0.12 
 
2.26 
 
0.68 
 
1000 K 
 
1.77 
 
1.86 
 
0.41 
 
2.19 
 
0.59 
 
1200 K 
 
1.76 
 
1.88 
 
0.54 
 
2.18 
 
0.60 
 
1500 K 
 
1.76 
 
1.79 
 
0.14 
 
2.16 
 
0.57 
 
2000 K 
 
1.75 
 
1.66 
 
-0.39 
 
2.15 
 
0.58 
 
2500 K 
 
1.73 
 
1.57 
 
-0.74 
 
2.14 
 
0.58 
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7.3.2 {001} Surface 
 
The WO3 groups added at 20 % and 50 % coverages on this surface were evaluated at 
various temperatures and compared with the pure surface. Just as in the case of the {101} 
surface, for the 20 % coverages the WO3 groups moved apart from each other and 
remained as monotungstate species. The distance between the tungsten atoms of adjacent 
WO3 groups increased from 3.6 Å to 5 Å after the simulation. The distortion of the WO3 
groups were also noted here, the increase in bond angles for O-W-O are between 10º and 
20º see Figure 7.3. It was also noted that after the surface relaxations at 300 K, one of the 
WO3 group moved atleast 2 Å away from the surface. The reconstructions within the bulk 
where around 0.1 to 0.2 Å.  
 
For the 50% coverages although the polymerised WO3 layer retained much of its initial 
character after the simulation, it was noted that few of WO3 groups moved away from the 
surface and formed W-O-W-O linkages (see Figure 7.4). At these stage the WO3 groups 
resembled like that of a WO3 bulk structure on zirconia and the distance between the W-
O-W linkages were around 3.8 Å. This value is equal to the W-O-W bond distance of 
WO3 bulk structure obtained by carrying out a NPT simulation using Mairesse et al. 
potential (See Table 3.2 of Chapter 3). The atoms within the bulk t-ZrO2 showed a 
relaxation of around 0.02 Å from their equilibrium positions after simulation. On 
increasing the temperature it was observed that more WO3 groups move further away 
from the surface forming three dimensional WO3 bulk like networks. From the values in  
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Table 7.2 all the adsorption energies are positive for both coverages at all temperatures. 
The surface energies also increased with the increase in WO3 coverage. For the pure 
surface the surface energy values were 2.34 J/m2, while this increased to 2.61 J/m2 and 
3.36 J/m2 for 20 % and 50 % coverages at 300 K respectively. Thus an approximate rise 
in surface energies after tungstating are estimated to be 11 % for 20 % coverages and 48 
% for 50% coverages compared to the pure surface. Thus both these values indicate that 
the addition of WO3 to this surface reduces its stability when compared to its pure 
surface.  
 
The effect of increase in temperature resulted in a drop of surface as well as adsorption 
energies for tungstated surfaces of both coverages. For 20 % coverages the drop in 
surface energies were noted at 1000 K and above and the varied in 1 % and 8 % from 
their respective surface energy values at 300 K. In the case of 50 % coverages the drop in 
surface energies were noted from 1500 K and above. The surface energies in this case 
dropped between 1 % and 4 % of its values at 300 K. However, in all cases the surface 
energies of the tungstated surface always remained higher than that of its pure surface. 
Although the formation of three dimensional bulk like networks were found on this 
surface, the adsorption and surface energies were not in favour of WO3 addition. This 
leads us to conclude that such a surface will not be capable of accommodating any WO3 
groups and hence this surface is not favourable to WO3 addition.  
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Figure 7.3 The structural changes occurring on the 20% monolayered tungstated {001} 
surface after a MD run at 300 K. 
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Figure 7.4 The structural changes occurring on the 50% monolayered tungstated {001} 
surface after a MD run at 300 K. 
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      Table 7.2 Adsorption and Surface Energies on {001} Surface 
 
 
Surface 
  {001} 
 
Pure 
 
20% Coverage 
 
      50% Coverage 
Temperature γ (J/m2) γ(J/m2)      Ead (eV) γ(J/m2)  Ead (eV)                  
 
300 K 
 
2.34 
 
2.61 
 
 
0.78 
 
3.36 
 
0.83 
 
700 K 
 
2.33 
 
2.71 
 
0.99 
 
3.51 
 
0.96 
 
1000 K 
 
2.35 
 
2.58 
 
0.59 
 
3.75 
 
1.14 
 
1200 K 
 
2.19 
 
2.56 
 
0.96 
 
3.48 
 
1.05 
 
1500 K 
 
2.18 
 
2.42 
 
0.61 
 
3.28 
 
1.09 
 
2000 K 
 
2.29 
 
2.49 
 
0.54 
 
3.33 
 
1.04 
 
2500 K 
 
2.28 
 
2.39 
 
0.27 
 
3.23 
 
0.77 
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7.3.3 {100} Surface 
 
After the MD run for the  20 % monolayered slab on the {100}  surface, it was noted that 
the three adjacent WO3 groups that began as NN moved away from each other forming 
three monotungstate species. This movement resulted in the distance of adjacent tungsten 
atoms between the WO3 groups which were 3.6 Å apart before the reconstruction to be 
separated between 5.5 Å and 7.9 Å. However, it was also noted that two of WO3 groups 
formed a dimer and the W-O-W bond lengths for this was ~ 4 Å. A distortion of WO3 
groups was also observed here and the increase in O-W-O bond angles varied between 
11º and 17º see Figure 7.5.  
 
For the 50% monolayered slab it was noted that after relaxation most of the WO3 
polymerised chain didn’t break up, only two WO3 groups remained as monotungstate, the 
rest all retained their polymerized structure. Even the adjacent chains polymerised with 
each other giving rise to a polytungstate network, see Figure 7.6. One of the WO3 groups 
on the surface moved 3 Å away from its initial position to form a cluster. It was noted 
that increase in the temperature favoured the formation of more of these kind of species. 
The surface rexalations also resulted in the zirconium atoms below the surface layer 
moving inward by 0.01 – 0.3 Å from their equilibrium positions.  
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The surface energy values from the Table 7.3 indicate that there was a drop in surface 
energies for both the coverages after the addition of WO3 groups. This drop is 
approximately 15 % for 20 % coverages and 22 % for 50 % coverages at 300 K.  The 
50% coverages showed the lowest surface energies at 300 K, however increasing 
temperatures resulted in instability at this coverages. The preference of WO3 addition on 
to this surface at lower temperature is further supported by the negative adsorption 
energy values obtained for both coverages. The adsorption energy values were found to 
be more negative for 20 % than for 50 % coverages. For the 20 % monolayer coverages 
the adsorption energies were negative throughout the temperature range. For 50 % 
coverages, the values of adsorption energies continued to remain negative until 1500 K 
after which they become slightly positive. This means that if there are sufficient WO3 
groups present the possibility to form 50 % coverages at and below 1500 K is possible for 
this surface but at higher temperatures it becomes unfavourable. At higher temperatures 
since the surface energies become more unstable for the 50% monolayered slabs, the 
possibility for a stable surface will be the one with 20% coverages. Thus we can conclude 
that this surface can be stabilised by the addition of WO3 groups. However, the stability 
of this surface will depend upon the amount of WO3 groups added as well as the selected 
temperature for synthesis. 
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Figure 7.5 The structural changes occurring on the 20% monolayered tungstated {100} 
surface after a MD run at 300 K. 
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Figure 7.6 The structural changes occurring on the 50% monolayered tungstated {100} 
surface after a MD run at 300 K. 
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        Table 7.3 Adsorption and Surface Energies on {100} Surface 
 
 
Surface  
  {100} 
 
Pure 
 
 
 
    20% Coverage 
 
 
 
     50% Coverage 
 
Temperature γ (J/m2) 
 
 γ(J/m2)      Ead (eV) 
 
 γ(J/m2)     Ead (eV) 
 
300 K 
 
2.95 
 
2.49 
 
-1.73 
 
2.29 
 
-0.77 
 
 
 
700 K 
 
 
2.94 
 
2.52 
 
-1.56 
 
2.51 
 
-0.50 
 
1000 K 
 
 
 
2.93 
 
 
2.49 
 
 
-1.66 
 
 
2.51 
 
 
-0.49 
 
1200 K 
 
 
 
2.93 
 
 
2.55 
 
 
-1.43 
 
 
2.60 
 
 
-0.39 
 
1500 K 
 
2.93 
 
2.39 
 
-2.01 
 
2.84 
 
-0.10 
 
2000 K 
 
 
2.95 
 
2.31 
 
-2.39 
 
2.95 
 
0.002 
 
2500 K 
 
 
 
2.75 
 
2.37 
 
-1.45 
 
2.48 
 
-0.32 
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7.3.4 {110} Surface 
 
 At 20% monolayer coverages it was observed that three of the WO3 groups stayed as 
monotungstate species, while two adjacent WO3 groups polymerised with each other 
forming a dimer at 300 K see Figure 7.7. The distorting of WO3 groups observed here 
resulted in an increase of the O-W-O bond angles which varied between 16º and 31º. As 
the temperature was increased certain tungsten atoms from the WO3 groups, moved 
further away from the surface forming clusters. We also observe that at higher 
temperatures, some of the surface zirconia atoms moved at least 0.1 Å away from their 
initial position to form bonds with the oxygens from the WO3 groups. This resulted in the 
formation of a Zr-WO3 cluster type species. Further increase in temperature favoured the 
formation of more Zr-WO3 cluster-type species.  
 
Unlike the previous surfaces, it was not possible to add a polymerized chain to the initial 
configuration of the 50 % monolayer structure because unlike the other surfaces the 
adjacent atoms were not sufficiently close to each other to form W-O-W linkages. Thus it 
was not possible to investigate whether a polymerised chain would break up or be 
retained. However; it is still interesting to investigate any chances of polymerisation 
taking place between the adjacent WO3 groups which were added as monomeric species. 
After the simulation it was noted that the polymerization of WO3 groups took place on 
this surface. The formation of a Zr-WO3 species was also observed at 300 K see Figure 
7.8. The increase in temperature resulted in more zirconium atoms from the surface 
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participating to form Zr-WO3 species, as well as polytungstate species. This amount of 
zirconium participation was temperature specific. 
 
From the values in Table 7.4 it was noted that the addition of WO3 groups to this surface 
is favourable for both coverages due to the decrease in surface energies and the negative 
adsorption values obtained on this surface. The drop in surface energy values from their 
pure surface values were around 4 % for 20 % coverages and 3.6 % for 50 % coverages. 
For both the monolayer coverages it was noted that the increase in temperatures favoured 
the decrease in surface energies thus stabilizing the surface on addition of WO3 species. 
However it is noticeable that the surface energies of 20 % monolayer coverages were 
always less than the 50 % values, indicating the higher stability of this surface to lower 
coverages.  
 
In order to increase our understanding of the stabilization process, the structural changes 
occurring at various temperature ranges were monitored. Figure 7.9 represents the 
structural changes occurring with the increase of temperature for both the coverages. For 
the 20 % monolayer coverage it was noted that at 300 K, there is no formation of Zr-WO3 
species. When the temperature is increased to 700 K, one of the zirconium atoms from 
the surface forms a bridge between two WO3 groups, to give rise to zirconium bridged 
polytungstate species.  At 1000 K this zirconium atom moves further away from the 
surface resulting in a distorted Zr-WO3 species. Here the W-O-W bond length is found to 
be in the range of 3.4 Å to 3.8 Å and Zr-O-W length also 3.4 Å to 3.8 Å. These computed 
bond lengths were also consistent with the experimentally observed values which 
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indicated the W-O-W bond lengths to be 3.5 Å. [25]   At 1000 K there is a 10% decrease in 
surface energies along with highly negative adsorption energies. 
 
 For 50% monolayer coverage we calculated all temperature ranges and the overall 
surface energies were less stable that the 20 % ones. The values of W-O-W bond length 
and W-O-Zr bond lengths obtained were similar to these observed at for the 20 % 
coverage. At 1000 K the adsorption energy became positive and the coverage in surface 
energy increased. Figure 7.9, a snapshot from the 700 K MD simulation showed a large 
polytungstate species incorporating bridged zirconium atoms from the surface below. 
This network of polytungstate species was broken up at 1000 K explaining the less stable 
energies obtained at this temperature. Further increasing the temperatures to 2000 K 
showed that more zirconium atoms from surface participated within the WO3 cluster as 
well as the polytungstate species. At 2000 K a 6.5 % drop in surface energy with their 
corresponding values at 300 K have been calculated along with the negative adsorption 
energy.  
 
Another important aspect to be noted here was that, although no polymerised WO3 layer 
was added here, a significant amount of polymeric species were observed after the 
simulation. It could be concluded that the formation of three dimensional cluster and 
polytungstate chains along with the participation of zirconium atoms might play a role in 
the stabilization of this surface.  Thus this surface is favourable for the addition of WO3 
species. Although the amount of WO3 that this surface can accommodate will be 
temperature dependent. 
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Figure 7.7 The structural changes occurring on the 20% monolayered tungstated {110} 
surface after a MD run at 300 K. 
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Figure 7.8 The structural changes occurring on the 50% monolayered tungstated {110} 
surface after a MD run at 300 K. 
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Figure 7.9 The structural changes occurring on 20% and 50% monolayered tungstated 
{110} surface after the MD  run. 
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Table 7.4 Adsorption and Surface Energies on {110} Surface 
 
 
Surface  
  {110} 
 
 
 
Pure 
 
 
 
 
20% Coverage 
 
 
 
 
50% Coverage 
 
 
 γ (J/m2) γ(J/m2)     Ead (eV) γ(J/m2)   Ead (eV)                  
 
300 K 
 
 
 
2.74 
 
2.62 
 
-0.66 
 
2.64 
 
-0.16 
 
 
700 K 
 
2.73 
 
2.63 
 
-0.52 
 
2.72 
 
-0.02 
 
 
 
1000 K 
 
 
2.65 
 
2.40 
 
-1.36 
 
2.83 
 
0.29 
 
 
 
1200 K 
 
 
 
2.67 
 
 
2.50 
 
 
-0.90 
 
 
2.66 
 
 
-0.016 
 
 
 
1500 K 
 
2.67 
 
2.49 
 
-0.99 
 
2.57 
 
-0.17 
 
 
 
 
2000 K 
 
 
2.58 
 
2.44 
 
-0.78 
 
2.47 
 
-0.194 
 
 
2500 K 
 
 
 
2.62 
 
 
2.26 
 
 
-1.91 
 
 
2.54 
 
 
-0.135 
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7.3.5 {111} Surface 
 
At 20 % coverages on this surface it was noted that all the WO3 groups after the 
simulation remained as monomeric species. The distorting WO3 groups resulted in an 
increase of O-W-O bond angles by 30º. Increasing the temperatures here didn’t show any 
change on surface and WO3 groups still remained as monotungstate see Figure 7.10 .  
 
The addition of polymerised WO3 species using the 50 % coverage system was  not 
possible because just like the {110} surface the larger distance between the adjacent 
atoms didn’t facilitate the addition of a polymerized WO3 chains. For this reason, the 
WO3 atoms were added as monomeric groups. After the MD run for this coverage, it was 
also noted that although the WO3 groups still retained as monotungstate, at certain points 
the zirconium atoms from the surface interconnected to two WO3 groups on the surface 
as shown in Figure 7.11. As the temperatures were increased more surface zirconium 
atoms moved away from the surface forming a bridge connecting two monotungstate 
species resulting in WO3-Zr-WO3. The W-O-W and W-O-Zr bond lengths were also 
found to be in the range of 3.5 to 3.9 Å, almost similar to the values obtained on {110} 
surface.  
 
To understand if this surface was stable to the addition of WO3  the values from the Table 
7.5 were evaluated. It was noted that the addition of WO3 resulted in a drastic lowering of 
surface energies of 2.63 J/m2 for pure surface  to 2.29 J/m2  and 2.04 J/m2 for 20 % and 
50 % coverages respectively. Thus the estimated drops were around 13 % for 20 % 
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coverage and 22 % for 50 % coverages at 300 K. Infact the surface energies obtained on 
this surface were the lowest compared to all the other surfaces evaluated. Unlike the other 
surfaces the increase in coverage on this surface only resulted in further lowering of 
surface energies. The negative values of adsorption energies obtained for this surface are 
the highest compared to all the other surfaces, implying that if sufficient WO3 species are 
present, this surface is capable of forming a 50% monolayer coverage. The earlier 
experimental studies have already proposed that higher-activity catalysts, showed 
spectroscopic evidence of Zr-stabilized WOx species which were postulated to be 
responsible for the enhanced catalytic performance. [25]   It could be probable that the 
peculiar type of polymerization on this surface assisted by zirconium atoms resulting in -
WO3 –Zr- WO3 -   species might have a role to play for the stabilisation of the surface as 
well as increased catalytic activity.  Finally, this surface can be considered as one of the 
most suitable surfaces for WO3 addition.  
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  Figure 7.10 The structural changes occurring on the 20% monolayered tungstated 
{111} surface after a MD run at 300 K. 
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Figure 7.11 The structural changes occurring on the 50% monolayered tungstated {111} 
surface after a MD run at 300 K. 
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 Table 7.5 Adsorption and Surface Energies on {111} Surface 
 
 
Surface 
 {111} 
 
 
 
Pure 
 
 
 
20% Coverage 
 
 
 
50% 
Coverage 
 
 γ (J/m2) γ(J/m2)   Ead (eV) γ(J/m2)   Ead (eV)                  
 
300 K 
 
 
2.63 
 
2.29 
 
-2.01 
 
2.04 
 
-1.18 
 
 
 
700 K 
 
 
 
2.63 
 
2.31 
 
-1.92 
 
2.07 
 
-1.03 
 
1000 K 
 
 
2.62 
 
2.29 
 
-1.96 
 
2.10 
 
-0.97 
 
 
 
1200 K 
 
 
2.50 
 
2.28 
 
-1.33 
 
2.22 
 
-0.53 
 
 
 
1500 K 
 
 
 
 
2.58 
 
 
2.26 
 
 
-1.87 
 
 
2.26 
 
 
-0.60 
 
2000 K 
 
 
 
2.59 
 
2.22 
 
-2.22 
 
2.19 
 
-0.74 
 
 
2500 K 
 
 
 
 
2.59 
 
 
2.21 
 
 
 
-2.24 
 
 
2.13 
 
 
-0.84 
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7.4.6 Conclusion 
 
The results in this chapter justifies that the preference for the addition of WO3 species 
depended on the type of the surface of t-ZrO2. It could be concluded that the addition of 
WO3 species had a profound impact on the stabilisation of t-ZrO2 surfaces. The already 
stable surfaces of pure of t-ZrO2 showed instability, while the unstable surfaces became 
more stable on addition of WO3 species. The addition of WO3 species at 50% monolayer 
coverages resulted in a change in order of stability at 300 K {111} > {101} > {100} > 
{110} > {001}. For 20% monolayer coverages at 300 K, the stability was as follows: 
{101} > {111} > {100} > {001} > {110}. The surfaces {101} and {001} are not 
favourable to WO3 addition. It was generally observed that increasing the WO3 
monolayer coverage causes instability in all types of surfaces except for the {111} 
surface and {100} surface. For the {111} surface, a 50% coverage resulted in more 
stabilisation of this surface for all the temperature ranges considered here. For the {100} 
surface the 50% ones were more stable than the 20% ones only at 300 K, above this 
temperature it became unstable. The adsorption energy of WO3 groups on a bare {111} 
surface is highly exothermic followed by {100} surface. The relative decrease in surface 
energy values for the {111} surface after WO3 additions at 50% coverages were 
estimated to be about 20% lower than its pure surface energy values up to 1000 K. Above 
1000 K, the decrease was around 12%. For 20% monolayer coverages on {111} surface, 
there was only 12%  decrease in surface energy values until 1000 K, after which it 
reduces further to about  8% . For the {100} surface the reduction of surface energies for  
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50% coverages was around 22% at 300 K.  Above this temperature there is a drastic shift 
to around to 15% indicating the lower thermal stability of this surface for higher loading 
of WO3 species. For 20% monolayer coverages on this surface, the decreases in surface 
energies were observed from 17% at 300 K to 14% at 700 K and above. For {110} 
surface, both 50% and 20% monolayer coverages resulted in the reduction of surface 
energies between 1 to 3%. Thus it could be suggested that the probability for the growth 
of {111} surface after WO3 addition is much higher than all the other surfaces considered 
here. This is due to the relative stability of this surface confirmed by lowest decrease in 
surface energies and favourable adsorption energies. This study has also identified the 
formation of polytungstate, WO3 cluster and Zr- WO3 type species formed on the surfaces 
of t-ZrO2 as suggested earlier by Keily et al. [25]   For the {111} surface no direct 
polymerization of WO3 groups was noted, however zirconium aided linkages were noted 
at the 50% coverages resulting in -WO3 –Zr- WO3- type species. For the {001} surface, it 
was noted that the WO3 groups polymerises despite the fact that unfavourable values of 
surface and adsorption energies were obtained on this surface. It could be possible that 
the nature of the WO3 species might also have an association with the available surface 
areas on this surface rather than just the type of surface and temperature. Earlier 
experimental studies have already confirmed that, higher surface areas leads to the 
preferable stabilisation of mono atomically bound W (tungsten) atoms on zirconia. [37]   
This takes us to the next chapter, where we explore the changes on the surface areas and 
the nature of interaction of WO3  groups with the zirconia surfaces.   
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Chapter 8: Investigation of RDF, Surface topology and Crystal 
Morphology studies on t-ZrO2 and the effect of WO3 addition 
 
 
“Nothing has such power to broaden the mind as the ability to investigate 
systematically and truly all that comes under thy observation in life”.  
 
                                                                       — Marcus Antoninus Aurelius 
 
 
8.1 Introduction 
 
In chapter 7 we found that, the surface of zirconia undergoes reconstruction when WO3 
groups were adsorbed on to it. The nature of the reconstruction depended on the type of 
surface and the temperature used for the simulation. The nature of the WO3 species too 
varied depending on the surface type and the temperature. The WO3 species is existed 
either as monotungstate, polytungstate or clusters. We also detected that the WO3 species 
on the {111} surface existed mainly as monotungstate at lower temperatures. This surface 
showed the highest stability to accommodate WO3 species compared to all the other 
surfaces. The formation of the polytungstate species on this surface was observed only at 
higher temperatures.  Earlier studies have proposed multiple catalytic active sites for 
WO3 – ZrO2 catalysts 
[1-4], but supporting information for the nature of the true catalytic 
active phase is still lacking. It has however been indicated that the increase in 
polytungstate or cluster networks results in the increase in acidity for the WO3 – ZrO2 
catalyst. [3-8] These previous studies used a wide variety of characterization techniques 
such as XRD, FT-IR, UV- visible spectroscopy and catalytic testing such as BET, TPO,  
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Microcalorimetry to describe the composition, oxidation state, coordination and nature of 
the acidity (Brønsted vs Lewis) of the WO3 species participating as the catalytic active 
sites. [5, 9-12] Experimental studies by Jongsomjit and co-workers [13, 14] reported that the 
formation of monotungstate species on zirconia increases the acidity of WO3-ZrO2 
catalyst. They found that the monotungstate species is capable of inducing the presence 
of F-centers (electrons stabilized in oxygen vacancy) in zirconia which enhances the 
catalytic activity. Although the type of species responsible for the enhanced acidity is not 
clearly understood, it is a known fact that WO3 – ZrO2 with enhanced acidity serves as an 
efficient catalyst for many reactions. [6-9]    
 
Catalysts with strongly acidic properties are of interest in many catalytic processes such 
as reduction of NOx to N2, xylene formation from toluene and methanol , oligomerization 
of <C20 alkanes to gasoline, diesel and lubricants etc. 
[15-20] This is because  strongly 
acidic catalysts are capable of delocalizing the electrons and donating the protons needed 
for the catalytic reaction. [21-23]    For this delocalization effect to take place, there should 
be a strong interactions between the atom pairs. In the case of WO3-ZrO2, the strong 
interactions should happen between W, O and Zr atoms which will results in weaker O-H 
bonds under experimental conditions. This will result in the easy release of the protons 
(H+) needed for catalytic reactions. Thus, it is clear that the nature of interaction of 
adsorbed species with the zirconia matrix plays an important role in determining the  
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catalyst performance. Hence, it is important to monitor the strength of the interaction 
between atom pairs after the addition of WO3 species.  
 
From a computational perspective, one way to study these interactions is to calculate the 
radial distribution functions (RDF).  [24-29]   RDF’s serve as finger prints to identify the 
relationships between various atom pairs; this provides us with an insight into the 
adsorbate-adsorbent interactions. The persistence of strong or weak interactions can be 
easily detected by comparing the amplitudes of RDF peaks.  RDF also provides a useful 
way of describing the structure of a system by extracting the pair distribution function 
g(r) from the molecular dynamics runs. This function gives us the probability of finding 
an atom at a distance r from another atom on the adsorbed layer.  In this chapter, we 
provide an atomic scale picture of the complex interplay between the surface atom 
species with the help of computational modeling techniques. The nature of coordination 
of atoms from WO3 species to the surface of zirconia and the strength of atom-atom 
interactions are studied using RDF analysis. The preference of WO3 species to exist as 
monotungstate or polytungstate is analysed using surface area measurements. Finally, the 
changes in the crystal morphology resulting from the addition of WO3 to t-ZrO2 using 
Wulff construction plots were also analysed.  
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8.2 Comparison of RDF plots 
 
8.2.1 RDF of Pure Surfaces 
 
The comparison of RDF plots between Zr-O atom pairs for all pure surfaces of t-ZrO2 
(Figure 8.1) indicates that the RDF peaks are most intense for the {101} surface.  The 
highest intensity indicates extremely good packing density, which means stronger 
interactions and higher compactness in the structure.[30] This is in agreement with the 
earlier studies (section 5.3 of chapter 5) which revealed the presence of high compactness 
of atoms on the most stable {101} surface. For {101},{111}, {100} and{110} surfaces, 
the most intense peak, which corresponds to the first coordination shell around 
zirconium, is at  2 Å. This is followed by less intense peaks at 4 Å, 5.5 Å and 6.5 Å 
corresponding to the coordination shells further away (see Figure 8.1).  
 
The peaks from {001} surface were lowest in intensity. Moreover, the peaks, except the 
first one, were not well defined indicating structural disorder at long ranges. Apart from 
this surface, all the other surfaces depicted a similar pattern of peaks even though their 
relative intensities varied from each other. The effect of increasing the temperatures 
resulted in broadening of peaks for all surfaces except the {001} surface. Figure 8.2 
shows the broadening of the RDF peaks for Zr-O atom pairs on the {101} surface with 
increasing temperatures. A similar trend with the effect of temperature was also noted on  
 
    
 
 
196 
 
other surfaces except the {001} surface. For the {001} surface, however, there was a 
broadening of the first peak along with  a sudden increase in the intensity of the next 
neighbouring peaks at 1000 K see Figure 8.3. The enhanced intensity suggests the 
appearance of long range order at 1000 K, which in turn, suggests that this surface might 
undergo reconstruction around this temperature. 
 
 
 
 
Figure 8.1. The comparison of RDF’s between Zr-O atom pairs between all low index 
pure surfaces of t-ZrO2 at 300 K. 
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Figure 8.2 The RDF’s between Zr-O atom pairs on {101} surface of t-ZrO2  with 
increasing temperatures. 
 
 
Figure 8.3 The RDF’s between Zr-O atom pairs on {001} surface of t-ZrO2 with 
increasing temperature. 
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8. 2. 2    RDF of WO3 –ZrO2 surface 
 
8.2.2.1    Zr-O Atom Pair 
 
After tungstating with WO3 species, we observed that, the RDF of Zr-O atom pairs for 
bulk atoms on both 20 % and 50 % coverages revealed an overlapping of the peaks for 
the {111} and {101} surface see Figure 8.4 (a) This overlapping occurred due to the 
decrease in total intensity of RDF peaks for Zr-O atom pairs on {101} surface after 
tungstating it. The pattern of peaks obtained for the {110} and {100} surface were similar 
to each other, however these peaks were broader than those on the {101} and {111} 
surfaces. A comparison of the {101} and {111} surface before and after tungstating it, is 
shown in Figure 8.4 (b) and (c). The intensity values for the {101} surface become 
almost half after tungstating the surface see Figure 8.4 (b). This suggests that the addition 
of WO3 groups  resulted in more structural disorder to the {101} surface and is agreeable 
with the results obtained from Chapter 7. For the {111}, {110} and {100} surfaces, the 
change in intensity of Zr-O atom pair after tungstating it remained close to the pure 
surface values. Finally, it could be concluded from the Figure 8.4 (a) that the addition of 
WO3 resulted in the total intensity of all Zr-O peaks getting somewhat close to each other 
for the {101}, {111}, {110} and {100} surfaces. No peak shifting was noted after 
tungstating it. Since the surface atoms are of primary importance here, because of their 
active participation in catalytic reactions, the coordination environment of surface atoms 
were also monitored.  This was done by choosing the surface atoms on the slab and  
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plotting their RDF peaks. The surface atoms (Zr, O) on the {101} surface depicted strong 
interactions which were noted by the large intensities obtained for both coverages see 
Figure 8.5 (a) and (b). This larger value of intensity for Zr-O atom pairs, is due to the 
additional interactions prevailing between the oxygen atoms from the WO3 species with 
the surface zirconium atoms.   
 
 
 
Figure 8.4 (a) The RDF’s between Zr-O atom pairs at 300 K on different surfaces of t-
ZrO2 with 20 % monolayer coverages. 
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 Figure 8.4 (b) The RDF’s between Zr-O atom pairs at 300 K on {101} surface before 
and after tungstating. (c) The RDF’s between Zr-O atom pairs at 300 K on {111} surface 
before and after tungstating. 
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Figure 8.5 The comparison of RDF’s of surface atoms between Zr-O atom pairs between 
all low index surfaces at 300 K (a) 20 % coverages of WO3 (b) 50 % coverages of WO3 . 
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8.2.2.2   W-O Atom pair 
 
The RDF’s of W-O atom pairs revealed the highest intensity for the {111} surface for 
both coverages see Figure 8.7. The intensity values of W-O atom pairs were in the 
following order for both coverages: {111} > {110} > {101} > {100} > {001}. The 
interactions of tungsten with the oxygen atoms lying on the surface of zirconia matrix 
were compared with the WO3 bulk intensities. For 50 % coverages, the value of 
intensities were approximately three times the values obtained on WO3 bulk for {111} 
surface and  almost 1.5 times for the {110} surface. For the {101} and {100} surface 
these values were roughly the same as that of WO3 bulk. For the {001} surface the 
intensity value was the lowest. The higher intensity on {111} surface indicates the 
uniform interactions of WO3 groups with the zirconia matrix which could be the drving 
force in the stabilization of this surface as observed in section 7.3.5 of chapter 7.  
 
To investigate the origin of such strong interactions, the changes in W-O bond lengths 
were monitored before and after the MD runs. The W-O bond distances, were initially set 
at approximately 2 Å before the simulation (see section 7.3 of chapter 7). However, the 
RDF analysis reveals the reduction of W-O bond lengths after the simulation. A closer 
look at the Figure 8.6 (a) shows that, the W-O atom pairs reveals two types of peaks 
occurring on all surfaces after the addition of WO3 species. The first peaks correspond to 
a bond lengths of around 1.5 Å while the second one was around 1.8 Å.  In order to 
understand the nature of the bonds, the final optimized structure from the MD run was  
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analysed as shown in Figure 8.6 (b). The first peak with the shortest bond lengths (~1.5 
Å) were observed on W-O bonds exposed on the surface with oxygen atoms facing 
upwards. These shortened bond lengths would suggest its application in several reactions 
capable of forming weaker O-H bonds. [31, 32]   The second peak was observed for WO3 
atoms bonded to the oxygen atoms from the zirconia surface.  The higher intensity of the  
second peak suggests it imparts stronger interaction with the surface of zirconia. The 
highest intensity of the second peak was observed on the {111} surface suggesting 
stronger interactions of WO3 species with the zirconia matrix. The least intense peaks 
were noted on the {001} surface indicating its instability to WO3 addition as a regular 
adsorption pattern is not formed, which is in agreement with the surface energy values 
reported in Chapter 7.  
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Figure 8.6 (a) Comparison of RDF’s between W-O atom pairs of bulk atoms and surface 
atoms for 50 % coverages on {111} surface. (b) The two types of W-O bonds on t-ZrO2 
surface. 
 
 
Figure 8.6 (a) shows the comparison of the RDF of W-O atom pairs supported on 
zirconia with that of bulk WO3. The intensities of peaks for W-O bonds were higher for 
the supported WO3 than that observed for bulk WO3. This could be due to the shortening 
of lengths (~1.5 Å and 1.8 Å) of W-O bond on zirconia surface, compared to the W-O 
bond lengths of ~ 1.9 Å in bulk WO3. The W-O bond lengths on zirconia surface depicted 
a typical double bond character. The Figure 8.6 (a) also indicates that a significant 
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shifting in the peaks occurs on the surface compared to WO3 bulk. This peak shifting 
could be attributed to the strong interaction between WO3 and the zirconia surface and is 
in agreement with the earlier experimental studies.[34]   The intensity of the peaks varied 
with the amount of WO3 coverage. 
 
 For the 20 % coverages, the first peaks were always less intense than the second peaks 
except for the {001} surface see Figure 8.7 (a). This higher intensity for the second peaks 
is due to the higher interaction of tungsten atoms with the oxygen atoms from the 
zirconia surface.  For 50 % coverages, the second peaks were always less intense than the 
first ones for the {110} and {101} surface. This could be understood as higher 
interactions of tungsten with the neighbouring oxygens from the first coordination shell  
as shown in Figure 8.7 (b). This suggests more of dimer, trimer or polymeric interactions 
occurring on the surfaces which are in agreement with the results from Chapter 7.  
However, for the {111} surface, the second peaks were more intense than the first ones 
suggesting a lot of surface interactions occurring due to the monotungstate formation. For 
{100} surface, both the peaks had almost the same intensity. The {001} surface showed 
weak intensities for both peaks thus depicting its instability to WO3 addition. It could 
thus be concluded that for the WO3 favourable surfaces, the presence of zirconia 
enhances the value of g(r), thereby making the W-O atom pairs to establish a strong 
interaction between them.  
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Figure 8.7 The comparison of RDF’s between W--O atom pairs between all low index 
surfaces at 300 K (a) 20 % coverage of WO3 (b) 50 % coverage of WO3 . 
 
 
    
 
 
207 
 
8.2.2.3   Mechanism of Electron Delocalization  
 
In order to understand the process of delocalization occurring on the various surfaces 
studied here, it is important to understand the nature of the interaction between the 
surface atoms namely (Zr-O) and (O-W) atom pairs. This interaction will give us an idea 
whether delocalization of electrons are likely to occur on a surface and secondly, if it 
exists, what type of a mechanism is likely to occur, whether it will occur via W-O-W 
network or Zr atoms will also participate in the network.  Although quantum mechanical 
approaches are powerful to predict such electronic effects, the use of these techniques are 
computationally more expensive compared to the molecular dynamics. 
 
In the earlier chapter 7 we saw the occurrence of polymerization of WO3 groups on the 
{110}, {100} surfaces, however this did not happen on the {111} surface. The existence 
of montungstate species on {111} surface, questions if the effect of delocalization will 
take place on this surface or not. Even though WO3 groups are capable of stabilizing this 
surface, the effect of delocalization of electrons depends on the strength of interaction 
between W-O-Zr bonds or W-O-W bonds. Earlier experimental evidence suggests that a 
polymerized WO3 network will be more acidic due to its higher capability to delocalize 
the electrons. [3, 5] Barton et al. [3] reported that the higher acidity of the polytungstate 
appears to relate to their ability to form W6-nOx-(n-H+) centers. A polytungstate species 
that form at intermediate WOx surface densities can provide a compromise between 
reducibility and accessibility of WOx centers. We strongly believe that for delocalization  
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to occur between the WO3 networks, strong interactions must prevail between the surface 
atoms (Zr, O, W) accompanied by a weaker interaction of surface atoms with the zirconia 
matrix. A weaker interaction of surface atoms with the zirconia matrix will help the 
delocalized electrons to stay within the WO3 network and not get distributed within the 
bulk. The combined relative strength of interaction between the W-O and Zr-O surface 
atom pairs, within the W-O-Zr network could be judged by looking at the RDF’s for Zr-
W atom pairs (see Figure 8.7 (a) and (b)). It was indicated that the highest intensities 
occurred on the {111} surface for both coverages.  
 
The RDF intensities for Zr-W atom pairs, for 50 % coverages, follow the order: {111} > 
{110} > {101} > {100} > {001}.  A very good long range order was also noted for both 
coverages on the {111} surface. This long range order was not that pronounced on any 
other surfaces studied here. The higher intensity of peaks and long range order between 
these pairs, indicates that the zirconium atoms on this surface interact strongly with the 
WO3 network. These stronger interactions suggest the possibility for delocalization of 
electrons to occur between surface atoms.  Since WO3 groups do not polymerise here, the 
possibility for this mechanism occurring via -W-O-Zr-O-W- will be the most probable 
path. This is in agreement with the Zr bridged WO3 network that we noted on this surface 
after the MD simulations (see section 7.3.5 of Chapter 7). The earlier section also gave 
the intensities of Zr-O atom pairs for all atoms on {111}, {110}, {100} and {101} 
surfaces in a similar range after tungstating. However, the intensity of peaks for Zr-O 
atoms lying on the surface for the {101} surface were much higher than  
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on any other surface see Figure 8.5 (a) and (b). Thus it could be proposed that the 
delocalization on {101} surface could also occur via -W-O-Zr-O-W- network. For the 
{110} and {100} surfaces, the delocalization of electrons can occur either by   -W-O-W-
O-W- network rather than the –W-O-Zr-O-W network. Since the WO3 groups polymerise 
on these surfaces (see Chapter 7), the chances for delocalization  via -W-O-W-O-W-exist 
here. A very lowest intensity of RDF peaks for all atom pairs were found on the {001} 
surface, where the effect of delocalization would be minimum.  Finally it could be judged 
that when WO3 species is adsorbed on to the surfaces of t-ZrO2, the effect of 
delocalization will occur depending on the type of the surface.  
 
Earlier experimental studies too have reported that decrease in bond length of W-O atoms 
causes stronger interactions and higher activity in WO3 – ZrO2 catalyst. Chung-Yuan 
Mou and coworkers [32] analysed the interactions occurring between Zr, W and O atoms 
for WO3 -ZrO2 catalyst in the presence of an iron promoter. They compared the bonds 
lengths using RDF plots obtained from EXAFS studies and postulated that a decrease in 
the bond length of W-O atom pairs occur for the WO3 – ZrO2 catalyst, compared to the 
bulk WO3. It was postulated by them that the strong interactions between the W-O groups 
represent a delocalization of electrons. These experimental results support our 
computational study. Finally, it could be concluded that these interactions play an 
important role in the activity of the catalyst as well as the stabilization of these surfaces 
upon tungstating them. 
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Figure 8.8 The comparison of RDF’s between Zr-W atom pairs between all low index 
surfaces at 300 K (a) 20 % coverage of WO3 (b) 50 % coverage of WO3 (W atoms shown 
in green and Zr atoms in blue). 
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8.3 Surface Areas 
 
Surface areas play an important role in catalysis. [33-35] In general, the larger the surface 
area, the higher the active sites available for a reaction. [36-38] This also means that, to 
design an efficient catalyst, we need to maximize the available surface area. One of the 
major drawbacks of commercially available t-ZrO2 is its low surface area. 
[39]   Recently 
in literature, several preparation methods were suggested to obtain high surface area 
zirconia. This includes, impregnation of high surface area active carbon with zirconyl 
nitrate [40], addition of other oxides such as lanthanum oxide, magnesium oxide, 
aluminum oxide or yttrium oxide, and the addition of sulfuric acid to zirconia. [41- 44] 
Chuah and Jaenicke [45] reported a method to prepare zirconia with high surface area and 
thermal stability using zirconium chloride and NaOH or KOH as precipitation agents. 
Although experimentally many such methods have been suggested, it is important to find 
an alternative approach using computational techniques to find a surface providing the 
largest surface area. Detecting the surface with the highest possible surface area will 
compliment experimentalist to grow such a surface artificially.  
 
 So far, the effects of WO3 loading on to the different low index surfaces of t-ZrO2 were 
investigated. The RDF plots suggested that the nature of the bonds play an important role 
in the stabilization of the surfaces. These studies have allowed us to identify the most 
stable surface after WO3 addition along with the nature of the species formed. However,  
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it is still not very clearly understood as to why the WO3 species chose to exist differently 
on different surfaces. It may be also possible that the adsorption of such species is 
dependent on the surface areas. Earlier experimental studies done by Sobalik et al.  [46] 
reported the relationship of WO3 nuclearity with surface areas. According to their study, 
the relative population of the individual WO3 groups depended on the loading. It is 
controlled by the surface area of WO3-ZrO2 network and the particle size of parent 
zirconia matrix. They postulated that, generally, at comparable W6+ (tungsten) loading, 
high surface area leads to preferable stabilization of mono-atomically bound tungsten 
atoms on zirconia, while low surface area results in polytungstate and bulk-like WO3 
species. Thus it was concluded from their study that a monotungstate formation could be 
predicted for a surface having the highest surface areas. The formation of polytungstate 
or bulk WO3 forms can be associated with lower surface areas.  
 
Earlier in Chapter 7, it was noted that the addition of a polymerized WO3 layer at 50 % 
coverages was not easily possible on the {110} and {111} surface of t-ZrO2. This 
happened due to the larger distance between the two adjacent WO3 groups exposed on the 
top surface of these slabs. Although the numbers of zirconium and oxygen atoms were 
kept the same for all surface slabs, it is evident that their atomistic environment varied 
resulting in different geometrical construction. Hence, it is worth investigating the 
surface areas available on the top surface for all individual pure slabs and also notices the 
changes occurring on these slabs after the addition of WO3 groups.   
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In order to study this, the MD simulation of slabs with and without WO3 groups was 
monitored using the GDIS-Software Package. [47]   Table 8.1 shows the comparison of 
surface areas for both pure slabs at 300 K. From the values shown in Table 8.1 and 
Figure 8.9, it is clear that the {111} surface has the largest values of total surface areas, 
which is nearly double the surface area of {110} surface and almost four times the 
surface area of {001} surface. The total surface areas of pure t-ZrO2 depicted the 
following trend, {111} > {110} > {101} > {100} > {001}. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.9 The available surface areas on the top of the slabs for all low index pure 
surfaces of t-ZrO2 (a) {001} surface (b) {100} surface (c) {101} surface (d) {110} surface 
(e) {111} surface. 
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 Although each slab of individual surfaces contained the same number of oxygen and 
zirconium atoms, the top surface of these slabs had different number of zirconia units. In 
the case of {111}, {110}, {101} and {100} surface the top surface consisted of 32 units 
of zirconia; however for {001} surface there was only 16 units of zirconia. In order to 
normalize the values of total surface area for the top surface of slabs, the values 
determined earlier were also calculated per unit of zirconia. These normalized values still 
indicated the largest surface areas for {111} surface which was almost double the values 
of surface area obtained on the {001} surface.  
 
Although the surface area of {111} surface dominates for the pure surfaces, it is also 
important to note the changes in surface areas brought by the addition WO3 groups. This 
will give us an indication for the relative growth of the WO3 network.  The changes 
brought forth by WO3 addition is an important parameter to decide, which surface will be 
catalytically more active. Increase in surface areas will ease the contact of active sites 
with the reactants. The values shown in Table 8.2 clearly indicate that the addition of 
WO3 species result in an increase in surface areas for all cases, and the magnitude of this 
increase is surface-specific. This is in agreement with earlier experimental work on the 
WO3- ZrO2 catalyst done by Valigi and co workers 
[48] who have reported the increase in 
surface area of t-ZrO2 upon the addition of WO3 groups. It was noted that for the 50 % 
coverages, the {001} surface undergoes the maximum increase in total surface area after 
WO3 addition which was calculated to be 88  
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% from its pure surface values. This significant increase in surface areas for {001} 
surface is mainly due to the formation of dense network of WO3 groups (see section 7.3.2 
of Chapter 7). The WO3 dense network on this surface resembled to the WO3 bulk like 
structure, which were not observed on any other surfaces studies here. The reason for 
such formations is due the lowest values of total surface areas reported for this surface. 
For the {110} surface the rise in total surface area after the addition of WO3 groups were 
approximately 60 %.  This significant increase in total surface area is due the effect of 
polymerization resulting in polytungstate as well as WO3 clusters (see section 7.3.4 of 
Chapter 7). For both {101} and {100} surfaces, a 46 % and 43 % rise in total surface 
areas were noted. For the {111} surface, however, the percentage of increase was only 
marginal, which was estimated to be 1.6 %. Since we hardly see any polytungstate or 3 d 
clusters on the {111} surface at 300 K, the total surface areas here showed only a slight 
increase after WO3 addition. Although all the other surfaces had a higher percentage of 
increase in surface areas after WO3 addition in comparison to {111} surface, their total 
values of surface areas are still lower than the surface area obtained for the {111} surface. 
The final total surface areas after WO3 addition at 50 % coverages indicate the following 
trend {111} > {110} > {101} > {100} > {001}.  
 
Thus it could be inferred that the increase in surface areas after WO3 addition is mainly 
due to the formation of WO3 clusters and polytungstate species, causing the growth in 
three dimensional patterns on the available surface. The space occupied by these species  
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will also add to the already existing space on the surface matrix thus maximizing the 
values of surface area.  Similarly, for the 20 % coverages, the increase of surface areas 
for all surfaces except {111} indicates a percentage increase less than that on the 50 % 
ones. For the {111} surface, the total surface areas were 10 % higher their corresponding 
50 % slabs. It could be justified that the addition of WO3 at 20 % coverages maintained 
the stepped nature of this surface after the simulation resulting in a higher surface area, 
however, at 50 % coverages the reconstruction process results in a loss of this stepped 
nature (see section 7.3.5 of Chapter 7). The total surface areas after WO3 addition at 20 % 
coverages indicates the following trend {111} > {110} > {100} > {101} > {001}. The 
only difference in this trend from the 50 % coverages is the dominance of {100} over 
{101} surface. For {100} surface at 20 % coverages, a polymerization between adjacent 
WO3 groups resulted in the formation of dimers, however the {101} surface was not 
stable to polymerization (see Chapter 7). Thus a clear relationship between WO3 
nulcearity and surface areas could be drawn here.  
 
This study gives us a clear insight, as to why WO3 species chose to stay as monotungstate 
on {111} surface. Hence, we can conclude that, as we go from higher to lower values of 
surface areas the WO3 nuclearity changes from monomer to dimer to trimer to polymeric 
spieces/ clusters and finally to bulk. Although {111} surface has the highest surface 
areas, catalytically the most interesting aspect would be a combination of increasing the 
surface areas of WO3 network along with a high surface area zirconia matrix. The 
selection of such a high surface area surface also depends on the values of total surface 
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area per unit of zirconia and this trend for t-ZrO2 estimated is as: {111} > {110} > {001} 
> {101} > {001}.  Even though such a surface is selected, in practice, the possibility for 
the existence of such a surface will also depend on the growth rate of these surfaces. With 
a certain amount of WO3 groups, the probability of WO3 migration to a particular surface 
resulting in the growth of the surface might depend on various factors. How much a 
surface can grow in relation to the other is the next question and this could be answered 
by looking at the crystal morphology analysis discussed in the next section. 
 
Table 8.1 The Calculated Surface areas of Pure Surfaces of t-ZrO2 
  
 
      
     Surfaces 
 
Surface Area  at  
300 K 
(arbitrary unit) 
 
Surface Area 
per unit of ZrO2  
at  300 K 
(arbitrary unit) 
 
      
     {111} 
 
         
     1812.33  
    
      56.63 
      
    {110} 
 
          
      979.21 
    
      30.6 
      
     {101} 
 
          
      765.66 
   
      23.92 
      
     {100} 
 
          
      688.76 
  
      21.52 
      
     {001} 
 
          
     454.25 
   
      28.39 
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Table 8.2 The Calculated Surface areas of WO3-ZrO2 at both coverages 
 
 
 
 
 
 
 
 
 
Surfaces 
 
 
 
Surface 
Area for 
50 % WO3 
coverages 
at   
300 K 
(arbitrary 
unit) 
 
Surface 
Area per 
unit of 
ZrO2  
 
 
% of 
Increase of 
total 
surface 
area at 300 
K for 50 % 
WO3 
coverages 
 
Surface 
areas for 
20 % WO3 
coverages 
at   
300 K 
(arbitrary 
unit) 
 
Surface 
Area per 
unit of 
ZrO2  
  
 
% of 
Increase at 
300 K of 
total 
surface 
area K for 
20 % WO3 
coverages 
      
   {101} 
 
 
1437.19 
 
44.91 
 
46.7 
 
994.49 
 
31.07 
 
29.71 
      
   {001} 
 
 
857.73 
 
53.60 
 
88.8 
 
662.69 
 
41.41 
 
45.88 
       
   {100} 
 
 
989.76 
 
30.93 
 
43.7 
 
934.59 
 
29.20 
 
35.69 
       
   {111} 
 
 
1841.55 
 
57.54 
 
1.6 
 
2028.18 
 
63.38 
 
11.91 
      
   {110} 
 
 
1571.45 
 
49.10 
 
60.4 
 
1128.89 
 
35.27 
 
15.28 
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8.4 Crystal Morphology 
 
The first theory on crystal growth was proposed in the early 1930’s by W. Kossel [49] and 
I. N. Stranski [50], which stated that a crystal grows by two dimensional spreading of 
growth layers parallel to the interface. This theory served as a fundamental basis for 
predicting the crystal growth at an atomistic level. Once the growth process finishes, all 
crystals exhibit a defined morphology which depends on the individual surface energies. 
The crystal morphology can be determined by the Wulff’s theorem as explained in 
Chapter 2. Wulff construction serves as a reliable tool for identifying the energetically 
most stable clusters in single-component systems.  
 
The recent developments in materials science enabled the preparation of metal oxide 
crystals with preferentially exposed specific planes for enhancing the catalyst activity. 
Tian et al. [51] reported that higher catalytic activity can be obtained using Pt particles 
enclosed by high index planes like {730} and {210}. Recently, Shen and coworkers [52, 
53] reported that Co3O4 nanorods with predominantly {110} planes exhibited surprisingly 
high catalytic activity at temperatures as low as -77° C. Well-defined m-BiVO4 
nanoplates with exposed {001} facets exhibit greatly enhanced activity in the visible-
light photocatalytic degradation of organic contaminants and photocatalytic oxidation of 
water for O2 generation. 
[54] Although the idea of adopting a morphology dependent 
catalysis makes an excellent choice for enhancing catalyst performance, the design of 
such a catalyst under realistic experimental conditions is a very difficult task. This  
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requires employing simulation techniques to understand the morphological changes under 
different conditions employed in a particular reaction. Earlier studies have already 
confirmed that the presence of sulfate groups and thermal effects play an important role 
in the formation of faceted shaped crystallites in sulfated zirconia. [55] The latter enhances 
the formation of the most stable faces, while the presence of sulfate favors the formation 
of small particles of the tetragonal zirconia phase. The faceted shaped crystallites 
contribute to the higher acidity of the catalyst promoting its activity for isomerization 
reactions.  The present study will computationally detect the crystal morphology of pure 
t- ZrO2 as well as look in detail of the changes brought by the addition of WO3 species. 
The dependence of the growth process on the physical conditions such as temperature is 
also investigated. 
 
8.4.1 Equilibrium Morphology of Pure t-ZrO2 
 
The surface energies of several low index tetragonal zirconium planes were calculated in 
Chapter 5 using the METADISE [56] code.  Based on the energies of the relaxed surfaces, 
the order of surface energies depict the following trend {101} < {001} < {111} < {100} 
< {110} pure t-ZrO2. A similar tendency has been reported in earlier studies done by 
Haase et al., [57] Christiansen et al., [58] Anez et al., [59] and Iskandrova et al. [60] The 
calculated surface energy values (γ) values were subsequently used to predict the 
equilibrium shape of the relaxed tetragonal ZrO2 crystals. The resultant equilibrium  
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crystal morphology was derived using Wulff’s construction. The morphology as shown in 
Figure 8.10 (a) indicates a truncated bipyramidal shape for pure t-ZrO2 which has 14 
faces with two big and four small square facets and eight irregular hexagons. This is also 
in agreement to the earlier computational study done by Christensen and Carter [58] who 
denoted the truncated bipyramidal morphology of t-ZrO2 as the optimized morphology. 
The TEM images as shown in Figure 8.10 (d) adapted from Chraska et al. [62] along with 
the DFT studies by Sojka et al. [63] showed good agreement with our computed Wulff 
construction plot. The morphology from the TEM image [64] for t-ZrO2 (shown on Figure 
8.10 (c)) clearly indicated an irregular hexagonal pattern for {101} surface and square 
shaped {001} facets. This matches well with our Wulff construction plot in Figure 8.10 
(a). We can easily denote here that the predominant plane is {101} on the crystal 
morphology. It was estimated that this plane occupies almost 96 % of the entire crystal 
volume.  It has also the lowest energy as reported in Chapter 5 and is therefore expected 
to be the most stable plane and the Wulff’s construction plot express this is in agreement.  
 
Apart from this, the only two other planes expressed here are the {001} and {110} 
planes. The existence of {001} plane is also in agreement with the earlier reported work 
and is also in consistent with its surface energy values. [62] The volume occupied by the 
{001} plane is the around 2 %, while the {110} plane is only 1 % of the entire crystal 
volume. The formation of {110} plane appearing in this computed Wulff plot showed 
some discrepancy with the earlier work. In the TEM study there is an existence of {111} 
plane appearing as a green coloured triangle. These discrepancies might have been  
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caused by the influence of the nature of synthesis, which can act as a responsible factor to 
modify the energy of the facets. Apart from this single discrepancy the overall 
morphology seems to match quite well.   
 
Figure 8.10 (a) Calculated crystal morphology  in pure t-ZrO2 using Wulff construction 
plots (a) side view (b) top plain view (c) The HRTEM image for the t-ZrO2 along with the 
‘optimized’ truncated tetragonal bipyramid adapted from reference [64] (d) TEM image 
of the morphology of t-ZrO2 nano crystals adapted from reference [62]  
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8.4.2 Equilibrium Morphology of Tungstated Zirconia (WO3-ZrO2) 
 
The changes brought about in the crystal morphology by the addition of WO3 groups at 
300 K to pure t-ZrO2 are calculated. The addition at 20 % coverages resulted in the 
shrinking of the {101} plane where now its total share in the crystal volume accounts for 
only 79 %, this indicates a reduction of 17 % of the volume compared to its share in the 
pure phase of t-ZrO2.  This reduction in volume is expected because of the 8 % rise in the 
surface energy values at this coverage reported in Chapter 7. In the case of the {001} 
plane a 0.5 % reduction in its volume was noted at this coverage in comparison to its 
presence in the pure t-ZrO2. The new plane appeared on the crystal morphology at this 
coverage was the {111} plane which assumed a triangular shape as shown in Figure 8.11 
(a) and (b). The appearance of this plane is also in agreement to the drop on surface 
energy values for this surface reported in Chapter 7. It was calculated that this plane 
shared a volume of 25.7 % of the entire crystal morphology. The {110} plane which 
existed in minor amounts in pure t-ZrO2 disappeared at this coverage. 
 
 The order of surface energies after WO3 addition at 50 % coverages to t-ZrO2 gives the 
following trend: {111} < {101} < {100} < {110} < {001} at 300 K. The Figure 8.11 (c) 
and (d) shows that the effect upon the addition of WO3 species to t-ZrO2 resulted in a 
significant transition from its pristine crystal morphology. The new surface facets 
produced here are at the expense of the abundance of {101} and {001} planes. After 
WO3 addition, the hexagonally shaped {101} plane assumes a rectangle shape, while the 
{001} plane still continues to exist in square shape. There was a considerable shrinking  
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of the {101} plane, which loses its predominance over the crystal structure. This surface 
now occupies only 34 % of the entire crystal volume, indicating at loss of 64 % of its 
volume when compared to its share in the pure phase of t-ZrO2. The {111} plane 
overtakes it to share its predominance in the morphology which assumes an irregular 
pentagon shape. This surface now almost occupies 54 % of the entire crystal volume, 
which has almost doubled in its volume at the 20 % coverage.   
 
Similar to the 20 % coverages, the {110} surface also didn’t appear for the 50 % ones, 
although a new plane {100} appeared at the 50 % coverages. The {100} plane which 
formed in small amounts, appeared as hexagonal shaped facets in the crystal structure.  It 
could inferred that the {100} plane might have actually overtook the polar {110} plane. 
This dominance could be explained by the earlier study done in Chapter 7, where a 
significant drop in surface energies after the WO3 addition was observed on {100} 
surface. The decrease in surface energy was almost 21 % for {100}, while for {110} it 
was only 3.6 %. Similarly, the WO3 adsorption energies were also found to be more 
favourable for the {100} surface in comparison to {110} surface, which could be the 
driving force for the appearance of the {100} plane. This plane now occupies almost 9 % 
of the entire crystal volume.  
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Figure 8.11 The resultant crystal morphology after the addition of WO3 at 300 K (a) 
three dimensional side view for 20 % WO3 coverage  (b) top plain  view for 20 % WO3 
coverage  (c) three dimensional side view for 50 % WO3 coverage  (b) top plain  view for 
50 % WO3 coverage. 
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The continued existence of {001} plane in the 50 % coverages as in pure zirconia, despite 
the fact that the {001) surface showed unfavorable adsorption and surface energies on 
WO3 addition, indicates this surfaces higher stability. The volume of this plane in this 
coverage retained the same amounts as it was in pure t-ZrO2 which was around 2 %. 
However, it could be concluded here that the existence of the {001} plane along with the 
{101} plane which contributes to a total of 36 % of the entire crystal volume will hinder 
the migration of WO3 species on to these surfaces. This is because of the positive 
adsorption energies obtained for these surfaces indicating their less favourability to WO3 
addition as reported in Chapter 7. Thus the existence of these planes will result in 
lowering the activity if designed for catalytic applications. The resultant crystal 
morphology indicates a shrinking of the {101} plane and the contribution of the {100} 
and {111} planes in the overall crystal structure. Finally, it could be concluded that the 
addition of WO3 species leads to dramatic changes in the equilibrium morphology of t-
ZrO2.  
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8.4.3 Effect of Temperature on Crystal Morphology 
 
 
Since most of the catalytic reactions occur at temperatures above room temperatures, it is 
also important to look for any changes in the crystal morphology with the effect of 
increasing temperatures. In the case of pure t-ZrO2, increase in temperatures didn’t show 
any significant changes in the crystal morphology. However for WO3-ZrO2 system a 
significant morphological change was noted with the increase in temperatures.   
 
Figure 8.12 The changes in individual surface morphology in the presence of WO3 
groups at 50 % coverages with the increase in temperature. 
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This section looks in to the changes in crystal morphology with the increase in 
temperature for 50% coverages of WO3 on t-ZrO2. The changes on the individual 
surfaces were monitored by plotting their individual morphology on the change in 
volume to temperature graph as shown in Figure 8.12. Figure 8.13 indicates the changes 
occurring in the entire crystal before and after the addition of WO3 with the effect of 
increase in temperature. A careful observation of the Figure 8.12 indicates that as the 
temperature is raised, the volume of both the predominant planes at this coverage; {101} 
and {111} increase following the same trend. At 1000 K both these surfaces achieve 
almost the same volume which accounts for 48 % of the entire crystal volume, and 
mutually compensates each other.  
 
The increasing temperature transforms the shape of {101} surface from a rectangle to a 
convex elongated hexagon. A similar trend is also followed by the {001} and {100} 
plane. As temperature increases, there is a considerable decrease in {001} plane at 1000 
K and this plane is almost negligible in comparison to other planes. At 1000 K both the 
{111} and {101} plane occupies equal predominance in the crystal morphology plane 
followed by with minor contribution from the {100} plane. The shrinking of the {100} 
plane at 1000 K has happened due to the 10 % increase in its surface energies at this 
temperature as reported in section 7.3.3 of Chapter 7.  It could be concluded here that, the 
growth of the surfaces upon addition of WO3 depends on the reaction temperature. A 
careful selection of temperature is needed to control the growth of catalytically 
favourable surfaces. 
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Figure 8.13 The changes in crystal morphology with addition of WO3 groups to t-ZrO2 
with the increase in temperature (a) Pure t-ZrO2 at 300 K (b) WO3-ZrO2 at 300 K  (c ) 
WO3-ZrO2 at 700 K  (d) WO3-ZrO2 at 1000 K. 
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8.5 Conclusion  
 
 
The present work helped us to detect a thermodynamically stable, high surface area 
catalyst with designed exposed faces. It was concluded that, the selection of right 
temperature and surface, along with the percentage of WO3 coverages will determine the 
right ratio required for the growth of catalytically favourable surfaces. The study also 
emphasizes the fact that the requirement of polytungstate or cluster formation can also be 
fine tuned on a surface by controlling over the temperature along with the surface area of 
the chosen surface. The study of RDF analysis gave us an insight into the behaviour of 
the interactions between different atom pairs after WO3 addition. The strength of 
interactions between WO3 and zirconia matrix was the strongest on the {111} surface and 
the weakest on the {001} surface.  
 
A mechanism of delocalization of electrons was proposed based on this RDF analysis. It 
is suggested that the most probable way for delocalization to occur on the {111} and 
{101} surfaces were via W-O-Zr network, while for other surfaces it was mainly through 
the W-O-W network. Quantitative ideas about the surface areas of parent zirconia matrix 
and the contribution to surface areas from the WO3 network for each surfaces were 
established. This was found to depend on the type of the surface as well as the 
temperature.  The surface area measurements predicted the quality of each surface with 
quantitative idea about the comparative growth of WO3 network on the various surfaces. 
The study predicted that a careful selection of the high surface area matrix along with the  
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surface areas of WO3 network is essential to fine tune the activity of the catalyst.  The 
study promises to achieve a significant step forward in catalysis research by aiming to 
achieve precise control over the exposed faces. The computed results showed extremely 
good correlation with the experimental studies and were capable in providing more 
insight into the mechanism of WO3 stabilized t-ZrO2.   
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Chapter 9 Summary and Conclusions 
 
“The water in a vessel is sparkling; the water in the sea is dark. The small 
truth has words which are clear; the great truth has great silence”.   
                                                                                 
                                                                                  ― Rabindranath Tagore 
 
The computational work in this thesis has investigated the technologically important 
catalytic material tungstated zirconia (WO3-ZrO2) system. Since the existing theories did 
not provide a clear idea of the mechanism of its catalytic activity and raised further 
questions, this thesis attempted to propose some useful insights. The method here utilised 
an interatomic potential approach to model bulk, surfaces and defect structures using both 
static energy minimisation techniques as well as molecular dynamics approach. The 
results were compared with available experimental data, and the agreements between 
them were found to be reasonable at every stage of evaluation.  
 
Chapter 4 began with the validation of the pure tetragonal zirconia (t-ZrO2) and its lattice 
parameters were compared with cubic zirconia. The two phases were compared to find 
out the variation of dz parameter in order to accurately predict the structure of t-ZrO2. 
The potential models were directly used from the previous studies done on t-ZrO2. Since 
tetragonal form of zirconia is a high temperature polymorph, adjustments in the lattice 
parameters within the unit cell dimensions were performed using constant pressure 
minimisation using the molecular dynamics program i.e. DL_POLY 2.14 Package. The  
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equilibrated values of lattice parameters were calculated from the MD run between the 
temperature range of 300 K and 2000 K, where the tetragonal phase was properly 
maintained. It was also concluded that, although the temperatures were increased; the dz 
parameter still remained at a constant value. This indicated the stability of the computed 
tetragonal structure. The analysis of the final optimized structure indicated good 
agreements with the earlier experimental and computational works. The phonon 
properties of t-ZrO2 were also predicted using the lattice dynamic calculations 
incorporated in the GULP code. The phonon modes showed six important Raman active 
modes. Good agreements were noted when their values were compared with the previous 
computational and experimental studies. The phonon study concluded that majority of the 
DOS was dominated by the lighter oxygen atoms and zirconium atoms tended to bunch 
around the lower energy end.  The measurements of thermodynamic properties of t-ZrO2 
were almost in alignment with the experimental results, where the Debye temperature 
computed by this study was also close to experimentally reported value.  
 
Once the successful validation of the pure system was achieved, different types of 
surfaces were studied, which formed the basis of Chapter 5. Oxygen and zirconium 
terminated surfaces revealed the stability for oxygen terminated ones, and hence all 
further studies were carried out on the surfaces with oxygen terminations. Chapter 5 
computed the surface energies of five most important surfaces of t-ZrO2 at 300 K, i.e 
{101}, {001}, {100}, {110} and {111} surfaces. The analysis of surface energies by both 
static and molecular dynamic methods concluded that the {101} surface was the  
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most stable surface of t-ZrO2. This was in agreement with the earlier works done by 
Grimes and co-workers. Finally, the trend for the stability of pure surfaces was predicted 
to be in the following order: {101} > {001} > {111} > {110} > {100}. Since the stability 
for bulk and different surfaces of t-ZrO2 were established in Chapter 5, the next chapter 
proceeded with the effects of point defects within the bulk and surfaces of t-ZrO2. The 
point defects on bulk t-ZrO2 indicated the possibility for existence of an anion vacancy 
compared to a cation vacancy. It was also inferred that the decreasing size of cation 
dopants always favoured the substitutional defect energies. Among all the cations (Ca2+, 
Y3+, Ce4+, Nb5+, W6+) studied tungsten (W6+) was found to be the most preferred cation 
for substitution in bulk t-ZrO2, due to the lower values of substitutional energies obtained 
with  it. The Schottky and Frenkel mechanism in bulk t-ZrO2 structure indicated a 
preference for a Schottky defect in bulk; however on surfaces of t-ZrO2 the anion frenkel 
mechanisms were found to be more stable. 
 
 The study of oxygen mobility on the surfaces of t-ZrO2 was to understand the catalytic 
applications. This was determined using the CHAOS program. The oxygen mobility in 
the presence of various dopants indicated that tungsten (W6+) lowered the activation 
energy barrier much more than any other cation studied here. The results obtained with 
tungsten motivated us to look further in to the adsorption energy profiles of this cation on 
bulk and surfaces of t-ZrO2. Different mechanisms of introducing WO3 in to the bulk of t-
ZrO2 were discussed, of which three types of mechanisms were proposed here, Type I, 
Type II and Type III.  
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Each of them introduced tungsten (W6+)   cations by substituting the zirconium atoms in 
such a way that there was a charge balance in all three cases. This was achieved by either 
adding an interstitial or creating a vacancy or by creating substitutional defects. It was 
inferred that the type of defect Type I-NN which created oxygen vacancies to balance the 
charge for substituting zirconium with tungsten was the most favourable mechanism to 
dominate in the bulk. Earlier experimental studies support this ideology, where creation 
of oxygen vacancies were observed with dopant additions in t-ZrO2. To check the relative 
preference of this defect on surfaces, the same defect Type I-NN was also placed on the 
surfaces of t-ZrO2. The highest segregation energies for Type I-NN defect were found to 
occur on the {111} surface and the trend for segregation energies were as follows: {111} 
> {110} > {100} > {001} > {101}. The segregation energies obtained on all surfaces 
were negative, implying that the addition of WO3 will result in its segregation to the 
surfaces. This fact was further strengthened by monitoring the segregation energies as we 
moved a single tungsten atom away from the surface in increasing depth on the {111} 
surface.  
 
The negative values of segregation energies obtained on surfaces of t-ZrO2 predicted their 
migration to the surfaces rather than staying within the bulk. However, the estimation of 
solution energies clearly indicated which surfaces were more capable of having this 
substitution. The computed values of solution energies indicate that the addition of WO3 
on the surfaces would turn out to be favourable only for the {110} and {111} surface, 
where an exothermic reaction is predicted.  For all the other surfaces the positive values 
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of solution energies obtained indicated their instability to WO3 substitution. Having 
established that WO3 prefers to stay at the surface rather than the bulk of t-ZrO2, the 
central idea of this thesis was evaluated in Chapter 7. The presence of various types of 
surface species existing on tungstated zirconia (WO3-ZrO2) was the primary goal of this 
thesis and hence efforts to check the effects of the WO3 adsorption on the stabilization of 
t-ZrO2 surfaces have been made. These results will also enable us to make a better 
comparison with the experimental observations done by Christopher Kiely (2009), and 
check if the presence of dimers, polytungstate or Zr- WO3 species were formed on any 
surfaces studied here. To achieve this; molecular dynamic (DL_POLY 2.14 package) 
calculations were performed. The slabs of t-ZrO2 were prepared with WO3 loadings at 
two different coverages to check if the higher or lower coverages influenced the type of 
species formed on any surface.  The study concluded that the effect of WO3 addition 
played an important role in the stabilisation of t-ZrO2 surfaces. The WO3 groups resulted 
in stabilising the surfaces which were otherwise unstable in pure t-ZrO2 and an opposite 
effect was noted for the previously stable surfaces. At low coverages of WO3, the surface 
{101} still retained its higher stability compared to all the other surfaces. An 8 % 
increase in surface energies were noted for the {101} surface at lower coverages, 
however, this energy value was still lower in comparison to all the other surfaces. Thus 
despite being unfavourable to WO3 addition, at lower coverages of WO3 addition, the 
surface {101} was still the most stable surface in t-ZrO2.  
 
At higher coverages of WO3, the instability of {101} surface to WO3 addition was clearly 
indicated by a rise in 26 % of its initial surface energies. Under the same conditions, it 
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was also noted that the {111} surface indicated a decrease in surface energies by 22 % 
and this surface became the most stable among all the other surfaces after WO3 addition. 
The nature of the species after the simulation revealed the formation of monomers, 
dimers, polytungstates, Zr-WO3 as well as WO3-bulk like species but their relative 
occurance depended on the type of the surface. 
 
Although Chapter 7 provided some idea to the nature of WO3 addition on the various 
surfaces of t-ZrO2; it also became important to elucidate the nature of interactions 
between the surface species to provide some understanding to their catalytic behaviour. 
Chapter 7 saw that the nature of the WO3 species were surface specific. The appearance 
of the monotungstate species on the {111}, while polytungstate on {101} and WO3 bulk 
like species on {001} surface, raised questions about the factors that influenced the WO3 
nuclearity. This formed the general discussion for Chapter 8, where the evaluation of the 
strength of interaction between atoms were monitored using RDF analysis and the studies 
determining the nature of WO3 nuclearity were performed using the surface area studies. 
The RDF analysis showed the highest strength of interaction between surface species (Zr, 
O) occurred on the {101} surface in pure t-ZrO2. However, after WO3 addition at both 
coverages, the highest strength of interaction for surface species (W, O, Zr) were found to 
occur on the {111} surface. The interaction within the bulk atoms after WO3 addition was 
almost the same for all surfaces.  
 
Depending on the nature of these interactions, a mechanism for delocalization of 
electrons was proposed on these surfaces. The surface {101} and {111} were concluded 
    
 
 
241 
to have the delocalization occurring mainly via –W-O-Zr-O-W- network, while for other 
surfaces it was mainly proposed to occur via  -W-O-W- network at 300 K. However, 
since the {101} surface is not  favourable to  WO3 addition at 300 K it could be thought 
the such an effect of delocalization will not occur on this surface and will be mainly 
confined to the {111}, {100} and {110} surface.  
 
The reason behind the variation of WO3 nuclearity was confirmed with the surface area 
studies. It was concluded that having a high surface area will lead to the formation of 
monotungstate species, while decreasing surface areas will favour polymeric to bulk type 
species. Towards the end of this thesis, the variation occurring in the crystal morphology 
from pure t-ZrO2 to WO3 added zirconia was monitored using the Wulff’s construction 
plots. The appearances of the planes in the crystal morphology were in agreement with 
their corresponding values of surface energies. The morphology study predicted a 
truncated bipyramidal shape for pure t-ZrO2.  In the case of pure t-ZrO2 at 300 K, the 
{101} plane dominated the crystal morphology, which still continued to dominate at 
lower coverages of WO3 addition. At higher coverages, the {111} surface dominated the 
entire crystal morphology and appearance of the {100} plane was also noticed at 300 K. 
The effect of increase in temperature at higher coverages of WO3 indicated shrinking of 
{001} and {100} planes. The majority of the crystal morphology at higher temperatures 
were dominated by the {101} and {111} surface. Although the {110} surface indicated 
stabilisation upon addition of WO3 groups, this surface didn’t show up in the crystal 
morphology. 
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 Future work needs to look at the effect of defects on crystal morphology.  It could be 
possible that the presence of defects like oxygen vacancies might also have role to play in 
the surface stabilisation. It would be also worthwhile to develop an understanding of the 
adsorption behaviour of OH radicals in the presence of WO3 groups on t-ZrO2 surfaces, 
which would be of considerable interest to achieve a wider catalytic importance. Finally, 
this work has established the importance of using computer modelling techniques to 
probe the effect of the adsorption of WO3 on t-ZrO2. A future to design a highly active 
WO3-ZrO2 catalyst could be achieved by artificially growing catalytically favourable 
surfaces. This study provided more insight in to the processes occurring at the atomic 
level, which will serve as a fundamental knowledge to help and guide the experimental 
work. 
 
 
 
