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ABSTRACT
This dissertation addresses various aspects of estimation and inference for multi-
variate stochastic processes with jumps.
The first chapter develops an unbiased Monte Carlo estimator of the transition
density of a multivariate jump-diffusion process. The drift, volatility, jump inten-
sity, and jump magnitude are allowed to be state-dependent and non-affine. The
density estimator proposed enables efficient parametric estimation of multivariate
jump-diffusion models based on discretely observed data. Under mild conditions,
the resulting parameter estimates have the same asymptotic behavior as maximum
likelihood estimators as the number of data points grows, even when the sampling
frequency of the data is fixed. In a numerical case study of practical relevance, the
density and parameter estimators are shown to be highly accurate and computation-
ally efficient.
In the second chapter, I examine continuous-time stochastic volatility models
with jumps in returns and volatility in which the parameters governing the jumps
are allowed to switch according to a Markov chain. I estimate the parameters and
vii
the latent processes using the S&P 500 and Nasdaq indices from 1990 to 2014. The
Markov-switching parameters characterize well the periods of market stress, such as
those in 1997-1998, 2001 and 2007-2010. Several statistical tests favor the model
with Markov-switching jump parameters. These results provide empirical evidence
about the state-dependent and time-varying nature of asset price jumps, a feature
of asset prices that has recently been documented using high-frequency data.
The third chapter considers applying Markov-switching affine stochastic volatil-
ity models with jumps in returns and volatility, where the jump parameters are not
regime-switching. The estimation is performed via Markov Chain Monte Carlo meth-
ods, allowing to obtain the latent processes induced by the structure of the models.
Furthermore, I propose some misspecification tests and develop a Markov-switching
test based on the odds ratios. The parameters and the latent processes are estimated
using the S&P 500 index from 1970 to 2014. I show that the S&P 500 stochastic
volatility exhibits a Markov-switching behavior, and that most of the high volatility
regimes coincide with the recessions identified ex-post by the National Bureau of
Economic Research.
viii
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1Chapter 1
Efficient Parameter Estimation for Multivariate
Jump-Diffusions 1
1.1 Introduction
Multivariate jump-diffusions are popular stochastic processes often used in economic
and financial applications. They describe the time series behavior of asset prices,
volatilities, and interest rates, as well as the correlation structure of the cross section
of assets. They also allow for potential discontinuities in the time series of financial
and economic data. Despite their popularity, parameter inference for multivariate
jump-diffusions is challenging because the underlying probability distribution is of-
tentimes intractable.
In this chapter, we derive an unbiased Monte Carlo estimator of the transition
density of a general class of multivariate jump-diffusion processes over arbitrary sam-
ple frequencies. The resulting density estimator can be used to perform maximum
likelihood inference based on discretely observed data. Under conditions that can
be verified using this density estimator, the parameter estimators inherit the con-
sistency and asymptotic normality properties of maximum likelihood estimators as
the number of data points grows large.2 Thus, the results of this chapter provide a
methodology to carry out statistically efficient estimation of the parameters driving
the dynamics of a multivariate jump-diffusion process based on discretely observed
data.
1This chapter is based on a joint work with Gustavo Schwenkler.
2A maximum likelihood estimator is an almost-sure maximizer of the likelihood function.
2We consider a general class of Markovian multivariate jump-diffusions. The drift,
volatility, jump intensity, and jump magnitude are allowed to be arbitrary paramet-
ric functions of the state. The only binding assumption is that the jump-diffusion
process is well-defined in the sense that it admits a strong solution as well as a
transition density. By taking advantage of Bayes’ rule and a well-chosen change of
measure, we rewrite the transition density of a multivariate jump-diffusion in terms
of a mixture of transition densities of purely diffusive processes without jumps. Our
methodology is similar to the one of Giesecke and Schwenkler (2014), who charac-
terize the transition density of a jump-diffusion as a mixture of Gaussian densities.
In contrast to Giesecke and Schwenkler (2014), our density representation also ap-
plies to multivariate jump-diffusion processes which are not reducible in the sense of
Aı¨t-Sahalia (2008). A process is reducible if it can be transformed to a unit volatil-
ity process, and this restrictive assumption is often violated by popular multivariate
jump-diffusion models.3 Our density representation also provides a significant gener-
alization of the well-known representations of Dacunha-Castelle and Florens-Zmirou
(1986) and Rogers (1985), which apply only to univariate diffusive processes without
jumps.
A key benefit of our density representation is that it can be easily estimated
via Monte Carlo simulation, because it is given by an unconditional expectation of
a path functional of the jump-diffusion process. We exploit a novel randomization
technique introduced by Glynn and Rhee (2015) to construct an unbiased estimator
of the transition density. This density estimator can be understood as a randomized
multilevel Monte Carlo estimator.4 It is constructed from samples derived from
Euler’s discretization method with different time steps, which are mixed and weighted
3e.g., affine stochastic volatility models.
4We refer to Giles (2008) for an introduction to multilevel Monte Carlo simulation.
3adequately to ensure unbiasedness of the density estimator.5 The accuracy of the
resulting estimator depends only on the number of Monte Carlo replications used.
We use the density estimator to carry out parameter inference based on discretely
observed data. We construct a simulated likelihood function by replacing the un-
computable true density with our density estimator. Because the latter is unbiased,
standard results ensure that the estimators that maximize the simulated likelihood
inherit the asymptotic properties of true maximum likelihood estimators as the num-
ber of data points grows large while keeping the observation frequency of the data
fixed.6 Under conditions that can be verified using our density formulation, the
simulated maximum likelihood estimator converges to a true maximum likelihood
estimator as the number of Monte Carlo replications grows large while keeping the
data sample fixed. When the number of Monte Carlo replications grows and the
number of data points grows, standard conditions ensure that the simulated likeli-
hood estimator is consistent. Furthermore, if the number of Monte Carlo replications
grows at the same rate as the data grows, then a simulated maximum likelihood esti-
mator is asymptotically normal with the same asymptotic variance-covariance matrix
as a true maximum likelihood estimator. As a result, our simulated likelihood esti-
mators are asymptotically efficient in the sense that they have the same asymptotic
standard errors as true maximum likelihood estimators.
An important property of the simulated likelihood estimators we propose is
that, even though they are derived from Monte Carlo simulation, their asymptotic
variance-covariance matrix is the same as that of true maximum likelihood estima-
tors. This means that the Monte Carlo methodology we use to estimate the transition
5See Kloeden and Platten (1999) for an overview of Euler’s method.
6We do not consider infill asymptotic regimes, in which the time between consecutive observa-
tions of the data shrinks as more data becomes available.
4density does not affect the asymptotic distribution of the resulting parameter esti-
mators. The reason why this key property holds is that our density estimator is
unbiased. Were it not unbiased, then its bias would be transferred to the parameter
estimators either by making them inconsistent or asymptotically inefficient. Detem-
ple et al. (2006) establish this result in the diffusion case, and we conjecture that the
same holds in the jump-diffusion case. Overall, the fact that our density estimator
is unbiased is the main property that enables efficient parameter estimation in this
chapter.
Our framework has important computational features. The transition density can
be evaluated at any value of the parameter and arguments of the density function
without re-simulation. A single set of Monte Carlo replications suffices to evaluate
it at different arguments. This property entails significant computational benefits
when carrying out parameter inference, especially for large data sets. It reduces the
simulated likelihood maximization problem to a deterministic problem that can be
solved using standard methods. Furthermore, our density estimator can be fine-tuned
to minimize its variance for a given number of Monte Carlo replications. This feature
makes it highly accurate in practical applications. Moreover, our methodology is
based on Euler’s discretization method with different time steps, therefore several
Brownian increments can be re-used when carrying out Euler discretization. This
property simplifies the computational work. Finally, given that our framework hinges
on independent Monte Carlo replications, computations can be easily parallelized,
yielding further computation benefits.
A numerical case study showcases the benefits of our density estimator and sim-
ulated likelihood estimators. We consider a stochastic volatility model with jumps
in returns and volatility. The distribution of returns is non-Gaussian, and the dis-
5tribution of volatility is asymmetric and skewed. This bivariate affine model has the
advantage that its transition density is known in closed-form. It can be recovered by
Fourier inversion of the characteristic function as in Duffie et al. (2000). Because of
these properties, the stochastic volatility model provides an appropriate case study to
assess the performance of our estimation methodology. The numerical results show
that our density estimator is highly accurate. It is able to capture the non-Gaussian
distribution of returns, as well as the asymmetric distribution of volatility, both in
the centers and the tails of the distributions. The density estimator becomes more
accurate as the number of Monte Carlo replications grows large. It beats a naive
biased density estimator derived from Euler’s method in terms of accuracy achieved
using medium to high computational budgets. The resulting simulated likelihood
estimators are also found to be highly accurate. They are able to closely recover the
data-generating parameters, on the contrary to likelihood estimators obtained via a
biased density estimator.
1.1.1 Related methods
The methodology of this chapter offers several advantages for parameter inference,
that alternative approaches generally do not satisfy.
The method closest to ours is the one of Giesecke and Schwenkler (2014), who
estimate the transition density of reducible jump-diffusions using exact simulation
techniques. The density estimator of Giesecke and Schwenkler (2014) is compu-
tationally efficient for large computational budgets, and unbiased. Therefore, the
parameter estimators of Giesecke and Schwenkler (2014) also inherit the asymptotic
properties of maximum likelihood estimators. Their method is targeted primarily
towards univariate jump-diffusions, which are reducible under mild conditions. How-
6ever, even some of the most basic multivariate jump-diffusions are irreducible. For
example, the standard stochastic volatility model of Heston (1993) is not reducible.
Unlike the estimators of Giesecke and Schwenkler (2014), ours are applicable to the
class of irreducible multivariate jump-diffusions.
If the model is affine as in Duffie et al. (2000), the transition density can be recov-
ered via Fourier inversion of the characteristic function, which satisfies a system of
ordinary differential equations. However, solving these ordinary differential equations
and carrying out Fourier inversion numerically is computationally challenging in the
multivariate case. Lo (1988) recovers the transition density of a jump-diffusion pro-
cess with constant jump intensity and state-independent jump magnitudes by solving
the Fokker-Planck equations governing it. This method is computationally burden-
some for large data sets because the corresponding partial differential equations need
to be solved recursively across data points. In addition, the numerical solution of
the Fokker-Planck equations suffers from the curse of dimensionality, making it un-
suitable for multivariate applications. In contrast to the methods of Duffie et al.
(2000) and Lo (1988), our density estimator also applies for non-affine models with
state-dependent jumps.
Inspired by the work of Aı¨t-Sahalia (2002), Yu (2007) derives a small-time expan-
sion approximation of the transition density of a multivariate jump-diffusion process
with state-independent jump sizes. The coefficients of his expansion satisfy a set of
interdependent partial differential equations. Solving these partial differential equa-
tions is computationally burdensome when the number of expansion terms is large,
and when the jump-diffusion process is not reducible. The parameter estimators
derived from the density estimator of Yu (2007) inherit the asymptotic properties
of maximum likelihood estimator when the time between consecutive observations
7shrinks to zero as more data points become available. In contrast, our simulated like-
lihood estimators inherit the asymptotic properties of maximum likelihood estimators
under standard conditions as the number of data points grows while keeping the ob-
servation frequency of the data fixed. This type of asymptotic regime is common in
many econometric applications.7 Furthermore, the computational effort necessary to
evaluate our density estimator does not depend on the reducibility of the process.
Kristensen and Shin (2012) derive nonparametric estimators of the transition den-
sity of a jump-diffusion process with state-independent coefficient functions.8 These
authors apply a kernel estimator to samples of the jump-diffusion process derived
from Euler discretization. If the bandwidth of the kernel estimator shrinks to zero
as the number of data points grows large, then the parameter estimators derived
from their density estimator inherit the asymptotic properties of maximum likeli-
hood estimators. Their density estimator and ours are similarly inexpensive from a
computational point of view. However, in contrast to Kristensen and Shin (2012),
our density estimator also applies to jump-diffusions with state-dependent coefficient
functions.
Moment-based methods can also be used for parameter inference. Jiang and
Knight (2002), Chacko and Viceira (2003), Duffie and Glynn (2004), and Duffie and
Singleton (1993) propose generalized method of moments estimators for continuous-
time Markov processes. Should an infinite number of moments be used to perform
estimation, then the moment-based parameter estimators inherit the asymptotic
properties of maximum likelihood estimators as the number of data points grows
large. However, the use of an infinite number of moments is infeasible in practical
7Bibby and Sørensen (1995), Florens-Zmirou (1989), Giesecke and Schwenkler (2014), and Gobet
et al. (2004) consider similar asymptotic regimes.
8The assumption that the distribution of t is independent of t and θ in equation (1) of Kristensen
and Shin (2012) effectively restricts their model to state-independent jump-diffusions.
8applications.9
Gourieroux et al. (1993) and Smith (1993) propose methods of indirect inference
that are also applicable for multivariate jump-diffusions. Indirect inference requires
that one is able to simulate from the jump-diffusion model. In addition, it requires
that one specifies an auxiliary model. If the latter is correctly specified, then the pa-
rameter estimators derived from indirect inference inherit the asymptotic properties
of maximum likelihood estimators. Unlike indirect inference, our estimation method-
ology does not require the specification of auxiliary models, and our simulated likeli-
hood estimators inherit the asymptotic properties of maximum likelihood estimators
under conditions that can be verified using our density estimator. Furthermore, our
methodology is applicable for a general class of multivariate jump-diffusions. This
is not the case for indirect inference because the exact simulation of multivariate
jump-diffusions is infeasible unless the process is reducible.10
The rest of this chapter is organized as follows. Section 1.2 formulates the model
and the estimation problem. In Section 1.3, we derive our density representation.
We introduce the density estimator in Section 1.4, and discuss its computational
properties in Section 1.5. Section 1.6 proposes simulated likelihood estimators and
summarizes their asymptotic properties. A numerical case study is carried out in
Section 1.7.
9There are few cases in which maximum likelihood efficiency can be achieved with a finite number
of moments. See, e.g., Carrasco et al. (2007) and Jiang and Knight (2010).
10We refer to Giesecke and Smelov (2013) for the exact simulation of reducible jump-diffusions.
Henry-Laborde`re et al. (2015) develop exact simulation tools for multivariate diffusions.
91.2 Problem formulation
Fix a complete probability space (Ω,F ,P) and a right-continuous, complete infor-
mation filtration (Ft)t≥0. Let X be a jump-diffusion process valued in S ⊂ Rd that
is governed by the stochastic differential equation
dXt = µ(Xt; θ)dt+ Σ(Xt; θ)dBt + dLt, (1.1)
where X0 ∈ S is fixed and known, µ : S ×Θ→ Rd is the drift function, Σ : S ×Θ→
Rd×d is the positive definite volatility matrix function, B is a standard d-dimensional
Brownian motion, and L is a jump process of the type
Lt =
Nt∑
n=1
Γ(XTn−, Dn; θ) (1.2)
where Nt is a non-explosive counting process with event stopping times (Tn)n≥1 and
jump intensity λt = Λ(Xt; θ) for a function Λ : S ×Θ→ R+. Here, Xt− = lims↗tXs.
The jump magnitudes of the process X are determined by the function Γ : S ×
D × Θ → Rd. The mark variables (Dn)n≥1, which characterize the jumps of X, are
independent and identically distributed in D ⊂ R with probability density pi. The
drift, volatility, jump intensity, and jump size functions are specified by a parameter
θ ∈ Θ to be estimated, where the parameter space Θ is a subset of Euclidean space.
Overall, X is a Markov process with infinitesimal generator for functions f : Rd → R
10
with bounded and continuous first and second order derivatives given by:
Aθf(x) =
d∑
i=1
µi(x; θ)
∂f(x)
∂xi
+
1
2
∑
1≤i,j≤d
(
Σ(x; θ)Σ(x; θ)T
)
i,j
∂2f(x)
∂xixj
+ Λ(x; θ)
∫
D
(f(x+ Γ(x, u; θ))− f(x))pi(u)du.
We impose the following assumptions. First, the boundary of S is either unattain-
able or absorbing if attainable. Second, the parameter space Θ is a compact subset
of Rr with non-empty interior. Third, there exists a unique strong solution (X, J) of
the above system; sufficient conditions are given in Protter (2004). We focus on the
case of constant observation frequencies, i.e., ti − ti−1 = ∆ for all i, although all re-
sults hold for mixed observation frequencies as long as supi≥1 |ti−ti−1| <∞. We also
assume for simplicity that the process N and the mark variables (Dn)n≥1 are one-
dimensional, and that the jump mark density pi is parameter independent. Finally,
we assume that X admits a transition density. Cass (2009), Filipovic´ et al. (2013),
Komatsu and Takeuchi (2001), and Takeuchi (2002) provide sufficient conditions.
We use the following notation throughout the chapter. A subscript in Pθ or Eθ
indicates that the parameter determining the law of the stochastic process X in
(2.1) is θ. The gradient and the Hessian matrix operators are denoted by ∇ and ∇2,
respectively. For any 1 ≤ ν, ι, κ ≤ r, write ∂ν , ∂2ν,ι, and ∂3ν,ι,κ for the first, second,
and third partial derivatives with respect to θν , θι, and θκ.
1.2.1 Inference problem
Suppose that there exists a parameter θ∗ ∈ int Θ such that the paths of X satisfy the
SDE (2.1) for θ = θ∗. We say that θ∗ is the true parameter. Our goal is to estimate
θ∗ given a sequence of observations of X sampled at the fixed and deterministic times
11
0 = t0 < . . . < tm <∞. We will use the method of maximum likelihood.
The data Xm = {Xt0 , . . . , Xtm} is a random variable valued in Sm and measurable
with respect to Bm, where B is the Borel σ-algebra on S. The likelihood of the data is
the Radon-Nikodym density of the law of Xm with respect to the Lebesgue measure
on (Sm,Bm). Letting pt(x, .; θ) be the Radon-Nikodym density of the law of Xt given
X0 = x with respect to the Lebesgue measure on (S,B) (the transition density of
X), the likelihood of θ at the data Xm takes the form
Lm(θ) =
m∏
i=1
p∆(Xti−1 , Xti ; θ) (1.3)
due to the Markovian structure of (2.1). The maximum likelihood estimator (MLE)
satisfies
θˆm ∈ arg max
θ∈Θ
Lm(θ) (1.4)
almost surely. We only consider interior MLEs that satisfy the first order condition
∇Lm(θˆm) = 0. (1.5)
Maximum likelihood inference requires that one is able to evaluate the density
p∆. This is generally not possible for the broad class of jump-diffusion models we
consider. We will therefore proceed to construct an unbiased estimator of the density
p∆, and use this density estimator to compute maximum likelihood estimators based
on (1.3).
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1.3 Density representation
Consider the random variable
Z∆(θ) = exp
 ∆∫
0
(Λ(Xs; θ)− `) ds
 N∆∏
n=1
`
Λ(XTn−; θ)
(1.6)
for θ ∈ Θ and ` > 0. If Eθ[Z∆(θ)] = 1, then Z∆(θ) defines an equivalent probability
measure Qθ on (Ω,F∆) given by Qθ[A] = Eθ[Z∆(θ)1A] for any A ∈ F∆. The theorems
of Le´vy and Watanabe imply that, under Qθ and on [0,∆], N is a Poisson process
with rate `; see Bre´maud (1980). Consequently, jumps of the process X arrive at a
constant rate under Qθ. Between jump times, X follows a diffusive process without
jumps. These insights yield a novel representation of the density p∆, summarized in
the following theorem.
Theorem 1.3.1. Fix ` > 0. Suppose the following assumptions hold.
(A1) For any θ ∈ Θ, the variable Z∆(θ) has unit expectation, Eθ[Z∆(θ)] = 1.
(A2) For any θ ∈ Θ, the process (Xt : t ∈ [0,∆]) is a strong Markov process under
Qθ.
Let X˜ be the solution to the SDE
dX˜t = µ(X˜t; θ)dt+ Σ(X˜t; θ)dB˜t, X˜0 ∈ S, (1.7)
for a standard Brownian motion B˜ independent of B. Let p˜t(v, ·; θ) denote the Pθ-
transition density of X˜t given X˜0 = v.
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Then,
p∆(v, w; θ) = EQθ
[
p˜∆−TN∆ (XTN∆ , w; θ)
Z∆(θ)
∣∣∣∣ X0 = v] (1.8)
for any 0 ≤ t ≤ ∆, v, w ∈ S, and θ ∈ Θ.
The density representation of Theorem 1.3.1 consists of a mixture of transition
densities of diffusion processes of the type (1.7). It is an implication of Bayes’ for-
mula. Under Assumption (A2) and conditional on (N∆, (Tn)n≤N∆ , (XTn)n≤N∆), that
is, conditional on the number of jumps of X before time ∆, the realizations of all
jump times before ∆, and the values of X at all jump times before ∆, the transition
of X from time 0 to time ∆ is governed only by the law of X from the last jump time
TN∆ until time ∆. Given that no jump occurs in the time interval (TN∆ ,∆], the law
of X during this time interval is the same as the law of the diffusive process (1.7).
As a result, under Assumption (A2) and conditional on (N∆, (Tn)n≤N∆ , (XTn)n≤N∆),
the density of X for a transition from v at time 0 to w at time ∆ is equal to
the density p˜∆−TN∆ (XTN∆ , w; θ) with X0 = v. Bayes’ formula tells us that we can
recover the unconditional density p∆ by integrating out according to the law of
(N∆, (Tn)n≤N∆ , (XTn)n≤N∆). This is done by taking the expectation in (1.8). The
term 1/Z∆(θ) in expression (1.8) accounts for the change of measure, which sig-
nificantly simplifies the estimation of the density in Section 1.4. Assumption (A1)
guarantees that the change of measure is well-defined. It is a standard regularity
assumption; Blanchet and Ruf (2013) give sufficient conditions. Assumption (A2)
is also standard; see (Protter, 2004, Theorem 32). Finally, the diffusion density p˜t
exists if the jump-diffusion density pt exists.
The density representation (1.8) complements the recently developed density rep-
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resentation of Giesecke and Schwenkler (2014), who characterize the transition den-
sity of the process as a mixture of Gaussian densities. This is possible because
Giesecke and Schwenkler (2014) consider a transformation of the jump-diffusion pro-
cess known as the Lamperti transform, which has unit volatility. When the under-
lying process is univariate, the Lamperti transform exists under mild conditions. In
the multivariate case, on the other hand, the Lamperti transform exists only when
the process is reducible in the sense of Aı¨t-Sahalia (2008). As a result, the den-
sity representation of Giesecke and Schwenkler (2014) is restricted to the class of
reducible multivariate jump-diffusions.11 In contrast, we are not restricted to the
class of models for which the Lamperti transform exists. Consequently, the density
representation (1.8) also applies to irreducible processes. Many models of practical
relevance are not reducible. For example, the stochastic volatility model of Heston
(1993) is not reducible, but it is extensively used in the options pricing literature.12
Theorem 1.3.1 significantly extends the well-known density representations of
Dacunha-Castelle and Florens-Zmirou (1986) and Rogers (1985). These representa-
tions apply only in the univariate diffusion case; i.e., when Γ ≡ 0 and d = 1. In
contrast, our density representation also applies in the multivariate jump-diffusion
case.
The representation (1.8) also facilitates the derivation of conditions under which
the transition density is smooth with respect to the parameter θ. Smoothness is nec-
essary for consistency and asymptotic normality of maximum likelihood estimators.
For smoothness of the density, we only require smoothness of the coefficient functions
and an integrability condition, which can be verified using the density estimator we
11In the multivariate case, their density representation is further restricted to a smaller class
of processes, because coarser conditions are needed to satisfy the change of variable operated in
Section 3.1 of Giesecke and Schwenkler (2014).
12See, e.g., Andersen et al. (2002), Eraker et al. (2003), and Eraker (2004), among many others.
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introduce in Section 1.4. Our conditions for smoothness are easier to verify in practi-
cal settings and less restrictive than alternative conditions, which oftentimes require
that the coefficient functions have bounded derivatives of all orders (see, e.g., Cass
(2009), Komatsu and Takeuchi (2001), and Takeuchi (2002)).
Proposition 1.3.2. Suppose that the conditions of Theorem 1.3.1 hold. Suppose
also that the following conditions hold:
(A3) The partial derivatives up to n-th order of Φ∆(x, y; θ) = p˜∆−TN∆ (x, y; θ)
1
Z∆(θ)
are uniformly bounded in expectation in the following sense: For all 1 ≤ k ≤ n
and q1, . . . , qk ∈ {θ1, . . . , θr, v, w},
EQθ
[
sup
θ∈Θ
sup
v,w∈S
∂k
∂q1 . . . ∂qk
p˜∆−TN∆ (v, w; θ)
1
Z∆(θ)
]
<∞.
(A4) The drift function µ, volatility matrix function Σ, jump intensity function Λ,
jump magnitude function Γ, and diffusive density p˜ are n-times continuously
differentiable with respect to all of their arguments.
Then θ 7→ p∆(v, w; θ) is n-times continuously differentiable for any v, w ∈ S.
1.4 Density estimator
Evaluating the transition density of the jump-diffusion X is challenging given that
the law of X is intractable in many applications. A key advantage of the density
representation (1.8) is that it can be efficiently approximated by exploiting a random-
ization technique introduced by Glynn and Rhee (2015), which yields an unbiased
density estimator. In this section, we introduce our density estimator, and analyze
its convergence properties.
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1.4.1 Towards an unbiased estimator
Under Qθ, jumps of X arrive with constant intensity `. As a result, samples of N∆
can be simulated without bias using a standard inverse method. Conditional on
N∆, the distribution of the jump times (Tn)n≤N∆ is the same as that of the order
statistics of N∆ uniform random variables on [0,∆]. Samples of the jump times
(Tn)n≤N∆ conditional on N∆ can therefore also be simulated without bias. If the
diffusive density p˜ is known in closed form, and samples of (XTN∆ , 1/Z∆(θ)) can be
simulated without bias. Then,
p˜∆−TN∆ (XTN∆ , w; θ)
Z∆(θ)
given X0 = v is an unbiased estimator of (1.8) that can be sampled exactly via
Monte Carlo simulation. In most applications, however, the diffusive density p˜ is
not known in closed form, and one cannot sample exactly from the distribution
of (XTN∆ , 1/Z∆(θ)). We circumvent these issues by taking several steps, which we
summarize below.
1.4.1.1 Euler discretization
Note that Z−1∆ (θ) is an exponential martingale that satisfies the following SDE under
Qθ:
dZ−1t (θ) = −Z−1t− (θ)
(
Λ(Xt−; θ)
`
− 1
)
(`dt− dNt) , Z−10 (θ) = 1. (1.9)
We can generate an approximation of (XTN∆ , Z
−1
∆ (θ)) using Euler discretization.
To do this, we first generate exact samples of N∆ and also samples of (Tn)n≤N∆
conditional on N∆. Between sampled jump times, we approximate the dynamics of
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X and Z−1 via Euler discretization with J steps. Letting (XJ , Z−J) denote the Euler
discretization of (X,Z−1), we initialize XJ0,0 = X0 and Z
−J
0,0 = 1, and set
XJn,j =
 X
J
n,j−1 + µ
(
XJn,j−1; θ
)
hn + Σ
(
XJn,j−1; θ
) (
Bjhn −B(j−1)hn
)
, 1 ≤ j ≤ J,
XJn−1,J + Γ
(
XJn−1,J , Dn; θ
)
, n > 0, j = 0,
Z−Jn,j =
 Z
−J
n,j−1 − Z−Jn,j−1
(
Λ
(
XJn,j−1; θ
)− `)hn, 1 ≤ j ≤ J,
Λ(XJn−1,J ;θ)
`
Z−Jn−1,J , n > 0, j = 0,
for 0 ≤ n ≤ N∆ and hn = Tn−Tn−1J , where we have used the notation T0 = 0 and
TN∆+1 = ∆ for simplicity. This construction ensures that the two Euler discretiza-
tions between consecutive jump times are correctly pasted together by accounting
for the jumps of X and Z−1. The nature of the Euler discretization implies that
(X J ,ZJ) = (XJN∆,0, Z−JN∆,J) is a biased estimator of (XTN∆ , Z−1∆ (θ)). Consequently,
p˜∆−TN∆
(X J , w; θ)ZJ
is a biased estimator of the density p∆(v, w; θ) in (1.8).
1.4.1.2 Diffusion density
Next, we approximate the diffusion density p˜. This can also be done via Euler
discretization. For a given sample of (N∆, TN∆), we discretize the diffusive process
X˜ between time 0 and time ∆ − TN∆ in an analogous way as for XJ , but using I
Euler steps instead of J . Let (X˜Ii )0≤i≤I denote the Euler discretization of X˜ with
Euler step size h˜ =
∆−TN∆
I
obtained this way. Conditional on TN∆ and X˜
I
0 , the law of
X˜II is mixed Gaussian because each increment in the Euler discretization is normally
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distributed. More precisely, the conditional density of X˜II given TN∆ and X˜
I
0 = v is
P˜I(v, w; θ) =
∫ I∏
i=1
φ
(
xi;xi−1, h˜
)
dx1 . . . dxI−1 (1.10)
where x0 = v, xI = w, and φ(·;x, h) is the density of the d-dimensional normal
distribution with mean x+µ(x; θ)h and variance-covariance matrix hΣ(x; θ)Σ>(x; θ).
The mixed normal density (1.10) can be computed using standard numerical routines;
see Section 1.5. We know from Bally and Talay (1996) that the difference between
the Euler density P˜I and the true density p˜ is of order O(I−1). Therefore, P˜I serves
as a first-order approximation of p˜.
We can now compute an estimator of the density representation (1.8), namely
pˆI,J∆ (v, w; θ) = P˜I
(X J , w; θ)ZJ . (1.11)
The estimator (1.11) can be computed for a general class of jump-diffusion models
characterized by SDE’s of the type (2.1) given that is solely based on Euler dis-
cretization. In addition, the estimator (1.11) is asymptotically unbiased as I → ∞
and J →∞. That is,
lim
I,J→∞
EQθ
[
pˆI,J∆ (v, w; θ)
∣∣∣ X0 = v] = p∆(v, w; θ).
1.4.1.3 Randomization
One drawback of the density estimator (1.11) is that it is biased by construction
for any finite I and J . If one were to carry out maximum likelihood estimation
based on this biased density estimator, then the resulting parameter estimators may
have a distorted asymptotic distribution even if I → ∞ and J → ∞ as the data
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sample grows. This may result in asymptotically inefficient or asymptotically biased
parameter estimators.13 To avoid these issues, we exploit a randomization technique
introduced by Glynn and Rhee (2015) to construct an unbiased density estimator.
Suppose Ξ is a random variable valued in N0 and measurable with respect to
F0. Assume that the distribution of Ξ is independent of the parameter θ and the
initial value X0, and write qn = Qθ[Ξ = n]. Consider subsequences Iξ and Jξ so that
Iξ, Jξ →∞ as ξ →∞. The asymptotic unbiasedness of the estimator (1.11) implies
that, under certain regularity conditions, we can rewrite the density representation
(1.8) as follows:
p∆(v, w; θ) = lim
ξ→∞
EQθ
[
pˆ
Iξ,Jξ
∆ (v, w; θ)
∣∣∣ X0 = v]
=
∑
ξ≥0
EQθ
[
pˆ
Iξ,Jξ
∆ (v, w; θ)− pˆIξ−1,Jξ−1∆ (v, w; θ)
∣∣∣ X0 = v]
=
∑
ξ≥0
EQθ
[
pˆ
Iξ,Jξ
∆ (v, w; θ)− pˆIξ−1,Jξ−1∆ (v, w; θ)
qξ
∣∣∣∣∣ X0 = v
]
qξ
= EQθ
[
pˆIΞ,JΞ∆ (v, w; θ)− pˆIΞ−1,JΞ−1∆ (v, w; θ)
qΞ
∣∣∣∣∣ X0 = v
]
(1.12)
where we have set I−1 = J−1 = 0. The last equality follows because Ξ is F0-
measurable and independent of θ and X0.
The calculations in (1.12) imply that
pˆIΞ,JΞ∆ (v, w; θ)− pˆIΞ−1,JΞ−1∆ (v, w; θ)
qΞ
is an unbiased estimator of the transition density p∆(v, w; θ).
13See Detemple et al. (2006) and Giesecke and Schwenkler (2014).
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1.4.2 Estimator
The steps in the previous section yield an unbiased density estimator that is appli-
cable for a general class of jump-diffusion models. We summarize it in the theorem
below. For simplicity, write
Dξ∆(v, w; θ) = pˆIξ,Jξ∆ (v, w; θ)− pˆIξ−1,Jξ−1∆ (v, w; θ).
Theorem 1.4.1. Fix ∆ > 0 and sequences (Jξ : ξ ∈ N0) and (Iξ : ξ ∈ N0).
Let Ξ be an F0-measurable random variable valued in N0, with distribution given
by qξ = Qθ[Ξ = ξ] that is independent of the parameter θ and the initial value
X0. Let (X J ,ZJ) be samples of (XTN∆ , Z−1∆ (θ)) constructed via Euler discretization
with J steps between consecutive jump times. In addition, let P˜I be a mixed Gaussian
density as in (1.10) derived from Euler discretization of X˜ with I steps. Assume that
the conditions of Theorem 1.3.1 are valid. In addition, suppose that the following
condition also holds.
(B1) For any θ ∈ Θ, and v, w ∈ S,
∑
ξ≥0
∥∥∥p˜Iξ,Jξ∆ (v, w; θ)− p∆(v, w; θ)∥∥∥2
2
qξ
<∞.
Then, for any v, w ∈ S and θ ∈ Θ,
pˆ∆(v, w; θ) =
DΞ∆(v, w; θ)
qΞ
(1.13)
is an unbiased estimator of p∆(v, w; θ).
The main advantage of the estimator (1.13) is that it is unbiased for any v, w ∈ S,
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θ ∈ Θ, and ∆ > 0. This property generates key benefits when performing maximum
likelihood estimation of the jump-diffusion model (2.1) based on the density estimator
pˆ∆. In particular, the unbiasedness property ensures that one can always implement
a version of the density estimator pˆ∆ which, when used for maximum likelihood
inference, results in asymptotically efficient and asymptotically unbiased parameter
estimators; see Giesecke and Schwenkler (2014). This is generally not possible if one
were to use the biased density estimator pˆI,J∆ in (1.11), as highlighted by Detemple
et al. (2006). We will discuss in detail the implementation of the density estimator
pˆ∆ and the asymptotic properties of parameter estimators derived from this density
estimator in the following sections.
We conclude this section by emphasizing that pˆ∆(v, w; θ) can be differentiated
under certain conditions to obtain unbiased estimators of the partial derivatives
of the transition density. Partial derivatives of the density are necessary in many
econometric applications.
Proposition 1.4.2. Suppose that the conditions of Proposition 1.3.2 and Theorem
1.4.1 are satisfied. Furthermore, suppose:
(B2) The partial derivatives up to n-th order of pˆ∆ with respect to θ are uniformly
bounded in expectation in the following sense: For all 1 ≤ k ≤ n and i1, . . . , ik ∈
{1, . . . , r},
EQθ
[
sup
θ∈Θ
sup
v,w∈S
∂ki1,...,ik pˆ∆(v, w; θ)
]
<∞.
Then, θ 7→ pˆ∆(v, w; θ) is almost-surely n-times continuously differentiable for any
v, w ∈ S. In addition, any n-th partial derivative of pˆ∆(v, w; θ) with respect to θ is
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an unbiased estimator of the corresponding derivative of p∆(v, w; θ). That is,
EQθ
[
∂ni1,...,in pˆ∆(v, w; θ)
]
= ∂ni1,...,inp∆(v, w; θ) for all i1, . . . , in ∈ {1, . . . , r}.
1.5 Computation of the density estimator
Computing the density estimator pˆ∆ requires that one specifies choices for the se-
quences (Iξ)ξ≥0 and (Jξ)ξ≥0, the distribution (qξ)ξ≥0 of the random variable Ξ, the
Poisson rate ` > 0, and the numerical methodology to compute the mixed normal
density P˜I . In this section, we propose an implementation of our density estima-
tor that ensures that the density estimator has finite variance while minimizing the
computational need.
1.5.1 Ensuring a finite variance
We begin by implementing an estimator of P˜I . A simple unbiased estimator of P˜I
can be constructed via Monte Carlo simulation. For given I and TN∆ , compute H
i.i.d. samples of the Euler discretization (X˜Ii )0≤i≤I of X˜ on [0,∆− TN∆ ]. Following
Pedersen (1995), we estimate P˜I via its Monte Carlo counterpart
P˜H,I(v, w; θ) = 1
H
H∑
ν=1
φ
(
w; X˜I,νI−1, h˜
)
, (1.14)
where h˜ =
∆−TN∆
I
, X˜I,νI−1 is the ν-th sample of X˜
I
I−1, and X˜
I,ν
0 = v for all 1 ≤ ν ≤ H.
This yields an unbiased estimator of P˜I(v, w; θ). We can therefore replace P˜I with
P˜H,I in (1.11), and the density estimator pˆ∆ remains unbiased. In other words, if we
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set
pˆH,I,J∆ (v, w; θ) = P˜H,I
(X J , w; θ)ZJ ,
Dξ∆(v, w; θ) = pˆHξ,Iξ,Jξ∆ (v, w; θ)− pˆHξ−1,Iξ−1,Jξ−1∆ (v, w; θ),
then the result of Theorem 1.4.1 remains unchanged.
It is well-known that Euler discretization has strong rate of convergence of order
1/2 (see, e.g., Jacod and Protter (1998)). In our case, because we carry out Euler
discretization between consecutive jump times of X under Qθ, we have
∥∥ZJ − Z−1∆ (θ)∥∥2 = O (`∆J−1/2) . (1.15)
A key result by Gobet and Labart (2008) implies that
∥∥∥P˜H,I(v, w; θ)− p˜∆−TN∆ (v, w; θ)∥∥∥22 = O (I−2 +H−1VarQθ (P˜1,I(v, w; θ))) . (1.16)
Setting VI,θ = Σ(X˜
I
I−1; θ)Σ(X˜
I
I−1; θ)
> and X˜I−1,θ = X˜II−2 +µ(X˜
I
I−2; θ)h˜, we can show
that
VarQθ
(
P˜1,I(v, w; θ)
)
≤ EQθ
e− 1h˜(w−X˜I−1,θ)>V −1I,θ (w−X˜I−1,θ)
h˜d(2pi)d detVI,θ
 = O (Id/2) (1.17)
for all θ ∈ Θ, ` > 0, and v, w ∈ S. In light of these results, we set Hξ = O(I2+d/2ξ ) and
fix Iξ as to equalize the rates of convergence of (1.15) and (1.16) for any given ξ. This
can be achieved by selecting Iξ = O(
√
Jξ). Under sufficient regularity conditions,
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this choice guarantees that
∥∥∥pˆHξ,Iξ,Jξ∆ (v, w; θ)− p∆(v, w; θ)∥∥∥
2
= O
(
J
−1/2
ξ
)
.
In other words, the mean-squared error of the biased density estimator pˆH,I,J∆ con-
verges to zero at the canonical rate of 1/2. We can now construct an unbiased density
estimator with finite variance.
Proposition 1.5.1. Fix Iξ = O(J
1/2
ξ ) and Hξ = O(J
1+d/4
ξ ) for ξ ≥ 0. Suppose that
the conditions of Theorem 1.4.1 are satisfied. Assume that the following conditions
are also valid.
(C1) In the limit J →∞, the following asymptotic behavior holds for any θ ∈ Θ:
∥∥∥∥ZJ − 1Z∆(θ)
∥∥∥∥
2
= O
(
J−1/2
)
.
(C2) The following asymptotic behavior holds for v, w ∈ S and θ ∈ Θ in the limit
I →∞:
∥∥∥P˜I(v, w; θ)− p˜∆−TN∆ (v, w; θ)∥∥∥2 = O (I−1) .
(C3) The determinant of ΣΣ> is bounded away from zero. That is,
inf
θ∈Θ
inf
x∈S
det
(
Σ(x; θ)Σ(x; θ)>
)
> 0.
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Define
pˆH,I,J∆ (v, w; θ) = P˜H,I
(X J , w; θ)ZJ ,
Dξ∆(v, w; θ) = pˆHξ,Iξ,Jξ∆ (v, w; θ)− pˆHξ−1,Iξ−1,Jξ−1∆ (v, w; θ).
Then,
pˆ∆(v, w; θ) =
DΞ∆(v, w; θ)
qΞ
is an unbiased estimator of p∆(v, w; θ) for any v, w ∈ S and θ ∈ Θ, and the variance
of pˆ∆ is finite:
∥∥pˆ∆(v, w; θ)− p∆(v, w; θ)∥∥2 <∞.
We remark that sufficient conditions for Condition (C1) are given by Higham et al.
(2003), Jacod and Protter (1998), and Yan (2002), among many others. Sufficient
conditions for Condition (C2) are given by Bally and Talay (1996), Gobet and Labart
(2008), Guyon (2006), and Konakov and Mammen (2002).
1.5.2 Computational properties
The density estimator pˆ∆ is computed with error. That is, pˆ∆(v, w; θ) 6= p∆(v, w; θ)
almost surely even though EQθ [pˆ∆(v, w; θ)] = p∆(v, w; θ). A natural question to ask is:
How much computational work is necessary to estimate the density so that a certain
error bound is not violated with high probability? The answer to this question gives
a sense of the computational complexity of a density estimator.
Given that the variance of pˆ∆ is bounded, a starting point to evaluate the com-
putational complexity of our density estimator is Monte Carlo simulation. Define
pˆK∆(v, w; θ) as the Monte Carlo estimator given by the average of K independent
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samples of the unbiased estimator pˆ(v, w; θ). It is well understood that the variance
of the Monte Carlo estimator pˆK∆ converges to zero as we let the number K of Monte
Carlo samples grow infinitely large. Therefore, if we want to achieve
Qθ
[ ∥∥pˆK∆(v, w; θ)− p∆(v, w; θ)∥∥2 ≤ ] ≥ 1− δ
for some , δ > 0, we need to choose K sufficiently large.
Evaluating the Monte Carlo estimator pˆK∆ for large K is computationally expen-
sive. Given that IΞ = O(J
1/2
Ξ ) and HΞ = O(J
1+d/4
Ξ ), the computational costs are
driven by the realizations of JΞ. The value of JΞ may be large whenever Ξ is large,
increasing the computational effort required to evaluate pˆK∆ .
These observations suggest that we can control for the computational complexity
of our density estimator by optimally choosing the sequence (Jξ)ξ≥0 of Euler steps
and the distribution (qξ)ξ≥0 of Ξ. We follow Glynn and Rhee (2015) and set
Jξ = O(2
ξ) and qξ = O
(
2−ξξ log22(1 + ξ)
)
.
These choices ensure that the computational complexity of our density estimator
is minimal, as indicated in the Proposition below.
Proposition 1.5.2. Suppose that Assumptions (C1)-(C3) of Proposition 1.5.1 are
satisfied. Fix Jξ = O(2
ξ), Iξ = O(J
1/2
ξ ), and Hξ = O(J
1+d/4
ξ ) for ξ ∈ N0 and some
ρ > 1. In addition, set qξ = O(2
−ξξ log22(1 + ξ)) for ξ ∈ N0. Then, pˆK∆(v, w; θ) is
an unbiased estimator of p∆(v, w; θ) for any v, w ∈ S and θ ∈ Θ, and the root-mean
squared error of the density estimator pˆK∆ decays at rate 1/2; i.e.,
∥∥pˆK∆(v, w; θ)− p∆(v, w; θ)∥∥2 = O (K−1/2) .
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Furthermore, for any , δ > 0, the computational effort necessary to evaluate the
density estimator pˆK∆ so that the error bound  is not violated with probability 1 − δ
is at least of order O
(
−(3+d/2) log2(1/)
)
. That is,
Qθ
[ ∥∥pˆK∆(v, w; θ)− p∆(v, w; θ)∥∥2 ≤ ] ≥ 1− δ ⇒ −(3+d/2) log2(1/)Effort (pˆK∆(v, w; θ)) = O(1).
This is the slowest rate of divergence of Effort(pˆK∆(v, w; θ)), the computational effort
necessary to evaluate the Monte Carlo estimator pˆK∆ , as K →∞.
Proposition 1.5.2 states that the computational effort necessary to evaluate the
density estimator pˆK∆ with a maximum error of  increases faster than cubicly in . In
other words, the effort necessary to evaluate our density estimator grows faster than
we would expect from the standard Monte Carlo theory. Furthermore, the rate at
which the computational complexity of pˆK∆ grows increases with the dimensionality of
the process X. These properties arise because JΞ = O(2
Ξ) may become excessively
large when Ξ is large, which occurs with high probability when the number of Monte
Carlo samples K is large. In addition, a large number HΞ of Monte Carlo samples
are necessary when the dimension d is large in order to control for the variance of
the diffusion density estimator P˜HΞ,IΞ .
In spite of the computational costs when K is large, the Monte Carlo estimator
pˆK∆ has several features that make it appealing from a computational perspective.
We describe these features below.
1.5.2.1 Maximum accuracy
We can control for the accuracy of the Monte Carlo estimator pˆK∆ by controlling for
the variance of pˆ∆. We have one degree of freedom to control for the variance of pˆ∆,
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namely, the choice of the Poisson rate ` > 0. Small values of ` increase the variance of
the Monte Carlo estimator pˆ∆(v, w; θ) in its tails because the jump-diffusion density
p∆ is approximated by a Gaussian density when ` ≈ 0. On the other hand, large
values of ` increase the bias in (1.15), therefore increasing the overall variance of our
density estimator.
We fix ` > 0 as to minimize the variance of the density estimator pˆ∆ across the
parameter and state spaces. That is, we fix
`∗ = arg min
`>0
max
θ∈Θ
max
v,w∈S
VarQθ
(
pˆ∆(v, w; θ)
)
. (1.18)
Such a choice for ` ensures that our density estimator has the smallest possible vari-
ance globally across the parameter and state spaces. This yields the most accurate
Monte Carlo estimator pˆK∆ , uniformly across the parameter and state spaces.
The optimization problem (1.18) can be solved using a standard numerical op-
timization routine, such as the Nelder-Mead algorithm. It needs to be solved only
once for a given jump-diffusion of the type (2.1) and a given ∆ > 0. The optimal
Poisson rate `∗ can be reused to compute the Monte Carlo estimator pˆK∆(v, w; θ) for
any v, w ∈ S and θ ∈ Θ. An unbiased estimator of the variance VarQθ (pˆ∆(v, w; θ))
can be easily constructed using independent samples of the density estimator pˆ∆.
1.5.2.2 Multilevel Monte Carlo
In order to construct a sample of pˆ∆ for a given sample of Ξ, we need to generate
the Euler samples (X j,Zj) based on j = O(2Ξ) and j = O(2Ξ−1) steps. In other
words, we need to run two Euler discretizations, one of which uses a fraction of the
Euler steps of the other. To accomplish this task, it suffices if we sample Brownian
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increments for the fine Euler discretization with O(2Ξ) Euler steps, and then add
up consecutive Brownian increments to obtain the increments for the coarser dis-
cretization with a fraction of Euler steps. As a result, we only need to sample once
to obtain Euler discretizations with two different numbers of Euler steps.
The idea of reusing Brownian increments for Euler discretizations with different
numbers of Euler steps is inspired by the multilevel Monte Carlo method of Giles
(2008). It yields important computational advantages, which we highlight in a nu-
merical case study in Section 1.7.
1.5.3 Implementation
The evaluation of the Monte Carlo estimator pˆK∆(v, w; θ) requires that we generate K
independent samples of the random element R = (Ξ,P,T,D,W,U,V), which contains:
• Ξ ∼ (qξ)ξ≥0, where (qξ)ξ≥0 is fixed as in Proposition 1.5.2,
• P ∼ Poisson(`∆), which is a sample of the jump count N∆ under Qθ,
• T = (Tn)n=1,...,P, which is a sample of the jump times (Tn)n≤N∆ under Qθ
conditional on N∆ = P,
• Independent jump mark samples D = (Dn)n=1,...,P from the density pi,
• Independent samples W = (Wn,j)n=0,...,P, j=1,...,JΞ from the d-dimensional stan-
dard normal distribution with JΞ = O(2
Ξ), and
• Independent samples U = (Un,i,ν)n=0,...,P, i=1,...,I,ν=1,...,H from the d-dimensional
standard normal distribution with I = O(J
1/2
Ξ−1) and H = O(J
1+d/4
Ξ−1 ).
• Independent samples V = (Vn,i,ν)n=0,...,P, i=1,...,I,ν=1,...,H from the d-dimensional
standard normal distribution with I = O(J
1/2
Ξ ) and H = O(J
1+d/4
Ξ ).
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The sampling of these random variables is standard; see, e.g., Glasserman (2003).
The following Algorithm describes the computation of the Monte Carlo estimator
pˆK∆ .
Algorithm 1.5.3 (Sampling of pˆ∆(v, w; θ)). Let v, w ∈ S, θ ∈ Θ, the Poisson rate
` > 0 and i.i.d. samples Rk = (Ξk,Pk,Tk,Dk,Wk,Uk,Vk) for k = 1, . . . , K be given.
Initialize pˆK = 0. For k = 1, . . . , K, do:
(i) Construct samples of (X j,Zj) with j = O(JΞk) and j = O(JΞk−1) Euler steps
between consecutive jumps. Use the Euler increments Wk, the jump times Tk,
and the jump marks Dk, and assume X0 = v.
(ii) Set H = O(J
1+d/4
Ξ ) and I = O(J
1/2
Ξk
). For ν = 1, . . . , H, set X˜I,ν0 = X j for
j = O(JΞk), and construct the Euler discretization (X˜
I,ν
i )i=1,...,I of X˜ with I
Euler steps in [0,∆ − TkPk ] by using the Euler increments Vk. Evaluate the
density estimator P˜H,I(X j, w; θ) in (1.14).
(iii) Set pˆ(1) = P˜H,I (X j, w; θ)Zj for j = O(JΞk).
(iv) Set H = O(J
1+d/4
Ξ−1 ) and I = O(J
1/2
Ξk−1). For ν = 1, . . . , H, set X˜
I,ν
0 = X j
for j = O(JΞk−1), and construct the Euler discretization (X˜
I,ν
i )i=1,...,I of X˜
with I Euler steps in [0,∆− TkPk ] by using the Euler increments Uk. Evaluate
P˜H,I(X j, w; θ) as in (1.14).
(v) Set pˆ(2) = P˜H,I (X j, w; θ)Zj for j = JΞk−1.
(vi) Update pˆK as
pˆK +
1
K
pˆ(1) − pˆ(2)
qΞk
.
Return pˆK, which is an unbiased sample of pˆK∆(v, w; θ).
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The evaluation of our density estimator via Algorithm 1.5.3 is very simple. Steps
(1), (2), and (3) require straightforward Euler discretization; Algorithms A.1.1 and
A.1.2 in Appendix A.1 provide guidance. Steps (2), (5) and (6) involve basic algebraic
operations. We have implemented Algorithm 1.5.3 in R. The codes are available upon
request.
Algorithm 1.5.3 highlights an important feature of the Monte Carlo estimator
pˆK∆ : it can be computed as an analytical function of samples of the random element
R = (Ξ,P,T,D,W,U,V). Samples of R are independent of the parameter θ and the
pair (v, w) at which the density estimator is evaluated. Because of this, it suffices that
we generate all samples of R once, and re-use these samples to evaluate pˆK∆(v, w; θ) at
any θ ∈ Θ and v, w ∈ S. This feature generates important computational advantages
when using the Monte Carlo estimator pˆK∆ for the statistical estimation of model (2.1).
1.6 Parameter inference
We derive parameter estimators based on our density estimator pˆ∆, and analyze their
asymptotic properties. Let θ∗ ∈ int Θ be the true data-generating parameter.
Define the simulated counterpart of the likelihood (1.3) as
LˆKm(θ) =
m∏
i=1
pˆK∆(X(i−1)∆, Xi∆; θ). (1.19)
A simulated maximum likelihood estimator (SMLE) θˆKm is an almost sure maximizer
of the simulated likelihood (1.19). That is,
θˆKm ∈ arg max
θ∈Θ
LˆKm(θ). (1.20)
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Because the density estimator pˆK∆(θ) is unbiased with finite variance, the asymp-
totic properties of the SMLE θˆKm are well understood. Giesecke and Schwenkler
(2014) provide sufficient conditions that ensure that:
• A SMLE is asymptotically unbiased. That is,
θˆKm → θˆm
almost surely as K →∞.
• A SMLE is consistent, and
θˆKm → θ∗
in Pθ∗-probability as m→∞ and K →∞.
• A SMLE is asymptotically normal and asymptotically efficient. More precisely,
√
m(θˆKm − θ∗)→ N
(
0,Σ−1θ∗
)
if m
K
→ c ∈ [0,∞) as m→∞ and K →∞, where
Σθ∗ = − lim
m→∞
∇2 logLm(θ∗).
is the Fisher information matrix.
The conditions of Giesecke and Schwenkler (2014) can be easily verified using our
density estimator pˆ∆.
As discussed in Section 1.5.3, we can separate the simulation steps from the
estimation steps when evaluating the Monte Carlo density estimator pˆK∆(v, w; θ). This
fact generates significant computational advantages when carrying out parameter
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inference based on our density estimator. This is because the simulated likelihood
LˆKm(θ) becomes a deterministic function of the parameter θ and the data Xm once
the samples of the random element R needed to evaluate pˆK∆ have been generated.
We can therefore employ standard numerical routines, such as the Nelder-Mead
method, to solve the optimization problem (1.20).
1.7 Numerical results
This section illustrates the behavior of our density estimator and of simulated maxi-
mum likelihood estimators in a numerical case study. We consider a bivariate model
from the affine class defined in Duffie et al. (2000). We specify the jump-diffusion X
by choosing the following functions for θ = (a, b, k, X¯, c, v, `0,m, s, e) ∈ R2 × R2+ ×
[−1, 1]× R2+ × R× R2+, X = (X1, X2) ∈ S = R2, and D = (D1, D2) ∈ D = R× R+:
µ(X; θ) =
 a− bX2
k(X¯ −X2)
 , Σ(X; θ) = √X2
 1 0
cv
√
(1− c2)v

Γ(X,D; θ) =
 m+ sD1
−e log(D2)
 , Λ(X; θ) = `0.
The SDE (2.1) in this case can be rewritten as
d
 X1,t
X2,t
 =
 a− bX2,t−
k(X¯ −X2,t−)
 dt+√X2,t−
 1 0
cv
√
(1− c2)v
 dWt + dLt,
(1.21)
where Lt =
∑Nt
n=1 Γ(XTn−, Dn; θ) and N is a counting process with intensity `0.
The marks (D1,n)n≥1 are i.i.d. samples of standard normal random variable, and
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(D2,n)n≥1 are i.i.d. samples of a standard uniform random variable. We fix the
parameter space Θ = [−0.3, 0.3]× [−0.5, 0.5]× [0.0001, 0.5]× [0.0001, 0.5]× [−1, 1]×
[0.0001, 0.5]× [0.0001, 20]× [−0.3, 0.3]× [0.0001, 0.4]× [0.0001, 0.3]. The true data-
generating parameter is θ∗ = (0.1, 0, 0.1, 0.2, −0.5, 0.2, 6, −0.07, 0.1, 0.07), and
X0 = (0, 0.1).
Because model (1.21) is affine as in Duffie et al. (2000), the characteristic function
of X can be evaluated in terms of solutions of ordinary differential equations. The
solutions to these ordinary differential equations are known in closed form given that
the jump intensity of N is constant. As a result, the characteristic function of X is
known in closed form. We can thus evaluate the true density p∆ semi-analytically via
Fourier inversion of the characteristic function.14 The density p∆ derived via Fourier
inversion serves as a benchmark against which we will evaluate our density estimator
pˆK∆ , as well as other competing estimators.
We implement Fourier inversion via numerical quadrature with 500 discretization
points per dimension in [−2000, 2000]2.
The numerical results reported in this section are implemented in R, running on
an 2× 8-core 2.6 GHz Intel Xeon E5-2670, 128 GB server at Boston University with
a Linus Centos 6.6 operating system. All codes used to generate the results of this
section are available upon request.
The SDE (1.21) describes a stochastic volatility model with jumps that is com-
monly used in the options pricing literature; see, e.g., Andersen et al. (2002), Eraker
et al. (2003), Eraker (2004). Jumps in returns are normally distributed, and jumps
in volatility are exponentially distributed. Both types of jumps occur simultane-
ously. Brownian innovations in returns and volatility are correlated with correlation
14See Appendix A.2 for more details.
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coefficient c. Because volatility is random and there are jumps, the distribution of
returns is non-Gaussian. Furthermore, the distribution of volatility is asymmetric
and skewed. Because of these special features, and because the true density p∆ is
known in semi-analytical form, Model (1.21) provides a good test case for evaluating
the performance of our estimators.
1.7.1 Density estimator
We study the accuracy of our density estimator pˆK∆ . We fix ∆ = 1/12, which corre-
sponds to a monthly time horizon. Figure 1.1 shows surface plots of the Monte Carlo
estimator pˆK∆(v, w; θ) computed for K = 1000 and K = 5000. When K is small and
only few Monte Carlo replications are used to evaluate our density estimator, the
density estimator assigns probability mass to areas in which the true density has no
mass. These spikes vanish as the number of Monte Carlo replications grows. Figure
1.2 shows a contour plot of the Monte Carlo estimator pˆK∆(v, w; θ) for K = 5000.
Confirming the unbiasedness result of Theorem 1.4.1, the Monte Carlo estimator is
centered around the same location as the true density.
Figures 1.3 and 1.4 plot the marginal densities of returns and volatility for
K ∈ {1000, 2000, 5000}, together with 90% confidence bands computed from boot-
strap with 1000 bootstrap samples. The marginal densities are computed via rectan-
gular quadrature of the true density and the Monte Carlo density estimator using an
equidistant grid on [−0.5, 0.3]× [0, 0.3] with 4779 grid points. It can be seen that the
marginal densities derived from our estimator are close to the true marginal densities
in the centers and in the tails of the distributions. Given that our density estimator
has positive and finite variance, the marginal densities derived from pˆK∆ fluctuate
around the true marginal densities. However, the bandwidth of these fluctuations
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decreases as the number K of Monte Carlo samples grows. This confirms Proposi-
tion 1.5.1, which states that the mean squared error of the Monte Carlo estimator
converges to zero as K grows large.
We also plot conditional densities of returns and volatility in Figures 1.5 and 1.6.
Consistent with Proposition 1.5.1, these figures reveal that the accuracy of the Monte
Carlo estimator increases as the number K of Monte Carlo samples rises. Further,
these figures show that our density estimator is able to capture the asymmetric and
non-Gaussian distribution of returns and volatility.
1.7.2 Computational complexity
We evaluate the computational complexity of our density estimator. For this, we
randomly pick 500 points in v, w ∈ [−0.5, 0.3] × [0, 0.3], and evaluate the unbiased
Monte Carlo estimator pˆK∆ at these 500 randomly selected points and the true param-
eter θ∗. We compute the root mean squared error (RMSE) of the unbiased Monte
Carlo estimator across the 500 pairs (v, w), and track the time it takes to compute
the density estimator for all 500 pairs (v, w). We carry out the same analysis for
the Monte Carlo counterpart of the biased density estimator pˆH,I,J∆ (v, w; θ) in (1.11)
based on K Monte Carlo samples. We adopt the square-root rule of Duffie and Glynn
(1995) for the biased density estimator (1.11) and set J =
√
K, I =
√
J and H = J .
Figure 1.7 shows that our unbiased Monte Carlo estimator pˆK∆ can achieve high
accuracy except with small computational budgets. The Monte Carlo estimator pˆK∆ is
unbiased, and it achieves smaller RMSE than the biased density estimator (1.11) for
medium to high computational budgets we consider, being computational efficient
for these budgets. Nonetheless, Figure 1.7 also shows that the rate of convergence of
our density estimator is not linear in the log-log scale plot. This holds because the
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computational effort necessary to achieve a certain error bound grows nonlinearly
and faster than quadratic as the error bound shrinks to zero, as highlighted by
Proposition 1.5.2.
1.7.3 Simulated likelihood estimators
We carry out a simulation analysis to evaluate our simulated likelihood estimators.
We simulate 100 independent samples of the data Xm = {Xt0 , Xt1 , . . . , Xtm} from
its true law Pθ∗ with ti − ti−1 = ∆ = 1/12 for all 1 ≤ i ≤ m and m = 600. This
corresponds to 50 years of monthly data. We follow Broadie and Kaya (2006), and
simulate the data with Euler discretization at a frequency of 10,000 observations per
day. For each data sample, we compute SMLE θˆKm by maximizing the simulated
likelihood LKm(θ) for K = 25000. We also compute the biased SMLE θˆ
b,K˜
m using the
biased density estimator (1.11) with K˜ = 20000.15 We use a Nelder-Mead method
to calculate maximizers of the simulated log-likelihood.
Table 1.1 shows the average of the computed SMLE and biased SMLE across all
100 data samples, as well as their empirical standard deviation. Our SMLE are able
to precisely identify the true parameters. Almost all data-generating parameters are
contained in a two empirical standard deviation band around the average SMLE.
However, the biased estimator estimation is a lot less precise, especially for b, X¯, m
and s.
Next, we analyze the asymptotic distribution of our SMLE. For this, we compute
the first four centered moments of the scaled error
√
m(θˆKm − θ∗) of our SMLE em-
pirically across the 100 samples of the data Xm. We compare the first four empirical
moments to the theoretical moments implied by the asymptotic distribution of true
15We use less Monte Carlo simulation to compute the biased SMLE in order to use the same
computational budget for both estimations.
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Table 1.1: Simulated likelihood, biased simulated likelihood and true likelihood
estimators
True parameter θ∗ SMLE θˆKm SMLE θˆ
b,K˜
m MLE θˆm
M SD M SD M SD
a 0.1 0.1035 0.0952 0.0924 0.0858 0.1092 0.0210
b 0 0.0201 0.1225 0.1226 0.0994 0.0386 0.0874
k 0.1 0.1117 0.0292 0.1266 0.0162 0.1104 0.0213
X¯ 0.2 0.2128 0.1066 0.1087 0.1323 0.2106 0.0328
c −0.5 −0.4991 0.0410 −0.5062 0.0478 −0.4897 0.0337
v 0.2 0.1975 0.0076 0.2059 0.0103 0.1986 0.0075
`0 6 6.2915 0.8497 5.9711 0.3425 6.2280 0.2497
m −0.07 −0.0684 0.0392 −0.1059 0.0660 −0.0754 0.0311
s 0.1 0.1119 0.0383 0.2598 0.0573 0.1067 0.0357
e 0.07 0.0709 0.0082 0.0801 0.0065 0.0690 0.0064
This table shows the average SMLE θˆKm , biased SMLE θˆ
b,K˜
m and MLE θˆm estimated
from 100 independent samples of the data Xm with m = 600 (Column “M”). It also
displays the standard deviation of θˆKm and θˆm across all 100 data samples (Column
“SD”). We use K = 25000 Monte Carlo replications to evaluate the unbiased density
estimator, and K˜ = 20000 to evaluate the biased estimator.
maximum likelihood estimators; see Theorem 6.2 of Giesecke and Schwenkler (2014).
Table 1.2 indicates that the moments of the scaled error of our SMLE are similar to
the theoretical moments implied by the asymptotic distribution of maximum likeli-
hood estimators for most parameters. As a result, θˆKm has a similar distribution as
true maximum likelihood estimators. In accordance with the discussion in Section
1.6, these numerical results suggest that the simulated likelihood estimator θˆKm that
we propose in this chapter indeed behaves similarly to true maximum likelihood esti-
mators, and that it inherits their consistency, asymptotic normality, and asymptotic
efficiency properties.
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Table 1.2: Asymptotic distribution of the SMLE θKm
√
m(θˆKm − θ∗) Theoretical asymptotic distribution
M STD S K M STD S K
a 0.0853 2.3310 −0.7072 5.7664 0.0000 11.2726 0.0000 3.0000
b 0.4927 3.0007 −0.0712 3.1624 0.0000 3.4353 0.0000 3.0000
k 0.2862 0.7161 0.6466 3.8100 0.0000 0.7703 0.0000 3.0000
X¯ 0.3139 2.6110 0.2657 3.4457 0.0000 20.2983 0.0000 3.0000
c 0.0209 1.0049 −0.0468 3.3720 0.0000 0.8224 0.0000 3.0000
v −0.0600 0.1870 −0.3434 3.5531 0.0000 0.1912 0.0000 3.0000
`0 7.1406 20.8134 1.4725 6.9090 0.0000 29.7633 0.0000 3.0000
m 0.0382 0.9618 0.2488 3.8741 0.0000 0.8503 0.0000 3.0000
s 0.2929 0.9389 −0.3921 3.1461 0.0000 0.8562 0.0000 3.0000
e 0.0209 0.2002 −0.2606 3.3981 0.0000 0.1080 0.0000 3.0000
This table shows the empirical mean (“M”), standard deviation (“STD”), skewness (“S”),
and kurtosis (“K”) of
√
m(θˆKm − θ∗) estimated from 100 independent samples of the data
Xm with m = 600 and K = 25000. It also shows the theoretical moments of the asymp-
totic distribution of the maximum likelihood estimators. This distribution is normal
with mean zero and variance-covariance matrix Σ−1θ∗ for Σθ∗ = − limm→∞ 1m∇2 logL(θ∗)
according to Theorem 6.2 of Giesecke and Schwenkler (2014).
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Figure 1.1: Surface plots
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These figures show the surface plots of the true density p∆(v, w; θ) and
the unbiased Monte Carlo estimator pˆK∆(v, w; θ) for v = (0, 0.1), w ∈
[−0.5, 0.3]× [0, 0.3], and K ∈ {1000, 5000}.
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Figure 1.2: Contour plots
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These figures show the contour plots of the true density p∆(v, w; θ) and
the unbiased Monte Carlo estimator pˆK∆(v, w; θ) for v = (0, 0.1), w ∈
[−0.5, 0.3]× [0, 0.3], and K = 5000.
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Figure 1.3: Marginal density of returns
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These figures show the marginal density of returns computed via numer-
ical quadrature along the X2-axis given X0 = (0, 0.1). We take K ∈
{1000, 2000, 5000} for the Monte Carlo estimator. Confidence bands are
computed via bootstrap with 1000 bootstrap samples. The plots on the
right-hand side are in log-scale.
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Figure 1.4: Marginal density of volatility
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0
5
10
15
20
K = 1000
v
Unbiased estimator
True density
90% confidence bands
0.05 0.10 0.15 0.20 0.25 0.30
0.
01
0.
05
0.
50
5.
00
K = 1000 (log scale)
v
D
en
si
ty
Unbiased estimator
True density
90% confidence bands
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0
5
10
15
20
K = 2000
v
Unbiased estimator
True density
90% confidence bands
0.05 0.10 0.15 0.20 0.25 0.30
0.
01
0.
05
0.
50
5.
00
K = 2000 (log scale)
v
D
en
si
ty
Unbiased estimator
True density
90% confidence bands
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0
5
10
15
20
K = 5000
Unbiased estimator
True density
90% confidence bands
0.05 0.10 0.15 0.20 0.25 0.30
0.
01
0.
05
0.
50
5.
00
K = 5000 (log scale)
D
en
si
ty
Unbiased estimator
True density
90% confidence bands
These figures show the marginal density of volatility computed via nu-
merical quadrature along the X1-axis given X0 = (0, 0.1). We take
K ∈ {1000, 2000, 5000} for the Monte Carlo estimator. Confidence bands
are computed via bootstrap with 1000 bootstrap samples. The plots on the
right side are in log-scale.
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Figure 1.5: Conditional density of returns
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These figures show the unnormalized conditional density of returns
pˆ∆(v, w; θ) for v = (0, 0.1) and w ∈ [−0.5, 0.3] × {0.075, 0.1, 0.125}. We
also plot samples of the corresponding Monte Carlo estimator pˆ∆(v, w; θ)
for K ∈ {1000, 2000, 5000}.
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Figure 1.6: Conditional density of volatility
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These figures show the unnormalized conditional density of volatility
pˆ∆(v, w; θ) for v = (0, 0.1) and w ∈ {−0.1, 0, 0.1} × [0, 0.3]. We also
plot samples of the corresponding Monte Carlo estimator pˆ∆(v, w; θ) for
K ∈ {1000, 2000, 5000}.
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Figure 1.7: Computational efficiency
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This figure plots the root mean squared error (RMSE) of the unbiased den-
sity estimator pˆK∆(v, w; θ) and of the biased density estimator pˆ
H,I,J
∆ (v, w; θ)
in (1.11) against the time it takes to compute these estimators for 500 ran-
domly chosen points v, w ∈ [−0.5, 0.3]× [0, 0.3]. The density estimators are
evaluated at the true parameter θ∗.
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Chapter 2
Stochastic Volatility Models with Markov-Switching Jump
Parameters
2.1 Introduction
Multivariate jump-diffusions are among the most common stochastic processes used
in finance to model asset price dynamics. Discontinuities in these random processes
are modeled with jumps, which are hard to estimate because they are unobserved.
Furthermore, asset prices occasionally exhibit breaks in their behavior, especially
during stressful time periods such as financial crises. This behavior can be captured
via Markov-switching models as introduced by Hamilton (1989). In this chapter, I
develop stochastic volatility models whose jump parameters (intensity and/or size)
are Markov-switching. The models are estimated by MCMC methods for the S&P
500 and Nasdaq indices from 1990 to 2014. Two regimes are identified during the
estimation, one being associated with calm periods with very rare jumps, and another
one characterizing periods of turbulence with the presence of numerous jumps.
Building on Heston’s (1993) affine stochastic volatility model with the addition
of jumps in returns and volatility, this chapter proposes three different models with
Markov-switching jump parameters. The first model allows for jumps in returns with
Markov-switching jump size and intensity. The second model proposes correlated
jumps in returns and volatility, and the third one has independent jumps in returns
and volatility. Jump intensity is the only Markov-switching parameter for the second
and third models. I develop a MCMC algorithm to estimate the models, which can
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be easily extended to three or more regimes. MCMC methods are tractable and
make possible the evaluation of latent variables, such as stochastic volatility, jumps,
and the Markov chain governing the regimes. To show the accuracy of the MCMC
algorithm, I provide some simulation results.
Each model identifies two different regimes for the two indices estimated. One
regime characterizes turbulent periods, such as the Asian currencies crisis of 1997,
the Russian financial crisis of 1998, the Dotcom crash of 2001, and the financial
crisis of 2007-2009. During such moments of high uncertainty, jumps happen more
frequently and can be large with positive or negative size. In the other calm regime,
jumps are very infrequent and tend to be of negative size. These findings are very
different from the estimation with state-independent jumps, where jumps are mostly
of negative size and spread throughout the time period considered. Episodes of high
jump intensity are also found in Aı¨t-Sahalia and Jacod (2009) who consider jump
processes of possible infinite activity. Moreover, Bakshi et al. (2010) also find that
asset prices have higher jump intensity during market crashes than during rallies.
Models with state-independent jumps find almost no jumps during the periods of
high uncertainty highlighted by my models: stochastic volatility is the main driver
of returns variation during these turbulent periods. This is inconsistent with the
Markov-switching models developed here, which detect numerous jumps during these
moments of high incertitude. To quantify this, I decompose the total variation of
returns into one part coming from the stochastic volatility and the other part coming
from jumps. I find that jumps account roughly for 15% to 20% of the variation in
returns, for the three models considered and the two data sets. This is similar to
what is uncovered by Todorov (2010), but very different from state-independent jump
models, which return ratios ranging from 4% to 7%.
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To test the goodness of fit of the three models, I use both formal and informal
tests. The informal test consists of plots of the model-implied returns residuals,
which should be approximately i.i.d. normal with mean 0 and variance 1 under the
null hypothesis of correct specification. To formalize my testing strategy, I use a
Bayesian test based on the odds ratios. Both types of tests favor the models with
Markov-switching jump parameters for the S&P 500 and Nasdaq indices. This cor-
roborates the state-dependency of the jumps, as identified in Bollerslev and Todorov
(2011b) with high-frequency data. Therefore, my parametric models capture ele-
ments from high-frequency data non-parametric modeling, but using low-frequency
data. However, the results are mixed for the model with jumps in returns only.
This points to the importance of considering simultaneously jumps in returns and
volatility, as shown in Eraker et al. (2003) or Todorov and Jacod (2010).
My models are closest to the affine class of stochastic volatility models in Duffie
et al. (2000). These parametric models allow for state-dependent jump intensity and
size. For instance, the jump intensity has often been modeled as an affine function of
the volatility. This specification is used in Andersen et al. (2002), where they consider
jumps in returns only. They use daily data to estimate their model with GMM.
Eraker (2004) also specifies the jump intensity as a linear function of the volatility,
but he only considers correlated jumps in returns and volatility. He estimates his
model using both index and option daily prices with MCMC methods. Christoffersen
et al. (2012) introduce discrete-time models with state-dependent jumps and find very
strong empirical support for time-varying jump intensities, when estimating S&P 500
returns and options jointly with daily data.
The other class of models concentrating on jump estimation relies on high fre-
quency data. Bollerslev and Todorov (2011a) offer a new nonparametric estimation
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of jump tails of Itoˆ semimartingale processes using extreme value theory approxi-
mations. They find strong evidence for temporal variation in the jump intensities,
and rich and complex dynamic dependencies of the jumps tails. Aı¨t-Sahalia and
Jacod (2009) provide a jump activity index using Levy processes to model the dy-
namics of asset prices. Todorov and Jacod (2010) derive tests to decide whether
the volatility process has jumps occurring simultaneously with jumps in returns in a
non-parametric setting.
A few Markov-switching stochastic volatility models have been considered. For
instance, Casarin et al. (2003) develop a heavy tail stochastic volatility model with
Markov-switching log-volatility parameters, and find that the Markov-switching pro-
cess is able to capture clustering effects and jumps in volatility. In a recent working
paper, Casarin et al. (2013) propose a new multivariate dynamic conditional corre-
lation model where the correlation and log-volatility parameters are driven by two
latent Markov chains. No stochastic volatility model with Markov-switching jump
parameters has been developed, to the best of my knowledge.
The rest of this chapter is organized as follows. The next section details the model.
Section 2.3 explains the estimation method by describing the MCMC algorithm and
the choice of posterior distributions. Section 2.4 provides empirical results for the
three models considered and the S&P 500 and Nasdaq indices from 1990 to 2014.
Finally, Section 2.5 concludes the chapter.
2.2 Markov-switching jump-diffusion models
Numerous papers have examined equity price models with jumps in returns and
stochastic volatility (see Bates (2000), Pan (2002), Andersen et al. (2002), Eraker
(2004) for instance). Eraker et al. (2003) advocate for the use of jumps in both
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returns and volatility, building on the affine modeling of Heston (1993). They show
that models with jumps in returns only are misspecified, and add the jumps in
volatility by considering two models from Duffie et al. (2000); one with correlated
jumps and the other with uncorrelated jumps. I follow Eraker et al. (2003) and
propose the following model, where the logarithm of an asset’s price, Yt = log(St),
solves:1 dYt
dVt
 =
 µ
κ(θ − Vt−)
 dt+√Vt−
 1 0
ρσv
√
(1− ρ2)σv
 dWt +
 dJyst
dJvst

(2.1)
where Vt− = lims↗t Vs and Wt is a standard Brownian motion in R2. The Markov
chain st has the following transition probabilities:
P(st = 2|st = 1) = e1
P(st = 1|st = 2) = e2
Intuitively, 1/e1 is the average amount of time that st spends in regime 1, and 1/e2
is the average amount of time st spends in regime 2. Also, it implies that P (st =
1) = e2
e1+e2
and P (st = 2) =
e1
e1+e2
. Jyst and J
v
st are jump processes with Markov-
switching jump intensity λyst and λ
v
st , and Markov-switching jump sizes in returns ξ
y
st
and in volatility and ξvst . More specifically, I propose three different specifications
for the jumps, with the following notation. The SVMSJ model has jumps in returns
only, which are normally distributed: ξyst ∼ N(µyst , σyst), and have a Markov-switching
jump intensity λyst .
2 This model corresponds to Bates’ (1996) model with Markov-
1Note that original Heston’s (1993) model have a risk premium term βVt in the drift of returns,
however I drop it because it is insignificant.
2Jump mean and variance are also Markov-switching.
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switching jump parameters. The SVMSCJ model has contemporaneous jump arrival
(Nyst = N
v
st = Nst), where jumps in volatility follow an exponential distribution
ξvst ∼ exp(µvst) and jumps in returns are correlated with ξyst |ξvst ∼ N(µyst + ρJξvst , σyst).
I do not let the jump correlation ρJ be Markov switching for identification reasons.
Finally, the SVMSIJ model has independent jump arrivals and independent jump
sizes, all Markov-switching. Both models fall into the affine model class defined by
Duffie et al. (2000). For the solution of (2.1) to be well defined, I assume that the
initial conditions and the parameters have sufficient regularity conditions; see Protter
(2004).
Most stochastic volatility models in the literature construct the jump intensity
and size as functions of some fixed parameters. Jump intensity has also been modeled
as an affine function of volatility, as in Eraker (2004) or Andersen et al. (2002). More
volatile periods could mean more uncertainty, and thus more jumps. Building on the
findings of Bollerslev and Todorov (2011b), I adopt another view on the jump nature
by introducing Markov-switching parameters. They provide a very intuitive way to
model the existence of more than one regime in the data. The apparent changes
in dynamics for the periods 1998-2001 and 2007-2009 can be triggered by bigger
and more frequent jumps (See figure 2.1). A desirable model would capture these
empirical observations.
2.3 Estimation method
I develop a likelihood-based method to estimate the Markov-switching stochastic
volatility models. To do so, I use Markov Chain Monte Carlo (MCMC) methods.
Robert and Casella (2005) detail the general methodology, while Johannes and Pol-
son (2009) provide a description of the method for the estimation of continuous-time
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models. Jacquier et al. (1994) were among the first to pioneer MCMC methods to
estimate stochastic volatility models. They used the data-augmentation scheme of
Tanner and Wong (1987) so that the marginal density of volatility could be utilized
to infer about the latent volatility. In my case, however, the volatility is not the only
latent process. The jumps as well as the Markov chain are also latent. A MCMC
method also automatically delivers the filtered values of these latent variables. Fi-
nally, Jacquier et al. (1994) proved that MCMC simulation outperforms GMM and
QMLE in the estimation of stochastic volatility models, therefore these methods
provide superior sampling properties.
To be able to estimate the model via MCMC methods, I need to perform an Euler
time discretization of (2.1):
Y(t+1)∆ =Yt∆ + µ∆ +
√
Vt∆∆
y
(t+1)∆ + ξ
y
s(t+1)∆
Nys(t+1)∆
V(t+1)∆ =Vt∆ + κ(θ − Vt∆)∆ + σv
√
Vt∆∆
v
(t+1)∆ + ξ
v
s(t+1)∆
N vs(t+1)∆
where N is(t+1)∆ is a Bernoulli random variable with probability of success λ
i
s(t+1)∆
∆,
i(t+1)∆ are standard normal variables with correlation ρ, for i being equal to y and
v.3,4 ∆ is the time-discretization interval (one-day here).
To explain the estimation methodology, I decide to focus on the more complicated
model with correlated jumps in returns and volatility (SVCJMS). I need to compute
the posterior distribution, which summarizes all the information regarding the latent
variables (volatility V , the jump times N and sizes ξy, ξv, the Markov chain S) and
the parameters Θ = (µ, κ, θ, σv, ρ, µ
y
1, µ
y
2, σ
y
1 , σ
y
2 , λ1, λ2, µ
v
1, µ
v
2, e1, e2, ρJ). µ, κ and
θ are the drift parameters, σv and ρ are the volatility parameters, (µ
y
s)s∈{1,2} is the
3It equals 1 if a jump happens between t and t+ 1.
4This quantity is bounded by 1, as I impose a maximum of one jump per day.
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Markov-switching mean size of the jumps in returns and (σys )s∈{1,2} is their volatility,
(µvs)s∈{1,2} is the Markov-switching mean size of the jumps in volatility, (λs)s∈{1,2} is
the Markov-switching jump intensity, ρJ is the correlation between jumps in returns
and jumps in volatility, and e1 and e2 are the probabilities of switching from regime
1 to regime 2, and vice versa.
I draw these variables and parameters from the posterior distribution, which
combines the likelihood of the sample and the priors:
p(Θ, N, ξy, ξv, V, S|Y ) ∝ p(Y |Θ, N, ξy, ξv, V, S)p(Θ, N, ξy, ξv, V, S) (2.2)
In order to draw each of these parameters and the latent variables, their posterior
distributions need to be computed. Most of them are standard, and the formulas
are provided and proved in Appendix B. However, the posterior density of the
volatility is not a known distribution, so I add a random-walk Metropolis step to
the algorithm. To draw the states of the Markov chain S, I use the FFBS algorithm
(Forward Filtering Backward Sampling). A detail of the algorithm can be found in
Johannes and Polson (2009).
To derive the posterior distributions, I use conjugate priors. Our prior distribu-
tions are: µ ∼ N(0, 25), κθ ∼ N(0, 1), κ ∼ N(0, 1), σv ∼ IG(10, 20), ρ ∼ N(0, 1),
λy1 ∼ β(2, 20), λv1 ∼ β(2, 20), λy2 ∼ β(2, 80), λv2 ∼ β(2, 80), µy1 ∼ N(0, 100), µy2 ∼
N(0, 100), (σy1)
2 ∼ IG(5, 20), (σy2)2 ∼ IG(5, 20), µv1 ∼ G(20, 10), µv2 ∼ G(20, 10),
ρJ ∼ N(0, 2), e1 ∼ β(1, 100), e2 ∼ β(1, 100). “G” refers to the Gamma distribution,
and “IG” refers to the Inverse Gamma distribution.
The priors indicate that there exists a turbulent regime with high jump intensity,
and another regime that could be associated to a normal time where the jumps
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are very infrequent. My priors do not, however, reveal that regimes have different
lengths. All the prior distributions are uninformative, with the exception of λi1,2(i ∈
{y, v}) and µv1,2. I use the same priors to estimate the models with different data
sets, and also for the simulation case study.
2.3.1 The MCMC algorithm
The posterior distribution in (2.2) is not available in closed form, so I use the Gibbs
algorithm to draw iteratively from the following conditional posteriors:
volatility: p(Vt∆|V(t−1)∆, V(t+1)∆, Θ, N , ξy, ξv, S, Y ), t = 1, . . . , T
jump times: p(Nt∆ = 1|Θ, ξy, ξv, V , S, Y ), t = 1, . . . , T
jump sizes: p(ξyst∆ |Θ, Nt∆ = 1, ξv, V , S, Y ), t = 1, . . . , T
p(ξvst∆ |Θ, Nt∆ = 1, ξy, V , S, Y ), t = 1, . . . , T
states: p(st∆|s−t∆, Θ, N , ξy, ξv, V , Y ), t = 1, . . . , T
parameters: p(Θi|Θ−i, N, ξy, ξy, V , Y ), i = 1, . . . , k
where Θ−i denotes the parameter vector except the ith one, and k is the number of
elements in Θ. The draws are made using the formulas in Appendix B.
The algorithm provides a set of draws {V (m), N (m), ξy(m), ξv(m), S(m),Θ(m)}Mm=1,
M being the number of Monte Carlo simulations. These draws are samples from the
posterior distribution in (2.2). A very nice feature of MCMC methods is that the
filtered values of the latent variables can be computed. Because the spot volatilities,
jump times and sizes and the Markov chain are drawn from the posterior distribution,
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the Monte Carlo estimates of these processes is given by:
E[Xt∆|Y ] ≈ 1
M
M∑
m=1
X
(m)
t∆ (2.3)
where X can be V, ξy, ξv, N or S. Eraker et al. (2003) also note a desirable feature
of the MCMC methods: E[Xt∆|Y ] is estimated and not E[Xt∆|Y, Θˆ], which means
that all the parameter uncertainty is integrated out.
2.3.2 Model diagnoses
I consider here the model-implied return residuals, defined by:
y(t+1)∆ =
Y(t+1)∆ − Yt∆ − µs(t+1)∆∆−Nys(t+1)∆ξys(t+1)∆√
Vt∆∆
≈ N(0, 1) (2.4)
The posterior distribution of these residuals is easy to compute, and should be ap-
proximately normal (not exactly because the true model is continuous) with mean
0 and variance 1, and independent. Abnormally large or correlated residuals would
point to misspecification.
More formal tests can also be used. Here, I can compare the marginal likelihood
of the nested models by computing the Bayes factors. This approach does not rely
on large sample distribution theory, and allows us to rank the models. Section 3.4
provides details on how to derive the Bayes factor formulas. I will summarize here
the intuition behind their meaning. Assume an agnostic prior view on the models:
p(SV J) = p(SVMSJ) > 0.5 Bayes’ theorem implies that the posterior odds are:
p(SV J |Y )
p(SVMSJ |Y ) =
p(Y |SV J)
p(Y |SVMSJ)
p(SV J)
p(SVMSJ)
=
p(Y |SV J)
p(Y |SVMSJ) .
5It is not necessary to suppose that p(SV J) + p(SVMSJ) = 1.
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p(Y |SV J)/p(Y |SVMSJ) is known as the Bayes factor. Section 3.4 shows that, after
several computations:
odds(SV J : SVMSJ) =
B(γ10, γ20)
B(γ10, γ20 + T )
×
[
1
M
M∑
m=1
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 + T )
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 )
]
where “B” is the beta function. The other Bayes factors can be computed accord-
ingly. The draws returned by the MCMC sampler are used to evaluate this sum.
Kass and Raftery (1995) provide scales for the interpretation of the Bayes factors.
Evidence against a model is positive if the log odds ratio is between 2 and 6, strong
if between 6 and 10, and very strong if the log odds ratio is greater than 10. Another
important feature of the Bayes factors is that they do not necessarily favor more
complex models.6
2.3.3 Simulation results
I run a simulation study to verify my method’s ability to identify the true parameters.
I generate 100 data sets of 4000 points each using Euler discretizations. I sample
at the daily frequency (∆ = 1/252), but I use a finer scheme of 20 additional steps
within each day (equivalent to roughly a 20-minutes frequency) in order to reduce
the bias of the samples. I estimate them using the MCMC sampler, drawing 50,000
points and discarding the first 20,000.
Table 2.1 shows the results for the SVMSJ with Markov-switching jump intensity
only (SVMSJ1) and Markov-switching jump mean and intensity (SVMSJ2). The
former is very well estimated, with all the parameters of the estimation falling within
one standard deviation of the true parameters. When letting the jump mean be
6See Kass and Raftery (1995) for more details on the subject.
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Table 2.1: Simulation study for the models with jumps in
returns
SVMSJ1 SVMSJ2
True Mean RMSE True Mean RMSE
µ 0.03 0.0301 0.0168 0.04 0.0420 0.0149
κ 0.02 0.0212 0.0034 0.02 0.0230 0.0054
θ 1.25 1.2418 0.1391 1.25 1.1780 0.1302
σv 0.15 0.1487 0.0123 0.15 0.1466 0.0133
ρ −0.7 −0.7027 0.0433 −0.7 −0.6951 0.0523
µys −0.5 −0.4675 0.3883 0 0.0394 0.2757−3 −2.7041 0.8677
σy 3 2.8561 0.3245 2 1.9227 0.2507
λ1 0.8 0.7376 0.0878 0.6 0.5957 0.1014
λ2 0.003 0.0041 0.0019 0.004 0.0054 0.0024
e1 0.03 0.0229 0.0069 0.02 0.0197 0.0067
e2 0.001 0.0014 0.0006 0.002 0.0033 0.0013
This table shows the simulation study for the models with jumps
in returns(SVMSJ). The SVMSJ1 jump intensity is the only
Markov-switching parameter. The SVMSJ2 jump intensity and
mean are Markov-switching. See Section 2.3 for a description of the
parameters. I estimate 100 samples, using 50, 000 MC draws and
discarding the first 20, 000.
Markov-switching (SVMSJ2), the mean in the calm regime (regime 2) is estimated
less accurately, as only very few jumps happen during that regime. Note that I decide
not to let jump volatility σy be Markov-switching in order to avoid identification
issues. Only a few jumps are available in each sample, and even fewer when separating
them into two regimes, so it is reasonable not to do so.
When introducing jumps in returns and volatility, the overall estimations remain
precise. Table 2.2 presents the results for the SVMSCJ and SVMSIJ models with
Markov-switching jump intensity only. The precision of the estimation persists for
the SVMSCJ model, except for the jump means which are slightly underestimated.
Parameter inference also remains accurate for the SVMSIJ model. Jump intensities
in the turbulent regime (regime 1) are underestimated, as well as the jump size
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Table 2.2: Simulation study for the models with jumps in re-
turns and volatility
SV CMSJ SV IMSJ
True Mean RMSE True Mean RMSE
µ 0.03 0.0297 0.0122 0.03 0.0261 0.0126
κ 0.02 0.0215 0.0034 0.02 0.0214 0.0034
θ 0.90 0.8826 0.1239 0.90 0.8747 0.1162
σv 0.14 0.1369 0.0092 0.14 0.1356 0.0098
ρ −0.7 −0.6848 0.0422 −0.7 −0.6981 0.0441
µys −2 −1.0596 0.4152 −0.4 −0.2153 0.3912
σy 2 2.2535 0.2364 2.5 1.9974 0.3002
λys
0.3 0.3077 0.0544 0.7 0.5125 0.1115
0.003 0.0033 0.0014 0.005 0.0058 0.003
µv 0.9 0.7666 0.0809 1 0.8399 0.0631
λvs
0.3 0.3077 0.0544 0.1 0.0689 0.0250
0.003 0.0033 0.0014 0.001 0.0023 0.0016
ρJ −1 −0.5988 0.4593
e1 0.02 0.0247 0.0037 0.025 0.0228 0.0043
e2 0.0006 0.0009 0.0005 0.001 0.0009 0.0005
This table shows the simulation study for the models with jumps in
returns and in volatility, where the jump intensity is the only Markov-
switching parameter. The left table shows the correlated jump model
(SVMSCJ) and the right table shows the independent jump model
(SVMSIJ). See Section 2.3 for a description of the parameters. I
estimate 100 samples, using 50, 000 MC draws and discarding the first
20, 000.
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parameter in volatility µv. This model is the hardest to estimate, as there now exist
two Markov-switching jump parameter processes, and only few jumps in volatility.
2.4 Empirical results
In this section, I perform parameter inference for the three models detailed in Section
2.2. When Eraker et al. (2003) underline the importance of considering the addition
of jumps in volatility, their main argument is that a model with jumps in returns
only could not have generated the Black Monday (1987) market crash. My sample
does not include this date, so I start my analysis by considering the SVMSJ model,
which does not have jumps in volatility. Then, in order to test whether the addition of
jumps in volatility results in a better data fit or not, I estimate the SVMSCJ model
with correlated jumps in returns and volatility (both types of jumps happen at the
same time). I also evaluate the SVMSIJ model with independent jumps in returns
and volatility, where both jump processes are independent. By adding another latent
process (jumps in volatility), these two models significantly complicate the SVMSJ
case, so I decide to let the jump intensity be the only Markov-switching parameter.
Therefore, the jump size parameters µy, σy and µv are not Markov-switching for the
models with jumps in returns and volatility.
I estimate each model using S&P 500 and Nasdaq returns from January 2, 1990
to December 31, 2014. This provides 6301 daily observations for each index. I
choose that sample length in order to incorporate at least two major crises where
some market stress can be observed. These samples include the Asian financial crisis
of 1997, the Russian financial crisis of 1998, the Dotcom bubble and crash of 2001
(henceforth denoted as the Dotcom crash) and the recent financial crisis(2007-2009).
Table 2.3 summarizes the two data sets for the continuously compounded returns,
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Table 2.3: Summary statistics for S&P 500 and Nasdaq returns,
1990-2014
Mean Volatility Skewness Kurtosis Min Max
S&P 500 90-14 6.98 18.13 -0.24 11.75 -9.47 10.96
Nasdaq 90-14 9.33 23.73 -0.09 9.18 -10.17 13.25
scaled by 100. The mean and the volatility are annualized.
2.4.1 SVMSJ model
This section presents the results for the stochastic volatility model with jumps in
returns, where the jump parameters (mean and intensity) are Markov-switching
(SVMSJ). I follow Hamilton (1989) by imposing a restriction on the jump in-
tensity: λy1 > λ
y
2. This naturally induces regime 1 to have more jumps, and thus to
be the turbulent regime.
Table 2.4 compares the parameters and their standard errors for the SV J model
(no Markov-switching) with the SVMSJ model (Markov-switching jump parame-
ters). The Markov-switching model finds two regimes for both indices – one describ-
ing a turbulent market (st = 1) and the other one a calm market (st = 2). For
Nasdaq returns, the jump intensity is as high as 0.6829 when the market is under
stress, which corresponds to one jump every 1.5 days. Also, a period of turbulence
lasts on average 149 days, and displays jumps with mean size of roughly zero, which
means that positive and negative jumps can occur with equal probability. However, a
calm market lasts on average 833 days, with a low jump occurrence of 0.0082, which
is equivalent to one jump every 122 days. During calm periods, jumps are mostly
negative. In contrast, the S&P 500 index jumps less frequently. The calm regime is
longer than in the Nasdaq case, and lasts roughly 1000 days. Jumps are negative and
very rare (one every 434 days). The turbulent regime lasts on average 35 days, with
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Table 2.4: Parameter comparison for the SV J and SVMSJ models
Jumps in returns only, Nasdaq Jumps in returns only, S&P 500
SV J SVMSJ SV J SVMSJ
µ 0.1063(0.0161) 0.0743(0.0129) 0.0304(0.0095) 0.0256(0.0093)
θ 1.6465(0.2459) 1.4517(0.1407) 1.1098(0.1459) 1.0927(0.1081)
κ 0.0110(0.0019) 0.0183(0.0032) 0.0164(0.0023) 0.0176(0.0025)
σv 0.1476(0.0097) 0.1665(0.0123) 0.1464(0.0073) 0.1479(0.0093)
ρ −0.5881(0.0390) −0.5998(0.0402) −0.7256(0.0286) −0.7297(0.0283)
µy1 −0.9140(0.2007) 0.0547(0.1091) −1.6070(0.6878) −0.0986(0.4723)
µy2 −1.3870(0.4377) −1.5947(1.4005)
σy 1.1334(0.1279) 1.6649(0.2897) 1.7947(0.3537) 3.2963(0.6582)
λy1 0.0617(0.0214) 0.6829(0.0899) 0.0090(0.0044) 0.5855(0.0975)
λy2 0.0082(0.0021) 0.0023(0.0016)
e1 0.0067(0.0046) 0.0284(0.0134)
e2 0.0012(0.0007) 0.0010(0.0005)
The MCMC sampler runs with 100, 000 MC draws, and discards the first 30, 000 draws.
The standard errors are reported in parentheses. Nasdaq and S&P 500 data run from
1990 to 2014.
very frequent jumps (one every 1.7 days) of slightly negative size. The jump variance
is high, though, which means that either very positive or very negative jumps can
be observed. For both indices, these results contrast with the estimation performed
by the SV J model. The latter finds mostly negative jumps, happening rarely during
the whole period.
One can also note that the long run mean of returns is lower when estimated with
the SVMSJ model (for both indices), because it finds more positive jumps than the
SV J model. Finally, the Nasdaq stochastic volatility drift parameters are different.
The SV J model finds a more persistent volatility7 and observes a higher volatility
long run mean θ (20.28% vs 19.05%).8 S&P 500 drift and volatility parameters are
similar for both SV J and SVMSJ models.
One of the greatest advantages of MCMC methods is the possibility to compute
7The speed of mean-reversion κ is lower for the SV J model.
8These are the annualized values for the volatility, not the variance.
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the filters of the latent processes. Figure 2.2 shows several of these quantities. The
top panel plots the evolution of the Nasdaq index during the period considered. The
second panel draws the filtered value of the Markov chain of the states (st = 1 when
the market in under stress), given by E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The third and fourth
panels describe the filtered values of the jumps estimated by the SV J and SVMSJ
models, given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ , and the volatility filters returned by both
models, given by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆ . The Nasdaq estimation shows that jumps
determined by the SVMSJ model are of bigger size and less frequent than the ones
returned by the SV J model. Moreover, SVMSJ jumps appear to cluster when
the market is under stress, and most of the jumps estimated by the SV J model
are negative. The SV J volatility also captures most of the uncertainty during the
financial crisis: it is striking that the model finds no jumps during this turbulent
period. The SVMSJ model, however, finds that most of the jumps happen during
the three recent crises: the 1997-1998 crises, the Dotcom bubble and crash, and the
financial crisis. Figure 2.3 presents the two Nasdaq volatility filters during the 1998-
2002 period and the financial crisis. Allowing the jump parameters to be Markov-
switching reduces the volatility substantially during these periods of turbulence. This
also explains the difference in estimations for κ and θ for both models.
Figure 2.4 shows, from the top in a descending order, the S&P500 index, the
Markov chain of the states (st = 1 corresponds to an agitated market), the filtered
values of the jumps estimated by SV J and SVMSJ models, and the volatility filters
returned by both models. The Markov chain identifies a few turbulent periods, but
the major one is the financial crisis. During this period, the model finds a lot
of jumps, positive or negative, which contrast with SV J jumps that are rare and
mostly negative. These findings are in line with the estimates in Table 2.4. Finally,
unlike the Nasdaq case, the stochastic volatility is quite similar for both models.
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Why is there such a difference when estimating the two indices? The Dotcom
crash affected mainly the Nasdaq index, and a lot of the uncertainty driving the S&P
500 fluctuations during that period was coming from the stochastic volatility, not
from the jumps. This is one noticeable difference when looking at the dynamics of
both indices during that time (1997-2001), as Figure 2.1 illustrates. However, the
financial crisis affected the whole economy, which is why a lot of the uncertainty in
2007-2009 materialized as numerous jumps for both indices.
I finish this section by providing some informal diagnoses. The residuals in (2.4)
should be approximately normally distributed with mean 0 and standard deviation 1.
Figure 2.5 plots these residuals, which can be computed using the MCMC outputs.
The S&P 500 residuals returned by the SV J model are correlated during the financial
crisis (2008), as pointed by the arrows. The Nasdaq residuals also depart from
normality for both models, as circled on the graph. To have a clearer picture of the
residuals’ distribution, Figures 2.6 and 2.7 provide QQplots of them for the two main
periods of turbulence. The S&P 500 case is the most striking: the SV J model fits the
data well for the financial crisis. However, it is clearly misspecified for the Dotcom
crash. The Nasdaq case, however, shows that both models are misspecified during
the Dotcom crash. The main reason is that Nasdaq dynamics are very different
between these two crises, probably highlighting the existence of a third regime or the
need to add jumps in volatility.
2.4.2 SVMSCJ model
This section presents the results for the stochastic volatility model with correlated
jumps in returns and volatility. The jump intensity is the only parameter affected
by regime switches. As in Section 2.4.1, I impose λ1 > λ2. The estimation of the
model without Markov-switching jump intensity is also provided (SV CJ).
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Parameter estimation for both indices is presented in Table 2.5. Estimation
results from the previous section have been added to the table to facilitate the com-
parison across models. The model identifies two regimes, which are roughly matching
the estimation from the previous section. Jumps in volatility are of similar size for
both models (Markov-switching and non Markov-switching). However, there exist
some differences when adding jumps in volatility. First, the long-run mean of the
volatility θ is reduced for both Markov-switching (from 1.4517 to 1.1139 and 1.0927
to 0.8873 for Nasdaq and S&P 500 returns, respectively) and non-Markov-switching
(from 1.6465 to 1.3629 and 1.1098 to 1.0455 for Nasdaq and S&P 500 returns, re-
spectively) models, because the jumps in volatility explain more of the the stochastic
volatility’s variation. In addition, adding jumps in volatility makes the jumps a little
bit less frequent during turbulent periods (14 per month vs. 9 − 10 per month for
both indices) and less frequent during calm periods (1 per year vs. 2 per year for
the Nasdaq index and 0.6 per year vs. 1 per year for the S&P 500 index). The
last noticeable difference concerns Nasdaq returns, where the average length of the
turbulent periods is longer for the SVMSJ model than for the SVMSCJ model.
The main reason is that the SVMSJ model identifies the whole period 1998-2002
(see Figure 2.2) as turbulent, which contrasts with the findings of the SVMSCJ
model that identifies several small periods of turbulence spread out over the 1998-
2002 period, as seen on Figure 2.8. The figure also reveals that volatility is quite
different during the financial crisis, and that regimes are less easily identified for
the SVMSCJ model than for the SVMSJ model, especially during the 1998-2002
period. Estimation of the S&P 500 index also shows this feature, as seen in Figure
2.9, which differs from Figure 2.4 where turbulent regimes can be clearly identified
as E[st∆|Y ] ≈ 1.
Figure 2.10 draws the residuals for both models (SV CJ and SVMSCJ), with the
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Table 2.5: Parameter comparison for the SV CJ and SVMSCJ models
Jumps in returns only Correlated jumps
Nasdaq Nasdaq
SV J SVMSJ SV CJ SVMSCJ
µ 0.1063(0.0161) 0.0743(0.0129) 0.0774(0.0132) 0.0759(0.0125)
θ 1.6465(0.2459) 1.4517(0.1407) 1.3629(0.1859) 1.1139(0.1451)
κ 0.0110(0.0019) 0.0183(0.0032) 0.0124(0.0025) 0.0171(0.0030)
σv 0.1476(0.0097) 0.1665(0.0123) 0.1470(0.0134) 0.1341(0.0134)
ρ −0.5881(0.0390) −0.5998(0.0402) −0.5734(0.0417) −0.5757(0.0473)
µy1 −0.9140(0.2007) 0.0547(0.1091) −1.4956(0.7047) −0.6347(0.4624)
µy2 −1.3870(0.4377)
σy 1.1334(0.1279) 1.6649(0.2897) 1.5812(0.2594) 2.5911(0.4258)
λy1 0.0617(0.0214) 0.6829(0.0899) 0.0143(0.0064) 0.5195(0.0954)
λy2 0.0082(0.0021) 0.0047(0.0024)
µv 0.3559(0.0618) 0.3878(0.0533)
ρJ −0.6192(1.2791) −1.6869(1.0627)
e1 0.0067(0.0046) 0.0276(0.0106)
e2 0.0012(0.0007) 0.0017(0.0007)
S&P 500 S&P 500
SV J SVMSJ SV CJ SVMSCJ
µ 0.0304(0.0095) 0.0256(0.0093) 0.0296(0.0092) 0.0306(0.0098)
θ 1.1098(0.1459) 1.0927(0.1081) 1.0455(0.0459) 0.8873(0.1027)
κ 0.0164(0.0023) 0.0176(0.0025) 0.0184(0.0024) 0.0219(0.0027)
σv 0.1464(0.0073) 0.1479(0.0093) 0.1437(0.0084) 0.1453(0.0099)
ρ −0.7256(0.0286) −0.7297(0.0283) −0.7333(0.0310) −0.7322(0.0293)
µy1 −1.6070(0.6878) −0.0986(0.4723) −1.6526(1.0615) −0.7892(0.6478)
µy2 −1.5947(1.4005)
σy 1.7947(0.3537) 3.2963(0.6582) 2.1762(0.4209) 2.3760(0.5568)
λy1 0.0090(0.0044) 0.5855(0.0975) 0.0070(0.0024) 0.4457(0.1083)
λy2 0.0023(0.0016) 0.0038(0.0020)
µv 0.4400(0.0764) 0.4663(0.0738)
ρJ −1.4226(1.6596) −1.8079(1.4233)
e1 0.0284(0.0134) 0.0269(0.0131)
e2 0.0010(0.0005) 0.0009(0.0005)
The MCMC sampler uses 100,000 draws and discards the first 30, 000 ones. The two last columns
present the results for the SV CJ and SVMSCJ models, but the SV J and SVMSJ estimations
have also been added on the second and third columns to facilitate the comparison across models.
The standard errors are reported in parentheses. The upper and lower tables estimate the Nasdaq
and S&P 500 indices from 1990 to 2014, respectively.
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two top panels representing the S&P 500 index and the two bottom panels showing
the Nasdaq index. The arrows on the top panel highlight some problematic areas,
where the residuals are not following a normal distribution with mean 0 and variance
1, and are correlated. The circles in the third panel also illustrate these departures
from normality with correlated residuals. It appears that the SV CJ model does not
fit the data well during the financial crisis.
2.4.3 SVMSIJ model
This final section presents the results for the stochastic volatility model with indepen-
dent jumps in returns and volatility. The jump intensities are the only parameters
affected by the regime switches. Note that there exist two jump intensities, as jumps
are independent, but only one Markov chain is driving them. This means that when
the model finds a turbulent regime, both jump intensities will switch to this turbulent
regime at the same time. As in the previous sections, I restrict λi1 > λ
i
2(i ∈ {y, v})
to facilitate the identification of each regime. The estimation of the non Markov-
switching model is also included.
Table 2.6 provides the parameter estimation for both indices, along with param-
eter estimates from the previous section to facilitate their comparison. The Nasdaq
estimation reveals that the calm regime lasts on average 384 days, and has rare jumps
in returns (every 66 days) and in volatility (every 322 days). The turbulent regime
lasts 47 days and contains more frequent jumps in returns (almost daily) and in
volatility (every 2.8 days). This contrasts with the SV IJ model estimation, which
finds rare jumps in volatility (one jump every 294 days) but more frequent jumps in
returns (every 28 days). Moreover, jumps in returns are mostly negative, while the
SVMSIJ model finds jumps to be either positive or negative. Nonetheless, jumps in
volatility are of similar size to those estimated by the SV IJ model. The correlated
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jump model has less frequent jumps in returns, but more frequent jumps in volatil-
ity. The average length of the regimes is similar. The S&P 500 estimation shows a
calm regime lasting 909 days on average, which has jumps in returns every 435 days
and jumps in volatility every 200 days. In the turbulent regime (lasting 31 days on
average), jumps in returns happen every 1.3 days and jumps in volatility every 2.4
days. As it is the case for the other models, the SV IJ model finds more negative
and rarer jumps than the SVMSIJ model. Also, jumps in volatility have similar
size. The comparisons between the independent and correlated jumps models are
similar to the Nasdaq case.
When comparing the Nasdaq filtered values of the states E[st∆|Y ] in Figures
2.8 and 2.11, the independent jumps model identifies longer periods of turbulence
around 2008 and during the Dotcom bubble. It also finds jumps in volatility of
higher size, compared to the correlated jumps model. The comparison of the S&P
500 latent processes also allows to make some significant remarks. These plots can
be found in Figures 2.9 and 2.12. The regimes can be easily identified when letting
the jumps in volatility and returns be independent. Having two different jump pro-
cesses helps the model identify periods of turbulence, which was not the case with
a single correlated jump process, especially during the 1998-2000 period. Further-
more, stochastic volatility is very similar for the SV IJ and SVMSIJ models, but
shows some differences during the financial crisis between the SV CJ and SVMSCJ
models.
Finally, the model-implied residuals allow to conclude that the model with Markov-
switching parameters performs better at fitting the data. As they are similar to the
residuals returned by the correlated jump model, we omit their plot in this section.
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Table 2.6: Parameter comparison for the SV IJ and SVMSIJ models
Correlated Jumps Independent Jumps
Nasdaq Nasdaq
SV CJ SVMSCJ SV IJ SVMSIJ
µ 0.0774(0.0129) 0.0759(0.0125) 0.0932(0.0155) 0.0894(0.0130)
θ 1.3628(0.1859) 1.1136(0.1451) 1.5603(0.3552) 0.9439(0.1159)
κ 0.0124(0.0025) 0.0171(0.0030) 0.0127(0.0033) 0.0216(0.0040)
σv 0.1470(0.0134) 0.1341(0.0134) 0.1609(0.0105) 0.1303(0.0165)
ρ −0.5728(0.0417) −0.5757(0.0473) −0.5656(0.0372) −0.5842(0.0451)
µy1 −1.4963(0.7047) −0.6347(0.4624) −1.0954(0.2842) −0.5875(0.1797)
µy2
σy 1.5810(0.2594) 2.5913(0.4258) 1.2567(0.1802) 1.9056(0.2659)
λy1 0.0143(0.0064) 0.5195(0.0954) 0.0354(0.0169) 0.8466(0.1085)
λy2 0.0047(0.0024) 0.0151(0.0084)
λv1 0.0034(0.0008) 0.3536(0.1498)
λv2 0.0031(0.0032)
µv 0.3559(0.0618) 0.3878(0.0533) 0.3484(0.0629) 0.4303(0.0849)
ρJ −0.6192(1.2792) −1.6871(1.0629)
e1 0.0276(0.0106) 0.0212(0.0078)
e2 0.0017(0.0007) 0.0026(0.0009)
S&P 500 S&P 500
SV CJ SVMSCJ SV IJ SVMSIJ
µ 0.0296(0.0092) 0.0306(0.0098) 0.0292(0.0092) 0.0287(0.0095)
θ 1.0455(0.0459) 0.8873(0.1027) 1.0107(0.1459) 0.8602(0.0864)
κ 0.0184(0.0024) 0.0219(0.0027) 0.0189(0.0024) 0.0228(0.0032)
σv 0.1437(0.0084) 0.1453(0.0099) 0.1491(0.0090) 0.1450(0.0102)
ρ −0.7333(0.0310) −0.7322(0.0293) −0.7459(0.0301) −0.7406(0.0301)
µy1 −1.6526(1.0615) −0.7892(0.6478) −1.8289(0.8190) −0.8209(0.3677)
σy 2.1762(0.4209) 2.3760(0.5568) 1.8085(0.3650) 3.1044(0.3926)
λy1 0.0070(0.0024) 0.4457(0.1083) 0.0075(0.0046) 0.7725(0.1085)
λy2 0.0038(0.0020) 0.0023(0.0013)
λv1 0.0041(0.0023) 0.4163(0.1405)
λv2 0.0050(0.0028)
µv 0.4400(0.0764) 0.4663(0.0738) 0.5405(0.1090) 0.4214(0.0790)
ρJ −1.4226(1.6596) −1.8079(1.4233)
e1 0.0269(0.0131) 0.0318(0.0136)
e2 0.0009(0.0005) 0.0011(0.0005)
The MCMC sampler uses 100,000 draws and discard the first 30, 000 ones. The two last columns
present the results for the SV IJ and SVMSIJ models, but the SV CJ and SVMSCJ models
have also been added on the second and third columns to facilitate the comparison across models.
The standard errors are reported in parentheses. The upper and lower tables estimate the Nasdaq
and S&P 500 indices from 1990 to 2014, respectively.
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Table 2.7: Odds ratios
S&P 500 Nasdaq
SVJ:SVMSJ 11.53 3.77
SVCJ:SVMSCJ 10.10 18.72
SVIJ:SVMSIJ 14.35 15.78
The log odds ratios rank the estimated
models. Evidence against the non-
Markov-switching model is positive if the
result is between 2 and 6, strong between
6 and 10, and very strong if the ratio is
greater than 10.
2.4.4 Markov-switching diagnoses
The odds ratios provide a rigorous tool to rank the models. Table 2.7 shows the
log odds ratios results for the S&P 500 and Nasdaq indices, across the three models
considered in this chapter. First, it is interesting to note that Nasdaq results are
inconclusive when only having jumps in returns (SV J and SVMSJ models). This
confirms the results from the QQplots, which show that both models were misspec-
ified. The remaining results, however, confirm what can be seen on the QQplots:
Adding Markov-switching jump parameters improves the fit of asset prices. This
also underlines the importance of modeling state-dependent jumps, which has been
showed with high frequency data.
2.4.5 Markov-switching jump parameters
The large variations in returns during periods of turbulence can be explained by two
phenomena: a higher stochastic volatility and more jumps. However, the Markov-
switching models detect more jumps during periods of market stress. It is possible
to decompose the total variation of observed returns in order to assess the role of
jumps. To do so, I follow Eraker et al. (2003) and decompose the total variation of
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Table 2.8: Variance decomposition for the three classes of models
Spot volatility Total volatility Jump Variance (% total)
S&P 500 Nasdaq S&P 500 Nasdaq S&P 500 Nasdaq
SVJ 16.72 20.37 17.11 21.15 4.49 7.24
SVMSJ 16.59 19.13 18.37 21.12 18.39 18.02
SVCJ 17.48 21.13 17.85 21.54 4.11 3.68
SVMSCJ 17.90 21.86 18.69 23.24 8.18 11.47
SVIJ 16.85 20.41 17.22 21.01 4.21 5.61
SVMSIJ 17.43 21.10 19.41 23.49 19.33 19.23
The second and third columns compute V¯ = E[Vt], the fourth and fifth V¯ +E[(ξyt )2]λ¯y
and the last two columns the ratio in (2.5). When there is no jump in volatility,
V¯ = θ, but when adding jumps in returns and volatility, V¯ = θ + µ¯vλ¯vκ . Note that
λ¯v = λv1P(st = 1) + λv2P(st = 2) and µ¯v = µv1P(st = 1) + µv2P(st = 2).
returns into stochastic volatility and jump components, for the three models esti-
mated (SVMSJ , SVMSCJ , and SVMSIJ). The proportion of the variance due
to the jumps is:
E [(ξyt )2] λ¯y
V¯ + E[(ξyt )2]λ¯y
(2.5)
where λ¯y = λy1P(st = 1) +λ
y
2P(st = 2). Table 2.8 provides this decomposition for the
S&P 500 and Nasdaq indices. When the jump intensity is constant, jumps explain
only a small part of the total variance of returns. However, when allowing the jump
intensity to be Markov-switching, jumps in returns contribute to the variance in
higher proportions. It can be noted that the total volatility obtained from Markov-
switching models is closer to the sample standard deviation in Table 2.3.
2.5 Conclusion
In this chapter, I propose an alternative modeling for jumps in a continuous time
setting with low frequencies of observations. I use Heston’s (1993) stochastic volatil-
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ity model with jumps and allow the jump parameters to be Markov-switching. I
estimate three different models for the Nasdaq and S&P 500 indices. Letting the
jump parameters be Markov-switching changes the dynamics of the jump processes,
which makes clusters of jumps appear during turbulent periods that are identified
by the model. Moreover, this has the effect of changing stochastic volatility during
these periods of market stress. As jumps happen very frequently during these times,
they drive a bigger part of uncertainty in indices returns. These clusters of jumps
also contain a non-negligible amount of positive jumps, which are absent most of the
time when using state-independent jumps. The odds ratios clearly favor the use of
Markov-switching jump parameters when estimating the S&P 500 data. This is also
revealed by QQplots of the returns residuals during turbulent periods, which demon-
strate the better fit offered by the models. The Nasdaq case also offers convincing
evidence, except when there are no jumps in volatility.
I still have several points to address, exploiting the findings from the S&P 500
and Nasdaq indices. First, I plan to compare the estimates of the latent processes
returned by the MCMC sampler (volatility, jumps, Markov chain for the regimes)
with non-parametric high-frequency based estimates (e.g., realized variance, bipower
variation), or some uncertainty indicator based on macroeconomic data (see, e.g.,
Jurado et al. (2015)). I will also explore the variance risk premium implications,
in the spirit of Bollerslev and Todorov (2011b), and the option pricing implications,
where I could compare the volatility smile returned by my models to the one obtained
with options prices.
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Figure 2.1: Prices and returns for the S&P500 and Nasdaq indices
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Figure 2.2: Nasdaq latent variables for the models with jumps in
returns
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This figure compares several outputs returned by the MCMC sampler of the
SV J and SVMSJ models, for the Nasdaq index between 1990 and 2014.
The top panel plots the index over the period considered. The second panel
shows the filtered values of the states, given by E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The
third panel shows the jump filtered values, given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ .
The bottom panel plots the stochastic volatility filtered values, given by
E[Vt∆|Y ] = 1M
∑
V
(m)
t∆ .
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Figure 2.3: Nasdaq stochastic volatility for the models with jumps
in returns
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These figures plot the filtered values of the stochastic volatility returned
by both SV J and SVMSJ models. The top figure covers the 1998-2002
period, and the bottom figure covers the financial crisis (2008-2009).
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Figure 2.4: S&P 500 latent variables for the models with jumps in
returns
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This figure compares several outputs returned by the MCMC sampler of the
SV J and SVMSJ models, for the S&P 500 index between 1990 and 2014.
The top panel plots the index over the period considered. The second panel
shows the filtered values of the states, given by E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The
third panel shows the jump filtered values, given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ .
The bottom panel plots the filtered values of the stochastic volatility, given
by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆
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Figure 2.5: Residuals of the models with jumps in returns
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The residuals are computed from equation (2.4). The two top panels plot
the residuals for the S&P 500 index, and the two bottom panels exhibit
them for the Nasdaq index. Two red bands delimitates a 95% confidence
interval.
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Figure 2.6: QQplots of the Nasdaq residuals for the models with
jumps in returns
−4 −2 0 2 4
−4
−3
−2
−1
0
1
2
3
4
5
Standard Normal Quantiles
Qu
an
tile
s o
f I
np
ut
 S
am
ple
QQplot for the Dotcom bubble and crash − Nasdaq − SVJ
−4 −2 0 2 4
−4
−3
−2
−1
0
1
2
3
4
Standard Normal Quantiles
Qu
an
tile
s o
f I
np
ut
 S
am
ple
QQplot for the Dotcom bubble and crash − Nasdaq − SVMSJ
−4 −2 0 2 4
−4
−3
−2
−1
0
1
2
3
4
Standard Normal Quantiles
Qu
an
tile
s o
f I
np
ut
 S
am
ple
QQplot for the financial crisis − Nasdaq − SVJ
−4 −2 0 2 4
−4
−3
−2
−1
0
1
2
3
Standard Normal Quantiles
Qu
an
tile
s o
f I
np
ut
 S
am
ple
Normal plot for the financial crisis − Nasdaq − SVMSJ
The residuals are obtained from equation (2.4) for the Nasdaq case. The
top right panel draws a QQplot for the SV J residuals during the Dotcom
crash, and the top left panel does it for the SVMSJ model. The bottom
left panel provides a QQplot for the SV J residuals during the financial
crisis, and the right panel provides a QQplot for the SVMSJ model.
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Figure 2.7: QQplots of the S&P 500 residuals for the models with
jumps in returns
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The residuals are obtained from equation (2.4) for the S&P 500 case. The
top right panel draws a QQplot for the SV J residuals during the Dotcom
crash, and the top left panel does it for the SVMSJ model. The bottom
left panel provides a QQplot for the SV J residuals during the financial
crisis, and the right panel provides a QQplot for the SVMSJ model.
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Figure 2.8: Nasdaq latent quantities for the models with correlated
jumps in returns and volatility
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This figure compares several outputs returned by the MCMC sampler for
the SV CJ and SVMSCJ models estimating the Nasdaq index between
1990 and 2014. The top panel plots the index over the period consid-
ered. The second panel shows the filtered values of the states, given by
E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The third panel shows the jump filtered values,
given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ . The bottom panel plots the stochastic
volatility filter, given by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆
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Figure 2.9: S&P 500 latent variables for the models with correlated
jumps in returns and volatility
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This figure compares several outputs returned by the MCMC sampler for
the SV CJ and SVMSCJ models estimating the S&P 500 index between
1990 and 2014. The top panel plots the index over the period consid-
ered. The second panel shows the filtered values of the states, given by
E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The third panel shows the jump filtered values,
given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ . The bottom panel plots the stochastic
volatility filter, given by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆
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Figure 2.10: Residuals of the models with correlated jumps in returns
and volatility
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The residuals are computed from equation (2.4). The two top panels plot
the residuals for the S&P 500 index, and the two bottom panels exhibit
them for the Nasdaq index. Two red bands delimitates a 95% confidence
interval.
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Figure 2.11: Nasdaq latent quantities for the models with indepen-
dent jumps in returns and volatility
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This figure compares several outputs returned by the MCMC sampler for
the SV IJ and SVMSIJ models estimating the Nasdaq index between
1990 and 2014. The top panel plots the index over the period consid-
ered. The second panel shows the filtered values of the states, given by
E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The third panel shows the jump filtered values,
given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ . The bottom panel plots the stochastic
volatility filter, given by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆
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Figure 2.12: S&P 500 latent variables for the models with indepen-
dent jumps in returns and volatility
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This figure compares several outputs returned by the MCMC sampler for
the SV IJ and SVMSIJ models estimating the S&P 500 index between
1990 and 2014. The top panel plots the index over the period consid-
ered. The second panel shows the filtered values of the states, given by
E[st∆|Y ] = 1M
∑
s
(m)
t∆ . The third panel shows the jump filtered values,
given by E[Jt∆|Y ] = 1M
∑
J
(m)
t∆ . The bottom panel plots the stochastic
volatility filter, given by E[Vt∆|Y ] = 1M
∑
V
(m)
t∆
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Chapter 3
Affine Stochastic Volatility Models with Regime-Switching1
3.1 Introduction
Researchers have long recognized the possibility that model parameters may not be
constant over time. For instance, the mean and volatility of stock returns changed
dramatically during the financial crisis of 2008-2009. Some regime changes can ei-
ther be recurring (business cycle) or characterized as structural breaks, and affect
financial time series such as asset prices, exchange rates and macroeconomic vari-
ables. Markov-switching models can capture these sudden changes of behavior, and
Hamilton (1989) introduced a framework with regime-switching to describe economic
growth, which was a seminal contribution.
Continuous-time modeling of financial time series has also been of interest in the
past decades. Merton (1976) was among the first to explore this area and developed
jump-diffusion models to address the issue of fat tails associated with most financial
time series. In parallel to this literature, time-varying volatility has been studied
to fit the features of the financial market data. One of the most popular models,
called the stochastic volatility model, was first considered by Johnson and Shanno
(1987) to generalize the Black and Scholes approach to option pricing models dealing
with volatility clustering. To account for the large price changes that can occur
during stress periods, Bates (1996) considered stochastic volatility models where
prices followed a jump-diffusion process, since classic diffusion stochastic volatility
models failed to explain sizable price movement, such as the October 1987 crash.
1This chapter is based on a joint work with Fan Zhuo.
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Later, Eraker et al. (2003) examined stochastic volatility models incorporating jumps
in returns and volatility.
The idea of regime changes is natural and intuitive, which is why in this chap-
ter we consider continuous-time stochastic volatility models with regime-switching.
Estimating such models is complicated because of the simultaneous presence of unob-
served volatility and latent regimes. More difficulties are also added to the estimation
if the models include jumps in returns and volatility. We provide a likelihood-based
estimation methodology for estimating such models using MCMC methods. Intro-
duced by Duffie et al. (2000), this framework is based on affine stochastic volatility
models incorporating jumps in returns and volatility. It allows some or all of the
model parameters, except parameters related to the jumps, to switch across regimes.
The main reason to exclude the jump-related parameters from switching is to avoid
the very flat likelihood function after introducing too many switching parameters. In
addition, some specification diagnostic tools are provided to help researchers assess
the ability of the various models to fit the observed data.
When testing our algorithm with simulated datasets, we show that our method
is very precise. Moreover, we find that the odds ratios formula that we derive is
sensitive to the structure of the Markov chain. Our simulation study illustrates that
the odds will positively favor a model with more switches across the time period.
However, they seem to be insensitive to the number of regime-switching parameters.
We estimate three stochastic volatility models for the S&P 500 index from 1970
to 2014. Results are similar across the three models, therefore we analyze more
extensively the one with independent jumps in returns and volatility. We also decide
to split the period considered into two subperiods, as regimes might change across
time (we choose 1970-1989 and 1990-2014). First, we find that the expected mean of
returns does not switch, which means that investors do not expect higher returns from
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the stocks when the market is in turmoil. Furthermore, the volatility experiences
different dynamics in bear markets: Its level is higher and during the 1990-2014
period it is more autocorrelated. Perron and Qu (2013) also found level shifts in
the level of S&P 500 stochastic volatility. Third, the volatility correlation with
returns and the volatility of volatility are regime-switching during the first period
only, which means that the structure of the stochastic volatility changes across both
periods. The 1970-1989 period also reveals that during a bear market, the stochastic
volatility is more volatile and more negatively correlated with returns than in a bull
market. Fourth, the two regimes found during the first period are quite different than
those in the second period, which appear to be more persistent. Finally, our regimes
agree with most of the business cycle, more particularly during the first period, as
in Hamilton (1989).
There is a growing literature on Markov-switching stochastic volatility models
(see Shibata and Watanabe (2005), So et al. (1998), Carvalho and Lopes (2007),
Casarin et al. (2013)). These papers consider log-stochastic volatility models where
the logarithm of stochastic volatility follows an AR(1) process, which is quite different
than our affine modeling. Choi and Yuan (2015) are the only ones considering affine
stochastic volatility modeling. However, they use Aı¨t-Sahalia’s (2008) expansion
methods, and therefore need the VIX data to approximate the stochastic volatility.
Our MCMC algorithm allows to infer the volatility solely based on price data. Choi
and Yuan (2015) find that the volatility exhibits a Markov-switching behavior, but
their regimes are quite different than ours.
Our continuous time modeling choice is of crucial importance when researchers
are interested in option pricing or portfolio allocation. Markov-switching option
pricing has been considered recently (see Papanicolaou and Sircar (2013), Goutte
(2013), Fuh et al. (2012)), as well as Markov-switching portfolio allocation (Escobar
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et al. (2014)). Our MCMC algorithm can be helpful to estimate the parameters of
these models and has not been, to the best of our knowledge, developed yet.
The rest of this chapter proceeds as follows. Section 3.2 introduces the models,
and Section 3.3 describes our estimation framework. In Section 3.4, we propose some
model diagnoses and misspecification tests. Section 3.5 provides a simulation study
and an empirical application involving the S&P500 index for the 1970-2014 period.
Section 3.6 concludes.
3.2 Models
We consider the class of continuous-time affine models introduced by Duffie et al.
(2000), with the addition of regime-switching parameters for the drift and volatility.
This class of models has been extensively studied, see Bates (1996) or Pan (2002),
who estimate the models with either price or option data. Eraker et al. (2003) showed
that omitting jumps in volatility produces misspecified models, and we follow that
step by considering different stochastic volatility models with either jumps in returns
or jumps in returns and volatility. We assume that the logarithm of asset’s price,
Yt = log(St), solves:
2
 dYt
dVt
 =
 µst
κst(θst − Vt−)
 dt+√Vt−
 1 0
ρstσv,st
√
1− ρ2stσv,st
 dW yt
dW vt
+
 dJyt
dJvt

(3.1)
where Vt− = lims↗t Vs, Wt = [W
y
t ,W
v
t ]
′ is a standard Brownian motion in R2. The
long run mean of returns (µs)s∈{1,2} is regime-switching, as well as the parameters
governing the stochastic volatility dynamics and the conditional correlation (ρs)s∈{1,2}
between returns and volatility. The Markov chain st has the following transition
2Note that original Heston’s (1993) model have a risk premium term βVt in the drift of returns;
however we dropped it because it was insignificant.
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probabilities:
p(st = 2|st = 1) = e1,
p(st = 1|st = 2) = e2.
Jyt and J
v
t are Poisson jumps with intensity λ
y and λv, respectively. The size of
the jumps in returns is normally distributed, and the jumps in volatility have an
exponentially distributed size.
One common finding in the literature is the persistence of stochastic volatility.
Chou (1988) indicated that persistence of shocks to stock market volatility was high
in the U.S. stock market during 1962 to 1985. Similar results were also observed by
French et al. (1987) and Poon and Taylor (1992). Lamoureux and Lastrapes (1990)
suggested that the discovered high volatility persistence may be overestimated and
could be explained by structural shifts that had not been considered yet. Perron and
Qu (2013) considered random level-shifts in stochastic volatility models and showed
that several breaks happened between 1990 and 2012. Building on these findings,
our model incorporates the Markov switching structure into the stochastic volatility
framework of Duffie et al. (2000). Most of the model parameters are free to switch
across regimes (except the jump parameters). We impose the restriction that the
long-run mean of volatility θs is bigger in one of the regimes. This assumption is
reasonable, as we can imagine one bear regime with a high level of volatility and
another bull regime with a low volatility level.
Let us introduce some notations. The SVJMS model has normally distributed
jumps in returns; ξyt ∼ N(µy, σy), and has a jump intensity λ. It reduces to Bates’
(1996) model with Markov-switching drift and volatility parameters. The SVCJMS
model has contemporaneous jump arrival (Nyt = N
v
t = Nt), where the jumps in
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volatility follow an exponential distribution ξvt ∼ exp(µv) and the jumps in returns
are correlated such that ξyt |ξvt ∼ N(µy + ρJξvt , σy). Finally, the SVIJMS model has
independent jump arrivals. For the solution of equation (3.1) to be well defined,
we assume that the initial conditions and the parameters have sufficient regularity
conditions; see Protter (2004).
3.3 Estimation method
3.3.1 Introduction to MCMC
We develop a likelihood-based estimation framework to estimate our Markov-switch-
ing stochastic volatility models, based on Markov-Chain Monte Carlo (MCMC)
methods. Jacquier et al. (1994) were among the first to propose MCMC simula-
tion as a resolution technique for models with latent variables. The Bayesian so-
lution to these models provides the distribution of the model parameters, Θ, the
latent state variables, V , N , ξy and ξv, and the latent regimes, S, conditional on ob-
served returns Y . The posterior distribution p(Θ, N, ξy, ξv, V, S|Y ), which combines
our prior information and the observed data, is fundamental to make an inference
on latent variables and parameters. The use of MCMC methods helps characterize
p(Θ, N, ξy, ξv, V, S|Y ) for regime-switching stochastic volatility models. It simulta-
neously solves four difficulties in studying this posterior distribution: (i) The ob-
servations are discrete, while the models are continuous in time, (ii) There are at
least three types of unobserved variables, including the latent volatility, the under-
lying regimes and the latent jumps in both returns and volatility, (iii) The posterior
distribution is normally high in dimension and hard to sample based on standard
sampling methods, (iv) Some latent variables, for example the volatility, are non-
normal and non-standard, which makes the standard estimation methods, such as
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MLE and GMM, hard to apply. For readers interested in MCMC methods, Casella
and Roberts (2011) detail the general method, and Johannes and Polson (2009)
provide a comprehensive description of the method for estimating continuous-time
models.
We first discretize equation (3.1) in order to build the MCMC algorithm. We
choose the simpler scheme to do so, the Euler scheme:
Y(t+1)∆ =Yt∆ + µs(t+1)∆∆ +
√
Vt∆∆
y
(t+1)∆− + ξ
y
(t+1)∆N
y
(t+1)∆
V(t+1)∆ =Vt∆ + κs(t+1)∆(θs(t+1)∆ − Vt∆)∆ + σv,s(t+1)∆
√
Vt∆∆
v
(t+1)∆ + ξ
v
(t+1)∆N
v
(t+1)∆
where N it+1 = 1 (i = y, v) is a Bernoulli random variable with probability of success
λi∆(i = y, v), which equals to 1 if a jump occurs. it+1 (i = y, v) are correlated
standard normal variables with correlation ρs(t+1)∆ . Note that the discretization step
is one day here, and the Euler-discretization introduces a discretization bias, but this
bias is very small when using daily data. Moreover, we do not allow more than 1
jump per day.
3.3.2 Posterior and prior distributions
We focus on the more complicated model here, with correlated jumps in returns and
volatility (SV CJMS). The other model posteriors can be derived in a similar way.
Our ultimate goal is to provide the posterior distribution, which summarizes all the
information regarding the latent variables and parameters. We draw these variables
and parameters from the posterior distribution, which combines the likelihood of the
sample and the priors:
p(Θ, N, ξy, ξv, V, S|Y ) ∝ p(Y |Θ, N, ξy, ξv, V, S)p(Θ, N, ξy, ξv, V, S). (3.2)
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The posterior distribution in (3.2) is not available in closed form, so we need to use
the Gibbs sampler to facilitate the drawing of each parameter and latent process.
Indeed, we still need to compute the posterior distributions of each of them. Because
we choose conjugate priors, the posterior derivations are standard and the formu-
las are provided in Appendix C. However, the posterior density of the volatility is
nonstandard and a random walk Metropolis step is added to our algorithm. Fur-
thermore, the states of the Markov chain S are drawn using the Forward Filtering
Backward Sampling (FFBS) algorithm. Details of this algorithm can be found in
Johannes and Polson (2009).
Our prior distributions are the following: µ1 ∼ N(0, 25), µ2 ∼ N(0, 25), κ1θ1 ∼
N(0, 1), κ2θ2 ∼ N(0, 1), κ1 ∼ N(0, 1), κ2 ∼ N(0, 1), σv,1 ∼ IG(10, 20), σv,2 ∼
IG(10, 20), ρ1 ∼ N(0, 1), ρ2 ∼ N(0, 1), λy ∼ β(2, 40), λv ∼ β(2, 40), µy ∼ N(0, 100),
(σy)2 ∼ IG(5, 20), µv ∼ G(10, 10), ρJ ∼ N(0, 1), e1 ∼ β(1, 100), e2 ∼ β(1, 100). “G”
refers to the Gamma distribution and “IG” refers to the Inverse Gamma distribution.
Our priors indicate that we have an agnostic view about the regimes, as they are
identical. They also indicate that each regime lasts 100 days on average.
3.3.3 Gibbs algorithm
We apply the Gibbs algorithm to draw iteratively from the following conditional
posteriors:
volatility: p(Vt|V(t−1), V(t+1), Θ, N , ξy, ξv, S, Y ), t = 1, . . . , T
jump times: p(Nt = 1|Θ, ξy, ξv, V, S, Y ), t = 1, . . . , T
jump sizes: p(ξyt |Θ, Nt = 1, ξv, V, S, Y ), t = 1, . . . , T
p(ξvt |Θ, Nt = 1, ξy, V, S, Y ), t = 1, . . . , T
93
states: p(st|s(t−1), s(t+1),Θ, N, ξy, ξv, V, S, Y ), t = 1, . . . , T
parameters: p(Θi|Θ−i, N, ξy, ξy, V, S, Y ), i = 1, . . . , k,
where Θ−i denotes the parameter vector except for the ith one, and k is the number
of parameters. The draws are made using the formulas in Appendix C.
The algorithm will provide a set of draws {V (m), N (m), ξy(m), ξv(m), S(m),Θ(m)}Mm=1,
M being the number of Monte Carlo simulations. These draws are samples from the
posterior distribution in (3.2). As we have the distribution of the latent variables,
we can also compute their filtered estimates. Because spot volatilities, jump times
and sizes and the Markov chain are drawn from the posterior distribution, the Monte
Carlo estimates of these processes are given by:
E[Xt|Y ] ≈ 1
M
M∑
m=1
X
(m)
t , (3.3)
where Xt denotes the latent variable of interest.
3.4 Model diagnoses and specification tests
Several informal diagnostic tests can be employed to test the validity of our method.
For instance, we can compute the returns residuals using the draws:
yt+1 =
Y(t+1) − Yt − µst+1 −Nyt+1ξyt+1√
Vt
≈ N(0, 1). (3.4)
The posterior distribution of these residuals is easy to compute and should be approx-
imately normal (not exactly because we use discretization) with mean 0, variance 1,
and independent. Abnormally large residuals or correlated residuals would result in
misspecification. To check their normality, the residuals can be plotted on QQ-plots.
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We can also use a normality test (e.g., Jarque-Bera) or check their mean, standard
deviation, skewness and kurtosis.
More formal tests can also be derived. One workhorse used in the Bayesian litera-
ture is the odds ratios, which allow models to be ranked. Our approach for comparing
nested Markov-switching models is similar to that considered in Jacquier et al. (2004).
Suppose that we want to compare two models, one without Markov-switching (SVJ)
and another model with Markov-switching (SVJMS).3 Let the parameter space be
Ω = {Θ, {Vt, St, Nt, ξyt }Tt=1} (latent variables can be considered as parameters). The
marginal likelihoods are:
p(Y |SV J) =
∫
p(Y |Ω, SV J)p(Ω|SV J)dΩ
p(Y |SV JMS) =
∫
p(Y |Ω, SV JMS)p(Ω|SV JMS)dΩ
A great feature of these models is that they are nested: SVJMS embeds SVJ,
when the Markov chain stays in one state (say, (st = 1)t∈{1..T}, or S = 1). We then
have the following identities:
p(Y |Ω, SV J) = p(Y |Ω, S = 1, SV JMS)
p(Ω|SV J) = p(Ω|S = 1, SV JMS),
where the last equality assumes that the parameters in common have the same prior,
which is true in our model. Then:
p(Y |SV J) =
∫
p(Y |Ω, S = 1, SJVMS)p(Ω|S = 1, SV JMS)dΩ
= p(Y |S = 1, SV JMS).
3Both models do not have jumps in volatility.
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Bayes rule also implies that
p(S = 1|Y, SV JMS) = p(Y |S = 1, SV JMS)
p(Y |SV JMS) p(S = 1|SV JMS),
This gives us the odds ratio of SVJ vs SVJMS:
odds(svj : svjms) =
p(S = 1|Y, SV JMS)
p(S = 1|SV JMS) .
Using a few steps, this ratio can be computed directly, using draws returned by
the MCMC sampler. Let’s start with the computation:
p(S = 1|SV JMS) =
∫ ∫
p(S = 1|e1, e2, SV JMS)p(e1, e2|SV JMS)de1de2
=
∫ ∫
p(S = 1|e1, SV JMS)p(e1|SV JMS)p(e2|SV JMS)de1de2
=
∫
p(e2|SV JMS)de2
∫
p(S = 1|e1, SV JMS)p(e1|SV JMS)de1.
The second equality follows because p(S = 1| · · · ) does not involve e2. Also, note that
the first part of the third equality reduces to 1, and as p(st|st−1 = 1, e1) = est−11 e2−st2 ,
thus
p(S = 1|SV JMS) =
∫
p(S = 1|e1, SV JMS)p(e1|SV JMS)de1
=
∫
e
∑{st=1}−T
1 (1− e1)2T−
∑{st=1}p(e1|SV JMS)de1
=
∫
(1− e1)T e
γ10−1
1 (1− e1)γ20−1
B(γ10, γ20)
de1,
and
p(S = 1|SV JMS) = B(γ10, γ20 + T )
B(γ10, γ20)
,
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where “B” is the beta distribution. Now, let’s compute the numerator in the odds
ratio.
p(S = 1|Y, SV JMS) =
∫ ∫
p(S = 1|e1, e2, Y, SV JMS)p(e1, e2|Y, SV JMS)de1de2.
The first term is (1− e1)T (see above) and the second term is:
p(e1, e2|Y, SV JMS) =
∫
p(e1, e2|Y, S, SV JMS)p(S|Y )dS
=
∫
p(e1, e2|S, SV JMS)p(S|Y )dS
where p(e1, e2|S,MS) =
∏
i=1,2 p(ei|S, SV JMS), which is the product of the poste-
rior distributions of e1 and e2:
p(ei|S, SV JMS) ∼ B(γi0 + ki, γi0 + ni − ki),
where ni is the number of states i, k1 is the number of switches from state 1 to 2,
and k2 is the number of switches from state 2 to 1. Thus:
p(S = 1|Y, SV JMS) =
∫ ∫ ∫ ∏
i=1,2
p(ei|S, SV JMS)(1− e1)Tde1de2
 p(S|Y )dS
=
∫
B(γ10 + k1, γ20 + n1 − k1 + T )
B(γ10 + k1, γ20 + n1 − k1) p(S|Y )dS,
where n1, k1, k2 all depend on S. We can then approximate this integral by the
following
p(S = 1|Y, SV JMS) = 1
M
M∑
m=1
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 + T )
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 )
,
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and the odds ratio is
odds(svj : svjms) =
B(γ10, γ20)
B(γ10, γ20 + T )
×
[
1
M
M∑
m=1
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 + T )
B(γ10 + k
(m)
1 , γ20 + n
(m)
1 − k(m)1 )
]
(3.5)
Similar odds ratios for nested stochastic volatility models with jumps in both returns
and volatility are derived in Eraker et al. (2003). We should mention that there exists
a drawback when using this test. The formula (3.5) is sensitive to the number of
switches from one state to the other. The more switches, the stronger the test will
favor regime-switching. This also means that when considering a longer time period
more switches may occur, which would also result in stronger odds ratios. This is
illustrated numerically in the next section.
3.5 Numerical results
In this section, we first assess the precision of our estimation methodology by running
our MCMC sampler on several simulated data sets. Then, we provide some empirical
results by estimating the different stochastic volatility models with S&P 500 returns.
3.5.1 Simulated data
We generate 100 data sets of 5000 daily points each. We estimate them using our
MCMC sampler, drawing 100,000 points and discarding the first 40,000. Table 3.1
shows the results for the SVJMS models. In the first case (SVJMS1), we do not
let σv and ρ switch. We allow for two regimes; in the bear regime, assets have low
returns, a very persistent volatility (low κ), and a high long-run volatility mean θ
(20.7% annualized). In the calm regime, assets have high returns, a less persistent
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volatility and a low volatility level (10% annualized). Both regimes have the same
expected length (200 days). All the parameters are well estimated, and fall within 1
standard deviation of the true parameter (except σv). In the bear regime, volatility
drift parameters are estimated with less precision: Both are tightly linked, and it
has been shown in several papers that the estimation of κ is very hard when the
parameter is very small, i.e. with a highly autocorrelated volatility. In the second
case (SVJMS2), we let all stochastic volatility parameters be Markov-switching. The
bear regime volatility of volatility σv is higher and stocks and volatility are more
negatively correlated. As we add more parameters, this complicates the estimation
(we keep the same number of data points) but most parameters still fall within one
standard deviation of the true parameters. κ is less well estimated in that case,
especially in the bull regime, where the volatility is less correlated and behaves more
like a random walk.
Table 3.2 shows the results for the SVCJMS models. We use the same parameter
values as in the previous example. Since we consider a more general model with
additional parameters and keep the same number of data points, the estimation
is slightly less precise. However, most of our estimates fall within one standard
deviation of the true parameters. Depending on the parameter of interest, the bear
regime is more or less well estimated than the bull regime. Table 3.3 presents the
results for the SVIJMS models, and provides the same conclusion. These results are
very satisfying, especially given that the estimation is harder because we have two
jump processes. In spite of it, we are still able to get precise estimates.
We finish this section by studying how sensitive the odds ratios are to the pa-
rameters of the models. For each of the 100 datasets estimated, we compute the
odds ratios. Given that the true model is indeed Markov-switching, the odds should
undoubtedly conclude that we should favor regime-switching modeling vs. having
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Table 3.1: Simulation study for the models with jumps in
returns
SV JMS1 SV JMS2
True Mean RMSE True Mean RMSE
µ1 0 −0.0044 0.0216 0 −0.0206 0.0608
µ2 0.1 0.1012 0.0162 0.1 0.0971 0.0163
κ1 0.02 0.0231 0.0111 0.02 0.0252 0.0168
κ2 0.20 0.2054 0.0359 0.20 0.3131 0.2007
θ1 1.7 1.8875 0.6821 1.7 1.9677 0.6022
θ2 0.4 0.3865 0.0479 0.4 0.4023 0.0351
σvs 0.2 0.1829 0.0109
0.2 0.1801 0.0240
0.1 0.0750 0.0184
ρs −0.6 −0.6443 0.0606 −0.8 −0.8294 0.0534−0.4 −0.5091 0.1648
µy −2 −1.8166 0.5680 −2 −1.9229 0.5774
σy 2 2.0773 0.2003 2 1.9825 0.1866
λ 0.01 0.0125 0.0035 0.01 0.0133 0.0040
e1 0.002 0.0040 0.0023 0.005 0.0083 0.0052
e2 0.002 0.0034 0.0022 0.005 0.0064 0.0027
This table shows the simulation study for the models with jumps
in returns (SV JMS). The SV JMS1 model does not allow σv
and ρ to switch. The SV JMS2 model allows all drift and volatility
parameters to be regime-switching. See Section 3.3 for a description
of the parameters. We estimate 100 samples, using 100, 000 MC
draws and discarding the first 40, 000.
constant parameters. We first compute the odds for the SVJMS model, where we
change the switching probabilities. Results can be found in Table 3.4, and show
that when the switching probability is low, the odds are fairly low and could lead
us to reject the Markov-switching assumption, even though the true DGP is regime-
switching. When we let the switching probabilities increase, the odds become more
significant, in line with the numbers advocated by Kass and Raftery (1995). Table
3.4 also shows the results for the SVIJMS model, where we increase the number
of regime-switching parameters. The change in the odds ratios is not significant,
though.
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Table 3.2: Simulation study for the models with correlated
jumps in returns and volatility
SV CJMS1 SV CJMS2
True Mean RMSE True Mean RMSE
µ1 0 −0.0045 0.0313 0 −0.0144 0.0588
µ2 0.1 0.0997 0.0128 0.1 0.1002 0.0154
κ1 0.02 0.0255 0.0166 0.02 0.0237 0.0137
κ2 0.20 0.2256 0.0797 0.20 0.2476 0.1425
θ1 1.7 1.9434 0.4372 1.7 1.9472 0.7755
θ2 0.4 0.3981 0.0227 0.4 0.4027 0.0610
σvs 0.15 0.1401 0.0131
0.2 0.1707 0.0270
0.1 0.0766 0.0225
ρs −0.6 −0.6337 0.0589 −0.8 −0.8173 0.0577−0.4 −0.5550 0.1205
µy −2 −1.8583 0.5841 −2 −1.8199 0.6055
σy 2 2.0168 0.2080 2 2.0392 0.2260
µv 0.5 0.4213 0.0306 0.5 0.4081 0.0420
ρJ 0 −0.1381 0.3505 0 −0.0899 0.4268
λ 0.01 0.0117 0.0036 0.01 0.0123 0.0040
e1 0.005 0.0078 0.0034 0.005 0.0083 0.0043
e2 0.005 0.0069 0.0029 0.005 0.0071 0.0030
This table shows the simulation study for the models with cor-
related jumps in returns and in volatility (SV CJMS). The
SV CJMS1 model does not allow σv and ρ to switch. The
SV CJMS2 model allows all drift and volatility parameters to be
regime-switching. See Section 3.3 for a description of the parame-
ters. We estimate 100 samples, using 100, 000 MC draws and dis-
carding the first 40, 000.
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Table 3.3: Simulation study for the models with independent
jumps in returns and volatility
SV IJMS1 SV IJMS2
True Mean RMSE True Mean RMSE
µ1 0 0.0147 0.0238 0 0.0213 0.0249
µ2 0.1 0.0977 0.0128 0.1 0.1019 0.0140
κ1 0.02 0.0251 0.0193 0.02 0.0192 0.0045
κ2 0.20 0.2182 0.0474 0.20 0.3165 0.1372
θ1 1.70 1.7983 0.2540 1.7 1.7922 0.5215
θ2 0.40 0.4005 0.0201 0.40 0.3933 0.0160
σvs 0.15 0.1448 0.0131
0.2 0.1824 0.0200
0.1 0.0723 0.0153
ρs −0.8 −0.7879 0.0463 −0.8 −0.8159 0.0528−0.4 −0.5221 0.1661
µy −2 −1.9223 0.6260 −2 −1.8527 0.5264
σy 2 1.9869 0.1942 2 1.9685 0.1669
µv 0.5 0.4727 0.0154 0.5 0.4759 0.0281
λy 0.01 0.0123 0.0041 0.01 0.0130 0.0039
λv 0.005 0.0038 0.0026 0.005 0.0043 0.0035
e1 0.005 0.0050 0.0029 0.005 0.0050 0.0022
e2 0.005 0.0042 0.0018 0.005 0.0046 0.0020
This table shows the simulation study for the models with indepen-
dent jumps in returns and in volatility (SV IJMS). The SV IJMS1
model does not allow σv and ρ to switch. The SV IJMS2 model
allows all drift and volatility parameters to be regime-switching. See
Section 3.3 for a description of the parameters. We estimate 100
samples, using 100, 000 MC draws and discarding the first 40, 000.
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Table 3.4: Simulated study of the odds ratios
Model Switching Markov-switching Odds
Estimated Probability Parameters Mean RMSE
SV JMS
e1 = 0.002 µ, κ, θ, σv, ρ 3.79 4.26e2 = 0.002
e1 = 0.005 µ, κ, θ, σv, ρ 15.59 8.06e1 = 0.005
SV IJMS
e1 = 0.005 µ, κ, θ 11.90 5.80
e2 = 0.005
e1 = 0.005 µ, κ, θ, σv, ρ 13.37 6.97e1 = 0.005
This table shows the sensitivity of the odds ratios with respect
to different models, switching probabilities and number of Markov-
switching parameters. These results are obtained by computing the
mean and standard deviation from 100 odds ratios computed for each
sample, using 100, 000 MC draws and discarding the first 40, 000.
Table 3.5: Summary statistics for the S&P 500 index, 1970-2014
Mean Volatility Skewness Kurtosis Min Max
S&P 500 70-89 6.66 15.63 -2.52 65.19 -22.89 8.71
S&P 500 90-14 6.98 18.13 -0.24 11.75 -9.47 10.96
This table provides summary statistics for S&P 500 returns from 1970 to 2014,
divided into two subperiods. Each of these statistics are computed with imple-
mented routines in Matlab.
3.5.2 Empirical results
We estimate the models using S&P 500 index returns for two periods: January 2, 1970
to December 31, 1989, and January 2, 1990 to December 31, 2014. This provides 5054
and 6301 daily observations for the first and second periods, respectively. We choose
to split 1970-2014 into two periods because our model only allows for two regimes.
A longer period would result in a higher chance of having 3 or more regimes. Table
3.5 summarizes the two data sets for the continuously compounded returns, scaled
by 100. The mean and volatility are annualized.
We estimate the SVJMS, SVCJMS and SVIJMS models for the two periods
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Table 3.6: Parameter estimation for the models with
jumps in returns, S&P 500
S&P 500, 1970-1989 S&P 500, 1990-2014
Mean RMSE Mean RMSE
µ 0.0314 0.0110 −0.0206 0.0608
κs 0.0210 0.0193
0.0219 0.0035
0.0967 0.0138
θs
2.0978 0.3757 1.6029 0.1400
0.4635 0.0488 0.4372 0.0274
σvs
0.1836 0.0201
0.1641 0.0093
0.0474 0.0090
ρs
−0.6820 0.0785 −0.7699 0.0247−0.4433 0.1140
µy −4.1959 2.2691 −1.2799 0.6340
σy 3.7891 0.8786 1.8626 0.3173
λ 0.0029 0.0015 0.0114 0.0048
e1 0.0117 0.0057 0.0018 0.0009
e2 0.0040 0.0019 0.0017 0.0010
This table shows the estimation of the S&P 500 index
for the models with jumps in returns (SV JMS), over the
1970-1989 and 1990-2014 periods. We use 100, 000 MC
draws and discard the first 40, 000.
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Table 3.7: Parameter estimation for the models with
correlated jumps in returns and volatility, S&P 500
S&P 500, 1970-1989 S&P 500, 1990-2014
Mean RMSE Mean RMSE
µ 0.0312 0.0108 0.0383 0.0096
κs 0.0216 0.0039
0.0230 0.0030
0.0995 0.0151
θs
1.5900 0.2485 1.3413 0.1301
0.4191 0.0431 0.3967 0.0269
σvs
0.1301 0.0213
0.1514 0.0075
0.0447 0.0081
ρs
−0.6934 0.0842 −0.7935 0.0268−0.4852 0.1059
µy −2.9864 1.8665 −1.8229 0.7244
σy 4.9997 0.9265 1.8722 0.3305
µv 0.4400 0.0847 0.4012 0.0671
λ 0.0036 0.0013 0.0114 0.0051
e1 0.0057 0.0025 0.0020 0.0009
e2 0.0134 0.0062 0.0020 0.0010
This table shows the estimation of the S&P 500 index
for the models with correlated jumps in returns and in
volatility (SV CJMS), over the 1970-1989 and 1990-2014
periods. We use 100, 000 MC draws and discard the first
40, 000.
105
Table 3.8: Parameter estimation for the models with
independent jumps in returns and volatility, S&P 500
S&P 500, 1970-1989 S&P 500, 1990-2014
Mean RMSE Mean RMSE
µ 0.0314 0.0109 0.0365 0.0097
κs 0.0172 0.0032
0.0216 0.0028
0.1004 0.0130
θs
2.1041 0.4518 1.4297 0.1522
0.4813 0.0409 0.4036 0.0260
σvs
0.1757 0.0236
0.1565 0.0090
0.0495 0.0067
ρs
−0.6820 0.0831 −0.7894 0.0286−0.4572 0.0902
µy −5.1857 2.2200 −1.6383 0.7692
σy 3.7770 0.9138 1.8012 0.3607
µv 0.5024 0.1076 0.4740 0.0949
λy 0.0023 0.0011 0.0100 0.0055
λv 0.0026 0.0016 0.0084 0.0048
e1 0.0026 0.0011 0.0018 0.0009
e2 0.0084 0.0036 0.0018 0.0009
This table shows the estimation of the S&P 500 index
for the models with independent jumps in returns and in
volatility (SV IJMS), over the 1970-1989 and 1990-2014
periods. We use 100, 000 MC draws and discard the first
40, 000.
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described above. The results from the estimations can be found in Tables 3.6, 3.7
and 3.8. The models are not misspecified, as QQplots of the returns residuals reveal
in Figure 3.1 that they are approximately normally distributed.
The results are similar for all three models, therefore we will discuss the output
of the most comprehensive model, SVIJMS, which includes independent jumps in
both returns and volatility. The first striking finding is that µ, the expected mean of
returns, does not switch across regimes for both periods. This indicates that investors
do not change their expectations across time whether they are in a bear or a bull
market. For the first period (1970-1989), we did not find that the speed of mean
reversion κ was regime-switching. On the contrary, κ takes two values during the
second period (1990-2014) and is much lower during bear markets, which indicates
that the volatility has been more persistent in a bear market than in a bull market
for these past 25 years. The long-run mean of volatility θ is found to switch across
regimes for both periods. In bear periods, the volatility has a higher level, equal
to 23.03% for the first period and 18.98% for the second period. When the market
is bullish though, the volatility level drops to 11.01% for the former period and
10.08% for the latter one.4 Furthermore, the estimation of σv and ρ returns quite
different results for both periods, as the most recent one does not reveal a Markov-
switching behavior of these parameters. Between 1970 and 1989, bear markets can
be characterized by a higher volatility of volatility σv than during bull markets.
Moreover, the correlation between returns and volatility is more negative during
bear periods. We would have expected a similar behavior for the second period,
but it is surprisingly not the case. Finally, the length of the two regimes estimated
differs significantly for both periods. For the 1970-1989 period, the bear regime is
shorter (119 days on average) than the bull regime (384 days on average). It contrasts
4The values of θ are annualized values.
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sharply with the estimation for the second period, where both regimes have the same
expected length (556 days). This confirms our choice to split the whole 1970-2014
period into two subsamples. The jumps also change considerably between the two
periods. Jumps in returns and volatility are very rare during the first period (roughly
one jump every 2 years), and jumps in returns are more negatively sized in the first
period. During the second period, jumps are still rare but happen more frequently
(2 per year) and are of smaller size.
The odds ratios, provided in Table 3.9, are significant and favor the models with
a regime-switching behavior. As noted in the precedent subsection, they are less
significant for the second period, as each regime is more persistent and switches less
often.
We end this empirical section by providing several plots of the latent variables
for the SVIJMS model for both periods considered. Figure 3.2 plots the evolution of
the three regime-switching parameters, σv, ρ and θ as well as the stochastic volatility
filter for the first period (1970-1989). We can see that periods of higher turbulence
are associated with volatility being at a higher level θ, more volatile (σv is higher)
and more negatively correlated with returns. Figure 3.3 plots S&P 500 returns, the
probability to be in a bear states, jumps in volatility and the stochastic volatility.
Bear regimes agree with periods of higher volatility. Moreover, we do not find any
jump in volatility during the 1987 oil crash crisis. This contradicts Eraker et al.
(2003), who advocate that only a jump in volatility could have described what was
observed in the data at that time. We explain this by a shift in the level of volatility
around that period. Figure 3.4 plots the stochastic volatility for the 1990-2014 period,
as well as the long run mean of volatility θ. Bear periods are associated with a greater
level of volatility θ, which can be seen on the figure with a higher stochastic volatility.
Figure 3.5 plots S&P 500 returns, the probability of being in a bear state, the VIX
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Table 3.9: Odds ratios
S&P 500, 1970-1989 S&P 500, 1990-2014
SVJ:SVJMS 20.70 5.26
SVCJ:SVCJMS 13.42 5.69
SVIJ:SVIJMS 7.87 5.30
This table provides the log odds ratios, computed with Equation
(3.5). Evidence against the non-Markov-switching model is positive
if the result is between 2 and 6, strong between 6 and 10, and very
strong if the ratio is greater than 10.
as well as the stochastic volatility. Noisier returns match the probability of being in
a bear state well. Furthermore, both VIX and the stochastic volatility filter appear
to evolve accordingly: Their correlation is equal to 0.90.
Finally, in Figure 3.6, we compare our estimate of the probability of being in a
bear state with business cycles. During the first period, our bear indicator coincides
with each of the recessions (defined ex-post by the NBER), except for the period
of turbulence following the black Monday crash of 1987. During the second period,
our indicator also matches each of the recessions. However, our bear regime lasts
a lot longer than the recessions of 2001 and 2008-2009, where stochastic volatility
evolves at a higher level. The first episode starts in 1997 and finishes in 2003, and is
triggered by the Asian crisis of 1997. The second episode starts a few months before
the U.S enters in recession, but market turmoils lasts until 2011.
3.6 Conclusion
This chapter extends the class of affine stochastic volatility models for asset returns to
encompass a Markov-switching structure. A likelihood-based estimation framework
applying Markov Chain Monte Carlo (MCMC) methods is developed to estimate a
broad range of models where the researcher can choose to turn on or off some of
109
the switching parameters (or even the jumps). In addition, a set of specification
diagnostic tools is also provided to facilitate assessing various models. We conduct
Monte Carlo experiments to gauge the precision of our estimation framework under
different data generating processes and apply this framework to study the S&P 500
index for the 1970-2014 period. First, we find that the expected mean of returns
does not switch, which means that investors do not expect higher returns from stocks
whether the market is in turmoil or not. Second, the volatility experiences different
dynamics in bear markets: Its level is higher and volatility is more persistent, but
only during the 1990-2014 period. Third, the volatility of volatility and correlation
are regime-switching during the first period only, which means that the stochastic
volatility structure changes across both periods. Fourth, the two regimes found
during the first period are quite different than for the second period, where they
appear to be more persistent. Finally, our regimes agree with most of the business
cycles, more particularly during the first period.
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Figure 3.1: QQplots of the returns residuals
This figure displays some QQplots of the residuals for two models. The
two left panels show the SVJMS (jumps in returns) residuals for the two
periods considered, and the two right panels plot the residuals for the SVI-
JMS(independent jumps in returns and volatility) model for the two periods
estimated. The QQplots are returned by a routine implemented in Matlab.
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Figure 3.2: Latent variables
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This figure presents several quantities returned by the MCMC sampler,
for the SVIJMS model during the 1970-1989 period. The top panel plots
the volatility of volatility, σv, the second panel the correlation between
returns and volatility ρ, the third panel the level of volatility θ. These three
quantities are regime-switching, and changes across time. The fourth panel
plots the stochastic volatility filter. All quantities are estimated by MCMC
with 100,000 draws and discarding the first 40,000.
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Figure 3.3: S&P 500 returns and latent variables
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This figure provides S&P 500 returns for the 1970-1989 period on the top
panel, the filtered probability of being in a bear state on the second panel
for the same period as well as the filtered values of the jumps in volatility
and stochastic volatility. The quantities in the bottom three panels are
estimated by MCMC with 100,000 draws and discarding the first 40,000
first.
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Figure 3.4: Stochastic volatility and Markov-switching parameter θ
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This figure plots the stochastic volatility filter of the SVIJMS model, for the
1990-2014 period. The evolution of the level of volatility θ is also provided.
All quantities are estimated by our MCMC sampler with 100,000 draws and
discarding the first 40,000 first.
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Figure 3.5: Comparison of latent variables, S&P 500 returns and the
VIX
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This figure provides S&P 500 returns for the 1990-2014 period on the top
panel, the filtered probability of being in a bear state on the second panel as
well as the VIX and stochastic volatility for the same period. The quantities
of the second and fourth panels are estimated by our MCMC sampler with
100,000 draws and discarding the first 40,000 first.
115
Figure 3.6: Bear indicator and NBER recessions
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This figure plots our bear indicator(st = 1) as well as the NBER recession
indicator(equal to 1 when the economy is in recession). The bear indicator
is returned by the MCMC sampler (filtered value of the Markov chain S) for
the SVIJMS model, and recessions are defined ex-post by the NBER. The
top panel covers the 1970-1989 period, and the bottom one the 1990-2014
period.
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Appendix A
Algorithms and Proofs for Chapter 1
A.1 Algorithms
Algorithm A.1.1 (Simultaneous sampling of (X j,Zj) via Euler discretization with
j = O(JΞ) and j = O(JΞ−1) Euler steps between consecutive jumps for given P, T,
and W). Set X10,0 = X
2
0,0 = v, Z
1
0,0 = Z
2
0,0 = 1, T0 = 0, TP+1 = ∆, and J = O(2
Ξ−1).
For n = 0, . . . ,P, do:
(i) Set hn =
Tn+1−Tn
J
.
(ii) For j = 1, . . . , J , set:
X1n,j = X
1
n,j−1 + hnµ
(
X1n,j−1; θ
)
+
√
hnΣ
(
X1n,j−1; θ
)
(Wn,2j−1 +Wn,2j)
X2n,2j−1 = X
2
n,2(j−1) +
hn
2
µ
(
X2n,2(j−1); θ
)
+
√
hn
2
Σ
(
X2n,2(j−1); θ
)
Wn,2j−1
X2n,2j = X
2
n,2j−1 +
hn
2
µ
(
X2n,2j−1; θ
)
+
√
hn
2
Σ
(
X2n,2j−1; θ
)
Wn,2j
Z1n,j = Z
1
n,j−1 − hnZ1n,j−1
(
Λ
(
X1n,j−1; θ
)− `) ,
Z2n,2j−1 = Z
2
n,2(j−1) −
hn
2
Z2n,2(j−1)
(
Λ
(
X2n,2(j−1); θ
)− `) ,
Z2n,2j = Z
2
n,2j−1 −
hn
2
Z2n,2j−1
(
Λ
(
X2n,2j−1; θ
)− `) .
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(iii) If n < P, set
X1n+1,0 = X
1
n,J + Γ
(
X1n,J ,Dn; θ
)
,
X2n+1,0 = X
2
n,2J + Γ
(
X2n,2J ,Dn; θ
)
,
Z1n+1,0 =
Λ
(
X1n,J ; θ
)
`
Z1n,J ,
Z2n+1,0 =
Λ
(
X2n,2J ; θ
)
`
Z2n,2J .
Return (X1P,0, Z
1
P,J), which is a sample of (X j,Zj) with j = O(JΞ−1), and (X2P,0, Z2P,2J),
which is a sample of (X j,Zj) with j = O(JΞ).
Algorithm A.1.2 (Sampling of the density P˜1,I(v, w; θ) via Euler discretization for
I = O(J
1/2
Ξ ) and given ∆, P, T, and V). Initialize X˜0 = v.
(i) Fix h = ∆−TP
I
.
(ii) For i = 1, . . . , I − 1, set
X˜i = X˜i−1 + hµ
(
X˜i−1; θ
)
+
√
hΣ
(
X˜i−1; θ
)
Vi.
(iii) Return
P˜1,I(v, w; θ) = φ
(
1√
h
Σ−1
(
X˜I−1; θ
)> (
w − X˜I−1 − µ
(
X˜I−1; θ
)
h
))
.
A.2 Proofs
Proof of Theorem 1.3.1. Assumption (A1) implies that the change of measure is well-
posed with density process
dQθ
dPθ
∣∣∣∣
Ft
= Zt(θ)
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for 0 < t ≤ ∆. Let PXθ denote the (S, σ(S),Pθ)-law of X∆, i.e., PXθ [A] = Pθ[X∆ ∈ A]
for A ∈ B. Further, define L as the Lebesgue measure on (S, σ(S)). Then PXθ is
absolutely continuous with respect to L with Radon-Nikodym density
dPXθ
dL
= pt(X0, X∆; θ).
In addition, define QXθ as the (S, σ(S),Qθ)-law of X∆. Iterated expectations and the
fact that Pθ and Qθ are equivalent measures imply that:
PXθ (A) = Eθ[1A] = Eθ
[
1A
Z∆(θ)
Z∆(θ)
]
= E`θ
[
1A
1
Z∆(θ)
]
= E`θ
[
E`θ
[
1A
1
Z∆(θ)
|X∆
]]
=
∫
A
E`θ
[
1A
1
Z∆(θ)
|X∆
]
dQXθ
and then:
dPXθ
dQXθ
= EQθ [1/Z∆(θ) |X∆], (A.1)
where EQθ represents the expectation operator under Qθ. A consequence of (A.1) is
that the law QXθ is also absolutely continuous with respect to L since
p∆(X0, X∆; θ) =
dPXθ
dL
=
dPXθ
dQXθ
dQXθ
dL
= EQθ [1/Z∆(θ) |X∆]
dQXθ
dL
.
Hence, the transition density of X under Qθ exists, i.e.,
dQXθ
dL
= q∆(X0, X∆; θ). (A.2)
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It follows that
p∆(v, w; θ) = q∆(v, w; θ)EQθ [1/Z∆(θ) |X0 = v,X∆ = w]
= q∆(v, w; θ)EQθ
[
exp
 ∆∫
0
(l − Λ(Xs; θ))ds
 N∆∏
n=1
Λ(XTn−; θ)
`
∣∣∣∣X0 = v,X∆ = w
]
.
(A.3)
We simplify the conditional expectation in (A.3) using the iterative argument in
the proof of Proposition 5.1 of Azizpour et al. (2010). Write
Φt(θ) = exp
 t∫
0
(l − Λ(Xs; θ))ds
 Nt∏
n=1
Λ(XTn−; θ)
`
By the law of iterated expectation, the strong Markov assumption (A2), and since
no jump occurs between times TN∆ and ∆, we have (we drop the conditioning on X0
for convenience):
EQθ [Φ∆(θ)| Xt] = EQθ
ΦTN∆ (θ)EQθ
exp
 ∆∫
TN∆
(l − Λ(Xs; θ))ds
 ∣∣∣∣FTN∆−, X∆
 ∣∣∣∣X∆

= EQθ
ΦTN∆ (θ)EQθ
exp
 ∆∫
TN∆
(l − Λ(Xs; θ))ds
 ∣∣∣∣XTN∆ , X∆
 ∣∣∣∣X∆

= EQθ
[
ΦTN∆ (θ)φTN∆ ,∆(XTN∆ , X∆; θ)
∣∣∣∣X∆ = w] ,
where φt as defined as
φt1,t2(v, w; θ) = E
Q
θ
[
e(
∫ t2−t1
0 (l−Λ(Xs+t1 ;θ))ds)
∣∣∣∣X0 = v,Xt2−t1 = w] . (A.4)
We iterate the above argument by conditioning on the σ-algebras FTn− and σ{Xs :
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s ≥ Tn+1} for n = N∆ − 1, . . . , 1. It follows that
E`θ[Φ∆(θ)|X∆] = EQθ
[
φTN∆ ,∆(XTN∆ , X∆; θ)
N∆∏
n=1
φTn−1,Tn(XTn−1 , XTn−; θ)
Λ(XTn−; θ)
`
∣∣∣∣X∆
]
.
The above expectation is taken with respect to the distribution of the random
variable R˜∆ = (N∆, (T1, XT1−, D1), . . . , (TN∆ , XTN∆− , DN∆)) conditional on X∆. The
random variable R˜∆ contains the number of jumps of X up to time ∆, the jump times
of X in [0,∆], the realization of the random variable Dn at all jumps in [0,∆], as
well as the corresponding values of X immediately before of a jump. Note that R˜∆
contains the same information as the path R∆ = (Rs : 0 ≤ s ≤ ∆), where R is the
ca`dla`g process
Rs =
(
Ns,
Ns∑
n=1
XTn−,
Ns∑
n=1
Dn
)
.
This process is measurable relative to the Skorohod space of ca`dla`g functions mapping
[0, t) onto N× Rd × R with the associated Skorohod σ-algebra.
Define QX,Cθ as the conditional QXθ -law of X∆ on (S, σ(S)) given R∆. Equations
(A.2) imply that QX,Cθ is absolutely continuous with respect to the Lebesgue measure
L:
dQX,Cθ
dL
= qC∆(X∆ |R∆; θ). (A.5)
The strong Markov property (A2) tells us that the conditional distribution of X∆
given R∆ depends only on (N∆, TN∆ , XTN∆−, DN∆). In addition, the strong Markov
property of X under Q implies that the conditional distribution of X∆ is the same
as its unconditional distribution started at XTN∆ :
qC∆(X∆ |R∆; θ) = q∆−TN∆ (XTN∆ , X∆; θ),
where XTN∆ = XTN∆− + Γ(XTN∆−, DN∆ ; θ) ∈ σ(R∆).
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WriteQRθ for theQθ-law of R∆ andQ
R,C
θ for its conditionalQθ-law given X∆, both
defined on the corresponding Skorohod space. Bayes’ rule implies that QR,Cθ ×QXθ =
QX,Cθ ×QRθ . We reformulate this result and obtain that the conditional law of R∆ is
absolutely continuous with respect to its unconditional law:
dQR,Cθ
dQRθ
=
q∆−TN∆ (XTN∆ , X∆; θ)
q∆(X0, X∆; θ)
,
We can do this given that the laws QX,Cθ and QXθ are absolutely continuous with
respect to the Lebesgue measure L. We apply this insight and obtain
EQθ [Φ∆(θ)|X0 = v,X∆ = w] = EQθ
[
q∆−TN∆ (XTN∆ , w; θ)
q∆(v, w; θ)
Φ∆(θ)
]
(A.6)
after unwinding the conditional expectations φ. Merging (A.3) and (A.6) leads to:
p∆(v, w; θ) = EQθ
[
q∆−TN∆ (XTN∆ , w; θ)Φ∆(θ)
]
.
Finally, no jump occurs between time TN∆ and ∆ so that the process X follows
the same diffusion as X˜ between these times under Q. X˜ satisfies the SDE (1.7) and
its transition density is p˜TN∆−∆(., .; θ), thus:
p∆(v, w; θ) = EQθ
[
q∆−TN∆ (XTN∆ , w; θ)
1
Z∆(θ)
]
= EQθ
[
p˜∆−TN∆ (XTN∆ , w; θ)
1
Z∆(θ)
]
We can also note that the equivalence of the measures Pθ and Qθ yields:
p∆(v, w; θ) = EQθ
[
p˜∆−TN∆ (XTN∆ , w; θ)
1
Z∆(θ)
]
= Eθ
[
p˜∆−TN∆ (XTN∆ , w; θ)
]
.
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Proof of Proposition 1.3.2. Recall that, under Q:
Xt = X0 +
t∫
0
µ(Xs; θ)ds+
t∫
0
σ(Xs; θ)dBs +
N∆∑
n=1
Γ(XTn , Dn; θ) (A.7)
Thus, assumption (A4) implies that Xt is pathwise differentiable, see Glasser-
man (2003). Assumption (A3) allows exchangeability of the differentiability and
Q-expectation operators.
Proof of Theorem 1.4.1. Given assumption (B1) holds, Theorem 1 of Glynn and
Rhee (2015) proves that the estimator given in (1.13) is unbiased.
Proof of Proposition 1.4.2. pˆ∆(v, w; θ) is n-times continuously differentiable if and
only if pˆI,J∆ (v, w; θ) = P˜I(X J , w; θ)ZJ is as well. p˜I is a mixture of Gaussian densities,
and is n-times continuously differentiable. Moreover, X J and ZJ are deterministic
function of θ, and differentiable as assumption (A4) holds.
Under assumption (B2) and Theorem 1.4.1:
EQθ ∂
k
i1,...,ik
pˆ∆(v, w; θ) = ∂
k
i1,...,ik
EQθ pˆ∆(v, w; θ) = ∂
k
i1,...,ik
p∆(v, w; θ) ∀i1, . . . , ik ∈ {1, . . . , r}.
where p∆(v, w; θ) is n-times continuously differentiable according to Proposition
1.3.2.
Proof of Equation 1.17. Let’s compute the order of EQθ [
e
− 1
h˜
(w−X˜I−1,θ)
>
V−1
I−1,θ(w−X˜I−1,θ)
h˜d(2pi)d|VI−1,θ| ].
|X| ≡ det(X) for any square matrix X. As X˜II−1 ∼ N(u˜II−2, hVI−2,θ) where VI−2,θ =
123
Σ(X˜II−2; θ)Σ(X˜
I
I−2; θ)
>, and u˜II−2 = X˜
I
I−2 + µ(X˜
I
I−2; θ)h˜
EQθ
e− 1h˜(w−X˜II−1,θ)>V −1I,θ (w−X˜II−1,θ)
h˜d(2pi)d detVI,θ
 = 1
h˜d(2pi)d
∫
e−
1
h˜
(w−X˜II−1,θ)
>
V −1I−1,θ(w−X˜II−1,θ)
|VI−1,θ|
×
exp
[
− (X˜
I
I−1−u˜II−2)>V −1I−2,θ(X˜II−1−u˜II−2)
2h
]
(2pi)d/2|VI−2,θ|1/2 dX˜
I
I−1
=
1
h˜d(2pi)d
∫
1
(2pi)d/2
1
|VI−1,θ||VI−2,θ|1/2 × exp
(
− 1
2h
(
X˜I,>I−1(2V
−1
I−1 + V
−1
I−2)X˜
I
I−1
+ 2X˜II−1(2w
>V −1I−1 + V
−1
I−2) + b
))
The Kernel of the integral is multivariate normal with variance V = (2V −1I−1 +V
−1
I−2)
−1
and mean m = V (2w>V −1I−1 + V
−1
I−2). We just need to adjust by a constant times a
factor h˜d/2, and it integrates to 1. It means that:
EQθ
e− 1h˜(w−X˜II−1,θ)>V −1I,θ (w−X˜II−1,θ)
h˜d(2pi)d detVI,θ
 = O( h˜d/2
h˜d
) = O(h˜−d/2)
and as h˜ = O(I−1), the expectation is of order Id/2.
Proof of Proposition 1.5.1. Our goal is to compute an unbiased estimator of
E
[
p˜∆−TN∆ (XTN∆ , w; θ)/Z∆(θ)
]
. The quantity inside the expectation can be simu-
lated, but with a bias. However, according to Theorem 1 of Glynn and Rhee (2015),
we can compute an unbiased version of the expectation if we can simulate the quan-
tity in the expectation with a bias of the order O(J
−1/2
ξ ), where Jξ is the number of
discretization steps. This bias is the typical one when Euler discretizing a stochastic
differential equation.
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Let’s omit the subindex ξ and consider that Hξ = H, Iξ = I and Jξ = J .
∥∥∥p˜∆−TN∆ (XTN∆ , w; θ) 1Z∆(θ) − P˜H,I(X J , w; θ)ZJ
∥∥∥
2
≤
∥∥∥p˜∆−TN∆ (XTN∆ , w; θ)∥∥∥2 ×
∥∥∥∥ 1Z∆(θ) −ZJ
∥∥∥∥
2
+
∥∥ZJ∥∥
2
×
∥∥∥p˜∆−TN∆ (XTN∆ , w; θ)− p˜∆−TN∆ (X J , w; θ)∥∥∥2
+
∥∥ZJ∥∥
2
×
∥∥∥p˜∆−TN∆ (X J , w; θ)− P˜H,I(X J , w; θ)∥∥∥2
≤
∥∥∥p˜∆−TN∆ (XTN∆ )∥∥∥2 ×O(J−1/2ξ ) + ∥∥ZJ∥∥2 ×O(J−1/2ξ )
+
∥∥ZJ∥∥
2
×
∥∥∥p˜∆−TN∆ (X J , w; θ)− P˜H,I(X J , w; θ)∥∥∥2
This first expression follows from assumption (C1) . The second expression follows
because p˜ is a continuous and differentiable function, and because of assumption
(C1). The last expression is of order O(J
−1/2
ξ ), following equation 1.16 and choosing
H = O(I2+d/2) and I = O(
√
J), as well as assuming (C2) and (C3).
These choices ensures that:
∥∥∥pˆHξ,Iξ,Jξ∆ (v, w; θ)− p∆(v, w; θ)∥∥∥
2
= O
(
J
−1/2
ξ
)
.
and we can apply Theorem 1 of Glynn and Rhee (2015) to conclude that pˆ∆(v, w; θ)
is an unbiased estimator of p∆(v, w; θ) with finite variance.
Proof of Proposition 1.5.2. The choices of H, I and J ensures the unbiasedness of
pˆ
Hξ,Iξ,Jξ
∆ (v, w; θ), using Proposition 1.5.1. Because of its unbiasedness, the rate of
convergence of pˆK∆(v, w; θ) is the same as a Monte Carlo estimator, K
−1/2. The
computational effort follows from proposition 5 of Glynn and Rhee (2015).
Proof. Derivation of the density of Heston’s model (example 2) with Fourier Inversion
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We want to estimate the density of the Heston model (under the P-measure),
where Yt = logSt. We follow here the notation of Duffie et al. (2000).
 dYt
dVt
 =
 α + βVt−
κ(θ − Vt−)
 dt+√Vt−
 1 0
ρσv
√
(1− ρ2)σv
 dWt +
 dZyt
dZvt

Let Xt = (Yt, Vt)
′, Xt is an affine process with affine drift drift:
µ(x) =
 α
κθ
+
 0 β
0 −κ
x = K0 +K1x
where (K0, K1) ∈ R2 × R2×2. and the covariance matrix is also affine:
ΣΣT = Vt
 1 ρσv
ρσv σ
2
v
 =
 0 0
0 0
+
 0 0 1 ρσv
0 0 ρσv σ
2
v
x = H0 +H1x
where (H0, H1) ∈ R2×2×R2×2×2. The jump intensity l0 is constant, being equal to
λ, and r0 is equal to 0. The jumps are normally distributed in the returns, and follow
and exponential distribution in the volatility. Then, the conditional characteristic
function
φt,T (u) = Et[eiu
TXT ] = exp
(
α(t;T, u) + β(t;T, u)TXt
)
(A.8)
where u ∈ R2, and β and α follow the complex-valued ODES:
β˙(t) = ρ1 −KT1 β(t)−
1
2
β(t)TH1β(t)− l1(θ(β(t))− 1)
α˙(t) = ρ0 −KT0 β(t)−
1
2
β(t)TH0β(t)− l0(θ(β(t))− 1)
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with boundary condition β(T ) = iu and α(T ) = 0, and where
θ(c) =
∫
Rn exp(c
T z)dν(z). Plugging Ki’s and Hi’s, we need to solve the following
differential equations:
β˙1(t) = 0
β˙2(t) = −1
2
β21 − ββ1 + (−ρσvβ1 + κ)β2(t)−
σ2v
2
β22(t)
α˙(t) = −αβ1 − κθβ2(t)− λ(θ(β(t))− 1)
Using the first boundary condition, β1 = iu1. We can then rewrite β2 ode as:
β˙2(t) =
a(u)
2
+ b(u)β2(t) + δβ
2
2(t)
where a(u) = u1(u1 − 2iβ), b(u) = κ − iρσvu1 and δ = −σ2v2 (u = (u1, u2)′). Let
v(t) = δβ2(t). Then v satisfies the following ODE:
v˙(t) = v2(t) + b(u)v(t) +
δa(u)
2
Finally, letting the function w s.t. v = −w′
w
, w follows the following ODE:
w¨(t)− b(u)w˙(t)− a(u)σ
2
v
4
= 0
The roots of r2 − br − aσ2v/2 = 0 are
r =
1
2
(b(u)± γ(u))
where γ(u) is defined by γ2(u) = b(u)2 + a(u)σ2v (is a complex function). Then
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w(t) = C1e
(b+γ)/2 + C2e
(b−γ)/2 and:
β2(t) =
1
σ2v
(b(u) + γ(u))C1e
γ(u)t + (b(u)− γ(u))C2
C1eγ(u)t + C2
From now on, we will drop the notation regarding the dependence of a, b and γ with
respect to u. Using the boundary condition β2(T ) = iu2,
C1 = C2e
−γT
(
γ − b+ σ2vu2i
γ + b− σ2vu2i
)
= C2e
−γTG(u)
Thus,
β2(t) =
1
σ2v
(b+ γ)Ge−γ(T−t) + (b− γ)
Ge−γ(T−t) + 1
Now, we need to find a closed-form expression for α(t). First, as the jump
in returns follow N(µy, σ
2
y) and the jumps in volatility follow Exp(µv), θ(β(t)) =
exp(µyβ1+0.5∗σ2yβ21)
1−µvβ2(t) . Then:
α(T )− α(t) = (λ− αu1i)(T − t)− κθ
T∫
t
β2(s)ds− λ
T∫
t
θ(β(s))ds
As α(T ) = 0,
α(t) = −(λ− αu1i)(T − t) + κθ
T∫
t
β2(s)ds+ λ exp(µyu1i− 0.5σ2yu21)
T∫
t
1
1− µvβ2(s)ds
Now we can evaluate φ(t;T, u) and thus the density is:
p∆(y, v) =
1
2pi
∫ ∫
e−i(u1y+u2v)eα(0;∆,u)+iu1y0+β2(0;T,u)v0
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Appendix B
Proofs for Chapter 2
B.1 Posterior distribution computations
B.1.1 The model
In this section, I provide details about the computations of the posterior distribu-
tions of the more complicated model, which features correlated jumps in returns and
volatility(SVMSCJ):
dYt = µdt+
√
Vt−dW1t + ξystdNst
dVt = κ(θ − Vt−) +
√
Vt−σv(ρdW1t +
√
1− ρ2dW2t) + ξvstdNst
where
• S = {st}Tt=1 is the Markov chain,
• Nst are contemporaneous Poisson jumps, with jump intensity λst ,
• ξvst ∼ eµ
v
st : jumps in volatility follow an exponential distribution,
• ξyst|ξvst ∼ N(µyst + ρJξvst , σyst): jumps in returns are conditionally normal.
The transition probabilities of the markov chain are given by:
P(st = 2|st−1 = 1) = e1
P(st = 1|st−1 = 2) = e2
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The model needs to be discretized in order to implement MCMC methods. I use
Euler discretization with discretization step ∆.
Yt+∆ = Yt + µ∆ +
√
Vt
y
t+∆ + ξ
y
st+∆
Nst+∆
Vt+∆ = Vt + κ(θ − Vt)∆ +
√
Vt
v
t+∆ + ξ
v
st+∆
Nst+∆
where Nst+∆ is a Bernoulli variable with success probability λst+∆∆, indicating a
jump arrival, and where t = (
y
t , 
v
t )
′ follows:
t ∼ N(0,Σ)
Σ =
 1 ρσv
ρσv σ
2
v

Finally, let ξy = {ξyst}Tt=1, ξv = {ξvst}Tt=1 and Θ such that:
Θ = (µ, κ, θ, σv, ρ, µ
y
1,2, σ
y
1,2, µ
v
1,2, ρJ , λ1,2)
I can now derive the posterior distributions. Let the discretization step be one
day and ∆ = 1. It means that the parameter values are daily.
B.1.2 Posterior distribution of ξv
f(ξvst+1) = p(ξ
v
st+1
|Nst+1 = 1, st+1,Θ, ξy, V, Y )
∝ p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ)
× p(Yt, Vt, ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ)
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and
p(ξyst+1 , ξ
v
st+1
, Nst+1 = 1 , st+1,Θ, Yt, Vt)
∝ p(ξyst+1 |ξvst+1 , Nst+1 = 1, st+1,Θ)p(ξvst+1 , |Nst+1 = 1, st+1,Θ)
So, I have:
f(ξvst+1) ∝ p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ)
× p(ξyst+1|ξvst+1 , Nst+1 = 1, st+1,Θ)p(ξvst+1|Nst+1 = 1, st+1,Θ)
The two last terms are easily computed; the latter follows an exponential distribution
and the former a normal distribution.
p(ξvst+1|Nst+1 = 1, st+1,Θ) =
1
µvst+1
exp(− ξ
v
st+1
µvst+1
)1{ξvst+1>0}
p(ξyst+1 |ξvst+1 , Nst+1 = 1, st+1,Θ) =
1√
2piσyst+1
exp(−(ξ
y
st+1
− µyst+1 − ρJξvst+1)2
2(σyst+1)2
)
Let’s denote by g(ξvst+1) the likelihood, under the assumption that Nst+1 = 1.
Yt+1 = Yt + µ+ ξ
y
st+1
+
√
Vt
y
t+1
Vt+1 = Vt + κ(θ − Vt) + ξvst+1 +
√
Vt
v
t+1
such that
(yt+1, 
v
t+1)
′ ∼ N(0,Σ)
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Thus,
g(ξvst+1) ∝ exp
(
− 1
2Vt
(Yt+1 − a1, Vt+1 − a2)Σ−1(Yt+1 − a1, Vt+1 − a2)′
)
with
a1 = Yt + µ+ ξ
y
st+1
a2 = Vt + κ(θ − Vt) + ξvst+1 .
The expression in the exponential can be written as:
− 1
2Vtσ2v(1− ρ2)
Φ(ξvst+1)
where
Φ(ξvst+1) = σ
2
v(Yt+1 − a1)2 + (Vt+1 − a2)2 − 2ρσv(Yt+1 − a1)(Vt+1 − a2).
Let K1,t = σv(Yt+1 − a1), which does not involve ξvst+1 . Replacing a2 by its original
expression, I have that:
Φ(ξvst+1) = K
2
1,t + (ξ
v
st+1
− (Vt+1 − Vt − κ(θ − Vt)))2
+ 2ρK1,t(ξ
v
st+1
− (Vt+1 − Vt − κ(θ − Vt)))
Let K2,t = Vt+1 − Vt − κ(θ − Vt)
Φ(ξvst+1) = (ξ
v
st+1
)2 − 2ξvst+1(K2,t − ρK1,t) +K3,t
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where K3,t = K
2
1,t +K
2
2,t − 2ρK1,tK2,t. I thus have:
g(ξvst+1) ∝ exp(−
1
2
(α1(ξ
v
st+1
)2 − 2β1ξvst+1 + γ1))
where
α1,t =
1
Vtσ2v(1− ρ2)
β1,t =
(K2,t − ρK1,t)
Vtσ2v(1− ρ2)
γ1,t =
K3,t
Vtσ2v(1− ρ2)
The product of the three distribution is then a normal Kernel. Note that I can write:
p(ξyst+1|ξvst+1 , Nst+1 = 1, st+1,Θ) ∝ exp
(
− 1
2
(α2,t(ξ
v
st+1
)2 − 2β2,tξvst+1 + γ2,t)
)
where
α2,t =
ρ2J
(σyst+1)2
β2,t =
ρJ(ξ
y
st+1
− µyst+1)
(σyst+1)2
γ2,t =
(ξyst+1 − µyst+1)2
(σyst+1)2
and
p(ξvst+1 |Nst+1 = 1, st+1,Θ) ∝ exp
(
1
2
2β3,tξ
v
st+1
)
1{ξvst+1>0}
β3,t = − 1
µvst+1
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Combining everything, I thus have:
f(ξvst+1) ∝ exp
(
− 1
2
(αt(ξ
v
st+1
)2 − 2βtξvst+1 + γt
)
1{ξvst+1>0}
with
αt = α1,t + α2,t
βt = β1,t + β2,t + β3,t
γt = γ1,t + γ2,t
It can be factorized to obtain:
f(ξvst+1) ∝ exp
(
− 1
2α−1t
(
(
ξvst+1)
2 − 2βt
αt
ξvst+1 +
γt
αt
))
1{ξvst+1>0}
∝ exp
(
− 1
2α−1t
(
ξvst+1 −
βt
αt
)2)
1{ξvst+1>0}
Which is a truncated normal with mean αvt+1 and variance w
v
t+1:
(ξvst+1 |Nst+1 = 1, st+1,Θ, ξy, V, Y ) ∼ N
(
αvt+1,
√
wvt+1
)
1{ξvst+1>0} ∀t (B.1)
where:
wvt+1 =
σ2vσ
2
yVt(1− ρ2)
σ2y + σ
2
vρ
2
JVt(1− ρ2)
αvt+1 = w
v
t+1
(
K2,t − ρK1,t
Vtσ2v(1− ρ2)
+
ρJ(ξ
y
st+1
− µyst+1)
(σyst+1)2
− 1
µvst+1
)
K1,t = σv(Yt+1 − Yt − µ− ξyst+1)
K2,t = Vt+1 − Vt − κ(θ − Vt)
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B.1.3 Posterior distribution of ξy
f(ξyst+1) = p( ξ
y
st+1
|Nst+1 = 1, st+1,Θ, ξvst+1 , V, Y )
∝ p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ)
× p(ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ, Yt, Vt)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , Nst+1 = 1, st+1,Θ)
× p(ξyst+1|ξvst+1 , Nst+1 = 1, st+1,Θ)
The first term is the likelihood of (Yt+1, Vt+1) (computed precedently) and the second
term is known:
p(ξyst+1|ξvst+1 , Nst+1 = 1, st+1,Θ) ∝ exp
(
− (ξ
y
st+1
− µyst+1 − ρJξvst+1)2
2(σyst+1)2
)
The likelihood is:
p(Yt+1, Vt+1|Yt, Vt , ξyst+1 , Nst+1 = 1, st+1,Θ)
∝ exp
(
− 1
2
(yt+1, 
v
t+1)Σ
−1(yt+1, 
v
t+1)
′
)
∝ exp
(
− 1
2Vtσ2v(1− ρ2)
(
σ2v(Yt+1 − Yt − µ− ξyst+1)2
−2ρσv(Yt+1 − Yt − µ− ξyst+1)vt+1
√
Vt
))
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Thus,
p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , Nst+1 = 1, st+1,Θ) ∝ exp
(
− 1
2
(
α1,t(ξ
y
st+1
)2 − 2β1,tξyt+1
))
α1,t =
1
Vt(1− ρ2)
β1,t =
σ2v(Yt+1 − Yt − µ)− ρσv(Vt+1 − Vt − κ(θ − Vt)− ξvst+1)
σ2vVt(1− ρ2)
The prior can be written:
p(ξyst+1|ξvst+1 , Nst+1 = 1,Θ) ∝ exp
(
− 1
2
(α2,t(ξ
y
st+1
)2 − 2β2,tξyst+1)
)
where
α2,t =
1
(σyst+1)2
β2,t =
µyst+1 + ρJξ
v
st+1
(σyst+1)2
Combining both of these expression, I have that:
f(ξyst+1) ∝ exp
(
− 1
2
(αt(ξ
y
st+1
)2 − 2βtξyst+1
)
with
αt = α1,t + α2,t
βt = β1,t + β2,t
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It can be factorized:
f(ξyst+1) ∝ exp
(
− 1
2α−1t
((ξyst+1)
2 − 2βt
αt
ξyst+1)
)
∝ exp
(
− 1
2α−1t
(
ξyst+1 −
βt
αt
)2)
Which is a normal with mean αyt+1 and variance w
y
t+1:
(ξyst+1|Nst+1 = 1, st+1,Θ, ξv, V, Y ) ∼ N
(
αyt+1,
√
wyt+1
)
∀t (B.2)
where:
wyt+1 =
Vt(σ
y
st+1)
2(1− ρ2)
Vt(1− ρ2) + (σyst+1)2
αyt+1 = w
y
t+1
(
(Yt+1 − Yt − µ)− ρ/σv(Vt+1 − Vt − κ(θ − Vt)− ξvst+1)
(1− ρ2)Vt +
µyst+1 + ρJξ
v
st+1
(σyst+1)
2
)
B.1.4 Posterior distribution of N
p(Nst+1 = 1| Θ , ξy, ξv, V, Y, S)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyst+1 , ξvst+1 , Nst+1 = 1, st+1,Θ)× p(Nst+1 = 1)
where p(Nst+1 = 1) = λst+1 . This is a straightforward computation, because this is a
bivariate Gaussian density. Recall that:
Yt+1 = Yt + µ+ ξ
y
st+1
+
√
Vt
y
t+1
Vt+1 = Vt + κ(θ − Vt) + ξvst+1 +
√
Vt
v
t+1
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such that
(yt+1, 
v
t+1)
′ ∼ N(0,Σ)
Thus, if there is a jump, the likelihood would be:
f(Nst+1 = 1| Θ , ξy, ξv, V, Y, S)
∝ λst+1 exp
(
− 1
2Vtσ2v(1− ρ2)
(
σ2v(Yt+1 − Yt − µ− ξyst+1)2
+ (Vt+1 − Vt − κ(θ − Vt)− ξvst+1)2
− 2ρσv(Yt+1 − Yt − µ− ξyst+1)(Vt+1 − Vt − κ(θ − Vt)− ξvst+1)
))
and if there is no jump, the likelihood would be:
f(Nst+1 = 0| Θ , ξy, ξv, V, Y, S)
∝ (1− λst+1) exp
(
− 1
2Vtσ2v(1− ρ2)
(
σ2v(Yt+1 − Yt − µ)2
+ (Vt+1 − Vt − κ(θ − Vt))2
−2ρσv(Yt+1 − Yt − µ)(Vt+1 − Vt − κ(θ − Vt)
))
These two quantities are computable, and I have:
f(Nst+1 = 1|Θ, ξy, ξv, V, Y, S) ≡ K1,t
f(Nst+1 = 0|Θ, ξy, ξv, V, Y, S) ≡ K2,t
Let P1,t =
K1,t
K1,t+K2,t
;
(Nst+1|V, Y, S, ξyst+1 , ξvst+1 ,Θ) ∼ Bernoulli(P1,t) ∀t (B.3)
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B.1.5 Posterior distribution of S
We need to compute the posterior distribution of the Markov chain of the states S.
We use the FFBS algorithm to draw the states. Details can be found in Johannes
and Polson (2009).
B.1.6 Posterior distribution of Θ
Recall that:
Θ = (µ, κ, θ, σv, ρ, µ
y
1,2, σ
y
1,2, µ
v
1,2, ρJ , λ1,2)
Each of these parameters will be drawn separately.
B.1.6.1 Posterior distribution of µ
f(µ) = p(µ|Θ−i, Y, V,N, S, ξy, ξv) ∝ p(Y, V |N,S,Θ, ξy, ξv)p(µ)
Recall that:
Yt+1 = Yt + µ+ ξ
y
st+1
Nst+1 +
√
Vt
y
t+1
Vt+1 = Vt + κ(θ − Vt) + ξvst+1Nst+1 +
√
Vt
v
t+1
Let Y˜t+1 = Yt+1 − Yt − ξyst+1Nst+1 . The likelihood is then:
p(Y, V | µ,Θ−i, N, S, ξy, ξv)
∝ exp
(
−1
2
∑
t
(yt+1, 
v
t+1)Σ
−1(yt+1, 
v
t+1)
′
)
∝ exp
(
− 1
2σ2v(1− ρ2)
(
σ2v
∑
t
(Y˜t+1 − µ)2
Vt
+
∑
t
(ut+1)
2
Vt
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−2ρσv
∑
t
vt+1(Y˜t+1 − µ)√
Vt
))
∝ exp
(
− 1
2σ2v(1− ρ2)
(
σ2v
∑
t
µ2 − 2Y˜t+1µ
Vt
+ 2ρσv
∑
t
vt+1µ√
Vt
))
So:
p(Y, V |µ,Θ−i, N, S, ξy, ξv) ∝ exp
(
− 1
2
(
α1µ
2 − 2β1µ
))
α1 =
∑
t
1
(1− ρ2)Vt
β1 =
∑
t
(σv(Y˜t+1)− ρ(Vt+1 − Vt − κ(θ − Vt)− ξvst+1Nst+1))
σv(1− ρ2)Vt
The prior for µ is normal with mean µ0 and variance σ
2
0; let:
α2 =
1
σ20
, β2 =
µ0
σ20
p(µ) ∝ exp
(
− 1
2
−
(
α2µ
2 − 2β2µ
))
The product is thus the Kernel of a normal distribution:
p(µ|Θ−i, Y, V,N, S, ξy, ξv) ∝ exp
(
− 1
2
(
(α1 + α2)µ
2 − 2(β1 + β2)µ
))
∝ exp
(
− 1
2
(
1
(α1 + α2)−1
(
µ− (β1 + β2)
α1 + α2
)2))
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In conclusion, µ follows a normal distribution:
(µ|Θ−i, V, Y, ξy, ξv, S,N) ∼ N(Meanµ,
√
V arµ) (B.4)
V arµ =
(
1
1− ρ2
∑
t
1
Vt
+
1
σ20
)−1
Meanµ = V arµ
(
µ0
σ20
+
1
1− ρ2
∑
t
Y˜t+1 − ρ/σv(Vt+1 − Vt − κ(θ − Vt)− ξvst+1Nst+1)
Vt
)
B.1.6.2 Posterior distribution of κ and θ
First, let’s introduce a change of variable. Let α = κθ and δ = 1− κ. The posterior
distribution of (α, δ) is:
p(α, δ|Y, V, S, ξy, ξv, N,Θ−i) ∝ p(Y, V |α, δ,Θ−i, S, ξy, ξv, N)p(α, δ)
Note that, because of the correlation between y and v, I can rewrite the volatility
equation:
Vt+1 − ξvst+1Nst+1 = α + δVt +
√
Vtσv(ρu
1
t+1 +
√
1− ρ2u2t+1)
where (u1t+1, u
2
t+1) ∼ N(0, I2), I2 being the identity matrix of dimension 2. Let
V˜t+1 =
Vt+1 − ξvst+1Nst+1 − ρσv(Yt+1 − Yt − µ− ξyst+1Nst+1)√
Vt
The previous equation can then be rewritten:
V˜t+1 = X
′
tβ + σv
√
1− ρ2u2t+1
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where Xt = (1/
√
Vt,
√
Vt)
′ and β = (α, δ)′. Thus, the likelihood of V can be written:
p(Y, V |β, S, ξy, ξv, N,Θ−i) ∝ exp
(
− 1
2σ2v(1− ρ2)
∑
t
(V˜t+1 −X ′tβ)2
)
∝ exp
(
− 1
2σ2v(1− ρ2)
β′
(∑
t
XtX
′
t
)
β
−2β′
∑
t
XtV˜t+1
)
let
ΣAD =
1
(1− ρ2)σ2v
 ∑t 1Vt T
T
∑
t Vt

Then, I can write the likelihood:
p(Y, V |β, S, ξy, ξv, N,Θ−i) ∝ exp
(
− 1
2
(
β′ΣADβ − 2β′µAD
))
where
µAD =
1
σ2v(1− ρ2)
∑
t
XtV˜t+1
(α, δ)′ has a normal prior, with mean β0 = (µa, µd)′ and variance-covariance matrix:
ΣAD0 =
 σ2a 0
0 σ2d

thus, the prior for β = (α, δ)′ is:
p(α, δ) ∝ exp
(
− 1
2
(β − β0)Σ−1AD0(β − β0)
)
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I can write:
p(β|V, Y, S, ξy, ξv, N,Θ−i) ∝ exp
(
− 1
2
F (β)
)
F (β) = β′(ΣAD + Σ−1AD0)β − 2β′(µAD + Σ−1AD0β0) + Γ0
F has the Kernel of a normal distribution, so by rearranging:
F (β) = (β − µβ)′Σ−1β (β − µβ) + Γ0
where:
Σβ = (ΣAD + Σ
−1
AD0)
−1
µβ = Σβ(µAD + Σ
−1
AD0β0)
So I can draw β = (α, δ)′:
(β|Θ−i, V, Y, S, ξy, ξv, N) ∼ N(µβ,Σβ) (B.5)
B.1.6.3 Posterior distribution of σv and ρ
I follow the steps of Jacquier et al. (1994) to derive the distribution of these two
parameters. Recall that:
Σ =
 1 ρσv
ρσv σ
2
v

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Let also rt ≡ (yt , vt )′. This way, rt ∼ N(0,Σ). I will do a change of variable; let Σ
be:
Σ =
 1 Ψ
Ψ Ω + Ψ2

Ψ = ρσv
Ω + Ψ2 = σ2v
I have the following priors for Ψ and Ω:
Ω ∼ IG(ν0, s0)
Ψ|Ω ∼ N(Ψ0, Ω
p0
)
Note that the inverse of Σ can be decomposed as:
Σ−1 =
1
Ω
 Ψ2 −Ψ
−Ψ 1
+
 1 0
0 0
 = C
Ω
+
 1 0
0 0

Let A =
∑
t rtr
′
t, and aij the ij element of the matrix A. The likelihood can then be
written:
p(V, Y |Θ, ξy, ξv, N, S) ∝
∏
t
|Σ|−1/2 exp(−1
2
tr(Σ−1A))
and using the decomposition of Σ−1, tr(Σ−1A) = tr(CA)/Ω + a11.
As a11 =
∑
t 
2
t , it does not involve Ψ or Ω. I can thus write the posterior distribution
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of Ψ and Ω as:
p(Ψ,Ω|Θ−i, V, Y, ξy, ξv, S,N) ∝ 1
ΩT/2
exp(−tr(CA)
2Ω
)p(Ψ,Ω)
Let a22.1 = a22 − a212/a11 and Ψˆ = a12/a11.
I can then write tr(CA) = a22.1 + (Ψ− Ψˆ)2a11.
p(Ψ,Ω|Θ−i, V, Y, ξy, ξv, S,N) ∝ 1
ΩT/2
exp
(
− 1
2Ω
(a22.1 + (Ψ− Ψˆ)2a11)
)
× 1√
Ω
exp
(
− (Ψ−Ψ0)
2
2Ω/p0
) 1
Ων0+1
exp
(
− s0
Ω
)
∝ 1
ΩT/2+1/2+ν0+1
exp
(
− a22.1/2 + s0
Ω
)
× exp
(
− 1
2Ω
(
(Ψ− Ψˆ)2 + (Ψ−Ψ0)2
))
Let’s consider the factor of the second exponantial, and call it g(Ψ).
g(Ψ) = (a11 + p0)
(
Ψ2 − 2
(
Ψˆa11 + Ψ0p0
a11 + p0
)
Ψ +
(
Ψˆ2a11 + Ψ
2
0p0
a11 + p0
))
= (a11 + p0)
(
(Ψ− Ψ˜)2 +K1
)
where
Ψ˜ =
Ψˆa11 + Ψ0p0
a11 + p0
K1 = −Ψ˜2 + Ψˆ
2a11 + Ψ
2
0p0
a11 + p0
So the second exponential can be written:
exp
(
−a11 + p0
2Ω
(Ψ− Ψ˜)2
)
exp
(
− (a11 + p0)K1
2
1
Ω
)
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and
p(Ψ,Ω|Θ−i, V, Y, ξy, ξv, N, S) ∝ p(Ψ|Ω, V, Y,Θ−i, N, ξy, ξv, S)p(Ω|Θ−i, V, Y,N, ξy, ξv, S)
such that:
p(Ω|Θ−i, V, Y,N, ξy, ξv, S) ∼ IG
(
ν0 +
T
2
, s0 +
a22.1
2
+
(a11 + p0)K1
2
)
(B.6)
p(Ψ|Ω, V, Y,Θ−i, N, ξy, ξv, S) ∼ N
(
Ψ˜,
Ω
a11 + p0
)
(B.7)
A draw of (Ψ,Ω) yields a draw of (ρ,σv) by computation of σ
2
v = Ψ
2+Ω and ρ = Ψ/σv.
B.1.6.4 Posterior distribution of λ1,2
Let j ∈ {1, 2}. The prior chosen for λj is a beta distribution B(k1,j, k2,j).
p(λj | N, V, Y, ξy, ξv, {st = j}Tt=1,Θ−i)
= p(λj|N, {st = j}Tt=1) ∝ p(N |λj, {st = j}Tt=1)× p(λj)
Recall that Nst = 1 if a jump occurs at t, and Nst = 0 otherwise. Let Sj the number
of states j.
p(λj|N, {st = j}Tt=1) ∝
∏
st=j
λNst (1− λj)(1−Nst )λk1,j−1j (1− λ)k2,j−1
p(λj|N, {st = j}Tt=1) ∝ λ
∑
st=j
Nst+k1,j−1(1− λj)Sj−
∑
st=j
Nst+k2,j−1
so I have that
(λj|Θ−i, V, Y, ξy, ξv, {st = j}Tt=1, N) ∼ β(k˜1,j, k˜2,j) ∀j = 1, 2 (B.8)
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k˜1,j =
∑
st=j
Nst + k1,j
k˜2,j = Sj −
∑
st=j
Nst + k2,j
B.1.6.5 Posterior distribution of µy1,2
Let’s consider µyj , ∀j = 1, 2.
p(µyj | Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1)
∝ p(ξy|ξv, ρJ , µyj , {Nst = 1}Tt=1, σyj , {st = j}Tt=1)p(µyj )
The first term can be written:
p(ξy|Θ−i, V, Y, ξv, {Nst = 1}Tt=1, {st = j}Tt=1) ∝
∏
st=j
1√
2piσyj
exp(− (ξ
y
st−µyj−ρJξvst )2
2(σyj )
2 )
∝ exp (−1
2
(α1,j(µ
y
j )
2 − 2β1,jµyj + γ1,j)
)
where
α1,j =
∑
st=j
Nst
(σyj )
2
β1,j =
1
(σyj )
2
∑
st=j
(ξyst − ρJξvst)
γ1,j =
1
(σyj )
2
∑
st=j
(ξyst − ρJξvst)2
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The second term, the prior, follows a normal with mean µy0,j and variance σ
2
y0,j:
p(µyj ) ∝ exp(−
(µyj − µy0,j)2
2σ2y0,j
)
∝ exp
(
−1
2
(α2,j(µ
y
j )
2 − 2β2,jµyj + γ2,j)
)
α2,j =
1
σ2y0,j
, β2,j =
µy0,j
σ2y0,j
, γ2,j =
µ2y0,j
σ2y0,j
So when both terms are combined, I have a normal distribution
p(µy | Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1)
∝ exp
(
−1
2
(αj(µ
y
j )
2 − 2βjµyj + γj)
)
∝ exp
(
− 1
2α−1j
(µyj −
βj
αj
)2
)
αj = α1,j + α2,j = (
∑
st=j
Nst)/(σ
y
j )
2 + 1/σ2y0,j
βj = β1,j + β2,j =
1
(σyj )
2
∑
st=j
(ξyst − ρJξvst) + µy0,j/σ2y0,j
So µyj is normally distributed with mean Meanµyj and variance V arµ
y
j
:
(µyj |Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1) ∼ N(Meanµyj ,
√
V arµyj ) ∀j = 1, 2
(B.9)
Meanµyj =
∑
st=j
(ξyst − ρJξvst)/(σyj )2 + µy0,j/σ2y0,j
(
∑
st=j
Nst)/(σ
y
j )
2 + 1/σ2y0,j
V arµyj =
1∑
st=j
Nst/(σ
y
j )
2 + 1/σ2y0,j
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B.1.6.6 Posterior distribution of σy1,2
The prior distribution of (σyj )
2 is an inverse Gamma IG(αy,j, βy,j), ∀j = 1, 2.
p((σyj )
2 | Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1)
∝ p(ξy|ξv, ρJ , {Nst = 1}Tt=1, µyj , (σyj )2, {st = j}Tt=1)p((σyj )2)
The first posterior distribution can be rewritten:
p(ξy | ξv, ρJ , µyj , (σyj )2, {Nst = 1}Tt=1, {st = j}Tt=1)
∝ 1
(σyj )
∑
st=j
Nst
exp
(
− 1
2(σyj )
2
∑
st=j
(ξyst − µyj − ρJξvst)2
)
∝ 1
((σyj)2)
(
∑
st=j
Nst )/2
exp
(
− K1,j
(σyj )
2
)
K1,j =
1
2
∑
st=j
(ξyst − µyj − ρJξvst)2
And as the prior kernel is:
p((σyj )
2) ∝ 1
((σyj )
2)αy,j+1
exp
(
− βy,j
(σyj )
2
)
The posterior is then an inverse gamma:
p((σyj )
2|Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1) ∝
1
((σyj )
2)(α˜j+1)
exp
(
− β˜j
(σyj )
2
)
or,
((σyj )
2|Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, {st = j}Tt=1)) ∼ IG(α˜j, β˜j) ∀j = 1, 2 (B.10)
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α˜j =
1
2
∑
st=j
Nst + αy,j
β˜j =
1
2
∑
st=j
(ξyst − µyj − ρJξvst)2 + βy,j
B.1.6.7 Posterior distribution for ρJ
p(ρJ |Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, S) ∝ p(ξy|ξv, ρJ , {Nst = 1}Tt=1, S, µy1,2, σy1,2)p(ρJ)
The first term can be written:
p(ξy|ξv, ρJ , {Nst = 1}Tt=1, S, µy1,2, σy1,2) ∝
∏
Nst=1
1√
2piσyst
exp(− (ξ
y
st−µyst−ρJξvst )2
2(σyst )
2 )
∝ exp (−1
2
(α1ρ
2
J − 2β1ρJ + γ1)
)
where
α1 =
∑
Nst=1
(ξvst)
2
(σyst)2
β1 =
∑
Nst=1
(ξyst − µyst)ξvst
(σyst)2
γ1 =
∑
Nst=1
(ξyst − µyst)2
(σyst)2
The second term, the prior, follows a normal with mean µJ0 and variance σ
2
J0:
p(ρJ) ∝ exp
(
−(ρJ − µJ0)
2
2σ2J0
)
∝ exp
(
−1
2
(α2ρ
2
J − 2β2ρJ + γ2)
)
α2 =
1
σ2J0
, β2 =
µJ0
σ2J0
, γ2 =
µ2J0
σ2J0
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So when both terms are combined, I have a normal distribution:
p(ρJ | Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, S) ∝ exp
(
−1
2
(αρ2J − 2βρJ + γ)
)
∝ exp
(
− 1
2α−1
(ρJ − β
α
)2
)
α = α1 + α2 =
∑
Nst=1
(ξvst)
2
(σyst)2
+ 1/σ2J0
β = β1 + β2 =
∑
Nst=1
(ξyst − µyst)ξvst
(σyst)2
+ µJ0/σ
2
J0
So ρJ is normally distributed with mean MeanρJ and variance V arρJ :
(ρJ |Θ−i, V, Y, ξy, ξv, {Nst = 1}Tt=1, S) ∼ N(MeanρJ ,
√
V arρJ ) (B.11)
MeanρJ =
∑
Nst=1
(ξyt − µy)ξvt /σ2y + µJ0/σ2J0∑
Nst=1
(ξvt )
2/σ2y + 1/σ
2
J0
V arρJ =
1∑
Nst=1
(ξvst)
2/(σyst)2 + 1/σ
2
J0
B.1.6.8 Posterior distribution of µv1,2
Let µvj be the value of µ
v when st = j.
p(µvj |V, Y,Θ−i, ξy, ξv, {Nst = 1}Tt=1, S) ∝ p(ξv|µvj , {Nst = 1}Tt=1, {st = j}Tt=1)p(µvj )
I use an Inverse Gamma prior for µvj : IG(kj, lj).
p(ξv | µvj , {Nst = 1}Tt=1, {st = j}Tt=1)
=
∏
st=j,Nst=1
(
1
µvj
exp
(
−ξ
v
st
µvj
))
= (µvj )
−∑st=j Nst exp
(
−
∑
st=j
ξvst
µvj
)
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p(µvj ) ∝
1
(µvj )
(kj+1)
exp
(
− lj
µvj
)
Thus,
p(µv|V, Y,Θ−i, ξy, ξv, {Nst = 1}Tt=1 , S)
∝ 1
(µvj )
∑
st=j
Nst+kj+1
exp
(
−
∑
Nst=1,st=j
ξvst + lj
µvj
)
So (µvj |V, Y,Θ−j, ξy, ξv, {Nst = 1}Tt=1, S) also follows an inverse Gamma distribution:
(µv|V, Y,Θ−i, ξy, ξv, {Nst = 1}Tt=1, S) ∼ IG(k˜j, l˜j) ∀j = 1, 2 (B.12)
k˜j =
∑
st=j
Nst + kj
l˜J =
lj + ∑
Nst=1,st=j
ξvst

B.1.7 Posterior distribution of the volatility
I cannot draw directly from the distribution of the volatility posterior, so I add a
random walk metropolis step to the Gibbs algorithm, as in Eraker et al. (2003).
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Appendix C
Proofs for Chapter 3
C.1 Posterior distribution computations
C.1.1 The model
This appendix presents and proves the posterior distribution formulas of the most
complicated model, which has correlated jumps in returns and volatility (SVCJMS).
Yt = logSt solves:
dYt = µstdt+
√
Vt−dW1t + ξ
y
t dNt
dVt = κst(θst − Vt−) +
√
Vt−σv,st(ρstdW1t +
√
1− ρ2stdW2t) + ξvt dNt
where:
• Nt has with jump intensity λ,
• ξv ∼ exp(µv) (exponential distribution),
• ξy|ξv ∼ N(µy + ρJξv, σ2y).
In this model, S = (st)(t=1..T ), such that st = 1 whenever we are in a “low” state,
and st = 2 when we are in a “high” state. Let e1 and e2 be the probabilities to jump
from state 1 to state 2, and vice versa.
P(st = 2|st−1 = 1) = e1
P(st = 1|st−1 = 2) = e2
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We need to discretize the model in order to implement the MCMC algorithm:
Y(t+1)∆ = Yt + µs(t+1)∆ +
√
Vt
y
s(t+1)∆
+ ξy(t+1)∆N(t+1)∆
V(t+1)∆ = Vt + κs(t+1)∆(θs(t+1)∆ − Vt) +
√
Vt
v
s(t+1)∆
+ ξv(t+1)∆N(t+1)∆
where N(t+1)∆ = 1 is a Bernoulli variable with intensity λ∆, indicating a jump arrival.
For simplicity and notation, we let ∆ = 1. We set st = (
y
st
, vst)
′:
st ∼ N(0,Σst)
Σst =
 1 ρstσv,st
ρstσv,st σ
2
v,st

Let Θ be defined as:
Θ = (µ1,2, κ1,2, θ1,2, σv;1,2, ρ1,2, µy, σy, µv, ρJ , λ, e1,2)
Let N = (Nt)t={1..T}, ξy = (ξ
y
t ){t=1..T}, ξ
v = (ξvt ){t=1..T}, V = (Vt){t=1..T} and Y =
(Yt){t=1..T}. Bayes rule tells us that the posterior is proportional to the likelihood
times the priors:
p(Θ, N, ξy, ξv, V, S|Y ) ∝ p(Y |Θ, N, ξy, ξv, V, S)p(Θ, N, ξy, ξv, V, S) (C.1)
C.1.2 Posterior distribution of ξv
f(ξvt+1) = p( ξ
v
t+1 |Nt+1 = 1,Θ, ξy, V, Y, S)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyt+1, ξvt+1, Nt+1 = 1, st+1,Θ)
× p(Yt, Vt, ξyt+1, ξvt+1, Nt+1 = 1, st,Θ)
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and
p(ξyt+1, ξ
v
t+1, Nt+1 = 1,Θ, Yt, Vt, st) ∝ p(ξyt+1|ξvt+1, Nt+1 = 1,Θ)
× p(ξvt+1|Nt+1 = 1,Θ)
So, we have:
f(ξvt+1) ∝ p(Yt+1, Vt+1|Yt, Vt, ξyt+1, ξvt+1, Nt+1 = 1, st+1,Θ)
× p(ξyt+1|ξvt+1, Nt+1 = 1,Θ)p(ξvt+1|Nt+1 = 1,Θ)
The two last terms are easily computed; the latter follows an exponential distribution,
and the former a normal distribution.
p(ξvt+1|Nt+1 = 1,Θ) =
1
µv
exp(−ξ
v
t+1
µv
)1{ξvt+1>0}
p(ξyt+1|ξvt+1, Nt+1 = 1,Θ) =
1√
2piσy
exp(−(ξ
y
t+1 − µy − ρJξvt+1)2
2σ2y
)
We denote by g(ξvt+1) the conditional likelihood of (Yt+1, Vt+1) given Nt+1 = 1. Given
a jump happens, the dynamics are the following:
Yt+1 = Yt + µst+1 + ξ
y
t+1 +
√
Vt
y
st+1
+ ξyt+1
Vt+1 = Vt + κst+1(θst+1 − Vt) + ξvt+1 +
√
Vt
v
st+1
+ ξvt+1
such that
(yst+1 , 
v
st+1
)′ ∼ N(0,Σst+1)
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Thus,
g(ξvt+1) =
1√
2pi|Σst+1|Vt
× exp
(
− 1
2Vt
(Yt+1 − a1,st+1 , Vt+1 − a2,st+1)Σ−1st+1(Yt+1 − a1,st+1 , Vt+1 − a2,st+1)′
)
with
a1,st+1 = Yt + µst+1 + ξ
y
t+1
a2,st+1 = Vt + κst+1(θst+1 − Vt) + ξvt+1
The expression in the exponential can be written as:
− 1
2Vtσ2v,st+1(1− ρ2st+1)
Φ(ξvt+1)
where
Φ(ξvt+1) = σ
2
v,st+1
(Yt+1 − a1,st+1)2 + (Vt+1 − a2,st+1)2
− 2ρst+1σv,st+1(Yt+1 − a1,st+1)(Vt+1 − a2,st+1)
Let K1,st+1 = σv,st+1(Yt+1− a1,st+1), which does not involve ξvt+1. Replacing a2,st+1 by
its original expression, we have that:
Φ(ξvt+1) = K
2
1,st+1
+ (ξvt+1 − (Vt+1 − Vt − κst+1(θst+1 − Vt)))2
+2ρK1,st+1(ξ
v
t+1 − (Vt+1 − Vt − κst+1(θst+1 − Vt)))
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Let K2,st+1 = Vt+1 − Vt − κst+1(θst+1 − Vt)
Φ(ξvt+1) = (ξ
v
t+1)
2 − 2ξvt+1(K2,st+1 − ρK1,st+1) +K3,st+1
where K3,st+1 = K
2
1,st+1
+K22,st+1 − 2ρst+1K1,st+1K2,st+1 . We thus have:
g(ξvt+1) ∝ exp(−
1
2
(α1,st+1(ξ
v
t+1)
2 − 2β1,st+1ξvt+1 + γ1,st+1))
where
α1,st+1 =
1
Vtσ2v,st+1(1− ρ2st+1)
β1,st+1 =
(K2,st+1 − ρK1,st+1)
Vtσ2v,st+1(1− ρ2st+1)
γ1,st+1 =
K3,st+1
Vtσ2v,st+1(1− ρ2st+1)
The product of the three distribution is then a normal Kernel. Note that we can
write:
p(ξyt+1|ξvt+1, Nt+1 = 1,Θ) ∝ exp
(
− 1
2
(α2(ξ
v
t+1)
2 − 2β2ξvt+1 + γ2)
)
where
α2 =
ρ2J
σ2y
β2 =
ρJ(ξ
y
t+1 − µy)
σ2y
γ2 =
(ξyt+1 − µy)2
σ2y
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and
p(ξvt+1|Nt+1 = 1,Θ) ∝ exp
(1
2
2β3ξ
v
t+1
)
1{ξvt+1>0}
β3 = − 1
µv
Combining everything, we thus have:
f(ξvt+1) ∝ exp
(
− 1
2
(αst+1(ξ
v
t+1)
2 − 2βst+1ξvt+1 + γst+1
)
1{ξvt+1>0}
with
αst+1 = α1,st+1 + α2
βst+1 = β1,st+1 + β2 + β3
γst+1 = γ1,st+1 + γ2
It can be factorized to have:
f(ξvt+1) ∝ exp
(
− 1
2α−1st+1
(
(
ξvt+1)
2 − 2 βst+1
αst+1
ξvt+1 +
γst+1
αst+1
))
1{ξvt+1>0}
∝ exp
(
− 1
2α−1st+1
(
ξvt+1 − βst+1αst+1
)2)
1{ξvt+1>0}
Which is a truncated normal with mean αvst+1 and variance w
v
st+1
:
(ξvt+1|Nt+1 = 1, st+1,Θ, ξy, V, Y ) ∼ N
(
αvst+1 ,
√
wvst+1
)
1{ξvt+1>0} ∀t (C.2)
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where:
wvst+1 =
σ2v,st+1σ
2
yVt(1− ρ2st+1)
σ2y + σ
2
v,st+1
ρ2JVt(1− ρ2st+1)
αvst+1 = w
v
st+1
(
K2,st+1 − ρst+1K1,st+1
Vtσ2v,st+1(1− ρ2st+1)
+
ρJ(ξ
y
t+1 − µy)
σ2y
− 1
µv
)
K1,st+1 = σv,st+1(Yt+1 − Yt − µst+1 − ξyt+1)
K2,st+1 = Vt+1 − Vt − κst+1(θst+1 − Vt)
C.1.3 Posterior distribution of ξy
f(ξyt+1) = p(ξ
y
t+1|Nt+1 = 1,Θ, ξvt+1, V, Y, S)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyt+1, ξvt+1, Nt+1 = 1, st+1,Θ)
× p(ξyt+1, ξvt+1, Nt+1 = 1,Θ, Yt, Vt)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyt+1, Nt+1 = 1, st+1,Θ)p(ξyt+1|ξvt+1, Nt+1 = 1,Θ)
The first term is the likelihood of (Yt+1, Vt+1) (computed in the previous section) and
the second term is known:
p(ξyt+1|ξvt+1, Nt+1 = 1,Θ) ∝ exp
(
− (ξ
y
t+1 − µy − ρJξvt+1)2
2σ2y
)
The likelihood is:
p(Yt+1, Vt+1|.) ∝ exp
(
− 1
2
(yst+1 , 
v
st+1
)Σ−1st+1(
y
st+1
, vst+1)
′
)
∝ exp
(
− 1
2Vtσ2v,st+1(1− ρ2st+1)
(
σ2v,st+1(Yt+1 − Yt − µst+1 − ξyt+1)2
−2ρst+1σv,st+1(Yt+1 − Yt − µst+1 − ξyt+1)vst+1
√
Vt
))
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Thus,
p(Yt+1, Vt+1|.) ∝ exp
(
−1
2
(
α1,st+1(ξ
y
t+1)
2 − 2β1,st+1ξyt+1
))
with
α1,st+1 =
1
Vt(1− ρ2st+1)
β1,st+1 =
σ2v,st+1(Yt+1 − Yt − µst+1)− ρst+1σv,st+1(Vt+1 − Vt − κst+1(θst+1 − Vt)ξvt+1)
σ2v,st+1Vt(1− ρ2st+1)
The prior can be written:
p(ξyt+1|ξvt+1, Nt+1 = 1,Θ) ∝ exp
(
− 1
2
(α2,(ξ
y
t+1)
2 − 2β2ξyt+1)
)
where
α2 =
1
σ2y
β2 =
µy + ρJξ
v
t+1
σ2y
Combining both of these expression, we have that:
f(ξyt+1) ∝ exp
(
− 1
2
(αst+1(ξ
y
t+1)
2 − 2βst+1ξyt+1
)
with
αst+1 = α1,st+1 + α2
βst+1 = β1,st+1 + β2
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It can be factorized to have:
f(ξyt+1) ∝ exp
(
− 1
2α−1st+1
((ξyt+1)
2 − 2 βst+1
αst+1
ξyt+1)
)
∝ exp
(
− 1
2α−1st+1
(
ξyt+1 − βst+1αst+1
)2)
Which is a normal with mean αyst+1 and variance w
y
st+1
:
(ξyt+1|Nt+1 = 1, st+1,Θ, ξv, V, Y ) ∼ N
(
αyst+1 ,
√
wyst+1
) ∀t (C.3)
where:
wyst+1 =
Vtσ
2
y(1− ρ2st+1)
Vt(1− ρ2st+1) + σ2y
αyst+1 = w
y
t+1
(
(Yt+1 − Yt − µst+1)− ρst+1σv,st+1 (Vt+1 − Vt − κst+1(θst+1 − Vt)− ξ
v
t+1)
(1− ρ2st+1)Vt
+
µy + ρJξ
v
t+1
σ2y
)
C.1.4 Posterior distribution of N
p(Nt = 1 | Θ, ξy, ξv, V, Y, S)
∝ p(Yt+1, Vt+1|Yt, Vt, ξyt+1, ξvt+1, Nt+1 = 1, st+1,Θ)× p(Nt+1 = 1)
where p(Nt+1 = 1) = λ. The remaining is a straightforward computation, because
the first term is a bivariate Gaussian density. Recall that:
Yt+1 = Yt + µst+1 + ξ
y
t+1 +
√
Vt
y
st+1
Vt+1 = Vt + κst+1(θst+1 − Vt) + ξvt+1 +
√
Vt
v
st+1
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such that
(yst+1 , 
v
st+1
)′ ∼ N(0,Σst+1)
Thus, if there is a jump, the likelihood is:
LNt+1=1 =
λ√
2pi|Σst+1 |Vt
exp
(
− 1
2Vtσ2v,st+1(1− ρ2st+1)
(
σ2v,st+1(Yt+1 − Yt − µst+1 − ξyt+1)2
+ (Vt+1 − Vt − κst+1(θst+1 − Vt)− ξvt+1)2
− 2ρst+1σv,st+1(Yt+1 − Yt − µst+1 − ξyt+1)(Vt+1 − Vt − κst+1(θst+1 − Vt)− ξvt+1)
))
and if there is no jump, the likelihood is:
LNt+1=0 =
1− λ√
2pi|Σst+1 |Vt
exp
(
− 1
2Vtσ2v,st+1(1− ρ2st+1)
(
σ2v,st+1(Yt+1 − Yt − µst+1)2
+ (Vt+1 − Vt − κst+1(θst+1 − Vt))2
− 2ρst+1σv,st+1(Yt+1 − Yt − µst+1)(Vt+1 − Vt − κst+1(θst+1 − Vt)
))
These two quantities are computable, and let P1,t =
LNt+1=1
LNt+1=1+LNt+1=0
. Thus,
(Nt+1|V, Y, S, ξyt+1, ξvt+1,Θ) ∼ Bernoulli(P1,t) ∀t (C.4)
which means that Nt+1 = 1 happens with probability P1,t.
C.1.5 Posterior distribution of S
We need to compute the posterior distribution of the Markov chain of the states
S. We follow Johannes and Polson (2009) and use the FFBS algorithm to draw the
states.
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C.1.6 Posterior distribution of Θ
Recall that:
Θ = ((µs)s∈{1,2}, (κs)s∈{1,2}, (θs)s∈{1,2}, (σv,s)s∈{1,2}, (ρs)s∈{1,2}, µy, σ2y, µv, ρJ , λ, e1, e2).
We will draw each of these parameters separately.
C.1.6.1 Posterior distribution of (µs)s∈{1,2}
f(µj) = p(µj|Θ−i, Y, V,N, S, ξy, ξv)
∝ p(Y, V |N, (st = j)Tt=1,Θ, ξy, ξv)p(µj) ∀j = {1, 2}
Recall that:
Yt+1 = Yt + µst+1 + ξ
y
t+1Nt+1 +
√
Vt
y
st+1
Vt+1 = Vt + κst+1(θst+1 − Vt) + ξvt+1Nt+1 +
√
Vt
v
st+1
Let Y˜t+1 = Yt+1 − Yt − ξyt+1Nt+1. The likelihood is then:
p(Y, V |µj, .) ∝ exp
(
− 1
2
∑
st=j
(yst+1 , 
v
st+1
)Σ−1st+1(
y
st+1
, vst+1)
′
)
∝ exp
(
− 1
2σ2v,st+1(1− ρ2st+1)
(
σ2v,st+1
∑
st=j
(Y˜t+1 − µj)2
Vt
+
∑
st=j
(vst+1)
2
Vt
−2ρst+1σv,st+1
∑
st=j
vst+1(Y˜t+1 − µj)√
Vt
))
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∝ exp
(
− 1
2σ2v,st+1(1− ρ2st+1)
(
σ2v,st+1
∑
st=j
µ2j − 2Y˜t+1µj
Vt
+2ρst+1σv,st+1
∑
st=j
vst+1µj√
Vt
))
So:
p(Y, V |µj, .) ∝ exp
(
− 1
2
(
α1,jµ
2
j − 2β1,jµj
))
α1,j =
∑
st=j
1
(1− ρ2st+1)Vt
β1,j =
∑
st=j
(σv,st+1(Y˜t+1)− ρst+1(Vt+1 − Vt − κst+1(θst+1 − Vt)ξvt+1Jt+1))
σv(1− ρ2)Vt
The prior for µj is normal with mean µ0,j and variance σ
2
0,j:
α2,j =
1
σ20,j
, β2,j =
µ0,j
σ20,j
p(µj) ∝ exp
(
− 1
2
−
(
α2,jµ
2
j − 2β2,jµj
))
The product is thus the Kernel of a normal distribution:
p(µj|.) ∝ exp
(
− 1
2
(
(α1,j + α2,j)µ
2
j − 2(β1,j + β2,j)µj
))
∝ exp
(
− 1
2
(
1
(α1,j + α2,j)−1
(
µj − (β1,j + β2,j)
α1,j + α2,j
)2))
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In conclusion, µj follows a normal distribution:
(µj|Θ−i, V, Y, ξy, ξv, N, S) ∼ N
(
Meanµj ,
√
V arµj
)
∀j ∈ {1, 2} (C.5)
V arµj =
(
1
1− ρ2st+1
∑
st=j
1
Vt
+
1
σ20,j
)−1
∀j ∈ {1, 2}
Meanµj = V arµj
(
µ0,j
σ20,j
+
1
1− ρ2st+1
∑
st=j
Y˜t+1 − ρst+1σv,st+1 (Vt+1 − Vt − κst+1(θst+1 − Vt)− ξ
v
t+1)
Vt
)
∀j ∈ {1, 2}
C.1.6.2 Posterior distribution of (κs)s∈{1,2} and (θs)s∈{1,2}
Let’s introduce a change of variables: αj = κjθj and δj = 1 − κj, ∀j ∈ {1, 2}. The
posterior distribution of (αj, δj) is:
p(αj, δj|Y, V, S,Θ−i, ξy, ξv, N) ∝ p(Y, V |αj, δj, S,Θ−i, ξy, ξv, N)p(αj, δj) ∀j ∈ {1, 2}
Note that, because of the correlation between y and v, we can rewrite the volatility
equation:
Vt+1 − ξvt+1Nt+1 = αj + δjVt +
√
Vtσv,st+1(ρst+1u
1
t+1 +
√
1− ρ2st+1u2t+1)
where (u1t+1, u
2
t+1) ∼ N(0, I2), I2 being the identity matrix of dimension 2. Let
V˜t+1 =
Vt+1 − ξvt+1Nt+1 − ρst+1σv,st+1(Yt+1 − Yt − µst+1 − ξyt+1Nt+1)√
Vt
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The previous equation can then be rewritten:
V˜t+1 = X
′
tβj + σv,st+1
√
1− ρ2st+1u2t+1
where Xt = (1/
√
Vt,
√
Vt)
′ and βj = (αj, δj)′. Thus, the likelihood of (Y, V ) can be
written:
p(Y, V |βj, .) ∝ exp
(
− 1
2σ2v,st+1(1− ρ2st+1)
∑
st=j
(V˜t+1 −X ′tβj)2
)
∝ exp
(
− 1
2σ2v,st+1(1− ρ2st+1)
β′j
(∑
st=j
XtX
′
t
)
β − 2β′j
∑
t
XtV˜t+1
)
Let
ΣAD,j =
 ∑st=j 1Vt(1−ρ2st+1 )σ2v,st+1 ∑st=j 1(1−ρ2st+1 )σ2v,st+1∑
st=j
1
(1−ρ2st+1 )σ2v,st+1
∑
st=j
Vt
(1−ρ2st+1 )σ2v,st+1

Then, we can write the likelihood:
p(Y, V |βj, .) ∝ exp
(
− 1
2
(
β′jΣAD,jβj − 2β′jµAD,j
))
where
µAD,j =
∑
st=j
XtV˜t+1
σ2v,st+1(1− ρ2st+1)
(αj, δj)
′ has a normal prior, with mean β0,j = (µa,j, µd,j)′ and variance-covariance
matrix:
ΣAD0,j =
 σ2a,j 0
0 σ2d,j

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Thus, the prior for βj = (αj, δj)
′ is:
p(αj, δj) ∝ exp
(
− 1
2
(βj − β0,j)Σ−1AD0,j(βj − β0,j)
)
We can write:
p(βj|V, Y, S, ξy, ξv,Θ−i) ∝ exp
(
− 1
2
F (βj)
)
F (βj) = β
′
j(ΣAD,j + Σ
−1
AD0,j)βj − 2β′j(µAD,j + Σ−1AD0,jβ0,j) + . . .
F has the kernel of a normal distribution, so by rearranging:
F (βj) = (βj − µβj)′Σ−1βj (βj − µβj) + . . .
where:
Σβj = (ΣAD,j + Σ
−1
AD0,j)
−1
µβj = Σβj(µAD,j + Σ
−1
AD0,jβ0,j)
So we can draw βj = (αj, δj)
′:
(βj|Θ−i, .) ∼ N(µβj ,Σβj) ∀j ∈ {1, 2} (C.6)
and then use compute κj = 1− δj and θj = αjκj .
C.1.6.3 Posterior distribution of σv;1,2 and ρ1,2
We follow the steps of Jacquier et al. (1994) to derive the distribution of these two
parameters. This trick allows to draw σv,s and ρs at once, from a known distribution.
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Should these parameters be drawn separately, the marginal distribution of ρs is not
known and we should add a metropolis step to our algorithm, therefore reducing its
efficiency. Recall that, for j ∈ {1, 2},
Σj =
 1 ρjσv,j
ρjσv,j σ
2
v,j

Let also rst ≡ (yst , vst)′. This way, rst ∼ N(0,Σst). We will do a change of variable;
let Σj be:
Σj =
 1 Ψj
Ψj Ωj + Ψ
2
j

Ψj = ρjσv,j
Ωj + Ψ
2
j = σ
2
v,j
We have the following priors for Ψj and Ωj:
Ωj ∼ IG(ν0,j, s0,j)
Ψj|Ωj ∼ N(Ψ0,j, Ωj
p0,j
)
Note that the inverse of Σj can be decomposed as:
Σ−1j =
1
Ωj
 Ψ2j −Ψj
−Ψj 1
+
 1 0
0 0
 = Cj
Ωj
+
 1 0
0 0

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Let Aj =
∑
st=j
rstr
′
st , and aij the (i, j)
th element of the matrix A. The likelihood of
Y,V can then be written:
p(V, Y |st = j, ..) ∝
∏
st=j
|Σj|−1/2 exp(−1
2
tr(Σ−1j Aj))
and using the decomposition of Σ−1j , tr(Σ
−1
j Aj) = tr(CjAj)/Ωj + a11,j. As a11,j =∑
st=j
2st , it does not involve Ψj or Ωj. We can thus write the posterior distribution
of Ψj and Ωj as:
p(Ψj,Ωj|Θ−i, V, Y, ξy, ξv, N, {st = j}Tt=1) ∝
1
Ω
∑
(st=j)/2
j
exp(−tr(CjAj)
2Ωj
)p(Ψj,Ωj)
Let a22.1,j = a22,j − a212,j/a11,j and Ψˆj = a12,j/a11,j. We can then write tr(CjAj) =
a22.1,j + (Ψj − Ψˆj)2a11,j.
p(Ψj,Ωj | Θ−i, V, Y, ξy, ξv, N, {st = j}Tt=1)
∝ 1
Ω
∑
(st=j)/2
j
exp
(
− 1
2Ωj
(a22.1,j + (Ψj − Ψˆj)2a11,j)
)
× 1√
Ωj
exp
(
− (Ψj −Ψ0,j)
2
2Ωj/p0,j
) 1
Ω
ν0,j+1
j
exp
(
− s0,j
Ωj
)
∝ 1
Ω
∑
(st=j)/2+1/2+ν0,j+1
j
exp
(
− a22.1,j/2 + s0,j
Ωj
)
× exp
(
− 1
2Ωj
(
(Ψj − Ψˆj)2 + (Ψj −Ψ0,j)2
))
Let’s consider the factor of the second exponential, call it g(Ψj).
g(Ψj) = (a11,j + p0,j)
(
Ψ2j − 2
(
Ψˆja11,j + Ψ0,jp0,j
a11,j + p0,j
)
Ψj +
(
Ψˆ2ja11,j + Ψ
2
0,jp0,j
a11,j + p0,j
))
= (a11,j + p0,j)
(
(Ψj − Ψ˜j)2 +K1,j
)
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where
Ψ˜j =
Ψˆja11,j + Ψ0,jp0,j
a11,j + p0,j
K1,j = −Ψ˜2j +
Ψˆ2ja11,j + Ψ
2
0,jp0,j
a11,j + p0,j
So the second exponential can be written:
exp
(
− a11,j + p0,j
2Ωj
(Ψj − Ψ˜j)2
)
exp
(
− (a11,j + p0,j)K1,j
2
1
Ωj
)
and
p(Ψj,Ωj|Θ−i, V, Y, ξy, ξv, N, {st = j}Tt=1) ∝ p(Ψj|Ωj, V, Y,Θ−i, N, ξy, ξv, {st = j}Tt=1)
×p(Ωj|Θ−i, V, Y,N, ξy, ξv, {st = j}Tt=1)
such that:
p(Ωj |Θ−i, V, Y,N, ξy, ξv, {st = j}Tt=1) ∼ IG
(
ν0,j+
∑
(st = j)
2
, s0,j+
a22.1,j
2
+
(a11,j + p0,j)K1,j
2
)
(C.7)
p(Ψj |Ωj , V, Y,Θ−i, N, ξy, ξv, {st = j}Tt=1) ∼ N
(
Ψ˜j ,
Ωj
a11,j + p0,j
)
(C.8)
A draw of (Ψj,Ωj) yields a draw of (ρj,σv,j) by computation of σ
2
v,j = Ψ
2
j + Ωj and
ρj = Ψj/σv,j, ∀j ∈ {1, 2}.
C.1.6.4 Posterior distribution of λ
The prior chosen for λ is a beta distribution B(k1, k2).
p(λ|N, V, Y, ξy, ξv, S,Θ−i) = p(λ|N) ∝ p(N |λ)p(λ)
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Recall that Nt = 1 if a jump occurs at t, and Nt = 0 otherwise.
p(λ|N) ∝
∏
t
λNt(1− λ)(1−Nt)λk1−1(1− λ)k2−1
p(λ|N) ∝ λ
∑
tNt+k1−1(1− λ)T−
∑
tNt+k2−1
so we have that:
(λ|Θ−i, V, Y, ξy, ξv, N, S) ∼ β(k˜1, k˜2) (C.9)
k˜1 =
∑
t
Nt + k1
k˜2 = T −
∑
t
Nt + k2
C.1.6.5 Posterior distribution of µy
p(µy|Θ−i, V, Y, ξy, ξv, N, S) ∝ p(ξy|ξv, ρJ , µy, N, σy)p(µy)
The first term can be written:
p(ξy|.) ∝
∏
t
1√
2piσy
exp(−(ξ
y
t − µy − ρJξvt )2
2σ2y
)
∝ exp
(
− 1
2
(α1µ
2
y − 2β1µy + γ1)
)
where
α1 =
∑
tNt
σ2y
β1 =
1
σ2y
T∑
t=1
(ξyt − ρJξvt )
γ1 =
1
σ2y
T∑
t=1
(ξyt − ρJξvt )2
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The second term, the prior, follows a normal with mean µy0 and variance σ
2
y0:
p(µy) ∝ exp(−(µy − µy0)
2
2σ2y0
)
∝ exp
(
− 1
2
(α2µ
2
y − 2β2µy + γ2)
)
α2 =
1
σ2y0
, β2 =
µy0
σ2y0
, γ2 =
µ2y0
σ2y0
So when we combine both terms, we have a normal distribution
p(µy|.) ∝ exp
(
− 1
2
(αµ2y − 2βµy + γ)
)
∝ exp
(
− 1
2α−1
(µy − β
α
)2
)
α = α1 + α2 =
(∑
t
Nt
)
/σ2y + 1/σ
2
y0
β = β1 + β2 =
1
σ2y
T∑
t=1
(ξyt − ρJξvt ) + µy0/σ2y0
Therefore, µy is normally distributed with mean Meanµy and variance V arµy :
(µy|Θ−i, V, Y, ξy, ξv, N, S) ∼ N(Meanµy ,
√
V arµy) (C.10)
Meanµy =
∑T
t=1(ξ
y
t − ρJξvt )/σ2y + µy0/σ2y0
(
∑
tNt)/σ
2
y + 1/σ
2
y0
V arµy =
1∑
tNt/σ
2
y + 1/σ
2
y0
C.1.6.6 Posterior distribution for ρJ
p(ρJ |Θ−i, V, Y, ξy, ξv, N, S) ∝ p(ξy|ξv, ρJ , N, µy, σy)p(ρJ)
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The first term can be written:
p(ξy|.) ∝
∏
t
1√
2piσy
exp(−(ξ
y
t − µy − ρJξvt )2
2σ2y
)
∝ exp
(
− 1
2
(α1ρ
2
J − 2β1ρJ + γ1)
)
where
α1 =
1
σ2y
∑
t
(ξvt )
2
β1 =
1
σ2y
∑
t
(ξyt − µy)ξvt
γ1 =
1
σ2y
∑
t
(ξyt − µy)2
The second term, the prior, follows a normal with mean µJ0 and variance σ
2
J0:
p(ρJ) ∝ exp
(
− (ρJ − µJ0)
2
2σ2J0
)
∝ exp
(
− 1
2
(α2ρ
2
J − 2β2ρJ + γ2)
)
α2 =
1
σ2J0
, β2 =
µJ0
σ2J0
, γ2 =
µ2J0
σ2J0
So when we combine both terms, we have a normal distribution
p(ρJ |.) ∝ exp
(
− 1
2
(αρ2J − 2βρJ + γ)
)
∝ exp
(
− 1
2α−1
(ρJ − β
α
)2
)
α = α1 + α2 =
1
σ2y
∑
t
(ξvt )
2 + 1/σ2J0
β = β1 + β2 =
1
σ2y
∑
t
(ξyt − µy)ξvt + µJ0/σ2J0
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ρJ is normally distributed with mean MeanρJ and variance V arρJ :
(ρJ |Θ−i, V, Y, ξy, ξv, N, S) ∼ N(MeanρJ ,
√
V arρJ ) (C.11)
MeanρJ =
∑
t(ξ
y
t − µy)ξvt /σ2y + µJ0/σ2J0∑
t(ξ
v
t )
2/σ2y + 1/σ
2
J0
V arρJ =
1∑
t(ξ
v
t )
2/σ2y + 1/σ
2
J0
C.1.6.7 Posterior distribution of σ2y
The prior distribution of σ2y is an inverse gamma IG(αy, βy).
p(σ2y|Θ−i, V, Y, ξy, ξv, N, S) ∝ p(ξy|ξv, ρJ , N, µy, σy)p(σ2y)
The first posterior distribution can be rewritten:
p(ξy|ξv, N, ρJ , µy, σy) ∝ 1
σ
∑
tNt
y
exp
(
− 1
2σ2y
∑
t
(ξyt − µy − ρJξvt )2
)
∝ 1
(σ2y)
(
∑
tNt)/2
exp
(
− K1
σ2y
)
K1 =
1
2
∑
t
(ξyt − µy − ρJξvt )2
And as the prior kernel is:
p(σ2y) ∝ (σ2)−αy−1 exp
(
− βy
σ2y
)
The posterior is then an inverse gamma:
(σ2y|Θ−i, V, Y, ξy, ξv, N, S) ∼ IG(α˜, β˜) (C.12)
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α˜ =
1
2
∑
t
Nt + αy
β˜ =
1
2
∑
t
(ξyt − µy − ρJξvt )2 + βy
C.1.6.8 Posterior distribution of µv
p(µv|V, Y,Θ, ξy, ξv, N, S) ∝ p(ξv|µv)p(µv)
We adopt an inverse gamma prior for µv: IG(k, θ).
p(ξv|µv) =
∏
t
(
1
µv
exp
(
− ξ
v
t
µv
))
= µ−
∑
tNt
v exp
(
−
∑
t ξ
v
t
µv
)
p(µv) ∝ µ−(k+1)v exp
(
− θ
µv
)
Thus,
p(µv|V, Y,Θ, ξy, ξv, N, S) ∝ 1
µ
∑
tNt+k+1
v
exp
(
−
∑
t ξ
v
t + θ
µv
)
So (µv|.) also follows an inverse Gamma distribution:
(µv|Θ−i, V, Y, ξy, ξv, N, S) ∼ IG(k˜, θ˜) (C.13)
k˜ =
∑
t
Nt + k
θ˜ =
(
θ +
∑
t
ξvt
)
C.1.7 Posterior distribution of the volatility
We cannot draw directly from the distribution of the volatility posterior, so we add
a random walk metropolis step to our Gibbs algorithm, as in Eraker et al. (2003).
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