We study the lower tail behavior of the least singular value of an n × n random matrix M n := M + N n , where M is a fixed matrix with operator norm at most exp(n c ) and N n is a random matrix, each of whose entries is an independent copy of a random variable with mean 0 and variance 1. This has been previously considered in a series of works by Tao and Vu, and our results improve upon theirs in two ways: (i) We are able to handle M = O(exp(n c )), whereas the results of Tao and Vu are applicable only for M = O(poly(n)).
Introduction
Let M n be an n × n real matrix. Its singular values, denoted by s k (M n ) for k ∈ [n], are the eigenvalues of M T n M n arranged in non-decreasing order. Of particular interest are the largest and smallest singular values, which have the following variational characterizations:
where · 2 denotes the Euclidean norm on R n , and S n−1 denotes the n − 1 dimensional Euclidean sphere in R n . In this paper, we will be concerned with the non-limiting or non-asymptotic behavior of s n (M n ) for M n := M + N n , where M is a fixed matrix and N n is a random matrix with independent and identically distributed (i.i.d.) entries.
The study of the distribution M n on matrices originated with the work of Spielman and Teng on the smoothed analysis of algorithms [13, 14] based on the following insight -even if the desired input to an algorithmic problem is a fixed matrix M , it is likely that a computer will actually work with a perturbation M + N n , where N n is a random matrix representing random noise. In particular, Sankar, Spielman, and Teng [12] dealt with the case when the noise matrix N n has i.i.d. Remark 1.2. (1) The choice of the upper bound 2 n 0.001 on M and β −1 is somewhat arbitrary and the exponent can be improved, although we have made no attempt to do so.
(2) We have also not attempted to optimize the upper bound on η, which can probably be sharpened, especially by using the additional techniques in [20] . However, note that in contrast to the Gaussian case Equation (1) , some dependence of η on M is indeed necessary in the general case, as shown by Tao and Vu [20] .
(3) When β = n −A−1 and M ≤ n C , Theorem 1.1 shows that Pr(s n (M n ) ≤ n −B ) = O(n −A ) for some B depending on A, C, u ξ , v ξ , thereby recovering the result of Tao and Vu (up to the specific dependence of B on A and C); in particular, this is the statement required for the proof of the strong circular law.
(4) Setting β = Θ(2 −n 0.001 ) and η = 0, we see that for any fixed M with M ≤ 2 n 0.001 , the probability that M + N n is singular is O(2 −n 0.001 ). Even in the case when M is polynomially bounded in n and ξ is a Rademacher random variable, the best known bound on the singularity probability of M + N n prior to the present work is O A (n −A ) for any constant A due to the aforementioned work of Tao and Vu.
Discussion: As the title of this paper suggests, Theorem 1.1 is obtained without appealing to the inverse Littlewood-Offord theorems of Tao and Vu. Instead, we make use of the bounds on the so-called counting problem in inverse Littlewood-Offord theory (see the discussion in Section 2.2), first developed by the author, along with Ferber, Luh, and Samotij [2] for the case of Rademacher random variables, and subsequently extended by the author for general random variables [4] . The benefit of working with the bounds on the counting problem is that they are quantitatively stronger, and moreover, are obtained using a rather short double counting argument (in particular, requiring no sophisticated machinery from additive combinatorics). Indeed, these bounds on the counting problem have been recently used to derive (the best known at the time) upper bounds on the singularity probability for a variety of models in combinatorial random matrix theory [1, 2] .
For deriving lower tail bounds on the least singular value of random matrix models, the principal difficulty in using the counting problem is the unavailability of a genuinely 'continuous version' of it (in contrast to the 'continuous inverse Littlewood-Offord theorems' [17, 8] ). Nevertheless, in [5, 4] , the author was able to overcome this obstacle in a variety of cases using certain 'rounding' arguments; however, these still relied on various norms of the random matrix not being too large. The main technical challenge in the present work is to execute a version of these rounding arguments, even in the presence of large norms. Since the solution to this ends up being quite short, we defer a more detailed discussion to the 'warm-up' section (Section 3).
Organization: The rest of this paper is organized as follows. In Section 2, we collect some preliminary results on anti-concentration and on the counting problem in inverse Littlewood-Offord theory; the main results of this section are Proposition 2.8 and Theorem 2.9. In Section 3, as a warm-up, we provide a proof of Theorem 1.1 under the additional assumption that the random variable ξ is subgaussian. Finally, in Section 4, we provide a proof of Theorem 1.1; this follows essentially the same outline as in the subgaussian case, with the main difference being Proposition 4.15 (and the supporting results required to prove it).
Notation: Throughout the paper, we will omit floors and ceilings when they make no essential difference. For convenience, we will also say 'let p = x be a prime', to mean that p is a prime between x and 2x; again, this makes no difference to our arguments. As is standard, we will use [n] to denote the discrete interval {1, . . . , n}. We will also use the asymptotic notation , , ≪, ≫ to denote O(·), Ω(·), o(·), ω(·) respectively. For a matrix M , we will use M to denote its standard ℓ 2 → ℓ 2 operator norm. All logarithms are natural unless noted otherwise.
Preliminaries
In this section, we collect some tools and auxiliary results that will be used throughout the rest of this paper.
Anti-concentration
The goal of the theory of anti-concentration is to obtain upper bounds on the Lévy concentration function, defined as follows.
Definition 2.1 (Lévy concentration function). Let ξ := (ξ 1 , . . . , ξ n ) ∈ R n be a random vector and let v := (v 1 , . . . , v n ) ∈ R n . We define the Lévy concentration function of v at radius r ∈ R ≥0 with respect to ξ by
Remark 2.2. In particular, note that ρ r,ξ (1) = sup x∈R Pr(ξ ∈ B(x, 1)). We will use this notation repeatedly. Moreover, when the components of ξ are i.i.d. copies of some random variable ξ, we will sometimes abuse notation by using ρ r,ξ (v) to denote ρ r,ξ (v). Ifξ is a random vector whose distribution coincides with that of a random vector ξ conditioned on some event E, then we will often denote ρ r,ξ (v) by ρ r,ξ|E (v).
The next lemma shows that weighted sums of random variables which are not close to being a constant are also not close to being a constant. Lemma 2.3. (see, e.g., Lemma 4.7 in [10] ) Let ξ be a random variable such that ρ v ξ ,ξ (1) ≤ u ξ , for some v ξ ∈ (0, 1] and u ξ ∈ (0, 1). Then, there exists a constant c 2.3 ∈ (0, 1) depending only on u ξ , v ξ such that for any v ∈ S n−1 , sup
Combining this with the so-called tensorization lemma (see Lemma 2.2 in [11] ), we get the following estimate for 'invertibility with respect to a single vector'. Lemma 2.4. Let ξ be a random variable such that ρ v ξ ,ξ (1) ≤ u ξ for some v ξ ∈ (0, 1] and u ξ ∈ (0, 1). Let M be an arbitrary n × n matrix and let N n be a random matrix each of whose entries is an independent copy of ξ. Then, for any fixed v ∈ S n−1 ,
where c 2.4 ∈ (0, 1) is a constant depending only on u ξ , v ξ .
We will also need the following simple fact, which compares the Lévy concentration function with respect to a random vector to the Lévy concentration function with respect to a conditioned version of the random vector.
Lemma 2.5. Let ξ := (ξ 1 , . . . , ξ n ) be a random vector, let G be an event depending on ξ, and letξ denote a random vector distributed as ξ conditioned on G. Then, for any v ∈ R n and for any r ≥ 0,
Proof. Fix ǫ > 0 and let x ∈ R be such that
Then, we have
Taking the supremum of the left hand side over the choice of x ∈ R, and then taking the limit of the right hand side as ǫ → 0 completes the proof.
In order to state the main assertion of this subsection (Proposition 2.8), we need the following definition.
Definition 2.6. We say that a random variable ξ is C-good if
where ξ 1 and ξ 2 denote independent copies of ξ. The smallest C ≥ 1 with respect to which ξ is C-good will be denoted by C ξ .
The following lemma shows that the general random variables with which we are concerned in this paper (i.e. random variables with bounded variance which are not too close to being a constant) are indeed C-good for some finite C, so that there is no loss of generality for us in imposing this additional restriction. Lemma 2.7. Let ξ be a random variable with variance at most 1 for which there exist v ξ ∈ (0, 1] and u ξ ∈ (0, 1) such that ρ v ξ ,ξ (1) ≤ u ξ . Then, ξ is C ξ -good for some C ξ ≥ 1 depending only on u ξ , v ξ .
Proof. Letting ξ ′ denote an independent copy of ξ, we have
Moreover, since Var(ξ − ξ ′ ) = Var(ξ) + Var(ξ ′ ) ≤ 2, it follows from Markov's inequality that
Combining these two bounds, we see that
which gives the desired conclusion.
We conclude this subsection with the following proposition, which roughly states that the Lévy concentration function of a vector with no suitable multiple sufficiently close to an integer vector must be small. This may be viewed as the appropriate replacement of the fact that the Lévy concentration function of a vector is controlled by its Least Common Denominator (LCD) (see Definition 1.4 and Theorem 4.1 in [11] ) in our setting, and will prove crucial in our replacement of applications of the continuous inverse Littlewood-Offord theorem. Proposition 2.8. Let ξ 1 , . . . , ξ n be independent copies of a C ξ -good random variable ξ. Let v := (v 1 , . . . , v n ) ∈ R n \ {0}. Suppose the following holds: there exists some f (n) ∈ (0, 1), g(n) ∈ (1, ∞) and α > 0 such that
Then, for any r ≥ 0,
where C 2.8 ≥ 1 and c 2.8 > 0 are constants depending only on C ξ .
Proof. The proof of this proposition is largely modelled after the proof of the main theorem in the work of Friedland and Sodin [3] . However, since our conclusion is much 'coarser', Step 3 of the proof here is much simpler than in [3] .
Step 1: Let r ≥ 0. We begin by showing that
where the third line follows from the standard Fourier identity
Step 2: Let ξ ′ denote an independent copy of ξ, and letξ :
By the standard numerical identity |x| ≤ exp − 1
where c 1 > 0 is an absolute constant. Here, the third line uses Jensen's inequality, the fourth and fifth lines use that θ → cos(θ) is an even function, the sixth line uses the numerical inequality 1 − cos(θ) ≥ c 1 min m∈Z |θ − 2πm| 2 for some absolute constant c 1 > 0, and the last line uses the change of variables η = xz/π.
Step 3:
Then, we can bound the integral on the right hand side in Equation (5) from above by
Let us, in turn, bound each of these three terms separately.
• For the first term, we have the estimate
• For the second term, we begin by noting that since [f (n), g(n)] ⊆ A 1 by assumption, it follows that A 2 = [0, f (n)] \ A 1 . Therefore, we have the trivial estimate
• For the third term, we have the estimate
Finally, summing the estimates in the previous three bullet points gives the desired conclusion.
The counting problem in inverse Littlewood-Offord theory
The inverse Littlewood-Offord problem, posed by Tao and Vu [18] , asks for the underlying reason that the Lévy concentration function of a vector v ∈ R n can be large. Using deep Frieman-type results from additive combinatorics, they showed that, roughly speaking, the only reason for this to happen is that most of the coordinates of the vector v belong to a generalized arithmetic progression (GAP) of 'small rank' and 'small volume'. Their results [18, 19] were subsequently sharpened by Nguyen and Vu [8] , who proved an 'optimal inverse Littlewood-Offord theorem'. We refer the reader to the survey [9] and the textbook [16] for complete definitions and statements, and much more on both forward and inverse Littlewood-Offord theory.
The principal drawback of the inverse Littlewood-Offord theorems is that they are only effective for values of the Lévy concentration function which are no more than polynomially small in the dimension of the vector. On the other hand, for applications, especially those to random matrix theory such as the one considered here, it is desirable to have such information even for values of the Lévy concentration which are exponentially small in the dimension. Recently, the author, along with Ferber, Luh, and Samotij [2] isolated the following counting problem in inverse Littlewood-Offord theory: for how many vectors a in a given collection A ⊆ Z n is ρ 1,ξ (a) greater than some prescribed value? In [2] , this question was considered in the case when ξ is a Rademacher random variable, and bounds comparable to those coming from the inverse Littlewood-Offord theorems were provided (using a rather short double counting argument which completely avoids the use of any machinery from additive combinatorics) for ρ 1,ξ (a) ≥ 2 −Õ( √ n) . This result was extended to very general random variables ξ by the author in [4] , and will be used crucially in the present work.
Theorem 2.9 (Theorem 1.4 in [4] ). Let ξ be a C ξ -good random variable. For ρ ∈ (0, 1) (possibly depending on n), let
There exists a constant C 2.9 ≥ 1, depending only on C ξ , for which the following holds. Let n, s, k ∈ N with k ≤ √ s ≤ s ≤ n/ log n. If ρ ≥ C 2.9 max e −s/k , s −k/4 and p is an odd prime such that 2 n/s ≥ p ≥ C 2.9 ρ −1 , then
where ϕ p denotes the natural map from Z n → F n p .
3 Warm-up: proof of Theorem 1.1 in the subgaussian case
In this section, we will discuss the proof of Theorem 1.1 in the special case when the entries are further assumed to be i.i.d. subgaussian. This will allow the reader to see many of the key ideas and calculations in a simpler, less technical, setting. Our general reduction and outline follows Tao and Vu [17, 20] ; as mentioned in the introduction, the main difference is the replacement of the crucial continuous inverse Littlewood-Offord theorem.
For the remainder of this section, we fix a centered subgaussian random variable ξ with variance 1. All implicit constants will be allowed to depend only on the following quantities associated to ξ:
Our goal in this section is to prove the following subgaussian version of Theorem 1.1.
Theorem 3.2. Let ξ be a centeredC ξ -subgaussian random variable with variance 1, and let u ξ ∈ (0, 1), v ξ ∈ (0, 1] be such that ρ v ξ ,ξ (1) ≤ u ξ . Let M be an n × n matrix with M ≤ 2 n 0.001 and let M n = M + N n , where N n is a random matrix, each of whose entries is an independent copy of ξ. Then, for all β ∈ (2 −n 0.001 , n −1 ) and for all η ∈ 0,
where C 3.2 ≥ 1 and c 3.2 > 0 are constants depending only onC ξ , u ξ , v ξ .
Properties of subgaussian random variables
A basic and important fact about subgaussian random variables is the so-called subgaussian concentration inequality. Lemma 3.3 (see, e.g., Proposition 5.10 in [22] ). Let ξ 1 , . . . , ξ n be independent centeredC ξ -subgaussian random variables. Then, for every v := (v 1 , . . . , v n ) ∈ R n and for every t ≥ 0, we have
where c 3.3 > 0 is a constant depending only onC ξ .
The subgaussian concentration inequality allows us to show that if a, b ∈ R n are close in Euclidean distance, then the Lévy concentration functions of a and b are close in a suitable sense as well. More precisely: Proposition 3.4. Let ξ := (ξ 1 , . . . , ξ n ) be a random vector whose entries are independent centered C ξ -subgaussian random variables. Then, for every a := (a 1 , . . . , a n ), b := (b 1 , . . . , b n ) ∈ R n , and for every r 1 , r 2 ≥ 0, we have
Fix ǫ > 0, and let x ∈ R be such that
Pr (a 1 ξ 1 + · · · + a n ξ n ∈ B(x, r 1 )) ≥ ρ r 1 ,ξ (a) − ǫ.
Then,
where the second line follows from the triangle inequality.
Taking the supremum of the left hand side over the choice of x ∈ R, and then taking the limit on the right hand side as ǫ → 0 gives the desired conclusion. Remark 3.5. As will be seen later, the key technical challenge in extending the proof of Theorem 1.1 from the subgaussian case to the general case is the unavailability of Proposition 3.4.
Finally, we need the following well-known estimate on the operator norm of a random matrix with i.i.d. subgaussian entries, which may be proved by combining the subgaussian concentration inequality with a standard epsilon-net argument.
Lemma 3.6 (see, e.g., Lemma 2.4 in [11] ). Let N n be an n × n random matrix whose entries are i.i.d. centeredC ξ -subgaussian random variables. Then,
where C 3.6 ≥ 1 depends only onC ξ .
Rich and poor vectors
For the remainder of this section, we fix an n × n matrix M and parameters β, η ∈ (0, 1) satisfying the restrictions of the statement of Theorem 3.2. Also, let f (β) := β/10C 2.8 ∈ (0, 1) and J(β, n) := 100 log(β −1 )/ log n. We may assume without loss of generality that M ≥ 2C 3.6 √ n as otherwise, a nearly optimal version of Theorem 1.1 already follows from the main result in [10] .
We may also assume that η ≥ 2 −n 0.01 , since the statement of Theorem 3.2 for smaller values of η follows from the result for η = 2 −n 0.01 .
Following Tao and Vu [17] , we call a unit vector v ∈ R n poor if we have
and rich otherwise. We use P (β) and R(β) to denote, respectively, the set of poor and rich vectors. Accordingly, we have
Therefore, Theorem 3.2 is a consequence of the following two propositions and the union bound. The proof of Proposition 3.7 is relatively simple, and follows from a conditioning argument developed in [6] (see, e.g., the proof of Lemma 11.3 in [17] ). We omit the details here, since later in Proposition 4.7, we will prove a similar (but more complicated, and with a slightly different conclusion) statement.
The proof of Proposition 3.8 will occupy the remainder of this section. We begin with some preliminary results about the structure of rich vectors.
The first result is a simple observation due to Tao and Vu [17] showing that for every rich vector, there exists a sufficiently large interval such that the Lévy concentration function of the vector is 'approximately constant' at any radius in this interval. Lemma 3.9. For any v ∈ R(β), there exists some j ∈ {0, 1, . . . , J(β, n)} such that
Proof. For j ∈ {0, 1, . . . , J(β, n)}, note that the quantities
are increasing in j, and range between β and 1. Therefore, the pigeonhole principle gives the required conclusion.
To each v ∈ R(β), assign such an index j arbitrarily, and denote the set of all vectors in R(β) indexed j by R j (β). This leads to the partition
We further refine this partition, as in Tao and Vu [17] .
Definition 3.10. For j ∈ {0, 1, . . . , J(β, n)} and ℓ ∈ {0, 1, . . . , log(β −1 )}, we define
In particular, since there are at most 200 log(β −1 ) 2 choices of the pair (j, ℓ), the following suffices (by the union bound) to prove Proposition 3.8. The next structural result, which is an immediate corollary of Proposition 2.8, shows that every rich vector has a scale at which it can efficiently approximated by an integer vector. 
Proof. Let g(n) = n 1/8 and w : 
which contradicts that a ∈ R(β).
The utility of the previous lemma is that it allows us to reduce Proposition 3.11 to a statement about integer vectors, which we then prove via a union bound. Indeed, let O be the event that the operator norm of N n is at most C 3.6 √ n. By Lemma 3.6,
Suppose the event in the first term on the right occurs. Let a ∈ R j,ℓ (β) be such that M n a 2 ≤ η, and let D ∈ [f (β), n 1/8 ], v ′ ∈ Z n be such that the conclusion of Lemma 3.12 holds for a,
Then, by the triangle inequality, we have
where the fourth line holds since Dn −1/2 ≤ n 1/8 n −1/2 ≤ 1, and the last line holds because of the assumption that M ≥ 2C 3.6 √ n.
Hence, letting X i denote the i th row of M n , it follows from Markov's inequality that there are at least n ′ := n − √ n coordinates i ∈ [n] for which
It follows that
To summarize, setting
we have proved
Counting integer vectors approximating scaled rich vectors
In this subsection, we will control the size of R j,ℓ (β). This is essentially the only place in the argument where we use the subgaussianity of the random variable ξ (via the application of Proposition 3.4). Proof. We will obtain a good lower bound on ρ 1,ξ (v ′ ) and then appeal to Theorem 2.9 for a suitable choice of parameters. For the lower bound, let v ′ ∈ R j,ℓ (β) and let a ∈ R j,ℓ (β),
where the first inequality follows from Proposition 3.4, the third inequality follows since D −1 n 3/8 ≥ n −1/8 n 3/8 ≥ 1, and the last inequality follows from ρ 2η √ n,ξ (a) ≥ β ≫ exp(−n 0.2 ). Hence, by the pigeonhole principle, we must have
where the final inequality holds since a ∈ R j,ℓ (β). To summarize, using notation as in Theorem 2.9, we have shown that
Applying Theorem 2.9 with the parameters s = n 0.9 , k = n 0.1 , and p = 2 n 0.05 , we find that
for all ρ ≥ C 2.9 2 −n 0.1 /4 . In particular, since 2 −ℓ /16n 3/8 ≥ β/16n 3/8 ≫ 2 −n 0.05 , it follows that
we see that the map ϕ p is an injection on R j,ℓ (β) ⊆ V 2 −ℓ /16n 3/8 , which completes the proof.
Proof of Proposition 3.11
Since we already have control on the size of R j,ℓ (β), in order to prove Proposition 3.11 via Proposition 3.13, it suffices to have good control over ρ 3 M ,ξ (v ′ ). This is provided by the following lemma.
Proof. Since 4η √ n(2 M f (β) −1 ) J(β,n)+1 ≤ v 2.4 , it follows from Proposition 3.4 that (with notation as in the proof of Proposition 3.14)
for all n sufficiently large. We also have
where the fourth line follows from Lemma 3.9, the fifth line follows since a ∈ R j,ℓ (β), and the last line follows since 2 −ℓ ≥ β ≫ exp(−n 0.2 ).
The proof of Proposition 3.11 is now immediate.
Proof of Proposition 3.11. We have 
Lévy concentration functions of ℓ ∞ -close vectors
As mentioned earlier, the key technical difficulty in the proof of Theorem 1.1 compared to the proof of Theorem 3.2 is the unavailability of Proposition 3.4. Instead, we have the following substitute.
Proposition 4.1. Let ξ := (ξ 1 , . . . , ξ n ) ∈ R n be a random vector whose entries are independent copies of a random variable ξ with mean 0 and variance 1. For ǫ ∈ (0, 1/2), let G ǫ denote the event that n i=1 ξ 2 i ≤ n 1+2ǫ and | n i=1 ξ i | ≤ n (1/2)+ǫ . Then, for every a := (a 1 , . . . , a n ), b := (b 1 , . . . , b n ) ∈ R n , and for every r 1 , t ≥ 0, we have
In order to prove this proposition, we will need some facts about concentration on the symmetric group. The following appears as Lemma 3.9 in [10] , and is a direct application of Theorem 7.8 in [7] . Then, for all t > 0,
where the probability is with respect to the uniform measure on S n . Remark 4.3. In [10] , the above lemma is stated for v ∈ {±1} n , but exactly the same proof shows that the conclusion also holds for any v ∈ [−1, 1] n .
We will use this lemma via the following immediate corollary.
Lemma 4.4.
Let v := (v 1 , . . . , v n ), w := (w 1 , . . . , w n ) ∈ R n \{0}, and let π be a random permutation uniformly distributed on S n . Consider the function h : S n → R defined by
Then, for all t ≥ |w 1 + · · · + w n |,
Proof. First, note that
Next, let v ′ := v −1 ∞ v. Then, v ′ ∈ [−1, 1] n and h(π) = v ∞ g(π), where g(π) := n i=1 v ′ π(i) w i . Therefore, by Lemma 4.2, for all t > 0,
The desired statement now follows from the triangle inequality and the estimate on Eh.
We can now prove Proposition 4.1.
Proof of Proposition 4.1. Consider the random variable X := n i=1 (a i − b i )ξ i . We claim that for any t ≥ n (1/2)+ǫ ,
Indeed, since the distribution of the random vector ξ, even after conditioning on the event G ǫ , is invariant under permuting its coordinates, it suffices to show (by the law of total probability) that for any fixed vector w := (w 1 , . . . , w n ) such that n i=1 w 2 i ≤ n 1+2ǫ and | n i=1 w i | ≤ n (1/2)+ǫ , and for any t ≥ n (1/2)+ǫ
Since n i=1 (a i − b i )w π(i) has the same distribution as n i=1 (a − b) π(i) w i , this follows immediately from Lemma 4.4.
Next, fix δ > 0, and let x ∈ R be such that Pr (a 1 ξ 1 + · · · + a n ξ n ∈ B(x, r 1 ) | G ǫ ) ≥ ρ r 1 ,ξ|Gǫ (a) − δ.
Then, for any t ≥ n (1/2)+ǫ , setting r 2 := 2t a − b ∞ , we have
Taking the supremum of the left hand side over the choice of x ∈ R, and then taking the limit on the right hand side as δ → 0 gives the desired conclusion.
Regularization of N n
In order to make use of the results of the previous subsection, we need that, with high probability, almost all of the rows of N n satisfy the event G ǫ . This follows using a straightforward application of the standard Chernoff bound. 
Let R ǫ denote the event that |I c | ≤ 2n 1−ǫ . Then,
We will also need the following (trival) bound on the probability that the operator norm of N n is too large. Lemma 4.6. Let N n := (a ij ) be an n × n random matrix with independent entries, each with mean 0 and variance 1. Then, for any L ≥ 1,
Proof. By Markov's inequality, Pr ij a 2 ij ≥ Ln 2 ≤ L −1 . Since N n 2 ≤ N n 2 F := ij a 2 ij , the desired conclusion follows.
Henceforth, let O β denote the event that N n ≤ β −1/2 n; by the above lemma, this occurs except with probability at most β. Moreover, let S(β) := M + β −1/2 n.
Rich and poor vectors
For the remainder of this section, we fix an n × n matrix M and parameters β, η ∈ (0, 1) satisfying the restrictions of the statement of Theorem 1.1. Also, let f (β) := β/20C 2.8 ∈ (0, 1), J(β, n) := 100 log(β −1 )/ log n, and ǫ = 0.025. We may further assume that η ≥ 2 −n 0.01 , since the statement of Theorem 1.1 for smaller values of η follows from the statement for η = 2 −n 0.01 .
We call a unit vector v ∈ R n poor if we have
and rich otherwise. We use P (β) and R(β) to denote, respectively, the set of poor and rich vectors. As before, Theorem 1.1 follows from the following two propositions and the union bound. 
Eliminating poor vectors
Compared to Proposition 3.7, the proof of Proposition 4.7 requires more work, since we need to work with ρ r,ξ|Gǫ (v) instead of ρ r,ξ (v). In order to do this, we start by first eliminating 'compressible' vectors.
Definition 4.9 (Definition 3.2 in [11] ). Let δ 1 ∈ [0, n], δ 2 ∈ (0, 1/2). A vector x ∈ R n is called sparse if |supp(x)| ≤ δ 1 . A vector x ∈ S n−1 is called compressible if x is within Euclidean distance δ 2 from the set of all sparse vectors. A vector x ∈ S n−1 is called incompressible if it is not compressible. The sets of sparse, compressible and incompressible vectors will be denoted by Sparse(δ 1 ), Comp(δ 1 , δ 2 ), and Incomp(δ 1 , δ 2 ) respectively. Remark 4.10. In particular, note that for any x ∈ Incomp(δ 1 , δ 2 ) and for any I ⊆ [n] with |I| ≤ δ 1 n, there exists some j ∈ I c such that |x j | ≥ δ 2 / √ n. Proof. By losing an additive error term which is at most β, it suffices to bound Pr(C ǫ,β ∩O β ). Let N denote an S(β) −1 -net of Sparse(2n 1−ǫ ) ∩ S n−1 of minimum cardinality; by a standard volumetric argument,
and v ′ is supported on at most 2n 1−ǫ coordinates. Moreover, by the definition of N , there exists some v ′′ ∈ N such that |v ′′ − v ′ | ≤ S(β) −1 . By the triangle inequality, we see that
On the other hand, by Lemma 2.4, we see that for any fixed v ′′ ∈ S n−1 ,
Therefore, taking the union bound over all v ′′ ∈ N , it follows that C ǫ,β ∩ O β occurs with probability at most n where R ǫ,I denotes the event that the rows of N n satisfying Equation (6) are exactly those indexed by the subset I, it suffices (by the law of total probability) to show that for any I ⊆ [n], |I| ≥ n − 2n 1−ǫ ,
For the remainder of the proof, fix such an I. By reindexing the coordinates, we may further assume that I = [|I|].
Since M T n and M n have the same singular values, it follows that a necessary condition for a matrix M n to satisfy the above event is that there exists a unit vector a ′ = (a ′ 1 , . . . , a ′ n ) such that a ′ ∈ Incomp(2n 1−ǫ , S(β) −1 ) and a ′ T M n 2 ≤ η. To every matrix M n , associate such a vector a ′ arbitrarily (if one exists) and denote it by a ′ Mn ; this leads to a partition of the space of all matrices with least singular value at most η. By Remark 4.10, since |I c | ≤ 2n 1−ǫ , there must exist i ∈ I such that |(a ′ Mn ) i | ≥ S(β) −1 / √ n. To every a ′ Mn , associate such an index i ∈ I arbitrarily, and denote it by i(M n ). Then, by taking a union bound over the choice of i ∈ I, it suffices to show the following.
To this end, we expose the last n − 1 rows X 2 , . . . , X n of M n . Note that if there is some v ∈ P (β) satisfying M n v 2 ≤ η, then there must exist a vector y ∈ P (β), depending only on the last n − 1 rows X 2 , . . . , X n , such that
In other words, once we expose the last n − 1 rows of the matrix, either the matrix cannot be extended to one satisfying the event in Equation (7), or there is some unit vector y ∈ P (β), which can be chosen after looking only at the last n − 1 rows, and which satisfies the equation above. For the rest of the proof, we condition on the last n − 1 rows X 2 , . . . , X n (and hence, a choice of y).
For any vector w ′ ∈ S n−1 with w ′ 1 = 0, we can write
where u := w ′ T M n . Thus, restricted to the event {s n (M n ) ≤ η} ∩ {i(M n ) = 1}, we have
where the second line is due to the Cauchy-Schwarz inequality and the particular choice w ′ = a ′ Mn . Since, conditioned on R ǫ, [|I|] , the first row of N n is distributed as ξ|G ǫ , it follows that the probability in Equation (7) is bounded by ρ 2ηS(β) √ n,ξ|Gǫ (y) ≤ β, which completes the proof. Recall that if v ∈ R j (β), then ρ 2ηS(β) √ n(2S(β)f (β) −1 ) j+1 ,ξ (v) ≤ n 1/100 ρ 2ηS(β) √ n(2S(β)f (β) −1 ) j ,ξ (v).
Eliminating rich vectors
Since there are at most (J(β, n) + 1)(log(β −1 ) + 1) choices for the pair (j, ℓ), by the union bound, it suffices to prove the following analogue of Proposition 3.11 in order to prove Proposition 4.8 We begin with the following analogue of Lemma 3.12 Proof. Let g(n) = n 1/8 and w := (2ηS(β) √ n) −1 (2S(β)f (β) −1 ) −j a. Suppose for contradiction that the desired conclusion does not hold. Then, the same computation as in the proof of Lemma 3.12 shows that ρ 2ηS(β) √ n,ξ (a) ≤ ρ 2ηS(β) √ n(2S(β)f (β) −1 ) j ,ξ (a) = ρ 1,ξ (w) ≤ β/2.
Finally, since Pr(G ǫ ) > 1/2 by Markov's inequality, it follows from Lemma 2.5 that ρ 2ηS(β) √ n,ξ|Gǫ (a) < 2ρ 2ηS(β) √ n,ξ (a) < β, which contradicts that a ∈ R(β).
Define
where the final inequality holds since a ∈ R j,ℓ (β). Let v ′′′ denote the integer vector which agrees with v ′′ (and hence, v ′ ) on T and is 0 on T c . Then,
To summarize, using notation as in Theorem 2.9, we have shown that for every vector v ′ ∈ R j,ℓ (β), there exists some T ⊆ [n] with |T c | ≤ n 0.9 such that v ′ agrees with some element of V 2 −ℓ /32n 3/8 on T . Since each coordinate of v ′′ is an integer with absolute value at most v ′′ 2 ≤ (2ηS(β) √ n) −1 D + n 1/4 ≪ 2 n 0.05 , it follows that R j,ℓ (β) ≤ n n n 0.9 2 n 0.05 n 0.9 V 2 −ℓ /32n 3/8 .
Finally, the calculation in the proof of Proposition 3.14 shows that V 2 −ℓ /32n 3/8 2 n 0.96 + 32C ℓ 2.9 n 0.025 n , which, together with the previous equation, completes the proof.
