This paper proposes an algorithm for tracking and measuring a moving object based on multi-sensory information with eye-in-hand robot system. A CCD camera and two laser emittors are mounted on the end-effector of a robot. The tracking control objective is to maintain the end-effector in a desired distance and attitude with the top surface of moving object. This sensory structure and the desired state make possible to acquire simultaneously both gray scale image and range data of two laser spots generated on the top surface, which are used for tracking and measuring.
Introduction
An eye-in-hand system is one of effective applications of visual information to robot control. In order to extract features and/or to measure a moving object with the eye-in-hand system, it is necessary for robot controller to maintain a desired relative state between the eye-in-hand system and the moving object to assure a high reliability and the measuring accuracy. However, when visual signals are directly utilized in robot control system, the desired state becomes difficult to be maintained due to the time delay of the vision system. Therefore, the problems of tracking with visual signals should be discussed. Robot coordinate, of which origin corresponds to the shoulder, Zr is vertical to the paper.
Oc_Xc YcZc: Camera coordinate, of which origin corresponds to the lens center, Yc is consistent with the camera optical axis, the direction of Zc is the same as Zr.
-f, 0) in Oc_XcYcZc, U is parallel with Zc, V is parallel with Xc. while, Xcentroid is also calculated. The moving speed of the object vT0 can be estimated from equation (1) are known, that is, (2) T1(bootstrap period). When Xcentroid=0, the object is considered that it has entered in the center area of the view field in V-axis direction and two points of range data of the laser spots and gray scale image are input for feature extraction. While the feature extraction is being carried out, the endeffector is moving forward in the speed of vT0 and controlled in the same distance and attitude to the top surface of moving object as in T0 period.
(3) T2(tracking with VFB period). When the entered object is considered to be the required one, the tracking with visual feedback control (VFB)
starts, that is, the errors between desired Xcentroid (in this paper, Xcentroid is expressed in v3 later) and the desired distance and attitude are used to control the parameters to approach the desired values.
If the entered object is not the required one, the manipulator returns to the original position as in T0
period.
Only the motion in Xr direction of the object is tracked because of the structure of the manipulator.
If the object moving on 2 dimensional plane or in 3 dimensional space is to be tracked, the motion in Yr direction should be considered.
Feature Extraction
Using Multi-Sensory
Information
The object has a rectangular shape with a slant top surface as shown in Fig. 4 and defined as (1) both the top and the bottom surface are rectangular, (2) angle between two surfaces is large enough to be detected, (3) length of the top surface l is longer than the distance between the laser emittors 2D. In addition, no object is too close to the other on the belt conveyor. The surface of belt conveyor is parallel with Xr and the distance from the plane to Xr is known beforehand. where, Pre-feature extraction is carried out by checking whether the surface is a slant plane or not. As mentioned above, the optical axis of camera Yc is initially adjusted vertical to the surface of the belt conveyor. If the difference between yc1 and yc2, becomes non-zero, the object in the view field is considered as a candidate object. Then, the gray scale image is input for more detail contour feature extraction.
Contour Feature Extraction Based on Gray Scale Image
As defined above, the required object should have the contour which has four long enough straight lines.
Among of them, two pairs of a proximately parallel straight lines exist, of which one pair are vertical to the another. In this study, Hough transformation is used to extract these straight lines.
Image-Based Tracking Control Algorithm
It is well known that an image-based tracking control has smaller control error and needs less time than a position-based tracking control because image interpretation is limited to a very small degree.
However, this introduces nonlinearities due to the visual feedback path10). Here, an "inverse Jacobian The detailed description of above parameters and the matrix will be given in section 4.2.
Control Objective
The control objective is to maintain the camera on the end-effector in the desired state with respect to the moving object (refer to Fig. 1 The processes of acquiring Xcentroid of the moving object on the image and detecting laser spots are described as follows.
The surface color of the moving object is white and that of conveyor is black. Xcentroid is calculated by averaging the coordinates of the bright pixels in V-axis direction on the image plane. Two laser spots are easily detected because they are much brighter than other pixels and their coordinates in the world coordinate are calculated based on triangulation.
Equation (2) and Fig. 1 give, Xcentroid hereafter.
Equations (5) and (6) can be rewritten as:
From above equations, the control specifications of equation (4) where, m11=-m21=-faD/pv; m12=-m22 =-fbD/pv; m13=-m23=-bD; m14=-m24=-aD;
between the top and bottom surface, and height h of the object as shown in Fig. 4 . a1 and b1 are only the symbols for the derivation of equation (18). (22) and (23) From the locus of v3, we know that the image position of the moving object is controlled in a certain distance from the image center in V-axis direction, which means that the end-effector is following the movement of the object. Therefore, the tracking of an object moving in a speed of 0.01m/s can be realized based on multi-sensory information.
However, the tracking errors of image features appear though the PI controller is used when the tracking has entered a stable state.
(14). Following equation is obtained from equation (14) in the case of v1=-v2=45, v3=0.
From above matrix, we know that v1 and v2
error of v3 than those of v2 and v3 at the beginning of T2, further, the error is not decreased until later period of T2 as shown in Fig. 8(b) . 6.3 Measurement Accuracy Table 1 shows a measured result where the desired state, v1=-v2=45 dot and v3=0 dot(d=232.0mm).
The influences of each parameter on the measurement tions (9), (16), and (17) The accuracy of parameters in above equations is 
Conclusion
The algorithm of tracking and measuring a moving object based on multi-sensory information with eyein-hand system is described. Through the experiments, the following conclusions can be presented.
(1) The proposed multi-sensory eye-in-hand system is effective on tracking and measuring of a moving object. Its geometric dimensions of a moving object can be on line measured from gray scale image and range data when the camera being controlled in a desired state.
(2) This control algorithm can fulfill the operations such as pick and place since it can easily esti mate the orientation, center position, width, length, and angle between the top and bottom surfaces of the moving object.
The experiments, though, were carried out in one dimensional motion, the proposed algorithm can be extended to 3 dimensional tracking, gray scale image provides 2 dimensional information which can be used to detect 2 dimensional motion on a plane. If three laser emittors are mounted on the end-effector in being distributed on a plane, the vertical motion and rotation can be sensed by the range finders mounted on the top of the end-effector. Therefore, 3 dimensional tracking could be realized.
In this study, the interaction among arms and image features have not been considered, so that the obtained performance is not very satisfactory. Next, we should investigate the degree of the interaction problems to expect much better tracking stability and accuracy. 
