Tensor completion is a problem of filling the missing or unobserved entries of partially observed tensors. Due to the multidimensional character of tensors in describing complex datasets, tensor completion algorithms and their applications have received wide attention and achievement in areas like data mining, computer vision, signal processing, and neuroscience. In this survey, we provide a modern overview of recent advances in tensor completion algorithms from the perspective of big data analytics characterized by diverse variety, large volume, and high velocity. We characterize these advances from the following four perspectives: general tensor completion algorithms, tensor completion with auxiliary information (variety), scalable tensor completion algorithms (volume), and dynamic tensor completion algorithms (velocity). Further, we identify several tensor completion applications on real-world data-driven problems and present some common experimental frameworks popularized in the literature along with several available software repositories. Our goal is to summarize these popular methods and introduce them to researchers and practitioners for promoting future research and applications. We conclude with a discussion of key challenges and promising research directions in this community for future exploration.
INTRODUCTION
Tensor analysis has garnered increasing attention in recent years. In one direction, tensor decomposition -which aims to distill tensors into (interpretable) soft representations -has been widely studied from both a theoretical and application-specific perspective [106, 135, 154, 174] . In a related direction and the focus of this survey, tensor completion aims to impute missing or unobserved entries of a partially observed tensor. Tensor completion is one of the most actively studied problems in tensor related research and yet diffusely presented across many different research domains. On one hand, multidimensional datasets are often raw and incomplete owing to various unpredictable or unavoidable reasons such as mal-operations, limited permissions, and data missing at random [61, 129, 132] . On the other hand, in practice, due to the multiway property of modern datasets, tensor completion natural arises in data-driven applications such as image completion and video compression.
In the past few decades, the matrix completion problem -a special case of tensor completionhas been well-studied. Mature algorithms [22] , theoretical foundations [26] , and various applications [28] pave the way for solving the completion problem in high-order tensors. Intuitively, the tensor completion problem could be solved with matrix completion algorithms by downgrading the problem into a matrix level, typically by either slicing a tensor into multiple small matrices or unfolding it into one big matrix. However, several problems distinguish tensor completion from being treated as a straightforward extension of the matrix completion problem. First, it has been shown that matrix completion algorithms may break the multi-way structure of a tensor and lose the redundancy among modes to improve the imputation accuracy [178] . While many tensorbased algorithms directly build upon matrix completion algorithms [143, 215] , their key focus is out of the context of matrix level, i.e., trying to develop delicate ways of matricization to keep the multi-way properties of a tensor object while using matrix-based completion algorithms. Second, the high-order characteristics introduce even higher space and computational complexity, which may prevent the usage of traditional matrix completion algorithms.
In some early works [5, 20, 180, 199] , tensor completion is often considered as a byproduct when dealing with missing data in the tensor decomposition problem. However, due to the distinct objective and challenges, it gradually becomes an independent topic jumping out of the context of tensor decomposition. Concretely, tensor completion is a specific task, whose ultimate goal is to fill the missing or unobserved entries while tensor decomposition is an intermediate step to distill the tensors into (interpretable) soft representations to benefit subsequent tasks. It is feasible to employ tensor decomposition methods to solve the completion problem. However, the solutions of tensor completion are not restricted to decomposition-based approaches [130] . Moreover, the key issue of missing data in the completion problem may prevent some traditional decomposition methods being used such as the vanilla alternating least square (ALS) methods for CANDE-COMP/PARAFAC decomposition [30, 74] . The optimization scheme especially for the projectionbased methods should be carefully modified towards feasible adoption.
Though many efforts have focused on the tensor completion problem in recent years, to the best of our knowledge, we still lack a comprehensive survey to capture the many advances across domains. Existing surveys rest on the matrix level [90, 109, 118, 188] or focus on related topics, e.g., tensor decomposition [4, 38, 53, 69, 76, 102, 106, 112, 113, 135, 154, 174, 180] . Moreover, with the rapid growth of real-world big data applications demonstrating variety, velocity, and volume, there has been a commensurate rise in tensor completion algorithms that are capable of leveraging heterogeneous data sources, handling real large-scale datasets, as well as tracking dynamical changes over time. The incremental interest in big data analytics [91, 107, 170] motivates us to provide a view from big data perspective in the present survey that differs from most of the existing reviews. Hence, the goal of this survey is to give an overview of general and advanced high-order tensor completion methods and their applications in different fields. We aim at summarizing the state-of-the-art tensor completion methods for promoting the research process in this area as well as providing a handy reference handbook for both researchers and practitioners.
Tightly coupling with the "3V" challenges [17] 1 in big data analytics including variety, volume, and velocity, we organize the structure of this article as shown in Figure 1 . Notations and primary multi-linear algebra operations are first introduced to formulate the tensor completion problem and its variations. A concise summary of general tensor completion algorithms is provided along Tensor Completion Algorithms in Big Data Analytics 6:3 
Notations
Definitions X X X ∈ R I 1 ×I 2 ×...×I N N th-order tensor X (n) ∈ R I n ×(Π N i n I i )
Mode-n unfolding matrix of tensor X X X X X X i 1 , ...,i N or X X X(i 1 , . . . , i N ) An entry of tensor X X X indexed by [i 1 , . . . , i N ] < ·, · > Inner product • Outer product · Kruskal operator ⊗ Kronecker product Khatri-Rao product * Hadamard product · F Frobenius norm · * Trace norm with several statistical assumptions and theoretical analysis. Subsequently, coping with the "3V" challenges in big data analytics, three categories of advanced completion methods are introduced including tensor completion with auxiliary information (variety), scalable tensor completion algorithms (volume), and dynamic completion methods (velocity). Real-world applications in different areas are outlined in Section 7, and several commonly used experimental simulations, metrics as well as software repositories are presented in Section 8. Finally, we describe open challenges and promising directions.
TENSOR COMPLETION PROBLEM
In this section, we provide the formal definition of the tensor completion problem. We begin by introducing several tensor operations, basic definitions, and notations following [106] . Table 1 summarizes the notations used throughout this article.
Preliminaries
Definition 2.1.1 (Tensor) . A tensor can be defined in different ways at various levels of abstraction [105, 119] . We follow the most general way and define it as a multi-dimensional array. The dimensionality of it is described as its order. An N th-order tensor is an N-way array, also known as N-dimensional or N-mode tensor, denoted by X X X. We use the term order to refer to the dimensionality of a tensor (e.g., N th-order tensor), and the term mode to describe operations on a specific dimension (e.g., mode-n product).
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Q. Song et al. Fig. 2 . Forward (left) and backward (right) mode-one matricization (X (1) ) of the tensor X X X ∈ R I 1 ×I 2 ×I 3 .
Definition 2. 1.2 (Tensor Matricization) . Tensor matricization is to unfold a tensor into a matrix format with a predefined ordering of its modes. The most commonly used tensor matricization is mode-n matricization (a.k.a., mode-n unfolding), which is to unfold a tensor X X X ∈ R I 1 ×...×I N along its n th mode into a matrix denoted as X (n) of size I n × ( k n I k ). The ordering of the other modes except mode n can be arranged randomly to construct the column of X (n) . Two commonly used arrangements are forward [101] (i.e., n + 1, . . . , N , 1, . . . , n − 1) and backward [42] (i.e., n − 1, . . . , 1, N , . . . , n + 1). We depict such a forward and backward mode-one unfolding of a third-order tensor X X X ∈ R I 1 ×I 2 ×I 3 in Figure 2 . In general, the specific permutation is not important as long as it is consistent across related calculations [106] . More comprehensive comparison and visualizations can be found in [9] . -Outer Product: product of vectors denoted by •. For N column vectors a (1) ∈ R I 1 , . . . , a (N ) ∈ R I N . The outer product among them is defined as T T T = a (1) • . . . • a (N ) , T T T i 1 , ...,i N = a (1) 
where T T T ∈ R I 1 ×...×I N . It is the same as matrix multiplication when N = 2. -Kronecker Product: product of two matrices. Given two matrices A and B of sizes m × n and p × q, respectively, their kronecker product is defined as A m×n ⊗ B p×q = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ a 11 B · · · a 1n B . . . . . . . . . a m1 B · · · a mn B ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ mn×pq , where A m×n = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ a 11 · · · a 1n . . . . . . . . . a m1 · · · a mn ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ m×n .
(
-Khatri-Rao Product: block-wise Kronecker product. Here, we treat it as column-wise Kronecker product of two matrices with the same number of columns, which is defined as -Mode-n Product: multiplication of a given tensor X X X ∈ R I 1 ×I 2 ×...×I N on its nth-mode with a matrix U ∈ R J ×I n , which is denoted as Z Z Z = X X X × n U, where Z Z Z ∈ R I 1 ...I n−1 ×J ×I n+1 ...I N . The elementwise result is described as Z Z Z i 1 , ...,i n−1 , j,i n+1 , ...,i N = (X X X × n U) i 1 , ...,i n−1 , j,i n+1 , ...,i N = I n k=1 X X X i 1 , ...,i n−1 ,k,i n+1 , ...,i N U j,k .
-General Tensor Product (Multiplication): the general tensor (outer) product of tensors. Given two tensors X X X ∈ R I 1 ×...×I N and Y Y Y ∈ R J 1 ×...×J N , there tensor product is defined as
where Z Z Z ∈ R I 1 ×...×I N ×J 1 ×...×J N and the elementwise result is described as Z Z Z i 1 , ...,i N , j 1 , ..., j N = X X X i 1 , ...,i N Y Y Y j 1 , ..., j N .
See also Bader and Kolda [9] for a detailed treatment of tensor multiplication.
Definition 2. . Also called simple tensor [77] or decomposable tensor [72] . It is an N th-order tensor X X X (N ∈ Z + ) that could be written as the outer product of N vectors, i.e., X X X = a (1) • a (2) • . . . • a (N ) . Definition 2.1.5 (Tensor (CP) Rank). The tensor rank (i.e., tensor CP rank) of a tensor X X X is defined as the minimum number of summations of rank-one tensors that generate X X X [79, 115] , i.e.,
As calculating the tensor rank is an NP-hard problem [75] , the tensor n-rank was introduced by Kruskal [116] as a special case of multiplex rank introduced by Hitchcock [78] .
Definition 2.1.6 (Tensor n-rank). The tensor n-rank is defined as the rank (usually column rank) of X (n) , i.e., rank n (X X X) = rank(X (n) ). Another similar definition called Tucker rank or multi-linear rank [96] , which is introduced earlier by Tucker [203] is defined as rank tc (X X X) = (rank(X (1) ), . . . , rank(X (N ) )). Definition 2.1.7 (Tensor Inner Product). The inner product of two tensors X X X and Y Y Y of same size is defined as < X X X, Y Y Y >. Unless otherwise specified, we treat it as dot product defined as follows:
Definition 2. 1.8 (Tensor Frobenius Norm) . Generalized from matrix Frobenius norm, the F-norm of a tensor X X X is defined as X X X F = < X X X, X X X > =
Tensor Completion Problem
Tensor completion is defined as the problem of filling the missing elements of partially observed tensors. As its particular matrix case [26] , to avoid being an underdetermined and intractable problem, low rank is often a necessary hypothesis to restrict the degree of freedoms of the missing entries [59, 110, 130, 178] . Since a tensor has different types of rank definitions, to give a relatively general mathematical formulation of the low-rank tensor completion (LRTC) problem, we first summarize several most popular definitions [59, 130] into a unified optimization problem and then specify the variants derived from it by answering several questions.
Definition 2.2.1 (Low-Rank Tensor Completion Problem).
Given a low-rank (either CP rank or other ranks) tensor T T T with missing entries, the goal of completing it can be formulated as the following optimization problem: minimize
where rank * denotes a specific type of tensor rank based on the rank assumption of the given tensor T T T, X X X represents the completed low-rank tensor of T T T, and Ω Ω Ω is an index set denoting the indices 6:6 Q. Song et al.
of observations. The intuitive explanation of the above equation is that: we expect to find a tensor X X X with the minimum rank, which subjects to the equality constraints given by the observations (a.k.a., measurements). This equation is a straightforward generalization of the well-understood matrix completion problem [26] and could be treated as the starting point of almost every existing variant definitions of LRTC problem. To delve into these variants, we start by asking three questions with respect to the above equation and try to explore the answers from these variants.
(1) What type of the rank should we use? (2) Are there any other constraints defined based on the observations that we could presume? (3) In what condition, could we expect to achieve a unique and exact completion? We mainly focus on the first two questions here to extend our discussion and leave the last question into Section 3.4 on account of its tight correlation with various statistical assumptions.
Rank Variants.
We first discuss the first question (i.e., What type of the rank should we use?) and describe some variants of Equation (9) based on different rank selections. In the preliminary part, we have defined the following two different types of ranks: the tensor (CP) rank and the tensor n-rank. As they have covered most of existing popular articles, we now focus on introducing the main variant optimization problem utilizing these two types of ranks.
(1) Tensor (CP) Rank and Its Corresponding Variants of the LRTC Problem.
As the existing works have demonstrated that calculating the tensor (CP) rank is an NP-hard problem [75, 106] , directly considering the minimization problem defined in Equation (9) with CP rank is unpractical. To avoid this problem, some researchers [8, 14, 85, 111] assume the CP rank of the target tensor is fixed to achieve a relative milder problem. By fixing the rank of T T T, they are able to substitute the original objective function with some polynomial time computable norms of the tensor X X X [14] or treat the CP rank as the constraint and inversely minimize the difference between the true observations and their predictions as follows [85] :
where D is the error measure between X X X Ω Ω Ω and T T T Ω Ω Ω , which is often defined as the Frobenius norm of their difference under the assumption of Gaussian noise, i.e., D ( T T T Ω Ω Ω , X X X Ω Ω Ω ) = X X X Ω Ω Ω − T T T Ω Ω Ω F . Though fixing CP rank helps solve the problem, this assumption is always not an ideal choice since estimating the tensor rank is often very hard [116] , which confines the applicability of corresponding completion algorithms. Thus, some researchers only assume the predefined CP rank is the rank upper bound [132] or propose the algorithms, which could dynamically conduct the rank search during the completion process [225] . Recent research has focused on minimizing the tensor CPrank directly via controlling it with tensor nuclear norm [218] and analyzing it theoretically [231] , which provide more practical and general solutions for the LRTC problem under CP-rank constraints.
(2) Tensor n-Rank and Its Corresponding Variants of the LRTC Problem.
Comparing with other ranks, Tensor n-rank (or Tucker rank) is perhaps the most widely adopted rank assumption in existing tensor completion literature [59, 110, 130, 176] . As it is defined by the matricizations of the tensor, many matrix completion techniques such as trace-norm based methods could be generalized into the high-order level [59, 130, 176] . Most of the existing work targets on solving the following tensor n-rank minimization problem described in [59] :
where f is a predefined function for the tensor n-rank: rank tc (X X X) = (rank(X (1) ), . . . , rank(X (N ) )). For example, the most commonly used function is the rank summation function [59, 169] , i.e., f (rank tc (X X X)) = N i=1 rank(X (i ) ). Standing upon the above optimization problem, there are also several variant ways of using tensor n-rank to formulate the LRTC problem. For example, Kressner et al. [110] assume the tensor n-rank to be fixed, i.e., rank tc (X X X) = (r 1 , . . . , r N ) and then use the similar way defined in Equation (10) to formulate the completion problem. This definition allows them to explicitly leverage the tensor decomposition power to achieve the completion purpose. A correlated variant is to assume the tensor n-rank to be constrained [143] , i.e., rank tc (X X X) (r 1 , . . . , r N ), where is an element-wise notation. Though tensor n-rank has been widely employed, recent works [159] also point out a crucial drawback that it only takes into consideration the ranks of matrices that are constructed based on the unbalanced matricization scheme, i.e., one mode versus the rest.
The drawbacks of utilizing tensor CP rank and tensor n-rank encourage researchers to propose other types of ranks such as tensor-train (TT) rank [68, 151, 159] and tensor tubal rank [233] . However, as the rank of a high-order tensor is still not a well-understood area, which is contrary to the matrix case, there is still no absolute conclusion that applying one rank is always better than another. Readers who are interested in the variant mathematical definition of the LRTC problem using other ranks could explore the corresponding papers for a more detailed introduction.
Constraint
Variants. Another question that could introduce different variants for the general optimization problem (9) is what kind of constraints defined based on the observations that we could presume? In Equation (9), the constraints are intuitively defined as X X X Ω Ω Ω = T T T Ω Ω Ω based on the observations. This simple constraint usually implies the following two statistical assumptions: (1) The situation we considered is the noise-free case [130] . (2) We assume the observations are uniformly random sampled based on Bernoulli distribution [82] . Although these two assumptions are widely used in the LRTC literature, there are also several popular variants. First, as data in real-world applications are often corrupted with various of noises, different noise assumptions, especially Gaussian noises, are commonly used by researchers [14, 59, 67] , leading to the following noise-contained formulation:
where E E E denotes the noise term. It could be defined as either Gaussian [223] or non-Gaussian noises (e.g., Laplace noise [224] ), and thereby formulated into various different noise inequality constraints. Similar definition is also used in Robust Tensor Completion analysis [67] , which will be discussed in Section 3.3.2. Second, the way of sampling observations could also be changed and reflected in the constraints. For example, some researchers [50, 143] use the Gaussian measurement operator G to denote this constraint as a sampling ensemble G[X X X] = G[T T T]. In this way, the constraint entries are no longer based on random sampling approach but based on Gaussian random sampling. Since the sampling strategy is also highly correlated with our last question (i.e., In what condition, we could expect to achieve a unique and exact completion?), we leave it to Section 3.4 for further discussion. Besides the above variants, the constraint in Equation (9) could also be expressed in different ways such as A (X X X) = B B B in [59] and P Ω Ω Ω (X X X) = P Ω Ω Ω (T T T) in [85, 110] , where A and P Ω Ω Ω are linear projection operators indicating the sampling operation along with the index set Ω Ω Ω.
GENERAL TENSOR COMPLETION ALGORITHMS
After formally defining the LRTC problem, we now introduce some general tensor completion algorithms serving as a stepping stone for more detailed introductions of advanced algorithms in subsequent sections. We start from summarizing some fundamental tensor completion approaches by categorizing them into decomposition based approaches, trace-norm based approaches, and some other variants. These methods are by no means necessarily more straightforward, and nonscalable compared with the advance tensor completion methods. The reason we put them here is either due to their general and primary effect in laying the foundation of building up advanced tools or because of their original focus is not from the perspective of big data analytics.
Decomposition Based Approaches
Tensor decompositions or factorizations are powerful tools for extracting meaningful, latent structures in heterogeneous, multi-aspect data [106, 154] . Since real-world datasets are often raw and incomplete, many early researches are conducted on tensor decomposition with missing values [2, 20, 85, 199, 206] , which could be regarded as the pioneer problem of LRTC. We focus on two most widely used decomposition methods -CP and Tucker decomposition -to begin the overview. Readers interested in tensor decompositions and their applications could go further into [4, 106, 154, 174] for a more comprehensive introduction. Not surprisingly, other decomposition approaches could also be applied to solving the completion problem such as hierarchical tensor (HT) representations [39, 161, 162] , PARAFAC2 models [161] , and so on.
CANDECOMP/PARAFAC (CP) Based
Methods. CP Decomposition was first proposed by Hitchcock [79] and further discussed by Carroll [30] and Harshman [74] . It is formally defined as: Given an N th-order tensor X X X, its CP decomposition is an approximation of N loading matrices A n ∈ R I n ×R , n = 1, . . . , N , such that,
where R is a positive integer denoting an upper bound of the rank of X X X, a (n) r is the r th column of matrix A n . We can further unfold X X X along its nth mode as follows:
Borrowing the idea from weighted least square method applied in the matrix level [100] , Bro [20] demonstrates two ways of handling missing data in PARAFAC model, which might be one of the earliest approaches targeting missing data imputation problem in multi-way data analysis. These two ways were further illustrated in his subsequent paper [199] with Tomasi, and the underlying ideas were explicitly or implicitly contained in almost every existing tensor completion methods as far as we know.
The first approach is to alternatively estimate the model parameters while imputing the missing data, which could be regarded as a special expectation maximization (EM) approach under the assumption of Gaussian residuals. Hence, we call it EM-like approach. This approach is usually used in alternating projection optimizations. For example, in the work of Tomasi's and Bro's [199] , they apply this idea in the PARAFAC model and propose a model called ALS-IS leveraging the standard ALSs optimization Though not explicitly described, the idea of this approach also appears in some other early works for handling missing entries in PARAFAC model [19, 103, 112] . The main idea of this approach is to conduct imputation based on the following equation iteratively:
whereX X X = A 1 , . . . , A N is the interim low-rank approximation based on CP decomposition and X X X is the recovered tensor which is used in next iteration for decomposition, Ω c denotes the complement set of Ω defined as Ω c = {(i 1 , . . . , i N )|1 ≤ i i ≤ I i } \ Ω, W W W is the observation index tensor with the same size as T T T:
This approach is easy to be conducted because it only needs to follow certain alternation projection optimization scheme such as ALS optimization [199] while performing imputation at the end of every iteration based on (15) . However, with the increasing percentage of missing entries, the convergence rate of the methods based on this approach may be reduced, and the risk of converging to a local minimum would be increased [199] .
The second approach mentioned by Bro [20] is to skip the missing value and build up the model based only on the observed part, which we call Missing-Skipping (MS) approach. This approach is often found in gradient-based optimizations or probabilistic methods. It can also be realized by masking the missing entries during optimization scheme. The objective function when using this approach is often defined in the following format:
where D is an error measure similar to the one defined in Equation (10) . The MS approach for tensor completion is first employed in the INDAFAC (INcomplete DAta paraFAC) model [199] to solve the aforementioned effectiveness-decay problem of the EM-like approach. This model is optimized by the Levenberg-Marquardt version of Gauss-Newton (iterative) algorithm inspired by Pentti [152] and is proved to be computationally efficient when the missing ratio is high. Acar [2] also uses the second idea and develop an algorithm named CP-WOPT (CP Weighted OPTimization). Different from a second-order approach employed by INDAFAC, CP-WOPT is optimized based on a first-order gradient and shown to enjoy both effectiveness and higher scalability with different missing ratios. Besides, some probabilistic CP decomposition methods with Bayesian inference are also proposed for solving missing-value prediction problem [214] . These methods treat D as the log-likelihood function and delete the terms of missing observations from likelihood functions to handle missing values and conduct imputation. To sum up, CP-based completion models, which leverage MS approach, are usually more robust compared with the models with EM-like approach when the missing ratio is large but could be hard to be optimized with existing projection-based algorithms.
Tucker-Based Methods.
Tucker decomposition is proposed by Tucker [203] and further developed by Kroonenberg et al. [114] and De Lathauwer et al. [42] . Given an N th-order tensor X X X, its Tucker decomposition is defined as an approximation of a core tensor C C C ∈ R Π N n=1 R n multiplied by N (orthogonal) factor matrices A n ∈ R I n ×R n , n = 1, . . . , N along each mode, such that,
where R n is a positive integer denoting an upper bound of the rank of X X X. We can further unfold X X X along its nth mode as follows:
Tucker decomposition is also a widely used tool for tensor completion. Similar to CP-based methods, EM-like and MS approaches are still two traditional ways of handling missing values as well as data imputation. Early works by Walczak et al. [206] and Andersson et al. [5] have mentioned the way of using EM-like approach for handling Tucker decomposition with missing values. This method was combined with the higher-order orthogonal iteration (HOOI) algorithm [43] to deal with missing values in pattern-recognition problems in [64, 65] . Some other researchers utilized MS approach such as Karatzoglou et al. [92] and Chu et al. [36] . The former applies highorder SVD (HOSVD) algorithm to track low-rank Tucker subspace for complete multi-dimensional arrays and use the SGD algorithm for optimization with only observed values. The later one considers a probabilistic approach called "pTucker" in which the missing part is naturally deleted in the likelihood functions.
Tucker-Based Methods versus CP-Based Methods.
From the former discussion, we can see that both Tucker and CP-based methods could achieve the completion purpose with similar imputation approaches (EM-like approach or MS approach). However, two aspects may lead to different applications of different approaches. (1) Effectiveness: Tucker-based methods are shown to be usually more effective than CP-based methods [92, 154] under the same rank assumptions and ideal hyperparameter selections (i.e., the perfect number of latent factors based on the rank assumptions) because their core tensor is more general in capturing complex interactions among components that are not strictly trilinear. Thus, if one only concerns about the completion accuracy without caring about the uniqueness or interpretability of the decomposed latent factors, Tucker-based methods could always be a good choice. (2) Uniqueness and Interpretability: Comparing with Tucker decomposition, a good property of the CP decomposition is that it is often unique with the exception of elementary indeterminacies of permutation and scaling [106] . This property could also facilitate easier interpretation of factorized latent matrices with the help of domain knowledge as imposed constraints [31, 208] . Besides, CP-based methods are usually more computationally flexible to deal with large-scale datasets in a distributed way since CP decomposition do not introduce complex core tensor as Tucker decomposition.
Recently, several methods based on HT representations [39, 161, 162] provide a flexible generalization of classical Tucker model to deal with high order tensors. Most of these approaches are optimized using projected gradient methods such as iterative hard thresholding algorithms [161, 162] . The key idea is to use Riemannian gradient iteration method (RGI) that contains the following two steps in each iteration: (1) to perform a gradient step in the ambient space, and (2) map the result back to the low-rank tensor manifold with hierarchical singular value thresholding procedure. Another variant projected gradient method called Riemannian optimization approach [39, 95, 110] is also considered based on the hierarchical representations for manifold construction. For its particularity, we leave it later in Section 3.3 for a more detailed introduction.
Trace Norm Based Approaches
Matrix trace norm (or nuclear norm) has been popularized as a convex surrogate of non-convex rank function for solving the matrix completion problem. For matrices with bounded operator norm, it has been shown to be the tightest lower bound of matrix rank function among all possible convex approximation [165] . Generalized from this matrix relaxation, Liu et al. [129] first defined the tensor trace norm as the combination of the trace norms of its unfoldings and reformulated the tensor rank minimization problem as a convex optimization problem. Signoretto et al. [176] further generalized the tensor trace norm to be a particular case of Shatten-p,q norm. In fact, a more direct generalization from matrix trace norm to tensor trace norm is to utilize the definition of tensor n-rank. By substituting the tensor rank with a linear combination of tensor n-rank, it could be further relaxed with trace norms for defining a low-n-rank tensor pursuit problem [59, 130] :
where N n=1 α n is usually defined as 1 to maintain the consistency with the matrix trace norm [130] . We call this model SNN (sum of the nuclear norm) model. Though these unfolding matrices cannot be optimized independently because of their multi-linear correlations, this convex relaxation allows us to solve the completion problem without predefining the tensor rank, which is more tractable in practice. An equivalent problem in the case of Gaussian noise could be formulated as
where λ > 0 is a tradeoff constant. To solve problem (21), Liu et al. [129] propose a simple algorithm optimized by the block coordinate decent. 2 This algorithm is the first trace-norm based tensor completion algorithm, and to our best knowledge, it is the first tensor completion algorithm without fixing the rank of the tensor in advance as decomposition-based approaches do. A simplified version of it and two advanced algorithms were proposed in their subsequent journal paper [130] . A more popular approach for solving the above problem is to apply splitting method [59, 130, 176, 200] , e.g., Alternating Direction Method of Multipliers (ADMM) which is a special case of Douglas-Rachford splitting method. 3 As there are only slight changes in these methods, we first consider the noise exist case and introduce the integrated approach of Grandy et al. [59] and Tomioka et al. [200] , and then come back to the noiseless case discussed in [59, 130, 176] . Under the paradigm of ADMM, the completion problem defined in Equation (21) could be reformulated by introducing auxiliary matrices {Z (n) }, n = 1, . . . , N , as
A corresponding augmented Lagrangian objective function could be derived as
where {Y n } n are the Lagrange multipliers, η > 0 is a penalty parameter. Following the standard updating scheme of ADMM, {Z n } n and {Y n } n could be iteratively updated as follows
where SVT αn η is the singular value thresholding operator [22] that is a shrinkage operator de- (24); Update X X X with EM-like Approach; until Certain Stop Criterion is Satisfied; element-wise operator. The update of X X X could have several choices, one can use the EM-like approach as we describe above [130] or use the exact [59, 200] or inexact approaches [59] . The exact updating approach is describe in Algorithm 1. To deal with the noiseless case, Signoretto et al. [176] and Gandy et al. [59] propose to decrease the value λ in Equation (32) while Liu et al. [130] directly delete the first term and prove their algorithm to be more efficient.
Beyond these traditional approaches focusing on minimizing the sum of nuclear-norm, several variants are proposed, which could be categorized into two types. One is to introduce variant trace norm structures, and another is to combine with decomposition based approaches by transferring the trace-norm constraints on factorized matrices. SNN model is neither the tightest relaxation of tensor rank nor an optimal solution considering the sample size requirement. To reduce the sample size required for completion, the first type of methods is mainly focusing on proposing better convex relaxation based on new trace norm structure. Mu et al. [143] suggest to use a single powerful regularizer rather than a combination structure as SNN model, i.e., apply trace norm on a more balanced unfolding matrix rather than using the summation of trace norm. Besides numerical experiments, the theoretical analysis of sampling bound is also conducted by exploiting the sharp properties of the Gaussian measurement. Different from matrix trace-norm structure, some other trace-norm based structures are also proposed such as tensor-nuclear-norm [104, 234] and incoherent trace norm [230] . They either target new rank structure (tensor tubal-rank) or consider the incoherence condition. As most of them are focusing on the analyzing the sampling size requirement based on different sampling approaches, we will stress their theoretical findings in the statistical analysis section.
The second type of approaches is to add trace norm constraints on factorized matrices rather than on unfolding matrices, which could be treated as mixed approaches of trace-norm based methods and decomposition based methods. These methods are mainly focusing on reducing the computation complexity since trace norm minimization methods are often costly and require SVD decomposition of potentially large matrices [110] . Also, they are more flexible in incorporating different structures [221] on decomposition matrices and alleviate the requirement of the predefined ranks for decomposition based methods [132] . Ying et al. [221] focus on the exponential signal completion problem. As a signal model only has O(R) degree of freedoms, 4 they explore to exploit an exponential structure of the factor vectors to reduce the number of samples for exact recovery. Each factor is first transformed into a Hankel matrix to promote exponential structure, and then nuclear norms are applied to force these Hankel matrices to be low-rank. 4 A signal model expresses each entry as
To address the computational complexity problem, some researchers utilize QR decomposition [131] while some researchers add trace-norm constraints on CP or Tucker factor matrices [132] . Their approaches both apply the trace norm onto the factorized matrices rather than the original unfolding matrices for acceleration while the latter one also alleviates the rank predefinition problem faced by decomposition-based approaches to some extent. Another interesting and straightforward variation of trace norm approach is to transform matrix trace norm into Frobenius norm. In [187] , for a matrix X with low-rank decomposition X = UV , an equivalent expression of its trace norm could be defined as
In a similar spirit to the matrix case, Mardani et al. [138] further extends it into the tensor level and apply it in the online situation which we will introduce in Section 6. Other approaches, which focus on relaxing nuclear norm to new convex relaxations in order to reduce both the computational complexity and the number of sample sizes could also be found [163] .
Other Variants
To provide a more comprehensive and informative introduction, we include several important variants in this section as a supplementary for general tensor completion methods.
Non-Negative Constrained Approaches.
Real-world applications sometimes require nonnegative constraints such as image completion [216] , medical data analysis [80, 208] and so on. To impute missing entries of non-negative tensors, a popular way is to add non-negative constraints on latent factor matrices based on decomposition models [37] . Different optimization method could be applied such as Block Coordinate Descent [216] and ADMM framework [208] with an iteratively non-negative threshold. For non-negative tensors with integer entries, Takeuchi and Ueda [193] use generalized Kullback-Leibler (gKL) divergence by analogy with several matrixbased approaches [21, 44, 217] .
Robust Tensor Completion.
Robust data analysis plays an instrumental role in dealing with outliers, gross corruptions (non-Gaussian noises) in completion problem [67] . Drawing upon the advances in robust PCA analysis [27] , robust tensor completion is to complete a tensor T T T by separating it into a low-rank part X X X plus a sparse part E E E to capture the different noise patterns. The objective function could be formulated as follows:
Similar trace-norm strategy could be added to the low-rank part for a relaxation of the rank minimization and l 1 norm is often used as a convex surrogate to relax the l 0 norm. The completion problem could be well addressed by the joint minimization of trace norm and l 1 norm. Li et al. [126] utilize a block coordinate decent method similar with [129] and shows promising results in separating corrupted noise and image restoration. Goldfarb and Qin [67] study the problem of robust LRTC in a convex ADMM optimization framework and provide both theoretical and practical analysis of convex and non-convex models. Recent work of Jain [86] also adopts ADMM framework to complete noisy tensors with one of the CP factors being sparse. Besides ADMM framework, Zhao et al. [238] consider the probabilistic framework with a fully Bayesian treatment optimized by variational Bayesian inference approach. Javed et al. [87] provide an online stochastic optimization method for robust low-rank and sparse error separation in addressing background subtraction problem.
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Riemannian Optimization.
Riemannian optimization technique has gained increasing popularity in recent years [39] . The idea of it lies in an alternative treatment focusing on the fixedrank tensor completion problem. By embedding the rank constraint into the search space, an unconstrained problem on a smooth manifold M r = {X X X ∈ R I 1 ×I 2 ×...×I N |rank tc (X X X) = r = (r 1 , . . . , r N )} is defined as follows:
Riemannian optimization is an iteratively gradient projection approach based on a two-step procedure, i.e., the projected gradient step and a retraction step. A smooth manifold and its tangent space, a proper definition of Riemannian metric for gradient projection and the retraction map are three essential settings for Riemannian optimization. As the Tucker decomposition gives an efficient representation of tensors in M r , the factorized orthogonal matrices belonging to Stiefel manifold of matrices 5 are usually used for the parametrization of manifold M r and its tangent space [95, 110] . Besides the Tucker manifold M r , other choices of the smooth manifold are also used such as hierarchical Tucker space for handling high-dimensional applications [39] . After defining the manifold and its tangent space, the most important ingredients in Riemannian approach is to set the Riemannian metric and gradient. Kressner [110] focused on the search space and exploited the differential geometry of the rank constraint based on Tucker decomposition. Kasai et al. [95] laid emphasis on the cost function P Ω Ω Ω (X X X − T T T) 2 F by introducing the block diagonal approximation of its Hessian and defined a novel metric on the tangent space of M r and its quotient manifold. They further generalized a preconditioned conjugate gradient algorithm proposed in [141] with a total computational cost O(|Ω|r 1 r 2 r 3 ) for a three-order tensor. Finally, the retraction map is used map the updated tensor back to the low-rank tensor manifold. Maps such as HOSVD method [110] and hierarchical singular value thresholding [161] , which satisfy the necessary properties of a retraction mentioned in [110] could be used.
There are still various of interesting methods for solving the completion problem such as alternative convex relaxation approach for Tucker ranks [169] , adaptive sampling methods [18, 111] or various matrix-based methods [89] . As it is unpractical to cover all the bases, readers interested in these approaches are encouraged to explore them in the original paper. Finally, we list several representative algorithms we mentioned in Table 2 for summing up and comparison.
Statistical Assumption and Theoretical Analysis
In this section, we introduce some primary statistical assumptions and theoretical analysis of the completion feasibility. The goal is to elaborate more theoretical foundations of previously mentioned methods before delving into some advanced tensor completion techniques in big data analytics. These assumptions also provide the answers to the question we leave in Section 2.2, i.e., In what condition, we could expect to achieve a unique and exact completion? 6 It should be noted that, in general, one cannot expect to fully recover every low-rank tensor from a sample of its entries. For example, similar to the matrix situation described in [26] , if a tensor has only one nonzero entry, it is not guaranteed to recover it even we are able to randomly select 90% of its entries, since it is with 10% probability to obtain only zero samples. Thus, a more appropriate question for the completion feasibility should be the following: In what condition, could we expect to achieve a unique and exact completion with high probability? 
Sampling Assumption.
Tensor completion is usually based on random sampling assumption in which we assume the partially observed entries are uniformly random sampled from the original tensor. In matrix case, Bernoulli sampling [26] or independent sampling with replacement [164] are always assumed to simply the random sampling approach. Generalizing these assumptions such as Bernoulli sampling to the tensor case is straightforward [82] . Several other sampling assumptions are also used for either the convenience of theoretical demonstration or the practicability in real-world applications, e.g., Gaussian measurements [143] , Fourier measurements [162] , and adaptive sampling [18, 111] . Gaussian random measurement is a Gaussian linear map G :
where each tensor G G G i has i.i.d. standard normal entries. It enjoys sharp theoretical tools [143] and has been well-studied in signal processing field [202] especially in the compressed sensing area [45] . Another widely studied sampling measurement is random Fourier measurement constructed by Fourier transformation:
where P Ω is the random subsampling operator, F N is the N-dimensional Fourier transformation, which is formally defined as:
Comparing with sub-Gaussian measurements which usually serve as the benchmark guarantees of required observations in exact low-rank recovery, Fourier measurement offers advantages on its more structured sampling property and available fast multiplication routines [162] .
In some real-world applications, sampling populations are sparse but clustered. Under these circumstances, non-adaptive sampling methods may not be able to achieve exact recovery using a similar size of samples as usual. Instead, varies adaptive sampling approaches [18, 111] are derived to relax the incoherence assumptions which is another important assumption introduced next.
Incoherence Assumption.
Tensor incoherence assumption is a generalized conception of matrix incoherence arisen in compressed sensing. It is closely correlated with passive uniformly samplings where each entry should have a comparable amount of information to guarantee the recovery tractable. The opposite situation is "coherent," which means most of the mass of a tensor concentrate in a small number of elements and these informative elements has to be completely sampled. It may lead to a missing in mass when sampling methods are uniformly at random and independent of the underlying distribution of the tensor. Mathematically, the coherence of an rdimensional linear subspace U of R N is defined as
where P U is the orthogonal projection onto subspace U and e i 's are the canonical basis for R N . Based on this definition, the tensor μ-incoherent is defined as
where L i (X X X) is the linear subspace spanned by the mode-i fibers. In [82] , besides this N-mode incoherence, the tensor incoherence conditions are further extended to a new "mutual incoherence" based on the singular value decompositions of the matricizations X (n) 's. Based on different sampling strategies and the incoherence assumptions, now we discuss the theoretical bounds of the observed entries we need to recover the tensors using different algorithms.
Number of Observed Entries.
To guarantee a unique reconstruction of the original tensor, a theoretic lower bound of the number of observed entries is often required. In a matrix case, a given incoherent m × n matrix could be recovered with high probability if the sample size is larger than Cnrṗolyloд(n) for some constant C, where r is the matrix rank [70] . Generalizing this result to the high-order situation is not straightforward [143] . Tomioka et al. [201] first conducted the statistical analysis of low-rank tensor recovery. They provided the first reliable recovery bound for the SNN (sum of nuclear norms) model (20) under the assumption of Gaussian measurement. In their analysis, for a given N th-order tensor X X X ∈ R I ×...×I of Tucker rank (r , r , . . . , r ), X X X could be completed with high probability if the number of observed entries is larger than CrI N −1 , where C is a constant. This corollary is further proved by Mu et al. [143] to be a necessary condition for SNN model and the probability is shown to be
However, this necessary bound for SNN model is far from satisfactory because one only needs no more than r N + rI N parameters to describe the tensor X X X defined above based on the Tucker decomposition in Equation (18) . Furthermore, Mu et al. prove that (2r ) N + 2rI N + 1 measurements are sufficient to complete X X X almost surely based on the non-convex model formulated in Equation (11) . In fact, the freedom of a tensor X X X ∈ R I 1 ×...×I N with Tucker rank (r 1 , . . . , r N ) is only N n=1 r n + N n=1 (r n I n − r 2 n ) [110] . This result can be calculated based on an easy two-step construction: (1) The number of entries of the core tensor is randomly valued which demonstrate its freedom is N n=1 r n . (2) To construct the rest part, we can iteratively unfold the core tensor along each mode to get the mode-n unfolding matrix of size r n × C,
..,N). Each of this matrix represents r n uncorrelated vectors which could be used to construct the rest I n − r n vectors with freedom r n (I n − r n ). Thus, the total freedom is N n=1 r n + N n=1 (r n I n − r 2 n ). This analysis motivates researchers to find lower bounds as well as advanced methods for tensor completion. In [143] , the authors improve the SNN model into a better convexification. Rather than using a combination of all mode-n trace norms, they suggest using an individual trace norm of a more balanced matrix defined by X X X
observations are needed to recover a tensor X X X of Tucker rank (r , . . . , r ) with hight probability.
Jain et al. [85] stress the setting of random sampling (rather than Gaussian random sampling in [143] ) and consider that the square deal approach requires each observation to be a "dense random projection" rather than a single observed entry. They generate a matrix alternating minimization technique to the tensor level with a CP decomposition approach and prove that a symmetric third order tensor X X X ∈ R I ×I ×I with CP rank-r could be correctly reconstructed from O(I 3 2 r 5 log 4 I ) randomly sampled entries. In a similar spirit, Barak and Moitra [13] give an algorithm based on sum-of-squares relaxation for prediction of incoherent tensors. Instead of exact recovery, their main result shows that O(I 3 2 r 2 log 4 I ) observations could guarantee an approximation with an explicit upper bound on error. However, this sum-of-squares approach is point out not to be scale well to large tensors and is substituted by a spectral approach proposed by Montanari et al. [142] with matching statistical guarantee (i.e., the required sample size). Recently, Yuan and Zhang [230] explore the correlations between tensor norms and different coherence conditions. They prove that an N th-order tensor X X X ∈ R I ×...×I with CP rank-r could be completed entirely from O((r N −1 2 I 3 2 + r N −1 I )(log(I )) 2 ) uniformly sampled entries through a proper incoherent nuclear norm minimization.
Recently, the theme of adaptive sensing emerges as an efficient alternative to random sampling approach in large-scale data obtaining and processing. By exploiting adaptivity to identify highly informative entries, the required number of observed entries could be substantially reduced. Krishnamurthy et al. [111] propose an adaptive sampling method with an estimation algorithm which could provably complete an N th-order rank-r tensor with O(Ir N − 1 2 N 2 log(r )) entries. Subsequently, Bhojanapalli and Sanghavi [18] give a new sampling approach based on a parallel weighted ALS algorithm. They show that a symmetric rank-r third order tensor X X
, where (U * ) i are n rows of U * , κ is a restricted condition number. Although both algorithm crucially relies on the adaptive sampling technique that does not generalize to random samples, they achieve the completion purpose with little or no incoherence assumptions on the underlying tensor. In the end, we summarize the sufficient sampling lower bounds of several existing approaches for exact recovery as well as their sampling methods and incoherent assumptions in Table 3 . Rank tc means Tucker rank.
TENSOR COMPLETION WITH AUXILIARY INFORMATION
In the previous section, tensor completion methods are introduced along with some key statistical assumptions according to the completion feasibility. Though the techniques varied, both experimental results and theoretical analysis reflect a natural and intuitive phenomenon that: with the increasing ratio of missing entries, the prediction accuracy tends to be significantly decreased.
In real-world data-driven applications, besides the target tensor object, additional side information such as spatial and temporal similarities among objects or auxiliary coupled matrices/tensors may also exist [60, 61, 144, 207, 213] . These heterogeneous data sources are usually bonded and compensate with each other and could serve as potential supplements to improve the completion quality especially when the missing ratio of the target tensor is high. In this section, we provide an overview of related approaches and mainly introduce two ways of incorporating variety auxiliary information in existing literatures of tensor completion -similarity based approaches and coupled matrices/tensors factorization.
Similarity Based Approaches
Inspired by relation regularized matrix factorization proposed by Li et al. [124] , Narita et al. [144] use two regularization methods called "within-mode regularization" and "cross-mode regularization" respectively to incorporate auxiliary similarity among modes for tensor factorization. These methods are all based on EM-like approach combined with Tucker or CP decomposition. The key idea is to construct within-mode or cross-mode similarity matrices and incorporate them as following regularization terms:
where A n is the mode-n latent matrix of CP or Tucker decomposition, S n is the mode-n auxiliary similarity matrix of size I n × I n . L n is the Laplacian matrix of S n and L is defined as the Laplacian matrix of S 1 ⊗ . . . ⊗ S N , which is also called Kronecker product similarity in the early work of Kashima et al. [97] . By combining them with standard decomposition approaches and applying to tensor completion problem, the auxiliary information was shown to improve completion accuracy especially when observations are sparse. In fact, an early work [239] has taken advantage of the "within-mode regularization" and combine it with the coupled matrix method for the mobile recommendation problem. Similar idea of these two approaches have also been used in [11, 61] and [33] respectively. To effectively incorporate auxiliary information, the main concentration of these similaritybased methods is to define the within-mode or cross-mode similarity matrices. As an example, we briefly introduce one state-of-the-art model leveraging the within-mode auxiliary similarity for tensor completion. Figure 3 illustrates the general framework of the AirCP (Auxiliary Information Regularized CANDECOMP/PARAFAC) model proposed by Ge et al. [61] to impute the missing online memes by incorporating their auxiliary spatio-temporal information. By modeling the observed data as a third-order tensor (left), the authors seek to recover the missing entries with a CP-based method (center) by integrating auxiliary information like the relationships between locations, memes and times (right). Three similarity matrices {S i } i=1,2,3 are defined for three modes adopting the geographical distance, temporal relationships or the fusions of multiple similarity measures. For example, the spatial relationships (S 2 ) and the temporal relationships (S 3 ) are modeled as the fusion of two similarity measures and the tri-diagonal matrix respectively as follows:
where S GD is the geographical distance matrix defined as
) in which α is a predefined dispersion constant and Dist(l i , l j ) is the distance between location l i and location l j based on their GPS coordinates; S AS is a heuristics similarity called adoption similarity [61] , which we do not specify it here for the ease of presentation; τ is a balancing hyperparameter. Similar to these similarity matrices defined in AirCP, there are also other ways to define the similarity matrices, which are usually guided by different domain knowledge varying from applications to applications [11, 33] . From the perspective of probabilistic approaches [15, 117, 236, 237] , these similarity matrices among each mode could all be treated as the inverse of kernel matrices in Gaussian prior distributions defined for each factor matrices.
Coupled Matrices/Tensors Factorization
Another popular way of incorporating auxiliary information is to couple tensors or matrices together for jointly factorization and imputation. Deriving from coupled matrix factorization [179, 181] , the way of coupled side information has also been widely developed in multi-way data analysis [3, 12, 16, 52, 127, 209, 239] . One of the most popular methods applied to tensor completion is coupled matrix and tensor factorization (CMTF) proposed by Acar et al. [3] . Based on the idea of Fig. 4 . Illustration of the coupled matrices/tensors factorization for tensor completion [3] .
sharing the factorization matrices among matrices and tensors constructed from heterogeneous datasets, they propose an all-at-once algorithm to impute an incomplete tensor coupled with one or more matrices. Mathematically, it is translated to
where Y is the coupled auxiliary matrix for the nth mode. An intuitive illustration is depicted in Figure 4 . Both the target tensor X X X and auxiliary matrix Y have low-rank structure, and they are assumed to share common latent factors in their coupled mode. Acar et al. [3] also show that though CP decomposition achieves comparable recovery accuracy when the missing ratio is lower than 80%, its recovery error sharply increased when the error rate is further increased. By contrast, CMTF could keep acquiring low recovery accuracy until the error rate is over 90%. Similar to the CP-based methods [16, 239] , factor matrices of Tucker decomposition could also be coupled with auxiliary matrices or tensors to benefit the completion tasks [52, 209, 219] . Moreover, recent work by Zhou et al. [241] provides a Riemannian manifold approach to incorporate auxiliary coupled matrices for tensor completion. By adding coupled-matrix regularizers 7 into the vanilla Riemannian tensor completion model described in Equation (27), the model could be optimized with Riemannian Conjugate Gradient descent method. An interesting property of this model is that the coupled-matrix regularizers could be equivalently transformed as the same format as the with-in mode regularizer defined in Equation (32), with the difference being that the Laplacian matrices are substituted by the projection matrices constructed by the coupled auxiliary matrices.
Other Approaches
Besides the above two approaches, an increasing number of research are conducted recently seeking for new ways to exploit various types of auxiliary information. We list some of them here and give a brief introduction.
Hybrid Models.
The hybrid model is one of the most intuitive approaches based on the aforementioned two approaches. For example, Ge et al. [60] propose a tensor-based recommendation framework TAPER to tackle the personalized expert recommendation problem. In addition to the similarity matrices utilized in its groundwork model AirCP, TAPER also incorporates the cross-mode features as coupled matrices and examines the effectiveness of different combinations of the heterogeneous contextual information.
Coupled Trace Norm.
This method is a recent model by Wimalawarne et al. [210] . Different from couple factorization models, the authors defined three different coupled trace norms by calculating the trace norm of coupled matrices concatenated with the latent factorized matrices or the matricization of the targeted tensor. For example, for a third-order tensor, the coupled overlapped trace norm for its first mode with the corresponding coupled matrix is defined as
where [X (1) ; Y] denotes the concatenation of the mode-1 unfolding of the target tensor and the corresponding coupled matrix.
Other Constraints.
Since all of the methods above can be treated as adding different types of regularization constraints based on the auxiliary information, in the end, we describe several other constraints leveraging different side information here for better coverage of related advances. In [225] , the authors proposed a smooth constrained completion method, which imposes linear constraints on individual components in the CP factorized matrices. It could be treated as an extension to the symmetric similarity matrix in Equation (32) into non-symmetric equations using prior knowledge. The method also considers other two types of smoothness constraints, i.e., total variation and quadratic variation, and supports automatic rank search by gradually increasing the number of components during the optimization until the optimal rank is achieved. Rather than putting the concerns on single components, Vervliet et al. consider another linear constraint in [205] . They assume each factorized matrix (A n ) could be further decomposed into a known matrix B n and an unknown coefficient matrix C n , i.e., A n = B n C n . It could also be treated as a "reversed" version of the coupled matrices/tensors factorization (since we are not decomposing the auxiliary matrices B n but decomposing the latent matrices A n ) and could be optimized with a novel nonlinear least squares algorithm faster and more accurately comparing with the traditional CP decomposition methods when few entries are observed or when missing entries are structured.
SCALABLE TENSOR COMPLETION
With the rapid growth in the volume of datasets with the high-order tensor structure, it is very challenging for tensor completion approaches to handle large-scale datasets with billions of elements in each mode due to the high computational costs and space. In this section, we introduce existing efforts in tackling the scalable tensor completion problem and elaborate these methods with the key challenge they focus on. Since almost all of the current advances are concentrating on CP-and Tucker-based approaches, we split them into a separate section and emphasize them first, and then summarize other related methods with a unified view. It should be noted that although some methods (especially decomposition based methods) neither explicitly conduct the completion tasks nor claim that they are focusing on the completion problem, as they leverage the sparsity property to tackle the scalable challenges, we still include some popular ones here for the sake of completeness.
Scalable CP and Tucker-Based Methods
As described in Section 3, decomposition based methods are one of the most widely used types of methods in tensor completion problem. Due to increasingly amount of data volume, they often face with several challenges such as the intermediate data explosion problem [91] where the amount of intermediate data of an operation exceeds the capacity of a single machine or even a cluster, and the data decentralization problem, where the multi-linear property, as well as various types of the regularization terms, affect the scalability and parallelism of the optimization. Notably, these challenges also appear in the scalable tensor decomposition problem, but we mainly target on the methods, which are proposed for the tensor completion problem or sparse tensor decomposition 8 for the following three reasons: (1) Our main focus is to impute the missing entries rather than distilling the tensors into possibly interpretable soft clusterings. (2) Different from the dense tensors, which are usually assumed in the tensor decomposition problem, the missing ratios of the incomplete tensor or the sparsity property may highly affect the time and space complexities of the tensor completion algorithms besides the size of the tensors. (3) Although decomposing sparse tensors does not require the process of data imputation, the sparsity property it assumes causes it to share high similarities and challenges with the tensor completion problem. Since the methods in both problems focus on the optimization schemes to address the scalability issues, most of these optimization algorithms could be interchangeably used thus benefit both tasks.
Intermediate Data Explosion Problem.
Prior research studies have put their main focus on the intermediate data explosion problem occurring in the operations for updating factor matrices in ALS algorithm [9, 16, 35, 88, 172, 227] . With the increase of the size of input data, the size of the intermediate data in the operations could become huge (with hundreds of millions of non-zero elements [91] ).
ALS [180] is one of the most popular algorithms to decompose either the fully observed tensor data or the partially observed tensor data into its CP format by conditionally updating each factor matrix given others. However, previous ALS approaches usually have scalability issues. It is inevitable to materialize matrices, calculated by Khatri-Rao Product, that are very large in sizes and cannot fit in memory. For instance, we review the definition of Khatri-Rao product of A ∈ R I ×R and B ∈ R J ×R with the same number of columns denoted as R:
where the size of A B is I J × R. Apparently, if I = 1 million, J = 1 million and R = 10, the Khatri-Rao Product A B is of size 1 trillion × 10, which is normally very large and dense, and obviously cannot fit in memory. Therefore, how to solve this intermediate data explosion problem plays an important role in scaling tensor decomposition algorithms. Since the sparsity is a common property of tensors in the completion task, meaning that most elements in the tensor are zeros (or more generally, unobserved), a naive solution to the intermediate data explosion problem is to adopt the coordinate format to only store non-zero elements for tensor completion and further avoid the materialization of huge, unnecessary intermediate Khatri-Rao products [9] . A recent ALS approach for partially observed matrices [242] is extensible and parallelizable for the CP-based tensor completion, which updates each latent matrix A n row by row as follows:
where B (n) i ∈ R R×R is a matrix whose entries are as follows:
is a vector whose entries are as follows:
I R denotes an identity matrix with the size of R × R, Ω (n) i is the set of indices of observed entries in X X X whose nth mode's index is i. Therefore, updating each latent matrix can be parallelized by distributing the rows of the latent matrix across machines and performing the update simultaneously without affecting the correctness of ALS. However, since this ALS approach requires that each machine should exchange its latent matrix with others, its communication and memory costs are relatively high with the complexity of O (R N n=1 I n ) per iteration. Hence, each machine has to load all the fixed matrices into its memory as a scalability bottleneck noted in [63, 227] .
Similarly, Zinkevich et al. [243] extend stochastic gradient descent (SGD) to a distributed version as parallelized stochastic gradient descent (PSGD). Concretely, PSGD randomly splits the observed tensor data into M machines and runs SGD on each machine independently. The updated parameters (latent matrices) are averaged after each iteration. Each element A n (i, j) in the latent matrix is updated by the following rule:
where
Apparently, in PSGD, the memory requirements cannot be distributed since all latent parameters O (R N n=1 I n ) need to be exchanged by each machine after each iteration. Also, PSGD has a slow convergence rate.
Another optional way to avoid intermediate data explosion in tensor completion is to reduce the operations that may be too large to fit in memory like the tensor-matrix multiplication. For instance, Kolda and Sun [107] work on the Tucker decomposition method for sparse data and solve the intermediate data explosion problem on the target:
where Y Y Y n is the multiplication of the tensor-matrix multiplication for the nth dimension, i.e., computing the product of a sparse tensor times a series of dense matrices, which may be too large to fit in memory in the process. In order to maximize the computational speed while optimally utilizing the limited memory, the computation is handled in a piecemeal fashion by adaptively selecting the order of operations. Concretely, the tensor data is stored with the coordinate format as proposed in [9] . Such tensor-matrix multiplication can be calculated one slice or fiber at a time instead of directly multiplying a matrix since the tensor-vector multiplication will produce the results with much smaller size that can easily fit in the limited memory. Though methods stated above are capable of efficiently decompose and impute an incomplete tensor when the tensor data is very large and sparse, these methods still operate in the limited memory of a single machine. Hence, many researchers utilize the parallel computing system like MPI (Message Passing Interface) [35] and the distributed computing system such as MAPRE-DUCE [16, 88, 172] to effectively and efficiently perform tensor decomposition and completion for large-scale datasets. In order to address the intermediate data explosion problem in a distributed/parallel fashion, the main ideas include carefully selecting the order of computations in the update of latent matrices for minimizing flops (floating point operations), exploiting the sparsity of the tensor data to avoid the intermediate data explosion, and utilizing the distributed cache multiplication to further minimize the intermediate data by exploiting the skewness in matrix multiplications in a distributed/parallel computing system.
One of the most popular scalable distributed algorithm for PARAFAC sparse tensor decomposition is GigaTensor proposed by Kang et al. [91] , which solves the intermediate data explosion latent matrices based upon ALS as follows (taking a third-order tensor as an example):
A ← X (1) 
where X (1) is the unfolded matrix of the tensor X X X on the first mode, A, B, and C are latent factorized matrices for three dimensions , respectively, and † denotes the pseudo inverse. Inspired by the concept of divide-conquer, the main idea ( Figure 5 ) is to take advantage of the sparsity in tensor data to decouple the two terms in the Khatri-Rao product C B and sequentially performing algebraic operations with the unfolded tensor X (1) instead of directly computing the Khatri-Rao product. Concretely, computing X (1) (C B) can be equally treated as calculating ( • (B(:, r ) )), bin() function converts any non-zero value into one, preserving sparsity, and 1 J K is an all-1 vector of size JK. By this way, the size of intermediate data will reduce from O (JKR + m) to O (max(J + m, K + m)), where m is the number of non-zero elements. All these operations are implemented in MAPREDUCE by designing mapper and reducer. As a similar fashion, Jeon et al. [88] propose HaTen2 that improves on GigaTensor by unifying Tucker and PARAFAC decompositions for sparse tensors into a general framework. Both GigaTensor and HaTen2 can be easily extended to solve the completion problem by adding an indication tensor into the objective function.
Recently, DFacTo, an efficient, scalable and distributed algorithm proposed by Choi et al. [35] , also addresses the intermediate data explosion problem by particularly focusing on scaling F = X (1) (C B) . Concretely, DFacTo computes F in a column-wise manner as follows:
where unvec (I, K ) (·) is the operator of reshaping a IK dimensional vector into a I × K matrix. All these operations in DFacTo are very efficient assuming that X X X is a sparse tensor represented by the Compressed Sparse Row (CSR) format. DFacTo is implemented by applying a master-slave architecture of MPI (Message Passing Interface). The communication cost of DFacTo is relatively high since the master has to transmits all latent matrices to the slaves at every iteration.
Decentralization of the Tensor Data Problem.
From a different perspective, some researchers focus on the way of decentralizing the original observed tensor data based on divideand-conquer rather than the intermediate products. Though it could implicitly solve the intermediate data explosion problem, the decentralization itself could become a new headache since the multi-linear properties may prevent the decentralization of the tensor data to be easily done.
FLEXIFACT [16] is one of recent approaches targeting on this problem. It splits the observed tensor data into M N blocks in which each M dis-joint blocks are treated as a stratum without sharing common fibers. FLEXIFACT processes a stratum at a time by decentralizing M dis-joint blocks into M machines and processes them independently and simultaneously. In each machine, FLEXIFACT applies SGD to solve the corresponding block. By this way, the updated parameters in this machine are disjoint with the ones updated by others. Hence, the memory requirements of FLEXIFACT are distributed among M machines. Nevertheless, its communication cost is high since after processing a stratum, FLEXIFACT needs to aggregate all parameters updated by each machine into the master machine that updates them and decentralizes them for the next iteration.
To overcome the problem of high communication cost in algorithms like FLEXIFACT , a scalable tensor factorization CDTF (Coordinate Descent for Tensor Factorization) is developed by Shin et al. [172] , which extends CCD++ [227] to higher orders based on coordinate descent. Concretely, each parameter can be updated by the following rule:
wherer i 1 ,i 2 , ...,i N is the rank-one factorization of tensorR R R and can be updated with the complexity of O ( Ω (n) i N ) by the following rule:
k n A k (i, s) that can be updated with the complexity of O ( Ω (n) i N ) by the following rule:
The update sequence of parameters in CDTF adopts the column-wise order by updating the kth column of a latent matrix and then moving on to the kth column of the next latent matrix. After updating the kth columns of all latent matrices, the (k + 1)th columns of latent matrices get started to be updated. Extensively, Shin et al. propose another scalable tensor factorization algorithm based on subset alternating least square (SALS) that updates each C (1 ≤ C ≤ R) columns of latent matrices row by row. On the contrary, CDTF updates each column entry by entry; ALS updates all R columns row by row. Both CDTF and SALS are implemented in MapReduce [172] . The differences between the decentralization strategies used in FLEXIFACT and CDTF/SALS are compared in Figure 6 . Besides the aforementioned approaches, there are also other scalable tensor completion or sparse tensor decomposition approaches focusing on either CP format [62, 93, 98, 122, 155, 160, 182] or Tucker format [133, 150, 183] . As the end of this subsection, we compare several the stateof-the-art distributed/parallel scalable tensor completion/sparse tensor decomposition algorithms in Table 4 , from the aspects of scalability, platform, and complexity.
Other Approaches
Although CP and Tucker-based methods are the main focus in existing literatures, more and more researches are trying to explore other methods to tackle the scalability issue in tensor completion problem. In the context of CP rank, Cheng et al. [34] put their focus on approximating the tensor trace norms to achieve computational efficiency. By constructing a polytopal approximation of the tensor dual spectral norm, the completion problem regularized with tensor spectral norm could be Table 4 
. Comparison between Distributed/Parallel Scalable Tensor Completion/Decomposition Algorithms
Parallel ALS (generalized from [242] ) PGSD [243] DFacTo [35] FLEXIFACT [16] GigaTensor [91] HaTen2 [88] CDTF [172] solved by the generalized conditional gradient algorithm [73] . Another recent approach focusing on scalability issue of the trace norm regularizer in the LRTC problem is described in [71] . The authors utilize the Frank-Wolfe (FW) algorithm, which has been successfully applied for matrix completion problem with nuclear norm regularization and propose a time and space-efficient algorithm for the sparse LRTC problem. Since the scalability issue appeared in multi-way datasets is not only caused by the size of each dimension but also caused by the number dimensions, some researchers focus on the developing scalable algorithm to address the high-order challenge in the scalability tensor completion problem. A recent model by Imaizumi et al. [84] leverages the TT decomposition to address the tensor completion problem for higher-order tensors. To achieve the theoretical veracity from the statistical perspective, they first propose a convex relaxation of the TT decomposition and derive the completion error bound. By developing a randomized ALS optimization approach, a scalable completion algorithm is then proposed to achieve both time efficiency and space efficiency. Equipped with the view of leveraging TT decomposition to overcome the problem of "the curse of dimensionality," a recent work by Yuan et al. [235] introduces two gradient-based algorithms to address the high-dimension tensor completion problem. They also proposed a new paradigm called tensor ring decomposition for scalable tensor decomposition and completion [229] .
DYNAMIC TENSOR COMPLETION
Beyond traditional static or batch setting, with the increasing amount of high-velocity streaming data, more concerns have been addressed on dynamic tensor analysis [83, 148, 189, 190] . As most of the existing surveys are lack of detailed introduction of dynamic tensor analysis, we first give a brief investigation of some existing works on dynamic tensor analysis especially focusing on dynamic tensor factorization, and then introduce several dynamic tensor completion algorithms. As for CP decomposition, Nion and Sidiropoulos [148] introduce two adaptive PARAFAC algorithms adopting the recursive least square (RLS) and simultaneous diagonalization tracking approaches to address the online third-order tensor factorization problem. Recent work by Zhou et al. [240] develops an accelerated online CP algorithm that can incrementally track the decompositions of one-mode-change N th tensors. Phan et al. [158] partition a large-scale tensor into some small grids and develop a grid-based scalable tensor factorization method (gTF), which could also be easily applied to address the streaming tensor factorization problem.
Besides CP decomposition, some Tucker decomposition methods were also proposed. One of the earliest work is conducted by Sun et al. [189, 190] . They propose two dynamic Tucker factorization methods based on the incremental update of covariance matrices for dynamic tensor analysis. Fig. 7 . Batch tensor completion (left) versus steaming tensor completion (right). [138] Subsequently, Yu et al. [228] raised an accelerated online tensor learning algorithm (ALTO) to conduct streaming Tucker factorization. Several other online Tucker decomposition methods are conducted recently not only targeting on the one-mode-increase pattern [81, 184] but also deriving possible solutions for multi-aspect streaming patterns drawing upon matrix-based online-learning methods such as incremental SVD [136] . Furthermore, a histogram-based approach [54] conducted on Multi-Aspect Streaming Tensor (MAST) analysis could be regarded as the pioneering research on the multi-aspect streaming analysis.
Streaming Tensor Completion
Although various researches have been conducted on dynamic tensor analysis, there has not been much work focusing on the tensor completion problem with dynamic patterns. Early work of Meng et al. [140] use PARAFAC models to in-filling missing future data and have shown to overcome the challenge of signal monitoring. Matsubara [139] use topic modeling with Gibbs sampling method to get the posterior latent factors of each mode to solve the future traffic forecasting problem, e.g., how many clicks a user may generate tomorrow. However, this approach is more close to being a pure future prediction problem rather than a completion problem. A more proper dynamic completion problem is addressed in a recent approach proposed by Mardani et al. [137, 138] . They focus on streaming tensor completion problem and propose an online Stochastic Gradient Decent algorithm for tensor decomposition and imputation. Figure 7 [137] illustrates the difference between batch tensor completion and streaming tensor completion problem. For a third-order tensor of size M × N × T , where its third mode is the temporal mode, all of the incomplete slices {Ω t * Y t } t =1, ...,T are assumed to be collected in advance in the batch setting while in streaming tensor completion, each slice Ω t * Y t becomes available until the corresponding time t.
To address this problem, Mardani et al. [138] propose a streaming version of CP decomposition and achieve the completion purpose by adding the separable nuclear-norm regularizations described in Equation (25) . Using a three-order tensor as an example, the main objective function is a time-wise exponentially-weighted least-squares loss defined as follows:
where γ γ γ t represents the tth row of the CP factorized matrix C ∈ R T ×R , 0 < θ ≤ 1 is called the forgetting factor to decay the influence of the past data so that facilitating the subspace tracking in non-stationary environments [138, 185] . {λ t } t =1, ...,T are the regularization hyperparameters controlling the regularization terms. The optimization is performed with an online updating scheme, which is a generalization of matrix online PCA algorithm [55] , to factorize and impute the tensor "on the fly." The main idea is that when a new data slice Ω t * Y t arrives at time t, we first fix the factors of the non-incremental modes (i. e., A and B) and calculate the new temporal factor γ t with an close-formed solution, which Tensor Completion Algorithms in Big Data Analytics 6:29 Fig. 8 . Streaming tensor completion versus multi-aspect steaming tensor completion(left), multi-aspect streaming tensor decomposition (right). [186] is derived based on the ridge-regression problem of γ γ γ t using Equation (48) . And then update the non-incremental factors A and B with the SGD. Similar with online PCA, the latent assumption of these online SGD methods should be a rarely and smoothly changed streaming tensor subspace, such as surveillance video streaming, which allows them to pursue the real subspace iteratively. In some real-world situation, the processing speed could be faster than data acquiring speed. Kasai [94] proposes another online CP decomposition algorithm OLSTEC while conducting data imputation based on RLSs algorithm. They consider the situations where the data processing speed is much faster than data acquiring speed and propose a more rapid convergence algorithm for tracking dramatically changed subspace. By storing auxiliary matrices of non-increasing modes, these size fixed modes could be efficiently updated by considering a parallel set of smaller least square problems. The incremental subspace of the time mode is obtained with a one-time pursuit during each timestamp. Although sacrificing time complexity to some extent (increased from O(|Ω t |R 2 ) to O(|Ω t |R 2 + (I 1 + I 2 )R 3 ) for a third-order tensor X X X ∈ R I 1 ×I 2 ×I 3 ), OLSTEC is able to converge faster for tracking dramatically changed low-rank subspace comparing to SGD based method.
Multi-Aspect Streaming Tensor Completion
Recently, several researchers focus on a more general situation in tensor related problems, which is called multi-aspect streaming [54, 147, 186] . As shown in the left figure in Figure 8 , different from the streaming tensor setting, in the multi-aspect streaming setting, a tensor could increase on any of its modes, which imposes greater challenge in coordinating multi-dimensional dynamics, handling the higher time and space complexity as well as imputing the incremental missing entries, and so on [186] .
Song et al. [186] propose the first MAST completion method, which could handle the all-modechange tensor dynamics while imputing the missing entries. The core model is a CP-based dynamic tensor decomposition model consisting of three operations, i.e., partition, substitution and re-decomposition. The key idea of its updating scheme at each pair of consecutive timestamps is shown in Figure 8 . Suppose we obtain a small tensor along with its CP decomposition at time T − 1, and it increases into a larger tensor at time T . Since the old tensor is a sub-tensor of the new one, we could partition the large tensor into smaller blocks based on the size of the old tensor and approximately substitute the old tensor with its CP decomposition. This substitution would highly improve the optimization speed especially when the ratio t = size (old tensor) size (new tensor) is large. Similar with Equation (48), a forgetting factor is also used during the optimization to alleviate the error induced by the substitution step. The authors also describe a special case, which is called temporal multi-aspect streaming, and provide a corresponding algorithm to further reduce the completion error based on this special pattern.
In addition to CP-based models, Nimishakavi et al. [147] propose a Tucker-based model called SIITA that could handle the MAST completion while incorporating auxiliary information. It is an online inductive framework extended from the matrix completion framework proposed by [145, 173] and achieves superior performance in both batch and streaming settings. As the dynamic tensor completion are still in its early stage, there are still vast opportunities and challenges that are valuable and attracted to delve and pursue.
APPLICATIONS
The tensor completion problem arises across many application scenarios. In this section, we address several domains including social sciences, computer vision and signal processing, healthcare and bioinformatics, and others. For each application, the following three questions are mainly discussed: (1) what the concrete problem is; (2) how it is formulated as a tensor completion problem; and (3) what kind of methods are applied.
Social Computing
Social computing concerns with applying computation methods to explore individual activities and relationships within societies. It contains various interdisciplinary branches and includes multiple problems that could be modeled as tensor completion problems.
Link Prediction.
Link prediction aims at predicting missing edges in a graph or the probabilities of future node connections. Traditionally, this problem is treated as a matrix completion problem aiming at imputing the missing or observed links based on the existing node connections. However, dynamic interactions over time [1] , as well as multiple types of node interactions [132] , introduce additional dimensions, leading the tensor completion algorithms to be naturally used to handle the multi-dimensional dataset.
There are two commonly used approaches, which extend the traditional graph topology matrix into tensors based on different data structures. (1) By adding the temporal mode into a 2-D bipartite graph, it natural derives a binary completion problem of a three-order tensor. Acar et al. [1] exploit CP decomposition with a heuristic definition of CP similarity score for future link prediction. Their subsequent work in [47] gives another definition of CP score using the Holt-Winters forecasting method [32] and proves the effectiveness of tensor-based methods in forecasting the varying periodic patterns among links. (2) Different type of interactions among nodes could also be defined as the third mode [97, 132] . Based on this construction, Kashima et al. [97] first utilize auxiliary similarity information of nodes for tensor link prediction. Ermiş et al. [52] address the link prediction problem by jointly analyzing multiple sources via coupled factorization. They apply the proposed generalized framework on two different scale real-world datasets UCLAF (user-location-activity) and Digg (user-story-comment) and compare the affect of different loss function and factorization models in practice. See also Ermiş et al. [51] .
Recommender Systems.
Recommender systems aim at predicting the users' preferences from partial knowledge for personalized item recommendation. It naturally derives a completion problem if we treat unobserved "ratings" of users to items as missing entries of data matrices or tensors. Due to the ternary relational nature of data in various situations (e.g., Social Tagging Systems (STSs)), many recommendation algorithms, which are originally designed to operate on matrices, cannot be easily applied on these multi-dimensional datasets [191] . Early works by Rendle et al. [166] [167] [168] illustrate the power of tensor-based methods for personalized tag recommendation. They proposed three different methods to recommend new items a user would like to tag. Their first approach focuses on learning the best ranking by minimizing Area Under Curve (AUC) score rather than an element-wise error. This method is shown to outperform both tensor-based method HOSVD and ranking methods such as PageRank in quality and runtime. Their second approach is a special case of CP decomposition. This approach separates the trinity interaction among user-item-tag into the summation of pairwise interactions (user-tag, user-item, item-tag) and is proved to achieve higher prediction accuracy faster. Finally, they propose a mixture approach called factorization machines (FMs) by combining factorization models with Support Vector Machines (SVM). Benefited from factorization models, the model could nest interactions among variables to overcome the sparsity scenarios where SVMs fail. Furthermore, FMs are general predictors, which could mimic both matrix and tensor-based factorization models such as SVD++ [108] and their second approach PITF. Other attempts such as HOSVD-based dimensionality reduction [156, 192] have also been considered for personalized tag recommendations or tag-involved recommender systems.
Another way of transforming a user-item matrix into a tensor object is to incorporate temporal information. One of the early approaches is a Bayesian Probabilistic Tensor Factorization model proposed by Xiong et al. [214] . They extend the matrix-based probabilistic approach as well as the MCMC optimization method proposed in [171] and demonstrates the advantage of a high-order temporal model over matrix-based static models. A more general case of this model is considered by Karatzoglou et al. [92] . They take advantage of different types of context information by considering them as additional dimensions besides traditional 2-D user-item matrix. They exploit Tucker factorization optimized by the SGD method in which missing entries are skipped during the decomposition process and reconstructed in the end. This multiverse recommendation approach outperforms traditional matrix-based systems by a wider margin that demonstrates the superiority of multi-dimensional analysis when more contextual information is available.
In some situations, side information of users, items as well as features are available [11, 60, 179, 239] , which motivates us to combine auxiliary information for collective learning. Borrowing the idea from matrix case [179] , Zheng et al. [239] target the problem of location-based activity recommendation system. They couple four kinds of side information including location features, GPS visiting information (user-location) as well as two similarity relationships of users and activities, respectively. These auxiliary regularizers effectively alleviate the sparsity problem while mining knowledge from GPS trajectory data for mobile recommendations on both locations and activities.
Recently, Ge et al. [60] propose a model called "Taper" which is a contextual tensor-based approach tailored towards the personalized expert recommendation. They work on recommending personalized topics produced by experts (high-quality content producers) in social media in which dataset is constructed as a third-order tensor (user-expert-topic). Through modeling the homogeneous similarities between homogeneous entities (e.g., users and users) and heterogeneous similarities between pair-wise entities (e.g., users and experts), the proposed framework can achieve high-quality recommendation measured by precision and recall.
Besides methods mentioned above, other models (e.g., Parafac2 model [153] ) or optimization techniques (e.g., Riemannian optimization [95] ) are also applied in recommender systems. In general, most of the applications on recommender systems are focused on decomposition-based approaches. This is because: (1) Factorization models are easy to implement and effective in learning latent factors among users or items by incorporating interactions among different types of modes.
(2) They have advantages in dealing with sparsity or cold start problem which are usually encountered in recommender systems as described in [166] .
Urban Computing.
Urban computing deals with the human behaviors and mobilities with the help of computing technology to benefit living quality in urban areas. "Traffic and mobility" is one of the most significant topics in this field, which is correlated with tensor completion problem. For example, in intelligent transportation systems, outlier data may be generated due to the malfunctions in collection procedure and record systems. Some researchers connect this problem with tensor completion problem with a variant setting, which they assume the positions of missing parts are not known beforehand [196] . In another word, partial existed entries might entirely be some noise data (outliers), and their actual values are still unknown [196] . This corrupted data recovery problem is addressed by robust tensor recovery framework [196] , which is proved to outperform a traditional trace-norm approach proposed by Gandy et al. [59] . Wang et al. [209] focus on the problem of estimating the travel time of paths in a city. They construct a third-order tensor (road segments × drivers × time slots) based on the real-time GPS trajectories and the road network data. To address the high sparsity in this tensor, the authors build another denser tensor based on the historical trajectories and two auxiliary matrices storing the geographic similarity between different road segments and the correlation among the various time slots. A Tucker-based Coupled Matrix Tensor Factorization algorithm is used for jointly decomposition, recovery and estimation. Beyond the batch setting, Tan et al. [197] propose a Windows-Based Tensor Completion algorithm to tackle the short-term traffic prediction problem. They form the problem as a thirdorder tensor (week×day×point) to leverage the strong similarity between the same day in different weeks. The algorithm handles the time dependency through a sliding window. Each sliding window consists of a subset of matrix slices in the matrix stream, which is decomposed and imputed with Tucker-based completion methods.
Information Diffusion.
Information diffusion refers to a process by which a piece of information or knowledge is spread initiated by a sender and reaches receivers through medium interactions [232] . Ge et al. [61] linked the problem of modeling and predicting the spatiotemporal dynamics of online memes with tensor completion. The meme data is constructed as a third-order tensor (meme × locations × time). To uncover the full (underlying) distribution, they incorporate the latent auxiliary relationships among locations, memes, and times into a novel recovery framework. Experiments on the real-world twitter hashtag dataset with three kinds of data missing scenarios (random missing, missing entire memes at specific locations, missing entire locations) validate the effectiveness of their tensor-based framework and the auxiliary spatiotemporal information.
Computer Network.
Network traffic matrix records the amount of information exchanged between the source and destination pairs such as computers and routers. A third-tensor object could be constructed since the matrix evolves with time. Acar et al. [2] address the completion problem in computer network traffic where missing data arises due to the high expense of the data collection process. The dataset is formed as a third-order tensor denoted as source routers × destination routers × time, where entries indicate the amount of traffic flow sent from sources to destinations during specific time intervals. Their proposed method-CP Weighted OPTimizationenjoys both recovery accuracy and scalability.
There are also various other types of applications in social computing domain, which are correlated with tensor completion problems or leverage related approaches such as social-aware Image tag refinement [198] , truth discovery [212] , and so on. It is reasonable to believe that tensor completion problem would affects and promotes more and more applications in this area.
Healthcare, Bioinformatics, and Medical Applications
Medical images such as Magnetic Resonance Imaging (MRI) or Computed tomography (CT) scans are one of the most powerful tools for medical diagnosis. Due to the fast acquisition process, these image datasets are often incomplete [15, 59, 222] . Early applications by Gandy et al. [59] were performed on three medical MRI imaging (KNIX: MRI scans of a human knee, INCISIX: MRI dental scans, BRAINIX: MRI brain scans). Bazerque [15] apply a probability PARAFAC approach on corrupted brain MRI images. By incorporating prior information under the Bayesian framework, their method is able to enhance the smoothing and prediction capabilities. Similarly, Liu et al. [134] also use Brain MRI dataset for testing their completion method, which is a combination of tracenorm based and decomposition-based approach. Furthermore, the dynamic algorithm proposed by Mardani et al. [138] has also been applied to streaming cardiac MRI data for fast online subspace tracking.
Besides the applications on medical images, several other types of datasets and analytics are also conducted in the realm of bioinformatics and healthcare. Dauwels et al. [41] apply CP decomposition to handle missing data in medical questionnaires. Bazerque et al. [15] perform experiments on RNA sequencing data which represents the gene expression levels in yeast. Wang et al. [208] focus on the problem of Computational phenotyping. By incorporating two types of knowledgeguided constraints-guidance constraint and pairwise constraint-into tensor completion process, the proposed framework "Rubik" can convert heterogeneous electronic health records (EHRs) into meaningful concepts for clinical analysis while proceeding completion and denoising tasks simultaneously. Finally, in an interdisciplinary field related to brain analysis and signal processing, Acar et al. [2] use multi-channel EEG (electroencephalogram) signals where missing data is encountered due to disconnections of electrodes and demonstrate the usefulness of scalable CP factorization method in capturing the underlying brain dynamics for incomplete data.
Chemometrics
Chemometrics is an area of using mathematical and statistical tools to improve the chemical analysis. Appellof and Davidson [7] are credited as the first one who applies tensor factorization in chemometrics [106] . Since then, tensor analysis has become actively researched in this field including low-rank approximation as well as missing data imputation, and so on. A famous dataset for tensor factorization and completion is the semi-realistic amino acid fluorescence data contributed by Bro and Andersson [19] . It consists of five laboratory-made solutions of three amino acids [200] . Tomasi et al. [199] first consider missing data problem using this dataset. They carry out experiments with three different types of missing elements: randomly missing values, randomly missing spectra/vectors, and systematically missing spectra/vectors. In a similar spirit, Narita et al. [144] test two kinds of assumptions of missing patterns (element-wise missing and slice-wise missing) using a different chemical benchmark dataset: flow injection. This dataset is a chemical substances dataset represented as a third-order tensor substances × wavelenдths × reaction times. By incorporating auxiliary similarity information of each mode, their approach greatly improves the completion accuracy comparing to existing methods especially when observations are sparse. Other explorations of tensor completion problem in chemometrics can also be found in [36, 180] 
Computer Vision
In the area of computer vision, various problems could be formulated as tensor completion problems, such as image inpainting [59] , video decoding [129] , compressed sensing [46] , and spectral data analysis [178] .
Image Completion.
Image completion or image inpainting problem has been actively discussed in computer vision field for its practicability in many real-world applications, such as visual surveillance, human-machine interaction, image retrieval, and biometric identification. As images are in nature multi-dimensional dataset (e.g., an RGB image is a third-order tensor with the color channels (red, green, blue) as its third dimension), tensor-based algorithms are well-suited in coordinating these multiple dimensions and leveraging the multi-linear correlations.
Facial image analysis is one of the important research topics for multi-linear image analysis [204] . Signoretto et al. [177] consider the problem of facial image completion using a benchmark Olivetti face dataset. They called the pure completion problem "hard completion problem." The corresponding soft completion problem is a semi-supervised problem which informs partial label information, i.e., simultaneously complete the images and a label matrix of images. Their spectral regularized framework tackles both pure completion problems and multi-task cases. Earlier works conducted by Geng et al. [64, 65] consider the "hard completion problem." They leverage the HOOI method to model face images for face completion, recognition, and facial age estimation. To address the missing value problem owing to data collection, they apply the EM-like approach to impute the missing entries and demonstrate the extraordinary performance of their multi-linear subspace analysis method in age estimation.
Hyperspectral data completion is also widely discussed in image completion work. An early approach of using hyperspectral images is proposed by Gandy et al. [59] . They use an URBAN hyperspectral dataset in which each image represents a different band of collected light wavelengths with a spatial resolution of 200 × 200 pixels. Another benchmark dataset is called "Ribeira" 9 hyperspectral image dataset, which was first used in [57] and further utilized by Signoretto et al. [178] for tensor completion. The datasets consist of collections of raw reflectances sensed from contiguous spectral bands. One could apply tensor-based approaches via treating "scene" as the third mode. See also [95, 110, 134] for more completion approaches on this dataset.
Besides these two kinds of images, many other types of images are considered in tensor completion problems, such as building facade image [134, 195] , reflectance data [129, 130] , and fMRI images [222] . Either of them is natural RGB images or reconstructed datasets with an additional channel mode or scene mode. We leave the discussion of medical image analysis (mainly focus on MRI images) in the section of healthcare and medical application.
Video Completion.
Videos can be naturally represented as multi-dimensional arrays by combing the streaming of scenes. Besides the application of video inpainting, video compression could also be treated as a completion problem during the uncompress process. A user can remove unimportant or unwanted pixels from each frame of original videos and recover it using completion tools. The earliest application of tensor completion methods on video datasets may be the trace norm approach proposed by Liu et al. [129] . Mu et al. [143] also apply their completion methods on color videos, which are naturally represented as four-mode tensors (length×width×channels×frames). Kasai [94] focuses on streaming subspace tracking from incomplete data and exploits the RLS method for online CP decomposition. They evaluate the tracking performances using an airport hall surveillance video where frames of the video arrive in a sequential order. Furthermore, to test the performance of the proposed method in tracking dynamic moving background. They reconstruct the input video stream by reordering the cropped incomplete frames and show the rapid adaptivity of their method OLSTEC to the changed background. Other video completion examples could be found in [194, 234] .
Compressed Sensing
Compressed sensing initiated by [29, 45] in 2006 allows the recovery of a sparse signal from a small number of nonadaptive, linear random measurements through efficient convex algorithms such as As a further extension of compressed sensing, the Kronecker-based compressed sensing model [46] has been proposed and explored in order to offer a practical implementation of compressed sensing for high-order tensors. Some researchers [23, 24, 123] focus on building generalized tensor compressed sensing algorithms by exploiting the Kronecker structure with various approaches such as 1 -minimization. Sidiropoulos et al. [175] recovers sparse, low-rank tensors from few measurements by leveraging compressed sensing for multi-linear models of tensor data, and shows that the identifiability properties of the tensor CP decomposition model can be used to recover a low-rank tensor from Kronecker measurements (by compressing each mode separately). Concretely, it evolves into the following two steps: fitting a low-rank model in the compressed domain, and performing per-mode decompression. Rauhut [161] reconstructs a low-rank tensor from a relatively small number of measurements by utilizing the framework of HT formats based on a Hierarchical SVD-based approach followed by a similar work [40] . However, it should be noted that this method is hard to scale tensors with large mode sizes as it strongly relies on computing SVDs of large matrices. Friedland et al. [58] exploit a unified framework of compressed sensing for high-order tensors with preserving the intrinsic structure of tensor data, which provides an efficient representation for multi-dimensional with simultaneous acquisition and compression from all tensor modes. Li et al. [125] focus on incorporating structured sparsity into tensor representation to compress/recover the multi-dimensional signals with the varying non-stationary statistics, and inheriting the merit from tensor-based compressed sensing to alleviate the computational and storage burden in sampling and recovery. Caiafa and Cichocki [25] study a fast non-iterative tensor compressed sensing method based on a low multi-linear-rank model without assuming certain sparsity patterns, which is suitable for large-scale problems.
Other Applications
There are still many interdisciplinary applications that are hard to categorize into the categories above. By no means to integrate them all, we introduce two of them and leave others for interested readers to further explore. 7.6.1 Climate Data Analysis. How to fill in the missing entries of the climatological data is also a direction for applying tensor-based methods. Silva et al. [39] apply their hierarchical Tucker algorithms with careful choice of dimension tree to interpolate frequency slices from two generated seismic data. Bahadori et al. [11] analyze two datasets -the U.S. Historical Climatology Network Monthly and the Comprehensive Climate Datasets, which is a collection of the climate records of North America. Their completion method with spatial-temporal auxiliary information was tested with both cokriging and forecasting tasks and proved to be not only more efficient but also more effective in achieving lower estimation error. 7.6.2 Numerical Analysis. Some applications are directly related to numerical analysis, such as the reconstruction of function data and solving the parameterized linear system. One example of the former one is to recover the compress tensors related to functions with singularities [110] . An example of the latter one could be found in the same paper where they complete the solution tensor of a parametrized linear system obtained from a discretized stochastic elliptic PDE with Karhunen-Loève expansion.
EXPERIMENTAL SETUP
To facilitate the employment of these methods for practitioners and researchers, in this section, we introduce several important components in experimental settings including ways of synthetic data constructions and evaluation metrics.
Synthetic Data Construction
An ideal real-world tensor dataset with the known rank and sampling assumption are usually hard to acquire. Based on different assumptions of tensor rank, outside noises, sampling methods, and auxiliary information, researchers have provided different ways to construct synthetic tensors. We introduce three ways of constructions including how to generate a rank-R CP tensor, a rank (R 1 , R 2 , R 3 ) Tucker tensor, and a rank-R CP tensor with auxiliary similarity information on each mode. For convenience, we use third-order tensors as examples.
Rank-R CP Tensor.
For CP rank, a commonly used way could be found in [2] , they construct a third-order tensor X X X with CP rank-R by randomly sampling entries of the factor matrices A ∈ R I ×R , B ∈ R J ×R , C ∈ R K ×R from the standard normal distribution N (0, 1). Each column of the factor matrices is normalized to unit length, and the constructed tensor is denoted as X X X = A, B, C + η X X X N N N N N N, (49) where N N N is a Gaussian noise tensor, and η represents the noise parameter which is sometimes described as Signal-to-Noise Ratio (SNR) [130] or Signal-to-Interference Rate (SIR) [240] . Acar et al. [2] also mentioned that this way of construction ensures the uniqueness of the CP decomposition with probability one since the columns of each factor matrix are linearly independent with probability one, which satisfies the necessary conditions for uniqueness defined in [115] . Missing entries could be denoted by a binary tensor that is uniformly sampled from Bernoulli distribution. Some structured missing entries in the form of missing fibers, slices can also be considered. Concrete missing ratio and sampling methods should base on the incoherence assumptions described in Section 3.4 and specific completion methods we use.
8.1.2 Rank (R 1 , R 2 , R 3 ) Tucker Tensor. Similarly, we can construct a tenor with Tucker rank (R 1 , R 2 , R 3 ) utilizing the Tucker decomposition X X X = C C C × 1 A 1 × A 2 × 3 A 3 . Entries of the core tensor C C C ∈ R R 1 ×R 2 ×R 3 and factorized matrices could be randomly sampled from N (0, 1). Factorized matrices are usually orthogonalized. Ways to generate missing entries are the same as we mentioned earlier.
Rank-R CP Tensor with Auxiliary Information.
We have introduced several methods for tensor completion with auxiliary similarity information in Section 4. By utilizing the auxiliary information, one might be able to perform exact recovery even for situations of missing slices. Narita et al. [144] propose a way of constructing synthetic CP tensors with tri-diagonal similarity matrices. The factor matrices A ∈ I × R, B ∈ J × R, and C ∈ K × R are generated by the following linear formula [144] :
A(i, r ) = iε r + ε r , i = 1, 2, . . . , 100, r = 1, 2, . . . , R B(j, r ) = jζ r + ζ r , j = 1, 2, . . . , 100, r = 1, 2, . . . , R C(k, r ) = kη r + η r , k = 1, 2, . . . , 100, r = 1, 2, . . . , R,
where {ε r , ε r , ζ r , ζ r , η r , η r } r =1,2, ...,R are constants generated from N (0, 1). The synthetic tensor is defined by X X X = A, B, C . Since each factor matrix is linear constructed column by column, the neighboring rows are similar to each other, the similarity matrix of each mode is a tri-diagonal matrix defined as follows: R rTensor [121] TensorBF [99] PTAk [120] tensr 10 Matlab Tensor Toolbox [10] N-way Toolbox [6] (CuBatch)
Python
TensorToolbox [157] ttpy 11 scikit-tensor [146] PyTensor [226] PyTen PyTen: Our developed package.
Evaluation Metrics
As completion problems could be generalized as prediction problems, metrics are usually selected based on concrete applications such as RMSE in recommender systems, AUC in binary classification, nDCG in information retrieval, and so on. We introduce several commonly used metrics below. Not limited thereto, one could sselect more suitable ones based on specific problems and situations.
Relative Standard Error/Percentage of Fitness/Tensor Completion Score.
Relative Error is the most commonly used evaluation metric, it is formally defined as Relative Standard Error = X X X rec − X X X real F X X X real F , Percentage of Fitness = 1 − Relative Standard Error where X X X rec is the recovered tensor, X X X real is the real tensor. Percentage of Fitness is a similar metric measuring the fitness of the reconstructed tensor and the ground-truth tensor. A refined relative error, called Tensor Completion Score by Acar et al. [2] , is also used defined as
where W W W is the indication tensor of the observations.
MSE/RMSE/MAE.
Mean-square error and root-mean-square deviation, and mean absolute error are frequently-used metrics especially in recommendation problems [92, 214, 239] 
Precision/Recall/Area Under Curve(AUC)
. Some applications could be treated as classification problems such as link predictions or recommendations. Thus, several metrics for classification problems such as precision (or precision@k), recall, F-measure and AUC score could be found in some tensor completion papers [60, 61, 156, 168, 192] . To calculate these metrics such as AUC score, one could either extract all missing entries or average these scores on each slice based on their requirements in real-world applications.
Softwares
Repositories for tensor analysis have been developed on various platforms in recent years [106] . Table 5 gives a brief integration and comparison of tensor decomposition and completion repositories on different platforms. Since lack of work has been done on developing Python packages for the tensor decomposition and completion, we develop a new open-source Python package covering several widely used tensor decomposition and completion algorithms for both researchers and practitioners. Details of the open-source package could be found on the website. 12 
CONCLUSION AND FUTURE OUTLOOK
Tensor completion problem that permeates through a wide range of real-world applications has become an actively studied field attracting increasing attention. Recent advances in both theory and practice provide us versatile and potent methods to apply on various problems even with auxiliary information, large-scale data, and dynamical patterns. However, the deeper the delving, the more challenges we will confront. Reviewing the past offers us a better vision to look forward to future directions.
Volume: Tensor Completion with Large-Scale and High-Order Data. Large-scale and high-order properties are usually involved in real-world tensors. The increasing volume of tensor-structured data puts higher demands of the completion algorithms from both time and space perspectives. As we have described in Section 5, two main challenges underlying in the large-scale tensor completion problem are intermediate data explosion and data decentralization. Though multiple approaches have been proposed to address the scalability problem, there still exists a vast room for innovation and promotion. First, space and time complexities still highly limit the practical application of tensor decomposition/completion methods. Second, most of the existing work only focuses on low-dimensional tensor completion problem. Although methods based on hierarchical Tucker representations have been utilized to address high-order problems [161] , their generalizability and robustness remain unclear. Third, some methods such as sampling methods [18, 111] require specific assumptions (e.g., incoherence assumptions), which are hard to verify and guarantee for real-world complex tensors. Fourth, as deep learning models are usually data-hungry, is it possible to combine tensor-based algorithms with deep learning techniques to address the volume challenge as well as improving completion accuracy?
Velocity: Tensor Completion in Dynamic Data Analytics. With the rapid velocity of data growth, dynamic tensor completion problem has been paid more and more attention recently as we have outlined in Section 6. It is still riddled with various open problems in line with the intricate multiaspect dynamic patterns. First, how to handle dynamically changing tensors? While some recent attempts have been made on solving the streaming tensor completion problem [138, 186] , efforts are still needed for coordinating multi-dimensional dynamics induced by the uncertainty of tensor size and modes. Second, what are the influences of different dynamical patterns on the model construction, parameter selection, and imputation effectiveness? For example, dynamically changed tensors may cause the fixed rank assumption inapplicable. Arbitrarily adopting static strategies might be inappropriate and reduce the completion effectiveness. Third, whether there exist theoretical guarantees for the proposed algorithm under dynamic settings or not? To our best knowledge, bare of existing efforts have been put to provide theoretical analysis such as convergence or sufficient conditions and statistical assumptions for dynamic tensor completion.
Variety: Tensor Completion with Heterogeneous Data Sources. In practice, tensor structured data may exhibit heterogeneous properties when viewed obtained via different routes or viewed from different perspectives. It is critical, yet challenging, to consider heterogeneous data sources to benefit the tensor completion problem, especially for structured missing data [61, 222] . First, as introduced in Section 4, the heterogeneous data sources could serve as auxiliary information to mitigate statistical assumptions while enhancing the completion effectiveness. Thus, exploring potential ways to effectively incorporate these heterogeneous data source could be a valuable direction. For example, combining the heterogeneous deep learning techniques with tensor completion algorithms could be one possible approach. Second, in a wide variety of real-world data-driven applications, domain knowledge and expertise are beneficial for modeling, analysis, understanding, and completion. Several recent works have tried to incorporate human knowledge into completion tasks and prove to acquire favorable performance, such as in the area of healthcare [208] . How to combine domain knowledge with tensor completion problems could be another promising future direction for exploitation and exploration. Finally, incorporating the heterogeneous data under large-scale and dynamic settings may also be interesting and meaningful to pursue.
Other Aspects. Besides the aforementioned "3V" challenges, as the big data research may also concern about the "veracity" and "value," it is intriguing to explore the tensor completion problems from these two perspectives. From the "veracity" perspective, the uncertainties of the high-order datasets, the tensor completion algorithms, and completion results could be one meaningful and promising direction to pursue. From the "value" perspective, whether the data is valuable to utilize or not and if the completion assumptions, methods, and results are valuable and practical for realworld applications should also be concerned in the future.
