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AbstractRobust detection algorithms capable of mitigating
the effects of colored noise are of primary interest in com-
munication systems operating on power line channels. In this
paper, we present a sequence detection scheme based on linear
prediction to be applied to single carrier power line communica-
tion impaired by colored Gaussian noise. The proposed solution
improves the Bit Error Rate (BER) performance with respect
to a conventional state-of-the-art system and makes the receiver
more robust against colored noise. As a case study, we investigate
the performance of the proposed receiver in a high-voltage power
line channel limited by corona noise.
I. INTRODUCTION
Power line communication (PLC) channels provide a poten-
tially convenient communication medium for control signaling
and data communication. Even though power lines are an
attractive and inexpensive solution for data transmissions,
a reliable high-speed communication is a great challenge
due to the nature of the medium. Any transmission scheme
applied to power lines has to cope with several impairments
such as frequency-varying and time-varying attenuation of
the medium, intrinsic dependence of the channel model on
the network topology and connected loads, the presence of
high-level interference signals due to noisy loads and the
presence of colored noise. Moreover, the power line channel
is also limited by disturbances produced by events outside the
transmission channel such as, for example, lightening [1] or
disturbances originating within the system, such as network
switching [2], impulse noise [3] and corona phenomena [4]
[6].
For narrowband applications in power lines, single carrier
modulations may be adopted for their simplicity, based on
quadrature amplitude modulation (QAM) or other modulation
formats. However, in broadband applications strong colored
noise sources can severely limit the performance of single
carrier systems and demand for adequate signal processing
schemes.
In this paper, we propose a single carrier PLC scheme
based on linear prediction and multidimensional coding, which
exhibits good improvements, in terms of bit error rate (BER)
performance, with respect to a state-of-the-art industrial solu-
tion. The linear predictive approach is a valuable and general
technique that can be used every time a communication system
has to cope with colored noise [7], provided that a correct
statistical information on the noise is available at the receiver.
First, we will introduce the linear predictive detection scheme
considering a general model for the colored noise process.
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Fig. 1. Simplied system model with optimum receiver for colored noise.
As a case study, we will also analyze the performance of
the proposed receiver considering corona noise [5], [6] as a
particular type of colored noise. Moreover, in order to reduce
the computational load of the linear predictive receiver, we ap-
ply reduced-state sequence detection techniques [8][11], such
as trellis folding by set partitioning [12] and Per-Survivor
Processing (PSP) [11], and demonstrate the robustness of the
proposed scheme in terms of BER and complexity with respect
to well-established industrial solutions.
II. LINEAR PREDICTION RECEIVER
Single carrier transmission may be attractive from a com-
plexity point of view. However, since the power line channel
is affected by severe intersymbol interference (ISI), powerful
detection and equalization techniques are necessary. On the
other hand, the practical implementation of these schemes also
requires reduced-state approaches.
A. Optimum Detector
Let us consider the transmission scheme depicted in Fig. 1.
We adopt a transmission system based on an eight-state four-
dimensional trellis coded modulation scheme (4D-TCM) [13].
We assume a square-root raised cosine shaping lter with
frequency response P(f) and a power line channel with
frequency response Hc(f). The presence of colored noise with
power spectral density given by S(f) = S0(f) + Sn0(f),
being S0(f) and Sn0(f) the power spectral densities of white
thermal and colored noise, respectively, and the need for
statistical sufciency yield a detector front-end based on a
whitening lter, with frequency response 1=
p
S(f), and a
lter matched to the overall channel response Q(f)=
p
S(f),
where Q(f) = P(f)Hc(f) [14]. The resulting overall front-
end lter Q(f)=S(f) is a standard matched lter for colored
noise [14]. We use a sequence detection Viterbi processor,
searching an extended trellis diagram including ISI and the
encoder memory, and using linear prediction to whiten the
colored noise at its input.As a consequence, considering the system model in Fig. 1,
the discrete time observable at the input of the Viterbi proces-
sor can be expressed as
ri =
L X
n=0
gnci n
| {z }
si(ci
i L)
+i + ni (1)
where gi = g(t)jt=iT = p(t)hc(t)m( t)jt=iT is the overall
impulse response of the system with m(t) = F 1 fM(f)g and
M(f) = Q(f)=S(f), si(ci
i L) is the noiseless signal compo-
nent affected by ISI of length L, i = 0(t)m( t)jt=iT is a
sample of Gaussian thermal noise and ni = n0(t)m( t)jt=iT
is a sample of a generic colored noise. We assume that the
colored noise can be also modeled as a process with Gaussian
statistics.
We now derive the optimal branch metric for a single carrier
communication scheme to be used in a sequence detection
Viterbi algorithm. Collecting the samples at the output of the
colored noise channel into a suitable complex vector r, we
can formulate the Maximum A-Posteriori Probability (MAP)
sequence detection strategy as
^ a = argmax
a
p(rja)Pfag (2)
where p(rja) is the conditional probability density function
(PDF) of the vector r, given the data vector a and Pfag
is the a priori probability of the information symbols. Since
the trellis encoder can be described as a time-invariant nite
state machine, it is possible to dene a sequence of 4D states
f0;1;:::g over which the encoder evolves and dene a
deterministic state transition law, function of the 4D informa-
tion symbol ak, which describes the evolution of the system,
i.e., k = f(k 1;ak 1). Note that each state k belongs
to a set of nite cardinality. As a consequence, the evolution
of the nite state machine of the 4D-TCM encoder can be
described through a trellis diagram, in which there is a xed
number of exiting branches from each state: this number will
depend on the number of subsets in which the constellation is
partitioned [15].
The 4D-TCM code symbol Ck(ak;k) = (c2k 1(ak;k);
c2k(ak;k)), with 2D components belonging to a QAM
constellation, is a function of the encoder state k and the
information symbol ak at the input of the encoder. Note that
c2k 1(ak;k) and c2k(ak;k) are, respectively, the rst and
second two dimensional (2D) symbol transmitted over the
channel during the four-dimensional time interval. Under these
assumptions, we can write the 4D discrete-time observable as
Rk = (r2k 1;r2k), where the 2D components are dened
using (1).
Assuming causality and nite-memory [16], applying the
chain factorization rule to the conditional PDF and taking into
account the multidimensional structure of the TCM code, we
can rewrite (2) as
^ a = argmax
a
K 1 Y
k=0
p(RkjR
k 1
0 ;ak
0)Pfakg
' argmax
a
K 1 Y
k=0
p(r2kjr
2k 1
2k 2 ;ak;k)
p(r2k 1jr
2k 2
2k 2 ;ak;k)Pfakg (3)
where K is the length of the transmission and r
k2
k1 is a short-
hand notation for a vector collecting signal observations from
time epoch k1 to k2. In the last step of (3), in order to limit
the memory of the receiver, we have assumed Markovianity
of order  in the conditional observation sequence. Moreover
we dene a system state accounting for the 4D-TCM coder
state k, the order of Markovianity  and the ISI span L as
k = (k;Ck 1;Ck 2;Ck 3;:::;Ck (L+)=2)
= (k;c2k 1;c2k 2;:::;c2k  L):
The assumed Markovianity results in an approximation whose
quality increases with .
Since we assume that the thermal and the colored noise
processes have Gaussian distribution, the observation is condi-
tionally Gaussian, given the data. The application of the chain
factorization rule allows us to factor the conditional PDF in
(3) as a product of two complex conditional Gaussian PDFs,
completely dened by the conditional means
^ r2k = E
n
r2k


r
2k 1
2k 2 ;ak;k
o
^ r2k 1 = E
n
r2k 1
 
r
2k 2
2k 2 ;ak;k
o
and the conditional variances
^ 2
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n
jr2k   ^ r2kj
2


r
2k 1
2k 2 ;ak;k
o
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r2k 1 = E
n
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r
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o
where ^ r2k and ^ r2k 1 can be interpreted as linear predictive
estimate of r2k and r2k 1, respectively, and ^ 2
r2k and ^ 2
r2k 1
as the relevant Minimum Mean Square Prediction Errors (MM-
SPEs) [17].The solution of a Wiener-Hopf matrix equation for
linear prediction based on a 4D observable will be presented
in Section III.
The detection strategy (2), the factorization (3) and linear
prediction allow us to derive the branch metrics to be used for
joint sequence detection and decoding in a Viterbi algorithm.
Taking the logarithm, assuming that the information symbols
are independent and identically distributed and discarding
irrelevant terms, we can express the metric of branch (ak;k)
as
k(ak;k) /
1 X
i=0
lnp(r2k i jr
2k 1 i
2k 2 ;ak;k):
The detection strategy (2) can be now formalized as
^ a = argmin
a
K 1 X
k=0
k(ak;k)
where the branch metrics are expressed as
k(ak;k) =
1 X
i=0
(
jr2k i   ^ r2k ij
2
^ 2
r2k i
+ ln ^ 2
r2k i
)
: (4)Finally, the state-complexity of a linear predictive receiver
can be limited by means of state-reduction techniques [8]
[11]. Let S = ScM(+L)=2 denote the state complexity of the
proposed receiver, where Sc is the number of states of the 4D-
TCM encoder, M is the cardinality of the multidimensional
4D constellation and Q < ( +L)=2+1 denotes the memory
parameter to be taken into account in the denition of a
reduced trellis state
!k = (k;Ik 1(1);Ik 2(2);:::;Ik Q(Q))
in which, for i = 1;:::;Q, Ik i(i) 2 
(i) are subsets of
the code constellation and 
(i) are partitions of the code
constellation.1 Dening Ji = cardf
(i)g;i = 1;:::;Q as
the cardinality of the partition 
(i), the number of reduced
states in the trellis diagram can be expressed as [8], [10]
S0 = Sc
Q Y
i=1
Ji
2
: (5)
The branch metric can be obtained by dening a pseudo-
state [12]
~ k(!k) =

k; ~ Ck 1(!k);:::; ~ Ck Q(!k)
| {z }
Q+1 elements
;
 Ck Q 1(!k);:::;  Ck Q P(!k)
| {z }
P code symbols

(6)
where ~ Ck 1(!k);:::; ~ Ck Q(!k) are Q code symbols com-
patible with state !k to be found in the survivor his-
tory of state !k, and P are code symbols chosen
by a Per-Survivor Processing (PSP) technique [11], i.e.,
 Ck Q 1(!k);:::;  Ck Q P(!k) are the P 4D-TCM code
symbols associated with the survivor of !k. The branch metric
~ k(Ik(1);!k) in the reduced-state trellis can be dened in
terms of the pseudo-state (6) according to
~ k(Ik(1);!k) = min
Ck2Ik(1)
k(ak; ~ k(!k)) (7)
assuming that the pseudo state ~ k(!k) is compatible with !k,
i.e., Ck i 2 Ik i(i).
In the next sections, we will focus our investigation on a
particular kind of colored noise, known as corona noise, and
apply the proposed receiver to a high-voltage state-of-the-art
power line communication system.
B. Practical Implementation
Since the optimal front-end may be quite complex from
a practical point of view, requiring adaptivity and high-
computational load during the ltering process, in Fig. 2, a
practical alternative is also presented. Instead of performing
the whitening operation in the analog front-end stage, we
propose a linear predictive receiver in which signal processing,
necessary for coping with the colored noise, is entirely done in
a digital fashion, i.e., modifying the branch metric of a Viterbi
1Ck i 2 
(i) are 4D coded symbols compatible with the given state.
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Fig. 2. Simplied system model with a practical implementation of the
front-end lter.
processor. The shaping and matched lter can be both selected
with square-root raised cosine frequency response, so that ISI
is absent when the PLC channel is well behaved and noise
samples are white when the overall noise process is white.
The proposed sub-optimal front-end allows to upgrade a
state-of-the-art PLC system not designed for a scenario limited
by colored noise, by simply modifying the Viterbi processor
while leaving unchanged the, possibly analog, front-end stage.
As previously outlined, the Viterbi processor enables sequence
detection and decoding, searching an extended trellis diagram
including ISI and the code memory and using a branch metric
dened as in (4) and state-reduction techniques as presented
in (6) and (7).
III. MULTIDIMENSIONAL LINEAR PREDICTION
In this section, we describe how linear prediction can be
applied to a 4D observation vector collecting fRkg and how
to obtain an estimate of the colored noise samples at the output
of the matched lter. We start dening a cost function J which
represents the mean square error between the colored noise
samples and a possible set of estimates of the noise process.
It is possible to express the cost function as 2
J(P) = E
n
 [Rk   Sk(C
k
k L=2)]
 
=2 X
i
P i[Rk i   Sk i(C
k i
k i L=2)]
 

2 
ak;k
o
(8)
where P is a matrix collecting all prediction coefcients,
Sk(C
k
k L=2) is the noiseless 4D signal component affected
by ISI and k  k2 is the Euclidean norm. The quantity
Rk  Sk(C
k
k L=2) denotes the corona noise samples, affected
by thermal noise, we want to predict, and the quantities
fRk i   Sk i(C
k i
k i L=2)g
=2
i represent the data [17] (i.e.,
the past samples of thermal and corona noise) to be used to
perform linear prediction.
The cost function (8) can be expressed explicitly as
J(P) = E
n



r2k 1   s2k 1(c
2k 1
2k 1 L)

 
 X
i=1
p1;i

r2k 1 i   s2k 1 i(c
2k 1 i
2k 1 i L)



2
+

 

r2k   s2k(c2k
2k L)

 
 X
i=0
p2;i

r2k 1 i   s2k 1 i(c
2k 1 i
2k 1 i L)

 
2
 ak;k
o
:
2For clarity, we omit the dependence of the code symbol from the state k
and input symbols ak, i.e., Ck(ak;k) = Ck.Since the cost function is a sum of two positive functions of
disjoint sets of variables, i.e., J(P) = J(p1) + J(p2), the
minimization can be performed separately on each function.
In the following, we show how to obtain the prediction
coefcients for the rst 2D component of the 4D observable
(i.e., fp1;ig). Dening a prediction vector p1 for the rst 2D
observable and a data vector
d
2k 2
2k 2  =
 
r
2k 2
2k 2    s
2k 2
2k 2 (c
2k 2
2k 2  L)
T
where d
2k 2
2k  are  noise samples at the output of the matched
lter, we can express the cost function as 3
J(p1) = E
nh
d2k 1   p
T
1  d
2k 2
2k 2 
i


d2k 1  

pT
1  d
2k 2
2k 2 
H

ak;k
o
:
Taking the gradient with respect to the prediction vector p1
we are now able to formulate the Wiener-Hopf equation as
R  p1 = q (9)
where the system matrix, with dimension  , is dened as
R = E
h
d
2k 2
2k 2 
i

h
d
2k 2
2k 2 
iH 

ak;k

and the vector of  known terms is
q = E
n
d2k 1d
2k 2
2k 2 


ak;k
o
:
We remark that the noise samples d
2k 2
2k 2  are not available
at the detector: they must be evaluated through the observation
of the output of the front-end and a reconstruction of noiseless
signal components associated with the survivor path leading
to state k.
The linear system dened in (9) can now be solved using
Cholesky factorization [17], obtaining the prediction coef-
cient vector
p1 = R
 1
  q :
As to the second 2D observable, the prediction coefcients
fp2;ig and the cost function J(p2) can be determined in a
similar manner, noting that in the evaluation of the estimate
Efr2k jr
2k 1
2k 2 ;ak;kg we can also use the observable at
time 2k   1 from the rst 2D code symbol.
Finally, rewriting the cost functions J(p1) and J(p2) as
explicit functions of the predictor vectors p1 and p2, respec-
tively, we can express the Minimum Mean Square Prediction
Errors as
J(p1) = 2
 + 2
n   pT
1  q
J(p2) = 2
 + 2
n   pT
2  q+1
where 2
n is the colored noise power and 2
 the thermal noise
power at the input of the Viterbi processor.
3Superscripts T and H denote transpose and Hermitian transpose operators.
IV. CORONA NOISE MODEL
Corona noise is a predominant noise source which charac-
terizes high-voltage power line channels in normal operation.
The PLC channel may consist of one or more conductors,
depending on the considered coupling scheme, i.e., phase-to-
ground or phase-to-phase [18]. Corona noise is a common
noise source for high-voltage transmission lines, since it is
permanent and depends on (i) the service voltage, (ii) the
geometric conguration of the power line, (iii) the type of
conductors involved in the line and (iv) the atmospheric
conditions.
Corona noise is caused by partial discharges on insulators
and in air surrounding electrical conductors of power lines.
When high-voltage power lines are in operation, the power
frequency voltage originates a strong electric eld in the
vicinity of the conductor. This electric eld accelerates free
electrons present in the air nearby conductors: these electrons
collide with molecules of the air, generating a free electron
and positive ion couple. This process continues forming an
avalanche phenomenon called corona discharge. The posi-
tive and negative charges motion induces a current both in the
conductors and ground.
The induced current appears like a train of current pulses,
with random pulse amplitude variations and random interar-
rival intervals. The injected current due to corona noise on
one conductor can be modeled by a current source [4], [19]:
according to Shockley-Ramo theorem [18], a corona discharge
induces current in all conductors, i.e., each conductor of the
power line channel is connected to the ground by a current
source.
A few corona noise models are presented in the litera-
ture [1], [4][6]: in this article, the model proposed in [5],
[6] is considered. Corona noise, as a random signal, is char-
acterized equivalently through its autocorrelation function or
its frequency spectrum. To this purpose, the corona noise
spectrum is generated by a method that takes into account
the generation phenomena of corona currents injected in the
conductors and the propagation along the line [20], [21].
This spectrum is utilized to synthesize an autoregressive (AR)
digital lter [17], whose output is described by the expression
nk =
N X
`=1
f`nk ` + wk (10)
where fwkg is a sequence of independent zero-mean Gaussian
random variables and ff`gN
`=1 is the set of coefcients mod-
eling the corona noise process. The synthesis of the digital
lter essentially calls for the identication of the coefcients
ff`gN
`=1 and can be done using a procedure based on the max-
imum entropy method proposed in [22] or on the minimization
of the difference between the estimated frequency spectrum
and the measured power spectrum. Tab. I shows a complete set
of coefcients modeling the corona noise for different voltage
lines with carrier couplings of lateral phase-to-groundtype [6].
Note that (10) denes a corona power spectrum whose
frequency components are over the entire frequency domain,Voltage [kV] f1 f2 f3 f4
225  1:225 1:052  0:603 0:217
380  1:298 1:109  0:625 0:210
750  1:302 1:041  0:611 0:207
1050  1:292 1:080  0:647 0:224
TABLE I
VALUES OF THE DIGITAL FILTER COEFFICIENTS ff`g4
`=1.
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Fig. 3. Corona noise power spectrum, shown in terms of the frequency
response F(f) of the AR lter in (10).
i.e., its bandwidth is generally greater than that used by
the transmission system. In our simulation, we derive an
equivalent complex low pass ltered version of the corona
noise process within the bandwidth of the considered signaling
scheme. The lter used for the generation of corona noise is a
nite impulse response (FIR) complex lter with coefcients
obtained using Cholesky factorization [17] applied to the com-
plex low pass ltered corona noise power spectrum. Finally,
in Fig. 3, the corona noise power spectrum obtained with the
AR model presented in (10) with coefcient shown in Tab. I,
along with the frequency carriers fc and the bandwidths W
used by the systems considered in our simulations are also
shown.
V. NUMERICAL RESULTS
Since in this paper we are only dealing with the effects
of colored noise sources on the performance of single carrier
systems, we assume that the channel frequency response over
the used transmission bandwidth can be considered at or
approximately at to enable a correct equalization of the
received signal. As a consequence, we assume, from now on,
L = 0 and introduce a parameter called the Corona to Thermal
noise Ratio (CTR), dened as CTR = 2
n=2
.
The signal-to-noise ratio (SNR) is dened as Eb=N0, where
Eb is the received energy per information bit, and N0 is the
white noise monolateral power spectral density when corona
noise is absent. In the presence of corona noise, N0 is dened
as the equivalent white noise intensity which yields the total
noise variance 2 = 2
 + 2
n = 2
(1 + CTR) at the input of
the Viterbi processor.
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A. MMSPE analysis
In Fig. 4 the performance of the linear estimator is assessed
in terms of MMSPEs versus the prediction order  for a
xed Eb=N0 of 10 dB. The corona noise process is generated
according to the model for a 380 kV line in Tab. I with
signaling bandwidth equal to W = 64 kHz centered around
fc = 350 kHz and 16 QAM constellation. Note that the
prediction order  is referred to a 2D code symbol time,
i.e.,  = 2 means that two 2D observables are needed
for the computation of ^ r2k 1. The gain shown in Fig. 4 is
approximately 1:4 dB for a CTR = 10 dB.
B. BER analysis
Dashed lines in Fig. 5 show the penalty, due to corona noise,
in terms of degradation of Eb=N0, of a single carrier commer-
cial PLC system using an 8-state 4D-TCM code with 16 QAM
constellation without linear prediction, for different values of
CTR. We assume the 380 kV line in Tab. I with channel
frequency response presented in [23], a transmit bandwidth
and a carrier frequency equal to, respectively, W = 64 kHz
and fc = 350 kHz. In Fig. 5 we also show the performance, in
terms of Eb=N0, of the proposed simplied linear predictive
receiver. The curve obtained without linear prediction (no7 8 9 10 11 12 13 14 15 16
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Fig. 6. Performance of the proposed receiver for 4D-TCM 64 QAM and
various values of prediction order.
LP curve) with CTR=10 dB is the performance of a state-
of-the-art single carrier system which operates with a trellis
complexity of S = 8 entirely implementable on a single
digital signal processor (DSP). The BER curves in Fig. 5
were obtained using a reduced state dened as !k = k,
i.e., including only the state of the TCM coder (Q = 0),
and extracting the past =2 4D-TCM code symbols using a
PSP approach (P equal to half the prediction order ). This
set of state parameters allows one to implement a Viterbi
algorithm, according to (5), with a number of reduced states
equal to S0 = 8, which does not increase the computational
load on the DSP. Note that with only a prediction order  = 2
it is possible to obtain almost all the SNR gain achievable
using linear prediction, in perfect agreement with the MMSPE
results presented in Fig. 4.
Fig. 6 shows the improvement, in terms of Eb=N0 obtain-
able using the proposed simplied linear predictive receiver
considering a 64 QAM constellation scheme operating over
the 1050 kV line in Tab. I, with signal bandwidth equal to
W = 128 kHz and carrier frequency fc = 305 kHz. The
BER curves in Fig. 6 were obtained using different values
of the prediction order , a reduced state dened as !k =
(k;Ik 1(1)), i.e., Q = 1 with J1 = 8, and extracting the past
 2D code symbols using PSP (P equal to half the prediction
order ). This set of state parameters allows one to use a
Viterbi processor searching a trellis diagram, according to (5),
with a reduced number of states equal to S0 = 32, which may
still be a tolerable load for a DSP.
VI. CONCLUSIONS
In this paper, optimal and practical receivers based on linear
prediction and reduced-state sequence detection applied to
single carrier PLC system operating on a channel limited by
colored Gaussian noise are presented. The proposed solution
may be able to improve the Eb=N0 performance of a con-
ventional state-of-the-art single carrier system and make the
receiver more robust against colored noise. As a case study,
the proposed receiver was shown to be effectively applicable
to a high-voltage PLC channel limited by corona noise.
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