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A theorem is presented giving suflicent conditions for the existence of a solution 
x(f) to X” - a(f)x’ = 0 to be in L’ + ‘[h, no) and approach 0 as I + cc. Also, x’(t) is 
shown to be in L*[b, co) and approach 0 as t --t co. Finally, an explicit solution to 
x” -x’ = 0 is given and a discussion of boundedness of solutions under less restric- 
tive conditions is presented. ( I 1986 Academic Preaa. Inc 
In this note, we discuss under what conditions there exist solutions to 
x” - a( t)x( = 0 (c > 1, c irrational or c = e/d, e and d are integers, 
(e, d) = 1, and d is even), (1) 
which are bounded LP-solutions. By a bounded L”-solution to (1) we mean 
a solution to (1) which is bounded on, say, the interval [h, cc ) and such 
that j: JxIp ds < cc 07 > 1). Several results are known for special cases of 
a(t) and c (see [ 11, especially Chaps. 6 and 7). Due to the nature of c, only 
non-negative solutions to (1) can exist. We shall only consider solutions to 
(1) which are strictly positive. These are called positive proper solutions by 
Bellman ([ 11, pp. 145ff.). 
First, note that unbounded solutions to (1) always exist. Initial con- 
ditions x(b) = k:, x’(h)= k: insure that x(t) is increasing without bound 
because x’(b) > 0 and x”(h) > 0 imply x’(t) is increasing on [h, t) which 
implies x(t) is bounded from below by the line kf + ki(t - /I). 
We now show there is a solution to (1) in which both x and x’ approach 
0 as t -+ cc provided a(t) is appropriately defined. Furthermore, we shall 
show that Jo x’+ ’ ds < cc and l? xr2 ds < a. Statement and proof of the 
theorem now follow. 
THEOREM. Given the differential equation (1). Suppose there are positive 
constants a1 and a,, such that a, > a(t) > a, on [b, OO), a’(t) < 0, then there is 
a positive proper solution to (1) such that j? Y+’ ds < co, j; xl2 ds < co, 
lim, + m x(t)=O, andlim,,,x’(t)=O. 
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Proof: First choose x(h)=x,>O, x’(h)=.+-, <0 such that .i-,, = 
-(2a(h)x;+ ‘/(c + l))‘*. From standard existence theory we know such a 
solution exists on [h, I), t < T for some T. If we show the solution -u(r) 
remains bounded then it can be extended on [h. zz) (see [2] for further 
details). Next, multiply (1) by x’ and integrate from h to t obtaining, 
4 x’( t)2 - (; a(s)x’x’ ds = f x;’ (2) 
Integrate (2) by parts in order to obtain, 
~x’(t)*-a(t)x(t)“+‘/(c+ 1 
= +a; - a(b)x;;’ ‘/(c + 
Rewriting (3) we have, 
)+j:d(s)xc+’ ds 
l)=O 
+X’(t)’ = a(t) x(t)" + '/(c + 1) - ?*,: ""s);';' ' &, 
(3) 
(4) 
(4) shows us that x’(t) can never be 0 since the RHS of (4) is always 
positive. Also, (1) implies x’ is increasing since x” > 0 and (4) implies x’ is 
bounded from above by 0. Consequently, (4) also shows that x, too, must 
be bounded. In addition, x can never be 0. If x(t) = 0 at t = t, then x(t) > 0 
for t > ti . Otherwise, x(t) = 0 which is impossible by uniqueness. However, 
if x(t) > 0, then x’(t) > 0, then x’( t,) = 0 which is also impossible. So 
x(t) > 0 for t > h. In order to see that both x and x’ approach 0 as t + xc, 
we show that 17 x(‘+ i ds < cc and j; xl2 ds < co which implies this must 
occur since we are dealing with positive proper solutions. This easily 
follows when we multiply (1) by x and integrate from h to t getting, after 
an integration by parts, 
x(t) x’(t) - x(b) x’(b) = j; x’(s)~ ds + j-i a(s) x(s)’ + i ds. (5) 
Letting t --f cc yields the desired conclusion since the LHS of (5) is boun- 
ded. 
EXAMPLE 1. For a(t) = 1, we have, by the methods of this article, 
x(t)= (((c- 1)/2) (2/(c+ 1))‘12 (t+k)))*“” l’. (f-5) 
(6) also gives solutions to (1) when c is an integer. When c is an odd 
integer, -x(t) is a solution to (1 ), too. For example, when c = 3, 
x(f) = f 2’j2/(t + k) are solutions to (1). 
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Remarks. From (4) we have 
;Xt(Q2 < 
a(t) x(t)“+’ 
c+l (7) 
Using the facts that x is positive and x’ is negative, we may conclude, 
0 > x’( r)/x(t)” + IV2 > - (2a(t)/(c + 1))‘12. (8) 
Integrating (8) from b to t gives, 
o> 
_ X(t)-(c- 110 
((c - 1 l/2) 
+x(b)-” - I)/2 
((c- 1 l/2) 
> - s : (a(s)/(c + 1))‘j2 ds. (9) 
Thus, if a(t) > 0 and 17 a(s)‘j2 ds < co, (1) must have a bounded solution 
which does not approach 0 as t + cc (see [ 1, pp. 145-461 for further 
details). In other words, we may substitute a(t) > 0 for a(t) > a, > 0 and 
still obtain boundedness, since x(t) decreasing and x(t) > 0 depend only on 
a(t) > 0. However, lim, _ a x(t) = 0 is never guaranteed and will not occur 
in the situation described above. 
EXAMPLE 2. The above comments show that there is a bounded 
solution to the Thomas-Fermi equation x” = (x3/t)“‘. Note that 
a(t) = l/t”2 and JF a(s)‘j2 ds = + co. Therefore, it is possible for x(t) to 
approach 0 as t + co. Indeed, this is the case for the solution x(t) = 144/t3. 
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