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Abstract. In this work we address the problem of analyzing video sequences
and of representing meaningful space-time points of interest by using the 3D
shearlet transform. We introduce a local representation based on shearlet
coefficients of the video, regarded as 2D+T signal. This representation turns
out to be informative to understand the local spatio-temporal characteristics,
which can be easily detected by an unsupervised clustering algorithm.
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1. Introduction
In this paper we consider a specific type of signal, video sequences, where
spatial shapes and structures evolve over time. Usually, in video sequence anal-
ysis, the goal is to identify space-time points of interest, which may be associated
with space-time discontinuities on the 2D+T signal. In recent years such points
have been studied with a reference to space-scale theory [20], see for instance
[19, 4, 21].
In the meanwhile, many multi-scale methods have been introduced to deal
with multi-dimensional signals. Among them, shearlets [18] emerge by their
ability to efficiently capture anisotropic features [12], to provide an optimal
sparse representation [8, 16], to detect singularities [11, 17] and to be stable
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against noise and blurring [6, 1]. For for further details, implementations, and
references see [13] and the website1.
The effectiveness of shearlets is supported by a well-established mathematical
theory [2] and it is tested in many applications in image processing by providing
efficient algorithms [13, 5].
It is natural to expect that 3D-shearlet representation will be applicable to
the analysis of 2D+ T signals even if the latter carry rather peculiar properties
and behaviors. Based on this representation, we propose a procedure to analyze
the shearlet coefficients of video sequences and we show that they efficiently
enhance different types of local spatio-temporal points of interest.
The paper is organized as follows. In Section 2 we review the discrete shearlet
transform specialized to the 2D + T case and we show that the directional
informations encoded with the shearlets coefficients are naturally associated with
spatial-temporal points of interest. Then, in Section 3, we propose a procedure to
represent shearlets coefficients, in order to describe different types of space-time
features. The procedure is motivated by the fact that the directional information
embedded in a space-time neighborhood is more complex to treat than the purely
2D case. Our contribution is in deriving an efficient way to collect neighboring
information. Section 4 shows an empirical evidence of our claim on a synthetic
and a real case. Section 5 is left to a final discussion.
2. Shearlet Theory: an overview
Shearlets in arbitrary space dimensions were first introduced in [2] in the
continuous realm. Here we briefly review the construction of the discrete shearlet
transform of a 2D + T signal f by adapting the approach given in [15] for 3D
signals.
Denoted by L2 the Hilbert space of square-integrable functions f : R2×R→ C
with the usual scalar product 〈f, f ′〉, the discrete shearlet transform SH[f ] of a
signal f ∈ L2 is the sequence of coefficients
SH[f ](`, j, k,m) = 〈f,Ψ`,j,k,m〉
where {Ψ`,j,k,m} is a family of filters parametrized by
a) a label ` = 0, . . . , 3 associated with four regions P` in the frequency domain;
b) the scale parameter j ∈ N;
c) the shearing vector k = (k1, k2) where k1, k2 = −d2j/2e, . . . , d2j/2e;
d) the translation vector m = (m1,m2,m3) ∈ Z3.
For ` = 0 the filters, which do not depend on j and k, are
Ψ0,m(x, y, t) = ϕ(x− cm1)ϕ(y − cm2)ϕ(t− cm3), (1)
1http://www.shearlab.org
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where c > 0 is a step size and ϕ is a 1D-scaling function. The system {Ψ0,m}m
takes care of the low frequency cube
P0 = {(ξ1, ξ2, ξ3) ∈ R̂3 | |ξ1| ≤ 1, |ξ2| ≤ 1, |ξ3| ≤ 1}.
For ` = 1 the filters are defined in terms of translations and two linear trans-
formations
A1,j =
2j 0 00 2j/2 0
0 0 2j/2
 S1,k =
1 k1 k20 1 0
0 0 1
 ,
namely the parabolic dilations and the shearings, so that














where c is as in (1) and ĉ > 0 is another step size (in the rest of the paper we
assume that c = ĉ = 1 for sake of simplicity). The Fourier transform of mother
shearlet ψ1 is of the form
ψ̂1(ξ1, ξ2, ξ3) = ψ̂(ξ1)P (ξ1, ξ2)ϕ̂(ξ2)P (ξ1, ξ3)ϕ̂(ξ3), (3)
where P is a given polynomial 2D fan filter [3], ψ is the 1D wavelet function
associated with the scaling function ϕ (here f̂ denotes the Fourier transform of
a function f). Note that, according to (2), the coarsest scale corresponds to
j = 0. The system {Ψ1,j,k,m} takes care of the high frequencies in the (two-fold)
pyramid along the x-axis
P1 = {(ξ1, ξ2, ξ3) ∈ R̂3 | |ξ1| ≥ 1, |
ξ2
ξ1
| ≤ 1, |ξ3
ξ1
| ≤ 1}.
For ` = 2, 3 we have a similar definition by interchanging the role of x and y (for
` = 2) and of x and t (for ` = 3). Figure 1 shows a visualization of the three
pyramidal partitions associated with high frequencies in the Fourier domain.
(a) (b) (c)
Figure 1. The three two-fold pyramids P1, P2 and P3, with
displayed in black the area belonging to the positive part of the
corresponding symmetry axis and in red the one related with its
negative part.
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Our algorithm is based on the following nice property of the shearlet coeffi-
cients. As shown in [9, 10, 14] if f is locally regular in a neighborhood of m,
then SH[f ](`, j, k,m) has a fast decay when j goes to infinity for any ` 6= 0 and
k. If f has a surface singularity at m with normal vector (1, n1, n2) ∈ P1, then
SH[f ](`, j, k,m) has a fast decay for any ` 6= 1 or k 6= (d2j/2n1e, d2j/2n2e) =: k∗,
whereas if ` = 1 and k = k∗ the shearlet coefficients have slow decay (a similar
result holds if the normal direction of the surface singularity belongs to the other
two pyramids). We want to point out the fact that while this holds for surface
singularities, isolated point singularities are not efficiently detected. These re-
sults allow to associate to any shearing vector k = (k1, k2) a direction (without
orientation) parametrized by two angles, namely latitude and longitude, given
by


















The fact that shearlets are sensitive to orientations allows to select different
spatial-temporal features. For example, assume that the region of interest is a
rigid body whose boundary is described at the initial time t = 0 by the curve
x = x(s) y = y(s) s ∈ [0, 1].
The evolution of the body in time describes a 3D-volume whose boundary is the
surface parametrized by
x = x(s, t)
y = y(s, t)
t = t
s ∈ [0, 1], t ∈ [0, T ],
where for each s ∈ [0, 1], t 7→ (x(s, t), y(s, t)) is the time evolution of the point
(x(s), y(s)) on the curve at time t = 0. A computation shows that the normal
vector to the surface is
N(s, t) = n(s, t) + τ(s, t) ∧ v(s, t), (5)
where τ(s, t) and n(s, t) are the tangent and the normal vectors (in the xy-plane)
to the boundary of the body at time t in the point (x(s, t), y(s, t)) and v(s, t)
is the corresponding 2D-velocity vector2 (Figure 2). Hence, if the boundary
has not corners, but at time t = t0 there is a discontinuous change of velocity
∆v(s, t0), then
∆N(s, t0) = τ(s, t0) ∧∆v(s, t0) ∀s ∈ [0, 1],
2In (5) the 2D-vectors are regarded as 3D-vectors where the t-component is zero.
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which has a non-zero component only along the t-axis. This behaviors looks like
an edge in the plane t = t0. On the contrary, if (x(s0), y(s0)) is a spatial corner
of the body, but the velocity is always smooth, then
∆N(s0, t) = ∆n(s0, t) + ∆τ(s0, t) ∧ v(s0, t) ∀t ∈ [0, T ]
which has non-zero components both in the xy-plane, ∆n(s0, t), and along the t-
axis, ∆τ(s0, t)∧v(s0, t), so that we have an edge given by the temporal trajectory
of the spatial corner.
To compute the shearlet coefficients we use the digital implementation de-
scribed in [15] based on the relation between the pair scaling function/wavelet
(ϕ,ψ) and the quadrature mirror filter pair (h, g), which in our application is
the filter pair introduced in [22].
(a) at a fixed time t (b) evolution over time
Figure 2. A cartoon-like object with the main relevant geomet-
rical and dynamical quantities (see text for details).
3. Representation of Spatio-Temporal points
In this section we propose a representation which allows us to aggregate local
spatio-temporal information provided by shearlets in order to enhance different
types of discontinuities of a 2D + T signal.
Fixed a scale ĵ, we associate to any point m̂ of the 2D + T signal the repre-
sentation defined by the following three step procedure, depicted in Figure 3.
1 - Reorganize the shearlet coefficients at the point m̂.
(i): Defined the set of discrete shearings
K =
{
k = (k1, k2) | k1, k2 = −d2j/2e, . . . , d2j/2e
}
. (6)
of sizeM×M , we reorganize the information provided by SH[f ](`, ĵ, k, m̂)
in three M ×M matrices , with M equal to the cardinality of the set{
k1 | k1 = −d2j/2e, . . . , d2j/2e
}
(in Figure 3, M is equal to 5). Each ma-
trix is associated with a pyramid `, where each entry is related to a
specific shearing: C`(r, c) = SH[f ](`, ĵ, krc, m̂) with ` = 1, 2, 3, where
r, c = 1, . . . ,M and krc is the corresponding shearing in Kj defined in
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Eq. (6). Figure 3 (a) shows the three matrices for a specific space-time
point.
(ii): We merge the three matrices in a single one, by recombining them
relatively to the maximum absolute value shearlet coefficient (Figure 3
(b)). Fixed a scale j and the corresponding set of shearings K, we tile
the three matrices C1, C2, C3 in a bigger matrix C. Then, we shift the
entries both horizontally and vertically, in such a way that the obtained
C is centered on kmax, the shearing corresponding to the coefficient
with the maximum value in the set SH[f ](`, ĵ, k, m̂), with ` = 1, 2, 3,
and k ∈ K. This property is necessary to obtain a rotation invariant
representation in the following steps of this pipeline, for the values in C
are redistributed similarly when two similar spatio-temporal structures
are considered, even if they are oriented differently in the space-time
domain. The matrix C models how the shearlet coefficients vary in a
neighborhood of the direction with maximum variation, and it is built so
that coefficients associated with close shearings are also close in C. We
will see how different kinds of spatio-temporal elements can be associated
with different kinds of local variations in C. These different patterns can
be better appreciated with a 3D visualization (see Figure 4).
2 - Compute a rotation-invariant representation
(i): We group the available shearings in subsets s̄i, according to the fol-
lowing rule: s̄0 = {kmax} and s̄i will contain the shearings in the i-th
ring of values from kmax in C (as highlighted Figure 3 (c)). We extract
the values corresponding to the coefficients for s̄1 (by looking at the 8-
neighborhood of kmax), then we consider the adjacent outer ring (that is,
the 24-neighborhood without its 8-neighborhood) to have the coefficients
corresponding to s̄2, and so on (Figure 3 (d) and (e)).
(ii): We build a vector containing the values of the coefficients correspond-
ing to each set as follows:




s̄2 . . . ;
where _ is the concatenation operator, we define coeffs̄i to be the set of
coefficients associated with each shearings subset s̄i:
coeffs̄0 = SH[f ](`kmax , ĵ, kmax, m̂)
coeffs̄i =
{
SH[f ](`s̄i , ĵ, ks̄i , m̂), ks̄i ∈ s̄i
}
,
where `kmax is the pyramid associated with the shearing kmax and where
`s̄i represents the pyramid associated to each shearing ks̄i .
(iii): Finally, we obtain the representation D(m̂) for point m̂. The size of
the representation depends on the number M of shearings and the scale
j.
3 - Derive a final reduced representation The representation D(m̂)
entangles the relationships between the direction of maximum variation smax
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for a given point m̂ and the directions corresponding to the other shearings
k 6= smax, organized in squared rings of increasing side, see Figure 3 (b) where
the colors label the different rings. In real applications, in order to ensure
stability it is often useful to have a more compact representation.
(i): To this aim, the final compact representation F(m̂) is obtained by
summing up the shearlet coefficients in the same squared ring (see Fig-
ure 3 (f)). For example, the first entry of the vector F(m̂) is simply the
shearlet coefficient corresponding to smax (the yellow pixel in Figure 3
(b)), the second entry of F(m̂) is the sum over the eight shearlet coeffi-
cients associated with the shearings in the second ring (the blue pixels in
Figure 3 (b)), and so on. We consider two instances of the representation
F(m̂):
• Fi(m̂), built by only considering the representation D(m̂) at a single
scale i,
• Fi,j(m̂), obtained by concatenating the reduced representations Fi(m̂)
and Fj(m̂), at scales i and j.
Figure 3. The main steps of the 2D+T signal representation pro-
cedure: (a) we compute matrices C1(r, c), C2(r, c) and C3(r, c),
(b) we create the object C, (c-d) we map subsets of elements (i.e.
shearlet coefficients) of C to different parts of a vector, (e) we
obtain the representation D(m̂) for our point, (f) we make the
compact descriptor F(m̂).
Figure 4 shows a possible way to visualize the values contained in the matrix
C for two different points, the idea is to view the object C as a height-map
so that to have an insight about the directions in which we found the highest
variations (the visualization in Figure 4 (c) is the one corresponding to the object
C shown in Figure 3 (b)).
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(a) selected points (b) edge (c) corner
Figure 4. Example of visualization in 3D of the result of the
process, for these example we selected a static spatial edge (the
blue circle) and a static spatial corner (the red circle), which are
characterized by two different behaviors of change.
In the next section we show how this representation can be useful to charac-
terize each point in our signal with respect to its spatio-temporal nature.
4. Evaluations
In this section we show the the effectiveness of shearlet coefficients in capturing
differences among different space-time discontinuities. We consider a synthetic
example and a real world video sequence.
4.1. Synthetic data. The first sequence is a stationary square, which at frame
64 starts to move up with constant speed until frame 108, when the square stops
to move. To avoid boundary problems, the sequence is composed of white frames
before frame number 20 and after frame number 108, for a total of 128 frames.
Figure 5 (a-c) shows a selection of meaningful frames in the synthetic sequence,
while Figure 5 (d) shows the 3D shape we obtain by stacking the video frames
one on top of the other.
The very simple synthetic sequence contains three spatio-temporal features,
which can be easily identified on the 3D shape: 3D corners, edges, and surface
points. We test the shearlet-based representation introduced in the previous
section on these three classes of points. We sample four 3D corners, points on
spatio-temporal edges, and a set of points living on spatio-temporal surfaces.
These different sets of elements are highlighted in Figure 6 (a-c), while in Fig-
ure 6 (d-f) we show our representations averaged over all the points of each
specific class.
These figures show that our representation is very distinctive and easily allows
to detect the kind of spatio-temporal features.
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(a) 20-64 (b) 65-107 (c) 108 (d) resulting shape
Figure 5. (a-c) sample frames of the video sequence used to gen-
erate the shape taken into account in this section, and (d) the
shape resulting from the behavior of the black square within the
sequence.
(a) 3D corners (b) edges (c) surface points
(d) (e) (f)
Figure 6. Examples of points on the 3D shape considered (a-c)
and corresponding average shearlet-based representation (d-f).
4.2. Real world data. We now consider a real video from the KTH dataset
[23]. In the video sequence a subject is executing a boxing action, repeatedly
moving his arms back and forth.
Figure 7 shows three meaningful frames and in (d) the 3D shape obtained by
stacking the person’s silhouette as the action takes place. The latter allows us
to obtain a visual impression of the 3D shape associated with meaningful areas
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in the image (the boxing person), although in the following we will consider the
entire image, including background information.
(a) frame 30 (b) frame 32 (c) frame 37 (d) 3D shape
Figure 7. (a-c) sample frames of the boxing sequence and (d)
corresponding shape generated from the movement.
As in the case of synthetic data, we select points which are associated with dif-
ferent spatio-temporal behavior and, for each of them, we compute our shearlet-
based descriptor. The results can be appreciated in Figure 8. We sampled four
points located on the red line in Figure 8 (b) to create the corresponding repre-
sentation in Figure 8 (e), while in the two other cases the points used are only
the ones shown in the corresponding pictures on the upper row.
While for surface points the behavior is similar both in the synthetic and in
the boxing scenario, things are a little bit different in the two other cases. This
is because both spatial and temporal variations in real data are less significant,
and the signal discontinuities are not as strong. This can be seen in Figure 8
(d), where the shearlet coefficients corresponding to the changes occurring on
the time dimension are less pronounced (these changes are highlighted with the
light gray overlay). However, our representation correctly handles the cases in
which there is not any temporal change, keeping the corresponding values near
to zero (as in Figure 4 (c), where the changes along the temporal dimension
contribute for values lower than 10−3).
4.3. Spatio-temporal Points Classification. We now try to classify the points
belonging to the two 2D + T signals we considered in the previous sections. To
do so, we carry out two different processes in the two cases:
• for the synthetic data (square sequence) we consider the 3D shape and
we classify each point of its surface by calculating the distance between
its representation D(m) and the three average representations in Figure
9, then each point is colored on the basis of the representation it is most
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(a) 3D corners (b) edges (c) surface points
(d) (e) (f)
Figure 8. Examples of points on the 3D boxing shape (a-c) and
corresponding average shearlet-based representation (d-f).
similar to.
• for the real data (boxing sequence), we consider the image sequence and
calculate the representation F(m) for all the points of a single frame at
time t; then we cluster them with a k-means algorithm. The different
colors in Figure 10 (b-c) represent the way the points have been grouped
together by using a different number of clusters K. It is possible to see
how a larger number of clusters allows us to capture a richer dynamic,
characterizing the movement represented in the sequence (by separating
the moving parts in different groups, and also segmenting points belong-
ing to shadows), while with a lower number of groups separates points
belonging to the still parts of the subject and points belonging to moving
elements.
The effectiveness of our representations are shown in Figure 11, where we
compare them with the result of clustering the raw shearlet coefficients. In all
examples we fix the number of clusters to k = 8. By applying k-means to the
shearlet coefficients we obtain the clusters shown in Figure 11 (a). It can be
noticed how points belonging to similar primitives (the arms moving back and
forth, and the moving front side of the jacket) are separated in two different
groups. Also, points distributed along the back of the subject are not grouped
in the same set, even if their spatio-temporal behavior is the same.
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(a) shape (b) classification
Figure 9. Example of classification of the surface points of our
shape: surface points (blue), edges (red) and 3D corners (green).
(a) frame (b) F2(m̂), k=3 (c) F2(m̂), k=8
Figure 10. Example of clustering all the points within a fixed
frame of a real world sequence; the reduced representation F2(m̂)
is fed to a clustering process considering (b) 3 clusters and (c) 8
clusters (see text for details).
Instead, if we consider our representations built on top of shearlet coeffi-
cients, we can see how the clustering process correctly separates points which
are associated with different spatio-temporal primitives, by grouping together
the elements which are moving in two different sets w.r.t. their spatial appear-
ance (see the white and magenta point sets). Also the points along the back of
the subject and belonging to the other straight and still edges are coherently
grouped together (this is particularly effective with the reduced representation
F2(m̂), see the black-colored points in Figure 11 (c)). In this last case we have
considered only the coefficients belonging to a single scale j = 2, if we also con-
sider the ones belonging to a finer one j = 3 representing the behavior of the
signal at higher frequencies, and we concatenate the two representations we ob-
tain an even more precise separation of all the points of the previously selected
frame (see Figure 11(d)).
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(a) SH[f ] (b) D(m̂) (c) F2(m̂) (d) F2,3(m̂)
Figure 11. Results of a k-means clustering executed with k=8
clusters: (a) using the shearlet coefficients as they are provided
by the 3D Shearlet Transform, (b) exploiting our representation
and considering a single scale, (c) using our compact represen-
tation and considering a single scale (d) or concatenating the
information coming from two scales.
Figure 12. Frames from a che vuoi gesture from the ChaLearn
datasets: the male depicted raises bot hands and shakes them,
before lowering them again.
Figure 13 shows a similar result from a different sequence drawn from another
reference benchmark dataset [23]— significant frames are shown in Figure 12.
We can see that, by considering the same number of clusters k = 8 our reduced
representation F(m̂) produces meaningful groups of points, also highlighting cor-
rectly the richer spatio-temporal behavior of the hands of the subject, which in
this particular sequence are moving toward the upper part of his body. Instead
if we cluster the raw shearlet coefficients, dynamic points are grouped together
with background areas (see red-colored points).
Finally, Figures 14 and 15 show the clusters obtained from the F2(m̂) and
F3(m̂) respectively, for different choices of k = 4, 8, 12. In this case the higher
resolution of the original image, allows us to appreciate the different structures
highlighted at the two different scales. It can also be noticed how the dynamic
event of the two hands moving up and down is better captured at the finer scale,
as expected.
5. Conclusion
In this paper we considered dynamic video sequences regarded as 2D + T
signals, and we explored the use of the 3D-shearlet transform with the purpose
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(a) sample frame (b) SH[f ] (c) F3(m̂)
Figure 13. Results of the clustering process (with k=8) of a frame
from the ChaLearn dataset [7] and (b) using directly the shearlet
coefficients, (c) by means of our representation.
(a) F2(m̂), k=4 (b) F2(m̂), k=8 (c) F2(m̂), k=12
Figure 14. Results of a k-means clustering by fixing the scale
parameter j = 2 and changing the number of clusters created.
(a) F3(m̂), k=4 (b) F3(m̂), k=8 (c) F3(m̂), k=12
Figure 15. Results of a k-means clustering by fixing the scale to
the finest available and changing the number of clusters created.
of representing the local behavior of the signal and highlight different types of
space-time interest points. We derived a procedure to represent the behavior
of the 2D + T signal in a very compact way. To assess the effectiveness of our
representation, we applied an unsupervised clustering algorithm which allowed
us to segment a video frame into coherent groups of interest points. We con-
sidered both synthetic and real video sequences. In the case of real data, our
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representation is also compared with similar results obtained by clustering the
raw shearlet coefficients, where we notice very clearly the benefit of the proce-
dure we propose.
The representation appears to be very promising for future applications to video
analysis and action recognition.
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