McKay, Conover and Beckman (1979) introduced Latin hypercube sampling (LHS) for reducing variance of Monte Carlo simulations. More recently Owen (1992a) and Tang (1993) generalized LHS using orthogonal arrays. In the Owen's class of generalized LHS, we dene extended Latin hypercube sampling of strength m (henceforth denoted as ELHS(m)), such that ELHS(1) reduces to LHS. We rst derive explicit formula for the nite sample variance of ELHS(m) by detailed investigation of combinatorics involved in ELHS(m).
INTRODUCTION
Monte Carlo simulation is often used to evaluate the expectation of a statistic W = g(X 1 ; . . . ; X K ), which is not analytically tractable. In usual Monte Carlo simulations simple random sampling (SRS) is used to generate sample points. SRS is widely applicable because of its simplicity. However its sampling variance is often large and many replications are needed to achieve desired precision. Therefore methods for reducing sampling variance of SRS are of great importance. One way of reducing variance of SRS is to scatter the sample points more uniformly over the sample space than SRS. This is the basic idea of various techniques known as quasi-Monte Carlo methods. See Niederreiter (1992) for a review. Uniformity can be achieved by stratifying the sample space. LHS can be interpreted as a method for stratifying each univariate margin simultaneously. A natural extension is to stratify each m-variate margins simultaneously, which can be achieved by the sampling design based on orthogonal arrays. Owen (1992a) and independently Tang (1993) proposed orthogonal array (OA) based sampling. They showed that OA based sampling can improve L H S substantially. W e will dene a class of extended Latin hypercube sampling ELHS(m) o f strength m, m K, such that ELHS(1) is equivalent to LHS.
The reduction of variance by LHS and ELHS is closely related to ANOVA (Analysis of Variance) decomposition of the statistic W . Stein (1987) showed that LHS asymptotically lters out main eects of W . Therefore LHS asymptotically achieves variance reduction for any statistic W . Similarly, O A based sampling asymptotically lters some higher order interactions as well, and hence asymptotically achieves further variance reduction for any statistic. However for the nite sample case, LHS and its generalizations do not necessarily lead to variance reduction due to combinatorial complications.
In order to investigate reduction of nite sample variance we rst derive explicit expression of the nite sample variance of ELHS(m) in terms of the ANOVA decomposition of the nite sample cell mean function of W = g(X 1 ; . . . ; X K ). Although Owen (1992a) describes nite sample variance of OA based sampling with the aid of results by Patterson (1954), Patterson's results are stated without proof. Using the expression of nite sample variance of ELHS(m) we derive a sucient condition for the reduction of the variance of ELHS(m) o v er SRS. Our sucient condition is given in terms of m-variate monotonicity of the statistic g(X 1 ; . . . ; X K ). For the case of m = 1, our sucient condition requires that g is monotone in any K 0 1 v ariables out of K variables X 1 ; . . . ; X K . The sucient condition given by McKay, Conover and Beckman (1979) requires that g is monotone in each X i ; i = 1 ; . . . ; K . Thus our result for m = 1 strengthens the result of McKay, Conover and Beckman (1979) .
The organization of the paper is as follows. In Section 2 we dene ELHS(m) a n d introduce appropriate notational conventions. In Section 3 we derive explicit expression for the nite sample variance of ELHS(m). Based on this expression, we give a sucient condition for reduction of nite sample variance of ELHS(m) o v er SRS in Section 4. In Section 5 we perform some numerical simulations to conrm our theoretical results. In Section 6 we make some additional comments on LHS and OA based sampling. Suppose that the evaluation of this expectation is not analytically tractable and we use Monte Carlo methods. In our extended Latin hypercube sampling dened below, the sample points are generated in two steps. For the rst step we partition the sample space R K into N K cells of equal probability 1=N K and choose N m , m K, cells out of N K cells using random orthogonal array. F or the second step the actual sample points are generated according to the conditional distribution on the chosen cells.
We now describe the rst step. A N m 2 K matrix D, with elements taken from a set of N symbols, is called an orthogonal array of strength m (m K), size N m , K constraints, N levels, frequency , i f i n a n y N m 2 m submatrix of D each of the all possible 12 m row vectors occurs the same number of times. Such an array is denoted by OA(N m ; K ; N ; m ). Without essential loss of generality, we only consider the case = 1 as in the original LHS of McKay, Conover and Beckman (1979).
Orthogonal array is a natural generalization of orthogonal Latin squares. Plackett and Burman (1946) generate orthogonal arrays of strength 2 by combining mutually orthogonal Latin squares. Rao (1947) formulates the concept of orthogonal arrays in general form and gives the lower bound of N for xed m; K. Bose and Bush (1952) give sucient condition for existence of orthogonal arrays, since they do not always exist. Lemma (1); ...; (N)) is a particular permutation of (1; . . . ; n ). S N has N! elements. Consider the uniform distribution on S N , where each permutation of S N has the equal probability 1=N!. We choose K permutations j ; j= 1 ; . . . ; K ;independently and uniformly from S N and we apply j 2 S N to the jth column of D 0 , j = 1 ; . . . ; K . The ij element of the resulting array i s j (d ij ).
In addition to the above randomization of the elements of each column of D 0 we also consider permutation of the rows of D 0 as in Tang (1993) . This randomization is needed only for the sake of clear argument and can be omitted in practice. Note that the above columnwise randomization does not guarantee the exchangeability of the rows of the resulting array. This lack of exchangeability of the rows can be overcome by randomly permuting the rows of the array D 0 . Let z i correspond to the following cell in the sample space R K :
Note that these cells have the same probability 1=N K under the joint distribution F of (X 1 ; . . . ; X K ).
For the second step we generate random vector (X i1 ; . . . ; X iK ) in the cell P Suppose that a sample point X is obtained from a cell z. We call the conditional expectation E[g(X)jz] the cell mean function and denote it by ( z1z2111zK 0 0 1 (z i1 ) 0 1 (z i2 ) 0 1 (z i3 ) 0 2 (z i1 ; z i2 ) 0 2 (z i1 ; z i3 ) 0 2 (z i2 ; z i3 )); and we continue this process to K . Summation over z i is always taken from 1 to N and from now on we omit the range 1 z i N from the summation signs.
We denote the sum of squares of sth order interaction eects by 
We will prove The rest of this section is devoted to the proof of Theorem 1. Our proof is given in the form of Lemma 2 through Lemma 5.
If the cell selections are independent, the two step generation process of the last subsection amounts to SRS. Therefore the dierence in SRS and ELHS comes from the restriction on selection of the cells. Let Now this conditional probability does not depend on the fact that we h a v e xed y = (1; 1; . . . ; 1). Any other particular value of the vector y leads to the same conditional probability. Therefore the conditional probability is equal to the unconditional probability w(h).
Q.E.D. Dene
w(h) of (5) gives the probability P ((y;z) 2 Q(h)) = P(Q(h)). The number of elements belonging to Q(h) 
It is obvious that the conditional distribution of (y; z) given (y; z) 2 Q(h) is uniform over Q(h). Furthermore by symmetry E( y jQ(h)) = E( z jQ(h)) = . Therefore Cov( y ; z j Q(h) ) = 1
This conditional covariance of y and z is evaluated as follows. In each case, (8) shows that the tth order interaction terms appear Proof 
Note that 01 times the right hand side of this inequality corresponds to the covariance of partially averaged cell mean function: Now the lemma follows from 
Supposing that the reduction of variance under LHS holds, the reduction under m = 2 is assured if (26) is nonpositive. As in our argument for LHS, we reduce the number of arguments via induction. We formulate an extension of the monotonicity at m = 2 a s Figure 1 and Figure 2 . In Figure 1 the histograms of T R and T EL are compared on a same scale. Figure 2 gives the histogram of T EL in more detail. From Figure 1 we see that T EL is much more concentrated around the true value . The numerical results of our simulation are summarized in Method to map z ij into X ij is a controversial point. Although it produces bias, we can make r r = 0 by obtaining x ij deterministically given z ij . Hence one should consider the tradeo between bias and variance. Owen (1992a) discusses midpoint rule and rectangular rule. Tang (1993) introduces Latin hypercube structure to the cells, i.e. the sample points in the given cells are generated by using a method like LHS. Under this stratication, r r is reduced when W is additive. To achieve specic objectives, some authors add restriction on the Latin hypercube design. Handcock (1991) proposes \cascading" Latin hypercube design. Sample points are obtained by using modied LHS with midpoint rule, and a few points from the same cells are added with LHS. In the literature of experimental design, optimality of permuted generator arrays is discussed. Uniformity of the sample points is improved by restricting permutations. Tang (1994) introduces a criterion to compare design arrays. Shaw (1988) reviews criteria of uniformity. In our assumption, each axis is independently distributed. Iman and Conover (1982) treat dependency in LHS, and Owen (1994) proposes another algorithm for controlling correlations. Stein (1987) discusses central limit theorem for LHS and Owen (1992b) gives a proof of the central limit theorem using the method of moments. It is natural to expect that the central limit theorem holds for T EL under appropriate regularity conditions. See Figure 2 .
