Hybrid systems with memory are dynamical systems exhibiting both delayed and hybrid dynamics. Such systems can be described by hybrid functional inclusions. Classical invariance principles play an instrumental role in proving stability and convergence of dynamical systems. Invariance principles for general hybrid systems with delays, however, remain an open topic. In this paper, we prove invariance principles for hybrid systems with memory, using both Lyapunov-Razumikhin function and Lyapunov-Krasovskii functional methods. These invariance principles are then applied to derive two stability results as corollaries.
Introduction
Hybrid systems with memory refer to a class of dynamical systems exhibiting both delayed and hybrid dynamics. Such systems naturally occur, e.g. in control applications where hybrid control algorithms are used with the presence of delays in the control loop, and have attracted considerable attention in the past decade (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] ). Classical invariance principles [9, 10] play an instrumental role in proving stability and convergence properties of dynamical systems. As such, they have been extended by various authors to hybrid dynamical systems (e.g., [4, [11] [12] [13] [14] [15] [16] [17] [18] ) and time-delay systems (e.g., [4, 19, 20] ).
Invariance principles for general hybrid systems with delays, however, remain an open topic. The main difficulty in establishing such results lies in proving certain invariance properties of the limit set of memories resulted from a hybrid trajectory. For ordinary differential equations or hybrid systems without delays, the limit set involves no memory and is a subset of the Euclidean space. For delay differential equations, such memories are always encoded in continuous functions and the notion of uniform convergence topology is well-suited for studying their limits. The memory for hybrid systems with delays, however, could include discontinuities caused by jumps. Consequently, the uniform convergence topology is no longer appropriate for analyzing the limit behaviors of such systems.
Recent work in [21, 22] introduces a framework for studying hybrid systems with delays through generalized solutions. To overcome the difficulty in handling discontinuities caused by jumps in hybrid systems with delays, the results in [21, 22] rely on a phase space of hybrid memory arcs equipped with the graphical convergence topology, instead of a space of piecewise continuous functions equipped with the conventional uniform convergence topology. By using tools from functional differential inclusions, basic existence and well-posedness results have been established [23] . Moreover, stability results using both Lyapunov-Razumikhin function and Lyapunov-Krasovskii functional methods have also been proved [22, 24] .
The main contributions of this paper include two new invariance principles established for hybrid systems with memory. This work was made possible by applying the notion of graphical convergence of hybrid memory arcs along the line of work in [21, 22] . As main applications of these new invariance principles, we show that two stability results for hybrid systems with memory can be derived as immediate corollaries.
The rest of this paper is organized as follows. In Section 2, we present some preliminaries for hybrid systems with memory, mainly taken from [23] , and prove a basic proposition that concludes weak invariance of the limit set, in graphical convergence sense, of the memories resulted from a hybrid trajectory. Section 3 include the main results on invariance principles and Section 4 illustrate two main applications of the invariance principles in the stability analysis of hybrid systems with memory. We illustrate the stability results with a simple example in Section 5 and conclude the paper in Section 6.
Preliminaries
Notation. R n denotes the n-dimensional Euclidean space with its norm denoted by |·|; Z denotes the set of all integers;
. .}, and Z ≤0 = {0, −1, −2, . . .}.
Hybrid systems with memory
Definition 2.1 ([23]). Consider a subset E ⊆ R × Z with E = E ≥0 ∪ E ≤0 , where E ≥0 := (R ≥0 × Z ≥0 ) ∩ E and E ≤0 := (R ≤0 × Z ≤0 ) ∩ E. It
is called a compact hybrid time domain with memory if
and
for some finite sequence of times
is a compact hybrid time domain with memory. The set E ≤0 is called a hybrid memory domain.
Definition 2.2 ([23])
. A hybrid arc with memory consists of a hybrid time domain with memory, denoted by dom x, and a function x : dom x → R n such that x(·, j) is locally absolutely continuous on I j = {t : (t, j) ∈ dom x} for each j ∈ Z such that I j has nonempty interior. In particular, a hybrid arc x with memory is called a hybrid memory arc if dom x ⊆ R ≤0 × Z ≤0 .
We shall simply use the term hybrid arc if we do not have to distinguish between the above two hybrid arcs. We write
We shall use M to denote the collection of all hybrid memory arcs. Moreover, given ∆ ∈ [0, ∞), we denote by M ∆ the collection of hybrid memory arcs ϕ satisfying the following two conditions:
Given a hybrid arc x, we define an operator A
where • a set D ⊆ M ∆ , called the jump set;
Definition 2.4. A hybrid arc is a solution to the hybrid system H
The 
Set convergence and graphical distance
The following notion of set convergence is taken from [25, Chapter 4] .
The outer limit of the sequence, denoted by lim sup i→∞ H i is the set of all x ∈ R n for which there exists a subsequence Let cl-sets ̸ ≡∅ (R n ) denote the collection of all nonempty, closed subsets of
which is called the (integrated) set distance between A and B. This distance indeed characterizes set convergence of sets in cl-sets ̸ ≡∅ (R n ) as recalled below.
Theorem 2.1 ([25, Theorem 4.42]). A sequence S i ∈ cl-sets ̸ ≡∅ (R n ) converges to S if and only if d(S
is a separable, locally compact, and complete metric space.
Consider the following subspaces of (M ∆ , d) for some b, λ ≥ 0:
proposition is proved in [23] as a corollary of Theorem 2.1.
• we write ϕ i
One of the main motivations of considering graphical convergence, instead of uniform convergence, for hybrid memory arcs is that graphical convergence is more suitable for handling the jumps in hybrid memory arcs, as illustrated by the following simple example. 
Example 2.1. Consider a sequence of hybrid memory arcs {ϕ
In other words, the sequence of hybrid memory arcs {ϕ i } ∞ i=1 would not converge to ϕ in this sense.
Nominal well-posedness
A standing assumption of this paper is that a hybrid system with memory is nominally well-posed, which is a special case of well-posedness considered in [23] . 
is locally eventually bounded (that is, for any m > 0, there exist N > 0 and k > 0 such that, for all
is not locally eventually bounded, then there exist some T , J ∈ (0, ∞) and a sequence {t i }
The following is a list of basic conditions on the data of the hybrid system 
The following result first appeared in [21] and the proof was included in [23] as a special case of well-posedness.
Theorem 2.2 ([21,23]). If a hybrid system with memory H
The main focus of this paper is on invariance principles for hybrid systems with memory. The readers are referred to [21, 23] for existence of generalized solutions and well-posedness for hybrid systems with memory. Some preliminaries on invariance and limit set for hybrid systems with memory are given next.
Limit set and weak invariance
Now we are ready to present and prove some preliminary results on invariance properties of the limit set of a pre-compact (i.e., bounded and complete) solution to H ∆ M in terms of graphical convergence. Definition 2.8. The ω-limit set of a hybrid arc with memory x : dom ϕ → R n , denoted by Ω(x), is the set of all hybrid memory arcs ϕ ∈ M ∆ for which there exists a sequence of pairs {( To prove this proposition, the following lemma, recalled from [23] , is used. 
To prove this, note from Lemma 2.1 that there exists a sequence of pairs
This shows that Ω(x) is weakly positively invariant. 
Now we prove that
A ∆ [t,j] x gph −→ Ω(x) as t + j → ∞ and (t, j) ∈ dom ≥0 (x).t i , j i ) ∈ dom ≥0 (x) such that d(A ∆ [t i ,j i ] x, ϕ) ≥ ε for all ϕ ∈ Ω(x). Since A ∆ [t i ,j i ] x is a
Invariance principles
In this section, we prove two invariance principles for hybrid systems with memory, one using a Lyapunov-Krasovskii (L-K) functional and the other using a Lyapunov-Razumikhin (L-R) function.
The following result utilizes a Lyapunov-Krasovskii (L-K) functional V and proves an invariance principle for hybrid systems with memory, provided that the growth of V along solutions of the hybrid system is bounded by an integral involving a non-positive functional u c and sums involving a non-positive functional u d . The result generalizes that for hybrid systems without memory [17] (see also Chapter 8 of [26] ) and that for functional differential equations [20] . 
where j(s) = inf {k : (s, k) ∈ dom (x)} and t(j) = inf {s : (s, j) ∈ dom (x)}. Let z be a bounded and complete solution for H ∆ M . The following result utilizes a Lyapunov-Razumikhin (L-K) function V and proves another invariance principle for hybrid systems with memory, provided that certain Razumikhin-type conditions on the growth of V are satisfied by solutions of the hybrid system. The result generalizes that for functional differential equations [19] to hybrid systems. 
Then z approaches the largest weakly positively invariant set
R in V −1 (r) ∩ (u −1 c (0) ∪ u −1 d (0)) ∩ M ∆ b,λ , i.e., A ∆ [t,j] z gph −→ R as t + j → ∞ and (t, j) ∈ dom ≥0 (z),
Proof. Note from (3.1) that
V (A ∆ [t,j] z) is non-increasing for (t, j) ∈ dom ≥0 (z). Moreover, for all t + j ≥ ∆ + 1 such that (t, j) ∈ dom ≥0 (z), we have A ∆ [t,j] z ∈ M A [t,j] z : t + j ≥ ∆ + 1, (t, j) ∈ dom ≥0 (z)  belongs to the compact set M ∆ b,λ . Since V is continuous, V (A ∆ [t,j] z) is bounded from below as t + j → ∞.∈ S H ∆ M with A ∆ [0,0] y = ϕ such that A ∆ [t,j] y ∈ Ω(z) for all (t, j) ∈ dom ≥0 (y). We must have V (A ∆ [t,j] y) = c for all (t, j) ∈ dom ≥0 (y). From (3.1), this implies that, for any (t, j), (t, j) ∈ dom ≥0 (x) satisfying (t, j) ≼ (t, j), we have  t t u c (A ∆ [s,j(s)] y)ds + j  j=j+1 u d (A ∆ [t(j),j−1] y) = 0.(i) ∇V (ϕ(0, 0)) · f ≤ 0 for all ϕ ∈ C such that V (ϕ(0, 0)) ≥ V (ϕ) and all f ∈ F (ϕ); (ii) V (g) ≤ V (ϕ) for all ϕ ∈ D and all g ∈ G(ϕ),
Proof. We aim to prove that
h ′′ ≤ 0, where the last inequality is implied by condition (i). If (b) holds, it follows from the continuity of
The rest of the proof follows exactly from that for Theorem 3.1 with the functional V in Theorem 3.1 replaced by the functional V defined here, with u c = u d = 0.
Stability analysis
In this section, the invariance principles established in the previous section are applied to the stability analysis of hybrid systems with memory, using L-K functionals and L-R functions, respectively. The notion of stability considered is introduced next. 
• (pre-attractive) every complete solution
We start with proving a stability theorem using Lyapunov-Krasovskii functionals. The result has been proved in [24] , under slightly different assumptions. Here, we prove it as a corollary of Theorem 3.1. (C, F , D, G) 
where j(s) = inf {k : (s, k) ∈ dom (x)} and t(j) = inf {s : (s, j) ∈ dom (x)}.
Then W is pre-asymptotically stable for H M .
Proof. It follows from (4.1) that
, which together with condition (i), implies uniform stability. Since W is a compact set, this also implies that all solutions are bounded. From Theorem 3.1, any bounded complete solution approaches (in graphical convergence sense) the largest weakly positively invariant set R in V −1 (c) for some c ≥ 0. If c = 0, then pre-asymptotic stability follows from (i). In fact, uniform convergence of complete solutions to the compact set W follows from the fact that they graphically approach R and (i). 
This contradicts with the fact that
The next stability result is based on a Lyapunov-Razumikhin (L-K) function. Again, the result has been proved in [24] and we prove it as a corollary of Theorem 3.2. 
Proof. Given any x ∈ S H ∆ M , it follows from the same argument as in the proof of Theorem 3.2 that V (A ∆ [t,j] x) is non-increasing for (t, j) ∈ dom ≥0 (x), which together with condition (i), implies uniform stability. Since W is a compact set, this also implies that all solutions are bounded. From Theorem 3.2, any bounded complete solution approaches (in graphical convergence sense) the largest weakly positively invariant set R in V −1 (c) for some c ≥ 0. We claim that
Suppose that R contains some ϕ with ∥ϕ∥ W > 0. Since R is weakly forward invariant, there exists some 
An example
We use a simple example to illustrate the stability analysis of hybrid systems using invariance principles. hold simultaneously.
Remark 5.1. In particular, the analysis above applies to following two cases:
(i) q +q < 0, ρ +ρµ > 1, andρµ < 1. This may correspond to the case where the dynamics during flow are stable, whereas the jump dynamics are not. The conditions in (5.3) can always be satisfied by choosing σ ∈ (q +q, 0) and δ sufficiently large;
(ii) q +q > 0 and ρ +ρµ < 1. This may correspond to the case where the dynamics during flow are unstable, whereas the jump dynamics are stable. The conditions in (5.3) can always be satisfied by choosing σ > q +qµ > 0 and δ sufficiently small.
Conclusions
In this paper, we proved two invariance principles for hybrid systems with memory, which are formulated using hybrid functional inclusions. An important step in establishing such invariance principles is to prove certain invariance properties for the limit set of hybrid memory arcs resulted from a bounded and complete hybrid trajectory. It is shown that such invariance properties can be shown in terms of graphical convergence. Applications of the invariance principles are demonstrated on the stability analysis of hybrid systems memory, where we provided alternative proofs for two recent stability results for such systems. A simple example is used to illustrate how these results can be applied.
