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Abstract
From a topological space, a set with ∞-grupoid structure is built and
this construction is applied to the case of ordered sets equipped with the
Scott topology. The main purpose is to project the λ-model D∞ of Dana
Scott to an extensional λ-model with structure of ∞-grupoid under a
composition operation between cells.
1 Introduction
The system of Martin-Lo¨f Type Theory (MLTT) with identity types [7] was
originally developed to give a formalisation of proofs of identity statements. By
studying the relationship between two elements of a certain type (i.e., two proofs
of a proposition), the relation of two proofs of identity proofs, and so on, one
could have the formal counterpart to such a hierarchical structure of globular
sets. Later on, Vladimir Voevodsky found a connection between MLTT and
algebraic topology, in the sense that identity types can be interpreted as homo-
topy equivalence. This led him to formulate the Univalence Axiom [11], which
gives rise to Homotopy Type Theory (HoTT) [10], where MLTT is interpreted
in a structure of ∞-grupoid [3].
Since MLTT is an extension of simply-typed λ-calculus [2], it can also be
seen as an ∞-grupoid in this topological interpretation given by Scott [9]. Also
for type-free λ-calculus, Dana Scott presented the model D∞ in order to give an
interpretation to λ-terms into the theory of ordered sets. This model is seman-
tically rich in the sense that it is an ordered set with a topology. This allows for
generating a λ-model D∞ with the structure of an∞-grupoid and an operation
of composition between cells based on the operation of path concatenation in
the topology of D∞.
In this paper we build the ∞-grupoid D from a topology space D through
higher groups homotopy [4,5]. We calculate all higher groups generated by any
complete partial order, c.p.o, with the Scott topology [1]. Finally, we apply
the construction of section 3 for the particular case of the c.p.o. D∞ to obtain
∞-grupoid D∞ and we prove that this is isomorphic to D∞, which shows that
D∞ is indeed an extensional λ-model.
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2 Preliminaries
In this section, we present some relevant definitions and theorems about ∞-
grupoids, higher groups and the Scott’s model D∞, necessary for the develop-
ment of the sequel.
2.1 Strict ∞-grupoids
In the literature we can find two types of ∞-groupoids: strict and weak ∞-
grupoids [6]. For this paper we shall only work with the first type. It is well
known that every strict∞-grupoid is weak. It is usual to call a weak∞-grupoid
just ∞-grupoid.
Definition 2.1 (∞-globular set). An ∞-globular set D is a diagram
· · ·⇒st Dn ⇒st Dn−1 ⇒st · · ·⇒st D1 ⇒st D0,
of sets and functions such that
s(s(d)) = s(t(d)), t(s(d)) = t(t(d)),
for all n ≥ 2 and d ∈ Dn.
Definition 2.2. Let D be a globular set and n ∈ N. For each 0 ≤ p < n define
the relation into Dn ×Dn as the set
Dn ×Dp Dn = {(d′, d) ∈ Dn ×Dn : tn−p(d) = sn−p(d′)}.
Definition 2.3 (strict ∞-grupoid). Let a natural number n > 0. A strict
∞-grupoid is an ∞-globular set D equipped with
• a function ◦p : Dn ×Dp Dn → Dn for each 0 ≤ p < n, where ◦p(d′, d) :=
d′ ◦ d and call it a composite of d′ and d,
• a function i : Dn → Dn+1 for each n ≥ 0, where i(d) := 1d and call it the
identity on d,
satisfying the following axioms:
a. (sources and targets of composites) if 0 ≤ p < n and (d′, d) ∈ Dn ×Dp Dn
then
s(d′ ◦p d) = s(d) and t(d′ ◦p d) = t(d′) if p = n− 1,
s(d′ ◦p d) = s(d′) ◦p s(d) and t(d′ ◦ d) = t(d′) ◦p t(d) if p ≤ n− 2,
b. (sources and targets of identities) if 0 ≤ p < n and d ∈ Dn then s(1d) =
d = t(1d),
c. (associativity) if 0 ≤ p < n and d, d′, d′′ ∈ Dn with (d′′, d′), (d′, d) ∈
Dn ×Dp Dn then
(d′′ ◦p d′) ◦p d = d′′ ◦p (d′ ◦p d),
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d. (identities) if 0 ≤ p < n and d ∈ Dn then
in−p(tn−p(d)) ◦p d = d = d ◦p in−p(sn−p(d)),
e. (binary interchange) if 0 ≤ q < p < n and d, d′, e, e′ ∈ Dn ×Dq Dn with
(e′, e), (d′, d) ∈ Dn ×Dp Dn, (e′, d′), (e, d) ∈ Dn ×Dq Dn,
then
(e′ ◦p e) ◦q (d′ ◦p d) = (e′ ◦q d′) ◦p (e ◦q d),
f. (nullary interchange) if 0 ≤ q < p < n and d, d′ ∈ Dp ×Dq Dp, then
1d′ ◦q 1d = 1d′◦qd.
g. (inverse) if 0 ≤ p < n and d ∈ Dn then exist d¯ ∈ Dn with s(d¯) = t(d),
t(d¯) = s(d) such that
d¯ ◦p d = in−p(sn−p(d)), d ◦p d¯ = in−p(tn−p(d)).
If d ∈ Dn, we say that d is an n-cell or an n-isomorphism.
2.2 Higher groups of homotopy
Below we present a definition of higher group with some useful results.
Definition 2.4 (n-path). Let D a space topological. An n-path based on d0 ∈ D
is a continuous map σ : [0, 1]n → D which sends border of [0, 1]n to d0.
It defines the product of n-paths, α ∗ β = γ, as the n-path
γ(t1, . . . , tn) =
{
α(2t1, t2 . . . , tn) if 0 ≤ t1 ≤ 12 ,
β(2t1 − 1, t2 . . . , tn) if 12 ≤ t1 ≤ 1.
This product is known in the literature as concatenation operator between
the n-paths α and β.
Definition 2.5 (Homotopic n-paths). Two n-paths α, β are homotopic in
d0, α ' β, if there exists a continuous map H : [0, 1]× [0, 1]n → D, such that
a. H(0; t1, . . . , tn) = α(t1, . . . , tn), for (t1, . . . , tn) ∈ [0, 1]n,
b. H(1; t1, . . . , tn) = β(t1, . . . , tn), for (t1, . . . , tn) ∈ [0, 1]n,
c. H(s; t1, . . . , tn) = d0, for each s ∈ [0, 1] and each (t1, . . . , tn) ∈ ∂([0, 1]n).
This homotopy is an equivalence relation, and one writes [σ] for the class
of n-paths homotopic to the n-path σ. The set of all classes of homotopies
is denoted by Πn(D, d0), where the product between classes is defined in the
natural way [α] ∗ [β] := [α ∗ β].
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Theorem 2.1. Πn(D, d0) is a group, called the fundamental group of D on d0
of dimension n.
The identity element of the group Πn(D, d0) is the homotopy class of the
constant n-path cd0,n : [0, 1]→ D, i.e., cd0,n(t1, . . . , tn) = d0 for all t1, . . . , tn in
[0, 1].
Definition 2.6 (Homotopic functions). Let D be a topological space. Two
continuous functions f, g : D → D are homotopic, f ' g, if there exists a
continuous map H : D× [0, 1]→ D such that H(d, 0) = f(d) and H(d, 1) = g(d)
for all d ∈ D. H is called a homotopy between continuous functions.
Definition 2.7 (Contractible space). A topology space D is said to be con-
tractible if there exists a constant function fc : D → D, fc(d) = c for each d ∈ D,
homotopic to the identity function ID : D → D. The homotopy H : fc ' Id is
called a contraction.
Theorem 2.2. If D is contractible, then Πn(D, d0) = {cd0,n} for each n > 1.
Remark 2.1. Let D contractible. For each t1, . . . , tn ∈ [0, 1] we have
cd0,n(t1, t2, . . . , tn) = en(t1)(t2) · · · (tn) = d0,
where en : [0, 1]→ Πn−1(D, d0) is the constant path in en−1 defined by recursion
e0 = d0,
en = cen−1 ,
then Πn(D, d) ∼= {en} (group isomorphisms).
2.3 The λ-model Scott’s D∞
Below is a summary of the construction of the D∞ λ-model through c.p.o.s. For
more details see [8].
Definition 2.8 (Directed set). Let (D,v) be a partially ordered. A non-
empty subset X ⊂ D is said to be directed if for all a, b ∈ X, exists c ∈ X such
that a v c and b v c.
Definition 2.9 (Complete partial orders, c.p.o.’s). A c.p.o. is a partially
ordered set (D,v) such that
a. D has a least element (called ⊥),
b. every directed subset X ⊂ D has least upper bound, l.u.b., (called ⊔X).
The pair (D,v) will be called D.
Definition 2.10 (The set N+). Choose any object ⊥/∈ N, and define N+ =
N ∪ {⊥}. For all a, b ∈ N+, define
a v b⇐⇒ (a =⊥ and b ∈ N) or a = b.
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Lemma 2.1. N+ is a c.p.o.
Every c.p.o. has a topology called the Scott topology, which we define below.
Definition 2.11 (Final and inaccessible set). Let D a c.p.o. and A ⊆ D.
The set A is final if it satisfies
a ∈ A and a v b =⇒ b ∈ A,
and A is inaccessible by directedness if for every directed subset X of D,⊔
X ∈ A =⇒ X ∩A 6= ∅.
Definition 2.12 (Scott topology). Let D be a c.p.o. The Scott topology is
defined as follows
σ = {A ⊆ D : A is final and inaccessible by directedness}.
Definition 2.13 (The function-set [D → D′]). For c.p.o.s D and D′, define
[D → D] to be set of all continuous functions from D to D in Scott’s topology.
For φ, ψ ∈ [D → D′], define
φ v ψ ⇐⇒ (∀d ∈ D)(φ(d) v′ ψ(d)).
Lemma 2.2. Let D and D′ c.p.o.s. Then [D → D′] is a c.p.o.
Definition 2.14 (Projections). Let D and D′ be c.p.o.s. A projection from
D′ to D is a pair (φ, ψ) of functions, where φ ∈ [D → D′] and ψ ∈ [D′ → D],
such that
ψ ◦ φ = ID, φ ◦ ψ v ID′ .
Definition 2.15 (The sequence D0, D1, D2, . . .). For each n ≥ 0, define
Dn by recursion
D0 := N+,
Dn+1 := [Dn → Dn].
The v-relation on Dn will be called just ‘ v’. The least element of Dn will be
called ⊥n.
By Lemma 2.2, every Dn is a c.p.o.
Definition 2.16 (Construction of D∞). We define D∞ to be the set of all
infinite sequences
d = 〈d0, d1, d2, . . .〉 ,
such that dn ∈ Dn and ψn(dn+1) = dn, for all n ≥ 0, where ψn is part of
projection (φn, ψn) from Dn+1 to Dn (see [8]).
A relation v on D∞ is defined by
d v d′ ⇐⇒ (∀n ≥ 0)(dn v d′n).
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Lemma 2.3. D∞ is a c.p.o.
Definition 2.17 (Application in D∞). Let a, b ∈ D∞. Define the application
of a to b by
a • b :=
⊔
n≥0
φn,∞(an+1(bn)).
For more detail on projection (φn,∞, φ∞,n) from D∞ to Dn, see [8].
Theorem 2.3. The structure (D∞, •) is extensional, i.e. if a • c = b • c for all
c, then a = b.
Theorem 2.4. D∞ is an extensional λ-model.
3 The ∞-grupoid D generated by an arbitrary
topological space D
Definition 3.1. Let D a topology space. For each n ∈ N, define the ∞-globular
set D
· · ·⇒st Dn ⇒st Dn−1 ⇒st · · ·⇒st D1 ⇒st D0,
as follows
Dn := {Πn(D, d) : d ∈ D},
where Π0(D, d) := d, Πn(D, d) is the fundamental group of dimension n ≥ 1
and
s(Πn+1(D, d)) = t(Πn+1(D, d)) := Πn(D, d).
Remark 3.1. Clearly D is an ∞-globular set, since s = t, i.e., every morphism
is an automorphism, then s ◦ s = s ◦ t and t ◦ t = t ◦ s.
Remark 3.2. For each n ∈ N, the following holds:
Πn(D, d) = Πn(D, d
′)⇐⇒ d = d′.
The fact that D is connected by paths, and thus Πn(D, d) ∼= Πn(D, d′) (isomorphic
groups), it does not imply that they are equal.
Notation 3.1. For each n ∈ N, denote
Dn+1(d0) := {d ∈ Dn+1 : s(d) = t(d) = Πn(D, d0)}.
Proposition 3.1. For each n ∈ N, the following holds
Dn+1(d0) = {Πn+1(D, d0)}.
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Proof. Let d ∈ Dn(d0), then there is d ∈ D such that d = Πn(D, d). By
Definition 3.1 s(d) = t(d) = Πn−1(D, d). Since d ∈ Dn(d0), then Πn−1(D, d) =
Πn−1(D, d0), so d = d0 by Remark 3.2, thus d = Πn(D, d0).
Lemma 3.1. For any natural number n ≥ 1 and for each 0 ≤ p < n,
Dn ×Dp Dn = Diag(Dn ×Dn).
Proof.
Dn ×Dp Dn = {(d, d′) ∈ Dn ×Dn : tn−p(d) = sn−p(d′)}
= {(d, d′) ∈ Dn ×Dn : Πn−(n−p)(D, d) = Πn−(n−p)(D, d′)}
= {(d, d′) ∈ Dn ×Dn : Πp(D, d) = Πp(D, d′)}
= {(d, d′) ∈ Dn ×Dn : d = d′}
= {(d, d′) ∈ Dn ×Dn : d = d′}
= Diag(Dn ×Dn).
Lemma 3.1 indicates that it is enough to define the composition for pairs
(d, d) ∈ Dn ×Dn.
Definition 3.2 (Composition). For each 0 ≤ p < n, define the composition
of d ∈ Dn with itself by
d ◦p d := d ∗p d,
where d ∗p d = {x ∗p y : x, y ∈ d} and ∗p is the paths concatenation operator.
Lemma 3.2. For all n ≥ 1, 0 ≤ p < n e d ∈ Dn,
d ◦p d = d.
Proof. Since (d, ∗p) is a group, it is clear that d ∗p d ⊆ d. On the other hand,
if x ∈ d then x = x ∗p e ∈ d ∗p d, where e is the identity element of the group
(d, ∗p). Thus d ∗p d = d. By Definition 3.2 we have d ◦p d = d.
Definition 3.3 (Identity). For each n ∈ N e d = Πn(D, d) ∈ Dn, define the
identity function i : Dn → Dn+1, i(d) = 1d as follows
1d := Πn+1(D, d).
Theorem 3.1. D is an ∞-grupoid.
Proof. Let n ≥ 1, 0 ≤ p < n. For the axioms related to composition of
morphisms, Lemma 3.1 allows us to verify them by the composition of d =
Πn(D, d) ∈ Dn with itself, then
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a. (sources and targets of composites) by Lemma 3.2 and Definition 3.1 we
have
s(d ◦p d) = s(d) = s(d) ◦p s(d),
t(d ◦p d) = t(d) = t(d) ◦p t(d),
b. (sources and targets od identities) by Definitions 3.1 and 3.3
s(1d) = s(Πn+1(D, d)) = Πn(D, d) = d,
t(1d) = t(Πn+1(D, d)) = Πn(D, d) = d,
c. (associativity) by Lemma 3.2
(d ◦p d) ◦p d = d ◦p d = d ◦p (d ◦p d),
d. (identities) by Definitions 3.1 , 3.3 and lemma 3.2
in−p(tn−p(d)) ◦p d = in−p(Πp(D, d)) ◦p d = Πp+n−p(D, d) ◦p d = d ◦p d = d,
d ◦p in−p(sn−p(d)) = d ◦p in−p(Πp(D, d)) = d ◦p Πp+n−p(D, d) = d ◦p d = d,
e. (binary interchange) let 0 ≤ q < p < n, by Lemma 3.2
(d ◦p d) ◦q (d ◦p d) = d ◦q d = (d ◦q d) ◦p (d ◦q d),
f. (nullary interchange) let 0 ≤ q < p < n, by Lemma 3.2
1d ◦q 1d = 1d = 1d◦qd,
g. (inverse) by Lemma 3.2 and (d)
d ◦p d = d = in−p(tn−p(d)) = in−p(sn−p(d)),
thus d is the inverse of itself.
Next we define D as a set in the sense of ZF set theory.
Definition 3.4 (The set D). Define D as the set of all the infinite sequences
d := 〈d0, d1, d2, . . . 〉,
such that dn ∈ Dn e s(dn+1) = t(dn+1) = dn, for each n ∈ N.
Equality in D is defined as
a = b⇐⇒ an = bn,
for all n ∈ N.
Proposition 3.2. d ∈ D if and only if there exists d ∈ D for all n ∈ N, such
that dn = Πn(D, d).
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Proof. Let d ∈ D, then d0 ∈ D0, i.e., d0 = Π0(D, d) for some d ∈ D. Suppose
that dn = Πn(D, d) and we will prove by induction that dn+1 = Πn+1(D, d).
Since d ∈ D, by induction hypothesis s(dn+1) = t(dn+1) = dn = Πn(D, d).
By Proposition 3.1 we have dn+1 = Πn+1(D, d). On the other hand, if dn =
Πn(D, d) for every n ∈ N, then s(dn+1) = t(dn+1) = Πn(D, d) = dn for all
n ∈ N, thus d ∈ D.
Proposition 3.3. Let a, b ∈ D, such that an = Πn(D, a) and bn = Πn(D, b)
for all n ∈ N, then
a = b⇐⇒ a0 = b0.
Proof. If a = b, by Definition 1.4 we have a0 = b0. Se a = a0 = b0 = b, clearly
an = Πn(D, a) = Πn(D, b) = bn.
4 The extensional λ-model D∞
Lemma 4.1. Let D be a c.p.o. If A 6= D, then ⊥/∈ A.
Proof. Let A be an open from D. Suppose ⊥∈ A. Since D is a c.p.o, then for
all d ∈ D we have ⊥v d. Since A is final, ⊥∈ A and ⊥v d, then d ∈ A. Thus
A = D, which is a contradiction.
Theorem 4.1. If D is a c.p.o. then Πn(D, d) = {cd,n}, for all d ∈ D and
n > 1.
Proof. By Theorem 2.2, it is enough to check that D is contractible, i.e., one has
to check that for the identity function ID : D → D there exists some constant
function fc : D → D such that fc ' ID. Consider the map H : D × [0, 1]→ D
defined by
H(x, t) =
{
⊥ if t = 0,
x if t ∈ (0, 1]
and let us show that H is a contraction from D. Clearly H( · , 0) = f⊥(·) and
H( · , t) = ID(·) if t ∈ (0, 1]. Now let any open A 6= D, then
H−1(A) = {(x, t) ∈ D × [0, 1] : H(x, t) ∈ A}
= ({x ∈ D : H(x, 0) =⊥∈ A} × {0}) ∪ ({x ∈ D : x ∈ A} × (0, 1])
= (∅ × {0}) ∪ (A× (0, 1]) (by Lemma 4.1 ⊥/∈ A)
= A× (0, 1],
which is an open from D× [0, 1], then H is continuous. Thus H is a contraction
from D.
Notation 4.1. According to Definition 3.1, note by D∞ the ∞-grupoide gen-
erated by the c.p.o. D∞ with the Scott topology.
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Remark 4.1. By Definition 2.16, Theorem 4.1 and Remark 2.1, we have that
Π0(D∞, d) = d = 〈d0, d1, d2, . . . 〉, Π1(D∞, d) ∼= {cd}, Π2(D∞, d) ∼= {ccd}, . . . .
Thus, according to Definition 3.4 each d ∈ D∞ can be seen as the infinity matrix
d ∼= 〈d, cd, ccd , . . . 〉 :=

d0 cd0 ccd0 · · ·
d1 cd1 ccd1 · · ·
d2 cd2 ccd2 · · ·
...
...
...
. . .

Definition 4.1 (Application in D∞). For a, b ∈ D∞ such that a0 = a and
b0 = b, define the n-th element of a • b by the operation
an • bn := Πn(D∞, a • b).
Remark 4.2. By Definition 3.4 we can express the application of a to b in D∞
as the infinite sequence
a • b = 〈a0 • b0, a1 • b1, a2 • b2, . . .〉 = 〈a • b,Π1(D∞, a • b),Π2(D∞, a • b), . . .〉 .
Theorem 4.2. (D∞, •) is an extensional λ-model.
Proof. It is enough to show that the mapping F : (D∞, •)→ (D∞, •) such that
(F (a))n = Πn(D∞, a) for each n ∈ N, is an isomorphism.
(F (a) • F (b))n = (F (a))n • (F (b))n
= Πn(D∞, a) •Πn(D∞, b)
= Πn(D∞, a • b)
= (F (a • b))n ,
for all n ∈ N. This is F (a) • F (b) = F (a • b).
F is injective. Let F (a) = F (b), by Proposition 3.3 we have a = (F (a))0 =
(F (b))0 = b.
F is surjective. Let a ∈ D∞, then we have a0 = a for each a ∈ D∞. Thus
F (a) = a.
5 Conclusions
Starting from any topological space that models extensional λ-calculus, we build
an ∞-grupoid that also models extensional λ-calculus. This construction was
applied to a particular c.p.o., resulting in a constant cell infinite sequences set,
where each cell sequence is isomorphic to a constant higher paths infinite matrix.
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