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Abstract A series of numerical experiments for data
assimilation with the Ensemble Kalman Filter (EnKF)
in a shallow water model are reported. Temperature
profiles measured at a North Sea location, 55◦30′ North
and 0◦55′ East (referred to as the CS station of the
NERC North Sea project), are assimilated in 1-D simu-
lations. Comparison of simulations without assimilation
to model results obtained when assimilating data with
the EnKF allows us to assess the filter performance in
reproducing features of the observations not accounted
for by the model. The quality of the model error sam-
pling is tested as well as the validity of the Gaussian
hypothesis underlying the analysis scheme of the EnKF.
The influence of the model error parameters and the
frequency of the data assimilation are investigated and
discussed. From these experiments, a set of optimal
parameters for the model error sampling are deduced
and used to test the behavior of the EnKF when propa-
gating surface information into the water column.
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1 Introduction
Data assimilation could be defined as the combination
of the available observations and the dynamical model
to improve the model results. The Ensemble Kalman
Filter is a sequential method developed by Evensen
(1994, 2003, 2004), which provides an error statistics for
the forecasts of non-linear systems, provided that good
initial error statistics are established.
Up to now, this filter has been the subject of nu-
merous studies for the assimilation of surface data in
Ocean Global Circulation Models. It has been applied
for the assimilation of satellite altimetry data (e.g.,
Evensen and van Leeuwen 1996; Leeuwenburgh 2005),
for the assimilation of sea surface temperature (e.g.,
Haugen and Evensen 2002), and for the simultaneous
assimilation of these data (e.g., Keppene et al. 2005;
Leeuwenburgh 2007).
The focus of this article is the North Sea. One
motivation for the use of data assimilation methods
in shallow water models is the refinement of the op-
erational forecasts. Kalman filter based methods are
used for operational storm surge forecasting in the
Netherlands (Verlaan et al. 2005). The EnKF has
also been applied for the assimilation of sea level
measurements in coastal models (Echevin et al. 2000;
Mourre et al. 2004). Another important application of
data assimilation methods in coastal seas is to provide
measures of uncertainties associated to operational
forecasts.
In this study, it has been chosen to assimilate
temperature data because a highly reliable modelled
temperature field is of critical importance for the mod-
elling of biological phenomena, and in particular for
the forecasting of algal blooms. The assimilation of
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temperature profiles is still under development in op-
erational models of the North-East Atlantic Shelf. The
aim of this study is to provide preliminary results for
the assimilation of temperature profiles with the EnKF
in the North Sea.
The most important forcing mechanisms in the North
Sea are the tides and the wind, whose time scales range
broadly from 1 h to 1 day. The dominant forcing on
the temperature field in the North Sea is the surface
seasonal heating and cooling, which, in the northern
North Sea, leads to a thermal stratification of the water
column in summer. This region therefore provides a
good case study for testing an assimilation scheme with
temperature data.
The Ensemble Kalman Filter (EnKF) has been im-
plemented in the hydrodynamic component of the pub-
lic domain three-dimensional baroclinic COHERENS
model (Luyten et al. 2005). The simulations have been
conducted with the simplified 1-D (z,t) version of the
program applied at the North Sea CS station located in
the northern part of the North Sea (Luyten et al. 1999).
Several series of numerical experiments of temperature
profiles assimilation have been conducted. One of their
aims was to test the ability of the EnKF to correct a
model with “bad/very simplified” physics and another
one was to assess how it propagates information from
the sea surface into the water column. Therefore, the
use of the 1-D version of the model was relevant and
has the advantage of limiting the computing time of the
simulations, allowing the performance of many tests to
define a set of optimal parameters for the model error
sampling. Temperature profiles from the “North Sea
Project” data set were assimilated for August 1989.
The validity of the implementation and the perfor-
mance of the EnKF in dealing with the assimilation
of temperature profiles have been examined by com-
parison of the results to a simulation without data
assimilation and from the improvement of the modelled
temperature profile with respect to the observations.
We also determine for this application a set of op-
timal values for the parameters of the model error
sampling: vertical decorrelation length, standard de-
viation of the model error, influence of the number
of ensemble members, and frequency of assimilation.
These parameters are then further used to assess the
behavior of the EnKF when propagating “surface” data
information into the water column by comparing the
assimilation of the “surface” value of the temperature
profiles to the assimilation of full temperature profiles.
Finally, the study of Luyten et al. (2003) has shown that,
even with well parameterized physics, the 3-D model
could not fully reproduce internal oscillations present
in the observations at the level of the thermocline. The
representation of these internal oscillations is therefore
a good test of the performance of the EnKF in coastal
models.
Another motivation to this preliminary study is the
design of optimal monitoring networks in coastal zones.
Based on the tools for the assimilation of temperature
profiles developed here, 3-D simulations with a spatial
resolution of four nautical miles are under way. Their
aim is to perform observing system simulation experi-
ments (OSSE) prior to the implementation of optimally
designed monitoring networks in the North Sea.
In the next section, we briefly discuss the ensemble
Kalman filter, the implemented square root algorithm,
and the generation of the ensemble. Section 3 is dedi-
cated to the description of the model, the simulations,
and the data set. The results are discussed in detail in
Section 4. A critical issue with the EnKF is the sampling
of the model error. The ensemble spread represents
the range in which the improvement expected from the
observations can take place. This issue is studied in
Section 4.8 of this paper. Finally, as the ensemble gen-
eration of the state variables relies on the hypothesis of
a Gaussian distribution of the model error variance, the
relevance of this assumption is discussed in Section 4.9.
2 Description of the ensemble Kalman filter
The ensemble Kalman filter method has been formu-
lated by Evensen to solve data assimilation problems
represented by non-linear operators. It combines the
traditional Kalman filter with Monte Carlo methods to
generate an ensemble of states representing the model
and observations error covariance matrices.
The model state variables are updated at each time
where observations are available (analysis step):
ψa = ψ f + K [d − H (ψ f )] , (1)
where K the Kalman gain is given by:
K = P f HT [H P f HT + R]−1 , (2)
ψ f is the forecast state vector, ψa is the analyzed state
vector, d is a vector of measurements of size m (the
number of measurements), H is the observation opera-
tor, and P and R are, respectively, the error covariance
matrices of the model and of the observations. The









M being the non-linear model integration operator.
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Although the Kalman filter provides an optimal
estimate of the state of the dynamical system given
the measurements, the analysis equations are not a
good choice from a numerical point of view. Square
root algorithms provide an algebraically equivalent but
numerically more robust alternative. Moreover, it has
been pointed out that the perturbation of measure-
ments in the EnKF standard analysis equation may be
an additional source of errors (Anderson 2001). This
study is based on one of the square root algorithms for
the analysis step proposed by Evensen (2004) where
the perturbation of measurements is avoided (R = 0).
A description of square root filters may be found in
Tippett et al. (2003). The model error covariance matrix
is estimated from an ensemble of states; let A be the
matrix representing that ensemble of N state vectors of
the model:
A = (ψ1, ψ2, . . . , ψN), (4)
the ensemble mean is stored in each column of the
matrix A¯, which can be defined as:
A¯ = A1N, (5)
where 1N is the matrix of which each element is equal
to 1N . A matrix of ensemble perturbations with respect
to the mean value of the ensemble of state vectors is
defined as:
A′ = A − A¯. (6)
The model error covariance matrix is estimated from
the ensemble of perturbations:
P = A
′(A′)T
N − 1 , (7)
where the superscript T indicates the matrix transpose.
The square root algorithm updates the ensemble
mean and the ensemble perturbations separately. The
updated mean is computed similarly to the Kalman
filter analysis equation:
A¯a = A¯ f + K (d − H A¯ f ) , (8)
the analyzed perturbations are computed as:
A′a = A′ f Z√I −  (9)
where the eigenvectors matrix Z and the eigenvalues
matrix  result from the eigenvalue decomposition of
the mapping of the model error covariance matrix on
the observations space (H P f HT)−1:
Z−1 Z T . (10)
The whole analyzed ensemble is obtained as:
Aa = A¯a + A′a. (11)
The ensemble must be chosen to properly represent
the error statistics of the model. An ensemble of model
states is generated by adding pseudo random noise
with prescribed statistics to a best-guess estimate. Then,
each of the ensemble members is integrated forward
in time until measurements are available. At these
time instants, the analysis is performed to update the
model state in a statistically consistent way, this leads
to a multivariate analysis computed from the ensemble
statistics, i.e., cross-correlations between the different
variables of the model are included. Thus, a change
in one of the model variables will influence the other
variables. This analysis scheme minimizes the error
variance of the analyzed state in a least square sense
(Eknes and Evensen 2002).
There are several ways to generate model perturba-
tions: perturbations in model parameters, perturbations
in the forcing fields, or adding some error terms to
the right-hand side of the model equations (Zheng and
Zhu 2008). Most of the studies involving the EnKF are
based on the first two methods. The results reported in
this study are based on the “adding error terms to the
model” approach, this choice has been guided by the
lack of advection and horizontal diffusion terms in
the 1-D version of the model. The model parameters
are kept fixed with predefined values so that the model
itself is considered as a non perfect estimate of the true
evolution of the dynamical system. The model uncer-
tainties are therefore represented through a stochastic
term ρ representing the model error:
ψ f = M[ψa] + ρ. (12)
The stochastic model error term is expressed as follows:
ρ = γ q, (13)
the multiplicative factor γ , the standard deviation of
the model error, represents the amplitude of the model
errors and modulates the amplitude of the model error
term q.
The EnKF allows for a wide range of noise models
(Evensen 2003). In our implementation, the model er-
ror terms, q, are not correlated in time but they have
a vertical spatial correlation expressed in terms of the
vertical level of the model grid k:
q(k) = αq(k − 1) +
√
1 − α2w (14)
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where w is a sequence of white noise drawn from a sta-
tistical distribution of pseudorandom numbers ranging
between 0 and 1 and generated following the algorithm
given by L’Ecuyer and Côté (1991).
The factor α is related to the vertical spacing and to
a vertical decorrelation length λ:
α = 1 − z
λ
. (15)
Two limiting cases clarify the role of λ: if the sequence
of model error terms is vertically uncorrelated (α = 0),
the vertical decorrelation scale is of the same order of
magnitude as the vertical grid spacing, λ = z, so that
the model error becomes equal to w. If the vertical
decorrelation scale λ tends to infinity (α = 1), there is
no random component in the sequence of model error
terms which become deterministic and, in this case, q is
damped by a factor of e−1 on a length scale z = λ.
3 Description of the simulations
The hydrodynamic component of the model CO-
HERENS is based on the equations of momentum,
continuity, temperature and salinity, written in spher-
ical polar coordinates and discretized on an Arakawa
C-grid. The simulations reported in this article are
performed with the 1-D (z,t) simplified version of the
program so that advective effects and horizontal diffu-


























where (u, v) are the horizontal components of the
current, ζ is the surface elevation, f is the Coriolis
frequency, ρ is the density, and νT is the coefficient
of eddy diffusivity. The surface slope term is provided
by a depth-averaged tidal model of the North-West
European Shelf model.
The consequence of these hypotheses is that the
model is turned into a model with very simplified
physics not fully able to account for the stratification














where λT is the eddy diffusion coefficient. The source
term ∂ I
∂z is added to take into account the absorption





Rexp(−λ1z) + (1 − R)exp(−λ2z)
]
, (19)
where Qsol is the solar heat flux incident on the sea
surface, Cp is the specific heat of seawater at constant
pressure, −H ≤ z ≤ 0 with H = 83m, λ1 = 10m−1 is
a constant inverse attenuation depth of the infrared
radiation, λ2 is a diffuse attenuation coefficient for the
short-wave radiation.
The solar heat flux is evaluated as a function of geo-
graphical location, time of the year, and cloud coverage.
The non-solar heat flux at the surface is decomposed
into a latent, sensible, and long-wave radiation flux,
calculated as a function of meteorological variables. A
zero flux of temperature is imposed at the bottom of
the water column. At the surface, a conventional bulk
formulation is used for the expression of the surface
wind stress.
Salinity is kept constant and uniform at a value of
34.8 psu. The eddy diffusion coefficients νT and λT are
obtained from a turbulence closure scheme by solv-
ing a transport equation for the turbulent kinetic en-
ergy and using the Blackadar asymptotic mixing length
formulation (Luyten 1996).
Wind velocity, air temperature, and relative humid-
ity are generated from the forecasting model of the
British Meteorological Office with a 6-h resolution. The
model is run with a time step of 20 min and 50 σ levels
in the vertical. The temperature field is initialized using
CTD data available from January 3, 1989.
The simulations were conducted at a station located
in the central part of the North Sea and referred to
as CS station (see Fig. 3 of Charnock et al. 1994). It
is located at 55◦30′ North and 0◦55′ East in the deeper
parts of the North Sea where the water depth is equal
to 83 m and where a thermocline develops in spring and
summer.
High-resolution temperature profiles from the
“North Sea Project” data set (thermistor chain data)
are assimilated for August 1989. The measurement
of temperature profile ranges from 10- to 60-m depth
with a resolution of 5 m. Time sampling rate was
approximately equal to 2 min. The rms error of the
observations is about 0.1◦C (Charnock et al. 1994).
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Table 1 Description of the
numerical experiments
performed in the framework
of this study
Experiment D.A. N Ass. freq. Sfce/prof. λ γ
0 No 50 Daily Prof. 10 m 1◦C
1 (standard) Yes 50 Daily Prof. 10 m 1◦C
2 Yes 50 Daily Prof. 20 m 1◦C
3 Yes 50 Daily Prof. 10 m 0.5◦C
4 Yes 10 Daily Prof. 10 m 1◦C
5 Yes 200 Daily Prof. 10 m 1◦C
6 Yes 50 Hourly Prof. 10 m 1◦C
7 Yes 50 3 h Prof. 10 m 1◦C
8 Yes 50 6 h Prof. 10 m 1◦C
9 Yes 50 Daily Sfce 10 m 1◦C
10 Yes 50 Hourly Sfce 10 m 1◦C
All the simulations presented in this article have the
following common characteristics:
• The model is run from January to April without
ensemble generation.
• An initial ensemble of states is generated in May
and is integrated without data assimilation till the
end of July.
• Data are assimilated from August 5 to August 24.
Moreover, the temperature is the only sampled variable
(to which a random noise component is added) of the
model, and the sampling is performed once a day. The
standard simulation is based on an ensemble of 50
members with a vertical decorrelation length of 10 m.
Data are assimilated once a day and a multivariate
analysis of the temperature and horizontal currents
is performed. Table 1 summarizes the different sim-
ulations that were performed to determine the set of
optimal values of the model error parameters.
4 Analysis of the results of the assimilation
experiments
4.1 Comparison of the temperature profiles
modelled with and without data assimilation
to the observations
The results presented in this paragraph correspond to
experiments 0 and 1 (standard simulation). In exper-
iment 1, data are assimilated once a day, using 50
ensemble members with a vertical decorrelation scale
of 10 m and a standard deviation for the model error of
1.0◦C.
Figure 1 represents the time-depth series of the ob-
served temperature (thermistor chain data) used for
the assimilation experiments. Data are plotted with a
temporal resolution of 1 day. The observed tempera-
ture profiles are stratified and show a sharp thermocline
positioned at about 30-m depth.
Figure 2 represents the time-depth series of the
temperature for August 1989 modelled without per-
forming data assimilation (left) and with data assimi-
lation (right). A comparison of the temperature profile
modelled without data assimilation to the observations
indicates that the position of the thermocline is not at
the right place (at about 20 m depth rather than 30 m).
The largest difference between the observations and
the model without assimilation is located at the level
of the thermocline. Because of the too-high modelled
position of the thermocline, the temperature above
the thermocline is overestimated (too warm) and the
temperature of the cold water mass located below the
thermocline is underestimated (too cold).
Fig. 1 Time-depth series of the observed temperature used for
assimilation
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Fig. 2 Time-depth series of
temperature modelled
without (left) and with (right)
data assimilation
The effect of the assimilation of temperature profiles
is shown on the right side of Fig. 2: the position of the
thermocline is improved, it is shifted from 20-m depth
to about 30-m depth. The temperature field located
above 10-m depth and below 60-m depth where no
observations are available is also corrected and is closer
to the observations, i.e., colder above the thermocline
and warmer below it.
Then, simulations without data assimilation have
been performed for September. The results are shown
at the left panel of Fig. 3 and the available observations
for September are presented at the right panel. The
forecast for September indicates a thermocline located
at 30-m depth, which is the adjusted position at the
end of the assimilation process in August; moreover,
the temperature of the water masses located above and
below the thermocline is in good agreement with the
available observations. This experiment shows that the
model maintains the adjusted thermocline in its correct
position during a forecast following the assimilation.
These results indicate that a daily assimilation of
temperature profiles with the ensemble Kalman fil-
ter already compensates for a very simplified physical
model. This is the case because sufficient information
is provided by the observations to take in charge the
model lacks.
4.2 Modelled standard deviation
The variance of the ensemble is the averaged squared








/(N − 1), (20)
where N represents the number of ensemble members.
The modelled standard deviation σens is defined as the
square root of the ensemble variance. As the Kalman
filter is variance-minimizing, the modelled standard de-
viation decreases when data are assimilated.
Figure 4 presents a comparison of the modelled
standard deviation without (left) and with (right) data
assimilation. A sharp decrease in the modelled stan-
dard deviation appears from the first day of assimilation
(day 215) and concerns the whole water column as the
assimilation process performed through the EnKF is
applied to the whole temperature profile.
Fig. 3 Figure 3: Time-depth
series of the temperature
modelled without data
assimilation (left) and the
observations (right) for
September
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Fig. 4 Time-depth series of
the temperature standard
deviation modelled without
(left) and with (right) data
assimilation
This sharp decrease in the modelled standard devia-
tion underlines the importance of the generation of the
initial ensemble because a too-low modelled standard
deviation may generate a collapse of the filter. In the
framework of the study reported in this article, the
generation of the modelled standard deviation starts
in May and reaches the level of 1◦C at the beginning
of August when the assimilation process starts. As the
decrease in modelled standard error is very sharp, it
has proven to be necessary to generate an ensemble of
model error every 24 h to prevent a collapse of the filter.
4.3 Influence of the vertical decorrelation length
of the model error
The vertical decorrelation length of the model error
has been chosen by examining the observations. The
observed temperature profile at Fig. 1 indicates a rela-
tively good mixing of the water masses within the upper
and lower layers and suggests a vertical decorrelation
length ranging between 10 and 20 m.
The results described in this section refer to ex-
periment 2, which has been performed with a vertical
decorrelation length of 20 m, the double of that used
for the standard simulation. Observations are available
between about 10 and 60 m depth. With a longer ver-
tical decorrelation length, the effect of an assimilation
at 20-m depth could be propagated to the surface and
a data assimilated at 60-m depth could influence the
temperature at the bottom of the water column.
The temperature profile modelled with a vertical
decorrelation length of 20 m is shown at Fig. 5 (left), it
can be compared to the standard simulation presented
at Fig. 2 (right). With a longer decorrelation length than
in the standard simulation, the temperature field above
the thermocline is colder, and below the thermocline,
it is warmer. The temperature profile modelled in this
way is therefore smoother than in the framework of the
standard simulation.
This experiment and the standard simulation indi-
cate that the effect of the assimilation of temperature
profiles is to cool the water above the thermocline and
to warm it below the thermocline. A longer vertical
decorrelation scale reinforces this effect.
Fig. 5 Time-depth series of
the temperature modelled
with a vertical decorrelation
scale of 20 m (left) and with a
standard deviation of the
model error of 0.5◦C (right)
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Fig. 6 Time-depth series of
the modelled standard
deviation with a standard
deviation of the model error
of 0.5◦C (left) and for the
standard simulation (right)
4.4 Influence of the standard deviation
of the model error
The effect of varying the value of the standard devi-
ation of the model error γ on the model results has
been examined through experiment 3. Figure 5 (right)
represents the temperature profile modelled with a
standard deviation of 0.5◦C, which is half the value used
in the standard simulation.
Figure 6 shows that the modelled standard deviation
of experiment 3 (left panel) has about half the value of
that of the standard simulation (right panel), as could
be expected.
Figure 11 compares the root mean square of the
innovation vectors (black circles) to the modelled stan-
dard deviation (red squares) of the standard simulation
(left panel) to that of experiment 3 (right panel), see
Section 4.8 for more details. In the standard simulation,
these two quantities are of the same order of magni-
tude, which indicates a good model error sampling. In
experiment 3, the innovation is higher than the mod-
elled standard deviation, indicating a too-low model
error sampling. Therefore, a standard deviation of the
model error of 1◦C seems to be an optimal value for
that parameter.
4.5 Effect of increasing the number of ensemble
members on the model error sampling
When performing data assimilation with the EnKF, the
sampling of the model error is a critical issue. The
convergence of the EnKF is proportional to
√
N in the
framework of the standard Monte-Carlo sampling. In
this section, we compare the results of the standard
simulation to experiments 4 and 5 that are performed,
respectively, with 10 and 200 ensemble members. As
the number of ensemble members is increased, the
sampling of the model error should be improved.
Figure 7 represents the temperature profile modelled
with 10 ensemble members (left) and with 200 mem-
bers (right). The simulation with 10 ensemble mem-
bers presents “temperature anomalies” in the form of
warmer or colder patches in the modelled temperature
profile. Such anomalies are not present in the obser-
vations. Moreover, the simulation with 10 ensemble
Fig. 7 Time-depth series of
the temperature modelled
when the assimilation is
performed with 10 (left) and
200 (right) ensemble
members
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Fig. 8 Time-depth series of
the observations with a
temporal resolution of 1 h




members overestimates the surface temperature and
underestimates the temperature at the bottom of the
surface column, which is the feature of a bad model
representation in the framework of the study presented
in this article.
Compared to the simulation with 10 ensemble mem-
bers, the standard simulation (Fig. 2—right) with 50
members does not present these “temperature anom-
alies” and is closer to the observations (colder surface
temperature and warmer bottom temperature). With
respect to the standard simulation, the use of 200 en-
semble members for a daily assimilation does not seem
to take into account major features of the observations
that were not represented by the standard simulation,
but it requires a much higher computing time. These
results suggest, therefore, the existence of an optimal
number of ensemble members when considering the
improvement in the modelled temperature field with
respect to the computing time. For this study, this op-
timal number seems to be of the order of 50 ensemble
members.
4.6 Influence of the frequency of the assimilation
Figure 8 (left panel) presents a time-depth series of
the observed temperature plotted with a temporal res-
olution of 1 h. Internal oscillations are present at the
level of the thermocline in the observed temperature
profiles.
As mentioned in the introduction, among the ob-
servations features that should be represented by the
model when assimilating data, there are the internal os-
cillations. The study by Luyten et al. (2003) has shown
that, even with a realistic setup of the model, these
oscillations were underestimated. The simulations re-
ported by Luyten et al. (2003) were performed with
the 3-D version of the model, using a horizontal spatial
resolution of 7.3 km. The advection of momentum and
scalars was represented using a total variation diminish-
ing (TVD) scheme and the advective flux was evaluated
as a weighted average between the upwind flux and the
Lax–Wendroff in the horizontal and the central flux in
the vertical.
Figure 8 (right panel) presents the difference be-
tween the observations and the temperature modelled
without data assimilation. The largest difference be-
tween the observations and the model is located at
the level of the thermocline. Because of the too-high
modelled position of the thermocline, the cold water
mass located below the thermocline is overestimated
so that the difference between the observations and the
model is mostly positive (temperature globally under-
estimated by the model).
The left panel of Fig. 9 corresponds to experiment
7, which has been performed with the same filter pa-
rameters as the standard simulation but assimilating
data every 3 h. “Temperature anomalies” in the form
of warmer or colder patches, which do not exist in the
observations, are present in the modelled temperature
profile. These “anomalies” are attributed to a possible
difficulty of the filter to provide a good sampling of
the model error when assimilating data with a high
frequency. An assimilation interval of 3 h contains
only nine time integration steps of the model, which
could be insufficient for the model to incorporate the
information and relax between two analyses.
Therefore, an experiment with an assimilation fre-
quency of 6 h has been performed, the results are
presented in the right panel of Fig. 9 and correspond to
experiment 8. The “temperature anomalies” are re-
duced and the internal oscillations are correctly repre-
sented at the level of the thermocline.
When using a model with very simplified physics, a
high frequency of data assimilation may seem to be nec-
essary to represent critical features of the observations.
However, an assimilation frequency that is too high to
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Fig. 9 Time-depth series of
the temperature modelled
with data assimilation at a
frequency of 3 h (left) and 6 h
(right)
allow a sufficient relaxation of the model between two
time steps may worsen the situation. For the assimila-
tion of temperature profiles reported in this study, an
assimilation frequency of 6 h allows us to reproduce the
internal oscillations present in the observations.
4.7 Assimilation of surface temperature
Among the available data assimilation schemes, the
Ensemble Kalman Filter is sophisticated and costly in
CPU time; one may therefore wish that it is able to
correct temperature profiles from surface data. The
observed temperature profiles available in the frame-
work of this study do not allow us to properly extract
“surface data” because the observation point closer to
the surface is located at 10-m depth. However, in the
framework of this study, a performance test for the
assimilation scheme is to provide a corrected position
of the thermocline, which is located below this depth.
The results presented in this section correspond to
experiments 9 and 10. The observed temperature at the
10-m depth point has been assimilated daily (experi-
ment 9) and hourly (experiment 10).
The results are presented in Fig. 10. Daily assim-
ilation (left panel) does not sufficiently correct the
position of the thermocline. In the right panel, one can
see that hourly data assimilation allows us to correct
the temperature of the water masses located above the
thermocline.
These results indicate that, with a good set of para-
meters for the model error—standard deviation, verti-
cal decorrelation length, and assimilation frequency—
the EnKF is able to correct temperature profiles from
surface data. In the experiments presented here, a high
frequency of assimilation was necessary to compensate
for a too simplified physical model.
4.8 Estimation of the quality of the model error
sampling
The innovation is defined as the residual between the
observations and the forecast:
Ik = dk − Hψ¯ fk , (21)
Fig. 10 Time-depth series of
the modelled temperature
with daily (left) and hourly
(right) assimilation of surface
temperature
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Fig. 11 Root mean square of
the innovations (black
squares) and standard
deviation of the modelled
temperature (red circles) for
the standard simulation (left)
and with a standard deviation
of the model error of 0.5◦C
(right)




























the root mean square of the innovations provides a







dk − Hψ¯ fk
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dk − Hψ¯ fk
)
, (22)
where m is the number of measurements.
The standard deviation of the ensemble of modelled





trace(H P f HT). (23)
To make the most out of the data assimilation, the
sampled model error should be of the same order of
magnitude as the distance between the model and the
observations. The sampling of the model error is rep-
resented by the ensemble spread. To check that the
distance between the model and the observations is
taken into account in the ensemble spread, the standard
deviation of the model error should be of the same
order of magnitude as the root mean square of the
innovations.
In this section, the root mean square of the inno-
vations is compared to the standard deviation of the
ensemble for the standard simulation (experiment 1)
and for experiment 3. The results are presented in
Fig. 11, the root mean square of the innovations is
represented by black squares and the standard devi-
ation of the ensemble by red circles. The left side of
Fig. 11 presents the results for the standard simulation
(experiment 1) and its right side corresponds to the
results of experiment 3 with a standard deviation of
the model error having a half value with respect to the
standard simulation.
For both experiments, at the first day of assimilation,
the standard deviation of the ensemble overestimates
the innovations, and then, the difference is reduced due
to the variance-minimizing character of the EnKF. For
the results corresponding to the standard experiment at
the left panel, the standard deviation of the ensemble is
of the same order of magnitude as the root mean square
of the innovations. When the standard deviation of the
model error is reduced, the results of the right panel
show an equivalent reduction of the modelled standard
deviation, which becomes too small to take the inno-
vations into account. A comparison of the two panels
of Fig. 11 indicates that, for the simulations reported in
this study, a standard deviation of the model error γ of
1◦C is an optimal value to allow the assimilation scheme
run properly.
Fig. 12 Skewness of the
distribution at 10-m depth
(left) and at 45-m depth
(right). The black squares
correspond to the forecast
step and the red circles to the
analysis step
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Fig. 13 Kurtosis of the
distribution at 10-m depth
(left) and at 45-m depth
(right). The black squares
correspond to the forecast
step and the red circles to the
analysis step
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4.9 Testing Gaussian hypothesis
The sampling of the model error is based on an ensem-
ble of states generated randomly, assuming that their
initial distribution is Gaussian. If the model were linear,
this distribution would remain Gaussian at any time
(Jazwinski 1970). However, with a non-linear ocean
model, statistical moments of odd order may develop
from Gaussian initial conditions so that the probability
density function may become non Gaussian during the
model integration. With the EnKF method, the ana-
lyzed state is computed using only the Gaussian part
of the probability density function. The relevance of
this assumption underlying the EnKF analysis scheme
can be checked by using measures of skewness (third-
order moment) and kurtosis (fourth-order moment) of
the probability distribution of the ensemble.
The skewness provides a measure of the lack of
symmetry of the distribution:








and the kurtosis a measure of whether the data are
peaked (positive kurtosis) or flat (negative kurtosis)
relative to a normal distribution (whose fourth order
moment is three):














where σ is the standard deviation of the distribution.
The relevance of the Gaussian hypothesis has al-
ready been investigated by Natvik and Evensen (2003)
in a statistical analysis of the assimilation of ocean color
surface data in a North Atlantic model. In the study
reported here, we compare the skewness and kurtosis
at the forecast time and at the analysis step for the
assimilation of temperature profiles.
The results presented at Fig. 12 correspond to the
standard simulation and provide a comparison of the
skewness at the forecast step (black squares) and at the
analysis step (red circles), at 10-m depth (left panel)
within the surface mixed layer and at 45-m depth below
the thermocline (right panel).
Close to the surface, the dispersion of the skewness
around 0 is slightly larger at the analysis step than at the
forecast step. At 45-m depth, this effect is increased,
and the skewness dispersion around 0 is still larger
after the analysis. It seems, therefore, that the Gaussian
hypothesis is broadly valid at the surface, but it is not
clear that the behavior of the temperature field follows
this assumption in the middle of the water column.
The left and right panels of Fig. 13 show, respec-
tively, the kurtosis at 10-m depth and at 45-m depth for
the standard simulation at the forecast time step (black
squares) and at the analysis step (red circles). At 10-
m depth, the kurtosis at the analysis step is closer to 0
than at the forecast step. Below the thermocline, the
behavior is the opposite, the kurtosis at the forecast
step is very close to zero but its dispersion increases
a lot at the analysis step. Concerning the kurtosis, the
Gaussian hypothesis again seems to work better near
the surface than in the middle of the water column.
The behavior of the skewness and kurtosis of the
distribution suggests that the Gaussian hypothesis un-
derlying the analysis scheme of the EnKF is not fully
appropriate for our ocean model, as could be expected
from its non-linear character. However, this assump-
tion could be bypassed by taking account of the non-
Gaussian component of the distribution with other
methods, such as the multi-Gaussian distribution pro-
posed by Bertino et al. (2003) and applied in the study
by Simon and Bertino (2009).
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5 Concluding remarks
The Ensemble Kalman Filter (EnKF) has been the sub-
ject of numerous studies for surface data assimilation in
global ocean models. The results reported here concern
the assimilation of temperature profiles in a shallow-
water model of the North Sea.
One of the square-root algorithms developed by
Evensen (2003) for the EnKF has been implemented in
the hydrodynamic component of the three-dimensional
public domain model COHERENS. To determine the
ability of the EnKF to correct a model with “bad”
physics, the simulations have been performed with a
1-D simplified test case of the program. Temperature
profiles have been assimilated.
In a first step, the validity of our implementation
of the filter has been checked by comparison of the
model results with and without data assimilation to the
assimilated observations. Some features of the results
have been studied in detail: the profiles of temperature
computed when observations are assimilated are closer
to the observations, and the standard deviation of the
ensemble is reduced when an assimilation is performed.
A critical issue when working with ensemble meth-
ods is to have an adequate sampling of the model error;
a partial check of this is provided by a comparison of
the innovation to the model error variance given by the
ensemble spread. Then, we have looked for a set of op-
timal values for the model error parameters such as the
standard deviation, the vertical decorrelation length,
the number of ensemble members, and the assimilation
frequency.
One conclusion of this study is that the EnKF is able
to correct a model with “bad/very simplified physics”
(lack of advection and horizontal diffusion), as is in-
dicated by the better position of the thermocline and
more realistic temperature values for the water masses
after data assimilation. It has also been shown that
the adjusted position of the thermocline is maintained
during a forecast following the assimilation.
Moreover, a correct representation of internal oscil-
lations, even with a 3-D well parameterized model, is
a critical issue (Luyten et al. 2003). Such oscillations
are present in the observed temperature profiles that
were assimilated. The results reported here show that
they can be correctly modelled when assimilating data
with an adequate frequency and a sufficient number of
ensemble members.
The ability of the EnKF to correct the temperature
profile from surface data has also been examined in
detail. Using the optimal set of model error parameters
that was deduced from a series of numerical experi-
ments, the “surface” value of the temperature profile
has been assimilated. The results indicate that the en-
semble Kalman filter is able to correct the temperature
of the water masses above the thermocline from surface
data.
Finally, the analysis scheme of the EnKF is based
on the hypothesis of a Gaussian distribution of the
probability density function. The validity of this hy-
pothesis has been examined through the amplitude of
the skewness and kurtosis of the distribution around the
surface and below the thermocline. The results seem to
indicate that it is probably not completely valid for our
model. However, this assumption could be bypassed
by taking into account the non-Gaussian component of
the distribution with other methods such as the multi-
Gaussian distribution.
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