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Abstract
The paper presents an empirical model of emphatic word detec-
tion, as an alternative to conventional machine-learning-based
methods. The model is based on the Probabilistic Ampli-
tude Demodulation (PAD) that is iteratively applied for get-
ting syllable and stress modulations, i.e., using the cascaded
PAD method. The emphatic words are detected by prominent
peaks of the stress modulation and by considering the peaks that
are stressed or accented. The cascaded demodulation steered
with general purpose values derived from 200ms long average
syllable duration, yields to detection accuracy of 81%–83%.
Speaker-dependent cascaded demodulation, considering spe-
cific speaking rate of the speakers, yields to detection accuracy
of 86%–91%. The advantages of the proposed empirical detec-
tion model are (i) noise-robustness, (ii) language-independence
and (iii) it does not require a training phase.
Index Terms: speech emphasis, probabilistic amplitude de-
modulation
1. Introduction
In speech communication, we can change the stress, for exam-
ple, from the principal noun to another content word, to call at-
tention to what we want to emphasise. The changes observed at
emphatic words can be exemplified by differences of prosodic
features and in spectral domain as well. The detection and pre-
diction of the emphatic words is important because the words
we stress can change the underlying meaning. It is desirable for
the applications such as speech-to-speech translation, to trans-
fer also correct accent and stress prosody features, along with
the word emphasis.
Previous attempts on emphatic word detection were primar-
ily focused on modelling differences in fundamental frequen-
cies [1] and overall intensity [2]. Later, the duration, spec-
tral features [3], lexical features [4, 5], and word identity fea-
tures [6] were proposed. We can find several studies in the lit-
erature published in the last two decades, with state-of-the-art
detection accuracy for different languages of about 80%-90%.
A conventional method is to extract acoustic and linguistic fea-
tures, and apply machine learning to train a classifier (model).
We are interested in empirical modelling of emphatic word
detection, that is (i) robust to noise, (ii) does not require train-
ing, and (iii) is language-independent. The empirical model of
Tamburini [7] is an example, however the objective function of
the prominence identification was ad-hoc and language depen-
dent. On the other hand, the method was correctly based on
the two different aspects of prosodic typology: the prominence
and the rhythmical patterns of an utterance [8]. We hypothesise
that also realisation of the emphatic word is achieved using the
relative prominence of adjacent elements, and the rhythmical
patterns. The question arises, how to get a reliable estimate of
those prosodic features?
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Figure 1: The empirical model of emphatic word detection. The
emphatic word is detected using the most prominent stress mod-
ulation peak or the peak coming from the stressed syllable.
A speech signal conveys information on different time-
scales. Traditionally, sequential speech processing suggests the
segmental and supra-segmental time-scales to be used for differ-
ent models of our interest, such as for the acoustic and prosodic
modelling. Different time-scales have often been treated inde-
pendently in the past. However, we can hypothesise that they
are related, and that this relation is important also for the em-
phatic word detection.
To provide us an insight into the prosody hierarchy, we have
selected the Probabilistic Amplitude Demodulation (PAD) ap-
proach [9]. The PAD method is noise robust and allows the
algorithm to be steered using a-priori knowledge of modula-
tion time-scales, i.e., the user can specify the prosodic tiers —
stress, syllables, and utterance — to be analysed. And as an
analytic model, it is assumed to be language independent. The
PAD method can be used iteratively to get progressively slower
prosodic tiers, as depicted in Fig. 1 that sketches the empiri-
cal observation of emphatic word detection. It was shown that
rhythmical patterns can be reliably detected by phase relations
of the syllable and stress modulations. The work of Leong et
al. [10] argues that phase relations are much more important
to the stress detection than the modulation amplitudes. We hy-
pothesise that the second important aspect of the emphatic word
detection – prominence – is related to the stress modulation am-
plitude, as it is related to the energy. The energy (or intensity)
was already proved to be a very useful acoustic parameter [2].
We experimentally evaluate the proposed method within
the SIWIS project – Spoken Interaction with Interpretation in
Switzerland1 on French and English speech data. The structure
of the paper is as follows: the PAD method is introduced in
Section 2. Section 3 describes the experimental setup and used
speech database. The results are shown in Section 4. Finally the
conclusions follow in Section 5.
1http://www.idiap.ch/project/siwis
2. Probabilistic amplitude demodulation
The Probabilistic Amplitude Demodulation (PAD) models the
speech signal yt as:
yt = ct.mt (1)
where ct and mt are a carrier and modulator components, re-
spectively. The modulator is represented as a non-linear func-
tion
mt = m(xt) = σm log(1 + exp(xt)) (2)
of the transformed-modulator signal xt, with the amplitude σm,
drawn from a stationary Gaussian process. The covariance
function of xt represents the typical time-scale of variations
of mt, and importantly, it can be controlled manually using a-
priori user knowledge. The carrier is modelled as a Gaussian
process which is uncorrelated in time.
There are many solutions for solving Eq. (1). The PAD
method describes a Bayesian inference given the data for ex-
tracting the amplitude modulation structure. More specifically,
posterior probability of all the possible modulators and carriers
given the data is:
p(cT1 ,m
T
1 |yT1 , θ) = p(y
T
1 , c
T
1 ,m
T
1 |θ)
p(yT1 |θ)
, (3)
where p(yT1 , cT1 ,mT1 |θ) is the joint probability of the signal,
carrier and modulator, T is the number of frames of the pro-
cessed speech signal, and θ corresponds to the model parame-
ters. The most probable modulator and carrier are obtained by
the maximum a posteriory (MAP) inference as:
cˆT1 , mˆ
T
1 = argmax
cT1 ,m
T
1
p(cT1 ,m
T
1 |yT1 , θ), (4)
using a gradient-based method that is used to search for the op-
timal solution. To allow the demodulation to be user steerable,
i.e., perform the demodulation using a specific time-scale, the
parameters of the model θ can be obtained by the MAP infer-
ence as:
θˆ = argmax
θ
p(θ|yT1 ) = argmax
θ
p(yT1 |θ)p(θ), (5)
where the prior over parameters p(θ) is set by the user. The
maximum-likelihood estimate is recovered when the prior is
uniform, i.e., p(θ) = constant.
To reveal different time-scale information present in the
speech signal, we used the PAD process to decompose the signal
into a cascade of modulators and a carrier [11]. The time-scales
of the modulators are considered as the prior constants p(θ),
creating a concept of steered demodulation. A first demodu-
lation is performed with a syllable-based modulation where an
average syllable duration in samples is used as the parameter
prior psyll(θ). The obtained syllable envelope σsyll is used as
input signal for progressively slower demodulation at the stress
level, using a different prior pstress(θ), to generate a stress en-
velope σstress. The general purpose values for the speech sig-
nal demodulation could be 5Hz for the first decomposition with
the syllable frequency, and an average between the half and one
third of the syllable frequency for the stress modulation fre-
quency. For example, considering 16kHz sampled data, the val-
ues could be psyll(θ) = 3200 samples and pstress(θ) = 8000
samples. The better prior estimate of the syllabic rate, the more
accurate the obtained cascaded demodulation.
In addition, the PAD method is able to deal with noisy
data, as it explicitly incorporates additive uncorrelated Gaussian
noise around the product of ct.mt.
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Figure 2: An example of the PAD of an English sentence with
the transcribed text on the bottom. Prosodic stress is detected
by speech instances where the modulation signals are on phase
(time-aligned peaks).
2.1. Lexical stress detection
Recent work of Leong et al. [10] showed that stressed sylla-
bles can be reliably detected by phase relations of the σsyll and
σstress envelopes. Fig. 2 shows an example of the demodulated
signals and their phase relation. The strong syllables (with lex-
ical stress) are represented by modulation signals on phase –
with the aligned peaks, and the weak syllables (unstressed) are
represented by modulation signals with the misaligned peaks.
The accuracy of the lexical stress detection depends on cor-
rect time-scale specification. Using speaker-dependent values
(inferred from the speech samples of the speakers) performs
usually better than speaker-independent values (such as general
purpose values based on an average syllable duration).
2.2. Emphatic word detection
Our proposal of the empirical model of emphatic word detec-
tion is shown in Fig. 1. The cascaded PAD is steered either
by the speaker-independent time-scales of the modulators (i.e.,
the unknown priors) , or by the speaker-dependent time-scales
(i.e., the known priors). The speaker-independent estimates
may be adjusted for a specific language. Our test set consisted
of French and English data. Although French syllabic rate is
slightly higher than English syllabic rate, we use the same un-
known prior for the syllable demodulation for both languages.
Because the syllabic rate differs across languages [13] (for ex-
ample Japanese has even faster syllabic rate than French), fur-
ther adjustment is recommended.
The detection itself is straightforward. After the steered
cascaded demodulation, the local maximum amplitude peaks
are found and processed as follows:
1. Stress-level modulation amplitude σstress: If the global
maximum is a prominent (relatively higher at least 15%)
with respect to others – the time of the maximal peak
indicates the emphatic word. The emphasised word
“quite” of Fig. 2 is an example.
2. Syllable-level modulation amplitude σsyll: If not, con-
sider a group of the most prominent stress peaks, and
select the peak that is synchronised with the σstress, i.e.,
the peak comes from the stressed or accented syllable
(see Fig. 3).
The hypothesis is that emphasised speech is exemplified by
the prominent syllable-based energy and contains a strongly
stressed or accented syllable. Thus, we propose to detect both
aspects of the prosodic typology: prominence related to the
stress modulations amplitude, and rhythmical patterns related
to the strong syllables.
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Figure 3: An example of correct emphasised word detection (in capitals) of the French sentence “L’agriculture marocaine be´ne´ficie
d’un TRAITEMENT PRIVILE´GIE´ pour ses exportations vers l’Europe”. From the first 4 most prominent peaks, the 3rd and 4th indicate
the emphasised words.
3. Experiments
The data used for these experiments is part of the evolving
SIWIS database, from the SIWIS project [14]. It consists of 84
bilingual speakers. Each speaker was asked to read 180 prompts
in two languages. The primary intended use of this bilingual
parallel corpus is speech to speech translation. The recordings
were done in a booth at the University of Geneva. About 25
prompts of the sentences – among which 5 questions – taken
from Europarl corpus [15], were read twice: once with no spe-
cific instructions and another time with focus on one predefined
word. The corresponding transcription for each sentence was
given, with a tag on the words that the speakers were asked to
emphasise.
Three speakers were selected for our experiments: one En-
glish male speaker EN-B1 19, one French male FR-A1 19 and
one French female FR-A1 08. We only used the sentences
which contained the emphasis. We generated contextual la-
bels using the French text analyser eLite [16] and an English
text analyser of the Festival2 system [17]. The contextual la-
bels were aligned using forced alignment done by HTS [18].
The Viterbi algorithm is used to estimate phone boundaries
of the speech to be aligned. For French, the aligning models
were trained using speaker adaptive training [19] on the BREF
database [20] using a total of about 13000 sentences, coming
from 100 speakers. For English, the models were trained on
about 7000 sentences of the Wall Street Journal database [21],
coming from 166 speakers.
An additional contextual feature was given to make the dis-
tinction between emphasised and non emphasised words. These
time aligned labels were then used to assess the validity of our
approach in the task of detecting which word had the main em-
phasis in each sentence. The test data amounted to 65 sentences
corresponding to 942 syllables:
- 42 sentences for French (21 per speaker), representing
584 syllables.
- 23 sentences for English corresponding to 358 syllables.
2http://www.festvox.org/festival/
Finally, the test was performed using the proposed emphatic
word detection method, described in Sec. 2.2, using:
1. Unknown time-scales of the modulators, the priors
psyll(θ) and pstress(θ), where we used general purpose
values derived from 5Hz syllable frequency (cf. Sec. 2).
2. Known time-scales of the modulators derived from the
forced aligned labels: syllable frequencies for EN-B1 19
– 4.4 Hz, FR-A1 19 – 4.8 Hz and FR-A1 08 – 4.6 Hz.
4. Results
Tab. 1 shows detection accuracy for both cases. The results in-
dicate that (i) the steering the PAD using the known time-scales
(speaker-dependent priors) improves detection, and (ii) detec-
tion on English data performs better. However, a t-test shows
that the differences between the results are not statistically sig-
nificant (p > 0.05).
Table 1: Accuracy of emphatic word detection.
Test Unknown time-scale Known time-scale
French 80.95% 85.71%
English 82.61% 91.30%
Improvement using the known priors was expected. There-
fore the authors of the PAD method proposed learning of the
parameters in their work [9]. In their study [10], Leong et al. es-
timated the priors using the modulation filter-bank comprising
of “Stress” and “Syllable” finite-impulse response band-pass fil-
ters, 0.8–2.3 Hz and 2.3–7 Hz, respectively. We estimated the
average syllabic rate from the forced aligned labels. The stress
time-scale was then estimated as:
pstress(θ) =
2.psyll(θ) + 3.psyll(θ)
2
. (6)
The difference between languages is related to the promi-
nence of the stress modulation amplitude σstress. For English,
75% of correct detection cases were attributed to the prominent
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Figure 4: An example of incorrect emphasised word detection (in capitals) of the English sentence “What we are doing today is
essentially a NUISANCE”. From the first 3 most prominent peaks, the 2nd was wrongly detected as the emphasised word (the 3rd was
correct).
σstress, and 25% to the rhythmical patterns (i.e., the promi-
nent peak coming from the stressed syllable). For French, the
σstress was significant in 56% cases and the rhythmical patterns
increased to 44% cases.
Fig. 3 shows an example of correct emphasised word detec-
tion of a French sentence. Both emphasised words are detected
using the rhythmical patterns. Fig. 4 shows an example of in-
correct emphasised word detection of an English sentence. We
see that the width of the prominent stress modulation peaks may
also be important, which could be related to the longer duration
of the emphatic words.
5. Conclusions and future directions
We have proposed an empirical model of emphatic word detec-
tion that
1. does not require training,
2. is robust to noise because of the PAD method,
3. and as a bottom-up method, is taken to be language-
independent.
The detection model gives state-of-the-art performance us-
ing the unknown time-scale priors, i.e., suitable for speaker-
independent tasks. The use of the PAD method was motivated
by the hypothesis that the emphatic words can be detected by
examining the prosody hierarchy; more specifically, by rela-
tion of different time-scale information conveyed in speech. We
clearly demonstrated that the relation of the stress and syllable
time-scale information is important for the emphatic word de-
tection. In addition to their synchronisation, reported earlier
to be important for stressed syllable detection [10], the stress
modulation amplitude has the most significant impact on the
emphatic word detection.
A third parameter we observed, the width of the stress mod-
ulation peaks, can be considered as an another acoustic corre-
late to duration of the emphatic words. It may be noted that
this issue can be related to the differences between stress-timed
and syllable-timed languages. While in stress-timed languages,
such as English, we give stress to certain words while others
are spoken more quickly, in syllable-timed languages, such as
French, syllables receive equal importance. Therefore we may
speculate that the width of the stress modulation peaks would
work for English, such as for correct detection of 3rd promi-
nent peak that belongs to an emphatic word in the example
of Fig. 4. However, the peak width may not work well for
French where emphasised words do not have distinctive dura-
tion. Further analysis is required to evaluate an impact of the
stressed/accented peaks and widths of the peaks (of the syllable-
level modulation) on the emphatic word detection. We have not
investigated this in the current study due to lack of testing data.
There are different types of emphasised words:
1. intonation accent where the word is prominent within a
prosodic phrase,
2. emphatic stress investigated in this paper,
3. constrastive stress used to point out differences between
words,
4. and new information stress when asked a question, the
requested information is naturally emphasised.
These stress types differ in their linguistic interpretation, how-
ever we believe that all the types share their acoustic properties.
Therefore we consider our proposed method to be suitable for
any stress type.
We plan to extend the testing to more speakers and lan-
guages, with intention to use it for the prosody transfer tech-
nology we work on, similarly to the work of Anumanchipalli et
al. [22], but replacing the cross-lingual accent analysis by the
proposed empirical emphatic word detection. We further plan
to extend the model with the width analysis of the prominent
peaks of the stress modulation amplitude.
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