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Abstract. Renormalization group analysis for multi-band many-electron
systems at half-filling at positive temperature is presented. The analysis in-
cludes the Matsubara ultra-violet integration and the infrared integration
around the zero set of the dispersion relation. The multi-scale integration
schemes are implemented in a finite-dimensional Grassmann algebra indexed
by discrete position-time variables. In order that the multi-scale integrations
are justified inductively, various scale-dependent estimates on Grassmann
polynomials are established. We apply these theories in practice to prove
that for the half-filled Hubbard model with nearest-neighbor hopping on a
square lattice the infinite-volume, zero-temperature limit of the free energy
density exists as an analytic function of the coupling constant in a neigh-
borhood of the origin if the system contains the magnetic flux pi (mod 2pi)
per plaquette and 0 (mod 2pi) through the large circles around the periodic
lattice. Combined with Lieb’s result on the flux phase problem ([Lieb, E. H.,
Phys. Rev. Lett. 73 (1994), 2158]), this theorem implies that the minimum
free energy density of the flux phase problem converges to an analytic func-
tion of the coupling constant in the infinite-volume, zero-temperature limit.
The proof of the theorem is based on a four-band formulation of the model
Hamiltonian and an extension of Giuliani-Mastropietro’s renormalization de-
signed for the half-filled Hubbard model on the honeycomb lattice ([Giuliani,
A. and V. Mastropietro, Commun. Math. Phys. 293 (2010), 301–346]).
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1. Introduction
1.1. Introduction. It is becoming clear that many-electron lattice sys-
tems at positive temperature can be constructed rigorously within the
framework of the finite-dimensional Grassmann integrals and various
physical quantities defined in the system can be analyzed by solid cal-
culus on the finite-dimensional Grassmann algebra. One analytical
technique at the core of this research field is the multi-scale integra-
tion. Since its iterative operation with decomposed covariances for-
mally obeys a semi-group property, the multi-scale integration is also
called the renormalization group (RG) method. For instance, the exis-
tence of infinite-volume limit of thermodynamic physical quantities in
many-electron systems and their analyticity with respect to the coupling
constant can be proved by carrying out a multi-scale integration over
the Matsubara frequency. This type of multi-scale integration is called
the Matsubara ultra-violet (UV) integration. Nowadays, however, it is
known that a wide class of many-electron systems can be controlled in-
dependently of the volume factor by a simple single-scale analysis thanks
to the development of volume-independent determinant bounds on the
covariances by Pedra and Salmhofer ([19]). Though the Matsubara UV
integration or the single-scale integration based on Pedra-Salmhofer’s
determinant bound proves the analyticity of physical quantities in the
infinite-volume limit with the coupling constant, these methods do not
improve the temperature-dependency of the domain in which such an-
alytic statements can be made. Without any further treatment, the
allowed magnitude of the coupling typically shrinks in a power order
of temperature. As a consequence, the theory gives little insight into
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physics caused by interacting electrons in low temperatures. A multi-
scale integration designed to ease the temperature-dependency of the
maximal magnitude of interaction is called the infrared (IR) integra-
tion. Proper implementation of the IR integration is believed to guar-
antee the analyticity of physical quantities down to exponentially small
temperatures or even to the absolute zero-temperature. Since there are
demands for rigorous tools which enable us to treat many-electron mod-
els in wide parameter regions, the RG methods need to be systematically
investigated from various view points as a hopeful candidate for such
anticipated mathematical methods.
This paper has two purposes. One is to construct necessary estimates
for the multi-scale integrations on a finite-dimensional Grassmann alge-
bra to ensure the convergence of infinite-volume, zero-temperature limit
of thermodynamic physical quantities in half-filled multi-band many-
electron systems. The other is to apply these general estimates in prac-
tice to a specific many-electron model and reach rigorous conclusions
in low temperatures. More precise explanation of the second purpose
is the following. We prove that for the half-filled Hubbard model on
a square lattice there exists an analytic function of the complex cou-
pling constants on a multi-disk around the origin such that the free
energy density is equal to the restriction of the analytic function on the
real axis and the analytic function uniformly converges in the infinite-
volume, zero-temperature limit, if the nearest-neighbor hopping param-
eter of the Hubbard model contains the magnetic flux π (mod 2π) per
plaquette and 0 (mod 2π) through the large circles around the periodic
lattice. The Hubbard model with this constraint on the magnetic flux
is rarely seen in the study of mathematical RG so far. However, it is
not irrelevant in mathematical physics. In fact this model defines the
minimum free energy in the flux phase problem, which seeks a config-
uration of the arguments of the complex-valued hopping parameter in
the half-filled Hubbard model in order that the free energy of the sys-
tem is minimum. Lieb ([15]) essentially gave a sufficient condition for
the arguments to attain the minimum, which is the above condition on
the magnetic flux. The sufficiency of this condition was emphasized
by Macris and Nachtergaele in [17]. Since our model is the minimizer,
the same analytic and convergent properties hold for the minimum free
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energy density in the flux phase problem. These results are officially
stated in Subsection 1.2.
Let us explain the motive for this work by reviewing recent develop-
ments in the multi-scale analysis concerning the 2-dimensional Hub-
bard models at positive temperature, especially by focusing on the
temperature-dependency of the possible magnitude of the coupling con-
stant. In the series [20], [1], [2] the half-filled Hubbard model on a square
lattice was studied. These multi-scale analysis suggest that the corre-
lation functions in the system are analytic with respect to the coupling
constant U in the domain |U | < c| log T |−2, where T is the tempera-
ture and c is a generic positive constant. In the doctoral thesis [18]
Pedra characterized the 2-point correlation function in the Hubbard
model away from half-filling on a square lattice under the constraint
|U | ≤ c| logT |−1 and concluded that the system in this domain of the
coupling is a Fermi liquid. The RG analysis by Benfatto, Giuliani and
Mastropietro [3] also showed that the behavior of the 2-point correlation
function in the Hubbard model away from half-filling on a square lat-
tice corresponds to a Fermi liquid if the couping constant U obeys the
condition |U | ≤ c| log T |−1. One remarkable achievement was made by
Giuliani and Mastropietro in [9]. They developed an infrared integration
technique for the half-filled Hubbard model on the honeycomb lattice
and concluded that the free energy density and the correlation functions
in the infinite-volume limit are analytic in the temperature-independent
domain |U | < c. Giuliani, Mastropietro and Porta continued their RG
analysis for the same model in the following article [10]. Despite the
conceptual importance of the 2-d Hubbard models in condensed matter
physics, complete implementation of RG methods leading to rigorous
conclusions on the model in low temperatures is still scarce. It is nec-
essary to clarify the applicability of rigorous versions of RG to the 2-d
Hubbard models. This paper is aimed at achieving this goal by pre-
senting another example of analytic control of the 2-d Hubbard model
down to the absolute zero-temperature together with a general frame-
work constructed in a self-contained style.
Let us look into more details of related research articles to understand
new aspects of this paper from a technical view point. It was shown in
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[12] that the partition function in many-electron systems can be formu-
lated into a time-continuum limit of the finite-dimensional Grassmann
Gaussian integral, whose derivation is based on a discretization of the
Riemann integral with respect to the time variable inside the perturba-
tive expansion of the partition function. In this formulation the basis
of Grassmann algebra is indexed by the discrete space-time points. The
following papers [13], [14] adopted the same formulation and proved
exponential decay properties of the finite-temperature correlation func-
tions in the Hubbard models by a single-scale analysis based on Pedra-
Salmhofer’s determinant bound and a multi-scale integration over the
Matsubara frequency respectively. The Matsubara UV integration in
[14] was inductively constructed as a transform on the finite-dimensional
Grassmann algebra. Since no infrared integration is performed in [12],
[13], [14], the results in these papers are restricted within a domain
of the coupling constant depending on temperature as significantly as
|U | < cT n with some n ∈ N. So the next step is to analyze a many-
electron system in low temperatures by means of an IR integration in
the same finite-dimensional Grassmann algebra as in [12], [13], [14] and
to justify the IR integration process by the mathematical induction with
the scale index in the same manner as in the Matsubara UV integration
of [14].
A key idea of the IR analysis in [18], [3], [9] is the modification of
the covariance at each integration step by the insertion of the kernel of
the quadratic term produced by the previous integration. Because of
the symmetries of Grassmann polynomials preserved during the multi-
scale integration process, this modification does not qualitatively change
the shape of the zero set of the denominator of the covariance, and
thus the IR integration approaching the zero points of the denominator
is guaranteed to continue. The IR integration in this paper uses this
adaptive modification method introduced in [18], [3], [9]. Though this
renormalization technique explicitly plays a role only when we solve the
model problem in Section 7, keeping it in mind, we prepare general
estimates in Subsection 5.3 and Subsection 5.4 by giving Grassmann
polynomials whose degrees are at least 4 as the input to the integrations.
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The main reasons why the physical quantities in the half-filled Hub-
bard model on the honeycomb lattice are proved to be analytic inde-
pendently of temperature in [9] are the following. The zero set of the
free dispersion relation degenerates into 2 distinct points, which remain
to be the zero points of the denominator of the effective covariance, and
consequently the integral of each effective interaction term of order ≥ 4
is bounded from above by a negative power of the support size of IR
cut-off at the scale, in other words, effective interaction terms of order
≥ 4 are irrelevant under the iterative IR integrations. In fact the invari-
ance of the 2 Fermi-points is a remarkable discovery made by Giuliani
and Mastropietro in [9]. In this paper we formulate the half-filled Hub-
bard model with the flux π condition on a square lattice into a 4-band
many-electron model, in which the zero set of the free dispersion rela-
tion consists of a single point. Then, we prove that the zero point of the
free dispersion relation essentially continues to be a zero point of the
denominator of the effective covariance during RG process by extending
Giuliani-Mastropietro’s renormalizationmethod originally developed for
the 2-band half-filled Hubbard model on the honeycomb lattice. More
precisely speaking, our effective covariance in momentum space is the
inverse of a 4 × 4 matrix. What we prove is that each element of the
effective 4× 4 matrix becomes negligibly small when either the momen-
tum variable is close to the zero point of the free dispersion relation or
the Matsubara frequency is close to zero and thus the point where the
effective matrix is not invertible is the same as in the free case. The
non-corresponding property of the free covariance at equal space-time
points erases the quadratic term of the interaction in the Grassmann
integral formulation adopted in [9], while the quadratic term remains if
we formulate the model by using the Grassmann Gaussian integral pro-
posed in [12], [13], [14]. The quadratic term in the interaction breaks
one of the invariances called ‘inversion’ in [9, Lemma 1], which was used
especially to prove that the diagonal elements of the effective 2× 2 ma-
trix vanish as the Matsubara frequency approaches zero in [9]. Because
of a lack of necessary invariances, the argument of [9] to confirm that
certain elements including diagonal ones of the effective matrix vanish
in the IR limit does not immediately fit in our formulation. In this
paper, therefore, we start from reforming the formulation built in the
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same manner as in [12], [13], [14] into a more convenient form having
desirable symmetries for the IR integration.
The proof of validity of RG in this paper is based on the mathematical
induction with respect to the integration scale, which assumes a scale-
dependent norm bound on the input as the induction hypothesis and
shows the succeeding norm bound on the output of the single-scale in-
tegration, while the Gallavotti-Nicolo` tree spreading over all the scales
is the main tool to organize the multi-scale integration process in [9]
as well as in [3]. For this reason the major part of this paper is de-
voted to establish norm bounds on Grassmann polynomials produced
by the single-scale integrations, especially by the tree expansions for
derivatives of logarithm of the Grassmann Gaussian integral. Norm
estimations on finite-dimensional Grassmann algebra were rigorously
summarized with the aim of validating RG by induction by Feldman,
Kno¨rrer and Trubowitz in the book [5], in which, however, a representa-
tion theorem for the Schwinger functional developed in [4], rather than
the tree formula, underlay the Fermionic expansion. The concepts of
[5] were extended into the RG analysis on infinite-dimensional Grass-
mann algebra for interacting Fermions in [6], [7]. This paper intends
to keep the finite-dimensionality of Grassmann algebra and shows the
existence of infinite-volume, zero-temperature limit as a result of calcu-
lus on the finite-dimensional vector space. In summary what this paper
newly presents apart from the statements of the main theorem and its
corollary in Subsection 1.2 are
(i) Inductive construction of the multi-scale integrations, which lead
to the zero-temperature limit of the free energy density, on the
finite-dimensional Grassmann algebra indexed by discrete space-
time points.
(ii) An extension of Giuliani-Mastropietro’s renormalization to a 4-
band many-electron system.
Before closing the introductory remarks we should also argue possible
limitations of our framework for IR analysis. Our IR multi-scale inte-
gration procedure is based on a general proposition, namely Proposition
5.6, which concerns scale-dependent bound properties of the output of
a single-scale integration generalizing a real IR integration step. The
validity of the proposition is due to the structure that with respect to
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the scale-dependent norm and semi-norm set in the proposition, any
Grassmann monomial of order ≥ 4 with the bound of scale l + 1 auto-
matically admits the bound of scale l. In more details the norm bound
on a monomial of order ≥ 4 at scale l + 1 amounts to requiring the
integral of the monomial to be bounded from above by a negative power
of the factor M l+1, where M(> 1) is a parameter to control the support
size of IR cut-off. Since the negative power of M l+1 is smaller than that
of M l, the monomial satisfies the norm bound of scale l as well. When
we solve the model problem in Section 7, for example, the power of the
factor M l for a monomial of order m is −m + 7/2, which is negative
for m ≥ 4. As long as we go through Proposition 5.6, therefore, our
constructive theory is such that effective interaction terms of order ≥ 4
are irrelevant at every step of IR integrations. In this paper we do not
have a rigorous a priori criterion of to which model the proposition does
or does not apply. The proposition is built upon an assumption, namely
(5.57), determined by exponents in the determinant and L1 bounds on
an effective covariance. A heuristic argument in Remark 5.7 suggests
that the assumption of the proposition is unlikely to be realized in a
d-dimensional many-electron model where the d− 1-dimensional Haus-
dorff measure of the zero set of the free dispersion relation is non-zero
such as in the 1-dimensional Hubbard models with free Fermi points
or the 2-dimensional Hubbard models whose free Fermi curve does not
degenerate into finite points. For this reason we expect that these usual
many-electron models cannot be analyzed at zero-temperature by an
immediate application of our framework.
The contents of this paper after this section are outlined as follows.
In Section 2 we introduce the Hamiltonian operator in a generalized
setting and formulate the free energy density as a time-continuum limit
of logarithm of the finite-dimensional Grassmann Gaussian integral. In
Section 3 we present norm estimates on single-scale integrations without
assuming quantitative upper bounds on the covariances. In Section 4 we
establish norm estimates on the difference between single-scale integra-
tions at 2 different temperatures without assuming quantitative upper
bounds on the covariances. In Section 5 we apply the general norm es-
timates developed in Section 3 and Section 4 to construct both the UV
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integration process and the IR integration process as well as to mea-
sure the difference between Grassmann polynomials produced by these
integrations at 2 different temperatures in a model-independent general
setting. In Section 6 we complete the UV integration over the Matsubara
frequency by showing that the covariance with UV cut-off actually sat-
isfies the bound properties assumed in Section 5. In Section 7 we apply
the estimations prepared in Section 5 for the IR integration to the model
Hamiltonian and prove the main theorem of this paper. In Appendix A
we restate Lieb’s result on the flux phase problem with some supplemen-
tary arguments concerning the repeated reflection. In Appendix B we
establish L1-norm bounds on kernels of Grassmann polynomials, which
are necessary for the proof of the convergence of the symmetric Grass-
mann integral formulation to the free energy density in Section 2. In
Appendix C we summarize basic estimates on functions of Gevrey-class,
to which our cut-off functions belong. In Appendix D we prove that the
time-continuum, infinite-volume limit of derivatives of logarithm of the
Grassmann Gaussian integral exists at the origin. These convergence
properties are used in the proof of the existence of infinite-volume limit
of the free energy density in Section 7. Finally in Appendix E some
lemmas concerning the free energy density are directly proved without
going through the Grassmann integral formulation. The flow chart of
our construction is shown in Figure 1.
1.2. The model and the main results. Here we introduce the model
Hamiltonian and state the main results of this paper. For L ∈ N we
define the spatial lattice Γ(2L) by Γ(2L) := {0, 1, · · · , 2L − 1}2. For
(x, σ) ∈ Γ(2L) × {↑, ↓} let ψxσ denote the annihilation operator of the
Fermionic Fock space Ff(L
2(Γ(2L)×{↑, ↓})) and ψ∗xσ denote its adjoint
operator, which is called the creation operator. For x ∈ Z2 we define
ψxσ, ψ
∗
xσ by identifying x with the corresponding site of Γ(2L) which is
equal to x in (Z/2LZ)2.
Let e1 := (1, 0), e2 := (0, 1) ∈ Z2. We define the amplitude t(·, ·) : Z2×
Z2 → R≥0 of the hopping matrix elements as follows. With parameters
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Figure 1. Flow chart of our construction, where the arrows mean ma-
jor dependency.
th,e, th,o, tv,e, tv,o ∈ R>0,
t(x,y) :=

th,e if x− y = e1,−e1 in (Z/2LZ)2 and x2 = 0 in Z/2Z,
th,o if x− y = e1,−e1 in (Z/2LZ)2 and x2 = 1 in Z/2Z,
tv,e if x− y = e2,−e2 in (Z/2LZ)2 and x1 = 0 in Z/2Z,
tv,o if x− y = e2,−e2 in (Z/2LZ)2 and x1 = 1 in Z/2Z,
0 otherwise,
(∀x = (x1, x2),y ∈ Z2).
We allow the hopping matrix elements to be complex. Assume that the
argument θL(·, ·) : Z2 × Z2 → R satisfies
θL(x,y) = −θL(y,x) in R/2πZ,(1.1)
θL(x+ 2mLe1 + 2nLe2,y) = θL(x,y) in R/2πZ,
(∀x,y ∈ Z2, m, n ∈ Z)
11
and
θL(x+ e1,x) + θL(x+ e1 + e2,x+ e1)
+ θL(x+ e2,x+ e1 + e2) + θL(x,x+ e2) = π in R/2πZ, (∀x ∈ Z2),
2L−1∑
j=0
θL((j + 1, x), (j, x)) =
2L−1∑
j=0
θL((x, j + 1), (x, j))
= 0 in R/2πZ, (∀x ∈ Z).
(1.2)
The kinetic part H0 of the Hamiltonian is defined by
H0 :=
∑
x∈Γ(2L)
∑
σ∈{↑,↓}
2∑
j=1
(t(x,x+ ej)e
iθL(x,x+ej)ψ∗xσψx+ejσ(1.3)
+ t(x,x− ej)eiθL(x,x−ej)ψ∗xσψx−ejσ).
One can see that H∗0 = H0.
The condition (1.2) is interpreted as having the magnetic flux π (mod
2π) per plaquette and 0 (mod 2π) through the circles winding around the
periodic lattice, because the sum in (1.2) is the value of the line integral
of the magnetic vector potential around the corresponding contour, if
we adopt the Peierls substitution. One simple example of such θL is that
θL(x,y) =
{
π if x− y = e2,−e2 in (Z/2LZ)2 and x1 = 1 in Z/2Z,
0 otherwise,
(1.4)
(∀x = (x1, x2),y ∈ Z2).
In this case the nearest-neighbor hopping is pictured as in Figure 2.
To define the interacting part of the Hamiltonian, we assume that the
magnitude of the on-site interaction may depend on sites. More specif-
ically, with parameters Ue,e, Uo,e, Ue,o, Uo,o ∈ R we define U(·) : Z2 → R
by
U(x) :=

Ue,e if x = (0, 0) in (Z/2Z)
2,
Uo,e if x = (1, 0) in (Z/2Z)
2,
Ue,o if x = (0, 1) in (Z/2Z)
2,
Uo,o if x = (1, 1) in (Z/2Z)
2,
(∀x ∈ Z2).
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Figure 2. The nearest-neighbor hopping with the phase θL defined by (1.4).
With this U(·), define the interacting part V by
V :=
∑
x∈Γ(2L)
U(x)
(
ψ∗x↑ψ
∗
x↓ψx↓ψx↑ −
1
2
∑
σ∈{↑,↓}
ψ∗xσψxσ
)
.(1.5)
The Hamiltonian H is defined by H := H0 + V, which is a self-adjoint
operator on Ff(L
2(Γ(2L)×{↑, ↓})). Including the quadratic term in the
interacting part as above makes the system half-filled. This fact can be
confirmed by a well-known argument. We provide the proof in Remark
1.4 below for completeness. With the inverse temperature β ∈ R>0, the
free energy density of the system is given by
− 1
β(2L)2
log(Tr e−βH).
To shorten formulas, we set t := (th,e, th,o, tv,e, tv,o) (∈ R4>0),
ft :=
min{th,eth,o, tv,etv,o}
(max{th,e, th,o, tv,e, tv,o}) 32
·min
{
th,o
th,e
,
th,e
th,o
,
tv,o
tv,e
,
tv,e
tv,o
}
(1.6)
and
Dt(c) := {z ∈ C | |z| < cf 2t }
for c ∈ R>0. The goal of this paper is to prove the following theorem.
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Theorem 1.1. Set U := (Ue,e, Uo,e, Ue,o, Uo,o). There exists a constant
c ∈ R>0 independent of any parameter such that the following statements
hold true.
(1) There exists a function Fβ,L(·) : Dt(c)4 → C parameterized by
β ∈ R>0 and L ∈ N satisfying L ≥ max{th,e, th,o, tv,e, tv,o}β such
that Fβ,L(·) is continuous in Dt(c)4, analytic in Dt(c)4 and
Fβ,L(U) = − 1
β(2L)2
log(Tr e−βH),
(∀U ∈ Dt(c)4 ∩ R4, β ∈ R>0,
L ∈ N with L ≥ max{th,e, th,o, tv,e, tv,o}β).
(2) There exists a function Fβ(·) : Dt(c)
4 → C parameterized by β ∈
R>0, independent of L ∈ N such that
lim
L→∞
L∈N
sup
z∈Dt(c)4
|Fβ,L(z)− Fβ(z)| = 0, (∀β ∈ R>0).
(3) There exists a function F (·) : Dt(c)4 → C independent of β ∈ R>0
such that
lim
β→∞
β∈R>0
sup
z∈Dt(c)4
|Fβ(z)− F (z)| = 0.
If we impose additional conditions on th,e, th,o, tv,e, tv,o, Ue,e, Uo,e, Ue,o,
Uo,o and L, we can relate the free energy density considered in Theorem
1.1 to the minimum free energy in the flux phase problem, which seeks
a phase φ : Z2 × Z2 → R of the hopping parameter minimizing the free
energy. Lieb ([15]) essentially gave a sufficient condition for a phase
to be a minimizer of the flux phase problem. The sufficient condition
was also claimed by Macris and Nachtergaele in [17]. That is the con-
dition (1.2) if L ∈ 2N + 1. For readers who are not familiar with the
flux phase problem, we restate Lieb’s result in Appendix A with some
supplementary arguments which were not explicit in the letter [15]. In
mathematical terms, the flux phase problem is to find φ˜ : Z2 × Z2 → R
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satisfying (1.1) such that
− 1
β(2L)2
log(Tr e−βH(φ˜))
= min
{
− 1
β(2L)2
log(Tr e−βH(φ))
∣∣∣ φ : Z2 × Z2 → R satisfying (1.1)} ,
(1.7)
where
H(φ) :=
∑
(x,σ)∈Γ(2L)×{↑,↓}
2∑
j=1
(t(x,x+ ej)e
iφ(x,x+ej)ψ∗xσψx+ejσ
+ t(x,x− ej)eiφ(x,x−ej)ψ∗xσψx−ejσ) + V.
Since this is equivalent to a minimization problem of a continuous func-
tion defined on the compact set [0, 2π]2(2L)
2
, a minimizer exists. Under
the additional conditions that th,e = th,o, tv,e = tv,o, Ue,e = Uo,e = Ue,o =
Uo,o and L ∈ 2N+1, Theorem A.5 in Appendix A ensures that any phase
θL satisfying (1.1) and (1.2) is a minimizer of the flux phase problem.
Thus, we have the following corollary.
Corollary 1.2. Assume that th,e = th,o, tv,e = tv,o, Ue,e = Uo,e = Ue,o =
Uo,o = U ∈ R. Let Gβ,L(U) denote the right-hand side of (1.7). Then,
there exists a constant c ∈ R>0 independent of any parameter such that
the following statements hold true.
(1) There exists a function Fβ,L(·) : Dt(c)→ C parameterized by β ∈
R>0 and L ∈ 2N+1 satisfying L ≥ max{th,e, tv,e}β such that Fβ,L(·)
is continuous in Dt(c), analytic in Dt(c) and
Fβ,L(U) = Gβ,L(U),
(∀U ∈ Dt(c) ∩ R, β ∈ R>0,
L ∈ 2N+ 1 with L ≥ max{th,e, tv,e}β).
(2) There exists a function Fβ(·) : Dt(c) → C parameterized by β ∈
R>0, independent of L ∈ 2N+ 1 such that
lim
L→∞
L∈2N+1
sup
z∈Dt(c)
|Fβ,L(z)− Fβ(z)| = 0, (∀β ∈ R>0).
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(3) There exists a function F (·) : Dt(c)→ C independent of β ∈ R>0
such that
lim
β→∞
β∈R>0
sup
z∈Dt(c)
|Fβ(z)− F (z)| = 0.
Remark 1.3. Theorem 1.1 implies the analyticity of the infinite-volume,
zero-temperature limit of the free energy density in the following sense.
There exists a function F (·) : Dt(c)4 → C independent of β ∈ R>0,
L ∈ N such that F (·) is continuous in Dt(c)4, analytic in Dt(c)4 and
lim
β→∞
β∈R>0
lim
L→∞
L∈N
sup
U∈Dt(c)4∩R4
∣∣∣∣− 1β(2L)2 log(Tr e−βH)− F (U)
∣∣∣∣ = 0.
Remark 1.4. The system is half-filled. To confirm this, let us define
the operator A on Ff(L
2(Γ(2L)× {↑, ↓})) by
A(αΩ2L) := α
∏
x∈Γ(2L)
(ψ∗x↑ψ
∗
x↓)Ω2L,
A(αψ∗(x1,1,x1,2)σ1ψ
∗
(x2,1,x2,2)σ2
· · ·ψ∗(xn,1,xn,2)σnΩ2L)
:= (−1)
∑n
j=1(xj,1+xj,2)αψ(x1,1,x1,2)σ1ψ(x2,1,x2,2)σ2 · · ·ψ(xn,1,xn,2)σn
·
∏
x∈Γ(2L)
(ψ∗x↑ψ
∗
x↓)Ω2L,
(∀α ∈ C, (xj,1, xj,2) ∈ Γ(2L), σj ∈ {↑, ↓} (j = 1, 2, · · · , n))
and by linearity, where Ω2L denotes the vacuum of Ff(L
2(Γ(2L)×
{↑, ↓})). One can check that A is unitary, AHA∗ = H and
Aψ∗xσψxσA
∗ = id2L − ψ∗xσψxσ, (∀(x, σ) ∈ Γ(2L)× {↑, ↓}),
where id2L denotes the identity map on Ff(L
2(Γ(2L)× {↑, ↓})). Thus,
Tr(e−βHψ∗xσψxσ) = Tr(e
−βAHA∗Aψ∗xσψxσA
∗)
= Tr e−βH − Tr(e−βHψ∗xσψxσ),
which implies that
Tr(e−βHψ∗xσψxσ)
Tr e−βH
=
1
2
, (∀(x, σ) ∈ Γ(2L)× {↑, ↓}).
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Remark 1.5. In Theorem 1.1 we have freedom to choose a phase θL
satisfying (1.1) and (1.2). However, the free energy density is inde-
pendent of the choice of θL. Let θL, θ
′
L be phases satisfying (1.1)
and (1.2) and H(θL), H(θ
′
L) be the Hamiltonian having the phase θL,
θ′L respectively. Then, Lemma A.4 given in Appendix A implies that
Tr e−βH(θL) = Tr e−βH(θ
′
L). In brief, this equality is due to the fact that
the flux of θL through any circuit in the periodic lattice (Z/2LZ)
2 is the
same as that of θ′L.
Remark 1.6. The proof of Theorem A.5 requires that the hopping
amplitude and the magnitude of on-site interaction are invariant under
vertical and horizontal reflections. To meet this requirement, we need to
assume that th,e = th,o, tv,e = tv,o, Ue,e = Uo,e = Ue,o = Uo,o. Moreover, on
the assumption L ∈ 2N+1, having the flux π(L− 1) (mod 2π) through
the circles around the periodic lattice, another requirement of Theorem
A.5, is equal to having the flux 0 (mod 2π), which is satisfied by our
model Hamiltonian. In the case L ∈ 2N we do not have the equivalence
between the free energy governed by our model Hamiltonian and the
minimum free energy in the flux phase problem.
Remark 1.7. Consider the Hamiltonian H with the phase defined by
(1.4). If th,o = tv,o = Uo,o = 0, the Hamiltonian H becomes the half-
filled Hubbard model on the copper-oxide (CuO) lattice. Since the con-
dition th,o, tv,o 6= 0 is indispensable for our analysis, we cannot treat
the half-filled CuO Hubbard model itself in this paper. As an opera-
tor on the finite-dimensional space our Hamiltonian can be arbitrarily
close to the half-filled CuO Hubbard model as th,o, tv,o ց 0. For such
an approximate model with small but non-zero th,o, tv,o, Theorem 1.1
guarantees the existence of infinite-volume, zero-temperature limit of
the free energy density and its analyticity with the coupling constants
Ue,e, Uo,e, Ue,o. However, since the domain Dt(c) shrinks as th,o, tv,o ց 0,
we cannot extract any information on the free energy density defined in
the half-filled CuO Hubbard model from Theorem 1.1.
Remark 1.8. Later in Lemma 7.15 in Section 7 we will see that the
integral of modulus of the free covariance is bounded by a constant
times β from above and below if L is sufficiently large. This also implies
that the free covariance with the Matsubara UV cut-off has the same
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bound property in low temperature, since the integral of modulus of
the free covariance with the large Matsubara frequency, the difference
between the free covariance and that with the Matsubara UV cut-off,
is bounded from above independently of β. These facts tell us that we
cannot prove the analyticity of the free energy density in the infinite-
volume limit in a domain larger than {U ∈ C | |U | < cβ−1}4 by means of
a single-scale analysis based on Pedra-Salmhofer’s determinant bound
as in [12] or a multi-scale analysis over the Matsubara frequency as in
[14], since the inverse of the L1-bound of the free covariance with or
without UV cut-off determines the maximal magnitude of the coupling
in these theories. Therefore, we are led to perform an IR analysis in
order to reach the infinite-volume, zero-temperature limit in this model
of interacting electrons.
2. Formulation
In this section, first we define the multi-band Hamiltonian H con-
sisting of the free part H0 and the interacting part V in a generalized
setting. In Subsection 1.2 we introduced the single-band Hamiltonian
H. We will prove Theorem 1.1 by formulating the Hamiltonian H into
a 4-band Hamiltonian in Section 7. The Hamiltonian H should be con-
sidered as a generalization of the 4-band model Hamiltonian. Then we
introduce the finite-dimensional Grassmann integral formulation of the
normalized free energy density − 1
βLd
log(Tr e−βH/Tr e−βH0). Though the
main theorem of this paper concerns the free energy density of the form
− 1
βLd
log(Tr e−βH), it is more convenient to deal with the normalized one,
since it fits in the framework of Grassmann Gaussian integration. We
can reach the conclusions on the free energy density from the analysis
of the normalized free energy density, since the non-interacting free en-
ergy density − 1
βLd
log(Tr e−βH0), the difference between them, is exactly
computable.
2.1. The multi-band Hamiltonian. Let us set up a system which we
focus on until we analyze the specific model in Section 7. Let d (∈ N)
denote the spatial dimension. Take a basis u1,u2, · · · ,ud of Rd. Let
v1,v2, · · · ,vd be another basis of Rd satisfying 〈ul,vm〉 = δl,m (∀l, m ∈
{1, 2, · · · , d}), where 〈·, ·〉 is the standard inner product of Rd. The
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spatial lattice Γ is defined by
Γ :=
{
d∑
j=1
mjuj
∣∣∣ mj ∈ {0, 1, · · · , L− 1} (j = 1, 2, · · · , d)
}
.
The momentum lattice Γ∗ dual to Γ is given by
Γ∗ :=
{
2π
L
d∑
j=1
mjvj
∣∣∣ mj ∈ {0, 1, · · · , L− 1} (j = 1, 2, · · · , d)
}
.
With a number b (∈ N) we assume that the crystal lattice is modeled by
the lattice Γ with a b-point basis. The integer b stands for the number
of atomic sites in a primitive unit cell of the lattice Γ. Each site of the
crystal lattice is identified with an element of the set {1, 2, · · · , b} × Γ.
For conciseness we set B := {1, 2, · · · , b}.
The HamiltonianH is defined as a self-adjoint operator on the Fermio-
nic Fock space Ff(L
2(B × Γ × {↑, ↓})). To define the free part of the
Hamiltonian H, we assume that in the momentum space the hopping
matrix is represented by E(k) ∈ Mat(b,C) (k ∈ Γ∗). Moreover we
assume that the domain of E(·) can be extended to Rd and
E ∈ C(Rd;Mat(b,C)),
E(k)∗ = E(k), (∀k ∈ Rd),(2.1)
E(k+ 2πvj) = E(k), (∀k ∈ Rd, j ∈ {1, 2, · · · , d}).(2.2)
We consider Mat(b,C) as a b2-dimensional complex Banach space with
the norm ‖ · ‖b×b defined by
‖A‖b×b := sup
v∈Cb with
‖v‖
Cb
=1
‖Av‖Cb, (A ∈ Mat(b,C)),
where ‖ · ‖Cb denotes the norm of Cb induced by the standard inner
product 〈·, ·〉Cb. With E(·) we define the free part H0 by
H0 :=
1
Ld
∑
ρ,η∈B
∑
x,y∈Γ
∑
σ∈{↑,↓}
∑
k∈Γ∗
ei〈k,x−y〉E(k)(ρ, η)ψ∗ρxσψηyσ,(2.3)
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where ψρxσ is the annihilation operator destroying an electron with the
spin σ on the site (ρ,x) and ψ∗ρxσ is its adjoint operator called the cre-
ation operator.
The interacting part V is defined by
V :=
∑
ρ∈B
∑
x∈Γ
Uρ
(
ψ∗ρx↑ψ
∗
ρx↓ψρx↓ψρx↑ −
1
2
∑
σ∈{↑,↓}
ψ∗ρxσψρxσ
)
,(2.4)
with the coupling constants Uρ ∈ R (ρ ∈ B). To be more precise,
the second term of V should be considered as a part representing the
on-site energy minus the chemical potential. Since we are going to con-
struct a theory for the half-filled systems, the on-site quadratic term
of this form needs to be included in V . The Hamiltonian govern-
ing the multi-band many-electron system is defined by H := H0 + V :
Ff(L
2(B × Γ × {↑, ↓})) → Ff(L2(B × Γ × {↑, ↓})). By the condition
(2.1), H is self-adjoint. In the rest of this section we will introduce the
Grassmann integral formulation of the normalized free energy density
− 1
βLd
log(Tr e−βH/Tr e−βH0).
2.2. The finite-dimensional Grassmann integrals. Let us sum-
marize the notions of Grassmann integration over a finite-dimensional
Grassmann algebra. Take a parameter h ∈ (2/β)N and introduce the
discrete analogue of the interval [0, β) by
[0, β)h :=
{
0,
1
h
,
2
h
, · · · , β − 1
h
}
.
We take the parameter h from (2/β)N rather than from (1/β)N in order
to refer to the basic results of [12, Appendix C] constructed with h
belonging to (2/β)N. The index sets I0, I are defined by
I0 := B × Γ× {↑, ↓} × [0, β)h,
I := I0 × {1,−1}.
Let N stand for the number 4bβhLd, the cardinality of I. Let V denote
the complex vector space spanned by the abstract basis {ψX}X∈I . Simi-
larly for p ∈ N let Vp be the complex vector space spanned by the basis
{ψpX}X∈I . For X ∈ I0 we sometimes write ψX, ψX in place of ψ(X,1),
ψ(X,−1) respectively.
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For a finite-dimensional complex vector space W and n ∈ N, set∧0W := C and let ∧nW denote the n-fold anti-symmetric tensor prod-
uct of W . Moreover, set ∧
W :=
dimW⊕
n=0
n∧
W.
For n ∈ {0, 1, · · · , dimW} let Pn : ∧W → ∧nW denote the standard
projection.
We call
∧V Grassmann algebra generated by {ψX}X∈I . We write an
element f of
∧V as f(ψ) when we want to show its Grassmann variable
explicitly. We can define f(ψ + ψp) ∈ ∧(V⊕Vp) from f(ψ) ∈ ∧V by
replacing each ψX by ψX+ψ
p
X inside f(ψ). For X = (X1, X2, · · · , Xm) ∈
Im we simply write ψX in place of ψX1ψX2 · · ·ψXm and Xσ in place of
(Xσ(1), Xσ(2), · · · , Xσ(m)) for any σ ∈ Sm, where Sm denotes the set of
all permutations over {1, 2, · · · , m}. We call a function fm : Im → C
anti-symmetric if fm(X) = sgn(σ)fm(Xσ) for any X ∈ Im, σ ∈ Sm.
For any f(ψ) ∈ ∧V there uniquely exist f0 ∈ C and anti-symmetric
functions fm(·) : Im → C (m ∈ {1, 2, · · · , N}) such that
f(ψ) = f0 +
N∑
m=1
(
1
h
)m ∑
X∈Im
fm(X)ψX.
Throughout the paper we follow the notational convention that for
f(ψ) ∈ ∧V , fm(ψ) denotes Pmf(ψ) and fm(·) : Im → C denotes the
anti-symmetric kernel of fm(ψ). For example, we write as follows.
f(ψ) =
N∑
m=0
fm(ψ), fm(ψ) =
(
1
h
)m ∑
X∈Im
fm(X)ψX.
We can construct a norm in the complex vector space
∧V by defining
a norm in the space of anti-symmetric functions on Im for all m ∈
{1, 2, · · · , N}. In this paper we will introduce various norms in the
space of anti-symmetric functions. We will define the norms one by one
when necessary rather than by listing them all together at this stage.
Let a ∈ N and D be a domain of Ca. Assume that f(z)(ψ) ∈ ∧V
is parameterized by z ∈ D. We say that f(z)(ψ) is continuous with
z in D if so is f(z)m(X) (∀m ∈ {0, 1, · · · , N},X ∈ Im). Similarly
21
we say that f(z)(ψ) is analytic with z in D if so is f(z)m(X) (∀m ∈
{0, 1, · · · , N},X ∈ Im). In this case we define the Grassmann polyno-
mials
a∏
j=1
(
∂
∂zj
)nj
f(z)(ψ) ∈
∧
V ,
(z = (z1, z2, · · · , za) ∈ D, nj ∈ N ∪ {0} (j = 1, 2, · · · , a))
by
a∏
j=1
(
∂
∂zj
)nj
f(z)(ψ) :=
N∑
m=0
(
1
h
)m ∑
X∈Im
a∏
j=1
(
∂
∂zj
)nj
f(z)m(X)ψX.
Consider a sequence (fn(ψ))∞n=1 of
∧V . We say that fn(ψ) converges
as n → ∞ if so does fnm(X) (∀m ∈ {0, 1, · · · , N},X ∈ Im). Consider
a sequence (fn(z)(ψ))∞n=1 of
∧V parameterized by z ∈ D. We say that
fn(z)(ψ) uniformly converges with z ∈ D as n→∞ if so does fn(z)m(X)
(∀m ∈ {0, 1, · · · , N},X ∈ Im). If a norm is defined in ∧V , the normed
space
∧V is complete, since dim∧V < ∞. These definitions of conti-
nuity, analyticity, derivative, convergence and uniform convergence are
equivalent to those defined in the Banach space
∧V .
For p1, p2, · · · , pn, p ∈ N with pj 6= p (∀j ∈ {1, 2, · · · , n}) the Grass-
mann Gaussian integral
∫ ·dµCo(ψp) with a covariance matrix Co : I20 →
C is a linear map from
∧
(Vp1
⊕ · · ·⊕Vpn⊕Vp) to ∧(Vp1⊕ · · ·⊕Vpn)
defined as follows. For any f ∈ ∧(Vp1⊕ · · ·⊕Vpn),∫
fdµCo(ψ
p) := f,∫
fψ
p
X1
· · ·ψpXlψpYm · · ·ψpY1dµCo(ψp)
:=
{
det(Co(Xi, Yj))1≤i,j≤lf if l = m,
0 if l 6= m.
Then, for any g ∈ ∧(Vp1⊕ · · ·⊕Vpn⊕Vp) the value of ∫ gdµCo(ψp) can
be uniquely determined by linearity and anti-symmetry. For Y ∈ I the
left derivative ∂/∂ψpY is a linear transform on
∧
(Vp1
⊕ · · ·⊕Vpn⊕Vp)
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defined as follows.
∂
∂ψpY
(αψq1X1 · · ·ψqlXlψpYψ
ql+1
Xl+1
· · ·ψqmXm) := (−1)lαψq1X1 · · ·ψqlXlψ
ql+1
Xl+1
· · ·ψqmXm,
∂
∂ψpY
(αψq1X1 · · ·ψqlXlψ
ql+1
Xl+1
· · ·ψqmXm) := 0,(∀α ∈ C, ψq1X1, · · · , ψqmXm ∈ {ψp1X , · · · , ψpnX , ψpX}X∈I\{ψpY }).
Then, the value of ∂/∂ψpY on any element of
∧
(Vp1
⊕ · · ·⊕Vpn⊕Vp)
can be uniquely determined by linearity and anti-symmetry. For X =
(X1, X2, · · · , Xm) ∈ Im we sometimes write ∂/∂ψX in place of ∂/∂ψX1 ·
∂/∂ψX2 · · · ∂/∂ψXm for simplicity.
We will frequently deal with the exponential and the logarithm of a
Grassmann polynomial. Let us recall their definitions. For f ∈ ∧V the
polynomial ef (∈ ∧V) is defined by
ef := ef0
N∑
n=0
1
n!
(f − f0)n.
Additionally, assume that f0 ∈ C\R≤0. The logarithm of f is defined by
log f := log f0 +
N∑
n=1
(−1)n−1
n
(
f − f0
f0
)n
.
For any z ∈ C\R≤0 we define log z by the principal value log |z| + iθ,
where θ ∈ (−π, π) satisfies z = |z|eiθ.
2.3. The full covariance. The covariance in our Grassmann Gauss-
ian integral formulation of the free energy density is equal to the non-
interacting 2-point correlation function. For (ρ,x, σ, x), (η,y, τ, y) ∈
B × Γ× {↑, ↓} × [0, β),
C(ρxσx, ηyτy) :=
Tr(e−βH0T (ψ∗ρxσ(x)ψηyτ(y)))
Tr e−βH0
,(2.5)
where ψ∗ρxσ(x) := e
xH0ψ∗ρxσe
−xH0, ψηyτ(y) := eyH0ψηyτe−yH0,
T (ψ∗ρxσ(x)ψηyτ(y)) := 1x≥yψ
∗
ρxσ(x)ψηyτ(y)− 1x<yψηyτ(y)ψ∗ρxσ(x).
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For a proposition P the value of 1P is defined as follows. 1P := 1 if P
is true, 1P := 0 otherwise. We use the same symbol C even when its
variables are restricted to be in the finite subset I20 .
Let M denote the set of the Matsubara frequency (π/β)(2Z+1). We
define the h-dependent finite subsetMh of the Matsubara frequency by
Mh :=
{
ω ∈ π
β
(2Z+ 1)
∣∣∣ |ω| < πh} .
Let Ib denote the b× b unit matrix. The covariance matrix C : I20 → C
is characterized as follows.
Lemma 2.1. For any (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C(ρxσx, ηyτy)(2.6)
=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωh−1(Ib − e−iωh Ib+ 1hE(k))−1(ρ, η).
Proof. One can complete the characterization in the same way as in [14,
Appendix A]. For readers’ convenience we provide a sketch of the proof.
For any k ∈ Rd let α1(k), · · · , αb(k) (∈ R) be the eigen values of E(k).
There exists a unitary matrix U(k) ∈ Mat(b,C) such that
(U(k)∗E(k)U(k))(ρ, η) = αρ(k)δρ,η, (∀ρ, η ∈ B).(2.7)
Define the matrix W : (B × Γ× {↑, ↓})2 → C by
W (ρxσ, ηyτ) :=
δσ,τ
Ld
∑
k∈Γ∗
e−i〈x−y,k〉U(k)(ρ, η).
Set
(Wψ∗)ρxσ :=
∑
(η,y,τ )∈B×Γ×{↑,↓}
W (ρxσ, ηyτ)ψ∗ηyτ ,
(∀(ρ,x, σ) ∈ B × Γ× {↑, ↓}).
Let us define the linear transform F on Ff(L
2(B × Γ× {↑, ↓})) by
FΩ := Ω,
Fψ∗X1ψ
∗
X2
· · ·ψ∗XnΩ := (Wψ∗)X1(Wψ∗)X2 · · · (Wψ∗)XnΩ,
(∀n ∈ N, X1, X2, · · · , Xn ∈ B × Γ× {↑, ↓})
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and by linearity, where Ω denotes the vacuum of Ff(L
2(B×Γ×{↑, ↓})).
By using the unitary property of U(k) and the equality (2.7) one can
check that the transform F is unitary and
FH0F
∗ =
∑
ρ∈B
∑
x,y∈Γ
∑
σ∈{↑,↓}
1
Ld
∑
k∈Γ∗
ei〈x−y,k〉αρ(k)ψ
∗
ρxσψρyσ.
For any (ρ,x, σ, x), (η,y, τ, y) ∈ B × Γ× {↑, ↓} × [0, β) set
ψ˜∗ρxσ(x) := e
xFH0F
∗
ψ∗ρxσe
−xFH0F ∗,
ψ˜ρxσ(x) := e
xFH0F
∗
ψρxσe
−xFH0F ∗,
T (ψ˜∗ρxσ(x)ψ˜ηyτ(y)) := 1x≥yψ˜
∗
ρxσ(x)ψ˜ηyτ(y)− 1x<yψ˜ηyτ(y)ψ˜∗ρxσ(x).
Since F is unitary,
C(ρxσx, ηyτy)
(2.8)
=
∑
X,Y ∈B×Γ×{↑,↓}
W (ρxσ,X)W (ηyτ, Y ) · Tr(e
−βFH0F ∗T (ψ˜∗X(x)ψ˜Y (y)))
Tr e−βFH0F ∗
.
Since FH0F
∗ is diagonalized with respect to the band index, the 2-point
function Tr(e−βFH0F
∗
T (ψ˜∗X(x)ψ˜Y (y)))/Tr e
−βFH0F ∗ can be computed by
a standard procedure (see, e.g., [12, Lemma B.10]). The result is that
Tr(e−βFH0F
∗
T (ψ˜∗ρ′x′σ′(x)ψ˜η′y′τ ′(y)))
Tr e−βFH0F ∗
(2.9)
=
δρ′,η′δσ′,τ ′
Ld
∑
k∈Γ∗
e−i〈x
′−y′,k〉e(x−y)αρ′(k)
(
1x≥y
1 + eβαρ′(k)
− 1x<y
1 + e−βαρ′ (k)
)
,
(∀(ρ′,x′, σ′), (η′,y′, τ ′) ∈ B × Γ× {↑, ↓}).
By substituting (2.9) into (2.8),
C(ρxσx, ηyτy) =
δσ,τ
Ld
∑
k∈Γ∗
e−i〈x−y,k〉
∑
γ∈B
U(k)(ρ, γ)U(k)(η, γ)(2.10)
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· e(x−y)αγ(k)
(
1x≥y
1 + eβαγ(k)
− 1x<y
1 + e−βαγ(k)
)
,
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ B × Γ× {↑, ↓} × [0, β)).
Since h ∈ (2/β)N, we can apply [12, Lemma C.3] to obtain that for any
x, y ∈ [0, β)h,
e(x−y)αγ(k)
(
1x≥y
1 + eβαγ(k)
− 1x<y
1 + e−βαγ(k)
)
=
1
β
∑
ω∈Mh
ei(x−y)ω
h(1− e−iωh+ 1hαγ(k)).
(2.11)
By combining (2.11) with (2.10) and using (2.7) we can derive (2.6). 
2.4. The Grassmann Gaussian integral formulation. Here we for-
mulate log(Tr e−βH/Tr e−βH0) into the Grassmann Gaussian integral with
the covariance C. Let us introduce a counterpart of the interaction V
in the Grassmann algebra
∧V .
V (ψ)
(2.12)
:=
1
h
∑
(ρ,x,x)∈B×Γ×[0,β)h
Uρ
(
ψρx↑xψρx↓xψρx↓xψρx↑x −
1
2
∑
σ∈{↑,↓}
ψρxσxψρxσx
)
.
From now we simply write U in place of (U1, U2, · · · , Ub).
Lemma 2.2. The following statements hold.
(1) For any Umax ∈ R>0 there exists h0 ∈ R>0 such that
Re
∫
e−V (ψ)dµC(ψ) > 0,
(∀U ∈ Rb with |Uρ| ≤ Umax (∀ρ ∈ B), ∀h ∈ (2/β)N with h ≥ h0).
(2) For any Umax ∈ R>0,
lim
h→∞
h∈(2/β)N
sup
U∈Rb with
|Uρ|≤Umax(∀ρ∈B)
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·
∣∣∣∣∣log
(
Tr e−βH
Tr e−βH0
)
− log
(∫
e−V (ψ)dµC(ψ)
)∣∣∣∣∣ = 0.
Proof. These claims can be proved in the same way as in the proof
of [13, Lemma 3.4], [14, Appendix B]. We outline the proof for self-
containedness. We can rewrite the interacting part V of the Hamiltonian
H as follows.
V =
∑
(ρ,x,σ),(η,y,τ)
∈B×Γ×{↑,↓}
w1(ρxσ, ηyτ)ψ
∗
ρxσψηyτ
+
2∏
j=1
( ∑
(ρj,xj ,σj),(ηj,yj,τj)
∈B×Γ×{↑,↓}
)
w2(ρ1x1σ1, ρ2x2σ2, η1y1τ1, η2y2τ2)
· ψ∗ρ1x1σ1ψ∗ρ2x2σ2ψη2y2τ2ψη1y1τ1,
where
w1(ρxσ, ηyτ) := −1(ρ,x,σ)=(η,y,τ )
2
Uρ,
w2(ρ1x1σ1, ρ2x2σ2, η1y1τ1, η2y2τ2)
:= 1(ρ1,x1)=(ρ2,x2)=(η1,y1)=(η2,y2)1(σ1,σ2,τ1,τ2)=(↑,↓,↑,↓)Uρ1.
By repeating the same argument as in [13, Proposition 3.2] we can derive
the following series.
Tr e−βH
Tr e−βH0
= 1+
∞∑
m=1
(−1)m
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
∫ β
0
dxkwlk(Xk,Yk)
)(2.13)
· det(C(Xp, Yq))1≤p,q≤∑mk=1 lk ,
where the variables are defined by the following rule.
Xk := ((ρk,1,xk,1, σk,1), · · · , (ρk,lk,xk,lk , σk,lk)),(2.14)
Yk := ((ηk,1,yk,1, τk,1), · · · , (ηk,lk,yk,lk , τk,lk)),
Xp := (ρu+1,v,xu+1,v, σu+1,v, xu+1),
Yp := (ηu+1,v,yu+1,v, τu+1,v, xu+1),
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for p =
∑u
k=1 lk + v, u ∈ {0, 1, · · · , m− 1}, v ∈ {1, · · · , lu+1}.
We define the function U 7→ P (U) : Cb → C by the right-hand side of
(2.13). By replacing the integral
∫ β
0 dxk by the Riemann sum
1
h
∑
x∈[0,β)h
we introduce the discrete analogue Ph of P as follows.
Ph(U) := 1+
N/2∑
m=1
(−1)m
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
1
h
∑
xk∈[0,β)h
wlk(Xk,Yk)
)
· det(C(Xp, Yq))1≤p,q≤∑mk=1 lk ,
where the variables are defined by the rule (2.14).
Define the function C˜ : (B×Γ×{↑, ↓}×[0, β))2 → C by C˜(ρxσx, ηyτy)
:= C(ρxσxˆ, ηyτ yˆ) with xˆ, yˆ ∈ [0, β)h satisfying x ∈ [xˆ, xˆ + 1/h), y ∈
[yˆ, yˆ + 1/h). The function Ph can be rewritten as follows.
Ph(U) = 1+
N/2∑
m=1
(−1)m
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
∫ β
0
dxkwlk(Xk,Yk)
)
· det(C˜(Xp, Yq))1≤p,q≤∑mk=1 lk ,
Then, we have for any Umax ∈ R>0 that
sup
U∈Cb with
|Uρ|≤Umax(∀ρ∈B)
|P (U)− Ph(U)|
(2.15)
≤
∞∑
m=1
1
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
∫ β
0
dxk sup
U∈Cb with
|Uρ|≤Umax(∀ρ∈B)
|wlk(Xk,Yk)|
)
· | det(C(Xp, Yq))1≤p,q≤∑mk=1 lk − det(C˜(Xp, Yq))1≤p,q≤∑mk=1 lk|.
Now let us confirm the fact that C, C˜ have β, L-dependent determi-
nant bounds. For any (ρj,xj, σj, xj), (ηj,yj, τj, yj) ∈ B×Γ×{↑, ↓}×[0, β)
(j = 1, 2, · · · , n) we can choose operators Aj (j = 1, 2, · · · , 2n) from
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{exjH0ψ∗ρjxjσje−xjH0, eyjH0ψηjyjτje−yjH0}nj=1 so that
| det(C(ρpxpσpxp, ηqyqτqyq))1≤p,q≤n| =
∣∣∣∣∣Tr(e−βH0A1A2 · · ·A2n)Tr e−βH0
∣∣∣∣∣ .
Let 〈·, ·〉Ff denote the inner product of the Fermionic Fock space Ff(L2(B
×Γ × {↑, ↓})) and ‖ · ‖Ff denote the norm induced by 〈·, ·〉Ff . For any
linear transform ζ on Ff(L
2(B × Γ × {↑, ↓})) let ‖ζ‖B(Ff ) denote its
operator norm defined by
‖ζ‖B(Ff ) := sup
g∈Ff (L
2(B×Γ×{↑,↓}))
with ‖g‖Ff
=1
‖ζg‖Ff .
Since ‖exH0ψ(∗)ρxσe−xH0‖B(Ff ) ≤ e2β‖H0‖B(Ff ) (∀(ρ,x, σ, x) ∈ B×Γ×{↑, ↓}×
[0, β)), we have that
| det(C(Xp, Yq))|1≤p,q≤n ≤ D1 ·Dn2 ,(2.16)
(∀Xj, Yj ∈ B × Γ× {↑, ↓} × [0, β) (j = 1, 2, · · · , n)),
where
D1 :=
22bL
d
e
β‖H0‖B(Ff )
Tr e−βH0
, D2 := e
4β‖H0‖B(Ff ).
By using the determinant bound (2.16) we obtain the inequality
1
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
∫ β
0
dxk sup
U∈Cb with
|Uρ|≤Umax(∀ρ∈B)
|wlk(Xk,Yk)|
)
(2.17)
· | det(C(Xp, Yq))1≤p,q≤∑mk=1 lk − det(C˜(Xp, Yq))1≤p,q≤∑mk=1 lk|
≤ 2D1
m!
(UmaxbL
bβ(D2 +D
2
2))
m.
Since (x, y) 7→ C(ρxσx, ηyτy) is continuous a.e. in [0, β)2, so is
(x1, x2, · · · , xm) 7→ det(C(Xp, Yq))1≤p,q≤∑mk=1 lk in [0, β)m. Thus,
lim
h→∞
h∈(2/β)N
| det(C(Xp, Yq))1≤p,q≤∑mk=1 lk − det(C˜(Xp, Yq))1≤p,q≤∑mk=1 lk| = 0,
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for a.e. (x1, x2, · · · , xn) ∈ [0, β)m. Therefore, the dominated convergence
theorem for L1([0, β)m) ensures that
lim
h→∞
h∈(2/β)N
1
m!
m∏
k=1
(
2∑
lk=1
∑
Xk,Yk
∈(B×Γ×{↑,↓})lk
∫ β
0
dxk sup
U∈Cb with
|Uρ|≤Umax(∀ρ∈B)
|wlk(Xk,Yk)|
)(2.18)
· | det(C(Xp, Yq))1≤p,q≤∑mk=1 lk − det(C˜(Xp, Yq))1≤p,q≤∑mk=1 lk| = 0.
By (2.17) and (2.18) we can apply the dominated convergence theorem
for l1(N) to deduce from (2.15) that
lim
h→∞
h∈(2/β)N
sup
U∈Cb with
|Uρ|≤Umax(∀ρ∈B)
|P (U)− Ph(U)| = 0.(2.19)
By replacing the determinant in Ph by the Grassmann Gaussian integral
we can derive that
Ph(U) =
∫
e−V (ψ)dµC(ψ).(2.20)
By (2.19) and (2.20),
lim
h→∞
h∈(2/β)N
sup
U∈Rb with
|Uρ|≤Umax(∀ρ∈B)
∣∣∣∣∣ Tr e−βHTr e−βH0 −
∫
e−V (ψ)dµC(ψ)
∣∣∣∣∣ = 0,(2.21)
which implies the claim (1). The claim (2) follows from the claim (1)
and (2.21). 
2.5. A symmetric formulation. It is vital for the validity of the forth-
coming IR integration that any Grassmann polynomial produced by the
single-scale IR integration is invariant under certain transforms. The
Grassmann integral formulation constructed in the previous subsection
does not satisfy one of the necessary invariant properties by itself if
we connect it to the IR integration process. We need to modify the
formulation into a more suitable form for the forthcoming IR analy-
sis. For this purpose we introduce a few more covariances. Then, we
propose another formulation, which will be shown to have desired sym-
metries in Section 7, by using the newly introduced covariances. For
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any (ρ,x, σ, x), (η,y, τ, y) ∈ I0 set
C+≤0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ω(2.22)
· χ(h|1− eiωh |)h−1(Ib − e−iωh Ib+ 1hE(k))−1(ρ, η),
where χ(·) : R → [0, 1] is a smooth function. We assume that the
support of χ(·) is contained in the interval [−cχ, cχ], where cχ ∈ R>0 is a
constant. In this section we do not need more detailed information on
the cut-off function χ(·). For any (ρ,x, σ, x), (η,y, τ, y) ∈ I0 set
C+>0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ω
· (1− χ(h|1− eiωh |))h−1(Ib − e−iωh Ib+ 1hE(k))−1(ρ, η),
(2.23)
so that C(X, Y ) = C+≤0(X, Y ) + C
+
>0(X, Y ), (∀X, Y ∈ I0). Define C∞≤0 :
I20 → C by
C∞≤0(ρxσx, ηyτy)(2.24)
:=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωχ(|ω|)(iωIb − E(k))−1(ρ, η).
Moreover, we define the covariance C−>0 : I
2
0 → C as follows. For
(ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C−>0(ρxσx, ηyτy) :=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ω
(2.25)
· (1− χ(h|1− eiωh |))h−1(eiωh Ib− 1hE(k) − Ib)−1(ρ, η).
We can derive the following equality from the definitions.
Lemma 2.3. For any (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C+>0(ρxσx, ηyτy) +
1(ρ,x,σ)=(η,y,τ )
βh
∑
ω∈Mh
ei(x−y)ωχ(h|1− eiωh |)
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= C−>0(ρxσx, ηyτy) + 1(ρ,x,σ,x)=(η,y,τ,y).
Finally we define the covariances C
+(h)
>0 , I : I20 → C by
C+(h)>0 (ρxσx, ηyτy)
:= C+>0(ρxσx, ηyτy) +
1(ρ,x,σ)=(η,y,τ )
βh
∑
ω∈Mh
ei(x−y)ωχ(h|1− eiωh |),
I(ρxσx, ηyτy) := 1(ρ,x,σ,x)=(η,y,τ,y).
We will make another Grassmann integral formulation out of these
covariances. In order to prove that the Grassmann integral formulation
converges to the normalized free energy density as h → ∞, we must
know that these covariances have suitable determinant bounds.
Lemma 2.4. There exist (β, Ld, b, χ, E)-dependent, h-independent con-
stants h0, c1 ∈ R>0 such that the following inequalities hold true for any
h ∈ (2/β)N with h ≥ h0.
| det(Co(Xi, Yj))1≤i,j≤n| ≤ cn1 ,
| det(C+(h)>0 (Xi, Yj)− C+>0(Xi, Yj))1≤i,j≤n| ≤
1
h
cn1 ,
| det(C+≤0(Xi, Yj)− C∞≤0(Xi, Yj))1≤i,j≤n| ≤
1
h
cn1 ,
(∀n ∈ N, Xj, Yj ∈ I0 (j = 1, 2, · · · , n))
for Co = C, C
+
≤0, C
+
>0, C
∞
≤0, C
−
>0, C
+(h)
>0 respectively.
Proof. The determinant bound on C has been given in (2.16). The
determinant bounds on the other covariances can be proved by applying
Gram’s inequality in the complex Hilbert spaceH = L2(B×Γ∗×{↑, ↓}×
Mh), which consists of all complex-valued functions on B×Γ∗×{↑, ↓}×
Mh and is equipped with the inner product 〈·, ·〉H defined by
〈f, g〉H :=
1
βLd
∑
K∈B×Γ∗×{↑,↓}×Mh
f(K)g(K), (∀f, g ∈ H).
Define the vectors fρxσx, gρxσx ∈ H ((ρ,x, σ, x) ∈ I0) by
fρxσx(η,k, τ, ω) := δρ,ηδσ,τe
i〈x,k〉e−ixωχ(h|1− eiωh |) 12 ,
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gρxσx(η,k, τ, ω) := δσ,τe
i〈x,k〉e−ixωχ(h|1− eiωh |) 12
· h−1(Ib − e−iωh Ib+ 1hE(k))−1(η, ρ),
(∀(η,k, τ, ω) ∈ B × Γ∗ × {↑, ↓} ×Mh).
It follows that C+≤0(X, Y ) = 〈fX, gY 〉H, (∀X, Y ∈ I0). Moreover, by using
the inequality h|1− eiωh | ≥ (2/π)|ω| (∀ω ∈Mh) we have
‖fX‖2H ≤
1
β
∑
ω∈Mh
χ(h|1− eiωh |) ≤ 1
β
∑
ω∈M
1|ω|≤pi2 cχ,
where ‖ · ‖H denotes the norm of H induced by 〈·, ·〉H. Since
h−1(Ib − e−iωh Ib+ 1hE(k))−1(2.26)
= (iωIb − E(k))−1
∞∑
m=0
( ∞∑
n=2
(−1)n
n!
1
hn−1
(iωIb − E(k))n−1
)m
,
‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖b×b(2.27)
≤ ‖(iωIb − E(k))−1‖b×b
∞∑
m=0
(
1
h
∞∑
n=2
1
n!
‖iωIb − E(k)‖n−1b×b
)m
≤ β
π
∞∑
m=0
(
1
h
e
pi
2 cχ+supk∈Rd ‖E(k)‖b×b
)m
≤ β, (∀k ∈ Γ∗, ω ∈M with |ω| ≤ (π/2)cχ),
if h is large enough. Therefore,
‖gX‖2H ≤
1
βLd
∑
(k,ω)∈Γ∗×M
1|ω|≤pi2 cχ‖h−1(Ib − e−i
ω
h Ib+
1
hE(k))−1‖2b×b
≤ β
∑
ω∈M
1|ω|≤pi2 cχ.
We can, thus, apply Gram’s inequality to deduce that
| det(C+≤0(Xi, Yj))1≤i,j≤n| ≤
n∏
j=1
‖fXj‖H‖gYj‖H ≤
(∑
ω∈M
1|ω|≤pi2 cχ
)n
.(2.28)
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Take any X1, · · · , Xn, Y1, · · · , Yn ∈ I0. Define C(n), C+>0,(n), C+≤0,(n) ∈
Mat(n,C) by
C(n)(i, j) := C(Xi, Yj), C
+
>0,(n)(i, j) := C
+
>0(Xi, Yj),
C+≤0,(n)(i, j) := C
+
≤0(Xi, Yj), (∀i, j ∈ {1, 2, · · · , n}).
Since
C+>0,(n) = C(n) − C+≤0,(n) = (C(n), In)
(
In
−C+≤0,(n)
)
,
the Cauchy-Binet formula gives that
det(C+>0,(n)) =
∑
φ:{1,2,··· ,n}→{1,2,··· ,2n}
with φ(1)<φ(2)<···<φ(n)
det((C(n), In)(i, φ(j)))1≤i,j≤n
(2.29)
· det
((
In
−C+≤0,(n)
)
(φ(i), j)
)
1≤i,j≤n
.
By using (2.16), (2.28) and admitting that φ(0) = n, φ(n + 1) = n + 1
we can derive from (2.29) that
| det(C+>0,(n))|
≤
n∑
m=0
∑
φ:{1,2,··· ,n}→{1,2,··· ,2n}
with φ(1)<φ(2)<···<φ(n)
1φ(m)≤n<φ(m+1)
·
(
1m=0 + 1m>0 sup
X′
j
,Y ′
j
∈I0
(j=1,2,··· ,m)
| det(C(X ′i, Y ′j ))1≤i,j≤m|
)
·
(
1m=n + 1m<n sup
X′j ,Y
′
j∈I0
(j=1,2,··· ,n−m)
| det(C+≤0(X ′i, Y ′j ))1≤i,j≤n−m|
)
≤
n∑
m=0
(
n
m
)(
n
n−m
)
max{1, D1}Dm2
( ∑
ω∈M
1|ω|≤pi2 cχ
)n−m
34
≤ max{1, D1}
n∑
m=0
(
2n
2m
)
Dm2
( ∑
ω∈M
1|ω|≤pi2 cχ
)n−m
≤ max{1, D1}
(
D
1
2
2 +
( ∑
ω∈M
1|ω|≤pi2 cχ
) 1
2
)2n
.
The determinant bounds on the covariances C∞≤0, C
−
>0, C
+(h)
>0 can be
derived in the same way as above.
Since (C
+(h)
>0 − C+>0)(X, Y ) = 〈 1hfX, fY 〉H (∀X, Y ∈ I0), we have
| det((C+(h)>0 − C+>0)(Xi, Yj))1≤i,j≤n| ≤
1
h
n∏
j=1
‖fXj‖H‖fYj‖H
≤ 1
h
(
1
β
∑
ω∈M
1|ω|≤pi2 cχ
)n
.
To prove the determinant bound on C+≤0−C∞≤0, let us define the vectors
f ′ρxσx, g
′
ρxσx ∈ H ((ρ,x, σ, x) ∈ I0) by
f ′ρxσx(η,k, τ, ω) := δρ,ηδσ,τe
i〈x,k〉e−ixω1|ω|≤pi2 cχ,
g′ρxσx(η,k, τ, ω)
:= δσ,τe
i〈x,k〉e−ixω1|ω|≤pi2 cχ
(
χ(h|1− eiωh |)h−1(Ib − e−iωh Ib+ 1hE(k))−1(η, ρ)
− χ(|ω|)(iωIb − E(k))−1(η, ρ)
)
.
Since χ(h|1− eiωh |) = 1|ω|≤pi2 cχχ(h|1− ei
ω
h |), χ(|ω|) = 1|ω|≤pi2 cχχ(|ω|) (∀ω ∈Mh), (C+≤0 − C∞≤0)(X, Y ) = 〈f ′X, g′Y 〉H (∀X, Y ∈ I0). Note that
‖f ′X‖2H ≤
1
β
∑
ω∈M
1|ω|≤pi2 cχ.
By assuming that h is sufficiently large and using (2.26), (2.27) we
deduce that for any ω ∈Mh, k ∈ Γ∗,
‖χ(h|1− eiωh |)h−1(Ib − e−iωh Ib+ 1hE(k))−1 − χ(|ω|)(iωIb − E(k))−1‖b×b
≤ |χ(h|1− eiωh |)− χ(|ω|)|‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖b×b
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+ χ(|ω|)‖h−1(Ib − e−iωh Ib+ 1hE(k))−1 − (iωIb − E(k))−1‖b×b
≤ ∣∣h|1− eiωh | − |ω|∣∣ sup
x∈R
|χ′(x)|1|ω|≤pi2 cχβ
+ 1|ω|≤pi2 cχ‖(iωIb − E(k))−1‖b×b
∞∑
m=1
(
1
h
∞∑
n=2
1
n!
‖iωIb − E(k)‖n−1b×b
)m
≤ β
h
e
pi
2 cχ sup
x∈R
|χ′(x)|+ β
h
e
pi
2 cχ+supk∈Rd ‖E(k)‖b×b,
which implies that
‖g′X‖2H ≤
(
β
h
e
pi
2 cχ+supk∈Rd ‖E(k)‖b×b
(
1 + sup
x∈R
|χ′(x)|))2 1
β
∑
ω∈M
1|ω|≤pi2 cχ.
Again by Gram’s inequality,
| det(C+≤0 − C∞≤0)(Xi, Yj))1≤i,j≤n| ≤
n∏
j=1
‖f ′Xj‖H‖g′Xj‖H
≤ 1
h
(
e
pi
2 cχ+supk∈Rd ‖E(k)‖b×b
(
1 + sup
x∈R
|χ′(x)|
) ∑
ω∈M
1|ω|≤pi2 cχ
)n
.
The claimed determinant bounds have been obtained. 
To continue our analysis, we introduce an L1-norm on functions on
Im. For m ∈ {1, 2, · · · , N} and a function fm : Im → C, let ‖fm‖L1 be
defined by
‖fm‖L1 :=
(
1
h
)m ∑
X∈Im
|fm(X)|.
To simplify arguments, we let ‖f0‖L1 denote |f0| for f0 ∈ C as well.
Necessary basic estimations with this norm are separately prepared in
Appendix B.
Let us introduce the Grassmann polynomials V +(ψ), V −(ψ), S+(ψ),
S−(ψ), S0(ψ) (∈ ∧V) as follows.
V +(ψ) := V (ψ), V −(ψ) := V (ψ) +
1
h
∑
(ρ,x,σ,x)∈I0
Uρψρxσxψρxσx,(2.30)
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Sδ(ψ) :=
∫
e−V
δ(ψ+ψ1)dµCδ>0(ψ
1), (δ ∈ {+,−}),
S0(ψ) :=
∫
e−V
+(ψ+ψ1)dµ
C
+(h)
>0
(ψ1),
where V (ψ) is the Grassmann polynomial defined in (2.12). In the
following ‘c1’ denotes the h-independent constant appearing in Lemma
2.4 and the parameter h ∈ (2/β)N is assumed to be larger than h0
appearing in the same lemma. Also, let us assume that U ∈ Cb satisfies
|Uρ| ≤ Umax (∀ρ ∈ B) for some Umax(∈ R≥0).
Lemma 2.5. The following inequalities hold.
(1)
|Sδ0 − 1| ≤ ebβL
dUmax(c1+c
2
1) − 1, (∀δ ∈ {+,−, 0}).
(2) For any α ∈ R≥0,
N∑
m=0
αmc
m
2
1 ‖Sδm‖L1 ≤ ebβL
dUmax((α+1)
2c1+(α+1)
4c21), (∀δ ∈ {+,−, 0}).
(3) For any α ∈ R≥0,
N∑
m=0
αmc
m
2
1 ‖S+m − S0m‖L1 ≤
1
h
(ebβL
dUmax((α+2)
2c1+(α+2)
4c21) − 1).
Proof. The anti-symmetric kernels V δm(·) : Im → C (m ∈ {2, 4}) of V δ(ψ)
are characterized as follows. For δ ∈ {+,−},
V δ2 ((ρ1,x1, σ1, x1, θ1), (ρ2,x2, σ2, x2, θ2))
(2.31)
= −δh
4
Uρ11(ρ1,x1,σ1,x1)=(ρ2,x2,σ2,x2)(1(θ1,θ2)=(1,−1) − 1(θ1,θ2)=(−1,1)),
V δ4 ((ρ1,x1, σ1, x1, θ1), (ρ2,x2, σ2, x2, θ2),
(ρ3,x3, σ3, x3, θ3), (ρ4,x4, σ4, x4, θ4))
=
h3
4!
Uρ11(ρ1,x1,x1)=(ρ2,x2,x2)=(ρ3,x3,x3)=(ρ4,x4,x4)
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·
∑
ζ∈S4
sgn(ζ)1((σζ(1),θζ(1)),(σζ(2),θζ(2)),(σζ(3),θζ(3)),(σζ(4),θζ(4)))=((↑,1),(↓,1),(↓,−1),(↑,−1)).
From this we can see that
‖V δm‖L1 ≤ bβLdUmax, (∀m ∈ {2, 4}, δ ∈ {+,−}).
By these inequalities and Lemma 2.4 we can readily apply Lemma B.2
(1),(2),(4) proved in Appendix B to verify the statements (1),(2),(3)
respectively. 
Lemma 2.6. For any α ∈ R≥0,
N∑
m=0
αmc
m
2
1 ‖S−m − S0m‖L1
≤ 1
βh
(bβLdUmax((α+ 1)
2c1 + (α+ 1)
4c21))
2ebβL
dUmax((α+1)
2c1+(α+1)
4c21).
Proof. For any (ρ,x, x) ∈ B × Γ× [0, β)h set
V +ρxx(ψ) := ψρx↑xψρx↓xψρx↓xψρx↑x −
1
2
∑
σ∈{↑,↓}
ψρxσxψρxσx,(2.32)
V −ρxx(ψ) := ψρx↑xψρx↓xψρx↓xψρx↑x +
1
2
∑
σ∈{↑,↓}
ψρxσxψρxσx.
Recall the general property of Grassmann Gaussian integral that for any
covariances A,B : I20 → C and f ∈
∧V ,∫
f(ψ + ψ1)dµA+B(ψ
1) =
∫ ∫
f(ψ + ψ1 + ψ2)dµA(ψ
2)dµB(ψ
1)(2.33)
(see [5, Proposition I.21]). Assume that x1, x2, · · · , xm ∈ [0, β)h satisfy
xi 6= xj if i 6= j. Using Lemma 2.3 and (2.33), we observe that
∫ m∏
j=1
V +ρjxjxj(ψ + ψ
1)dµ
C
+(h)
>0
(ψ1)
(2.34)
=
∫ ∫ m∏
j=1
V +ρjxjxj(ψ + ψ
1 + ψ2)dµI(ψ
2)dµC−>0(ψ
1)
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=∫ ∫ m∏
j=1
(
V +ρjxjxj(ψ + ψ
1) + V +ρjxjxj(ψ
2)
+ (ψ + ψ
1
)ρjxj↑xj(ψ + ψ
1)ρjxj↑xjψ
2
ρjxj↓xjψ
2
ρjxj↓xj
+ (ψ + ψ
1
)ρjxj↓xj(ψ + ψ
1)ρjxj↓xjψ
2
ρjxj↑xjψ
2
ρjxj↑xj
)
dµI(ψ
2)dµC−>0(ψ
1)
=
∫ m∏
j=1
(
V +ρjxjxj(ψ + ψ
1) +
∑
σ∈{↑,↓}
(ψ + ψ
1
)ρjxjσxj(ψ + ψ
1)ρjxjσxj
)
· dµC−>0(ψ1)
=
∫ m∏
j=1
V −ρjxjxj(ψ + ψ
1)dµC−>0(ψ
1).
Let us define fV +(ψ), fV−(ψ) ∈ ∧V by
fV δ(ψ) := 1+
N∑
n=1
(−1)n
n!
n∏
j=1
1
h
∑
(ρj ,xj ,xj)∈B×Γ×[0,β)h
Uρj

· 1∀i∀j(i6=j→xi 6=xj)
n∏
j=1
V δρjxjxj(ψ), (δ ∈ {+,−}).
The equality (2.34) implies that∫
fV +(ψ + ψ
1)dµ
C
+(h)
>0
(ψ1) =
∫
fV −(ψ + ψ
1)dµC−>0(ψ
1),
and thus,
S0(ψ)− S−(ψ) =
∫
(e−V
+(ψ+ψ1) − fV +(ψ + ψ1))dµC+(h)>0 (ψ
1)
−
∫
(e−V
−(ψ+ψ1) − fV −(ψ + ψ1))dµC−>0(ψ1).
Set
S˜0(ψ) :=
∫
(e−V
+(ψ+ψ1) − fV +(ψ + ψ1))dµC+(h)>0 (ψ
1).
We can see that
S˜0m(ψ)
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=
N∑
n=2
(−1)n
n!
n∏
j=1
1
h
∑
(ρj ,xj ,xj)∈B×Γ×[0,β)h
Uρj
 1∃i∃j(i6=j∧xi=xj)
· Pm
∫ n∏
l=1
V +ρlxlxl(ψ + ψ
1)dµ
C
+(h)
>0
(ψ1)
=
N∑
n=2
(−1)n
n!
n∏
j=1
1
h
∑
(ρj ,xj ,xj)∈B×Γ×[0,β)h
Uρj
 1∃i∃j(i6=j∧xi=xj)
·
n∏
l=1
 ∑
ml∈{2,4}
(
1
h
)ml ml∑
kl=0
(
ml
kl
) ∑
Xl∈Iml−kl
∑
Yl∈Ikl
V +ρlxlxl,ml(Xl,Yl)

· ε±1∑nl=1 kl=m
∫
ψ1X1ψ
1
X2
· · ·ψ1XndµC+(h)>0 (ψ
1)ψY1ψY2 · · ·ψYn,
where the factor ε± ∈ {1,−1} depends only on (ml)nl=1, (kl)nl=1. The
anti-symmetric kernels V +ρxx,m(·) (m = 2, 4) are characterized as follows.
V +ρxx,2((η1,y1, τ1, y1, ξ1), (η2,y2, τ2, y2, ξ2))
= −h
2
4
1(η1,y1,y1)=(η2,y2,y2)=(ρ,x,x)1τ1=τ2(1(ξ1,ξ2)=(1,−1) − 1(ξ1,ξ2)=(−1,1)),
V +ρxx,4((η1,y1, τ1, y1, ξ1), (η2,y2, τ2, y2, ξ2),
(η3,y3, τ3, y3, ξ3), (η4,y4, τ4, y4, ξ4))
=
h4
4!
1(ηi,yi,yi)=(ρ,x,x),(∀i∈{1,2,3,4})
·
∑
ζ∈S4
sgn(ζ)1((τζ(1),ξζ(1)),(τζ(2),ξζ(2)),(τζ(3),ξζ(3)),(τζ(4),ξζ(4)))=((↑,1),(↓,1),(↓,−1),(↑,−1)),
which imply that
‖V +ρxx,m‖L1 ≤ 1, (∀(ρ,x, x) ∈ B × Γ× [0, β)h, m ∈ {2, 4}).(2.35)
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By using Lemma 2.4, (2.35) and Lemma B.1 we can estimate ‖S˜0m‖L1 as
follows.
‖S˜0m‖L1 ≤
N∑
n=2
1
n!
n∏
j=1
Umax
h
∑
(ρj ,xj ,xj)∈B×Γ×[0,β)h
 1∃i∃j(i6=j∧xi=xj)
·
n∏
l=1
 ∑
ml∈{2,4}
ml∑
kl=0
(
ml
kl
) 1∑n
l=1 kl=m
c
1
2
∑n
l=1(ml−kl)
1
≤ c
−m2
1
βh
N∑
n=2
1
n!
(
n
2
)
(bβLdUmax)
n
·
n∏
l=1
 ∑
ml∈{2,4}
c
ml
2
1
ml∑
kl=0
(
ml
kl
) 1∑n
l=1 kl=m
.
Thus, for any α ∈ R≥0,
N∑
m=0
αmc
m
2
1 ‖S˜0m‖L1 ≤
1
2βh
N∑
n=2
1
(n− 2)!
bβLdUmax ∑
m∈{2,4}
(α+ 1)mc
m
2
1
n
≤ 1
2βh
bβLdUmax ∑
m∈{2,4}
(α+ 1)mc
m
2
1
2 ebβLdUmax∑m∈{2,4}(α+1)mcm21 .
We can estimate
∫
(e−V
−(ψ+ψ1)− fV −(ψ+ψ1))dµC−>0(ψ1) in the same way
as above and obtain the claimed estimation of S−(ψ)− S0(ψ). 
Lemma 2.7. Take any α ∈ R≥0, ε ∈ (0, 1). Assume that
Umax ≤ (bβLd((α+ 1)2c1 + (α+ 1)4c21))−1 log
(
2(ε+ 1)
ε+ 2
)
.
Then, the following inequalities hold.
(1)
|Sδ0 − 1| ≤
ε
ε+ 2
, (∀δ ∈ {+,−, 0}).
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(2)
sup
δ∈{+,−,0}
N∑
m=1
αmc
m
2
1 ‖Sδm‖L1 ≤ ε inf
δ∈{+,−,0}
|Sδ0|.
Proof. (1): The inequalities follow from the assumption and Lemma 2.5
(1).
(2): By the assumption,
ebβL
dUmax((α+1)
2c1+(α+1)
4c21) ≤ (ε+ 1)(2− ebβLdUmax(c1+c21)).
Thus, by Lemma 2.5 (1),(2),
sup
δ∈{+,−,0}
N∑
m=1
αmc
m
2
1 ‖Sδm‖L1 ≤ sup
δ∈{+,−,0}
N∑
m=0
αmc
m
2
1 ‖Sδm‖L1 − inf
δ∈{+,−,0}
|Sδ0|
≤ (ε+ 1)(2− ebβLdUmax(c1+c21))− inf
δ∈{+,−,0}
|Sδ0|
≤ ε inf
δ∈{+,−,0}
|Sδ0|.

Lemma 2.8. Take any α ∈ R≥0, ε ∈ (0, 1). Assume that
Umax ≤ (bβLd((α+ 2)2c1 + (α+ 2)4c21))−1 log
(
2(ε+ 1)
ε+ 2
)
.
Set Rδ(ψ) := logSδ(ψ), (δ ∈ {+,−, 0}). Then, the following inequalities
hold for any h ∈ (2/β)N satisfying h > (1/2)max{1, 4/β}.
(1)
|Rδ0| ≤ log
(
ε+ 2
2
)
, (∀δ ∈ {+,−, 0}).
(2)
N∑
m=1
αmc
m
2
1 ‖Rδm‖L1 ≤ − log(1− ε), (∀δ ∈ {+,−, 0}).
(3)
|Rδ0 −R00| ≤ − log
(
1−max
{
1,
4
β
}
1
2h
)
, (∀δ ∈ {+,−}).
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(4)
N∑
m=1
αmc
m
2
1 ‖Rδm − R0m‖L1 ≤ max
{
1,
4
β
}
1
2(1− ε)h, (∀δ ∈ {+,−}).
Remark 2.9. By Lemma 2.7 (1),
ReSδ0 ≥
2
ε+ 2
> 0, (∀δ ∈ {+,−, 0}).
Thus, Rδ(ψ) (δ ∈ {+,−, 0}) are well-defined.
Proof of Lemma 2.8. (1): The result follows from Lemma 2.7 (1) and
Lemma B.3 (1).
(2): By the assumption and Lemma 2.7 (2) we can apply Lemma B.3
(2) to obtain the result.
(3): By the assumption, Lemma 2.5 (3), Lemma 2.6, Lemma 2.7 (1)
and Lemma B.3 (3) we have that
|R+0 − R00| ≤
∞∑
n=1
1
n
∣∣∣∣S+0 − S00S00
∣∣∣∣n ≤ ∞∑
n=1
1
n
∣∣∣∣∣∣
1
h
(
2(ε+1)
ε+2
− 1
)
2
ε+2
∣∣∣∣∣∣
n
≤ − log
(
1− 1
2h
)
,
|R−0 − R00| ≤
∞∑
n=1
1
n
∣∣∣∣S−0 − S00S00
∣∣∣∣n ≤ ∞∑
n=1
1
n
∣∣∣∣∣∣
2(ε+1)
βh(ε+2)
2
ε+2
∣∣∣∣∣∣
n
≤ − log
(
1− 2
βh
)
.
These imply the result.
(4): The assumption, Lemma 2.5 (3), Lemma 2.6, Lemma 2.7 (1),(2)
and Lemma B.3 (4) ensure that
N∑
m=1
αmc
m
2
1 ‖R+m −R0m‖L1
≤ 1
1− ε|S
0
0 |−1|S+0 |−1
N∑
m=0
αmc
m
2
1 ‖S+m‖L1
N∑
n=0
αnc
n
2
1 ‖S+n − S0n‖L1
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≤ 1
1− ε ·
ε+ 2
2
· ε · 1
h
(
2(ε+ 1)
ε+ 2
− 1
)
≤ 1
2h(1− ε),
N∑
m=1
αmc
m
2
1 ‖R−m −R0m‖L1
≤ 1
1− ε|S
0
0 |−1|S−0 |−1
N∑
m=0
αmc
m
2
1 ‖S−m‖L1
N∑
n=0
αnc
n
2
1 ‖S−n − S0n‖L1
≤ 1
1− ε ·
ε+ 2
2
· ε · 1
βh
· 2(ε+ 1)
ε+ 2
≤ 2
βh(1− ε).
The claimed inequality follows from these inequalities. 
We conclude this section by proving the following lemma, which en-
ables us to adopt
− 1
βLd
log
(∫
e
1
2 (R
+(ψ)+R−(ψ))dµC∞≤0(ψ)
)
as a formulation of the normalized free energy density. Later in Section
7 we will see that this Grassmann integral formulation is suited to the
IR analysis since it has desirable symmetries.
Lemma 2.10. There exist (β, Ld, b, χ, E)-dependent, h-independent con-
stants h0, c2, c3 ∈ R>0 such that the following statements hold for any
h ∈ (2/β)N satisfying h ≥ h0.
(1)
Re
∫
e−V (ψ)dµC(ψ) > 0,
Re
∫
e
1
2 (R
+(ψ)+R−(ψ))dµC∞≤0(ψ) > 0,
(∀U ∈ Cb satisfying |Uρ| ≤ c2 (∀ρ ∈ B)).
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(2)∣∣∣∣log(∫ e−V (ψ)dµC(ψ))− log(∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ))
∣∣∣∣ ≤ 1hc3,
(∀U ∈ Cb satisfying |Uρ| ≤ c2 (∀ρ ∈ B)).
Proof. Take any ε ∈ (0, 2/5) and assume that
Umax ≤ (bβLd(42c1 + 44c21))−1 log
(
2(ε+ 1)
ε+ 2
)
.(2.36)
(1): By Lemma B.2 (1) and Lemma 2.8 (1),(2),∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC+≤0(ψ)− 1
∣∣∣∣(2.37)
≤
∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC+≤0(ψ)− e12 (R+0 +R−0 )
∣∣∣∣+ |e12 (R+0 +R−0 ) − 1|
≤ e12 (|R+0 |+|R−0 |)
(
e
1
2
∑N
m=1 c
m
2
1 (‖R+m‖L1+‖R−m‖L1) − 1
)
+ e
1
2 (|R+0 |+|R−0 |) − 1
≤ ε+ 2
2(1− ε) − 1.
Since ε ∈ (0, 2/5),
Re
∫
e
1
2 (R
+(ψ)+R−(ψ))dµC+≤0(ψ) ≥
2− 5ε
2(1− ε) > 0.
It follows from (2.36) and the same argument as in the proof of Lemma
2.5 (1) that∣∣∣∣∫ e−V (ψ)dµC(ψ)− 1∣∣∣∣ ≤ ebβLdUmax(c1+c21) − 1 ≤ 2(ε+ 1)ε+ 2 − 1.
Therefore,
Re
∫
e−V (ψ)dµC(ψ) ≥ 2
ε+ 2
> 0.
(2): The same calculation as in (2.37) yields that∣∣∣∣∫ eR+(ψ)dµC+≤0(ψ)
∣∣∣∣ ≥ 2− 5ε2(1− ε).(2.38)
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By Lemma 2.4 and Lemma B.2 (3),(4),
∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ)− ∫ eR+(ψ)dµC+≤0(ψ)
∣∣∣∣
≤
∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ)− ∫ e12 (R+(ψ)+R−(ψ))dµC+≤0(ψ)
∣∣∣∣
+
∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC+≤0(ψ)−
∫
eR
+(ψ)dµC+≤0(ψ)
∣∣∣∣
≤ 1
h
e
1
2 (|R+0 |+|R−0 |)
(
e
1
2
∑N
m=1 2
mc
m
2
1 (‖R+m‖L1+‖R−m‖L1) − 1
)
+
(
(e
1
2 |R+0 −R−0 | − 1)e|R+0 | + 1
2
e|R
+
0 |
N∑
m=1
c
m
2
1 ‖R+m −R−m‖L1
)
· esupδ∈{+,−}
∑N
m=1 c
m
2
1 ‖Rδm‖L1
≤ 1
h
e
1
2 (|R+0 |+|R−0 |)
(
e
1
2
∑N
m=1 2
mc
m
2
1 (‖R+m‖L1+‖R−m‖L1) − 1
)
+
(
(e
1
2
∑
δ∈{+,−} |Rδ0−R00| − 1)e|R+0 | + 1
2
e|R
+
0 |
∑
δ∈{+,−}
N∑
m=1
c
m
2
1 ‖Rδm −R0m‖L1
)
· esupδ∈{+,−}
∑N
m=1 c
m
2
1 ‖Rδm‖L1 .
Set c′ := max{1, 4/β}. By the assumption (2.36) we can substitute the
inequalities proved in Lemma 2.8 for α = 2 to derive that
∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ)− ∫ eR+(ψ)dµC+≤0(ψ)
∣∣∣∣
≤ ε+ 2
2h
(
1
1− ε − 1
)
+
((
1
1− c′/(2h) − 1
)
ε+ 2
2
+
ε+ 2
4
· c
′
(1− ε)h
)
1
1− ε.
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This inequality implies that there exist h-independent constants c′′, h0 ∈
R>0 such that for any h ∈ (2/β)N with h ≥ h0,∣∣∣∣∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ)− ∫ eR+(ψ)dµC+≤0(ψ)
∣∣∣∣ ≤ 1hc′′.(2.39)
By using the inequalities (2.38), (2.39) and taking a larger h if necessary
we have that∣∣∣∣log(∫ e12 (R+(ψ)+R−(ψ))dµC∞≤0(ψ))− log(∫ eR+(ψ)dµC+≤0(ψ)
)∣∣∣∣(2.40)
≤
∞∑
n=1
1
n
(
2(1− ε)
2− 5ε ·
c′′
h
)n
≤ 2(1− ε)c
′′
2− 5ε− 2(1− ε)c′′/h ·
1
h
.
We saw in Remark 2.9 that ReS+0 > 0. Therefore, we can apply [14,
Lemma C.2] to justify that∫
eR
+(ψ)dµC+≤0(ψ) =
∫ ∫
e−V (ψ+ψ
1)dµC+>0(ψ
1)dµC+≤0(ψ)
=
∫
e−V (ψ)dµC(ψ).
By combining this equality with (2.40) we obtain the inequality claimed
in (2). 
3. General estimation
In this section we establish various inequalities which will form the
basis of both the Matsubara UV integration and the IR integration
around the zero set of the free dispersion relation. We also show that
a Grassmann polynomial produced by a single-scale integration inherits
symmetric properties which the covariance and the input polynomial
originally have. Here we assume that a covariance Co : I
2
0 → C is given
and satisfies
| det(〈pi,qj〉CrCo(Xi, Yj))1≤i,j≤n| ≤ Dnet,(3.1)
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n)),
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with a constant Det ∈ R>0. It is sometimes more convenient to deal
with the anti-symmetric extension C˜o : I
2 → C of Co than Co itself. The
definition of C˜o is that
C˜o((X, θ), (Y, ξ)) :=
1
2
(1(θ,ξ)=(1,−1)Co(X, Y )− 1(θ,ξ)=(−1,1)Co(Y,X)),
(3.2)
(∀X, Y ∈ I0, θ, ξ ∈ {1,−1}).
In order to measure sizes of Grassmann polynomials during the multi-
scale integrations, we need to define a family of norms and semi-norms
on the linear space of anti-symmetric functions on Im. For any (ρ,x, σ, x,
θ), (η,y, τ, y, ξ) ∈ I and j ∈ {0, 1, · · · , d} set
dj((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
:=
{
β
2π
|ei2piβ x − ei2piβ y| if j = 0,
L
2π
|ei2piL 〈x,vj〉 − ei2piL 〈y,vj〉| if j ∈ {1, 2, · · · , d}.
Assume that a set of positive numbers {w(l)}l∈Z is given. Fix r ∈ (0, 1].
For any m ∈ {2, 3, · · · , N}, anti-symmetric function f : Im → C and
l ∈ Z, let
‖f‖l,0 := sup
X∈I
(
1
h
)m−1 ∑
Y∈Im−1
e
∑d
j=0(w(l)dj(X,Y1))
r|f(X,Y)|,(3.3)
‖f‖l,1 := sup
j′∈{0,1,··· ,d}
sup
q∈{1,2,··· ,m−1}
sup
X∈I
·
(
1
h
)m−1 ∑
Y∈Im−1
dj′(X, Yq)e
∑d
j=0(w(l)dj(X,Y1))
r|f(X,Y)|.
To understand these definitions clearly, recall the notational rule that
Y = (Y1, Y2, · · · , Ym−1) for Y ∈ Im−1. Since no Grassmann polynomial
of degree 1 appears in our multi-scale analysis, there is no need to newly
introduce a norm in the space of functions on I. To organize formulas
we sometimes write ‖f0‖l,0 in place of |f0| for f0 ∈ C as well.
When we practically use the norm ‖ · ‖l,0 and the semi-norm ‖ · ‖l,1 in
Section 6 and Section 7, the integer l will represent an integration scale
in the multi-scale integration procedure. Moreover, in these sections the
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weight w(l) and the exponent r will be specifically defined. However, the
general theory in this section can be completed without more detailed
information on these parameters.
3.1. Estimation of the free integration. Here we estimate a Grass-
mann polynomial produced by the free integration. With J(ψ) ∈ ∧V
satisfying Jm(ψ) = 0 if m /∈ 2N ∪ {0}, set
(3.4) F (ψ) :=
∫
J(ψ + ψ1)dµCo(ψ
1).
By the definition of the Grassmann Gaussian integral, Fm(ψ) = 0 if
m /∈ 2N ∪ {0}.
Lemma 3.1. The following inequalities hold.
|F0| ≤ |J0|+ N
h
N∑
n=1
D
n
2
et‖Jn‖l,0,
‖Fm‖l,r ≤ ‖Jm‖l,r +
N∑
n=m+1
2nD
n−m
2
et ‖Jn‖l,r,
(∀r ∈ {0, 1}, l ∈ Z, m ∈ N≥2).
Proof. By anti-symmetry,
Fm(ψ) = Jm(ψ) +
(
1
h
)m ∑
X∈Im
(
N∑
n=m+1
(
1
h
)n−m ∑
Y∈In−m
(
n
m
)
· Jn(X,Y)
∫
ψ1YdµCo(ψ
1)
)
ψX,
which implies that for any X ∈ Im,
Fm(X) =Jm(X)
(3.5)
+
N∑
n=m+1
(
1
h
)n−m ∑
Y∈In−m
(
n
m
)
Jn(X,Y)
∫
ψ1YdµCo(ψ
1).
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Since ‖Jn‖L1 ≤ 1n=0|J0|+ 1n≥1Nh ‖Jn‖l,0,
|F0| ≤
N∑
n=0
D
n
2
et‖Jn‖L1 ≤ |J0|+
N
h
N∑
n=1
D
n
2
et‖Jn‖l,0.
By using the inequality (
n
m
)
≤ 2n,
we can derive the claimed upper bound on ‖Fm‖l,r from (3.5). 
3.2. Estimation of the tree expansion. Take J(ψ) ∈ ∧V satisfying
Jm(ψ) = 0 if m /∈ 2N∪{0}. We can see from definition that there exists
a domain O of C containing 0 such that
log
(∫
ezJ(ψ+ψ
1)dµCo(ψ
1)
)
is analytic with z in O. It is known that for any n ∈ N≥2,(
d
dz
)n
log
(∫
ezJ(ψ+ψ
1)dµCo(ψ
1)
)∣∣∣∣
z=0
can be characterized as a sum over trees with n vertices. We adopt
one version of such formulas clearly proved in [22]. The formula [22,
Theorem 3] states that for any n ∈ N≥2 and J(ψ) ∈ ∧V satisfying
Jm(ψ) = 0 if m /∈ 2N ∪ {0},
1
n!
(
d
dz
)n
log
(∫
ezJ(ψ+ψ
1)dµCo(ψ
1)
)∣∣∣∣
z=0
(3.6)
=
1
n!
∑
T∈Tn
∏
{p,q}∈T
(∆p,q(Co) + ∆q,p(Co))
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)
· e
∑n
r,s=1Mat(T,ξ,s)(r,s)∆r,s(Co)
n∏
j=1
J(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
where Tn is the set of all trees over the vertices {1, 2, · · · , n},
∆r,s(Co) := −
∑
X,Y ∈I0
Co(X, Y )
∂
∂ψ
r
X
∂
∂ψsY
(3.7)
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:
∧( n⊕
j=1
Vj
)
→
∧( n⊕
j=1
Vj
)
, (∀r, s ∈ {1, 2, · · · , n}),
Sn(T ) is a T -dependent subset of Sn, ϕ(T, ξ, ·) is a (T, ξ)-dependent
continuous function from [0, 1]n−1 to R≥0 satisfying that∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s) = 1, (∀T ∈ Tn),(3.8)
(Mat(T, ξ, s)(r, s))1≤r,s≤n is a (T, ξ, s)-dependent real symmetric
non-negative matrix satisfying that Mat(T, ξ, s)(r, r) = 1 (∀r ∈ {1, · · · ,
n}). Moreover, s 7→ Mat(T, ξ, s)(r, s) is continuous in [0, 1]n−1 (∀r, s ∈
{1, · · · , n}).
For a given polynomial J(ψ) ∈ ∧V satisfying Jm(ψ) = 0 if m /∈
2N ∪ {0}, let us define T (n)(ψ) ∈ ∧V by the right-hand side of (3.6).
The goal of this subsection is to establish norm estimates on the anti-
symmetric kernels of T (n)(ψ).
To facilitate our analysis, let us fix some notational conventions. For
X ∈ Im,Y ∈ In we writeX ⊂ Y ifm ≤ n and there exist j1, j2, · · · , jm ∈
{1, 2, · · · , n} such that j1 < j2 < · · · < jm and X = (Yj1, Yj2, · · · , Yjm).
In this case we also define Y\X ∈ In−m byY\X := (Yk1, Yk2, · · · , Ykn−m),
where 1 ≤ k1 < k2 < · · · < kn−m ≤ n and {k1, k2, · · · , kn−m}∩{j1, j2, · · · ,
jm} = ∅. The following abbreviation will be often used. For any object
f(X) parameterized by the variable X ∈ Im,∑
X⊂Y
X∈Im
f(X)
denotes ∑
1≤i1<i2<···<im≤n
f((Yi1, Yi2, · · · , Yim)).
For any T ∈ Tn, p, q ∈ {1, 2, · · · , n} let np(T )(∈ {1, 2, · · · , n − 1})
be the incidence number of the vertex p and disT (p, q)(∈ {0, 1, · · · , n})
denote the distance between the vertex p and the vertex q along the
unique path connecting p to q in T . Moreover, set
dT (p) := max
r∈{1,2,··· ,n}
disT (p, r).
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Define Lpq(T )(⊂ T ) by
Lpq(T ) := {{q, r} ∈ T | disT (p, r) = disT (p, q) + 1} .
Note that
♯Lpp(T ) = np(T ), ♯L
p
q(T ) = nq(T )− 1, (∀q ∈ {1, 2, · · · , n}\{p}).
For q ∈ {1, 2, · · · , n} with ♯Lpq(T ) 6= 0 let ζq denote the bijective map
from Lpq(T ) to {1, 2, · · · , ♯Lpq(T )} satisfying that
ζq({q, r}) < ζq({q, s}), (∀{q, r}, {q, s} ∈ Lpq(T ) with r < s).
For non-commutative mathematical objects fr, fr+1, · · · , fs (r, s ∈ Z,
r < s) we set
s∏
n=r
order
fn := frfr+1 · · · fs.
This notation will help us to shorten formulas on various occasions. Also
for conciseness, let us set
ope(T, Co) :=
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)e
∑n
r,s=1Mat(T,ξ,s)(r,s)∆r,s(Co),
Ope(T, Co) := ope(T, Co)
∏
{p,q}∈T
(∆p,q(Co) + ∆q,p(Co)), (∀T ∈ Tn).
We construct necessary estimates step by step. By using the assump-
tion (3.1), the properties of Mat(T, ξ, s) and by repeating the same ar-
gument as in [12, Lemma 4.5] one can prove the next lemma. The
reason why the covariance Co needs to be multiplied by 〈pi,qj〉Cr in
(3.1) is that Mat(T, ξ, s)(r, s) can be rewritten as 〈pr,qs〉Cn with some
pr,qs ∈ Rn satisfying ‖pr‖Cn = ‖qs‖Cn = 1 during the proof of the next
lemma.
Lemma 3.2. For any T ∈ Tn, ξ ∈ Sn(T ), s ∈ [0, 1)n−1, Xj ∈ Imj
(j = 1, 2, · · · , n),∣∣∣∣∣∣∣e
∑n
r,s=1Mat(T,ξ,s)(r,s)∆r,s(Co)
n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣∣∣ ≤ D
1
2
∑n
j=1mj
et .
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Lemma 3.2 will be used in the proof of the following lemma.
Lemma 3.3. Take any T ∈ Tn, mj ∈ N and Xj ∈ Imj (j = 1, 2, · · · , n).
The following inequality holds.∣∣∣∣∣∣∣Ope(T, Co)
n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
.
Proof. For {p, q} ∈ T set ∆{p,q} := ∆p,q(Co) + ∆q,p(Co). Note that
(3.9) ∆{p,q} = −2
∑
X∈I2
C˜o(X)
∂
∂ψpX1
∂
∂ψqX2
.
The operator
∏
l∈T ∆l erases nj(T ) elements from the Grassmann mono-
mial ψjXj for every j ∈ {1, 2, · · · , n}. Hence, we need the constraint
1nj(T )≤mj(∀j∈{1,2,··· ,n}). The operator
∏
l∈T ∆l can be decomposed as fol-
lows.
∏
l∈T
∆l =
∏
l∈L11(T )
∆l
dT (1)−1∏
u=1
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
∏
l∈L1j (T )
∆l
)
.
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We apply ∆l (l ∈ L11(T )) to the input Grassmann monomial first. Then,
from u = 1 up to u = dT (1)− 1 we let the operator∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
∏
l∈L1j (T )
∆l
act on the remaining polynomial by turns. This procedure yields that∣∣∣∣∣∣∣Ope(T, Co)
n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
∣∣∣∣∣ope(T, Co)
dT (1)−1∏
u=1
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
∏
l∈L1j (T )
∆l
)
· ψ1X1\W1
n∏
j=2
order
(1disT (1,j)≤1ψ
j
Xj\Zj + 1disT (1,j)>1ψ
j
Xj
)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
∏
j∈{2,3,··· ,n} with
disT (1,j)=1,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
))
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·
∣∣∣∣∣ope(T, Co)
dT (1)−1∏
u=2
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
∏
l∈L1j (T )
∆l
)
· ψ1X1\W1
n∏
j=2
order
(1disT (1,j)≤1 and nj(T ) 6=1ψ
j
(Xj\Zj)\Wj
+ 1disT (1,j)≤1 and nj(T )=1ψ
j
Xj\Zj + 1disT (1,j)=2ψ
j
Xj\Zj
+ 1disT (1,j)>2ψ
j
Xj
)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
v∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
·
∣∣∣∣∣ope(T, Co)
dT (1)−1∏
u=v+1
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
∏
l∈L1j (T )
∆l
)
· ψ1X1\W1
n∏
j=2
order
(1disT (1,j)≤v and nj(T ) 6=1ψ
j
(Xj\Zj)\Wj
+ 1disT (1,j)≤v and nj(T )=1ψ
j
Xj\Zj + 1disT (1,j)=v+1ψ
j
Xj\Zj
+ 1disT (1,j)>v+1ψ
j
Xj
)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
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≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
(
2
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
·
∣∣∣∣∣ope(T, Co)ψ1X1\W1
·
n∏
j=2
order
(1nj(T ) 6=1ψ
j
(Xj\Zj)\Wj + 1nj(T )=1ψ
j
Xj\Zj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣.
Collecting the factor 2 gives 2n−1, since the tree T has n−1 lines. Then,
by using (3.8), Lemma 3.2 and the fact that
∑n
j=1 nj(T ) = 2(n− 1) we
obtain the claimed inequality. 
Lemma 3.4. Take any T ∈ Tn and mj ∈ N≥2 (j = 1, 2, · · · , n). Let
Jmj : I
mj → C (j = 1, 2, · · · , n) be anti-symmetric functions. Then, the
following inequalities hold.
(1) For any X1,1 ∈ I,∣∣∣∣∣Ope(T, Co)
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Im1−1
Jm1(X1)(3.10)
·
n∏
j=2
(1
h
)mj ∑
Xj∈Imj
Jmj(Xj)
 n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
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≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1
n∏
j=1
(
mj
(
mj − 1
nj(T )− 1
)
(nj(T )− 1)!
)
·D
1
2
∑n
j=1mj−n+1
et ‖C˜o‖n−1l,0
n∏
k=1
‖Jmk‖l,0.
(2) In addition, assume that kj ∈ {0, 1, · · · , mj − 1} (∀j ∈ {1, 2, · · · ,
n}), p, q ∈ {1, 2, · · · , n}, k1, kp, kq ≥ 1, r ∈ {1, 2, · · · , kq}, j ′ ∈
{0, 1, · · · , d} and a ∈ {0, 1}. Then, for any Y1,1 ∈ I,
∣∣∣∣∣Ope(T, Co)
(
1
h
)m1−1 ∑
X1∈Im1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
Jm1(X1,Y1)
(3.11)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Imj−kj
∑
Yj∈Ikj
Jmj(Xj,Yj)
)
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2n−1
·
n∏
i=1
(
(mi − ki)
(
mi − ki − 1
ni(T )− 1
)
(ni(T )− 1)!
)
D
1
2
∑n
j=1(mj−kj)−n+1
et
·
n∏
j=1
(
1∑
qj=0
‖Jmj‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=a
.
Proof. (1): By Lemma 3.3 we have that
(the left-hand side of (3.10))
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
·
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Im1−1
|Jm1(X1)|
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
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·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
.
Then, estimating recursively from u = dT (1) − 1 to u = 1, we observe
that
(the left-hand side of (3.10))
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
·
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Im1−1
|Jm1(X1)|
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−2∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
·
∏
j∈{2,3,··· ,n} with
disT (1,j)=dT (1)−1,nj(T ) 6=1
((
mj − 1
nj(T )− 1
)
(nj(T )− 1)!
58
·
∏
{j,s}∈L1j (T )
(ms‖Jms‖l,0‖C˜o‖l,0)
)
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
·
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Im1−1
|Jm1(X1)|
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
v∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims
|Jms(Xs)|
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
·
dT (1)−1∏
w=v+1
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=w,nj(T ) 6=1
((
mj − 1
nj(T )− 1
)
(nj(T )− 1)!
·
∏
{j,s}∈L1j (T )
(ms‖Jms‖l,0‖C˜o‖l,0)
))
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
·
(
m1
n1(T )
)
n1(T )!‖Jm1‖l,0
∏
{1,s}∈L11(T )
(ms‖Jms‖l,0‖C˜o‖l,0)
·
dT (1)−1∏
u=1
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
((
mj − 1
nj(T )− 1
)
(nj(T )− 1)!
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·
∏
{j,s}∈L1j (T )
(ms‖Jms‖l,0‖C˜o‖l,0)
))
,
which is equal to the right-hand side of (3.10).
(2): Using Lemma 3.3 and the anti-symmetric property of the func-
tions Jmj(·) (j = 1, 2, · · · , n), we see that
(the left-hand side of (3.11))
(3.12)
≤ 1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
1
h
)m1−1 ∑
X1∈Im1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,Y1)|
·
∑
W1⊂X1
W1∈I
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims−ks
∑
Ys∈Iks
|Jms(Xs,Ys)|
·
∑
Zs⊂Xs
Zs∈I
|C˜o(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims−ks
∑
Ys∈Iks
|Jms(Xs,Ys)|
·
∑
Zs⊂Xs
Zs∈I
|C˜o(Wj,σj◦ζj({j,s}), Zs)|
)))
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
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= 1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
1
h
)m1−1 ∑
X1∈Im1−k1−n1(T )
∑
W1∈In1(T )
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
· |Jm1(X1,W1,Y1)|
(
m1 − k1
n1(T )
)
n1(T )!
·
∏
{1,s}∈L11(T )
(
(ms − ks)
(
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(W1,ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
((
mj − kj − 1
nj(T )− 1
)
(nj(T )− 1)!
·
∏
{j,s}∈L1j (T )
(
(ms − ks)
(
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(Wj,ζj({j,s}), Zs)|
)))
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
= 1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
·
n∏
j=1
(
(mj − kj)
(
mj − kj − 1
nj(T )− 1
)
(nj(T )− 1)!
)
·
(
1
h
)m1−1 ∑
X1∈Im1−k1−n1(T )
∑
W1∈In1(T )
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,W1,Y1)|
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·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(W1,ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(Wj,ζj({j,s}), Zs)|
))
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
.
Then, we can apply Lemma 3.5, which will be proved next, to derive
the claimed inequality. 
Lemma 3.5. On the same assumption as in Lemma 3.4 (2) plus that
nj(T ) ≤ mj − kj (∀j ∈ {1, 2, · · · , n}), the following inequality holds.
(
1
h
)m1−1 ∑
X1∈Im1−k1−n1(T )
∑
W1∈In1(T )
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,W1,Y1)|
(3.13)
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(W1,ζ1({1,s}), Zs)|
)
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·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(Wj,ζj({j,s}), Zs)|
))
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
≤
n∏
j=1
 1∑
qj=0
‖Jmj‖l,qj
 n∏
k=2
(
1∑
rk=0
‖C˜o‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=a
.
Proof. We prove the claimed inequality by induction with n. In the
following we will repeatedly use the inequality (x+y)r ≤ xr+yr, (∀x, y ∈
R≥0). If n = 2,
(the left-hand side of (3.13))
=
(
1
h
)m1−1 ∑
X1∈Im1−k1−1
∑
W1∈I
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,W1,Y1)|
·
(
1
h
)m2 ∑
X2∈Im2−k2−1
∑
Z2∈I
∑
Y2∈Ik2
|Jm2(X2, Z2,Y2)||C˜o(W1, Z2)|
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
≤
(
1
h
)m1−1 ∑
X1∈Im1−k1−1
∑
W1∈I
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,W1,Y1)|
·
(
1
h
)m2 ∑
X2∈Im2−k2−1
∑
Z2∈I
∑
Y2∈Ik2
|Jm2(X2, Z2,Y2)||C˜o(W1, Z2)|
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·
(
1q=1
1∑
q1=0
dj′(Y1,1, Y1,r)
q11q1=a
+ 1q=2
1∑
q1=0
dj′(Y1,1,W1)
q1
1∑
r2=0
dj′(W1, Z2)
r2
·
1∑
q2=0
dj′(Z2, Y2,r)
q21q1+q2+r2=a
)
·
(
1p=1 + 1p=2e
∑d
j=0(w(l)dj(Y1,1,W1))
r
e
∑d
j=0(w(l)dj(W1,Z2))
r
e
∑d
j=0(w(l)dj(Z2,Y2,1))
r
)
≤ 1q=1
1∑
q1=0
‖Jm1‖l,q1‖C˜0‖l,0‖Jm2‖l,01q1=a
+ 1q=2
1∑
q1=0
‖Jm1‖l,q1
1∑
r2=0
‖C˜0‖l,r2
1∑
q2=0
‖Jm2‖l,q21q1+q2+r2=a,
which is less than or equal to the right-hand side of (3.13) for n = 2.
Assume that the claim holds for some n ∈ N≥2. Let us estimate the
left-hand side of (3.13) for n + 1. Take a vertex sˆ ∈ {1, 2, · · · , n + 1}
satisfying disT (1, sˆ) = dT (1). Take σ ∈ Sn+1 satisfying σ(1) = 1, σ(sˆ) =
n + 1. Then, define the tree T ′ ∈ Tn+1 by T ′ := {{σ(j), σ(s)} | {j, s} ∈
T}. Note that disT ′(1, n+1) = dT ′(1). Settingm′j := mσ−1(j), k′j := kσ−1(j)
(j = 1, 2, · · · , n+1), we see that nj(T ′) ≤ m′j−k′j (∀j ∈ {1, 2, · · · , n+1})
and
(the left-hand side of (3.13))
=
(
1
h
)m′1−1 ∑
X1∈Im
′
1−k
′
1−n1(T
′)
∑
W1∈In1(T ′)
∑
(Y1,2,Y1,3,··· ,Y1,k′1)∈I
k′1−1
|Jm′1(X1,W1,Y1)|
·
∏
{1,s}∈L11(T ′)
((
1
h
)m′s ∑
Xs∈Im′s−k′s−ns(T ′)
∑
Ws∈Ins(T ′)−1
∑
Zs∈I
∑
Ys∈Ik′s
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· |Jm′s(Xs,Ws, Zs,Ys)||C˜o(W1,ζσ−1(1)({σ−1(1),σ−1(s)}), Zs)|
)
·
dT ′(1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT ′ (1,j)=u,nj(T
′) 6=1
·
∏
{j,s}∈L1j (T ′)
((
1
h
)m′s ∑
Xs∈Im′s−k′s−ns(T ′)
∑
Ws∈Ins(T ′)−1
∑
Zs∈I
∑
Ys∈Ik′s
· |Jm′s(Xs,Ws, Zs,Ys)||C˜o(Wj,ζσ−1(j)({σ−1(j),σ−1(s)}), Zs)|
))
· dj′(Y1,1, Yσ(q),r)ae
∑d
j=0(w(l)dj(Y1,1,Yσ(p),1))
r
.
Let ζ ′j denote the bijective map from L
1
j(T
′) to {1, 2, · · · , ♯L1j(T ′)} sat-
isfying that ζ ′j({j, r}) < ζ ′j({j, s}), (∀{j, r}, {j, s} ∈ L1j(T ′) with r < s).
By the anti-symmetry of Jm′j(Xj,Wj, Zj,Yj) with respect to the vari-
ableWj we can replace ζσ−1(j)({σ−1(j), σ−1(s)}) by ζ ′j({j, s}) in the right-
hand side of the above equality. This argument implies that we may
assume disT (1, n + 1) = dT (1) in the left-hand side of (3.13) without
losing generality. Thus, we assume so in the following.
If {j˜, n+ 1} ∈ T ,
dj′(Y1,1, Yq,r)
ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
(3.14)
≤
(
1q≤ndj′(Y1,1, Yq,r)
a
+ 1q=n+1
1∑
qj˜=0
dj′(Y1,1,Wj˜,ζj˜({j˜,n+1}))
qj˜
1∑
rn+1=0
dj′(Wj˜,ζj˜({j˜,n+1}), Zn+1)
rn+1
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·
1∑
qn+1=0
dj′(Zn+1, Yn+1,r)
qn+11qj˜+qn+1+rn+1=a
)
·
(
1p≤ne
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
+ 1p=n+1e
∑d
j=0(w(l)dj(Y1,1,Wj˜,ζ
j˜
({j˜,n+1})))
r
e
∑d
j=0(w(l)dj(Wj˜,ζ
j˜
({j˜,n+1}),Zn+1))
r
· e
∑d
j=0(w(l)dj(Zn+1,Yn+1,1))
r
)
.
Set T˜ := T\{{j˜, n + 1}}, k˜j := kj (∀j ∈ {1, 2, · · · , n}\{j˜}), k˜j˜ :=
kj˜ + 1. It follows that k˜j ∈ {0, 1, · · · , mj − 1}, nj(T˜ ) ≤ mj − k˜j, (∀j ∈
{1, 2, · · · , n}). Substitution of (3.14) yields that
(the left-hand side of (3.13))
(3.15)
≤
(
1
h
)m1−1 ∑
X1∈Im1−k1−n1(T )
∑
W1∈In1(T )
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
|Jm1(X1,W1,Y1)|
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(W1,ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
·
∏
{j,s}∈L1j (T )\{{j˜,n+1}}
((
1
h
)ms ∑
Xs∈Ims−ks−ns(T )
∑
Ws∈Ins(T )−1
∑
Zs∈I
∑
Ys∈Iks
· |Jms(Xs,Ws, Zs,Ys)||C˜o(Wj,ζj({j,s}), Zs)|
))
66
·
(
1q≤n1p≤ndj′(Y1,1, Yq,r)
ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r‖C˜o‖l,0‖Jmn+1‖l,0
+ 1q≤n1p=n+1dj′(Y1,1, Yq,r)
ae
∑d
j=0(w(l)dj(Y1,1,Wj˜,ζ
j˜
({j˜,n+1})))
r
‖C˜o‖l,0‖Jmn+1‖l,0
+ 1q=n+11p≤n
1∑
qj˜=0
dj′(Y1,1,Wj˜,ζj˜({j˜,n+1}))
qj˜e
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
·
1∑
rn+1=0
‖C˜o‖l,rn+1
1∑
qn+1=0
‖Jmn+1‖l,qn+11qj˜+qn+1+rn+1=a
+ 1q=n+11p=n+1
1∑
qj˜=0
dj′(Y1,1,Wj˜,ζj˜({j˜,n+1}))
qj˜e
∑d
j=0(w(l)dj(Y1,1,Wj˜,ζ
j˜
({j˜,n+1})))
r
·
1∑
rn+1=0
‖C˜o‖l,rn+1
1∑
qn+1=0
‖Jmn+1‖l,qn+11qj˜+qn+1+rn+1=a
)
=
(
1
h
)m1−1 ∑
X1∈Im1−k˜1−n1(T˜ )
∑
W1∈In1(T˜ )
∑
(Y1,2,Y1,3,··· ,Y1,k˜1)∈I
k˜1−1
|Jm1(X1,W1,Y1)|
·
∏
{1,s}∈L11(T˜ )
((
1
h
)ms ∑
Xs∈Ims−k˜s−ns(T˜ )
∑
Ws∈Ins(T˜ )−1
∑
Zs∈I
∑
Ys∈I k˜s
· |Jms(Xs,Ws, Zs,Ys)||C˜o(W1,ζ1({1,s}), Zs)|
)
·
dT˜ (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
dis
T˜
(1,j)=u,nj(T˜ ) 6=1
·
∏
{j,s}∈L1j (T˜ )
((
1
h
)ms ∑
Xs∈Ims−k˜s−ns(T˜ )
∑
Ws∈Ins(T˜ )−1
∑
Zs∈I
∑
Ys∈I k˜s
67
· |Jms(Xs,Ws, Zs,Ys)||C˜o(Wj,ζj({j,s}), Zs)|
))
·
(
1q≤n1p≤ndj′(Y1,1, Yq,r)
ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r‖C˜o‖l,0‖Jmn+1‖l,0
+ 1q≤n1p=n+1dj′(Y1,1, Yq,r′)
ae
∑d
j=0(w(l)dj(Y1,1,Yj˜,1))
r‖C˜o‖l,0‖Jmn+1‖l,0
+ 1q=n+11p≤n
1∑
qj˜=0
dj′(Y1,1, Yj˜,r′′)
qj˜e
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
·
1∑
rn+1=0
‖C˜o‖l,rn+1
1∑
qn+1=0
‖Jmn+1‖l,qn+11qj˜+qn+1+rn+1=a
+ 1q=n+11p=n+1
1∑
qj˜=0
dj′(Y1,1, Yj˜,1)
qj˜e
∑d
j=0(w(l)dj(Y1,1,Yj˜,1))
r
·
1∑
rn+1=0
‖C˜o‖l,rn+1
1∑
qn+1=0
‖Jmn+1‖l,qn+11qj˜+qn+1+rn+1=a
)
,
where we used the anti-symmetry of Jmj˜(·) to shift the variable
Wj˜,ζj˜({j˜,n+1}) to be in front of Yj˜ (or behind Yj˜) and replaced
(Wj˜,ζj˜({j˜,n+1}),Yj˜) (or (Yj˜,Wj˜,ζj˜({j˜,n+1}))) by Yj˜ ∈ I k˜j˜ . Because of this
change of the variable, the component inside dj′(·, ·) may be changed
from the original one. We used the numbers r′ ∈ {1, 2, · · · , k˜q}, r′′ ∈
{1, 2, · · · , k˜j˜} to represent the possible new components. Now, we can
apply the hypothesis of induction to derive from (3.15) that
(the left-hand side of (3.13))
≤
n∏
j=1
 1∑
qj=0
‖Jmj‖l,qj
 n∏
k=2
(
1∑
rk=0
‖C˜o‖l,rk
)
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·
(
1q≤n1∑nj=1 qj+
∑n
k=2 rk=a
‖C˜o‖l,0‖Jmn+1‖l,0
+ 1q=n+1
1∑
qj˜=0
1∑n
j=1 qj+
∑n
k=2 rk=qj˜
·
1∑
rn+1=0
‖C˜o‖l,rn+1
1∑
qn+1=0
‖Jmn+1‖l,qn+11qj˜+qn+1+rn+1=a
)
,
which is less than or equal to the right-hand side of (3.13) for n + 1.
Thus, the induction concludes that the inequality (3.13) holds for all
n ∈ N≥2. 
In order to deal with combinatorial factors in the tree expansion, we
use the following concise estimate, though it is not quantitatively opti-
mal.
Lemma 3.6. For any mj ∈ N (j = 1, 2, · · · , n) the following inequality
holds.
2n−1
n!
∑
T∈Tn
1nj(T )≤mj(∀j∈{1,2,··· ,n})
n∏
j=1
(
mj
(
mj − 1
nj(T )− 1
)
(nj(T )− 1)!
)(3.16)
≤ 22
∑n
j=1mj .
Proof. By Cayley’s theorem on the number of trees with fixed incidence
numbers we can replace the sum over T ∈ Tn by the sum over possible
incidence numbers. As the result, we have that
(the left-hand side of (3.16))
=
2n−1
n!
n∏
i=1
(
mi∑
li=1
)
1∑n
i=1 li=2(n−1)
(n− 2)!∏n
k=1(lk − 1)!
·
n∏
j=1
(
mj
(
mj − 1
lj − 1
)
(lj − 1)!
)
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≤ 2
n−1
n(n− 1)
n∏
j=1
mj mj∑
lj=1
(
mj − 1
lj − 1
) ≤ 22∑nj=1mj .

Lemma 3.7. Take any mj ∈ N≥2 (j = 1, 2, · · · , n). Let Jmj : Imj →
C (j = 1, 2, · · · , n) be anti-symmetric functions. Then, the following
inequalities hold.
(1) For any X1,1 ∈ I,∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co)
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Im1−1
Jm1(X1)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Imj
Jmj(Xj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 22
∑n
j=1mjD
1
2
∑n
j=1mj−n+1
et ‖C˜o‖n−1l,0
n∏
j=1
‖Jmj‖l,0.
(2) In addition, assume that kj ∈ {0, 1, · · · , mj − 1} (∀j ∈ {1, 2, · · · ,
n}), p, q ∈ {1, 2, · · · , n}, k1, kp, kq ≥ 1, r ∈ {1, 2, · · · , kq}, j ′ ∈
{0, 1, · · · , d} and a ∈ {0, 1}. Then, for any Y1,1 ∈ I,∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co)
(
1
h
)m1−1 ∑
X1∈Im1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Ik1−1
Jm1(X1,Y1)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Imj−kj
∑
Yj∈Ikj
Jmj(Xj,Yj)
)
· dj′(Y1,1, Yq,r)ae
∑d
j=0(w(l)dj(Y1,1,Yp,1))
r
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
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·
n∏
j=1
(
1∑
qj=0
‖Jmj‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=a
.
Proof. We only need to sum the right-hand sides of (3.10) and (3.11)
over trees. The claimed upper bounds follow from Lemma 3.6. 
Here let us recall the definition of T (n)(ψ) (n ∈ N≥2). With J(ψ) ∈ ∧V
satisfying Jm(ψ) = 0 if m /∈ 2N ∪ {0},
T (n)(ψ) =
1
n!
∑
T∈Tn
Ope(T, Co)
n∏
j=1
J(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
We conclude this subsection by proving the next lemma.
Lemma 3.8. The following inequalities hold for any n ∈ N≥2.
(1)
|T (n)0 | ≤
N
h
D−n+1et ‖C˜o‖n−1l,0
(
N∑
m=2
22mD
m
2
et ‖Jm‖l,0
)n
.
(2) For any m ∈ {2, 3, · · · , N} and a ∈ {0, 1},
‖T (n)m ‖l,a ≤2−2mD−
m
2 −n+1
et
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=a
·
n∏
k=2
‖C˜o‖l,rk
n∏
p=1
(
N∑
mp=2
23mpD
mp
2
et ‖Jmp‖l,qp
)
1∑n
j=1mj−2n+2≥m.
Proof. First note that the constant part J0 of the input J(ψ) does not
affect the result since the operator
∏
l∈T ∆l erases it. By using the anti-
symmetric property of the kernels we have that
T (n)m (ψ) = Pm
1
n!
∑
T∈Tn
Ope(T, Co)
(3.17)
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·
n∏
j=1
(
N∑
mj=2
(
1
h
)mj ∑
Xj∈Imj
Jmj(Xj)(ψ
j + ψ)Xj
)∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
i=1
(
N∑
mi=2
mi−1∑
ki=0
(
mi
ki
)(
1
h
)ki ∑
Yi∈Iki
)
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· ε±
n!
∑
T∈Tn
Ope(T, Co)
n∏
j=1
((
1
h
)mj−kj ∑
Xj∈Imj−kj
Jmj(Xj,Yj)
)
·
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
n∏
p=1
order
ψYp,
where the factor ε± ∈ {1,−1} depends only on (mi)ni=1, (ki)ni=1 and the
constraint
∑n
j=1mj − 2n+ 2 ≥ m is due to the fact that
∏
l∈T ∆l erases
2n−2 Grassmann variables. By the uniqueness of anti-symmetric kernels
we can characterize the kernel of T (n)m (ψ) as follows. For any Y ∈ Im,
T (n)m (Y) =
n∏
i=1
(
N∑
mi=2
mi−1∑
ki=0
(
mi
ki
) ∑
Yi∈Iki
)
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
(3.18)
· 1
m!
∑
σ∈Sm
sgn(σ)1Yσ=(Y1,Y2,··· ,Yn)
ε±
n!
∑
T∈Tn
Ope(T, Co)
·
n∏
j=1
((
1
h
)mj−kj ∑
Xj∈Imj−kj
Jmj(Xj,Yj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
If m ≥ 2, by changing the numbering if necessary we can apply Lemma
3.7 (2) to (3.18) to deduce that
‖T (n)m ‖l,a ≤
n∏
i=1
(
N∑
mi=2
mi−1∑
ki=0
(
mi
ki
))
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· 22
∑n
j=1mj−2mD
1
2
∑n
j=1mj−m2 −n+1
et
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·
n∏
j=1
(
1∑
qj=0
‖Jmj‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=a
.
Then, by substituting the inequality
n∏
i=1
(
mi−1∑
ki=0
(
mi
ki
))
1∑n
j=1 kj=m
≤ 2
∑n
j=1mj ,
we obtain the inequality claimed in (2). By applying Lemma 3.7 (1) to
(3.18) we can derive the inequality claimed in (1). 
3.3. Invariance of Grassmann polynomials. Here we show that
Grassmann polynomials produced by the free integration or the tree
expansion inherit symmetric properties from the covariance Co and the
input polynomial J(ψ). The general results summarized in this subsec-
tion will have practical applications in Section 7.
Let S be a bijective map from I to I and Q be a map from I to R.
For m ∈ N, define Sm : Im → Im, Qm : Im → R by
Sm(X1, X2, · · · , Xm) := (S(X1), S(X2), · · · , S(Xm)),
Qm(X1, X2, · · · , Xm) :=
m∑
j=1
Q(Xj).
For X ∈ I, set (Rψ)X := eiQ(S(X))ψS(X). For f(ψ) ∈ ∧V we define
f(Rψ) ∈ ∧V by replacing each ψX by (Rψ)X (X ∈ I) inside f(ψ).
More precisely, for f(ψ) =
∑N
m=0
(
1
h
)m∑
X∈Im fm(X)ψX,
f(Rψ) :=
N∑
m=0
(
1
h
)m ∑
X∈Im
fm(X)e
iQm(Sm(X))ψSm(X).
For f(ψ) ∈ ∧V we define f(ψ) ∈ ∧V by
f(ψ) :=
N∑
m=0
(
1
h
)m ∑
X∈Im
fm(X)ψX.
Lemma 3.9. Let F (ψ), T (n)(ψ) ∈ ∧V (n ∈ N≥2) be defined by (3.4) and
the right-hand side of (3.6) respectively with the covariance Co : I
2
0 → C
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and the input J(ψ) satisfying Jm(ψ) = 0 if m /∈ 2N ∪ {0}. Let C˜o :
I2 → C be the anti-symmetric extension of Co defined by (3.2). Then,
the following statements hold true.
(1) If
J(Rψ) = J(ψ), C˜o(X) = eiQ2(S2(X))C˜o(S2(X)), (∀X ∈ I2),
then,
F (Rψ) = F (ψ),
T (n)(Rψ) = T (n)(ψ), (∀n ∈ N≥2).
(2) Let a ∈ N and D be a domain of Ca satisfying that z ∈ D (∀z ∈
D), where D denotes the closure of D. Additionally assume that
J(ψ) and Co are parameterized by z ∈ D and write J(z)(ψ), Co(z),
C˜o(z), F (z)(ψ), T
(n)(z)(ψ) in place of J(ψ), Co, C˜o, F (ψ), T
(n)(ψ)
respectively. If
J(z)(Rψ) = J(z)(ψ), C˜o(z)(X) = e−iQ2(S2(X))C˜o(z)(S2(X)),
(∀z ∈ D,X ∈ I2),
then,
F (z)(Rψ) = F (z)(ψ),
T (n)(z)(Rψ) = T (n)(z)(ψ), (∀z ∈ D, n ∈ N≥2).
Proof. We provide the proof for the claim (2) first. The claim (1) can
be proved similarly.
(2): Let us show the invariance of F (z)(ψ). Define C˜o(z)
′ : I2 → C by
C˜o(z)
′(X) := eiQ2(X)C˜o(z)(S
−1
2 (X)).
It follows from the assumption that
C˜o(z)′(X) = C˜o(z)(X), (∀z ∈ D,X ∈ I2).(3.19)
Recalling the definition of the Grassmann Gaussian integral, we observe
that for any X ∈ In,∫
ψ1XdµCo(z)(ψ
1) = e
−∑Y,Z∈I0 Co(z)(Y,Z)
∂
∂ψ
1
Y
∂
∂ψ1
Zψ1X
∣∣∣
ψ1=0
(3.20)
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= e
−∑
Y∈I2 C˜o(z)(Y)
∂
∂ψ1
Yψ1X
∣∣∣
ψ1=0
= e
−∑
Y∈I2 C˜o(z)
′(Y) ∂
∂ψ1
Y e−iQn(Sn(X))ψ1Sn(X)
∣∣∣
ψ1=0
.
Moreover, by (3.19),∫
ψ1XdµCo(z)(ψ
1) = e
−∑
Y∈I2 C˜o(z)(Y)
∂
∂ψ1
Y eiQn(Sn(X))ψ1Sn(X)
∣∣∣
ψ1=0
(3.21)
=
∫
eiQn(Sn(X))ψ1Sn(X)dµCo(z)(ψ
1).
By using anti-symmetry we can characterize F (z)(ψ) as follows.
F (z)(ψ) = J(z)0+
N∑
m=1
(
1
h
)m ∑
X∈Im
N∑
n=m
(
n
m
)(3.22)
·
(
1
h
)n−m ∑
Y∈In−m
J(z)n(X,Y)
∫
ψ1YdµCo(z)(ψ
1)ψX.
By the invariance of J(z)(ψ) and (3.21) we have that
F (z)(Rψ)
= J(z)0 +
N∑
m=1
(
1
h
)m ∑
X∈Im
N∑
n=m
(
n
m
)(
1
h
)n−m ∑
Y∈In−m
J(z)n(X,Y)
·
∫
eiQn−m(Sn−m(Y))ψ1Sn−m(Y)dµCo(z)(ψ
1)eiQm(Sm(X))ψSm(X)
=
∫
J(z)(Rψ +Rψ1)dµCo(z)(ψ1) =
∫
J(z)(ψ + ψ1)dµCo(z)(ψ
1)
= F (z)(ψ).
Next let us prove the invariance of T (n)(z)(ψ). Since Mat(T, ξ, s)
t =
Mat(T, ξ, s),
n∑
r,s=1
Mat(T, ξ, s)(r, s)∆r,s(Co(z))(3.23)
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= −
n∑
r,s=1
Mat(T, ξ, s)(r, s)
∑
(X1,X2)∈I2
C˜o(z)(X1, X2)
∂
∂ψrX1
∂
∂ψsX2
.
For an anti-symmetric function A : I2 → C and T ∈ Tn we define the
operator O˜pe(T,A) by
O˜pe(T,A) :=
∏
{p,q}∈T
−2 ∑
(X1,X2)∈I2
A(X1, X2)
∂
∂ψpX1
∂
∂ψqX2

·
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)
· e−
∑n
r,s=1Mat(T,ξ,s)(r,s)
∑
(Y1,Y2)∈I
2 A(Y1,Y2)
∂
∂ψr
Y1
∂
∂ψs
Y2 .
The equalities (3.9), (3.23) ensure that
O˜pe
(
T, C˜o(z)
)
= Ope(T, Co(z)).(3.24)
By the same argument as in (3.20) we have for any mj ∈ {1, 2, · · · , N},
Xj ∈ Imj (j = 1, 2, · · · , n) that
O˜pe
(
T, C˜o(z)
) n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= O˜pe
(
T, C˜o(z)
′
) n∏
j=1
order
(
e−iQmj (Smj (Xj))ψjSmj (Xj)
) ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Thus, by (3.19),
O˜pe
(
T, C˜o(z)
) n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(3.25)
= O˜pe
(
T, C˜o(z)
) n∏
j=1
order
(
eiQmj (Smj (Xj))ψjSmj (Xj)
) ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
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By using the invariance of J(z)(ψ), (3.24) and (3.25) we can deduce
from (3.17) that for any m ∈ {0, 1, · · · , N},
T (n)(z)m(Rψ)
=
n∏
i=1
(
N∑
mi=2
mi−1∑
ki=0
(
mi
ki
)(
1
h
)ki ∑
Yi∈Iki
)
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· ε±
n!
∑
T∈Tn
O˜pe
(
T, C˜o(z)
) n∏
j=1
((
1
h
)mj−kj ∑
Xj∈Imj−kj
J(z)mj(Xj,Yj)
)
· ei
∑n
j=1Qmj−kj (Smj−kj (Xj))
n∏
p=1
order
ψpSmp−kp(Xp)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
· ei
∑n
j=1Qkj (Skj (Yj))
n∏
q=1
order
ψSkq (Yq)
= Pm 1
n!
∑
T∈Tn
O˜pe
(
T, C˜o(z)
) n∏
j=1
J(z)(Rψ +Rψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= Pm 1
n!
∑
T∈Tn
Ope(T, Co(z))
n∏
j=1
J(z)(ψ + ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= T (n)(z)m(ψ),
which implies that T (n)(z)(Rψ) = T (n)(z)(ψ).
(1): It follows from the invariance of C˜o that for any X ∈ In,
e
−∑
Y∈I2 C˜o(Y)
∂
∂ψ1
Yψ1X
∣∣∣
ψ1=0
= e
−∑
Y∈I2 C˜o(Y)
∂
∂ψ1
Y eiQn(Sn(X))ψ1Sn(X)
∣∣∣
ψ1=0
.(3.26)
We can see from the definition of the Grassmann Gaussian integral and
(3.26) that for any X ∈ In,∫
ψ1XdµCo(ψ
1) =
∫
eiQn(Sn(X))ψ1Sn(X)dµCo(ψ
1).(3.27)
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By substituting (3.27) into (3.22) and using the invariance of J(ψ) we
obtain that F (ψ) = F (Rψ).
Using (3.24) and (3.26), we can prove that for anymj ∈ {1, 2, · · · , N},
Xj ∈ Imj (j = 1, 2, · · · , n),
Ope(T, Co)
n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(3.28)
= Ope(T, Co)
n∏
j=1
order
(
eiQmj (Smj (Xj))ψjSmj (Xj)
) ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Then, by inserting (3.28) into (3.17) and using the invariance of J(ψ)
we can confirm that T (n)m (ψ) = T
(n)
m (Rψ) (∀m ∈ {0, 1, · · · , N}), which
implies that T (n)(ψ) = T (n)(Rψ). 
4. General estimation at different temperatures
In this section we estimate differences between 2 Grassmann polyno-
mials produced by a single-scale integration at 2 different temperatures.
One can prove that the free energy density is analytic with the cou-
pling constants in a β-independent domain around the origin without
measuring the differences between Grassmann polynomials created at
different temperatures. However, in order to prove the existence of zero-
temperature limit of the free energy density, we need the temperature-
dependent estimates constructed in this section.
Let us set up notations which we start using from this section. Since
we consider the problems at 2 different temperatures, we sometimes add
the notation (β) to the right of a β-dependent object. For example, we
write I0(β), I(β) instead of the index sets I0, I when we want to indicate
with which β these sets are defined.
Let us introduce the extended index sets I0,∞, I∞ by
I0,∞ := B × Γ× {↑, ↓} × 1
h
Z, I∞ := I0,∞ × {1,−1}.
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For any x ∈ (1/h)Z there uniquely exist nβ(x) ∈ Z and rβ(x) ∈ [0, β)h
such that x = nβ(x)β + rβ(x). For any
X = ((ρ1,x1, σ1, x1), (ρ2,x2, σ2, x2), · · · , (ρm,xm, σm, xm)) ∈ Im0,∞
we define Rβ(X) ∈ Im0 , Nβ(X) ∈ Z by
Rβ(X) := ((ρ1,x1, σ1, rβ(x1)), (ρ2,x2, σ2, rβ(x2)), · · · ,
(ρm,xm, σm, rβ(xm))),
Nβ(X) :=
m∑
j=1
nβ(xj).
Moreover, for any x ∈ (1/h)Z let X+ x ∈ Im0,∞ be defined by
X+x := ((ρ1,x1, σ1, x1+x), (ρ2,x2, σ2, x2+x), · · · , (ρm,xm, σm, xm+x)).
Similarly for any
X = ((ρ1,x1, σ1, x1, θ1), (ρ2,x2, σ2, x2, θ2), · · · , (ρm,xm, σm, xm, θm)) ∈ Im∞
we define Rβ(X) ∈ Im, Nβ(X) ∈ Z by
Rβ(X) := ((ρ1,x1, σ1, rβ(x1), θ1), (ρ2,x2, σ2, rβ(x2), θ2), · · · ,
(ρm,xm, σm, rβ(xm), θm)),
Nβ(X) :=
m∑
j=1
nβ(xj),
though we must admit that these are abuse of notation. Also, for x ∈
(1/h)Z let
X+ x := ((ρ1,x1, σ1, x1 + x, θ1), (ρ2,x2, σ2, x2 + x, θ2), · · · ,
(ρm,xm, σm, xm + x, θm)) ∈ Im∞.
Set
Γ∞ :=
{
d∑
j=1
mjuj
∣∣∣ mj ∈ Z (j = 1, 2, · · · , d)
}
.
Define the map rL from Γ∞ to Γ by
rL
(
d∑
j=1
mjuj
)
:=
d∑
j=1
m′juj,
79
where m′j ∈ {0, 1, · · · , L−1} and mj = m′j in Z/LZ (∀j ∈ {1, 2, · · · , d}).
In fact the notations Γ∞, rL(·) are used only in Section 7 and Appendix
D. However, it is systematic to introduce them at this stage together
with other notations.
In this section we treat Grassmann polynomials whose anti-symmetric
kernels fm : I(β)
m → C (m ∈ {1, 2, · · · , N}) satisfy that
fm(X) = (−1)Nβ(X+x)fm(Rβ(X+ x)), (∀X ∈ I(β)m, x ∈ (1/h)Z).(4.1)
In our practical multi-scale integrations all relevant Grassmann polyno-
mials will be proved to have the kernels satisfying (4.1).
From now until the end of this section we assume that
β1, β2 ∈ N, β2 ≥ β1, h ∈ 4N.(4.2)
It will eventually turn out that the condition (4.2) can be naturally
imposed during the proof of the main theorem about the existence of
zero-temperature limit of the free energy density in Section 7.
We introduce discrete versions of the intervals [−β1/4, β1/4),
[β1/4, βa − β1/4) (a = 1, 2) by[
−β1
4
,
β1
4
)
h
:=
{
−β1
4
,−β1
4
+
1
h
, · · · , β1
4
− 1
h
}
,[
β1
4
, βa − β1
4
)
h
:=
{
β1
4
,
β1
4
+
1
h
, · · · , βa − β1
4
− 1
h
}
, (a = 1, 2).
Note that 0 ∈ [−β1/4, β1/4)h by the assumption h ∈ 4N.
Define the index sets Iˆ0, Iˆ, I
0
0 , I
0 by
Iˆ0 := B × Γ× {↑, ↓} ×
[
−β1
4
,
β1
4
)
h
, Iˆ := Iˆ0 × {1,−1},
I00 := B × Γ× {↑, ↓} × {0}, I0 := I00 × {1,−1}.
We assume that covariances Co(βa) : I0(βa)
2 → C (a = 1, 2) are given
and, as in Section 3, there exists a constant Det ∈ R≥0 such that Co(βa)
(a = 1, 2) satisfy the determinant bound (3.1) with Det. Moreover,
assume that there is a β1, β2-dependent constant D(β1, β2) ∈ R≥0 such
that
| det(〈pi,qj〉CrCo(β1)(Rβ1(Xi, Yj)))1≤i,j≤n(4.3)
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− det(〈pi,qj〉CrCo(β2)(Rβ2(Xi, Yj)))1≤i,j≤n| ≤ D(β1, β2) ·Dnet,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n)).
Furthermore, the covariances Co(βa) (a = 1, 2) are assumed to satisfy
that
Co(βa)(X) = (−1)Nβa(X+x)Co(βa)(Rβa(X+ x)),(4.4)
(∀X ∈ I0(βa)2, x ∈ (1/h)Z).
For any (ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ Iˆ, j ∈ {0, 1, · · · , d}, set
dˆj((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
:=
{ |x− y| if j = 0,
L
2π
|ei2piL 〈x,vj〉 − ei2piL 〈y,vj〉| if j ∈ {1, 2, · · · , d},
which is an analogue of dj(·, ·) introduced in Section 3. Letm ∈ N≥2. For
anti-symmetric functions fm(βa) : I(βa)
m → C (a = 1, 2) we estimate
the difference between them by the quantities |fm(β1)− fm(β2)|l (l ∈ Z)
defined as follow.
|fm(β1)− fm(β2)|l := sup
X∈I0
(
1
h
)m−1 ∑
Y∈Iˆm−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r
· |fm(β1)(Rβ1(X,Y))− fm(β2)(Rβ2(X,Y))|,
where {w(l)}l∈Z ⊂ R>0 and r ∈ (0, 1] are the same parameters as those
used in the definitions of ‖ · ‖l,0, ‖ · ‖l,1 in Section 3.
By the assumption (4.2), N(β1)(= ♯I(β1)) ≤ N(β2)(= ♯I(β2)). It will
be convenient to write
f(β1)(ψ) =
N(β2)∑
m=0
fm(β1)(ψ)
for any f(β1)(ψ) ∈ ∧V(β1) by admitting that fm(β1)(ψ) = 0 (∀m ∈
{N(β1) + 1, N(β1) + 2, · · · , N(β2)}).
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4.1. Estimation of the free integration at different tempera-
tures. As in Subsection 3.1 we set for a = 1, 2,
F (βa)(ψ) :=
∫
J(βa)(ψ + ψ
1)dµCo(βa)(ψ
1)
(
∈
∧
V(βa)
)
with J(βa)(ψ) ∈ ∧V(βa) satisfying that Jm(βa)(ψ) = 0 if m /∈ 2N ∪ {0}
and having the anti-symmetric kernels satisfying (4.1). It follows from
definition that Fm(βa)(ψ) = 0 if m /∈ 2N ∪ {0}. In this subsection we
measure differences between F (β1)(ψ) and F (β2)(ψ). The result is the
following.
Lemma 4.1. (1) For any l ∈ Z,∣∣∣∣ hN(β1)F0(β1)− hN(β2)F0(β2)
∣∣∣∣
≤
∣∣∣∣ hN(β1)J0(β1)− hN(β2)J0(β2)
∣∣∣∣
+
N(β2)∑
n=2
2nD
n
2
et
(
|Jn(β1)− Jn(β2)|l +D(β1, β2)
2∑
a=1
‖Jn(βa)‖l,0
+
2π
β1
2∑
a=1
‖Jn(βa)‖l,1
)
.
(2) For any l ∈ Z, m ∈ N≥2,
|Fm(β1)− Fm(β2)|l
≤ |Jm(β1)− Jm(β2)|l
+
N(β2)∑
n=m+1
22nD
n−m
2
et
(
|Jn(β1)− Jn(β2)|l +D(β1, β2)
2∑
a=1
‖Jn(βa)‖l,0
+
2π
β1
2∑
a=1
‖Jn(βa)‖l,1
)
.
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Proof. (1): By the property (4.4) and the definition of the Grassmann
Gaussian integral we see that∫
ψXdµCo(βa)(ψ) = (−1)Nβa(X+x)
∫
ψRβa(X+x)dµCo(βa)(ψ),(4.5)
(∀X ∈ I(βa)m, x ∈ (1/h)Z, a ∈ {1, 2}).
It follows from (3.5), (4.1) and (4.5) that
F0(βa)
= J0(βa) +
N(β2)∑
n=2
(
1
h
)n ∑
x∈[0,βa)h
∑
X∈I0
∑
Y∈I(βa)n−1
Jn(βa)(X,Rβa(Y − x))
·
∫
ψ1Xψ
1
Rβa (Y−x)dµCo(βa)(ψ
1)
= J0(βa) + βa
N(β2)∑
n=2
(
1
h
)n−1 ∑
X∈I0
∑
Y∈I(βa)n−1
Jn(βa)(X,Y)
·
∫
ψ1(X,Y)dµCo(βa)(ψ
1)
= J0(βa) + βa
N(β2)∑
n=2
(
1
h
)n−1 ∑
X∈I0
∑
Y∈Iˆn−1
Jn(βa)(Rβa(X,Y))
·
∫
ψ1Rβa(X,Y)dµCo(βa)(ψ
1)
+ βa
N(β2)∑
n=2
(
1
h
)n−1 ∑
X∈I0
∑
Y∈I(βa)n−1
· 1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂Y and x∈[β14 ,βa−β14 )h
· Jn(βa)(X,Y)
∫
ψ1(X,Y)dµCo(βa)(ψ
1).
Then, by using the determinant bounds (3.1), (4.3) we have∣∣∣∣ hN(β1)F0(β1)− hN(β2)F0(β2)
∣∣∣∣
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≤
∣∣∣∣ hN(β1)J0(β1)− hN(β2)J0(β2)
∣∣∣∣
+
N(β2)∑
n=2
(|Jn(β1)− Jn(β2)|lD n2et + ‖Jn(β2)‖l,0D(β1, β2)D n2et)
+
2π
β1
N(β2)∑
n=2
(n− 1)
2∑
a=1
‖Jn(βa)‖l,1D
n
2
et,
where we also used the inequalities that∣∣∣∣βa2π (ei 2piβa x − 1)
∣∣∣∣ ≥ β12π, (∀x ∈ [β1/4, βa − β1/4), a ∈ {1, 2})(4.6)
and
1 ≤ e
∑d
j=0(w(l)dj(X,Y1))
r
, 1 ≤ e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r
.
(2): We can see from (3.5) that for any X ∈ I0, Y ∈ Iˆm−1,
Fm(βa)(Rβa(X,Y))
= Jm(βa)(Rβa(X,Y))
+
N(β2)∑
n=m+1
(
1
h
)n−m ∑
Z∈Iˆn−m
(
n
m
)
Jn(βa)(Rβa(X,Y,Z))
·
∫
ψ1Rβa(Z)dµCo(βa)(ψ
1)
+
N(β2)∑
n=m+1
(
1
h
)n−m ∑
Z∈I(βa)n−m
1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂Z and x∈[β14 ,βa−
β1
4 )h
·
(
n
m
)
Jn(βa)(Rβa(X,Y),Z)
∫
ψ1ZdµCo(βa)(ψ
1).
By using (3.1), (4.3), (4.6) and the inequality that
1
π
|x− y| ≤
∣∣∣∣βa2π (ei 2piβa rβa(x) − ei 2piβa rβa(y))
∣∣∣∣ ,(4.7)
(∀x, y ∈ [−β1/4, β1/4), a ∈ {1, 2}),
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we obtain
|Fm(β1)− Fm(β2)|l ≤ |Jm(β1)− Jm(β2)|l
+
N(β2)∑
n=m+1
(
n
m
)(
|Jn(β1)− Jn(β2)|lD
n−m
2
et
+ ‖Jn(β2)‖l,0D(β1, β2)D
n−m
2
et
)
+
2π
β1
N(β2)∑
n=m+1
(n−m)
(
n
m
) 2∑
a=1
‖Jn(βa)‖l,1D
n−m
2
et .
Finally, by substituting the inequalities(
n
m
)
, (n−m)
(
n
m
)
≤ 22n,
we reach the claimed inequality. 
4.2. Estimation of the tree expansion at different temperatures.
Here we estimate the differences between Grassmann polynomials pro-
duced by the tree expansion at 2 different temperatures. In the same
style as in Subsection 3.2 we prepare necessary lemmas step by step.
Our strategy is to decompose T (βa)(ψ) into 2 parts. One is a polyno-
mial which integrates at least one time-variable away from 0 and βa.
The other is a polynomial which integrates only the time-variables close
to 0 or βa. We will find an upper bound on the first polynomial. We
will measure the differences between the second polynomial at β1 and
that at β2. The next lemma is necessary to bound the first polynomials.
Lemma 4.2. Fix a ∈ {1, 2}. Take any mj ∈ N≥2 (j = 1, 2, · · · , n). Let
Jmj(βa) : I(βa)
mj → C (j = 1, 2, · · · , n) be anti-symmetric functions.
Then, the following inequalities hold.
(1) For any X1,1 ∈ I0,
∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co(βa))
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈I(βa)m1−1
Jm1(βa)(X1)
(4.8)
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·
n∏
j=2
((
1
h
)mj ∑
Xj∈I(βa)mj
Jmj(βa)(Xj)
)
· 1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂(X1,X2,··· ,Xn) and x∈[β14 ,βa−β14 )h
·
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 2π
β1
23
∑n
j=1mjD
1
2
∑n
j=1mj−n+1
et
·
n∏
j=1
 1∑
qj=0
‖Jmj(βa)‖l,qj
 n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
.
(2) In addition, assume that kj ∈ {0, 1, · · · , mj − 1} (∀j ∈ {1, 2, · · · ,
n}), p ∈ {1, 2, · · · , n} and k1, kp ≥ 1. Then, for any Y1,1 ∈ I0,
∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co(βa))
(4.9)
·
(
1
h
)m1−1 ∑
X1∈I(βa)m1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
Jm1(βa)(X1, Rβa(Y1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈I(βa)mj−kj
∑
Yj∈Iˆkj
Jmj(βa)(Xj, Rβa(Yj))
)
· e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
· 1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂(X1,X2,··· ,Xn) and x∈[β14 ,βa−β14 )h
·
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 2π
β1
23
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
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·
n∏
j=1
(
1∑
qj=0
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
.
Proof. We show the claim (2) first. The proof for the claim (1) is parallel
to the proof of (2).
(2): Using (4.6), we can prove that
1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂(X1,X2,··· ,Xn) and x∈[β14 ,βa−
β1
4 )h
(4.10)
≤ 2π
β1
n∑
q=1
mq−kq∑
r=1
d0(Y1,1, Xq,r).
We can deduce from Lemma 3.2, Lemma 3.3 and (4.10) that
(the left-hand side of (4.9))
(4.11)
≤ 2π
β1
n∑
q=1
mq−kq∑
r=1
1
n!
∑
T∈Tn
1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
1
h
)m1−1 ∑
X1∈I(βa)m1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
|Jm1(βa)(X1, Rβa(Y1))|
·
∑
W1⊂X1
W1∈I(βa)
n1(T )
∑
σ1∈Sn1(T )
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈I(βa)ms−ks
∑
Ys∈Iˆks
|Jms(βa)(Xs, Rβa(Ys))|
·
∑
Zs⊂Xs
Zs∈I(βa)
|C˜o(βa)(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I(βa)
nj(T )−1
∑
σj∈Snj(T )−1
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·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈I(βa)ms−ks
∑
Ys∈Iˆks
|Jms(βa)(Xs, Rβa(Ys))|
·
∑
Zs⊂Xs
Zs∈I(βa)
|C˜o(βa)(Wj,σj◦ζj({j,s}), Zs)|
)))
· d0(Y1,1, Xq,r)e
∑d
j=0(w(l)dj(Y1,1,Rβa(Yp,1)))
r
,
where we also used (4.7) to justify the inequality
e
∑d
j=0(
1
piw(l)dˆj(Y,Yp,1))
r ≤ e
∑d
j=0(w(l)dj(Y,Rβa(Yp,1)))
r
.
We can estimate the right-hand side of (4.11) by straightforwardly fol-
lowing the argument in Subsection 3.2 leading to Lemma 3.7 (2). This
procedure is summarized as follows.
(The right-hand side of (4.11))
(4.12)
≤ 2π
β1
n∑
q=1
(mq − kq) 1
n!
∑
T∈Tn
1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
·
n∏
i=1
(
(mi − ki)
(
mi − ki − 1
ni(T )− 1
)
(ni(T )− 1)!
)
·
n∏
j=1
(
1∑
qj=0
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
≤ 2π
β1
23
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
n∏
j=1
(
1∑
qj=0
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
.
To derive the first inequality we followed the proof of Lemma 3.4 (2).
Then, we applied Lemma 3.6 to derive the second inequality.
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(1): We let X1,1 ∈ I0 play the same role as Y1,1 ∈ I0 did in the proof of
(2). Application of Lemma 3.3, (4.10) and repetition of the argument
in Subsection 3.2 leading to Lemma 3.7 (2) ensure that
(the left-hand side of (4.8))
≤ 2π
β1
n∑
q=1
mq∑
r=1
1
n!
∑
T∈Tn
1nj(T )≤mj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1mj−n+1
et
·
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈I(βa)m1−1
|Jm1(βa)(X1)|
∑
W1⊂X1
W1∈I(βa)
n1(T )
∑
σ1∈Sn1(T )
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈I(βa)ms
|Jms(βa)(Xs)|
·
∑
Zs⊂Xs
Zs∈I(βa)
|C˜o(βa)(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈I(βa)
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈I(βa)ms
|Jms(βa)(Xs)|
·
∑
Zs⊂Xs
Zs∈I(βa)
|C˜o(βa)(Wj,σj◦ζj({j,s}), Zs)|
)))
· d0(X1,1, Xq,r)
≤ 2π
β1
n∑
q=1
mq
1
n!
∑
T∈Tn
1nj(T )≤mj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1mj−n+1
et
·
n∏
i=1
(
mi
(
mi − 1
ni(T )− 1
)
(ni(T )− 1)!
)
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·
n∏
j=1
(
1∑
qj=0
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
,
which is proved to be less than or equal to the right-hand side of (4.8)
by Lemma 3.6. 
Next we construct necessary lemmas to measure the differences be-
tween the polynomial containing only the time-integrals close to 0 or β1
and that containing only the time-integrals close to 0 or β2.
Lemma 4.3. Take any T ∈ Tn, mj ∈ N and Xj ∈ Iˆmj (j = 1, 2, · · · , n).
The following inequality holds.∣∣∣∣∣ope(T, Co(β1))
n∏
j=1
order
ψjRβ1(Xj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
− ope(T, Co(β2))
n∏
j=1
order
ψjRβ2(Xj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ D(β1, β2)D
1
2
∑n
j=1mj
et .
Proof. The result follows from the equality (3.8), the properties of the
matrix Mat(T, ξ, s) and the assumption (4.3). 
Here let us introduce a couple of notations to organize formulas. Let
m ∈ {2, 3, · · · , N(β2)}. For anti-symmetric functions Jm(βa) : I(βa)m →
C (a = 1, 2), X ∈ Iˆm, i, j ∈ N and l ∈ Z, set
J (i,j)m (X) :=
 Jm(β1)(Rβ1(X))− Jm(β2)(Rβ2(X)) if i = j,Jm(β1)(Rβ1(X)) if i < j,Jm(β2)(Rβ2(X)) if i > j,
A(Jm(β1), Jm(β2))
(i,j)
l
:=
{
|Jm(β1)− Jm(β2)|l + 2πβ1 (m− 1)
∑2
a=1 ‖Jm(βa)‖l,1 if i = j,∑2
a=1 ‖Jm(βa)‖l,0 if i 6= j.
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Lemma 4.4. Take any T ∈ Tn, mj ∈ N and Xj ∈ Iˆmj (j = 1, 2, · · · , n).
The following inequality holds.
∣∣∣∣∣Ope(T, Co(β1))
n∏
j=1
order
ψjRβ1(Xj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(4.13)
− Ope(T, Co(β2))
n∏
j=1
order
ψjRβ2(Xj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et
n∑
v=1
(1v=1D(β1, β2) + 1v≥2)
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(Wj,σj◦ζj({j,s}), Zs)|
)))
.
Proof. Letting the operators act on the input Grassmann monomials in
the same way as in the proof of Lemma 3.3 and using Lemma 4.3 yield
that
(the left-hand side of (4.13))
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o(β1)(Rβ1(W1,σ1◦ζ1({1,s}), Zs))|
)
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·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zs
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o(β1)(Rβ1(Wj,σj◦ζj({j,s}), Zs))|
)))
·
∣∣∣∣∣ope(T, Co(β1))ψ1Rβ1(X1\W1)
·
n∏
k=2
order
(1nk(T ) 6=1ψ
k
Rβ1((Xk\Zk)\Wk) + 1nk(T )=1ψ
k
Rβ1(Xk\Zk))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
− ope(T, Co(β2))ψ1Rβ2(X1\W1)
·
n∏
k=2
order
(1nk(T ) 6=1ψ
k
Rβ2((Xk\Zk)\Wk) + 1nk(T )=1ψ
k
Rβ2(Xk\Zk))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
+ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2
n−1
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈Iˆ
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zs
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈Iˆ
)))
·
∣∣∣∣∣ ∏
j∈{1,2,··· ,n}
with nj(T ) 6=1
∏
{j,s}∈L1j (T )
C˜o(β1)(Rβ1(Wj,σj◦ζj({j,s}), Zs))
−
∏
j∈{1,2,··· ,n}
with nj(T ) 6=1
∏
{j,s}∈L1j (T )
C˜o(β2)(Rβ2(Wj,σj◦ζj({j,s}), Zs))
∣∣∣∣∣
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·
∣∣∣∣∣ope(T, Co(β2))ψ1Rβ2(X1\W1)
·
n∏
k=2
order
(1nk(T ) 6=1ψ
k
Rβ2((Xk\Zk)\Wk) + 1nk(T )=1ψ
k
Rβ2(Xk\Zk))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2n−1D
1
2
∑n
j=1mj−n+1
et D(β1, β2)
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o(β1)(Rβ1(W1,σ1◦ζ1({1,s}), Zs))|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o(β1)(Rβ1(Wj,σj◦ζj({j,s}), Zs))|
)))
+ 1nj(T )≤mj(∀j∈{1,2,··· ,n})2
n−1D
1
2
∑n
j=1mj−n+1
et
n∑
v=2
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
∏
{1,s}∈L11(T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj(T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
( ∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(Wj,σj◦ζj({j,s}), Zs)|
)))
,
which is equal to the right-hand side of (4.13). 
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Lemma 4.5. Take any mj ∈ {2, 3, · · · , N(β2)} (j = 1, 2, · · · , n). Let
Jmj(βa) : I(βa)
mj → C (j = 1, 2, · · · , n, a = 1, 2) be anti-symmetric
functions. Then, the following inequalities hold.
(1) For any X1,1 ∈ I0,∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co(β1))
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Iˆm1−1
Jm1(β1)(Rβ1(X1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj
Jmj(β1)(Rβ1(Xj))
)
n∏
k=1
order
ψkRβ1(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
− 1
n!
∑
T∈Tn
Ope(T, Co(β2))
·
(
1
h
)m1−1 ∑
(X1,2,X1,3,··· ,X1,m1)∈Iˆm1−1
Jm1(β2)(Rβ2(X1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj
Jmj(β2)(Rβ2(Xj))
)
n∏
k=1
order
ψkRβ2(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 22
∑n
j=1mjD
1
2
∑n
j=1mj−n+1
et
(
‖C˜o(β1)‖n−1l,0
n∑
v=1
n∏
j=1
A(Jmj(β1), Jmj(β2))
(v,j)
l
+
n∑
v=2
n∏
j=2
A(C˜o(β1), C˜o(β2))
(v,j)
l
n∏
k=1
‖Jmk(β2)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖n−1l,0
n∏
j=1
‖Jmj(β2)‖l,0
)
.
(2) In addition, assume that kj ∈ {0, 1, · · · , mj − 1} (∀j ∈ {1, 2, · · · ,
n}), p ∈ {1, 2, · · · , n} and k1, kp ≥ 1. Then, for any Y1,1 ∈ I0,∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co(β1))(4.14)
·
(
1
h
)m1−1 ∑
X1∈Iˆm1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
Jm1(β1)(Rβ1(X1,Y1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj−kj
∑
Yj∈Iˆkj
Jmj(β1)(Rβ1(Xj,Yj))
)
· e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
n∏
k=1
order
ψkRβ1(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
− 1
n!
∑
T∈Tn
Ope(T, Co(β2))
·
(
1
h
)m1−1 ∑
X1∈Iˆm1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
Jm1(β2)(Rβ2(X1,Y1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj−kj
∑
Yj∈Iˆkj
Jmj(β2)(Rβ2(Xj,Yj))
)
· e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
n∏
k=1
order
ψkRβ2(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤ 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
‖C˜o(β1)‖n−1l,0
n∑
v=1
n∏
j=1
A(Jmj(β1), Jmj(β2))
(v,j)
l
+
n∑
v=2
n∏
j=2
A(C˜o(β1), C˜o(β2))
(v,j)
l
n∏
k=1
‖Jmk(β2)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖n−1l,0
n∏
j=1
‖Jmj(β2)‖l,0
)
.
Proof. We present the proof of (2) first. The claim (1) can be proved
similarly.
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(2): Note that
(the left-hand side of (4.14))
(4.15)
≤
n∑
v=1
∣∣∣∣∣ 1n! ∑
T∈Tn
Ope(T, Co(β1))
·
(
1
h
)m1−1 ∑
X1∈Iˆm1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
J (v,1)m1 (X1,Y1)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj−kj
∑
Yj∈Iˆkj
J (v,j)mj (Xj,Yj)
)
e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
·
n∏
k=1
order
ψkRβ1(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
+
∣∣∣∣∣ 1n! ∑
T∈Tn
·
(
1
h
)m1−1 ∑
X1∈Iˆm1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
Jm1(β2)(Rβ2(X1,Y1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj−kj
∑
Yj∈Iˆkj
Jmj(β2)(Rβ2(Xj,Yj))
)
· e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
(
Ope(T, Co(β1))
n∏
k=1
order
ψkRβ1(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
−Ope(T, Co(β2))
n∏
k=1
order
ψkRβ2(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
)∣∣∣∣∣.
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By the same procedure leading to the proof of Lemma 3.7 (2) we have
that
(the first term in the right-hand side of (4.15))
(4.16)
≤ 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
sup
X∈Iˆ
1
h
∑
Y ∈Iˆ
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r|C˜o(β1)(Rβ1(X, Y ))|
)n−1
·
n∑
v=1
n∏
i=1
(
sup
X∈Iˆ
(
1
h
)mi−1 ∑
Y∈Iˆmi−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r|J (v,i)mi (X,Y)|
)
.
It follows from (4.7) that
sup
X∈Iˆ
1
h
∑
Y ∈Iˆ
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r|C˜o(β1)(Rβ1(X, Y ))| ≤ ‖C˜o(β1)‖l,0,(4.17)
sup
X∈Iˆ
(
1
h
)mi−1 ∑
Y∈Iˆmi−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r|J (v,i)mi (X,Y)|
≤
2∑
a=1
‖Jmi(βa)‖l,0 = A(Jmi(β1), Jmi(β2))(v,i)l ,
if v 6= i. Note that for any x, y ∈ [−β1/4, β1/4)h,
rβa(rβa(y)− x) = rβa(y − x), (∀a ∈ {1, 2}),
nβ1(rβ1(y)− x) = nβ2(rβ2(y)− x).
By these equalities, (4.1), (4.6) and (4.7), for any X = (ρ,x, σ, x, θ) ∈ Iˆ,(
1
h
)mv−1 ∑
Y∈Iˆmv−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r|J (v,v)mv (X,Y)|(4.18)
=
(
1
h
)mv−1 ∑
Y=(η,y,τ,y,ξ)∈Iˆ
∑
W∈Iˆmv−2
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r
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· |Jmv(β1)(Rβ1(X, Y,W))− Jmv(β2)(Rβ2(X, Y,W))|
=
(
1
h
)mv−1 ∑
Y=(η,y,τ,y,ξ)∈Iˆ
∑
W∈Iˆmv−2
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r
· |Jmv(β1)(X − x,Rβ1((Y,W)− x))
− Jmv(β2)(X − x,Rβ2((Y,W)− x))|
· (1(Y,W)−x∈Iˆmv−1 + 1(Y,W)−x/∈Iˆmv−1)
≤ |Jmv(β1)− Jmv(β2)|l
+
2∑
a=1
(
1
h
)mv−1 ∑
Y=(η,y,τ,y,ξ)∈Iˆ
∑
W∈Iˆmv−2
e
∑d
j=0(w(l)dj(βa)(X−x,Rβa(Y−x)))r
· |Jmv(βa)(X − x,Rβa((Y,W)− x))|1(Y,W)−x/∈Iˆmv−1
≤ |Jmv(β1)− Jmv(β2)|l +
2π
β1
(mv − 1)
2∑
a=1
‖Jmv(βa)‖l,1
= A(Jmv(β1), Jmv(β2))
(v,v)
l .
Substitution of (4.17), (4.18) into (4.16) gives
(the first term in the right-hand side of (4.15))(4.19)
≤ 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et ‖C˜o(β1)‖n−1l,0
·
n∑
v=1
n∏
i=1
A(Jmi(β1), Jmi(β2))
(v,i)
l .
On the other hand, by applying Lemma 4.4 we have that
(the second term in the right-hand side of (4.15))
≤
n∑
v=1
(1v=1D(β1, β2) + 1v≥2)
1
n!
∑
T∈Tn
1nj(T )≤mj−kj(∀j∈{1,2,··· ,n})
· 2n−1D
1
2
∑n
j=1(mj−kj)−n+1
et
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·
(
1
h
)m1−1 ∑
X1∈Iˆm1−k1
∑
(Y1,2,Y1,3,··· ,Y1,k1)∈Iˆk1−1
|Jm1(β2)(Rβ2(X1,Y1))|
·
∑
W1⊂X1
W1∈Iˆ
n1(T )
∑
σ1∈Sn1(T )
·
∏
{1,s}∈L11(T )
((
1
h
)ms ∑
Xs∈Iˆms−ks
∑
Ys∈Iˆks
|Jms(β2)(Rβ2(Xs,Ys))|
·
∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(W1,σ1◦ζ1({1,s}), Zs)|
)
·
dT (1)−1∏
u=1
order
( ∏
j∈{2,3,··· ,n} with
disT (1,j)=u,nj (T ) 6=1
( ∑
Wj⊂Xj\Zj
Wj∈Iˆ
nj(T )−1
∑
σj∈Snj(T )−1
·
∏
{j,s}∈L1j (T )
((
1
h
)ms ∑
Xs∈Iˆms−ks
∑
Ys∈Iˆks
|Jms(β2)(Rβ2(Xs,Ys))|
·
∑
Zs⊂Xs
Zs∈Iˆ
|C˜o
(v,s)
(Wj,σj◦ζj({j,s}), Zs)|
)))
· e
∑d
j=0(
1
piw(l)dˆj(Y1,1,Yp,1))
r
.
Moreover, by following the argument leading to Lemma 3.7 (2) we can
deduce that
(the second term in the right-hand side of (4.15))
(4.20)
≤
n∑
v=1
(1v=1D(β1, β2) + 1v≥2)2
2
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
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·
n∏
i=2
(
sup
X∈Iˆ
1
h
∑
Y ∈Iˆ
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r|C˜o
(v,i)
(X, Y )|
)
·
n∏
k=1
(
sup
X∈Iˆ
(
1
h
)mk−1 ∑
Y∈Iˆmk−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r|Jmk(β2)(Rβ2(X,Y))|
)
.
The inequality (4.7) guarantees that
sup
X∈Iˆ
(
1
h
)mk−1 ∑
Y∈Iˆmk−1
e
∑d
j=0(
1
piw(l)dˆj(X,Y1))
r|Jmk(β2)(Rβ2(X,Y))|
≤ ‖Jmk(β2)‖l,0,
sup
X∈Iˆ
1
h
∑
Y ∈Iˆ
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r|C˜o
(v,i)
(X, Y )|
≤
2∑
a=1
‖C˜o(βa)‖l,0 = A(C˜o(β1), C˜o(β2))(v,i)l ,
if v 6= i. It follows from (4.18) that
sup
X∈Iˆ
1
h
∑
Y ∈Iˆ
e
∑d
j=0(
1
piw(l)dˆj(X,Y ))
r|C˜o
(v,v)
(X, Y )| ≤ A(C˜o(β1), C˜o(β2))(v,v)l .
By inserting these inequalities into (4.20) we obtain
(the second term in the right-hand side of (4.15))
(4.21)
≤ 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
n∑
v=1
(1v=1D(β1, β2) + 1v≥2)
n∏
i=2
A(C˜o(β1), C˜o(β2))
(v,i)
l
n∏
k=1
‖Jmk(β2)‖l,0.
By combining (4.19), (4.21) with (4.15) we reach the inequality claimed
in (2).
(1): By considering the fixed variableX1,1 ∈ I0 as Y1,1 we can straight-
forwardly transform the proof of (2) to derive the claimed inequality. 
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For a = 1, 2 set
T (n)(βa)(ψ) :=
1
n!
∑
T∈Tn
Ope(T, Co(βa))
n∏
j=1
J(βa)(ψ + ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
with J(βa) (∈ ∧V(βa)) satisfying that Jm(βa)(ψ) = 0 if m /∈ 2N ∪ {0}
and having the anti-symmetric kernels satisfying (4.1). By putting the
preceding lemmas together we can prove the following lemma, which is
the goal of this subsection.
Lemma 4.6. The following inequalities hold true.
(1) For any n ∈ N≥2 and l ∈ Z,∣∣∣∣ hN(β1)T (n)0 (β1)− hN(β2)T (n)0 (β2)
∣∣∣∣
≤ 2nD−n+1et
(
2∑
a=1
‖C˜o(βa)‖l,0
)n−2( N(β2)∑
m=2
23mD
m
2
et
2∑
a=1
‖Jm(βa)‖l,0
)n−1
·
N(β2)∑
m=2
23mD
m
2
et
(
2π
β1
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm(βc)‖l,1
+
2π
β1
2∑
a=1
‖C˜o(βa)‖l,1
2∑
c=1
‖Jm(βc)‖l,0
+
2∑
a=1
‖C˜o(βa)‖l,0|Jm(β1)− Jm(β2)|l
+ |C˜o(β1)− C˜o(β2)|l
2∑
c=1
‖Jm(βc)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm(βc)‖l,0
)
.
(2) For any n ∈ N≥2, l ∈ Z and m ∈ {2, 3, · · · , N(β2)},
|T (n)m (β1)− T (n)m (β2)|l
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≤ 2n · 2−2mD−m2 −n+1et
(
2∑
a=1
‖C˜o(βa)‖l,0
)n−2
·
n∏
j=2
(
N(β2)∑
mj=2
24mjD
mj
2
et
2∑
a=1
‖Jmj(βa)‖l,0
)
·
N(β2)∑
m1=2
24m1D
m1
2
et
(
2π
β1
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm1(βc)‖l,1
+
2π
β1
2∑
a=1
‖C˜o(βa)‖l,1
2∑
c=1
‖Jm1(βc)‖l,0
+
2∑
a=1
‖C˜o(βa)‖l,0|Jm1(β1)− Jm1(β2)|l
+ |C˜o(β1)− C˜o(β2)|l
2∑
c=1
‖Jm1(βc)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm1(βc)‖l,0
)
1∑n
j=1mj−2n+2≥m.
Proof. (1): It follows from (4.4) that
Ope(T, Co(βa))
n∏
j=1
order
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(4.22)
= Ope(T, Co(βa))
n∏
j=1
order
((−1)Nβa(Xj+x)ψjRβa(Xj+x))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
(∀a ∈ {1, 2},Xj ∈ I(βa)mj (j = 1, 2, · · · , n), x ∈ (1/h)Z).
By using (4.1) and (4.22) we can transform T
(n)
0 (βa) as follows.
T
(n)
0 (βa)
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=
n∏
i=1
(
N(β2)∑
mi=2
)
1
n!
∑
T∈Tn
Ope(T, Co(βa))
·
n∏
j=1
((
1
h
)mj ∑
Xj∈I(βa)mj
Jmj(βa)(Xj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
n∏
i=1
(
N(β2)∑
mi=2
)
1
n!
∑
T∈Tn
Ope(T, Co(βa))
·
(
1
h
)m1 ∑
X1,1∈I0
∑
x∈[0,βa)h
∑
(X1,2,X1,3,··· ,X1,m1)∈I(βa)m1−1
· (−1)Nβa((X1,2,X1,3,··· ,X1,m1)−x)
· Jm1(βa)(X1,1, Rβa((X1,2, X1,3, · · · , X1,m1)− x))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈I(βa)mj
(−1)Nβa(Xj−x)Jmj(βa)(Rβa(Xj − x))
)
· (−1)Nβ1((X1,2,X1,3,··· ,X1,m1)−x)ψ1(X1,1,Rβa((X1,2,X1,3,··· ,X1,m1)−x))
·
n∏
k=2
order
((−1)Nβa(Xk−x)ψkRβa (Xk−x))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= βa
n∏
i=1
(
N(β2)∑
mi=2
)
1
n!
∑
T∈Tn
Ope(T, Co(βa))
·
(
1
h
)m1−1 ∑
X1,1∈I0
∑
(X1,2,X1,3,··· ,X1,m1)∈I(βa)m1−1
Jm1(βa)(X1)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈I(βa)mj
Jmj(βa)(Xj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
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Then, we decompose T
(n)
0 (βa) as follows.
T
(n)
0 (βa) = S
(n)
0 (βa) + U
(n)
0 (βa),
where
S(n)0 (βa)
:= βa
n∏
i=1
(
N(β2)∑
mi=2
)
1
n!
∑
T∈Tn
Ope(T, Co(βa))
·
(
1
h
)m1−1 ∑
X1,1∈I0
∑
(X1,2,X1,3,··· ,X1,m1)∈I(βa)m1−1
Jm1(βa)(X1)
·
n∏
j=2
((
1
h
)mj ∑
Xj∈I(βa)mj
Jmj(βa)(Xj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
· 1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂(X1,X2,··· ,Xn) and x∈[β14 ,βa−β14 )h,
U
(n)
0 (βa)
:= βa
n∏
i=1
(
N(β2)∑
mi=2
)
1
n!
∑
T∈Tn
Ope(T, Co(βa))
·
(
1
h
)m1−1 ∑
X1,1∈I0
∑
(X1,2,X1,3,··· ,X1,m1)∈Iˆm1−1
Jm1(βa)(Rβa(X1))
·
n∏
j=2
((
1
h
)mj ∑
Xj∈Iˆmj
Jmj(βa)(Rβa(Xj))
)
n∏
k=1
order
ψkRβa(Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
By applying Lemma 4.2 (1) we have that
|S(n)0 (βa)|(4.23)
≤ N(βa)
h
2π
β1
D−n+1et
n∏
j=1
(
1∑
qj=0
N(β2)∑
mj=2
23mjD
mj
2
et ‖Jmj(βa)‖l,qj
)
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·
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
=
N(βa)
h
2π
β1
D−n+1et
(
N(β2)∑
m=2
23mD
m
2
et ‖Jm(βa)‖l,0
)n−1
‖C˜o(βa)‖n−2l,0
·
N(β2)∑
m=2
23mD
m
2
et ((n− 1)‖C˜o(βa)‖l,1‖Jm(βa)‖l,0
+ n‖C˜o(βa)‖l,0‖Jm(βa)‖l,1).
On the other hand, Lemma 4.5 (1) ensures that
∣∣∣∣ 1β1U (n)0 (β1)− 1β2U (n)0 (β2)
∣∣∣∣
(4.24)
≤ ♯I0
n∏
i=1
(
N(β2)∑
mi=2
)
22
∑n
j=1mjD
1
2
∑n
j=1mj−n+1
et
·
(
‖C˜o(β1)‖n−1l,0
n∑
v=1
n∏
j=1
A(Jmj(β1), Jmj(β2))
(v,j)
l
+
n∑
v=2
n∏
j=2
A(C˜o(β1), C˜o(β2))
(v,j)
l
n∏
k=1
‖Jmk(β2)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖n−1l,0
n∏
j=1
‖Jmj(β2)‖l,0
)
≤ ♯I0D−n+1et
(
N(β2)∑
m=2
22mD
m
2
et
2∑
a=1
‖Jm(βa)‖l,0
)n−1(
2∑
a=1
‖C˜o(βa)‖l,0
)n−2
·
N(β2)∑
m=2
22mD
m
2
et
(
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n
2∑
a=1
‖C˜o(βa)‖l,0
(
|Jm(β1)− Jm(β2)|l + 2π
β1
(m− 1)
2∑
c=1
‖Jm(βc)‖l,1
)
+ (n− 1)
(
|C˜o(β1)− C˜o(β2)|l + 2π
β1
2∑
a=1
‖C˜o(βa)‖l,1
)
2∑
c=1
‖Jm(βc)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm(βc)‖l,0
)
.
Substitution of (4.23), (4.24) into the inequality∣∣∣∣ hN(β1)T (n)0 (β1)− hN(β2)T (n)0 (β2)
∣∣∣∣
≤
2∑
a=1
h
N(βa)
|S(n)0 (βa)|+
∣∣∣∣ hN(β1)U (n)0 (β1)− hN(β2)U (n)0 (β2)
∣∣∣∣
gives the inequality claimed in (1).
(2): The anti-symmetric kernel T (n)m (βa)(·) characterized in (3.18) can
be decomposed as follows. For any Y ∈ I(βa)m,
T (n)m (βa)(Y) = S
(n)
m (βa)(Y) + U
(n)
m (βa)(Y),
where
S(n)m (βa)(Y)
:=
n∏
i=1
(
N(β2)∑
mi=2
mi−1∑
ki=0
(
mi
ki
) ∑
Yi∈I(βa)ki
)
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· 1
m!
∑
σ∈Sm
sgn(σ)1Yσ=(Y1,Y2,··· ,Yn)
ε±
n!
∑
T∈Tn
Ope(T, Co(βa))
·
n∏
j=1
((
1
h
)mj−kj ∑
Xj∈I(βa)mj−kj
Jmj(βa)(Xj,Yj)
)
n∏
k=1
order
ψkXk
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
· 1∃(ρ,x,σ,x,θ)∈I(βa) s.t. (ρ,x,σ,x,θ)⊂(X1,X2,··· ,Xn) and x∈[β14 ,βa−β14 )h,
U (n)m (βa)(Y)
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:=
n∏
i=1
(
N(β2)∑
mi=2
mi−1∑
ki=0
(
mi
ki
) ∑
Yi∈I(βa)ki
)
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· 1
m!
∑
σ∈Sm
sgn(σ)1Yσ=(Y1,Y2,··· ,Yn)
ε±
n!
∑
T∈Tn
Ope(T, Co(βa))
·
n∏
j=1
((
1
h
)mj−kj ∑
Xj∈Iˆmj−kj
Jmj(βa)(Rβa(Xj),Yj)
)
·
n∏
k=1
order
ψkRβa (Xk)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Application of Lemma 4.2 (2) yields that
|S(n)m (β1)− S(n)m (β2)|l
(4.25)
≤
n∏
i=1
(
N(β2)∑
mi=2
mi−1∑
ki=0
(
mi
ki
))
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· 2π
β1
23
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
2∑
a=1
n∏
j=1
(
1∑
qj=0
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
‖C˜o(βa)‖l,rk
)
1∑n
j=1 qj+
∑n
k=2 rk=1
≤ 2π
β1
2−3mD
−m2 −n+1
et
·
n∏
j=1
(
N(β2)∑
mj=2
24mjD
mj
2
et
1∑
qj=0
2∑
a=1
‖Jmj(βa)‖l,qj
)
n∏
k=2
(
1∑
rk=0
2∑
a=1
‖C˜o(βa)‖l,rk
)
· 1∑n
j=1 qj+
∑n
k=2 rk=1
1∑n
j=1mj−2n+2≥m
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≤ n2π
β1
2−3mD
−m2 −n+1
et
(
2∑
a=1
‖C˜o(βa)‖l,0
)n−2
·
n∏
j=2
(
N(β2)∑
mj=2
24mjD
mj
2
et
2∑
a=1
‖Jmj(βa)‖l,0
)
·
N(β2)∑
m1=2
24m1D
m1
2
et
(
2∑
a=1
‖C˜o(βa)‖l,1
2∑
c=1
‖Jm1(βc)‖l,0
+
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm1(βc)‖l,1
)
1∑n
j=1mj−2n+2≥m.
On the other hand, Lemma 4.5 (2) implies that
|U (n)m (β1)− U (n)m (β2)|l(4.26)
≤
n∏
i=1
(
N(β2)∑
mi=2
mi−1∑
ki=0
(
mi
ki
))
1∑n
j=1mj−2n+2≥m1
∑n
j=1 kj=m
· 22
∑n
j=1(mj−kj)D
1
2
∑n
j=1(mj−kj)−n+1
et
·
(
‖C˜o(β1)‖n−1l,0
n∑
v=1
n∏
j=1
A(Jmj(β1), Jmj(β2))
(v,j)
l
+
n∑
v=2
n∏
j=2
A(C˜o(β1), C˜o(β2))
(v,j)
l
n∏
k=1
‖Jmk(β2)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖n−1l,0
n∏
j=1
‖Jmj(β2)‖l,0
)
≤ n2−2mD− 12m−n+1et
(
2∑
a=1
‖C˜o(βa)‖l,0
)n−2
·
n∏
j=2
(
N(β2)∑
mj=2
23mjD
mj
2
et
2∑
a=1
‖Jmj(βa)‖l,0
)
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·
N(β2)∑
m1=2
24m1D
m1
2
et
(
2∑
a=1
‖C˜o(βa)‖l,0|Jm1(β1)− Jm1(β2)|l
+
2π
β1
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm1(βc)‖l,1
+ |C˜o(β1)− C˜o(β2)|l
2∑
a=1
‖Jm1(βa)‖l,0
+
2π
β1
2∑
a=1
‖C˜o(βa)‖l,1
2∑
c=1
‖Jm1(βc)‖l,0
+D(β1, β2)
2∑
a=1
‖C˜o(βa)‖l,0
2∑
c=1
‖Jm1(βc)‖l,0
)
1∑n
j=1mj−2n+2≥m.
Finally, by combining the inequalities (4.25), (4.26) with the inequality
|T (n)m (β1)− T (n)m (β2)|l ≤ |S(n)m (β1)− S(n)m (β2)|l + |U (n)m (β1)− U (n)m (β2)|l,
we obtain the inequality claimed in (2). 
5. Generalized multi-scale integrations
In this section we present multi-scale integrations, assuming that a
family of covariances is given and each covariance belonging to the fam-
ily has certain scale-dependent upper bounds. We inductively define a
family of Grassmann polynomials by means of the free integration and
the tree expansion with the covariance at one scale. Then, we establish
scale-dependent estimates on the Grassmann polynomials by applying
the general lemmas prepared in Section 3 and Section 4. The analysis
of this section can be seen as a generalization of the multi-scale inte-
gration over the Matsubara frequency and that around the zero set of
the dispersion relation in the momentum space. The results obtained
in this section will underlie more concrete, model-dependent analysis in
Section 6 and Section 7.
From this section we use the symbol ‘c’ to represent a real positive
constant independent of any parameter. When we construct inequalities,
we will frequently replace the generic constant c by a larger constant
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with the same symbol in the following lines without acknowledging the
replacement. However, it must be clear from the context that such
replacement does not change what the arguments conclude in the last
line.
5.1. The generalized ultra-violet integration. Let N+ ∈ N be a
fixed number. Assume that a family of covariances {Co,l}N+l=1 is given
and it satisfies the following properties with constants M , c0, c
′
0 ∈ R≥1,
a weight w(0) ∈ R>0 and an exponent r ∈ (0, 1].
Co,l(ρx↑x, ηy↑y) = Co,l(ρx↓x, ηy↓y),(5.1)
Co,l(ρx↑x, ηy↓y) = Co,l(ρx↓x, ηy↑y) = 0,
(∀(ρ,x, x), (η,y, y) ∈ B × Γ× [0, β)h, l ∈ {1, 2, · · · , N+}),
Co,l(ρxσx, ηxτx) = Co,l(ρ0σ0, η0τ0),(5.2)
(∀(ρ,x, σ, x) ∈ I0, η ∈ B, τ ∈ {↑, ↓}, l ∈ {1, 2, · · · , N+}),
| det(〈pi,qj〉CrCo,l(Xi, Yj))1≤i,j≤n| ≤ cn0 ,(5.3)
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n), l ∈ {1, 2, · · · , N+}),
‖C˜o,l‖0,j ≤ c0M−l, (∀j ∈ {0, 1}, l ∈ {1, 2, · · · , N+}),(5.4)
where C˜o,l : I
2 → C is the anti-symmetric extension of Co,l defined as in
(3.2),
N+∑
l=1
max
ρ∈B
|Co,l(ρ0↑0, ρ0↑0)| ≤ c′0.(5.5)
These are the conditions typically satisfied by an actual covariance with
the Matsubara UV cut-off. In fact the parameters w(0), r do not play
any explicit role here. We need these parameters only to introduce the
norm ‖ · ‖0,0 and the semi-norm ‖ · ‖0,1.
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Using the covariances {Co,l}N+l=1, we inductively define a family of Grass-
mann polynomials as follows. With parameters Uρ ∈ C (ρ ∈ B), δ ∈
{1,−1}, define FN+(ψ), TN+,(n)(ψ) (n ∈ N≥2), TN+(ψ), JN+(ψ) ∈ ∧V by
FN+(ψ) :=
δ
2h
∑
(ρ,x,σ,x)∈I0
Uρψρxσxψρxσx(5.6)
− 1
h
∑
(ρ,x,x)∈B×Γ×[0,β)h
Uρψρx↑xψρx↓xψρx↓xψρx↑x,
TN+,(n)(ψ) := 0, (∀n ∈ N≥2), TN+(ψ) := 0,
JN+(ψ) := FN+(ψ) + TN+(ψ).
Assume that l ∈ {0, 1, · · · , N+ − 1} and J l+1(ψ) ∈ ∧V is given. Define
F l(ψ), T l,(n)(ψ) (n ∈ N≥2), T l(ψ), J l(ψ) ∈ ∧V by
F l(ψ) :=
∫
J l+1(ψ + ψ1)dµCo,l+1(ψ
1),(5.7)
T l,(n)(ψ) :=
1
n!
∑
T∈Tn
Ope(T, Co,l+1)
n∏
j=1
order
J l+1(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
(∀n ∈ N≥2),
T l(ψ) :=
∞∑
n=2
T l,(n)(ψ),
J l(ψ) := F l(ψ) + T l(ψ),
on the assumption that
∑∞
n=2 T
l,(n)(ψ) converges.
Though one can directly see from definition, let us prove the following
lemma by applying Lemma 3.9.
Lemma 5.1. Assume that J l(ψ) (l = 0, 1, · · · , N+) are well-defined.
Then, if m /∈ 2N ∪ {0},
T l,(n)m (ψ) = F
l
m(ψ) = 0, (∀l ∈ {0, 1, · · · , N+}, n ∈ N≥2).(5.8)
Proof. Apparently the equalities (5.8) hold for l = N+. Assume that
J lm(ψ) = 0 if m /∈ 2N ∪ {0} for some l ∈ {1, 2, · · · , N+}.
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Let S : I → I, Q : I → R be defined by S(X) := X, Q(X) := π,
(∀X ∈ I). Using the notations introduced in Subsection 3.3, we see that
J l(Rψ) = J l(ψ), C˜o,l(X) = eiQ2(S2(X))C˜o,l(S2(X)), (∀X ∈ I2).
Thus, we can apply Lemma 3.9 (1) to deduce that
F l−1(Rψ) = F l−1(ψ),
T l−1,(n)(Rψ) = T l−1,(n)(ψ), (∀n ∈ N≥2).
This implies (5.8) for l − 1. By induction the claim holds true. 
The following proposition is a generalization of the multi-scale inte-
gration over the Matsubara frequency.
Proposition 5.2. There exists a constant c ∈ R>0 independent of any
parameter such that if the parameters M , α ∈ R≥1, Uρ ∈ C (ρ ∈ B)
satisfy
M ≥ c, α2 ≥ cM, sup
ρ∈B
|Uρ| ≤ 1
c(c0 + c′0)2α4
,(5.9)
the following inequalities hold. For any l ∈ {0, 1, · · · , N+}, r ∈ {0, 1},
h
N
(
|F l0|+
∞∑
n=2
|T l,(n)0 |
)
≤ α−4,(5.10)
c0α
2
(
‖F l2‖0,r +
∞∑
n=2
‖T l,(n)2 ‖0,r
)
≤ 1,(5.11)
M−2l
N∑
m=2
c
m
2
0 M
l
2mαm
(
‖F lm‖0,r +
∞∑
n=2
‖T l,(n)m ‖0,r
)
≤ 1.(5.12)
Proof. Let the symbol Umax denote supρ∈B |Uρ| during the proof.
(5.11),(5.12): First let us prove the inequalities (5.11), (5.12) by in-
duction with l. This part is close to the proof of [14, Proposition 4.1].
However, we present the full argument for self-containedness of the pa-
per. Note that
FN+m (X) = −V δm(X), (∀X ∈ Im, m ∈ {2, 4}),
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where V δm(·) : Im → C (m = 2, 4) are the anti-symmetric functions
characterized in (2.31). From this we see that
‖FN+m ‖0,r ≤ Umax, (∀m ∈ {2, 4}, r ∈ {0, 1}).
Therefore, if Umax ≤ (2(c0 + c′0)2α4)−1,
c0α
2‖FN+2 ‖0,r ≤ 1,
M−2N+
∑
m∈{2,4}
c
m
2
0 M
N+
2 mαm‖FN+m ‖0,r ≤ c0α2Umax + c20α4Umax ≤ 1.
Thus, the inequalities (5.11), (5.12) for l = N+ hold.
Let us fix l ∈ {0, 1, · · · , N+ − 1} and assume that (5.11), (5.12) hold
for all l′ ∈ {l + 1, l + 2, · · · , N+}. Fix r ∈ {0, 1}. By combining (5.3),
(5.4) with Lemma 3.8 (2) we have that for any m ∈ {2, 3, · · · , N},
‖T l,(n)m ‖0,r ≤ 2−2mc−
m
2 −n+1
0
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
(5.13)
· (c0M−(l+1))n−1
n∏
k=1
(
N∑
mk=2
23mkc
mk
2
0 ‖J l+1mk ‖0,qk
)
1∑n
j=1mj−2n+2≥m
= 2−2mc
−m2
0 M
−(l+1)(n−1)
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
N∑
mk=2
23mkc
mk
2
0 ‖J l+1mk ‖0,qk
)
1∑n
j=1mj−2n+2≥m.
By the assumption of induction,
N∑
m=2
23mc
m
2
0 ‖J l+1m ‖0,r = 26c0‖J l+12 ‖0,r +
N∑
m=4
23mc
m
2
0 ‖J l+1m ‖0,r(5.14)
≤ cα−2 + cα−4 ≤ cα−2.
Substitution of (5.14) into (5.13) yields that
‖T l,(n)m ‖0,r ≤ cnc−
m
2
0 M
−(l+1)(n−1)α−2n, (∀m ∈ {2, 4}).
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Therefore, if α ≥ c,
∞∑
n=2
‖T l,(n)m ‖0,r ≤ cc−
m
2
0 M
−l−1α−4, (∀m ∈ {2, 4}).(5.15)
It follows from (5.13) and (5.12) for l + 1 that if M ≥ c,
M−2l
N∑
m=2
c
m
2
0 M
l
2mαm‖T l,(n)m ‖0,r
≤ cM−2l ·M−(l+1)(n−1)
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
N∑
mk=2
23mkc
mk
2
0 ‖J l+1mk ‖0,qk
)
·M l2 (
∑n
j=1mj−2n+2)α
∑n
j=1mj−2n+22−2(
∑n
j=1mj−2n+2)
≤ cMα2
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
24M−2l−1α−2
N∑
mk=2
2mkc
mk
2
0 M
l
2mkαmk‖J l+1mk ‖0,qk
)
≤ cMα2
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
(cα−2)n
≤ cMα2(cα−2)n,
where we especially used the inequality
N∑
m=2
2mc
m
2
0 M
l
2mαm‖J l+1m ‖0,q ≤ 22M 2l+1, (∀q ∈ {0, 1}).
Therefore, on the assumption α ≥ c,
M−2l
N∑
m=2
c
m
2
0 M
l
2mαm
∞∑
n=2
‖T l,(n)m ‖0,r ≤ cMα−2.(5.16)
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One implication of Lemma 3.1 is that for any m ∈ {6, 7, · · · , N},
‖F lm‖0,r ≤
N∑
n=m
2nc
n−m
2
0 ‖J l+1n ‖0,r.
Thus, by the assumption M , α ≥ c,
M−2l
N∑
m=6
c
m
2
0 M
l
2mαm‖F lm‖0,r ≤ M−2l
N∑
n=6
n∑
m=6
2nc
n
2
0M
l
2mαm‖J l+1n ‖0,r(5.17)
≤ cM−2l
N∑
n=6
2nc
n
2
0 M
l
2nαn‖J l+1n ‖0,r
≤ cM−2l−3
N∑
n=6
c
n
2
0 M
l+1
2 nαn‖J l+1n ‖0,r
≤ cM−1.
It remains to bound ‖F lm‖0,r (m ∈ {2, 4}). Set
Fˆ l4(ψ) := F
l
4(ψ)− FN+4 (ψ).
Note that
Fˆ l4(ψ) = Fˆ
l+1
4 (ψ) + T
l+1
4 (ψ) + P4
∫ N∑
m=6
J l+1m (ψ + ψ
1)dµCo,l+1(ψ
1).
By using Lemma 3.1, (5.12), (5.15) for l′ ∈ {l + 1, l + 2, · · · , N+} and
the assumption M , α ≥ c we deduce that
‖Fˆ l4‖0,r ≤ ‖Fˆ l+14 ‖0,r + ‖T l+14 ‖0,r +
N∑
m=6
2mc
m−4
2
0 ‖J l+1m ‖0,r
(5.18)
≤ ‖Fˆ l+14 ‖0,r + ‖T l+14 ‖0,r + cM−3(l+1)α−6
N∑
m=6
c
m−4
2
0 M
l+1
2 mαm‖J l+1m ‖0,r
≤ ‖Fˆ l+14 ‖0,r + cc−20 M−l−1α−4 ≤ cc−20
N+−1∑
j=l
M−j−1α−4
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≤ cc−20 M−l−1α−4,
which implies that
c20α
4‖F l4‖0,r ≤ c20α4Umax + cM−1.(5.19)
Next let us bound ‖F l2‖0,r. By definition,
F l2(ψ)
(5.20)
= F l+12 (ψ) + T
l+1
2 (ψ) + P2
∫
Fˆ l+14 (ψ + ψ
1)dµCo,l+1(ψ
1)
+ P2
∫
FN+4 (ψ + ψ
1)dµCo,l+1(ψ
1) + P2
∫
T l+14 (ψ + ψ
1)dµCo,l+1(ψ
1)
+ P2
∫ N∑
m=6
J l+1m (ψ + ψ
1)dµCo,l+1(ψ
1).
Application of Lemma 3.1, (5.1), (5.2), (5.3), (5.5), (5.12), (5.15), (5.18)
for l′ ∈ {l + 1, l + 2, · · · , N+} and the assumption M ≥ c gives that
‖F l2‖0,r ≤ ‖F l+12 ‖0,r + ‖T l+12 ‖0,r + 24c0‖Fˆ l+14 ‖0,r
+ Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|
+ 24c0‖T l+14 ‖0,r +
N∑
m=6
2mc
m−2
2
0 ‖J l+1m ‖0,r
≤ ‖F l+12 ‖0,r + Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|+ cc−10 M−l−1α−4
≤ ‖FN+2 ‖0,r + Umax
N+−1∑
j=l
max
ρ∈B
|Co,j+1(ρ0↑0, ρ0↑0)|
+ cc−10
N+−1∑
j=l
M−j−1α−4
≤ cc′0Umax + cc−10 M−l−1α−4,
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or
c0α
2‖F l2‖0,r ≤ cc0c′0α2Umax + cM−1α−2.(5.21)
The inequalities (5.15), (5.16), (5.17), (5.19), (5.21) ensure that
c0α
2
(
‖F l2‖0,r +
∞∑
n=2
‖T l,(n)2 ‖0,r
)
≤ cc0c′0α2Umax + cM−1α−2.(5.22)
M−2l
N∑
m=2
c
m
2
0 M
l
2mαm
(
‖F lm‖0,r +
∞∑
n=2
‖T l,(n)m ‖0,r
)
(5.23)
≤
∑
m∈{2,4}
c
m
2
0 α
m‖F lm‖0,r +M−2l
N∑
m=6
c
m
2
0 M
l
2mαm‖F lm‖0,r
+M−2l
N∑
m=2
c
m
2
0 M
l
2mαm
∞∑
n=2
‖T l,(n)m ‖0,r
≤ cc0c′0α2Umax + c20α4Umax + cM−1 + cMα−2.
On the assumption (5.9) the right-hand sides of (5.22) and (5.23) are
less than 1. Thus, the induction concludes that the inequalities (5.11)
and (5.12) hold for all l ∈ {0, 1, · · · , N+} and r ∈ {0, 1}.
(5.10): Let us prove the inequality (5.10), assuming that the inequal-
ities (5.11), (5.12) are valid for all l ∈ {0, 1, · · · , N+}. It follows from
Lemma 3.8 (1), (5.3), (5.4) and (5.14) that
h
N
|T l,(n)0 | ≤ c−n+10 · cn−10 M−(l+1)(n−1)(cα−2)n =M l+1(cM−l−1α−2)n.
Thus, if α ≥ c,
h
N
∞∑
n=2
|T l,(n)0 | ≤ cM−l−1α−4.(5.24)
Define Fˆ l2(ψ) ∈
∧V (l ∈ {0, 1, · · · , N+}) by
FˆN+2 (ψ) := 0,
Fˆ l2(ψ) := F
l
2(ψ)− FN+2 (ψ)−
N+∑
j=l+1
P2
∫
FN+4 (ψ + ψ
1)dµCo,j(ψ
1),
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(∀l ∈ {0, 1, · · · , N+ − 1}).
Note that for any l ∈ {0, 1, · · · , N+ − 1},
Fˆ l2(ψ) = Fˆ
l+1
2 (ψ) + T
l+1
2 (ψ) + P2
∫
Fˆ l+14 (ψ + ψ
1)dµCo,l+1(ψ
1)(5.25)
+ P2
∫
T l+14 (ψ + ψ
1)dµCo,l+1(ψ
1)
+ P2
∫ N∑
m=6
J l+1m (ψ + ψ
1)dµCo,l+1(ψ
1).
By estimating in the same manner as in Lemma 3.1 and using (5.3) we
can derive from (5.25) that for r ∈ {0, 1},
‖Fˆ l2‖0,r ≤ ‖Fˆ l+12 ‖0,r + ‖T l+12 ‖0,r + 24c
4−2
2
0 ‖Fˆ l+14 ‖0,r
+ 24c
4−2
2
0 ‖T l+14 ‖0,r +
N∑
m=6
2mc
m−2
2
0 ‖J l+1m ‖0,r.
By (5.12), (5.15), (5.18) and the assumption M ≥ c we have that
‖Fˆ l2‖0,r ≤ ‖Fˆ l+12 ‖0,r + cc−10 M−l−1α−4 ≤ cc−10
N+−1∑
j=l
M−j−1α−4(5.26)
≤ cc−10 M−l−1α−4, (∀r ∈ {0, 1}).
Remark that for any l ∈ {0, 1, · · · , N+ − 1},
F l0 = F
l+1
0 + T
l+1
0 +
∫
Fˆ l+12 (ψ)dµCo,l+1(ψ) +
∫
FN+2 (ψ)dµCo,l+1(ψ)
(5.27)
+ 1l≤N+−2
∫ ( N+∑
j=l+2
P2
∫
FN+4 (ψ + ψ
1)dµCo,j(ψ
1)
)
dµCo,l+1(ψ)
+
∫
Fˆ l+14 (ψ)dµCo,l+1(ψ) +
∫
FN+4 (ψ)dµCo,l+1(ψ)
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+
∑
m∈{2,4}
∫
T l+1m (ψ)dµCo,l+1(ψ) +
N∑
m=6
∫
J l+1m (ψ)dµCo,l+1(ψ)
= F l+10 + T
l+1
0 +
δN
4bh
∑
ρ∈B
UρCo,l+1(ρ0↑0, ρ0↑0)
− 1l≤N+−2
N
2bh
∑
ρ∈B
UρCo,l+1(ρ0↑0, ρ0↑0)
N+∑
j=l+2
Co,j(ρ0↑0, ρ0↑0)
− N
4bh
∑
ρ∈B
UρCo,l+1(ρ0↑0, ρ0↑0)2 +
∑
m∈{2,4}
∫
Fˆ l+1m (ψ)dµCo,l+1(ψ)
+
∑
m∈{2,4}
∫
T l+1m (ψ)dµCo,l+1(ψ) +
N∑
m=6
∫
J l+1m (ψ)dµCo,l+1(ψ).
The equality (5.27) and the inequalities (5.3), (5.5), (5.12), (5.15),
(5.18), (5.24), (5.26) imply that
h
N
|F l0|
(5.28)
≤ h
N
|F l+10 |+
h
N
|T l+10 |+ Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|
+ 1l≤N+−2Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|
N+∑
j=l+2
max
η∈B
|Co,j(η0↑0, η0↑0)|
+ Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|2 +
∑
m∈{2,4}
c
m
2
0 ‖Fˆ l+1m ‖0,0
+
∑
m∈{2,4}
c
m
2
0 ‖T l+1m ‖0,0 +
N∑
m=6
c
m
2
0 ‖J l+1m ‖0,0
≤ h
N
|F l+10 |+ cM−l−1α−4 + c(c0 + c′0)Umaxmax
ρ∈B
|Co,l+1(ρ0↑0, ρ0↑0)|
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≤ c
N+−1∑
j=l
M−j−1α−4 + c(c0 + c
′
0)Umax
N+−1∑
j=l
max
ρ∈B
|Co,j+1(ρ0↑0, ρ0↑0)|
≤ cM−l−1α−4 + c(c0 + c′0)c′0Umax.
By (5.24) and (5.28),
h
N
(
|F l0|+
∞∑
n=2
|T l,(n)0 |
)
≤ cM−1α−4 + c(c0 + c′0)c′0Umax.(5.29)
On the assumption (5.9) the right-hand side of (5.29) is bounded by α−4
from above. The proof is complete. 
5.2. The generalized ultra-violet integration at different tem-
peratures. Here we estimate the differences between Grassmann poly-
nomials created by the multi-scale integration described in the previous
subsection at 2 different temperatures. The analysis in this subsection
is based on the inequalities developed in Section 4. We assume the con-
dition (4.2) and that 2 families of covariances {Co,l(βa)}N+l=1 (a = 1, 2)
are given and they satisfy (5.1), (5.2), (5.3), (5.4), (5.5) as well as the
following.
Co,l(βa)(X) = (−1)Nβa(X+x)Co,l(βa)(Rβa(X+ x)),(5.30)
(∀X ∈ I0(βa)2, x ∈ (1/h)Z, a ∈ {1, 2}, l ∈ {1, 2, · · · , N+}),
| det(〈pi,qj〉CrCo,l(β1)(Rβ1(Xi, Yj)))1≤i,j≤n(5.31)
− det(〈pi,qj〉CrCo,l(β2)(Rβ2(Xi, Yj)))1≤i,j≤n| ≤ β−
1
2
1 c
n
0 ,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n), l ∈ {1, 2, · · · , N+}),
|C˜o,l(β1)− C˜o,l(β2)|0 ≤ β−
1
2
1 c0M
−l, (∀l ∈ {1, 2, · · · , N+}),(5.32)
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where C˜o,l(βa) : I(βa)
2 → C is the anti-symmetric extension of Co,l(βa)
(a = 1, 2) defined as in (3.2),
N+∑
l=1
max
ρ∈B
|Co,l(β1)(ρ0↑0, ρ0↑0)− Co,l(β2)(ρ0↑0, ρ0↑0)| ≤ β−
1
2
1 c
′
0.(5.33)
Here the parameters M ∈ R≥1, w(0) ∈ R>0, r ∈ (0, 1] and the constants
c0, c
′
0 ∈ R≥1 are the same as those in (5.1), (5.2), (5.3), (5.4), (5.5).
Remind us that the parameters w(0), r are also used in the measurement
| · − · |0.
With the covariances {Co,l(βa)}N+l=1 let F l(βa)(ψ), T l,(n)(βa)(ψ) (n ∈
N≥2), T l(βa)(ψ), J l(βa)(ψ) (∈ ∧V(βa)) (l = 0, 1, · · · , N+) be defined by
(5.6), (5.7) for a = 1, 2 respectively.
One requirement of the analysis in Section 4 was that the kernels of
Grassmann polynomials must satisfy the invariance (4.1). First let us
confirm that this requirement is fulfilled in this situation.
Lemma 5.3. Assume that J l(βa)(ψ) (l ∈ {0, 1, · · · , N+}, a ∈ {1, 2}) are
well-defined. Then,
F lm(βa)(X) = (−1)Nβa(X+x)F lm(βa)(Rβa(X+ x)),(5.34)
T l,(n)m (βa)(X) = (−1)Nβa(X+x)T l,(n)m (βa)(Rβa(X+ x)),
(∀m ∈ {1, 2, · · · , N(β2)},X ∈ I(βa)m, x ∈ (1/h)Z, n ∈ N≥2,
l ∈ {0, 1, · · · , N+}, a ∈ {1, 2}).
Proof. Fix a ∈ {1, 2} and x ∈ (1/h)Z. Let us define S : I(βa) → I(βa),
Q : I(βa)→ R by
S(X) := Rβa(X+ x), Q(X) := πNβa(S
−1(X) + x), (∀X ∈ I(βa)).
It follows from (5.30) and the definition of FN+(βa)(ψ) that
C˜o,l(βa)(X) = e
iQ2(S2(X))C˜o,l(βa)(S2(X)),
(∀X ∈ I(βa)2, l ∈ {1, 2, · · · , N+}),
FN+(βa)(ψ) = F
N+(βa)(Rψ),
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where we used the notations defined in Subsection 3.3. Thus, recursive
application of Lemma 3.9 (1) with respect to l shows that
F l(βa)(ψ) = F
l(βa)(Rψ), T l,(n)(βa)(ψ) = T l,(n)(βa)(Rψ),
(∀l ∈ {0, 1, · · · , N+}, n ∈ N≥2).
By comparing the right-hand side of the equality
F lm(βa)(ψ) =
(
1
h
)m ∑
X∈I(βa)m
F lm(βa)(Rβa(X+ x))ψRβa(X+x)
with that of the equality
F lm(βa)(Rψ) =
(
1
h
)m ∑
X∈I(βa)m
(−1)Nβa(X+x)F lm(βa)(X)ψRβa(X+x)
and by the uniqueness of anti-symmetric kernels we conclude that
F lm(βa)(Rβa(X+ x)) = (−1)Nβa(X+x)F lm(βa)(X),
(∀m ∈ {2, 3, · · · , N(β2)},X ∈ I(βa)m, x ∈ (1/h)Z).
The claimed equality concerning the kernels of T l,(n)(βa)(ψ) can be de-
rived in the same way. 
The purpose of this subsection is to prove the following proposition.
Proposition 5.4. There exists a constant c ∈ R>0 independent of any
parameter such that if the condition (5.9) holds with c, the following
inequalities hold true. For any l ∈ {0, 1, · · · , N+}, r ∈ {0, 1},∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣(5.35)
+
∞∑
n=2
∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣ ≤ β− 121 α−4,
c0α
2
(
|F l2(β1)− F l2(β2)|0 +
∞∑
n=2
|T l,(n)2 (β1)− T l,(n)2 (β2)|0
)
≤ β− 121 ,(5.36)
M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm
(
|F lm(β1)− F lm(β2)|0(5.37)
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+
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|0
)
≤ β− 121 .
Proof. Set Umax := supρ∈B |Uρ|. We assume the condition (5.9) so that
the inequalities (5.10), (5.11), (5.12) hold for β1, β2.
(5.36),(5.37): First let us prove (5.36) and (5.37). The proof is made
by induction with respect to l. We can see from (2.31) that |FN+m (β1)−
FN+m (β2)|0 = 0 (∀m ∈ {2, 4}). Thus, the inequalities (5.36), (5.37) for
l = N+ hold true.
Let us fix l ∈ {0, 1, · · · , N+ − 1} and assume that (5.36), (5.37) hold
for all l′ ∈ {l + 1, l + 2, · · · , N+}. By substituting (5.3), (5.4), (5.31),
(5.32) into the inequality in Lemma 4.6 (2) we have
|T l,(n)m (β1)− T l,(n)m (β2)|0
(5.38)
≤ cn2−2mc−m2 −n+10 (2c0M−l−1)n−2
n∏
j=2
(
N(β2)∑
mj=2
24mjc
mj
2
0
2∑
a=1
‖J l+1mj (βa)‖0,0
)
·
N(β2)∑
m1=2
24m1c
m1
2
0
(
c0M
−l−1|J l+1m1 (β1)− J l+1m1 (β2)|0
+ β−11 c0M
−l−1
2∑
a=1
‖J l+1m1 (βa)‖0,1 + β
− 12
1 c0M
−l−1
2∑
a=1
‖J l+1m1 (βa)‖0,0
)
· 1∑n
j=1mj−2n+2≥m
≤ cn2−2mc−m20 M−(l+1)(n−1)
n∏
j=2
(
N(β2)∑
mj=2
24mjc
mj
2
0
2∑
a=1
‖J l+1mj (βa)‖0,0
)
·
N(β2)∑
m1=2
24m1c
m1
2
0
(
|J l+1m1 (β1)− J l+1m1 (β2)|0 + β
− 12
1
1∑
r=0
2∑
a=1
‖J l+1m1 (βa)‖0,r
)
· 1∑n
j=1mj−2n+2≥m.
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The hypothesis of induction implies that
N(β2)∑
m=2
24mc
m
2
0 |J l+1m (β1)− J l+1m (β2)|0 ≤ cβ−
1
2
1 α
−2.(5.39)
Since the inequalities (5.11), (5.12) are available, we can also claim that
N(β2)∑
m=2
24mc
m
2
0
2∑
a=1
‖J l+1m (βa)‖0,r ≤ cα−2, (∀r ∈ {0, 1}).(5.40)
Using (5.39), (5.40), we obtain from (5.38) that for m ∈ {2, 4},
|T l,(n)m (β1)− T l,(n)m (β2)|0 ≤ cnβ−
1
2
1 c
−m2
0 M
−(l+1)(n−1)α−2n.
Moreover, by the assumption α ≥ c,
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|0 ≤ cβ−
1
2
1 c
−m2
0 M
−l−1α−4, (∀m ∈ {2, 4}).(5.41)
By using (5.12), (5.37) for l + 1 we can derive from (5.38) that
M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm|T l,(n)m (β1)− T l,(n)m (β2)|0
≤ cnM−2l ·M−(l+1)(n−1)
n∏
j=2
(
N(β2)∑
mj=2
24mjc
mj
2
0
2∑
a=1
‖J l+1mj (βa)‖0,0
)
·
N(β2)∑
m1=2
24m1c
m1
2
0
(
|J l+1m1 (β1)− J l+1m1 (β2)|0 + β
− 12
1
1∑
r=0
2∑
a=1
‖J l+1m1 (βa)‖0,r
)
·M l2 (
∑n
j=1mj−2n+2)α
∑n
j=1mj−2n+22−2(
∑n
j=1mj−2n+2)
≤ cnM−2l
n∏
j=2
(
M−2l−1α−2
N(β2)∑
mj=2
22mjc
mj
2
0 M
l
2mjαmj
2∑
a=1
‖J l+1mj (βa)‖0,0
)
·
N(β2)∑
m1=2
22m1c
m1
2
0 M
l
2m1αm1
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·
(
|J l+1m1 (β1)− J l+1m1 (β2)|0 + β
− 12
1
1∑
r=0
2∑
a=1
‖J l+1m1 (βa)‖0,r
)
≤ cβ− 121 M(cα−2)n−1.
Thus, on the assumption α ≥ c,
M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|0 ≤ cβ−
1
2
1 Mα
−2.(5.42)
On the other hand, Lemma 4.1 (2), (5.3) and (5.31) imply that for
m ∈ {6, 7, · · · , N(β2)},
|F lm(β1)− F lm(β2)|0 ≤ c
N(β2)∑
n=m
22nc
n−m
2
0
(
|J l+1n (β1)− J l+1n (β2)|0
+ β
− 12
1
2∑
a=1
‖J l+1n (βa)‖0,0 + β−11
2∑
a=1
‖J l+1n (βa)‖0,1
)
.
Thus, by (5.12), (5.37) for l + 1,
M−2l
N(β2)∑
m=6
c
m
2
0 M
l
2mαm|F lm(β1)− F lm(β2)|0(5.43)
≤M−2l
N(β2)∑
n=6
n∑
m=6
22nc
n
2
0M
l
2mαm
·
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
1∑
r=0
2∑
a=1
‖J l+1n (βa)‖0,r
)
≤ cM−2l−3
N(β2)∑
n=6
c
n
2
0 M
l+1
2 nαn
·
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
1∑
r=0
2∑
a=1
‖J l+1n (βa)‖0,r
)
≤ cβ− 121 M−1.
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Let us find an upper bound on |F lm(β1)−F lm(β2)|0 (m = 2, 4). Lemma
4.1 (2), (5.3), (5.31) and the inequalities (5.12), (5.37), (5.41) for l′ ∈
{l + 1, l + 2, · · · , N+} guarantee that
|F l4(β1)− F l4(β2)|0(5.44)
≤ |F l+14 (β1)− F l+14 (β2)|0 +
∞∑
n=2
|T l+1,(n)4 (β1)− T l+1,(n)4 (β2)|0
+ c
N(β2)∑
n=6
22nc
n−4
2
0
(
|J l+1n (β1)− J l+1n (β2)|0
+ β
− 12
1
2∑
a=1
‖J l+1n (βa)‖0,0 + β−11
2∑
a=1
‖J l+1n (βa)‖0,1
)
≤ |F l+14 (β1)− F l+14 (β2)|0 + cβ−
1
2
1 c
−2
0 M
−l−1α−4
≤ |FN+4 (β1)− FN+4 (β2)|0 + cβ−
1
2
1 c
−2
0
N+−1∑
j=l
M−j−1α−4
≤ cβ− 121 c−20 M−l−1α−4,
which implies that
c20α
4|F l4(β1)− F l4(β2)|0 ≤ cβ−
1
2
1 M
−1.(5.45)
Remark that
P2
∫
JN+4 (βa)(ψ + ψ
1)dµCo,l+1(βa)(ψ
1) =
(
1
h
)2 ∑
X∈I(βa)2
K l+12 (βa)(X)ψX
with the anti-symmetric kernel K l+12 (βa)(·) : I(βa)2 → C defined by
K l+12 (βa)((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
:= −h
2
UρCo,l+1(βa)(ρ0↑0, ρ0↑0)1(ρ,x,σ,x)=(η,y,τ,y)(1(θ,ξ)=(1,−1) − 1(θ,ξ)=(−1,1)).
We can see that
|K l+12 (β1)−K l+12 (β2)|0(5.46)
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≤ Umax sup
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)− Co,l+1(β2)(ρ0↑0, ρ0↑0)|.
It follows from (5.20) and Lemma 4.1 (2), (5.3), (5.31) that
|F l2(β1)− F l2(β2)|0
≤ |F l+12 (β1)− F l+12 (β2)|0 + |T l+12 (β1)− T l+12 (β2)|0
+ |K l+12 (β1)−K l+12 (β2)|0
+ cc
4−2
2
0
(
|Fˆ l+14 (β1)− Fˆ l+14 (β2)|0 + β−
1
2
1
2∑
a=1
‖Fˆ l+14 (βa)‖0,0
+ β−11
2∑
a=1
‖Fˆ l+14 (βa)‖0,1 + |T l+14 (β1)− T l+14 (β2)|0
+ β
− 12
1
2∑
a=1
‖T l+14 (βa)‖0,0 + β−11
2∑
a=1
‖T l+14 (βa)‖0,1
)
+ c
N(β2)∑
n=6
22nc
n−2
2
0
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
2∑
a=1
‖J l+1n (βa)‖0,0
+ β−11
2∑
a=1
‖J l+1n (βa)‖0,1
)
.
Substitution of (5.12), (5.15), (5.18), (5.33), (5.37), (5.41), (5.44), (5.46)
and the equality
|F l′4 (β1)− F l
′
4 (β2)|0 = |Fˆ l
′
4 (β1)− Fˆ l
′
4 (β2)|0(5.47)
for l′ ∈ {l + 1, l + 2, · · · , N+} yield that
|F l2(β1)− F l2(β2)|0
≤ |F l+12 (β1)− F l+12 (β2)|0 + cβ−
1
2
1 c
−1
0 M
−l−1α−4
+ Umax sup
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)− Co,l+1(β2)(ρ0↑0, ρ0↑0)|
≤ |FN+2 (β1)− FN+2 (β2)|0 + cβ−
1
2
1 c
−1
0
N+−1∑
j=l
M−j−1α−4
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+ Umax
N+−1∑
j=l
sup
ρ∈B
|Co,j+1(β1)(ρ0↑0, ρ0↑0)− Co,j+1(β2)(ρ0↑0, ρ0↑0)|
≤ cβ− 121 c−10 M−l−1α−4 + Umaxβ−
1
2
1 c
′
0,
or
c0α
2|F l2(β1)− F l2(β2)|0 ≤ β−
1
2
1 (c0c
′
0α
2Umax + cM
−1α−2).(5.48)
By (5.41), (5.42), (5.43), (5.45), (5.48) we have that
c0α
2
(
|F l2(β1)− F l2(β2)|0 +
∞∑
n=2
|T l,(n)2 (β1)− T l,(n)2 (β2)|0
)(5.49)
≤ β− 121 (c0c′0α2Umax + cM−1α−2).
M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm
(
|F lm(β1)− F lm(β2)|0 +
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|0
)(5.50)
≤
∑
m∈{2,4}
c
m
2
0 α
m|F lm(β1)− F lm(β2)|0
+M−2l
N(β2)∑
m=6
c
m
2
0 M
l
2mαm|F lm(β1)− F lm(β2)|0
+M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|0
≤ cβ− 121 (c0c′0α2Umax +M−1 +Mα−2).
On the assumption (5.9) the right-hand sides of (5.49), (5.50) are less
than β
− 12
1 . Thus, by induction the inequalities (5.36), (5.37) hold for all
l ∈ {0, 1, · · · , N+}.
(5.35): Let us prove the inequality (5.35), assuming that (5.36), (5.37)
are true for all l ∈ {0, 1, · · · , N+}. By substituting (5.3), (5.4), (5.14),
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(5.31), (5.32), (5.39) into the inequality in Lemma 4.6 (1) we obtain∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣
≤ cnc−n+10 (2c0M−l−1)n−2
(
N(β2)∑
m=2
23mc
m
2
0
2∑
a=1
‖J l+1m (βa)‖0,0
)n−1
·
N(β2)∑
m=2
23mc
m
2
0
(
β−11 c0M
−l−1
1∑
r=0
2∑
a=1
‖J l+1m (βa)‖0,r
+ β
− 12
1 c0M
−l−1
2∑
a=1
‖J l+1m (βa)‖0,0 + c0M−l−1|J l+1m (β1)− J l+1m (β2)|0
)
≤ β− 121 M l+1(cM−l−1α−2)n,
which leads to
∞∑
n=2
∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣ ≤ cβ− 121 M−l−1α−4.(5.51)
It follows from (5.3), (5.25), (5.31) and Lemma 4.1 (2) that
|Fˆ l2(β1)− Fˆ l2(β2)|0
≤ |Fˆ l+12 (β1)− Fˆ l+12 (β2)|0 + |T l+12 (β1)− T l+12 (β2)|0
+ cc
4−2
2
0
(
|Fˆ l+14 (β1)− Fˆ l+14 (β2)|0 + β−
1
2
1
2∑
a=1
‖Fˆ l+14 (βa)‖0,0
+ β−11
2∑
a=1
‖Fˆ l+14 (βa)‖0,1 + |T l+14 (β1)− T l+14 (β2)|0
+ β
− 12
1
2∑
a=1
‖T l+14 (βa)‖0,0 + β−11
2∑
a=1
‖T l+14 (βa)‖0,1
)
+ c
N(β2)∑
n=6
22nc
n−2
2
0
(
|J l+1n (β1)− J l+1n (β2)|0 + β−
1
2
1
2∑
a=1
‖J l+1n (βa)‖0,0
129
+ β−11
2∑
a=1
‖J l+1n (βa)‖0,1
)
.
Using (5.12), (5.15), (5.18), (5.37), (5.41), (5.44), (5.47) for l′ ∈ {l +
1, l + 2, · · · , N+}, we can deduce that
|Fˆ l2(β1)− Fˆ l2(β2)|0 ≤ |Fˆ l+12 (β1)− Fˆ l+12 (β2)|0 + cβ−
1
2
1 c
−1
0 M
−l−1α−4
(5.52)
≤ |FˆN+2 (β1)− FˆN+2 (β2)|0 + cβ−
1
2
1 c
−1
0
N+−1∑
j=l
M−j−1α−4
≤ cβ− 121 c−10 M−l−1α−4.
By combining Lemma 4.1 (1) with (5.27) and inserting (5.3), (5.31) we
obtain that∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣
≤
∣∣∣∣ hN(β1)F l+10 (β1)− hN(β2)F l+10 (β2)
∣∣∣∣
+
∣∣∣∣ hN(β1)T l+10 (β1)− hN(β2)T l+10 (β2)
∣∣∣∣
+ Umaxmax
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)− Co,l+1(β2)(ρ0↑0, ρ0↑0)|
+ 1l≤N+−2Umaxmax
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)− Co,l+1(β2)(ρ0↑0, ρ0↑0)|
·
N+∑
j=l+2
max
η∈B
|Co,j(β1)(η0↑0, η0↑0)|
+ 1l≤N+−2Umaxmax
ρ∈B
|Co,l+1(β2)(ρ0↑0, ρ0↑0)|
·
N+∑
j=l+2
max
η∈B
|Co,j(β1)(η0↑0, η0↑0)− Co,j(β2)(η0↑0, η0↑0)|
+ Umaxmax
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)2 − Co,l+1(β2)(ρ0↑0, ρ0↑0)2|
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+ c
∑
m∈{2,4}
c
m
2
0
(
|Fˆ l+1m (β1)− Fˆ l+1m (β2)|0 + β−
1
2
1
2∑
a=1
‖Fˆ l+1m (βa)‖0,0
+ β−11
2∑
a=1
‖Fˆ l+1m (βa)‖0,1 + |T l+1m (β1)− T l+1m (β2)|0
+ β
− 12
1
2∑
a=1
‖T l+1m (βa)‖0,0 + β−11
2∑
a=1
‖T l+1m (βa)‖0,1
)
+ c
N(β2)∑
m=6
2mc
m
2
0
(
|J l+1m (β1)− J l+1m (β2)|0 + β−
1
2
1
2∑
a=1
‖J l+1m (βa)‖0,0
+ β−11
2∑
a=1
‖J l+1m (βa)‖0,1
)
.
Moreover, substitution of (5.3), (5.5), (5.12), (5.15), (5.18), (5.26),
(5.33), (5.37), (5.41), (5.44), (5.47), (5.51), (5.52) for l′ ∈ {l + 1, l +
2, · · · , N+} gives that
∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣
(5.53)
≤
∣∣∣∣ hN(β1)F l+10 (β1)− hN(β2)F l+10 (β2)
∣∣∣∣+ cβ− 121 M−l−1α−4
+ c(c0 + c
′
0)Umaxmax
ρ∈B
|Co,l+1(β1)(ρ0↑0, ρ0↑0)− Co,l+1(β2)(ρ0↑0, ρ0↑0)|
+ cβ
− 12
1 c
′
0Umaxmax
ρ∈B
|Co,l+1(β2)(ρ0↑0, ρ0↑0)|
≤ cβ− 121
N+−1∑
j=l
M−j−1α−4
+ c(c0 + c
′
0)Umax
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·
N+−1∑
j=l
max
ρ∈B
|Co,j+1(β1)(ρ0↑0, ρ0↑0)− Co,j+1(β2)(ρ0↑0, ρ0↑0)|
+ cβ
− 12
1 c
′
0Umax
N+−1∑
j=l
max
ρ∈B
|Co,j+1(β2)(ρ0↑0, ρ0↑0)|
≤ cβ− 121 (M−1α−4 + (c0 + c′0)c′0Umax).
By coupling (5.51) with (5.53) and using the assumption (5.9) we
conclude that∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣
+
∞∑
n=2
∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣
≤ cβ− 121 (M−1α−4 + (c0 + c′0)c′0Umax) ≤ β−
1
2
1 α
−4.

5.3. The generalized infrared integration. In this subsection we
estimate Grassmann polynomials produced by a single-scale integration
with a covariance which has different bound properties from those as-
sumed in the previous subsection. Our aim here is to summarize a
power-counting procedure of the infrared integration by giving a covari-
ance with bound properties typical of a real covariance with infrared cut-
off. In the model-dependent infrared integration regime in Section 7, we
need to update the covariance by including the kernel of the quadratic
part of a Grassmann polynomial created by the preceding integration.
This means that in the IR integration, unlike in the UV integration, we
cannot a priori give covariances for all the integration steps. For this
reason here we construct estimates only for one integration step as a
preliminary to the practical IR integration.
Let l ∈ Z<0. We assume that an exponent r ∈ (0, 1] and weights
w(l), w(l+ 1) satisfying 0 < w(l) ≤ w(l+ 1) are given and a covariance
Co,l+1 : I
2
0 → C satisfies the following bound properties with constants
M , c0 ∈ R≥1, a1, a2, a3 ∈ R≥0.
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| det(〈pi,qj〉CrCo,l+1(Xi, Yj))1≤i,j≤n| ≤ (c0Ma1(l+1))n,(5.54)
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n)),
∥∥∥C˜o,l+1∥∥∥
l,r
≤ c0M−a2(l+1)−ra3(l+1), (∀r ∈ {0, 1}),(5.55)
where C˜o,l+1 : I
2 → C is the anti-symmetric extension of Co,l+1 defined
as in (3.2). Recall that the parameters (w(l), r), (w(l+1), r) are used in
the definition of ‖ · ‖l,j, ‖ · ‖l+1,j respectively.
We assume that J l+1(ψ) (∈ ∧V) is given and it satisfies J l+1m (ψ) = 0 if
m /∈ 2N orm ∈ {0, 2}. Then, we define F l(ψ), T l,(n)(ψ) (n ∈ N≥2), T l(ψ)
(∈ ∧V) by (5.7) with the input J l+1(ψ) and the covariance Co,l+1 on the
assumption that
∑∞
n=2 T
l,(n)(ψ) converges. We can prove the following
lemma by the same argument as in the proof of Lemma 5.1.
Lemma 5.5. Assume that J l(ψ) is well-defined. Then, if m /∈ 2N∪{0},
T l,(n)m (ψ) = F
l
m(ψ) = 0, (∀n ∈ N≥2).
This subsection is devoted to proving the following proposition.
Proposition 5.6. Assume that a4 ∈ R≥0 and
M−(a1+a2+a4)(l+1)+ra3(l+1)
N∑
m=4
c
m
2
0 M
a1(l+1)
2 mαm‖J l+1m ‖l+1,r ≤ 1, (∀r ∈ {0, 1}).
(5.56)
Then, there exists a constant c ∈ R>1 independent of any parameter such
that if the parameters M , α ∈ R≥1 satisfy
Ma1−a2−a4 ≥ c, α ≥ cMa1+a2+a4,(5.57)
the following inequalities hold.
h
N
(
|F l0|+
∞∑
n=2
|T l,(n)0 |
)
≤M (a1+a2+a4)lα−3,(5.58)
133
M−(a1+a2+a4)l+ra3l
N∑
m=2
c
m
2
0 M
a1l
2 mαm
(
‖F lm‖l,r +
∞∑
n=2
‖T l,(n)m ‖l,r
)
≤ 1,(5.59)
(∀r ∈ {0, 1}).
Proof. It follows from (5.56) and the inequalities w(l) ≤ w(l+1), α ≥ c,
Ma1 ≥ c that
N∑
m=4
23mc
m
2
0 M
a1(l+1)
2 m‖J l+1m ‖l,r ≤ cM (a1+a2+a4)(l+1)−ra3(l+1)α−4,(5.60)
N∑
m=4
22mc
m
2
0 M
a1l
2 mαm‖J l+1m ‖l,r ≤ cM (a1+a2+a4)(l+1)−ra3(l+1)−2a1,(5.61)
(∀r ∈ {0, 1}).
We will use these inequalities not only in this proof but also in the proof
of Proposition 5.9 in the next subsection.
(5.58): First let us prove the inequality (5.58). By Lemma 3.1, (5.54)
and (5.60),
h
N
|F l0| ≤
N∑
m=4
(c0M
a1(l+1))
m
2 ‖J l+1m ‖l,0 ≤ cM (a1+a2+a4)(l+1)α−4.(5.62)
On the other hand, by substituting (5.54), (5.55), (5.60) into the in-
equality in Lemma 3.8 (1) we have that
h
N
|T l,(n)0 |
≤ (c0Ma1(l+1))−n+1(c0M−a2(l+1))n−1
(
N∑
m=4
22m(c0M
a1(l+1))
m
2 ‖J l+1m ‖l,0
)n
≤M (a1+a2)(l+1)(cMa4(l+1)α−4)n.
Thus, by the assumption α ≥ c,
h
N
∞∑
n=2
|T l,(n)0 | ≤ cM (a1+a2+2a4)(l+1)α−8.(5.63)
By coupling (5.63) with (5.62) and using the assumption α ≥ cMa1+a2+a4
we obtain (5.58).
(5.59): Next let us show (5.59). It follows from Lemma 3.1 and (5.54)
that
‖F lm‖l,r ≤1m=2
N∑
n=4
2n(c0M
a1(l+1))
n−2
2 ‖J l+1n ‖l,r(5.64)
+ 1m≥4
(
‖J l+1m ‖l,r +
N∑
n=m+2
2n(c0M
a1(l+1))
n−m
2 ‖J l+1n ‖l,r
)
.
Moreover, by (5.60), (5.61) and the assumption α ≥ cMa1/2,
M−(a1+a2+a4)l+ra3l
N∑
m=2
c
m
2
0 M
a1l
2 mαm‖F lm‖l,r
(5.65)
≤M−(a1+a2+a4)l+ra3lc0Ma1lα2
N∑
n=4
2n(c0M
a1(l+1))
n−2
2 ‖J l+1n ‖l,r
+M−(a1+a2+a4)l+ra3l
N∑
n=4
n∑
m=4
c
m
2
0 M
a1l
2 mαm2n(c0M
a1(l+1))
n−m
2 ‖J l+1n ‖l,r
≤M−a1α2M−(a1+a2+a4)l+ra3l
N∑
n=4
2nc
n
2
0M
a1(l+1)
2 n‖J l+1n ‖l,r
+ cM−(a1+a2+a4)l+ra3l
N∑
n=4
2nc
n
2
0M
a1l
2 nαn‖J l+1n ‖l,r
≤ cM−a1+a2+a4−ra3.
On the other hand, insertion of (5.54), (5.55) into Lemma 3.8 (2)
yields that
‖T l,(n)m ‖l,r
≤ 2−2m(c0Ma1(l+1))−m2 −n+1
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
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·
n∏
k=2
(c0M
−a2(l+1)−a3rk(l+1))
n∏
p=1
(
N∑
mp=4
23mp(c0M
a1(l+1))
mp
2 ‖J l+1mp ‖l,qp
)
· 1∑n
j=1mj−2n+2≥m
= 2−2mc
−m2
0 M
−a1(l+1)2 m+(a1+a2)(l+1)−ra3(l+1)
·
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
M−(a1+a2)(l+1)+a3qk(l+1)
N∑
mk=4
23mkc
mk
2
0 M
a1(l+1)
2 mk‖J l+1mk ‖l,qk
)
· 1∑n
j=1mj−2n+2≥m.
By using the inequality α ≥ cMa1/2 and (5.61) we can derive from the
inequality above that
M−(a1+a2+a4)l+ra3l
N∑
m=2
c
m
2
0 M
a1l
2 mαm‖T l,(n)m ‖l,r
≤ cMa1+a2−ra3−a4l
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
M−(a1+a2)(l+1)+a3qk(l+1)
N∑
mk=4
23mkc
mk
2
0 M
a1(l+1)
2 mk‖J l+1mk ‖l,qk
)
· 2−2(
∑n
j=1mj−2n+2)M−
a1
2 (
∑n
j=1mj−2n+2)α
∑n
j=1mj−2n+2
≤ cMa2−ra3−a4lα2
n∏
i=1
(
1∑
qi=0
)
n∏
j=2
(
1∑
rj=0
)
1∑n
i=1 qi+
∑n
j=2 rj=r
·
n∏
k=1
(
cMa1−(a1+a2)(l+1)+a3qk(l+1)α−2
N∑
mk=4
2mkc
mk
2
0 M
a1l
2 mkαmk‖J l+1mk ‖l,qk
)
≤Ma2−ra3−a4lα2(cM−a1+a4(l+1)α−2)n.
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Since α ≥ c,
M−(a1+a2+a4)l+ra3l
N∑
m=2
c
m
2
0 M
a1l
2 mαm
∞∑
n=2
‖T l,(n)m ‖l,r(5.66)
≤ cM−2a1+a2+2a4−ra3+a4lα−2.
The inequalities (5.65), (5.66) imply that
M−(a1+a2+a4)l+ra3l
N∑
m=2
c
m
2
0 M
a1l
2 mαm
(
‖F lm‖l,r +
∞∑
n=2
‖T l,(n)m ‖l,r
)
≤ c(M−a1+a2+a4 +M−2a1+a2+a4α−2).
By the assumption (5.57) the right-hand side of the inequality above is
less than 1. 
Remark 5.7. Since Proposition 5.6 forms the basis of our IR integration
process, it is important to know to which model the proposition does or
does not apply. The covariance Co,l+1 is a generalization of an effective
covariance at the IR integration of scale l+ 1, which is different from a
computable free covariance with IR cut-off of scale l + 1. Therefore, by
analyzing free covariances alone we cannot reach a rigorous statement
on the applicability of the proposition. However, on the hypothesis
that the IR singularity of an effective covariance is essentially same
as that of a free covariance, let us try to extract at least some hints
from calculations of free covariances. The condition (5.57) necessarily
implies that a1−a2 > 0. Let us investigate in which model the inequality
a1 − a2 > 0 is unlikely to hold. Most studied many-electron models in
constructive theories so far are single-band models having a non-empty
free Fermi surface. So let us focus our attention on such models.
Assume that the free dispersion relation E(·) : Rd → R is Lipschitz
continuous and satisfies the periodicity (2.2) and that {k ∈ Rd | E(k) =
µ} 6= ∅ with the chemical potential µ. For example, in the Hubbard
model with nearest-neighbor hopping, without magnetic field, defined
on a d-dimensional hyper-cubic lattice, the free dispersion relation is
given by E(k) = ∑dj=1 cos kj, apart from a multiplication of amplitude.
With a non-negative smooth function χ(·) : R → R≥0 supported on
the interval [c1, c2], taking the value 1 on a subinterval of [c1, c2], a free
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covariance Co,l+1 : (Γ × {↑, ↓} × [0, β)h)2 → C with IR cut-off of scale
l + 1 (< 0) typically takes the form that
Co,l+1(xσx,yτy)
=
δσ,τ
βLd
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,k〉ei(x−y)ω
χ(M−2(l+1)(ω2 + (E(k)− µ)2))
iω − E(k) + µ .
On the assumption that h, L, β are sufficiently large we can choose
(ω0,k0) ∈ Mh × Γ∗ so that χ(M−2(l+1)(ω20 + (E(k0) − µ)2)) = 1 and
thus ∥∥∥C˜o,l+1∥∥∥
l,0
≥ 1
2h
∑
(x,x)∈Γ×[0,β)h
|Co,l+1(0↑0,x↑x)|
≥
∣∣∣∣∣∣ 12h
∑
(x,x)∈Γ×[0,β)h
ei〈x,k0〉eixω0Co,l+1(0↑0,x↑x)
∣∣∣∣∣∣
=
χ(M−2(l+1)(ω20 + (E(k0)− µ)2))
2|iω0 − E(k0) + µ| ≥ const M
−l−1.
This means that if Co,l+1 satisfies (5.55) with small l, then a2 ≥ 1.
Estimation of the determinant of many-electron covariances is nor-
mally done by applying Gram’s inequality. By following this standard
approach we eventually have that
(the left-hand side of (5.54) with Co,l+1)
≤
(
const
βLd
∑
(ω,k)∈Mh×Γ∗
χ(M−2(l+1)(ω2 + (E(k)− µ)2))
|iω − E(k) + µ|
)n
.
So it comes down to estimating
1
βLd
∑
(ω,k)∈Mh×Γ∗
χ(M−2(l+1)(ω2 + (E(k)− µ)2))
|iω − E(k) + µ| .(5.67)
If E(k) = µ (∀k ∈ Rd),
(the term (5.67)) ≥ const M−l−1 1
β
∑
ω∈Mh
χ(M−2(l+1)ω2) ≥ const
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≥ const M l.
Let us consider the case that E(k) 6= µ for some k ∈ Rd. Set
B :=
{
d∑
j=1
pjvj
∣∣∣ pj ∈ [0, 2π] (j = 1, 2, · · · , d)
}
.
It follows that esssupk∈B |∇E(k)| 6= 0. In this case we further assume
that there exists an interval (α1, α2) containing 0 such that
inf
η∈(α1,α2)
Hd−1({k ∈ B | E(k)− µ = η}) > 0,(5.68)
where Hd−1 denotes the d − 1-dimensional Hausdorff measure on Rd.
For l ∈ Z<0 satisfying [−c1/22 M l+1, c1/22 M l+1] ⊂ (α1, α2) we deduce by the
coarea formula that
lim
L→∞
L∈N
(the term (5.67))
≥ const
(
esssup
k∈B
|∇E(k)|
)−1
M−l−1
· 1
β
∑
ω∈Mh
∫ ∞
−∞
dηχ(M−2(l+1)(ω2 + η2))Hd−1({k ∈ B | E(k)− µ = η})
≥ const
(
esssup
k∈B
|∇E(k)|
)−1
inf
η∈(α1,α2)
Hd−1({k ∈ B | E(k)− µ = η})
·M l+1.
Therefore, if either {k ∈ B | E(k) − µ = 0} = B or (5.68) holds, an
estimation based on Gram’s inequality can hardly yield the determinant
bound (5.54) with a1 > 1 for small l and large L. However, if a1 ≤ 1
and a2 ≥ 1, the inequality a1 − a2 > 0 cannot hold.
For example, if E(k) = ∑dj=1 cos kj, µ ∈ (−d, d) and B = [0, 2π]d,
the condition (5.68) holds for some interval (α1, α2) containing 0. This
suggests that an IR integration process based on the iteration of Propo-
sition 5.6 does not instantly apply to the corresponding many-electron
models. We should also remark that the role of E(·) above is played by
the smallest band spectrum whose zero set consists of a single point and
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the chemical potential µ is set to be zero when we analyze our 4-band
model in Section 7. In this situation,
{k ∈ B | E(k) = 0} 6= B, inf
η∈(α1,α2)
H1({k ∈ B | E(k) = η}) = 0,
for any interval (α1, α2) containing 0. Thus, we cannot exclude the
applicability of Proposition 5.6 by the above argument. In fact it will
turn out that we can apply the proposition with the power a1 = 2,
a2 = 1, a3 = 1, a4 = 1/2.
Remark 5.8. Let us study a possible reconstruction of Proposition 5.6
in the case that a1 > 0, a1 − a2 − a4 = 0. Assume that (5.56) holds,
α ≥ cMa1+a2+a4 and Ma1 ≥ c for a sufficiently large c. The only part
which essentially needed the condition Ma1−a2−a4 ≥ c in the proof was
the derivation of the upper bound on ‖F l4‖l,r. The bounds on the other
terms can be obtained by using the conditions α ≥ cMa1+a2+a4 and
Ma1 ≥ c. Without using the condition Ma1−a2−a4 ≥ c we can derive
from (5.56) and (5.64) that
M ra3lc20α
4‖F l4‖l,r ≤M ra3(l+1)c20α4‖J l+14 ‖l+1,r + cα−2.
Then, by combining with (5.66) we obtain
M ra3lc20α
4
(
‖F l4‖l,r +
∞∑
n=2
‖T l,(n)4 ‖l,r
)
≤M ra3(l+1)c20α4‖J l+14 ‖l+1,r + cα−2.
If we assume that (5.54), (5.55), (5.56) hold for l′ ∈ {l, l + 1, · · · ,−1},
we can repeatedly apply the above inequality to deduce that
M ra3lc20α
4
(
‖F l4‖l,r +
∞∑
n=2
‖T l,(n)4 ‖l,r
)
≤ c20α4‖J04‖0,r + c|l|α−2.
In practice the initial polynomial J0(ψ) is an output of the Matsubara
UV integration. We see from (5.15) and (5.19) that the term c20α
4‖J04‖0,r
can be made less than 1/2 by a minor assumption on M and supρ∈B |Uρ|
and thus
M ra3lc20α
4
(
‖F l4‖l,r +
∞∑
n=2
‖T l,(n)4 ‖l,r
)
≤ 1
2
+ c|l|α−2.
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This inequality implies that if the term |l|α−2 is assumed to be small,
the effective interaction J l4(ψ) remains small and consequently the con-
clusions of Proposition 5.6 follow. As we will see in Section 7, the maxi-
mum value of |l| in the IR integrations is proportional to | log β|. Thus,
we expect that in many-electron models where the quadratic kernels are
qualitatively same as the free dispersion relation in a neighborhood of IR
singularity and the marginal condition a1−a2−a4 = 0 plus a1 > 0 hold,
an inductive IR integration procedure based on a variant of Proposition
5.6 can be justified under the additional assumption that α ≥ c| log β|1/2.
The condition (5.9) suggests that the inequality α ≥ c| log β|1/2 even-
tually restricts the allowed magnitude of the coupling to be less than
some power of | log β|−1 after connecting the UV integration process to
the IR integration process. Therefore, the resulting constructive the-
ory in this case would be such that the domain of analyticity shrinks
logarithmically with temperature.
5.4. The generalized infrared integration at different temper-
atures. Here we establish upper bounds on the differences between
Grassmann polynomials produced by the single-scale integration intro-
duced in the previous subsection at 2 different temperatures. To this
end we need to assume that l ∈ Z<0, the condition (4.2) holds and the
covariances Co,l+1(βa) : I0(βa)
2 → C (a = 1, 2) satisfy (5.54), (5.55) and
Co,l+1(βa)(X) = (−1)Nβa(X+x)Co,l+1(βa)(Rβa(X+ x)),(5.69)
(∀X ∈ I0(βa)2, x ∈ (1/h)Z, a ∈ {1, 2}),
| det(〈pi,qj〉CrCo,l+1(β1)(Rβ1(Xi, Yj)))1≤i,j≤n(5.70)
− det(〈pi,qj〉CrCo,l+1(β2)(Rβ2(Xi, Yj)))1≤i,j≤n|
≤ β− 121 M−a3(l+1)(c0Ma1(l+1))n,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n)),
∣∣∣C˜o,l+1(β1)− C˜o,l+1(β2)∣∣∣
l
≤ β− 121 c0M−(a2+a3)(l+1),(5.71)
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where C˜o,l+1(βa) : I(βa)
2 → C is the anti-symmetric extension of
Co,l+1(βa) (a = 1, 2) defined as in (3.2). Let us note that the parameters
(w(l), r), (w(l+ 1), r) are also used in the definition of | · − · |l, | · − · |l+1
respectively.
In addition, we assume that the input J l+1(βa)(ψ) (∈ ∧V(βa)) (a =
1, 2) satisfy J l+1m (βa)(ψ) = 0 if m /∈ 2N or m ∈ {0, 2} and their kernels
have the invariant property (4.1). Let F l(βa)(ψ), T
l,(n)(βa)(ψ) (n ∈ N≥2),
T l(βa)(ψ), J
l(βa)(ψ) (∈ ∧V(βa)) be defined by (5.7) with J l+1(βa)(ψ),
Co,l+1(βa) for a = 1, 2 respectively. We prove the following.
Proposition 5.9. Let a4 ∈ R≥0. Assume that J l+1(βa)(ψ) (a = 1, 2)
satisfy (5.56) and
M−(a1+a2+a4)(l+1)+a3(l+1)
N(β2)∑
m=4
c
m
2
0 M
a1(l+1)
2 mαm|J l+1m (β1)− J l+1m (β2)|l+1 ≤ β−
1
2
1 .
(5.72)
Then, there exists a constant c ∈ R>1 independent of any parameter such
that if the condition (5.57) holds with c, the following inequalities hold.
∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣(5.73)
+
∞∑
n=2
∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣
≤ β− 121 M (a1+a2+a4)l−a3lα−3.
M−(a1+a2+a4)l+a3l
N(β2)∑
m=2
c
m
2
0 M
a1l
2 mαm(5.74)
·
(
|F lm(β1)− F lm(β2)|l +
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|l
)
≤ β− 121 .
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Proof. Note that the inequalities (5.72), w(l) ≤ w(l+1), α ≥ c, Ma1 ≥ c
imply that
N(β2)∑
m=4
23mc
m
2
0 M
a1(l+1)
2 m|J l+1m (β1)− J l+1m (β2)|l(5.75)
≤ cβ− 121 M (a1+a2+a4)(l+1)−a3(l+1)α−4,
N(β2)∑
m=4
22mc
m
2
0 M
a1l
2 mαm|J l+1m (β1)− J l+1m (β2)|l(5.76)
≤ cβ− 121 M (a1+a2+a4)(l+1)−a3(l+1)−2a1.
(5.73): First we prove (5.73). By inserting (5.54), (5.60), (5.70), (5.75)
into the inequality in Lemma 4.1 (1) we observe that∣∣∣∣ hN(β1)F l0(β1)− hN(β2)F l0(β2)
∣∣∣∣(5.77)
≤ c
N(β2)∑
m=4
2mc
m
2
0 M
a1(l+1)
2 m
(
|J l+1m (β1)− J l+1m (β2)|l
+ β
− 12
1 M
−a3(l+1)
2∑
δ=1
‖J l+1m (βδ)‖l,0 + β−11
2∑
δ=1
‖J l+1m (βδ)‖l,1
)
≤ cβ− 121 M (a1+a2+a4)(l+1)−a3(l+1)α−4.
By using (5.54), (5.55), (5.60), (5.70), (5.71), (5.75) we can deduce
from Lemma 4.6 (1) that∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣
≤ cn(c0Ma1(l+1))−n+1(2c0M−a2(l+1))n−2
·
(
N(β2)∑
m=4
23mc
m
2
0 M
a1(l+1)
2 m
2∑
δ=1
‖J l+1m (βδ)‖l,0
)n−1 N(β2)∑
m=4
23m(c0M
a1(l+1))
m
2
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·
(
β−11 c0M
−a2(l+1)
2∑
δ=1
‖J l+1m (βδ)‖l,1
+ β−11 c0M
−(a2+a3)(l+1)
2∑
δ=1
‖J l+1m (βδ)‖l,0
+ c0M
−a2(l+1)|J l+1m (β1)− J l+1m (β2)|l
+ β
− 12
1 c0M
−(a2+a3)(l+1)
2∑
δ=1
‖J l+1m (βδ)‖l,0
)
≤ cn(M−(a1+a2)(l+1))n−1
(
N(β2)∑
m=4
23mc
m
2
0 M
a1(l+1)
2 m
2∑
δ=1
‖J l+1m (βδ)‖l,0
)n−1
·
N(β2)∑
m=4
23mc
m
2
0 M
a1(l+1)
2 m
(
|J l+1m (β1)− J l+1m (β2)|l
+ β
− 12
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1m (βδ)‖l,r
)
≤ cn(M−(a1+a2)(l+1))n−1(M (a1+a2+a4)(l+1)α−4)n−1
· β− 121 M (a1+a2+a4)(l+1)−a3(l+1)α−4
≤ β− 121 M (a1+a2−a3)(l+1)(cMa4(l+1)α−4)n.
Thus, by assuming that α ≥ c,
∞∑
n=2
∣∣∣∣ hN(β1)T l,(n)0 (β1)− hN(β2)T l,(n)0 (β2)
∣∣∣∣ ≤ cβ− 121 M (a1+a2+2a4−a3)(l+1)α−8.
(5.78)
On the assumption α ≥ cMa1+a2+a4 the inequalities (5.77), (5.78) imply
the inequality (5.73).
(5.74): Let us prove (5.74). By substituting (5.54), (5.70) into Lemma
4.1 (2) we obtain that
|F lm(β1)− F lm(β2)|l
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≤ c1m=2
N(β2)∑
n=4
22n(c0M
a1(l+1))
n−2
2
(
|J l+1n (β1)− J l+1n (β2)|l
+ β
− 12
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
+ c1m≥4
N(β2)∑
n=m
22n(c0M
a1(l+1))
n−m
2
(
|J l+1n (β1)− J l+1n (β2)|l
+ β
− 12
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
.
Moreover, by (5.60), (5.61), (5.75), (5.76) and the condition α ≥ cMa1/2,
M−(a1+a2+a4)l+a3l
N(β2)∑
m=2
c
m
2
0 M
a1l
2 mαm|F lm(β1)− F lm(β2)|l
(5.79)
≤ cM−(a1+a2+a4)l+a3lc0Ma1lα2
N(β2)∑
n=4
22n(c0M
a1(l+1))
n−2
2
·
(
|J l+1n (β1)− J l+1n (β2)|l + β−
1
2
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
+ cM−(a1+a2+a4)l+a3l
N(β2)∑
n=4
n∑
m=4
c
m
2
0 M
a1l
2 mαm22n(c0M
a1(l+1))
n−m
2
·
(
|J l+1n (β1)− J l+1n (β2)|l + β−
1
2
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
≤ cM−a1α2M−(a1+a2+a4)l+a3l
N(β2)∑
n=4
22nc
n
2
0 M
a1(l+1)
2 n
·
(
|J l+1n (β1)− J l+1n (β2)|l + β−
1
2
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
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+ cM−(a1+a2+a4)l+a3l
N(β2)∑
n=4
22nc
n
2
0M
a1l
2 nαn
·
(
|J l+1n (β1)− J l+1n (β2)|l + β−
1
2
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1n (βδ)‖l,r
)
≤ cβ− 121 M−a1+a2−a3+a4.
On the other hand, by substituting (5.54), (5.55), (5.70), (5.71) into
the inequality in Lemma 4.6 (2) we see that
|T l,(n)m (β1)− T l,(n)m (β2)|l
≤ cn2−2m(c0Ma1(l+1))−m2 −n+1(2c0M−a2(l+1))n−2
·
n∏
j=2
(
N(β2)∑
mj=4
24mj(c0M
a1(l+1))
mj
2
2∑
δ=1
‖J l+1mj (βδ)‖l,0
)
·
N(β2)∑
m1=4
24m1(c0M
a1(l+1))
m1
2
·
(
β−11 c0M
−a2(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,1
+ β−11 c0M
−(a2+a3)(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,0
+ c0M
−a2(l+1)|J l+1m1 (β1)− J l+1m1 (β2)|l
+ β
− 12
1 c0M
−(a2+a3)(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,0
)
1∑n
j=1mj−2n+2≥m
≤ cn2−2mc−m20 M−
a1(l+1)
2 m(M−(a1+a2)(l+1))n−1
·
n∏
j=2
(
N(β2)∑
mj=4
24mjc
mj
2
0 M
a1(l+1)
2 mj
2∑
δ=1
‖J l+1mj (βδ)‖l,0
)
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·
N(β2)∑
m1=4
24m1c
m1
2
0 M
a1(l+1)
2 m1
·
(
|J l+1m1 (β1)− J l+1m1 (β2)|l + β
− 12
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,r
)
· 1∑n
j=1mj−2n+2≥m
Moreover, by (5.61), (5.76) and the condition α ≥ cMa1/2,
M−(a1+a2+a4)l+a3l
N(β2)∑
m=2
c
m
2
0 M
a1l
2 mαm|T l,(n)m (β1)− T l,(n)m (β2)|l
≤ cnM−(a1+a2+a4)l+a3l(M−(a1+a2)(l+1))n−1
·
n∏
j=2
(
N(β2)∑
mj=4
24mjc
mj
2
0 M
a1(l+1)
2 mj
2∑
δ=1
‖J l+1mj (βδ)‖l,0
)
·
N(β2)∑
m1=4
24m1c
m1
2
0 M
a1(l+1)
2 m1
·
(
|J l+1m1 (β1)− J l+1m1 (β2)|l + β1−
1
2
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,r
)
· 2−2(
∑n
j=1mj−2n+2)M−
a1
2 (
∑n
j=1mj−2n+2)α
∑n
j=1mj−2n+2
≤ cnM−(a1+a2+a4)l+a3l(M−a1l−a2(l+1)α−2)n−1
·
n∏
j=2
(
N(β2)∑
mj=4
22mjc
mj
2
0 M
a1l
2 mjαmj
2∑
δ=1
‖J l+1mj (βδ)‖l,0
)
·
N(β2)∑
m1=4
22m1c
m1
2
0 M
a1l
2 m1αm1
·
(
|J l+1m1 (β1)− J l+1m1 (β2)|l + β
− 12
1
1∑
r=0
Ma3(r−1)(l+1)
2∑
δ=1
‖J l+1m1 (βδ)‖l,r
)
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≤ cnM−(a1+a2+a4)l+a3l(M−a1l−a2(l+1)α−2)n−1(M (a1+a2+a4)(l+1)−2a1)n−1
· β− 121 M (a1+a2+a4)(l+1)−a3(l+1)−2a1
≤ β− 121 Ma2−a3−a4lα2(cM−a1+a4(l+1)α−2)n.
Then, by the assumption α ≥ c we have
M−(a1+a2+a4)l+a3l
N(β2)∑
m=2
c
m
2
0 M
a1l
2 mαm
∞∑
n=2
|T l,(n)m (β1)− T l,(n)m (β2)|l(5.80)
≤ cβ− 121 M−2a1+a2−a3+2a4+a4lα−2 ≤ cβ−
1
2
1 M
−a1+a2+a4.
By coupling (5.80) with (5.79) and using the condition Ma1−a2−a4 ≥ c
we reach the inequality (5.74). 
6. The Matsubara ultra-violet integration
The results summarized in Subsection 5.1 and Subsection 5.2 have
practical applications in the multi-scale integration over the Matsubara
frequency, which we are going to present in this section. The purpose
of the Matsubara UV integration in this paper is to find analytic con-
tinuations of the Grassmann polynomials R+(ψ), R−(ψ), which were
defined in Lemma 2.8, into a (β, L, h)-independent domain of the multi-
variables (U1, U2, · · · , Ub) around the origin. This will enable us to con-
sider (R+(ψ)+R−(ψ))/2 as appropriate initial data for the forthcoming
infrared integration. What we need to achieve our purpose is to show
that the covariances used in the definition of R+(ψ), R−(ψ) can be de-
composed into a sum of covariances satisfying the conditions required
in Proposition 5.2 and Proposition 5.4. Then we can prove the exis-
tence of desired analytic continuations of R+(ψ), R−(ψ) by applying
these propositions. The construction of this section is based on the as-
sumption that the matrix-valued function E : Rd → Mat(b,C) satisfies
E ∈ C∞(Rd;Mat(b,C)), the properties (2.1), (2.2) and
sup
j∈{1,2,··· ,d}
sup
(p1,p2,··· ,pd)∈Rd
∥∥∥∥∥
(
∂
∂pj
)n
E
(
d∑
r=1
prvr
)∥∥∥∥∥
b×b
≤ E1 · En2n!,(6.1)
(∀n ∈ N ∪ {0})
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with constants E1, E2 ∈ R≥0.
In order to shorten formulas, from this section we let the symbol
c(α1, α2, · · · , αn) denote a real positive constant depending only on pa-
rameters α1, α2, · · · , αn. For example, c(β, L) denotes a positive con-
stant depending only on β, L.
6.1. The covariance matrices with the Matsubara ultra-violet
cut-off. First we have to specifically define a cut-off function on the
Matsubara frequency. Motivated by [18, Appendix A], we construct the
cut-off function from a suitable Gevrey-class function.
Lemma 6.1. There exists a function φ ∈ C∞(R) satisfying the following
properties.
φ(x) = 1, (∀x ∈ (−∞, π2/6]),
φ(x) = 0, (∀x ∈ [π2/3,∞)),
d
dx
φ(x) ≤ 0, (∀x ∈ R),
and ∣∣∣∣∣
(
d
dx
)k
φ(x)
∣∣∣∣∣ ≤ 2k(k!)2, (∀x ∈ R, k ∈ N ∪ {0}).(6.2)
Proof. Let us take the sequence (aj)
∞
j=0 in [11, Theorem 1.3.5] to be
((j+1)−2)∞j=0. Since
∑∞
j=0 aj = π
2/6, the theorem reads that there exists
a function u ∈ C∞0 (R) satisfying
u(x) ≥ 0, (∀x ∈ R),
u(x) = 0, (∀x ∈ R\[0, π2/6]),∣∣∣∣∣
(
d
dx
)k
u(x)
∣∣∣∣∣ ≤ 2k((k + 1)!)2, (∀x ∈ R, k ∈ N ∪ {0}),∫ ∞
−∞
u(x)dx = 1.
Set
φ(x) :=
∫ −x+pi23
0
u(y)dy.
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One can check that the function φ satisfies the claimed properties. 
Take M ∈ R>1 and set
MUV :=
2
√
6
π
(E1 + 1),
Nh := max
{[
log
(
2h(π
2
6
)−1/2M−1UV
)
logM
]
+ 1, 1
}
,
where the symbol [x] denotes the largest integer less than or equal to x
for any x ∈ R. We see that
h|1− eiωh | ≤ 2h ≤
(
π2
6
) 1
2
MUVM
Nh, (∀ω ∈ R).
Thus,
φ(M−2UVM
−2Nhh2|1− eiωh |2) = 1, (∀ω ∈ R),
where φ(·) is the function introduced in Lemma 6.1.
For any ω ∈ R set
χh,0(ω) := φ(M
−2
UV h
2|1− eiωh |2),
χh,l(ω) := φ(M
−2
UVM
−2lh2|1− eiωh |2)− φ(M−2UVM−2(l−1)h2|1− ei
ω
h |2),
(l ∈ {1, 2, · · · , Nh}).
Then, we have that
χh,0(ω) +
Nh∑
l=1
χh,l(ω) = 1, (∀ω ∈ R).(6.3)
The values of χh,0(·), χh,l(·) are described as follows.
χh,0(ω)

= 1, if h|1− eiωh | ≤ π√
6
MUV ,
∈ [0, 1], if π√
6
MUV < h|1− eiωh | < π√3MUV ,
= 0, if π√
3
MUV ≤ h|1− eiωh |,
(6.4)
χh,l(ω)

= 0, if h|1− eiωh | ≤ π√
6
MUVM
l−1,
∈ [0, 1], if π√
6
MUVM
l−1 < h|1− eiωh | < π√
3
MUVM
l,
= 0, if π√
3
MUVM
l ≤ h|1− eiωh |,
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(∀l ∈ {1, 2, · · · , Nh}, ω ∈ R).
Using these cut-off functions, we define the covariances C+l , C
−
l : I
2
0 →
C (l = 0, 1, · · · , Nh) as follows. For any (ρ,x, σ, x), (η,y, τ, y) ∈ I0,
C+l (ρxσx, ηyτy)
(6.5)
:=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωχh,l(ω)h
−1(Ib − e−iωh Ib+ 1hE(k))−1(ρ, η),
C−l (ρxσx, ηyτy)
:=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωχh,l(ω)h
−1(ei
ω
h Ib− 1hE(k) − Ib)−1(ρ, η).
We also define the covariances C+≤0, C
+
>0, C
−
>0 by (2.22), (2.23), (2.25)
respectively by employing χh,0(·) in place of χ(h|1 − ei·/h|). It follows
from (6.3) that
C+>0 =
Nh∑
l=1
C+l , C
−
>0 =
Nh∑
l=1
C−l , C =
Nh∑
l=0
C+l .
We show in the next lemma that the covariances C+l , C
−
l : I
2
0 → C
(l = 1, 2, · · · , Nh) satisfy the bound properties required in Subsection
5.1. For this purpose let us introduce finite-difference operators. For
any function f : R× Rd → C, set
D0f(ω,k) := β
2π
(
f
(
ω +
2π
β
,k
)
− f(ω,k)
)
,
Djf(ω,k) := L
2π
(
f
(
ω,k+
2π
L
vj
)
− f(ω,k)
)
,
(∀j ∈ {1, 2, · · · , d}, (ω,k) ∈ R× Rd).
Lemma 6.2. Assume that h ≥ e2E1. Then, there exist constants c0,
c′0 ∈ R≥1, which depend only on b, d, MUV , M , E2, and a constant
cw ∈ (0, 1] independent of any parameter such that the covariances C+l ,
C−l (l = 1, 2, · · · , Nh) satisfy (5.3), (5.4) with c0, N+ = Nh, the weight
w(0) = cw(d+ 1)
−2min{MUV , (E2 + 1)−1}M−2
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and the exponent r = 1/2, and (5.5) with c′0, N+ = Nh.
Proof. We prove the claims on C+l . The boundedness of C
−
l can be
proved in the same way. Since (2/π)|ω| ≤ h|1 − eiω/h| ≤ |ω| for any
ω ∈ R with |ω| ≤ πh, the conditions χh,l(ω) 6= 0 and |ω| ≤ πh implies
that
cMUVM
l−1 ≤ |ω| ≤ cMUVM l, (∀l ∈ {1, 2, · · · , Nh}).(6.6)
Therefore,
1
β
∑
ω∈Mh
1χh,l(ω) 6=0 ≤ cMUVM l,(6.7) ∫ πh
−πh
dω1χh,l(ω) 6=0 ≤ cMUVM l, (∀l ∈ {1, 2, · · · , Nh}).
(Proof for (5.3)): Note that
h−1(Ib − e−iωh Ib+ 1hE(k))−1(6.8)
= h−1(1− e−iωh )−1(Ib − h−1(eiωh − 1)−1h(e 1hE(k) − Ib))−1.
If h ≥ eE1, ‖h(e 1hE(k) − Ib)‖b×b ≤ E1 + 1. Thus, we can see from the
definition of MUV and (6.4) that
‖h−1(eiωh − 1)−1h(e 1hE(k) − Ib)‖b×b ≤
√
6
π
M−1UVM
−l+1(E1 + 1) =
1
2
M−l+1,
(6.9)
(∀ω ∈ R with χh,l(ω) 6= 0,k ∈ Rd).
It follows from (6.4), (6.8) and (6.9) that
‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖b×b ≤ cM−1UVM−l+1,(6.10)
(∀ω ∈ R with χh,l(ω) 6= 0,k ∈ Rd).
Recall the definition of the Hilbert space H introduced in the proof of
Lemma 2.4. For any (ρ,x, σ, x) ∈ I0 we define f lρxσx, glρxσx ∈ H by
f lρxσx(η,k, τ, ω) := δρ,ηδσ,τe
i〈x,k〉e−ixωχh,l(ω)
1
2 ,
glρxσx(η,k, τ, ω) := δσ,τe
i〈x,k〉e−ixωχh,l(ω)
1
2h−1(Ib − e−iωh Ib+ 1hE(k))−1(η, ρ).
152
Then, C+l (X, Y ) = 〈f lX , glY 〉H, (∀X, Y ∈ I0). Moreover, by (6.7) and
(6.10),
‖f lρxσx‖H ≤ c(MUV )M
l
2 ,
(6.11)
‖glρxσx‖H ≤
(
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
χh,l(ω)‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖2b×b
) 1
2
≤ c(MUV ,M)M− l2 , (∀(ρ,x, σ, x) ∈ I0).
For any r ∈ N let Cr⊗H denote the tensor product of the Hilbert spaces
Cr, H. Since
〈p,q〉CrC+l (X, Y ) = 〈p⊗ f lX,q⊗ glY 〉Cr⊗H, (∀p,q ∈ Cr, X, Y ∈ I0),
Gram’s inequality in the Hilbert space Cr ⊗H and (6.11) ensure that
| det(〈pi,qj〉CrC+l (Xi, Yj))1≤i,j≤n| ≤
n∏
i=1
‖pi ⊗ f lXi‖Cr⊗H‖qi ⊗ glYi‖Cr⊗H
≤
n∏
i=1
‖f lXi‖H‖glYi‖H ≤ c(MUV ,M)n,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
(Proof for (5.4)): By the assumption h ≥ e2E1,
Nh =
[
log
(
2h(π
2
6
)−1/2M−1UV
)
logM
]
+ 1.
Thus,
MUVM
Nh−1 ≤ ch.(6.12)
Using (6.12) and the inequality E1/h ≤ 1, we can check that∥∥∥∥( ∂∂ω
)n
h(Ib − e−iωh Ib+ 1hE(k))
∥∥∥∥
b×b
(6.13)
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≤ ch1−n ≤MUVM l−1(cM−1UVM 1−l)nn!, (∀n ∈ N).
We can apply Lemma C.3 (1) proved in Appendix C together with (6.1)
and the assumption h ≥ e2E1 to derive that for any j ∈ {1, 2, · · · , d},
∥∥∥∥( ∂∂pj
)n
h(Ib − e−iωh Ib+ 1hE(
∑d
r=1 prvr))
∥∥∥∥
b×b
(6.14)
≤
∞∑
m=1
(
1
h
)m−1 1
m!
∥∥∥∥∥∥
(
∂
∂pj
)n
E
(
d∑
r=1
prvr
)m∥∥∥∥∥∥
b×b
≤
∞∑
m=1
(
1
h
)m−1 1
m!
(2E1)
m(2E2)
nn! ≤ (2E1 + 1)(2E2)nn!, (∀n ∈ N).
Taking into account (6.10), (6.13), we can substitute s = cM−1UVM
−l+1,
q =MUVM
l−1, r = cM−1UVM
−l+1, t = 1 into the inequality in Lemma C.3
(2) to obtain∥∥∥∥( ∂∂ω
)n
h−1(Ib − e−iωh Ib+ 1hE(k))−1
∥∥∥∥
b×b
(6.15)
≤ cM−1UVM−l+1(cM−1UVM−l+1)nn!,
(∀n ∈ N ∪ {0}, ω ∈ R with χh,l(ω) 6= 0,k ∈ Rd).
Here we also used (6.10) to claim (6.15) for n = 0. By (6.10), (6.14) we
can apply Lemma C.3 (2) with s = cM−1UVM
−l+1, q = 2E1 + 1, r = 2E2,
t = 1 to deduce that∥∥∥∥( ∂∂pj
)n
h−1(Ib − e−iωh Ib+ 1hE(
∑d
r=1 prvr))−1
∥∥∥∥
b×b
(6.16)
≤ cM−2UVM−2l+2(E1 + 1)(1 + c(E1 + 1)M−1UVM−l+1)−1
· (cE2(1 + c(E1 + 1)M−1UVM−l+1))nn!
≤ cM−1UVM−l+1(cE2)nn!,
(∀n ∈ N, j ∈ {1, 2, · · · , d}, ω ∈ R with χh,l(ω) 6= 0,
(p1, p2, · · · , pd) ∈ Rd),
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where we used the inequality MUV ≥ E1 + 1 as well.
For any ω ∈ R let ph(ω) denote a number belonging to [−πh, πh) and
satisfying ω = ph(ω) in R/2πhZ. By using (6.6) we have for any n ∈ N
and ω ∈ R with χh,l(ω) 6= 0 that∣∣∣∣( ddω
)n
(M−2UVM
−2(l−1)h2|1− eiωh |2)
∣∣∣∣(6.17)
≤ cM−2UVM−2(l−1)cn+1|ph(ω)|2−nn! ≤ cM 2(cM−1UVM−l+1)nn!.
By (6.2), (6.17) we can substitute q1 = cM
2, r1 = cM
−1
UVM
−l+1, q2 = 1,
r2 = 2, t = 2 into the result of Lemma C.1 to derive that
∣∣∣∣( ddω
)n
χh,l(ω)
∣∣∣∣ ≤ cM 2(1 + cM 2)−1(cM−1UVM−l+1(1 + cM 2))n(n!)2
(6.18)
≤ c(cM−1UVM−l+3)n(n!)2, (∀n ∈ N ∪ {0}, ω ∈ R).
By the periodicity with the variable ω,
(
β
2π
)n
(e−i
2pi
β (x−y) − 1)nC+l (·xσx, ·yτy)
(6.19)
=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωDn0
(
χh,l(ω)h
−1(Ib − e−iωh Ib+ 1hE(k))−1
)
=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ω
n∏
r=1
(
β
2π
∫ 2π/β
0
dωr
)(
∂
∂η
)n
· (χh,l(η)h−1(Ib − e−i ηhIb+ 1hE(k))−1)∣∣∣
η=ω+
∑n
r=1 ωr
.
Note that by (6.15), (6.18),
∥∥∥∥( ∂∂ω
)n (
χh,l(ω)h
−1(Ib − e−iωh Ib+ 1hE(k))−1
)∥∥∥∥
b×b
(6.20)
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≤
n∑
j=0
(
n
j
) ∣∣∣∣∣
(
d
dω
)j
χh,l(ω)
∣∣∣∣∣
∥∥∥∥∥
(
∂
∂ω
)n−j
h−1(Ib − e−iωh Ib+ 1hE(k))−1
∥∥∥∥∥
b×b
≤
n∑
j=0
(
n
j
)
(cM−1UVM
−l+3)j(j!)2
· cM−1UVM−l+1(cM−1UVM−l+1)n−j(n− j)!
≤ cM−1UVM−l+1(cM−1UVM−l+3)n(n!)2, (∀n ∈ N ∪ {0}, ω ∈ R,k ∈ Rd).
By combining (6.7), (6.20) with (6.19) we obtain that∥∥∥∥( β2π
)n
(e−i
2pi
β (x−y) − 1)nC+l (·xσx, ·yτy)
∥∥∥∥
b×b
(6.21)
≤ cM(cM−1UVM−l+3)n(n!)2, (∀n ∈ N ∪ {0}).
This implies that
‖C+l (·xσx, ·yτy)‖b×b ≤ cMe−(c
−1MUVM
l−3 β
2pi |ei(2pi/β)(x−y)−1|)1/2,(6.22)
(∀(x, σ, x), (y, τ, y) ∈ Γ× {↑, ↓} × [0, β)h).
By the periodic condition (2.2) we similarly have for any j ∈ {1, 2, · · · ,
d} that(
L
2π
)n
(ei
2pi
L 〈x−y,vj〉 − 1)nC+l (·xσx, ·yτy)
=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωχh,l(ω)Dnj (h−1(Ib − e−i
ω
h Ib+
1
hE(k))−1)
=
δσ,τ
βLd
∑
k∈Γ∗
∑
ω∈Mh
e−i〈x−y,k〉ei(x−y)ωχh,l(ω)
n∏
r=1
(
L
2π
∫ 2π/L
0
dqr
)(
∂
∂pj
)n
· (h−1(Ib − e−iωh Ib+ 1hE(k+pjvj))−1)∣∣∣
pj=
∑n
r=1 qr
.
Insertion of (6.7), (6.16) yields∥∥∥∥( L2π
)n
(ei
2pi
L 〈x−y,vj〉 − 1)nC+l (·xσx, ·yτy)
∥∥∥∥
b×b
≤ cM(cE2)nn!, (∀n ∈ N ∪ {0}),
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where we also used (6.21) to claim this equality for n = 0. This leads to
‖C+l (·xσx, ·yτy)‖b×b ≤ cMe−(c
−1(E2+1)
−1 L
2pi |ei(2pi/L)〈x−y,vj〉−1|)1/2,(6.23)
(∀(x, σ, x), (y, τ, y) ∈ Γ× {↑, ↓} × [0, β)h, j ∈ {1, 2, · · · , d}).
One can derive from (6.22), (6.23) that
‖C+l (·xσx, ·yτy)‖b×b ≤ cMe−(c
−1(d+1)−2MUVM
l−3 β
2pi |ei(2pi/β)(x−y)−1|)1/2
· e−
∑d
j=1(c
−1(d+1)−2(E2+1)
−1 L
2pi |ei(2pi/L)〈x−y,vj〉−1|)1/2,
(∀(x, σ, x), (y, τ, y) ∈ Γ× {↑, ↓} × [0, β)h).
Here we may assume that c ≥ 1 by taking a larger number if necessary.
Set
cw :=
1
9
c−1,
w(0) := cw(d+ 1)
−2min{MUV , (E2 + 1)−1}M−2,
with the constant c ∈ R≥1 appearing in the above inequality. Then, we
have
|C+l (ρxσx, ηyτy)|
(6.24)
≤ c(M)e−3(w(0)M l−1 β2pi |ei(2pi/β)(x−y)−1|)1/2 · e−3
∑d
j=1(w(0)
L
2pi |ei(2pi/L)〈x−y,vj〉−1|)1/2,
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ I0).
With this weight w(0) and the exponent r = 1/2 we define the norm
‖ · ‖0,0 and the semi-norm ‖ · ‖0,1 by (3.3). We can check that
‖C˜+l ‖0,0 ≤ c(M) sup
X∈I
1
h
∑
Y ∈I
e−(w(0)M
l−1d0(X,Y ))
1/2 · e−
∑d
j=1(w(0)dj(X,Y ))
1/2
≤ c(M, b, d,w(0))M−l,
‖C˜+l ‖0,1 ≤ c(M) sup
i∈{0,1,··· ,d}
sup
X∈I
1
h
∑
Y ∈I
di(X, Y )
· e−(w(0)M l−1d0(X,Y ))1/2 · e−
∑d
j=1(w(0)dj(X,Y ))
1/2
≤ c(M, b, d,w(0))M−l.
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These upper bounds can be derived even if we define cw as (1/4)c
−1 so
that the right-hand side of (6.24) contains the factor 2 in place of 3.
However, we choose to define cw as (1/9)c
−1 in order that (6.24) can be
used in the next lemma, too.
(Proof for (5.5)): It follows from (6.8) that for any ω ∈ R with
χh,l(ω) 6= 0,
h−1(Ib − e−iωh Ib+ 1hE(k))−1
= h−1(1− e−iωh )−1Ib
+ h−1(1− e−iωh )−1
∞∑
n=1
(
h−1(ei
ω
h − 1)−1h(e 1hE(k) − Ib)
)n
.
By substituting this equality we obtain
C+l (·0σ0, ·0σ0)
=
1
2βh
∑
ω∈Mh
χh,l(ω)Ib +
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
χh,l(ω)h
−1(1− e−iωh )−1
·
∞∑
n=1
(
h−1(ei
ω
h − 1)−1h(e 1hE(k) − Ib)
)n
.
Moreover, by (6.4), (6.7), (6.9) and (6.12),
‖C+l (·0σ0, ·0σ0)‖b×b ≤ c(M)M l−Nh + c(M)
∞∑
n=1
(
1
2
M−l+1
)n
≤ c(M)(M l−Nh +M−l),
which implies (5.5) with N+ = Nh. 
Next let us find upper bounds on the differences between the covari-
ances defined at 2 different temperatures. These bounds were required
in Subsection 5.2.
Lemma 6.3. Assume that (4.2) holds and h ≥ e2E1. Let w(0) be the
weight introduced in Lemma 6.2. Then, there exist constants c0, c
′
0 ∈
R≥1, which depend only on b, d, MUV , M , E2, such that the covariances
C+l (βa), C
−
l (βa) (l = 1, 2, · · · , Nh, a = 1, 2) satisfy (5.31), (5.32) with c0,
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N+ = Nh, the weight w(0) and the exponent r = 1/2, and (5.33) with
c′0, N+ = Nh.
Proof. We give the proof for C+l . The claims for C
−
l can be proved in
the same way. For any (ρ,x, σ, x), (η,y, τ, y) ∈ Iˆ0, a ∈ {1, 2}, set
Cont,l(βa)(ρxσx, ηyτy)
:= (−1)nβa(x)+nβa(y) δσ,τ
2πLd
∑
k∈Γ∗
∫ πh
−πh
dωe−i〈x−y,k〉ei(x−y)ωχh,l(ω)
· h−1(Ib − e−iωh Ib+ 1hE(k))−1(ρ, η).
Since nβ1(x) = nβ2(x) (∀x ∈ [−β1/4, β1/4)h), Cont,l(β1) = Cont,l(β2). Note
that for any a ∈ {1, 2},
Cont,l(βa)(·xσx, ·yτy)− C+l (βa)(·xσrβa(x), ·yτrβa(y))
= (−1)nβa(x)+nβa(y) δσ,τ
2πLd
∑
k∈Γ∗
e−i〈x−y,k〉
·
βah
2 −1∑
m=0
(∫ 2pi
βa
(m+1)+ piβa
2pi
βa
m+ piβa
dω
∫ ω
2pi
βa
m+ piβa
du+
∫ − 2piβam− piβa
− 2piβa (m+1)−
pi
βa
dω
∫ ω
− 2piβam−
pi
βa
du
)
· ∂
∂u
(
ei(x−y)uχh,l(u)h
−1(Ib − e−iuh Ib+ 1hE(k))−1
)
+ (−1)nβa(x)+nβa(y) δσ,τ
2πLd
∑
k∈Γ∗
e−i〈x−y,k〉
·
(∫ pi
βa
− piβa
dω −
∫ πh+ piβa
πh
dω −
∫ −πh
−πh− piβa
dω
)
· ei(x−y)ωχh,l(ω)h−1(Ib − e−iωh Ib+ 1hE(k))−1.
On the assumption h ≥ e2E1 we can apply (6.7), (6.20) to deduce that
‖C+l (β1)(·xσrβ1(x), ·yτrβ1(y))− C+l (β2)(·xσrβ2(x), ·yτrβ2(y))‖b×b
(6.25)
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≤
2∑
a=1
‖Cont,l(βa)(·xσx, ·yτy)− C+l (βa)(·xσrβa(x), ·yτrβa(y))‖b×b
≤
2∑
a=1
1
βaLd
∑
k∈Γ∗
(∫ πh+ piβa
pi
βa
dω +
∫ − piβa
−πh− piβa
dω
)
·
(
|x− y|χh,l(ω)‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖b×b
+
∥∥∥∥ ∂∂ω (χh,l(ω)h−1(Ib − e−iωh Ib+ 1hE(k))−1)
∥∥∥∥
b×b
)
+
2∑
a=1
1
2πLd
∑
k∈Γ∗
(∫ pi
βa
− piβa
dω +
∫ πh+ piβa
πh
dω +
∫ −πh
−πh− piβa
dω
)
· χh,l(ω)‖h−1(Ib − e−iωh Ib+ 1hE(k))−1‖b×b
≤ c(MUV ,M)β−11 (|x− y|+M−l).
On the other hand, the inequalities (4.7), (6.24) imply that
|C+l (β1)(ρxσrβ1(x), ηyτrβ1(y))− C+l (β2)(ρxσrβ2(x), ηyτrβ2(y))|(6.26)
≤ c(M)e−3(w(0)M l−1 1pi |x−y|)1/2−3
∑d
j=1(w(0)
L
2pi |ei(2pi/L)〈x−y,vj〉−1|)1/2.
By combining (6.26) with (6.25) we have
|C+l (β1)(ρxσrβ1(x), ηyτrβ1(y))− C+l (β2)(ρxσrβ2(x), ηyτrβ2(y))|(6.27)
≤ c(MUV ,M)β−
1
2
1 M
− l2 (M l|x− y|+ 1) 12
· e− 32 (w(0)M l−1 1pi |x−y|)1/2− 32
∑d
j=1(w(0)
L
2pi |ei(2pi/L)〈x−y,vj〉−1|)1/2,
(∀(ρ,x, σ, x), (η,y, τ, y) ∈ Iˆ0).
The inequalities (5.32), (5.33) follow from (6.27).
To prove (5.31), take any Xi, Yi ∈ Iˆ0 and pi, qi ∈ Cr satisfying ‖pi‖Cr ,
‖qi‖Cr ≤ 1 (i = 1, 2, · · · , n). Expanding the determinant along the 1st
column and using (6.27), we observe that
| det(〈pi,qj〉Cr(C+l (β1)(Rβ1(Xi, Yj))− C+l (β2)(Rβ2(Xi, Yj))))1≤i,j≤n|
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≤ c(MUV ,M)β−
1
2
1
n∑
s=1
· ∣∣ det(〈pi,qj〉Cr(C+l (β1)(Rβ1(Xi, Yj))− C+l (β2)(Rβ2(Xi, Yj)))) 1≤i,j≤ni6=s,j 6=1 ∣∣.
Then, expanding the remaining determinant as in (2.29) and substitut-
ing the determinant bound (5.3) yield the result. 
6.2. Application of the generalized ultra-violet integration.
Since we have checked that the covariances Cδl (l = 1, 2, · · · , Nh, δ =
+,−) satisfy the desired bound properties, we can readily apply the
propositions proved in Subsection 5.1 and Subsection 5.2 to complete
the Matsubara UV integration. With V δ(ψ) (∈ ∧V) (δ = +,−) defined
in (2.30), set
F δ,Nh(ψ) := −V δ(ψ),
T δ,Nh,(n)(ψ) := 0, (∀n ∈ N≥2), T δ,Nh(ψ) := 0,
J δ,Nh(ψ) := F δ,Nh(ψ) + T δ,Nh(ψ), (∀δ ∈ {+,−}).
Then, we inductively define F δ,l(ψ), T δ,l,(n)(ψ) (n ∈ N≥2), T δ,l(ψ), J δ,l(ψ)
∈ ∧V (l ∈ {0, 1, · · · , Nh− 1}) by (5.7) with the covariances {Cδl }Nhl=1 for
δ = +,− respectively.
Proposition 6.4. Let the weight w(0) be the same as in Lemma 6.2,
Lemma 6.3 and the exponent r be 1/2. Assume that h ≥ e2E1. Then,
there exist constants c0, c
′
0 ∈ R≥1, which depend only on b, d, MUV , M ,
E2, and a constant c ∈ R>0 independent of any parameter such that if
the parameters M,α ∈ R≥1, Uρ ∈ C (ρ ∈ B) satisfy
M ≥ c, α2 ≥ cM, sup
ρ∈B
|Uρ| ≤ 1
c(c0 + c′0)2α4
,(6.28)
the following statements hold true.
(1) For any δ ∈ {+,−}, r ∈ {0, 1} and l ∈ {0, 1, · · · , Nh},
h
N
(
|F δ,l0 |+
∞∑
n=2
|T δ,l,(n)0 |
)
≤ α−4,
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c0α
2
(
‖F δ,l2 ‖0,r +
∞∑
n=2
‖T δ,l,(n)2 ‖0,r
)
≤ 1,
M−2l
N∑
m=2
c
m
2
0 M
l
2mαm
(
‖F δ,lm ‖0,r +
∞∑
n=2
‖T δ,l,(n)m ‖0,r
)
≤ 1.
(2) For any δ ∈ {+,−}, r ∈ {0, 1} and l ∈ {0, 1, · · · , Nh}, J δ,l(ψ) is
continuous with (U1, U2, · · · , Ub) in
{(U1, U2, · · · , Ub) ∈ Cb | |Uρ| ≤ (c(c0 + c′0)2α4)−1, (∀ρ ∈ B)}
and analytic with (U1, U2, · · · , Ub) in
{(U1, U2, · · · , Ub) ∈ Cb | |Uρ| < (c(c0 + c′0)2α4)−1, (∀ρ ∈ B)}.
(3) There exists a (β, L)-dependent, h-independent constant c′ ∈ R>0
such that if the inequality supρ∈B |Uρ| ≤ c′ additionally holds,
Re
∫
e−V
δ(ψ)dµCδ>0(ψ) > 0
and
J δ,0(ψ) = log
(∫
e−V
δ(ψ+ψ1)
dµCδ>0(ψ
1)
)
for any δ ∈ {+,−}.
(4) Assume that (4.2) holds. For any δ ∈ {+,−}, r ∈ {0, 1} and
l ∈ {0, 1, · · · , Nh},∣∣∣∣ hN(β1)F δ,l0 (β1)− hN(β2)F δ,l0 (β2)
∣∣∣∣
+
∞∑
n=2
∣∣∣∣ hN(β1)T δ,l,(n)0 (β1)− hN(β2)T δ,l,(n)0 (β2)
∣∣∣∣ ≤ β− 121 α−4,
c0α
2
(
|F δ,l2 (β1)− F δ,l2 (β2)|0 +
∞∑
n=2
|T δ,l,(n)2 (β1)− T δ,l,(n)2 (β2)|0
)
≤ β− 121 ,
M−2l
N(β2)∑
m=2
c
m
2
0 M
l
2mαm
(
|F δ,lm (β1)− F δ,lm (β2)|0
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+
∞∑
n=2
|T δ,l,(n)m (β1)− T δ,l,(n)m (β2)|0
)
≤ β− 121 .
Remark 6.5. It will be shown in the proof below that the constant c0
in Proposition 6.4 is equal to the maximum of c0 appearing in Lemma
6.2 and Lemma 6.3. Since these lemmas hold for any larger constant
and the generic constant c is independent of c0, we have the freedom to
replace c0 in Proposition 6.4 by any larger constant without changing
the constant c. Such a replacement will be necessary when we connect
the UV integration to the IR integration in Subsection 7.4.
Remark 6.6. The definition of J δ,l(ψ) (l = 0, 1, · · · , Nh) depends on
the parameterM . This means that we have to fix M before introducing
these polynomials. However, the definition of these polynomials does not
depend on the parameter α. For J δ,l(ψ) (l = 0, 1, · · · , Nh) the results of
Proposition 6.4 hold for any α ∈ R≥1 satisfying (6.28). Bearing this fact
in mind, we will use the results of (1), (2) for a large, (β, L, h)-dependent
α to prove the claim (3) during the proof of the proposition below.
Proof of Proposition 6.4. Let c0, c
′
0(∈ R≥1) be the maximum of c0, c′0
appearing in Lemma 6.2 and Lemma 6.3 respectively. Then, there exists
a constant c ∈ R>0 independent of any parameter such that if (6.28)
holds with c, the results of Proposition 5.2, Proposition 5.4 hold true.
In the following we assume (6.28) with this c.
(1), (4): We can apply Proposition 5.2, Proposition 5.4 to justify (1),
(4) respectively.
(2): Fix δ ∈ {+,−}. Set
D := {(U1, U2, · · · , Ub) ∈ Cb | |Uρ| < (c(c0 + c′0)2α4)−1, (∀ρ ∈ B)}.
Apparently J δ,Nh(ψ) is continuous in D and analytic in D. Assume that
l ∈ {0, 1, · · · , Nh − 1} and J δ,l+1(ψ) is continuous in D and analytic
in D. Then, so are F δ,l(ψ), T δ,l,(n)(ψ) (n ∈ N≥2), since these consist
of finite sums and products of J δ,l+1(ψ). The claim (1) implies that∑∞
n=2 T
δ,l,(n)(ψ) converges uniformly with respect to (U1, U2, · · · , Ub) in
D. Therefore, T δ,l(ψ) is continuous in D and analytic in D, and thus so
is J δ,l(ψ). The induction with respect to l verifies the claim.
163
(3): Fix δ ∈ {+,−}. First let us note that by definition there exists a
(β, L, h)-dependent constant c˜ ∈ R>0 such that if supρ∈B |Uρ| ≤ c˜,
Re
∫
e−V
δ(ψ)dµ∑Nh
j=l+1 C
δ
j
(ψ) > 0, (∀l ∈ {0, 1, · · · , Nh − 1}).(6.29)
It follows from (1) that
|J δ,l0 | ≤
N
h
α−4,(6.30)
‖J δ,lm ‖0,0 ≤ c−
m
2
0 M
− l2m+2lα−m,
(∀l ∈ {0, 1, · · · , Nh}, m ∈ {2, 3, · · · , N}).
This implies that there exists a (β, L, h)-dependent constant c˜′ ∈ R>0
such that if α ≥ c˜′,
Re
∫
ezJ
δ,l+1(ψ)dµCδl+1(ψ) > 0,
(∀l ∈ {0, 1, · · · , Nh − 1}, z ∈ C with |z| ≤ 2).
Thus, the Grassmann polynomials
log
(∫
ezJ
δ,l+1(ψ+ψ1)dµCδl+1(ψ
1)
)
(l = 0, 1, · · · , Nh − 1)
are analytic with z in {z ∈ C | |z| < 2} if
sup
ρ∈B
|Uρ| ≤ 1
c(c0 + c′0)2c˜′4
.(6.31)
Therefore, if (6.31) holds,
log
(∫
eJ
δ,l+1(ψ+ψ1)dµCδl+1(ψ
1)
)
(6.32)
=
∞∑
n=1
1
n!
(
d
dz
)n
log
(∫
ezJ
δ,l+1(ψ+ψ1)dµCδl+1(ψ
1)
) ∣∣∣∣∣
z=0
= F δ,l(ψ) +
∞∑
n=2
T δ,l,(n)(ψ)
= J δ,l(ψ), (∀l ∈ {0, 1, · · · , Nh − 1}).
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Let us show that
J δ,l(ψ) = log
(∫
e−V
δ(ψ+ψ1)
dµ∑Nh
j=l+1 C
δ
j
(ψ1)
)
,(6.33)
(∀l ∈ {0, 1, · · · , Nh − 1})
on the assumption
sup
ρ∈B
|Uρ| ≤ min
{
c˜,
1
c(c0 + c′0)2c˜′4
}
.(6.34)
The equality (6.33) for l = Nh − 1 holds, since it is equivalent to (6.32)
for l = Nh − 1. Assume that (6.33) holds for l + 1. By the condition
(6.29) we can apply [14, Lemma C.2] to justify the equality
eJ
δ,l+1(ψ) =
∫
e−V
δ(ψ+ψ1)dµ∑Nh
j=l+2 C
δ
j
(ψ1).
Moreover, by (6.32) and [5, Proposition I.21],
J δ,l(ψ) = log
(∫
eJ
δ,l+1(ψ+ψ1)dµCδl+1(ψ
1)
)
= log
(∫ ∫
e−V
δ(ψ+ψ1+ψ2)dµ∑Nh
j=l+2 C
δ
j
(ψ2)dµCδl+1(ψ
1)
)
= log
(∫
e−V
δ(ψ+ψ1)
dµ∑Nh
j=l+1 C
δ
j
(ψ1)
)
.
Thus, the induction concludes that the equality (6.33) holds for all l ∈
{0, 1, · · · , Nh − 1} on the assumption (6.34).
By Lemma 2.5 (1) there exists a (β, L)-dependent, h-independent con-
stant c′ ∈ R>0 such that if supρ∈B |Uρ| ≤ c′,
Re
∫
e−V
δ(ψ)dµCδ>0(ψ) > 0,
and thus the Grassmann polynomial
log
(∫
e−V
δ(ψ+ψ1)dµCδ>0(ψ
1)
)
is analytic with (U1, U2, · · · , Ub) in {(U1, U2, · · · , Ub) ∈ Cb | |Uρ| < c′,
(∀ρ ∈ B)}. On the other hand, by the claim (2) for l = 0 and taking
the h-independent constant c′ smaller if necessary we see that J δ,0(ψ) is
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analytic in {(U1, U2, · · · , Ub) ∈ Cb | |Uρ| < c′, (∀ρ ∈ B)}. Therefore, the
identity theorem ensures that the equality (6.33) for l = 0 holds for any
(U1, U2, · · · , Ub) ∈ Cb satisfying |Uρ| < c′ (∀ρ ∈ B). 
7. The infrared integration of the model
Here we start the infrared analysis of the free energy density defined
in Subsection 1.2. As we saw in Remark 1.5, the free energy density is
independent of how to choose the argument θL(·, ·) : Z2 × Z2 → R satis-
fying (1.1) and (1.2). Therefore, let us focus on the model Hamiltonian
with the argument θL simply defined by (1.4). The periodic properties
of the hopping amplitude and the magnitude of the on-site coupling en-
able us to redefine the free energy density as that governed by a 4-band
Hamiltonian, whose hopping amplitude and coupling constants are no
longer dependent on the position vector but on the band index. This
4-band many-electron system can be analyzed by means of the gen-
eral estimations constructed so far. The essential ingredient of the IR
integration process considered in this section is an extension of Giuliani-
Mastropietro’s RG method designed for the 2-band Hamiltonian ([9]).
As in Giuliani-Mastropietro’s RG we make use of the symmetries of
Grassmann polynomials to show that covariances for the IR integration
have good bound properties. Then, applying the framework developed
in Subsection 5.3 and Subsection 5.4, we will move on to the proof of
Theorem 1.1.
7.1. The four-band formulation. Let us set up a 4-band Hamiltonian
whose free energy density is equal to that considered in Theorem 1.1.
From now we assume that d = 2, u1 = v1 = e1(= (1, 0)), u2 = v2 =
e2(= (0, 1)) so that
Γ =
{
2∑
j=1
mjej
∣∣∣ mj ∈ {0, 1, · · · , L− 1} (j = 1, 2)
}
,
Γ∗ =
{
2π
L
2∑
j=1
mjej
∣∣∣ mj ∈ {0, 1, · · · , L− 1} (j = 1, 2)
}
.
Since we are going to define a 4-band model, we assume that b = 4 and
B = {1, 2, 3, 4}. The crystal lattice in a box is identified with B × Γ. In
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• •
• •
◦ ◦
◦ ◦
⋄ ⋄
⋄ ⋄
⋆ ⋆
⋆ ⋆
Figure 3. The lattice B × Γ for L = 2, where the symbol “•” denotes
the sites of {1} × Γ, the symbol “◦” denotes the sites of {2} × Γ, the
symbol “⋄” denotes the sites of {3} × Γ, the symbol “⋆” denotes the
sites of {4} × Γ.
•
(1,x)
◦
(2,x)
⋄
(3,x)
⋆
(4,x)
Figure 4. The arrangement of 4 sites (1,x), (2,x), (3,x), (4,x).
the case L = 2, the lattice B × Γ can be pictured as in Figure 3. For
any x ∈ Γ we assume that the site (2,x) is right to the site (1,x), the
site (3,x) is above (1,x), and the site (4,x) is right to the site (3,x), as
described in Figure 4.
With the parameters th,e, th,o, tv,e, tv,o ∈ R>0 we define E(·) : R2 →
Mat(4,C) by
E(k)
(7.1)
:=

0 th,e(1 + e
−ik1) tv,e(1 + e−ik2) 0
th,e(1 + e
ik1) 0 0 −tv,o(1 + e−ik2)
tv,e(1 + e
ik2) 0 0 th,o(1 + e
−ik1)
0 −tv,o(1 + eik2) th,o(1 + eik1) 0
 .
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We can see that E(·) satisfies (2.1) and (2.2). With this E(·) we define
the free Hamiltonian H0 by (2.3). For notational convenience, set U1 :=
Ue,e, U2 := Uo,e, U3 := Ue,o, U4 := Uo,o with the parameters Ue,e, Uo,e,
Ue,o, Uo,o ∈ R introduced in Subsection 1.2. We define the interacting
part V of the Hamiltonian by (2.4). Then, we define the Hamiltonian
H : Ff(L
2(B × Γ× {↑, ↓}))→ Ff(L2(B × Γ× {↑, ↓})) by H := H0 + V .
Lemma 7.1. The quantity
− 1
β(2L)2
log(Tr e−βH)
derived from this Hamiltonian by the trace operation over Ff(L
2(B×Γ×
{↑, ↓})) is equal to the free energy density
− 1
β(2L)2
log(Tr e−βH)
considered in Theorem 1.1.
Proof. For ρ ∈ B set
e(ρ) :=

0, if ρ = 1,
e1, if ρ = 2,
e2, if ρ = 3,
e1 + e2, if ρ = 4.
(7.2)
Then, define the linear map G : Ff(L
2(B×Γ×{↑, ↓}))→ Ff(L2(Γ(2L)×
{↑, ↓})) by
GΩ := Ω2L,
G(ψ∗ρ1x1σ1ψ
∗
ρ2x2σ2
· · ·ψ∗ρnxnσnΩ) := ψ∗2x1+e(ρ1)σ1ψ∗2x2+e(ρ2)σ2 · · ·ψ∗2xn+e(ρn)σnΩ2L,
(∀(ρj,xj, σj) ∈ B × Γ× {↑, ↓} (j = 1, 2, · · · , n)),
and by linearity. We can check that the map G is unitary. By definition,
H0 =
∑
(x,σ)∈Γ×{↑,↓}
(th,eψ
∗
1,xσ(ψ2,xσ + ψ2,x−e1σ) + tv,eψ
∗
1,xσ(ψ3,xσ + ψ3,x−e2σ)
(7.3)
− tv,oψ∗2,xσ(ψ4,xσ + ψ4,x−e2σ) + th,oψ∗3,xσ(ψ4,xσ + ψ4,x−e1σ)) + h.c,
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where the notation ‘h.c’ means that the adjoint operator of the operator
in front is placed. Note that
GH0G
∗
=
∑
(x,σ)∈Γ×{↑,↓}
(th,eψ
∗
2xσ(ψ2x+e1σ + ψ2x−e1σ) + tv,eψ
∗
2xσ(ψ2x+e2σ + ψ2x−e2σ)
− tv,oψ∗2x+e1σ(ψ2x+e1+e2σ + ψ2x+e1−e2σ)
+ th,oψ
∗
2x+e2σ
(ψ2x+e1+e2σ + ψ2x−e1+e2σ)) + h.c
= H0,
where H0 is the operator defined in (1.3) with the phase θL defined in
(1.4). Similarly we can confirm that GVG∗ = V, which was defined
in (1.5). Thus, we have that Tr e−βH = Tr e−βGHG
∗
= Tr e−βH with the
Hamiltonian H containing the phase (1.4). Then, the claim follows from
Remark 1.5. 
Lemma 7.1 tells us that it suffices to prove the same statements as in
Theorem 1.1 for
− 1
βL2
log(Tr e−βH)
with the Hamiltonian H defined above. Moreover, we will later confirm
that the claims of Theorem 1.1 follow from the theorem proved under
the assumption
max{th,e, th,o, tv,e, tv,o} = 1.(7.4)
Thus, from now we assume (7.4) unless otherwise stated.
7.2. The cut-off function for the infrared integration. Here we
define a cut-off function whose support covers the zero set of the free
dispersion relation. In order to choose such a cut-off function correctly,
let us study properties of E first.
Lemma 7.2. The following inequalities hold.
(1) ∥∥∥∥( ∂∂kj
)n
E(k)
∥∥∥∥
4×4
≤ 4, (∀k ∈ R2, n ∈ N ∪ {0}, j ∈ {1, 2}).
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(2)
‖(iωI4 − E(k))−1‖4×4 ≤
(
ω2 + ft
2∑
j=1
(1 + cos kj)
)− 12
, (∀(ω,k) ∈ R3),
where ft is the quantity defined in (1.6).
Proof. For any k ∈ R2, p, q ∈ {1,−1} set
Xp,q(k) := p
(
A(k) + q
√
A(k)2 − 4B(k)2
)1
2
,(7.5)
A(k) := (t2h,e + t
2
h,o)(1 + cos k1) + (t
2
v,e + t
2
v,o)(1 + cos k2),
B(k) := th,eth,o(1 + cos k1) + tv,etv,o(1 + cos k2).
A calculation shows that the eigen values of E(k) are Xp,q(k) (p, q ∈
{1,−1}). One can also check that the eigen values of (∂/∂k1)nE(k) are
th,e, −th,e, th,o, −th,o and the eigen values of (∂/∂k2)nE(k) are tv,e, −tv,e,
tv,o, −tv,o for any n ∈ N.
(1): Using the assumption (7.4), we have that
‖E(k)‖4×4 ≤ max
p,q∈{1,−1}
|Xp,q(k)| ≤
√
2|A(k)|12 ≤ 4,∥∥∥∥( ∂∂kj
)n
E(k)
∥∥∥∥
4×4
≤ 1, (∀j ∈ {1, 2}, n ∈ N).
(2): Set
s := max
{
th,o
th,e
+
th,e
th,o
,
tv,o
tv,e
+
tv,e
tv,o
}
.
Since A(k) ≤ sB(k), for any p, q ∈ {1,−1},
|Xp,q(k)| ≥
∣∣∣∣A(k)−√A(k)2 − 4B(k)2∣∣∣∣12
≥
∣∣∣∣sB(k)−√s2B(k)2 − 4B(k)2∣∣∣∣12 = (s−√s2 − 4) 12B(k) 12
≥ (s−√s2 − 4) 12 (min{th,eth,o, tv,etv,o}) 12
(
2∑
j=1
(1 + cos kj)
)1
2
.
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Since
s−√s2 − 4 ≥ min
{
th,o
th,e
,
th,e
th,o
,
tv,o
tv,e
,
tv,e
tv,o
}
,
|Xp,q(k)| ≥ f
1
2
t
(
2∑
j=1
(1 + cos kj)
)1
2
, (∀p, q ∈ {1,−1}).
Thus,
‖(iωI4 − E(k))−1‖4×4 ≤ max
p,q∈{1,−1}
|iω −Xp,q(k)|−1
≤
(
ω2 + ft
2∑
j=1
(1 + cos kj)
)− 12
.

Lemma 7.2 (1) implies that the inequality (6.1) holds with E1 = 4,
E2 = 1. In this section we will apply the results of Section 6 for E1 = 4,
E2 = 1. It follows that
MUV =
10
√
6
π
and the weight w(0) originally set in Lemma 6.2 satisfies
w(0) =
cw
18
M−2.(7.6)
In order to adjust the support of cut-off functions for the IR integra-
tion, from now we assume that
M >
√
2.
Let us set
MIR :=
√
6
π
(
π2
3
M 2UV + 4
)1
2
and
Nβ := min

 log (πβ( π√3MIR)−1)
logM
 , 0
 .
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Since (π/
√
3)MIRM
Nβ ≤ π/β,
φ
(
M−2IRM
−2Nβ
(
ω2 + ft
2∑
j=1
(1 + cos kj)
))
= 0,(7.7)
(∀(ω,k) ∈ R3 with |ω| ≥ π/β),
where φ is the smooth function introduced in Lemma 6.1. We define
the functions χl : R
3 → R (l ∈ {0,−1, · · · , Nβ}) by
χl(ω,k)
:= φ(M−2UVω
2)
(
φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
2∑
j=1
(1 + cos kj)
))
− φ
(
M−2IRM
−2l
(
ω2 + ft
2∑
j=1
(1 + cos kj)
)))
, ((ω,k) ∈ R3).
If φ(M−2UV ω
2) 6= 0,
ω2 + ft
2∑
j=1
(1 + cos kj) ≤ π
2
3
M 2UV + 4ft ≤
π2
3
M 2UV + 4,
and thus
φ
(
M−2IRM
−2
(
ω2 + ft
2∑
j=1
(1 + cos kj)
))
= 1,(7.8)
(∀ω ∈ R with φ(M−2UV ω2) 6= 0,k ∈ R2).
It follows from (7.7), (7.8) that
Nβ∑
l=0
χl(ω,k) = φ(M
−2
UV ω
2), (∀ω ∈M,k ∈ R2).(7.9)
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The value of χl(ω,k) is described as follows.
χl(ω,k)

= 0, if
(
ω2 + ft
∑2
j=1(1 + cos kj)
)1
2 ≤ π√
6
MIRM
l,
∈ [0, 1], if π√
6
MIRM
l <
(
ω2 + ft
∑2
j=1(1 + cos kj)
)1
2
< π√
3
MIRM
l+1,
= 0, if
(
ω2 + ft
∑2
j=1(1 + cos kj)
)1
2 ≥ π√
3
MIRM
l+1,
(7.10)
(∀l ∈ {0,−1, · · · , Nβ}, (ω,k) ∈ R3).
Since M >
√
2, (π/
√
3)MIRM
l−1 < (π/
√
6)MIRM
l. This inequality
implies that
{(ω,k) ∈ R3 | χl(ω,k) 6= 0} ∩ {(ω,k) ∈ R3 | χj(ω,k) 6= 0} = ∅,(7.11)
(∀j, l ∈ {0,−1, · · · , Nβ} with |j − l| ≥ 2).
We use χl : R
3 → R (l = 0,−1, · · · , Nβ) as the cut-off functions in the
IR integration. For any l ∈ {0,−1, · · · , Nβ} set
χ≤l(ω,k) :=
Nβ∑
j=l
χj(ω,k),
χˆ≤l(ω,k) := φ(M
−2
UVω
2)φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
2∑
j=1
(1 + cos kj)
))
,
(∀(ω,k) ∈ R3).
Note that suppχl(·) ⊂ suppχ≤l(·) ⊂ supp χˆ≤l(·). Concerning the sup-
port of these cut-off functions, we will frequently use the following
lemma.
Lemma 7.3. Let l ∈ {0, 1, · · · , Nβ}. If (ω,k) ∈ R × [0, 2π]2 satisfies
χˆ≤l(ω,k) 6= 0, then,
|ω| ≤ π√
3
MIRM
l+1, |kj − π| ≤ π
2
√
6
f
− 12
t MIRM
l+1, (j = 1, 2).
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Proof. If χˆ≤l(ω,k) 6= 0,(
ω2 + ft
2∑
j=1
(1 + cos kj)
)1
2
≤ π√
3
MIRM
l+1.
Then, by using the inequality
√
1− cos θ ≥ (√2/π)|θ| (∀θ ∈ [−π, π]) we
can derive the claimed inequalities. 
In order to indicate the dependency on β, we will sometimes write
χ≤l(β) instead of χ≤l. By (7.7) we see that
χ≤l(β)(ω,k) = χˆ≤l(ω,k),(7.12)
(∀(ω,k) ∈ R3 with |ω| ≥ π/β, l ∈ {0,−1, · · · , Nβ}),
χ≤l(β1)(ω,k) = χ≤l(β2)(ω,k),
(∀(ω,k) ∈ R3 with |ω| ≥ π/β1, l ∈ {0,−1, · · · , Nβ1}),
if β1 ≤ β2.
We define the weights w(l) (l ∈ Z≤0) by
w(l) := w(0)M l, (∀l ∈ Z≤0),
with the weight w(0) characterized in (7.6). Moreover, we take the
exponent r inside ‖ ·‖l,0, ‖ ·‖l,1, | ·− · |l to be 1/2 throughout this section.
To organize formulas systematically, for any differentiable function f
with the variable (w, k1, k2) let (∂/∂k0)f denote (∂/∂ω)f .
Lemma 7.4. There exists a constant c ∈ R>0 independent of any pa-
rameter such that∣∣∣∣( ∂∂kj
)n
χˆ≤l(ω,k)
∣∣∣∣ , ∣∣∣∣( ∂∂kj
)n
χl(ω,k)
∣∣∣∣ ≤ (cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, n ∈ N ∪ {0}, j ∈ {0, 1, 2}, l ∈ {0,−1, · · · , Nβ}).
Proof. Using the inequality ft ≤ 1, we see that for any n ∈ N,∣∣∣∣( ddω
)n
M−2UVω
2
∣∣∣∣ ≤ cn!, (∀ω ∈ R with φ(M−2UV ω2) 6= 0),∣∣∣∣∣
(
∂
∂ω
)n
M−2IRM
−2l
(
ω2 + ft
2∑
i=1
(1 + cos ki)
)∣∣∣∣∣
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≤
 cM
−l+1, if n = 1,
cM−2l, if n = 2,
0, if n ≥ 3,
≤ cM ·M−lnn!,
∣∣∣∣∣
(
∂
∂kj
)n
M−2IRM
−2l
(
ω2 + ft
2∑
i=1
(1 + cos ki)
)∣∣∣∣∣
≤
{
cM−l+1, if n = 1,
cM−2l, if n ≥ 2, ≤ cM ·M
−lnn!,
(∀(ω,k) ∈ R3 satisfying
φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
2∑
i=1
(1 + cos ki)
))
6= 0,
∀j ∈ {1, 2}).
Thus, by (6.2), Lemma C.1 and the inequality M ≥ 1,∣∣∣∣( ddω
)n
φ(M−2UV ω
2)
∣∣∣∣ ≤ cn(n!)2,∣∣∣∣∣
(
∂
∂kj
)n
φ
(
M−2IRM
−2l
(
ω2 + ft
2∑
i=1
(1 + cos ki)
))∣∣∣∣∣ ,∣∣∣∣∣
(
∂
∂kj
)n
φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
2∑
i=1
(1 + cos ki)
))∣∣∣∣∣
≤ (cM−l+1)n(n!)2, (∀(ω,k) ∈ R3, j ∈ {0, 1, 2}, n ∈ N ∪ {0}).
By the condition cw ∈ (0, 1], M−l+1 ≤ w(l)−1. Using these inequalities,
we can deduce that for any (ω,k) ∈ R3,∣∣∣∣( ∂∂kj
)n
χˆ≤l(ω,k)
∣∣∣∣
≤
n∑
m=0
(
n
m
) ∣∣∣∣( ∂∂kj
)m
φ(M−2UV ω
2)
∣∣∣∣
·
∣∣∣∣∣
(
∂
∂kj
)n−m
φ
(
M−2IRM
−2(l+1)
(
ω2 + ft
2∑
j=1
(1 + cos kj)
))∣∣∣∣∣
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≤
n∑
m=0
(
n
m
)
cm(m!)2(cM−l+1)n−m((n−m)!)2 ≤ (cw(l)−1)n(n!)2.
The upper bound on |(∂/∂kj)nχl(ω,k)| can be derived similarly. 
By definition we have (π/
√
3)MIRM
Nβ ≤ π/β. The next lemma sug-
gests that an opposite inequality is also available when we deal with
covariances for the IR integration.
Lemma 7.5. If χ≤0(ω,k) 6= 0 for some (ω,k) ∈ R3 with |ω| ≥ π/β,
1
β
≤MIRMNβ+1.
Proof. By assumption φ(M−2UV (π/β)
2) 6= 0, which implies that 1/β ≤
MUV /
√
3 ≤ MIR/
√
6. Thus, if Nβ = 0, the claimed inequality holds. If
Nβ < 0,
Nβ ≥
log
(
π
β
(
π√
3
MIR
)−1)
logM
− 1,
which implies that 1/β ≤ (1/√3)MIRMNβ+1. 
7.3. The covariance matrices in the infrared integration. Follow-
ing the infrared integration scheme proposed in [18], [3], [9], we update
the covariance by inserting the kernel of the quadratic Grassmann poly-
nomial produced by the previous integration at every integration step.
To simulate this procedure, we introduce a family of subsets of
∧V con-
sisting of polynomials satisfying certain bound properties and invariant
properties. Then, we define a prototypical covariance by substituting
the kernel of a polynomial belonging to one of these subsets and study
its properties.
Let cIR, α ∈ R>0 and D(⊂ C4) be a domain satisfying that U ∈ D
(∀U ∈ D), where U is the complex conjugate of U and D is the closure
of D. For any l ∈ Z≤0 we define the subset S(l) of ∧V as follows. A
Grassmann polynomial J(ψ) (∈ ∧V) belongs to S(l) if and only if J(ψ)
is parameterized by U ∈ D and satisfies the conditions (i), (ii), (iii),
(iv).
(i) J(U)(ψ) is continuous in D and analytic in D with U.
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(ii)
h
N
|J0| ≤M 72 lα−3, (∀U ∈ D),(7.13)
M−
7
2 l+rl
N∑
m=2
c
m
2
IRM
mlαm‖Jm‖l,r ≤ 1, (∀U ∈ D, r ∈ {0, 1}).(7.14)
(iii) With the notation introduced in Subsection 3.3,
J(U)(ψ) = J(U)(Rψ), (∀U ∈ D),
for all S : I → I and Q : I → R defined as follows.
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x, θ),(7.15)
Q((ρ,x, σ, x, θ)) :=
π
2
θ, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x, θ),(7.16)
Q((ρ,x, σ, x, θ)) := π1σ=↑, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x,−σ, x, θ),(7.17)
Q((ρ,x, σ, x, θ)) := 0, (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ, rL(x+ z), σ, rβ(x+ s), θ),(7.18)
Q((ρ,x, σ, x, θ)) := πnβ(rβ(x− s) + s), (∀(ρ,x, σ, x, θ) ∈ I),
where z ∈ Z2 and s ∈ (1/h)Z are arbitrarily taken and fixed.
S((ρ,x, σ, x, θ)) := (ρ, rL(−x− e(ρ)), σ, x, θ),(7.19)
Q((ρ,x, σ, x, θ)) := 0, (∀(ρ,x, σ, x, θ) ∈ I),
where e(ρ) (ρ ∈ B) are the vectors defined in (7.2).
(iv)
J(U)(ψ) = J(U)(Rψ), (∀U ∈ D),
for all S : I → I and Q : I → R defined as follows.
S((ρ,x, σ, x, θ)) := (ρ,x, σ, rβ(−x),−θ),(7.20)
Q((ρ,x, σ, x, θ)) := π(1θ=1 + 1x 6=0), (∀(ρ,x, σ, x, θ) ∈ I).
S((ρ,x, σ, x, θ)) := (ρ,x, σ, x,−θ),(7.21)
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Q((ρ,x, σ, x, θ)) := π1ρ∈{1,4}, (∀(ρ,x, σ, x, θ) ∈ I).
We write S(l)(β) in place of S(l) when we want to indicate the de-
pendency on β. On the assumption (4.2) we define the subset S˜(l)
of S(l)(β1) × S(l)(β2) as follows. A pair of Grassmann polynomials
(J(β1)(ψ), J(β2)(ψ)) ∈ S(l)(β1)×S(l)(β2) belongs to S˜(l) if and only if∣∣∣∣ hN(β1)J0(β1)− hN(β2)J0(β2)
∣∣∣∣ ≤ β− 121 M 52 lα−3, (∀U ∈ D).(7.22)
M−
5
2 l
N(β2)∑
m=2
c
m
2
IRM
mlαm|Jm(β1)− Jm(β2)|l ≤ β−
1
2
1 , (∀U ∈ D).(7.23)
Later in Subsection 7.4 we will see that the output of the infrared
integration at scale l + 1 belongs to S(l) and a pair of the output at β1
and β2 belongs to S˜(l). The bound properties assumed in S(l) and S˜(l)
correspond to the resulting inequalities in Proposition 5.6 and Proposi-
tion 5.9 with a1 = 2, a2 = 1, a3 = 1, a4 = 1/2. In fact we will apply
these propositions with these exponents in the forthcoming IR analy-
sis. The invariant properties listed in (iii), (iv) are especially needed
in order that for J(ψ) ∈ S(l) the kernel of J2(ψ) has desirable symme-
tries for updating the covariance without changing the original infrared
singularity.
As a preliminary, let us characterize the quadratic part of a polynomial
belonging to this class in the momentum space. Let l ∈ Z≤0 and J l(ψ) ∈
S(l). Using the kernel J l2(·) : I2 → C of the quadratic part J l2(ψ), we
define the map W l(·, ·) :M× (2π/L)Z2 → Mat(4,C) by
W l(ω,k)(ρ, η)(7.24)
:=
2
h
∑
x∈Γ
∑
x∈[0,β)h
e−i〈k,x〉e−iωxJ l2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)),
(∀(ω,k) ∈M× (2π/L)Z2, ρ, η ∈ B).
Lemma 7.6. The following statements hold true.
(1)
J l2(ψ)
178
=
1
h2
∑
(ρ,x,σ,x),
(η,y,τ,y)∈I0
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)W l(ω,k)(ρ, η)ψρxσxψηyτy.
(2) For any (ω,k) ∈M× (2π/L)Z2, U ∈ D, ρ, η ∈ B,
W l(U)(ω,k)(ρ, η) =W l(U)(−ω,k)(η, ρ),(7.25)
W l(U)(ω,k)(ρ, η) = (−1)1ρ∈{1,4}+1η∈{1,4}+1W l(U)(ω,k)(η, ρ),(7.26)
W l(U)(ω,k)(ρ, η) = ei〈e(ρ)−e(η),k〉W l(U)(ω,−k)(ρ, η).(7.27)
(3) There exists a constant c ∈ R>0 independent of any parameter
such that
|W l(ω,k)(ρ, η)| ≤ c · c−1IR
(
|ω| +
2∑
j=1
|kj − π| + 1
β
+
1
L
)
M
1
2 lα−2,
(∀(ω,k) ∈M× (2π/L)Z2, ρ, η ∈ B).
Remark 7.7. The inequality in (3) suggests that W l(ω,k) becomes
negligibly small as (ω,k) approaches (0, π, π) and thus the point (0, π, π)
is essentially a zero-point of the perturbed matrix iωI4−E(k)−W l(ω,k).
This is the crucial reason why the multi-scale IR integration around the
point (0, π, π) converges. We prove the inequality in (3) by making use
of the invariant properties summarized in (2). Our argument based on
the preserved symmetries is motivated by the preceding work [9] by
Giuliani and Mastropietro and should be regarded as an extension of
Giuliani-Mastropietro’s RG method designed for the 2-band Hubbard
model on the honeycomb lattice.
Proof of Lemma 7.6. (1): By the invariance with S, Q defined in (7.15)
we obtain that
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)) = e
ipi2 (θ+ξ)J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)),
(7.28)
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
By the invariance with S, Q defined in (7.16),
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))(7.29)
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= (−1)1σ=↑+1τ=↑J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)),
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
By the invariance with S, Q defined in (7.17),
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)) = J
l
2((ρ,x,−σ, x, θ), (η,y,−τ, y, ξ)),
(7.30)
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
Note that for any x ∈ [0, β)h, s ∈ (1/h)Z,
nβ(rβ(rβ(x+ s)− s) + s) = nβ(x+ s).
Using this equality and the uniqueness of the anti-symmetric kernel, we
can deduce from the invariance with S, Q defined in (7.18) that
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
(7.31)
= (−1)nβ(x+s)+nβ(y+s)
· J l2((ρ, rL(x+ z), σ, rβ(x+ s), θ), (η, rL(y + z), τ, rβ(y + s), ξ)),
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I, z ∈ (2π/L)Z2, s ∈ (1/h)Z).
Using the equalities (7.28), (7.29), (7.30), (7.31) in this order, we observe
that
1
h2
∑
(ρ,x,σ,x,θ),
(η,y,τ,y,ξ)∈I
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))ψρxσxθψηyτyξ(7.32)
=
2
h2
∑
(ρ,x,σ,x),
(η,y,τ,y)∈I0
J l2((ρ,x, σ, x,−1), (η,y, τ, y, 1))ψρxσxψηyτy
=
2
h2
∑
(ρ,x,σ,x),
(η,y,τ,y)∈I0
δσ,τJ
l
2((ρ,x, σ, x,−1), (η,y, τ, y, 1))ψρxσxψηyτy
=
2
h2
∑
(ρ,x,σ,x),
(η,y,τ,y)∈I0
δσ,τ(−1)nβ(x−y)
· J l2((ρ, rL(x− y), ↑, rβ(x− y),−1), (η, 0, ↑, 0, 1))ψρxσxψηyτy.
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It follows from (7.24) that
1
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)W l(ω,k)(ρ, η)
= (−1)nβ(x−y)2J l2((ρ, rL(x− y), ↑, rβ(x− y),−1), (η, 0, ↑, 0, 1)).
By combining this equality with (7.32) we obtain the claimed equality.
(2): By the invariance with S, Q defined in (7.20),
J l(U)2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
= (−1)1θ=−1+1ξ=−1+1x 6=0+1y 6=0
· J l(U)2((ρ,x, σ, rβ(−x),−θ), (η,y, τ, rβ(−y),−ξ)),
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
By using this equality, (7.31) and the anti-symmetry of the kernel we
have that
W l(U)(−ω,k)(η, ρ)
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉e−iωxJ l(U)2((η,x, ↑, x,−1), (ρ, 0, ↑, 0, 1))
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉e−iωx(−1)1+1x 6=0
· J l(U)2((η,x, ↑, rβ(−x), 1), (ρ, 0, ↑, 0,−1))
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉e−iωx(−1)
· J l(U)2((η, 0, ↑, 0, 1), (ρ, rL(−x), ↑, x,−1))
=W l(U)(ω,k)(ρ, η),
which is (7.25).
By the invariance with S, Q defined in (7.21),
J l(U)2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
= (−1)1ρ∈{1,4}+1η∈{1,4}J l(U)2((ρ,x, σ, x,−θ), (η,y, τ, y,−ξ)),
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(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
It follows from this equality, (7.31) and anti-symmetry that
(−1)1ρ∈{1,4}+1η∈{1,4}+1W l(U)(ω,k)(η, ρ)
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉eiωx(−1)1ρ∈{1,4}+1η∈{1,4}+1
· J l(U)2((η,x, ↑, x,−1), (ρ, 0, ↑, 0, 1))
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉eiωx(−1)J l(U)2((η,x, ↑, x, 1), (ρ, 0, ↑, 0,−1))
=
2
h
∑
(x,x)∈Γ×[0,β)h
ei〈k,x〉eiωx(−1)nβ(−x)
· J l(U)2((ρ, rL(−x), ↑, rβ(−x),−1), (η, 0, ↑, 0, 1))
=W l(U)(ω,k)(ρ, η),
which is (7.26).
By the invariance with S, Q defined in (7.19),
J l2((ρ,x, σ, x, θ), (η,y, τ, y, ξ))
= J l2((ρ, rL(−x− e(ρ)), σ, x, θ), (η, rL(−y− e(η)), τ, y, ξ)),
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
By using this equality and (7.31) we can derive that
ei〈e(ρ)−e(η),k〉W l(ω,−k)(ρ, η)
=
2
h
∑
(x,x)∈Γ×[0,β)h
e−i〈k,−x−e(ρ)+e(η)〉e−iωx
· J l2((ρ, rL(−x− e(ρ)), ↑, x,−1), (η, rL(−e(η)), ↑, 0, 1))
=W l(ω,k)(ρ, η),
which is (7.27).
(3): Take any ρ, η ∈ B satisfying ρ, η ∈ {1, 4} or ρ, η ∈ {2, 3}. Since
(−1)1ρ∈{1,4}+1η∈{1,4}+1 = −1,
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the equalities (7.25), (7.26) yield that
W l(ω,k)(ρ, η) +W l(−ω,k)(ρ, η) = 0, (∀(ω,k) ∈M× (2π/L)Z2).
Especially,
W l
(
π
β
,k
)
(ρ, η) +W l
(
−π
β
,k
)
(ρ, η) = 0, (∀k ∈ (2π/L)Z2).
Using this equality, we have that
|W l(ω,k)(ρ, η)| ≤ 1
2
∣∣∣∣W l(ω,k)(ρ, η)−W l (πβ ,k
)
(ρ, η)
∣∣∣∣(7.33)
+
1
2
∣∣∣∣W l(ω,k)(ρ, η)−W l (−πβ ,k
)
(ρ, η)
∣∣∣∣
≤
(
|ω|+ c
β
)
sup
(ω,k)∈M× 2piL Z2
|D0W l(ω,k)(ρ, η)|.
On the other hand, let us fix ρ, η ∈ B satisfying ρ ∈ {1, 4} and η ∈
{2, 3}, or ρ ∈ {2, 3} and η ∈ {1, 4}. First, consider the case that L ∈ 2N.
Since (π, π) ∈ (2π/L)Z2 in this case, the equality (7.27) ensures that
W l(ω, (π, π))(ρ, η) = 0. We deduce from this equality that
|W l(ω,k)(ρ, η)| ≤ |W l(ω,k)(ρ, η)−W l(ω, (π, k2))(ρ, η)|(7.34)
+ |W l(ω, (π, k2))(ρ, η)−W l(ω, (π, π))(ρ, η)|
≤
2∑
j=1
|kj − π| sup
(ω,k)∈M× 2piL Z2
|DjW l(ω,k)(ρ, η)|.
Next, let us assume that L /∈ 2N. In this case, π − π/L, π + π/L ∈
(2π/L)Z. Therefore, it follows from the equality (7.27) that∣∣∣∣W l (ω,(π + πL, π + πL
))
(ρ, η) +W l
(
ω,
(
π − π
L
, π − π
L
))
(ρ, η)
∣∣∣∣
≤ |ei piL − 1|
∣∣∣∣W l (ω,(π − πL, π − πL
))
(ρ, η)
∣∣∣∣ .
Substituting this inequality, we see that
|W l(ω,k)(ρ, η)|(7.35)
183
≤ 1
2
∑
δ∈{1,−1}
( ∣∣∣∣W l(ω,k)(ρ, η)−W l (ω,(π + δπL , k2
))
(ρ, η)
∣∣∣∣
+
∣∣∣∣∣W l
(
ω,
(
π +
δπ
L
, k2
))
(ρ, η)
−W l
(
ω,
(
π +
δπ
L
, π +
δπ
L
))
(ρ, η)
∣∣∣∣∣
)
+
1
2
∣∣∣∣∣∣
∑
δ∈{1,−1}
W l
(
ω,
(
π +
δπ
L
, π +
δπ
L
))
(ρ, η)
∣∣∣∣∣∣
≤
2∑
j=1
(
|kj − π| + c
L
)
sup
(ω,k)∈M× 2piL Z2
|DjW l(ω,k)(ρ, η)|
+
c
L
sup
(ω,k)∈M× 2piL Z2
|W l(ω,k)(ρ, η)|.
The inequalities (7.33), (7.34), (7.35) lead to
|W l(ω,k)(ρ, η)| ≤
(
|ω|+
2∑
m=1
|km − π| + c
β
+
c
L
)
(7.36)
·
(
sup
j∈{0,1,2}
sup
(ω,k)∈M× 2piL Z2
|DjW l(ω,k)(ρ, η)|
+ sup
(ω,k)∈M× 2piL Z2
|W l(ω,k)(ρ, η)|
)
,
(∀(ω,k) ∈M× (2π/L)Z2, ρ, η ∈ B).
We can see from the definition of W l(·) and (7.14) that
|W l(ω,k)(ρ, η)| ≤ 2‖J l2‖l,0 ≤ 2c−1IRM
3
2 lα−2,
|DjW l(ω,k)(ρ, η)| ≤ 2‖J l2‖l,1 ≤ 2c−1IRM
1
2 lα−2, (∀j ∈ {0, 1, 2}).
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By combining these inequalities with (7.36) we obtain the inequality
claimed in (3). 
For later use we define an extension of the function W l(·) with con-
tinuous variables. For this purpose we need a few more notations. For
any x ∈ [0, β) let
r′β(x) :=
{
x if x ∈ [0, β/2),
x− β if x ∈ [β/2, β).
For any x ∈ [0, L) let
sL(x) :=
{
x if x ∈ [0, L/2),
x− L if x ∈ [L/2, L).
Then, for any (x1, x2) ∈ [0, L)2 let r′L((x1, x2)) := (sL(x1), sL(x2)). With
these notations, set
Ŵ l(ω,k)(ρ, η) :=
2
h
∑
(x,x)∈Γ×[0,β)h
e−i〈k,r
′
L(x)〉e−iωr
′
β(x)(−1)nβ(r′β(x))(7.37)
· J l2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)),
(∀(ω,k) ∈ R3, ρ, η ∈ B).
Note that
Ŵ l(ω,k) =W l(ω,k), (∀(ω,k) ∈M× (2π/L)Z2),(7.38)
Let us establish various inequalities involving this function in Lemma
7.8, Lemma 7.9, Lemma 7.10 and Lemma 7.11 below, step by step.
Lemma 7.8. Assume that
1
L
≤ 1
β
≤MIRMNβ+1.(7.39)
Then, there exists a constant c ∈ R>0 independent of any parameter
such that the following inequalities hold for any l ∈ {0,−1, · · · , Nβ},
j ∈ {0,−1, · · · , l}.
(1)
‖Ŵ j(ω,k)‖4×4 ≤ c · c−1IRf−
1
2
t M
1
2 j+l+1α−2,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0).
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(2) ∥∥∥∥( ∂∂ki
)n
Ŵ j(ω,k)
∥∥∥∥
4×4
≤ c · c−1IRM
3
2 jα−2(cw(j)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N ∪ {0}).
Proof. (1): Take any (ω,k) ∈ R3 satisfying χl(ω,k) 6= 0. By periodicity
we may assume that k ∈ [0, 2π)2 without losing generality. Let ωˆ ∈M,
kˆ = (kˆ1, kˆ2) ∈ (2π/L)Z2 be such that ω ∈ [ωˆ, ωˆ + 2π/β), k ∈ [kˆ1, kˆ1 +
2π/L)× [kˆ2, kˆ2 + 2π/L). It follows from (7.14) that
|Ŵ j(ω,k)(ρ, η)−W j(ωˆ, kˆ)(ρ, η)|
(7.40)
≤ 2
h
∑
(x,x)∈Γ×[0,β)h
(|eiωr′β(x) − eiωˆr′β(x)|+ |ei〈k,r′L(x)〉 − ei〈kˆ,r′L(x)〉|)
· |J j2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|
≤ c
h
∑
(x,x)∈Γ×[0,β)h
(
|ω − ωˆ|(1x<β2 |x|+ 1x≥β2 |x− β|)
+
2∑
m=1
|km − kˆm|(1xm<L2 |xm|+ 1xm≥L2 |xm − L|)
)
· |J j2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|
≤ c
h
∑
(x,x)∈Γ×[0,β)h
(
1
β
d0((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))
+
1
L
2∑
m=1
dm((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))
)
· |J j2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|
≤ c
(
1
β
+
1
L
)
‖J j2‖j,1 ≤ c
(
1
β
+
1
L
)
c−1IRM
1
2 jα−2.
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By Lemma 7.3 and the inequality ft ≤ 1,
|ωˆ|+
2∑
m=1
|kˆm − π| ≤ c
(
1
β
+
1
L
+ f
− 12
t M
l+1
)
.
We can combine this inequality with Lemma 7.6 (3), (7.39) and (7.40)
to deduce that
‖Ŵ j(ω,k)‖4×4 ≤ ‖Ŵ j(ω,k)−W j(ωˆ, kˆ)‖4×4 + ‖W j(ωˆ, kˆ)‖4×4
≤ c · c−1IR
(
|ωˆ|+
2∑
m=1
|kˆm − π| + 1
β
+
1
L
)
M
1
2 jα−2
≤ c · c−1IRf−
1
2
t M
1
2 j+l+1α−2.
(2): By (7.14) and the inequality
|r′β(x)| ≤
π
2
|d0((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|, (∀x ∈ [0, β)h),
we have that∥∥∥∥( ∂∂ω
)n
Ŵ j(ω,k)
∥∥∥∥
4×4
≤ 2
(
π
2
)n
w(j)−n(2n)!‖J j2‖j,0
≤ cn+1w(j)−n(n!)2c−1IRM
3
2 jα−2, (∀n ∈ N ∪ {0}).
Since
|sL(xi)| ≤ π
2
|di((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|, (∀i ∈ {1, 2}, (x1, x2) ∈ Γ),
the upper bound on ‖(∂/∂ki)nŴ j(ω,k)‖4×4 (i ∈ {1, 2}) can be obtained
in the same way. 
Lemma 7.9. Assume that (4.2) holds. Then, there exists a constant
c ∈ R>0 independent of any parameter such that the following inequality
holds true for any j ∈ {0,−1, · · · , Nβ1}, (J j(β1)(ψ), J j(β2)(ψ)) ∈ S˜(j).∥∥∥∥( ∂∂ki
)n
(Ŵ j(β1)(ω,k)− Ŵ j(β2)(ω,k))
∥∥∥∥
4×4
≤ cβ− 121 c−1IRM
1
2 jα−2(cw(j)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N ∪ {0}).
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Proof. Note that for any a ∈ {1, 2},
Ŵ j(βa)(ω,k)(ρ, η)
=
2
h
∑
(x,x)∈Γ×[0,βa)h
e−i〈k,r
′
L(x)〉(1
x∈[0,β14 )
e−iωx + 1
x∈[β14 ,βa2 )
e−iωx
− 1
x∈[βa2 ,βa−
β1
4 )
e−iω(x−βa) − 1
x∈[βa−β14 ,βa)
e−iω(x−βa)
)
· J j2(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))
=
2
h
∑
x∈Γ
∑
x∈[−β14 ,
β1
4 )h
e−i〈k,r
′
L(x)〉
· (1
x∈[0,β14 )
e−iωxJ j2(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)
)
− 1
x∈[−β14 ,0)
e−iωxJ j2(βa)((ρ,x, ↑, x+ βa,−1), (η, 0, ↑, 0, 1)))
+
2
h
∑
(x,x)∈Γ×[0,βa)h
e−i〈k,r
′
L(x)〉(1
x∈[β14 ,βa2 )
e−iωx − 1
x∈[βa2 ,βa−
β1
4 )
e−iω(x−βa)
)
· J j2(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)).
Thus,∣∣∣∣∣
2∏
i=0
(
∂
∂ki
)ni
(Ŵ j(β1)(ω,k)(ρ, η)− Ŵ j(β2)(ω,k)(ρ, η))
∣∣∣∣∣
≤ 2
h
∑
x∈Γ
∑
x∈[−β14 ,
β1
4 )h
|x|n0|sL(x1)|n1|sL(x2)|n2
· |J j2(β1)(Rβ1((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)))
− J j2(β2)(Rβ2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)))|
+
2
h
2∑
a=1
∑
(x,x)∈Γ×[0,βa)h
(
1
x∈[β14 ,βa2 )
|x|n0 + 1
x∈[βa2 ,βa−
β1
4 )
|x− βa|n0
)
· |sL(x1)|n1|sL(x2)|n2|J j2(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|
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≤ 2
h
∑
x∈Γ
∑
x∈[−β14 ,
β1
4 )h
(
π
2
)n1+n2 2∏
i=0
|dˆi((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|ni
· |J j2(β1)(Rβ1((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)))
− J j2(β2)(Rβ2((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1)))|
+
2
h
2∑
a=1
∑
(x,x)∈Γ×[0,βa)h
(
π
2
)n1+n2
·
(
1
x∈[β14 ,βa2 )
|x|n0
|d0(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|n0+1
+ 1
x∈[βa2 ,βa−
β1
4 )
|x− βa|n0
|d0(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|n0+1
)
· |d0(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|
·
2∏
i=0
|di((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|ni
· |J j2(βa)((ρ,x, ↑, x,−1), (η, 0, ↑, 0, 1))|.
Moreover, substitution of (7.14), (7.23) gives∥∥∥∥( ∂∂ki
)n
(Ŵ j(β1)(ω,k)− Ŵ j(β2)(ω,k))
∥∥∥∥
4×4
≤ cn+1w(j)−n(2n)!|J j2(β1)− J j2(β2)|j
+ cn+1β−11 w(j)
−n(2n)!
2∑
a=1
‖J j2(βa)‖j,1
≤ cβ− 121 c−1IRM
1
2 jα−2(cw(j)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N ∪ {0}).

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Lemma 7.10. Assume that (7.39) holds. Then, there exists a constant
c ∈ R>0 independent of any parameter such that the following inequalities
hold true for any l ∈ {0,−1, · · · , Nβ}.
(1) ∥∥∥∥∥∥
l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ c · c−1IRf−
1
2
t M
l+1α−2,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l}).
(2)∥∥∥∥∥∥(iωI4 − E(k))−1
l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ c · c−1IRf−
1
2
t Mα
−2,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l}).
(3)∥∥∥∥∥∥
(
∂
∂ki
)n l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ c · c−1IRM lα−2(cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N, l′ ∈ {0,−1, · · · , l}).
Proof. (1): It follows from Lemma 7.8 (1) and the assumption M >
√
2
that ∥∥∥∥∥∥
l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ c · c−1IRf−
1
2
t M
l+1α−2
l∑
j=0
M
1
2 j ≤ c · c−1IRf−
1
2
t M
l+1α−2,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l}).
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(2): By Lemma 7.2 (2), (7.10) and the inequality in (1),∥∥∥∥∥∥(iωI4 − E(k))−1
l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ ‖(iωI4 − E(k))−1‖4×4
∥∥∥∥∥∥
l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤ c · c−1IRf−
1
2
t Mα
−2,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l}).
(3): One can see from Lemma 7.4, Lemma 7.8 (2), w(j) = w(0)M j
and M >
√
2 that∥∥∥∥∥∥
(
∂
∂ki
)n l′∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k)
∥∥∥∥∥∥
4×4
≤
l′∑
j=0
n∑
m=0
(
n
m
) ∣∣∣∣( ∂∂ki
)m
χˆ≤j(ω,k)
∣∣∣∣
∥∥∥∥∥
(
∂
∂ki
)n−m
Ŵ j(ω,k)
∥∥∥∥∥
4×4
≤
l′∑
j=0
n∑
m=0
(
n
m
)
· (cw(j)−1)m(m!)2c · c−1IRM
3
2 jα−2(cw(j)−1)n−m((n−m)!)2
≤ c · c−1IRα−2(cw(0)−1)n
l∑
j=0
M
3
2 j−jn
n∑
m=0
(
n
m
)
(m!)2((n−m)!)2
≤ c · c−1IRα−2(cw(0)−1)n(n!)2M (1−n)l
l∑
j=0
M
1
2 j
≤ c · c−1IRM lα−2(cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N, l′ ∈ {0,−1, · · · , l}).

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Lemma 7.11. Assume that (4.2) holds. Then, there exists a constant
c ∈ R>0 independent of any parameter such that the following inequality
holds true for any l ∈ {0,−1, · · · , Nβ1} and (J j(β1)(ψ), J j(β2)(ψ)) ∈
S˜(j) (j = 0,−1, · · · , l).∥∥∥∥∥
(
∂
∂ki
)n( l∑
j=0
χˆ≤j(ω,k)Ŵ
j(β1)(ω,k)
−
l∑
j=0
χˆ≤j(ω,k)Ŵ
j(β2)(ω,k)
)∥∥∥∥∥
4×4
≤ cβ− 121 c−1IRα−2(cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N ∪ {0}).
Proof. By Lemma 7.4, Lemma 7.9 and the assumption M >
√
2,∥∥∥∥∥
(
∂
∂ki
)n( l∑
j=0
χˆ≤j(ω,k)Ŵ
j(β1)(ω,k)
−
l∑
j=0
χˆ≤j(ω,k)Ŵ
j(β2)(ω,k)
)∥∥∥∥∥
4×4
≤
l∑
j=0
n∑
m=0
(
n
m
) ∣∣∣∣( ∂∂ki
)m
χˆ≤j(ω,k)
∣∣∣∣
·
∥∥∥∥∥
(
∂
∂ki
)n−m
(Ŵ j(β1)(ω,k)− Ŵ j(β2)(ω,k))
∥∥∥∥∥
4×4
≤
l∑
j=0
n∑
m=0
(
n
m
)
(cw(j)−1)m(m!)2
· cβ− 121 c−1IRM
1
2 jα−2(cw(j)−1)n−m((n−m)!)2
≤ cβ− 121 c−1IRα−2(cw(l)−1)n(n!)2
l∑
j=0
M
1
2 j
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≤ cβ− 121 c−1IRα−2(cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, i ∈ {0, 1, 2}, n ∈ N ∪ {0}).

Assuming that l ∈ {0,−1, · · · , Nβ} and J j(ψ) ∈ S(j) (j = 0,−1, · · · ,
l), we can introduce a covariance which mimics a real covariance in the
IR integration at the lth scale. Set
El(ω,k) :=
l∑
j=0
χˆ≤j(ω,k)Ŵ
j(ω,k), ((ω,k) ∈ R3).(7.41)
By (7.12) and (7.38), if (ω,k) ∈M× Γ∗,
El(ω,k) =
l∑
j=0
χ≤j(ω,k)W
j(ω,k).(7.42)
Define the covariance Cl : I
2
0 → C by
Cl(ρxσx, ηyτy) :=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,k〉ei(x−y)ω(7.43)
· χl(ω,k)(iωI4 − E(k)− El(ω,k))−1(ρ, η).
In the rest of this subsection we mainly study properties of Cl. To
this end let us measure the support of the cut-off functions. Since
suppχl(·) ⊂ suppχ≤l(·) ⊂ supp χˆ≤l(·), it is sufficient to measure supp
χˆ≤l(·).
Lemma 7.12. Assume that (7.39) holds. Then, there exists a constant
c ∈ R>0 independent of any parameter such that the following statements
hold true for any l ∈ {0,−1, · · · , Nβ} and (ω′,k′) ∈ R3.
(1)
1
βL2
∑
ω∈M
∑
k∈Γ∗
1χˆ≤l(ω+ω′,k+k′) 6=0 ≤ cf−1t M 3IRM 3l+3.
(2) ∫ ∞
−∞
dω
1
L2
∑
k∈Γ∗
1χˆ≤l(ω,k+k′) 6=0 ≤ cf−1t M 3IRM 3l+3.
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(3)
1
L2
∑
k∈Γ∗
1χˆ≤l(ω′,k+k′) 6=0 ≤ cf−1t M 2IRM 2l+2.
Proof. All the claims are verified by Lemma 7.3, (7.39) and the inequal-
ity ft ≤ 1. 
Lemma 7.13. Assume that
h ≥ 1√
3
MUV , L ≥ β.
Then, there exists a constant c ∈ R>0 independent of any parameter such
that if
M ≥ c, α2 ≥ cM,
the following statements hold true for any l ∈ {0,−1, · · · , Nβ} and
J j(ψ) ∈ S(j) (j = 0,−1, · · · , l).
(1) If cIR ≥ f−1t holds, U 7→ Cl(U)(X) is continuous in D and ana-
lytic in D (∀X ∈ I20 ).
(2) There exists a constant c(M, cw) ∈ R≥1 depending only on M and
cw such that if cIR ≥ c(M, cw)f−1t holds,
| det(〈pi,qj〉CrCl(U)(Xi, Yj))1≤i,j≤n| ≤ (cIRM 2l)n,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n),U ∈ D),
‖C˜l(U)‖l−1,r ≤ cIRM−l−rl, (∀r ∈ {0, 1},U ∈ D).
(3)
C˜l(U)(X) = e
iQ2(S2(X))C˜l(U)(S2(X)), (∀X ∈ I2,U ∈ D),
for S : I → I, Q : I → R defined by (7.15), (7.16), (7.17), (7.18),
(7.19) respectively.
(4)
C˜l(U)(X) = e
−iQ2(S2(X))C˜l(U)(S2(X)), (∀X ∈ I2,U ∈ D),
for S : I → I, Q : I → R defined by (7.20), (7.21) respectively.
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In (2), (3), (4), C˜l : I
2 → C is the anti-symmetric extension of Cl
defined as in (3.2).
Proof. Note that if Cl(X) = 0 (∀X ∈ I20), all the claims trivially hold
true. If Cl(X) 6= 0 for some X ∈ I20 , there exists (ω,k) ∈ M× Γ∗ such
that χ≤0(ω,k) 6= 0. Thus, by Lemma 7.5 we can always assume that
1/β ≤ MIRMNβ+1 during the proof. Combined with the assumption
L ≥ β, this means that (7.39) holds and thus we can refer to the results
of Lemma 7.10 and Lemma 7.12. In the following we prove (1), (3), (4)
first and (2) in the end.
(1): Assume that α2 ≥ 2cM with the constant c appearing in the
right-hand side of the inequality in Lemma 7.10 (2). Since c−1IR ≤ ft and
ft ≤ 1 by assumption,
‖(iωI4 − E(k))−1El′(U)(ω,k)‖4×4 ≤ 1
2
ft · f−
1
2
t ≤
1
2
,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l},U ∈ D).
Therefore, by Lemma 7.2 (2) and (7.10),
‖(iωI4 − E(k)− El′(U)(ω,k))−1‖4×4
(7.44)
≤
∞∑
n=0
‖(iωI4 − E(k))−1El′(U)(ω,k)‖n4×4‖(iωI4 − E(k))−1‖4×4
≤ 2
(
π√
6
MIRM
l
)−1
≤ M−l,
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, l′ ∈ {0,−1, · · · , l},U ∈ D).
This implies the well-definedness of Cl. Since U 7→ El(U)(ω,k) is con-
tinuous in D and analytic in D for any (ω,k) ∈ R3 by definition, so is
the function U 7→ Cl(U)(X) for any X ∈ I20 .
(3): For any S : I → I, Q : I → R defined in (7.15), (7.16), (7.17),
the claimed equality clearly holds.
For S : I → I, Q : I → R defined in (7.18) with z ∈ Z2, s ∈ (1/h)Z,
eiQ2(S2((ρ,x,σ,x,θ),(η,y,τ,y,ξ)))C˜l(S2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)))
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= (−1)nβ(x+s)+nβ(y+s)
· C˜l((ρ, rL(x+ z), σ, rβ(x+ s), θ), (η, rL(y + z), τ, rβ(y + s), ξ))
= C˜l((ρ,x, σ, x, θ), (η,y, τ, y, ξ)), (∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I).
To prove the invariance with S : I → I, Q : I → R defined in
(7.19), let us define the map Z : (2π/L)Z2 → Mat(4,C) by Z(k)(ρ, η) :=
ei〈e(ρ),k〉δρ,η, (∀k ∈ (2π/L)Z2, ρ, η ∈ B). By (7.1) and (7.27),
Z(k)∗(E(k) + El(ω,k))Z(k) = E(−k) + El(ω,−k),
(∀(ω,k) ∈M× (2π/L)Z2).
Therefore,
Cl((ρ, rL(−x− e(ρ)), σ, x), (η, rL(−y − e(η)), τ, y))
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈−x−e(ρ)−(−y−e(η)),k〉ei(x−y)ω
· χl(ω,k)(iωI4 − E(k)− El(ω,k))−1(ρ, η)
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈−x+y,k〉ei(x−y)ω
· χl(ω,k)(Z(k)∗(iωI4 − E(k)− El(ω,k))Z(k))−1(ρ, η)
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,−k〉ei(x−y)ω
· χl(ω,−k)(iωI4 − E(−k)− El(ω,−k))−1(ρ, η)
= Cl((ρ,x, σ, x), (η,y, τ, y)), (∀(ρ,x, σ, x), (η,y, τ, y) ∈ I0).
This implies the claimed invariance.
(4): It follows from definition and (7.25) that
E(k)(ρ, η) = E(k)(η, ρ), El(U)(−ω,k)(ρ, η) = El(U)(ω,k)(η, ρ),
(7.45)
(∀(ω,k) ∈M× (2π/L)Z2, ρ, η ∈ B,U ∈ D).
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Recall that for any (X, θ), (Y, ξ) ∈ I,
C˜l(U)((X, θ), (Y, ξ))
=
1
2
(1(θ,ξ)=(1,−1)Cl(U)(X, Y )− 1(θ,ξ)=(−1,1)Cl(U)(Y,X)).
For S : I → I, Q : I → R defined in (7.20),
e−iQ2(S2((ρ,x,σ,x,θ),(η,y,τ,y,ξ)))C˜l(U)(S2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)))
(7.46)
= e−iπ(1θ=−1+1ξ=−1+1x 6=0+1y 6=0)
· C˜l(U)((ρ,x, σ, rβ(−x),−θ), (η,y, τ, rβ(−y),−ξ))
=
1
2
(−1)1x 6=0+1y 6=0
(
1(θ,ξ)=(1,−1)Cl(U)((η,y, τ, rβ(−y)), (ρ,x, σ, rβ(−x)))
− 1(ξ,θ)=(1,−1)Cl(U)((ρ,x, σ, rβ(−x)), (η,y, τ, rβ(−y)))
)
.
Note that
(−1)1x 6=0+1y 6=0Cl(U)((ρ,x, σ, rβ(−x)), (η,y, τ, rβ(−y)))(7.47)
= (−1)1x 6=0+1y 6=0 δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
e−i〈x−y,k〉e−i(rβ(−x)−rβ(−y))ω
· χl(ω,k)
(
− iωI4 − E(k)− El(U)(ω,k)
)−1
(ρ, η)
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈y−x,k〉ei(y−x)ω
· χl(ω,k)
(
iωI4 − E(k)− El(U)(−ω,k)
)−1
(ρ, η)
= Cl(U)((η,y, τ, y), (ρ,x, σ, x)),
where we used (7.45). By substituting (7.47) into (7.46) we obtain the
claimed equality with S : I → I, Q : I → R defined in (7.20).
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For S : I → I, Q : I → R defined in (7.21),
e−iQ2(S2((ρ,x,σ,x,θ),(η,y,τ,y,ξ)))C˜l(U)(S2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)))
(7.48)
=
1
2
(−1)1ρ∈{1,4}+1η∈{1,4}+1
(
1(θ,ξ)=(1,−1)Cl(U)((η,y, τ, y), (ρ,x, σ, x))
− 1(ξ,θ)=(1,−1)Cl(U)((ρ,x, σ, x), (η,y, τ, y))
)
.
Let us define Y ∈ Mat(4,C) by
Y (ρ, η) := (−1)1ρ∈{1,4}δρ,η, (ρ, η ∈ B).(7.49)
We can see from definition and (7.26) that
Y (E(k)∗ + El(U)(ω,k)
∗)Y = −(E(k) + El(U)(ω,k)),
(∀(ω,k) ∈M× (2π/L)Z2,U ∈ D).
Using this inequality, we observe that
(−1)1ρ∈{1,4}+1η∈{1,4}+1Cl(U)((ρ,x, σ, x), (η,y, τ, y))(7.50)
= (−1)1ρ∈{1,4}+1η∈{1,4}+1 δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
e−i〈x−y,k〉e−i(x−y)ω
· χl(ω,k)
(
− iωI4 − E(k)− El(U)(ω,k)
)−1
(ρ, η)
= (−1)1ρ∈{1,4}+1η∈{1,4}+1 δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈y−x,k〉ei(y−x)ω
· χl(ω,k)(−iωI4 − E(k)∗ − El(U)(ω,k)∗)−1(η, ρ)
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈y−x,k〉ei(y−x)ω
· χl(ω,k)(iωI4 + Y (E(k)∗ + El(U)(ω,k)∗)Y )−1(η, ρ)
= Cl(U)((η,y, τ, y), (ρ,x, σ, x)).
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By combining (7.50) with (7.48) we obtain the claimed equality with
S : I → I, Q : I → R defined in (7.21).
(2): Recall the definition of the Hilbert space H given in the proof
of Lemma 2.4. For any (ρ,x, σ, x) ∈ I0 let us define the vectors ulρxσx,
vlρxσx ∈ H by
ulρxσx(η,k, τ, ω) := δρ,ηδσ,τe
−i〈x,k〉e−ixωχl(ω,k)
1
2 ,
vlρxσx(η,k, τ, ω)
:= δσ,τe
−i〈x,k〉e−ixωχl(ω,k)
1
2 (iωI4 − E(k)− El(ω,k))−1(η, ρ),
(∀(η,k, τ, ω) ∈ B × Γ∗ × {↑, ↓} ×Mh).
It follows that Cl(X, Y ) = 〈ulX, vlY 〉H (∀X, Y ∈ I0). Using Lemma 7.12
(1) and (7.44), we can derive that
‖ulX‖H ≤ c(M)f−
1
2
t M
3
2 l, ‖vlX‖H ≤ c(M)f−
1
2
t M
1
2 l, (∀X ∈ I0).
Therefore, the standard argument based on Gram’s inequality concludes
that for any r, n ∈ N, pj,qj ∈ Cr with ‖pj‖Cr , ‖qj‖Cr ≤ 1, Xj, Yj ∈ I0
(j = 1, 2, · · · , n),
| det(〈pi,qj〉CrCl(Xi, Yj))1≤i,j≤n| ≤ (c(M)f−1t M 2l)n.(7.51)
On the assumption cIR ≥ c(M)f−1t we obtain the claimed determinant
bound.
Next let us prove the claimed upper bound on ‖C˜l‖l−1,r. By assump-
tion, πh ≥ (π/√3)MUV . Since χl(ω,k) = 0 if |ω| ≥ (π/
√
3)MUV , we can
replace Mh by M inside Cl. Then, by using the periodicity with k we
can justify the following transformation.
(
β
2π
)n0
(e−i(x−y)
2pi
β − 1)n0
2∏
j=1
((
L
2π
)nj
(e−i(xj−yj)
2pi
L − 1)nj
)(7.52)
· Cl(·xσx, ·yτy)
=
δσ,τ
βL2
∑
(ω,k)∈M×Γ∗
ei〈x−y,k〉ei(x−y)ω
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·
2∏
j=0
Dnjj (χl(ω,k)(iωI4 − E(k)− El(ω,k))−1)
=
δσ,τ
βL2
∑
(ω,k)∈M×Γ∗
ei〈x−y,k〉ei(x−y)ω
·
n0∏
j0=1
(
β
2π
∫ 2pi
β
0
dωj0
)
n1∏
j1=1
(
L
2π
∫ 2pi
L
0
dp1,j1
)
n2∏
j2=1
(
L
2π
∫ 2pi
L
0
dp2,j2
)
·
(
∂
∂ω′
)n0 2∏
q=1
(
∂
∂k′q
)nq
(χl(ω
′,k′)(iω′I4 − E(k′)− El(ω′,k′))−1)
·
∣∣∣
ω′=ω+
∑n0
j0=1
ωj0 ,k
′=k+
∑n1
j1=1
p1,j1e1+
∑n2
j2=1
p2,j2e2
.
Note that by Lemma 7.2 (1), the definition of w(l) and the fact cw ≤ 1,∥∥∥∥( ∂∂kj
)n
(iωI4 − E(k))
∥∥∥∥
4×4
≤ cM l−2(w(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, j ∈ {0, 1, 2}, n ∈ N).
Thus, by Lemma 7.10 (3) and the inequality cIR ≥ 1,∥∥∥∥( ∂∂kj
)n
(iωI4 − E(k)− El′(ω,k))
∥∥∥∥
4×4
(7.53)
≤ (cM−2 + cα−2)M l(cw(l)−1)n(n!)2,
(∀(ω,k) ∈ R3, j ∈ {0, 1, 2}, n ∈ N, l′ ∈ {0,−1, · · · , l}).
By (7.44), (7.53) and the assumption α,M ≥ c we can apply Lemma
C.3 to deduce that
∥∥∥∥( ∂∂kj
)n
(iωI4 − E(k)− El′(ω,k))−1
∥∥∥∥
4×4
≤ cM−l(cw(l)−1)n(n!)2,
(7.54)
(∀(ω,k) ∈ R3 satisfying χl(ω,k) 6= 0, j ∈ {0, 1, 2}, n ∈ N ∪ {0},
l′ ∈ {0,−1, · · · , l}).
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Lemma 7.4 and (7.54) yield
∥∥∥∥( ∂∂kj
)n
(χl(ω,k)(iωI4 − E(k)− El(ω,k))−1)
∥∥∥∥
4×4
(7.55)
≤ cM−l(cw(l)−1)n(n!)2, (∀(ω,k) ∈ R3, j ∈ {0, 1, 2}, n ∈ N ∪ {0}).
It follows from Lemma 7.12 (1), (7.52) and (7.55) that
|dj(X)nC˜l(X)| ≤ c(M)f−1t M 2l(cw(l)−1)n(n!)2,
which is also true for n = 0 by (7.51). Therefore, we reach
|C˜l(X)| ≤ c(M)f−1t M 2le−
∑2
j=0(cw(l)dj(X))
1/2
, (∀X ∈ I2).(7.56)
By the equality w(l−1) = w(l)M−1 and the assumptionM ≥ c we have
|e
∑2
j=0(w(l−1)dj(X))1/2C˜l(X)| ≤ c(M)f−1t M 2le−
∑2
j=0(cw(l)dj(X))
1/2
,
which implies that
‖C˜l‖l−1,r ≤ c(M)f−1t M 2lw(l)−3−r ≤ c(M, cw)f−1t M−l−rl.
Thus, if cIR ≥ c(M, cw)f−1t , we obtain the claimed upper bound. 
Lemma 7.14. Assume that (4.2) holds and
h ≥ 1√
3
MUV , L ≥ β2.
Then, there exists a constant c ∈ R>0 independent of any parameter such
that if
M ≥ c, α2 ≥ cM,
the following statement holds true for any l ∈ {0,−1, · · · , Nβ1} and
(J j(β1)(ψ), J
j(β2)(ψ)) ∈ S˜(j) (j = 0,−1, · · · , l).
There exists a constant c(M, cw) ∈ R≥1 depending only on M , cw such
that if cIR ≥ c(M, cw)f−1t holds,
| det(〈pi,qj〉CrCl(U)(β1)(Rβ1(Xi, Yj)))1≤i,j≤n(7.57)
− det(〈pi,qj〉CrCl(U)(β2)(Rβ2(Xi, Yj)))1≤i,j≤n|
≤ β− 121 M−l(cIRM 2l)n,
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(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n),U ∈ D),
|C˜l(U)(β1)− C˜l(U)(β2)|l−1 ≤ β−
1
2
1 cIRM
−2l, (∀U ∈ D).(7.58)
Proof. For any (ρ,x, σ, x), (η,y, τ, y) ∈ Iˆ0, a ∈ {1, 2}, set
Cont,l(βa)(ρxσx, ηyτy)
:= (−1)nβa(x)+nβa(y) δσ,τ
2πL2
∑
k∈Γ∗
∫ πh
−πh
dωei〈x−y,k〉ei(x−y)ω
· χl(ω,k)(iwI4 − E(k)− El(βa)(ω,k))−1(ρ, η),
Since L ≥ β2 ≥ β1 ≥ 1 >
√
3M−1IR , it follows from the definition of Nβ
that 1/L ≤ 1/βa ≤ MIRMNβa+1 (∀a ∈ {1, 2}). This means that the
condition (7.39) holds for β1 and β2. Thus, we can use the results of
Lemma 7.12 for β1 and β2. Note that
Cont,l(βa)(·xσx, ·yτy)− Cl(βa)(·xσrβa(x), ·yτrβa(y))
= (−1)nβa(x)+nβa(y) δσ,τ
2πL2
∑
k∈Γ∗
ei〈x−y,k〉
·
βah
2 −1∑
m=0
(∫ 2pi
βa
(m+1)+ piβa
2pi
βa
m+ piβa
dω
∫ ω
2pi
βa
m+ piβa
du+
∫ − 2piβam− piβa
− 2piβa (m+1)−
pi
βa
dω
∫ ω
− 2piβam−
pi
βa
du
)
· ∂
∂u
(
ei(x−y)uχl(u,k)(iuI4− E(k)− El(βa)(u,k))−1
)
+ (−1)nβa(x)+nβa(y) δσ,τ
2πL2
∑
k∈Γ∗
ei〈x−y,k〉
·
(∫ pi
βa
− piβa
dω −
∫ πh+ piβa
πh
dω −
∫ −πh
−πh− piβa
dω
)
· ei(x−y)ωχl(ω,k)(iωI4 − E(k)− El(βa)(ω,k))−1.
By Lemma 7.12 (2), (3) and (7.55) we see that
‖Cont,l(βa)(·xσx, ·yτy)− Cl(βa)(·xσrβa(x), ·yτrβa(y))‖4×4(7.59)
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≤ 1
βaL2
∑
k∈Γ∗
(∫ πh+ piβa
pi
βa
dω +
∫ − piβa
−πh− piβa
dω
)
·
(
|x− y|χl(ω,k)‖(iωI4 − E(k)− El(βa)(ω,k))−1‖4×4
+
∥∥∥∥ ∂∂ω (χl(ω,k)(iωI4 − E(k)− El(βa)(ω,k))−1)
∥∥∥∥
4×4
)
+
1
L2
∑
k∈Γ∗
(∫ pi
βa
− piβa
dω +
∫ πh+ piβa
πh
dω +
∫ −πh
−πh− piβa
dω
)
· χl(ω,k)‖(iωI4 − E(k)− El(βa)(ω,k))−1‖4×4
≤ 1
β1
c(M, cw)f
−1
t (|x− y|M 2l +M l).
Since πh ≥ (π/√3)MUV , we can replace the integral over [−πh, πh]
inside Cont,l(βa) by the integral over (−∞,∞). Then, the integration by
parts with ω and the periodicity with k yield
(x− y)n0
2∏
j=1
((
L
2π
)nj
(e−i(xj−yj)
2pi
L − 1)nj
)
Cont,l(βa)(·xσx, ·yτy)
= (−1)nβa(x)+nβa(y) δσ,τ
2πL2
∑
k∈Γ∗
∫ ∞
−∞
dωei〈x−y,k〉ei(x−y)ω
· in0
n1∏
j1=1
(
L
2π
∫ 2pi
L
0
dp1,j1
)
n2∏
j2=1
(
L
2π
∫ 2pi
L
0
dp2,j2
)
·
(
∂
∂ω
)n0 2∏
q=1
(
∂
∂k′q
)nq (
χl(ω,k
′)(iωI4 − E(k′)− El(βa)(ω,k′))−1
)
·
∣∣∣∣∣
k′=k+
∑n1
j1=1
p1,j1e1+
∑n2
j2=1
p2,j2e2
.
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It follows from Lemma 7.12 (2), (7.55) and this equality that∣∣∣dˆj(X)nC˜ont,l(βa)(X)∣∣∣ ≤ c(M)f−1t M 2l(cw(l)−1)n(n!)2,
(∀X ∈ Iˆ2, j ∈ {0, 1, 2}, n ∈ N ∪ {0}),
where
C˜ont,l(βa)(Xθ, Y ξ)
:=
1
2
(
1(θ,ξ)=(1,−1)Cont,l(βa)(X, Y )− 1(ξ,θ)=(1,−1)Cont,l(βa)(Y,X)
)
,
(∀X, Y ∈ Iˆ0, θ, ξ ∈ {1,−1}).
This leads to∣∣∣C˜ont,l(βa)(X)∣∣∣ ≤ c(M)f−1t M 2le−∑2j=0(cw(l)dˆj(X))1/2,
(∀X ∈ Iˆ2, a ∈ {1, 2}).
By combining this inequality with (7.56) and using the inequality
dj(Rβa(X)) ≥
2
π
dˆj(X), (∀X ∈ Iˆ2, j ∈ {0, 1, 2}),
we obtain
∣∣∣C˜ont,l(βa)(X)− C˜l(βa)(Rβa(X))∣∣∣ ≤ c(M)f−1t M 2le−∑2j=0(cw(l)dˆj(X))1/2,
(7.60)
(∀X ∈ Iˆ2, a ∈ {1, 2}).
It follows from (7.59), (7.60) that
∣∣∣C˜ont,l(βa)(X)− C˜l(βa)(Rβa(X))∣∣∣
(7.61)
≤ β− 121 c(M, cw)f−1t (M
1
2 lw(l)
1
2 dˆ0(X)
1
2 +M
1
2 l)M le−
∑2
j=0(cw(l)dˆj(X))
1/2
≤ β− 121 c(M, cw)f−1t M
3
2 le−
∑2
j=0(cw(l)dˆj(X))
1/2
, (∀X ∈ Iˆ2, a ∈ {1, 2}).
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On the other hand, note that
(x− y)n0
2∏
j=1
(
L
2π
(e−i(xj−yj)
2pi
L − 1)
)nj(7.62)
· (Cont,l(β1)(·xσx, ·yτy)− Cont,l(β2)(·xσx, ·yτy))
= (−1)nβ1(x)+nβ1(y) δσ,τ
2πL2
∑
k∈Γ∗
ei〈x−y,k〉
(∫ ∞
pi
β1
dω +
∫ − piβ1
−∞
dω
)
ei(x−y)ωin0
·
n1∏
j1=1
(
L
2π
∫ 2pi
L
0
dp1,j1
)
n2∏
j2=1
(
L
2π
∫ 2pi
L
0
dp2,j2
)(
∂
∂ω
)n0 2∏
q=1
(
∂
∂k′q
)nq
· χl(ω,k′)(iωI4 − E(k′)− El(β1)(ω,k′))−1
· (El(β1)(ω,k′)− El(β2)(ω,k′))(iωI4 − E(k′)− El(β2)(ω,k′))−1
·
∣∣∣∣∣
k′=k+
∑n1
j1=1
p1,j1e1+
∑n2
j2=1
p2,j2e2
+ (−1)nβ1(x)+nβ1(y) δσ,τ
2πL2
∑
k∈Γ∗
∫ pi
β1
− piβ1
dωei〈x−y,k〉ei(x−y)ωin0
·
n1∏
j1=1
(
L
2π
∫ 2pi
L
0
dp1,j1
)
n2∏
j2=1
(
L
2π
∫ 2pi
L
0
dp2,j2
)(
∂
∂ω
)n0 2∏
q=1
(
∂
∂k′q
)nq
· χl(ω,k′)((iωI4 − E(k′)− El(β1)(ω,k′))−1
− (iωI4 − E(k′)− El(β2)(ω,k′))−1)
∣∣∣∣∣
k′=k+
∑n1
j1=1
p1,j1e1+
∑n2
j2=1
p2,j2e2
.
The inequalities (7.54), (7.55), cIR ≥ 1, α ≥ c and Lemma 7.11 ensure
that∥∥∥∥∥
(
∂
∂kj
)n
(χl(ω,k)(iωI4 − E(k)− El(β1)(ω,k))−1
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· (El(β1)(ω,k)− El(β2)(ω,k))(iωI4− E(k)− El(β2)(ω,k))−1)
∥∥∥∥∥
4×4
≤
n∑
m1=0
(
n
m1
)∥∥∥∥∥
(
∂
∂kj
)m1
χl(ω,k)(iωI4 − E(k)− El(β1)(ω,k))−1
∥∥∥∥∥
4×4
·
n−m1∑
m2=0
(
n−m1
m2
)∥∥∥∥∥
(
∂
∂kj
)m2
(El(β1)(ω,k)− El(β2)(ω,k))
∥∥∥∥∥
4×4
·
∥∥∥∥∥
(
∂
∂kj
)n−m1−m2
(iωI4 − E(k)− El(β2)(ω,k))−1
∥∥∥∥∥
4×4
≤ cβ− 121 c−1IRα−2M−2l(cw(l)−1)n
n∑
m1=0
(
n
m1
)
(m1!)
2
·
n−m1∑
m2=0
(
n−m1
m2
)
(m2!)
2((n−m1 −m2)!)2
≤ cβ− 121 M−2l(cw(l)−1)n(n!)2, (∀j ∈ {0, 1, 2}, n ∈ N ∪ {0}).
Using this inequality, Lemma 7.12 (2),(3) and (7.55), we can derive from
(7.62) that∣∣∣dˆj(X)n (C˜ont,l(β1)(X)− C˜ont,l(β2)(X))∣∣∣
≤ β− 121 c(M)f−1t M l(cw(l)−1)n(n!)2, (∀X ∈ Iˆ2, j ∈ {0, 1, 2}, n ∈ N ∪ {0}),
which leads to ∣∣∣C˜ont,l(β1)(X)− C˜ont,l(β2)(X)∣∣∣(7.63)
≤ β− 121 c(M)f−1t M le−
∑2
j=0(cw(l)dˆj(X))
1/2
, (∀X ∈ Iˆ2).
By combining (7.63) with (7.61) we have∣∣∣C˜l(β1)(Rβ1(X))− C˜l(β2)(Rβ2(X))∣∣∣(7.64)
≤ β− 121 c(M, cw)f−1t M le−
∑2
j=0(cw(l)dˆj(X))
1/2
, (∀X ∈ Iˆ2).
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By the equality w(l− 1) = w(l)M−1 and the assumption M ≥ c we can
derive from (7.64) that∣∣∣C˜l(β1)− C˜l(β2)∣∣∣
l−1
≤ β− 121 c(M, cw)f−1t M−2l.
On the assumption cIR ≥ c(M, cw)f−1t , the above inequality gives (7.58).
To prove the determinant bound, let us take any r, n ∈ N, pi, qi ∈ Cr
satisfying ‖pi‖Cr , ‖qi‖Cr ≤ 1 and Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n). By
expanding along the 1st column and using (7.64),
| det(〈pi,qj〉Cr(Cl(β1)(Rβ1(Xi, Yj))− Cl(β2)(Rβ2(Xi, Yj))))1≤i,j≤n|
≤ β− 121 c(M, cw)f−1t M l
n∑
s=1
·
∣∣∣det(〈pi,qj〉Cr(Cl(β1)(Rβ1(Xi, Yj))− Cl(β2)(Rβ2(Xi, Yj)))) 1≤i,j≤ni6=s,j 6=1 ∣∣∣ .
By expanding the remaining determinants by means of the Cauchy-Binet
formula as in (2.29) and using (7.51) we obtain that
| det(〈pi,qj〉Cr(Cl(β1)(Rβ1(Xi, Yj))− Cl(β2)(Rβ2(Xi, Yj))))1≤i,j≤n|
≤ β− 121 M−l(c(M, cw)f−1t M 2l)n.
On the assumption cIR ≥ c(M, cw)f−1t , this inequality yields (7.57). 
Though the next lemma is not used in our proof of Theorem 1.1, it
enlightens us about why the infrared integration is necessary to achieve
our goal. The discussion in Remark 1.8 was based on this lemma. Here
we temporarily lift the imposition of (7.4).
Lemma 7.15. Set tmax := max{th,e, th,o, tv,e, tv,o}. Assume that tmaxβ ≥
1. Then, there exist constants c1, c2, c3 > 0 independent of any phys-
ical parameter such that the following inequality holds for any L ∈ N
satisfying L ≥ c1tmaxβ and σ ∈ {↑, ↓}.
c2β ≤
∫ β
0
dx
∑
x∈Γ
‖C(·xσx, ·0σ0)‖4×4 ≤ c3t12maxf−1t β,
where C : (B×Γ×{↑, ↓}× [0, β))2 → C is the free covariance (2.5) with
the free Hamiltonian H0 given by (7.3).
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Proof. First we prove the claim under the assumption (7.4). Let C+≤0 :
I20 → C be defined by (2.22) with φ(M−2UV h2|1− eiωh |2) in place of χ(h|1−
ei
ω
h |) and E(·) defined by (7.1). Since now the inequality (6.1) holds
with E1 = 4, E2 = 1, the results of Lemma 6.2 for E1 = 4, E2 = 1 are
available. Then, by recalling Lemma 2.1 and (6.3) we have that
sup
Y ∈I0
1
h
∑
X∈I0
|C(X, Y )− C+≤0(X, Y )| ≤ c(M, cw)
Nh∑
l=1
M−l ≤ c(M, cw),
(7.65)
if h ≥ c. Define the covariances C ′l : I20 → C (l = 0,−1, · · · , Nβ) by
C ′l(ρxσx, ηyτy)
:=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,k〉ei(x−y)ωχl(ω,k)(iωI4 − E(k))−1(ρ, η).
The covariance C ′l is equal to Cl with J
j(ψ) = 0 ∈ S(j) (j = 0,−1, · · · ,
l). Thus, Lemma 7.13 (2) ensures that
sup
Y ∈I0
1
h
∑
X∈I0
|C ′l(X, Y )| ≤ c(M, cw)f−1t M−l
on the assumption that h ≥ c, L ≥ β and M ≥ c. The assumption
β ≥ 1 implies that M−Nβ ≤ c(M)β. Therefore, if h ≥ c, 1 ≤ β ≤ L,
sup
Y ∈I0
1
h
∑
X∈I0
∣∣∣∣∣∣
Nβ∑
l=0
C ′l(X, Y )
∣∣∣∣∣∣ ≤ c(M, cw)f−1t β.(7.66)
By (7.9) we can deduce that for any (x, σ, x) ∈ Γ× {↑, ↓} × [0, β)h,
∥∥∥∥∥C+≤0(·xσx, ·0σ0)−
Nβ∑
l=0
C ′l(·xσx, ·0σ0)
∥∥∥∥∥
4×4
(7.67)
≤ 1
βL2
∑
(ω,k)∈Mh×Γ∗
· (|φ(M−2UV h2|1− eiωh |2)− φ(M−2UV ω2)|‖h−1(I4 − e−iωh I4+ 1hE(k))−1‖4×4
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+ φ(M−2UVω
2)‖h−1(I4 − e−iωh I4+ 1hE(k))−1‖4×4‖(iωI4 − E(k))−1‖4×4
· ‖h(I4 − e−iωh I4+ 1hE(k))− (iωI4 − E(k))‖4×4
)
≤ 1
βL2
∑
(ω,k)∈Mh×Γ∗
1
φ(M−2UV h
2|1−ei ωh |2) 6=0∨φ(M−2UV ω2) 6=0(cβh
−2 + cβ2h−1)
≤ cβh−2 + cβ2h−1.
Combination of (7.65), (7.66), (7.67) yields that
1
h
∑
(x,x)∈Γ×[0,β)h
‖C(·xσx, ·0σ0)‖4×4
≤ c(M, cw)f−1t β + c(M, cw) + cL2β2h−2 + cL2β3h−1.
Then, sending h → ∞ and using the inequality f−1t β ≥ 1 we reach the
inequality ∫ β
0
dx
∑
x∈Γ
‖C(·xσx, ·0σ0)‖4×4 ≤ c(M, cw)f−1t β(7.68)
on the assumption 1 ≤ β ≤ L.
Let us prove the lower bound. By (D.1) in Appendix D,
C(·xσx, ·0σ0) = 1
L2
∑
k∈Γ∗
ei〈x,k〉exE(k)(I4 + e
βE(k))−1
for any (x, x) ∈ Γ × [0, β). Consider the case that L ∈ 2N. Since
(π, π) ∈ Γ∗ and E(π, π) = O, we have that for any x ∈ [0, β)∑
x∈Γ
e−i〈x,(π,π)〉C(·xσx, ·0σ0) = 1
2
I4.
Therefore,
∫ β
0
dx
∑
x∈Γ
‖C(·xσx, ·0σ0)‖4×4 ≥
∫ β
0
dx
∥∥∥∥∥∑
x∈Γ
e−i〈x,(π,π)〉C(·xσx, ·0σ0)
∥∥∥∥∥
4×4
(7.69)
=
β
2
.
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On the other hand, if L ∈ 2N+1, (π− π
L
, π− π
L
) ∈ Γ∗. For any x ∈ [0, β),∑
x∈Γ
e−i〈x,(π−
pi
L ,π− piL )〉C(·xσx, ·0σ0)
= exE(π−
pi
L ,π− piL )(I4 + e
βE(π− piL ,π− piL ))−1.
Moreover, by using Lemma 7.2 (1) we can prove that∥∥∥∥∥∑
x∈Γ
e−i〈x,(π−
pi
L ,π− piL )〉C(·xσx, ·0σ0)
∥∥∥∥∥
4×4
≥ 1
2
−
∥∥∥∥exE(π− piL ,π− piL )(I4 + eβE(π− piL ,π− piL ))−1 − 12I4
∥∥∥∥
4×4
≥ 1
2
−
∫ 0
− piL
dr
∥∥∥∥ ddrexE(π+r,π+r)(I4 + eβE(π+r,π+r))−1
∥∥∥∥
4×4
≥ 1
2
− cβL−1.
This implies that∫ β
0
dx
∑
x∈Γ
‖C(·xσx, ·0σ0)‖4×4 ≥ β
2
− cβ2L−1.(7.70)
By assuming that 1 ≤ β and cβ ≤ L we obtain from (7.68), (7.69),
(7.70) that
cβ ≤
∫ β
0
dx
∑
x∈Γ
‖C(·xσx, ·0σ0)‖4×4 ≤ c(M, cw)f−1t β.
Thus, the claim has been proved under the assumption (7.4).
Let us admit that the claim is true under the assumption (7.4) and
derive the result in the general case. Let Cˆ(β) : (B × Γ × {↑, ↓} ×
[0, β))2 → C be the covariance defined by (2.5) with the free Hamiltonian
1
tmax
H0. It follows that if β ≥ 1 and L ≥ c1β,
c2β ≤
∫ β
0
dx
∑
x∈Γ
‖Cˆ(β)(·xσx, ·0σ0)‖4×4 ≤ c3f−1t/tmaxβ.
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We can see from the definition that
Cˆ(β)(·xσx, ·0σ0) = C(β/tmax)(·xσ(x/tmax), ·0σ0)
for any (x, σ, x) ∈ Γ × {↑, ↓} × [0, β). Therefore, if tmaxβ ≥ 1 and
L ≥ c1tmaxβ,
c2tmaxβ ≤
∫ tmaxβ
0
dx
∑
x∈Γ
‖C(β)(·xσ(x/tmax), ·0σ0)‖4×4 ≤ c3f−1t/tmaxtmaxβ,
or
c2β ≤
∫ β
0
dx
∑
x∈Γ
‖C(β)(·xσx, ·0σ0)‖4×4 ≤ c3f−1t/tmaxβ = c3t
1
2
maxf
−1
t β.

7.4. Application of the generalized infrared integration. Since
we have studied the properties of the prototypical covariance for the
infrared integration in the previous subsection, we can apply the general
infrared analysis summarized in Subsection 5.3 and Subsection 5.4 to
prove Theorem 1.1. We follow several steps until we reach the proof
of the main theorem. Since some technicalities arise in how to choose
the constant cIR and the domain D of C
4, let us write S(cIR, D)(l),
S˜(cIR, D)(l) in place of S(l), S˜(l) respectively. We also write S(β)(cIR,
D)(l) instead of S(cIR, D)(l) when we want to indicate the dependency
on β as well. Throughout this subsection we assume that
L ≥ β, h ≥ e8.(7.71)
These are the conditions required in Proposition 6.4, Lemma 7.13 and
Lemma 7.14, since now E1 = 4, MUV = 10
√
6/π.
We use the output of the UV integration as the input of the infrared
integration. Thus, we need to confirm the next statement as the first
step.
Lemma 7.16. Let c (∈ R>0) be the generic positive constant and c0,
c′0 (∈ R≥1) be the M-dependent constants appearing in Proposition 6.4.
Assume that
M ≥ max{MUV , c}, α2 ≥ cM
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and set
DUV := {(U1, U2, U3, U4) ∈ C4 | |Uρ| < (c(c0 + c′0)2α4)−1, (∀ρ ∈ B)}.
Let J+,0(ψ), J−,0(ψ) ∈ ∧V be the Grassmann polynomials defined in the
beginning of Subsection 6.2. Set
J0(ψ) :=
1
2
(J+,0(ψ) + J−,0(ψ)).
Then,
J0(ψ) ∈ S(c0, DUV )(0).
Moreover, on the assumption (4.2),
(J0(β1)(ψ), J
0(β2)(ψ)) ∈ S˜(c0, DUV )(0).
Remark 7.17. One necessary condition for a Grassmann polynomial
to belong to S(c0, DUV )(0) is the invariance with S : I → I, Q : I → R
defined in (7.21). It is shown below that the polynomial J0(ψ) satisfies
this invariance, while J+,0(ψ) or J−,0(ψ) cannot be proved to have this
invariance by itself. For this reason it is more convenient to deal with
J0(ψ) than J+,0(ψ), J−,0(ψ) as the input to the infrared integration. The
adoption of J0(ψ) in place of J+,0(ψ), J−,0(ψ) is justified by Lemma 2.10.
Proof of Lemma 7.16. By Proposition 6.4 (1), (2) we see that J0(ψ)
satisfies the conditions (i), (ii) of S(c0, DUV )(0). Moreover, on the as-
sumption (4.2), Proposition 6.4 (4) implies that (J0(β1)(ψ), J
0(β2)(ψ)) ∈
S˜(c0, DUV )(0).
It remains to check that J0(ψ) satisfies the invariant properties (iii),
(iv). Let J δ,l(ψ) (l ∈ {0, 1, · · · , Nh}, δ ∈ {+,−}) be the Grassmann
polynomials defined in the beginning of Subsection 6.2. Since J δ,Nh(ψ) =
−V δ(ψ), by recalling (2.30) we can check that J δ,Nh(ψ) satisfies the
invariant properties (iii), (iv) except the invariance with S : I → I,
Q : I → R defined in (7.21). In the same way as in the proof of Lemma
7.13 (3), (4) we can show that for any l ∈ {0, 1, · · · , Nh}, δ ∈ {+,−},
C˜δl (U)(X) = e
iQ2(S2(X))C˜δl (U)(S2(X)), (∀X ∈ I2,U ∈ DUV ),
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with S : I → I, Q : I → R defined in (7.15), (7.16), (7.17), (7.18), (7.19)
respectively, and
C˜δl (U)(X) = e
−iQ2(S2(X))C˜δl (U)(S2(X)), (∀X ∈ I2,U ∈ DUV ),
with S : I → I, Q : I → R defined in (7.20). Therefore, we can induc-
tively apply Lemma 3.9 to conclude that J δ,0(ψ) satisfies the invariant
properties (iii), (iv) except the invariance with S : I → I, Q : I → R
defined in (7.21), and so does J0(ψ) by definition.
In the following let S : I → I, Q : I → R be those defined in (7.21).
We see that
V δ(Rψ) = V −δ(ψ), (∀δ ∈ {+,−}).(7.72)
Moreover, for any (ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ I,
e−iQ2(S2((ρ,x,σ,x,θ),(η,y,τ,y,ξ)))C˜δ>0(S2((ρ,x, σ, x, θ), (η,y, τ, y, ξ)))(7.73)
=
1
2
(−1)1ρ∈{1,4}+1η∈{1,4}+1
(
1(θ,ξ)=(1,−1)Cδ>0((η,y, τ, y), (ρ,x, σ, x))
− 1(ξ,θ)=(1,−1)Cδ>0((ρ,x, σ, x), (η,y, τ, y))
)
.
For the matrix Y ∈ Mat(4,C) defined in (7.49), Y E(k)Y = −E(k).
Using this equality and E(k)∗ = E(k) we can derive that
(−1)1ρ∈{1,4}+1η∈{1,4}+1C+>0((ρ,x, σ, x), (η,y, τ, y))
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,k〉e−i(x−y)ω
Nh∑
l=1
χh,l(ω)
· h−1(−I4 + eiωh I4+ 1hY E(k)Y )−1(ρ, η)
=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈x−y,k〉e−i(x−y)ω
Nh∑
l=1
χh,l(ω)
· h−1(eiωh I4− 1hE(k)∗ − I4)−1(ρ, η)
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=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
e−i〈y−x,k〉ei(y−x)ω
Nh∑
l=1
χh,l(ω)h
−1(ei
ω
h I4− 1hE(k) − I4)−1(η, ρ)
= C−>0((η,y, τ, y), (ρ,x, σ, x)),
which also implies that
(−1)1ρ∈{1,4}+1η∈{1,4}+1C−>0((ρ,x, σ, x), (η,y, τ, y))
= C+>0((η,y, τ, y), (ρ,x, σ, x)).
Substituting these equalities into (7.73) yields
e−iQ2(S2(X))C˜δ>0(S2(X)) = C˜
−δ
>0(X), (∀X ∈ I2, δ ∈ {+,−}).(7.74)
We see from the definition of Grassmann Gaussian integral and (7.74)
that for any X ∈ In,∫
ψXdµCδ>0(ψ) = e
−∑
Y∈I2 C˜
δ
>0(Y)
∂
∂ψYψX
∣∣∣
ψ=0
= e−
∑
Y∈I2 e
iQ2(Y)C˜δ>0(S
−1
2 (Y))
∂
∂ψY e−iQn(Sn(X))ψSn(X)
∣∣∣
ψ=0
= e−
∑
Y∈I2 C˜
−δ
>0(Y)
∂
∂ψY e−iQn(Sn(X))ψSn(X)
∣∣∣
ψ=0
=
∫
e−iQn(Sn(X))ψSn(X)dµC−δ>0
(ψ),
or
∫
ψXdµCδ>0
(ψ) =
∫
eiQn(Sn(X))ψSn(X)dµC−δ>0(ψ) =
∫
(Rψ)XdµC−δ>0(ψ).
(7.75)
Proposition 6.4 (3) states that if supρ∈B |Uρ| is sufficiently small,
J δ,0(ψ) = log
(∫
e−V
δ(ψ+ψ1)dµCδ>0(ψ
1)
)
.
By (7.75),
J δ,0(U)(ψ) = log
(∫
e−V
δ(ψ+ψ1)dµ
Cδ>0
(ψ1)
)
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= log
(∫
e−V
δ(ψ+Rψ1)dµC−δ>0(ψ
1)
)
.
Then, by (7.72) we obtain
J δ,0(U)(Rψ) = J−δ,0(U)(ψ).
Since J−δ,0(U), J δ,0(U)(Rψ) are continuous in DUV and analytic in DUV
with U, the identity theorem and the continuity guarantee this equality
for all U ∈ DUV . Therefore, we have
J0(U)(Rψ) = J0(U)(ψ), (∀U ∈ DUV ).

The aim of our IR integration is to find an analytic continuation of
− 1
βL2
log
(∫
eJ
0(ψ)dµC∞≤0(ψ)
)
into a (β, L, h)-independent domain of U around the origin. Here the
covariance C∞≤0 : I
2
0 → C is defined by (2.24) with φ(M−2UV ω2) in place of
χ(|ω|). The next lemma explains how this aim is achieved.
Lemma 7.18. There exists a constant c ∈ R>0 independent of any pa-
rameter such that if M ≥ c, we can choose J l(ψ) ∈ ∧V (l ∈ {−1,−2,
· · · , Nβ − 1}) so that the following statements hold true.
(1) There exist constants c(M, cw), c
′(M, cw) ∈ R≥1 depending only on
M , cw such that
J l(ψ) ∈ S(cIR, DIR)(l),
(∀l ∈ {0,−1, · · · , Nβ − 1}, α ∈ R>0 with α2 ≥ cM 7),
where J0(ψ) is the polynomial set in Lemma 7.16,
cIR := c(M, cw)f
−1
t ,
DIR :=
{
(U1, U2, U3, U4) ∈ C4
∣∣∣ |Uρ| < f 2t
c′(M, cw)α4
, (∀ρ ∈ B)
}
.
(2)
Re{det(I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k))} > 0,
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(∀(ω,k) ∈M× Γ∗, l ∈ {0,−1, · · · , Nβ}, α ∈ R>0 with α2 ≥ cM 7,
U ∈ DIR),
where E1(ω,k) := 0, W
l(ω,k) and El+1(ω,k) (l ∈ {0,−1, · · · ,
Nβ}) are derived from J l(ψ) by (7.24) and (7.41) respectively.
(3) There exists a constant c(β, L,M) ∈ R>0 depending only on β, L,
M such that if α ≥ c(β, L,M) additionally holds,∫
eJ
0(ψ)dµC∞≤0(ψ) ∈ C\R≤0
and
− 1
βL2
log
(∫
eJ
0(ψ)dµC∞≤0(ψ)
)(7.76)
= − 1
βL2
Nβ−1∑
l=0
J l0
−
Nβ∑
l=0
2
βL2
∑
(ω,k)∈M×Γ∗
· log ( det (I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k))),
(∀U ∈ DIR).
(4) Assume that (4.2) holds and L ≥ β2. Then,
(J l(β1)(ψ), J
l(β2)(ψ)) ∈ S˜(cIR, DIR)(l),
(∀l ∈ {0,−1, · · · , Nβ1}, α ∈ R>0 with α2 ≥ cM 7).
Proof. In the following we will apply Proposition 5.6, Proposition 5.9
for a1 = 2, a2 = 1, a3 = 1, a4 = 1/2, Lemma 7.13, Lemma 7.14 and
Lemma 7.16. Note that there exists a constant c ∈ R>0 independent of
any parameter such that for any M,α ∈ R≥1 satisfying
M
1
2 ≥ c, α ≥ cM 72 ,(7.77)
the claims of these propositions and lemmas hold. We assume the con-
dition (7.77) during the proof. We can replace c in (7.77) by a larger
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generic constant without altering the statements of this lemma. Such a
replacement will be necessary in the proof of the claim (2).
In order to organize the argument, we introduce the sets R(l) (l ∈
Z≤0) of covariances as follows. For a constant c1 ∈ R≥1 and a domain
Do(⊂ C4) satisfying that U ∈ Do (∀U ∈ Do), where Do is the closure of
Do, a function Co : I
2
0 → C belongs to R(c1, Do)(l) if and only if Co is
parameterized by U ∈ Do and satisfies the following conditions.
(i) U 7→ Co(U)(X) is continuous in Do and analytic in Do (∀X ∈ I20).
(ii)
| det(〈pi,qj〉CrCo(U)(Xi, Yj))1≤i,j≤n| ≤ (c1M 2l)n,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n),U ∈ Do).
(iii)
‖C˜o(U)‖l−1,r ≤ c1M−l−rl, (∀r ∈ {0, 1},U ∈ Do).
(iv) Under the notation introduced in Subsection 3.3,
C˜o(U)(X) = e
iQ2(S2(X))C˜o(U)(S2(X)), (∀X ∈ I2,U ∈ Do),
for S : I → I, Q : I → R defined by (7.15), (7.16), (7.17), (7.18),
(7.19) respectively.
(v)
C˜o(U)(X) = e
−iQ2(S2(X))C˜o(U)(S2(X)), (∀X ∈ I2,U ∈ Do),
for S : I → I, Q : I → R defined by (7.20), (7.21) respectively.
Here C˜o : I
2 → C is the anti-symmetric extension of Co defined as in
(3.2). We will also write R(β)(c1, Do)(l) in place of R(c1, Do)(l) when
we want to indicate its β-dependency.
Let us inductively construct J l(ψ) ∈ S(l) (l = 0,−1, · · · , Nβ − 1),
Cj ∈ R(l) (l = 0,−1, · · · , Nβ). Let c(M, cw) be the maximum of the
constants with the same notation appearing in Lemma 7.13 and Lemma
7.14. Recall that c(M, cw) depends only onM , cw and that the constant
c0(∈ R≥1) appearing in Lemma 7.16 stems from Proposition 6.4 and
depends only on M , since now b, d, MUV , E2 are fixed constants. As
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remarked in Remark 6.5, we can replace c0 by max{c(M, cw), c0}f−1t in
Proposition 6.4. Accordingly Lemma 7.16 ensures that
J0(ψ) ∈ S(max{c(M, cw), c0}f−1t , D)(0),
and on the assumption (4.2),
(J0(β1)(ψ), J
0(β2)(ψ)) ∈ S˜
(
max{c(M, cw), c0}f−1t , D
)
(0),
where
D :=
{
(U1, U2,U3, U4) ∈ C4
∣∣∣∣∣
|Uρ| < 1
c(max{c(M, cw), c0}f−1t + c′0)2α4
, (∀ρ ∈ B)
}
with the constant c appearing in (7.77). Now, set
cIR := max{c(M, cw), c0}f−1t ,
DIR :=
{
(U1, U2, U3, U4) ∈ C4
∣∣∣∣∣
|Uρ| < f
2
t
c(max{c(M, cw), c0}+ c′0)2α4
, (∀ρ ∈ B)
}
.
Since DIR ⊂ D, we have J0(ψ) ∈ S(cIR, DIR)(0), (J0(β1)(ψ), J0(β2)(ψ))
∈ S˜(cIR, DIR)(0).
Assume that l ∈ {0,−1, · · · , Nβ} and
J j(ψ) ∈ S(cIR, DIR)(j), (∀j ∈ {0,−1, · · · , l}).
Using J j(ψ) (j = 0,−1, · · · , l), we define the covariance Cl : I20 → C by
(7.43). It follows from Lemma 7.13 and the inequality cIR ≥ c(M, cw)f−1t
that Cl ∈ R(cIR, DIR)(l). Then, we define the Grassmann polynomials
F l−1(ψ), T l−1,(n)(ψ) (n ∈ N≥2), T l−1(ψ), J l−1(ψ) ∈ ∧V by (5.7) with the
covariance Cl and the input J
l(ψ)−J l0−J l2(ψ). We can apply Proposition
5.6 for a1 = 2, a2 = 1, a3 = 1, a4 = 1/2 and Lemma 3.9 to prove that
J l−1(ψ) ∈ S(cIR, DIR)(l − 1). The continuity and the analyticity of
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J l−1(ψ) with U can be proved by the same argument as in the proof of
Proposition 6.4 (2). Thus, we have inductively constructed
J l(ψ) ∈ S(cIR, DIR)(l), (l = 0,−1, · · · , Nβ − 1),
Cl ∈ R(cIR, DIR)(l), (l = 0,−1, · · · , Nβ).
Thus, the claim (1) holds with c′(M, cw) := c(max{c(M, cw), c0} + c′0)2.
Before proving the claims (2), (3), let us show that the claim (4) holds
true.
(4): Define the subset R˜(cIR, DIR)(l) of R(β1)(cIR, DIR)(l)×
R(β2)(cIR, DIR)(l) (l = 0,−1, · · · , Nβ1) as follows. (Co(β1), Co(β2)) ∈
R(β1)(cIR, DIR)(l)×R(β2)(cIR, DIR)(l) belongs to R˜(cIR, DIR)(l) if and
only if
(i)
| det(〈pi,qj〉CrCo(U)(β1)(Rβ1(Xi, Yj)))1≤i,j≤n
− det(〈pi,qj〉CrCo(U)(β2)(Rβ2(Xi, Yj)))1≤i,j≤n|
≤ β− 121 M−l(cIRM 2l)n,
(∀r, n ∈ N,pi,qi ∈ Cr with ‖pi‖Cr , ‖qi‖Cr ≤ 1,
Xi, Yi ∈ Iˆ0 (i = 1, 2, · · · , n),U ∈ DIR).
(ii)
|C˜o(U)(β1)− C˜o(U)(β2)|l ≤ β−
1
2
1 cIRM
−2l, (∀U ∈ DIR),
where C˜o(βj) : I(βj)
2 → C is the anti-symmetric extension of Co(βj)
defined as in (3.2) for j = 1, 2.
We have already seen that (J0(β1)(ψ), J
0(β2)(ψ)) ∈ S˜(cIR, DIR)(0).
By Lemma 7.14 and the inequality cIR ≥ c(M, cw)f−1t , (C0(β1), C0(β2)) ∈
R˜(cIR, DIR)(0).
Assume that l ∈ {0,−1, · · · , Nβ1} and
(J j(β1)(ψ), J
j(β2)(ψ)) ∈ S˜(cIR, DIR)(j),
(Cj(β1), Cj(β2)) ∈ R˜(cIR, DIR)(j), (∀j ∈ {0,−1, · · · , l}).
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Then, we can apply Proposition 5.9 for a1 = 2, a2 = 1, a3 = 1, a4 = 1/2
to conclude that
(J l−1(β1)(ψ), J
l−1(β2)(ψ)) ∈ S˜(cIR, DIR)(l − 1).
Moreover, if l ≥ Nβ1 + 1, we can again apply Lemma 7.14 to prove that
(Cl−1(β1), Cl−1(β2)) ∈ R˜(cIR, DIR)(l − 1).
Therefore, the claim (4) has been proved by induction with l.
(2): Take any (ω,k) ∈ R3 satisfying |ω| ≥ π/β and χ≤l(ω,k) 6= 0. By
the assumption L ≥ β and Lemma 7.5, the condition (7.39) holds. By
Lemma 7.8 (1), (7.44) and the inequalities c−1IR ≤ ft, ft ≤ 1,
‖(iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)Ŵ l(ω,k)‖4×4
≤
Nβ∑
j=l
χj(ω,k)‖(iωI4− E(k)− El+1(ω,k))−1‖4×4‖Ŵ l(ω,k)‖4×4
≤
Nβ∑
j=l
χj(ω,k)M
−jc · c−1IRf−
1
2
t M
1
2 l+j+1α−2
≤ cft · f−
1
2
t M
1
2 l+1α−2 ≤ cMα−2.
Since the left-hand side of the above inequality vanishes if χ≤l(ω,k) = 0,
we eventually have
‖(iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)Ŵ l(ω,k)‖4×4(7.78)
≤ cMα−2, (∀(ω,k) ∈ R3 with |ω| ≥ π/β).
By the condition (7.77),∣∣∣det (I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)Ŵ l(ω,k))− 1∣∣∣(7.79)
≤ cMα−2, (∀(ω,k) ∈ R3 with |ω| ≥ π/β).
The claim follows from this inequality and the replacement of the con-
stant c in (7.77) by a larger constant if necessary.
(3): By (7.13) and (7.14),
|J l0| ≤
N
h
α−3,
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(
1
h
)m ∑
X∈Im
|J lm(X)| ≤
N
h
c
−m2
IR M
−lmα−m, (∀m ∈ N).
Using these inequalities, we have that
|eJ l0 − 1| ≤ eNh α−3 − 1.∣∣∣∣∫ ez∑Nm=4 J lm(ψ)dµCl(ψ)− 1∣∣∣∣
≤
∞∑
n=1
1
n!
n∏
j=1
(
2
N∑
mj=4
(
1
h
)mj ∑
X∈Imj
|J lmj(X)|
)
(cIRM
2l)
1
2
∑n
j=1mj
≤
∞∑
n=1
1
n!
(
2
N
h
N∑
m=4
α−m
)n
≤ e2Nh α
−4
1−α−1 − 1, (∀z ∈ C with |z| < 2).
The above inequalities imply that
Re eJ
l
0 > 0, (∀l ∈ {0,−1, · · · , Nβ − 1}),(7.80)
Re
∫
ez
∑N
m=4 J
l
m(ψ)dµCl(ψ) > 0,
(∀l ∈ {0,−1, · · · , Nβ}, z ∈ C with |z| < 2),
if α is larger than or equal to a constant c(β, L) ∈ R>0 depending only
on β and L. We can especially see from (7.80) that
log
(∫
ez
∑N
m=4 J
l
m(ψ+ψ
1)dµCl(ψ
1)
)
is analytic with z in {z ∈ C | |z| < 2}, and thus
log
(∫
e
∑N
m=4 J
l
m(ψ+ψ
1)dµCl(ψ
1)
)
(7.81)
=
∞∑
n=1
1
n!
(
d
dz
)n
log
(∫
ez
∑N
m=4 J
l
m(ψ+ψ
1)dµCl(ψ
1)
)∣∣∣∣∣
z=0
= J l−1(ψ), (∀l ∈ {0,−1, · · · , Nβ}),
if α ≥ c(β, L).
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Define the covariances C≤l, D≤l : I20 → C (l = 0,−1, · · · , Nβ) by
C≤l(·xσx, ·yτy) := δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)
· χ≤l(ω,k)(iωI4 − E(k)− El(ω,k))−1,
D≤l(·xσx, ·yτy) := δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)
· χ≤l(ω,k)(iωI4 − E(k)− El+1(ω,k))−1,
where E1(ω,k) := 0. By (7.44), C≤l, D≤l are well-defined. Note that by
(7.9), D≤0 is equal to C∞≤0. Moreover,
Cl(X) +D≤l−1(X) = C≤l(X), (∀X ∈ I20 , l ∈ {0,−1, · · · , Nβ + 1}).
(7.82)
Introduce the functions J l0,2 : I
2
0 → C (l ∈ {0,−1, · · · , Nβ}) by
J l0,2(ρxσx, ηyτy)
:=
δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
1χ≤l(ω,k)=0e
i〈k,x−y〉eiω(x−y)W l(ω,k)(ρ, η).
Then, let us define J˜ l2(ψ) ∈
∧V by
J˜ l2(ψ) :=
(
1
h
)2 ∑
X,Y ∈I0
J l0,2(X, Y )ψXψY .
Since ∑
X∈I0
J l0,2(X, Y )D≤l(Z,X) =
∑
X∈I0
J l0,2(X, Y )D≤l(X,Z) = 0,
(∀Y, Z ∈ I0, l ∈ {0,−1, · · · , Nβ}),
we can derive from the definition of the Grassmann Gaussian integral
that∫
eJ
l(ψ)dµD≤l(ψ) =
∫
eJ
l(ψ)−J˜ l2(ψ)dµD≤l(ψ), (∀l ∈ {0,−1, · · · , Nβ}).
(7.83)
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To approximate C≤l, D≤l by invertible matrices, let us take ε ∈ R>0.
Then, define the covariances Cε≤l, D
ε
≤l : I
2
0 → C (l ∈ {0,−1, · · · , Nβ}) by
Cε≤l(·xσx, ·yτy)
:= C≤l(·xσx, ·yτy) + δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)1χ≤l(ω,k)=0εI4,
Dε≤l(·xσx, ·yτy)
:= D≤l(·xσx, ·yτy) + δσ,τ
βL2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)1χ≤l(ω,k)=0εI4.
Let Cε,−1≤l , D
ε,−1
≤l : I
2
0 → C be the inverse matrix of Cε≤l, Dε≤l respectively.
We can see that
Cε,−1≤l (·xσx, ·yτy)
=
δσ,τ
βL2h2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)
· (1χ≤l(ω,k) 6=0χ≤l(ω,k)−1(iωI4 − E(k)− El(ω,k)) + 1χ≤l(ω,k)=0ε−1I4),
Dε,−1≤l (·xσx, ·yτy)
=
δσ,τ
βL2h2
∑
(ω,k)∈Mh×Γ∗
ei〈k,x−y〉eiω(x−y)
· (1χ≤l(ω,k) 6=0χ≤l(ω,k)−1(iωI4 − E(k)− El+1(ω,k)) + 1χ≤l(ω,k)=0ε−1I4).
By Lemma 7.6 (1) and (7.42) we have
J l2(ψ)− J˜ l2(ψ)−
∑
X,Y ∈I0
Dε,−1≤l (X, Y )ψXψY = −
∑
X,Y ∈I0
Cε,−1≤l (X, Y )ψXψY ,
(7.84)
(∀l ∈ {0,−1, · · · , Nβ}).
Here let us recall some basics of Grassmann integration. We can
number each element of I0 so that I0 = {Xj}8L
2βh
j=1 . We define the linear
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map
∫ ·dψdψ : ∧(V ⊕ V1)→ ∧V1 as follows. For any f(ψ1) ∈ ∧V1,∫
f(ψ1)ψX1ψX2 · · ·ψX8L2βhψX1ψX2 · · ·ψX8L2βhdψdψ := f(ψ
1),∫
f(ψ1)ψXdψdψ := 0, (∀X ∈ Im, m 6= 16L2βh).
Then, for any g ∈ ∧(V ⊕ V1), ∫ gdψdψ(∈ ∧V1) is uniquely determined
by linearity and anti-symmetry. Let Co : I
2
0 → C be an invertible
covariance matrix. By taking the Grassmann variables a1, a2, · · · , aD to
be ψX1, ψX2, · · · , ψX8L2βh,ψX1, ψX2, · · · , ψX8L2βh and the skew symmetric
matrix S to be (
0 Co
−C to 0
)
in [5, Lemma I.10] we obtain the equality that∫
e
∑
X∈I0
(ψ
1
XψX+ψ
1
XψX)e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ
·
/∫
e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ
= e−
∑
X,Y ∈I0
Co(X,Y )ψ
1
Xψ
1
Y .
By applying the left derivative
∂
∂ψ
1
Xi1
· · · ∂
∂ψ
1
Xil
∂
∂ψ1Xjm
· · · ∂
∂ψ1Xj1
to both sides of the above equality and comparing the constant terms
we obtain that∫
ψXi1 · · ·ψXilψXjm · · ·ψXj1e
−∑X,Y ∈I0 C
−1
o (X,Y )ψXψY dψdψ
·
/∫
e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ
=
{
det(Co(Xip, Xjq))1≤p,q≤l if l = m,
0 if l 6= m
=
∫
ψXi1 · · ·ψXilψXjm · · ·ψXj1dµCo(ψ).
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By linearity, ∫
f(ψ)dµCo(ψ) =
∫
f(ψ)e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ(7.85)
·
/∫
e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ,
(∀f(ψ) ∈
∧
V).
Note that
∫
e−
∑
X,Y ∈I0
C−1o (X,Y )ψXψY dψdψ = (−1)8L2βh(8L2βh−1)/2 detC−1o = detC−1o .
(7.86)
By combining (7.83), (7.84) with the general equalities (7.85), (7.86)
we observe that
∫
eJ
0(ψ)dµC∞≤0(ψ) =
∫
eJ
0(ψ)dµD≤0(ψ) =
∫
eJ
0(ψ)−J˜02 (ψ)dµD≤0(ψ)
(7.87)
= lim
εց0
∫
eJ
0(ψ)−J˜02 (ψ)e−
∑
X,Y ∈I0
Dε,−1≤0 (X,Y )ψXψY dψdψ
·
/∫
e−
∑
X,Y ∈I0
Dε,−1≤0 (X,Y )ψXψY dψdψ
= eJ
0
0 lim
εց0
∫
e
∑N
m=4 J
0
m(ψ)e−
∑
X,Y ∈I0
Cε,−1≤0 (X,Y )ψXψY dψdψ
·
/∫
e−
∑
X,Y ∈I0
Dε,−1≤0 (X,Y )ψXψY dψdψ
= eJ
0
0 lim
εց0
∫
e−
∑
X,Y ∈I0
Cε,−1≤0 (X,Y )ψXψY dψdψ
·
/∫
e−
∑
X,Y ∈I0
Dε,−1≤0 (X,Y )ψXψY dψdψ
·
∫
e
∑N
m=4 J
0
m(ψ)dµCε≤0(ψ)
= eJ
0
0 lim
εց0
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·
∏
(ω,k)∈Mh×Γ∗
(
det
(
1χ≤0(ω,k) 6=0χ≤0(ω,k)
−1(iωI4 − E(k)− E0(ω,k))
+ 1χ≤0(ω,k)=0ε
−1I4
))2
·
/ ∏
(ω,k)∈Mh×Γ∗
(
det
(
1χ≤0(ω,k) 6=0χ≤0(ω,k)
−1(iωI4 − E(k))
+ 1χ≤0(ω,k)=0ε
−1I4
))2
·
∫
e
∑N
m=4 J
0
m(ψ)dµCε≤0(ψ)
= eJ
0
0
∏
(ω,k)∈Mh×Γ
∗
with χ≤0(ω,k) 6=0
(
det
(
I4 − (iωI4 − E(k))−1χ≤0(ω,k)W 0(ω,k)
))2
·
∫
e
∑N
m=4 J
0
m(ψ)dµC≤0(ψ)
= eJ
0
0
∏
(ω,k)∈Mh×Γ
∗
with χ≤0(ω,k) 6=0
(
det
(
I4 − (iωI4 − E(k))−1χ≤0(ω,k)W 0(ω,k)
))2
·
∫
eJ
−1(ψ)dµD≤−1(ψ).
In the last line of (7.87) we did the following transformation, which
can be justified by (7.80), (7.81), (7.82), [5, Proposition I.21] and [14,
Lemma C.2].
∫
e
∑N
m=4 J
0
m(ψ)dµC≤0(ψ) =
∫ ∫
e
∑N
m=4 J
0
m(ψ+ψ
1)dµC0(ψ
1)dµD≤−1(ψ)
=
∫
elog(
∫
e
∑N
m=4 J
0
m(ψ+ψ
1)dµC0(ψ
1))dµD≤−1(ψ)
=
∫
eJ
−1(ψ)dµD≤−1(ψ).
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By repeating this procedure and using the fact that C≤Nβ = CNβ we
obtain the following.
∫
eJ
0(ψ)dµC∞≤0(ψ)
(7.88)
= eJ
0
0+J
−1
0 +···+J
Nβ+1
0
Nβ+1∏
l=0
( ∏
(ω,k)∈Mh×Γ
∗
with χ≤l(ω,k) 6=0
· det (I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k))2
)
·
∫
eJ
Nβ (ψ)dµD≤Nβ (ψ)
= eJ
0
0+J
−1
0 +···+J
Nβ
0
Nβ∏
l=0
( ∏
(ω,k)∈Mh×Γ
∗
with χ≤l(ω,k) 6=0
· det (I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k))2
)
·
∫
e
∑N
m=4 J
Nβ
m (ψ)dµC≤Nβ (ψ)
= eJ
0
0+J
−1
0 +···+J
Nβ−1
0
Nβ∏
l=0
( ∏
(ω,k)∈Mh×Γ
∗
with χ≤l(ω,k) 6=0
· det (I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k))2
)
.
It follows from (7.13) that∣∣∣∣∣∣
Nβ−1∑
l=0
J l0
∣∣∣∣∣∣ ≤ Nh cα−3,
∣∣∣∣e∑Nβ−1l=0 J l0 − 1∣∣∣∣ ≤ eNh cα−3 − 1.(7.89)
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Set
K := {(l, ω,k, σ) ∈ {0,−1, · · · , Nβ} ×Mh × Γ∗ × {↑, ↓} |
χ≤l(ω,k) 6= 0},
K ′ := {(l, ω,k, σ) ∈ {0,−1, · · · , Nβ} ×M× Γ∗ × {↑, ↓} |
φ(M−2UVω
2) 6= 0}.
Using (7.78) and (7.79), we see that for any Q ⊂ K with Q 6= ∅,
∣∣∣∣∣ ∏
(l,ω,k,σ)∈Q
det
(
I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k)
)− 1∣∣∣∣∣
(7.90)
=
∣∣∣∣∣ ∏
(l,ω,k,σ)∈Q
det
(
I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k)
)
−
∏
(l,ω,k,σ)∈Q
1
∣∣∣∣∣
≤ cMα−2♯Q(1 + cMα−2)♯Q−1 ≤ cMα−2♯K ′(1 + cMα−2)♯K′−1.
By (7.89) and (7.90),
Im
Nβ−1∑
l=0
J l0 ∈ (−π, π),
(7.91)
Re e
∑Nβ−1
l=0 J
l
0 > 0,
Re
∏
(l,ω,k,σ)∈Q
det
(
I4 − (iωI4 − E(k)− El+1(ω,k))−1χ≤l(ω,k)W l(ω,k)
)
> 0, (∀Q ⊂ K with Q 6= ∅),
if α is larger than a constant c(β, L,M) ∈ R>0 depending only on β,
L, M . Since log ez = z (∀z ∈ C with Im z ∈ (−π, π)), z1z2 ∈ C\R≤0,
log(z1z2) = log z1 + log z2 (∀z1, z2 ∈ C with Re z1 > 0, Re z2 > 0), the
condition (7.91) enables us to deduce the claim (3) from (7.88). 
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On the assumption that M ≥ c, α2 ≥ cM 7 with the constant c ∈ R>0
appearing in Lemma 7.18, we define the function Jend(·) : DIR → C
by the right-hand side of (7.76). In the next two lemmas we study
properties of Jend.
Lemma 7.19. There exists a constant c ∈ R>0 independent of any pa-
rameter such that if
M ≥ c, α2 ≥ cM 7,
the following statements hold true.
(1) U 7→ Jend(U) is continuous in DIR and analytic in DIR.
(2) There exists a constant c(M) ∈ R>0 depending only on M such
that
|Jend(U)| ≤ c(M)f−1t α−2, (∀U ∈ DIR).
(3) Additionally assume that (4.2) holds and L ≥ β2. Then, there
exists a constant c′′(M, cw) ∈ R>0 depending only on M , cw such
that
|Jend(β1)(U)− Jend(β2)(U)| ≤ c′′(M, cw)β−
1
2
1 f
−1
t α
−2, (∀U ∈ DIR).
Proof. (1): Since J l(ψ) ∈ S(cIR, DIR)(l) (∀l ∈ {0,−1, · · · , Nβ − 1}),
U 7→ − 1
βL2
Nβ−1∑
l=0
J l0(U)
is continuous in DIR and analytic in DIR. By Lemma 7.18 (2) and
the definitions (7.24), (7.41), the second term of Jend is also seen to be
continuous in DIR and analytic in DIR.
(2): To estimate the second term of Jend, we can apply Lemma 7.12
(1), since the condition (7.39) is ensured by Lemma 7.5. Using (7.13),
(7.79), Lemma 7.12 (1) and the inequality ft ≤ 1, we have that
|Jend| ≤ c
Nβ−1∑
l=0
M
7
2 lα−3 + c
Nβ∑
l=0
f−1t M
3l+3
∞∑
n=1
1
n
(cMα−2)n
≤ cα−3 + cM 4f−1t α−2 ≤ c(M)f−1t α−2.
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(3): Note that by the condition on L, β1, β2, the inequality (7.39) holds
for β1 and β2. This means that we can use Lemma 7.8, Lemma 7.10 and
Lemma 7.12 (2),(3), in which (7.39) is assumed, in the following.
We can decompose Jend(β2) as follows.
Jend(β2) = J
1
end(β2) + J
2
end(β2),
where
J1end(β2) := −
1
β2L2
Nβ1−1∑
l=0
J l0(β2)−
Nβ1∑
l=0
2
β2L2
∑
(ω,k)∈M(β2)×Γ∗
· log ( det (I4 − (iωI4 − E(k)− El+1(β2)(ω,k))−1
· χ≤l(β2)(ω,k)W l(β2)(ω,k)
))
,
J2end(β2) := −
1
β2L2
Nβ2−1∑
l=Nβ1−2
J l0(β2)−
Nβ2∑
l=Nβ1−1
2
β2L2
∑
(ω,k)∈M(β2)×Γ∗
· log ( det (I4 − (iωI4 − E(k)− El+1(β2)(ω,k))−1
· χ≤l(β2)(ω,k)W l(β2)(ω,k)
))
.
By using (7.13), (7.79) and Lemma 7.12 (1) and recalling the definition
of Nβ1 we can deduce that
|J2end(β2)| ≤ c
Nβ2−1∑
l=Nβ1−2
M
7
2 lα−3 + c
Nβ2∑
l=Nβ1−1
f−1t M
3l+3
∞∑
n=1
1
n
(cMα−2)n(7.92)
≤ c(M)β−31 f−1t α−2.
Next let us find an upper bound on |Jend(β1)− J1end(β2)|. Note that
|Jend(β1)− J1end(β2)|
(7.93)
≤
Nβ1−1∑
l=0
∣∣∣∣ 1β1L2J l0(β1)− 1β2L2J l0(β2)
∣∣∣∣+ 2 Nβ1∑
l=0
2∑
a=1
230
·
∣∣∣∣∣ 1βaL2
∑
(ω,k)∈M(βa)×Γ∗
log
(
det
(
I4 − (iωI4 − E(k)− El+1(βa)(ω,k))−1
· χ≤l(βa)(ω,k)W l(βa)(ω,k)
))
− 1
2πL2
∑
k∈Γ∗
(∫ πh
pi
βa
du+
∫ − piβa
−πh
du
)
· log ( det (I4 − (iuI4 − E(k)− El+1(βa)(u,k))−1
· χ≤l(βa)(u,k)Ŵ l(βa)(u,k)
))∣∣∣∣∣
+
Nβ1∑
l=0
1
πL2
∑
k∈Γ∗
(∫ πh
pi
β1
du+
∫ − piβ1
−πh
du
)
·
∣∣∣ log ( det (I4 − (iuI4 − E(k)− El+1(β1)(u,k))−1
· χ≤l(β1)(u,k)Ŵ l(β1)(u,k)
))
− log ( det (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
))∣∣∣
+
Nβ1∑
l=0
1
πL2
∑
k∈Γ∗
(∫ pi
β1
pi
β2
du+
∫ − piβ2
− piβ1
du
)
·
∣∣∣ log ( det (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
))∣∣∣.
The assumption h ≥ e8 implies that πh ≥ (π/√3)MUV , or φ(M−2UV u2) =
0 (∀u ∈ R with |u| ≥ πh). This explains why the integrals with u over a
domain outside [−πh, πh] vanish in the following calculations. By using
(7.79), (7.78), Lemma 7.12 (2), (7.54), Lemma 7.4, Lemma 7.8 (2) and
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the inequality cIR ≥ f−1t in this order,
∣∣∣∣∣ 1βaL2
∑
(ω,k)∈M(βa)×Γ∗
log
(
det
(
I4 − (iωI4 − E(k)− El+1(βa)(ω,k))−1
(7.94)
· χ≤l(βa)(ω,k)W l(βa)(ω,k)
))
− 1
2πL2
∑
k∈Γ∗
(∫ πh
pi
βa
du+
∫ − piβa
−πh
du
)
· log ( det (I4 − (iuI4 − E(k)− El+1(βa)(u,k))−1
· χ≤l(βa)(u,k)Ŵ l(βa)(u,k)
))∣∣∣∣∣
≤ 1
2πL2
∑
k∈Γ∗
βah
2 −1∑
m=0
·
(∫ 2pi
βa
(m+1)+ piβa
2pi
βa
m+ piβa
dω
∫ ω
2pi
βa
m+ piβa
du+
∫ − 2piβam− piβa
− 2piβa (m+1)−
pi
βa
dω
∫ ω
− 2piβam−
pi
βa
du
)
·
∣∣∣∣∣ ∂∂u log ( det (I4 − (iuI4 − E(k)− El+1(βa)(u,k))−1
· χ≤l(βa)(u,k)Ŵ l(βa)(u,k)
))∣∣∣∣∣
+
1
2πL2
∑
k∈Γ∗
(∫ πh+ piβa
πh
du+
∫ −πh
−πh− piβa
du
)
·
∣∣∣ log ( det (I4 − (iuI4 − E(k)− El+1(βa)(u,k))−1
· χ≤l(βa)(u,k)Ŵ l(βa)(u,k)
))∣∣∣
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≤ c
βaL2
∑
k∈Γ∗
(∫ πh
pi
βa
du+
∫ − piβa
−πh
du
)
·
∣∣∣∣∣ ∂∂u det (I4 − (iuI4 − E(k)− El+1(βa)(u,k))−1
· χ≤l(βa)(u,k)Ŵ l(βa)(u,k)
)∣∣∣∣∣
≤ c
β1L2
∑
k∈Γ∗
(∫ πh
pi
βa
du+
∫ − piβa
−πh
du
) Nβa∑
j=l
·
∥∥∥∥∥ ∂∂u((iuI4 − E(k)− El+1(βa)(u,k))−1χj(u,k)Ŵ l(βa)(u,k))
∥∥∥∥∥
4×4
≤ c
β1L2
∑
k∈Γ∗
(∫ πh
pi
βa
du+
∫ − piβa
−πh
du
) Nβa∑
j=l
·
1∑
n=0
∥∥∥∥∥
(
∂
∂u
)n (
(iuI4 − E(k)− El+1(βa)(u,k))−1
∥∥∥∥∥
4×4
·
1−n∑
m=0
∣∣∣∣∣
(
∂
∂u
)m
χj(u,k)
∣∣∣∣∣
∥∥∥∥∥
(
∂
∂u
)1−n−m
Ŵ l(βa)(u,k)
∥∥∥∥∥
4×4
≤ c(M)β−11
Nβa∑
j=l
f−1t M
3j
1∑
n=0
M−j(cw(j)−1)n
·
1−n∑
m=0
(cw(j)−1)mc−1IRM
3
2 lα−2(cw(l)−1)1−n−m
≤ c′′(M, cw)β−11 M
3
2 lα−2
Nβa∑
j=l
M j
≤ c′′(M, cw)β−11 M
5
2 lα−2.
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Also, by recalling (7.12) we see that
1
L2
∑
k∈Γ∗
(∫ πh
pi
β1
du+
∫ − piβ1
−πh
du
)(7.95)
·
∣∣∣ log ( det (I4 − (iuI4 − E(k)− El+1(β1)(u,k))−1
· χ≤l(β1)(u,k)Ŵ l(β1)(u,k)
))
− log ( det (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
))∣∣∣
≤ 1
L2
∑
k∈Γ∗
(∫ πh
pi
β1
du+
∫ − piβ1
−πh
du
)
1χ≤l(β1)(u,k) 6=0
·
∣∣∣ log ( det (I4 + (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
)−1
· ((iuI4 − E(k)− El+1(β2)(u,k))−1χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
− (iuI4 − E(k)− El+1(β1)(u,k))−1χ≤l(β1)(u,k)Ŵ l(β1)(u,k)
)))∣∣∣
=
1
L2
∑
k∈Γ∗
(∫ πh
pi
β1
du+
∫ − piβ1
−πh
du
)
1χ≤l(β1)(u,k) 6=0
·
∣∣∣ log ( det (I4 + (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
)−1
· ((iuI4 − E(k)− El+1(β2)(u,k))−1χ≤l(β1)(u,k)
· (Ŵ l(β2)(u,k)− Ŵ l(β1)(u,k))
+ (iuI4 − E(k)− El+1(β2)(u,k))−1
· (El+1(β2)(u,k)− El+1(β1)(u,k))
· (iuI4 − E(k)− El+1(β1)(u,k))−1
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· χ≤l(β1)(u,k)Ŵ l(β1)(u,k)
)))∣∣∣,
where we used the equalities of the form
log(det(I4 −A))− log(det(I4 −B))
= log(det(I4 + (I4 − B)−1(B − A))),
(C − A)−1 − (C − B)−1 = (C − A)−1(A− B)(C −B)−1,
for A,B, C ∈ Mat(4,C). Moreover, by (7.44), the inequality cIR ≥ f−1t ,
Lemma 7.8 (1), Lemma 7.9, Lemma 7.10 (1) and Lemma 7.11 we have
for any j ∈ {l, l− 1, · · · , Nβ1}, (u,k) ∈ R3 with χj(u,k) 6= 0 that
∥∥∥(I4 − (iuI4 − E(k)− El+1(β1)(u,k))−1χ≤l(β2)(u,k)Ŵ l(β2)(u,k))−1
(7.96)
· ((iuI4 − E(k)− El+1(β2)(u,k))−1χ≤l(β1)(u,k)
· (Ŵ l(β2)(u,k)− Ŵ l(β1)(u,k))
+ (iuI4 − E(k)− El+1(β2)(u,k))−1(El+1(β2)(u,k)− El+1(β1)(u,k))
· (iuI4 − E(k)− El+1(β1)(u,k))−1χ≤l(β1)(u,k)Ŵ l(β1)(u,k)
)∥∥∥
4×4
≤ c‖(iuI4 − E(k)− El+1(β2)(u,k))−1χ≤l(β1)(u,k)
· (Ŵ l(β2)(u,k)− Ŵ l(β1)(u,k))‖4×4
+ c‖(iuI4 − E(k)− El+1(β2)(u,k))−1
· (El+1(β2)(u,k)− El+1(β1)(u,k))‖4×4
≤ cM−j‖Ŵ l(β2)(u,k)− Ŵ l(β1)(u,k)‖4×4
+ cM−j‖El+1(β2)(u,k)− El+1(β1)(u,k)‖4×4
≤ min{cMα−2, cβ− 121 M−jα−2} < 1.
By taking into account Lemma 7.12 (2) and (7.96) we observe that
(the right-hand side of (7.95))
(7.97)
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≤
Nβ1∑
j=l
1
L2
∑
k∈Γ∗
(∫ πh
pi
β1
du+
∫ − piβ1
−πh
du
)
1χj(u,k) 6=0
·
∞∑
n=1
1
n
(min{cMα−2, cβ− 121 M−jα−2})n
≤ c(M)
Nβ1∑
j=l
f−1t M
3j min{cMα−2, cβ− 121 M−jα−2} ≤ c(M)β−
1
2
1 f
−1
t M
2lα−2.
Similarly, by using Lemma 7.12 (3) and (7.79) we can derive that
1
L2
∑
k∈Γ∗
(∫ pi
β1
pi
β2
du+
∫ − piβ2
− piβ1
du
)
(7.98)
·
∣∣∣ log ( det (I4 − (iuI4 − E(k)− El+1(β2)(u,k))−1
· χ≤l(β2)(u,k)Ŵ l(β2)(u,k)
))∣∣∣
≤ 1
L2
∑
k∈Γ∗
(∫ pi
β1
pi
β2
du +
∫ − piβ2
− piβ1
du
)
1χ≤l(β2)(u,k) 6=0
∞∑
n=1
1
n
(cMα−2)n
≤ c(M)β−11 f−1t M 2lα−2.
Combining (7.22), (7.94), (7.97), (7.98) with (7.93) yields
|Jend(β1)− J1end(β2)| ≤ c
Nβ1−1∑
l=0
β
− 12
1 M
5
2 lα−3 +
Nβ1∑
l=0
c′′(M, cw)β
− 12
1 f
−1
t M
2lα−2
(7.99)
≤ c′′(M, cw)β− 12f−1t α−2.
Finally, by coupling (7.99) with (7.92) we reach the claimed inequality.

In order to indicate the dependency on the parameters β, L, h, let
us write Jend(β, L, h)(U) in place of Jend(U) in the following. For any
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compact setK of C4 let C(K;C) denote the Banach space of all complex-
valued continuous functions on K, equipped with the uniform norm. To
prove the next lemma, we need Lemma D.1 proved in Appendix D.
Lemma 7.20. For any non-empty compact set K of C4 satisfying K ⊂
DIR the following statements hold true.
(1) For any β ∈ R>0, L ∈ N with L ≥ β, Jend(β, L, h)(·) converges in
C(K;C) as h→∞ (h ∈ 2N/β).
(2) Set J(β, L) := limh→∞,h∈2N/β Jend(β, L, h). For any β ∈ R>0, J(β, L)(·)
converges in C(K;C) as L→∞ (L ∈ N).
(3) Set J(β) := limL→∞,L∈N J(β, L). J(β)(·) converges in C(K;C) as
β →∞ (β ∈ N).
Proof. (1),(2): Take any U0 ∈ (0, f 2t (c′(M, cw)α4)−1) and small ε ∈ R>0,
where c′(M, cw) is the constant appearing in the definition of DIR in
Lemma 7.18 (1). Set
Dε := {(U1, U2, U3, U4) ∈ C4 | |Uρ| < U0 − ε, (∀ρ ∈ B)}.
Note that zU ∈ DIR for any U ∈ Dε and z ∈ C with |z| ≤ U0/(U0 − ε).
By Lemma 7.19 (1) and Cauchy’s integral formula we can justify the
following equalities.
Jend(β, L, h)(U) =
∞∑
n=0
1
n!
(
∂
∂z
)n
Jend(β, L, h)(zU)
∣∣∣∣
z=0
(7.100)
=
∞∑
n=0
an(β, L, h)(U), (∀U ∈ Dε),
where
an(β, L, h)(U) :=
1
2πi
∮
|z|= U0U0−ε
dz
Jend(β, L, h)(zU)
zn+1
.
By Lemma 7.19 (2),
|an(β, L, h)(U)| ≤ c(M)f−1t α−2
(
U0 − ε
U0
)n
,(7.101)
(∀U ∈ Dε, n ∈ N ∪ {0}).
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By Lemma 7.18 (3) there exists a constant c(β, L,M) ∈ R>0 depending
only on β, L, M such that
− 1
βL2
log
(∫
eJ
0(U)(ψ)dµC∞≤0(ψ)
)
= Jend(β, L, h)(U),
(∀U ∈ C4 with |Uρ| ≤ f 2t (c′(M, cw)c(β, L,M)4)−1, (∀ρ ∈ B)).
By this equality and Lemma 2.10 (1) we can choose constants c1, h0 ∈
R>0, which may depend on β, L but are independent of h, so that for
any U ∈ Dε, h ∈ 2N/β with h ≥ h0,
an(β, L, h)(U)(7.102)
=
1
2πi
∮
|z|=c1
dz
1
zn+1
(
− 1
βL2
log
(∫
eJ
0(zU)(ψ)dµC∞≤0(ψ)
)
+
1
βL2
log
(∫
e−V (zU)(ψ)dµC(ψ)
))
− 1
βL2
1
n!
(
∂
∂z
)n
log
(∫
e−V (zU)(ψ)dµC(ψ)
)∣∣∣∣∣
z=0
.
By Lemma D.1 proved in Appendix D the last term in the right-hand
side of (7.102) uniformly converges with respect to U ∈ Dε as we send
h to infinity first, then L to infinity next. Moreover, Lemma 2.10 (2)
and Proposition 6.4 (3) imply that
lim
h→∞
h∈2N/β
sup
U∈Dε
∣∣∣∣∣ 12πi
∮
|z|=c1
dz
1
zn+1
(
1
βL2
log
(∫
eJ
0(zU)(ψ)dµC∞≤0(ψ)
)
− 1
βL2
log
(∫
e−V (zU)(ψ)dµC(ψ)
))∣∣∣∣∣
= 0.
Therefore, there exist {an(β, L)}∞n=0, {an(β)}∞n=0 ⊂ C(Dε;C) such that
lim
h→∞
h∈2N/β
sup
U∈Dε
|an(β, L, h)(U)− an(β, L)(U)| = 0,(7.103)
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lim
L→∞
L∈N
sup
U∈Dε
|an(β, L)(U)− an(β)(U)| = 0, (∀n ∈ N ∪ {0}).(7.104)
Since the right-hand side of (7.101) is summable with n over N∪{0}, we
can apply the dominated convergence theorem for l1(N ∪ {0}) together
with (7.103), (7.104) to deduce from (7.100) that
lim
h→∞
h∈2N/β
sup
U∈Dε
∣∣∣∣∣Jend(β, L, h)(U)−
∞∑
n=0
an(β, L)(U)
∣∣∣∣∣ = 0,
lim
L→∞
L∈N
sup
U∈Dε
∣∣∣∣∣
∞∑
n=0
an(β, L)(U)−
∞∑
n=0
an(β)(U)
∣∣∣∣∣ = 0.
For any compact set K of C4 with K ⊂ DIR we can choose U0 ∈
(0, f 2t (c
′(M, cw)α4)−1) and ε ∈ R>0 so that K ⊂ Dε. Thus, the claims
(1), (2) have been proved.
(3): By sending h and L to infinity in Lemma 7.19 (3) we obtain
sup
U∈K
|J(β1)(U)− J(β2)(U)| ≤ c′′(M, cw)β−
1
2
1 f
−1
t α
−2,
for any β1, β2 ∈ N with β2 ≥ β1, which implies that (J(β))β∈N is a Cauchy
sequence in the Banach space C(K;C). Therefore, the claim (3) holds
true. 
Here we can give the proof of Theorem 1.1, admitting lemmas proved
in Appendix E.
Proof of Theorem 1.1. First of all let us assume that Theorem 1.1 is true
if max{th,e, th,o, tv,e, tv,o} = 1. Set tmax := max{th,e, th,o, tv,e, tv,o}. By the
theorem for the Hamiltonian H0/tmax + V there exist a generic constant
c ∈ R>0 and continuous functions Fβ,L(·), Fβ(·), F (·) : Dt/tmax(c)
4 → C
such that Fβ,L(·) is analytic in Dt/tmax(c)4 and
Fβ,L(U) = − 1
β(2L)2
log(Tr e−β(H0/tmax+V)),
(∀U ∈ Dt/tmax(c)
4 ∩ R4, β ∈ R>0, L ∈ N with L ≥ β),
lim
L→∞
L∈N
sup
z∈Dt/tmax (c)
4
|Fβ,L(z)− Fβ(z)| = 0, (∀β ∈ R>0),
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lim
β→∞
β∈R>0
sup
z∈Dt/tmax (c)
4
|Fβ(z)− F (z)| = 0.
By replacing β by tmaxβ and taking into account the equalityDt/tmax(c) =
(1/tmax)Dt(c) we have that
tmaxFtmaxβ,L
(
1
tmax
U
)
= − 1
β(2L)2
log(Tr e−βH),
(∀U ∈ Dt(c)
4 ∩ R4, β ∈ R>0, L ∈ N with L ≥ tmaxβ),
lim
L→∞
L∈N
sup
z∈Dt(c)4
∣∣∣∣tmaxFtmaxβ,L ( 1tmaxz
)
− tmaxFtmaxβ
(
1
tmax
z
)∣∣∣∣ = 0,
(∀β ∈ R>0),
lim
β→∞
β∈R>0
sup
z∈Dt(c)4
∣∣∣∣tmaxFtmaxβ ( 1tmaxz
)
− tmaxF
(
1
tmax
z
)∣∣∣∣ = 0.
Since the functions Ftmaxβ,L(·/tmax), Ftmaxβ(·/tmax), F (·/tmax) are contin-
uous in Dt(c)
4
and Ftmaxβ,L(·/tmax) is analytic in Dt(c)4, the claims for
the Hamiltonian H hold true. Therefore, it suffices to prove the theorem
on the assumption that tmax = 1.
In the following we assume that β ∈ R>0, L ∈ N satisfies L ≥ β and
the parameters M , α ∈ R>0 satisfy the conditions required in Lemma
7.18 and Lemma 7.19. By Lemma 7.20 there exist functions J(β, L)(·),
J(β)(·), J(·) : DIR → C such that
J(β, L)(U) = lim
h→∞
h∈2N/β
Jend(β, L, h)(U),
J(β)(U) = lim
L→∞
L∈N
lim
h→∞
h∈2N/β
Jend(β, L, h)(U),
J(U) = lim
β→∞
β∈N
lim
L→∞
L∈N
lim
h→∞
h∈2N/β
Jend(β, L, h)(U), (∀U ∈ DIR).
(1): By Lemma 2.2, Lemma 2.10, Proposition 6.4 (3) and Lemma 7.18
(3), there exists a constant c1 ∈ R>0 which may depend on β, L but not
240
on h such that for any U ∈ R4 with |Uρ| ≤ c1 (∀ρ ∈ B),
J(β, L)(U)
(7.105)
= lim
h→∞
h∈2N/β
·
(
− 1
βL2
log
(∫
eJ
0(ψ)dµC∞≤0(ψ)
)
+
1
βL2
log
(∫
e−V (ψ)dµC(ψ)
))
+ lim
h→∞
h∈2N/β
(
− 1
βL2
log
(∫
e−V (ψ)dµC(ψ)
))
= − 1
βL2
log
(
Tr e−βH
Tr e−βH0
)
.
By Lemma 7.19 (1) and Lemma 7.20 (1), U 7→ J(β, L)(U) is analytic
in DIR. On the other hand, by Lemma E.3 proved in Appendix E there
exists a domain O ⊂ C4 such that DIR ∩ R4 ⊂ O and U 7→ log(Tr e−βH)
is analytic in O. Therefore, by the identity theorem we obtain that
J(β, L)(U) = − 1
βL2
log
(
Tr e−βH
Tr e−βH0
)
, (∀U ∈ DIR ∩ R4),(7.106)
or by Lemma 7.1 and Lemma E.1 proved in Appendix E,
− 1
β(2L)2
log(Tr e−βH)(7.107)
=
1
4
J(β, L)(U)− 1
2βL2
∑
k∈Γ∗
∑
p,q∈{1,−1}
log(1 + e−βXp,q(k)),
(∀U ∈ DIR ∩ R4),
whereXp,q(k) (p, q ∈ {1,−1}) are the eigen values of E(k) given in (7.5).
The equality (7.107) implies that the claim (1) holds for Dt(c
′) with any
c′ ∈ (0, (c′(M, cw)α4)−1), where c′(M, cw)(∈ R>0) is the M, cw-dependent
constant appearing in the definition of DIR in Lemma 7.18 (1). In the
following we fix c′ to be (2c′(M, cw)α4)−1 so that Dt(c′)
4 ⊂ DIR.
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(2): Set
Fβ,L(U) :=
1
4
J(β, L)(U)− 1
2βL2
∑
k∈Γ∗
∑
p,q∈{1,−1}
log(1 + e−βXp,q(k)),
Fβ(U) :=
1
4
J(β)(U)− 1
2β(2π)2
∑
p,q∈{1,−1}
∫
[−π,π]2
dk log(1 + e−βXp,q(k)),
(∀U ∈ DIR).
We can see from Lemma 7.20 (2) and the continuity of the function
k 7→ Xp,q(k) that
lim
L→∞
L∈N
sup
U∈Dt(c′)4
|Fβ,L(U)− Fβ(U)| = 0, (∀β ∈ R>0).
Thus, the claim (2) is true.
(3): By Lemma E.2 proved in Appendix E, Lemma 7.19 (2), (7.106)
and continuity,∣∣∣∣∣ 1βL2 log
(
Tr e−βH
Tr e−βH0
)
− 1
[β]L2
log
(
Tr e−[β]H
Tr e−[β]H0
)∣∣∣∣∣(7.108)
≤
∫ β
[β]
dγ
∣∣∣∣ 1γ2L2
(
Tr e−γH
Tr e−γH0
)∣∣∣∣
+ c
(
1 + sup
U∈DIR
‖U‖C4
)
log
(
β
[β]
)
≤ c
(
c(M)f−1t α
−2 + 1 + sup
U∈DIR
‖U‖C4
)
log
(
β
[β]
)
,
(∀U ∈ DIR ∩ R4),
where c(M) ∈ R>0 is the M -dependent constant appearing in Lemma
7.19 (2). Set
F (U) :=
1
4
J(U) +
1
2(2π)2
∑
p,q∈{1,−1}
∫
[−π,π]2
dk1Xp,q(k)<0Xp,q(k),
(∀U ∈ DIR).
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Lemma 7.20 implies that the function U 7→ F (U) is analytic in DIR.
We can derive from (7.106) and (7.108) that for any β ∈ R≥1,
sup
U∈Dt(c′)4∩R4
|Fβ(U)− F (U)|
≤ c
(
c(M)f−1t α
−2 + 1 + sup
U∈DIR
‖U‖C4
)
log
(
β
[β]
)
+ sup
U∈Dt(c′)4
|J([β])(U)− J(U)|
+
∣∣∣∣∣− 12β(2π)2 ∑
p,q∈{1,−1}
∫
[−π,π]2
dk log(1 + e−βXp,q(k))
− 1
2(2π)2
∑
p,q∈{1,−1}
∫
[−π,π]2
dk1Xp,q(k)<0Xp,q(k)
∣∣∣∣∣.
Thus, by Lemma 7.20 (3),
lim
β→∞
β∈R>0
sup
U∈Dt(c′)4∩R4
|Fβ(U)− F (U)| = 0.(7.109)
To complete the proof, we need to show that
lim
β→∞
β∈R>0
sup
U∈Dt(c′)4
|Fβ(U)− F (U)| = 0.(7.110)
The convergence property (7.110) can be proved by a basic argument.
However, we present the proof for completeness. Note that by Lemma
7.19 (2),
sup
U∈DIR
|Fβ(U)| ≤ c˜, (∀β ∈ R≥1), sup
U∈DIR
|F (U)| ≤ c˜,(7.111)
with some constant c˜(∈ R>0) independent of β. For any j ∈ {1, 2, 3, 4},
n ∈ N ∪ {0}, U ∈ Dt(c′)
4
, set
aβ,j,n(U) :=
1
n!
(
∂
∂Uj
)n
Fβ(U), aj,n(U) :=
1
n!
(
∂
∂Uj
)n
F (U).
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Since Fβ(·), F (·) are analytic in DIR,
Fβ(U) =
∞∑
n=0
aβ,j,n(U1, · · · , Uj−1, 0, Uj+1, · · · , U4)Unj ,(7.112)
F (U) =
∞∑
n=0
aj,n(U1, · · · , Uj−1, 0, Uj+1, · · · , U4)Unj ,
(∀j ∈ {1, 2, 3, 4},U ∈ Dt(c′)4, β ∈ R≥1).
Moreover, by (7.111) Cauchy’s integral formula gives that
|aβ,j,n(U1, · · · , Uj−1, 0, Uj+1, · · · , U4)| ≤ c˜
(
3
2
c′f 2t
)−n
,
(7.113)
|aj,n(U1, · · · , Uj−1, 0, Uj+1, · · · , U4)| ≤ c˜
(
3
2
c′f 2t
)−n
,
(∀j ∈ {1, 2, 3, 4}, n ∈ N ∪ {0}, (U1, · · · , Uj−1, Uj+1, · · · , U4) ∈ Dt(c′)3,
β ∈ R≥1).
Let us prove that
lim
β→∞
β∈R>0
sup
U∈Dt(c′)3∩R3
|aβ,1,n(0,U)− a1,n(0,U)| = 0, (∀n ∈ N ∪ {0})(7.114)
by induction with n. By (7.109),
lim
β→∞
β∈R>0
sup
U∈Dt(c′)3∩R3
|aβ,1,0(0,U)− a1,0(0,U)|
= lim
β→∞
β∈R>0
sup
U∈Dt(c′)3∩R3
|Fβ(0,U)− F (0,U)| = 0.
Next, let us assume that there exists m ∈ N ∪ {0} such that (7.114)
holds for all n ∈ N ∪ {0} with n ≤ m. Suppose that there exist δ ∈ R>0
and a sequence (βl)
∞
l=1 such that βl →∞ as l →∞ and
sup
U∈Dt(c′)3∩R3
|aβl,1,m+1(0,U)− a1,m+1(0,U)| ≥ δ, (∀l ∈ N).
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Then, we can see from (7.112), (7.113) that
δ|U |m+1 ≤ sup
U∈Dt(c′)3∩R3
|aβl,1,m+1(0,U)− a1,m+1(0,U)||U |m+1
≤ sup
U∈Dt(c′)3∩R3
|Fβl(|U |,U)− F (|U |,U)|
+
m∑
n=0
sup
U∈Dt(c′)3∩R3
|aβl,1,n(0,U)− a1,n(0,U)||U |n
+ 2c˜
∞∑
n=m+2
(
3
2
c′f 2t
)−n
|U |n, (∀U ∈ Dt(c′)).
By (7.109) and the induction hypothesis the first term and the second
term in the right-hand side of the above inequality converge to 0 as
l →∞. Then, by dividing both sides by |U |m+1 we obtain that
δ ≤ 2c˜
∞∑
n=m+2
(
3
2
c′f 2t
)−n
|U |n−m−1
≤ 2c˜|U |
(
3
2
c′f 2t
)−m−2 ∞∑
n=m+2
(
3
2
)−n+m+2
, (∀U ∈ Dt(c′)\{0}).
Sending U to 0 yields δ ≤ 0, which is a contradiction. Thus,
lim
β→∞
β∈R>0
sup
U∈Dt(c′)3∩R3
|aβ,1,m+1(0,U)− a1,m+1(0,U)| = 0.
By induction, the convergence property (7.114) holds true.
It follows from (7.112), (7.113), (7.114) and the dominated conver-
gence theorem that
lim
β→∞
β∈R>0
sup
U∈Dt(c
′)
U∈Dt(c
′)
3
∩R3
|Fβ(U,U)− F (U,U)| = 0.(7.115)
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By using (7.115) in place of (7.109) in an inductive argument parallel
to that above we can prove that
lim
β→∞
β∈R>0
sup
U∈Dt(c
′)
U∈Dt(c
′)
2
∩R2
|aβ,2,n(U, 0,U)− a2,n(U, 0,U)| = 0, (∀n ∈ N ∪ {0}).
(7.116)
Then, combination of (7.112), (7.113), (7.116) and the dominated con-
vergence theorem concludes that
lim
β→∞
β∈R>0
sup
U∈Dt(c
′)
2
U′∈Dt(c
′)
2
∩R2
|Fβ(U,U′)− F (U,U′)| = 0.
By repeating this argument twice more we reach (7.110). The proof of
the theorem is complete. 
Appendix A. The flux phase problem
A sufficient condition to be a minimizer of the flux phase problem for
the half-filled Hubbard model on a square lattice was essentially given
by Lieb in [15]. In order to support readers’ verification of Corollary
1.2, here we state Lieb’s theorem with some supplementary arguments
concerning the repeated reflection, which are not explicit in the short
letter [15]. Since the proof below is based on the proved lemmas [15,
Lemma] and [16, Lemma 2.1], it will present no more than a review
to readers who are already familiar with this subject. Apart from the
condition on the flux per plaquette, we need a condition on the flux
through the large circles around the periodic lattice in order to define
a Hamiltonian minimizing the free energy under the periodic boundary
condition. The sufficiency of these conditions was discussed by Macris
and Nachtergaele in [17]. The statement of the theorem below is also
implied by [17, Theorem 1.4, Remarks (a)], which provides a generalized
version of Lieb’s theorem with an alternative proof. The proof below
merely uses the original key lemmas [15, Lemma] and [16, Lemma 2.1].
First let us consider the problem in a general setting. Assume that the
hopping amplitude t(·, ·) : Z2 × Z2 → R≥0 and the magnitude of on-site
interaction U(·) : Z2 → R satisfy the following.
t(x,y) = t(y,x) = t(x+ 2mLe1 + 2nLe2,y),
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t(x,y) = 0 if x− y 6= e1,−e1, e2,−e2 in (Z/2LZ)2,
U(x) = U(x+ 2mLe1 + 2nLe2), (∀x,y ∈ Z2, m, n ∈ Z).
We minimize the free energy with respect to the argument of the hopping
matrix elements. The argument is represented by a function φ(·, ·) :
Z2 × Z2 → R satisfying that
φ(x,y) = −φ(y,x) in R/2πZ,(A.1)
φ(x+ 2mLe1 + 2nLe2,y) = φ(x,y) in R/2πZ,
(∀x,y ∈ Z2, m, n ∈ Z).
With φ satisfying (A.1), define the HamiltonianH(φ) on Ff(L
2(Γ(2L)×
{↑, ↓})) by
H(φ) :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)
t(x,y)eiφ(x,y)ψ∗xσψyσ
+
∑
x∈Γ(2L)
U(x)
(
ψ∗x↑ψ
∗
x↓ψx↓ψx↑ −
1
2
∑
σ∈{↑,↓}
ψ∗xσψxσ
)
.
The flux phase problem is to find a phase φ satisfying (A.1) such that
−1
β
log(Tr e−βH(φ)) = min
η:Z2×Z2→R
satisfying (A.1)
(
−1
β
log(Tr e−βH(η))
)
.
For a phase φ, the flux per plaquette fp(φ)(·) : Z2 → R is defined by
fp(φ)(x) :=φ(x+ e1,x) + φ(x+ e1 + e2,x+ e1)
+ φ(x+ e2,x+ e1 + e2) + φ(x,x+ e2), (∀x ∈ Z2).
The flux through horizontal circle fh(φ)(·) : Z→ R and the flux through
vertical circle fv(φ)(·) : Z→ R are defined by
fh(φ)(x) :=
2L−1∑
j=0
φ((j + 1, x), (j, x)),
fv(φ)(x) :=
2L−1∑
j=0
φ((x, j + 1), (x, j)), (∀x ∈ Z).
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Before stating the theorem, let us confirm the fact that the free energy
depends on a phase φ only through the flux fp(φ)(·), fh(φ)(·), fv(φ)(·).
Assume that phases φ1(·, ·), φ2(·, ·) : Z2 × Z2 → R satisfy (A.1) and
fp(φ1)(x) = fp(φ2)(x) in R/2πZ, (∀x ∈ Z2),
fh(φ1)(x) = fh(φ2)(x) in R/2πZ,
fv(φ1)(x) = fv(φ2)(x) in R/2πZ, (∀x ∈ Z).
Our aim is to prove that Tr e−βH(φ1) = Tr e−βH(φ2). To reach the conclu-
sion, let us follow a few lemmas. In the following let ‖ · ‖R2 denote the
euclidean norm of R2 and (φ1 − φ2)(x,y) denote φ1(x,y)− φ2(x,y).
Lemma A.1. Assume that n ≥ 2, x1,x2, · · · ,xn ∈ Γ(2L), ‖xj−xj+1‖R2
= 1 (j = 1, 2, · · · , n − 2), ‖xn−1 − xn‖R2 = 2L − 1 and xn−1 − xn =
±e1,±e2 in (Z/2LZ)2. Then, there exist y1,y2, · · · ,ym ∈ Γ(2L) such
that y1 = x1, ym = xn, ‖yj − yj+1‖R2 = 1 (j = 1, 2, · · · , m− 1) and
m−1∑
j=1
(φ1 − φ2)(yj+1,yj) =
n−1∑
j=1
(φ1 − φ2)(xj+1,xj) in R/2πZ.
Proof. We can choose y1,y2, · · · ,ym ∈ Γ(2L) satisfying that y1 = x1,
ym = xn, ‖yj − yj+1‖R2 = 1 (j = 1, 2, · · · , m − 1). Then, by using
the equality fp(φ1 − φ2)(x) = 0 (x ∈ Z2) repeatedly and either fh(φ1 −
φ2)(x) = 0 (x ∈ Z) or fv(φ1 − φ2)(x) = 0 (x ∈ Z) only once we can
deduce that
(φ1 − φ2)(ym−1,ym) + (φ1 − φ2)(ym−2,ym−1) + · · ·+ (φ1 − φ2)(y1,y2)
+
n−1∑
j=1
(φ1 − φ2)(xj+1,xj) = 0 in R/2πZ.

Lemma A.2. Assume that n ≥ 2, x1,x2, · · · ,xn ∈ Γ(2L) and xj −
xj+1 = ±e1,±e2 in (Z/2LZ)2 (j = 1, 2, · · · , n) where xn+1 := x1. Then,
n∑
j=1
(φ1 − φ2)(xj+1,xj) = 0 in R/2πZ.
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Proof. If ‖xj − xj+1‖R2 = 1 (j = 1, 2, · · · , n), we can prove the claimed
equality only by using that fp(φ1 − φ2)(x) = 0 (x ∈ Z2). Let us con-
sider the case that there are j1, j2, · · · , jl ∈ {1, 2, · · · , n} such that
j1 < j2 < · · · < jl, ‖xji − xji+1‖R2 = 2L − 1 (i = 1, 2, · · · , l) and‖xj − xj+1‖R2 = 1 (∀j ∈ {1, 2, · · · , n}\{j1, j2, · · · , jl}). By Lemma A.1
there exist y1,y2, · · · ,ym1 ∈ Γ(2L) such that y1 = x1, ym1 = xj1+1,‖yj − yj+1‖R2 = 1 (j = 1, 2, · · · , m1 − 1) and
m1−1∑
j=1
(φ1 − φ2)(yj+1,yj) =
j1∑
j=1
(φ1 − φ2)(xj+1,xj) in R/2πZ.
Then, we can apply Lemma A.1 to the sequence y1, · · · ,ym1,xj1+2, · · · ,
xj2,xj2+1. By repeating this procedure we conclude that there are z1, z2,· · · , zm ∈ Γ(2L) such that ‖zj−zj+1‖R2 = 1 (j = 1, 2, · · · , m), zm+1 = z1
and
m∑
j=1
(φ1 − φ2)(zj+1, zj) =
n∑
j=1
(φ1 − φ2)(xj+1,xj) in R/2πZ.
We have already seen that the left-hand side of the above equality is 0
(mod 2π) in the beginning. 
The idea of the next lemma is essentially the same as [16, Lemma 2.1].
Lemma A.3. ([16, Lemma 2.1]) There exists a function θ(·) : Γ(2L)→
R such that for any x,y ∈ Γ(2L) with x− y = ±e1,±e2 in (Z/2LZ)2,
φ1(x,y) = φ2(x,y) + θ(x)− θ(y) in R/2πZ.
Proof. For any (x, y) ∈ Γ(2L) set
θ((x, y)) :=1x≥1
x−1∑
j=0
(φ1 − φ2)((j + 1, 0), (j, 0))
+ 1y≥1
y−1∑
j=0
(φ1 − φ2)((x, j + 1), (x, j)).
Then, it follows from Lemma A.2 that
θ(x) + (φ1 − φ2)(y,x)− θ(y) = 0 in R/2πZ.

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Lemma A.4.
Tr e−βH(φ1) = Tr e−βH(φ2).
Proof. Let θ(·) : Γ(2L)→ R be the function introduced in Lemma A.3.
We can extend the domain of θ(·) to Z2 so that
θ(x+ 2mLe1 + 2nLe2) = θ(x), (∀x ∈ Z2, m, n ∈ Z),
eiφ1(x,y) = ei(φ2(x,y)+θ(x)−θ(y)),
(∀x,y ∈ Z2 with x− y = ±e1,±e2 in (Z/2LZ)2).
Let us define the transform B on Ff(L
2(Γ(2L)× {↑, ↓})) by
BΩ2L := Ω2L,
B(ψ∗x1σ1ψ
∗
x2σ2
· · ·ψ∗xnσnΩ2L) = ei
∑n
j=1 θ(xj)ψ∗x1σ1ψ
∗
x2σ2
· · ·ψ∗xnσnΩ2L,
(∀(xj, σj) ∈ Γ(2L)× {↑, ↓} (j = 1, 2, · · · , n))
and by linearity. The transform B is unitary and satisfies the equality
BH(φ2)B
∗ = H(φ1), which yields that Tr e−βH(φ1) = Tr e−βH(φ2). 
The following theorem was essentially proved in [15].
Theorem A.5. ([15]) Assume that U ∈ R, th, tv ∈ R>0 and
t(x,y) =
 th if x− y = e1,−e1 in (Z/2LZ)
2,
tv if x− y = e2,−e2 in (Z/2LZ)2,
0 otherwise,
U(x) = U, (∀x,y ∈ Z2).
Moreover, assume that φ : Z2 × Z2 → R satisfies (A.1) and
fp(φ)(x) = π in R/2πZ, (∀x ∈ Z2),
fh(φ)(x) = fv(φ)(x) = π(L− 1) in R/2πZ, (∀x ∈ Z).(A.2)
Then,
−1
β
log(Tr e−βH(φ)) = min
η:Z2×Z2→R
satisfying (A.1)
(
−1
β
log(Tr e−βH(η))
)
.
Proof. Lemma A.4 implies that if there exists a minimizer φ : Z2×Z2 →
R satisfying (A.1) and (A.2), then any η : Z2 × Z2 → R satisfying (A.1)
250
and (A.2) is also a minimizer. Thus, it is sufficient to prove the existence
of a minimizer satisfying (A.2).
Since this is a minimization problem of a continuous function defined
on [0, 2π]2(2L)
2
, a minimizer exists. Assume that φ(·, ·) : Z2 × Z2 → R
satisfies (A.1) and gives the minimum. Set
Γ(2L)a := {(x1, x2) ∈ Γ(2L) | 1 ≤ x2 ≤ L},
Γ(2L)b := Γ(2L)\Γ(2L)a.
Define θ(·) : Z2 → R by
θ((x, y)) :=
{ −φ((x, y), (x, y) + e2) if y = 0 or L in Z/2LZ,
0 otherwise,
(∀(x, y) ∈ Z2).
Then, define the transform τ on Ff(L
2(Γ(2L)× {↑, ↓})) by
τ(ψ∗x1σ1ψ
∗
x2σ2
· · ·ψ∗xnσnΩ2L)
:= ei(θ(x1)+θ(x2)+···+θ(xn))ψ∗x1σ1ψ
∗
x2σ2
· · ·ψ∗xnσnΩ2L,
(∀(xj, σj) ∈ Γ(2L)× {↑, ↓} (j = 1, 2, · · · , n)),
and by linearity. We can see that τ is unitary, τH(φ)τ ∗ = H(φ′) with
φ′ : Z2 × Z2 → R satisfying (A.1) and that if y = 0 or L in Z/2LZ,
φ′((x, y), (x, y) + e2) = 0, (∀x ∈ Z).(A.3)
For any x ∈ Z2 let Ref(x) denote the point of Z2 obtained from x by
reflection with respect to the horizontal line {(x, 1/2) ∈ R2 | x ∈ R} in
R2. For conciseness let V (x) denote the operator
U
(
ψ∗x↑ψ
∗
x↓ψx↓ψx↑ −
1
2
∑
σ∈{↑,↓}
ψ∗xσψxσ
)
.
We decompose H(φ′) as follows.
H(φ′) = Ha +Hb +Hint,
where
Ha :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)a
t(x,y)eiφ
′(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)a
V (x),
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Hb :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)b
t(x,y)eiφ
′(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)b
V (x),
Hint := H(φ
′)−Ha −Hb.
Moreover, set
Ξ(Ha) :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)b
t(x,y)ei(φ
′(Ref(x),Ref(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)b
V (x),
Ξ(Hb) :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)a
t(x,y)ei(φ
′(Ref(x),Ref(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)a
V (x).
Since the property (A.3) holds, we can apply [15, Lemma] concerning
the reflection with respect to the horizontal line {(x, 1/2) ∈ R2 | x ∈ R}.
Since t(·, ·) is invariant under this reflection, the transformation of Ha,
Hb in [15, Lemma] yields Ξ(Ha), Ξ(Hb) respectively. The result is that
(Tr e−βH(φ
′))2 ≤ Tr e−β(Ha+Ξ(Ha)+Hint)Tr e−β(Hb+Ξ(Hb)+Hint).
Since Tr e−βH(φ) is maximum and Tr e−βH(φ) = Tr e−βH(φ
′), we can derive
from the above inequality that
Tr e−βH(φ) = Tr e−β(Hb+Ξ(Hb)+Hint).
There exists a phase η : Z2 × Z2 → R satisfying (A.1) such that for any
x,y ∈ Γ(2L),
η(x,y) =
{
φ′(Ref(x),Ref(y)) + π if x,y ∈ Γ(2L)a,
φ′(x,y) otherwise,(A.4)
and Hb+Ξ(Hb) +Hint = H(η). By (A.3) and (A.4) we observe that for
any x ∈ Z
fv(η)(x) = φ
′((x, 1), (x, 0))+
L−1∑
j=1
(φ′(Ref((x, j + 1)),Ref((x, j))) + π)
+
2L−1∑
j=L
φ′((x, j + 1), (x, j))
=
L−1∑
j=1
(φ′((x, 2L− j), (x, 2L+ 1− j)) + π) +
2L−1∑
j=L+1
φ′((x, j + 1), (x, j))
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= π(L− 1) in R/2πZ.
In the following we repeat the reflection with vertical lines until we
obtain a phase minimizing the free energy and satisfy the conditions
(A.1), (A.2). For s ∈ {0, 1, · · · , L− 1} set
Γ(2L)sr := {(x1, x2) ∈ Γ(2L) | s+ 1 ≤ x1 ≤ s+ L},
Γ(2L)sl := Γ(2L)\Γ(2L)sr.
Define θs(·) : Z2 → R by
θs((x, y)) :=
{ −η((x, y), (x, y) + e1) if x = s in Z/2LZ,
0 otherwise,
(∀(x, y) ∈ Z2).
Then, we define the transform τs(η) on Ff(L
2(Γ(2L)× {↑, ↓})) by
τs(η)(ψ
∗
x1σ1
ψ∗x2σ2 · · ·ψ∗xnσnΩ2L)
:= ei(θs(x1)+θs(x2)+···+θs(xn))ψ∗x1σ1ψ
∗
x2σ2
· · ·ψ∗xnσnΩ2L,
(∀(xj, σj) ∈ Γ(2L)× {↑, ↓} (j = 1, 2, · · · , n)),
and by linearity. Remark that τs(η) is unitary, τs(η)H(η)τs(η)
∗ = H(η′)
with η′ : Z2 × Z2 → R satisfying (A.1),
fv(η
′)(x) = π(L− 1) in R/2πZ, (∀x ∈ Z)(A.5)
and that if x = s in Z/2LZ,
η′((x, y), (x, y) + e1) = 0, (∀y ∈ Z).(A.6)
For any x ∈ Z2 let Refs(x) be the point of Z2 obtained from x by
reflection with respect to the line {(s+ 1/2, y) ∈ R2 | y ∈ R} in R2.
When s = 0, let us decompose H(η′) as follows.
H(η′) = H0r +H
0
l +H
0
int,
where
H0r :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)0r
t(x,y)eiη
′(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)0r
V (x),
H0l :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)0l
t(x,y)eiη
′(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)0l
V (x),
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H0int := H(η
′)−H0r −H0l .
Moreover, set
Ξ(H0r ) :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)0l
t(x,y)ei(η
′(Ref0(x),Ref0(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)0l
V (x),
Ξ(H0l ) :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)0r
t(x,y)ei(η
′(Ref0(x),Ref0(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)0r
V (x).
The property (A.6) for s = 0 enables us to apply [15, Lemma] concerning
the reflection with respect to the line {(1/2, y) ∈ R2 | y ∈ R}. By the
invariant property of t(·, ·) the transformation of H0l , H0r in [15, Lemma]
gives Ξ(H0l ), Ξ(H
0
r ) respectively. As the result,
(Tr e−βH(η
′))2 ≤ Tr e−β(H0l +Ξ(H0l )+H0int)Tr e−β(H0r+Ξ(H0r )+H0int).
Since Tr e−βH(φ) is maximum and Tr e−βH(φ) = Tr e−βH(η
′), the above in-
equality implies that
Tr e−βH(φ) = Tr e−β(H
0
l +Ξ(H
0
l )+H
0
int).
There exists a phase φ0 : Z
2 × Z2 → R satisfying (A.1), (A.5) such that
H0l + Ξ(H
0
l ) +H
0
int = H(φ0). Moreover, by (A.6) for s = 0, if x = 0 in
Z/2LZ,
fp(φ0)((x, y)) = η
′((x, y) + e1, (x, y))
(A.7)
+ η′(Ref0((x, y) + e1 + e2),Ref0((x, y) + e1)) + π
+ η′((x, y) + e2, (x, y) + e1 + e2) + η
′((x, y), (x, y) + e2)
= η′((0, y) + e2, (0, y)) + π + η
′((0, y), (0, y) + e2)
= π in R/2πZ, (∀y ∈ Z).
If L = 1, the equalities (A.7), (A.1) imply (A.2). Thus, φ0 is the desired
minimizer.
Let us assume that L ≥ 2, s ∈ {0, 1, · · · , L − 2} and Tr e−βH(φ) =
Tr e−βH(φs) with φs : Z2 × Z2 → R satisfying (A.1), (A.5) and that if
x = j in Z/2LZ for some j ∈ {0, 1, · · · , s},
fp(φs)((x, y)) = π in R/2πZ, (∀y ∈ Z).(A.8)
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We can write that
τs+1+L(φs)τs+1(φs)H(φs)τs+1(φs)
∗τs+1+L(φs)
∗ = H(φ′s)
with a phase φ′s : Z
2 × Z2 → R satisfying (A.1), (A.5), (A.8) and that if
x = s+ 1 or s+ 1 + L in Z/2LZ,
φ′s((x, y), (x, y) + e1) = 0, (∀y ∈ Z).(A.9)
We can decompose H(φ′s) as follows.
H(φ′s) = H
s+1
r +H
s+1
l +H
s+1
int ,
where
Hs+1r :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)s+1r
t(x,y)eiφ
′
s(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)s+1r
V (x),
Hs+1l :=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)s+1l
t(x,y)eiφ
′
s(x,y)ψ∗xσψyσ +
∑
x∈Γ(2L)s+1l
V (x),
Hs+1int := H(φ
′
s)−Hs+1r −Hs+1l .
Define the operators Ξ(Hs+1r ), Ξ(H
s+1
l ) by
Ξ(Hs+1r )
:=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)s+1l
t(x,y)ei(φ
′
s(Refs+1(x),Refs+1(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)s+1l
V (x),
Ξ(Hs+1l )
:=
∑
σ∈{↑,↓}
∑
x,y∈Γ(2L)s+1r
t(x,y)ei(φ
′
s(Refs+1(x),Refs+1(y))+π)ψ∗xσψyσ +
∑
x∈Γ(2L)s+1r
V (x).
Again the property (A.9) enables us to apply [15, Lemma] concerning
the reflection with respect to the line {(s+ 3/2, y) ∈ R2 | y ∈ R}. Since
t(·, ·) is invariant under the reflection, we have that
(Tr e−βH(φ
′
s))2 ≤ Tr e−β(Hs+1l +Ξ(Hs+1l )+Hs+1int )Tr e−β(Hs+1r +Ξ(Hs+1r )+Hs+1int ).
This inequality implies that
Tr e−βH(φ) = Tr e−β(H
s+1
l +Ξ(H
s+1
l )+H
s+1
int ),
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because Tr e−βH(φ) is maximum and Tr e−βH(φ) = Tr e−βH(φ
′
s). There exists
a phase φs+1 : Z
2 × Z2 → R satisfying (A.1) such that for any x,y ∈
Γ(2L),
φs+1(x,y) =
{
φ′s(Refs+1(x),Refs+1(y)) + π if x,y ∈ Γ(2L)s+1r ,
φ′s(x,y) otherwise,
(A.10)
and H(φs+1) = H
s+1
l + Ξ(H
s+1
l ) + H
s+1
int . Using (A.5), (A.8), (A.9) for
φ′s and considering (A.10), we can check that φs+1 satisfies (A.5) and if
x = j in Z/2LZ for some j ∈ {0, 1, · · · , s},
fp(φs+1)((x, y)) = fp(φ
′
s)((x, y)) = π in R/2πZ, (∀y ∈ Z),
if x = s+ 1 in Z/2LZ,
fp(φs+1)((x, y))
= φ′s((x, y) + e1, (x, y))
+ φ′s(Refs+1((x, y) + e1 + e2),Refs+1((x, y) + e1)) + π
+ φ′s((x, y) + e2, (x, y) + e1 + e2) + φ
′
s((x, y), (x, y) + e2)
= φ′s((s+ 1, y) + e2, (s+ 1, y)) + π + φ
′
s((s+ 1, y), (s+ 1, y) + e2)
= π in R/2πZ, (∀y ∈ Z),
if x = j in Z/2LZ for some j ∈ {s+ 2, s+ 3, · · · , 2s+ 2},
fp(φs+1)((x, y)) = φ
′
s(Refs+1((x, y) + e1),Refs+1((x, y)))
+ φ′s(Refs+1((x, y) + e1 + e2),Refs+1((x, y) + e1))
+ φ′s(Refs+1((x, y) + e2),Refs+1((x, y) + e1 + e2))
+ φ′s(Refs+1((x, y)),Refs+1((x, y) + e2))
= −fp(φ′s)(Refs+1((x, y))− e1)
= π in R/2πZ, (∀y ∈ Z).
In summary, if x = j in Z/2LZ for some j ∈ {0, 1, · · · , 2s+ 2},
fp(φs+1)((x, y)) = π in R/2πZ, (∀y ∈ Z).
By induction with s we have that Tr e−βH(φ) = Tr e−βH(φL−1) with a
phase φL−1 : Z2 × Z2 → R satisfying (A.1), (A.5) and that if x = j in
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Z/2LZ for some j ∈ {0, 1, · · · , 2L− 2},
fp(φL−1)((x, y)) = π in R/2πZ, (∀y ∈ Z).
Moreover, by (A.9) and (A.10) for s = L− 2, if x = 2L− 1 in Z/2LZ,
fp(φL−1)((x, y)) = φ
′
L−2((x, y) + e1, (x, y))
+ φ′L−2((x, y) + e1 + e2, (x, y) + e1)
+ φ′L−2((x, y) + e2, (x, y) + e1 + e2)
+ φ′L−2(RefL−1((x, y)),RefL−1((x, y) + e2)) + π
= φ′L−2((0, y) + e2, (0, y)) + φ
′
L−2((0, y), (0, y) + e2) + π
= π in R/2πZ, (∀y ∈ Z).
Thus, the phase φL−1 has the flux π (mod 2π) per plaquette. Further-
more, by (A.9) and (A.10) for s = L− 2,
fh(φL−1)(x) =
L−1∑
j=0
φ′L−2((j + 1, x), (j, x))
+
2L−2∑
j=L
(φ′L−2(RefL−1((j + 1, x)),RefL−1((j, x))) + π)
+ φ′L−2((0, x), (2L− 1, x))
=
L−2∑
j=0
φ′L−2((j + 1, x), (j, x))
+
2L−2∑
j=L
(φ′L−2((2L− 2− j, x), (2L− 1− j, x)) + π)
= π(L− 1) in R/2πZ, (∀x ∈ Z).
Therefore, the phase φL−1 is a minimizer satisfying (A.2). 
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Appendix B. L1-estimates of kernels of Grassmann
polynomials
Here we prove several lemmas used in Subsection 2.5. These lemmas
concern estimations of Grassmann polynomials with respect to the L1-
norm ‖ · ‖L1 on their anti-symmetric kernels. Though we know the
unique existence of anti-symmetric kernels, it is not always trivial to
characterize the kernels explicitly. First of all we confirm that we can
estimate anti-symmetric kernels without characterizing them.
Lemma B.1. Assume that Wm(ψ) ∈ Pm(∧V) is written as
Wm(ψ) =
(
1
h
)m ∑
X∈Im
Wˆm(X)ψX,
where the function Wˆm : I
m → C is not necessarily anti-symmetric.
Then,
‖Wm‖L1 ≤ ‖Wˆm‖L1.
Proof. By the uniqueness of anti-symmetric kernels we have that
Wm(X) =
1
m!
∑
σ∈Sm
sgn(σ)Wˆm(Xσ), (∀X ∈ Im).
Thus,
‖Wm‖L1 ≤ 1
m!
∑
σ∈Sm
‖Wˆm‖L1 = ‖Wˆm‖L1.

We summarize necessary bounds on polynomials produced by Grass-
mann Gaussian integrals in the next lemma.
Lemma B.2. Assume that a covariance A : I20 → C and a covariance
A(ε) : I20 → C parameterized by ε ∈ [0, 1) satisfy that
| det(A(Xi, Yj))1≤i,j≤n| ≤ cnA,
| det(A(ε)(Xi, Yj))1≤i,j≤n| ≤ ε · cnA,
(∀n ∈ N, Xj, Yj ∈ I0 (j = 1, 2, · · · , n), ε ∈ [0, 1)),
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with a constant cA ∈ R≥0. With W (ψ),W (1)(ψ),W (2)(ψ) ∈ ∧V set
S(ψ) :=
∫
eW (ψ+ψ
1)dµA(ψ
1),
S(j)(ψ) :=
∫
eW
(j)(ψ+ψ1)dµA(ψ
1), (j = 1, 2),
S(ε)(ψ) :=
∫
eW (ψ+ψ
1)dµA+A(ε)(ψ
1), (ε ∈ [0, 1)).
Then, the following inequalities hold true.
(1)
|S0 − eW0| ≤ e|W0|
(
e
∑N
m=1 c
m
2
A ‖Wm‖L1 − 1
)
.
(2) For any α ∈ R≥0,
N∑
m=0
αmc
m
2
A ‖Sm‖L1 ≤ e
∑N
m=0(α+1)
mc
m
2
A ‖Wm‖L1 .
(3) For any α ∈ R≥0,
N∑
m=0
αmc
m
2
A ‖S(1)m − S(2)m ‖L1
≤
(
|eW (1)0 − eW (2)0 |+ e|W (2)0 |
N∑
m=1
(α+ 1)mc
m
2
A ‖W (1)m −W (2)m ‖L1
)
· esupj∈{1,2}
∑N
m=1(α+1)
mc
m
2
A ‖W
(j)
m ‖L1 .
(4) For any α ∈ R≥0,
N∑
m=0
αmc
m
2
A ‖Sm − S(ε)m ‖L1 ≤ εe|W0|
(
e
∑N
m=1(α+2)
mc
m
2
A ‖Wm‖L1 − 1
)
.
Proof. By anti-symmetry we have that
Sm(ψ) =e
W0
(
1m=0 +
N∑
n=1
1
n!
(B.1)
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·
n∏
l=1
(
N∑
ml=1
(
1
h
)ml ml∑
kl=0
(
ml
kl
) ∑
Xl∈Iml−kl
∑
Yl∈Ikl
Wml(Xl,Yl)
)
· ε±1∑nl=1 kl=m
∫
ψ1X1ψ
1
X2
· · ·ψ1XndµA(ψ1)ψY1ψY2 · · ·ψYn
)
,
where the factor ε± ∈ {1,−1} depends only on (ml)nl=1, (kl)nl=1.
(1): We can derive from (B.1) that
|S0 − eW0| ≤ e|W0|
N∑
n=1
1
n!
(
N∑
m=1
c
m
2
A ‖Wm‖L1
)n
(B.2)
= e|W0|
(
e
∑N
m=1 c
m
2
A ‖Wm‖L1 − 1
)
.
(2): It follows from Lemma B.1 and (B.1) that
αmc
m
2
A ‖Sm‖L1
≤ e|W0|
·
(
1m=0 +
N∑
n=1
1
n!
n∏
l=1
(
N∑
ml=1
c
ml
2
A ‖Wml‖L1
ml∑
kl=0
(
ml
kl
)
αkl
)
1∑n
l=1 kl=m
)
.
Thus,
N∑
m=0
αmc
m
2
A ‖Sm‖L1
≤ e|W0|
(
1 +
N∑
n=1
1
n!
n∏
l=1
(
N∑
ml=1
c
ml
2
A ‖Wml‖L1
ml∑
kl=0
(
ml
kl
)
αkl
))
≤ e
∑N
m=0(α+1)
mc
m
2
A ‖Wm‖L1 .
(3): From (B.1) we deduce that
αmc
m
2
A ‖S(1)m − S(2)m ‖L1
≤ |eW (1)0 − eW (2)0 |
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·
(
1m=0 +
N∑
n=1
1
n!
n∏
l=1
(
N∑
ml=1
c
ml
2
A ‖W (1)ml ‖L1
ml∑
kl=0
(
ml
kl
)
αkl
)
1∑n
l=1 kl=m
)
+ e|W
(2)
0 |
N∑
n=1
1
n!
n∏
l=1
(
N∑
ml=1
c
ml
2
A
ml∑
kl=0
(
ml
kl
)
αkl
(
1
h
)ml ∑
Xl∈Iml
)
1∑n
l=1 kl=m
·
∣∣∣∣∣
n∏
l=1
W (1)ml (Xl)−
n∏
l=1
W (2)ml (Xl)
∣∣∣∣∣.
Therefore,
N∑
m=0
αmc
m
2
A ‖S(1)m − S(2)m ‖L1
≤ |eW (1)0 − eW (2)0 |e
∑N
m=1(α+1)
mc
m
2
A ‖W
(1)
m ‖L1
+ e|W
(2)
0 |
N∑
m=1
(α+ 1)mc
m
2
A ‖W (1)m −W (2)m ‖L1
·
N∑
n=1
1
(n− 1)!
(
sup
j∈{1,2}
N∑
m=1
(α + 1)mc
m
2
A ‖W (j)m ‖L1
)n−1
≤
(
|eW (1)0 − eW (2)0 |+ e|W (2)0 |
N∑
m=1
(α+ 1)mc
m
2
A ‖W (1)m −W (2)m ‖L1
)
· esupj∈{1,2}
∑N
m=1(α+1)
mc
m
2
A ‖W
(j)
m ‖L1 .
(4): By applying the Cauchy-Binet formula in the same way as in
(2.29) and substituting the determinant bounds on A, A(ε) we observe
that for any n ∈ N, Xj, Yj ∈ I0 (j = 1, 2, · · · , n),
| det((A+A(ε))(Xi, Yj))1≤i,j≤n − det(A(Xi, Yj))1≤i,j≤n|
≤
∑
φ:{1,2,··· ,n}→{1,2,··· ,2n}
with φ(1)<φ(2)<···<φ(n)
1φ(n)>n
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· | det((A(n), In)(i, φ(j)))1≤i,j≤n|
∣∣∣∣∣∣det
((
In
A
(ε)
(n)
)
(φ(i), j)
)
1≤i,j≤n
∣∣∣∣∣∣
≤
n−1∑
m=0
∑
φ:{1,2,··· ,n}→{1,2,··· ,2n}
with φ(1)<φ(2)<···<φ(n)
1φ(m)≤n<φ(m+1)c
m
Aεc
n−m
A ≤ ε(22cA)n,
where
A(n)(i, j) := A(Xi, Yj), A
(ε)
(n)(i, j) := A
(ε)(Xi, Yj), (∀i, j ∈ {1, 2, · · · , n}),
φ(0) := n.
By using this inequality and Lemma B.1 we can derive from (B.1) that
for any m ∈ {0, 1, · · · , N},
αmc
m
2
A ‖Sm − S(ε)m ‖L1
≤ αmcm2A e|W0|
N∑
n=1
1
n!
n∏
l=1
·
(
N∑
ml=1
(
1
h
)ml ml∑
kl=0
(
ml
kl
) ∑
Xl∈Iml−kl
∑
Yl∈Ikl
|Wml(Xl,Yl)|
)
1∑n
l=1 kl=m
·
∣∣∣∣∣
∫
ψ1X1ψ
1
X2
· · ·ψ1XndµA(ψ1)−
∫
ψ1X1ψ
1
X2
· · ·ψ1XndµA+A(ε)(ψ1)
∣∣∣∣∣
≤ εe|W0|
N∑
n=1
1
n!
n∏
l=1
(
N∑
ml=1
(22cA)
ml
2 ‖Wml‖L1
ml∑
kl=0
(
ml
kl
)
2−klαkl
)
1∑n
l=1 kl=m
,
which implies that
N∑
m=0
αmc
m
2
A ‖Sm − S(ε)m ‖L1 ≤ εe|W0|
N∑
n=1
1
n!
(
N∑
m=1
(α+ 2)mc
m
2
A ‖Wm‖L1
)n
≤ εe|W0|
(
e
∑N
m=1(α+2)
mc
m
2
A ‖Wm‖L1 − 1
)
.

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We also need upper bounds on logarithm of Grassmann polynomials.
Lemma B.3. With W (ψ),W (1)(ψ),W (2)(ψ) ∈ ∧V satisfying |W0 − 1|,
|W (j)0 − 1| < 1 (j = 1, 2) set Q(ψ) := logW (ψ), Q(j)(ψ) := logW (j)(ψ)
(j = 1, 2). Then, the following inequalities hold.
(1)
|Q0| ≤ − log(1− |W0 − 1|).
(2) For any α ∈ R≥0 satisfying
|W0|−1
N∑
m=1
αm‖Wm‖L1 < 1,(B.3)
N∑
m=1
αm‖Qm‖L1 ≤ − log
(
1− |W0|−1
N∑
m=1
αm‖Wm‖L1
)
.
(3)
|Q(1)0 −Q(2)0 | ≤ | log(W (1)0 )− log(W (2)0 )|.
(4) For any α ∈ R≥0 satisfying
sup
j∈{1,2}
N∑
m=1
αm‖W (j)m ‖L1 < inf
j∈{1,2}
|W (j)0 |,(B.4)
N∑
m=1
αm‖Q(1)m −Q(2)m ‖L1
≤
(
1−
(
inf
j∈{1,2}
|W (j)0 |
)−1
sup
j∈{1,2}
N∑
m=1
αm‖W (j)m ‖L1
)−1
· |W (1)0 W (2)0 |−1
N∑
m=0
αm‖W (1)m ‖L1
N∑
n=0
αn‖W (1)n −W (2)n ‖L1.
Proof. (1),(3): Since Q0 = logW0, Q
(j)
0 = logW
(j)
0 (j = 1, 2), the claimed
inequalities are true.
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(2): Note that for any m ∈ {1, 2, · · · , N},
Qm(ψ) =
m∑
n=1
(−1)n−1
n
W−n0
n∏
l=1
(
N∑
ml=1
(
1
h
)ml ∑
Xl∈Iml
Wml(Xl)
)
(B.5)
· ψX1ψX2 · · ·ψXn1∑nl=1ml=m.
Thus, it follows from Lemma B.1 and the assumption (B.3) that
N∑
m=1
αm‖Qm‖L1 ≤
N∑
m=1
m∑
n=1
1
n
|W0|−n
n∏
l=1
(
N∑
ml=1
αml‖Wml‖L1
)
1∑n
l=1ml=m
≤
N∑
n=1
1
n
|W0|−n
(
N∑
m=1
αm‖Wm‖L1
)n
≤ − log
(
1− |W0|−1
N∑
m=1
αm‖Wm‖L1
)
.
(4): By (B.5) and Lemma B.1 we have that
‖Q(1)m −Q(2)m ‖L1
≤
m∑
n=1
1
n
|W (1)−n0 −W (2)−n0 |
n∏
l=1
(
N∑
ml=1
‖W (1)ml ‖L1
)
1∑n
l=1ml=m
+
m∑
n=1
1
n
|W (2)0 |−n
n∏
l=1
(
N∑
ml=1
(
1
h
)ml ∑
Xl∈Iml
)
·
∣∣∣∣∣
n∏
j=1
W (1)mj (Xj)−
n∏
j=1
W (2)mj (Xj)
∣∣∣∣∣1∑nl=1ml=m.
Therefore, on the assumption (B.4),
N∑
m=1
αm‖Q(1)m −Q(2)m ‖L1
≤
N∑
n=1
N∑
m=n
1
n
|W (1)−n0 −W (2)−n0 |
n∏
l=1
(
N∑
ml=1
αml‖W (1)ml ‖L1
)
1∑n
l=1ml=m
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+
N∑
n=1
N∑
m=n
1
n
|W (2)0 |−n
n∏
l=1
(
N∑
ml=1
αml
(
1
h
)ml ∑
Xl∈Iml
)
·
∣∣∣∣∣
n∏
j=1
W (1)mj (Xj)−
n∏
j=1
W (2)mj (Xj)
∣∣∣∣∣1∑nl=1ml=m
≤
N∑
n=1
1
n
|W (1)−n0 −W (2)−n0 |
(
N∑
m=1
αm‖W (1)m ‖L1
)n
+
N∑
n=1
1
n
|W (2)0 |−n
n∏
l=1
(
N∑
ml=1
αml
(
1
h
)ml ∑
Xl∈Iml
)
·
∣∣∣∣∣
n∏
j=1
W (1)mj (Xj)−
n∏
j=1
W (2)mj (Xj)
∣∣∣∣∣
≤ |W (1)−10 −W (2)−10 |
N∑
n=1
(
inf
j∈{1,2}
|W (j)0 |
)−n+1( N∑
m=1
αm‖W (1)m ‖L1
)n
+
N∑
m=1
αm‖W (1)m −W (2)m ‖L1
N∑
n=1
|W (2)0 |−n
(
sup
j∈{1,2}
N∑
k=1
αk‖W (j)k ‖L1
)n−1
≤
(
|W (1)−10 −W (2)−10 |
N∑
m=1
αm‖W (1)m ‖L1
+
N∑
m=1
αm‖W (1)m −W (2)m ‖L1|W (2)0 |−1
)
·
(
1−
(
inf
j∈{1,2}
|W (j)0 |
)−1
sup
j∈{1,2}
N∑
m=1
αm‖W (j)m ‖L1
)−1
,
which leads to the claimed inequality. 
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Appendix C. Estimation of Gevrey-class functions
Here we establish some estimates on functions and matrix-valued func-
tions whose local regularity is that of Gevrey-class. We use these es-
timates to derive decay bounds on covariance matrices containing a
Gevrey-class cut-off function. We intend not to expand our analysis
more than what we need for our purposes. More general calculus of
Gevrey-class functions are found in, e.g., [8], [21].
Lemma C.1. Assume that O1, O2 (⊂ R) are open intervals, fj ∈
C∞(Oj;R) (j = 1, 2) and f1(O1) ⊂ O2. Moreover, assume that x0 ∈ O1
and ∣∣∣∣( ddx
)n
f1(x)
∣∣∣
x=x0
∣∣∣∣ ≤ q1rn1n!,∣∣∣∣( ddx
)n
f2(x)
∣∣∣
x=f1(x0)
∣∣∣∣ ≤ q2rn2 (n!)t, (∀n ∈ N),
with constants qj, rj ∈ R≥0 (j = 1, 2), t ∈ R≥1. Then,∣∣∣∣( ddx
)n
f2(f1(x))
∣∣∣
x=x0
∣∣∣∣ ≤ q1q2r21 + q1r2 (r1(1 + q1r2))n(n!)t, (∀n ∈ N).
Remark C.2. A systematic estimation of the composition of Gevrey-
class functions was presented in [8, Section I]. Here we provide another
basic estimation motivated by [21, Proposition 1.4.6].
Proof of Lemma C.1. Fix n ∈ N. By Taylor’s theorem, for any x ∈ O1,
f1(x) =
n∑
l=0
1
l!
(
d
dy
)l
f1(y)
∣∣∣
y=x0
(x− x0)l
+
1
n!
∫ x
x0
(x− y)n
(
d
dy
)n+1
f1(y)dy.
Thus, for any m ∈ N,(
d
dx
)n
(f1(x)− f1(x0))m
∣∣∣
x=x0
=
(
d
dx
)n( n∑
l=1
1
l!
(
d
dy
)l
f1(y)
∣∣∣
y=x0
(x− x0)l
)m∣∣∣∣∣
x=x0
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= n!
m∏
j=1
(
n∑
lj=1
1
lj!
(
d
dy
)lj
f1(y)
∣∣∣
y=x0
)
1∑m
j=1 lj=n
.
Moreover, by Taylor’s theorem, for any x ∈ O1,
f2(f1(x))
=
n∑
m=0
1
m!
(
d
dy
)m
f2(y)
∣∣∣
y=f1(x0)
(f1(x)− f1(x0))m
+
1
n!
∫ f1(x)
f1(x0)
(f1(x)− y)n
(
d
dy
)n+1
f2(y)dy.
Therefore,(
d
dx
)n
f2(f1(x))
∣∣∣
x=x0
=
n∑
m=1
1
m!
(
d
dy
)m
f2(y)
∣∣∣
y=f1(x0)
(
d
dx
)n
(f1(x)− f1(x0))m
∣∣∣
x=x0
=
n∑
m=1
1
m!
(
d
dy
)m
f2(y)
∣∣∣
y=f1(x0)
· n!
m∏
j=1
(
n∑
lj=1
1
lj!
(
d
dx
)lj
f1(y)
∣∣∣
y=x0
)
1∑m
j=1 lj=n
.
By substituting the assumed upper bounds we have∣∣∣∣( ddx
)n
f2(f1(x))
∣∣∣
x=x0
∣∣∣∣ ≤ n∑
m=1
1
m!
q2r
m
2 (m!)
tn!
m∏
j=1
(
n∑
lj=1
q1r
lj
1
)
1∑m
j=1 lj=n
≤ q2rn1 (n!)t
n∑
m=1
(q1r2)
m
m∏
j=1
(
n∑
lj=1
)
1∑m
j=1 lj=n
= q2r
n
1 (n!)
t 1
n!
(
d
dz
)n ∣∣∣
z=0
n∑
m=1
(q1r2)
m
(
z
1− z
)m
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= q2r
n
1 (n!)
t 1
n!
(
d
dz
)n ∣∣∣
z=0
q1r2z
1−z
1− q1r2z
1−z
= q1q2r2(1 + q1r2)
−1(r1(1 + q1r2))
n(n!)t.

In the rest of this section we find upper bounds on matrix-valued
functions.
Lemma C.3. Assume that O(⊂ R) is an open interval, x0 ∈ O, A ∈
C∞(O;Mat(b,C)) and∥∥∥∥( ddx
)n
A(x)
∣∣∣
x=x0
∥∥∥∥
b×b
≤ qrn(n!)t, (∀n ∈ N),
with constants q, r ∈ R≥0, t ∈ R≥1. Then, the following statements hold
true.
(1) If t = 1,∥∥∥∥( ddx
)n
A(x)m
∣∣∣
x=x0
∥∥∥∥
b×b
≤ (2q)m(2r)nn!, (∀m, n ∈ N).
(2) If A(x) is invertible for any x ∈ O and ‖A(x0)−1‖b×b ≤ s with a
constant s ∈ R≥0,∥∥∥∥( ddx
)n
A(x)−1
∣∣∣
x=x0
∥∥∥∥
b×b
≤ s
2q
(1 + (sq)
1
t )t
(
r(1 + (sq)
1
t )t
)n
(n!)t,
(∀n ∈ N).
Proof. (1): For any x ∈ O,
A(x) =
n∑
l=0
1
l!
(
d
dy
)l
A(y)
∣∣∣
y=y0
(x− x0)l
+
1
n!
∫ x
x0
(x− y)n
(
d
dy
)n+1
A(y)dy.
Thus, for any m ∈ N,(
d
dx
)n
A(x)m
∣∣∣
x=x0
=
(
d
dx
)n( n∑
l=0
1
l!
(
d
dy
)l
A(y)
∣∣∣
y=x0
(x− x0)l
)m∣∣∣∣∣
x=x0
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= n!
m∏
j=1
order
(
n∑
lj=0
1
lj!
(
d
dy
)lj
A(y)
∣∣∣
y=x0
)
1∑m
j=1 lj=n
.
Then, by using the assumed upper bounds and Cauchy’s integral formula
we observe that∥∥∥∥( ddx
)n
A(x)m
∣∣∣
x=x0
∥∥∥∥
b×b
≤ n!
m∏
j=1
(
n∑
lj=0
qrlj
)
1∑m
j=1 lj=n
= qmrn
(
d
dz
)n ∣∣∣
z=0
(
1
1− z
)m
= qmrn
n!
2πi
∮
|z|= 12
dz
1
zn+1(1− z)m
≤ (2q)m(2r)nn!.
(2): First let us prove the equality that for any n ∈ N, x ∈ O,(
d
dx
)n
A(x)−1 =
n∑
l=1
l∏
j=1
(
n∑
mj=1
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml)(C.1)
· (−1)l
l∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
A(x)−1,
where the coefficients c(n)(l, m1, m2, · · · , ml) ∈ N (∀l ∈ {1, 2, · · · , n},
mj ∈ {1, 2, · · · , n} (j = 1, 2, · · · , l) with ∑lj=1mj = n) are inductively
defined as follows.
c(1)(1, 1) := 1,
c(n)(l, m1, m2, · · · , ml)
:=
l∑
i=1
(
1l≥21mi=1c
(n−1)(l − 1, m1, · · · , mi−1, ︷︸︸︷mi , mi+1, · · · , ml)
+ 1l≤n−11mi 6=1c
(n−1)(l, m1, · · · , mi−1, mi − 1, mi+1, · · · , ml)
)
.
Here (m1, · · · , mi−1, ︷︸︸︷mi , mi+1, · · · , ml) denotes (m1, · · · , mi−1, mi+1,
· · · , ml).
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Since
d
dx
A(x)−1 = −A(x)−1 d
dx
A(x) · A(x)−1,
the equality (C.1) holds for n = 1. Assume that (C.1) holds for n − 1.
Then,(
d
dx
)n
A(x)−1
=
n−1∑
l=1
l∏
j=1
(
n−1∑
mj=1
)
1∑l
j=1mj=n−1c
(n−1)(l, m1, m2, · · · , ml)(−1)l
·
(
l∑
i=1
i−1∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
·
(
−A(x)−1 d
dx
A(x) · A(x)−1
(
d
dx
)mi
A(x)
+A(x)−1
(
d
dx
)mi+1
A(x)
)
·
l∏
p=i+1
order
(
A(x)−1
(
d
dx
)mp
A(x)
)
A(x)−1
−
l∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
A(x)−1
d
dx
A(x) · A(x)−1
)
=
n−1∑
l=1
l+1∏
j=1
(
n∑
mj=1
)
1∑l+1
j=1mj=n
(−1)l+1
·
l+1∑
i=1
1mi=1c
(n−1)(l, m1, · · · , mi−1, ︷︸︸︷mi , mi+1, · · · , ml+1)
·
l+1∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
A(x)−1
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+
n−1∑
l=1
l∏
j=1
(
n∑
mj=1
)
1∑l
j=1mj=n
(−1)l
·
l∑
i=1
1mi 6=1c
(n−1)(l, m1, · · · , mi−1, mi − 1, mi+1, · · · , ml)
·
l∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
A(x)−1
=
n∑
l=1
l∏
j=1
(
n∑
mj=1
)
1∑l
j=1mj=n
(−1)l
l∑
i=1
· (1l≥21mi=1c(n−1)(l − 1, m1, · · · , mi−1, ︷︸︸︷mi , mi+1, · · · , ml)
+ 1l≤n−11mi 6=1c
(n−1)(l, m1, · · · , mi−1, mi − 1, mi+1, · · · , ml)
)
·
l∏
k=1
order
(
A(x)−1
(
d
dx
)mk
A(x)
)
A(x)−1,
which is equal to the right-hand side of (C.1) for n. Thus, by induction
the equality (C.1) holds for all n ∈ N.
It follows from (C.1) and the assumed upper bounds that
∥∥∥∥( ddx
)n
A(x)−1
∣∣∣
x=x0
∥∥∥∥
b×b
(C.2)
≤
n∑
l=1
l∏
j=1
(
n∑
mj=1
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml)sl+1
l∏
k=1
(qrmk(mk!)
t)
= srn
n∑
l=1
(sq)l
l∏
j=1
(
n∑
mj=1
(mj!)
t
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml)
≤ srn
(
n∑
l=1
(sq)
l
t
l∏
j=1
(
n∑
mj=1
mj!
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml)
)t
.
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For any X ∈ R≥0 let us compute the sum
n∑
l=1
X l
l∏
j=1
(
n∑
mj=1
mj!
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml).(C.3)
Set
f(x) :=
X
1 +X
∞∑
n=0
xn.
We see that
(the sum (C.3))
=
1
X + 1
n∑
l=1
l∏
j=1
(
n∑
mj=1
)
1∑l
j=1mj=n
c(n)(l, m1, m2, · · · , ml)(−1)l
·
l∏
k=1
(
1
1− f(0)
(
d
dx
)mk
(1− f(x))
∣∣∣
x=0
)
1
1− f(0).
Then, by applying the formula (C.1) with A(x) = 1− f(x) we obtain
(the sum (C.3)) =
1
1 +X
(
d
dx
)n 1
1− f(x)
∣∣∣
x=0
= X(1 +X)n−1n!.
Substitution of this equality with X = (sq)
1
t into (C.2) gives∥∥∥∥( ddx
)n
A(x)−1
∣∣∣
x=x0
∥∥∥∥
b×b
≤ srn((sq) 1t (1 + (sq) 1t )n−1n!)t = s2q(1 + (sq) 1t )−t(r(1 + (sq) 1t )t)n(n!)t.

Appendix D. The time-continuum, infinite-volume limit of
the truncated Grassmann integral
formulation
In this section we prove that for any n ∈ N,
− 1
βLd
(
d
dz
)n
log
(∫
e−zV (ψ)dµC(ψ)
)∣∣∣∣∣
z=0
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converges uniformly with respect to the coupling constants as h → ∞,
L → ∞. This convergence property itself does not imply the conver-
gence of the full formulation
− 1
βLd
log
(∫
e−V (ψ)dµC(ψ)
)
.
It only guarantees the convergence of any finite truncation of the Taylor
series of the function
z 7→ − 1
βLd
log
(∫
e−zV (ψ)dµC(ψ)
)
around z = 0 as h, L → ∞. However, once we know the analyticity of
the Grassmann integral formulation with the coupling constants on an
(h, L)-independent domain containing the origin, we can use the result
of this section to prove the uniform convergence of the full formulation
as h, L→∞.
We need this type of convergence result only in Subsection 7.4, where
the model Hamiltonian is specifically analyzed. However, we set up the
problem in a general setting without specifying the kinetic term of the
Hamiltonian. We assume that
E ∈ Cd+1(Rd;Mat(b,C))
and (2.1), (2.2) are valid. For any n ∈ N, U ∈ Cb set
an(β, L, h)(U) := − 1
βLd
1
n!
(
d
dz
)n
log
(∫
e−zV (ψ)dµC(ψ)
)∣∣∣∣∣
z=0
with the covariance C defined by (2.5) and V (ψ)(∈ ∧V) defined by
(2.12).
Lemma D.1. For any non-empty compact set K of Cb and n ∈ N the
following statements hold true.
(1) an(β, L, h)(·) converges in C(K;C) as h→∞ (h ∈ 2N/β).
(2) Set an(β, L) := limh→∞,h∈2N/β an(β, L, h). an(β, L)(·) converges in
C(K;C) as L→∞ (L ∈ N).
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Proof. The claims can be proved by following the same idea as in [13,
Appendix B], [14, Appendix D]. However, we present the proof in a
self-contained style. Here we use the notations introduced in the proof
of Lemma 2.1. Let us define the matrix-valued function A : Rd →
Mat(b,C) by A(k) := (αρ(k)δρ,η)1≤ρ,η≤b. By using (2.7) we can deduce
from (2.10) that
C(·xσx, ·yτy)
(D.1)
=
δσ,τ
Ld
∑
k∈Γ∗
e−i〈x−y,k〉U(k)e(x−y)A(k)
· (1x≥y(Ib + eβA(k))−1 − 1x<y(Ib + e−βA(k))−1)U(k)t
=
δσ,τ
Ld
∑
k∈Γ∗
e−i〈x−y,k〉e(x−y)E(k)
(
1x≥y
(
Ib + e
βE(k)
)−1 − 1x<y(Ib + e−βE(k))−1),
(∀(x, σ, x), (y, τ, y) ∈ Γ× {↑, ↓} × [0, β)).
Set
C∞(·xσx, ·yτy)
:=
δσ,τ
(2π)d
∫
[0,2π)d
dpe−i〈x−y,
∑d
j=1 pjvj〉e(x−y)E(
∑d
j=1 pjvj)
· (1x≥y(Ib + eβE(∑dj=1 pjvj))−1 − 1x<y(Ib + e−βE(∑dj=1 pjvj))−1),
(∀(x, σ, x), (y, τ, y) ∈ Γ∞ × {↑, ↓} × [0, β)).
It follows from the continuity of the function k 7→ E(k) that
lim
L→∞
L∈N
C(·xσx, ·yτy) = C∞(·xσx, ·yτy),(D.2)
(∀(x, σ, x), (y, τ, y) ∈ Γ∞ × {↑, ↓} × [0, β)).
Using the periodicity with the variable k, we observe that for any x,y ∈
Γ∞ and n ∈ {1, 2, · · · , d+ 1},(
L
2π
(
ei
2pi
L 〈x−y,vj〉 − 1))nC(·xσx, ·yτy)
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=
δσ,τ
Ld
∑
k∈Γ∗
e−i〈x−y,k〉
n∏
m=1
(
L
2π
∫ 2pi
L
0
dqm
)
·
(
∂
∂pj
)n (
e(x−y)E(k+pjvj)
(
1x≥y
(
Ib + e
βE(k+pjvj)
)−1
− 1x<y
(
Ib + e
−βE(k+pjvj))−1))∣∣∣
pj=
∑n
m=1 qm
.
Set
Emax := sup
l∈{1,2,··· ,d}
m∈{0,1,··· ,d+1}
sup
p∈Rd
∥∥∥∥∥
(
∂
∂pl
)m
E
(
d∑
j=1
pjvj
)∥∥∥∥∥
b×b
.
From the above equality we can derive that
‖C(·xσx, ·yτy)‖b×b ≤ c(β, d, Emax)
1 +
∑d
j=1
∣∣∣ L
2π
(
ei
2pi
L 〈x−y,vj〉 − 1)∣∣∣d+1 ,(D.3)
(∀(x, σ, x), (y, τ, y) ∈ Γ∞ × {↑, ↓} × [0, β)),
where the constant c(β, d, Emax)(∈ R>0) depends only on β, d, Emax. Es-
pecially we have
‖C(·xσx, ·yτy)‖b×b ≤ c(β, d, Emax)
1 +
(
2
π
)d+1∑d
j=1 |〈x− y,vj〉|d+1
,(D.4)
(∀(x, σ, x), (y, τ, y) ∈ Γ∞ × {↑, ↓} × [0, β)
with |〈x− y,vj〉| ≤ L/2 (∀j ∈ {1, 2, · · · , d})).
Note that
a1(β, L, h)(U) =
1
βLd
∫
V (ψ)dµC(ψ)
=
∑
ρ∈B
Uρ(C(ρ0↑0, ρ0↑0)2 − C(ρ0↑0, ρ0↑0)).
By (D.2) the claims (1), (2) for n = 1 hold true.
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To prove the claims for n ∈ N≥2, we need to introduce a few more
notations. For any T ∈ Tn, j ∈ {1, 2, · · · , n} set
G1j(T ) := {v ∈ {1, 2, · · · , n} |
v is on the shortest path connecting 1 to j in T},
G˜1j(T ) := G
1
j(T )\{1}.
Note that 1, j ∈ G1j(T ). In the following we use the notations intro-
duced in Subsection 3.2 plus (2.32). For any T ∈ Tn, ((σl, θl))l∈T ∈∏
l∈T ({↑, ↓} × {1,−1}), (ρj,xj, xj) ∈ B × Γ∞ × [0, β) (j = 1, 2, · · · , n),
set
FT,((σl,θl))l∈T (ρ1x1x1, ρ2x2x2, · · · , ρnxnxn)
:=
∏
j∈{1,2,··· ,n}
with L1j (T ) 6=∅
∏
{j,s}∈L1j (T )
(−2C˜(ρjxjσ{j,s}xjθ{j,s}, ρsxs(−σ{j,s})xs(−θ{j,s}))),
F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
:=
∏
j∈{1,2,··· ,n}
with L1j (T ) 6=∅
∏
{j,s}∈L1j (T )
(−2C˜(ρj0σ{j,s}xjθ{j,s}, ρsxs(−σ{j,s})xs(−θ{j,s}))),
where
C˜(ρxσxθ, ηyτyξ)
:=
1
2
(1(θ,ξ)=(1,−1)C(ρxσx, ηyτy)− 1(θ,ξ)=(−1,1)C(ηyτy, ρxσx)),
(∀(ρ,x, σ, x, θ), (η,y, τ, y, ξ) ∈ B × Γ∞ × {↑, ↓} × [0, β)× {1,−1}).
Moreover, for any (ρj,xj, xj) ∈ B × Γ× [0, β)h (j = 1, 2, · · · , n) set
HT,((σl,θl))l∈T (ρ1x1x1, ρ2x2x2, · · · , ρnxnxn)
:=
∏
j∈{1,2,··· ,n}
with L1j (T ) 6=∅
∏
{j,s}∈L1j (T )
∂
∂ψjρjxjσ{j,s}xjθ{j,s}
∂
∂ψsρsxs(−σ{j,s})xs(−θ{j,s})
.
Recall the definition (2.32) of the polynomial V +ρxx(ψ) ∈
∧V . By the
invariant property
C((ρ,x+ z, σ, x), (η,y+ z, τ, y)) = C((ρ,x, σ, x), (η,y, τ, y)),(D.5)
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(∀x,y, z ∈ Γ∞)
we see that
ope(T, C)HT,((σl,θl))l∈T (ρ1x1x1, ρ2x2x2, · · · , ρnxnxn)
(D.6)
·
n∏
j=1
V +ρjxjxj(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= ope(T, C)
·HT,((σl,θl))l∈T (ρ1rL(x1 + y)x1, ρ2rL(x2 + y)x2, · · · , ρnrL(xn + y)xn)
·
n∏
j=1
V +ρjrL(xj+y)xj(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
, (∀y ∈ Γ∞).
Using (3.9), (D.5), (D.6), we have that
an(β, L, h)(U) =
(−1)n+1
n!βLd
∑
T∈Tn
Ope(T, C)
n∏
j=1
V (ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(D.7)
=
(−1)n+1
n!βLd
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)
n∏
i=1
(
1
h
∑
(ρi,xi,xi)
∈B×Γ×[0,β)h
Uρi
)
ope(T, C)
· FT,((σl,θl))l∈T (ρ1x1x1, ρ2x2x2, · · · , ρnxnxn)
·HT,((σl,θl))l∈T (ρ1x1x1, ρ2x2x2, · · · , ρnxnxn)
·
n∏
j=1
V +ρjxjxj(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
(−1)n+1
n!βLd
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)
n∏
i=1
(
1
h
∑
(ρi,xi,xi)
∈B×Γ×[0,β)h
Uρi
)
ope(T, C)
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· FT,((σl,θl))l∈T
(
ρ1x1x1, ρ2rL
( ∑
v∈G12(T )
xv
)
x2, · · · , ρnrL
( ∑
v∈G1n(T )
xv
)
xn
)
·HT,((σl,θl))l∈T
(
ρ1x1x1, ρ2rL
( ∑
v∈G12(T )
xv
)
x2, · · · , ρnrL
( ∑
v∈G1n(T )
xv
)
xn
)
·
n∏
j=1
V +ρjrL(
∑
v∈G1j (T )
xv)xj
(ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
(−1)n+1
n!βLd
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)
n∏
i=1
(
1
h
∑
(ρi,xi,xi)
∈B×Γ×[0,β)h
Uρi
)
ope(T, C)
· F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
·HT,((σl,θl))l∈T
(
ρ1x1x1, ρ2rL
( ∑
v∈G12(T )
xv
)
x2, · · · , ρnrL
( ∑
v∈G1n(T )
xv
)
xn
)
·
n∏
j=1
V +ρjrL(
∑
v∈G1j (T )
xv)xj
(ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
(−1)n+1
n!β
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)(
1
h
∑
(ρ1,x1)
∈B×[0,β)h
Uρ1
)
n∏
i=2
(
1
h
∑
(ρi,xi,xi)
∈B×Γ×[0,β)h
Uρi
)
· ope(T, C)
· F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
·HT,((σl,θl))l∈T
(
ρ10x1, ρ2rL
( ∑
v∈G˜12(T )
xv
)
x2, · · · , ρnrL
( ∑
v∈G˜1n(T )
xv
)
xn
)
· V +ρ10x1(ψ1)
n∏
j=2
V +ρjrL(
∑
v∈G˜1j (T )
xv)xj
(ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
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For any (x1,x2, · · · ,xn−1) ∈ Γn−1∞ set
χL(x1,x2, · · · ,xn−1)
:= 1L∈2N1〈xi,vj〉∈{−L2 ,−L2+1,··· ,L2−1},(∀i∈{1,2,··· ,n−1},j∈{1,2,··· ,d})
+ 1L/∈2N1〈xi,vj〉∈{−L−12 ,−L−12 +1,··· ,L−12 },(∀i∈{1,2,··· ,n−1},j∈{1,2,··· ,d}).
For any (ρ1, ρ2, · · · , ρn) ∈ Bn, (x2,x3, · · · ,xn) ∈ Γn−1∞ , (x1, x2, · · · , xn) ∈
[0, β)nh, set
H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
:= ope(T, C)
·HT,((σl,θl))l∈T
(
ρ10x1, ρ2rL
( ∑
v∈G˜12(T )
xv
)
x2, · · · , ρnrL
( ∑
v∈G˜1n(T )
xv
)
xn
)
· V +ρ10x1(ψ1)
n∏
j=2
V +ρjrL(
∑
v∈G˜1j (T )
xv)xj
(ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Moreover, for any x ∈ [0, β) let xˆ denote an element of [0, β)h satisfying
x ∈ [xˆ, xˆ+ 1/h). With these notations we obtain from (D.7) that
an(β, L, h)(U)
=
(−1)n+1
n!β
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)∑
ρ1∈B
Uρ1
∫ β
0
dx1
·
n∏
i=2
( ∑
(ρi,xi)
∈B×Γ∞
Uρi
∫ β
0
dxi
)
χL(x2,x3, · · · ,xn)
· F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (xˆ1, xˆ2, · · · , xˆn))
·H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (xˆ1, xˆ2, · · · , xˆn)).
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Using (D.3), (3.8) and the properties of the matrix Mat(T, ξ, s) inside
ope(T, C), we can derive that
|H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (xˆ1, xˆ2, · · · , xˆn))|
(D.8)
≤
n∏
i=1
( ∑
mi∈{2,4}
)∣∣∣∣∣ope(T, C)
·HT,((σl,θl))l∈T
(
ρ10xˆ1, ρ2rL
( ∑
v∈G˜12(T )
xv
)
xˆ2, · · · , ρnrL
( ∑
v∈G˜1n(T )
xv
)
xˆn
)
· Pm1V +ρ10xˆ1(ψ1)
n∏
j=2
PmjV +ρjrL(∑v∈G˜1j (T ) xv)xˆj(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣
≤
n∏
i=1
( ∑
mi∈{2,4}
1ni(T )≤mini(T )!
(
mi
ni(T )
))
· sup
pj ,qj∈C
n with ‖pj‖Cn,‖qj‖Cn≤1
(j=1,2,··· ,12
∑n
k=1
mk−n+1)
sup
Xj,Yj∈I0
(j=1,2,··· , 12
∑n
k=1
mk−n+1)
· | det(〈pi,qj〉CnC(Xi, Yj))1≤i,j≤ 12 ∑nk=1mk−n+1|
≤
n∏
i=1
( ∑
mi∈{2,4}
1ni(T )≤mini(T )!
(
mi
ni(T )
))
·
(
1
2
n∑
k=1
mk − n+ 1
)
!c(β, d, Emax)
1
2
∑n
k=1mk−n+1.
With these preparations we can prove the claims (1), (2) for n ∈ N≥2.
Let us take any non-empty compact set K of Cb.
(1): Since it consists of finite sums and products of the covariance
C : (B × Γ∞ × {↑, ↓} × [0, β))2 → C, the domain of the function
H ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), ·, ·)
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can be naturally extended to (Γ∞)n−1 × [0, β)n. Note that (x, y) 7→
C(ρxσx, ηyτy) is continuous a.e. in [0, β)2, and thus
(x1, x2, · · · , xn) 7→
H ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), (x2, · · · ,xn), (x1, x2, · · · , xn))
is continuous a.e. in [0, β)n. These imply that
lim
h→∞
h∈2N/β
F ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), (x2, · · · ,xn), (xˆ1, xˆ2, · · · , xˆn))
= F ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), (x2, · · · ,xn), (x1, x2, · · · , xn)),
lim
h→∞
h∈2N/β
H ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), (x2, · · · ,xn), (xˆ1, xˆ2, · · · , xˆn))
= H ′T,((σl,θl))l∈T ((ρ1, · · · , ρn), (x2, · · · ,xn), (x1, x2, · · · , xn))
for a.e. (x1, x2, · · · , xn) ∈ [0, β)n.
By these convergence properties and the uniform bounds (D.3), (D.8) we
can apply the dominated convergence theorem for L1([0, β)n) to conclude
that
lim
h→∞
h∈2N/β
an(β, L, h) = an(β, L) in C(K;C),
where
an(β, L)(U)
:=
(−1)n+1
n!β
∑
T∈Tn
∏
l∈T
( ∑
(σl,θl)
∈{↑,↓}×{1,−1}
)∑
ρ1∈B
Uρ1
∫ β
0
dx1
·
n∏
i=2
( ∑
(ρi,xi)
∈B×Γ∞
Uρi
∫ β
0
dxi
)
χL(x2,x3, · · · ,xn)
· F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
·H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn)).
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(2): Substitution of (D.4) and (D.8) yields that
∣∣∣∣∣
n∏
i=1
UρiχL(x2,x3, · · · ,xn)
(D.9)
· F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
·H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
∣∣∣∣∣
≤
n∏
i=1
|Uρi|
n∏
j=2
(
c(β, d, Emax)
1 +
(
2
π
)d+1∑d
k=1 |〈xj,vk〉|d+1
)
·
n∏
k=1
( ∑
mk∈{2,4}
1nk(T )≤mknk(T )!
(
mk
nk(T )
))
·
(
1
2
n∑
k=1
mk − n+ 1
)
!c(β, d, Emax)
1
2
∑n
k=1mk−n+1,
(∀(x2,x3, · · · ,xn) ∈ Γn−1∞ , (x1, x2, · · · , xn) ∈ [0, β)n).
The right-hand side of the inequality above is integrable over Γn−1∞ ×
[0, β)n. Note that
lim
L→∞
L∈N
χl(x2,x3, · · · ,xn) = 1, (∀(x2,x3, · · · ,xn) ∈ Γn−1∞ ).
Moreover, we can see from (D.2) that
lim
L→∞
L∈N
F ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
·H ′T,((σl,θl))l∈T ((ρ1, ρ2, · · · , ρn), (x2,x3, · · · ,xn), (x1, x2, · · · , xn))
exists for any ((x2,x3, · · · ,xn), (x1, x2, · · · , xn)) ∈ Γn−1∞ × [0, β)n. By
these convergence properties and the inequality (D.9) we can apply the
dominated convergence theorem for L1(Γn−1∞ × [0, β)n) to conclude that
an(β, L) converges in C(K;C) as L→∞ (L ∈ N). 
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Appendix E. Direct treatment of the free energy density
In this part of Appendix we prove some lemmas concerning the free
energy density in direct ways without going through the Grassmann
integral formulation. Though the results of this section are needed
only in the model-dependent analysis in Subsection 7.4, here we con-
sider the problem in a general configuration. Let H0, V , H be the
operators on Ff(L
2(B × Γ × {↑, ↓})) defined in Subsection 2.1 with
E ∈ C(Rd;Mat(b,C)) satisfying (2.1), (2.2). In the following id denotes
the identity map on Ff(L
2(B × Γ× {↑, ↓})).
Lemma E.1. For any k ∈ Γ∗ let αρ(k) (ρ ∈ B) be the eigen values of
E(k). Then,
− 1
βLd
log(Tr e−βH0) = − 2
βLd
∑
ρ∈B
∑
k∈Γ∗
log(1 + e−βαρ(k)).
Proof. With the unitary matrix U(k) ∈ Mat(b,C) satisfying (2.7), set
ψρkσ :=
1
L
d
2
∑
x∈Γ
e−i〈k,x〉
∑
η∈B
U(k)∗(ρ, η)ψηxσ, ((ρ,k, σ) ∈ B × Γ∗ × {↑, ↓}).
We can number each element of B×Γ∗×{↑, ↓} so that B×Γ∗×{↑, ↓} =
{Kj}2bLdj=1 . The anti-commutation relation holds as follows.
ψKiψKj + ψKjψKi = 0,
ψ∗KiψKj + ψKjψ
∗
Ki
= δi,jid, (∀i, j ∈ {1, 2, · · · , 2bLd}).
By (2.7),
H0 =
∑
(ρ,k,σ)∈B×Γ∗×{↑,↓}
αρ(k)ψ
∗
ρkσψρkσ,
and thus,
H0ψ
∗
ρ1k1σ1
ψ∗ρ2k2σ2 · · ·ψ∗ρnknσnΩ =
n∑
j=1
αρj(kj)ψ
∗
ρ1k1σ1
ψ∗ρ2k2σ2 · · ·ψ∗ρnknσnΩ,
(∀(ρj,kj, σj) ∈ B × Γ∗ × {↑, ↓} (j = 1, 2, · · · , n)).
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This implies that
Tr e−βH0 = 1 +
∑
S⊂B×Γ∗×{↑,↓}
withS 6=∅
e−β
∑
(ρ,k,σ)∈S αρ(k) =
∏
ρ∈B
∏
k∈Γ∗
(1 + e−βαρ(k))2.

We use the following lemma to approximate the normalized free energy
density at β by that at [β](∈ N).
Lemma E.2. For any β ∈ R≥1,∣∣∣∣∣ 1βLd log
(
Tr e−βH
Tr e−βH0
)
− 1
[β]Ld
log
(
Tr e−[β]H
Tr e−[β]H0
)∣∣∣∣∣
≤
∫ β
[β]
dγ
1
γ2Ld
∣∣∣∣log(Tr e−γHTr e−γH0
)∣∣∣∣
+ 2b
(
2 sup
k∈Rd
‖E(k)‖b×b + sup
ρ∈B
|Uρ|
)
log
(
β
[β]
)
.
Proof. Let σ(H) denote the set of all eigen values of H. We can take
an orthonormal basis B of Ff(L
2(B × Γ × {↑, ↓})) consisting of eigen
vectors of H. Then,
|Tr(He−βH)| ≤ max
α∈σ(H)
|α|
∑
v∈B
〈v, e−βHv〉Ff = ‖H‖B(Ff )Tr e−βH .(E.1)
Since the eigen values of H0 are{ ∑
(ρ,k,σ)∈S
αρ(k)
∣∣∣ S ⊂ B × Γ∗ × {↑, ↓}, S 6= ∅} ∪ {0},
‖H0‖B(Ff ) ≤
∑
(ρ,k,σ)∈B×Γ∗×{↑,↓}
|αρ(k)| ≤ 2bLd sup
k∈Rd
‖E(k)‖b×b.(E.2)
Since
‖ψ∗ρxσψρxσ‖B(Ff ) = 1, (∀(ρ,x, σ) ∈ B × Γ× {↑, ↓}),
‖V ‖B(Ff ) ≤
∑
(ρ,x)∈B×Γ
|Uρ|‖ψ∗ρx↑ψ∗ρx↓ψρx↓ψρx↑‖B(Ff )(E.3)
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+
1
2
∑
(ρ,x,σ)∈B×Γ×{↑,↓}
|Uρ|‖ψ∗ρxσψρxσ‖B(Ff )
≤ 2bLd sup
ρ∈B
|Uρ|.
By combining (E.2), (E.3) with (E.1) we obtain∣∣∣∣∣Tr(e−βHH)Tr e−βH
∣∣∣∣∣ ≤ 2bLd
(
sup
k∈Rd
‖E(k)‖b×b + sup
ρ∈B
|Uρ|
)
.(E.4)
Note that
1
βLd
log
(
Tr e−βH
Tr e−βH0
)
− 1
[β]Ld
log
(
Tr e−[β]H
Tr e−[β]H0
)
(E.5)
=
∫ β
[β]
dγ
d
dγ
(
1
γLd
log
(
Tr e−γH
Tr e−γH0
))
= −
∫ β
[β]
dγ
1
γ2Ld
log
(
Tr e−γH
Tr e−γH0
)
−
∫ β
[β]
dγ
1
γLd
Tr(e−γHH)
Tr e−γH
+
∫ β
[β]
dγ
1
γLd
Tr(e−γH0H0)
Tr e−γH0
.
Using (E.4), we can derive the claimed inequality from (E.5). 
We use the next lemma to relate the output of the infrared integration
to the free energy density by means of the identity theorem.
Lemma E.3. For any r ∈ R>0 there exists a domain O(⊂ C) such
that (−r, r) ⊂ O and the function U 7→ log(Tr e−βH) is analytic in
Ob(= O × O × · · · ×O).
Proof. Take any δρ ∈ [−1, 1] (ρ ∈ B). Define the operator V0 on
Ff(L
2(B × Γ× {↑, ↓})) by
V0 :=
∑
(ρ,x)∈B×Γ
δρψ
∗
ρx↑ψ
∗
ρx↓ψρx↓ψρx↑ −
1
2
∑
(ρ,x,σ)∈B×Γ×{↑,↓}
δρψ
∗
ρxσψρxσ.
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Take any r ∈ R>0 and assume thatU ∈ (−r, r)b. Then, for any δ ∈ [0, 1],
|Tr e−β(H+iδV0) − Tr e−βH | ≤
∫ δ
0
dε
∣∣∣∣ ddε Tr e−β(H+iεV0)
∣∣∣∣
≤ δβ22bLd‖V0‖B(Ff )eβ(‖H‖B(Ff )+‖V0‖B(Ff )),
where we used the equality (d/dε) Tr e−β(H+iεV0) = −iβ Tr(e−β(H+iεV0)V0).
This equality can be justified by, e.g., [12, Lemma 2.3]. Therefore,
ReTr e−β(H+iδV0)
≥ Tr e−βH − δβ22bLd‖V0‖B(Ff )eβ(‖H‖B(Ff )+‖V0‖B(Ff ))
≥ 1− δβ22bLd sup
U∈[−r,r]b,
δρ∈[−1,1](ρ∈B)
{
‖V0‖B(Ff )eβ(‖H‖B(Ff )+‖V0‖B(Ff ))
}
.
We can conclude from the above inequality that there exists ε ∈ R>0
such that
ReTr e−β(H+iV0) > 0, (∀U ∈ (−r, r)b, δρ ∈ (−ε, ε) (ρ ∈ B)).
This implies that the function U 7→ log(Tr e−βH) is analytic in the do-
main
{x+ iy | x ∈ (−r, r), y ∈ (−ε, ε)}b (⊂ Cb).

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Notation
Parameters and constants.
Notation Description Reference
L size of the spatial lattice Subsection 1.2
th,e, th,o,
tv,e, tv,o
magnitude of the hopping matrix ele-
ments
Subsection 1.2
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Ue,e, Uo,e,
Ue,o, Uo,o
coupling constants Subsection 1.2
β inverse temperature Subsection 1.2
ft parameter depending only on th,e, th,o,
tv,e, tv,o
Subsection 1.2
d spatial dimension Subsection 2.1
b number of sites in a primitive unit cell Subsection 2.1
h element of (2/β)N, step size of the dis-
cretization of [0, β)
Subsection 2.2
N 4bβhLd, cardinality of I Subsection 2.2
w(l) scale-dependent weight beginning of
Section 3
r number belonging to (0, 1], exponent in-
side ‖ · ‖l,0, ‖ · ‖l,1, | · − · |l
beginning of
Section 3
c real positive constant independent of
any parameter
beginning of
Section 5
M parameter to control the upper bounds
of covariances
Subsection 5.1
c(α1, · · · , αn) real positive constant depending only
on parameters α1, · · · , αn
beginning of
Section 6
MUV parameter to control the size of support
of UV cut-off functions
Subsection 6.1
Nh largest scale in the UV integration Subsection 6.1
cw constant (∈ (0, 1]) inside w(0) indepen-
dent of any parameter
Subsection 6.1
MIR parameter to control the size of support
of IR cut-off functions
Subsection 7.2
Nβ smallest scale in the IR integration Subsection 7.2
Sets and spaces.
Notation Description Reference
Γ(2L) {0, 1, · · · , 2L− 1}2 Subsection 1.2
Ff(L
2(Γ(2L)×
{↑, ↓}))
Fermionic Fock space Subsection 1.2
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Dt(c) subset of C which depends on th,e, th,o,
tv,e, tv,o
Subsection 1.2
Γ spatial lattice for a generalized system Subsection 2.1
Γ∗ momentum lattice for a generalized sys-
tem
Subsection 2.1
B {1, 2, · · · , b} Subsection 2.1
Ff(L
2(B×Γ×
{↑, ↓}))
Fermionic Fock space Subsection 2.1
Mat(n,C) set of all n× n matrices Subsection 2.1
[0, β)h {0, 1/h, · · · , β − 1/h} Subsection 2.2
I0 B × Γ× {↑, ↓} × [0, β)h Subsection 2.2
I I0 × {1,−1} Subsection 2.2
V complex vector space spanned by
the basis {ψX}X∈I
Subsection 2.2
Vp complex vector space spanned by
the basis {ψpX}X∈I
Subsection 2.2∧V Grassmann algebra generated by
{ψX}X∈I
Subsection 2.2
Sn set of all permutations over {1, 2, · · · ,
n}
Subsection 2.2
M (π/β)(2Z+ 1) Subsection 2.3
Mh {ω ∈M | |ω| < πh} Subsection 2.3
H Hilbert space L2(B×Γ∗×{↑, ↓}×Mh) Subsection 2.5
Tn set of all trees over {1, 2, · · · , n} Subsection 3.2
Lpq(T ) subgraph of tree T Subsection 3.2
I0,∞ B × Γ× {↑, ↓} × (1/h)Z beginning of
Section 4
I∞ I0,∞ × {1,−1} beginning of
Section 4
Γ∞ {∑dj=1mjuj | mj ∈ Z (j = 1, 2, · · · , d)} beginning of
Section 4
[−β1/4, β1/4)h {−β1/4,−β1/4 + 1/h, · · · , β1/4− 1/h} beginning of
Section 4
[β1/4,
βa − β1/4)h
{β1/4, β1/4+ 1/h, · · · , βa− β1/4− 1/h} beginning of
Section 4
288
Iˆ0 B × Γ× {↑, ↓} × [−β1/4, β1/4)h beginning of
Section 4
Iˆ Iˆ0 × {1,−1} beginning of
Section 4
I00 B × Γ× {↑, ↓} × {0} beginning of
Section 4
I0 I00 × {1,−1} beginning of
Section 4
S(l) subset of ∧V Subsection 7.3
S˜(l) subset of S(l)(β1)× S(l)(β2) Subsection 7.3
Functions and maps.
Notation Description Reference
H 1-band Hamiltonian on Ff(L
2(Γ(2L) ×
{↑, ↓}))
Subsection 1.2
H0 kinetic part of H Subsection 1.2
V interacting part of H Subsection 1.2
H b-band Hamiltonian on Ff(L
2(B × Γ ×
{↑, ↓}))
Subsection 2.1
H0 kinetic part of H Subsection 2.1
V interacting part of H Subsection 2.1
E(·) the generalized hopping matrix in the
momentum space
Subsection 2.1
Pn projection from ∧V to ∧n V Subsection 2.2
∂/∂ψX Grassmann left derivative Subsection 2.2
C(·) full covariance Subsection 2.3
In n× n unit matrix Subsection 2.3
C∞≤0(·) h-independent covariance matrix with
Matsubara UV cut-off
Subsection 2.5
dj(·) function to measure the difference be-
tween 2 elements of I
beginning of
Section 3
ope(T, Co) operator made of Grassmann left-
derivatives
Subsection 3.2
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Ope(T, Co) ope(T, Co)
∏
{p,q}∈T (∆p,q(C0) + ∆q,p(C0)) Subsection 3.2
rβ(·) map from (1/h)Z to [0, β)h satisfying
x = nβ(x)β + rβ(x), (∀x ∈ (1/h)Z)
beginning of
Section 4
nβ(·) map from (1/h)Z to Z satisfying x =
nβ(x)β + rβ(x), (∀x ∈ (1/h)Z)
beginning of
Section 4
Rβ(·) map from In0,∞ to In0 , or from In∞ to In beginning of
Section 4
Nβ(·) map from In0,∞ to Z, or from In∞ to Z beginning of
Section 4
rL(·) map from Γ∞ to Γ beginning of
Section 4
dˆj(·) function to measure the difference be-
tween 2 elements of Iˆ
beginning of
Section 4
φ(·) Gevrey-class function used to construct
cut-off functions
Subsection 6.1
χh,l(·) UV cut-off function Subsection 6.1
C+l (·), C−l (·) covariance matrices for the UV integra-
tion
Subsection 6.1
Dj finite difference operator Subsection 6.1
χl(·) IR cut-off function Subsection 7.2
χ≤l(·) ∑Nβj=l χj(·) Subsection 7.2
χˆ≤l(·) variant of χ≤l(·) Subsection 7.2
Cl(·) covariance matrix for the IR integration Subsection 7.3
Inner products, norms and semi-norms.
Notation Description Reference
〈·, ·〉 standard inner product of Rd Subsection 2.1
‖ · ‖b×b operator norm for b× b-matrices Subsection 2.1
〈·, ·〉Cn standard inner product of Cn Subsection 2.1‖ · ‖Cn norm of Cn induced by 〈·, ·〉Cn Subsection 2.1〈·, ·〉Ff inner product of Ff(L2(B×Γ×{↑, ↓})) Subsection 2.4‖ · ‖Ff norm of Ff(L2(B×Γ×{↑, ↓})) induced
by 〈·, ·〉Ff
Subsection 2.4
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‖ · ‖B(Ff ) operator norm for linear transforms on
Ff(L
2(B × Γ× {↑, ↓}))
Subsection 2.4
〈·, ·〉H inner product of the Hilbert space H Subsection 2.5‖ · ‖H norm of H induced by 〈·, ·〉H Subsection 2.5‖ · ‖L1 L1-norm for functions on In Subsection 2.5
‖ · ‖l,0 scale-dependent norm
for anti-symmetric functions
beginning of
Section 3
‖ · ‖l,1 scale-dependent semi-norm
for anti-symmetric functions
beginning of
Section 3
| · − · |l scale-dependent measurement of the
difference between two anti-symmetric
functions defined at β1 and β2
beginning of
Section 4
Other notations.
Notation Description Reference
e1, e2 e1 = (1, 0), e2 = (0, 1) Subsection 1.2
Ω2L vacuum of Ff(L
2(Γ(2L)× {↑, ↓})) Subsection 1.2
Ω vacuum of Ff(L
2(B × Γ× {↑, ↓})) Subsection 2.3
e(ρ)
(ρ = 1, 2, 3, 4)
e(1) = (0, 0), e(2) = (1, 0),
e(3) = (0, 1), e(4) = (1, 1)
Subsection 7.1
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