Abstract. We prove the homogenization to the Brinkman equations for the incompressible Stokes equations in a bounded domain which is perforated by a random collection of small spherical holes. The fluid satisfies a no-slip boundary condition at the holes. The balls generating the holes have centres distributed according to a Poisson point process and i.i.d. unbounded radii satisfying a suitable moment condition. We stress that our assumption on the distribution of the radii does not exclude that, with overwhelming probability, the holes contain clusters made by many overlapping balls. We show that the formation of these clusters has no effect on the limit Brinkman equations. In contrast with the case of the Poisson equation studied in [A. Giunti, R. Höfer, and J.J.L. Velázquez, Homogenization for the Poisson equation in randomly perforated domains under minimal assumptions on the size of the holes], the incompressibility condition requires a more detailed study of the geometry of the random holes generated by the class of probability measures considered.
Introduction
In this paper we consider the steady incompressible Stokes equations
in a domain D ε , that is obtained by removing from a bounded set D ⊆ R d , d > 2, a random number of small balls having random centres and radii. More precisely, for ε > 0, we define
where Φ is a Poisson point process on R d with homogeneous intensity rate λ > 0, and the radii {ρ i } z i ∈Φ ⊆ R + are identically and independently distributed unbounded random variables. We comment on the exact assumptions on the distribution of each ρ i later in this introduction. Our main result states that, for almost every realization of H ε in (1.2), the solution u ε to (1.1) weakly converges in H 1 0 (D) to the solution u h of the Brinkman equations
in D u h = 0 on ∂D.
(1.
3)
The constant matrix µ appearing in the equations above satisfies 4) where · denotes the expectation under the probability measure on the radii ρ i , and the constant C d > 0 depends only on the dimension d. In the case d = 3, we have C d = 6π. From a physical point of view, the equations in (1.1) represent the motion of an incompressible viscous fluid among many small obstacles; the additional term µu h appearing in (1.3) corresponds to the effective friction force of the obstacles acting on the fluid. In the physical literature, the term µ is usually referred to as the "Stokes resistance"; in this paper, we mostly adopt for µ the term "Stokes capacity density" to emphasize the analogy with the harmonic capacity density which appears in the analogue homogenization problem for the Poisson equation [5, 10] . More precisely, for a smooth and bounded set E ⊆ R d , let us define its Stokes capacity as the symmetric and positive-definite matrix given by
Here,
Then, in the case E = B r , we obtain M = C d r d−2 I (see e.g. [1] ). The definition (1.4) of µ is thus an averaged version of the previous formula where we take into account the intensity rate of the Process Φ according to which the balls of H ε are generated.
This work is an adaptation to the Stokes equations of the homogenization result obtained in [10] for the Poisson equation. In particular, the class of random holes considered in the current paper is included in the class studied in [10] . In the latter, it is assumed that the identically distributed radii ρ i in (1.2) satisfy ρ d−2 < +∞. (1.6) In the current paper, we require the slightly stronger condition ρ (d−2)+β < +∞, for some β > 0.
(1.7)
Before further commenting on (1.7) in the next paragraph, we recall that in the case of the Poisson problem, the analogue of the term µ appearing in the homogenized equation (1.3) is the asymptotic harmonic capacity density generated by the holes H ε . Assumption (1.6) is minimal in order to have that this quantity is finite in average, but does not exclude that with overwhelming probability some balls generating H ε overlap. For further comments on this, we refer to the introduction in [10] . The main challenge in proving the results of this paper is related to the regions of H ε where there are clustering effects. More precisely, the main goal is to estimate their contribution to the Stokes capacity density, and thus to the limit term µ appearing in (1.3) . In the case of the Poisson equation in [10] , the analogue is done by relying on the sub-additivity of the harmonic capacity, together with (1.6) and a Strong Law of Large Numbers. In the case of the Stokes capacity (1.4), though, sub-additivity fails due to the incompressibility of the fluid (i.e. the divergence-free condition). We thus need to cook up a different method to deal with the balls in H ε which overlap or are too close. Heuristically speaking, the main challenge is that the incompressibility condition yields that big velocities are needed to squeeze a fixed volume of fluid through a possible narrow opening. The main reason for the strengthened assumption (1.7) is that it allows us to obtain a certain degree of information on the geometry of the clusters of H ε . In particular, (1.7) rules out the occurrence of clusters made of too many holes of
We emphasize that the main novelty of our paper is that we consider spherical holes whose radii are not uniformly bounded and only satisfy (1.7). As already mentioned above, for small β in (1.7), with probability tending to one as ε → 0, the perforated domain D ε in (1.2) contains many holes that overlap. In all the deterministic results listed above, overlapping balls are either excluded or asymptotically ruled out for ε ↓ 0. Similarly, in the random settings of [19] and [4] , the overlapping are negligible in probability: Since the radii of the holes are chosen to be identically N −1 , it is shown that, with probability tending to one as N → ∞, the minimal distance between them is bounded below by N −α for α < 1 .
We finally mention that in this paper we also give a convergence result for the pressures {p ε } ε>0 . In all the papers mentioned above except for [1] , the convergence of the pressure is not considered. In fact, the problem may be reformulated so that the pressure only plays the role of a Lagrange multiplier for the incompressibility of the fluid. As a physical quantity, though, the pressure is important in itself and obtaining bounds may turn out to be a challenging problem. In [1] it is shown that for a suitable extension P ε (p ε ) for p ε on the whole domain D, the functions P ε p ε converge to p h weakly in L 2 (D).
Since u ε converges weakly in H 1 , this is the optimal result that one could expect. In our work, we prove a sub-optimal convergence result for a suitable modificationp ε of the pressures p ε . The main difficulty in our case is again given by the presence of the clusters of H ε that prevents us from finding suitable bounds for p ε close to those regions. Roughly speaking, the definition ofp ε allows us to cut-off a small neighbourhood E ε of H ε and show that, away from it, the pressures convergence to p h in L q ,
The neighbourhood E ε is small in the sense that the harmonic capacity of the difference E ε \H ε almost surely vanishes in the limit ε ↓ 0 + . This paper is organized as follows: In Section 2 we state the two main theorems, namely the convergence of the fluid velocity u ε and a partial convergence result for the pressure p ε . In Subsection 2.4 we formulate Lemma 2.4 which provides a rich class of test-functions for (1.1) and characterizes their behaviour in the limit ε → 0. We then show how the convergence of u ε follows from this result. In Section 3, we give some geometric properties for the realization of the holes H ε that are needed in order to prove Lemma 2.4. These properties are split into two lemmas. The first one is analogous to the corresponding lemma in [10] , the other one gives more detailed informations on the geometry of the clusters of H ε and is the result which requires the strengthened version (1.7) of (1.6). In subsection 3.2, we prove the results stated in Section 3. In Section 4, we prove Lemma 2.4. In Section 5, we prove the main result concerning the convergence of pressure. In Section 6, we prove some probabilistic result on the number of comparable balls which may combine into a cluster of H ε . These are the key ingredients used in subsection 3.2 to show the geometric results of Section 3. Finally, the appendix is divided into three parts: In Appendix A, we show how to extend the convergence result from the Stokes equations to the Stationary Navier-Stokes equations. In Appendix B, we give some standard estimates for the solutions of the Stokes equations in annuli and exterior domains. In Appendix C, we recall some results concerning the Strong Law of Large Numbers, which have been proved in detail in [10] and which are used also throughout this paper. Here, Φ ⊆ R d is a homogeneous Poisson point process having intensity λ > 0 and the radii R := {ρ i } z i ∈Φ are i.i.d. random variables which satisfy condition (1.7) for a fixed β > 0. Since assumption (1.7) with β 1 > 0 implies (1.7) for every other 0 < β β 1 , with no loss of generality we assume that β 1.
Setting and main result
Throughout the paper we denote by (Ω, F, P) the probability space associated to the marked point process (Φ, R), i.e. the joint process of the centres and radii distributed as above. We refer to [10] for a detailed introduction of marked point processes as the one introduced in this paper.
2.1. Notation. For a point process Φ on R d and any bounded set E ⊆ R d , we define the random variables
For η > 0, we denote by Φ η a thinning for the process Φ obtained as
i.e. the points of Φ(ω) whose minimal distance from the other points is at least η. Given the process Φ η , we set Φ η (E), Φ ε η (E), N η (E) and N ε η (E) for the analogues for Φ η of the random variables defined in (2.2). For a bounded and measurable set E ⊆ R d and any 1 p < +∞, we denote
As in [10] , we identify any v ∈ H 1 0 (D ε ) with the functionv ∈ H 1 0 (D) obtained by trivially extending v in H ε . Throughout the proofs in this paper, we write a b whenever a Cb for a constant C = C(d, β) depending only on the dimension d and β from assumption (1.7). Moreover, when no ambiguity occurs, we use a scalar notation also for vector fields and vector-valued function spaces, i.e. we write for instance
2.2. Main results. Let (Φ, R) be a marked point process as above, and let H ε be defined as in (2.1). Then, we have:
Remark 2.2 (Stationary Navier-Stokes equations). As in the case of periodic holes [1] , we remark that the same result of Theorem 2.1 holds in dimension d = 3, 4 for the solutions u ε to the stationary Navier-Stokes system
with homogenized equations
We argue in the appendix how the same argument that we give in the next section for Theorem 2.1 allows also to treat the non-linear term in (2.6). 
Since this result relies on some of the tools which will be developed along the proof of Theorem 2.1, we give the argument for Theorem 2.3 in Section 5.
2.3.
Main ideas in proving Theorem 2.1 and Theorem 2.3. As already mentioned above, the structure and many arguments of this paper are an adaptation of [10] to the case of the Stokes equations.
In this subsection, we point out the main differences and the challenges that we encountered along the process.
In contrast with [10] , we prove the convergence of the fluid velocities u ε by using an implicit version of the method of oscillating test-functions, which is similar to the one of [6] : We construct an operator R ε which acts on divergence-free test-functions v such that
This last condition in particular implies that we may test the equation (2.4) with R ε v and do not need any bounds on the pressure p ε . We emphasize that, as done in [1] , a convergence result on the pressure terms {p ε } ε>0 is required if one constructs divergence-free oscillating functions w ε ∈ H 1 0 (D ε ) and tests the equation (1.1) for u ε with the products φw ε , for arbitrary φ ∈ C ∞ 0 (D). We remark that, in principle, the partial result that we obtain on the convergence of the pressure is strong enough to allow us to follow also this last approach. However, as we show in Section 7, obtaining bounds on the pressure in our setting strongly relies on the geometric properties of the clusters and requires a fairly (and further) technical argument. We thus find easier to first give a proof for the homogenization of u ε which does not rely on any bounds on the sequence {p ε } ε>0 , and only afterwards show how to extract a convergence result also for p ε .
As in [10] with the construction of the oscillating test-functions w ε , the construction of the operator R ε relies on a lemma dealing with the geometric properties of the set of holes H ε which perforate D in (1.2). This lemma allows us to split the set H ε into a "good" set H ε g , which contains holes which are small and well-separated, and a "bad" set H ε b , which contains big and overlapping holes. On the one hand, we construct R ε v such that it vanishes on H ε g by closely following the ideas in [1] and [6] . On the other hand, to define R ε v in such a way that it vanishes also on H ε b , we need to improve the arguments used in [10] . In fact, as pointed out in the introduction, in contrast with [10] , by the incompressibility condition it is not enough to prove that the harmonic capacity of H ε b vanishes in the limit ε ↓ 0 + .
In order to overcome this problem, we use the following strategy to construct R ε v such that, for any divergence-free v ∈ C ∞ 0 (D, R d ), the function R ε v vanishes on the "bad" set H ε b , remains divergencefree in D and converges to v in H 1 0 (D; R d ). We recall that in the set H ε b the balls may overlap; the challenge is therefore to find a suitable truncation for v on this set, which preserves the divergence-free condition and which remains bounded in an H 1 -sense. A first approach to construct R ε v would then be to solve the Stokes problem in a large enough neighbourhood
(2.10)
The connection with the concept of "Stokes capacity" generated by the set H ε b thus becomes apparent; namely, at least in the case of sets E regular enough, the minimizer in (1.5) solves
However, getting H 1 -estimates on the solution w ε of (2.10) which depend explicitly on ε, requires more informations than we have on the geometry of the set H ε b . In fact, condition (1.7) does not prevent the balls from overlapping nor provides an upper bound on the number of balls in each of the clusters (cf. Lemma 6.1). The approach that we adopt to construct R ε v is therefore different and is based on finding a suitable coveringH ε b of the set H ε b . The setH ε b is obtained by selecting some of the balls that constitute H ε b and dilating them by a uniformly bounded factor λ ε Λ. The main, crucial, feature of this covering is that it allows us to construct R ε v vanishing on H ε b ⊆H ε b by solving different Stokes problems in disjoint annuli of the form B
(εz i ), θ > 1, and iterating this procedure a finite number of steps. The advantage in this is that we construct R ε v iteratively and obtain bounds by applying a finite number of times some standard and rescaled estimates for solutions to Stokes equations in the annulus B θ \B 1 . More precisely,H ε b is chosen to satisfy the following properties: (a)H ε b is the union of M < +∞ families of balls such that, inside the same family, the balls B • We construct a first solution v 1 ε which solves (2.10) in all the (disjoint) annuli generated by the first family;
• We construct v 2 ε solving (2.10) with v substituted by v 1 ε in the (disjoint) annuli of the second family;
• We iterate the procedure up to the M -th family and set R ε v = v M ε . However, property (a) alone does not ensure that the final solution constructed in this fashion vanishes on H ε b : Since annuli generated by different families may still intersect, at each step the zero-boundary conditions of the previous steps may be destroyed (as an example, see Figure 1 ). This is the reason why we need that the coveringH ε b satisfies an additional property. This property should ensure that, if at step k the function v k vanishes on a certain subset of H ε b , then also v k+1 vanishes on that same subset. We thus constructH ε b in such a way that (b) all the balls B Figure 1 . This is an example of a configuration which satisfies only (a) for which the algorithm to construct R ε v may not give a function vanishing on all the holes. The first picture on the left represents the first iteration step: The blue, full-lined, ball is the hole belonging to the first family generatingH 
with the following properties: 
We show that u * solves (2.5) and, by uniqueness, that u * = u h in H 1 0 (D). We thus may extend the convergences above to the whole limit ε ↓ 0 + . For any divergence-free v ∈ C ∞ 0 (D), we consider ε small enough such that the divergence-free vector field R ε v obtained by means of Lemma 2.4 is in H 1 0 (D). By testing (2.4) with this vector field, we obtainˆ∇
We now apply (iii) and (v) of Lemma 2.4 to the left-and right-hand side of the above identity, respectively, and conclude that u * satisfieŝ
is an arbitrary divergence-free test function, we conclude that u * is the solution u h of (2.5).
Geometric properties of the holes
This section is the core of the argument of Theorem 2.1 and Theorem 2.3 and provides some almost sure geometrical properties on H ε . These allow us to construct the operator of Lemma 2.4. The results contained in this section rely on assumption (1.7) and may be considered as an upgrade of Section 4 of [10] . Since (1.7) is stronger than the one assumed in [10] (see (1.6)), the marked point process (Φ, R) considered in this work is included in the class of processes studied in [10] . Therefore, all the results for H ε contained in Section 4 of [10] hold also in our case. Bearing this in mind, we introduce the first main result of this section: This is almost a rephrasing of Lemma 4.2 of [10] , where, thanks to (1.7), we are allowed to choose the sequence r ε appearing in the statement of Lemma 4.2 in [10] as a power law r ε = ε δ , for δ = δ(d, β) > 0. 
The next result upgrades the previous lemma and is the key result on which relies the construction of the operator R ε of Lemma 2.4. We introduce the following notation: We set I ε := Φ ε (D)\n ε , so that, by the previous lemma, we may write
As already discussed in Subsection 2.1, the main aim of the next result is to show that there exists a suitable covering for H ε b , which is of the form H 
• There exists k max = k max (β, d) > 0 such that we may partition
Finally, the set D ε b of Lemma 3.1 may be chosen as
Remark 3.3. As explained in Subsection 2.3, property (3.8) is crucial for the construction of the operator R ε of Lemma 2.4. However, it slightly differs from property (b) stated in that section. Namely, the balls B
This is why the additional index sets I ε k are introduced. In these index sets, the balls are not ordered by size, but in such a way that (3.8) holds. More precisely, if a ball in H ε b is contained in several of the dilated balls in J ε , we will put it into the index set I k with k minimal such that it is contained in a dilated ball in J ε k . 3.1. Structure and main ideas in the proof of Lemma 3.1 and Lemma 3.2. Since the proof of Lemma 3.2 requires different steps and technical constructions, we give a sketch of the ideas behind it. It is clear that Lemma 3.1 follows immediately from Lemma 3.2; we thus only need to focus on the proof of this last result.
To this end we introduce the following notation, which we will also use throughout the rigorous proof of Lemma 3.2 in Section 5: Let
and
We remark that the sets I ε k correspond to I ε δ,k in (6.1) of Section 6 with δ as in (3.10). Since we chose δ above such that δ < β 2d , we may apply Lemma 6.1 with this choice of δ and infer that there exists k max ∈ N such that I ε k = ∅ for all k > k max . From now on, we assume that k max is chosen in this way and thus that
In addition, since we may bound
we use (1.7) and the Strong Law of Large Numbers, to infer that almost surely and for ε small enough
This implies by (3.10) that
Step 1: Combining clusters of holes of similar size: We begin obtaining a first covering of H ε made by a union of balls which, if of comparable size, are disjoint even if dilated by a constant factor α > 1. Roughly speaking, we do this by merging the balls of H ε generated each family I ε k ∪ I ε k−1 , in holes of similar size which which are also disjoint. More precisely, we prove: Claim: Let α > 1. Then, there existsΛ =Λ(d, β, α) > 0 such that for P-almost every ω ∈ Ω and all ε < ε 0 (ω) and all −3
with the following properties:
For each −3 k k max the balls
are pairwise disjoint. (3.14)
Note that "most" of the balls generated by the points in I ε −2 ∪ I ε −3 already satisfy (3.14) with λ ε i = 1. Hence,Ĩ ε −3 contains most of the points of I ε −3 . The only elements of I ε −2 ∪ I ε −3 which might violate this conditions are the ones which are too close to each other. We will show that, since the collection I ε −2 ∪ I ε −3 is generated by a Poisson point process, these exceptional points are few for small values of ε > 0.
To construct the setsĨ k above we adopt the following strategy (see Figure 2 for a sketch):
• Let α > 1 and −2 k k max be fixed. We multiply each one of the radii
by α and consider the set of balls
For each point z i ∈ I ε k ∪ I ε k−1 we now define a new radius R ε i in the following way: For each disjoint ball in the previous collection we set R ε i := ρ i . We now consider the balls which are not disjoint: For each connected component C ε k of (3.15), we pick on of the largest balls belonging to C ε k , say B
, and set R ε l as the minimal one such that
• We multiply each R ε i above by the same factor α of the previous step and repeat the construction sketched above with ρ i substituted by R ε i .
• We show that, almost surely, after a number M = M (d, β) < +∞ of iterations of the previous two steps, all the radii R ε i obtained at the M th -step do not change any further. This means that the balls B (3.13) and (3.14) . Moreover, we may easily bound each ratio
The key idea to prove the existence of the threshold M is that the configurations ω ∈ Ω for which the radii R i 's obtained after M iterations continue to change is related to events of the form
By Lemma 6.1, this event has zero probability for ε sufficiently small.
• The construction above can be expressed by a dynamical system (cf. (3.19) ).
• We iterate this process for I ε k ∩ I ε k−1 , −2 k k max starting from k = −2, each time working with the dilated radii that we got from the previous step.
Step 2: Construction of the sets I ε and J ε : Let us set θ = α 1 4 1, with α 1 as in Step 1 (see (3.14) ). In the previous step we extracted from each family I ε k generating the whole Φ ε (D) a sub-collectionĨ ε k . These sub-collections provide a covering for the whole set H ε and satisfy (3.14). The aim of this step is to use the previous result to find a way to extract from Φ ε (D) the subset I ε generating the bad holes and to construct the coveringH ε b . We remark that, if we set λ i = θ 2λ i , the covering
The construction of this step is based on the following simple geometric fact:
Since by construction we hadĨ ε k ⊆ I ε k , this means by definition (3.11) of the sets
Therefore, for ε ε 0 (d, β, θ) we have that
Indeed, if the inequality on the left-hand side above is true, for all z ∈ B
and obtain that
i.e. the right-hand side in (3.16) . By relying on (3.16), we construct the covering J ε in the following way:
• We start with k max and set J ε kmax =Ĩ ε kmax and J ε kmax−1 =Ĩ ε kmax−1 . We know that all the balls of the form B
kmax ∪Ĩ ε kmax−1 are disjoint in the sense of (3.14) (recall that θ 4 = α). The same holds for the balls B
(εz j ) generated by the centres iñ
We thus focus on the intersections between the balls generated byĨ ε kmax−2 andĨ ε kmax .
• We show how to obtain the set J ε kmax−2 fromĨ ε kmax−2 in such a way that (3.8) is satisfied by this family. We begin by dilating the balls generated by the centres in J ε kmax of a factor θ 2 and thus obtain the set E Note that with this definition, for all z j ∈ J ε kmax−2 and every z i ∈ J ε kmax we have that B
and thus by property (3.16) (with z i = z 1 and z j = z 2 ) that
Sinceλ ε j 1, the previous equality implies that the collection J ε kmax−2 satisfies condition (3.8).
• We now iterate the previous construction: We define
Note that in the definition of this last set we need to remove the annuli
in order to be able to iterate the argument of the previous step (see Figure 3 for an illustration of the construction of the set E kmax−2 ).
• We iterate the previous procedure and construct the sets J ε k , up to −2 k k max . In the last step k = −3, we define J ε −3 as the set of those elements which either intersect E ε −2 or that are too close to each other. Thanks to this construction, some elements ofĨ ε −3 , i.e. the holes which are small and well-separated from the clusters and from each others, do not belong to any of the sets J ε k nor are covered by any of the dilated balls generated by these centres. We then show that the remaining elements inĨ ε −3 constitute the set n ε generating the holes H ε g .
• We finally define and partition the set I ε generating the holes of H ε b by using the sets {J ε k } −3 k kmax : We insert in each I ε k the centres of the balls of H ε such that k is the smallest integer for which J ε k provides a covering.
Step 3. Conclusion. We show that with these definitions of J ε , I ε k and λ ε j , the covering obtained in the previous step satisfies all the properties of Lemma 3.1 and Lemma 3.2.
Proof of Lemma 3.1 and Lemma 3.2.
Proof of Lemma 3.2. In the sake of a leaner notation, when no ambiguity occurs we drop the index ε in the sets of points (e.g. I ε k , J ε k , · · · ) and holes which are generated by them. Proof of Step 1. We start by fixing a (total) ordering of the points in Φ ε (D) such that
with ρ i and ρ j the radii of the balls in H ε (D) centred in z i and z j , respectively. We fix α > 1 and set
is as in Lemma 6.1. We only consider ω ∈ Ω belonging to the full-probability subset of Ω satisfying Lemma 6.1 with α = C 0 and δ as in (3.10). We introduce some more notation which is needed to implement the construction sketched in Step 1: Let Ψ ε ⊆ Φ ε (D) be any sub-collection of centres and let
be their associated radii. Throughout this proof, unless there is danger of ambiguity, we forget about the dependence of both Ψ and R on ε. For any two centres z i , z j ∈ Ψ with radii R i and R j , respectively, we write
We define a notion of connection between points and associated radii in the following way: We say that (z i , R i ) and (z j , R j ) are connected, and we write that z i ∼ (Ψ,R),α z j whenever
This equivalence relation depends on ε, but we forget about it in the notation. We use the notation [z i ](Ψ, R, α) for each equivalence class with respect to the previous equivalence relation ∼ (Ψ,R)α . Each equivalence class constitutes a cluster of balls in the sense of (3.17).
By using this notation we may reformulate the result of Lemma 6.1: For almost every ω ∈ Ω, every ε ε 0 (ω, d, β) and any k −2, if we choose
i.e. every equivalence class contains at most M elements of Ψ. From now on, we thus fix ω ∈ Ω and ε ε 0 (ω, d, β) satisfying this bound.
We recall that the maximum above is taken with respect to the ordering between centres of Ψ ε (D). We observe that (3.19) 
By relying on (3.18), we use an iteration of the previous map to implement the construction sketched at Step 1. We begin by considering k = −2 and setting Ψ = I −2 ∪ I −3 and R = {ρ i } z i ∈Ψ . We define the dynamical system
and claim that
We start with (3.22) and prove it by induction over n M . By definition (cf. (3.20) ), the inequality trivially holds for n = 0. Let us now assume that (3.22) holds for some 0 n < M . We claim that at step n + 1, each equivalence class [z i ](Ψ, R(n), α) contains at most M elements: If otherwise, by the inductive hypothesis (3.22) for n and the choice of the constant C 0 (M, α), also the equivalence class
contains at most M elements. This allows us to bound
We now observe that by construction (3.20) and definition (3.19) , either R(n + 1) j = 0, and thus the bound (3.22) holds trivially, or ρ j ρ i for all z i ∈ [z j ](Ψ, R(n), α). Thus, the previous inequality implies that 
This, together with estimate (3.22) for n = M , implies that the equivalence class [z i ](Ψ, R(0), C 0 ) contains more than M elements. As above, this contradicts our choice of the realization ω ∈ Ω and ε. We established (3.21) . Equipped with properties (3.22) and (3.21) we may set for every
and defineĨ
Note that this definition of R (−2) implies that the balls
are pairwise disjoint.
We now iterate the previous step up to k = k max : For each −1 k k max we define recursively
otherwise, (3.24) where R(M ) is obtained by solving (3.19) with Ψ = I k ∪ I k−1 and R(0) = R (k−1) . We note that for a general
In fact, since for n M we have (2αM ) (k+2)M +n C 0 , property (3.21) follows by this inequality exactly as in the case k = −2 shown above. We emphasize that, by definition (3.24), at each step k we have that the balls
From the previous construction we construct the setsĨ k and the parameters {λ i } z i ∈ kmax k=−3Ĩ k of Step 1: For every −3 k k max , letĨ
By (3.25) and the definition of the setsĨ k , we immediately have that eachλ i 1 and is bounded bỹ Λ := (2αM ) (kmax+3)M . It remains to argue thatĨ k satisfy (3.13) and (3.14): Property (3.13) follows immediately from the construction and the definition of the operator T Ψ,α . To prove (3.14), we claim that is enough to show that for every k = −2, · · · , k max and z i ∈Ĩ k ,
Indeed, if this is true, then (3.14) follows immediately from (3.26). Let −2 k k max be fixed. By (3.24), to show (3.28) it enough to prove that
Since by (3.24) we have for all
we need to make sure that R(
for each 1 n M . By induction we show that for z i ∈ I k we have
This implies (3.28) by definition (3.27).
For n = 1, property (3.29) is an easy consequence of (3.26) for the balls generated by points z i ∈ I k . Let us assume that (3.27) holds at step n. Then, again by (3.27), we have that for
This implies that ρ j ρ i and in turn that z j z i . By definition of the map T Ψ,α , this yields necessarily that R(n + 1) i = 0. The proof of (3.29) is complete. This establishes (3.28) and concludes the proof of (3.14).
We conclude this step with the following remark: Let Φ ε 2ε δ/2 (D) be the thinned process (see (2.3)) with δ fixed as in (3.10). Moreover, let
We claim that, up to taking ε 0 = ε 0 (d, β) smaller than above, we have
As will be shown in the next step, the set I g −3 contains the set n ε generating H ε g . To show (3.31), we observe that whenever z i , z j ∈ I g −3 ∪ I −2 with z i = z j , then we may choose ε small enough to infer that
This implies that after M iterations of the dynamical system (3.23), we have R(M ) = ρ i for all z i ∈ I g −3 . Thanks to (3.27) we obtain (3.31).
Proof of
Step 2. In this step we rigorously implement the method sketched in Step 2 and construct the sets J ε k as subsets ofĨ ε k , −3 k k max . We define λ j = θ 2λ j , withλ j ∈ [1,Λ] constructed in Claim 1 of Step 1, and θ 4 = α. Clearly, we may choose the upper bound Λ in the statement of Lemma 3.2 as Λ := θΛ. We start by setting
To construct the remaining sets J −3 and E −3 , we need an additional step: We recall the definition of S ε and I g −3 from (2.3) and (3.30), respectively. We first set
34)
Finally, for z i ∈ Φ ε (D) we define the set
and finally consider
36)
We remark that in the definitions of E l , the annuli B
(εz j ) are cut out in order to satisfy (3.8). Moreover, we observe that each connected component of the set E k is a subset of B
This follows from the the definition of E k and (3.14).
We finally denote
and define the set I of the centres generating H ε b as
38)
Equipped with the previous definition, we construct H ε b ,H ε b and D ε b as shown in (3.4), (3.5), and (3.9).
Step 3. We first argue that the sets H ε b ,H ε b and D ε b constructed in the previous step satisfy the conditions of Lemma 3.1. We begin by claiming that
with K ε defined in (3.35). Since, by construction we set H ε g = H ε \H ε b , by (3.4) this also reads as
The ⊇-inclusion is a consequence of the fact that by (3.31) we have by construction I 
We show how to argue that I k ⊆ I, for some k −2. The argument for the other sets is analogous. Let z i ∈ I k . Then, by (3.13), there exists l k, z j 1 ∈Ĩ l such that
By definition (3.32), this yields that either
In the first case, it is immediate that z i ∈ I (see (3.38)); in the second case, since each connected component of the set E l+1 is a subset of a ball B
Hence, also in this case z i ∈ I. We established I k ⊆ I. This concludes the proof of (3.42) and thus also of (3.41) and (3.40). From identity (3.40), the second line of (3.2) immediately follows by (3.30) and definition (3.11) for the set I −3 . In addition, since K ε is not contained in n ε , also the first inequality in (3.1) holds. The remaining claims in (3.1), (3. 
We estimate the limit for ε ↓ 0 + for the first sets on the right-hand side by appealing to Lemma C.1 and (3.10) (we recall that we assumed β 1): Indeed, we have
We now turn to I b −3 : Let {δ k } k∈N be any sequence such that δ k ↓ 0 + . Since 2ε δ/2 → 0, we estimate for any δ k > 0 lim sup
We now apply Lemma C.1 to Φ and each Φ δ k , k ∈ N, to deduce that almost surely and for every δ k > 0 lim sup
By sending δ k ↓ 0 + , we use once more Lemma C.1 on the last term on the right-hand side above and obtain
To conclude the proof of (3.43), it thus remains to show that almost surely also
We have for all
In particular, by the first inequality above, the balls {B ε 1+2δ (εz i )} z i ∈K ε are all disjoint, and therefore
In addition, we observe that by definition of K ε , for any
(3.47)
Here we used K ε ⊆Ĩ −3 and (3.14) to rule out that z j ∈ J −3 ⊆Ĩ −3 . In particular, (3.45) and (3.47) imply
We combine this inequality with condition (3.47) to infer that
and, by (3.46), to estimate
Thanks to Lemma C.1, the right-hand side vanishes almost surely in the limit ε ↓ 0 + . This concludes the proof of (3.43). The limit in the first line of (3.2) is a direct consequence of (3.43). Moreover, the second inequality in (3.1) follows from (3.43) and Lemma C.2.
To show (3.3), we resort to the definition of D ε b to estimate
We already know ε d #(I ε b ) → 0. Next, we argue that
This follows by an argument similar to the one for (3.44): We may choose ε 0 = ε 0 (d) such that for all ε ε 0 , ε δ/2 η. By definition of J k and of F ε above, we infer that for such ε ε 0 , for all z j ∈ F ε there exists −2 k k max and z i ∈ J k such that
where in the second inequality we use that ε −2δ η 1 and
We note that by (3.45) the balls B ε 1+δ/2 (εz j ) with z j ∈ n ε are all disjoint. Hence,
The right-hand side vanishes almost surely in the limit ε ↓ 0 + thanks to (1.7) and Lemma C.1.
We conclude the argument for (3.3) by showing that the set C ε is empty when ε is small: In fact, by construction, if z i ∈ n ε satisfies dist εz i ,
then there exists a z j ∈ J −3 ⊆ I −3 such that for ε ε 0 with Λε 2δ η
This yields C ε ⊆ Φ ε (D)\Φ ε 2η (D) and thus that it is empty since by definition we also have C ε ⊆ Φ ε 2η (D). This finishes the proof of (3. It remains to argue (3.7) and (3.8). The first property follows directly from (3.14) for J k ⊆Ĩ k and the choice of the parameters λ i = θλ i and θ 4 = α. We now turn to (3.8) and begin by showing that it suffices to prove the following:
Claim: For all −3 k < l k max and every z k ∈ J k , z l ∈Ĩ l we have
We first prove (3.54) provided this claim holds. To do so, for any k < l and z j ∈ J l we begin by denoting by E
and arguing that
where each union above is between disjoint sets. By (3.33) for E l−1 and (3.32) for J l , we clearly have that
Note that, by construction, this ball is a connected component of the set E l−1 . From the previous inclusion, the second inclusion in (3.51) is an easy application of the recursive definition (3.33) of E k . Similarly, (3.52) is an easy consequence of the definition (3.33) of the sets E k . Furthermore, since each J m ⊆Ĩ m , we apply claim (3.49) to z j and all z k ∈ J m with m l − 1, and conclude also the first inclusion in (3.51). We conclude that definition (3.50) immediately yields the monotonicity property E
k for all z j ∈ J l and −3 k l. Equipped with (3.51)-(3.52), we now turn to (3.8): Let z 0 ∈ I k 0 for some −2 k 0 k max . By definition (3.39), there exists z 1 ∈ J k 0 such that
By this, property (3.8) follows immediately if we prove that for any l < k 0 and all z 3 ∈ J l we have with the property that
Note that, by (3.13), we may always find such k 2 . If k 0 k 2 , we use the above claim (3.49) on z 2 ∈Ĩ k 2 and z 3 ∈ J l with l < k 2 and conclude (3.54). Let us now assume that k 0 > k 2 : Since z 0 ∈ I k 0 , by definition (3.39) we have that z 2 ∈ J k 2 . This implies by (3.32) that
In particular, by (3.55) and (3.50) there exists ak 0 > k 2 andz 1 ∈ Jk 0 such that
Moreover, by (3.50) and the assumption k 2 < k 0 , we also have
On the other hand, by (3.53) also
By combining the previous two inequalities and using that the sets E
By using (3.56), the above inequality implies (3.54) with z i = z 3 and for all k 2 < l < k 0 . To extend (3.54) also to the indices l k 2 it suffices to observe that for l < k 2 we may argue as above in the case k 0 k 2 . Finally, if l = k 2 , we obtain (3.54) by applying (3.55) and (3.14) to z 2 ∈Ĩ k 2 and
It remains to prove claim (3.49). Let z l ∈Ĩ ε l , −2 l k max . We begin by arguing that B
Indeed, if z l ∈ J l , this follows immediately from the definition of E l . If z l ∈ J l , then by (3.32) we have B
. We now use (3.14) on the family J l and definition (3.33) of E l to conclude (3.57). From (3.57) we may use again (3.14) to the families J l , J l−1 and also obtain that
We are now ready to argue (3.49) by contradiction: Let us assume that there exists a k < l and z k ∈ J k such that (3.49) fails, i.e.
Then, again by (3.14) applied to J l and J l−1 , we necessarily have k l − 2. Let us now assume that z k ∈ J l−2 : Then by (3.32) we have This, together with (3.58) for z l and (3.59) yields
For a general k < l − 2, we claim that we may iterate the previous argument and obtain that (3.59) implies the existence of an integer m 1+ ⌈ kmax 2 ⌉ and a collection k 0 , · · · , k m l − 2, such that k = k 0 and for all 0 n m − 1 we have k n k n+1 − 2 and there exist z kn ∈ J kn and z m ∈ J km satisfying (see Figure 4) B
Indeed, for z k ∈ J k with k < l − 2, we know that by (3.32)
If also (3.61) is true, then we obtain (3.62) with k 0 = k m = k. Let us assume, instead, that (3.61) does not hold and thus, by (3.59) that
Then, by (3.63) and (3.33) there exists an index k 1 l − 2 and z k 1 ∈ J k 1 such that
Moreover, by (3.14), we necessarily have k 1 k + 2. We thus recovered the second line in (3.62). Since z k 1 ∈ J k 1 , we use again (3.32) to infer that 
We may now argue as for (3.63) above and obtain the existence of a new index k 2 k 1 + 2 satisfying (3.65) with k and k 1 substituted by k 1 and k 2 respectively. By repeating the same argument above we iterate and conclude (3.62) for a general m. We remark that, since at each step n the index k n increases of at least 2 this procedure necessarily stops whenever k n = l − 2. In other words, we obtain (3.62) after at most 1 + ⌈ 
We now use the fact that since z l ∈Ĩ l and z km ∈ J km ⊆Ĩ km , we have by (3.11) and the assumptions on the indices k n that ρ l ρ km ε −δ . From this inequality it follows that
and for ε small enough we bound
where λ k is the factor associated to z k . We now observe that if k m = k 0 = k, then the above inequality contradicts Step 1.
We recall that the set D ε b is related to the partitioning of
We construct R ε v by distinguishing between the parts of domain D containing "small" holes (i.e. H ε g ) and the ones containing the clusters of holes (i.e. H ε b ). We set
where the functions v ε b and v ε g satisfy
In particular, this means
Before constructing the functions v ε g and v ε b , we argue that R ε v defined in (4.1) satisfies all the properties (i) -(v) enumerated in the lemma. Properties (i) and (ii) are immediately satisfied. We turn to properties (iii) and (iv). By (4.4), we rewrite
) .
The first term on the right-hand side vanishes almost surely in the limit thanks to the second line of (4.3) (property (iv) for v ε g ). We bound the second term by using Hölder's inequality and the last estimate in (4.2):
Thanks to (3.9), also this last line almost surely vanishes in the limit ε ↓ 0 + . Thus, almost surely the whole norm 
By (4.2) and the assumptions on u ε , the second integral on the right-hand side almost surely converges to zero in the limit ε ↓ 0 + . We treat the first integral term by observing that
) and applying (4. 
with λ ε j ∈ [1, Λ] the factors defined in Lemma 3.2. As a first step, we consider the set J kmax and define the function v 0 on D as
where each v 0 j solves
This is well-defined since div v = 0. In particular, each function v 0 j − v solves the first problem in (B.1) in A i , and we apply to it the estimates (B.2) with the choice R = θ and after a rescaling by ε 
We now use the definition (4.5) of R j to obtain
Note that thanks to (3.7) of Lemma 3.2, we have that B θ,i ∩ B θ,j = ∅ for all z i = z j ∈ J kmax and λ i Λ for all z i ∈ J. Thus, this also implies by (4.6) that
(4.9)
Furthermore, since v 0 − v is supported only in the balls B θ,j , the triangle inequality and (4.8) imply also that
We observe also that, by using again the fact that by Lemma 3.2 all the balls B j are disjoint, the function v 0 vanishes on
We now proceed iteratively and for 1 i k max + 3 we consider the subsets J kmax−i ⊆ J. For each i in the range above, let v i be defined as in (4.6) and (4.7), with v i−1 instead of v and the domains B j and A j generated by the elements z j ∈ J kmax−i . We now argue that at each step i we have 12) and
Moreover,
(4.14)
We prove the previous estimates by induction over 0 i k max + 3. It is easy to prove the estimates in (4.12) by induction: For i = 0, (4.9) is exactly (4.12). We now observe that at each step i we may argue as for v 0 and obtain (4.9) with v 0 , v and J kmax substituted by v i , v i−1 and J kmax−i , respectively. Therefore, if we now assume (4.12) holds at step i − 1, we only need to combine the analogue of (4.9) for v i with (4.12) for v i−1 . We now consider (4.13): For i = 0, this is implied immediately by (4.11). Let us now assume that (4.13) holds for i − 1. By definition of v i (cf. (4.7) ), the function vanishes on
and equals v i−1 on D\ z j ∈J kmax−i B θ,j . By the induction hypothesis (4.13) for i − 1, (4.13) for i follows provided
By recalling the definitions of the balls B θ,j , this identity is a consequence of property (3.8) of Lemma 3.2. We established (4.13) and (4.12) for each 0 i k max + 3.
Finally, we turn to the claims in (4.14): For i = 0, both lines of (4.14) hold by construction and (4.10), respectively. If we now assume that (4.14) is true for i − 1, then v i is by construction equal to v i−1 outside the set
It now suffices to apply the induction hypothesis for v i−1 to conclude the first statement in (4.14). In addition, by the triangle inequality we estimate
. We apply the induction hypothesis to the second term on the right-hand side above and get
We now use the analogue of (4.8) with v 0 and v substituted by v i−1 and v i to infer that
and, by (4.12)
Since all B θ,j , z j ∈ J kmax−i , are disjoint, this implies that
We may apply the induction hypothesis on v i−1 again and combine the above estimate with (4.15) to conclude (4.14) for v i . The proof of (4.14) is complete.
Equipped with (4.12), (4.13) and (4.14), we finally set v ε b := v kmax+3 and show that this choice fulfils all the conditions in (4.2): The first and the second line in (4.2) follow immediately by construction and the definition (3.9) of D ε b . The second estimate in (4.12) with i = k max + 3 yields also the last inequality in (4.2). It thus only remain to show that, almost surely,
: By (4.14) with i = k max + 3 and the fact that v ∈ C ∞ 0 (D), we indeed obtain
We recall that the set J depends on ε, i.e. J = J ε . In addition, since J ⊆ I (cf. Lemma 3.2) and n ε = Φ ε (D)\I ε , the limit in (3.2) of Lemma 3.1 yields that almost surely ε d #J ε → 0 when ε ↓ 0 + . This, together with (3.5), (1.7) and the Strong Law of Large numbers (cf. Lemma (C.2) in the Appendix) implies that the right-hand side above almost surely vanishes in the limit ε ↓ 0 + . Hence, we showed that
. By Poincaré's inequality, it now suffices to argue that almost surely and for ε small enough
and thus conclude the proof of (4.2).
Let K ⋐ D be a compact set containing the support of v, and set r = dist(K, D) > 0. We show that, almost surely, v ε b ∈ H 1 0 (D) for all ε ε, withε =ε(r, ω) > 0. To do so, we fix any realization ω ∈ Ω (which is independent from v) for which we have (3.12), and resort to the construction of v ε b via the
for all ε such that the right-hand side in the last inequality is positive. Since v ε b := v kmax+3 , we may chooseε(r, ω) such that ε 2δd r 4(kmax+4)θΛ and use the above estimate to infer that v ε b is compactly supported in D for all ε ε(r, ω).
We prove (4.16) iteratively and begin with i = 0: By (4.7) and the assumption on the support of v, it follows that, if for z i ∈ J kmax the ball B θ,i does not intersect the support K of v, then v 0 = v ≡ 0 on B θ,i . This, together with property (3.7) of Lemma 3.2, implies that
By recalling that thanks to Lemma 3.2 each ball B θ,j has radius
we observe that (4.17) yields estimate (4.16) for v 0 . Let us now assume (4.16) for v i . Then, since v i+1 solves (4.7) with boundary datum v i , we may argue as above to infer that
and thus that
This concludes the iterated estimate (4.16), which completes the proof of this step.
Step 3. Construction of v ε g satisfying (4.3). We now turn to the remaining set D\D ε b and construct the vector field v ε g in a way similar to [1] [Subsection 2.3.2] and [6] . For every z i ∈ n ε , we write
We remark that, since z i ∈ n ε , Lemma 3.1 implies that for δ > 0 19) and that all the balls B 2,i are pairwise disjoint.
For each z i ∈ n ε , we define the function v ε g in B 2,i in the following way: Finally, we require that on 
. Therefore, this definition of v ε g satisfies the first line of (4.3) and property (i) with H ε substituted by H ε g . It is immediate that by construction ∇ · v ε g = 0 in D, i.e. v ε g satisfies also property (ii). We observe that by uniqueness of the solution to (4.20), we may rescale the domains C i and rewrite 
.
We now turn to properties (iii) and (iv) for v ε g : We write
and, since B 2,i = D i ∪ C i ∪ T i , we may further split each norm on the right hand side into the contributions on each set D i , C i and T i . We begin by focussing on the domains D i : By (4.23), we apply (B.2) to φ ε,i 2 and infer that
. By using (4.22) and changing variables, we rewrite the second line above as
and use (B.4) on φ ε,i ∞ to infer
In particular,
We now turn to the first inequality in (4.25), use (4.22) on the right-hand side, and change variables to estimate
We consider the sets C i : We use the definition (4.22) for v ε g on C i and a change of variables to rewrite
Hence, using (B.3) for φ ε,i ∞ , we obtain
Similarly, by (4.22) and a change of variables, for each 2 p < +∞ we have
and, thanks to the pointwise estimate (B.4) for φ ε,i ∞ , we have that for all p >
We finally turn to T i , on which we easily bound
By collecting all the estimates in (4.26), (4.27), (4.28), (4.29) and (4.30) we get
and for all p >
We insert these estimates in (4.24) and apply (1.7) and the Strong Law of Large Numbers on the right-hand sides to conclude that almost surely
Since v, v ε g are supported in the bounded domain D for ε small enough, we conclude properties (iii) and (iv) for v ε g . We finally turn to property (v). We use an argument very similar to the one for Lemma 3.1 of [10] . For any N ∈ N fixed and all z i ∈ n ε , let us define 
where Q is a unit ball and N 2 N is defined in Subsection (2.1).
Before showing this, we argue how to conclude also property (v) for v ε g : Let
We now appeal to the explicit construction of the functions v ε g , v ε,N g to observe that
Therefore,
We smuggle in the norms on the right-hand side the function v and appeal to (4.31) for v ε g (and the analogue for v ε,N g ) to get that
Assumption (1.7) and the Strong Law of the Large Numbers yield that almost surely
Moreover, by (3.2) and (3.3) of Lemma 3.1, and (C.3) of Lemma C.1, we have that almost surely
This yields by Lemma C.2 that
Since ∇u ε is uniformly bounded in L 2 (D), we can insert this in (4.32) to conclude lim sup
By using again assumption (1.7) and (4.33) we infer that the right-hand side above vanishes almost surely and conclude property (v) for v ε g with µ as in Theorem 2.1. We now turn to property (v) for v ε,N g . When no ambiguity occurs, we drop the upper index N . For every u ε as above, we split the integral
The first term converges to´∇v · ∇u by the assumption on the sequence u ε . To conclude property (v) it thus remains to argue thatˆ∇
To prove this, we recall the construction of v ε g , and we split the integral intô
Note that the integral on each T i vanishes by the assumption u ε ∈ H 1 0 (D ε ). We first focus on the second sum on the right-hand side above and use Cauchy-Schwarz and (4.27) to bound
By the assumption on the weak convergence for the sequence ∇u ε and the Strong Law of Large Numbers, the right-hand side almost surely vanishes in the limit ε ↓ 0 + . Thus,
We turn to the remaining term above: For each z i ∈ n ε , let (φ ε,i ∞ ,π ε,i ∞ ) solve the Stokes problem (B.1) in the exterior domain R d \B 1 and with constant boundary datum v(εz i ). We definē (4.36) and smuggle these functions in each one of the integrals over C i . This yields
We claim that the first integral on the right-hand side vanishes in the limit ε ↓ 0 + : By ( 
As the vector field v is smooth, we use a Lipschitz estimate on the last term, and conclude that
. By Cauchy-Schwarz inequality and this last estimate we find
and use the the Strong Law of Large Numbers to conclude that almost surely the above right-hand side vanishes. This, together with (4.37) and (4.35), yieldŝ
We now integrate the first integral on the right-hand side above by parts and, since u ε vanishes in T i , we obtainˆC
where ν denotes the outer unit normal. By using (4.36), the equation (B.1) for (φ ε,i ∞ ,π ε,i ∞ ) and the fact that ∇ · u ε = 0 in D, we obtain
By wrapping this up with (4.38), we conclude that to show (4.34) it suffices to prove that
We establish (4.39) as in [1] : We remark, indeed, that by the uniqueness of the solutions in (B.1), for each z i ∈ n ε , we haveφ
with (w ε k , q ε k ) the analogues of the oscillating test functions constructed in [1] [Proposition 2.1.4]. We remark that the only difference is that in this setting, the scales a ε,i (i.e. the size of the holes T i ) depend on the index z i and are not constant but bounded by N (we recall that we are considering the truncated environment R N ). Therefore, by arguing as in Lemma 2.3.7 of [1] we use Lemma 2.3.5 of [1] and linearity to rewrite
Since v ∈ C ∞ 0 (D) and the radii ρ N i are uniformly bounded, we can also replace µ N ε bỹ
To establish (4.39), it remains to argue as in [10] [Lemma 3.1, case (b)] (see from formula (4.75) on) and appeal to Lemma C.3 in [10] . This yields property (v) for v ε g and thus completes the proof of this step and of the whole lemma.
Estimates for the pressure (Proof of Theorem 2.3)
We begin this section by defining the set E ε appearing in the statement of Theorem 2.3. In order to do so, we recall and introduce some notation. In order to keep the notation simpler we again often omit the index ε when no ambiguity occurs. From Lemma 3.1 and Lemma 3.2, we recall the definition of the index sets n ε and J and the factors λ j , j ∈ J. We use the notation
and we denote
Moreover, we recall the definition of the set E l for −3 l k max + 1 from the proof of Lemma 3.2:
We now define
where H ε g denotes the set of "good" holes as in Lemma 3.1. We remark that E ε is precisely the set where the operator R ε from Lemma 5.2 truncates to zero, i.e. R ε v = 0 in E ε for all v ∈ C ∞ 0 (D), and E ε is the largest set with this property. For the proof of Theorem 2.3, we will rely on some properties of the set E −3 that follow from the explicit construction in the proof of Lemma 3.2. We collect them in the following Lemma.
Lemma 5.1. For j ∈ J, let E z j be the connected component of E −3 which contains εz j . Then, 5) and there exists N 2 ∈ N 0 and z jn ∈ ∪
Proof. As mentioned above, the proof of this lemma follows from the construction in the proof of Lemma 3.2. First of all, the sets E z j have been defined in that proof after (3.49). Moreover, (5.3) is a direct consequence of (3.52), and (5.5) follows from (3.50). We turn to the proof of (5.6): Since by construction of E k and
This implies (5.6). It remains to prove (5.4) . To this end, we note that if z i ∈ J k and B
there are unique l > k and z 1 ∈ J l such that
Indeed, let l 1 > k be minimal such that there is z 1 ∈ J l 1 with
Then, since by (3.14)
Now assume there is l 2 l 1 and z 2 ∈ J l 2 such that
Then, applying (3.14), l 1 l 2 − 2. In particular
which contradicts (5.8) and thus proves (5.7). We remark, that this gives the set J the structure of a forest. Furthermore, going through the proof of the claim (3.49) we see that actually for any γ < θ 2 there exists ε sufficiently small such that for all
where the last inequality follows from (5.7) and the fact that
The proof of Theorem 2.3 relies on the following two results. The first lemma below is an adaptation of Lemma 2.4 of Section 2.4 to the case of the reduction operator R ε is applied to the function v = e k , where e k , k = 1, · · · , d are the canonical vectors of R d . The second lemma below is a a variant of the standard Bogovski lemma to the set D\E ε which allows to obtain estimates for the pressure in the Stokes equations (1.1). The non-trivial aspect of that Lemma is that the estimate is uniform in ε for small ε. A priori, any such estimate highly depends on the exact geometry of the set of holes. To prove this result, we therefore again use an iteration scheme similar to the one in the construction of the operator R ε .
Lemma 5.2. Let k = 1, · · · , d be fixed. Then, for almost every ω ∈ Ω and any ε ε 0 (ω) and all
with µ defined in Theorem 2.1. 
where
correction is straightforward by taking v = v 0 + v j in B θ,j , where v j solves the problem
(5.12) By (B.2), we have
We would like to do this also for z j ∈ J. We should start with z j ∈ J max . However, recall the complementary condition for existence of a solution to equation (5.12)
This is in general not satisfied for those z j since we havê
and the latter integral might be nonzero if B j ⊆ E and we simply extended g 0 by zero inside E. (Clearly, B j ⊆ E holds for z j ∈ n ε .) Moreover, note that for z j ∈ J k , −3 k k max , instead of the problem (5.12), we need to find a corrector v j that solves 14) where v (k) is inductively defined by
By Lemma B.2, we can find a solution v j to (5.14) with
provided the complementary condition holds, namelŷ
Again, this is not satisfied in general, sincê
For this reason, instead of simply extending g 0 by zero, we need to extend it in a nontrivial way to a function g ∈ L q 0 (D).
Step 2: Extension of the function g 0 : First, we extend g 0 by g = 0 to R d \ E. As seen above, for z j ∈ n ε , we can also simply choose g = 0 in B j . For z j ∈ J let N 1 ∈ N 0 and z in ∈ ∪ n N 2 such that (5.6) holds. We now choose g = g j = const inẼ z j and g = 0 in E z j \Ẽ z j , where the constants g j are uniquely determined by satisfying
l=−3 J l , this formula yields g j for all z j ∈ J k , provided we already know g i for z i ∈ ∪ k−2 l=−3 J l . Therefore, all z j , j ∈ J are inductively defined by (5.17). We observe that by this procedure we might extend the function g 0 non-trivially also in holes that are not contained in K, namely if they are within a cluster that intersects with K. Therefore, we fix some K ⋐ K ′ ⋐ D and argue that for ε sufficiently small, g = 0 in D \ K ′ . Indeed, this follows by induction very similarly to the argument at the end of Step 2 in the proof of Lemma 2.4, only that here we start from the small holes towards the big holes. Indeed, g j = 0 for all j ∈ J −3 with B θ,j ⊆ D \ K, and
Hence, instead of (5.11), we can find
and extend v 0 by zero to a function in D. In order to find such a v 0 , we need to check the complementary condition´g = 0. By (5.17)
g.
By induction, this indeed yields g = 0 since E kmax+1 = ∅.
Step 3: Solving div v = g and obtaining the desired estimates: We need to show that by the extension of g 0 to g, we did not increase its norm too much, i.e., 19) We claim that with the above definition of g j , we have for all z j ∈ J k We now turn to (II) and fix −2 k k max : For any m ∈ N we consider the event Furthermore, we begin by arguing that it suffices to prove that
Aᾱ
,M 2 −l ,3δ,k = 0, (6.6) i.e. statement (6.5) for the sequence ε l = 2 −l and α, δ substituted byᾱ = 2 2 d−2 α and 3δ. Suppose, indeed, that (6.6) holds: For any ε > 0, let l ∈ N be such that ε l+1 ε ε l . Then for every two z i , z j ∈ Ψ k,δ,ε with ρ i ρ j , definition (6.1) yields that
l+1 . This establishes that (6.6) implies (6.5).
This implies that if
To conclude the proof of (II), it only remains to show (6.6): We begin by deriving a basic estimate for the probability of having a certain number of close points in a Poisson point process. We recall indeed that the centres Φ ε (D) are distributed according to a Poisson point process in 1εD with intensity λ. We also recall that, for a general set A ⊆ R d we denote by N (A) the random variable providing the number of points of the process which are in A. Then, for any x ∈ R d there always exists z ∈ S η and B η 2 (x) ⊆ Q for some Q ∈ Q η + z. Thus, if η is chosen such that λη d 1, we use this geometric consideration to estimate
and the distribution for N (A) to conclude that We now want to estimate the event in the right-hand side above by appealing to (6.9) for each ε and k fixed and with η = η ε k given by η for k = 2.
We first argue that, provided that for every k and ε small enough, there exists µ k > 0 such that
then we conclude the proof of (6.6). Indeed, by the previous inequality we may apply (6.9) to the right-hand side of (6.11) and bound by (6.12) and (6.15)
By choosing m = M , M sufficiently large, we thus get
Since by (I) we only have to consider finitely many values of k = −3, · · · , k max , M can be chosen independently of k. Therefore, recalling that ε l = 2 −l in (6.6), we use the previous estimate and assumption (6.15) to infer
I thus remains to apply Borel-Cantelli's lemma to obtain (6.6) and thus (6.5) as well as (II).
To conclude the proof of the lemma, it thus remains to show (6.15) . To do so, we recall the definitions (6.12) and (6.10) of η k and κ k and we also set for every −1 k k max We first show (6.15) for k = −2: In this case, by (6.12), (6.10) and (6.14), we have Since we assumed that β 1, we may use (6.4) on the second term in the right-hand side above and, after a short calculation, obtain that
Thanks to our assumption δ < β 2d , we thus conclude that µ k > 0. This establishes (6.15) and completes the proof of the lemma. 
with C = C(θ, d, q) .
Proof. We will define u = u 1 + u 2 , where u 1 solves
and u 2 is the solution to
As it is well known (see e.g. [8] [Theorem 3.1]), the first problem has a solution with
By Sobolev inequality,
Using estimate (B.2) rescaled with r for the solution to (B.6), we find
Combining theses inequalities for u 1 and u 2 (and the Poincare inequality) yields the desired estimate for u.
Appendix C. Some results on Strong Law of Large Numbers
For the reader's convenience, we list below some of the results proven in [10] [Section 5] on Strong Law of Large Numbers for a general marked point process and which we use throughout this paper. We adapt these statements to our special case of Φ being a Poisson process with intensity λ > 0 (see also Section 2). 
