Three gravity field models, parameterized in terms of spherical harmonic coefficients, have been computed from 71 days of GOCE (Gravity field and steady-state Ocean Circulation Explorer) orbit and gradiometer data by applying independent gravity field processing methods. These gravity models are one major output of the European Space Agency (ESA) project GOCE High-Level Processing Facility (HPF). The processing philosophies and architectures of these three complementary methods are presented and discussed, emphasizing the specific features of the three approaches. The resulting GOCE gravity field models, representing the first models containing the novel measurement type of gravity gradiometry ever computed, are analyzed and assessed in detail. Together with the coefficient estimates, full variance-covariance matrices provide error information about the coefficient solutions. A comparison with state-of-the-art GRACE and combined gravity field models reveals the additional contribution of GOCE based on only 71 days of data. Compared to combined gravity field models, large deviations appear in regions where the terrestrial gravity data are known to be of low accuracy. The GOCE performance, assessed against the GRACE-only model ITGGrace2010s, becomes superior at degree 150, and beyond. GOCE provides significant additional information of the global Earth gravity field, with an accuracy of the 2-months GOCE gravity field models of 10 cm in terms of geoid heights, and 3 mGal in terms of gravity anomalies, globally at a resolution of 100 km (degree/order 200).
Introduction
Dedicated satellite gravity missions have revolutionized our knowledge about the global Earth gravity field. The CHallenging Minisatellite Payload (CHAMP; Reigber et al. 2002) mission, launched on 15 July 2000, constituted the first gravity field mission carrying a GPS receiver with continuous 3-D tracking capability and a precise accelerometer to measure the non-gravitational forces. One of the first models developed with only six months of CHAMP data improved the GRIM5-S1 model (Biancale et al., 2000) by almost one order of magnitude up to degree 35 (Reigber et al. 2003) . The Gravity Recovery and Climate Experiment (GRACE; Tapley et al. 2004 ) twin satellite mission, launched on 17 March 2002, is the second dedicated gravity field mission. Models inferred from the GRACE Ka-band ranging data as well as the continuous 3-D tracking by means of GPS gained approximately two orders of magnitude in accuracy (1 cm geoid error at degree 100) as compared to GRIM5-S1. State-of-the-art models determined with five or more years of GRACE data achieve a maximum degree of the expansion of 150 to 180 (Tapley et al. 2007; Förste et al. 2008a; Jäggi et al. 2009; Mayer-Gürr et al. 2010a) .
The GOCE satellite (Drinkwater et al. 2003 ) was successfully launched on 17 March 2009, and started its operational phase in September 2009. Its mission objective, expressed as cumulated geoid accuracy, is 1-2 cm error at harmonic degree 200, which corresponds to a half-wavelength of about 100 km. To put this accuracy requirement into context, the estimated cumulated geoid accuracy of the combined model EGM2008 (Pavlis et al. 2008 ) is 7 cm at degree 200, whereas it is 20 cm at the maximum degree 180 for the satellite-only model ITGGrace2010s (Mayer-Gürr et al. 2010b) . GOCE is equipped with a gravity gradiometer as well as a GPS receiver to achieve this unprecedented performance. Satellite gravity gradiometry (SGG) data alone are not sufficient to accurately determine the low-degree coefficients of the gravity field due to the noise characteristics of the gradiometer. The GPS satellite-tosatellite tracking (SST) 1 Introduction Dedicated satellite gravity missions have revolutionized our knowledge about the global Earth gravity field. The CHallenging Minisatellite Payload (CHAMP; Reigber et al. 2002) mission, launched on 15 July 2000, constituted the first gravity field mission carrying a GPS receiver with continuous 3-D tracking capability and a precise accelerometer to measure the non-gravitational forces. One of the first models developed with only six months of CHAMP data improved the GRIM5-S1 model (Biancale et al., 2000) by almost one order of magnitude up to degree 35 (Reigber et al. 2003) . The Gravity Recovery and Climate Experiment (GRACE; Tapley et al. 2004 ) twin satellite mission, launched on 17 March 2002, is the second dedicated gravity field mission. Models inferred from the GRACE Ka-band ranging data as well as the continuous 3-D tracking by means of GPS gained approximately two orders of magnitude in accuracy (1 cm geoid error at degree 100) as compared to GRIM5-S1. State-of-the-art models determined with five or more years of GRACE data achieve a maximum degree of the expansion of 150 to 180 (Tapley et al. 2007; Förste et al. 2008a; Jäggi et al. 2009; Mayer-Gürr et al. 2010a) .
The GOCE satellite (Drinkwater et al. 2003 ) was successfully launched on 17 March 2009, and started its operational phase in September 2009. Its mission objective, expressed as cumulated geoid accuracy, is 1-2 cm error at harmonic degree 200, which corresponds to a half-wavelength of about 100 km. To put this accuracy requirement into context, the estimated cumulated geoid accuracy of the combined model EGM2008 (Pavlis et al. 2008) is 7 cm at degree 200, whereas it is 20 cm at the maximum degree 180 for the satellite-only model ITGGrace2010s (Mayer-Gürr et al. 2010b) . GOCE is equipped with a gravity gradiometer as well as a GPS receiver to achieve this unprecedented performance. Satellite gravity gradiometry (SGG) data alone are not sufficient to accurately determine the low-degree coefficients of the gravity field due to the noise characteristics of the gradiometer. The GPS satellite-tosatellite tracking (SST) data are used to determine the precise orbit, thus geo-locating the gravity tensor observables, and the long-wavelength part of the gravity field. The models described in this paper are constructed with 71 days of data, i.e., just a little more than one full repeat cycle of 61 days. The choice of 71 days was driven by the fact, that they composed the maximum amount of quality-checked GOCE data available at the time the scenario for this first gravity field solution was defined within the HPF project. With these first models we do not target the mission objectives of 1-2 cm geoid height and 1 mGal gravity anomaly accuracy, but rather aim at exploiting these novel data to the best possible extent, and at evaluating the added value of GOCE data.
All pre-GOCE models have in common that the quality of the data reduction depends on the accuracy with which the satellite dynamics were reconstructed. This is not the case for gradiometer observations, which are direct measurements of the second derivatives of the gravitational potential. Consequently, a linearization of the observation equations and thus an iterative adjustment procedure is not necessary. In principle, for the geo-location of the gravity gradients by means of GPS an accuracy of 5 to 10 m would be sufficient. A scientific challenge arises due to the coloured noise of the gradiometer. Its measurement is very precise only in the measurement bandwidth (MBW) between 5 and 100 mHz (i.e., 200 to 10 s, respectively), and some sort of filtering is therefore an essential new component of the data processing procedure. Further, the gravity field models must be developed to high degree and order, and this task is rather demanding in terms of computer resources. Because of the complexity and sizeable effort needed for the gradiometer data reduction in particular, and due to the fact that gravity gradients are a completely new measurement type, it was decided to implement three different gravity field modelling approaches in the GOCE High-level Processing Facility (HPF; Rummel et al. 2004 ): direct (DIR), time-wise (TIM), and space-wise (SPW). In this way, HPF wanted to obtain the best possible model while simultaneously comparing the pros and cons of the three approaches, which are based on different and complementary processing philosophies. The direct approach (DIR) and the time-wise approach (TIM) assemble and solve large normal equation systems to estimate the harmonic coefficients as parameters. While DIR starts with an a-priori gravity field model and adds GOCE information to improve it, the rationale of TIM is to compute a GOCE-only model in a rigorous sense, which is solely based on GOCE data. In contrast, SPW works predominantly in the space domain, applying least squares collocation and exploiting spatial correlations of the gravity field.
The purpose of this paper is to describe the GOCE data reduction schemes and the subsequent gravity field computation using only the first cycle of data. Sect. 2 provides a description of the functional and stochastic models, and Sect. 3 gives a brief overview of the data sets used. The specificities of the three approaches are presented in Sect. 4. In Sect. 5 the results of the three GOCE models are assessed and compared, and the complementary properties of the solutions are discussed. In Sect. 6, the GOCE models are validated against existing gravity field information, and the added value of GOCE is evaluated. Conclusions and an outlook are provided in Sect. 7.
Functional and stochastic model
The functional model chosen to represent the anomalous potential V(r,,) in spherical coordinates (with radius r, co-latitude , longitude ) is a series of spherical harmonics truncated at maximum degree N:
with G gravitational constant, M mass of the Earth, a equatorial radius of the Earth ellipsoid, and Y nm surface spherical harmonics of degree n and order m: 
which are obtained after separation from angular and centrifugal acceleration terms (Bouman et al. 2011a) . The measurements are performed in the gradiometer reference frame (GRF) defined by x i , with i, j = 1, 2, 3, denoting the X, Y and Z direction of the GRF. The definition of the involved co-ordinate systems and their interrelation can be found in EGG-C (2010a). In addition, the SST equations, together with the vector of non-gravitational accelerations, can be used in very much the same way as for the CHAMP mission (e.g., Reigber et al. 2002 , Mayer-Gürr et al. 2005 , Jäggi et al. 2011 ). This means that either an orbital analysis is performed, as in the direct method, or the so-called energy integral method (Jekeli 1999; Visser et al. 2003) is applied, as in the time-wise and space-wise approaches. One has to remark that the use of the energy integral method reduces the available orbit information by a factor of 3 when combining it into a unique scalar equation (Ilk and Löcher, 2005) .
Moreover it has to be recalled that, since the GOCE target is the knowledge of the static gravitational potential, corrections have to be applied to the observation equations in order to remove time varying effects like luni-solar attraction, tides, and non-tidal effects. It should be emphasized that model errors alias into the final gravity field solution. This is especially true for model errors of the solar tide, which can not be distinguished from static gravity field signals due to the sun-synchronous GOCE orbit. The gradiometer measurements are performed most accurately and correspond to a flat (i.e. nearly white) power spectral density (PSD) only within the MBW of 5 to 100 mHz. Below and above the MBW, the frequencydependent errors increase approximately with 1/f and f 2 , respectively, where f denotes the linear frequency. The 1/f gradiometer error below the measurement bandwidth results in large long-wavelength errors in the measurement time series. As a consequence of this colored noise behavior, within the whole spectral range the gradiometer data are highly auto-correlated in their six tensor components .
The figures 1 and 2 show the estimated gradiometer noise of the gravity gradient component V ZZ as a time series, and in the spatial domain by projecting them on a global grid, based on the 71 days data period. The noise time series represent residuals of a gravity field adjustment and have been obtained as the difference between the measured gravity gradients given in the GRF, and the adjusted gravity gradients in the GRF based on the estimated gravity field model. The noise is dominated by a long-wavelength term, which corresponds to a frequency of 1 cycle per revolution (cpr). A comparison of the estimated mean-removed noise (green curve in Fig.1 ) with a signal modeled from a reference gravity field model (gravity gradients are computed from the EIGEN-5C model (Förste et al. 2008b ) and reduced by the GRS80 normal field; blue curve in Fig. 1) shows that both are on the same order of magnitude, which clearly demonstrates the need for an adequate stochastic modeling of the measurement noise. In addition Fig. 1 shows the measured gradients (red curve), again reduced by GRS80 and the mean value. Figure 2 shows the spatial distribution of the gradiometer noise exemplarily for the descending tracks of the V ZZ gravity gradients. Again the dominant long-wavelength component is evident.
The PSDs in Fig. 3 reveal further important aspects of the noise characteristics:  very high power (indicating insensitivity of the gradiometer) and sharp peaks in the low-frequency domain (at multiples of 1 cpr);  the components V XX , V YY , V ZZ , and V XZ have similar accuracies within the MBW, whereas the noise levels of V XY and V YZ are at two orders of magnitude higher (hence the latter two components are not used for gravity field determination); unfortunately, within  the MBW the V ZZ component (blue curve) performs worse than the other two main diagonal components V XX and V YY (red and green curves) by a factor of about 2. The reason for this degradation is still under investigation.
For the gravity field solution to be consistently estimated by a least squares or collocation approach, these stochastic data characteristics must be properly taken into account either by means of the full data variance/covariance matrix or by means of an equivalent full data decorrelation/homogenization, which is accomplished very efficiently by digital filtering. In fact, one of the key differencesamong the three gravity field approaches is their strategy of taking the stochastic behavior of the gradiometer into account: It shall be emphasized that not all of these different data types and sub-products are used by the three approaches (cf. Sect. 4). GOCE standards as defined in the GOCE Standards document (EGG-C 2010b) were consistently applied during the whole processing.
The following reference gravity field models, which are either exploited as a-priori information, or for assessment and validation of the gravity field results, are used:
 EIGEN-5S and EIGEN-5C (Förste et al. 2008b 
GRAVITY FIELD MODELLING: THREE HPF APPROACHES

Direct approach (DIR)
Direct approach philosophy
Gravity field modeling using the direct approach is based on the least-squares solution of the inverse problem. The partial derivatives for all parameters to be adjusted, i.e., the spherical harmonic coefficients, are computed and normal equations are generated by processing data in 24-h batches, i.e. daily arcs. The daily normal equations are then stacked for the entire period and this resulting normal matrix is inverted using Cholesky decomposition. The computation of normal equations makes this approach very demanding in terms of CPU time and speed, number of CPU's, memory and disk usage. This is due to the large number of unknowns (and thus the size of the normal matrix), about 40000 at degree 200, paired to a large number of observations.
Data reduction procedure
SST data processing. The data reduction is done in two separate steps because of the different nature of the SST and SGG processing techniques. The GPS SST observations are in fact not directly used, but substituted by the orbit positions of the reduced-dynamic precise science orbit (SST_PRD). The initial data weights were 15 mm for X, Y and Z positions. The SST data were processed in daily arcs in a classical orbit perturbation scheme, namely dynamic orbit computation in an iterative least-squares adjustment followed by normal equation computation. The background gravity field model was EIGEN-5C (Förste et al. 2008b; Flechtner et al. 2010 ) to degree/order 200, whereas the nongravitational forces were provided by the common mode accelerometer observations. For a complete description of the force modeling we refer to the GOCE standards (EGG-C 2010b) . For each of the 71 daily arcs processed, of which 8 were rejected for various reasons, the parameterization as listed in Table 1 was applied. The small signal in the X direction thanks to the drag compensation and the frequent estimation of biases in the Y and Z directions enables the use of accelerometer data that is outside the MBW. The averaged RMS of the orbit fit to the SST_PRD positions is 1.5 mm. SGG data processing The SST_PRD positions were used to geo-locate the gravity gradients, defined in the GRF, which have already been corrected in the preprocessing step (Bouman et al. 2011a (Bouman et al. , 2011b . Separate normal equations for each SGG component were then computed directly from the filtered observation equations in a single step. The initial data weights were 6, 6 and 9 mE for the V XX , V YY , V ZZ gravity gradients, respectively. The background gravity field model was EIGEN-5C to degree/order 360, and partial derivatives for harmonic coefficients for degrees 2 to 240 were computed. A total of 71 daily batches were processed. Figures 1 to 3 clearly demonstrate the necessity of filtering the SGG observations, a procedure which aims at retaining the signal only within the MBW. The DIR approach opts to suppress the signal outside the MBW because in this way the result is largely independent of the variability in the colored noise. Therefore, the (linearized) inverse techniques that allow the estimation of the spherical harmonic coefficients of the underlying gravity field model from observations cannot be applied as such. The measurements minus modelled quantities, the gravity gradient residuals, are all filtered together with the observation equations that relate these quantities to the unknown model parameters. Thus, a system of equations of the following form is filtered, where y i are the observations, A is the design matrix, and which is written for P parameters x j and a series of increasing epochs i:
An ARMA filter was implemented. Its general expression is:
in which the bar stands for a filtered quantity and α and β are the filter coefficients. The transmittance of the filter is assumed to have the following form (i.e., decomposed as a product of second order cells):
The derivation of the α and β coefficients from the a's and b's can be done using standard analytical and numerical procedures (e.g., Oppenheim and Schafer 1999).
The PSD of the trace after filtering, applying an 8 th order band-pass filter with a pass band of 10-125 mHz (corresponding to [100-8] seconds), is shown in Fig. 4 . The three curves represent the smoothed PSDs for two days in November 2009, December 2009 and January 2010, respectively. This filter attenuates the low frequencies to less than 0.1 mE in the stop band, whereas the signal in the pass band remains unchanged. The pass band represents along-track spatial scales of approximately 800 through 64 km assuming a speed of 8 km/s (8x100 through 8x8), which resolution roughly translates to spherical harmonic degrees 25 through 312 (degrees 20000 km/800 km through 20000 km/64 km)
Combining SST and SGG normal equations and solving The SST and SGG normal matrices are summed, after determining via trial and error the optimum relative weights, in order to cover both low and high degrees of the spectrum. The effect of the weighting was evaluated by means of the a-posteriori variance of the solution, plotting residual maps, and GOCE orbit computation results. Based on the above metric, the optimum combination of SST and SGG normal matrices was obtained by down-weighting the V YY normal equation by 0.5, and the SST matrix by 0.05.
The combined SST+SGG normal matrix is solved by means of Cholesky decomposition. The regularization of the gravity field solution, necessary due to the polar gaps, is done using the spherical cap regularization (Metzler and Pail 2005) . The geopotential function is given as an analytical continuous function over the polar regions only, i.e. in the polar caps. The regularized normal system has the form described by Eq. (27) in the above referenced paper, and the stabilizing function on the right-hand side of the regularized normal system was chosen as a spherical harmonic expansion of the potential based on the model EIGEN-51C (Bruinsma et al. 2010 ). This combined model complete to degree/order 360 is based on 6 years of CHAMP and GRACE data and the DNSC08 global gravity anomaly data set (Andersen et al. 2009 ). Radii of the polar gaps were taken as 6.5°, and all necessary integrations over co-latitude were prepared analytically in the direction from south to north.
GOCE gravity field solutions were evaluated by comparing to EIGEN-51C and ITG-Grace2010s, as well as by means of orbit and GPS leveling tests. In summary, the processing procedure consists of the following four steps, which were (partly) re-iterated for each model version produced: 1a -Compute SST normal equations for cycle 1. 1b -Compute SGG normal equations for cycle 1. 2 -Sum all SGG and SST normal matrices. 3 -Solve using regularization. 4 -Evaluate solution accuracy.
Filter selection
The effect on the gravity field recovery due to filtering was determined by processing the entire SGG data set using filters with varying high-pass cut-off frequencies from 4 through 10 mHz (the low-pass cut-off was always 125 mHz), i.e., steps 1b to 4. For the different filtered SGG data sets we computed SGG-only solutions for the V ZZ -component, which were stabilized by the mentioned spherical cap regularization. These resulting solutions were compared to our reference model EIGEN-51C, in particular to evaluate the low degrees, which are much less accurate in a GOCE-only solution. It is worth mentioning that EIGEN-51C was selected as the reference instead of EIGEN-5C after the GOCE SGG data revealed the much better performance of the former model, especially over Antarctica, South America, Africa, the Himalayas and New Guinea (see Sect. 6). The degree median spectra of the mentioned V ZZ -only solutions compared to EIGEN-51C are shown in Fig. 5 . Furthermore, the degree median difference between EIGEN-51C and ITG-Grace10s is given as an approximate guideline for the accuracy of recent GRACE models. Since the GOCE solution is inferred from two months of data the degree median differences between a two-month GRACE-only solution (from November and December 2007) and EIGEN-51C is given additionally as comparison. Fig. 5 demonstrates the effect of the different filters, namely an abrupt decrease of the curves of the solutions below degree 20, 30 and 40 respectively (below these abrupt decreases the GOCE solutions are more or less identical with the apriori field applied in the spherical cap regularization). The curves move to the right and the differences with EIGEN-51C as well as with the two-months GRACEonly solution within the measurement bands (i.e., beyond the abrupt decreases) become smaller for decreasing cutoff periods. The GRACE-inferred model EIGEN-51C is almost two orders of magnitude more accurate for the low degrees. Therefore we selected the 10-125 mHz band-pass filter, which produced the smallest differences in this spectral range.
Fig. 5
Degree median spectra of GOCE SGG-ZZ only solutions (direct approach) obtained with different filters compared to EIGEN-51C: 1 -EIGEN-51C; 2 -EIGEN-51C versus ITG-Grace10s; 3 -a GRACE-only twomonths solution versus EIGEN-51C; 4,5,6 -GOCE SGG-ZZ-only solutions versus EIGEN-51C for 240, 140 and 100 seconds high-pass cut-off periods
The constrained gravity field model
The summed SST and SGG normal equations were solved to degree/order 240 after applying spherical cap regularization to the same maximum degree; without regularization, the solutions are inaccurate due to extreme correlations between coefficients. Simply put, this regularization forces the solution to be equal to the reference model, i.e., EIGEN-51C, in the unobserved polar caps of 6.5° spherical radius. This is clearly visible in Fig. 6 over Antarctica.
To investigate the effect of the applied spherical cap regularization, a fully unconstrained solution of the combined SST+SGG normal matrix has been computed for comparison. Figure 7 displays the differences in the estimated spherical harmonic coefficients C nm and S nm between the unconstrained solution and the regularized and published DIR solution, which are due to the regularization, in logarithmic scale. As expected, the largest differences are in the zonal and near-zonal coefficients, as well as the sectorials. However, all other coefficients are different from the unconstrained solution, too, due to correlations, but these differences are 2 to 3 orders of magnitude smaller. This type of regularization should not be necessary when directly combining GOCE with GRACE data thanks to the latter satellites' polar orbit.
Fig. 6
Geoid height differences [m] over the south pole between the GOCE gravity field from DIR and the reference field EIGEN-51C, which has been used for the spherical cap regularization.The GOCE polar gap is indicated by a red circle Fig. 7 Differences in the estimated spherical harmonic coefficients C nm and S nm due to regularization, displayed in log 10 scale
Time-wise approach (TIM)
Software architecture
The time-wise approach considers the gravity gradient and orbit observations as time-series measured along the satellite orbit. This is especially beneficial considering the highly correlated gravity gradient observations described in Sect. 2. Gravity field determination methods in time and frequency domain are applied to these observation time series.
The main processing philosophy is to derive a pure GOCE-only model, i.e. no gravity field prior information shall enter the solution, not even as a reference model. Correspondingly, the gravity field coefficients are estimated from scratch, and several dedicated processing strategies have been developed and applied to guarantee independence of a-priori gravity field information. The key idea of this pure GOCE-only solution is to evaluate what GOCE can do on its own. It is useful to have a GOCE solution which is completely independent of GRACE and terrestrial data, because in this case a direct comparison with this complementary gravity field information can be made, and potential insufficiencies can be detected.
The software system for time-wise gravity field modelling is composed of two main components: the Quick-Look Gravity Field Analysis (QL-GFA; frequency domain), and the Core Solver (CS; time domain). The main purpose of the stand-alone gravity field solver QL-GFA, which is based on a semianalytical method, is to derive a fast diagnosis of the GOCE system performance and of the Level 1b and Level 2 input data in parallel to the mission with short latencies as part of ESA's calibration/validation activities. QL-GFA is an additional tool exclusively operated by the time-wise processing system. A detailed description of the architecture design and functionality of the QL-GFA processor can be found in Pail et al. (2007b) , and first operational results are provided in Mayrhofer et al. (2010) .
The CS delivers a rigorous solution of the very large normal equation systems applying parallel processing strategies. The Core Solver is composed of the Final Solver (FS), taking the full normal equation matrix into account, and the Tuning Machine (TM), being based on the method of preconditioned conjugate gradients (pcgma ; Schuh 1996) and working with sparse matrices. The main task of the TM is to verify and tune the involved software components of the FS. The main modules of the CS are:  SST processor: gravity field modelling from orbits applying the energy integral approach in an inertial reference frame (Badura 2006 ).  Tuning Maching: consists of the full-fledged gravity solver pcgma , which is used to derive optimum regularization and weighting parameters, and the Data analysis tool, which performs outlier detection and delivers the SGG filter models which will be used in the FS to introduce the stochastic observation models.  SGG processor: assembling of the full SGG normal equations applying parallel processing on a Linux-PC-Cluster (Pail and Plank 2002) .  Solver: rigorous combined SST and SGG solution by means of superposition of the normal equations, applying an optimum weighting of the individual data types based on variance component estimation (Koch and Kusche 2002, Brockmann et al. 2010 ). The solution is processed applying a parallelized Cholesky reduction. 
Gravity Field Processing and Results
SST processing
Kinematic orbits (SST_PKI), which are purely geometrical orbit solutions based on the GPS observations without including any gravitational and non-gravitational force models, are used for the TIM gravity field model, although detailed analyses have shown that a substantially better performance could have been achieved when using the reduced-dynamic orbits (SST_PRD). However, since the latter orbit type is heavily biased towards the GRACE prior model, its use would have violated our main goal to derive a GOCEonly model.
The energy integral method was applied to assemble and solve the SST normal equation system resolved up to degree/order 100. The variance information of the kinematic orbit positions (SST_PCV) has been used as stochastic model, because the orbit errors turned out to be latitude-dependent, which is related to the geometry of the GPS configuration. Thus, by including this error information, the SST normal equation system reflects the true error behavior, which is an important issue also for an optimum weighting when combined with the SGG normal equations later on.
Tuning Machine In addition to the outlier detection activities performed in the frame of the pre-processing in SPF3000 (Bouman et al. 2011a (Bouman et al. , 2011b , applied to the full gravity field signal, here we apply outlier detection also to the residuals of the gravity field adjustment in the course of the iterative TM processing. The main advantage is, that the residuals have much smaller amplitudes, and thus outliers become more distinct.
Another key element of the time-wise processing philosophy is the correct stochastic modelling of the gradiometer errors (cf. Fig. 3 ) over the whole spectral bandwidth. Digital filters are used to set-up the variancecovariance information of the gravity gradient observations (Schuh 1996 , Schuh 2002 . also equations (4) to (6)). Since the full variance-covariance matrix of the several million observations is too large to be stored even on a supercomputer, the idea of describing their noise characteristics by an ARMA process was developed (Schuh 1996) . The inverse process, which can be interpreted as a digital filter, is used to decorrelate the observations and the corresponding functional model. Technically, this is done by applying these digital filters to the full observation equation, i.e., both to the observations and the columns of the design matrix. Thus, the gradiometer error information is introduced as the metrics of the normal equation system. It should be emphasized, that by this strategy the full spectral range of the gravity gradients enters the gravity field solution, but they are properly weighted according to their spectral behavior.
The red curve in Fig. 9 shows the error PSD of the gradiometer component V ZZ as it was estimated from the residuals of a previous gravity field adjustment. (It corresponds to the blue curve in Fig. 3 .) Filter models of different complexity have been fit to this error PSD . The most obvious features are the peaks at frequencies of multiples of 1 cpr (cf. also Fig.  3) , mostly below the MBW. They can either be modeled peak by peak (green curve), or as some average (blue curve). Different filter models have been applied to compute gravity field models, and their performance has been assessed and cross-validated. The final validation of this multitude of different gravity field model results revealed that a less complex filter model (blue curve) is sufficient for all three gravity gradient components V XX , V YY and V ZZ . As a decision criterion for this validation, it was evaluated whether there are significant changes in the resulting gravity field solutions and corresponding residuals when applying different filter models. Key 
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advantages of this less complex filter model are that it has a relatively short filter order of 52 (and thus is computationally efficient), and a short warm-up time of only 2000 seconds, while the drawback of more complex filter models are warm-up times of one day or even longer until the correct filter performance is achieved. However, for future GOCE gravity field models, which are based on longer measurement periods than the present 71 days, it is foreseen to apply more complex filter models, which represent the true stochastic behavior even better. A more detailed discussion on the refinement of the stochastic model for this GOCE solution is given by Schuh et al. (2010) . 
SGG assembling and combined solution
After SST processing and diverse tuning steps, the full SGG normal equations complete to degree/order 224 have been assembled on a Linux-PC-Cluster (Pail et al. 2007a ), using only the three main diagonal components V XX , V YY and V ZZ , defined in the GRF. It could be shown that the fourth high-accuracy gravity gradient component V XZ (cf. Fig. 3 ) can add only marginal contributions to the solution, due to its sensitivity to attitude errors (Pail 2005) . Finally, the combined solution was processed by addition of the SST and SGG normal equations, and applying regularization and optimum relative weighting based on variance component estimation (Koch and Kusche 2002) . The relative weights of SST and SGG turned out to be 0.20 and 1.01, respectively. Special emphasis has to be given to constraining the combined normal equation system. Two different approaches have been investigated. The spherical cap regularization approach (Metzler and Pail 2005) , a regularization technique which is dedicated to the specific problem of the non-polar orbit configuration of the GOCE satellite and the resulting polar gaps, was applied. Since one of the main goals is to compute a GOCE-only solution, the choice of the stabilizing function in the polar areas is a critical issue. In order to fulfil this requirement, an independent SST-only solution complete to degree/order 50 was computed based on the kinematic orbit. Due to the lower cut-off degree, such a solution is only slightly affected by the polar gap problem. This solution was then used to compute the stabilizing function in the polar gap regions. The spectral leakage effect inherent in this low-degree SST-only solution was a-priori estimated to be in the order of 2 m. Since the polar caps are filled again with GOCE information, this solution can be considered as a pure GOCE model in a rigorous sense.
As a second approach, Kaula regularization was applied, but only to selected groups of coefficients. The first group involves all zonal and near-zonal coefficients, which are affected by the polar gap, according to the rule of thumb given by Sneeuw and van Gelderen (1997) . As the second group, Kaula regularization was also applied to coefficients with degrees larger than 170 in order to improve the signal-to-noise ratio in the very high degrees. It is important to emphasize, that since we do not use any reference gravity field model for our solution, it is Kaula constrained towards a zero model, but not towards a reference gravity field. Fig. 10 demonstrates the effect of constraining the solution. It shows degree medians of the deviations of the GOCE solutions from EIGEN-5C (Förste et al. 2008b ). Evidently, compared to the unconstrained solution (red curve), the constrained Kaula solution (blue curve) shows significantly lower energy in the very high degrees. In order to show the impact of these constraints more lucidly, Fig. 11 illustrates the GOCE redundancy factors (Sneeuw 2000) of the constrained solution. It expresses the "GOCE-onlyness" of the solution, i.e. to which extent GOCE information was used for the estimation of specific harmonic coefficients. Correspondingly, a value of '1' means that a certain coefficient is estimated only from GOCE information, while a lower value indicates that the constraint towards zero is acting. These constraints are visible for (near-)zonal coefficients, and are gradually increasing with growing degree, starting from degree/order 170. For the unconstrained solution (not shown) all values would be '1', because kinematic orbits have been used also here for the low degrees, and the polar caps have been filled with GOCE information.
Fig. 11 Redundancy factors of constrained TIM solution. A value of '1' means that a certain coefficient is determined solely from GOCE information
Eventually, due to the improved signal-to-noise ratio in the higher degrees, the constrained solution has been selected as the official and final TIM gravity field model.
Space-wise approach (SPW)
Space-wise philosophy
The main idea behind the space-wise approach is to estimate the spherical harmonic coefficients of the geopotential model by exploiting the spatial correlation of the Earth gravity field. For this purpose a collocation solution (Moritz 1989; Tscherning 2001 ) has been devised, modeling the signal covariance as a function of spatial distance and not of time distance, as it is instead done for the noise covariance. In this way, data which are close in space but far in time can be filtered together, thus overcoming the problems related to the strong time correlation of the observation noise.
Although theoretically clean and desirable, a unique collocation solution is computationally not feasible due to the huge amount of data of the GOCE mission. The dimension of the system to be solved would be in fact equal to the number of processed data.
For this reason, the space-wise approach is implemented as a multi-step collocation procedure , basically consisting of:  a Wiener filter (Papoulis 1984) along the orbit to reduce the highly time correlated noise of the gradiometer,  a spherical grid interpolation at mean satellite altitude by applying collocation on local patches of data (Migliaccio et al. 2007 ),  a harmonic analysis by numerical integration (Colombo 1981) to derive the geopotential coefficients.
The whole procedure is iterated till convergence (see Fig. 12 ) to recover the signal frequencies cancelled by the Wiener orbital filter and to correct the rotation from gradiometer to local orbital reference frame. Note that the gravity field model derived by SST data is used as prior model to reduce the spatial correlation of the signal, which is necessary when applying collocation gridding on local patches of data.
It can be shown that this iterative procedure, apart from the numerical approximations due the local gridding, is equivalent to a unique and direct collocation from original data to spherical harmonic coefficients (Reguzzoni and Tselfes 2009).
Fig. 12 The space-wise iterative scheme
Since the resulting strategy is quite complicated, an exact error covariance propagation is not feasible. As a consequence, the error covariance matrix of the estimated coefficients is derived by using Monte Carlo techniques (Migliaccio et al. 2009 ).
Space-wise data pre-processing
Although it is not the goal of the space-wise approach, data pre-processing (outliers and data gaps detection and correction) is a crucial activity to obtain a good gravity field solution. Remaining in the spirit of the space-wise approach, outliers and data gaps in the input data are replaced with values estimated by collocation after removing a reference signal to make the residuals as stationary as possible.
2 n  Here it is important to stress that the replaced values are only used in the time-wise steps (e.g., the Wiener filter along the orbit) when it is useful to have a continuous flow of data. In the core of the space-wise approach, i.e. in the gridding procedure by collocation, the values interpolated in the data gaps or in correspondence to outliers are not used, because the gridding procedure does not require that the input data are regularly sampled in time. This is an advantage of the space-wise philosophy.
Space-wise SST model
After pre-processing, the first step in the space-wise approach is the recovery of the low frequency part of the gravity field from satellite tracking data; later on, this information will be used to reduce the long period signal when dealing with gravity gradients.
Since the gravitational potential has been computed from kinematic orbits (SST_PKI), this implies the need of estimating satellite velocities from satellite positions. This is done by a least-squares polynomial interpolation over a moving window, also weighting the involved observations according to the position error estimates (SST_PCV); see Migliaccio et al. (2010b) for details.
The determination of the potential V along the orbit is done by the energy conservation approach, also taking into account the effects of non-gravitational forces (atmospheric drag, solar pressure, etc.) and tides. The former are computed by exploiting the common mode accelerations of the gradiometer, after estimating and removing biases in the accelerometer data. The latter are modelled by using external information such as Sun and Moon ephemerides, ocean tidal models, etc. Error covariances for the potential are estimated by propagating the position errors first through the velocity interpolation procedure and then through the linearized energy conservation approach.
Note that, although the principle is the same, in the space-wise approach the energy conservation approach is used to obtain an explicit estimate of the gravitational potential, while in the time-wise approach it is used to directly estimate the SST spherical harmonic coefficients via least-squares adjustment.
In Fig. 13 , the empirical and the estimated error power spectra are compared. The former is computed from the differences between the estimated potential along the orbit and the one synthesized from EGM2008, the latter is computed from the estimated error covariances with the additional assumption of stationarity in time. Two main differences can be noticed. Firstly, there are spikes in the empirical spectrum indicating that some periodical behaviors are still present in the estimated "static" potential, probably because they are not completely removed when modeling tidal effects in the energy conservation approach; the frequency of the main spike corresponds to half orbital period. Secondly, the estimated error spectrum at very low frequencies is much lower than the empirical one; this discrepancy may be attributed to the use of unfiltered common mode accelerations in the computation of the non-gravitational force effects. In any case, the estimated potential is modified in such a way that these differences are removed from the empirical error spectrum, thus introducing EGM2008 as prior information. This is the reason why the SST low spherical harmonic coefficients, approximately below degree 30, have much higher accuracy than expected from a GOCE-only solution based on kinematic orbits. Note that this data modification will not be applied in future releases of the space-wise gravity field model, replacing it with an improved modelling of the error covariance structure of the estimated potential. Fig. 13 Empirical (blue) and estimated (red) error power spectrum of the potential along the orbit The next step is the gridding at mean satellite altitude. When applying gridding in the space-wise approach, observables generated from a prior model are removed from the data and then added back to the solution (remove-restore procedure). Here the idea is to remove from the estimated potential the one computed from a Quick-look model , which is a prior information ingested by the space-wise approach, but still related to GOCE data. However, the Quick-look model delivered by HPF for the considered time period is not entirely a GOCE-only model, because it makes use of reduced-dynamic orbits; for this reason it has been degraded at low degrees. Despite this degradation, the Quick-look regularization in polar areas (spherical cap regularization using EIGEN-5C) has been inherited by the SST space-wise solution.
The degree variances of the residual signal after removing the degraded Quick-look model are used as input in the collocation procedure. In particular they are used to model the residual signal covariance function as: 
where r and r' are the radii of the two considered points, while  is their spherical distance.
are the Legendre polynomials of degree n. The corresponding signal covariance matrix C yy is derived from Eq. (7), while the noise covariance matrix C comes from the estimated error of the computed potential along the orbit. Since this is not stationary in time, the noise covariance matrix does not have a Toeplitz structure. The estimated grid values at mean satellite altitude with a grid size of 0.5° × 0.5° are then derived by applying the usual collocation formula to local overlapping patches of data with a size of 20° × 20°: ( 8 ) where is the vector of the "observed" gravitational potential, is the estimated vector and the potential cross-covariance matrix between points on the grid and along the orbit.
After the gridding, harmonic analysis by numerical integration has been implemented to estimate the spherical harmonic coefficients of the SST-only model:
, and  is the angular grid where side.
This simple version of the quadrature formula is used because its discretization errors are well below the noise level and it is more robust against aliasing than for example a harmonic analysis by least-squares adjustment (Rummel et al. 1993) . Moreover a further weighting of the grid nodes is not necessary since the optimal filtering according to the Wiener Kolmogorov principle is already implemented in the previous gridding step.
Space-wise SST + SGG model
The final space-wise solution is computed according to the iterative scheme displayed in Fig. 12 .
As already pointed out in the description of the other two gravity field determination strategies, a key issue in the SGG data processing is the filtering procedure. In the space-wise approach this is done at two different levels. First a Wiener filter along the orbit is applied, because the gradiometer noise is time-correlated, and therefore a time-wise filtering is the most natural choice. The application of this Wiener filter in the frequency domain requires the estimation of the signal and noise power spectra of the input data, which is done by making the usual hypothesis of time stationarity. For this reason the implemented Wiener filter is not optimal, because the input signal is not stationary due to the orbit wrapping. In other words, pairs of points at the same time distance do not have the same spatial distance, and since ultimately the gravitational signal is spatially correlated, the hypothesis of stationarity can be accepted at most up to half an orbit (Albertella et al. 2004 ).
The second level of filtering is implicitly implemented when reducing data to a spherical grid. This is done by collocation, disregarding the data time sequence and averaging observations that are close in space and hence contain the same or similar "static" gravity signal. This particular filtering exploiting the spatial correlation of the data is definitely the main characteristic of the space-wise approach.
From the practical point of view, the "optimality" of the spherical harmonic coefficient estimation according to the Wiener-Kolmogorov principle inside the iterative scheme of Fig (10) where z grid is the functional to be estimated on the grid (the potential V or its second radial derivatives V rr ), while y and  , respectively, are the signal and noise of the input observations, i.e. the potential estimated by the energy conservation approach and the four gravity gradients that are accurately measured by the on-board gradiometer. W denotes the Wiener filter operator in the time domain.
Actually, the procedure is not optimal mainly because the collocation is not applied to the whole data set but to local overlapping patches of data with a size of 6° × 6°.
Before presenting results, it is important to discuss how the space-wise approach addresses the two issues of regularization and polar gaps.
Concerning the first one, the collocation procedure, which is at the basis of the whole space-wise processing chain, is itself a regularization method, in the sense that the estimation is "forced" to zero, i.e. to the mean value of the underlying random field, when the error is much larger than the signal. This regularization can be typically seen at high degrees, avoiding that the error degree variances become larger than the signal degree variances. This is very similar to the effect of Kaula's regularization implemented in the time-wise approach, with the only difference that there is not a chosen starting degree (which is 170 in the time-wise solution), but the regularization is automatically weighted and applied all over the whole spherical harmonic spectrum according to the modeled signal and noise covariances.
Concerning the polar gaps, this problem is solved by extrapolating grid values in the polar areas using the available GOCE observations. In this way no external information is introduced to fill polar gaps. Moreover, since the gridding is performed by collocation, the extrapolated grid values, and consequently the zonal and near-zonal coefficients, are again regularized according to the same principle described above.
At this point, some intermediate results of the spacewise approach are presented, i.e. the quality of the filtered data along the orbit and of the estimated grids at mean satellite altitude. These intermediate products can for instance be used for geophysical applications, because their local content is larger than the averaged global information provided by the final spherical harmonic coefficients. The production of these intermediate results can be considered another peculiarity of the space-wise approach.
The error rms of the filtered data along the orbit is reported in Table 2 , both as differences with respect to the corresponding EGM2008 signal and as estimated error by Monte Carlo techniques. Empirical differences and estimated errors are in good agreement.
Some statistics on the accuracy of the estimated grids are reported in Table 3 . The gravitational potential and the four gravity gradients reported in Table 2 are jointly used as input in the gridding procedure, producing spherical grids at mean satellite altitude with a resolution of 0.5° × 0.5°.
Both functionals estimated on the grid have an analytical expression that can be easily integrated to estimate the spherical harmonic coefficients. In particular, the gravitational potential is more suitable to describe the low degrees of the field, while its second radial derivative is preferable for higher degrees. The two solutions are then combined into a unique set of coefficients on the basis of the estimated error variances. From the resulting coefficients, observables are synthesized, and the iterative space-wise scheme is repeated till convergence, finally obtaining the official and delivered SPW gravity field model (Migliaccio et al. 2010a) . The full error covariance matrix of the estimated coefficients is derived by Monte Carlo simulation using only 400 samples for computational time reasons. Note that the signal covariance modelling (and consequently the collocation operator) is based on degree variances, while the estimation error is obtained by generating Monte Carlo samples according to the single coefficient variances.
Overview of the three gravity field processing methods
As a summary of the previous detailed description of the three gravity field processing methods DIR, TIM and SPW, Table 4 provides an overview of their key features, as they have been discussed in the previous sections 4.1 to 4.3 in detail. The first line in the Table 4 provides the official name of the three models, which are available at the ICGEM webpage (http://icgem.gfzpotsdam.de/ICGEM).
The maximum degree of resolution of the three models was not co-ordinated a priori, but was chosen individually by the 3 processing teams. This choice is driven by the signal-to-noise ratio, processing issues, and the strategy of using additional prior information.
Gravity field results
In this section we assess and compare the three independent gravity field solutions, whose generation has been described in Sect. 4.1 to 4.3, on the basis of differences from existing gravity field models, their error estimates, and derived quantities. Figure 14 shows the differences of the three solutions from the reference gravity field model EGM2008 in terms of degree medians. It shows very nicely the characteristic features of the different approaches, which are resolved up to a different maximum degree: DIR (N = 240), TIM (N = 224), SPW (N = 210).
Fig. 14 Degree medians expressing differences of the three models DIR, TIM and SPW from EGM2008
One of the most striking differences is their behavior in the low degrees. The TIM gravity field model (blue curve) shows the largest deviations from EGM2008, because it is based solely on 2 months of kinematic GOCE orbits, with no external (GRACE) information (cf. Sect. 4.2). On the other hand, the DIR solution (red curve) uses reduced-dynamic orbits (cf. Sect. 4.1), and thus it is biased towards the background gravity field model EIGEN-5C, which is essentially GRACE information in this spectral region. An intermediate position in this context is taken by the SPW model (green curve), because EGM2008 was introduced as prior information for the lowest 20 to 30 degrees (cf. Sect. 4.3).
In the medium frequency range (degrees 70 to 120), all three models show very similar behavior. The characteristic bump is related to the inclusion of lowaccuracy terrestrial data (in certain regions) in the EGM2008 model. Here we can safely assume that the accuracy of all three GOCE models outperforms the EGM2008 model in this spectral range. This issue will be discussed in more detail in Sect. 6.
At around degree 120 the DIR solution starts to deviate significantly from the other two models, reflecting the impact of terrestrial gravity field data imported via the EIGEN-5C a-priori model, which has been used in the DIR processing. The models TIM and SPW start to deviate slightly from each other at degrees 170 to 180. This is a result of the degree-selective Kaula regularization applied by TIM in the high degrees in order to improve the signal-to-noise ratio for the high degrees, while no explicit regularization was applied by SPW, where regularization only implicitly enters via the choice of the covariance function. Without applying regularization to the TIM solution, it would be very similar to the SPW result (compare with Fig. 10 , red curve). For comparison, the light blue curve in Fig. 14 shows the deviations of the GRACE-only model ITG-Grace2010s from EGM2008.
In addition to the spectral comparisons in Fig. 14 we inspected the differences between the three GOCE models in the spatial domain. For this purpose we computed 1°x1° geoid height grids for the GOCE models and for EGM2008 and computed rms values of the differences between these four models between -80° and 80° latitude (i.e. excluding the polar caps). This has been done for the common degree range of the three GOCE models (degree 0 -210) and for the medium frequency range (degrees 70 to 120) where all three models show a very similar behavior (cf. Fig. 14) . The obtained numbers are given in Table 5 and can be summarized in the following: -When considering the whole common degree range (0 -210) the TIM and the SPW solutions are closer than TIM resp. SPW and the DIR solution. In this case the DIR solution shows a stronger consistency with EGM2008 than the other GOCE models.
For the medium frequency range the difference among the three GOCE models is much smaller (rms = 0.021 to 0.026 m) than compared with EGM2008 (rms = 0,064 to 0.068 m) Thus, the findings from the spectral comparisons in Fig. 14 are in agreement with the differences among the three GOCE models in the spatial domain as given in Table 5 . Figure 15 displays the estimated standard deviations of the coefficients, representing the square root of the main diagonal elements of the variance-covariance matrix. Comparing the three solutions, it is obvious that they show a different scaling. The TIM (Fig. 15b) and SPW (Fig. 15c) error estimates show similar amplitudes, while the formal errors of DIR are significantly lower. The comparison of TIM and SPW with external gravity field information (GRACE-only and combined models) reveals that the the gravity field errors and the corresponding statistical error estimates are consistent, while the DIR error estimates turn out to be too optimistic.
A closer look reveals that these error estimates show specific features of the processing rationale. While DIR and SPW show rather small errors in the low degrees, they are significantly larger in the TIM model, again reflecting the fact that kinematic orbits and no a-priori gravity field information have been used. Another striking fact is that DIR and SPW reflect almost an absence of the polar gap problem, i.e. bad estimates of the zonal and near-zonal coefficients due to the polar gaps. This is explained by the fact that these two models applied strong regularization by introducing a-priori gravity field information in the polar cap areas, either directly (DIR; cf. Sect. 4.1) or via the use of the Quicklook model (SPW, cf. Sect. 4.3). The rugged picture of the SPW model is due to the fact that the full variance-covariance matrix has been computed by Monte Carlo techniques with only 400 samples, while it is derived by a rigorous inversion of a full normal equation matrix in the case of DIR and TIM.
Comparing these error estimates to the deviations from an a-priori model such as EGM2008 (cf. Fig. 14) , it is evident that the TIM and SPW solutions show consistently a decreasing performance with increasing harmonic degree. In the DIR solution the differences to EGM2008 become smaller for high degrees, while the corresponding error estimates increase. This also shows that the DIR solution is not independent from the chosen a-priori gravity field.
Based on the error triangles displayed in Fig. 15 , cumulative geoid height errors have been computed. The results are shown in Fig. 16 , and reveal a very similar picture as already discussed above. The error estimates of the DIR solutions are generally lower. In the low degrees, the performance of the TIM model is inferior, due to the fact that it is based on the kinematic GOCE orbits only. All three models outperform the GRACEonly model EIGEN-5S beyond degree 110. Beyond degree 180 to 190, combined models start to become superior, at least in those regions where high-quality terrestrial gravity field or satellite altimetry data are available (cf. Sect. 6).
Together with the coefficient solutions, also full variance-covariance matrices complete to degree/order 240 (DIR) / 224 (TIM) / 210 (SPW) are available. In order to prove the plausibility of these matrices, rigorous covariance propagation was performed to propagate the coefficient errors to geoid height errors on a global grid. Figure 17 shows the specific error structure of these fields, illustrating that the overall picture of the three models is the same. Please note that the color scale of the DIR solution (Fig. 17a) is different in order to make it comparable with the other two models. The rugged structure of the SPW (Fig. 17c ) model is again due to the fact that the underlying variance-covariance matrix was estimated by Monte Carlo techniques.
The zonal band structure with larger errors in the equatorial regions is due to the fact that a larger number of observations is measured at high latitudes, because of the meridian convergence, and thus the convergence of the satellite ground tracks. The asymmetry with respect to the equator and larger standard deviations in the southern hemisphere result from the orbit configuration, because the average satellite altitude is higher in this region, leading to a slightly increased attenuation of the gravity field signals at satellite height. The longitudinal striping structure is an expression of the data distribution (orbit ground tracks), because with a data volume of 71 days slightly more than one full repeat cycle of 61 days was included in the solution. Also the significantly degraded performance in the polar cap areas, where no observations are available, is expressed by the variance-covariance information.
Validation against reference gravity field information
The outcome of the GOCE gravity field processing as explained in Sect. 5 is the first GOCE gravity field model, given in three versions derived by the three different approaches. In this section these new models are validated against existing gravity field models, deliberately using a variety of different reference models to obtain a representative picture.
One of the most remarkable characteristics of this new global satellite-only gravity field is the higher spatial resolution in comparison to the gravity field models based on the most recent gravity field mission GRACE and its precursor mission CHAMP. This can be seen in Fig. 18 , where gravity anomalies over Europe, Western Asia and Nothern Africa from the most recent CHAMP and GRACE gravity field models are given in comparison to the GOCE TIM model. The plots in this figure were computed with the respective maximum degrees of the three gravity field models. For CHAMP the model AIUB-CHAMP03S , maximum degree 100) has been used in this study. This model, comprising eight years of CHAMP data, has been computed with the so-called celestial mechanics approach (Beutler 2005; Beutler et al. 2010 ) and has a spatial resolution of about 200 km.
The gravity anomalies displayed in Fig 18b are computed from the GRACE model ITGGrace2010s (Mayer-Gürr et al. 2010b , maximum degree 180), which is based on seven years of GRACE data processed by the so-called short arc integration method (Mayer-Gürr 2006 , Mayer-Gürr et al. 2010a ). The spatial resolution of ITGGrace2010s is about 120 km. The spatial resolution of the GOCE model, which for this comparison is the one computed by the time-wise approach and has a maximum degree/order of 224, is about 80 km. The higher spatial resolution of the GOCE model w.r.t. the GRACE model is visible in Fig.  18c , for instance for the Arabian Peninsula, the Ural mountains and Western Siberia. For the region of Egypt and Sudan and for the Indian Ocean a disappearance of north-south stripes is noticeable when comparing Figs. 18b and 18c, one must keep in mind that this GOCE model was obtained from only two months of data, while the GRACE model is based on more than seven years of data.
The comparison of the first GOCE gravity field models with the most recent combined gravity field models gives further interesting and promising results concerning the potential of the GOCE mission. Figure 19 shows a comparison of the GOCE DIR model to EIGEN-5C (Förste et al. 2008b; Flechtner et al. 2010) , which has been used as a-priori gravity field for the data processing within the HPF. Figure 19a shows the geoid height error of EIGEN-5C obtained by rigorous error propagation from the full variance/covariance matrix up to spherical harmonic degree/order 260. Figure 19b illustrates the patchwork of the terrestrial and altimetry data as used for EIGEN-5C. White areas indicate data gaps without available terrestrial data. These areas had been filled by a GRACE model. The contribution of the terrestrial data in the combined solution starts at spherical harmonic degree 70 (Förste et al. 2008a ). Most of the used terrestrial data are newer data sets of known high quality and of spatial resolutions better than 0.5 degrees. But two gravity anomaly data sets (brown and light-blue) are relatively old data sets of only 0.5 degrees resolution which were already incorporated in the EGM96 model (Lemoine et al. 1998) , and which were published by the National Geospatial Intelligence Agency NGA (Kenyon and Pavlis 1997) . For further details on the terrestrial data and the combination strategy of EIGEN-5C see Förste et al. (2008a) , and Shako et al. (2010) . Figure 19c shows the geoid height differences between GOCE and EIGEN-5C, resolved up to degree/order 240. From the comparison of the three subplots of Fig. 19 the following conclusion can be made:
 GOCE and EIGEN-5C show a high consistency for the oceans, for Europe, Northern Asia, and North America. At this point it is important to emphasize, that in these areas GOCE provides a pure highresolution geoid, which is independent of altimetry (if no combined a priori model is used).  For South America, Africa and Asia, the largest geoid height differences between GOCE and EIGEN-5C coincide with data gaps in terrestrial data and with regions of large geoid height errors in the error propagation.  In Antarctica the propagated errors are not significantly larger (compared to the data gaps in the other continents), but the differences between GOCE and EIGEN-5C are in the order of 0.5 m or even larger. In contrast to this, the geoid height differences in Antarctica between GOCE and EGM2008 are considerably smaller (below 20 cm; see Fig. 20 ). It is known, that EGM2008 contains no terrestrial data in Antarctica (Pavlis et al. 2008) . Therefore, one can conclude, that the NGA Antarctic gravity anomaly data as used in EIGEN-5C are of low quality and degrade the model to some degree. This data set should no longer be used in the future.  The gravity anomaly data used for Western China seems to be also of low quality, since here the region of significant geoid height differences between GOCE and EIGEN-5C is larger than the extension of the data gaps.
It should be noted, that the pattern of low-quality terrestrial data in the geoid height differences between GOCE and combined models is also visible in the differences between the latest GRACE-only model ITGGrace2010s and combined models (for example with EGM2008, see Fig. 21 ). Consequently, it is not a surprise that the geoid height differences between this GRACE-only and the GOCE models do not contain these signatures of low-quality terrestrial data (see Fig. 22 ; please note the different scales of the Figs. 21 and 22). But this pattern of low-quality terrestrial data is much more pronounced in the case of the GOCE models, since the short wavelengths of the GRACE model are still suffering from the well known meridian stripes, which are apparent here in Figs. 22 and 23) . models by GRACE for these spherical harmonic degrees. This finding corresponds to the spatial distribution of the geoid height differences between GOCE (TIM) and ITGGrace2010s which were computed only from the spherical harmonic coefficients between degree 80 and 160 (Fig. 23) . Apart from the GOCE polar gaps and a remaining GRACE striping pattern these geoid height differences are small and have a very homogenous spatial distribution. This means that the comparison of the first GOCE models with GRACE highlights a high consistency of these gravity field models for the spherical harmonic degree range 80 to 160.
One of the most important results of the comparison of the first GOCE models with recent combined gravity field models is the discovery of the occurrence of lowquality terrestrial data in the combined models EIGEN-5C and EGM2008 for some regions. Vice versa, this finding indicates the expected high spatial resolution of GOCE.
A further validation of the three gravity field models by means of orbit residuals and using independent GPS/leveling observations is performed by Gruber et al. (2011) .
First investigations concerning the derivation of dynamic ocean topography based on GOCE-only models demonstrate that they outperform GRACE gravity fields (Bingham et al., 2011) .
Conclusions and outlook
Three independent and complementary solution strategies for the computation of global gravity models from 71 days of GOCE data have been presented. They are based on different rationales. In the direct method, based on the reference gravity field model EIGEN-5C, GOCE data are included to extend and further improve this a-priori gravity field knowledge. In contrast, the philosophy of the time-wise approach is to produce a GOCE-only model in a rigorous sense, i.e., no external gravity field information is included, and thus the solution is solely based on GOCE data. The philosophy of the space-wise method is similar, but still a-priori knowledge (EGM2008) was included in the low degrees, and the GOCE Quick-look model was used for data reduction and to set up the signal covariance model.
Due to the fact that the models are based on different processing philosophies, especially concerning the use of prior information and filtering strategies, they cannot and should not be compared directly. Therefore, which of the models to be used depends on the specific application. The time-wise solution is inferred from GOCE data exclusively. So, it is representative of the GOCE mission performance and constitutes an independent means of comparison to other global models, but also terrestrial gravity field data, and subsequently for a consistent combination with these complementary data types. In ocean regions it provides a pure high-resolution geoid being independent of altimetry, which will be beneficial for oceanography and the derivation of dynamic ocean topography. Since the time-wise solution is based only on two months of kinematic orbit data, it should not be used if the application requires best possible gravity field information in the low harmonic degrees, because this must come from GRACE. In these spectral regions the direct and the space-wise models, which are using GRACE prior information, will be superior, which is also reflected in orbit tests as part of the validation activities . Additionally, due to the fact that a combined gravity field model has been used in the direct approach as a background and prior model, in a comparison with terrestrial gravity field data in wellsurveyed areas this model will outperform the time-wise and the space-wise models in the high degrees starting at degree 150 . The space-wise model is indeed an intermediate solution in the sense that it takes advantage of GRACE information at very low degrees and in the polar areas, but it is independent from external data at high degrees, where the contribution of GOCE is expected to be more significant.
In spite of these different approaches, when comparing the three GOCE solutions to existing satellite- only and combined gravity field models the main conclusions are quite similar and consistent, as has been discussed in Sect. 6. The actually achieved gravity field accuracy of these 2-months GOCE solution is estimated to be in the order of 10 cm in terms of geoid heights, and 3 mGal in terms of gravity anomalies, at a resolution of degree/order 200. A projection to the full nominal mission period (~18 months) yields predictions of about 3 cm / 1 mGal, which is quite close to the original performance requirements. The main reason of the slightly inferior performance compared to the original specification is the actual gradiometer performance. At this point it does not quite meet the planned baseline inside the MBW. This is particularly true for the radial gradiometric component V ZZ (cf. Fig. 3 ). The reason is not yet understood. Even if assuming that the current gradiometer performance cannot be substantially improved in the future, e.g. by modifications in the data pre-processing, the operation of the extended mission phase until end of 2012 will allow us to come close to the ambitious original performance specifications.
