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Abstract: This paper presents a nonlinear gust-attenuation controller based on constrained
neural-network (NN) theory. The controller aims to achieve sufficient stability and handling
quality for a fixed-wing unmanned aerial system (UAS) in a gusty environment when control
inputs are subjected to constraints. Constraints in inputs emulate situations where aircraft
actuators fail requiring the aircraft to be operated with fail-safe capability. The proposed
controller enables gust-attenuation property and stabilizes the aircraft dynamics in a gusty
environment. The proposed flight controller is obtained by solving the Hamilton-Jacobi-Isaacs
(HJI) equations based on an policy iteration (PI) approach. Performance of the controller is
evaluated using a high-fidelity six degree-of-freedom Shadow UAS model. Simulations show that
our controller demonstrates great performance improvement in a gusty environment, especially
in angle-of-attack (AOA), pitch and pitch rate. Comparative studies are conducted with the
proportional-integral-derivative (PID) controllers, justifying the efficiency of our controller and
verifying its suitability for integration into the design of flight control systems for forced landing
of UASs.
Keywords: UAS; neural networks; least-squares method; PID control; forced landing.
1. INTRODUCTION
Compared with their counterparts, UASs are required to
demonstrate certain capabilities that are typically pro-
vided by pilots in the manned aviation sector. Collision
avoidance and emergency forced landing are just an ex-
ample of these capabilities that are necessary before UASs
are allowed to flight in civil airspace and over populated
areas (Winnefeld and Kendall (2011); DeGarmo (2004)).
Without these capabilities, neither the potential benefits
that civil UAS bring to society, nor the market expansion
that has been predicted, will be realized. An UAS can
greatly reduce potential risks by eliminating the need for a
pilot. Currently, UASs (both fixed-wing and rotary-wing)
have been employed in a variety of flight missions ranging
from traffic inspection, fire detection and agriculture to
surveillance and reconnaissance, coastal scientific inves-
tigation and battlefield loss assessment (Yang (2011)).
Therefore, forced landing caused by onboard unforeseen
events (engine failure, actuator and sensor failures, etc.)
has raised increasing interest due to fail-safe requirements,
especially when UASs are operating over densely popu-
lated areas. One of the key issues is to maintain adequate
handling quality when actuators are constrained due to
mechanical failures.
The requirement to complete flight operations successfully
necessitates the design and implementation of a reliable
flight control system with safety guarantee, especially
the ability to maintain anticipative maneuverability and
stability when range of variations in control actuators
is constrained, and particularly in a gusty environment.
Safety considerations for operation of UASs have received
growing attention due to the rising number of crashes in
recent years. For manned aircraft in an adverse environ-
ment where a mechanical fault/failure happens or handling
quality is deteriorated by wind gusts, it is possible for
an experienced pilot to observe the surroundings, make
judgement and take necessary actions to maintain flight
performance for safe landing. To achieve reliable recovery
of UASs, it is required that the flight control system
be designed with reliable stability and sufficient gust-
attenuation property in a gusty environment.
Linear and nonlinear flight control of UASs have been
the subject of numerous contributions. Linear design ap-
proaches are developed by using PID (Kada and Ghazzawi
(2011); Frew et al. (2004)), LQR/LQG (Cho et al. (2007);
Schumacher and Kumar (2000)), and adaptive control
theory (Annaswamy et al. (2013); Calise and Yucelen
(2012)), etc. Meanwhile, nonlinear control methods are
traditionally applied to improve certain performance of
the UAS by using robust (Yang et al. (2012); Rysdyk and
Calise (2005)), fuzzy (Kurnaz et al. (2009); Valicka et al.
(2008)) and neural-network (Harmon et al. (2005); Suresh
and Kannan (2008)) control methodologies, etc. Hybrid
flight controllers are also available, in this case advantages
of individual controller are combined (Ryan et al. (2005)).
Control of UASs in consideration of constrained inputs
has received some attention in recent years. Recently,
Lavretsky and Gadient (2010) designed a robust adap-
tive controller which augments a baseline dynamic in-
version controller with a direct adaptive component and
a state-limiting component. Harkeg˚ard and Glad (2005)
used optimal control theory to decide total control effort
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and employed control allocation strategy to compute the
control inputs for a small engine fighter in consideration
of control saturations in canard wings, elevons and the
rudder. It was shown that the control allocator can prevent
an overshoot in the AOA by redistributing control effort
when the left elevon saturates. Azinheira and Moutinho
(2008) presented a back-stepping controller with input
constraints for hover flight of a UAS, and illustrated its
robustness in the presence of wind gusts. Metni and Hamel
(2007) designed a control law based on computer vision
to achieve quasi-stationary flight for a UAS which is used
for monitoring structures and maintenance of bridges. The
proposed method considers the constrained yaw motion to
maintain field of view of the camera. Serrani et al. (2009)
proposed an integrated adaptive controller which accounts
for the presence of a state-dependent input saturation for
the vehicle longitudinal velocity which comes from physical
limitations in the propulsion system. This method was
inspired by the variable-bandwidth reference model and
used some ideas of self-optimizing control.
Increasing gust-attenuation properties in UASs has at-
tracted considerable interest as well. A spatial sliding
mode controller was proposed by Jackson et al. (2008),
in which wind disturbances with known bounds are ex-
plicitly considered in their UAS model. Yang et al. (2012)
presented a nonlinear H∞ controller for a small UAS for
collision avoidance in a windy environment. Control gains
of the proposed controller are obtained by an iterative
design procedure. Zeng et al. (2010) presented an adaptive
feed-forward controller to attenuate structural vibrations
induced by gust perturbations, and better performance
of the gust loads alleviation was obtained for an F/A-
18 AAW aero-elastic model. Sadraey and Colgren (2006)
designed a robust nonlinear controller for a UAS by com-
bining dynamic inversion and H∞ control. This method-
ology employs an inner-loop/outer-loop control structure
and the H∞ controller in the outer-loop aims to achieve
robustness goals in a gusty environment.
The present research is part of efforts dedicated to develop-
ing a reliable flight control scheme to achieve stable flight
in a gusty environment. In the considered application,
forced landing is caused by the constrained control inputs
due to actuator malfunction. This necessitates the design
of a constrained-input controller to reject gust effect. The
objective of this work is to design a flight controller with
improved gust-attenuation properties to maintain suffi-
cient handling quality when control inputs are constrained.
Here, input constraints are explicitly considered when
designing the controller to satisfy the gust-attenuation
performance index. We aim to ensure gust-attenuation
capability under the available constrained inputs. This
paper begins with an introduction to the NN constrained
feedback control, followed by the establishment of aero-
dynamics of small UASs. Based on the NN PI algorithm,
a nonlinear feedback controller is designed. Closed-loop
simulations are carried out to verify performance of the
proposed controller when gusts occur and comparative
studies are conducted with the PID controllers to show
the improved performance of the proposed controller.
2. A REVIEW OF NONLINEAR NN CONSTRAINED
FEEDBACK CONTROL
2.1 Nonlinear H∞ Constrained Feedback Control
Consider the following nonlinear system
x˙ = f(x) + g(x)u+ k(x)d (1)
z = h(x) + u (2)
where x ∈ Rn, d ∈ Rp, f(0) = 0 and x = 0 is an
equilibrium point of the system, z(t) ∈ Rq is a penalty
variable. Symbol d(t) ∈ L2[0,∞) is the disturbance where
L2 is 2-norm on the Lebesgue space of integrable functions.
u(t) ∈ U is the control variable defined as
U = {u(t) ∈ L2[0,∞)|− αi ≤ ui ≤ αi, i = 1, . . . ,m} (3)
The input-constrained feedback control is based on the ap-
proach described in (Abu-Khalaf et al. (2006)), which has
the disturbance attenuation property for the disturbance
d(t) ∈ L2[0,∞) given a prescribed attenuation factor γ,
i.e., ∫ ∞
0
‖z(t)‖2 ≤ γ2
∫ ∞
0
‖d(t)‖2dt (4)
The L2-gain problem in Eq. (4) can be considered as
finding a state feedback law u(x) for the following zero-
sum game (Abu-Khalaf et al. (2006))
V ∗(x0) = min
u∈U
max
d
∫ ∞
0
(hTh+ ‖u(t)‖2 − γ2‖d‖2)dt (5)
where V (x) =
∫∞
0 ‖z‖2 − γ2‖d‖2dt is a non-positive
function.
To overcome the difficulty in solving the constrained
optimization problem in Eq. (5), a quasi-norm ‖ · ‖q is
introduced to deal with the control saturation,
‖u‖2q = 2
∫ u
0
ρ−1(v)dv (6)
where ‖u‖q ∈ C1 is a quasi-norm and ρ(·) is the hyperbolic
tangent function tanh(·) for |u| < 1. This indicates ρ−1(·)
is monotonically increasing. Thus, ‖u(t)‖2q & ‖u(t)‖2 and
is locally quadratic in u. Eq. (5) is converted to
V ∗(x0) = min
u∈U
max
d
∫ ∞
0
(hTh+ ‖u(t)‖2q − γ2‖d‖2)dt (7)
and corresponding Hamiltonian function is
H(x, p, u, d) = V Tx (f + gu+ kd) + h
T h+ 2
∫ u
0
ρ−1(v)dv − γ2‖d‖2,
(8)
where Vx is the Jacobian matrix of V (x). The associated
HJI equation is (Abu-Khalaf et al. (2006))
V Tx f − V Tx gρ(
1
2
gTVx) + h
Th
+ 2
∫ −ρ( 12 gTVx)
0
ρ−1(v)dv +
1
4γ2
V Tx kk
TVx = 0 (9)
with V (0) = 0.
A two-loop PI procedure is proposed to solve the HJI
equation and obtain the constrained feedback controller
(Abu-Khalaf et al. (2006)). It begins with selecting an
initial controller uj(x) and a storage function Vj(x) which
solves the following equation by inner loop PIs on
#CJ
(V ix,j)
T (fj + kd
i) + hTh+ 2
∫ uj
0
ρ−1(v)dv − γ2‖di‖2 = 0
(10)
where i and j are the iteration number for the inner loop
and outer loop. The storage function Vj(x) is chosen to
satisfy
(V ix,j)
T fj + h
Th+ 2
∫ uj
0
ρ−1(v)dv +
1
4γ2
V Tx,jkk
TVx,j = 0
(11)
and
sup
x∈Ω
|Vj(x)− V ∗(x)|→ 0 when j →∞ (12)
where V ∗(x) is the stabilizing solution to Eq. (9) and Ω
the stability region.
The NN constrained controller is updated according to the
following equation to begin the outer loop iteration.
uj+1 = −ρ(1
2
gTVx,j) (13)
the outer loop PI is conducted to find the suboptimal
constrained controller for a prescribed attenuation factor
γ.
2.2 Nearly H∞ Optimal NN Control
For the inner loop Eq. (10), it was revealed that it is
challenging to get an exact closed-form solution for V ij (x)
at each iteration. An approximate solution is expected
and a computationally practical NN based algorithm is
presented in the least square sense (Abu-Khalaf et al.
(2006)). Firstly, V ij (x) is approximated at each inner loop
iteration i over a prescribed region of the state-space with
a neural set
Vˆ ij (x) =
L∑
k=1
wij,kσk(x) = (w
i
j)
TσL(x) (14)
where NN weights are wk and L is the number of hidden-
layer neurons. Vectors
σL(x) ≡ [σ1(x), . . . ,σL(x)]T (15)
wij ≡ [w1, . . . , wL]T (16)
are the activation function and weights. The activation
functions σk(x) are continuous with σk(0) = 0.
The NN weights are tuned to minimize the residual error
in the least square sense over a set of points within the
stability region Ω of the initial stabilizing control. The
weights wij are determined by projecting the residual error
onto deL(x)/dwij and setting the result to zero ∀x ∈ Ω
using the inner product, i.e.,〈
deL(x)
dwij
, eL(x)
〉
= 0 (17)
where 〈f, g〉 = ∫Ω fgdx is the Lebesgue integral. The
weights wij are given as follows
wij = −〈!σLF ij ,!σLF ij 〉−1 · 〈Hij ,!σLF ij 〉 (18)
F ij = f + guj + kd
i (19)
Hij = h
Th+ 2
∫ uj
0
ρ−1(v)dv − γ2‖di‖2 (20)
where ! is the partial derivatives with respect to system
states.
Initialization: Neurons: σL;
p: Number of mesh points;
u0: Initial stabilizing controller;
I1, I2: Number of PIs;
Ω: NN region of approximation;
h(x), γ: States related perf. criteria;
R: Controls related perf. criteria
Output : Constrained Feedback Controller
for j ← 0 to I2 do
i = 0, dˆ(i) = 0;
for i← 0 to I1 do
Step A→ Xij =
[
!σLF ij |xi , · · · ,!σLF ij |xp
]T
;
Step B→ Y ij = [Hij |x1 · · · , Y ij = [Hij |xp ];
Step C→ wij = −(XiTj Xij)−1 · (XiTj Y ij );
i = i+ 1, dˆi+1 = 12k
T!σTLwij ;
if i > I1 then
j = j + 1, uˆj+1 = −ρ( 12gT!σTLw∗j );
else Follow Step A-C;
end
if j ≤ I2 then
Initialize i and follow Step A-C;
if j > I2 and HJI is not solvable then
Initialize j, set u0 = uI2 , reduce γ and restart
PIs;
else Output the obtained controller.
end
end
end
Algorithm 1. Flowchart of the NN constrained feedback controller
One can approximate the integrals in Eq. (18) by intro-
ducing a mesh on Ω with mesh size equal to ∆x. Thus,
Eq. (18) becomes
Xij =
[
!σLF ij |x1 , · · · ,!σLF ij |xp
]T
(21)
where p in xp represents the number of mesh points. The
number p increases as the mesh size reduces. Thus
〈!σLF ij ,!σLF ij 〉 = lim‖∆x‖→0((X
i
j)
TXij) ·∆x (22)
〈Hij ,!σLF ij 〉 = lim‖∆x‖→0((X
i
j)
TY ij ) ·∆x (23)
which implies wij can be calculated as
wij = −
(
(Xij)
TXij
)−1(
(Xij
)T
Y ij ). (24)
The PIs require updating the estimated disturbance at
each inner loop iteration on i until NN weightswij converge
to a stable value. Then control command is updated
using Eq. (13). When the prescribed number of outer loop
iterations is achieved and the HJI is solvable, the desired
controller is obtained. The detailed procedure for design
of the NN controller is shown in Algorithm 1.
3. AERODYNAMICS OF THE UAS
In this section, we design a flight controller with gust-
attenuation abilities for a Shadow UAS subjected to input
constraints in elevators and ailerons. The aerodynamic
model of the Shadow is described by Eq. (25)-Eq. (31)
in the wind-axes after using small angle approximations
(Yang et al. (2012)). Here, VT is the free stream airspeed,
#CC
α˙ = q − (p cosα+ r sinα) tanβ − 1
mVT cosβ
(L+ FT sinα−mg(sinα sin θ + cosα cosφ cos θ)) + d1 (25)
β˙ = p sinα− r cosα+ 1
mVT
(Y − FT cosα sinβ +mg(cosα sinβ sin θ + cosβ sinφ cos θ
− sinα sinβ cosφ cos θ)) + d2 (26)
p˙ = c1rq + c2pq + c3L¯+ c4N + d3 (27)
q˙ = c5pr − c6p2 + c6r2 + c7M + c7FTZTP + d4 (28)
r˙ = c8pq − c2rq + c4L¯+ c9N + d5 (29)
φ˙ = p+ θqφ+ θr + d6 (30)
θ˙ = q − rφ+ d7 (31)
α the AOA, β the sideslip angle,m the mass of the aircraft,
D the drag force, L the lift force, Y the side force, FT the
thrust force produced by the engine, ZTP the offset from
the center of gravity in the body-frame z-direction, and g
the gravitational acceleration. Symbols (φ, θ) are the roll
and pitch angle, (p, q, r) are angular rates. Disturbance
input is d(·). It is assumed that the airspeed VT remains
constant as it varies much slower than other system states.
The coefficients in attitude update equations (27)-(29) are
Γ = IxxIzz − I2xz c1 =
(Iyy − Izz)Izz − I2xz
Γ
c2 =
(Ixx − Iyy + Izz)Ixz
Γ
c3 =
Izz
Γ
c4 =
Ixz
Γ
c5 =
Izz − Ixx
Iyy
c6 =
Ixz
Iyy
c7 =
1
Iyy
c8 =
Ixx(Ixx − Iyy) + I2xz
Γ
c9 =
Ixx
Γ
where Ixx, Iyy, Izz and Ixz are moments of inertia and
product of inertia. External forces (L,D, Y ) and moments
(L¯,M,N) acting on the UAS take the form of (Yang et al.
(2012))
L = q¯SCL D = q¯SCD (32)
Y = q¯SCY L¯ = q¯SbCl (33)
M = q¯Sc¯Cm N = q¯SbCn (34)
Here, the dynamic pressure is q¯ = 12ρV
2
T where ρ is the air
density. Symbol S is the aircraft wing area, and b the wing
span.
The lift force coefficient is
CL = CL0 + C
α
Lα+ C
δe
L δe +
c
2VT
(Cα˙Lα˙
+ CqLq) + C
M
L M (35)
where c is the chord length. The drag force coefficient is
CD = CD0 +
(CL − CL0)2
pieAR + C
δe
D δe + C
δa
D δa + C
M
D M
(36)
where e is the efficiency factor and AR is the aspect ratio.
The side force coefficient is
CY = C
β
Y β + C
δa
Y δa +
b
2VT
(CpY p+ C
r
Y r) (37)
The rolling moment coefficient is
Cl = C
β
l β + C
δa
l δa +
b
2VT
(Cpl p+ C
r
l r) (38)
The pitching moment coefficient is
Cm = Cm0 + C
α
mα+ C
δe
m δe +
c
2VT
(Cα˙mα˙+ C
q
mq)
+ CMmM (39)
where c¯ is the mean aerodynamic chord.
The yaw moment coefficient is
Cn = C
β
nβ + C
δa
n δa +
b
2VT
(Cpnp+ C
r
nr) (40)
All the aerodynamic coefficients of the lift force, the drag
force and the side force C(·)(·) are listed in (Yang et al.
(2012)).
Remark 1. There are no flaps or rudders on the Shadow
UAS. Thus, the corresponding aerodynamic coefficients
(C
δf
L , C
δf
D and C
δr
D etc.) are neglected when deriving de-
tailed expressions for forces and moments. This applies to
quite a few UASs with similar aerodynamic configurations.
Remark 2. The engine is assumed to be positioned such
that the thrust acts in parallel to the x-axis in the
body frame. Also, the thrust point is located only in the
vertical xz-plane with constant offsets from the center of
gravity. Thus, thrust only generates pitching moment in
the considered application.
Remark 3. The engine speed is kept constant, therefore it
is reasonable to assume that the thrust remain constant
as well. At the equilibrium point, the airspeed varies much
slower than other system states, yielding V˙T ≈ 0 and
therefore is neglected.
Remark 4. Control of yaw motion is not considered in
the force and moment equations. The stabilization of roll,
pitch, pitch rate, yaw rate will ensure the stability of yaw
motion as the yaw update equation is only related to these
states.
The following vectors are defined for the controller design,
x = [x1, x2, x3, x4, x5, x6, x7]
T = [α,β, p, q, r,φ, θ]T ∈ R7
ω = [d1, d2, d3, d4, d5, d6, d7]
T ∈ R7
uc = [δa, δe]
T ∈ R2
where control inputs are the aileron deflection δa and the
elevator deflection δe.
Aerodynamics of the UAS in the cruise flight can be
written in a compact form
x˙ = f(x) + k(x)ω + g(x)uc (41)
zm = h(x) + uc (42)
where detailed expressions for f(x) can be derived after
substituting aerodynamic coefficients into Eq. (25)-(31).
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Also, we have
k(x) = I7 (43)
The control input matrix g(x) is obtained after substitut-
ing the aerodynamic coefficients
g(x) =
[
b1 0 b2 0 b3 0 0
0 0 0 b4 0 0 0
]T
(44)
with
b1 =
0.0689q¯Sb
mVT
, b2 = 82.5048c4 − 1072.6c3 (45)
b3 = −1072.6c4 + 82.5048c9, b4 = −1126.4c7 (46)
The constant matrices h(x) and l(x) are given by
h(x) = C1x =

1
λ
. . .
λ

7×7
· x (47)
where λ is a non-negative real number used to form the
controller trade-off factor.
4. DESIGN OF THE INPUT-CONSTRAINED
FEEDBACK CONTROLLER USING NN PIS
In this section, based on the nonlinear dynamics of the
Shadow UAS, a NN input-constrained controller is de-
signed. The design process consists of two steps with the
first step to choose a proper initial controller and the
second step to obtain the neural weights using the PI
procedure.
4.1 Selection of Initial Controller
The initial controller is designed based on linearizing
system dynamics around the typical equilibrium point
during cruise flight. In our case, the equilibrium point is
chosen to be
x0 = [0.43
o, 0.08o, 0, 0, 0, 0.08o, 0.43o]T . (48)
Controller design for linear system dynamics can be con-
sidered as a linear quadratic regulator problem. The Lin-
earized system is obtained by conducting first-order partial
derivatives to the nonlinear system dynamics (Eq. (25)-
(31)), and the control gain matrix P¯ is obtained after
solving the Riccati equation described by
AT1 P¯ + P¯A1 + P¯HpP¯ +Hc = 0 (49)
with the following definitions
Hc = C
T
1 C1; Hp =
B1BT1
γ2∞
−B2R−1h BT2
Here, A1 is the linearized first-order system matrix, B1 =
k(x) and B2 = g(x). Eq. (49) can be rearranged into
standard H∞-like Riccati equation form (Rh = I2×2)
AT1 P¯ + P¯A1 − P¯ [B1 B2 ]
[−γ2∞Im1 Om1×m2
Om2×m1 Im2
]−1 [
BT1
BT2
]
× P¯ + CT1 C1 = 0 (50)
wherem1 = 7,m2 = 2. The resultant controller is obtained
when γ∞ = 8,
u0 = [δa0, δe0]
T = −R−1h BT2 P¯ x, (51)
and initial control commands for aileron and elevator sub-
jected to control constraints can be described in explicit
forms
δa0 = Aδa tanh(−0.1014x1 + 0.0459x2 + 0.015x3
+ 0.0008x4 − 0.0031x5 + 0.2017x6 + 0.0914x7) (52)
δe0 = Aδe tanh(0.3001x1 + 0.0018x2 + 0.0031x3
+ 0.0807x4 + 0.0002x5 + 0.0023x6 + 0.00087x7) (53)
4.2 Design of the NN Controller
Neuron Selection
The structure and number of neurons should be selected
such that the issue of dimensionality can be mitigated. The
NN algorithm involves calculation of multi-dimensional
integrals which will aggravate the computational burden
significantly with an increase in the system dimension.
Also, the number of basis elements required to form a
complete basis of order grows dramatically with the system
dimension. This would result in an increasing memory con-
sumption and cause run-time execution problems (Beard
and McLain (1998)).
We employ the method proposed by (Abu-Khalaf et al.
(2006)), which begins with constructing the Kronecker
product as follows
x(0) = 1; x(1) = x (54)
x(i) = x⊗ x⊗ · · ·⊗ x︸ ︷︷ ︸
i factor
, i = 2, 3, · · · (55)
where ⊗ is the Kronecker product. It is also defined that
x[0] = 1; x[1] = x, (56)
x[k] = [xk1 , x
k−1
1 x2, · · · , xk−21 x2xn, · · · , xkn]T , k ≥ 1. (57)
In our case, the NN activation functions are chosen to be
σL = x
[2] =M2x
(2) =M2(x⊗ x)
= [x21, x1x2, x1x3, x1x4, x1x5, x1x6, x1x7, x
2
2,
x2x3, x2x4, x2x5, x2x6, x2x7, x
2
3, x3x4, x3x5,
x3x6, x3x7, x
2
4, x4x5, x4x6, x4x7, x
2
5, x5x6,
x5x7, x
2
6, x6x7, x
2
7]
T ∈ R28×1 (58)
and constant matrix M2 is set up by following the proce-
dure in (Abu-Khalaf et al. (2006)).
NN Control using PIs
The NN is trained in the following region of state-space
after some trails,
|x1| < 5/57.3; |x2| < 1/57.3; |x3| < 1/57.3; (59)
|x4| < 2/57.3; |x5| < 2/57.3; |x6| < 3/57.3; (60)
|x7| < 5/57.3. (61)
The NN PIs are performed by following the procedure
listed in Algorithm 1. The trade-off factor λ =
√
0.1.
I1 = 2 and I2 = 2 are the number of iterations for both
inner-loop and outer-loop.
The PI procedure begins with setting i = 0, j = 0 and
calculates intermediate matrices as follows
F 00 = f(x) + g(x)u0, (62)
H00 = h
Th+ 2
∫ u0
0
ρ(τ)dτ − γ2‖dˆ0‖ (63)
#CE
since 2
∫ u0
0 ρ(τ)dτ ≈ ‖u‖2 is locally quadratic in u when
ρ(·) = tanh(·) (Eq. (6)), H00 can be approximated by (see
Abu-Khalaf et al. (2006))
H00 ≈ x21 + λ2x21 + · · ·+ λ2x27 + δ2a0 + δ2e0(dˆ0 = 0 for i = 0)
(64)
Thus,
w00 = −〈!σLF 00 ,!σLF 00 〉−1 · 〈H00 ,!σLF 00 〉 ∈ R28×1
(65)
where !σL ∈ R28×7 and !σLF 00 ∈ R28×1.
The iteration procedure is followed by setting i =
1 and j = 0, and we have
dˆ1 =
1
2γ2
kT!σTLw00 ∈ R7×1 (66)
w10 = −〈!σLF 10 ,!σLF 10 〉−1 · 〈H10 ,!σLF 10 〉 (67)
where F 10 ∈ R7×1 and H10 ∈ R1.
For i = 2 and j = 0, the obtained weighting coefficient
vector is
w20 = −〈!σLF 20 ,!σLF 20 〉−1 · 〈H20 ,!σLF 20 〉 (68)
where
dˆ2 =
1
2γ2
kT!σTLw10 (69)
is used to calculate F 20 and H
2
0 .
When i = 3 > I1, the control law is updated as
u1 = −ρ(1
2
gT!σTLw∗0) (70)
where the weighting coefficients are given by w∗0 = w20
when all iterations are completed for j = 0.
The similar iteration steps repeat for the outer-loop when
j = 1. The weighting coefficients are obtained after three
iterations until i > I1,
w21 = −〈!σLF 21 ,!σLF 21 〉−1 · 〈H21 ,!σLF 21 〉 (71)
The matrices F 21 and H
2
1 are obtained after intermediate
calculation when i = 0, 1, 2. The resultant controller when
j = 1 is
u2 = −ρ(1
2
gT!σTLw∗1) (72)
where w∗1 = w21 is given in Eq. (71).
We continue with j = 2 and follow the iteration proce-
dure, and the resultant weighting coefficient vector and
controller are
w22 = −〈!σLF 22 ,!σLF 22 〉−1 · 〈H22 ,!σLF 22 〉 (73)
u3 = −ρ(1
2
gT!σTLw22) (74)
where
F 22 = f(x) + g(x)u2 + k(x)dˆ
2 (75)
H22 = h
Th+ ‖u2‖2 − γ2‖dˆ2‖2 (76)
dˆ2 =
1
2
kT!σTLw12 (77)
When j > I2, it is found that the HJI (Eq. (9)) is solvable,
and the final controller is given as
u∗ = u3 = −ρ(1
2
gT!σTLw22) (78)
Initially, attenuation factor γ is allocated several values
to find the suitable one which makes the NN algorithm
converge. Simulations showed that γ = 30 is a proper value
to start the inner/outer loop iterations to solve the HJI.
Then, the parameter γ is reduced and the inner/outer loop
iterations repeat to find solutions to the HJI equation. The
computational routine is able to find a proper solution to
the HJI when γ = 8, and the corresponding coefficient
vector w22 is
w22 =[0.0212;−0.0019; 0.0002; 0.0188;−0.0031;−0.0004;
− 0.0001; 0.5863;−0.0055;−0.0007;−0.0014;−0.0512;
0.0778;−0.0016;−0.00004;−0.0043; 0.0001;
0.0237; 0; 0; 0; 0; 0.0415;−0.0312;
0.0087;−0.0159; 0.4736;−0.0002] ∈ R28×1
5. SIMULATION RESULTS
In this section, performance of the NN controller is eval-
uated based on parameters of the Shadow UAS with con-
sideration of input constraints. The Shadow UAS model is
built using the AeroSim aeronautical simulation blockset.
The AeroSim library provides a complete set of tools
for high-fidelity development of nonlinear six degree-of-
freedom aircraft dynamic models. It can also generate
executable C source code which is easily transferred to
the flight computer for field tests.
The nominal design limits for elevator and aileron are
δe ∈ [−25o, 25o] and δa ∈ [−15o, 15o]. It is assumed
that variations of actuators are limited to a smaller range
due to mechanical failure. The elevator is constrained to
δe ∈ [−2o, 2o] and aileron to δa ∈ [−5o, 5o]. For comparison
purpose, two PID controllers are designed for control of
aileron and elevator. We choose a group of gains which
satisfy performance specifications such as settling time (<
100s) and steady-state errors (< %5). The performance of
transient responses are also considered when determining
the control gains. Empirically, the best PID gains found
were kap = 0.1279, kai = 0.0027 and kad = −0.1 for the
aileron control, and kep = −0.09, kei = −0.008 and ked =
−0.065 for the elevator control.
To acquire a reliable performance evaluation, exogenous
disturbances are constructed using the Dryden gust mod-
els, as shown in Fig. 1, to generate typical gusts with
representative properties (Yang et al. (2009)). A number of
50 simulations were conducted to compare performance of
the NN controller and the PID controller. All simulations
were implemented for 100 s with sampling time of 0.04 s.
It is seen in Fig. 2 that the AOA is subjected to consistent
fluctuations when PID controllers are employed, and the
NN controller constantly stabilizes the AOA to around
3o in a gusty environment. In Fig. 2, both NN and PID
controllers exhibit similar response in controlling sideslip
angle. For angular rate control, it is noticed in Fig. 3
that the PID controllers show slightly better performance
for the control of the roll rate. However, NN controller
demonstrates significant improvement in control of pitch
rate, stabilizing pitch rate to a small level. In contrast, PID
controllers result in evident fluctuations between ±10o,
which indicates PID control fails to stabilize the pitch
rate. Similar control performance for the yaw rate can be
observed for both the NN and PID controllers. It is seen in
Fig. 4 that both the NN and the PID controllers show sim-
ilar response when used to control roll motion. However,
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Fig. 2. AOA and sideslip
the NN controller shows great performance improvement
in the control of pitch motion whilst the PID control fails.
For the aileron command in Fig. 5, it is seen that the
NN controller requires more control efforts, especially at
the initial stage. When the transition period fades away,
aileron command generated by the NN is subjected to
small oscillations, yet still within the allowable boundary
constraints. Thus, the NN sacrifices control efforts for im-
proving gust-attenuation capability. It is noticed that the
elevator command generated by the PID controllers is sub-
jected to significant fluctuations in a gusty environment.
Elevator command from the PID control exceeds bounds
of the input constraints and leads to evident performance
degradation. This accounts for performance deterioration
in AOA, pitch and pitch rate. In contrast, the NN con-
troller yields elevator command with substantial reduction
in oscillations, showing improved system performance at
the cost of less control efforts. In particular, under the
control input constraints, the NN controller exhibits great
performance improvement in stabilizing AOA, pitch and
pitch rate. This indicates the NN can maintain sufficient
handling quality in the gusty environment.
6. CONCLUSION AND FUTURE WORK
In this paper, we present an input-constrained controller
based on the NN theory. Control gains of the NN controller
are obtained by using the iterative PI approach. Aerody-
0 10 20 30 40 50 60 70 80 90 100
−1
−0.5
0
0.5
1
Simulation time (s)
Ro
ll r
at
e 
(D
EG
/s)
 
 NN controller
PID controller
0 10 20 30 40 50 60 70 80 90 100
−10
−5
0
5
10
Simulation time (s)
Pi
tch
 ra
te
 (D
EG
/s)
 
 
NN controller
PID controller
0 10 20 30 40 50 60 70 80 90 100
−4
−2
0
2
Simulation time (s)
Ya
w 
ra
te
 (D
EG
/s)
 
 
NN controller
PID controller
Fig. 3. Angular rates
0 10 20 30 40 50 60 70 80 90 100
−20
−15
−10
−5
0
5
10
Simulation time (s)
Ro
ll (
DE
G)
 
 
NN controller
PID controller
0 10 20 30 40 50 60 70 80 90 100
−10
−5
0
5
10
15
Simulation time (s)
Pi
tch
 (D
EG
)
 
 
NN controller
PID controller
Fig. 4. Roll and pitch
0 10 20 30 40 50 60 70 80 90 100
−5
−4
−3
−2
−1
0
1
Simulation time (s)
Ai
ler
on
 cm
d 
(D
EG
)
 
 
0 10 20 30 40 50 60 70 80 90 100
−2
−1
0
1
2
Simulation time (s)
El
ev
at
or
 cm
d 
(D
EG
)
 
 
PID controller
NN controller
PID controller
NN controller
Fig. 5. Comparison of control command
#K"
namic parameters of the Shadow UAS are employed to test
performance of the proposed controller.
The proposed NN method does not show improvement
in control of sideslip and roll rate. This is caused by
modeling errors in aerodynamic coefficient (CδaY = 0) in
Eq. (37) in this case due to lack of flight data. Flight tests
will be conducted to identify the value of this coefficient.
Compared with the PID control, a limitation of the NN
controller is the cost of considerable computation to obtain
weighting coefficients to construct the offline controller
(typically 48 hours).
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