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Computer Recognition of Figures through 
Decomposition S 
THEODOSlOS PAVLIDIS 
Department ofElectrical Engineering, Princeton University, Princeton, New Jersey 
A method for computer recognition of plane figures is described. 
For each figure, its integral projection along a certain direction is 
defined. This is obtained by intersecting the figure with a set of lines 
parallel to the chosen direction and considering the lengths of the 
connected segments of the intersections a  a function of the location 
of the lines. Discontinuities in the integral proiections reveal in 
general the existence of strokes along the corresponding directions 
and this way a figure can be decomposed into certain basic strokes. 
The information whether certain strokes appear or not in a given 
figure and their relative position can be used for the classification 
of the figure. This method was implemented and tested on multifont 
lower-case typewritten letters. Recognition rates around 98% were 
achieved on the testing sets. 
I. INTRODUCTION 
This paper deals with the computer ecognition of figures by detect- 
ing the occurrence of certain simple elements in them. The method is 
applied to alphabetic characters butis directly extendable to many other 
plane figures. 
The representation of a figure through its simpler comPonents is 
an idea which as been used directly or indirectly by a number of earlier 
investigators, both for pattern generation (Eden, 1962; 1Viermelstein 
and Eden, 1964; etc.) and for pattern recognition (Frishkopf and 
Harmon, 1960; Selfridge and Neisser, 1963; Blum, 1964; Narasimhan, 
1964; Spinrad, 1965; etc.). 
The fundamental assumption of most of these investigators i that 
any figure of interest can be decomposed into simpler elements which 
in turn can be identified with members of a small set of basic elements 
or basic strokes. The occurrence and relative position of the basic 
* This research was partially supported by NSF grant GK-1630. 
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strokes is used for the classification of the original figure. A general 
theory for pattern analysis along these lines has been developed recently 
by Grenander (1967). 
In applying this idea, the most difficult step is the process of de- 
composition. One of the main features of the decomposition method 
which is presented in this paper is that it does not depend on the exact 
shape of the boundary of the figure and this makes it less sensitive to 
noise. A second feature is that the decomposition is sequential. Once 
certain components are found, they are removed from the figure and 
the process is repeated. This process tends to increase the accuracy of 
the method. 
Once a figure is represented in terms of the basic strokes, a set of 
logical variables can then be defined denoting whether a certain stroke 
appears in the figure and in what relative position. Then the classifica- 
tion can be achieved through truth functions or the logical variables 
can be thought of as components of a binary vector and any of the 
standard classification techniques can be applied. 
Section I I I  describes experiments performed on multifont ypewritten 
characters and it also deals with a comparison of the results obtained 
by various classification techniques. 
II. DECOMPOSITION OF FIGURES IN SIMPLE COMPONENTS 
The main effort in the decomposition process is to detect he existence 
of strokes along certain directions. Among the earlier methods uggested 
for recognition of alphabetic symbols, the one proposed by Spinrad 
(1965) is the one closest to that described in this section. Spinrad 
considered the lengths of the intersection of lines in eight directions with 
the given set. There are three main differences between this and the 
present approach. First it was found that only two directions (0 ° and 
90 ° ) give very good results, at least for alphabetic Characters. Second, 
the successive removal of parts of the character used here increases the 
sensitivity Of the method. Finally, and most importantly, the various 
strokes are characterized not only by their length, but also by their 
width. They need not necessarily be thin line structures. In other words, 
the present method deals with set patterns rather than line patterns, 
which is what the majority of the earlier investigators dealt with (Frish- 
kopf an d Harmon, 1960; Eden, 1962; Narasimhan, 1964; etc.). 
The de~ection of strokes along certain directions Can be achieved in 
the following way: Let ~ be the angle of such a direction with the x 
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axis in the x-y plane. Then the equation of a line parallel to it will be 
cos¢.y - s in¢.x = c, (1) 
where c is a parameter. 
Let B denote the intersection of the line with the figure under con- 
sideration. In general B will not be connected but it will consist of 
various segments B', B" , . . .  etc. (Fig. 1). If a positive orientation has 
been defined on the line, then these segments can be numbered suc- 
cessively B1, B~, . . .  etc. Let S¢k(c) be the length of the segment Bk 
for given values of ~b and c. 
When this length is considered as a function of e, it will be called the 
kth integral projection in the direction ¢ of the given figure) Figure 1 
shows such an example. 
If the figure has a boundary parallel to ¢, S¢k(c) will have a discon- 
tinuity at that point (M in fig. 1) although a discontinuity in S,~(c) 
does not necessarily mean a boundary parallel to ¢ (N in Fig. 1). If 
the boundary forms a small angle with respect o ¢, then the derivative 
(d/dc)S,~(c) will have a large value (P in Fig. 1). In practice the two 
cases are not really distinct since the range of c will be quantized. 
This method which is quite simple in principle, allows us to determine 
directly the existence of strokes. Figure 2 shows a detailed example. 
Once the integral projections in the two directions are computed and 
strokes of particular sizes are detected, the corresponding parts of the 
figure are removed and the remainder is reprocessed. 
Figure 3 shows two symbols which are not clearly, if at all, dis- 
tinguishable ither by their original integral projections or Spinrad's 
method. However, once the middle bar is removed and the section to 
the left of it is considered, the two symbols are very clearly distin- 
guishable. 
One may look in particular for certain types of strokes not only by 
specifying their direction, but also their size. This in essence results in 
introducing a system of basic strokes. For example, these may be hori- 
zontal strokes of lengths al °, a2 ° and a3 °, vertical strokes of lengths 
a~ v, a2 ~ and a3 v, etc. If the integral projection Soj(c) has at a certain 
point E amplitude x which is greater than a2 v but less than a3 v and 
i x  - a;'l < Ix - aaVl, (2) 
If the orientation is reversed, then one will obtain a different set of integral 
projections. One may refer to the first ones as positive and to the others as nega- 
tive. 
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Fro. 1. Integral projections of three orders for ¢ = 90 °. 
then it may be concluded that part of the figure can be approximated 
by a verticle stroke of length a2 v provided that Sol(c) presents dis- 
continuities on both sides of E. The values of c at the discontinuities 
provide the information about the width of the stroke. A width "quanti- 
zation" can be achieved in a similar way as the "quantizatiou" for 
]ength shown in Eq. (2). 
The range of c can be subdivided into segments and then each stroke 
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Fie. 2. Integral projections for 0 ° and 90 ° for a sample ot the letter e. One 
vertical stroke (A) is detected and three horizontal (B, C, D). The second peak in 
s~,t was not taken into consideration because of its too-narrow idth. I t  is also 
seen that the higher-order integral projections do not contain appreciable in- 
formation. 
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may be additionally identified by the segment at which it occurs. 2
This makes it possible to describe the original figure through a set of 
logical variables as it was mentioned in the introduction. 
Indeed, a variable lq~m will be one when a stroke parallel to the angle 
~,  with length a# and width wk occurs in the segment c~. It  will be 
zero otherwise. (Since the quadruple indexing is cumbersome, a single 
index may" be used and such was the case in the implementation de- 
scribed in Section I I I ) .  
Before we proceed, we should mention that the integral projections 
may have some physiological significance. One may think of arrays of 
neural umts in the retina or the visual cortex which respond to lines 
along certain directions. Such a phenomenon has been observed in the 
octopus (Southerland, 1960) and in the cat (Hubel and Wiesel, 1965). 
As a matter of fact, it was Southerland's work which motivated the 
study of integral projections. 
III. IMPLEMENTATION OF THE METHOD AND 
EXPERIMENTAL I~ESULTS 
The previously described ideas were tried for the computer ecogni- 
tion of multifont typewritten characters. The major steps in the im- 
This description is not translation i variant and some type of normMization 
may be necessary. For example, one may describe all the positions with respect 
to the ieftmost and lowermost strokes. 
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plementation f this method are the choice of the directions along which 
integral projections will be taken, the number and ±he lengths ~f the 
basic strokes and the subdivision of the range ~f ¢. 
In the present implementation two directions only were chosen, verti- 
cal and horizontal, and only the first-order integral projections in each 
direction were calculated. Three lengths of basic strokes were con- 
sidered, small, medium and large. The width was considered in only 
one case of strokes of medium length. This was very important for the 
separation of the difficult riplet a, c, e. A small design set was chosen 
(about three to four samples from each class) and after the integral 
projections were computed, an appropriate choice of the various nu- 
merical parameters defining the exact size of the basic strokes was 
made. The range of c was subdivided into two segments along the hori- 
zontal axis and in six along the vertical axis. (Reasons of computa- 
tional economy imposed this rather limited implementation f integral 
projections). This is a very important part of the whole procedure and 
it is really interactive design. This limits the size of the design set. 
Certain filtering techniques were also incorporated into the program 
at this point. 
At the same time, the logical variables are chosen and truth functions 
for each class are defined through them which take the value 1 whenever 
a sample belongs to such a class and zero otherwise. Then a larger design 
set is chosen (about 25 samples from each class) and certain minor 
parameter adjustments are made. Also, the final choice of the truth 
functions takes place. In this way one has a program which maps each 
sample into a binary array. 
One may decide to keep the truth functions and use them for the 
classifications of the m~known samples. This may appear to be a rather 
inefficient method, but it conforms with our intuitive description of 
letters and other figures. It will classify a figure according to the oc- 
currence of certMn basic strokes and their relative positions in a similar 
way that a person classifies a letter as an A by detecting two inclined 
vertical ines meeting at the top and a horizontal line crossing them. 
This method was tried on a large testing set and it gave good results, 
which are described at the end of this section. 
Another approach is to use some of the standard classification tech- 
niques. The following were tried. 
(a) Maximum likelihood decision rule under the assumption of 
independent measurements. A design set is used to estimate for each 
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logical variable l~ and class k the number n~k, which is how many times 
l~ equals 1. If Nk is the total number of samples from class K, the fre- 
quency nik/Nk can be used as an estimate of the probability p(i I k) 
that l~ = 1 given that the sample belongs to class k. The probability 
that a sample of class k has been observed, given the value of l~, can 
be easily found by using the Bayes' rule and then a maximum likelihood 
procedure can be applied for the identification of the unknown samples. 
This method has been used by many investigators (e.g., Liu, 1964). 
(b) Determination of separating hyperplaaes through simple in- 
cremental training techniques (Nilsson, 1965). 
In the following description of the experiments the term feature 
design set (FDS) is used to denote the set used for the adjustment of
the parameters in the decomposition process. The term decision design 
set (DDS) deilotes the set used to estimate the conditional probabilities 
or hypei]otanes. In all cases FDS was either a subset of DDS or coin- 
cided with it. 
AIR experiments but one were performed on samples of lower case type- 
written characters from nine different fonts which were stored on a tape 
provided by the IBM Research Center at Yorktown Heights. The im- 
plementation was done on a IBM 7094 Computer and about 0.3 sec. 
was required for the processing and classification of each sample. 
The following experiments were performed: 
A. EXPERIMENTS WITIt THE LETTERS l, f, AND t 
These letters were chosen as forming a triplet which was moderately 
difficult o separate. (The triplet a, c, and e is considered to be a diffi- 
cult one, while the triplet o, h, and q is a very easy one.) Two experi- 
ments were performed: 
A.1. 767 multifont samples were used. Typical members of the set 
are shown in Fig. 4. 148 of them were used as FDS. Only three logical 
variables were necessary for their separation by truth functions. A 
fourth one was added as an additional safeguard and the remaining 619 
samples were tested. Only two errors were made (i.e., 0.32% ) and these 
were proven to be very poor prints (Fig. 5). 
A°2. A set of 2100 additional samples from another font was con- 
sidered. These were poor quality prints (from a manual typewriter) 
and they were stored on a different ape. 68 samples were used as a 
design set to verify that the previous measurements and truth functions 
were adequate to separate them. No need for a change was required 
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FIG. 4. Samples of the letters 1, f, and t used in experiment A.1 
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FIG. 5. Prints of the errors made in experiment A.1. The left hand-side symbol 
was classified as a t while it was labeled as an f, and the right hand-side symbol 
was rejected while it was labeled an an 1. \ 
except a shift of the "window" through which the characters were 
viewed because of the different storage format. The remaining samples 
were presented next and no errors were made. 
B.  EXPERIMENTS WITH THE LETTERS a ,  C, d ,  e ,  f ,  h ,  i ,  k ,  l ,  t 
These ten letters include some pairs which are very difficult to sepa- 
rate (a and e, c and e, h and k, etc.) and they were considered to offer 
a fair test for the method• An FDS of 260 samples was used and 19 logi- 
cal: variables were found sufficient for separation with truth functions• 
The following tests were performed on them using a variety of classifi- 
cation techniques. 
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TABLE 1 
Experi- Description 
ment 
B.1 Truth  func- 
tions 
B.2.a Hyperplanes 
B.2.b Hyperplanes 
B.3.a Max. Likeli- 
hood 
B.3.b Max. Likeli- 
hood 
C Hyperplanes 
Size 
of 
FDS Size 
260 260 
260 261 
260 660 
I 
i260 261 
260 799 
i 
i 0 481  
DD$ Testing Set 
C.C. a Percent Size 
260 100.0O 2280 
261 100.00 2279 
658 99.70 1880 
253 96.93 2279 
767 95.99 1738 
472 98.13 1279 
C.C. a 
2230 
2221 
1847 
2174 
1671 
1252 
Percent 
97.81 
97.45 
98.24 
95.39 
96.15 
97.88 
Tota l  
Size C.C. a Percen: 
2540 2490 98.02 
2540 2482 97.71 
2540 2505 98.61 
2540 2427 95.51 
2537 2438 96.1( 
1769 17241 97.9~ 
Correctly Classified. 
B.1. Through Truth Functions. No errors were made on the FDS 
(which in this case coincided with the DDS). 50 errors were made on the 
testing set of 2280 samples (i.e., 97.81% successful recognition). Actually 
about 13 of them were very poor prints but it was decided to include 
them among the errors of the method since some of the other classifi- 
cation techniques classified them correctly. 
B.2. Through Hyperplanes. Using the FDS set as DDS the per- 
formance was worse than with truth functions. With a larger DDS, 
however, the performance was better and only 35 errors were made on 
the testing set of 1880 samples (i.e., 98.30% ). The results are sum- 
marized in Table 1. 
B.3. Through a Maximum Likelihood Decision Rule. The logical 
variables were assumed to be statistically independent. The frequencies 
in the DDS were used as estimates of the probabilities and two experi- 
ments with two different DDS were performed. The results are also 
summarized in Table 1. The best record on the testing set was 96.15% 
which is well below the rate obtained with other methods. 
C. EXPERIMENTS WITH THE LETTERS m,  o, p, q, r, u, y 
Following the previous tests, it was decided to try to use the same 
measurements for the recognition of additional characters. The above 
seven letters were chosen as representing cases where the already imple- 
mented decomposition was expected to be sufficient. They also include 
a moderately difficult triplet m, o, and u. (Letters which were not ex- 
pected to be separated by this decomposition are for example, m and n. 
536 PAYLIDIS 
The reason is that the current program can check for at most two 
vertical bars, while the additional bar in m is the one distinguishing it 
from n). In this case no FDS was used, but a DDS of 481 samples was 
used to determine separating hyperplanes. 9 errors were made in this 
set and 27 in a testing set of 1279 samples, i.e., a 97.89% successful 
recognition. The results are also summarized in Table 1. 
In general the determination of separating hyperplanes required 
10 to 15 iterations through the design set. If no perfect separation was 
possible, the number of errors also remained constant after as many 
iterations. In such cases a total number of 30 iterations was allowed. 
IV. DISCUSSION OF THE RESULTS 
• The percentages of successful recognition of alphabetic haracters 
achieved are comparable to the ones of other investigators and in par- 
ticular to the ones obtained by Liu (1964) on a similar sample. It is 
not unreasonable to expect better esults than with the present method 
if additional integral projections are taken, especially along the diagonals 
(45 ° and 135°). 
However, the most important feature of the present method is its 
generality. One can obtain successful recognition of new classes whose 
members were not seen at all during the "measurementdesign" process. 
This has been illustrated by the Experiment C and in lesser degree by 
the Experiment A.2. 
In this way one may try to design a "universal" machine which will 
implement the decomposition through integral proiections and the repre- 
sentation of a figure through logical variables in the manner described 
in the two previous ections. The classification of any new type of a 
figure would be achieved only by choosing additional separating hyper- 
planes or estimating new conditional probabilities. This process is rather 
easy, and, as the previous experiments have indicated, fast. 
One aspect of the method which is also desirable and relevant to the 
remarks made above, is the small relative size of the design sets used. 
It varied from } of the testing set (or ~ of the total) in experiments 
B1, B2a and B3a to about ½ of the testing set (or ~ of the total) i~l ex- 
periments B2b, B3b and C. On the other hand, most earlier investi- 
gators have been using comparatively large design sets. For example, 
Liu (1964) used design and testing sets of approximately equal sizes. 
Simek and Tunis (1967) used design sets twice the size of the testing 
sets (230 vs. 100). 
COMPUTER RECOGNITION OF FIGURES 537 
In short, the method escribed irt this paper can be considered more 
as pattern recognition through "a priori" design and less through learn- 
ing. 
Actually, it can be considered as a special case of a more general 
method which will be the subject of a future publication, 
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