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INTRODUCTION 
In this note we discuss four classical variational problems: two variational 
characterizations of eigenvalues and two Kolmogorov n-width problems. For 
each we discuss the set of extremal subspaces, i.e., subspaces for which the 
variational problem achieves its extreme value. We discuss the interrelation of 
the problems and emphasize their geometric and approximation theoretic 
aspects. We point out certain confusions that have existed in the past. 
1. VARIATIONAL CHARACTERIZATION OF EIGENVALUES 
Let X be a Hilbert space, either finite or infinite dimensional, with norm 
I/ 11 and inner product (., .). Let Q: X 4 X be a compact, symmetric, positive 
definite linear operator. Let J., 2 ... > A,, > ..- be the eigenvalues of Q and 
u1 ,. . ., u, ,. . . the corresponding eigenvectors. Define the Rayleigh quotient 
in the usual manner 
R(x) = (Qx, .4/(x, x). 
The following variational characterizations of the eigenvalues are well- 
k now11: 
(-9 Tin ,y%x R(x) = Xn+l , n --VI 
msax 2:5;” R(x) = A, , 
n n 
where S, ranges over all n-dimensional subspaccs of X, and where x 1 S, 
means (.1c, y) = 0 for all y G S, . 
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If we let S,* = span{u, ,..., u,}, then it is easily verified that 
,mp R(x) = b+l , and i n 
nip R(x) = A, . 
n 
Therefore S,* is said to be extremal for both variational characterizations (A) 
and (B). We refer to S,* as the classical choice among all extremal subspaces. 
In general, the extremal subspaces of (A) and (B) are different (Remark 4). 
The determination of extremal subspaces, other than the classical choice, 
has had only limited study. Indeed, most discussions of (A) and (B) avoid 
this question altogether. Furthermore, in Section 2, we relate this to the 
study of extremal subspaces of certain Kolmogorov n-width problems, for 
which the uniqueness of the extremal subspace has been mistakenly assumed 
([I] and Remark 6). 
Theorem 1 states an approximation theoretic criterion that is sufficient 
for a subspace to be extremal for the variational characterization (A). As a 
consequence, a large class of perturbations of the classical choice S,* are seen 
to preserve extremality (Remark 1). At the same time, this theorem states a 
necessary condition, whereby the classical choice S,* is seen to play a unique 
role among all extremal subspaces (Remark 2). 
Theorem 2 states analogous results for the variational characterization (B). 
The connection to the n-width problems in Section 2 leads to further 
discussion of the extremal subspaces. 
The set of all extremal subspaces of the variational characterization (A) 
was first given by Weinstein in [4] and [5]. Stenger [3] gave those of (B). 
Our criteria are of an entirely different nature. We wish to stress the con- 
nection to the n-width problems as well as the geometric and approximation 
theoretic aspects. 
The extremal subspaces of the n-width problems have not heretofore been 
characterized. 
For each positive integer n < dimension X, we define q = q(n) and 
m = m(n) by 
Aa > A,,, = ... = A, ) if such a q exists, 
otherwise q = 0, 
h - . . . = n+1 - jj 
(1) 
n+m > L*m+1 > if such an m exists, 
otherwise m = dim X - n. 
THEOREM 1. If the n-dimensional subspaces S, is extremal for the varia- 
tional characterization (A) ( i.e., if max{R(x): x 1 S,} = h,+i), then 
sn I %L+1 ,..., %a+, 9 if hi > An+1 9 
s, I 111, for some m-dimensional subspace M of (2) 
span{u,+, ,..,, un+hlj if 4 = bl,, > 
where q and m are given by (I). 
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then S, is extremal for the variational characterization (A). 
Remarks. 1. The sufficient condition (3) states that if S, approximates 
the classical choice S,* closely enough, then it is also extremal. Accordingly, 
all small perturbations of S, * that do not involve the directions u,+~ ,..., untm 
preserve extremality. 
2. By virtue of the necessary condition (2) the classical choice S,* 
plays a unique role among all extremal subspaces. For S,* is known to 
satisfy (2). On the other hand, to test an arbitrary subspace S, for condition 
(2), we either need to known that h, = h,,, or we need to have the vector 
u,+r in hand. Thus if S, is different from Sn*, we need to know either h,,, 
or unfl explicitly before we can test for extremality. 
3. If An = Xa+i ) then there are extremal subspaces, other than Sn*, 
that are spanned by eigenvectors. Namely, subspaces of the form 
s,** zzz span{u, ,..., u, , uj, ,..., uj,-,: q + 1 < j, < *.* <in-* < n + m}. 
In a straightforward manner, the statement of condition (3) and its proof can 
be adjusted in order to describe extremality preserving perturbations of 
A!?** 11 . 
THEOREM 2. If the n-dimensional subspace S, is extremal for the variational 
characterization (B) (i.e., if min{R(x): x E S,} = A,), then 
ull+1 >-.., GE%, if An > 4%+1 F 
some (n - q)-dimensional subspace N of span(u,+, ,..., u,+,) 
belongs to S, , ;f b2 = Lfl > 
where q and m are given by (1). 




k = I,..., n, 
l k2 < min{l/8r, (X, - h,)/8rh,}, 
Ek = 0, 
k = l,..., r, (5) 
k = r + l,..., n, 
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for some Y, 1 < r < q, then S,, is extremal for the variational characterization 
w - 
Remarks. 4. It follows readily from Theorems 1 and 2 that, in general, 
there exist subspaces that are extremal for the variational characterization (A) 
but not for (B) and conversely. 
5. The obvious analogs to Remarks 1, 2, and 3 hold for Theorem 2. 
2. KOLMOGOROV B-WIDTH PROBLEMS 
Since Q: X--+X is symmetric and positive definite, we can define a new 
norm II /IQ T and corresponding inner product (., .)o , on X by 
1; x 11; = (x, x)g = (Qx, x). 
In this norm, the unit ball of the original norm {x: 11 x I/ < l} can be expressed 
as the ellipsoid 
i i 
’ K = x: 1 A,+, *. tp 2 d i )a G 1 * 
I 
We consider the problem of evaluating the (Kolmogorov) n-width of K, i.e., 
where, as before, S, ranges over all n-dimensional subspaces of X. The first 
minimum is clearly achieved; the maximum is achieved because K is compact 
in the Ij /lo norm; and the minimum over all S, is shown below to be achieved. 
The number sun(K) is called (Kolmogorov) n-width of K. It measures the 
degree to which K can be approximated by the elements of a single n-dimen- 
sional subspace. A subspace S, is said to be extremal for the n-width problem 
(C) if 
max(min{/l x - y /I: y E S,} x E K} = w,(K). 
THEOREM 3. For each positive integer n, n < dimension X, 
%W) = (hL+lYZ* 
If the n-dimensional subspace S, is extremal for the variational characteriza- 
tion (A), then it is also extremal for the n-width problem (C) but not conversely in 
general. 
The n-dimensional subspace S, is extremal for the n-width problem (C) if and 
only if (2) and (6) are satisfied, where (6) is given by 
II x Ilo < &+P miniI1 x - Y II: Y E &I, (6) 
VARIATIONAL CHARACTERIZATIONS 103 
for all x E X such that Qx 1 S, and x J- u,,+~ ,..., u,+, , if A, > &; andfor 
all x such that Qx I S, and x 1. M, where M is given by (2), if A, = A,,, . 
Remarks. 6. Since K is an ellipsoid, it follows readily from the geometry, 
or from (6), that S,* = span{u, ,..., u,> is also extremal for the n-width 
problem (C). In this context, we again refer to S,* as the classical choice. In 
most cases, as can be seen from (6) or even more easily from (3), nonclassical 
choices exist (for example, if h, > h,,, and n + 2 < dimension X). This is a 
matter that seems not to be well understood. In the original paper of Kolmo- 
gorov [2], wherein the notion of n-width is introduced, ellipsoids are con- 
sidered and uniqueness is erroneously claimed. (See [l] for a specific example.) 
The same oversight appears in other discussions of n-widths, or the question 
of nonclassical choices is avoided altogether. 
7. The combination of Theorems 1 and 3 leads to further criteria for 
extremality. For example, condition (3) is sufficient for a subspace to be 
extremal for the n-width problem (C). 
8. The nonuniqueness of the classical choice in n-width problems seems 
to be more useful than the nonuniqueness in the variational characterization 
of eigenvalues. In the numerical treatment of differential equations, it is 
often the case that computing the approximate solution in an extremal sub- 
space minimizes the error between the approximate and actual solutions. 
In such cases, the nonuniqueness can be used to select an extremal subspace 
in a numerically advantageous manner. 
In order to relate a width problem to the variational characterization (B), we 
let 
i L = ‘x: C&2(X, z@ < 1 
t i / 
= {x: 11 x I/o < I}, 
and we consider the problem of evaluating 
w 
where S, ranges over all n-dimensional subspaces of X. Since we are approxi- 
mating with y 1 S, , this can be considered as finding the width of L with 
subspaces of codimension n. As in (C), the maxima and minima are readily 
shown to be achieved. The subspace S, is said to be extremal for D if 
THEOREM 4. For each positive integer n < dimension X, 
W codimn(L) = (hn)1’2. 
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If the n-dimensional subspace S, is extremal for the width problem (D), then 
it is also extremal for the variational characterization (B) but not conversely in 
general. 
The n-dimensional subspace S, is extremal for the width problem (D) if and 
only if (4) and (7) are satis$ed, where (7) is given by 
II x II < (VW2 n-W x - Y II: Y I &I, (7) 
for all x E X such that x E S, and x J- uqel ,..., u, , if A, > An+1; and for all x 
such that x E S, and x J- N, where N is given by (4), if A, = A,,, . 
3. PROOFS 
Proof of Theorem 1. Suppose A, > A,,, . Let S, be an n-dimensional 
subspace. For each j, 1 <j < m, we can choose x = Cy=, oliui + ~l%+~u,+~ 
so that x # 0 and x J- S, . Then 
(QX, X)/(X, X) = (i ai2& + a:+jhn+l)/(f ai2 + 4+j) > Ll 
i=l i=l 
unless a1 = ... = Al, = 0. Thus if S, is extremal, S, 1 u,+~ , j = l,..., m. 
This proves (2) for the case A, > An+l . The proof for the case A, = A,,, 
is analogous and hence omitted. 
Now suppose that S, satisfies (3). In order to prove that S, is extremal, it 
is enough to prove that R(x) < h,+1 for all x such that x 1. S, and 
x -L %fl ,..-, %+nl * For each x can be expressed as x = v + w, where 
v E I/ = span(u,+, ,. .., u,+,} and w E Vl. Since S, J- V, it follows that if 
x I s, , then w 1 S, . Moreover, 
R(x) = (4%+1(v, ) + K?w, W))/((V> v) + (W> 4). 
Hence R(x) < A,,, if and only if R(w) < h,+1 . 
Let yk E S, satisfy 11 uk - yk /I < ek , k = l,..., n. Consider 
n 
x = c OLkuk + c LYJ& 
k=l k>nfm+l 
such that Ij x // = 1 and x 1 S, . Then 
1 Ollt 1 = icx, uk - yk)i < 11 x 11 11 uk --Yk 11 d Ek 3 k = l,..., n, 
and 
R(x) = f /\kak2 + c 
k=l k>n+m+l 
;lkak2 < ~lhk~k2 + x,+m+, * 
From this and (3) it follows that R(x) < AntI , which proves that S, is 
extremal. This finishes the proof of Theorem 1. 
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Proof of Theorem 2. Suppose A,, > Xa+l and S, is extremal. Choose 
arbitrary x E S, , x#O, X=CioliUi. If 01~=*..=01,=0, then we 
calculate that R(x) < A, , which contradicts extremality. Hence for each 
XESn, x # 0, we have (x, Us) # 0 for some i, 1 < i < n. Therefore we can 
choose a basis y1 ,..., yn of S, so that (yle , z+) = Skj , K, j = I ,..., n. It follows 
that yk = uk for k = 4 + l,..., n. For otherwise R(yk) < A, . This proves (4) 
for the case A, > A,,, . If An = h,+l , the proof is analogous and hence 
omitted. 
Now assume that (5) holds. We wish to show that S, is extremal. By (C) 
this is equivalent to showing that R(x) > A, for all x E S, . 
Let yK be an element of S, that satisfies I/ uk - yk jl < Ed, k = l,..., n. 
It follows readily from (5) that the yk form a basis of S, . We express yk by 
Yk = c fiki% 9 h = l,..., Y. 
Thus / pkk 1 2 1 - ek and 2+&l, /3ti d Ek2. Since u,+l,..., u, E S, , we may 
assume without loss of generality that /lki = 0, k = l,..., Y, i = r + l,..., n. 
Therefore, if we choose an arbitrary element x E S, , 
x = k YkYk + f YkUk , 
k=l k=r+l 
then it is easy to see that R(x) >, A, if and only if this is true with 
Yr+1 = .'. = yn = 0. Hence we consider an arbitrary x E S, of the form 
x = EL=1 ykyk . Then R(x) > A, is implied by 
i ('3 - 'n)(i yk8ki)' 3 hz 1 (i ykpki)'- 
i=l k=l ipfl k-1 
(8) 
We may assume that Cl=1 1 yk 1 = 1. Let wk = &2n+l p&&i, K = l,..., r. 
Then \I wk 11 < Ek and 
we let c = max{ck: h = l,..., r}, and we let Fi = ~~=l ykflki , for each i, 
1 < i < Y. From I pii j 3 1 - ei and j flki / < ci, i # K, we find 
IFi 1 3 I yi I(1 - c) - 1 C Ykpki 1 2 I YS I(1 - <)-(I - I Yi I) E. 
k#i 
Since, by (5), E < 1/8r, it follows that if I yi I > 1/2r, then I Fi / > 3/8r. 
Hence, by (5), 
(hi - A,) Fzjh, 3 c”(l/~), if I Yi I 3 P. (10) 
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Analogously, if [ yi 1 = l/r + 6, , ai >, 0, then j Fi 1 3 7/G + 6,; whence, 
by virtue of (5), we readily calculate 
(Ai - A,) Fi2/An > e2(l/r + 26,), if Iyij=l/r+si, si30. (11) 
Now let 
and 
IO = {i: 1 < i < Y, I yi 1 < 1/2r}, 
II = {i: 1 < i < Y, 1/2r < / yi 1 < l/Y} 
I, = {i: 1 < i < r, l/r < 1 yi I>. 
For i E I2 , we let / yi / = l/r + ai . We denote by [ Ij / the cardinality of Ij , 
j, = 0, 1, 2. Since Cl=r / yt 1 = 1, it follows that 
c 6, 3 I IO IP. (12) 
id? 
Similarly, by (11) and (12), 
c (Xi - h,) FJh, >, e2 1 I, lb + cc2 1I, l/r. 
id, 
Since 1 Ia j + j II j + 1 I2 j = Y, adding the last two inequalities and using (9) 
we find 
which implies (8). Since x was arbitrarily chosen in S, , this proves the 
extremality of S, . This finishes the proof of Theorem 2. 
Proof of Theorem 3. Let S, be an arbitrary n-dimensional subspace. 
Choose an arbitrary x so that QX 1 S, . By the positive definiteness of Q, 
x 6 S, . Hence we can choose y* E S, so that x + y* 1 S, and x + y* # 0. 
Then 
(Q(x + y*), x + Y*>/(x + Y*> x + Y*) 
= ((Qx, x) + (Qy*, y*))/(x + y*> .ti. + Y*) 2 (Qx, x)/(x + Y*, x t Y*) 
3 (Qx, x)/(x + Y> x + Y) for ally E S, . 
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Thus 
(Qx, 4 > (Qx, 4 
2%: (x, ’ 12xiS$%S, (x + y, x + Y> * (13) 
In order to interpret the right-hand side, we recall that K = {z: 11 x 11 < 1) and 
that K is compact in the /I Ijo norm, and we then readily verify 
We can choose x = CFJt oliui so that j/ x // = 1 and Qx J- S, . Then 
minlll x - y 1120: y E $1 = II x Iii 3 &+I . 
Since S, is arbitrary, it follows that wn(K) 3 (hn+J1iz. On the other hand, by 
the variational characterization (A) and by (13) and (14), w,(K) < (Xn+#j2. 
Hence q(K) = (h,+i)i12, and if S, is extremal for the variational character- 
ization (A), then it is also extremal for the n-width problem (C). 
If S, is extremal for the n-width problem (C), then we can show that (2) 
must be satisfied. The proof is completely analogous to the proof, in Theo- 
rem 1, of the fact that (2) must be satisfied by a subspace that is extremal for 
the variational characterization (A). Hence the proof is omitted. 
Using (14) we observe that a subspace S, is extremal for the n-width 
problem (C) if and only if 
(15) 
where P: X - S, is the proximity mapping in the 11 1 norm, i.e., Px E S, and 
11 x - Px /I < /j x - y II for all y E S, . It follows from (15) that if S, is 
extremal, then (6) holds, and, as we observed previously, (2) must also hold. 
Conversely, if (2) and (6) hold, we propose to show that (15) also holds, and 
hence S, is extremal. Consider first the case h, > h,+i . We express each x 
as x = v + w, with v E V = span{u,+, ,..., un+,,J and w E VA. Then 
11 ZJ + w 11: = h,+i II v II2 + I/ w [Ii . Moreover, by (2), V 1 S, . Therefore 
Px = Pv + Pw = 0 + Pw 1 q and so /j x - Px /I2 = I[ v /I2 + 11 w - Pw j12. 
Altogether it is easy to see that (15) holds if and only if 
II w 11% G &+I II w - pw /12, 
which is true by virtue of (6). This proves that (2) and (6) imply (15) in the 
case X, > &+i . The argument for the case ;\, = h,+i is analogous and hence 
omitted. This finishes the proof of the fact that S, is extremal for the n-width 
problem (C) if and only if (2) and (6) hold. 
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Next we show that if h, > h,,, > h,,, and 
S, = span&, + EU,+~, u2 ,..., wJ, 
then we can choose E so that S, is extremal for the n-width problem (C) 
but not for the variational characterization (A). Consider arbitrary 
x = xi aiui such that Qx J- S, and x 1 u,+~, i.e., AlaI + &&a,+a = 0, 
012 = ‘.. = a!,+1 = 0. Now choose y = Y(X) E S, so that x - y 1 S, . We 
easily calculate that 
(x -Y) = .(-,Ul + %+2> + c wi, 
ip+3 
7 == "n+2(4 + ~2bL+2)/~l(l + c"). 
Since S, satisfies (2), it follows from (6) that S, will be,extremal for the 
n-width problem (C) provided that (Qx, x)/(x - y, x - y) < h,+r for all 
such x, i.e., 
M~%+2hL+2'~l)2 + bL+24+2 + z:i>n+3 hPi2 < h 
A2 + -9 + &an+3 ai 
n+1. 
This is clearly equivalent to 
c2 < w,,, - 48+2)/bz+,& - hL+,)- (16) 
We now consider how large E may be in order that S, is extremal for the 
variational characterization (A). Consider x = xi oliui such that x 1 S, , 
I.e., 011 + l %+g = 0, % = ... = a, = 0. We readily calculate that 
(Qx, x)/(x, 4 < An+1 if and only if this is true for the case 
a n~+l = ci,+3 = . ‘. = 0. 
Thus for extremality we must have 
($4 + A n+24+2/(4 + Gl+*) = (Q2 + 4a+2Yk2 + 1) G L+1 * 
Equivalently, 
2 < G42,l - hL+,m, - h,l). (17) 
By (16) and (17), since A1 > Xn+r , we see that E can be chosen so that S, is 
extremal for the n-width problem (C) but not for the variational character- 
ization (A). This finishes the proof of Theorem 3. 
Proof of Theorem 4. Let S, be an arbitrary n-dimensional subspace of X. 
Then 
max -(.I?& < max (x, 4 
%+a (Qx, x) ~~.LYG, (Q(x + y), x + y) 
-= ,py, ,Fg II x -Y 112* /I . n 
(18) 
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The details of the justification of (18) are essentially the same as the details 
of (13) and (14) in the proof of Theorem 3. Since S, is arbitrary, it follows 
from the variational characterization (B) and from (18) that 
W codin&) 2 (l/hn)1’2- 
Moreover, if we choose S, = S,* = span{u, ,..., u,}, then we readily 
calculate that wCOdim&) < (1 /h,)i12. Hence WCOdim&) = (1 /X,)li2, and if 
S, is extremal for the width problem (D), then it is also extremal for the 
variational characterization (B). 
If S, is extremal for the width problem (D), then we can show that S, 
must satisfy (4). The proof is completely analogous to the proof, in Theorem 2, 
of the fact that a subspace that is extremal for the variational characterization 
(B) must satisfy (4). Hence the argument is omitted. 
Using (18) we observe that a subspace S, is extremal for the width problem 
(D) if and only if 
(19) 
where R: X - SnL is the proximity mapping in the /I /lo norm, i.e., Rx E S,' 
and // x - Rx j/o < I/ x - y jjo for all y E S,‘-. The argument that (4) and (7) 
are satisfied if and only if (4) and (19) are satisfied is completely analogous to 
the argument, in Theorem 3, of the fact that (2) and (6) are satisfied if and 
only if (2) and (15) are satisfied. Hence we omit the argument. Thus we have 
shown that S, is extremal for the width problem (D) if and only if (4) and (7) 
are satisfied. 
Next we show that if X, > h,+1 > hn+2 and 
S, = spanh + EU,+~, u ,..., 4, 
then we can choose E so that S, is extremal for the variational characterization 
(B) but not for the width problem (D). Proceeding in a manner that is analo- 
gous to the last part of the proof of Theorem 3, we find that S, is extremal 
for the variational characterization (B) if and only if 
Similarly, using (7) we find that S, is extremal for the width problem (D) 
if and only if 
A comparison of the two inequalities yields the desired results. This finishes 
the proof of Theorem 4. 
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