ABSTRACT A water quality model (WQM) is a tool used for the prediction of water quality in a water distribution network. Previous studies have proposed a variety of methods for computing WQMs. All of these are flow-based and thus require the use of a hydraulic model. The current paper proposes a new methodology for a WQM based on a statistical approach. The study suggests a methodology that predicts the change in both detention time and water quality between two locations in a branched network, without the use of a hydraulic model. The methodology was implemented at a large water utility and tested using real-time data. The model output was then examined and verified by conducting a statistical test to compare the detention time with that predicted using an existing hydraulic model. It was found that the proposed model can be effectively used as a WQM.
INTRODUCTION
Online measurement of water quality is becoming more frequent in water distribution networks. In such systems, dedicated devices transmit data from the measurement of water quality parameters, such as pH, conductivity, free chlorine, turbidity, and so on, to a central server. The advantage of online measurements is the ability to detect abnormal events in a short time and before they become crises. The disadvantages are mainly the need for investment and the number of false alarms that occur with such systems.
The existence of such technology has generated a demand for online water quality models (henceforth WQM) that aim to predict water quality within a distribution network. Such models enable the prediction of changes in water quality Liou & Kroon ) has been described as a method that 'tracks the concentration and size of a series of non-overlapping segments of water that fill each link of the network. ' Rossman & Boulos () found this method to be the most effective, and it was later used in the EPANET (Rossman ) . It was revised by Munavalli & Kumar () and Kazantzis () and tested again by Georgescu & Georgescu () .
The event driven method (EDM) is similar to the TDM, except that the EDM is not updated according to a fixed time stamp but rather when a segment in a pipe completely disappears. The common denominator for all these methods is the need to collect data about the network's physical characteristics.
Recently, a more advanced method, by Cheng et al.
(), suggested a water age-estimation model based on multiple chlorine sensors in distribution systems. This was based on the notions that the difference in chlorine concentration (average vs. time t at node i) is proportional only to the demand, and that the demand has a linear effect on the water age. This allows the water age to be estimated from the chlorine concentration.
The objective of the current paper was to propose a different approach to a WQM for prediction of water detention and concentration of water quality parameters. The scope of the study was to apply a statistical WQM and to avoid the need for a hydraulic model. With the proposed approach, water quality is measured online using an automatic system that transmits data every several minutes to a central server, where each record of water quality is a vector that contains a time stamp and several quality measurements. This vector can be viewed as a point in a multi-dimensional space, and can be normalized, as will be explained later. The difference between two normalized records (vectors) in time is expressed as a norm. In a steady state, the size of these norms is relatively small, because no drastic changes in the water quality occur. During unexpected or sudden changes in water quality, the size of the norms increases substantially. This change (and also the change in norms) moves between locations in the network. The proposed method is based on measuring the time delay and norm differences of two different locations between which a change in the norms has been detected. The methodology assumes that a change in water quality (i.e., divergence in norm size) can be measured at two different locations with a time delay. Based on this time delay, a water detention time can be estimated.
The main advantage of this approach is the ability to constantly update the detention time without the input of a hydraulic model. In addition, it has the ability to measure the dissolved content over longer distances without using diffusion or balance equations.
The limitations of this method are that it applies only to a branch network (i.e., no cyclic networks) and that it assumes that the decay and by-product creation are linearly correlated with the strength of change in the norm at the upstream station (and therefore affected only by the flow at the upstream station).
In this paper, the section below describes the conceptual framework, followed by a section presenting the data source.
Then the study results are described, and a final section concludes the paper.
METHODOLOGY
The following method describes a basis for a WQM by which the change in detention time and concentration between two network locations are estimated. It is assumed that at each station an online monitoring device is recording water quality using several online sensors. Each set of measurements (depicted as a record) is assigned a time stamp. This recording process occurs in parallel at the two monitoring stations, referred to as the upstream and downstream stations. A change that occurs at the upstream station occurs with a delay at the downstream one. The proposed method correlates the same change at two different locations (upstream and downstream) using an optimization process. It should be noted that it is also assumed that the sampling interval between each tagged record is similar for both stations (e.g., sampling every minute).
Let us define a normalized dataset for both locations as the collection of records from each location, where each measurement in each dataset for each sensor is normalized as follows:
where the left-hand side of Equation (1) is the normalized measurement of a sensor for a given time stamp. The upper part of the right-hand side is the difference between the actual measurements of the sensors and its minimal value over the whole dataset. The lower part is the difference between the maximum and minimum values of the sensor over the whole dataset.
Given this normalized dataset, a norm is defined as the Euclidean distance between each two consecutive records.
This distance is calculated in a multi-dimensional space of all measurements, as in Equation (2):
where X is the two-normalized vector of measurements at time t and time tÀs Based on the idea that a change in water quality moves with time from one location to the next downstream location (denoted by the index '1' for 'source,' referring to the upstream station, and '2' for 'target,' referring to the downstream station), both locations should have a chart like the one presented in Figure 1 , with some delay between them. The challenge is to link the peaks between the two vectors: for each peak at the source station, it is necessary to identify the corresponding peak at the destination station.
This search process between peaks is illustrated in Figure 2 . The figure illustrates a NOT chart of the source and target stations. Table 1 gives the notation of the relevant parameters used for such a matching process.
According to the parameter values in Table 1 , peaks in both source D 1 (t) and target D 2 (t) can be identified and numbered. These peaks are labeled with '1' in both source and target. The fact that the peaks in both figures are labeled with the same number denotes that the peak in the destination is identified as the peak corresponding with that which just traveled from the source. The identification process is based on the following: minimum values both for the source (denoted by μ 1 ) and a similar value denote by μ 2 . When the calculated norm is larger than these signals (at each station) an event is indicated. A minimum length in time, τ 1 and τ 2 , above the threshold should be set for the locations for the signal to be considered as a peak. Finally, a valid range for the delay time between the peak values of the two charts should also be set. This value range is denoted by γ min and γ max . These mean that the location of the peak at the target site in terms of time should be in the range:
An event that complies with μ and τ is assigned an index.
The index is location based. Hence, the result is one list for However, in the case of multiple peaks at both source and destination, and varying detention times, it may be difficult to match peaks from the source with peaks from the destination. Based on this numbering, one may ask the following: given a drop of water at peak 1 at the source, which peak will best fit at the target?
Note also that the peak height decreases as it moves from source to target, due to dispersion. Thus, the existence of a linear relation between the peak height and detention time at the source and the height of its correlated peak at the target can be assumed. The physical assumption behind this correlation is that the regular occurrence is similar from one activity to the other (i.e., if a new water source is entering the network, it has the same characteristics as previous 'new water sources'). Also assumed is that the location of the activity is not changing (e.g., a valve location) and the flow is from approximately the same main pipes, which leads to the conclusion that the change in difference between two occurrences is caused by change in flow.
These two linear relations (detention and peak height) between peaks at the upstream and downstream stations are formulated using α 1 , β 1 , α 2 , β 2 , which are the intercepts and slopes of these two linear relations (see Figure 3 ).
For any set of values selected for the parameters in Table 1 (τ 1 , τ 2 , μ 1 , μ 2 , γ 1 , γ 2 ), a dataset with three vectors, peak at the source (D(t)1), peak at the target (D(t)2), and its corresponding detention time yields a triplet set denoted
, where X is the measurement (peak height)
at the source at a given time stamp, Y is the measurement (peak height) at the target in the case of norm prediction, γ i is the detention time, and i is the index of the event.
The members of the triplet G consist of a peak height at the source corresponding to a peak height at the target and their corresponding detention time.
Hence, the calculation to find the optimal match between peaks is carried out twice: once for the detention time {γ(X )} and once for the peak height prediction {Y(X)}. The two problems can be formulated as an optimization process. The target of the two-stage optimization process is to select values for the parameters in Table 1 in order to maximize the fitness of the linear relation between the two pairs in G. In our case, fitness is defined as the sum of the two values of Pearson's R 2 of the linear relation expressed by α 1 , β 1 , α 2 , β 2 , respectively.
The first pair (with index 1) refers to the detention time and the second pair (with index 2) refers to the peak height.
THE OPTIMIZATION PROCESS
As was explained earlier, finding the optimal values for the parameters in Table 1 is an optimization process. This process involves using a genetic algorithm with a termination condition as described in Step 8 of Figure 4 . This figure shows the basic flow of the algorithm used for the optimization process, step-by-step.
Algorithm description
The following algorithm refers to Figure 4.
Step 1: Select the minimum and maximum limits of γ (γ min , γ max )Z. These values represent the possible range of detention times. This sets the range for Equation (3).
Please note that this is a one-time step done only during the initial stage of the optimization process.
Step 2: As can be seen from Figure 4 , this is the first step of an iterative loop. In this step, the algorithm selects several random combinations of γ 1 , γ 2 , τ 1 , τ 2 , μ 1 , μ 2 . The values of γ 1 , γ 2 must be within the limits set in Step 1.
Step 3: For each random combination generated in Step 2, the algorithm identifies a set of pairs of matching peaks from the source and target stations. The matching process is done according to what is described by Figure 2 . columns of matrix G are the two norms (source and destination) and the detention time between the norms, all of them for sample i.
Steps 4: Two linear regression models are used to estimate the relation between the pairs generated in Step 3. These linear relations are expressed by the estimated values of α 1 , β 1 , α 2 , β 2 , respectively. These parameters create the relation between the peak value at the source, the peak value at the target for α 2 and β 2 , and the detention time α 1 and β 1 . The following is an explicit description of these linear regressions.
Equations (4) and (5): Linear relation between two stations:
Step 5 Step 6: This is a check for improvement. If the best value (F) calculated in Steps 3, 4, and 5 has not improved over several iterations, the regression parameters are considered the best estimation; that is: Follow Step 8: End. If the target function Step 8: This is the end of the optimization process.
DATA, RESULTS, AND DISCUSSION
The above methodology was tested using data from a test environment in a municipality with 780,000 residences and a water network distributed over 570 km 2 . Data from two monitoring stations located at a distance of approximately 8 hours of flow from one another were recorded automatically for several months.
The first monitoring station was closer to a chlorination point.
The dataset from the two stations (source and destination) was provided by sensors, as shown in It should be noted that the flow regime between the two stations includes two main states: a daytime state and a night-time state. The daytime state is referred to in Table 3 as 'regular occurrence' and has higher temperatures (due to the higher air temperature), higher chlorine (due to the higher level of chlorination at high temperature), and higher pH.
The 'baseline state' refers to the night-time state, which has lower values. Switching between day and night-time regimes (and vice versa) generates changes in 
Selection of parameter values for the optimization process
As described in the Methodology section, solving for the optimal solution requires that limits be set for certain parameters. Table 4 shows the parameter values selected for the current simulation.
The parameter values shown in Table 4 were used in the optimization process, as described in the Methodology section. During this process, the data collected over three months were used as the learning set, and the data from three other months were used as the testing and validation set. As regards the learning process, additional constraints were used to assure convergence to a valid solution. These constraints are shown in Table 5 .
The optimization process for the above sample yielded the following linear relations.
Equation ( Equation (7): Peak value À Estimation of Equation (5) by the optimization process The results of Equations (6) and (7) are presented in Figure 6 . The horizontal axis in both parts of the figure shows the maximum value of the change in the norm at the source station. In terms of Figure 2 , this is the value of the highest point at each peak of the source.
The vertical axis is the change in detention time ( Figure 6 (upper)) and the norm at the target station ( Figure 6 (lower)).
As can be seen in Table 6 , the relation is based on 98 events (changes between day and night that created significant peaks). The two correlation coefficients (R 2 ) are sufficiently high for the purpose of building a prediction model based on the linear fit. This supports the ability to create a prediction model based on the linear fit.
These values are like the values generated using the corresponding hydraulic model. The current process reported an average detention time of 4.2 h, while in the hydraulic model, the average detention time was 4.7 h. As can be seen, these results are significant and sufficient for a predictive model for the norm change; however, it seems that One possible explanation is that the large changes in norms were caused by activities other than those of regular occurrence only, suggesting a nonlinear pattern.
Prediction implementation and testing
For model validation, the above results were implemented using the remaining 33% of the data for prediction testing (generating a prediction about the detention time and norm and then validating it with actual data). The relation between the predicted detention time/norm and the norm change at the upstream station is presented in Figure 7 .
In Figure 7 , the test set is presented in relation to the One of the main drawbacks of the model is that sometimes two norm peaks correspond to one change in water quality. This phenomenon is caused by a dispersion effect.
In order to overcome this in a different manner, an additional constraint of a minimum time between subsequent events was added. This constraint may affect the final output by missing valid events or matching events incorrectly. Improvements in the estimation of optimal parameters for the algorithm may solve this problem.
Another drawback of the model is the need for manual selection of normalization values (i.e., the valid minimum
and maximum values for each measurement). This selection has a critical effect on the result of the normalized value.
Some of the norm changes are caused by other activities besides the regular occurrences, and may result in the nonlinear pattern presented at implementation.
The current study is only the first step in a new direction.
For future study, we suggest the following.
(1) For the grouping procedure, it would probably be better to use a 
