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Abstract
A new bidiagonal reduction method is proposed for X ∈ Rm×n. For m  n, it decomposes
X into the product X = UBV T where U ∈ Rm×n has orthonormal columns, V ∈ Rn×n is
orthogonal, and B ∈ Rn×n is upper bidiagonal. The matrix V is computed as a product of
Householder transformations. The matrices U and B are constructed using a recurrence. If U
is desired from the computation, the new procedure requires fewer operations than the Golub–
Kahan procedure [SIAM J. Num. Anal. Ser. B 2 (1965) 205] and similar procedures.
In floating point arithmetic, the columns of U may be far from orthonormal, but that depar-
ture from orthonormality is structured. The application of any backward stable singular value
decomposition procedure to B recovers the left singular vectors associated with the leading
(largest) singular values of X to near orthogonality.
The singular values of B are those of X perturbed by no more than f (m, n)εM‖X‖F where
f (m, n) is a modestly growing function and εM is the machine unit. Under certain assump-
tions, relative error bounds on the singular values are possible.
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1. Introduction
We consider the problem of reducing a matrix X ∈ Rm×n to upper bidiagonal
form. Without loss of generality, we consider m  n. We would like to produce U ∈
Rm×n, V ∈ Rn×n such that
X = UBV T, (1.1)
where U is left orthogonal (that is, it has orthonormal columns), V is orthogonal, and
B has the form
B =


γ1 φ2 0 · · · ·
0 γ2 φ3 · · · ·
· · γ3 · · · ·
· · · · · · ·
0 · · · · γn−1 φn
0 · · · 0 · γn


. (1.2)
This reduction is used as a preliminary stage in computing the singular value decom-
position (SVD). It can also be used in regularization algorithms to solve ill-posed
least squares problems [11], and in constructing the ULV decomposition [3]. The
columns of U and V will be referred to as the left and right Lanczos vectors.
The most well known algorithms are given by Golub and Kahan [14], Golub and
Reinsch [16], Lawson and Hanson [21–p. 119] (analyzed by Chan [9]), and a blend of
those in [14,21] given by Trefeten and Bau [26–pp. 237–239]. These construct U and
V from products of Householder transformations. A “high accuracy” approach by
Barlow [2] constructs V as a product of Givens rotations and uses relations between U
and V to produce a better representation of the singular values of X in the bidiagonal
matrix B. Like the approach in [2], the new algorithm given here can obtain relative
error bounds, but under more restrictive conditions (see Section 4).
Ralha [23] suggests an approach that finds V such that
V TXTXV = T , (1.3)
where T is tridiagonal. It then lets
F = XV (1.4)
and produces U and B from the Q–R decomposition
F = UB. (1.5)
By exploiting upper bidiagonal form, the second stage in (1.5) is just that of ortho-
gonalizing nearest neighbor vectors against one another. This second stage requires
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only O(mn) flops giving the entire algorithm a lower operation count than the algo-
rithms in [14,16,2].
Unfortunately, the approach (1.3)–(1.5) is not stable. If we let σk(X) be the kth
leading (largest) singular value of X, then the singular values of B computed by this
procedure do not always satisfy(
n∑
k=1
(σk(B)− σk(X))2
)1/2
 f (m, n)εM‖X‖F +O(ε2M) (1.6)
for some modestly growing function f (m, n).
This work proposes an algorithm with a similar operation count to that of [23], but
which has an error bound of the form (1.6). The matrix U does not necessarily come
out left orthogonal. Fortunately, that loss of orthogonality is structured. Moreover,
in circumstances where only the left singular vectors associated with the leading
(largest) singular values (hereafter called leading left singular vectors) are needed,
any backward stable bidiagonal SVD procedure obtains a nearly orthonormal set of
these vectors. We also give circumstances where the new algorithm obtains relative
error bounds on the singular values (see Section 4).
In the next section, we outline the various bidiagonal reduction procedures. In
Section 2.3, we show that our new algorithm requires the fewest flops of any of the
stable procedures discussed if the matrix U is required. In Section 3, we give an error
analysis that proves that the new algorithm (Algorithm 2.2 in Section 2.2) obtains the
exact singular values of a matrix X + X such that
‖X‖F  εMg(m, n)‖X‖F +O(ε2M)
for a modestly growing function g(·) (Theorem 3.15). From that, we may conclude
that the singular values of the resulting bidiagonal matrix B satisfy an inequality
of the form (1.6) (Corollary 3.16). It is then shown that the leading left singular
vectors of X can be computed with near orthogonality (Theorem 3.19 and Corol-
lary 3.20). To establish the conditional relative error bounds for the new algorithm,
we need the perturbation theory in Section 4. In Section 5, we discuss a necessary
alteration to the new algorithm when some diagonals of B are zero. Numerical tests
in Section 6 demonstrate the accuracy of this algorithm. A conclusion is given in
Section 7.
2. Bidiagonal reduction algorithms
In Section 2.1, we review three bidiagonal reduction algorithms that have ap-
peared elsewhere in the literature [14,16], [21–p. 119], [9,23]. In Section 2.2, we
give a statement of our new algorithm. Operation counts of the four algorithms are
given in Section 2.3.
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2.1. The Golub–Kahan, Lawson–Hanson–Chan, and Ralha algorithms
We briefly review two well utilized bidiagonal reduction methods. We then give
a third that has been discussed recently [23].
For X ∈ Rm×n, m  n, the Householder bidiagonal reduction algorithm of Go-
lub and Kahan [14–Theorem 1] (see also Golub and Reinsch [16–pp. 404–405])
produces the reduction (1.1) where V is the product of n− 2 Householder transfor-
mations, U is the product of at most n Householder transformations, and B is as in
(1.2). For details, see, for instance, Golub and Van Loan [15–p. 252].
An important variant of this procedure is the Lawson–Hanson–Chan bidiagonal
reduction (called LHC in Table 1 and the LHC algorithm below) first discussed in
[21–p. 119] and analyzed in [9]. This procedure saves floating point operations when
m	 n as quantified in Section 2.3 and in [9]. It is as follows.
Using Householder Q–R factorization [20,8] factor X into
X = QR,
where Q ∈ Rm×n is left orthogonal and R ∈ Rn×n is upper triangular.
Using the Golub–Kahan algorithm, compute the bidiagonal reduction
R = URBV T.
The resulting bidiagonal reduction produces the B and V from above and
U = QUR. (2.1)
Using standard results about Householder transformations [28–pp. 152–162, 236]
and [21–p. 86], it follows that the Golub–Kahan and the LHC algorithms produce
computed U, B, and V such that
X + X = UBV T, ‖X‖F  εMf (m, n)‖X‖F +O(ε2M)
Table 1
Operation counts for bidiagonal reduction algorithms
Compute? Golub–Kahan LHC† Algorithms 2.1 and 2.2
no U, no V 4mn2 − 4/3n3 2mn2 + 2n3 3mn2
V only 4mn2 2mn2 + 10/3n3 3mn2 + 4/3n3
VX only* 4mn2 + 2n3 2mn2 + 16/3n3 3mn2 + 10/3n3
U only 6mn2 − 2n3 6mn2 + 4/3n2 3mn2
UX only* 8mn2 − 2n3 6mn2 + 10/3n3 5mn2
U and V 6mn2 − 2/3n3 6mn2 + 8/3n3 3mn2 + 4/3n3
UX and VX* 8mn2 + 4/3n3 6mn2 + 20/3n3 5mn2 + 10/3n3
∗Terms of tB (n) should be added to denote time for the decomposition (2.3).†Lawson–Hanson–Chan algorithm.
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for a modestly growing function f (m, n). Since U and V are products of Householder
transformations, they are orthogonal to near machine precision, thus the singular
values of B clearly satisfy (1.6).
Ralha’s algorithm [23] performs a one-sided reduction. It computes V satisfying
(1.3) and then U and B satisfying (1.4)–(1.5). An algorithmic statement of it follows.
Algorithm 2.1 (Ralha bidiagonal reduction).
for k = 1 : n− 2
ak ← X(:, k + 1 : n)TX(:, k);
if ak /= 0 find a Householder transformation Vk+1 such that
V Tk+1ak = βk+1e1;
X(:, k + 1 : n)← X(:, k + 1 : n)Vk+1;
else
Vk+1 ← In−k; (implicitly)
end;
end;
y1 ← X(:, 1); (implicitly)
γ1 ← ‖y1‖2; u1 ← y1/γ1;
for k = 2; n
φk ← uTk−1X(:, k); yk ← X(:, k)− φkuk−1;
γk ← ‖yk‖2; uk ← yk/γk;
end;
The bidiagonal reduction of X is given by (1.1) where
U = (u1, . . . ,un), V = V˜2 · · · V˜n−1, (2.2)
where
V˜k =
( k − 1 n− k + 1
k − 1 Ik−1 0
n− k + 1 0 Vk
)
and B is as in (1.2).
The statement in the second main loop of Algorithm 2.1 that produces φk is just
the orthogonalization of X(:, k) against uk−1.
No error analysis of this algorithm has been published. As will be shown by exam-
ple in Section 6, this procedure is not stable. It is not guaranteed to produce singular
values satisfying (1.6).
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2.2. A new bidiagonal reduction algorithm
To develop our new algorithm, we make four modifications to Algorithm 2.1.
(1) The vector uk is computed immediately after applying Vk to X.
(2) The Householder transformation V˜k+1 is generated by the vector zk , given by
zk = X(:, k + 1 : n)Tuk.
Since, at the kth step, X(:, k) = γkuk + φkuk−1 the ak from Algorithm 2.1 is
ak = X(:, k + 1 : n)TX(:, k) = γkzk + φkX(:, k + 1 : n)Tuk−1.
In exact arithmetic,at the kth step, X(:, k + 1 : n)Tuk−1 = 0, so
zk = ak/γk.
However, in floating point arithmetic, zk and ak could be quite different direc-
tions and would not generate the same Householder transformation Vk+1. That
accounts for difference in the behavior of the two algorithms in floating point
arithmetic (see Remark 3.2 after Lemma 3.10).
(3) The computation of the inner product φk = uTk−1X(:, k) is unnecessary and thus
is not done. Instead, it is computed according to φk+1 = ±‖zk‖2 during the con-
struction of V˜k+1. This inner product can also be avoided in Algorithm 2.1 by
using φk+1 = βk+1/γk .
(4) In the rare event that some γk = 0, we skip that column and produce a U with
one less column for each such γk . Thus we actually produce
U ∈ Rm×p, B ∈ Rp×p, V ∈ Rn×p,
where p is the number of indices k such that γk /= 0. However, we defer that mod-
ification until Section 5. (The same modification could be applied to Algorithm
2.1.)
These modifications have four consequences that are proven in Section 3.
• In floating point arithmetic, the new algorithm produces a bidiagonal reduction of
C =
(
n 0
m X
)
with small backward error (Theorem 3.15).
• The algorithm produces a matrix B whose singular values satisfy (1.6) (Corollary
3.16).
• The orthogonality of the columns of U satisfy an inequality similar to that for
Q–R factorization by modified Gram–Schmidt [5] (Corollary 3.18).
• The leading left singular vectors of X may be recovered with good orthogonality
(Corollary 3.20).
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We now state the new algorithm.
Algorithm 2.2 (New bidiagonal reduction procedure).
y1 ← X(:, 1); (implicitly)
γ1 ← ‖y1‖2; u1 ← y1/γ1;
z1 ← X(:, 2 : n)Tu1;
if z1 /= 0, find a Householder transformation V2 such that V T2 z1 = φ2e1;
X(:, 2 : n)← X(:, 2 : n)V2;
else
V2 ← In−1; (implicitly)
end;
for k = 2 : n− 2
if φk = 0
yk ← X(:, k);
else
yk ← X(:, k)− φkuk−1;
end;
γk ← ‖yk‖2; uk ← yk/γk;
zk ← X(:, k + 1 : n)Tuk;
if zk /= 0 find a Householder transformation Vk+1 such that V Tk+1zk = φk+1e1;
X(:, k + 1 : n)← X(:, k + 1 : n)Vk+1;
else
Vk+1 ← In−k; (implicitly)
φk+1 = 0;
end;
end;
if n > 2
φn−1 ← uTn−2X(:, n− 1);
yn−1 ← X(:, n− 1)− φn−1un−2;
γn−1 ← ‖yn−1‖2; un−1 ← yn−1/γn−1;
end;
if n > 1
φn ← uTn−1X(:, n);
yn ← X(:, n)− φnun−1;
γn ← ‖yn‖2; un ← yn/γn;
end;
The bidiagonal reduction of X is given by (1.1) where U and V are as in (2.2) and
B is as in (1.2).
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The Golub–Kahan reduction and related algorithms reduce the matrix X from both
sides by Householder reflections. Algorithm 2.2 can be said to do the same, but U is
built up column by column from a recurrence rather than as a product of Householder
reflections.
In the next section, we discuss the operation counts for all of the bidiagonal reduc-
tion procedures.
2.3. Operation counts for bidiagonal reduction algorithm
In comparing the operation counts of the four algorithms discussed above, we
distinguish bidiagonal reduction done on its own (for instance, in regularization algo-
rithms [11]) from bidiagonal reduction done to compute the SVD. We model the
computation of the SVD on how it is computed using LAPACK [1–Section 2.4.6]
routines. For the LAPACK routines, once we have computed (1.1), we input U, B,
and V to an SVD procedure (such as xBDSQR [1–p. 209]). The SVD of B is
B = UBV TB (2.3)
but xBDSQR outputs UX, , and VX where
X = UXV TX.
Here
UX = UUB, VX = VVB. (2.4)
We assume that the decomposition (2.3) requires tB(n) flops (floating point oper-
ations [15–pp. 18–19]) where tB(n) depends upon the method chosen (see, for in-
stance, [10,17,16,13]) and whether UB or VB is computed explicitly. Thus, as stated
after the asterisk below Table 1, a term of tB(n) should be added to any flop count
given below for when either UX or VX is computed. The floating point multiplica-
tions in (2.4) require about 2mn2 flops for UX and 2n3 flops for VX. Since we make
different assumptions about the accumulation of UX and VX, our comparisons differ
from those of Chan [9] and from those listed at [15–p. 254]. Terms of O(mn) flops
(either positive or negative) are ignored.
The flop count of Algorithm 2.2 is almost identical to that of the Algorithm
2.1. The operations are the same except that zk = X(:, k + 1 : n)Tuk is computed
in Algorithm 2.2 instead of ak = X(:, k + 1 : n)TX(:, k) in Algorithm 2.1, and the
computation φk = uTk−1X(:, k) is not done in Algorithm 2.2. Thus we give the same
flop counts for both.
Our flop counts are summarized in Table 1. Below is a discussion of how we
arrived at these values.
If U and V are computed in factored form instead of explicitly, the Golub–Kahan
algorithm requires 4mn2 − 4/3n3 flops [15–p. 252]; the LHC algorithm requires
2mn2 + 2n3 flops [15–p. 253]. Algorithms 2.1 and 2.2 each require 3mn2 flops to
compute U explicitly and V in factored form. The latter two algorithms always com-
pute U explicitly whether it is desired or not. All of the algorithms require an addi-
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tional 4/3n3 flops if V is needed explicitly [15–p. 252], and an additional 2n3 flops
if VX is needed. Thus we note the lines “no U, no V”, “V only” and “VX only” in
Table 1. As pointed out by Chan [9], when the explicit computation of U or UX is not
necessary, the Golub–Kahan algorithm requires fewer flops than the LHC algorithm
[26–pp. 237–239] when m/n < 5/3, and the opposite is true when m/n > 5/3. If
we include Algorithms 2.1 and 2.2 in this consideration, the Golub–Kahan algorithm
requires the fewest flops whenm/n < 4/3, Algorithms 2.1 and 2.2 require the fewest
when 4/3 < m/n < 2, and the LHC algorithm requires the fewest when m/n > 2.
Trefeten and Bau [26–pp. 237–239] point out that the operation count of the Go-
lub–Kahan algorithm may be reduced slightly when 1 < m/n < 5/3 by blending the
Golub–Kahan and LHC algorithms. That enhancement affects our comparisons very
little, thus, for details, see [26–pp. 237–239].
If the explicit computation of U or UX is required, all of these comparisons
change. For the Golub–Kahan algorithm, the computation of U adds another 2mn2 −
2/3n3 flops (based on analysis in [15–Section 5.1.6]), and the computation of UX
adds another 2mn2 flops. From that, we can produce the entries for “U only”, “UX
only”, “U and V”, and “UX and VX” for the Golub–Kahan Algorithm.
For the LHC algorithm, the computation of U in (2.1) requires 4/3n3 flops to
compute UR and another 4mn2 − 2n3 flops to compute U = QUR (again using the
techniques in [15–Section 5.1.6]). To compute UX, this algorithm first uses 4/3n3
flops to compute UR , then uses 2n3 flops to compute URUB (by sending UB to
xBDSQR instead of U), and finally uses another 4mn2 − 2n3 flops to compute UX =
QURUB . That produces the entries for “U only”, “UX only”, “U and V”, and “UX
and VX” for the LHC algorithm. For computing U (but not UX), the LHC algorithm
requires the most flops of all the algorithms. When computing UX, it requires fewer
flops than the Golub–Kahan algorithm when m/n > 8/3, but always requires more
flops than Algorithms 2.1 and 2.2.
Algorithms 2.1 and 2.2 produce U whether it is desired or not, and thus their
computation of U requires no additional flops. These algorithms require an additional
2mn2 flops to produce UX. Thereby we have the entries for “U only”, “UX only”,
“U and V”, and “UX and VX” for these two algorithms. Note that Algorithms 2.1 and
2.2 require the fewest flops whenever U or UX is computed.
3. Error analysis of the new algorithm
3.1. Useful terms and simple bounds
To prove the necessary error analysis bounds on Algorithm 2.2, we define some
terms and set down some elementary bounds. First, we define the sequence of matri-
ces
F0 = X, (3.1)
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Fk = Fk−1V˜k+1 = XV˜2 · · · V˜k+1, k = 1, . . . , n− 2, (3.2)
where
F = Fn−2 = XV
is the same F as in (1.4).
The vectors yk, k = 1, . . . , n and zk, k = 1, . . . , n− 2 from Algorithm 2.2 are
given by
y1 = Xe1 = F0e1 = F e1, (3.3)
yk+1 = Fk(:, k + 1)− φk+1uk = F(:, k + 1)− φk+1uk, (3.4)
zk = Fk−1(:, k + 1 : n)Tuk. (3.5)
From the definition of V˜k+1 in Algorithm 2.2 and Fk in (3.1)–(3.2),
uTk Fk(:, k + 1 : n) = φk+1e1,
thus (in exact arithmetic)
uTk Fj (:, ! : n) = 0, j  k, !  k + 2. (3.6)
Taking y1 from (3.3), for the appropriate values of k, the computed values of the
terms in (3.3)–(3.5) are
γk = fl(‖yk‖2), uk = fl(yk/γk), (3.7)
zk = fl(Fk−1(:, k + 1 : n)Tuk), (3.8)
Fk = fl(Fk−1V˜k+1), φk+1 = ±fl(‖zk‖2), (3.9)
yk+1 = fl(F (:, k + 1)− φk+1uk) = fl(Fk(:, k + 1)− φk+1uk). (3.10)
We next establish some simple error bounds based upon (3.7)–(3.10). The first
lemma concerns the relationship between yk and uk in (3.7). These are standard res-
ults from the vector operations of scaling, addition, taking the two-norm, performing
the matrix–vector multiplication (3.8), and computing the projection I − ukuTk in
floating point arithmetic.
Lemma 3.1. Let yk, uk, k = 1, . . . , n and zk, k = 1, . . . , n− 2 be computed val-
ues from Algorithm 2.2 in floating point arithmetic with machine unit εM. Then for
diagonal matrices E(k)j , j = 1, 2, 3 and all appropriate k, we have
yk = γk(I + E(k)1 )uk, ‖E(k)1 ‖2  εM, k = 1, . . . , n, (3.11)
yk = (I + E(k)3 )F (:, k)− φk(I + E(k)2 )uk−1, (3.12)
‖E(k)2 ‖2  2εM +O(ε2M), ‖E(k)3 ‖2  εM, k = 2, . . . , n, (3.13)
γk = (1 + #(k)4 )‖yk‖2, |#(k)4 |  mεM +O(ε2M), (3.14)
‖uk‖2 = 1 + #(k)5 , |#(k)5 |  (m+ 1)εM +O(ε2M), (3.15)
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zk + z(1)k = Fk−1(:, k + 1 : n)Tuk,
‖z(1)k ‖2  mεM‖Fk−1(:, k + 1 : n)‖F +O(ε2M) (3.16)
‖I − ukuTk ‖2  1 + #(k)6 , |#(k)6 |  2(m+ 1)εM +O(ε2M). (3.17)
The second lemma is an interpretation of a result in Lawson and Hanson
[21–p. 86] that is based upon ideas in Wilkinson [28–pp. 152–162, 236].
Lemma 3.2. Let Fk, k = 1, . . . , n− 2 be the values computed in (3.9) during the
course of Algorithm 2.2 in floating point arithmetic with machine unit εM. Then
Fk + Fk = Fk−1V˜k+1, (3.18)
where
‖Fk‖F  εM [6(n− k)+ 37]‖Fk(:, k + 1 : n)‖F +O(ε2M),
‖F Tk ei‖2  εM [6(n− k)+ 37]‖XTei‖2 +O(ε2M), i = 1, . . . , m.
Three quick conclusions from Lemma 3.2 are that
‖X‖F = ‖Fk‖F (1 +O(εM)), k = 1, . . . , n− 2,
that for any unit vector u,
‖F Tk (:, k + 1 : n)u‖2  ‖F Tk (:, k + 1 : n)‖F  ‖X‖F +O(εM)
and that
‖Fk‖F  εM [6(n− k)+ 37]‖X‖F +O(ε2M). (3.19)
These three relations will be used throughout our arguments.
Also from Lawson and Hanson [21–p. 86], again using the analysis techniques in
Wilkinson [28–pp. 152–62], for each computed V˜k+1 in Algorithm 2.2, there is an
exactly orthogonal matrix V¯k+1 such that
‖V˜k+1 − V¯k+1‖2  ‖V˜k+1 − V¯k+1‖F  [4(n− k)+ 32]εM +O(ε2M).
(3.20)
For the computed V, an induction argument shows that, for Algorithm 2.2, there
exists an exactly orthogonal V¯ such that
‖V − V¯ ‖2  ‖V − V¯ ‖F  (2n2 + 32n)εM +O(ε2M). (3.21)
Likewise, we may also state that
‖V −T − V¯ ‖2  ‖V −T − V¯ ‖F  (2n2 + 32n)εM +O(ε2M). (3.22)
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If we define Vˆk = V˜2 · · · V˜k for k = 2, . . . , n− 1, then
‖Vˆk‖2, ‖Vˆ −1k ‖2 = 1 +O(εM). (3.23)
Thus for all intents and purposes, the computed Householder matrices Vk, k = 2, . . . ,
n− 1 are products of them are numerically orthogonal.
We now prove three error analysis results about Algorithm 2.2. The first is that
the computed matrix F from (1.4) and U, B and V from Algorithm 2.2 satisfy
F = (X + X0)V , (3.24)
‖XT0 ei‖2  (3n2 + 37n)‖XTei‖2εM +O(ε2M), i = 1, . . . , m, (3.25)
F + F = UB, (3.26)
|F |  3εM |U ||B| +O(ε2M). (3.27)
Eqs. (3.24)–(3.27) are established in Section 3.2. The proofs of (3.24)–(3.27) also
hold for Algorithm 2.1.
Curiously, Eqs. (3.24)–(3.27) allow us to establish relative error bounds between
the singular values of B and X under certain assumptions (see Section 4), but do not
lead to classic normwise error bounds. The second and third results are normwise
bounds.
The second result (given as Theorem 3.7 in Section 3.2) is that the computed U,
B, and V satisfy
X + X = UBV T, (3.28)
‖X‖F  εMg0(n)‖X‖F +O(ε2M), (3.29)
for a modestly growing function g0(n). A slightly different bound holds for Algo-
rithm 2.1 (see details after Theorem 3.7).
Since the distance between U and an exactly left orthogonal matrix U¯ can be much
larger than the bound for V in (3.21), we need our third result (given as Theorem 3.17
in Section 3.3). It is that for some left orthogonal matrix U¯ , the orthogonal matrix V¯
in (3.21), and modestly growing function g1(m, n), we have
X + X¯= U¯BV¯ T, (3.30)
‖X¯‖F  εMg1(m, n)‖X‖F +O(ε2M). (3.31)
The result (3.30)–(3.31) does not hold for Algorithm 2.1. From the results (3.28)–(3.29)
and (3.30)–(3.31), the desired bounds on the singular values and vectors follow.
Remark 3.1. The superdiagonal elements φk+1, k = 1, . . . , n− 1 may be also be
computed according to
φk+1 = fl(uTk F (:, k + 1)). (3.32)
However, except for one intermediate bound (Lemma 3.6), we have no evidence that
computing φk+1 according to (3.32) makes an important difference in the accuracy
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of the bidiagonal reduction. The statement of Algorithm 2.2 and the experiments in
Section 6 use the choice (3.9). We ran the experiments in Section 6 with the choice
(3.32) and obtained nearly identical results.
3.2. A structured error bound on the new algorithm
In this section, we prove (3.24)–(3.27). First, we use a simple induction argument
to show (3.24)–(3.25).
Lemma 3.3. Let F = Fn−2 be the result of the recurrence (3.9) during the course
of Algorithms 2.1 or 2.2 in floating point arithmetic with machine unit εM. Then F
satisfies (3.24)–(3.25). Moreover, if X0 is as defined in (3.24), then
‖X0‖F  (3n2 + 37n)‖X‖F εM +O(ε2M). (3.33)
Proof. By an induction argument, using the definition Vˆk+1 = V˜2 · · · V˜k+1, F satis-
fies (3.24) with
X0 = −
n−2∑
k=1
FkVˆ
−1
k+1
Thus
‖XT0 ei‖2 
n−2∑
k=1
‖Vˆ −1k+1‖2‖F Tk ei‖2
 εM‖XTei‖2
n−2∑
k=1
[6(n− k)+ 37] +O(ε2M)
 (3n2 + 37n)εM‖XTei‖2 +O(ε2M).
Thus we have (3.24)–(3.25).
Simply using
‖X0‖2F =
m∑
i=1
‖XT0 ei‖22
 (3n2 + 37n)2ε2M
m∑
i=1
‖XTei‖22 +O(ε2M)
 (3n2 + 37n)2ε2M‖X‖2F +O(ε2M)
and taking square roots yields (3.33). 
The next proposition is based upon a restatement of (3.11)–(3.13).
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Proposition 3.4. Let U, B, and F be the results of performing Algorithm 2.2 in
floating point arithmetic with machine unit εM. Then (3.26)–(3.27).
Proof. Our proof restates and reorganizes (3.11)–(3.13). For the first column, using
(3.11) we have
F(:, 1) = y1 = γ1(I + E(1)1 )u1,
where E(1)1 is a diagonal matrix such that ‖E(1)1 ‖2  εM . Thus we may state that
F(:, 1)+ F(:, 1) = γ1u1 = UBe1,
where
|F(:, 1)| = |γ1||E(1)1 ||u1| (3.34)
 εM |γ1||u1|
= εM |U ||Be1|  3εM |U ||Be1|. (3.35)
For k = 2, . . . , n, Eqs. (3.11)–(3.13) combine into
(I + E(k)3 )F (:, k) = γk(I + E(k)1 )uk + φk(I + E(k)2 )uk−1,
where E(k)j , j = 1, 2, 3 are diagonal matrices satisfying (3.13). Solving for F(:, k)
yields
F(:, k) = γk(I + E(k)3 )−1(I + E(k)1 )uk + φk(I + E(k)3 )−1(I + E(k)2 )uk−1
which may be rewritten
F(:, k)+ F(:, k) = γkuk + φkuk−1,
where
F(:, k)= γk[I − (I + E(k)3 )−1(I + E(k)1 )]uk
+φk[I − (I + E(k)3 )−1(I + E(k)2 )]uk−1.
Since E(k)j , j = 1, 2, 3 are diagonal, using the bounds in (3.11) and (3.13), we have
|F(:, k)| 2εM |γk||uk| + 3εM |φk||uk| +O(ε2M)
 3εM(|γk||uk| + |φk||uk|)+O(ε2M)
= 3εM |U ||Bek| +O(ε2M) (3.36)
Combining (3.35) with (3.36) for each column of F, we have
F + F = UB,
where
|F |  3εM |U ||B| +O(ε2M).
This is (3.27). 
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The following is proven in the appendix. Its proof uses results from Lemma 3.10
(whose proof does not depend upon results in this section) in Section 3.3. This result
applies only to Algorithm 2.2.
Lemma 3.5. Let B be the final result of Algorithm 2.2. Then
‖B‖F = ‖X‖F (1 + δF ), |δF |  g3(m, n)εM +O(ε2M), (3.37)
where g3(m, n) is a modestly growing function of m and n.
Lemma 3.5 allows us to state that ‖X‖F = ‖F‖F (1 +O(εM)) = ‖B‖F (1 +
O(εM)). Thus the differences among them make only a second order contribution to
the bounds that follow.
In the appendix, we also prove the following bound. Using the formula (3.32) to
compute φk , we obtain a relative error bound between the column norms of B and F.
Lemma 3.6. Assume the hypothesis of Lemma 3.5 and define φˆk = fl(uTk−1F(:, k)).
Let φˆk be substituted for φk in Algorithm 2.2. Then, for k = 1, . . . , n,
‖Bek‖2 = ‖F ek‖2(1 + δ2), δ2 
[(
4 +√5
)
m+ 7
]
εM +O(ε2M). (3.38)
We now establish our first backward error bound on the algorithm.
Theorem 3.7. Let U, B, and V be the result of performing Algorithm 2.2 in floating
point arithmetic with machine unit εM. Then we have (3.28)–(3.29) where g0(n) =
3n2 + 37n+ 3n1/2.
Proof. We simply combine the bounds (3.24)–(3.27) to obtain
UBV T = (F + F)V T = X + X0 + FV T.
Thus
X + X = UBV T,
where
X = X0 + FV T.
Thus, using Lemma 3.3 and Proposition 3.4, we have
‖X‖F  ‖X0‖F + ‖F‖F ‖V ‖2
 ‖X0‖F + ‖F‖F (1 +O(εM))
 (3n2 + 37n)εM‖X‖F + 3εM‖|U ||B|‖F +O(ε2M)
 (3n2 + 37n)εM‖X‖F + 3εM‖U‖F ‖B‖F +O(ε2M)
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 (3n2 + 37n+ 3‖U‖F )‖X‖F εM +O(ε2M)
 (3n2 + 37n+ 3n1/2)‖X‖F εM +O(ε2M). 
For Algorithm 2.1, since we cannot prove ‖B‖F = ‖X‖F (1 +O(εM)), the result
(3.28)–(3.29) would be modified to
‖X‖F  [(3n2 + 37n)‖X‖F + 3n1/2‖B‖F ]εM +O(ε2M).
From Theorem 3.7, if U were left orthogonal or were “close” to a left orthogonal
matrix, it would be a simple matter to show that the singular values of B from Algo-
rithm 2.2 satisfy (1.6). The following example taken from [2] shows that U does not
even have to have full column rank, thus showing (1.6) requires the argument given
in Section 3.3.
Example 3.1. Let
X =


1 ζ1 ζ1 2ζ1
0 1/
√
3 ζ2 ζ2
0 1/
√
3 2ζ2 ζ2
0 1/
√
3 3ζ2 3ζ2

 ,
where ζ1 = 10# and ζ2 = #/1000 for the value # ≈ 2.2204e−16 from the MATLAB
eps command [22]. In [2], the singular value matrix of X is shown to be
 = diag(1, 1, 4.63692e − 19, 1.22778e − 19).
To the digits displayed, in MATLAB double precision, Algorithm 2.2 produces the
output
U =


1 3.86461e−30 9.17307e−15 1
0 −0.57735 −0.57735 5.29607e−15
0 −0.57735 −0.57735 5.29607e−15
0 −0.57735 −0.57735 5.29607e−15

 ,
V =


1 0 0 0
0 −0.408248 0.912871 0
0 −0.408248 −0.182574 −0.894427
0 −0.816497 −0.365148 0.447214

 ,
B =


1 −5.43896e−15 0 0
0 0.408248 −0.912871 0
0 0 1.92296e−16 1.60678e−60
0 0 0 1.75162e−46

 .
The singular value matrix of B is
B = diag(1, 1, 7.85046e−17, 1.75162e−46)
which satisfies (1.6).
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The matrix U is singular to machine precision. The output of the MATLAB state-
ment svd(U) is
U = diag(1.41421, 1.41421, 0, 0)
corresponding to the fact that columns 3 and 4 are nearly scalar multiples of columns
2 and 1.
This example was done in MATLAB 7 on SUN ULTRA 5 workstation.
As shown in Section 3.3, the fact that the singular values of B are good is no
accident, since the loss of orthogonality in U is structured. Moreover, that structure
allows us to get nearly orthogonal left singular vectors for the leading singular values.
3.3. A “classical” error bound on the new algorithm
To prove (3.30)–(3.31), we show that Algorithm 2.2 performs a bidiagonal reduc-
tion of the matrix
C =
(
n 0
m X
)
(3.39)
with a small backward error. This analysis is related to that for modified Gram–
Schmidt by Björck and Paige [7].
For our argument, we define two sequences of matrices. The first is
Wk = I − wkwTk , wk =
(−ek
uk
)
, k = 1, . . . , n. (3.40)
Clearly, if ‖uk‖2 = 1, each Wk is a Householder transformation.
The first lemma in this section states that W given by
W
def= W1 · · ·Wn (3.41)
is nearly orthogonal. This proof is in the appendix.
Lemma 3.8. Let Wk,W be as defined in (3.40) and (3.41) with uk in (3.40) as
computed in Algorithm 2.2 in floating point arithmetic with machine unit εM. Then
there exist exactly orthogonal matrices W¯k and W¯ such that
‖Wk − W¯k‖2  ‖Wk − W¯k‖F  4(m+ 1)εM +O(ε2M), (3.42)
‖W − W¯‖2  ‖W − W¯‖F  4n(m+ 1)εM +O(ε2M). (3.43)
The second sequence of matrices is
C0 = C, Cn =
(
n B
m 0
)
, (3.44)
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Ck =


k 1 n− k − 1
k Bk φk+1ek 0
n− k 0 0 0
m 0 yk+1 Fk(:, k + 2 : n)

, k = 1, . . . , n− 1,
(3.45)
where Bk is the leading k × k principal submatrix of B.
In exact arithmetic, it is easily verified that
Ck =
{
WTk Ck−1V˜k+1, k = 1, . . . , n− 2,
WTk Ck−1, k = n− 1, n.
(3.46)
Each of the first n− 2 steps of the procedure (3.46) modifies the lower right m×
(n− k) block of C by using the Householder transformation V˜k+1 from the right.
Then it orthogonalizes the columns of Fk(:, k + 1 : n) against uk . Algorithm 2.2
does this orthogonalization implicitly by using the fact that
V Tk+1Fk−1(:, k + 1 : n)Tuk = φk+1e1. (3.47)
Thus, in exact arithmetic, Fk(:, k + 1 : n)Tuk = φk+1e1 and the operation of modi-
fying the lower right hand block of C is(
yk+1 Fk(:, k + 2 : n)
)= (I − ukuTk )Fk−1(:, k + 1 : n)Vk+1 (3.48)
= (I − ukuTk )Fk(:, k + 1 : n)
= Fk(:, k + 1 : n)− φk+1ukeT1 . (3.49)
The operation (3.49) can be produced by just the vector operation
yk+1 = Fk(:, k + 1)− φk+1uk.
Moreover, the matrix on the left in (3.48) consists of columns that are all orthogonal
to uk (in exact arithmetic).
To show that, in floating point arithmetic, Algorithm 2.2 produces a bidiagonal
reduction of C in (3.39) with small backward error, we bound the error in how well
the algorithm performs each of the steps in (3.46).
That is, we show that at each step the computed Ck satisfies
Ck + Ck =
{
WTk Ck−1V˜k+1, k = 1, . . . , n− 2,
WTk Ck−1, k = n− 1, n,
(3.50)
for a matrix Ck such that ‖Ck‖F  O(εM)‖C‖F . In our proof, we partition this
error into four blocks as follows
Ck =


k − 1 1 n− k
k − 1 0 0 0
n− k + 1 0 C(k)22 C(k)23
m 0 C(k)32 C
(k)
33

. (3.51)
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The four blocks in (3.51) may be expressed
C(k)22 = (uTk yk − γk)e1, C(k)32 = yk − (uTk yk)uk, (3.52)
C(k)23 = e1zTk , zk = V Tk+1Fk−1(:, k + 1 : n)Tuk − φk+1e1, (3.53)
C(k)33 = (I − ukuTk )Fk−1(:, k + 1 : n)Vk+1 −
(
yk+1 Fk(:, k + 2 : n)
)
.
(3.54)
Note the C(k)23 is the error in the computation (3.47) and C(k)33 is the error in the
computation (3.48)–(3.49). The difference between the stability of Algorithm 2.2 and
Algorithm 2.1 is that, as shown in Lemmas 3.10 and 3.11, Algorithm 2.2 guarantees
that ‖C(k)23 ‖F and ‖C(k)33 ‖F are O(εM), Algorithm 2.1 does not.
For k = n− 1, n the blocks C(k)22 and C(k)32 are as in (3.52). For k = n, the blocks
C(k)23 and C
(k)
33 are not present, whereas for k = n− 1 they are
C(n−1)23 = (uTn−1Fn−2(:, n)− φn)e1, (3.55)
C(n−1)33 = (I − un−1uTn−1)Fn−2(:, n)− yn. (3.56)
The relationships (3.51)–(3.56) are the result of subtracting the effect ofWk and Vk+1
upon Ck−1 from what is written into storage for the corresponding blocks of Ck . The
strategy in this proof is to bound the four blocks in (3.51)–(3.54) in Lemmas 3.9,
3.10, and 3.11. We then combine the bounds into a bound on Ck in Theorem 3.12.
The remaining arguments in this section combine the bounds on Ck, k = 1, . . . , n to
show that Algorithm 2.2 produces the bidiagonal reduction of C with small backward
error (Theorem 3.15).
The first lemma is based upon the fact that yk = γkuk +O(εM). It bounds
‖C(k)22 ‖2 and ‖C(k)32 ‖2 in (3.52), for all k.
Lemma 3.9. Let uk, yk, and γk, k = 1, . . . , n be the values generated by Algorithm
2.2 in floating point arithmetic with machine unit εM. Let C(k)22 and C(k)32 be as
given in (3.52). Then
‖C(k)22 ‖2 = |uTk yk − γk|  (2m+ 3)|γk|εM +O(ε2M), (3.57)
‖C(k)32 ‖2 = ‖yk − (uTk yk)uk‖2  (2m+ 4)|γk|εM +O(ε2M). (3.58)
Proof. Using Lemma 3.1, we have
uTk yk = γkuTk (I + E(k)1 )uk, ‖E(k)1 ‖2  εM +O(ε2M),
= γkuTkuk + γkuTk E(k)1 uk.
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Thus
|uTk yk − γk| |γk|[|uTkuk − 1| + ‖E(k)1 ‖2‖uk‖22]
 (2m+ 3)|γk|εM +O(ε2M).
Since C(k)22 is given by (3.52), we have
‖C(k)22 ‖2 = |uTk yk − γk|‖e1‖2 = |uTk yk − γk|.
Thus we have (3.57).
We can rewrite (3.57) as
uTk yk = γk(1 + ζ ), |ζ |  (2m+ 3)εM +O(ε2M)
and note that
yk − (uTk yk)uk = (I + E(k)1 )γkuk − γk(1 + ζ )uk
= γk[E(k)1 − ζ I ]uk.
Then we obtain
‖C(k)32 ‖2 = ‖yk − (uTk yk)uk‖2  |γk|[‖E(k)1 ‖2 + |ζ |]‖uk‖2
 (2m+ 4)|γk|εM +O(ε2M).
That establishes (3.58). 
The next lemma is critical in establishing the stability of Algorithm 2.2. It yields
a bound on ‖C(k)23 ‖F in (3.53) and one of the bounds is essential in bounding
‖C(k)33 ‖F in (3.54). It states the following: (1) Step k of Algorithm 2.2 sets the
superdiagonal elements of row k of Ck to zero with small backward error, that is,
‖zk‖2 in (3.53) is small, thus ‖C(k)23 ‖F in (3.53) is small; (2) Step k of Algorithm
2.2 orthogonalizes Fk(:, k + 1 : n) against uk with small forward error, that is, ‖ζk‖2
in (3.60) is small. Both of these bounds are the result of the defining the Householder
transformation Vk+1 in Algorithm 2.2 from zk = fl(Fk−1(:, k + 1 : n)Tuk).
Lemma 3.10. Let Fk, k = 1, . . . , n− 2 be the values computed by Algorithm 2.2 in
floating point arithmetic with machine unit εM. Then
V Tk+1Fk−1(:, k + 1 : n)Tuk = φk+1e1 + zk, (3.59)
Fk(:, k + 1 : n)Tuk = φk+1e1 + ζk, (3.60)
where
‖C(k)23 ‖F = ‖zk‖2  [m+ 6(n− k)+ 37]‖X‖F εM +O(ε2M), (3.61)
‖ζk‖2  (m+ 12(n− k)+ 74)‖X‖F εM +O(ε2M). (3.62)
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Proof. From the error bound (3.16) on matrix–vector multiplication, we have
zk + z(1)k = Fk−1(:, k + 1 : n)Tuk,
where
‖z(1)k ‖2  mεM‖Fk−1(:, k + 1 : n)‖F +O(ε2M)
 mεM‖X‖F +O(ε2M).
However, from standard bounds on the formation of Householder transformations
[21–p. 86], we have
V Tk+1(zk + z(2)k ) = φk+1e1,
where
‖z(2)k ‖2  [6(n− k)+ 37]εM‖zk‖2 +O(ε2M)
 [6(n− k)+ 37]εM‖Fk−1(:, k + 1 : n)‖2‖uk‖2 +O(ε2M)
 [6(n− k)+ 37]εM‖Fk−1(:, k + 1 : n)‖F +O(ε2M)
 [6(n− k)+ 37]εM‖X‖F +O(ε2M).
Thus,
V Tk+1Fk−1(:, k + 1 : n)Tuk = V Tk+1(zk + z(1)k )
= V Tk+1(zk + z(2)k )+ V Tk+1(z(1)k − z(2)k )
= φk+1e1 + zk,
where zk = V Tk+1(z(1)k − z(2)k ) and ‖zk‖2 is bounded by (3.61). Since C(k)23 is
given by (3.53), we have that
‖C(k)23 ‖F = ‖e1zTk ‖2 = ‖zk‖2.
Thus we have (3.61).
If we use the error bound from Lemma 3.2, then
Fk(:, k + 1 : n)Tuk = V Tk+1Fk−1(:, k + 1 : n)Tuk − Fk(:, k + 1 : n)Tuk
= φk+1e1 + zk − Fk(:, k + 1 : n)Tuk
= φk+1e1 + ζk,
where
ζk = zk − Fk(:, k + 1 : n)Tuk.
Using (3.19), Eq. (3.60) holds with
‖ζk‖2  ‖zk‖2 + ‖Fk(:, k + 1 : n)Tuk‖2
 ‖zk‖2 + ‖Fk(:, k + 1 : n)‖F ‖uk‖2
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 εM(m+ 12(n− k)+ 74)‖X‖F +O(ε2M).
Thus we have (3.62). 
Remark 3.2. In Algorithm 2.1, Vk+1 is defined by ak = fl(Fk−1(:, k + 1 : n)TFk−1
(:, k)). In exact arithmetic, Fk−1(:, k) = γkuk + φkuk−1 and Fk−1(:, k + 1 : n)T
uk−1 = 0, thus ak is a vector in the same direction as zk . In floating point arithmetic,
the direction of ak is not close to the direction of zk , in general. Thus the Householder
transformation Vk+1 generated by Algorithm 2.1 cannot be expected to satisfy (3.61)
or (3.62) with ‖C(k)23 ‖F = O(εM) or ‖ζk‖2 = O(εM).
The next lemma bounds the error in the action of Wk . It yields a bound on
‖C(k)33 ‖F in (3.54) which is a bound on how well the operation (3.48)–(3.49) is
performed. Since this bound is dependent upon result that ‖ζk‖2 = O(εM) from
Lemma 3.10, there is no guarantee of a bound on ‖C(k)33 ‖F in Algorithm 2.1. Thus
Algorithm 2.1 cannot be expected to perform the operations (3.48)–(3.49) accurately.
Lemma 3.11. Let yk+1, uk , Fk, k = 1, . . . , n− 2 be as computed by Algorithm 2.2
in floating point arithmetic with machine unit εM. Then C(k)33 as defined in (3.54)
satisfies
‖C(k)33 ‖F  (m+ 18n+ 114)‖X‖F εM +O(ε2M). (3.63)
Proof. First, we consider the error in computing yk+1. Eq. (3.12) in Lemma 3.1 can
be written
yk+1 + yk+1 = Fk(:, k + 1)− φk+1uk, (3.64)
where
yk+1 = −E(k+1)3 Fk(:, k + 1)+ φk+1E(k+1)2 uk.
Thus
‖yk+1‖2  ‖E(k+1)3 ‖2‖Fk(:, k + 1)‖2 + |φk+1|‖E(k+1)2 ‖2‖uk‖2
 [|‖E(k+1)2 ‖2 + ‖E(k+1)3 ‖2]‖X‖F +O(ε2M).
Using the bounds for E(k+1)j , j = 2, 3 in Lemma 3.1, we have
‖yk+1‖2  3‖X‖F εM +O(ε2M). (3.65)
From Lemmas 3.2 and 3.10, we have that
(I − ukuTk )Fk−1(:, k + 1 : n)Vk+1
= (I − ukuTk )[Fk(:, k + 1 : n)+ Fk(:, k + 1 : n)]
= Fk(:, k + 1 : n)− ukuTk Fk(:, k + 1 : n)+ (I − ukuTk )Fk(:, k + 1 : n)
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= Fk(:, k + 1 : n)− φk+1ukeT1 + ukζTk + (I − ukuTk )Fk(:, k + 1 : n),
where ‖ζk‖2 is as bounded in (3.62) and ‖Fk(:, k + 1 : n)‖F is bounded as in (3.18).
Thus(
yk+1 Fk(:, k + 2 : n)
)+ C(k)33 = (I − ukuTk )Fk(:, k + 1 : n)Vk+1, (3.66)
where
C(k)33 = yk+1eT1 + ukζTk − (I − ukuTk )Fk(:, k + 1 : n).
Therefore (3.54) holds and C(k)33 is bounded by
‖C(k)33 ‖F  ‖yk+1‖2 + ‖ζk‖2 + ‖I − ukuTk ‖2‖Fk(:, k+1 : n)‖F +O(ε2M).
Since from (3.17), ‖I − ukuTk ‖2  1 +O(εM), we have
‖C(k)33 ‖F  ‖yk+1‖2 + ‖ζk‖2 + ‖Fk(:, k + 1 : n)‖F +O(ε2M)
 [m+ 18(n− k)+ 114]‖X‖F εM +O(ε2M). 
Now we combine Lemmas 3.1, 3.10, and 3.11 to obtain the error bound on step
of (3.46).
Theorem 3.12. Let Ck,Wk, k = 1, . . . , n be defined in (3.45) and (3.40). Then
Ck + Ck =
{
WTk Ck−1V˜k+1, k = 1, . . . , n− 2,
WTk Ck−1, k = n− 1, n,
,
where
‖Ck‖F  εM(3.17m+ 19.0(n− k)+ 120)‖X‖F +O(ε2M). (3.67)
Proof. We begin with the case where k = 1, . . . , n− 2. We make use of the results
of Lemmas 3.9, 3.10, and 3.11. The four bounds generated by these lemmas consol-
idate to
‖Ck‖F =
∥∥∥∥∥∥

‖C(k)22 ‖2 ‖C(k)23 ‖F
‖C(k)32 ‖2 ‖C(k)33 ‖F


∥∥∥∥∥∥
F

∥∥∥∥
(
(2m+ 3)|γk| (m+ 6(n− k)+ 37)‖X‖F
(2m+ 4)|γk| (m+ 18(n− k)+ 114)‖X‖F
)∥∥∥∥
F
.
Since |γk|  ‖X‖F +O(εM), we have
‖Ck‖F 
∥∥∥∥
(
2m+ 3 m+ 6(n− k)+ 37
2m+ 4 m+ 18(n− k)+ 114
)∥∥∥∥
F
‖X‖F εM +O(ε2M)

(∥∥∥∥
(
2 1
2 1
)∥∥∥∥
F
m+
∥∥∥∥
(
0 6
0 18
)∥∥∥∥
F
(n− k)
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+
∥∥∥∥
(
3 37
4 114
)∥∥∥∥
F
)
‖X‖F εM +O(ε2M)
 (3.17m+ 19.0(n− k)+ 120)‖X‖F εM +O(ε2M).
That satisfies (3.67).
For k = n− 1, Eq. (3.50) and C(n−1)22 and C(n−1)32 are described no differently.
However, C(n−1)23 and C
(n−1)
33 are as defined in (3.55)–(3.56).
Since φn = fl(uTn−1Fn−2(:, n)), we have that
‖C(n−1)23 ‖F = ‖(uTn−1Fn−1(:, n)− φn)e1‖2
 mεM‖Fn−2(:, n)‖2‖un−1‖2 +O(ε2M)
 mεM‖Fn−2(:, n)‖2 +O(ε2M)  mεM‖X‖F +O(ε2M).
From Lemma 3.1, we have that
yn = (I + E(n)3 )Fn−2(:, n)− (I + E(n)2 )φnun−1
= Fn−2(:, n)− [uTn−1Fn−2(:, n)]un−1
+eT1C(n−1)23 un−1 + E(n)3 Fn−2(:, n)− φnE(n)2 un−1
= (I − un−1uTn−1)Fn−2(:, n)− C(n−1),33
where
C(n−1)33 = −eT1C(n−1)23 un−1 − E(n)3 Fn−2(:, n)+ φnE(n)2 un−1.
Thus
‖C(n−1)33 ‖F  ‖C(n−1)23 ‖2‖un−1‖2 + ‖E(n)3 ‖2‖Fn−2(:, n)‖2
+|φn|‖E(n)2 ‖2‖un−1‖2
 mεM‖X‖F + εM‖Fn−2(:, n)‖2 + 2εM |φn| +O(ε2M)
 (m+ 3)εM‖X‖F +O(ε2M).
Thus we may consolidate our bound for ‖Cn−1‖F into
‖Cn−1‖F =
∥∥∥∥∥∥

‖C(n−1)22 ‖2 ‖C(n−1)23 ‖F
‖C(n−1)32 ‖2 ‖C(n−1)33 ‖F


∥∥∥∥∥∥
F
 εM
∥∥∥∥
(
2m+ 3 m
2m+ 4 m+ 3
)∥∥∥∥
F
‖X‖F +O(ε2M)
 εM
(∥∥∥∥
(
2 1
2 1
)∥∥∥∥
F
m+
∥∥∥∥
(
3 0
4 3
)∥∥∥∥
F
)
‖X‖F +O(ε2M)
 (3.17m+ 5.83)‖X‖F εM +O(ε2M).
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For k = n, C(n)22 and C(n)32 are described exactly as in (3.52). The (2,3) and (3,3)
blocks are not present. Thus, by a similar argument,
‖Cn‖F  εM
(
m
∥∥∥∥
(
2
2
)∥∥∥∥
2
+
∥∥∥∥
(
3
4
)∥∥∥∥
2
)
‖X‖F +O(ε2M)
< (2.83m+ 5)‖X‖F εM +O(ε2M).
Since the expressions bounding ‖Cn−1‖F and ‖Cn‖F are always smaller than the
right side of (3.67), they satisfy (3.67) as well. 
To get a bound on the backward error in the implicit bidiagonal reduction of
C in (3.39) by Algorithm 2.2, we need to bound the effect of the departure from
orthogonality of the Householder transformations Wk and V˜k+1 and the effect of the
accumulation of the errors Ck from Theorem 3.12. Such a bound on the V˜k+1 is
already stated in (3.22)–(3.23). We state such a bound on the accumulation of Wk
in Lemma 3.13. As it is the result of simple norm arguments from (3.20), (3.21),
(3.42), and (3.43), we omit the proof. The effect of accumulating the Ck is bounded
in Lemma 3.14. These two effects are combined to obtain Theorem 3.15.
Lemma 3.13. Let Wk, k = 1, . . . , n be defined by (3.40), let Wˆk = W1 · · ·Wk, let
V˜k+1, k = 2, . . . , n− 1 be as computed in Algorithm 2.2 with W = Wˆn. Then, for
all appropriate values of k,
‖Wˆ−Tk ‖2 = 1 +O(εM). (3.68)
Moreover, the orthogonal matrix W¯ defined in (3.43) satisfies
‖W−T − W¯‖2  4n(m+ 1)εM +O(ε2M). (3.69)
The next lemma bounds the effects of accumulating the errors Ck in Theorem 3.12.
Lemma 3.14. Let Wk, k = 1, . . . , n be defined by (3.40), and let W be as defined
in (3.41). Let B and V be as computed by Algorithm 2.2 in floating point arithmetic
with machine unit εM. Then
C + C = W−T
(
B
0
)
V −1, (3.70)
where
‖C‖F  (3.17mn+ 9.5n2 + 120n)‖X‖F εM +O(ε2M). (3.71)
Proof. An induction argument from Theorem 3.12 establishes that
C + C = W−T
(
B
0
)
V −1
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with
C =
n−2∑
k=1
Wˆ−Tk CkVˆ
−1
k+1 + Wˆ−Tn−1Cn−1V −1 +W−TCnV −1,
where Wˆk = W1 · · ·Wk and Vˆk+1 = V˜2 · · · V˜k+1. Thus
‖C‖F 
n−2∑
k=1
‖Wˆ−Tk ‖2‖Ck‖F ‖Vˆ −1k+1‖2 + ‖Wˆ−Tn−1‖2‖Cn−1‖F ‖V −1‖2
+‖W−T‖2‖Cn‖F ‖V −1‖2 +O(ε2M)
 max
1kn
‖Wˆ−Tk ‖2 max1kn−2 ‖Vˆ
−1
k+1‖2
n∑
k=1
‖Ck‖F +O(ε2M).
Therefore, using Lemma 3.13, we have
‖C‖F 
n∑
k=1
‖Ck‖F +O(ε2M)
 (3.17mn+ 9.5n2 + 120n)‖X‖F εM +O(ε2M) 
Combining the results of Lemmas 3.13 and 3.14, we prove the main theorem
of this section. Namely, that Algorithm 2.2 produces a backward stable bidiagonal
reduction of C.
Theorem 3.15. Assume the hypothesis and terminology of Lemmas 3.13 and 3.14.
Then for the exactly orthogonal matrices W¯ ∈ R(m+n)×(m+n) and V¯ ∈ Rn×n, the
matrix B computed by Algorithm 2.2 satisfies
C + C¯ = W¯
(
B
0
)
V¯ T, (3.72)
where
‖C¯‖F  (7.17mn+ 11.5n2 + 156n)‖X‖F εM +O(ε2M). (3.73)
Proof. From Lemmas 3.13 and 3.14, we note that for the exactly orthogonal matri-
ces W¯ and V¯ defined above,
C + C¯ = W¯
(
B
0
)
V¯ T, (3.74)
where
C¯ = C + W¯
(
B
0
)
V¯ T −W−T
(
B
0
)
V −1. (3.75)
We now need only bound the second part of the expression for (3.75).
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We have that
W¯
(
B
0
)
V¯ T −W−T
(
B
0
)
V −1
= (W¯ −W−T)
(
B
0
)
V¯ T +W−T
(
B
0
)
(V¯ T − V −1).
Thus using ‖W−T‖2 = 1 +O(εM) from Lemma 3.13, we have
‖W¯
(
B
0
)
V¯ T −W−T
(
B
0
)
V¯ T‖F
 (‖W¯ −W−T‖2‖V¯ ‖2 + ‖W−T‖2‖V¯ − V ‖2)‖B‖F
= (‖W¯ −W−T‖2 + ‖V¯ − V ‖2)‖X‖F +O(ε2M)
 εM [4mn+ 2n2 + 36n]‖X‖F +O(ε2M).
Combining this with (3.75) and using simple norm inequalities yields (3.72)–
(3.73). 
The following corollary establishes the result (1.6) for Algorithm 2.2, that the
singular values of B are a normwise perturbation of those of X.
Corollary 3.16. Assume the hypothesis and terminology of Theorem 3.15. Then the
singular values of X and those of B from Algorithm 2.2 satisfy(
n∑
k=1
(σk(X)− σk(B))2
)1/2
 (7.17mn+ 11.5n2+ 156n)‖X‖F εM+O(ε2M).
(3.76)
Proof. Eq. (3.76) is just a consequence of orthogonal equivalence, the Weilandt–
Hoffman theorem for singular values [19–p. 419, Corollary 7.3.8], and Theorem
3.15. 
3.4. On the orthogonality of U and that of leading left singular vectors
As consequences of Theorem 3.15, we give a backward error bound with a left
orthogonal matrix U¯ (Theorem 3.17), a bound on the loss of orthogonality of U
(Corollary 3.18), and results on the structure of that loss of orthogonality (Theorem
3.19 and Corollary 3.20).
To establish these results, we use arguments similar to those in [6]. In particular,
we partition the orthogonal matrix W¯ in Theorem 3.15 into
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W¯ =
( n m
n W¯11 W¯12
m W¯21 W¯22
)
.
We can then write (3.72) as
C + C¯ =
(
C¯1
X + C¯2
)
=
(
W¯11BV¯ T
W¯21BV¯ T
)
. (3.77)
We now use the C–S decomposition [15–Section 2.6.4], to relate the SVDs of W¯11
and W¯21. Those SVDs are given by
W¯11 = Q11ZT, W¯21 = Q22ZT, (3.78)
where Q1 and Z are orthogonal, Q2 is left orthogonal, and 1 and 2 are non-
negative diagonal matrices with
21 +22 = I. (3.79)
It is easily verified that I −2 is a nonnegative diagonal matrix and I +2 is
nonsingular. Thus (I −2)1/2, (I +2)1/2, and (I +2)−1/2 are all well defined.
Therefore we state the two equalities
1 = (I −2)1/2(I +2)1/2
I −2 = (I −2)1/2(I +2)−1/21. (3.80)
The latter identity is used in proving the following theorem which establishes (3.30)–
(3.31).
Theorem 3.17. Assume the hypothesis and terminology of Theorem 3.15. Then, for
some left orthogonal matrix U¯ , we have
X + X¯ = U¯BV¯ T,
‖X¯‖F  εMg1(m, n)‖X‖F +O(ε2M),
where
g1(m, n) =
√
2(7.17mn+ 11.5n2 + 156n)  10.2mn+ 16.3n2 + 221n.
(3.81)
Proof. From the SVD of W¯21 in (3.78), let U¯ be the left orthogonal matrix
U¯ = Q2ZT.
Then, using (3.77), we have
X + X¯ = U¯BV¯ T, (3.82)
where
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X¯ = C¯2 + (U¯ − W¯21)BV¯ T. (3.83)
Establishing the theorem is now a matter of bounding ‖X¯‖F . For that, we consider
the second term of the expression for X¯. Using the definition of U¯ and the SVD of
W¯21 in (3.78), we have
(U¯ − W¯21)BV¯ T = Q2(I −2)ZTBV¯ T.
Using (3.80) and the fact that for the orthogonal matrix Q1 in (3.78), QT1Q1 = I , we
have
(U¯ − W¯21)BV¯ T = Q2(I −2)1/2(I +2)−1/21ZTBV¯ T
= Q2(I −2)1/2(I +2)−1/2QT1Q11ZTBV¯ T
We then use the expression for C¯1 in (3.77) and note that
(U¯ − W¯21)BV¯ T = Q2(I −2)1/2(I +2)−1/2QT1C¯1.
Thus from (3.83), we have
X¯ = (Q2(I −2)1/2(I +2)−1/2QT1 I) C¯.
From (3.79), 2 is a diagonal matrix with entries between zero and one, thus we
may state that ‖Q2(I −2)1/2(I +2)−1/2QT1‖2  1. Thus we have
‖X¯‖F  ‖
(
Q2(I −2)1/2(I +2)−1/2QT1 I
) ‖2‖C¯‖F
 (‖Q2(I −2)1/2(I +2)−1/2QT1‖22 + 1)1/2‖C¯‖F

√
2‖C¯‖F 
√
2(7.17mn+ 11.5n2 + 156n)‖X‖F εM +O(ε2M)
= εMg1(m, n)‖X‖F +O(ε2M). 
The procedure in Section 5 allows us to assume that B is nonsingular. The next
corollary uses that assumption to establish a bound on the orthogonality of the com-
puted U in Theorem 3.7.
Corollary 3.18. Assume the hypothesis and notation of Theorem 3.17 and that B is
nonsingular. Then the left orthogonal matrix U¯ in Theorem 3.17 and the matrix U
computed by Algorithm 2.2 satisfy the bounds
‖U − U¯‖F  εMg2(m, n)‖B‖F ‖B−1‖2 +O(ε2M),
 εM
√
ng2(m, n)κ2(B)+O(ε2M), (3.84)
‖UTU − I‖F  2εM
√
ng2(m, n)κ2(B)+O(ε2M), (3.85)
where g2(m, n) = g0(n)+ g1(m, n)+ 2n2 + 32n = 10.2mn+ 21.2n2 + 290n+
3n1/2, and κ2(B) = ‖B‖2‖B−1‖2.
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Proof. From Theorem 3.17, the computed U and some orthogonal matrix U¯ satisfy
U¯ − U = (X¯ − X)V¯ B−1 + UB(V − V¯ )TV¯ B−1
= (X¯ − X)V¯ B−1 + (X + X)V −T(V − V¯ )TV¯ B−1.
Applying standard norm bounds to the first equation yields
‖U¯ − U‖F  (‖X¯‖F + ‖X‖F
+‖X + X‖F ‖V −T‖2‖V − V¯ ‖2‖V¯ ‖2)‖B−1‖2
 (‖X¯‖F + ‖X‖F + ‖X‖F ‖V − V¯ ‖2)‖B−1‖2 +O(ε2M).
Thus using the bound on ‖V − V¯ ‖2 from (3.21),
‖U¯ − U‖F  (‖X¯‖F + ‖X‖F + ‖X‖F ‖V − V¯ ‖2)‖B−1‖2 +O(ε2M)
 εM(g0(n)+ g1(m, n)+ 2n2 + 32n)‖X‖F ‖B−1‖2 +O(ε2M)
= εM(10.2mn2 + 21.2n2+ 290n+ 3n1/2)‖B‖F ‖B−1‖2 +O(ε2M)
= εMg2(m, n)‖B‖F ‖B−1‖2 +O(ε2M)
 εM
√
ng2(m, n)‖B‖2‖B−1‖2 +O(ε2M).
That establishes (3.84).
To establish (3.85), note that
UTU − I = UTU − U¯TU¯
= U¯T(U − U¯ )+ (U − U¯ )TU¯ + (U − U¯ )T(U − U¯ )
Using norm bounds, this is
‖UTU − I‖F  2‖U − U¯‖F + ‖U − U¯‖2F ,
 2
√
ng2(m, n)κ2(B)εM +O(ε2M)
which is (3.85). 
The relationship between the orthogonality of V (near perfect) and that of U
(dependent upon κ(B)) is consistent with results given by Simon and Zha [24] on
complete reorthogonalization of V for Lanczos bidiagonal reduction.
It is possible to recover near orthonormal bases for some subspaces of Range(U).
For that, we assume that we have computed a decomposition of B of the form
B = QSKT, Q,K ∈ Rn×n, orthogonal, (3.86)
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where S, Q, and K are partitioned according to
S =
( k n− k
k S11 S12
n− k 0 S22
)
, (3.87)
Q= ( k n− kQ1 Q2 ), K = (
k n− k
K1 K2
)
. (3.88)
Here S11 is assumed to be well conditioned. If the blocks S12 and S22 are small, as
in most applications, this is a “rank revealing” decomposition. Hanson and Lawson
[18] called it an “HRK” decomposition (H and K orthogonal, and R upper triangular).
Recently, Stewart [25] dubbed it a “URV” decomposition. To our knowledge, the first
reference to this type of triangular decomposition is by Faddeev et al. [12].
We assume that, in floating point arithmetic with machine unit εM , the decompo-
sition (3.86)–(3.88) satisfies
B + B = QSKT, ‖B‖F  εMh(n)‖B‖F +O(ε2M) (3.89)
for some modestly growing function h(·). That is to say, we assume that this decom-
position is backward stable. In practice, the computed Q and K may not be exactly
orthogonal, but satisfy ‖QTQ− I‖2, ‖KTK − I‖2 = O(εM). That departure from
orthogonality has no qualitative effect on the discussion below. Thus, we assume that
Q and K are exactly orthogonal.
We then let
P = UQ = ( k n− kP1 P2 ), Z = VK = (
k n− k
Z1 Z2
)
. (3.90)
It is our intention to bound
‖P T1 P1 − I‖F .
Here P1 is a basis for a subspace that approximates the left singular subspace asso-
ciated with the well conditioned block S11 of S.
Theorem 3.19. Let P and Z be defined above and let g2(m, n) be as in Corollary
3.18. Then
‖P T1 P1 − I‖F  εM [2g2(m, n)+ 4h(n)]‖X‖F ‖S−111 ‖2 +O(ε2M), (3.91)
where g2(m, n) is given in Corollary 3.18.
Proof. Combining Theorem 3.17 with the hypothesis, we have
X + X = UQSKTV T − UBV T
which may be rewritten as
X + X(1) = PSZT, (3.92)
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where
X(1) = X + UBV T.
Thus
‖X(1)‖F  ‖X‖F + ‖U‖2‖B‖F ‖V ‖2
 εM(g0(n)‖X‖F + h(n)‖B‖F )+O(ε2M)
 εM(3n2 + 37n+ 3n1/2 + h(n))‖X‖F +O(ε2M)
However, we may also use Theorem 3.17 and the exactly orthogonal matrix U¯
and V¯ defined there to show that, for some orthogonal matrix P¯ ∈ Rm×n, we have
X + X(2) = P¯ SZ¯T, (3.93)
P¯ = ( k n− kP¯1 P¯2 ) = U¯Q, Z¯ = V¯ K, (3.94)
‖X(2)‖F  εM [10.2mn+ 16.2n2 + 221n+ h(n)]‖X‖F +O(ε2M). (3.95)
Combining (3.92) with (3.94) yields
X(1) − X(2) = (P − P¯ )SZ¯T + PS(Z − Z¯)T
which becomes
X(1) − X(2) = (P − P¯ )SZ¯T + PSKT(V − V¯ )T. (3.96)
Multiplying both sides of (3.96) on the right by Z¯1S−111 and rearranging terms yields
P1 − P¯1 = (X(1) − X(2))Z¯1S−111 − PSKT(V − V¯ )TZ¯1S−111 . (3.97)
Thus using (3.21) and Lemma 3.8, we have
‖P1 − P¯1‖F  (‖X(1)‖F + ‖X(2)‖F + ‖S‖2‖V − V¯ ‖2)‖S−111 ‖2 +O(ε2M)
 εM [g0(n)+ g1(m, n)+ 2n2 + 32n
+2h(n)]‖X‖F ‖S−111 ‖2 +O(ε2M)
= εM [g2(m, n)+ 2h(n)]‖X‖F ‖S−111 ‖2 +O(ε2M).
The proof of (3.91) follows from using an analysis similar to that of the proof of
Corollary 3.18. 
Noting that the SVD is an important example of a decomposition of the form
(3.86)–(3.88), the following corollary establishes the left singular vectors of X asso-
ciated with the leading singular values can be computed with near orthogonality.
Corollary 3.20. Assume the hypothesis of Theorem 3.19, and let B have the com-
puted singular value decomposition
B + B = QKT, ‖B‖F  h(n)‖B‖F +O(ε2M),
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where Q and K are partitioned as in (3.88) and  = diag(σ1, . . . , σn) with
 =
( k n− k
k 1 0
n− k 0 2
)
.
Let P be defined by (3.90). Then
‖P T1 P1 − I‖F  εM [2g2(m, n)+ 4h(n)]‖X‖F σ−1k +O(ε2M) (3.98)
 εM
√
n[2g2(m, n)+ 4h(n)]σ1σ−1k +O(ε2M), (3.99)
where g2(m, n) is given in Corollary 3.18.
Proof. An interpretation of Theorem 3.19 for the case where S =  and S11 = 1
yields
‖P T1 P1 − I‖2  εM [2g2(m, n)+ 4h(n)]‖X‖F ‖−11 ‖2 +O(ε2M).
Using ‖−11 ‖2 = σ−1k yields (3.98). Interpreting Corollary 3.16, the computed sin-
gular value σ1 satisfies
‖X‖F 
√
n(σ1 + σ1),
‖σ1|  [10.2mn+ 16.2n2 + 221n+ h(n)]εMσ1 +O(ε2M).
From that, (3.99) quickly follows from (3.98). 
Since any reasonable algorithm for finding the singular values of a bidiagonal
matrix B will satisfy the hypothesis of Corollary 3.20, Algorithm 2.2 leads to the
construction of a near orthonormal basis for the left singular subspace associated
with the leading singular values of X.
4. Relative accuracy properties
The bounds (3.24)–(3.27) are true of both Algorithms 2.1 and 2.2 and can be
exploited to obtain conditional relative error bounds on the singular values. To obtain
these relative error bounds, we use three perturbation theorems. The first is from [4].
Theorem 4.1. Let X˜ = X + X = X + τE. DefineX(ζ) = X + ζE for ζ ∈ [0, τ ].
Let X(ζ) have the SVD
X(ζ) = U(ζ )(ζ )V (ζ )T, ζ ∈ [0, τ ],
where U(ζ ) and V (ζ ) are orthogonal, and
(ζ ) = diag(σ1(ζ ), . . . , σn(ζ )), U(ζ ) = (u1(ζ ), . . . , un(ζ )),
V (ζ ) = (v1(ζ ), . . . , vn(ζ )).
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Then for each i ∈ {1, 2, . . . , n} such that σi(ζ ) /= 0 for all ζ ∈ [0, τ ], we have
exp(−τκi)  σi(τ )
σi(0)
= σi(X˜)
σi(X)
 exp(τκi), (4.1)
where
κi = max
ζ∈[0,τ ]
|ui (ζ )TEvi (ζ )|
ui (ζ )TX(ζ)vi (ζ )
. (4.2)
The second perturbation bound is a slight extension of that in [19–pp. 423–424,
problem 18].
Theorem 4.2. Let U,X ∈ Rm×n,m  n, let B,V ∈ Rn×n and assume that V is
nonsingular. Then for i = 1, 2, . . . , n,
σn(U)σi(B)  σi(UB)  σ1(U)σi(B)
‖V −1‖−12 σi(X)  σi(XV )  ‖V ‖2σi(X)
The following corollary allows us to directly use (3.24)–(3.25) to relate the sin-
gular values of X and F.
Corollary 4.3. Let X, X0 and τ satisfy the bounds
‖XT0 ei‖2  τ‖XTei‖2. (4.3)
Let F satisfy (3.24) for V satisfying (3.21). Let E = X0/τ, let X(ζ) = X + ζE
for ζ ∈ [0, τ ], and let X†(ζ ) be the Moore–Penrose pseudoinverse of X(ζ) (see
[15, Section 5.5.4]). Then using the terminology of Theorem 4.1, for each i such that
σi(ζ ) /= 0 for all ζ ∈ [0, τ ], we have
(1 − ω) exp(−τκX)  σi(F )
σi(X)
 exp(τκX)(1 + ω), (4.4)
where
κX = min
D diagonal
max
ζ∈[0,τ ]
‖X†(ζ )D‖2‖D−1X‖F (4.5)

√
n min
D diagonal
max
ζ∈[0,τ ]
‖X†(ζ )D‖2‖D−1X‖2, (4.6)
where
ω  (2n2 + 32n)εM +O(ε2M). (4.7)
Proof. We use the fact that
σi(F )
σi(X)
= σi(F )
σi(X + X0)
σi(X + X0)
σi(X)
, (4.8)
then we bound both factors in this product.
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Using Lemma 3.13, Eq. (3.21), and applying Theorem 4.2 to (3.24), we bound
the first factor in (4.8) by
1 − ω  σi(F )
σi(X + X0) =
σi(F )
σi(FV −1)
 1 + ω, (4.9)
where ω is given in (4.7).
To bound the second factor in (4.8), we use (4.1)–(4.2) from Theorem 4.1 to state
that
exp(−τκi)  σi(X + X0)
σi(X)
 exp(τκi).
Now we bound each κi in (4.2). For that, we have
τκi = max
ζ∈[0,τ ]
|ui (ζ )TX0vi (ζ )|
ui (ζ )TX(ζ)vi (ζ )
= |ui (ζ )
TX0vi (ζ )|
σi(ζ )
.
Since σi(ζ ) /= 0 for all ζ , the relationship between the pseudoinverse X†(ζ ) and the
SVD [15–Section 5.5.4] yields
ui (ζ ) = σi(ζ )[X†(ζ )]Tvi (ζ )
thus
τκi = max
ζ∈[0,τ ]
|vi (ζ )TX†(ζ )X0vi (ζ )|. (4.10)
For any nonsingular diagonal matrix D, Eq. (4.10) gives us
τκi = max
ζ∈[0,τ ]
|vi (ζ )TX†(ζ )DD−1X0vi (ζ )|
 max
ζ∈[0,τ ]
‖X†(ζ )D‖2‖D−1X0‖2
 max
ζ∈[0,τ ]
‖X†(ζ )D‖2‖D−1X0‖F .
The rowwise bound (4.3) implies that for any diagonal matrix,
‖D−1X0‖F  τ‖D−1X‖F
thus κi  κX where κX is bounded in (4.5)–(4.6). Therefore we may state that
exp(−τκX)  σi(X + X0)
σi(X)
 exp(τκX) (4.11)
for all i meeting the hypothesis of the theorem. Combining (4.8), (4.9), and (4.11)
yields (4.4)–(4.6). 
To relate the singular values of F and UB, we use the following result from Veselic´
and Slapnicˇar [27]. The hypothesis and conclusion of this theorem are stronger than
Theorem 4.1.
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Theorem 4.4. Let F˜ = F + F ∈ Rm×n be such that
‖Fx‖2  η‖Fx‖2, x ∈ Rn. (4.12)
Then for i = 1, . . . , n, either σi(F + F) = σi(F ) = 0 or
1 − η  σi(F + F)
σi(F )
 1 + η. (4.13)
A corollary to Theorem 4.4 exploits the bound (3.26)–(3.27).
Corollary 4.5. Let F˜ = F + F = UB where U ∈ Rm×n,m  n, satisfies
‖Uej‖2 = 1 and rank(U) = n, and where B ∈ Rn×n is nonsingular. Assume that
|F |  τ2|U ||B|.
Then (4.13) holds with
η  τ2
√
n‖U†‖2‖|B||B−1|‖2 +O(τ 22 ). (4.14)
Proof. We first find η0 such that
‖Fx‖2  η0‖F˜x‖2, x ∈ Rn.
Then we will construct a bound for η.
We note that
‖Fx‖2  τ2‖|U ||B||x|‖2.
Since m  n, U has full column rank, U†U = In, and ‖Uej‖2 = 1, we have
‖Fx‖2  τ2‖|U ||B||B−1Bx|‖2
 τ2‖|U |‖2‖|B||B−1|‖2‖|Bx|‖2
= τ2‖|U |‖2‖|B||B−1|‖2‖Bx‖2
 τ2‖|U |‖2‖|B||B−1|‖2‖U†UBx‖2
 τ2
√
n‖|B||B−1|‖2‖U†‖2‖UBx‖2
= η0‖F˜x‖2,
where
η0 = τ2
√
n‖U†‖2‖|B||B−1|‖2.
If we note that
‖Fx‖2  ‖F˜x‖2 − ‖Fx‖2  (1 − η0)‖F˜x‖2, x ∈ Rn,
then (4.13) holds with
η  η0/(1 − η0) = τ2
√
n‖U†‖2‖|B||B−1|‖2 +O(τ 22 ). 
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Using the bounds (3.24)–(3.27) and letting
τ1 = (3n2 + 37n)εM, τ2 = 3εM,
we have that
(1 − η)(1 − ω) exp(−τ1κX)σ1(U)−1
 σi(B)
σi(X)
 (1 + η)(1 + ω) exp(τ1κX)σn(U)−1,
where ω is bounded by (4.7), η is bounded by (4.14), and κX is given by (4.5)–(4.6).
If κX ,‖|B||B−1|‖2, and ‖U‖2‖U†‖2 are all modest, the singular values of the
bidiagonal matrix B from Algorithm 2.2 are within a small relative error of those of
X. We note these bounds do not necessarily imply an absolute error bound of the form
in Corollary 3.16. In fact, as shown earlier, Algorithm 2.2 satisfies such an absolute
error bound, but Algorithm 2.1 does not.
The bidiagonal reduction algorithm in [2] performs a bidiagonal reduction on a
lower triangular matrix L such that
X = Q
(
LT
0
)
is a Q–R factorization with column pivoting. It is shown in [2] that under mild
assumptions, for each k, σk(B)/σk(L) satisfies a bound that depends upon the growth
of the columns of L during the bidiagonal reduction. There is no dependence on
κX or ‖|B||B−1|‖2 and the matrix U is always near left orthogonal. For instance,
on Example 3.1, the algorithm in [2] computes the singular values of X to relative
accuracy whereas no algorithm in this paper does. However, the algorithm in [2] also
requires more flops than any algorithm in this paper.
5. The new algorithm when zero or near-zero diagonals appear
We now discuss how to handle the case where γk = 0 for some k in Algorithm
2.2. In that case, the division that forms uk is not defined. However, that is not a
problem if we model Algorithm 2.2 as an implementation of (3.46).
In that case, if γk = 0, then yk = 0 and
Ck−1 =


k − 1 1 n− k
k − 1 Bk−1 φkek−1 0
n− k + 1 0 0 0
m 0 0 Fk−1(:, k + 1 : n)

.
If we let γk = φk+1 = 0, then Ck−1 is already in the form (3.45). Thus the trans-
formation (3.46) can be effected by setting Wk = Im+n, V˜k+1 = In, and Ck−1 = Ck .
This means that the kth row of B is zero and we do not need to do any matrix mod-
ification during this step. Since φk+1 = 0, in the next pass through the main loop,
Algorithm 2.2 sets
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yk+1 ← X(:, k + 1) = Fk(:, k + 1).
Let 1  k1 < · · · < ks  n be the indices where γkj = 0. Then implicitly we get
the bidiagonal reduction
C =
( n
n 0
m X
)
= W
(
B
0
)
V T,
where
W =
∏
j /=k1,...,ks
Wj , V =
∏
j /=k1,...,ks
V˜j+1
This factorization is not yet in an appropriate form.
Our desired form is the compact bidiagonal reduction of X given by
X = UcBcV Tc , (5.1)
where Uc ∈ Rm×p and Vc ∈ Rn×p are left orthogonal, Bc is bidiagonal and nonsin-
gular, and p  n.
With a 7×7 example, we show how such a reduction may be obtained. In this
example, let γ3 = γ5 = 0. To fill out the left orthogonal matrix U, let u3 and u5 be
any two unit vectors that are orthogonal to each other and to u1, u2,u4,u6 and u7.
That gives us
B =


γ1 φ2 0 0 0 0 0
0 γ2 φ3 0 0 0 0
0 0 0 0 0 0 0
0 0 0 γ4 φ5 0 0
0 0 0 0 0 0 0
0 0 0 0 0 γ6 φ7
0 0 0 0 0 0 γ7


,
U = (u1, u2, u3, u4, u5, u6, u7).
The two zero rows of B and u3 and u5 can be discarded, in fact, they need never be
computed.
Instead, we can express the decomposition (1.1) as
X = U(0)B(0)V T, (5.2)
where
B(0) =


γ1 φ2 0 0 0 0 0
0 γ2 φ3 0 0 0 0
0 0 0 γ4 φ5 0 0
0 0 0 0 0 γ6 φ7
0 0 0 0 0 0 γ7

 ,
U(0) = (u1, u2, u4, u6, u7).
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If we discard the zero rows of B as we go, Algorithm 2.2 with the changes specified
above outputs U(0) and B(0) instead of U and B. Since B(0) is not square and U(0)
has fewer columns than V, the factorization (5.2) is not yet in the form (5.1), but that
is easily corrected.
If we do the Q–R factorization of [B(0)]T by Givens rotations, we get
[B(0)]T = JB(1),
where
[B(1)]T =


γ
(1)
1 0 0 0 0 0 0
φ
(1)
2 γ
(1)
2 0 0 0 0 0
0 0 0 γ (1)4 0 0 0
0 0 0 0 0 γ (1)6 0
0 0 0 0 0 φ(1)7 γ
(1)
7


and
J = J1J2J4J6, Jk rotates rows k and k + 1.
To restore upper triangular form, we do the Q–R factorization of [B(1)]T to obtain
[B(1)]T = GB(2),
where
G = G1G4, Gk rotates rows k and k + 1
and
B(2) =


γ
(2)
1 φ
(2)
2 0 0 0 0 0
0 γ (2)2 0 0 0 0 0
0 0 0 γ (2)4 0 0 0
0 0 0 0 0 γ (2)6 φ
(2)
7
0 0 0 0 0 0 γ (2)7


.
The above are two steps of the orthogonal quotient difference (oqd) algorithm as
described by Fernando and Parlett [13].
Let
V (1) = V J = (v(1)1 , v(1)2 , v(1)3 , v(1)4 , v(1)5 , v(1)6 , v(1)7 ).
If we let
Uc = U(0)G,
Vc = (v(1)1 , v(1)2 , v(1)4 , v(1)6 , v(1)7 )
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Bc =


γ
(2)
1 φ
(2)
2 0 0 0
0 γ (2)2 0 0 0
0 0 γ (2)4 0 0
0 0 0 γ (2)6 φ
(2)
7
0 0 0 0 γ (2)7


= B(2)(:, [1 : 3, 4, 6 : 7]),
we have the compact bidiagonal reduction of X given by (5.1). Unless Bc is an empty
matrix, it is nonsingular, thus the assumption of Corollary 3.18 holds.
The event of an exact zero γk is extremely rare. However, if we choose to set γk
to zero when |γk|  tol ∗ ‖X‖F for tol ≈ εM , we still have a stable procedure. For
applications where the small singular values are not important, this could be done to
increase the speed of the algorithm.
6. Numerical tests
Below we given some numerical examples. The first set is based upon the famous
Kahan matrices.
Fig. 1. Maximum error in singular values from Example 6.1.
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Example 6.1. Let X be the n× n lower triangular matrix
X = (xij ), xij =
{
αi−1 i = j
−αi−1β i > j , (6.1)
where α2 + β2 = 1 and α, β > 0. If we choose α bounded away from zero or one,
we obtain a matrix with slowly decaying diagonals, but whose smallest singular value
decays rapidly with n. However, its first n− 1 singular values are bounded away
from zero [29].
For these tests, we chose α = 0.3 and let n = 50, 60, . . . , 200.
We compared the accuracy of Algorithm 2.1 with Algorithm 2.2 by computing the
resulting singular values and comparing them to those from the MATLAB command
svd(X). The results are graphed on a log scale in Fig. 1. The error graphed in there is
base 10 logarithm of the Wielandt–Hoffman measure
log10


(
n∑
k=1
(σk(X)− σk(B))2
)1/2/
‖X‖F

 ,
where σk(X) is that computed by the MATLAB svd command, and σk(B) is that
computed by the given algorithm. There you can see the singular values from Algo-
rithm 2.1 do not behave like those from a backward stable algorithm, but those from
Algorithm 2.2 do.
Fig. 2. Error in orthogonality of Lanczos vectors from Example 6.1.
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Fig. 3. Error in orthogonality of first n− 1 left singular vectors from Example 6.1.
As seen in Fig. 2, for both algorithms, the left Lanczos vector matrix U does not
come out orthogonal. In contrast, as seen in Fig. 3, for Algorithm 2.2, if we compute
the n− 1 left singular vectors associated with the leading n− 1 singular values,
these come out nearly orthogonal, but this is not true for Algorithm 2.1.
Example 6.2. These examples are the magic square matrices from the MATLAB
command magic. The MATLAB statement magic(n) produces a matrix using the
integers 1, 2, . . . , n2 whose row, column, and diagonal sums are all equal. For many
values of n, these matrices are ill-conditioned with a substantial number of small
singular values.
We applied Algorithms 2.1 and 2.2 to these matrices for n = 20, 30, . . . , 100
and computed the subsequent singular value decompositions. In Fig. 4, we compute
the maximum error in the singular values as compared to the MATLAB command
svd(X). In Fig. 5, we give the orthogonality of the left singular vectors associated
with all singular values σk such that σk > 10−3σ1.
On some of the magic square matrices, both algorithms obtain good results, but on
others Algorithm 2.1 obtains poor accuracy for the singular values and poor ortho-
gonality for the leading left singular vectors. Algorithm 2.2 obtains good accuracy
for the singular values and the orthogonality of the left singular vectors are within
the bounds given in Corollary 3.20.
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Fig. 4. Maximum error in singular values from Example 6.2.
We did some tests for which there was little difference in the accuracy of the
singular values from Algorithms 2.1 and 2.2. Likewise both routines produced ortho-
normal leading left singular vectors. In all of these cases, the accuracy of the singular
values and the orthogonality of leading singular vectors were consistent with the
results proven in Section 3.
7. Conclusion
This work has developed a new algorithm for bidiagonal reduction that allows
for computation of left Lanczos vectors using fewer flops. Unlike a previous sim-
ilar algorithm, this algorithm produces a bidiagonal matrix whose singular values
are accurate as can be expected from the Golub–Kahan algorithm. Under certain
circumstances, the singular values are computed with small relative errors.
Since the left Lanczos vectors are constructed using a recurrence, the left sin-
gular vectors may be far from orthogonal. Fortunately, the loss of orthogonality is
both bounded and structured. Moreover, the left singular vectors associated with
the leading singular values are recovered with near orthogonality by any backward
stable procedure for computing the singular value decomposition of the resulting
bidiagonal matrix.
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Fig. 5. Error in orthogonality of leading left singular vectors from Example 6.2.
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Appendix A. Proof of Technical Lemmas, Proposition 3.4
Proof (Lemma 3.5). To prove (3.37), we show that
‖F‖F = ‖X‖F (1 + δ1), δ1  h1(n)εM +O(ε2M), (A.1)
then show that for each k, we have
‖Bek‖2 = ‖F ek‖2 + δ2‖X‖F , δ2  h2(m, n− k)εM +O(ε2M). (A.2)
Thus (3.37) holds with
g3(m, n) = h1(n)+
n∑
k=1
h2(m, n− k).
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From (3.24)–(3.25), we have that
‖F Tei‖2 = ‖V T(X + X0)Tei‖2.
Thus using (3.21), for an orthogonal matrix V¯ , we have
‖F Tei‖2  ‖V ‖2(‖XTei‖2 + ‖XT0 ei‖2)
 (‖V¯ ‖2 + ‖V − V¯ ‖2)(‖XTei‖2 + ‖XT0 ei‖2)
 ‖XTei‖2(1 + δ1), δ1  [5n2 + 69n]εM +O(ε2M).
By a similar argument, we can prove the opposite inequality, that
‖F Tei‖2  ‖XTei‖2(1 + δ1), δ1 = [5n2 + 69n]εM +O(ε2M). (A.3)
Therefore, it is easily concluded that (A.1) holds with h1(n) = 5n2 + 69n.
For k = 1, Eq. (A.2) is just a restatement of (3.14). To prove (A.2) for other values
of k, we define the parameters
φ˜k = uTk−1Fk−1(:, k) = uTk−1F(:, k), (A.4)
γ˜k = ‖F(:, k)− φ˜kuk−1‖2. (A.5)
We label these parameters φ˜k and γ˜k because, in exact arithmetic, they are just φk
and γk computed in a different way.
Then we have that
WTk−1
(
0
F(:, k)
)
=
(
φ˜kek
F (:, k)− φ˜kuk−1
)
implying that∥∥∥∥WTk−1
(
0
F(:, k)
)∥∥∥∥
2
=
∥∥∥∥
(
φ˜k
γ˜k
)∥∥∥∥
2
.
From Eq. (3.42), there is an exactly orthogonal matrix W¯k−1 such that∥∥Wk−1 − W¯k−1∥∥2  4(m+ 1)εM +O(ε2M).
Thus, ∥∥∥∥
(
φ˜k
γ˜k
)∥∥∥∥
2
= ‖F(:, k)‖2(1 + δW ), |δW |  4(m+ 1)εM +O(ε2M). (A.6)
To complete the proof, we give a bound for∥∥∥∥
(
φk − φ˜k
γk − γ˜k
)∥∥∥∥
2
,
then combine it with (A.6) to prove (3.37).
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From (3.60)–(3.62), we have
‖φk − uTk−1F(:, k)| = |φk − φ˜k|
 εM [m+ 12(n− k + 1)+ 74]
× ‖Fk−1(:, k : n)‖F +O(ε2M).
To get a bound on γk − γ˜k , we use (3.11)–(3.12) to state
γk(I + E(k)1 )uk = yk = (I + E(k)3 )F (:, k)− φk(I + E(k)2 )uk−1.
Some reorganization yields
yk = F(:, k)− φ˜kuk−1 + (φ˜k − φk)uk−1 − φkE(k)2 uk + E(k)3 F(:, k).
Taking norms and using the bounds (3.14) and (3.15), we get
(1 + #(k)4 )−1γk = ‖yk‖2  ‖F(:, k)− φ˜kuk−1‖2 + |φ˜k − φk|‖uk−1‖2
+‖E(k)2 ‖2|φk|‖uk‖2 + ‖E(k)3 ‖2‖F(:, k)‖2
 γ˜k + |φ˜k − φk|(1 + ‖E(k)2 ‖2)‖uk−1‖2
+‖E(k)2 ‖2|φk|‖uk‖2 + ‖E(k)3 ‖2‖F(:, k)‖2.
Ignoring second order terms this becomes, we have
γk  γ˜k + |#(k)4 ||γ˜ | + εMg4(m, n− k + 1)‖Fk−1(:, k : n)‖F
+ 2εM |φk| + εM‖F(:, k)‖2 +O(ε2M).
From the bound (A.6), the bound on |#(k)4 | in Lemma 3.1, and the Cauchy–Schwarz
inequality
γk  γ˜k + εM [g4(m, n− k + 1)+ 3]‖Fk−1(:, k : n)‖F
+ (m+ 2)εM
∥∥∥∥
(
γ˜k
φ˜k
)∥∥∥∥
2
+O(ε2M)
 γ˜k + εM [g4(m, n− k + 1)+m+ 5]‖Fk−1(:, k : n)‖F +O(ε2M).
By the same argument, we can show that
γk  γ˜k − εM [g4(m, n− k + 1)+m+ 5]‖Fk−1(:, k : n)‖F +O(ε2M),
thus ∥∥∥∥
(
φ˜k − φk
γ˜k − γk
)∥∥∥∥
2
 εM
[√
2g4(m, n− k + 1)
+m+ 5]‖Fk−1(:, k : n)‖F +O(ε2M). (A.7)
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If we then use the inequality,∣∣∣∣
∥∥∥∥
(
φk
γk
)∥∥∥∥
2
− ‖Fk−1(:, k)‖2
∣∣∣∣ 
∣∣∣∣
∥∥∥∥
(
φ˜k
γ˜k
)∥∥∥∥
2
− ‖Fk−1(:, k)‖2
∣∣∣∣+
∥∥∥∥
(
φ˜k − φk
γ˜k − γk
)∥∥∥∥
2
we obtain∣∣∣∣
∥∥∥∥
(
φk
γk
)∥∥∥∥
2
− ‖Fk−1(:, k)‖2
∣∣∣∣
 εM [
√
2g4(m, n− k + 1)+ 5m+ 9]‖Fk−1(:, k : n)‖F +O(ε2M)
 εMh2(m, n− k)‖X‖F +O(ε2M)
with h2(m, n) =
√
2(m+ 12n+ 74)+ 5m+ 9. Thus we have (A.2). That estab-
lishes the result. 
Proof (of Lemma 3.6). If we let φ˜k and γ˜k be as defined in (A.4)–(A.5), then we have
to bound∥∥∥∥
(
φˆk − φ˜k
γˆk − γ˜k
)∥∥∥∥
2
,
where γˆk satisfies
γˆk = fl(‖F(:, k)− φˆkuk−1‖2).
We have that
φˆk = fl(uTk−1F(:, k)) = uTk−1F(:, k)+ ξ1
= φ˜k + ξ1,
where |ξ1|  mεM‖F(:, k)‖2 +O(ε2M).
We rephrase this as
|φˆk − φ˜k|  mεM‖F(:, k)‖2 +O(ε2M).
From Lemma 3.1, we have that
γˆk = fl(F (:, k)− φˆkuk−1) = (1 + #(k)4 )‖yˆk‖2,
where
yˆk = (I + E(k)3 )F (:, k)− φˆk(I + E(k)2 )uk−1.
Since
‖yˆk‖2  ‖F(:, k)− φ˜kuk−1‖2 + ‖E(k)3 ‖2‖F(:, k)‖2
+ |φˆk|‖E(k)2 ‖2‖uk−1‖2 + |φ˜k − φˆk|‖uk−1‖2
 γ˜k + εM‖F(:, k)‖2 + 2εM |φˆk| + |φ˜k − φˆk| +O(ε2M)
 γ˜k + (m+ 3)εM‖F(:, k)‖2.
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Combining the last bound with the relation to ‖yk‖2, we have
γˆk  γ˜k + (m+ 3)εM‖F(:, k)‖2 + |#(k)4 |‖yk‖2 +O(ε2M)
 γ˜k + (2m+ 3)‖F(:, k)‖2 +O(ε2M).
A similar argument leads to the lower bound
γˆk  γ˜k − (2m+ 3)‖F(:, k)‖2 +O(ε2M)
thus
|γ˜k − γˆk|  (2m+ 3)‖F(:, k)‖2 +O(ε2M).
Therefore,∥∥∥∥
(
φˆk − φ˜k
γˆk − γ˜k
)∥∥∥∥
2
 (
√
5m+ 3)‖F(:, k)‖2 +O(ε2M). (A.8)
Combining (A.8) with (A.6), we have that
‖Bek‖2 =
∥∥∥∥
(
φˆk
γˆk
)∥∥∥∥
2
= ‖F(:, k)‖2(1 + δ2),
where δ2  [(4 +
√
5)m+ 7]εM +O(ε2M). Thus we have (3.38). 
Proof (of Lemma 3.8). Using the fact that W = W1 · · ·Wn, we bound the departure
from orthogonality of each Wk . We have that
Wk = I − wkwTk , wk =
(−ek
uk
)
.
From Lemma 3.1, we have
‖uk‖2 = 1 + #(k)5 , |#(k)5 |  (m+ 1)εM +O(ε2M).
An exactly orthogonal matrix is given by
W¯k = I − w¯kw¯Tk , w¯k =
(−ek
u¯k
)
,
where u¯k = uk/‖uk‖2. Thus
‖Wk − W¯k‖2  ‖Wk − W¯k‖F = ‖w¯kw¯Tk − wkwTk ‖F
 ‖w¯k − wk‖2(‖w¯k‖2 + ‖wk‖2)
 4(m+ 1)εM +O(ε2M),
thus establishing (3.42).
By an induction argument,
‖W − W¯‖2  ‖W − W¯‖F  4n(m+ 1)εM +O(ε2M),
where
W¯ = W¯1 · · · W¯n. 
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