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Abstract
In the general case of the so(n) free rigid body we will give a list of integrals of motion, which
generate the set of Mishchenko’s integrals. In the case of so(5) we prove that there are fifteen
coordinate type Cartan subalgebras which on a regular adjoint orbit give fifteen Weyl group orbits
of equilibria. These coordinate type Cartan subalgebras are the analogues of the three axes of
equilibria for the classical rigid body on so(3). The nonlinear stability and instability of these
equilibria is analyzed. In addition to these equilibria there are ten other continuous families of
equilibria.
1 Introduction
The purpose of this paper is to study the geometry and the dynamics of the free rigid body on the Lie
algebra so(5). The general free rigid body on so(n) has been studied as a completely integrable system
in the classical works [1], [2], [3]. The general case and more extensively the even case n = 2m have
been analyzed by Fehe´r and Marshall [4], Spiegler [5], where a method for determining a certain class of
equilibria is given. They also study the stability of these equilibria using the Energy-Casimir method.
As mentioned in [5], the odd case n = 2m + 1 is significantly different and only some indications on
stability results have been given.
In [6] it has been proved that this class of equilibria comes as the intersection of coordinate type
Cartan subalgebras with regular adjoint orbits. Consequently these equilibria are unions of Weyl orbits
and they correspond to long-short axis type of equilibria known from the dynamics on so(3).
The stability of these equilibria, for the case of so(4), has been studied in [6], using Williamson normal
form [7]. For the case of so(4) there have been discovered two new continuous families of equilibria on
every regular adjoint orbit. Also, in [6] it has been shown that these are nonlinearly stable as a family,
that is, if a solution of the so(4)-free rigid body equation starts near an equilibrium on such a curve, at
any later time it will stay close to this curve but in the direction of the curve itself it may drift.
First of all, in this paper we will give a list of integrals of motion for the general case of the so(n) free
rigid body, which proves to be a set of generating functions for the Mishchenko’s quadratic integrals of
motion and which will play a crucial role in the approach of the stability problem using energy methods.
For the case of so(5) rigid body we found fifteen families of coordinate type Cartan subalgebras,
which intersected with a regular adjoint orbit give 120=15×8 equilibria corresponding to long-short
axis type of equilibria (8 being the cardinal of the Weyl group of so(5)). We also found ten continuous
families of equilibria on every regular adjoint orbit. As in the case of so(4), these two types of equilibria
give all the equilibria of so(5) free rigid body.
The stability problem is studied using the linearization method and Arnold’s method, which is
equivalent to Energy-Casimir method [8]. In order to do this, we explicitly compute the integrals
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of motion using Mishchenko’s and Manakov’s methods and we point out the need for the additional
constants of motion introduced in Section 2 of this paper. Extended indications on how Arnold’s method
applies for each studied equilibria are given.
2 A new family of integrals of motion for the free rigid body
on so(n)
The equations of the rigid body on so(n) are given by
M˙ = [M,Ω], (2.1)
where Ω ∈ so(n), M = ΩJ + JΩ ∈ so(n) with J = diag(λi), a real constant diagonal matrix satisfying
λi + λj ≥ 0, for all i, j = 1, . . . , n, i 6= j (see, for example, [3]). Note that M = [mij ] and Ω = [ωij ]
determine each other if and only if λi + λj > 0 since mij = (λi + λj)ωij which physically means that
the rigid body is not concentrated on a lower dimensional subspace of Rn.
It is well known and easy to verify that equations (2.1) are Hamiltonian relative to the minus Lie-
Poisson bracket
{F,G}(M) :=
1
2
Trace(M [∇F (M),∇G(M)]), (2.2)
and the Hamiltonian function
H(M) := −
1
4
Trace(MΩ). (2.3)
Here F,G,H ∈ C∞(so(n)) and the gradient is taken relative to the Ad-invariant inner product
〈X,Y 〉 := −
1
2
Trace(XY ), X, Y ∈ so(n) (2.4)
which identifies (so(n))∗ with so(n). This means that F˙ = {F,H} for all F ∈ C∞(so(n)), where
{·, ·} is given by (2.2) and H by (2.3), if and only if (2.1) holds. Note that the linear isomorphism
X ∈ so(n) 7→ XJ+JX ∈ so(n) is self-adjoint relative to the inner product (2.4) and thus ∇H(M) = Ω.
In what follows, we assume that λi are all distinct. As stated in [1], the system (2.1) admits a
sequence mr (r = 1, 2, 3, . . . ) of integrals of motion, all of them depending quadratically on the angular
momentum M . It is easy to compute an explicit form for these integrals [9] as follows:
mr(M) =
n∑
i,k=1
i<k
λri − λ
r
k
λ2i − λ
2
k
m2ik.
Next we will find an additional family of n integrals of motion for the system (2.1), which have simple
and elegant expressions and which prove to generate Mishchenko’s integrals of motion. The complete
result is contained in the following
Theorem 2.1. The functions
Fi(M) =
n∑
k=1
k 6=i
1
λ2i − λ
2
k
m2ik, i = 1, 2, . . . , n
are integrals of motion for the system (2.1); moreover, the following identities hold for each r:
mr(M) =
n∑
i=1
λriFi(M).
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Proof. It is easy to see that
mr(M) =
n∑
i,k=1
i<k
λri
λ2i − λ
2
k
m2ik −
n∑
i,k=1
i<k
λrk
λ2i − λ
2
k
m2ik
=
n∑
i,k=1
i<k
λri
λ2i − λ
2
k
m2ik +
n∑
i,k=1
k<i
λri
λ2i − λ
2
k
m2ki
=
n∑
i=1
λri

 n∑
k=1
k>i
1
λ2i − λ
2
k
m2ik +
n∑
k=1
k<i
1
λ2i − λ
2
k
m2ik


=
n∑
i=1
λri ·
n∑
k=1
k 6=i
1
λ2i − λ
2
k
m2ik
=
n∑
i=1
λriFi(M).
Now, writing the above identities for r = 1, 2, . . . , n we obtain a Vandermonde-type linear system, which
solved leads to the conclusion that the functions Fi are linear combinations of Mishchenko’s integrals
of motion mr (r = 1, 2, . . . , n) and thus are integrals of motion for our system (2.1).
3 The free rigid body on the Lie algebra so(5)
We begin by making some considerations on so(5), which is the Lie algebra of the subgroup SO(5) =
{A ∈ gl(5,R) | AtA = I5, det(A) = 1} of the special linear Lie group SL(5,R).
We choose as basis of so(5) the matrices
E1 =


0 0 0 0 0
0 0 −1 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0

 ; E2 =


0 0 1 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ;
E3 =


0 −1 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ;E4 =


0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0

 ;
E5 =


0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
0 0 0 0 0

 ;E6 =


0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 0

 ;
E7 =


0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0

 ;E8 =


0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 −1 0 0 0

 ;
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E9 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 −1 0 0

 ;E10 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 −1 0


and hence we represent so(5) as
so(5) =


M =
∣∣∣∣∣∣∣∣∣∣


0 −x3 x2 y1 z1
x3 0 −x1 y2 z2
−x2 x1 0 y3 z3
−y1 −y2 −y3 0 z4
−z1 −z2 −z3 −z4 0


∣∣∣∣∣∣∣∣∣∣
x1, x2, x3, y1, y2, y3, z1, z2, z3, z4 ∈ R


. (3.1)
Relative to this basis, the Lie algebra structure of so(5) is given by the following table
[·, ·] E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
E1 0 E3 −E2 0 E6 −E5 0 E9 −E8 0
E2 −E3 0 E1 −E6 0 E4 −E9 0 E7 0
E3 E2 −E1 0 E5 −E4 0 E8 −E7 0 0
E4 0 E6 −E5 0 E3 −E2 −E10 0 0 E7
E5 −E6 0 E4 −E3 0 E1 0 −E10 0 E8
E6 E5 −E4 0 E2 −E1 0 0 0 −E10 E9
E7 0 E9 −E8 E10 0 0 0 E3 −E2 −E4
E8 −E9 0 E7 0 E10 0 −E3 0 E1 −E5
E9 E8 −E7 0 0 0 E10 E2 −E1 0 −E6
E10 0 0 0 E7 −E8 −E9 E4 E5 E6 0
In the basis {E1, . . . , E10}, the matrix of the Lie-Poisson structure (2.2) is
Γ− =


0 −x3 x2 0 −y3 y2 0 −z3 z2 0
x3 0 −x1 y3 0 −y1 z3 0 −z1 0
−x2 x1 0 −y2 y1 0 −z2 z1 0 0
0 −y3 y2 0 −x3 x2 z4 0 0 −z1
y3 0 −y1 x3 0 −x1 0 z4 0 −z2
−y2 y1 0 −x2 x1 0 0 0 z4 −z3
0 −z3 z2 −z4 0 0 0 −x3 x2 y1
z3 0 −z1 0 −z4 0 x3 0 −x1 y2
−z2 z1 0 0 0 −z4 −x2 x1 0 y3
0 0 0 z1 z2 z3 −y1 −y2 −y3 0


. (3.2)
Since rank so(5) = 2, there are two functionally independent Casimir functions which are given respec-
tively by
C1(M) := −
1
4
Trace(M2) =
1
2
(
3∑
i=1
x2i +
3∑
i=1
y2i +
4∑
i=1
z2i
)
and
C2(M) :=
1
8
Trace(M4) =
=
1
8
[
(x22 + x
2
3 + y
2
1 + z
2
1)
2 + (x21 + x
2
3 + y
2
2 + z
2
2)
2 + (x21 + x
2
2 + y
2
3 + z
2
3)
2+
+(y21 + y
2
2 + y
2
3 + z
2
4)
2 + (z21 + z
2
2 + z
2
3 + z
2
4)
2 + 2(y1z1 + y2z2 + y3z3)
2+
+2(x2y3 − x3y2 − z1z4)
2 + 2(x3y1 − x1y3 − z2z4)
2 + 2(x1y2 − x2y1 − z3z4)
2+
4
+2(x3z2 − x2z3 − y1z4)
2 + 2(x1z3 − x3z1 − y2z4)
2 + 2(x2z1 − x1z2 − y3z4)
2+
+2(x1x2 − y1y2 − z1z2)
2 + 2(x1x3 − y1y3 − z1z3)
2 + 2(x2x3 − y2y3 − z2z3)
2
]
.
Thus the generic adjoint orbits are the level sets
Orbc1c2(M) = (C1 × C2)
−1(c1, c2), (c1, c2) ∈ R
2.
In all that follows we will denote by Orbc1;c2 the regular adjoint orbit Orbc1c2 , where c1 > 0, c2 > 0
and 2c2 > c
2
1 > c2.
Using the Lie bracket table in the chosen basis given above, it is immediately seen that the coordinate
type Cartan subalgebras of so(5) are tk, 1 ≤ k ≤ 15, where
t1 := span(E3, E6) =


M1a,b :=


0 a 0 0 0
−a 0 0 0 0
0 0 0 b 0
0 0 −b 0 0
0 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t2 := span(E6, E8) =


M2a,b :=


0 0 0 0 0
0 0 0 0 a
0 0 0 −b 0
0 0 b 0 0
0 −a 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t3 := span(E6, E7) =


M3a,b :=


0 0 0 0 a
0 0 0 0 0
0 0 0 −b 0
0 0 b 0 0
−a 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t4 := span(E5, E7) =


M4a,b :=


0 0 0 0 a
0 0 0 b 0
0 0 0 0 0
0 −b 0 0 0
−a 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t5 := span(E1, E7) =


M :a,b =


0 0 0 0 a
0 0 −b 0 0
0 b 0 0 0
0 0 0 0 0
−a 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t6 := span(E2, E5) =


M6a,b :=


0 0 a 0 0
0 0 0 −b 0
−a 0 0 0 0
0 b 0 0 0
0 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t7 := span(E5, E9) =


M7a,b :=


0 0 0 0 0
0 0 0 a 0
0 0 0 0 −b
0 −a 0 0 0
0 0 b 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t8 := span(E1, E10) =


M8a,b :=


0 0 0 0 0
0 0 a 0 0
0 −a 0 0 0
0 0 0 0 −b
0 0 0 b 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
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t9 := span(E1, E4) =


M9a,b :=


0 0 0 a 0
0 0 −b 0 0
0 b 0 0 0
−a 0 0 0 0
0 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t10 := span(E2, E8) =


M10a,b :=


0 0 a 0 0
0 0 0 0 −b
−a 0 0 0 0
0 0 0 0 0
0 b 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t11 := span(E4, E8) =


M11a,b :=


0 0 0 a 0
0 0 0 0 −b
0 0 0 0 0
−a 0 0 0 0
0 b 0 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t12 := span(E3, E10) =


M12a,b :=


0 a 0 0 0
−a 0 0 0 0
0 0 0 0 0
0 0 0 0 b
0 0 0 −b 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t13 := span(E3, E9) =


M13a,b :=


0 a 0 0 0
−a 0 0 0 0
0 0 0 0 −b
0 0 0 0 0
0 0 b 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t14 := span(E4, E9) =


M14a,b :=


0 0 0 a 0
0 0 0 0 0
0 0 0 0 −b
−a 0 0 0 0
0 0 b 0 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


,
t15 := span(E2, E10) =


M15a,b :=


0 0 a 0 0
0 0 0 0 0
−a 0 0 0 0
0 0 0 0 b
0 0 0 −b 0


∣∣∣∣∣∣∣∣∣∣
a, b ∈ R


.
The intersection of a regular adjoint orbit and a coordinate type Cartan subalgebra has eight elements
which represents a Weyl group orbit. Specifically, we have the following result:
Theorem 3.1. The following equalities hold:
tk ∩Orbc1;c2 =
{
Mka,b,M
k
−a,−b,M
k
b,a,M
k
−b,−a,M
k
−a,b,M
k
a,−b,M
k
b,−a,M
k
−b,a
}
for all k, 1 ≤ k ≤ 15, where 

a =
√
c1 +
√
2c2 − c21
b =
√
c1 −
√
2c2 − c21.
(3.3)
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Proof. Let M1α,β ∈ t1 ∩Orbc1;c2 . Then M
1
α,β ∈ t1, c1 = C1(M
1
α,β) =
1
2
(
α2 + β2
)
and c2 = C2(M
1
α,β) =
1
4
(
α4 + β4
)
. We obtain the system {
α2 + β2 = 2c1
α4 + β4 = 4c2
which leads immediately to the result. For tk ∩Orbc1;c2 , 2 ≤ k ≤ 15, we proceed in a similar manner.
4 Equilibria for the so(5)-rigid body
We will work from now on with a generic so(5)-rigid body, that is, λi + λj > 0 for i 6= j and all λi are
distinct. The relationship between Ω = [ωij ] ∈ so(5) and the matrix M ∈ so(5) in the representation
(3.1) is hence given by
(λ3 + λ2)ω32 = x1; (λ1 + λ3)ω13 = x2; (λ2 + λ1)ω21 = x3;
(λ1 + λ4)ω14 = y1; (λ2 + λ4)ω24 = y2; (λ3 + λ4)ω34 = y3;
(λ1 + λ5)ω15 = z1; (λ2 + λ5)ω25 = z2; (λ3 + λ5)ω35 = z3; (λ4 + λ5)ω45 = z4.
and thus the equations of motion (2.1) are equivalent to the system

x˙1 = (λ2 − λ3)
[
y2y3
(λ2+λ4)(λ3+λ4)
− x2x3(λ1+λ2)(λ1+λ3) +
z2z3
(λ2+λ5)(λ3+λ5)
]
x˙2 = (λ3 − λ1)
[
y1y3
(λ1+λ4)(λ3+λ4)
− x1x3(λ1+λ2)(λ2+λ3) +
z1z3
(λ1+λ5)(λ3+λ5)
]
x˙3 = (λ1 − λ2)
[
y1y2
(λ1+λ4)(λ2+λ4)
− x1x2(λ2+λ3)(λ1+λ3) +
z1z2
(λ1+λ5)(λ2+λ5)
]
y˙1 = (λ1 − λ4)
[
x2y3
(λ1+λ3)(λ3+λ4)
− x3y2(λ1+λ2)(λ2+λ4) −
z1z4
(λ1+λ5)(λ4+λ5)
]
y˙2 = (λ2 − λ4)
[
x3y1
(λ1+λ2)(λ1+λ4)
− x1y3(λ2+λ3)(λ3+λ4) −
z2z4
(λ2+λ5)(λ4+λ5)
]
y˙3 = (λ3 − λ4)
[
x1y2
(λ2+λ3)(λ2+λ4)
− x2y1(λ1+λ3)(λ1+λ4) −
z3z4
(λ3+λ5)(λ4+λ5)
]
z˙1 = (λ1 − λ5)
[
x2z3
(λ1+λ3)(λ3+λ5)
− x3z2(λ1+λ2)(λ2+λ5) +
y1z4
(λ1+λ4)(λ4+λ5)
]
z˙2 = (λ2 − λ5)
[
x3z1
(λ1+λ2)(λ1+λ5)
− x1z3(λ2+λ3)(λ3+λ5) +
y2z4
(λ2+λ4)(λ4+λ5)
]
z˙3 = (λ3 − λ5)
[
x1z2
(λ2+λ3)(λ2+λ5)
− x2z1(λ1+λ3)(λ1+λ5) +
y3z4
(λ3+λ4)(λ4+λ5)
]
z˙4 = (λ4 − λ5)
[
− y1z1(λ1+λ4)(λ1+λ5) −
y2z2
(λ2+λ4)(λ2+λ5)
− y3z3(λ3+λ4)(λ3+λ5)
]
.
(4.1)
The Hamiltonian (2.3) has in this case the expression
H(M) = −
1
4
Trace(MΩ)
=
1
2
(
1
λ2 + λ3
x21 +
1
λ1 + λ3
x22 +
1
λ1 + λ2
x23 +
1
λ1 + λ4
y21 +
1
λ2 + λ4
y22 +
1
λ3 + λ4
y23+
+
1
λ1 + λ5
z21 +
1
λ2 + λ5
z22 +
1
λ3 + λ5
z23 +
1
λ4 + λ5
z24
)
.
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The Hamiltonian nature of system (4.1) can be checked in this case directly, writing
(x˙1, x˙2, x˙3, y˙1, y˙2, y˙3, z˙1, z˙2, z˙3, z˙4)
T = Γ−(∇H)
T,
where the Poisson structure Γ− is given by (3.2).
Theorem 4.1. If E denotes the set of the equilibrium points of (4.1), then E =
(
15⋃
k=1
tk
)
∪
(
10⋃
l=1
sl
)
,
where sl, 1 ≤ l ≤ 10, are the three dimensional vector subspaces given by
s1,2 := spanR
{(
1
λ1+λ4
E1 ±
1
λ2+λ3
E4
)
,
(
1
λ2+λ4
E2 ±
1
λ1+λ3
E5
)
,
(
1
λ3+λ4
E3 ±
1
λ1+λ2
E6
)}
;
s3,4 := spanR
{(
1
λ4+λ5
E1 ±
1
λ2+λ3
E10
)
,
(
1
λ3+λ5
E5 ±
1
λ2+λ4
E9
)
,
(
1
λ2+λ5
E6 ∓
1
λ3+λ4
E8
)}
;
s5,6 := spanR
{(
1
λ4+λ5
E2 ±
1
λ1+λ3
E10
)
,
(
1
λ1+λ5
E6 ±
1
λ3+λ4
E7
)
,
(
1
λ3+λ5
E4 ∓
1
λ1+λ4
E9
)}
;
s7,8 := spanR
{(
1
λ1+λ5
E1 ±
1
λ2+λ3
E7
)
,
(
1
λ2+λ5
E2 ±
1
λ1+λ3
E8
)
,
(
1
λ3+λ5
E3 ±
1
λ1+λ2
E9
)}
;
s9,10 := spanR
{(
1
λ4+λ5
E3 ±
1
λ1+λ2
E10
)
,
(
1
λ2+λ5
E4 ±
1
λ1+λ4
E8
)
,
(
1
λ1+λ5
E5 ∓
1
λ2+λ4
E7
)}
.
Proof. The proof follows after a long, but straightforward computation.
5 Constants of motion and nonlinear stability
In this section we study the nonlinear stability of the equilibrium states E ∩ Orbc1;c2 for the dynamics
(4.1) on a generic adjoint orbit.
Using Mishchenko’s method [1], [3], [9], we obtain the following additional independent constants of
the motion for Eqs. (4.1):
K1(M) = −
1
4
Trace
3∑
p=0
JpMJ3−pΩ
=
1
2
[(λ22 + λ
2
3)x
2
1 + (λ
2
1 + λ
2
3)x
2
2 + (λ
2
1 + λ
2
2)x
2
3 + (λ
2
1 + λ
2
4)y
2
1 + (λ
2
2 + λ
2
4)y
2
2 + (λ
2
3 + λ
2
4)y
2
3
+ (λ21 + λ
2
5)z
2
1 + (λ
2
2 + λ
2
5)z
2
2 + (λ
2
3 + λ
2
5)z
2
3 + (λ
2
4 + λ
2
5)z
2
4 ]
and respectively
K2(M) = −
1
4
Trace
5∑
p=0
JpMJ5−pΩ
=
1
2
[(λ42 + λ
4
3 + λ
2
2λ
2
3)x
2
1 + (λ
4
1 + λ
4
3 + λ
2
1λ
2
3)x
2
2 + (λ
4
1 + λ
4
2 + λ
2
1λ
2
2)x
2
3+
+ (λ41 + λ
4
4 + λ
2
1λ
2
4)y
2
1 + (λ
4
2 + λ
4
4 + λ
2
2λ
2
4)y
2
2 + (λ
4
3 + λ
4
4 + λ
2
3λ
2
4)y
2
3+
+ (λ41 + λ
4
5 + λ
2
1λ
2
5)z
2
1 + (λ
4
2 + λ
4
5 + λ
2
2λ
2
5)z
2
2 + (λ
4
3 + λ
4
5 + λ
2
3λ
2
5)z
2
3 + (λ
4
4 + λ
4
5 + λ
2
4λ
2
5)z
2
4 ],
which are, more precisely, the Mishchenko’s integrals of order 4 and respectively 6.
Thus Mishchenko’s method provides two constants of motion (the above constants K1 and K2), which
add to the Hamiltonian H . As mentioned in [3], the number of independent constants of motion
generated by this method is half of the dimension of the adjoint orbit only for so(4). It follows that
using Mishchenko’s method we cannot obtain other independent constants of motion for the rigid body
on so(5) except the already mentioned ones.
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In what follows, we will analyze the results of Manakov’s method for finding constants of motion ([2],
[3], [9]), which are to be found as coefficients of the powers of γ in the expansion of
1
2r
Trace(M + γJ2)r
for r = 2, 3, 4, 5.
For r = 2 we obtain the first Casimir, C1. For r = 3 we obtain the constant of motion K1. For r = 4 we
obtain the constant of motion K2 and the second Casimir, C2. Finally, for r = 5 we obtain a constant
of motion which can also be obtained by Mishchenko’s method for order 8, but is dependent of the
previously obtained ones, and the new functionally independent constant of motion
K3(M) =
1
10

 5∑
j=1
Tjλ
2
j

 ,
where
T1 = (x3z2 − x2z3 − y1z4)
2 + (x2y3 − x3y2 − z1z4)
2 + (x1x3 − y1y3 − z1z3)
2+
+ (x1x2 − y1y2 − z1z2)
2 + (x22 + x
2
3 + y
2
1 + z
2
1)
2;
T2 = (x1z3 − x3z1 − y2z4)
2 + (x3y1 − x1y3 − z2z4)
2 + (x2x3 − y2y3 − z2z3)
2+
+ (x1x2 − y1y2 − z1z2)
2 + (x21 + x
2
3 + y
2
2 + z
2
2)
2;
T3 = (x2z1 − x1z2 − y3z4)
2 + (x1y2 − x2y1 − z3z4)
2 + (x1x3 − y1y3 − z1z3)
2+
+ (x2x3 − y2y3 − z2z3)
2 + (x21 + x
2
2 + y
2
3 + z
2
3)
2;
T4 = (y1z1 + y2z2 + y3z3)
2 + (x3y1 − x1y3 − z2z4)
2 + (x2y3 − x3y2 − z1z4)
2+
+ (x1y2 − x2y1 − z3z4)
2 + (y21 + y
2
2 + y
2
3 + z
2
4)
2;
T5 = (x3z2 − x2z3 − y1z4)
2 + (x1z3 − x3z1 − y2z4)
2 + (x2z1 − x1z2 − y3z4)
2+
+ (y1z1 + y2z2 + y3z3)
2 + (z21 + z
2
2 + z
2
3 + z
2
4)
2.
We find, in the particular case of so(5), the result from [10], [9], that the Mishchenko integrals of even
order (m2 = C1, m4 = K1, m6 = K2) are a subsystem of the Manakov integrals.
We obtained the following list of functionally independent and Poisson commuting constants of
motion for (4.1): H,C1, C2,K1,K2,K3, which proves that our system is completely integrable [2].
Additionally, as proved in Section 2, the system (4.1) admits the following ”generators” integrals of
motion:
F1(M) =
x22
λ21 − λ
2
3
+
x23
λ21 − λ
2
2
+
y21
λ21 − λ
2
4
+
z21
λ21 − λ
2
5
;
F2(M) =
x21
λ22 − λ
2
3
+
x23
λ22 − λ
2
1
+
y22
λ22 − λ
2
4
+
z22
λ22 − λ
2
5
;
F3(M) =
x21
λ23 − λ
2
2
+
x22
λ23 − λ
2
1
+
y23
λ23 − λ
2
4
+
z23
λ23 − λ
2
5
;
F4(M) =
y21
λ24 − λ
2
1
+
y22
λ24 − λ
2
2
+
y23
λ24 − λ
2
3
+
z24
λ24 − λ
2
5
;
F5(M) =
z21
λ25 − λ
2
1
+
z22
λ25 − λ
2
2
+
z23
λ25 − λ
2
3
+
z24
λ25 − λ
2
4
.
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We continue by presenting the list of factorizations of the characteristic polynomials for the linearized
equations on the tangent space to the orbit, corresponding to the equilibria from tk ∩Orbc1;c2 .
For the equilibrium M1a,b the eigenvalues are the roots of equations of the following form:
U1t
2 + U ′1 = 0; V1t
2 + V ′1 = 0; W1t
4 +W ′1t
2 +W ′′1 = 0;
U1 = (λ3 + λ4)
2(λ3 + λ5)(λ4 + λ5); U
′
1 = b
2(λ3 − λ5)(λ4 − λ5);
V1 = (λ1 + λ2)
2(λ1 + λ5)(λ2 + λ5); V
′
1 = a
2(λ1 − λ5)(λ2 − λ5);
W1 = (λ1 + λ2)
4(λ3 + λ4)
4(λ1 + λ3)(λ1 + λ4)(λ2 + λ3)(λ2 + λ4);
W ′′1 = (λ1 − λ3)(λ1 − λ4)(λ2 − λ3)(λ2 − λ4)[a
2(λ3 + λ4)
2 − b2(λ1 + λ2)
2]2.
For M2a,b the eigenvalues are the roots of equations of the following form:
U2t
2 + U ′2 = 0; V2t
2 + V ′2 = 0; W2t
4 +W ′2t
2 +W ′′2 = 0;
U2 = (λ2 + λ5)
2(λ1 + λ2)(λ1 + λ5); U
′
2 = b
2(λ1 − λ2)(λ1 − λ5);
V2 = (λ3 + λ4)
2(λ1 + λ3)(λ1 + λ4); V
′
2 = a
2(λ1 − λ3)(λ1 − λ4);
W2 = (λ2 + λ5)
4(λ3 + λ4)
4(λ2 + λ3)(λ2 + λ4)(λ3 + λ5)(λ4 + λ5);
W ′′2 = (λ2 − λ3)(λ2 − λ4)(λ3 − λ5)(λ4 − λ5)[a
2(λ2 + λ5)
2 − b2(λ3 + λ4)
2]2.
For M3a,b the eigenvalues are the roots of equations of the following form:
U3t
2 + U ′3 = 0; V3t
2 + V ′3 = 0; W3t
4 +W ′3t
2 +W ′′3 = 0;
U3 = (λ1 + λ5)
2(λ1 + λ2)(λ2 + λ5); U
′
3 = −b
2(λ1 − λ2)(λ2 − λ5);
V3 = (λ3 + λ4)
2(λ2 + λ3)(λ2 + λ4); V
′
3 = a
2(λ2 − λ3)(λ2 − λ4);
W3 = (λ1 + λ5)
4(λ3 + λ4)
4(λ1 + λ3)(λ1 + λ4)(λ3 + λ5)(λ4 + λ5);
W ′′3 = (λ1 − λ3)(λ1 − λ4)(λ3 − λ5)(λ4 − λ5)[a
2(λ1 + λ5)
2 − b2(λ3 + λ4)
2]2.
For M4a,b the eigenvalues are the roots of equations of the following form:
U4t
2 + U ′4 = 0; V4t
2 + V ′4 = 0; W4t
4 +W ′4t
2 +W ′′4 = 0;
U4 = (λ1 + λ5)
2(λ1 + λ3)(λ3 + λ5); U
′
4 = −b
2(λ1 − λ3)(λ3 − λ5);
V4 = (λ2 + λ4)
2(λ2 + λ3)(λ3 + λ4); V
′
4 = −a
2(λ2 − λ3)(λ3 − λ4);
W4 = (λ1 + λ5)
4(λ2 + λ4)
4(λ1 + λ2)(λ1 + λ4)(λ2 + λ5)(λ4 + λ5);
W ′′4 = (λ1 − λ2)(λ1 − λ4)(λ2 − λ5)(λ4 − λ5)[a
2(λ1 + λ5)
2 − b2(λ2 + λ4)
2]2.
For M5a,b the eigenvalues are the roots of equations of the following form:
U5t
2 + U ′5 = 0; V5t
2 + V ′5 = 0; W5t
4 +W ′5t
2 +W ′′5 = 0;
U5 = (λ1 + λ5)
2(λ1 + λ4)(λ4 + λ5); U
′
5 = −b
2(λ1 − λ4)(λ4 − λ5);
V5 = (λ2 + λ3)
2(λ2 + λ4)(λ3 + λ4); V
′
5 = a
2(λ2 − λ4)(λ3 − λ4);
W5 = (λ1 + λ5)
4(λ2 + λ3)
4(λ1 + λ2)(λ1 + λ3)(λ2 + λ5)(λ3 + λ5);
W ′′5 = (λ1 − λ2)(λ1 − λ3)(λ2 − λ5)(λ3 − λ5)[a
2(λ1 + λ5)
2 − b2(λ2 + λ3)
2]2.
For M6a,b the eigenvalues are the roots of equations of the following form:
U6t
2 + U ′1 = 0; V6t
2 + V ′6 = 0; W6t
4 +W ′6t
2 +W ′′6 = 0;
U6 = (λ2 + λ4)
2(λ2 + λ5)(λ4 + λ5); U
′
6 = b
2(λ2 − λ5)(λ4 − λ5);
V6 = (λ1 + λ3)
2(λ1 + λ5)(λ3 + λ5); V
′
6 = a
2(λ1 − λ5)(λ3 − λ5);
W6 = (λ1 + λ3)
4(λ2 + λ4)
4(λ1 + λ2)(λ1 + λ4)(λ2 + λ3)(λ3 + λ4);
W ′′6 = −(λ1 − λ2)(λ1 − λ4)(λ2 − λ3)(λ3 − λ4)[a
2(λ2 + λ4)
2 − b2(λ1 + λ3)
2]2.
For M7a,b the eigenvalues are the roots of equations of the following form:
U7t
2 + U ′7 = 0; V7t
2 + V ′7 = 0; W7t
4 +W ′7t
2 +W ′′7 = 0;
U7 = (λ3 + λ5)
2(λ1 + λ3)(λ1 + λ5); U
′
7 = b
2(λ1 − λ3)(λ1 − λ5);
V7 = (λ2 + λ4)
2(λ1 + λ4)(λ1 + λ2); V
′
7 = a
2(λ1 − λ2)(λ1 − λ4);
W7 = (λ2 + λ4)
4(λ3 + λ5)
4(λ2 + λ3)(λ2 + λ5)(λ3 + λ4)(λ4 + λ5);
W ′′7 = −(λ2 − λ3)(λ2 − λ5)(λ3 − λ4)(λ4 − λ5)[a
2(λ3 + λ5)
2 − b2(λ2 + λ4)
2]2.
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For M8a,b the eigenvalues are the roots of equations of the following form:
U8t
2 + U ′1 = 0; V8t
2 + V ′8 = 0; W8t
4 +W ′8t
2 +W ′′8 = 0;
U8 = (λ4 + λ5)
2(λ1 + λ4)(λ1 + λ5); U
′
8 = b
2(λ1 − λ4)(λ1 − λ5);
V8 = (λ2 + λ3)
2(λ1 + λ2)(λ1 + λ3); V
′
8 = a
2(λ1 − λ2)(λ1 − λ3);
W8 = (λ2 + λ3)
4(λ4 + λ5)
4(λ2 + λ4)(λ2 + λ5)(λ3 + λ4)(λ3 + λ5);
W ′′8 = (λ2 − λ4)(λ2 − λ5)(λ3 − λ4)(λ3 − λ5)[a
2(λ4 + λ5)
2 − b2(λ2 + λ3)
2]2.
For M9a,b the eigenvalues are the roots of equations of the following form:
U9t
2 + U ′1 = 0; V9t
2 + V ′9 = 0; W9t
4 +W ′9t
2 +W ′′9 = 0;
U9 = (λ1 + λ4)
2(λ1 + λ5)(λ4 + λ5); U
′
9 = b
2(λ1 − λ5)(λ4 − λ5);
V9 = (λ2 + λ3)
2(λ2 + λ5)(λ3 + λ5); V
′
9 = a
2(λ2 − λ5)(λ3 − λ5);
W9 = (λ1 + λ4)
4(λ2 + λ3)
4(λ1 + λ2)(λ1 + λ3)(λ2 + λ4)(λ3 + λ4);
W ′′9 = (λ1 − λ2)(λ1 − λ3)(λ2 − λ4)(λ3 − λ4)[a
2(λ1 + λ4)
2 − b2(λ2 + λ3)
2]2.
For M10a,b the eigenvalues are the roots of equations of the following form:
U10t
2 + U ′1 = 0; V10t
2 + V ′10 = 0; W10t
4 +W ′10t
2 +W ′′10 = 0;
U10 = (λ2 + λ5)
2(λ2 + λ4)(λ4 + λ5); U
′
10 = −b
2(λ2 − λ4)(λ4 − λ5);
V10 = (λ1 + λ3)
2(λ1 + λ4)(λ3 + λ4); V
′
10 = a
2(λ1 − λ4)(λ3 − λ4);
W10 = (λ1 + λ3)
4(λ2 + λ5)
4(λ1 + λ2)(λ1 + λ5)(λ2 + λ3)(λ3 + λ5);
W ′′10 = −(λ1 − λ2)(λ1 − λ5)(λ2 − λ3)(λ3 − λ5)[a
2(λ2 + λ5)
2 − b2(λ1 + λ3)
2]2.
For M11a,b the eigenvalues are the roots of equations of the following form:
U11t
2 + U ′1 = 0; V11t
2 + V ′11 = 0; W11t
4 +W ′11t
2 +W ′′11 = 0;
U11 = (λ2 + λ5)
2(λ2 + λ3)(λ3 + λ5); U
′
11 = −b
2(λ2 − λ3)(λ3 − λ5);
V11 = (λ1 + λ4)
2(λ1 + λ3)(λ3 + λ4); V
′
11 = −a
2(λ1 − λ3)(λ3 − λ4);
W11 = (λ1 + λ4)
4(λ2 + λ5)
4(λ1 + λ2)(λ1 + λ5)(λ2 + λ4)(λ4 + λ5);
W ′′11 = −(λ1 − λ2)(λ1 − λ5)(λ2 − λ4)(λ4 − λ5)[a
2(λ2 + λ5)
2 − b2(λ1 + λ4)
2]2.
For M12a,b the eigenvalues are the roots of equations of the following form:
U12t
2 + U ′1 = 0; V12t
2 + V ′12 = 0; W12t
4 +W ′12t
2 +W ′′12 = 0;
U12 = (λ4 + λ5)
2(λ3 + λ4)(λ3 + λ5); U
′
12 = b
2(λ3 − λ4)(λ3 − λ5);
V12 = (λ1 + λ2)
2(λ1 + λ3)(λ2 + λ3); V
′
12 = a
2(λ1 − λ3)(λ2 − λ3);
W12 = (λ1 + λ2)
4(λ4 + λ5)
4(λ1 + λ4)(λ1 + λ5)(λ2 + λ4)(λ2 + λ5);
W ′′12 = (λ1 − λ4)(λ1 − λ5)(λ2 − λ4)(λ2 − λ5)[a
2(λ4 + λ5)
2 − b2(λ1 + λ2)
2]2.
For M13a,b the eigenvalues are the roots of equations of the following form:
U13t
2 + U ′1 = 0; V13t
2 + V ′13 = 0; W13t
4 +W ′13t
2 +W ′′13 = 0;
U13 = (λ3 + λ5)
2(λ3 + λ4)(λ4 + λ5); U
′
13 = −b
2(λ3 − λ4)(λ4 − λ5);
V13 = (λ1 + λ2)
2(λ1 + λ4)(λ2 + λ4); V
′
13 = a
2(λ1 − λ4)(λ2 − λ4);
W13 = (λ1 + λ2)
4(λ3 + λ5)
4(λ1 + λ3)(λ1 + λ5)(λ2 + λ3)(λ2 + λ5);
W ′′13 = (λ1 − λ3)(λ1 − λ5)(λ2 − λ3)(λ2 − λ5)[a
2(λ3 + λ5)
2 − b2(λ1 + λ2)
2]2.
For M14a,b the eigenvalues are the roots of equations of the following form:
U14t
2 + U ′1 = 0; V14t
2 + V ′14 = 0; W14t
4 +W ′14t
2 +W ′′14 = 0;
U14 = (λ3 + λ5)
2(λ2 + λ3)(λ2 + λ5); U
′
14 = b
2(λ2 − λ3)(λ2 − λ5);
V14 = (λ1 + λ4)
2(λ1 + λ2)(λ2 + λ4); V
′
14 = −a
2(λ1 − λ2)(λ2 − λ4);
W14 = (λ1 + λ4)
4(λ3 + λ5)
4(λ1 + λ3)(λ1 + λ5)(λ3 + λ4)(λ4 + λ5);
W ′′14 = −(λ1 − λ3)(λ1 − λ5)(λ3 − λ4)(λ4 − λ5)[a
2(λ3 + λ5)
2 − b2(λ1 + λ4)
2]2.
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For M15a,b the eigenvalues are the roots of equations of the following form:
U15t
2 + U ′1 = 0; V15t
2 + V ′15 = 0; W15t
4 +W ′15t
2 +W ′′15 = 0;
U15 = (λ4 + λ5)
2(λ2 + λ5)(λ2 + λ4); U
′
15 = b
2(λ2 − λ4)(λ2 − λ5);
V15 = (λ1 + λ3)
2(λ1 + λ2)(λ2 + λ3); V
′
15 = −a
2(λ1 − λ2)(λ2 − λ3);
W15 = (λ1 + λ3)
4(λ4 + λ5)
4(λ1 + λ4)(λ1 + λ5)(λ3 + λ4)(λ3 + λ5);
W ′′15 = (λ1 − λ4)(λ1 − λ5)(λ3 − λ4)(λ3 − λ5)[a
2(λ4 + λ5)
2 − b2(λ1 + λ3)
2]2.
Without loss of generality, we can choose an ordering for λi’s, namely
λ1 > λ2 > λ3 > λ4 > λ5.
Since for the equilibria t3 ∩ Orbc1;c2 , t4 ∩ Orbc1;c2 , t5 ∩ Orbc1;c2 , t10 ∩ Orbc1;c2 , t11 ∩ Orbc1;c2 , t13 ∩
Orbc1;c2 , t14 ∩Orbc1;c2 and t15 ∩Orbc1;c2 at least one of the eigenvalues is real and strictly positive we
have nonlinear instability for these equilibria.
It is immediate to prove that if
a2(λ2 + λ4)
2 6= b2(λ1 + λ3)
2
is equivalent from Eqs. 3.3 with
c21
[
(λ2 + λ4)
4 + (λ1 + λ3)
4
]
6= c2
[
(λ2 + λ4)
2 + (λ1 + λ3)
2
]2
, (5.1)
and in this case we haveW ′′6 < 0. Since W6 > 0 and W
′′
6 < 0, it follows that if the condition (5.1) holds,
then the equilibrium M6a,b from t6 ∩ Orbc1;c2 (together with the equilibria M
6
−a,b, M
6
a,−b, M
6
−a,−b) are
also nonlinear unstable.
On the other hand, since
b2(λ2 + λ4)
2 < a2(λ1 + λ3)
2,
(because a > b and λ1 + λ3 > λ2 + λ4) it follows that the equilibrium M
6
b,a from t6 ∩Orbc1;c2 (together
with the equilibria M6b,−a, M
6
−b,a, M
6
−b,−a) are nonlinear unstable, regardless if condition (5.1) holds or
not.
A similar discussion holds for the equilibria from t7 ∩Orbc1;c2 .
We continue with the study of the remaining families of equilibria, which is t1∩Orbc1;c2 , t2∩Orbc1;c2 ,
t8 ∩Orbc1;c2 , t9 ∩Orbc1;c2 and t12 ∩Orbc1;c2 .
For start, let us notice that energy methods using the ”canonical” integrals of motion (the Hamil-
tonian and/or the constants of motion K1,K2,K3) work only for a few of the above equilibria. But
choosing particular linear combinations of some ”generators” integrals of motion introduced in Section
2 proves to be very effective in solving the stability problem with energy methods.
To begin with, we note that the method involving linearization used above is inconclusive for the
stability of the M1a,b equilibrium. Therefore, we will use Arnold’s method [11], which is equivalent with
the other energy methods [8].
Consider the smooth function Gmn ∈ C
∞(so(5),R), where m,n are real numbers,
Gmn(M) = F1(M) + F5(M) +mC1(M) + nC2(M).
Choosing m,n such that dGmn(M
1
a,b) = 0, namely
m =
2b2
(λ21 − λ
2
2)(a
2 − b2)
, n = −
2
(λ21 − λ
2
2)(a
2 − b2)
and taking into account that
W := kerdC1(M
1
a,b) ∩ kerdC2(M
1
a,b) = span(E1, E2, E4, E5, E7, E8, E9, E10)
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we obtain the determinants associated to all upper-left submatrices of the Hessian d2Gmn(M
1
a,b)|W×W
as follows:
D1 = −
2a2
(λ21 − λ
2
2)(a
2 − b2)
< 0;
D2 =
4a2[a2(λ22 − λ
2
3) + b
2(λ21 − λ
2
2)]
(λ21 − λ
2
2)
2(λ21 − λ
2
3)(a
2 − b2)2
> 0;
D3 = −
8a2(λ22 − λ
2
4)[a
2(λ22 − λ
2
3) + b
2(λ21 − λ
2
2)]
(λ21 − λ
2
2)
3(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(a
2 − b2)2
< 0;
D4 =
16a4(λ22 − λ
2
3)(λ
2
2 − λ
2
4)
(λ21 − λ
2
2)
4(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(a
2 − b2)2
> 0;
D5 = −
32a4(λ22 − λ
2
4)(λ
2
2 − λ
2
3)
(λ21 − λ
2
2)
5(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(a
2 − b2)2
< 0;
D6 =
64a4(λ21 − λ
2
5)(λ
2
2 − λ
2
3)(λ
2
2 − λ
2
4)
(λ21 − λ
2
2)
6(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(λ
2
2 − λ
2
5)(a
2 − b2)2
> 0;
D7 = −
128a4(λ21 − λ
2
5)(λ
2
2 − λ
2
3)(λ
2
2 − λ
2
4)
(λ21 − λ
2
2)
6(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(λ
2
2 − λ
2
5)(λ
2
3 − λ
2
5)(a
2 − b2)2
< 0;
D8 =
256a4(λ21 − λ
2
5)(λ
2
2 − λ
2
3)(λ
2
2 − λ
2
4)
(λ21 − λ
2
2)
6(λ21 − λ
2
3)(λ
2
1 − λ
2
4)(λ
2
2 − λ
2
5)(λ
2
3 − λ
2
5)(λ
2
4 − λ
2
5)(a
2 − b2)2
> 0.
Consequently, d2Gmn(M
1
a,b)|W×W is negative definite, which implies nonlinear stability for the equi-
librium M1a,b. The same computations lead to nonlinear stability for the equilibria M
1
a,−b, M
1
−a,b and
M1−a,−b from t1 ∩Orbc1;c2 .
For the remaining equilibria M1b,a, M
1
−b,a, M
1
b,−a and M
1
−b,−a from t1 ∩Orbc1;c2 a convenient energy
function for applying Arnold’s method is Gmn(M) = F4(M) + F5(M) +mC1(M) + nC2(M). Thus, all
eight equilibria in t1 ∩Orbc1;c2 are nonlinear stable.
For the equilibria M2a,b, M
2
−a,b, M
2
a,−b and M
2
−a,−b from t2 ∩ Orbc1;c2 a convenient energy function
for applying Arnold’s method is Gmn(M) = F1(M)−F4(M)+mC1(M)+nC2(M). Thus, the equilibria
M2a,b, M
2
−a,b, M
2
a,−b and M
2
−a,−b are nonlinear stable.
For the equilibria M8a,b, M
8
−a,b, M
8
a,−b and M
8
−a,−b from t8 ∩ Orbc1;c2 a convenient energy function
for applying Arnold’s method is Gmn(M) = F1(M) + F5(M) +mC1(M) + nC2(M). For the equilibria
M8b,a, M
8
−b,a, M
8
b,−a and M
8
−b,−a from t8 ∩ Orbc1;c2 a convenient energy function for applying Arnold’s
method is Gmn(M) = F1(M) +F2(M) +mC1(M) + nC2(M). Thus, all eight equilibria in t8 ∩Orbc1;c2
are nonlinear stable.
For the equilibria M9b,a, M
9
−b,a, M
9
b,−a and M
9
−b,−a from t9 ∩ Orbc1;c2 a convenient energy function
for applying Arnold’s method is Gmn(M) = F4(M)−F5(M)+mC1(M)+nC2(M). Thus, the equilibria
M9b,a, M
9
−b,a, M
9
b,−a and M
9
−b,−a from t9 ∩Orbc1;c2 are nonlinear stable.
For the equilibria M12a,b, M
12
−a,b, M
12
a,−b and M
12
−a,−b from t12 ∩Orbc1;c2 a convenient energy function
for applying Arnold’s method is Gmn(M) = F1(M)− F3(M) +mC1(M) + nC2(M). For the equilibria
M12b,a, M
12
−b,a, M
12
b,−a and M
12
−b,−a from t12 ∩Orbc1;c2 a convenient energy function for applying Arnold’s
method is Gmn(M) = F3(M)−F5(M)+mC1(M)+nC2(M). Thus, all eight equilibria in t12 ∩Orbc1;c2
are nonlinear stable.
For the equilibria M2b,a, M
2
−b,a, M
2
b,−a and M
2
−b,−a from t2 ∩ Orbc1;c2 and for the equilibria M
9
a,b,
M9−a,b, M
9
a,−b and M
9
−a,−b from t9 ∩ Orbc1;c2 the stability problem remains open and it is likely that
a bifurcation phenomenon occurs. Such a phenomenon appears for some equilibria in the case of the
so(4) free rigid body and is extensively studied in [6].
We proved the following result:
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Theorem 5.1. (i) The equilibria from t3 ∩Orbc1;c2 , t4 ∩Orbc1;c2 , t5 ∩Orbc1;c2 , t10 ∩Orbc1;c2 , t11 ∩
Orbc1;c2 , t13 ∩Orbc1;c2 , t14 ∩Orbc1;c2 and t15 ∩Orbc1;c2 are unstable.
(ii) The equilibria M6b,a, M
6
b,−a, M
6
−b,a and M
6
−b,−a from t6 ∩ Orbc1;c2 and respectively the equilibria
M7b,a, M
7
b,−a, M
7
−b,a and M
7
−b,−a from t7 ∩Orbc1;c2 are unstable.
(iii) a) If the condition
c21
[
(λ1 + λ3)
4 + (λ2 + λ4)
4
]
6= c2
[
(λ1 + λ3)
2 + (λ2 + λ4)
2
]2
holds, then the equilibria M6a,b, M
6
−a,b, M
6
a,−b and M
6
−a,−b from t6 ∩Orbc1;c2 are unstable.
b) If the condition
c21
[
(λ2 + λ4)
4 + (λ3 + λ5)
4
]
6= c2
[
(λ2 + λ4)
2 + (λ3 + λ5)
2
]2
holds, then the equilibria M7a,b, M
7
−a,b, M
7
a,−b and M
7
−a,−b from t7 ∩Orbc1;c2 are unstable.
(iv) The equilibria from t1 ∩Orbc1;c2 , t8 ∩Orbc1;c2 and t12 ∩Orbc1;c2 are nonlinear stable.
(v) The equilibria M2a,b, M
2
−a,b, M
2
a,−b and M
2
−a,−b from t2 ∩ Orbc1;c2 and respectively the equilibria
M9b,a, M
9
−b,a, M
9
b,−a and M
9
−b,−a from t9 ∩Orbc1;c2 are nonlinear stable.
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