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(Under the direction of Marc L. Serre) 
Exposure to wildfire smoke causes adverse health outcomes, suggesting the importance 
of accurately estimating smoke concentrations. Geostatistical methods can combine observed, 
modeled, and satellite-derived concentrations to produce accurate estimates. Here we estimate 
ground-level PM2.5 during the October 2017 California wildfires, using the Constant Air Quality 
Model Performance (CAMP) and Bayesian Maximum Entropy (BME) methods to bias-correct 
and fuse three concentration datasets: permanent and temporary monitoring stations, a chemical 
transport model (CTM), and satellite observations. Four BME space/time kriging and data fusion 
methods were evaluated. All BME methods produce more accurate estimates than the standalone 
CTM and satellite products. Adding temporary station data increases the R2 by 35%. The data 
fusion of observations with the CAMP-corrected CTM provides the best overall estimate 
(R2=0.73), especially in station-scarce regions. Including satellite data does not improve 
performance. We estimate that approximately 60,000 people were exposed to very unhealthy air 
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CHAPTER 1: INTRODUCTION 
On October 8- 9, 2017, wildfires started north of the Bay Area in California, burning for 
multiple weeks and spreading over nine counties. During the fires, more than 230,000 acres 
burnt, nearly 9,000 buildings were destroyed, and 43 people died1. Wildfires produce emissions 
that adversely impact air quality, and in turn, human health2,3. Of wildfire emissions, particulate 
matter (PM) poses the biggest risk to the public’s health, with fine particles 2.5 micrometers or 
smaller (PM2.5) causing the greatest health concern4. Exposure to wildfire PM2.5 causes a range 
of health impacts, from less severe outcomes such as eye and respiratory tract irritation, to more 
severe outcomes such as chronic obstructive pulmonary disease5, reduced lung function6, asthma 
exacerbation7, heart failure8, and premature death9. During the October 2017 fires, PM2.5 
concentrations reached the highest levels ever recorded in the Bay Area, exposing a large 
population to unhealthy air10. Given the potentially severe health impacts of smoke exposure and 
the likely increase in the frequency, intensity, and spread of wildfires due to climate change11–14, 
it is important to estimate wildfire smoke concentrations, with which we can better estimate 
population exposure, identify at-risk populations, and characterize the risk of adverse health 
outcomes.  
Population-level exposure to wildfire emissions is typically estimated using one or more 
primary datasets: monitoring station observations, chemical transport models (CTMs), and 
satellite-based measurements15,16. Each dataset has strengths and weaknesses for estimating 
wildfire PM2.5 concentrations. Monitoring station observations provide high-quality, accurate 
measurements that are readily available, but these observations are limited to fixed locations 
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which restricts the ability to understand smoke plume size and location, a significant gap given 
the steep spatial gradients observed in wildfire smoke plumes16. CTMs, on the other hand, can 
incorporate knowledge of emissions, atmospheric physics and chemistry, and meteorological 
conditions to predict PM2.5 at a fine space/time (s/t) resolution, but CTMs have biases and 
depend upon fire emissions estimates, which have large uncertainty17. Satellite observations 
provide high s/t coverage and valuable information on smoke plume size and location, but do not 
directly measure PM2.5. Instead PM2.5 is estimated from aerosol optical depth (AOD) 
measurements and this conversion can impact accuracy18. Further, AOD measurements are 
limited by cloud cover and do not resolve the vertical distribution, which is important when 
converting AOD to ground-level concentrations. While these datasets are often used 
independently for smoke exposure estimates, geostatistical methods can combine observations 
with modeled and satellite-derived concentrations to produce more accurate estimates during a 
fire. Previous studies have found that combining multiple PM2.5 datasets, through data fusion, 
regression modeling, and machine learning methods, often leads to improvements in wildfire 
PM2.5 estimations, compared to using just one dataset16,19,20.  
While the benefits of combining these datasets has been shown, to our knowledge, no 
prior study has evaluated the accuracy of combining all three to estimate wildfire PM2.5 while 
correcting for the bias present in satellite and CTM data. This study aims to evaluate the 
accuracy of using the Constant Air Quality Model Performance (CAMP) method in combination 
with the Bayesian Maximum Entropy (BME) framework to estimate ground-level PM2.5 
concentrations during the October 2017 wildfires by bias-correcting CTM and satellite-derived 
concentrations and fusing them with monitoring station observations. The BME framework is an 
established tool for predictive s/t mapping21 that produces accurate s/t concentration estimates 
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and associated measures of uncertainty at unmonitored locations, which can be used to inform 
risk assessment and decision-making 22. Previous studies have used BME to estimate PM2.5 in 
the United States (US)23–26, but it has never been applied to a wildfire event. Additionally, while 
previous studies have used CAMP to bias-correct modeled PM2.5 across the US27, this is the first 
time it has been implemented to account for the non-linear, heteroscedastic bias present in CTM 
and satellite-derived concentrations during a fire. We evaluate the accuracy of four different 
BME s/t kriging and data fusion methods, through which we aim to identify the BME methods 
and combination of PM2.5 datasets that best estimate ground-level PM2.5 concentrations during 
the October 2017 wildfires, which can then be used to characterize population exposure and 










CHAPTER 2: METHODS 
Study Area and Period 
We estimate daily average ground-level PM2.5 concentrations over the entire state of 
California on each day, October 1-31, 2017, with the fire period defined as October 8-20. We 
chose to estimate daily average PM2.5 for the entire month of October in order to understand 
concentrations during both the fire and non-fire periods. 
Monitoring Station Data 
Daily average PM2.5 observations were obtained from permanent Federal Reference 
Methods (FRM) and Federal Equivalent Methods (FEM) monitoring stations and temporary non-
FRM/FEM monitoring stations. The FRM/FEM daily average observations were downloaded 
from the US Environmental Protection Agency (EPA)’s Air Quality System database 
(https://www.epa.gov/aqs) between October 1-31. The temporary observations were obtained 
from the US Forest Service (USFS), who place temporary stations in impacted regions to 
monitor air quality during wildfires. The USFS temporary stations are Met One Instruments, Inc. 
Environmental Beta Attenuation Monitors (E-BAM) and E-Samplers monitors, which are 
designed to accurately predict FRM/FEM PM measurements but are not approved for PM2.5 
compliance monitoring. We averaged hourly concentrations from the temporary stations to 
obtain daily averages. In total, observations from 114 FRM/FEM and 49 temporary monitoring 
stations across California were used (Appendix 1). Both datasets were cleaned by removing 
observations less than or equal to zero or with incomplete s/t coordinates and by averaging 
concentrations with duplicate s/t coordinates. The PM2.5 observations, and the CTM and satellite-
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derived concentrations described below, were log-transformed prior to use given their lognormal 
distribution. 
Community Multiscale Air Quality Model Data 
The Community Multiscale Air Quality (CMAQ)28 PM2.5 output used was provided by 
the Bay Area Air Quality Management District (BAAQMD). The CMAQ output provides daily 
average pollutant concentrations in the central California region at a 4-km resolution for October 
3-20. Fire emissions estimates for CMAQ were processed using the GOES-1629 fire radiative 
power (FRP), National Aeronautics and Space Administration (NASA) FEER algorithm30, with 
GOES-16 Fire Detections for the time profile and the GOES-16 FRP, Sofiev algorithm31 for 
plume rise. In addition to fire emissions, CMAQ was run with emissions from all other natural 
and anthropogenic sources, using the California Air Resources Board’s emission inventory for 
area and nonroad sources, EMFAC2017 model output for on-road sources, EPA BEIS3.61 model 
output for biogenic sources, and BAAQMD’s facility-level emissions data for point sources. 
AOD Data 
AOD observations from the Moderate Resolution Imaging Spectroradiometer (MODIS) 
Terra Satellite were used to obtain AOD-derived PM2.5 estimates. The 3-km resolution AOD data 
(MOD04_3K), which uses the Collection 6 Dark Target (DT) aerosol algorithm, was 
downloaded from the Level-1 and Atmosphere Archive and Distribution System Distributed 
Active Archive Center (https://ladsweb.nascom.nasa.gov/) for October 1-31. MODIS-retrieved 
AOD is frequently used in the estimation of PM2.5 at both local and global scales32. 
Conversion of AOD to PM2.5 
To convert the MODIS AOD observations into PM2.5 concentrations, we applied the 
methods outlined in the NASA Applied Remote Sensing Training Program trainings 
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(https://arset.gsfc.nasa.gov/). Only valid, non-negative AOD observations were used. First, 
collocated PM2.5 and AOD observations were paired, where daily average PM2.5 observations 
were matched with AOD observations when the station location overlapped with the 3-km grid 
cell on the same day as the satellite overpass. During October 2017, all overpass times occurred 
between 9 AM and 1 PM local time. Once paired, we fit a simple linear regression to 75% of the 
matched AOD-PM2.5 data to calculate the regression equation and used the remaining 25% to 
validate (Appendix 2). The regression equation, 𝑃𝑀#.: = 𝐴𝑂𝐷 ∗ 𝑆𝑙𝑜𝑝𝑒 + 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 + 	𝐸𝑟𝑟𝑜𝑟, 
was then used to convert all AOD observations to PM2.5 estimates. Multiple conversion 
approaches were considered, with the above approach providing the best MODIS AOD-derived 
PM2.5 estimations when compared to observations, with an R-squared (R2) of 0.237. The low R2 
observed may explain the poor performance of the satellite data in the BME data fusion, 
described below. 
CAMP Method 
The CAMP method was implemented to bias-correct both CMAQ and the satellite-
derived log-PM2.5 concentrations27,33. CAMP corrects for bias differentially over the range of 
values estimated, for example, by providing a larger bias correction for high estimates than for 
low estimates. The CAMP method corrects modeled and satellite-derived concentrations by 
modeling the mean and variance of the observed value as a function of the modeled or satellite-
derived value, accounting for the non-linear and non-homoscedastic relationship between the 
two. CAMP does this by first pairing collocated modeled or satellite-derived concentrations with 
observations. These paired values are divided into decile bins and the mean (𝜆") and variance 




















where 𝑛(𝑥&6) is the number of paired modeled/satellite-derived (𝑥&6) and observed (𝑥%L) PM2.5 
values in each decile bin.  The 𝜆"(𝑥&6) and 𝜆#(𝑥&6)s are made into piecewise linear functions by 
connecting the points estimated in each decile bin, which are used to obtain 𝜆" and 𝜆# for each 
modeled and satellite-derived concentration (Appendix 3). The CAMP-calculated mean (𝜆") 
represents the bias-corrected CMAQ or satellite-derived concentration and the variance (𝜆#) 
represents the accuracy of the bias-corrected value. The satellite-derived and CMAQ outputs 
were CAMP-corrected separately. The resulting products are referred to as the CAMP-corrected 
CMAQ model output (CC-CMAQ) and the CAMP-corrected satellite-derived output (CC-Sat). 
These bias-corrected outputs were incorporated in the BME framework as soft data, as described 
below.  
BME Framework 
The BME framework uses modern spatiotemporal geostatistics to estimate concentrations 
at unmonitored locations by fusing together different types of data34–36. BME relies on a general 
knowledge base (G-KB), with information on the s/t trends and variability of the data, and a site-
specific knowledge base (S-KB), with information on concentrations at a set of known s/t 
locations. The G-KB is examined to create a prior maximum entropy probability distribution 
function (PDF), which is then integrated with the S-KB based on an epistemic Bayesian 
knowledge-blending rule to generate a posterior PDF. This posterior PDF is used to estimate 
concentrations and associated measures of uncertainty at unmonitored locations22. Further details 
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on the BME theory and it’s numerical implementation can be found in Appendix 4 and 
previously published research22,23,33,37–40. 
In our implementation, the G-KB includes the global offset, variance, and covariance of 
the log-PM2.5 observations, retrieved from FRM/FEM and temporary monitoring stations during 
October 2017. The global offset, which characterizes systematic trends in the observations, is 
removed from the PM2.5 data to smooth spatiotemporal fluctuations. The covariance is a function 
based on the offset-removed observations that describes the spatiotemporal correlations and 
dependencies present in the data (Appendix 5). The S-KB consists of log-PM2.5 concentrations 
from monitoring stations, CC-CMAQ output, and CC-Sat output. The S-KB treats concentrations 
as either hard data or soft data, where hard data have no associated uncertainty while soft data 
do. The hard data are the PM2.5 observations from the 163 monitoring stations. Hard data have 
the greatest influence on the BME estimation, with each observation’s influence decreasing with 
increased distance from the monitoring site based on the s/t covariance in the G-KB. The soft 
data are the CC-CMAQ and CC-Sat concentrations, with 𝜆" as the PM2.5 value and 𝜆# as the 
uncertainty. The soft data are described by a PDF which is the product of gaussian distributions 
with a mean of 𝜆" and a variance of 𝜆# at each CMAQ and satellite grid cell point. Soft data with 
lower associated uncertainty have greater influence on the BME estimate. When no soft data is 
used, BME reduces to simple kriging, given the assumption that the offset-removed 
concentrations have a mean of zero. 
In the BME framework, we first log-transform the PM2.5 data. Next, we define and 
remove a global offset, which yields the offset-removed log-PM2.5 data. We define 𝑋(𝒑), where 
𝒑 = (𝒔, 𝑡), 𝒔 is a spatial location, and 𝑡 is time, as a zero-mean homogenous and stationary 
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space/time random field (S/TRF) that represents the variability of the offset-removed log-PM2.5 
concentrations. By adding the offset back to 𝑋(𝒑) we obtain 
 𝑍(𝒑) = 𝑋(𝒑) − 𝑜(𝒑) (3) 
 
where 𝑜(𝒑) is the global offset and 𝑍(𝒑) is the S/TRF that describes log-PM2.5 concentrations 
across the domain. We then calculate ?̃?3, the estimated daily average log-PM2.5 concentration at 
an unmonitored location 𝑝3 , by first obtaining the BME estimate for 𝑥43 and then adding back the 
global offset 𝑜3 . 
For this analysis, two s/t global offsets were considered. The first is a separable s/t global 
offset (SSTO), which is typically used in the BME framework22,24,37 and assumes the global 
offset is the combination of a purely spatial and purely temporal offset. The SSTO is calculated 
by  
 𝑜(𝒑) = 𝑜(𝒔) + 𝑜(𝑡) (4) 
 
where the spatial global offset, 𝑜(𝒔), and temporal global offset, 𝑜(𝑡), are obtained from 
smoothing the data. The second is a composite s/t global offset (CSTO) which assumes that each 








where 𝑁 is the number of observations within a set s/t radius of 𝒑L, 𝑥%6 is the log-PM2.5 
measurement at s/t location 𝒑6, and 𝑤6 is the weight assigned to the measurement. 𝑤6 is 
determined by the s/t distance between 𝒑6 and 𝒑L as well as the spatial and temporal ranges of 
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the exponential smoothing function. The SSTO and CSTO used the same spatial and temporal 
ranges for the smoothing function (Appendix 6).  
We first compared three versions of BME s/t kriging of observations: with and without 
data from temporary monitoring stations and with a CSTO compared to a SSTO. We then 
compared four BME estimation methods: BME s/t kriging of observations, where only hard data 
is used, and three different versions of BME data fusion, where both hard and soft data are used.  
Method Performance Evaluation 
To evaluate the performance of the BME estimation methods, two cross-validation 
approaches were used to generate performance statistics: a leave-one-out cross-validation 
(LOOCV) and a radius cross-validation (RCV). The LOOCV estimates the PM2.5 concentration 
at each observation s/t location, without using knowledge of the observation. The RCV estimates 
the PM2.5 concentration at each observation s/t location, without using knowledge of all 
observations at and within a defined radius of that location for all time points. For the RCV, nine 
spatial radiuses are analyzed, 0-4 degrees at increments of 0.5. For both cross-validations, the 
resulting PM2.5 estimations are compared to the observations in order to calculate the following 
performance statistics: mean square error (MSE), R2, mean error (ME), variance of error (VE), 
and variance of estimation (VZ) (Appendix 7). The LOOCV performance statistics were also 
calculated for the model and satellite-derived outputs, both as is and CAMP-corrected. For this, 
model and satellite-derived values are compared to observations from the same day and located 
within the model or satellite grid cell. All performance statistics were calculated for October 1-










CHAPTER 3: RESULTS 
Mapping PM2.5 Through BME S/T Kriging of Observations 
We first evaluated the accuracy of using BME s/t kriging on observed data to estimate 
PM2.5 across California during the wildfires. For this evaluation, the CC-CMAQ and CC-Sat data 
were not used and three different BME s/t kriging approaches were compared to identify the 
most accurate estimation method based on observations only. Doing this also allowed us to 
understand the added value of temporary monitoring station data and of a CSTO.  
Overall, BME s/t kriging of both FRM/FEM and temporary monitoring station data with 
a CSTO provides the most accurate estimation, based on the LOOCV performance statistics 
(Table 1). Adding temporary station data to the BME s/t kriging estimation results in a notable 
increase in estimation accuracy, with a 44% reduction in MSE and a 35% increase in R2. The 
reduction in MSE is a result of a decrease in bias (ME) and random error (VE), by 88% and 44% 
respectively. Incorporating the temporary station data into the BME s/t kriging estimation 
increases the number of monitoring stations used from 114 to 163 and daily observations from 
2,670 to 3,621. The increase in observations in smoke-impacted areas results in a refinement of 
the smoke plume shape (Appendix 8). While non-FRM/FEM temporary stations use technology 
not approved to monitor compliance with air quality standards, and therefore may be less 
accurate, they provide critical concentration information in unmonitored locations in California 
and improve the overall estimation accuracy during the fires. 
Additionally, implementing a CSTO compared to a SSTO results in a slight increase in 
estimation accuracy, with a 3% reduction in MSE and a 0.7% increase in R2. The observed 
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reduction in MSE is due solely to a decrease in the random error, given that there is an increase 
in bias. A SSTO is sufficient when all geographic locations in the study area have the same 
temporal trend in concentrations, but when this assumption is not met, a CSTO allows each 
geographic location to have a unique time trend41. During the October 2017 wildfires, the 
assumption of a constant temporal trend in PM2.5 across space is not met, with the smoke plume 
only directly impacting the s/t PM2.5 trends at monitoring stations in northern California. Using a 
CSTO more accurately characterizes the PM2.5 trends during the fires, resulting in a slight 
increase in precision.  
Table 1. Leave-one-out cross-validation results of three BME s/t kriging approaches, using 
observed PM2.5 data. The performance metrics include mean square error (MSE), R-squared 
(R2), mean error (ME), variance of error (VE), and variance of estimation (VZ). The mean and 
variance of the observed PM2.5 data are 2.36 log-µg/m3 and 0.532 (log-µg/m3)2, respectively. 
 

















FRM/FEM Observations Only, 
Composite S/T Global Offset 0.249 0.546 0.042 0.247 0.391 
FRM/FEM & Temporary 
Station Observations,  
Separable S/T Global Offset 
0.144 0.735 0.001 0.144 0.472 
FRM/FEM & Temporary 
Observations,  
Composite S/T Global Offset 
0.139 0.740 0.005 0.139 0.442 
 
While BME s/t kriging of observations accurately estimates PM2.5 during the fires, 
relying solely on observed data has limitations. BME s/t kriging estimates are only as good as the 
locations of the s/t observations. In monitoring station-dense regions, BME s/t kriging reliably 
estimates PM2.5, but in many scenarios, such as the October 2017 wildfires, the regions most 
impacted by smoke have low monitoring station coverage. This limited coverage can lead to 
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unreliable BME estimates in data-scarce, smoke-impacted regions. Additionally, by using BME 
s/t kriging on observations only we did not incorporate critical knowledge of meteorological 
conditions, atmospheric physics and chemistry, and smoke plume shape and location, all of 
which impact concentrations during a wildfire. This limitation can result in an oversimplification 
and over-smoothing of PM2.5 estimations. Incorporating information from CTMs and/or satellite 
data into the BME framework has the potential to further refine and improve PM2.5 estimations 
during a fire event.   
Mapping PM2.5 Through BME Data Fusion of Observations, CTM, and Satellite Outputs 
To account for the bias in the CTM and satellite outputs prior to BME data fusion, both 
outputs were CAMP-corrected. Prior to CAMP-correction, the CMAQ model had a higher MSE 
and R2 compared to the satellite output (Table 2). CAMP-correcting the CMAQ concentrations 
improves the accuracy of the model, resulting in a 53% reduction in MSE and a 9% increase in 
R2. The benefit of CAMP correction is less noticeable, but still present, for the satellite-derived 
concentrations, with a 4% reduction in MSE and a 3% reduction in R2. For both outputs, there is 
a reduction in bias once CAMP-corrected, but only CC-CMAQ also shows a reduction in 
random error. Overall, CC-CMAQ provides more accurate PM2.5 estimations, with a lower MSE 
and higher R2, compared to CC-Sat, which may explain the performance differences between the 
BME data fusion products, discussed below.  
To address the limitations of BME s/t kriging of observations and identify a more 
accurate BME method for estimating PM2.5 during the October 2017 wildfires, we compared four 
BME approaches using the three data sources: observations, CTM output, and satellite output. 
The four BME approaches compared were: BME s/t kriging of observations; BME data fusion of 
observations and CC-CMAQ; BME data fusion of observations and CC-Sat; and BME data 
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fusion of observations, CC-CMAQ, and CC-Sat. All methods used data from the temporary 
monitoring stations and a CSTO. Comparing these four methods allowed us to independently 
evaluate the added value of the CAMP-corrected CTM and satellite outputs.  
The LOOCV results show that all four BME approaches outperform the standalone CC-
CMAQ and CC-Sat outputs, with lower MSE and higher R2 values (Table 2). Of the four 
methods, BME s/t kriging of observations and the BME data fusion of observations and CC-
CMAQ are most accurate. While BME s/t kriging has the lowest MSE and highest R2, the BME 
data fusion of observations and CC-CMAQ performs similarly, with a 3% increase in MSE and a 
1% reduction in R2. The bias of both methods is of similar magnitude, but BME s/t kriging tends 
to overestimate the true value while the BME data fusion of observations and CC-CMAQ tends 
to underestimate. Both the BME data fusion of observations and CC-Sat and of all three datasets 













Table 2. Leave-one-out cross-validation results for CAMP-correction, BME s/t kriging, and 
BME data fusion approaches. The performance metrics include mean square error (MSE), R-
squared (R2), mean error (ME), variance of error (VE), and variance of estimation (VZ). The 


















Satellite-derived PM2.5 (Sat) 0.406 0.237 0.149 0.384 0.140 
CMAQ Model 0.703 0.410 0.178 0.672 1.124 
CAMP-Corrected (CC)-Sat 0.389 0.229 0.001 0.389 0.143 
CC-CMAQ 0.331 0.452 -0.001 0.331 0.296 
BME S/T Kriging 0.139 0.740 0.005 0.139 0.442 
BME Data Fusion, Observations 
& CC-CMAQ 0.144 0.730 -0.005 0.144 0.375 
BME Data Fusion, Observations 
& CC-Sat 0.162 0.699 -0.004 0.162 0.328 
BME Data Fusion, Observations, 
CC-CMAQ, & CC-Sat 0.159 0.708 0.006 0.159 0.306 
 
While LOOCV is a good initial assessment of performance, it only evaluates the 
method’s ability to estimate concentrations at monitoring station locations. During the October 
2017 wildfires, some of the regions likely most impacted by smoke did not have monitoring 
stations. We analyzed the RCV results to identify the most accurate BME method in station-
scarce, smoke-impacted regions (Figure 1). Within 0.5 degrees of the closest monitoring station, 
BME s/t kriging of observations and the BME data fusion of observations with CC-CMAQ 
perform best, aligning with the LOOCV results. Once an estimation location is more than 0.5 
degrees from the closest station, the BME data fusion of observations with CC-CMAQ is most 
accurate, with the lowest MSE and highest R2 at greater distances from the nearest station. The 
BME data fusion of observations, CC-CMAQ, and CC-Sat performs similarly, but slightly 
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worse, in comparison. Consistent with the LOOCV results, the BME data fusion of observations 
with CC-Sat performs worst within 1 degree of the closest station, but performs comparably to 




Figure 1. Results of radius cross validation. MSE (left) and R2 (right), based on distance from 
the closest monitoring station, for the four BME methods: BME s/t kriging, Observations (Obs); 
BME Data Fusion, Observations and CC-CMAQ (Obs + CC-CMAQ); BME Data Fusion, 
Observations and CC-Sat (Obs + CC-Sat); BME Data Fusion, Observations, CC-CMAQ, and 
CC-Sat (Obs + CC-CMAQ + CC-Sat).  
 
We next compared the four BME methods visually to identify physical differences in the 
estimation surfaces. Maps of each BME method for October 10 (Figure 2) reveal similar PM2.5 
estimations across California during the fires, with a plume of high concentrations north of the 
Bay Area. The primary difference between the estimation surfaces is the smoke plume shape 
refinement that occurs once the observations are fused with either or both the CC-CMAQ and 
CC-Sat output. While CC-CMAQ and CC-Sat provide slightly different smoke plume shape 
refinements, incorporating either output avoids over-smoothing the estimation surface, which 
occurs when the observations are kriged. Maps further highlighting these differences can be 




Figure 2. Comparison of 4 BME methods to estimate PM2.5 on October 10, 2017. (1) BME s/t 
kriging, Observations; (2) BME Data Fusion, Observations and CC-CMAQ; (3) BME Data 
Fusion, Observations and CC-Sat; (4) BME Data Fusion, Observations, CC-CMAQ, and CC-Sat. 
 
Impact of Wildfire Smoke on PM2.5 Concentrations 
The estimation maps of ground-level PM2.5 during the fires show daily average 
concentrations exceeding 190 µg/m3 north of the Bay Area (Figure 3), with the highest 
concentrations occurring on October 10, 11, and 13. The EPA identifies 24-hour average PM2.5 
concentrations greater than 150.5 µg/m3 as very unhealthy, with adverse health impacts seen in 
both sensitive groups and the general public42. When our ground-level PM2.5 estimates are 
combined with census tract-level population, we estimate that 60,371 individuals were exposed 
to daily average PM2.5 greater than 150.5 µg/m3 during the fires, with 57,013 exposed on 
October 13 alone. Additionally, we estimate that 15.3 million people were exposed to daily 
average concentrations greater than 35 µg/m3, the EPA’s 24-hour PM2.5 standard43 and the level 
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at which concentrations are unhealthy for sensitive groups42. Napa and Sonoma counties were 
disproportionately impacted by the unhealthy air quality. An animation of the PM2.5 estimations 
during the fires along with maps of the estimation variance for October 8-13 can be found in 
Appendix 10 and 11.  
 
 
Figure 3. Daily average ground-level PM2.5 concentrations, estimated by the BME data fusion of 










CHAPTER 4: DISCUSSION 
Our results show that the BME framework, used in combination with the CAMP 
correction method, can be used to accurately estimate ground-level PM2.5 concentrations during a 
wildfire. All four BME s/t kriging and data fusion methods perform better than the standalone 
CMAQ and satellite-derived products, emphasizing the importance of combining multiple data 
sources. 
Using temporary monitoring station data in addition to FRM/FEM station data has added 
benefit for estimating PM2.5 during a wildfire. Temporary station data increases the s/t coverage 
in otherwise data-scarce regions, which improves the estimation accuracy and refines the smoke 
plume shape. When available, we recommend including temporary station data in future efforts 
to estimate wildfire PM2.5 concentrations. In our implementation of the BME framework, we 
treat the temporary station observations as hard data, given the accuracy of the E-BAM and E-
Samplers, but where the non-FRM/FEM technology is less accurate, these observations can also 
be treated as soft data to account for measurement error. Additionally, we recommend that future 
efforts to estimate PM2.5 during a wildfire consider using a CSTO instead of the standard SSTO. 
Our analysis shows improved estimation accuracy with the implementation of a CSTO, 
compared to a SSTO, due to its ability to characterize unique spatial and temporal trends in 
concentrations.  
Since CTMs are often relied on for smoke concentration estimates, our results emphasize 
the importance of bias-correcting CTM output first, via the CAMP method, to improve accuracy 
by accounting for the non-linear and non-homoscedastic relationship between modeled and 
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observed PM2.5. Combining the CAMP-corrected CTM with observations through BME data 
fusion further improves estimation accuracy by using monitoring station data and accounting for 
the CTM’s uncertainty. When access to a CTM is not available for a fire event, our cross-
validations demonstrate that BME s/t kriging of observations produces accurate ground-level 
concentration estimates, especially within 0.5 degrees of a monitoring station, with the caveat of 
reduced accuracy further from stations and the risk of over-smoothing.  
Monitoring stations are often located in urban or densely population areas. If the smoke-
impacted region is in a station-scarce area, BME s/t kriging of observations will be inaccurate, 
and the BME fusion of observations with a bias-corrected CTM will likely provide the best 
estimate of ground-level concentrations. Further, during wildfires, factors like wind, topography, 
and meteorological conditions influence the smoke plume trajectory, leading to non-homogenous 
concentration plumes across a region44. CTMs account for these factors and incorporating them 
into the BME framework will produce more physically meaningful, heterogeneous ground-level 
PM2.5 estimations during a wildfire, with increased accuracy in station-scare regions.  
While using the CAMP-corrected CTM in the BME data fusion improved estimation 
accuracy, including the CAMP-corrected satellite output failed to add value. There are a number 
of possible explanations for the poor performance of the satellite-derived PM2.5. First, it could be 
challenging for the satellite output to add value to the BME estimation given both the high 
coverage and the comparatively higher accuracy of CMAQ in impacted regions. If estimating in 
a region with limited or no CTM coverage, it is possible that fusing satellite-derived 
concentrations with observations could improve overall estimation accuracy, as indicated by the 
RCV results. While the BME data fusion of observations with CC-Sat performed poorly in 
comparison to the other fusion approaches, when compared to BME s/t kriging of observations, 
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including satellite data does reduce the MSE further from stations. The poor performance of CC-
Sat compared to CC-CMAQ is due to the higher uncertainty of the output, which likely results 
from the simple linear regression used to convert AOD to PM2.5. It is possible that a more 
complex conversion that accounts for important factors such as meteorological conditions and 
land use could reduce the uncertainty and increase the added value of the satellite-derived PM2.5. 
Finally, the MODIS DT aerosol algorithm has higher errors over urban and non-vegetated 
surfaces32, which is common in California; other satellite AOD products, used independently or 
in combination with MODIS AOD, may provide better PM2.5 estimates in these areas during a 
fire.   
By comparing four different BME methods using three PM2.5 datasets, we show that the 
BME data fusion of observations with CC-CMAQ provides the best overall estimate of wildfire 
smoke concentrations during the October 2017 California fires, especially in station-scarce, 
smoke-impacted regions. In addition to the benefits discussed above, incorporating the CMAQ 
model into the BME framework allows us to estimate the portion of concentrations attributable 
to the fires. This feature in combination with the framework’s ability to produce measures of 
uncertainty for concentration estimates make the BME data fusion of observations with a bias-
corrected CTM ideal for characterizing the health risk associated with wildfire smoke exposure. 
Our future work includes using these estimated ground-level PM2.5 concentrations to quantify the 
acute health impact of smoke exposure during the wildfires.   
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APPENDIX 1: LOCATION OF PM2.5 MONITORING STATIONS 
Figure A1 shows the locations of the 163 FRM/FEM and temporary monitoring stations 
across California used in our analysis of the October 2017 wildfires.  
 
 
Figure A1. Locations of the 114 EPA FRM/FEM and 49 USFS temporary monitoring stations 




APPENDIX 2: AOD TO PM2.5 CONVERSION 
As detailed in the methods section, we used a simple linear regression to convert the 
MODIS AOD data to PM2.5 concentrations. Figure A2 shows the matched, collocated AOD and 
PM2.5 observations and the simple linear regression that was fit to the data. The equation for the 
linear regression line is: 𝑃𝑀#.: = 𝐴𝑂𝐷 ∗ 𝑆𝑙𝑜𝑝𝑒 + 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 + 𝐸𝑟𝑟𝑜𝑟, where 𝑆𝑙𝑜𝑝𝑒 = 31.75 and 
𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = 8.15, with an R2 of 0.237.  
 
 
Figure A2. Simple linear regression, fitted to collocated AOD observations at the time of 
overpass and daily average PM2.5 observations and used to convert AOD to PM2.5 estimations. 
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APPENDIX 3: CAMP CORRECTION FIGURES 
Figure A3 shows the CAMP correction piecewise linear functions used to bias-correct 
both the CMAQ modeled and MODIS AOD-derived log-PM2.5 concentrations. The ten decile 
bins are shown, along with the mean (𝜆") and variance (𝜆#) for each bin. The one-to-one line 
emphasizes the non-linear relationship between observed and modeled or satellite-derived PM2.5 
concentrations. Figure A4 shows the impact of CAMP-correcting the CMAQ and satellite-
derived PM2.5 concentrations on October 10. Once CAMP-corrected, there is a more notable 
change in the CMAQ modeled concentrations, compared to the satellite-derived concentrations, 
where both extreme high and low values are dampened.  
 
 
Figure A3. CAMP correction piecewise linear functions used to bias-correct CMAQ modeled 





Figure A4. Example of CAMP correction on October 10, 2017. CMAQ PM2.5 concentrations 
(1a) prior to CAMP correction and (1b) after CAMP correction and satellite-derived PM2.5 




APPENDIX 4: ADDITIONAL DETAILS ON BME 
The mathematical implementation of BME, adapted from Xu et al38: 
In the BME framework, the offset-removed transform is modeled. The offset-removed 
transform is a commonly used deterministic transformation of air pollution as a S/TRF and is 
identified as 𝑋(𝒑) at s/t coordinate 𝒑 = (𝒔, 𝑡), where 𝒔 is the location in space and 𝑡 is the 
location in time. The notation for S/TRFs in BME consists of a single random variable in capital 
letters, 𝑋, its realizations in lower case, 𝑥, and vectors in bold face (e.g., 𝒙	 = 	 [𝑥1, . . . ]Z).  
The G-KB that characterizes 𝑋(𝒑) consists of the global offset function and the 
covariance function. The global offset function describes 𝑋(𝒑)’s consistent trends and is 
expressed: 𝑜[(𝒑) 	= 	𝐸[𝑋], where 𝐸[. ] is the stochastic expectation. The covariance function 
describes 𝑋(𝒑)’s space/time dependencies and is expressed 
 𝑐[(𝒑, 𝒑′) 	= 	𝐸[(𝑋(𝒑)	– 	𝑜(𝒑))(𝑋(𝒑′)	– 	𝑜(𝒑′))] (A1) 
The S-KB consists of hard data, 𝑥^, the offset-removed observations located at s/t points 
𝑝^, and soft data, 𝑥_, the offset-removed model or satellite predictions located at s/t points 𝑝_. 𝑥_ 
characterizes the S/TRF values in terms of a site-specific PDF 𝑓a(𝑥_) and 𝑝_  corresponds to the 
centroids of the model or satellite grid cells. 
In the BME framework, the G-KB is denoted as 𝐺	 = 	 {𝑜[(𝑷), 	𝑐[(𝑷, 	𝑷′)} and the S-KB 
is denoted as 𝑆 = {𝒙^, 𝑓a(𝒙_)}. Using these definitions, we can summarize BME into three steps:  
(1) Examine the G-KB, using the Maximum Entropy principle of information theory, 
to create the prior PDF 𝑓f  
(2) Integrate the S-KB with the prior PDF, using an epistemic Bayesian 
conditionalization rule, to create the BME posterior PDF, 𝑓g  
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(3) Compute s/t estimations given the BME posterior PDF, which characterizes the 
value 𝑥3 taken by 𝑋(𝒑) at any estimation point 𝒑3  
The BME posterior PDF is given by the BME equation 
 𝑓g(𝑥3) = 	𝐴h" i𝑑𝒙k𝑓a(𝒙k)𝑓f(𝒙klm) (A2) 
where 𝑥klm = (𝑥3, 𝒙^, 𝒙_)	is the value of 𝑋(𝒑)	at points 𝑝klm = (𝒑3, 𝒑^, 𝒑_)	and 𝐴 is a 
normalization constant. 
In BME, 𝑍(𝒑) at s/t coordinate 𝑝 = (𝒔, 𝑡), is the S/TRF that represents the air pollutant of 
interest. 𝑍(𝒑) is the sum of a homogenous/stationary S/TRF, 𝑋(𝒑), and a known global offset, 
𝑜n(𝒑). The transformation of the observed data, 𝑧^, at location 𝒑^, is defined as 
 𝒙^ = 𝒛^ − 𝑜n(𝒑^) (A3) 
where 𝑜n(𝒑) is any deterministic offset that can be mathematically calculated as a function of the 
space/time coordinate 𝒑 without error. With this definition, we let 𝑍(𝒑) = 𝑋(𝒑) + 𝑜n(𝒑) and 
can then calculate ?̃?3, the estimated pollutant value at unmonitored location 𝑷3 , by first 
obtaining the BME estimate for 𝑥43, the transformed S/TRF 𝑋(𝒑) at the estimation point 𝒑3 , and 
then adding back 𝑜n(𝒑3), the global offset calculated at 𝒑3 . 
For this analysis, the BME framework was implemented in MATLAB R2017b using 
BMElib version 2.0b. The BME framework was implemented using an estimation neighborhood 
of 80 hard data points and 4 soft data points with a maximum temporal and spatial search radius 
of 7 days and 5 degrees. We used an estimation grid of 75 by 75 estimation points with hard data 
points and Voronoi points included. The maps produced are displayed at a 1-km resolution.  
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APPENDIX 5: COVARIANCE OF PM2.5 DATA 
The covariance model used in the G-KB to describe the s/t correlation of daily average 
offset-removed log-PM2.5 values across California during October 2017 is defined 





















where r is the spatial lag (degrees) and t is the temporal lag (days). The above equation is the 
standard format for covariance functions in the BME framework. The covariance parameters, 
which are derived from the PM2.5 observations, are: ar1 = 0.15 degrees, at1 = 16,425 days, c01 = 
0.0636 (log- µg/m3)2, ar2 = 4 degrees, at2 =365 days, c02 = 0.0142 (log- µg/m3)2, and ar3 = 2.5 
degrees, at3 = 5 days, c03 = 0.441 (log- µg/m3)2. Figure A5 shows the fit of the covariance 
model to the data.  
 
 
Figure A5. Fit of the covariance model to the experimental covariance values for both the spatial 




This covariance model represents how the covariance for PM2.5 values in California 
during the October 2017 wildfires is the nesting of three covariance structures, all exponential 
in space and time. Each structure corresponds to factors that impact PM2.5 levels: human 
activity, weather events, and the October 2017 wildfires. The first two covariance structures 
are based on published covariance models of PM. Research shows that the covariance for 
annual mean PM is made up of two structures, both exponential in space and time, one 
structure of short temporal range and long spatial range, 1 year and 276 miles (4 degrees), that 
accounts for 15% of the variability and corresponds to fluctuations that are weather related, and 
one structure of long temporal range and short spatial range, 45 years (16,245 days) and 10.25 
miles (0.15 degrees), that accounts for 85% of the covariance and corresponds to fluctuations 
that are caused by long-term human activities in urban centers with high car traffic40. These 
exact parameters were used for the first two structures of the above covariance model, 
describing 15% of the total covariance, 12.75% for human activity and 2.25% for weather-
related events. The other 85% of the covariance is described by the third, new structure, which 
corresponds to the October 2017 wildfires. With an intermediate spatial range of 173 miles and 
a short temporal range of 5 days, the new structure can be explained by the size and duration of 
the October 2017 fires. This covariance model confirms that while the underlying causes of 
PM pollution were still present, the wildfires dominated how the PM2.5 levels covaried in 
California during October 2017.  
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APPENDIX 6: ADDITIONAL DETAILS ON GLOBAL OFFSETS 
The SSTO that we removed from the PM2.5 data is shown in Figure A6. The CSTO we 
removed from the PM2.5 data is shown in Figures A7 and A8. For the exponential smoothing 
function, both global offsets used the same parameters: a spatial neighborhood with a 2.5 
degree radius, a temporal neighborhood with a 5 day radius, a 2 degree spatial range, and 5 day 
temporal range. The raw temporal and spatial global offsets are obtained by simply taking the 
spatial or temporal average of the PM2.5 observations and the smoothed temporal and spatial 
global offsets are obtained by applying the method-specific exponential smoothing function to 
the raw global offsets. Figure A9 emphasizes the differences between the SSTO and CSTO, 




Figure A6. (1) The raw and smoothed temporal global offset, (2) the raw spatial global offset, 
and (3) smoothed spatial global offset for the SSTO that was removed from the PM2.5 data in 





Figure A7. (Top) The raw spatial global offset and (bottom) smoothed spatial global offset, 





Figure A8. The raw and smoothed temporal global offset, shown at three different monitoring 






Figure A9. A comparison SSTO and CSTO smoothed temporal global offset, shown at three 




APPENDIX 7: EQUATIONS USED FOR PERFORMANCE EVALUATION 
Table A1 provides equations for the performance statistics used in the LOOCV and RCV 
to assess the accuracy of the different PM2.5 data sources and BME methods. In Table A1, 𝑥46 
denotes a BME estimated value, or modeled or satellite-derived estimated value, at space/time 
point 𝒑6, 	𝑥%6 is its paired observed value (i.e. observed at a monitoring station at the same 
space/time location) and 𝑒6 = 𝑥46 − 	𝑥%6 is the corresponding error. 
Table A1. Equations used to calculate cross-validation performance statistics.  
 
Metric Name  Definition  
# of data pairs 𝑛 (S5) 
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Correlation squared (R2) 𝑟# (S13) 









APPENDIX 8: REFINEMENT OF PLUME SHAPE WITH ADDITION OF 
TEMPORARY DATA 
Figure A10 provides a visual comparison of the BME s/t kriging PM2.5 estimations when 
only observations from FRM/FEM monitoring stations are used compared to when observations 
from both FRM/FEM and temporary monitoring stations are used. When the temporary station 
data is included in the BME estimation, there is an increase in observations in smoke-impacted 
regions, which results in a refinement of the smoke plume shape in northern California.  
 
 
Figure A10. A comparison of two BME s/t kriging methods on Oct. 10, 2017, when (1) only 
observations from FRM/FEM monitoring stations are used and (2) observations from both 
FRM/FEM and temporary monitoring stations are used. 
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APPENDIX 9: DIFFERENCE BETWEEN BME KRIGING AND BME DATA FUSION 
Figure A11 shows the difference in PM2.5 estimation values between BME s/t kriging of 
observations and the BME data fusion of observations with CC-CMAQ. These difference maps, 
shown for the first six days of the October 2017 wildfires, emphasize that including CC-CMAQ 
in the BME estimation impacts the estimated values of PM2.5 concentrations, especially in fire-
impacted regions. Areas in blue show where incorporating CC-CMAQ into the BME framework 
decreased the estimated PM2.5 concentration while areas in red show where incorporating CC-
CMAQ increased the estimated PM2.5 concentration. Areas in green show where including CC-
CMAQ had no impact on the BME estimation.  
 
 
Figure A11. The difference in PM2.5 estimations between BME s/t kriging of observations (Obs) 




APPENDIX 10: ANIMATION OF ESTIMATED PM2.5 CONCENTRATIONS 
We compiled a time-lapsed animation of PM2.5 estimations across California between 
October 8 - 20, 2017. These estimation maps were created through the BME data fusion of 
observations with CC-CMAQ. The animation may be viewed free of charge online at the 
following website:  
https://mserre.sph.unc.edu/BMElab_web/mappingStudies/SC_PM25_CA_2017_Oct_08-20/ 
A 1-km resolution CSV of PM2.5 estimations across California for October 8 - 20, 2017 is 
available upon request.    
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APPENDIX 11: VARIANCE MAPS OF ESTIMATED PM2.5 CONCENTRATIONS 
Figure A12 shows the BME variance for the PM2.5 concentration estimates produced 
through the BME data fusion of observations and CC-CMAQ for the first six days of the fire. 
The areas with lowest estimation variance occur at the monitoring station locations. At these 
points, the BME framework estimates the observed value, resulting in no associated uncertainty. 
The estimation variance increases with distance from these stations, given the s/t correlation of 
the observations. Within the CMAQ domain and further from monitoring stations, the variance is 
informed by the uncertainty of CC-CMAQ, the 𝜆# value that is generated during CAMP-
correction process. Outside the bounds of the CMAQ domain, the estimation variance increases 
sharply with increased distance from monitoring stations. These estimation variance maps give 
confidence in the accuracy of the daily average estimation maps produced given the overall low 
variance, especially in the regions most impacted by smoke during the October 2017 wildfires.  
 
 
Figure A12. Variance of the estimated daily average ground-level PM2.5 concentrations, 
produced through the BME data fusion of observations and CC-CMAQ, across California for 
Oct. 8 – 13, 2017. 
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