A key issue in metapopulation dynamics is the relative impact of internal patch dynamics and coupling between patches. This problem can be addressed by analysing large spatiotemporal data sets, recording the local and global dynamics of metapopulations. In this paper, we analyse the dynamics of measles metapopulations in a large spatiotemporal case noti¢cation data set, collected during the pre-vaccination era in England and Wales. Speci¢cally, we use generalized linear statistical models to quantify the relative importance of local in£uences (birth rate and population size) and regional coupling on local epidemic dynamics. Apart from the proportional e¡ect of local population size on case totals, the models indicate patterns of local and regional dynamic in£uences which depend on the current state of epidemics. Birth rate and geographic coupling are not associated with the size of major epidemics. By contrast, minor epidemicsöand especially the incidence of local extinction of infectionöare in£uenced both by birth rate and geographical coupling. Birth rate at a lag of four years provides the best ¢t, re£ecting the delayed recruitment of susceptibles to school cohorts. A hierarchical index of spatial coupling to large centres provides the best spatial model. The model also indicates that minor epidemics and extinction patterns are more strongly in£uenced by this regional e¡ect than the local impact of birth rate.
INTRODUCTION
What is the relative in£uence of local and regional e¡ects on the spatiotemporal dynamics of populations? This question has been a major recurring theme in ecology. The greatest development of relevant theoretical and empirical work has been under the banner of metapopulation studies. Metapopulation theory has focused mainly on the role of low level coupling in promoting the persistence of populations (Levins 1969; Gilpin & Hanski 1991; Hassell et al. 1991; Allen et al. 1993; Holt 1994; Ruxton 1994; Grenfell et al. 1995b; Hanski et al. 1996; Sutcli¡e et al. 1997b) . Understanding the balance between local and global dynamics is a central issue here, and a number of theoretical and empirical studies have recently addressed this question (Hanski et al. 1995; BjÖrnstad et al. 1995 BjÖrnstad et al. , 1996 Hill et al. 1996; Kuussaari et al. 1996; Sutcli¡e et al. 1996 Sutcli¡e et al. , 1997b Ranta et al. 1997) . We can distinguish a continuum of spatial interaction strength: from completely separate local populations, via weakly coupled metapopulations, to globally interacting populations made up of strongly coupled patches (Sutcli¡e et al. 1997a) .
In order to quantify the balance between local and global dynamics, we ideally require large spatiotemporal data sets for the population in question. Such data sets are rare in ecology. This contrasts with the study of some human microparasitic infections, where disease noti¢ca-tion schemes have led to large historical records of the incidence of infection (Anderson & May 1991) , along with a mass of relevant demographic data. Measles is the paradigmölarge, relatively reliable data sets, simple natural history and public health signi¢cance have led to a large body of epidemiological research on the spatiotemporal dynamics of measles infection (Bartlett 1957 (Bartlett , 1960 Dietz & Schenzle 1985; Anderson & May 1991; Cli¡ et al. 1993; Grenfell et al. 1995c; Bolker & Grenfell 1995 Ferguson et al. 1997; Keeling & Grenfell 1997) . Ecological studies of measles have concentrated mainly on the question of nonlinear dynamics and chaos (Scha¡er & Kot 1985; Olsen et al. 1988; Grenfell 1992; Grenfell et al. 1994b) . However, there are also deep analogies between the spatial dynamics of measles epidemics and the metapopulation concept (Lawton et al. 1994; Nee 1994; Grenfell & Harwood 1997) . As with metapopulation studies, determinants of population extinction (here of the infectious agent) have been a major preoccupation in epidemiology. The seminal contribution here is Bartlett's characterization of the critical community size (CCS)öa stochastic host population threshold of 300 000^500 000 individuals above which infection tended to persist through epidemic troughs before the vaccine era. Below this population size, infection frequently experienced`fadeout' (local extinction) in the troughs between major epidemics, with subsequent reintroduction of infection from other parts of the disease metapopulation.
This paper analyses the spatiotemporal dynamics of measles epidemics in England and Wales. We use a large epidemiological and demographic database to characterize the pattern of local epidemics in terms of a balance between local factors (birth rate and population size) and regional factors (coupling to other centres). Measles epidemics are fuelled by recruitment of susceptible individuals, generated ultimately by births. Birth rate and population size therefore provide readily available measures of dynamically relevant local characteristics. The next section introduces the data set and describes basic epidemic patterns. We then outline the statistical approachöa crosssectional study, based on generalized linear models (GLMs). After describing the results of the analysis, we discuss its epidemiological and ecological implications.
DATA SET AND BASIC EPIDEMIC PATTERNS (a) Data set
We focus on weekly measles noti¢cations in 60 towns and cities in England and Wales. These are o¤cial noti¢-cations, taken from the Registrar General's Weekly Reportsömore details of the data set are given by Keeling & Grenfell (1997) . The clearest epidemic dynamics are before the onset of measles vaccination in 1967. We therefore analyse the pre-vaccination data set from the start of 1944 to the end of 1966. Local annual birth rates and population sizes are taken from the Annual Reports of the Registrar General. The observed noti¢cations are corrected for a 60% rate of underreporting (Clarkson & Fine 1985) .
(b) Epidemiological patterns
In this section, we describe the observed patterns in the spatiotemporal data set. These are then analysed by the statistical models described in the next section. Figure 1a shows the aggregate time-series of noti¢cations for the 60 cities. It re£ects the well-known tendency, in developed countries before vaccination, for large-scale biennial measles epidemics, superimposed on smaller seasonal variations in incidence (Bartlett 1957; Fine & Clarkson 1982; Anderson et al. 1984; Schenzle 1984) . The set of sample autocorrelation plots (ACF) for selected cities in ¢gure 1b^h illustrates that large centres, such as London, tend to have regular epidemics, while smaller towns below the CCS (such as King's Lynn) have more irregular patterns. Bartlett (1957) categorized regular (type I and II) epidemics in large and medium cities, giving way to irregular (type III) patterns in small centres, especially when the latter are geographically isolated.
We can characterize these patterns in more detail by considering individual epidemic waves. Figure 2 shows the weekly pre-vaccination time-series for a selection of cities. Following the school year, each series is split into a sequence of ¢xed two-year segments from October (week 1 in the graphs) to the end of September (week 104 in the graphs). Each segment therefore displays a two-year-cycle with the major epidemic in the ¢rst year and the minor epidemic in the second year of the cycle. The overall biennial pattern has been described in detail by Fine & Clarkson (1982 outbreak starts in early October, approximately a month after the start of the school term and lasts until July, reaching its peak value in late February or early March. It is followed by a long trough during summer, which ends when the school term starts in autumn, leading to a minor epidemic outbreak during spring term of the following year. The latter is followed by a short decrease until the next main epidemic occurs. We will refer to the ¢rst year as the major epidemic and the second as the minor epidemic year.
Figure 2 reveals a number of local patterns, superimposed on the average picture. The two-year pattern, with major epidemics in odd years, is fairly synchronous among the cities in the sample. A signi¢cant exception to this is Norwich, which has major epidemics in even years during the 1950s. We return to Norwich's exceptional behaviour in the discussion. Apart from Norwich, the correlation coe¤cient between each town and the average pattern for other centres is relatively high, even for remote towns. Figure 3 shows a histogram of the estimated correlation coe¤cients. Small communities have more sudden and violent eruptions compared to large and medium sized cities like London, Birmingham, Manchester, or Leeds (¢gure 2). In the latter, we see similar endemic two-year patterns with periodic main epidemics and minor seasonal outbreaks.
Liverpool is unusual among large communities in that successive major and minor epidemics were of almost the same height during the 1940s and 1950s. This distinction has been attributed to Liverpool's relatively high birth rateöand resultant quick replacement of susceptibles after major epidemics (Grenfell et al. 1994a (Grenfell et al. ,b, 1995a . This pattern is also seen in other towns with high birth rates, such as Birkenhead, Coventry, Newcastle and Sunderland. All these centres have large minor epidemics, usually in conjunction with lesser peaked previous major epidemics. The impact of the minor epidemic de-emphasizes the biennial pattern in Liverpool's autocorrelation function (¢gure 1e).
In contrast, communities such as Plymouth (¢gure 2), as well as Southampton, Brighton, Bolton, Wolverhampton, Derby, Walsall, and Reading, have longer periods of extinction during the second year and hence show a clear-cut two-year pattern. It is therefore not so much the shape of the main epidemic but the pattern of intervening minor epidemics which varies among the cities. For example the striking di¡erence between Liverpool and Manchester in ¢gures 1 and 2 illustrates that even geographically close communities of similar population sizes may have a completely di¡erent pattern during the minor epidemic year.
In the following section, we derive a GLM to account for these variations in terms of local di¡erences in recruitment of susceptibles, driven by heterogeneities in birth rate, and regional spatial heterogeneity, measured by the degree of isolation of individual towns and cities. 
STATISTICAL MODELS
We start by estimating a GLM that relates the number of cases during the whole of a two-year segment to demographic and neighbourhood variables. Next, we model the main epidemic and the minor epidemic years as well as the pattern of local extinctions of infection separately.
Regional patterns of epidemiological coupling in measles have been a topic of much work in spatial geography (Murray & Cli¡ 1975; Cli¡ et al. 1981 Cli¡ et al. , 1993 . However, direct measures of the (mainly childhood) movement patterns which underlie disease spread are generally only available from small-scale studies (Sattenspiel & Dietz 1995) . Here, we therefore investigate a range of indirect measures of epidemiological isolation, based on the matrix of geographical distances and measures of regional population density. These measures are described in more detail below.
Consider the following probability model. Let y i,w denote the response variable, for instance the counts of infected or the counts of fadeouts in city i i 1, X X X, 60 during wave w w 1, X X X, 11. Let P i,w H x i,w denote a continuous predictor function linear in , where x iYw is a vector of explanatory variables and a constant for the intercept. We assume that the y iYw are realizations from a random variable Y. In the GLM the expected value of the response variable Y is assumed to be in£uenced by the stimulus variables through the linear predictor function:
or equivalently
where g À1 is the link function (see McCullagh & Nelder 1989) .
(a) Explanatory variables Vector x i,w consists of the following candidate covariates.
B i,w : the birth rate of community i at the time of wave w. The data are recorded on a yearly basis. Before vaccination, measles infection was strongly associated with the pattern of schooling (Fine & Clarkson 1982) . We therefore consider lagged birth rates (up to a lag of ¢ve years before the middle year of wave w), to allow for delayed recruitment to the school-susceptible cohort. The corresponding covariates are denoted by B 1 X X X , B 5 .
Pop i,w : the population size of community i at the time of wave w (yearly records). Since we are looking at absolute counts of cases we expect a proportional dependence on the population size under the null hypothesis.
Neighbourhood covariates: we consider the following variables as representations of di¡erent assumptions about geographical and neighbourhood e¡ects.
Regional density of towns, ND i : the average distance in km of community i to the next b neighbouring cities in the sample set. Preliminary correlation analyses suggested that we take three neighbours.
Regional population density, NP i,w : the sum of population sizes (at the time of wave w) of the communities in the sample set that are within a given geographical distance of community i.
Regional density of cases, NI i,w : the sum of infected individuals (in wave w) of the communities in the sample set that are within a given geographical distance of community i. Preliminary correlation analyses suggested that we take a radius of 16 km for NP and NI.
Hierarchical regional density of cases, NIH i,w : prompted by Cli¡ et al.'s (1993) work on measles di¡usion, we also considered the following hierarchical measure of potential transmission. Let S i,w (b) denote the set of b cities that are nearest in distance to i and for which the population size is larger than Pop i,w . De¢ne
are exponential weights of the distance d i,j from site i to j, c j,w is the number of cases in city j during the minor epidemic time of wave w. Each larger neighbour in the set is thus weighted exponentially according to its distance to city i such that the closest larger town is of largest importance. NIH therefore accounts for hierarchical transmission from large to smaller centres according to the geographical distance. For London, which does not have larger neighbours, we de¢ned NIH i,w c i,w since there are enough infected individuals during trough time to sustain the epidemics. Figure 4 shows the negative correlation between the number of fadeouts and NIH i,w (b) against b. This is largest for b 1 so that we used the next largest neighbour for the estimations.
All explanatory variables are transformed onto a logarithmic scale. In order for the response variable to be regressed on up to a ¢ve-year delayed birth rate the regressions cover the time-span from 1948 to 1966 (waves 3^11). Hence, there are 540 data points spanning nine waves and 60 cities. To study the conditional mean of model (1), assumptions have to be made about the parametric form of the density of Y and the link function. The data display substantial extra variation relative to a Poisson model for counts of cases. We therefore choose the negative binomial distribution, as a contagious Poisson distribution which can accommodate overdispersion due to intersite variability observed here (McCullagh & Nelder 1989) . The mean and variance of the negative binomial distribution are given by
where the parameter k is estimated as an inverse measure of the degree of overdispersion relative to the Poisson. Figure 5 shows a plot of the mean of the response variable (overall two-year wave) against the estimated variance for the di¡erent cities. Clearly, the variance is larger than the mean and approximately follows the functional relationship given in (3) for k 12.
In order to ¢t the GLM given in (1) to the count data, the parameters are estimated by maximum likelihood, using the logarithmic link function. See Lawless (1987) for a detailed treatment of the negative binomial regression and the derivation of the likelihood function. We made use of an s-plus function for likelihood estimation provided by Venables & Ripley (1994) . In ¢tting the models by maximum likelihood, we implicitly assume spatial and temporal independence of epidemics. Though there is likely to be some dependence, we believe the assumption is reasonable as a ¢rst approximation. The selection of a parsimonious subset of covariates was based on the t-values of the coe¤cients. As a measure of goodness-of-¢t we give the squared Pearson correlation coe¤cient, r 2 , between the observed data and the model predictions (Mittelbo« ck & Schemper 1996) .
With a logarithmic link equation (1) becomes
where x i,w denotes the set of the explanatory variables that characterize the local factors and regional coupling of town i during wave w as listed above. Y iYw is the total number of cases in the following time periods during the biennial epidemics: model 1; the overall two-year wave w, model 2; the major epidemic year of wave w, model 3; the minor epidemic year of wave w, for w 3 XX X , 11 and i 1 X XX , 60.
(
ii) Modelling the pattern of fadeout in epidemic troughs
In order to correct for noti¢cation errors fadeouts are generally de¢ned as three or more successive weeks without cases (Bartlett 1957 (Bartlett , 1960 . Here, for simplicity, we refer to any zero count as a fadeout. Large cities such as London, Birmingham and Liverpool did not fade out whereas Teignmouth, which is the smallest town in the sample, typically faded out for more than one year during a biennial cycle.
In order to estimate the relationship between the proportion of fadeouts during a two-year wave and the covariates, we assume the following logistic GLM:
where x i,w is the vector of explanatory variables as de¢ned above, and p i,w is the probability of having a fadeout in city i (i 1, X X X, 60) at wave w (w 3, X X X, 11). The observed proportions of fadeouts in city i during wave w are used as probability estimates.
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Proc. R. Soc. Lond. B (1998) The s-shaped logistic model is well suited to model the mean, however the residual mean deviance exceeds unity. We can well expect heterogeneity as we are adding across successive fadeouts which are not independent in time. We correct for this extra binomial variation (see Collet 1991) by rescaling the variance parameter using the function supplied in s-plus. Alternatively, one could allow for the overdispersion in the logistic model by using the betabinomial distribution (see Lindsey 1995) .
RESULTS
The estimation results for models 1^4 are given in the corresponding tables. Clearly, the number of cases and the fadeout proportion are largely explained by the population size. The slope of this relationship on the log scale is not signi¢cantly di¡erent from unity. This indicates that, overall, there are no major geographical or temporal variations in noti¢cation e¤ciency. Furthermore, the birth rate at a delay time of four years (B 4 ) is found to have a positive e¡ect on the number of cases (in models 1 and 3) and a negative e¡ect on the fadeout proportion (model 4). If B 4 is included as a covariate in any of the models, then other delays in the birth rate are not signi¢-cant and hence are dropped from the regressions. We now consider models 1^4 in detail. The residual deviance (p-value 0.304) and the Pearson r 2 indicate a good ¢t for model 1, including the population size and B 4 as covariates. None of the spatial neighbourhood covariates were found to improve the ¢t of the model. Figures 6a and 6b show the separate partial e¡ects of the population size and birth rate. Most of the variability is captured by population size, but, additionally, birth rate has a signi¢cant positive in£uence. The partial e¡ects are also discernible in ¢gure 6c which provides a scatterplot of both the model predictions and the observed values against the population size. If the latter were the only signi¢cant explanatory variable, then the model predictions would be aligned on a narrow line. The fact that they occupy a broad band is caused by the additional explanatory power of the birth rate. The number of cases during the major epidemic years can be explained almost entirely as proportions of the population size. The coe¤cients for the birth rate and neighbourhood covariates are close to zero. Figure 6d shows a plot of the model predictions against population size. The predictions occupy a narrow line, indicating that none of the other covariates have much explanatory power. The p-value of the residual deviance and the Pearson r 2 measure indicate a good ¢t for model 2. The data points are slightly more dispersed for smaller towns. This happens because small places may have low counts when they occasionally miss out on a main epidemic. The estimated measure of dispersion k (table 3a) for model 3 shows that the data are more dispersed in the troughs than for the major epidemics (model 2) or the biennial cycle (model 1). The ML estimation indicates that, in addition to population size, the birth rate B 4 and the neighbourhood covariate NIH have a signi¢cant positive e¡ect. A larger minor epidemic in a regional centre therefore generates more cases during the minor epidemic outbreaks in the surrounding smaller towns. However, the estimated residuals are asymmetric, indicating that the negative binomial assumption is not appropriate for the trough data. It is therefore di¤cult to test for the in£uence of the covariates during the minor epidemic years.
To overcome this problem, we retain the assumption of a linear relationship in the logs but perform estimation via ordinary least squares, deriving con¢dence intervals from bootstrap replications of the model (see Efron & Tibshirani 1993, ch. 9) . This allows us to draw inferences about the in£uence of the covariates without imposing parametric assumptions on the distribution. The bootstrap con¢dence intervals con¢rm the previous results (see table 3b). Moreover, the least squares estimates give slightly larger importance to the birth rate and the neighbourhood covariate. The estimated residuals are symmetric, indicating that this approach provides a better ¢t to the trough data than the negative binomial model. Figure 6e shows the predictions of the least squares model. The wide band of predictions demonstrates that the birth rate and neighbourhood e¡ects are important covariates in addition to the population size. The stepwise inclusion of covariates reveals that the birth rate explains 7.6% and NIH an additional 19.36% of the variation that remains if population size was the only covariate. The log odds ratio of fadeouts is proportional to the population size as well as the birth rate at delay 4. Cities have less fadeouts if their population size and birth rate are higher. Also the neighbourhood covariates, in particular NIH, have explanatory power. However, if NIH is included in the regression, then the other spatial covariates are not signi¢cant and can therefore be dropped.
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Proc. R. Soc. Lond. B (1998) This result indicates that large minor epidemics in a regional major centre decrease the chance of local extinction of the disease in the surrounding smaller towns. The negative partial e¡ect of the NIH can be seen in ¢gure 6f. Figure 6g displays a plot of the predicted and observed values against population size. As with model 3, the model predictions have a wide spread, showing that the birth rate and the neighbourhood e¡ects have a signi¢cant input. Moreover, the stepwise inclusion of covariates shows that the neighbourhood variable captures more (12.55%) of the remaining variation than the birth rate (5.7%). The p-value and the Pearson r 2 indicate a good performance of the logistic model.
DISCUSSION
This analysis reveals a balance between local and global in£uences on population dynamics, which depends on local dynamic state. During major epidemic peaks, only local population size in£uences the absolute number of casesöepidemic size as a proportion of population size stays relatively constant. Major epidemics occur when susceptible density rises above a deterministic threshold (Anderson & May 1991) . Our results indicate that the local deterministic epidemic dynamics then predominate over the impact of birth rates and geographical coupling.
By contrast, the intervening minor epidemicsöand associated fadeouts of infectionöare a¡ected both by birth rates and regional geographical structure. These associations are especially strong for the number of fadeouts. Since these are subsumed in the overall counts of cases in the minor epidemics, they could in principle be driving all the dependency on the covariates. However, further analyses (not documented here), which standardize counts by the period of positive noti¢cations, also reveal associations with birth rate and geography.
All the models indicate that the strongest in£uence of birth rate is at a lag of four years before the middle year of the wave. This re£ects the importance of schooling to the dynamics of measles epidemics. The most violent epidemics were in 5^6-year-old children, in their ¢rst or second year at primary school (Fine & Clarkson 1982) . The four-year lagged birth rate appears to re£ect recruitment to these cohorts. In fact, lag 5 birth rates are almost as important as lag 4öhowever, the autocorrelation between successive birth rates causes the model algorithm to keep the latter in the most parsimonious model. Obviously, other lags are also likely to be in£uential hereöfuture work should adopt a cohort-based model, estimating how the proportion of susceptibles at di¡erent ages is a¡ected by birth rate variations.
Returning to our opening question, we can use the model ¢ts to explore the relative importance of (intrinsic) birth rate and (extrinsic) spatial coupling on the pattern of fadeouts. Stepwise inclusion of these factors indicates clearly that coupling is a much stronger in£uence on the pattern of fadeouts. This is not surprising, since: (i) birth rates varied over a much narrower range (coe¤cient of variation in B 4 was 0.162) than our best-¢t measure of coupling (coe¤cient of variation in NIH was 1.39); (ii) fadeouts are ended by importation of new cases. They therefore depend directly on the spatial £ux of infection, and only indirectly on small (and relatively slowly Given the absence of explicit information on movement of infectives, we represent spatial variations in infection using relatively crude measures of regional population and case density. There is a universe of such measures and the ones we choose span only some of the possible models for epidemiological coupling. However, it is interesting that a simple hierarchical measure (NIH) provides the best association with infection dynamics. This indicates an especially clear analogy with the dynamics of coresatellite metapopulations (Hanski et al. 1996) .
A much more dramatic example of spatial heterogeneity is provided by Norwich, where major measles epidemics were out of phase with the other cities during much of the 1950s. Given biennial dynamics, it could be that Norwich happened to drift into even year epidemics, independent of its spatial position. However, this seems unlikely, given that whooping cough epidemics in Norwich are also distinct from the national average (D. Earn, personal communication). In terms of the statistical model, Norwich ¢ts the overall epidemic waves (model 1) and fadeout pattern (model 4) reasonably well. However, (not surprisingly) it is an outlier in the comparative peak and trough analyses (models 2 and 3, respectively) during its period of asynchrony.
We are currently amassing a much more detailed spatiotemporal data set, which will allow a more re¢ned analysis, both of the incidence of dynamic outliers, such as Norwich, and of the best metric to characterise epidemiological di¡usion in general. Analyses of spatial di¡usion of epidemics (Cli¡ et al. 1993) öparticularly in the hinterland between out-of-phase centresöshould be especially useful here.
Overall, the cross-sectional GLM with negative binomial errors provides a successful tool for teasing out proximate in£uences on the epidemic sequence. The associated dispersion measure, k, indicates more variation in the minor epidemic model, which ¢ts the negative binomial assumption less well than the peak and biennial wave models. There may be scope here for a more mechanistic maximum likelihood approach, which characterizes the extra variation in the troughs in terms of demographic stochasticity.
Though this analysis does not examine longitudinal measles dynamics explicitly, it does give us pointers about the underlying dynamical system. In particular, model 1 indicates that each biennial sequence accounts for roughly the same number of cases, allowing for longitudinal variations in birth rate. This implies a density-dependent tradeo¡ between successive major and minor epidemics. A comparison of such patterns with the dynamics of current measles models will be the subject of a future paper.
We have focused on the dynamics of measles before vaccination. Obviously, a much more signi¢cant applied issue is the balance between recruitment and spatial coupling during the vaccine era. This is an important area for future work, though the analysis is likely to be much more complex. Speci¢cally, we cannot estimate the importance of local variations in susceptible recruitment without spatiotemporal data on variations in vaccine uptake.
In conclusion, this work provides a picture of the balance between local and regional in£uences on the dynamics of measles metapopulations. It also illustrates the potential of epidemiological data for addressing general questions in population dynamics.
