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Given a set of geometric objects in Rd, the hyperplane transversal or stabbing problem is to 
determine if there exists a hyperplane that simultaneously intersects all of the objects. We give 
algorithms based on linear programming for various hyperplane stabbing problems where the ob- 
jects are line segments or convex polyhedra. A hyperplane stabber for n segments in Rd can be 
found in O(nd) time. In Rd. a plane stabber for a set of m polyhedra with a total of n edges can 
be found in O(nd-’ m) time and space. Given a query hyperplane, a list of polyhedra intersected 
by the hyperplane can be determined in O(log n + m) time. 
Keywords. Computational geometry, stabbing problems, transversals, intersections, polyhedra, 
geometric algorithms. 
1. Introduction 
Let 8=(&,..., S,} be a set of geometric objects in Rd. We say that the objects 
have a k-transversal if they are simultaneously intersected by a k-dimensional flat. 
The question of the existence of a k-transversal has received considerable attention 
in the mathematical literature, see for example [4,12,14-18,241. The corresponding 
computational issues have been considerably less studied. However, the computa- 
tion of l-transversals, or “stabbing lines” as they are called in the computing litera- 
ture, have appeared in the contexts of hidden line problems [lo], set partitioning [2] 
and updating triangulations [ 131. 
When k = 0, the problem reduces to that of deciding whether the given sets have 
a point in common. On the theoretical side, when the sets Si are convex, the fol- 
lowing theorem provides an answer to this question. 
Helly’s theorem [15]. A family of n convex sets in Rd have a common intersection 
point if and only if every d + 1 of the sets have a common intersection point. 
On the computational side, when the sets are polyhedral, we can find an inter- 
section point or determine that none exist by solving a linear program. This can be 
done efficiently by making use of the following result. 
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Megiddo-Dyer theorem [6,21]. In fixed dimension d, a linear programming prob- 
lem with m constraints can be solved in O(m) time. 
When k = 1 we call the l-transversal a stabbing line and the problems become con- 
siderably more difficult. On the theoretical side there is no analogue of Helly’s 
theorem. There are examples in R2 of sets of m line segments, each m - 1 of which 
admit a stabbing line but for which the entire set does not admit a stabbing line [ 151. 
Hadwiger has found an additional condition which gives a Helly-like theorem in the 
plane. By an oval we mean a bounded, closed convex set. 
Hadwiger’s theorem [ 151. A finite or countably infinite family of disjoint ovals in 
R2 admits a stabbing line if and only if there is an ordering on the ovals such that 
each three ovals of the family are intersected in the given ordering. 
As it stands, Hadwiger’s theorem does not provide a “good” characterization 
since if there is no stabbing line, the theorem does not provide an efficient way to 
demonstrate this, even for a finite family of sets. The theorem can however, be 
turned into a “good” characterization. Consider our finite family of sets 9. Any 
stabber for this family induces an ordering on the indices 1, . . . , m. Out of the a 
priori factorial number of stabbing orderings, Katchalski, Lewis and Zaks have 
shown that there can be at most (7) such orderings for a given set of ovals [19]. 
When the ovals are polygons, these orderings can be efficiently computed and the 
condition of Hadwiger’s theorem can be efficiently verified. This result has been im- 
proved by Wenger, who reduced the upper bound to 6m [24], and further improved 
by Edelsbrunner and Sharir to the tight bound of 2m - 2 [12]. In the case of poly- 
gonal objects, these potential orderings can be efficiently computed. As we will 
show in this paper, for each ordering, a linear program can determine if in fact a 
stabber exists which intersects the sets in the specified order. 
On the computational side very little is known about stabbing lines. In the case 
of n line segments in the plane, Edelsbrunner et al. [lo] have given an O(n log n) 
algorithm. Edelsbrunner gives algorithms for stabbing translates of a convex poly- 
gon [7]. When moving to R3 there are two interesting cases to consider: l-trans- 
versals, or stabbing lines and 2-transversals, or stabbing planes. Somewhat 
surprisingly, these two cases seem to give rise to quite different types of algorithmic 
problems. Stabbing lines in R3 are dealt with in a separate paper [3]. In this paper 
we study the problem of computing stabbing planes in space, and more generally 
we give an approach for finding d- l-transversals of line segments in Rd. 
In dimension d 2 3, no algorithms for hyperplane stabbing of polyhedra have pre- 
viously been presented. In this paper, we develop a theory for plane stabbing of 
polyhedra in R3 based on linear programming. We show how it can be used to 
compute a plane stabber of a set of m polyhedra with a total of n edges in O(n2m) 
time. We then describe how to generalize these results to all dimensions. 
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2. Stabbing segments 
We begin by examining in detail the problem of stabbing segments in the plane 
by a line stabber. These techniques will then be generalized to higher dimensions and 
to polyhedra. Let S be a segment in R2 specified by its endpoints (xi, y,), (x2,y2). 
For the moment we assume that S is not vertical, that is x1 #x2. We let 
R, = {(u,b): y= ux+b stabs S>. 
Then it is easy to see that we can write 
We remark that Rs can also be thought of as the dual obtained by mapping points 
to lines and lines to points. For an approach along these lines, the reader is referred 
to Chapter 15 of the book by Edelsbrunner [8]. The account given here is, however, 
self-contained and can be read without any specific knowledge of dual transforms. 
For i=l , . . . , n let Sj be a nonvertical segment with endpoints (xl, yi) and (xi, y$. 
Then there is a nonvertical stabbing line if and only if 
f) Rs,#O. 
i=l 
Unfortunately the sets R,, are not convex, and so their intersection cannot be 
computed by a single linear program. The sets are in fact nonpointed polyhedral 
cones. Edelsbrunner et al. have given a sweep-line algorithm which computes a com- 
plete description of this intersection in time O(n log n) [lo]. 
The intersection can also be solved by a number of linear programs, by suitably 
partitioning the space of stabbing lines. Indeed let 
c_ = A-Yl 
I x;-x;. 
Then for any line y = ux+ b with u I Ci, we can verify whether it is a stabber for Si 
by checking the inequalities 
In case ULC~, we simply test the same inequalities with directions reversed. Let us 
assume that the segments have been labeled so that 
Then to decide whether there is a stabbing line with cj I u I cj+l it suffices to test 
the feasibility of the system of inequalities: 
_+4x~Ib~y;-ux;, i=l,..., j, 
yf-uxfrbry~-ux;, i=j+l,..., n. 
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Therefore we can find a stabber by solving n + 1 sets of inequalities of the type 
shown. Each such system can be solved as a linear program in two dimensions in 
linear time using the result of Megiddo and Dyer mentioned in the introduction. 
It remains to examine the case of vertical lines and segments. To decide if there 
is a vertical stabbing line, it suffices to project all segments onto the x-axis and 
decide whether they overlap. This can be done simply in O(n) time. The case of a 
vertical segment S causes no particular problems. We simply define cs to be +03. 
We thus conclude that our algorithm takes 0(n2) time and is therefore slower than 
the O(n log n) algorithm given in [lo]. However our approach generalizes easily to 
higher dimensions as we now show. 
In Rd let segment S have endpoints sI,s2 E Rd. For QE Rd, b E R, we denote by 
(a, 6) the hyperplane {xeRd: ax= 6). In this notation, the line y = ux+ b in the 
plane is denoted ((-u, l), 6). As before, we let Rs denote the set of hyperplanes that 
stab S. Then 
Rs = {(a,b)ERd”: as1 I b< as2} U {(a,b)ERd+‘: as1 r bzas,}. 
As before Rs consists of a nonpointed convex polyhedral cone. If we partition the 
space of normals a by the hyperplane 
a(sl - s2) = 0, 
then Rs becomes a convex set in each part. 
For i=l , . . . , n let Sj be a segment with endpoints sf ,~1. Consider the partition of 
Rd generated by the hyperplanes 
a(+si)=O, i=l,..., n. (1) 
In each region of the partition, the existence of a stabbing hyperplane whose normal 
is contained in the region can be determined by the feasibility of a set of n inequali- 
ties. Indeed, each region is specified by a set of indices Zc (I, . . ..n}. The corre- 
sponding region is defined by 
a(sf--$)I 0, iEZ, 
a(&$) 2 0, i$Z. 
(2) 
To determine if there is any stabbing hyperplane (a, b) for a in the region defined 
by (2) it suffices to check the feasibility of the system 
asf<b<asi, i E I, 
asf?bzasi, i@Z. 
This can be achieved by solving a linear program with 2n constraints and d+ 1 
variables. 
A hyperplane (a, b) is vertical if the last coordinate of the normal vector a is zero. 
The procedure can be made more efficient by treating vertical stabbing hyperplanes 
separately, as was done in the plane for vertical stabbing lines. It is easily seen that 
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there is a vertical stabbing hyperplane of segments in Rd if there is a stabbing 
hyperplane in Rdp’ for the segments projected by making their last coordinates 
zero. This is the same problem in one dimension less. To find if there is a nonvertical 
stabbing hyperplane, we may assume that the last coordinate of its normal vector 
is one by scaling if necessary. The arrangement associated with (2) by replacing in- 
equalities by equalities now becomes an arrangement of n hyperplanes in Rd-‘. 
This arrangement can generate at most O(nd-’ ) regions [ 111. It therefore suffices 
to solve O(nd-‘) linear programs of size 2n by d. Using the technique of Megiddo 
and Dyer mentioned before, this can be achieved in O(n) time per program. There- 
fore a stabbing hyperplane for a set of segments in Rd can be computed in time 
O(nd). 
3. Stabbers of polygons and polyhedra 
In this section we develop algorithms for finding a stabbing line for a set of poly- 
gons and a stabbing plane for a set of polyhedra in space. We begin by remarking 
that a hyperplane intersects a polyhedron if and only if it intersects its convex hull. 
Therefore, given a set of arbitrary polyhedra, we may first preprocess by taking 
their convex hulls obtaining a set of convex polyhedra. Using an algorithm of Seidel 
[22] the convex hull of a set of n points in d dimensions can be found in time 
O(n log n + .LCd+‘)‘*J). Th’ is will, in general, be dominated by the time required by 
our algorithms to compute hyperplane stabbers. Therefore, in what follows we 
assume that all polyhedra are convex. We assume that the total number of edges of 
the input is n. As in the previous section we begin with the planar case. The ap- 
proach will be similar, we partition the space of stabbers into regions. In each 
region, the existence of a stabber can be determined by a linear program. 
Let P= {p,, . . . . pm} be a polygon in the plane given by a list of its vertices in 
clockwise order. For a E R* and b E R, denote the line ax= b in the plane by (a, b). 
Then (a, 6) is a directed support line for P at a vertex pi if pi is on the line and all 
of the vertices of the polygon lie in the half plane ~~56. In this case we say that 
the normal a points away from P. Two vertices pi, pj of P are an antipodalpair if 
there exist parallel lines (a, b,), (-a, b2) such that the first line supports P at pi and 
the second line supports P at Pj. For i = 1, . . . , m, let (ai,bi) be the support line of 
P through the edge pi,p;+l where pm+l =p,. Then a line (a, 6) can only support P 
at pi if 
for some nonnegative A, p. In other words, a is a positive combination of the nor- 
mals of the support lines through the two edges of P with endpoints at pi. 
We now partition the space of normals according to which vertices of P they can 
generate a supporting line. For i= 1, . . . , n, let 
V’(i) = {a~ R*: (a, 6) supports pi for some b}. 
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In view of the above discussion, it can be seen that the cells V’(i) form a cell 
decomposition r+ of the plane. We form a second decomposition rP as follows. 
For i=l, . . ..Iz let 
V-(i) = {aeR2: (-a, b) supports pi for some 6). (4) 
It follows from the definitions that each cell in Tf fl r- corresponds to an anti- 
podal pair for P. Indeed, a point a is contained in V’(i) fl V-(j) if and only if 
(a,ap,) supports P at pi and (-a, -apj) supports P at pJ. Now if ae V’(i) so is Aa 
for any positive A. The subdivision r+ is therefore a collection of cones emanating 
from a common origin. Fig. l(b) shows the subdivision r+ corresponding to the 
polygon P shown in Fig. l(a). The subdivision r- is simply the mirror image for- 
med by reflecting through the origin, as shown in Fig. l(c). Superimposing the two 
decompositions gives a decomposition of the space of normals into antipodal pairs, 
as shown in Fig. l(d). We will denote this decomposition r,. 
(b) 
.2 1.3 1.4 
1. 
5.2 x 2.5 5,l 4.1 3,l 2.1 
Fig. 1. 
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Let us now return to the problem of computing a stabbing line for a set of poly- 
gons P,, . . . . P,,,. For each polygon we compute the decomposition r’, . We now 
superimpose all of these decompositions obtaining our final decomposition r*. 
Consider a point a in the interior of any region in this decomposition. For each of 
the given polygons Pi, we now have an antipodal pair ui, ui that is supported by 
lines with normals a and -a. It is easy to see that if a line with normal a stabs the 
polygon Pi, then it must intersect the line segment Ui Di with endpoints Ui, Vi. There- 
fore it suffices to check, for all a in the given region of r*, whether there is a stabber 
of the segments Ui Ui, i= 1, . . . , m. Using the techniques of Section 2 and the convex- 
ity property mentioned above, this can be done in a single linear program, using 
O(m) time. If the set of polygons have a total of n edges, then there will be exactly 
II regions in r*. This decomposition can readily be computed in O(n log n) time. A 
line stabber for m polygons with a total of n edges can therefore be computed in 
O(nm + n log n) time. As in the case of line segments, this is not optimal. An 
algorithm due to Atallah and Bajaj solves this problem in time O(n log no(n)), 
where a(n) is the slow growing inverse of Ackermann’s function [l]. However, as 
we shall see later, our approach generalizes to all dimensions. 
The decomposition r* can also be used to efficiently answer line stabbing queries 
of the form: “Which of the polygons P,, . . . , P,,, are stabbed by the line (a,b)?” 
This query is handled by first locating which region of r* contains the normal a, 
which can be done by binary search in O(log n) time. Then it is a simple matter to 
test which of the m segments, corresponding to the m antipodal pairs, the line (a, 6) 
intersects. The query can therefore be performed in optimal time O(log n+m). 
Finally we note that the decomposition r* is essentially one-dimensional. If we tem- 
porarily exclude vertical stabbing lines, then r* can be intersected with any line 
parallel to, but not identical with, the a-axis, producing the same regions. As in the 
previous sections, the case of vertical stabbing lines can be handled as a problem 
in one dimension. 
Next we show how the above technique can be applied to stabbing polyhedra with 
planes in R3. We now denote by (a, b), a E R3, b E R a plane in space. Let P be a 
polyhedron in space with vertices p ,, . . . ,pt. We say that (a, b) is a directed sup- 
porting plane for P at pi, if pi lies on the plane and all of the vertices of the poly- 
hedron lie in the halfspace ax< b. Two vertices pi,Pj of P are an antipodal pair if 
there exist parallel planes (a, b,), (-a, b2) such that the first plane supports P at pi 
and the second plane supports P at Pj. We define a decomposition of normal space 
into cells V’(i) and V-(i) analogously to equations (3) and (4). Similarly we define 
the cell decompositions P, r-, r, and r*, for a set of polyhedra P,, . . . , P,, which 
have a total of n edges. Each cell in r* again corresponds to a set of m antipodal 
pairs, one for each of the polyhedra. A plane with normal in the given region stabs 
the set of polyhedra if and only if it stabs each of the segments whose endpoints 
are the given antipodal pairs. We now investigate the complexity of r*. 
Consider first a cell V’(i) corresponding to a vertex pi of some polyhedron P. 
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Let 
P-p; = {x-p;: XE P}. 
That is, P-p; is the translate of P formed by shifting the origin to pi. Let Ci be 
the smallest cone pointed at the origin that contains P-p,. Let d(i) be the number 
of faces of P incident at pi. Assume these faces have normals c~i, .. . , a,(i). Then we 
can write 
Cj = {XER3: L7iXl0, i=l, . . ..d(i)}. 
It follows from Farkas’ lemma [23] that V’(i) is the dual cone generated by 
{a r, . . . , adci,}. In other words 
d(i) 
v’(i) = aeR3: a = c &a,, /Ii20 . 
i=l 1 
It follows that V’(i) has d(i) faces, each supported by a plane through the origin. 
By the properties of duality, each such plane is in fact normal to an edge in P adja- 
cent to pi [23]. Each vertex Pj of P adjacent to pj contributes one such plane with 
normal Pj -pi. Therefore, if P has t edges, r’ is the subdivision of R3 formed by 
t such planes through the origin. 
Let us now consider the subdivision r*. Since our collection of polyhedra have 
n edges, r* is formed by a set of n planes through the origin. By a result of 
Winder [2.5], these planes partition R3 into at most 9n2 + 3n regions. As we saw in 
the planar case, by excluding vertical stabbing planes, the subdivision r* can be 
reduced to an arrangement of at most n lines in the plane. Using the techniques of 
Edelsbrunner, O’Rourke and Seidel [II], this arrangement can be constructed in 
O(n2) time. For each cell, a single linear program determines the existence of a 
stabbing plane in O(m) time. Therefore we can determine the existence of a stabbing 
plane in 0(n2m) time and space. Finally, by using the point location technique of 
Kirkpatrick [20], or other standard point location techniques, we can determine all 
of the polyhedra stabbed by a given plane in O(log n + m) time, after the above pre- 
processing. 
Finally, we discuss the situation in higher dimensions. The approach developed 
above in R3 is applicable in any dimension. In order to determine the existence of 
a stabbing hyperplane, we first construct r*. Suppose the family of polyhedra has 
n edges in total. Then r* is a subdivision of Rd induced by n hyperplanes through 
the origin. Excluding vertical hyperplanes as before, it suffices to construct the 
arrangement of n hyperplanes in Rd-‘. By the previously mentioned result [ll], 
this can be achieved in O(&’ ) time. For each of the cells produced, a linear 
program is solved to check for the existence of a stabbing hyperplane. For the query 
problem, it is required to quickly decide which of the cells contains the normal of 
the query hyperplane. Unfortunately, the known efficient planar point location 
techniques do not readily generalize to high dimensions. However, given sufficient 
preprocessing time and space, the query problem in dimension d ~4 can still be 
solved in O(log n + m) time by using the techniques of Dobkin and Lipton [5]. 
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Since this paper was written, Edelsbrunner, Guibas and Sharir [9] have found an 
improved result for plane stabbing in R3. Using results on computing the upper 
envelope of a set of planes, they can find a plane stabber of m polyhedra in time 
0(n20(n)), where a(n) is the inverse of Ackermann’s function. For all but very 
small m, this improves on the result of 0(n2m) given here. For the case of 12 seg- 
ments in R3, they can find a plane stabber in time O(n2), improving on the time of 
0(n3) given in Section 2. 
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