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Abstract
Recently, a parameterized class of loss functions called α-loss, α ∈ [1,∞], has been
introduced for classification. This family, which includes the log-loss and the 0-1 loss as
special cases, comes with compelling properties including an equivalent margin-based form
which is classification-calibrated for all α. We introduce a generalization of this family to
the entire range of α ∈ (0,∞] and establish how the parameter α enables the practitioner
to choose among a host of operating conditions that are important in modern machine
learning tasks. We prove that smaller α values are more conducive to faster optimization; in
fact, α-loss is convex for α ≤ 1 and quasi-convex for α > 1. Moreover, we establish bounds
to quantify the degradation of the local-quasi-convexity of the optimization landscape
as α increases; we show that this directly translates to a computational slow down. On
the other hand, our theoretical results also suggest that larger α values lead to better
generalization performance. This is a consequence of the ability of the α-loss to limit the
effect of less likely data as α increases from 1, thereby facilitating robustness to outliers
and noise in the training data. We provide strong evidence supporting this assertion with
several experiments on benchmark datasets that establish the efficacy of α-loss for α > 1
in robustness to errors in the training data. Of equal interest is the fact that, for α < 1,
our experiments show that the decreased robustness seems to counteract class imbalances
in training data.
1 Introduction
The performance of a classification algorithm in terms of accuracy, tractability, and convergence
guarantees depends crucially on the choice of the loss function. Consider a feature vector
X ∈ X , an unknown finite-valued label Y ∈ Y , and a hypothesis h : X → Y . The canonical 0-1
loss, given by 1[h(X) 6= Y ], is considered an ideal loss function that captures the probability
of incorrectly guessing the true label Y using h(X). However, since the 0-1 loss is neither
continuous nor differentiable, its applicability in state-of-the-art learning algorithms is highly
restricted. As a result, there has been much interest in identifying surrogate loss functions that
approximate the 0-1 loss [1–6]. Common surrogate loss functions include log-loss, squared loss,
and hinge loss. However, as classification is applied to broader contexts including scenarios where
data may be noisy (e.g., incorrect labels) or have imbalanced classes (e.g., very few samples
capturing anomalous events that are crucial to detect), there is a need for good surrogate loss
functions that are also robust to these practical schallenges.
We propose to address these challenges via a recently introduced class of loss functions, α-loss.
This class was originally conceived in a privacy setting in [7] by Liao et al. who introduced
α-loss, parameterized by α ∈ [1,∞], to quantify information leakage for a class of adversarial
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threat models. The viability of α-loss as a possible family of surrogate loss functions for binary
classification was suggested in [6]. In fact, the authors proved that α-loss can be written in a
margin-based form and is classification-calibrated [6]. Focusing on the classification context, we
present a generalization of α-loss over a larger range given by α ∈ (0,∞]. By introducing this
larger range, we establish how the parameter α enables the practitioner to choose among a host
of operating conditions that are important in modern machine learning tasks.
Our Contributions: Our main contribution is a family of loss functions that, in addition
to including the oft-used log-loss and highly desirable 0-1 loss, captures the inherent trade-offs
between classification accuracy, convexity of the optimization landscape, and robustness to noise
and outliers. We provide both theoretical and experimental evidence for these trade-offs as
summarized below:
(1) We show that the margin-based form of α-loss is classification-calibrated over the entire range
of α. Further, we prove that the margin-based α-loss is convex for 0 < α ≤ 1 and quasi-convex
for α > 1. In the context of logistic regression, we exploit this margin-based form and its
Lipschitz property to obtain generalization results using Rademacher complexity.
(2) For logistic regression, we show that the true risk is Strictly-Locally-Quasi-Convex (SLQC)
(as defined by Hazan et al. in [8]) for all α. Furthermore, we provide bounds on the degradation
of the SLQC parameters as α increases, thereby highlighting the effect of quasi-convexity (for
α > 1). More broadly, we present a lemma that introduces an equivalent condition for the
direction of descent in the definition of SLQC; this can be of independent interest.
(3) For logistic regression, we also provide a uniform generalization result for every α ∈ (0,∞].
More specifically, we show that increasing α makes the empirical α-risk more closely resemble
the probability of error for every hypothesis.
(4) Finally, we illustrate our results using well-studied datasets such as MNIST, Fashion MNIST
and CIFAR-10 and neural networks including one and two layer CNNs. We explore three
contexts to compare the accuracy of α-loss against that of log-loss: original datasets, noisy
datasets (with a fraction of labels flipped), and class imbalanced datasets (reduced samples in
specific classes of above mentioned datasets). In particular, in the noisy labels and imbalanced
class settings, we show that tuning α away from α = 1 (log-loss) can enhance both accuracy
and robustness.
1.1 Related Work
Surrogate loss functions for the 0-1 loss have been widely of interest to the machine learning and
statistics communities [1–4,9–14]. Recently, there has been renewed interest in alternative losses
for classification [7,10,11,14,15] other than the oft-used log-loss. During the inception of the field,
convex losses were widely considered optimal [1, 3, 4,9]. However, more recent works propose
the use of non-convex losses as a means to moderate the behavior of an algorithm [2,6, 10,11].
In particular, motivated by superior robustness and classification accuracy of non-convex losses,
Mei et al. [10] studied the empirical landscape of such functions. Along these lines, Hazan
et al. [8] introduce SLQC as a means to study the unimodality of quasi-convex functions and
their optimization characteristics. For SLQC functions, they introduce Normalized Gradient
Descent algorithm and prove its convergence guarantees. Using their methodology, we consider
α-loss under logistic regression for binary classification and derive intuition about the operating
characteristics of α-loss.
Our work is similar to [11], wherein Nguyen et al. present a tunable sigmoid loss which
can be made arbitrarily close to the 0-1 loss. In essence, their loss moves from a smooth to
non-smooth loss. Our loss is always smooth and moves from convex to quasi-convex. We find
that in the setting of deep neural networks, some quasi-convexity of the α-loss smooths the
empirical landscape. In particular, we provide strong experimental evidence for a narrow range
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of α to be used in practice (a limit on the amount of convexity and quasi-convexity of the loss),
which significantly reduces the range of hyperparameter tuning induced by α-loss. Increasing
the degree of convexity of the optimization landscape is conducive to faster optimization. Hence,
our approach could serve as an alternative to other approaches whose objective is to accelerate
the optimization process, e.g., the activation function tuning in [16–18] and references therein.
2 α-loss and Binary Classification
We begin by generalizing the definition of α-loss, introduced by Liao et al. [7], to the entire
range α ∈ (0,∞].
Definition 1. Let P(Y) be the set of probability distributions over Y. For α ∈ (0,∞], we define
α-loss lα : Y × P(Y)→ R+ as
lα(y, PY ) :=
α
α− 1[1− PY (y)
1−1/α], α ∈ (0, 1) ∪ (1,∞), (1)
and, by continuous extension, l1(y, PY ) := − logPY (y) and l∞(y, PY ) := 1− PY (y).
The above definition of α-loss presents a class of loss functions that values the probabilistic
estimate of the label differently for different α. For α =∞, minimizing the corresponding risk
leads to making a single guess on the most likely label; on the other hand, for α = 1, such a risk
minimization involves minimizing the average log loss, and therefore, refining a posterior belief
over all y for a given observation x. As α increases from 1 to ∞, the loss function increasingly
limits the effect of the low probability outcomes; on the other hand, as α decreases from 1
towards 0, the loss function places increasingly higher weights on the low probability outcomes
until at α = 0, by continuous extension of (1), we have l0(y, PY ) = ∞, i.e., the loss function
pays an infinite cost by ignoring the training data distribution completely. This characteristic
property of α-loss is highlighted in Figure 1(a) for a binomial random variable Y generated by
a fair coin over 20 flips. Note that α quantifies the level of certainty placed on the posterior
distribution. Thus, larger α indicate increasing certainty over a smaller set of Y while smaller α
distributes the uncertainty over more (and eventually, all) possibles values of Y . Indeed, for
α =∞, the distribution becomes the hard-decoding MAP rule.
Suppose that the feature-label variable pair (X, Y ) ∼ PX,Y . Observing X, the goal in
classification is to construct an estimate Yˆ of Y . Upon inspecting (1), one may observe that the
expected α-loss EX,Y [lα(Y, PYˆ |X)], henceforth referred to as α-risk, quantifies the effectiveness
of the estimated posterior PYˆ |X . The following proposition provides an explicit characterization
of the optimal risk-minimizing posterior under α-loss.
Proposition 1 ( [7, Lemma 1]). For each α ∈ (0,∞], the minimal α-risk is
min
PYˆ |X
EX,Y
[
lα(Y, PYˆ |X)
]
=
α
α− 1
(
1− e 1−αα HAα (Y |X)
)
. (2)
where HAα (Y |X) =
α
1− α log
∑
y
(∑
x
PX,Y (x, y)
α
)1/α
is the Arimoto conditional entropy of order
α [19]. The resulting unique minimizer, P ∗
Yˆ |X(y|x), is the α-tilted true posterior
P ∗
Yˆ |X(y|x) =
PY |X(y|x)α∑
y
PY |X(y|x)α . (3)
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Figure 1: (a) (20,0.5)-Binomial distribution under optimal strategy for different values of α; (b)
margin-based α-loss, as a function of the margin z = yf(x).
The proof of Proposition 1 can be found in [7] and is easily extended to the case where
α ∈ (0, 1).
For binary classification, where Y ∈ {−1, 1}, it is common to use classification functions
of the form f : X → R such that the classifier, for any given x, outputs the hypothesis (hard
decision) h(x) = sign(f(x)) [1–3, 6, 9]. A classification function corresponds to the certainty
of an algorithm’s prediction (e.g., SVM). Examples of loss functions that act on classification
functions include logistic loss, hinge loss, and square loss.
In addition to classification functions, soft classifiers may also be output by binary classifica-
tion algorithms. A soft classifier g : X → [0, 1] corresponds to the distribution PYˆ |X(1|x) := g(x).
Log-loss, and by extension α-loss, are examples of loss functions which act on soft classifiers. In
practice, a soft classifier can be obtained by composing commonly used classification functions
with a sigmoid function σ : R→ [0, 1], R = R ∪ {±∞}, given by
σ(z) =
1
1 + e−z
. (4)
A large family of loss functions under binary classification are margin-based loss functions.
[1–3, 9, 15]. A loss function is said to be margin-based if, for all x ∈ X and y ∈ Y, the risk
associated to a pair (y, f(x)) is given by l˜(yf(x)) for some function l˜ : R→ R+. In this case,
the risk of the pair (y, f(x)) only depends on the product yf(x), where the product yf(x) is
called the margin. Observe that a negative margin corresponds to a mismatch between the signs
of f(x) and y, i.e., a classification error by f . Similarly, a positive margin corresponds to a
match between the signs of f(x) and y, i.e., a correct classification by f .
We now show that α-loss is margin-based over the entire range of α ∈ (0,∞]; this is also
illustrated in Figure 1(b).
Definition 2. The margin-based α-loss, l˜α : R→ R+, α ∈ (0,∞], is
l˜α(z) :=
α
α− 1
(
1− σ(z)1−1/α) , α ∈ (0, 1) ∪ (1,∞), (5)
with l˜1(z) = − log(σ(z)) and l˜∞(z) = 1− σ(z) by continuous extension.
The relationship between a classification function and a soft classifier under α-loss is
articulated by the following proposition. It generalizes the result of [6] for the entire range of α.
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Proposition 2. Consider a soft classifier g(x) = PYˆ=1|X=x. If f(x) = σ
−1(g(x)), then, for
every α ∈ (0,∞],
lα(y, g(x)) = l˜α(yf(x)). (6)
Conversely, if f is a classification function, then the set of beliefs PYˆ |X associated to g(x) :=
σ(f(x)) satisfies (6). In particular, for every α ∈ (0,∞],
min
g
EX,Y (lα(Y, g(x))) = min
f
EX,Y (l˜α(Y f(X))). (7)
The proof of Proposition 2 can be found in [6] and is easily extended to the case where
α ∈ (0, 1).
While the previous result establishes an equivalent margin-based form for α-loss, our next
result establishes some of its basic optimization characteristics.
Proposition 3. l˜α : R→ R+ is convex for α ≤ 1 and quasi-convex for α > 1.
Finally, we conclude this section with another basic property of α-loss that highlights its
suitability for classification. For binary classification and margin-based losses, Bartlett et al.
in [1] introduce classification-calibration as a means to compare the performance of a loss
function relative to the 0-1 loss. A margin-based loss function l˜ is classification-calibrated if its
minimum conditional risk given {X = x} is attained by a z∗x such that sign(z∗x) = sign(2η(x)−1),
where η(x) = PY |X(1|x) is the true posterior. Building upon such a result in [6] for α-loss, the
following proposition shows that l˜α is classification-calibrated for all α.
Proposition 4. For every α ∈ (0,∞], the margin-based α-loss, l˜α, is classification-calibrated.
The proof of Proposition 4 is given in Appendix A.
3 Main Results
In this section we establish some theoretical properties regarding the performance of α-loss in
a logistic regression setting. Towards this end, let X ∈ Bd(1) := {x ∈ Rd : ‖x‖ = 1} be the
feature vector, Y ∈ {−1,+1} the label and Sn = {(Xi, Yi) : i = 1, . . . , n} the training dataset
where, for each i ∈ {1, . . . , n}, the samples (Xi, Yi) are independently drawn according to an
unknown distribution PX,Y . We consider the family of soft classifiers G = {gθ : θ ∈ Bd(r)} where
r > 0 and
gθ(x) = σ(〈θ, x〉), (8)
with σ : R→ R given as in (4). The α-loss can now be written as
lα(y, gθ(x)) =
α
α− 1
[
1− 1 + y
2
gθ(x)
1−1/α − 1− y
2
(1− gθ(x))1−1/α
]
. (9)
A straightforward computation shows that
∂
∂θj
lα(y, gθ(x)) =
[1− y
2
gθ(x)(1− gθ(x))1−1/α − 1 + y
2
gθ(x)
1−1/α(1− gθ(x))
]
xj, (10)
where θj, xj denote the j-th components of θ and x, respectively. Thus, the gradient of α-loss is
∇θlα(Y, gθ(X)) = F1(α, θ,X, Y )X, (11)
where F1(α, θ, x, y) is the expression within brackets in (10). Finally, we define the α-risk Rα as
the risk of the α-loss in (9), i.e., Rα(θ) := EX,Y [lα(Y, gθ(X))]. Observe that, for all θ ∈ Bd(r),
R∞(θ) := EX,Y [l∞(Y, gθ(X))] = P[Y 6= Yˆθ], (12)
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where Yˆθ is a random variable such that P[Yˆθ = 1|X = x] = gθ(x) for all x ∈ Bd(1). We define
the empirical α-risk Rˆα by
Rˆα(θ) =
1
n
n∑
i=1
lα(Yi, gθ(Xi)). (13)
3.1 The Optimization Landscape of α-loss via SLQC
Next we provide some insight regarding the convexity degradation of the optimization landscape
as α increases. In order to do so, we rely on a relaxed form of convexity called Strict-Local-
Quasi-Convexity. We begin recalling the definition of this notion introduced by Hazan et al.
in [8]. For θ0 ∈ Rd and r > 0, we let B(θ0, r) := {θ ∈ Rd : ‖θ − θ0‖ ≤ r}.
Definition 3. Let θ, θ0 ∈ Rd, κ,  > 0. We say that f : Rd → R is (, κ, θ0)-Strictly-Locally-
Quasi-Convex (SLQC) in θ, if at least one of the following applies:
1. f(θ)− f(θ0) ≤ 
2. ‖∇f(θ)‖ > 0, and for every θ′ ∈ B(θ0, /κ) it holds that 〈∇f(θ), θ′ − θ〉 ≤ 0.
Intuitively, when θ0 is a minimizer of an (, κ, θ0)-SLQC function f , then, for every θ, either
f(θ) is -close to optimal or descending with the gradient leads to the ‘right’ direction. This
relaxed notion of convexity comes with a natural adaptation of the Gradient Descent (GD)
algorithm: Normalized Gradient Descent (NGD) [8] summarized in Algorithm 1.
Algorithm 1 Normalized Gradient Descent (NGD)
1: Input: Number of Iterations T , θ1 ∈ Rd, learning rate η > 0
2: for t = 1, 2, . . . , T do
3: Update: θt+1 = θt − η ∇ft(θt)‖∇ft(θt)‖
4: Return θ¯T = arg min
θ1,...,θT
ft(θt)
Similar to the convergence guarantees for GD on convex problems, NGD comes with natural
convergence guarantees for SLQC problems as shown in [8, Theorem 4.1].
Proposition 5. Fix  > 0, let f : Rd → R, and θ∗ = arg minθ∈Rd f(θ). If f is (, κ, θ∗)-SLQC
in every θ ∈ Rd, then running Algorithm 1 with T ≥ κ2‖θ1 − θ∗‖2/2, and η = /κ, we have
f(θ¯T )− f(θ∗) ≤ .
It is important to note that, for an (, κ, θ0)-SLQC function, a smaller  provides better
optimality guarantees. Given  > 0, smaller κ leads to faster optimization as the number of
required iterations increases with κ2. It should be also noted that, by using projections, NGD
can be easily adapted to work over convex and closed sets including Bd(r) (see, for example, [8]).
We are now in a position to establish bounds on the SLQC constants of Rα, the α-risk, in
the logistic model. The following theorem identifies the SLQC constants for α-risk in the regime
α ≤ 1. In this context, we assume that we are in a unimodal realizable setting, i.e., Rα has a
unique critical point θ∗ and
θ∗ = arg min
θ∈Bd(r)
Rα(θ). (14)
The proof, which can be found in Appendix B, relies on three main facts: (i) Rα is quasi-convex,
(ii) Rα is Cr,α-Lipschitz where Cr,α := σ(r)(1 − σ(r))1−1/α, and (iii) Rα has a unique critical
point due to the unimodality assumption.
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Theorem 1. If 0 < α ≤ 1 and θ0 ∈ Bd(r), then, for every  > 0, the α-risk Rα is (, Cr,α, θ0)-
SLQC in θ ∈ Bd(r) where Cr,α = σ(r)(1− σ(r))1−1/α.
We establish the following lemma which might be of general interest; the proof is given in
Appendix C. Indeed, it provides further insight into the theory of Hazan et al. with regards to
SLQC functions.
Lemma 1. Assume that f : Rd → R is differentiable, θ0 ∈ Rd and γ > 0. If θ ∈ Rd is such that
‖θ − θ0‖ > γ, then the following are equivalent:
1. 〈−∇f(θ), θ′ − θ〉 ≥ 0 for all θ′ ∈ Bd (θ0, γ),
2. 〈−∇f(θ), θ0 − θ〉 ≥ γ‖∇f(θ)‖.
We are now in a position to state our second result, which provides some insight into the
degradation of the SLQC constants for the α-risk as α increases from 1. For ease of notation,
let
Kr := (r + log 2)
(σ(r))1−1/(2σ(r)−1)
(2σ(r)− 1)2 and Lr :=
(r + log 2)2
2
. (15)
Theorem 2. Let , κ > 0 and θ0 ∈ Bd(r). If Rα is (, κ, θ0)-SLQC in θ and |α−α′| ≤ 1/(2Kr),
then Rα′ is (′, κ′, θ0)-SLQC in θ with ′ = + 2|α− α′|Lr and ′/κ′ = (1− 2Kr|α− α′|)/κ.
The proof of this theorem relies on a handful of lemmas whose proofs are given in Appendix D.
The theorem intuitively states that increasing the value of α increases the value of  by a factor
of Lr ≈ r2 and decreases the ball of radius /κ by a factor of Kr ≈ r, both of which hinder the
optimization process and increase the required number of iterations.
3.2 Generalization and Control on the Probability of Error
In this section, we focus on the α > 1 setting to highlight two aspects of α-loss: (i) generalization
properties, and (ii) uniform guarantees on accuracy. We begin with generalization.
Theorem 3. If α ∈ [1,∞], then, with probability at least 1− δ, for all θ ∈ Bd(r),
Rα(θ)− Rˆα(θ) ≤ Cα 2r√
n
+ 4Dα
√
2 ln (4/δ)
n
, (16)
where Cα =
α
2α− 1
(
α− 1
2α− 1
)1−1/α
and Dα =
α
α− 1
[
1− (σ(−r))1−1/α
]
, for α ∈ (1,∞).
Note that Cα and Dα are both monotonically decreasing with α, and are continuously
extended such that C1 = 1, C∞ = 1/4, D1 = − log σ(−r), and D∞ = σ(r). The proof of
Theorem 3 relies on classical results in Rademacher complexity; all details are in Appendix E.
Note that this generalization guarantee has significantly better dependence on n than the
one derived by Sypherd et al. in [6]. The authors there, building on [10], are only able to provide
a guarantee of O(
√
log(n)/n) at the critical points in the landscape relying. Instead, we use
classical results in Rademacher complexity for our setting to achieve a uniform generalization
guarantee of O(1/
√
n) Furthermore, our constants are explicitly specified in terms of parameters
critical to the landscape.
The next corollary stems from Theorem 3. It explicitly bounds the accuracy gain using
α > 1.
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Corollary 1. If α ∈ [1,∞], then, with probability at least 1− δ, for all θ ∈ Bd(r),
R∞(θ)− Rˆα(θ) ≤ r
2
√
n
+ 4
√
2 ln (4/δ)
n
+
Lr
α
, (17)
where Lr is given in (15).
Thus, we see that for any θ ∈ Bd(r), increasing α implies that Rˆα(θ) gets closer to R∞(θ),
which is the probability of error of an estimator Yˆθ with P (Yˆθ = 1|X = x) = gθ(x). One can
view the third term in (17) as a penalty term which, for a given α ∈ [1,∞], arises from the
discrepancy between the (true) α-risk and the probability of error. Indeed, (17) collapses to
Theorem 3 for α =∞.
4 Experimental Illustration of Results
In this section, we provide experimental illustration of our theoretical results. In particular,
we use the following datasets: MNIST [20], Fashion MNIST [21], and CIFAR-10 [22]. These
datasets come with predefined training and test sets. We divide the original training set into
training and validation sets using a 90%-10% breakup, respectively; all training is done in
batches of 256. We use a variety of neural network (NN) architectures, as appropriate for the
datasets. These include:
(i) logistic regression (LR) using a two layer NN with Softmax activation;
(ii) three layer NN (3-NN) with a 128-neuron hidden layer combined with ReLu activation and
a Softmax activated output layer;
(iii) CNN-1: One convolutional (conv) layer with 32 kernels of size 3x3, 1 pooling layer with 2x2
kernels, a 512-size fully connected layer with ReLU activation (dense layer) and an output layer;
(iv) CNN-2: uses blocks similar to CNN-1 such as pool and dense and has layers in the following
order: conv (32 kernels of 3x3), (2x2) Pool, Conv (64 kernels of 3x3), (2x2) Pool, dense, and
output.
For a chosen network, we train each of the NN architectures described above for α ∈ [0.6, 4],
each for 100 epochs. For a particular α, the optimal epoch hyperparameter is the one at which
the validation loss is minimized; finally, we choose the optimal α∗ as the one achieving the
best validation accuracy. We use the resulting model parameters (including hyperparameters
α∗, optimal epoch value, and learning rate) to report accuracy on the test set. At the outset,
we tested both SGD and Adam [23] to compare α-loss and log-loss; for the noisy and class
imbalanced datasets we only use Adam.
We evaluate the efficacy of α-loss in three scenarios as detailed below. For each, our metric
of comparison is the relative gain in accuracy (Acc.) from using α-loss (α-L) over log-loss (LL)
computed as (α-L Acc. - LL Acc.)/(LL Acc.).
(i) Performance of α-loss relative to log-loss for each dataset: For each dataset, Table
1 compares the best α-loss accuracy to that of log-loss over all architectures and optimizers
considered. Results for all architectures and optimizer choices are collected in Table 4 of
Appendix F; these suggest that α-loss loses nothing in accuracy, and more often than not, offers
improvements in accuracy.
(ii) Resilience to errors in the training set: We test the robustness of the loss function to
noisy data by flipping a percentage of the labels uniformly at random (from the remaining 9
classes for each label). We vary the flipping percentage from 5-25% in steps of 5%. The results
for 0, 10 and 20% are summarized in Table 2 and highlight that α > 1 significantly improves
accuracy (see also Table 5 in Appendix F). One can view this as the resiliency of α-loss to
training under data poisoning attacks.
(iii) Robustness to class imbalances. We perform this for a binary-CIFAR and CIFAR-10
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datasets. We create binary-CIFAR datasets by considering two class pairs: (i) automobile
and truck; and (ii) cat and dog. For each such binary dataset, we reduce the size of one class
to 10% such that the affected class is now 9% of whole training and validation set. The test
set is unchanged. Both overall accuracy and that for the less-frequent imbalanced class are
summarized in Table 3 for CNN-1. Results for CNN-2 are in Appendix F, Table 6; these results
suggest that, in general, α < 1 achieves significantly better classification (the rare cases for which
α > 1 hint at a trade-off between accuracy and imbalance). Results for 10% class imbalance
for just one CIFAR-10 class with CNN-1 and CNN-2 is summarized in Table 7 of Appendix F;
these results reveal significant accuracy gains in detecting the imbalanced class for α < 1.
Table 1: Accuracy (Acc.) comparison between log-loss (LL) and α-loss (α-L) at α∗ ∈ [0.6, 4].
Dataset Optimizer Architecture LL Acc. α-L Acc. α∗ Rel. Gain%
MNIST SGD 3-NN 0.981 0.981 1.2 0.038
Fashion MNIST Adam 3-NN 0.886 0.891 1.5 0.561
CIFAR-10 Adam CNN-2 0.724 0.729 0.95 0.648
Table 2: Comparison of LL and α-L accuracy (at optimal LR and α∗ ∈ [0.9, 4]) with noisy
labels.
Dataset Architecture Label Flip% LL Acc. α-L Acc. α∗ Rel. Gain %
MNIST LR
0 0.927 0.934 2.0 0.735
10 0.913 0.933 2.5 2.190
20 0.907 0.931 2.0 2.706
CIFAR10 CNN-2
0 0.724 0.729 0.95 0.648
10 0.693 0.713 1.7 2.906
20 0.672 0.696 2.0 3.477
Table 3: Accuracies of less-frequent imbalanced (Imb.) class and both classes (Overall) under
log-loss and α-loss for Binary CIFAR-10 with class imbalance. Classes C1 and C2 are the
dominant and less-frequent classes with 91% and 9% of all samples, respectively.
Architecture C1 C2 LL Acc. α-L Acc. Rel. Acc. Gain% α∗Imb. Overall Imb. Overall Imb. Overall
CNN-1
Auto Truck 0.351 0.666 0.416 0.696 18.518 4.501 0.95
Truck Auto 0.348 0.664 0.404 0.688 16.091 3.686 0.83
Cat Dog 0.111 0.549 0.174 0.573 56.756 4.458 0.9
Dog Cat 0.055 0.523 0.074 0.53 34.545 1.337 0.99
Our experimental results also help evaluate the trade-off between accuracy and convergence
speed. We illustrate this in Figure 3 in Appendix F for the CIFAR-10 dataset using CNN-2.
In particular, we plot the validation accuracy as a function of the number of epochs for four
different values of α = {0.95, 1, 1.5, 2.5}. These curves, albeit noisy, buttress our theoretical
results suggesting that the number of iterations to converge increases with α.
In summary, we find that the best value of α is dependent on the setting. Since larger α more
closely resembles the probability of error, we find that in the noisy label setting, the robustness
and the quasi-convexity of α-loss for α > 1 and its faster generalization capabilities make it
more appropriate than log-loss (α = 1). For the datasets with class imbalances, we see that
α-loss for α ≤ 1 performs best; this is because the α < 1 convex losses place more weight on the
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outliers (see Figure 1). In practice, we find that α ∈ [.7, 4] is most representative of the entire
set. For such a range, it is not difficult to do a careful grid search to find the best value of α for
a given setting. The significant performance gains we observe here for noisy and imbalanced
datasets could outweigh such (limited range) tuning of an additional (α) hyperparameter.
5 Concluding Remarks
We have presented convexity-robustness trade-offs for a class of surrogate loss functions α-loss,
α ∈ (0,∞]. In addition to strong surrogate properties relative to 0-1 loss, our theoretical
and experimental results suggest that this class has the potential to address many emerging
challenges including class imbalance and noisy data. Precise characterization of accuracy gains
for α < 1, its empirical landscape, and robustness to class imbalance are promising avenues for
future work. Finally, we expect that our equivalent conditions for local quasi-convexity may be
of broad interest, and we leave an exploration of this to future work.
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Appendices
A Proofs of Margin-Based α-loss Propositions
In this section, we provide proofs of the propositions provided in Section 2.
A.1 Proof of Proposition 3
Proof. The proof of the case where α ∈ [1,∞] can be found in [6]. Now consider α ∈ (0, 1), in this case
d2
dz2
l˜α(z) =
(e−z + 1)1/αez(αez − α+ 1)
α(ez + 1)3
. (18)
Observe that the second derivative in (18) is greater than zero for all z ∈ R, so l˜α is a convex function
in the margin.
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A.2 Proof of Proposition 4
The case where α ∈ [1,∞] is given in [6].
Before stating the proof of Proposition 4, we provide the full definition of classification-calibration
given in [1] for the sake of completeness.
Definition 4 ( [1, Definition 1]). A margin-based loss function l˜ is said to be classification-calibrated if,
for every η 6= 1/2,
inf
f :f(2η−1)≤0
(ηl˜(f) + (1− η)l˜(−f)) > inf
f∈R
(ηl˜(f) + (1− η)l˜(−f)). (19)
Proof. For α ∈ (0, 1), we rely on the following theorem proved by Bartlett et al. in [1].
Proposition 6 ( [1, Theorem 6]). Let l˜ denote a margin-based loss function and suppose it is a convex
function in the margin. Then l˜ is classification-calibrated if and only if it is differentiable at 0 and
l˜′(0) < 0.
Observe that l˜α for α ∈ (0, 1) is a convex function of the margin as shown by Proposition 3 and
since the loss is monotonically decreasing it satisfies Proposition 6. Thus, l˜α is classification-calibrated
for α ∈ (0, 1). The optimal classifier in this region can be found by considering the α-tilted distribution
(3) in conjunction with Proposition 2.
B Proof of Theorem 1
We begin by establishing that the α-risk is Lipschitz.
Lemma 2. If α ∈ (0, 1], then Rα is Cr,α-Lipschitz in θ ∈ Bd(r) where Cr,α = σ(r)(1− σ(r))1−1/α, i.e.,
|Rα(θ)−Rα(θ′)| ≤ Cr,α‖θ − θ′‖, ∀θ, θ′ ∈ Bd(r). (20)
Proof. We show that Rα is Cr,α-Lipschitz in θ by showing that the norm of its gradient ∇Rα is uniformly
bounded on Bd(r) by Cr,α. Since both θ ∈ Bd(r) and X ∈ Bd(1) are bounded, differentiation under the
integral sign leads to
∇θRα(θ) = ∇θEX,Y [lα(Y, gθ(X))] (21)
= EX,Y [∇θlα(Y, gθ(X))] (22)
= EX,Y [F1(α, θ,X, Y )X]. (23)
Since X ∈ Bd(1), we obtain that
‖∇θRα(θ)‖ = ‖EX,Y [F1(α, θ,X, Y )X]‖
≤ EX,Y [|F1(α, θ,X, Y )| ‖X‖] (24)
≤ EX,Y [|F1(α, θ,X, Y )|]. (25)
By definition, EX,Y [|F1(α, θ,X, Y )|] equals
EX,Y
[∣∣∣∣1− Y2 gθ(X)(1− gθ(X))1−1/α − 1 + Y2 gθ(X)1−1/α(1− gθ(X))
∣∣∣∣] . (26)
Using the fact α ∈ (0, 1), it can be shown that sup
x∈[−r,r]
σ(x)(1− σ(x))1−1/α = Cr,α. Since
gθ(z)
1−1/α(1− gθ(z)) = gθ(−z)(1− gθ(−z))1−1/α (27)
for all z ∈ R, (26) is easily upper bounded by Cr,α.
We use the following proposition given by Hazan et al. in [8] to prove the first theorem.
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Proposition 7 ( [8]). If f is G-Lipschitz and a strictly-quasi-convex function, then ∀θ, θ0 ∈ Rd, ∀ > 0,
it holds that f is (,G, θ0)-SLQC in θ.
Now, we present the proof for Theorem 1.
Proof. We will prove Theorem 1 by applying Proposition 7. As shown in Lemma 2, Rα is Cr,α-Lipschitz
for all α ∈ (0, 1]. Next we show quasi-convexity of Rα by level-sets. Since lα(y, gθ(x)) is a convex
function in θ for α ≤ 1 and since expectation is a linear operator, we have that Rα is quasi-convex for
0 < α ≤ 1. With regards to strictness, we follow the requirement of Hazan et al. [8]. We say that f is
strictly-quasi-convex, if it is quasi-convex and its gradients vanish only at the global minima, that is, for
all θ′ such that Rα(θ′) > minθ∈Bd(r)Rα(θ), it holds that ‖∇Rα(θ′)‖ > 0. Since we assume that we are in
the realizable setting where θ∗ is the only point for which ∇θRα(θ∗) = 0, Rα is strictly-quasi-convex.
C Proof of Lemma 1
The following lemma helps to quantify the range of acceptable gradient angles for an SLQC function.
Lemma 3. Let , κ > 0 and θ0 ∈ Rd. Suppose that f satisfies that, for all θ with ‖θ − θ0‖ > γ,
〈−∇θf(θ), θ′ − θ〉 ≥ 0, ∀θ′ ∈ Bd (θ0, γ) . (28)
Pick θ ∈ Rd such that ‖θ − θ0‖ > γ. If ψθ denotes the angle between −∇f(θ) and θ0 − θ, then,
ψθ ≤ cos-1
(
γ
‖θ0 − θ‖
)
. (29)
Proof. Consider a supporting hyperplane of the ball B(θ0, γ) which contains θ, as shown in Figure 2. Let
θ′ be the intersection between the hyperplane and the ball. Note that for this θ′, 〈−∇θf(θ), θ′ − θ〉 ≥ 0
by assumption.
Figure 2: Illustration of the range of acceptable gradients
Next, consider the right triangle generated by θ0, θ′, θ and let that φ be the acute angle between
the perpendicular hyperplane to θ′ − θ and θ0 − θ. By the similiarity of the angles, it can be seen that
this is the angle at θ0 of the right triangle. So by Pythagoras’ theorem,
φ = cos-1
(
γ
‖θ0 − θ‖
)
. (30)
By assumption (28), it can be shown that ψθ ≤ φ. Furthermore, θ′ as chosen here minimizes φ, i.e.,
any other θ′ ∈ B(θ0, γ) would impose a less restrictive constraint on the magnitude of ψθ by making φ
larger.
We now provide the proof of Lemma 1.
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Proof. Let ψ = ψθ and φ as in the proof of the previous lemma. It follows that 0 ≤ ψ ≤ pi
2
and
φ = cos-1
(
γ
‖θ − θ0‖
)
. By the definition of inner product, it follows that
cos (ψ)‖θ − θ0‖‖∇f(θ)‖ = 〈−∇f(θ), θ0 − θ〉. (31)
Rearranging we get
ψ = cos-1
(〈−∇f(θ), θ0 − θ〉
‖θ − θ0‖‖∇f(θ)‖
)
∈ [0, pi]. (32)
Further, ψ ≤ φ by the previous lemma. This requirement is equivalent to
cos-1
(〈−∇f(θ), θ0 − θ〉
‖θ − θ0‖‖∇f(θ)‖
)
≤ cos-1
(
γ
‖θ − θ0‖
)
. (33)
Since cos-1 is a monotonically decreasing function, the previous condition is equivalent to
〈−∇f(θ), θ0 − θ〉 ≥ γ‖∇f(θ)‖ ≥ 0. (34)
Notice that the steps are reversible so we have both directions.
D Proof of Theorem 2
We begin by proving a set of lemmas which are necessary for the proof of Theorem 2.
The first lemma shows that the α-risk is Lr-Lipschitz as a function of α.
Lemma 4. If α ∈ [1,∞], then |Rα(θ)−Rα′(θ)| ≤ Lr|α− α′|, where Lr = (r + log 2)
2
2
.
Proof. To show that Rα is Lr-Lipschitz in α, it suffices to show that
d
dα
Rα(θ) ≤ Lr. Observe that
d
dα
Rα(θ) =
d
dα
E[lα(Y, gθ(X))] = E
[
d
dα
lα(Y, gθ(X))
]
, (35)
where the second equality follows since we assume well-behaved integrals. We may rewrite this expression
as
E
[
d
dα
lα(Y, gθ(X))
]
= P1EX|Y=1
[
d
dα
lα(1, gθ(X))
]
+ P−1EX|Y=−1
[
d
dα
lα(−1, gθ(X))
]
. (36)
Consider without loss of generality the expression in the first brackets for a fixed x. We denote this
expression as
f(α, θ, x) =
d
dα
α
α− 1
[
1− gθ(x)1−1/α
]
. (37)
It can be shown that
f(α, θ, x) =
1− gθ(x)1−1/α
α− 1 −
(log gθ(x))gθ(x)
1−1/α
α(α− 1) −
α(1− gθ(x)1−1/α)
(α− 1)2 . (38)
By L’Hopital’s rule, we have that
f(1, θ, x) = −(log gθ(x))
2
2
. (39)
Further, it can be shown that f(α, θ, x) is monotonically decreasing in α. Thus,
|f(α, θ, x)| ≤ |f(1, θ, x)| ≤
∣∣∣∣(log gθ(x))22
∣∣∣∣ ≤ (r + log 2)22 . (40)
Upon plugging (40) into (36), the expectation sums to 1 and we achieve the desired bound on
d
dα
Rα(θ).
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The second lemma shows that the gradient of the α-risk with respect to the parameter vector is
Kr-Lipschitz as a function of α.
Lemma 5. If α ∈ [1,∞], then ‖∇Rα(θ)−∇Rα′(θ)‖ ≤ Kr|α− α′| where
Kr = (r + log 2)
(σ(r))1−1/(2σ(r)−1)
(2σ(r)− 1)2 . (41)
Proof. By the linearity of the expectation we can bound ‖∇Rα(θ)−∇Rα′(θ)‖ as
‖∇Rα(θ)−∇Rα′(θ)‖ = ‖E[(F1(α, θ,X, Y )− F1(α′, θ,X, Y ))X]‖ (42)
≤ E[|(F1(α, θ,X, Y )− F1(α′, θ,X, Y ))|‖X‖] (43)
= E[|(F1(α, θ,X, Y )− F1(α′, θ,X, Y ))|], (44)
since X has bounded support. Here, we explore the Lipschitzianity of F1. To do so, we calculate the
maximum value of
d
dα
F1(α, θ, x, y). Consider
F1(α, θ, x, y) =
1− y
2
gθ(x)(1− gθ)1−1/α − 1 + y
2
g
1−1/α
θ (1− gθ(x)). (45)
For any pair (x, y), only one term is active, so let (x, y) = (x,−1) without loss of generality. Thus,
F1(α, θ, x,−1) = −g1−1/αθ (1− gθ(x)). (46)
In particular, we have that
d
dα
F1(α, θ, x,−1) = −g1−1/αθ
1
α2
log (gθ(x))(1− gθ(x)) (47)
= g
1−1/α
θ
1
α2
log (1 + e−θ·x)gθ(−x). (48)
To maximize the derivative, we maximize some of its factors individually. Notice that gθ(−x) ≤ 1 and
log (1 + e−θ·x) ≤ log (1 + er) ≤ r + log 2. Next, consider f(α, θ, x) = gθ(x)
1−1/α
α2
. Observe that since
f(α, θ, x) is monotonic in gθ(x), it follows that
max
θ·x
f(α, θ, x) =
( er
er + 1
)1−1/α
α2
. (49)
Now, we maximize this expression in terms of α. To do this, we observe that the expression is monotonic,
so we take a derivative and set it equal to zero. After some basic computations we have that
d
dα
( er
er + 1
)1−1/α
α2
= 0 (50)
implies that α∗ = 2
er
er + 1
− 1. Therefore, the Lipschitz constant for F1 is
Kr = (r + log 2)
( er
er + 1
)1−1/α∗
(α∗)2
, (51)
where α∗ = 2
er
er + 1
− 1. Thus,
‖∇Rα(θ)−∇Rα′(θ)‖ ≤ Kr|α− α′|. (52)
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D.1 Proof of Theorem 2
We are now in a position to prove Theorem 2.
Proof. We consider two cases.
Case 1: If θ is such that Rα(θ)−Rα(θ0) ≤ , then,
Rα′(θ)−Rα′(θ0) = Rα′(θ)−Rα(θ) +Rα(θ)−Rα(θ0) +Rα(θ0)−Rα′(θ0)
≤ Lr|α− α′|+ + Lr|α− α′|. (53)
This implies that ′ ≥ + 2Lr|α− α′|. Thus, Rα′(θ)−Rα′(θ0) ≤ ′.
Case 2: Suppose θ is such that Rα(θ)−Rα(θ0) > . Let γ = 
κ
. By Lemma 1, we want to prove
that
〈−∇Rα′(θ), θ0 − θ〉 ≥ γ′‖∇Rα′(θ)‖, (54)
for some γ′ > 0. Recall by the Cauchy-Schwarz inequality that for any three vectors it holds that
〈−∇Rα′(θ), θ0 − θ〉 ≥ 〈−∇Rα(θ), θ0 − θ〉 − ‖∇Rα(θ)−∇Rα′(θ)‖‖θ0 − θ‖. (55)
By Lemma 5 it follows that
〈−∇Rα′(θ), θ0 − θ〉 ≥ 〈−∇Rα(θ), θ0 − θ〉 −Kr|α− α′|γ. (56)
Since Rα is SLQC, by Lemma 1 we have
〈−∇Rα′(θ), θ0 − θ〉 ≥ γ‖∇Rα(θ)‖ −Kr|α− α′|γ. (57)
By the reverse triangle inequality and since ∇Rα(θ) is Kr-Lipschitz in α we have that
〈−∇Rα′(θ), θ0 − θ〉 ≥ γ‖∇Rα′(θ)‖ − 2Kr|α− α′|γ. (58)
We want γ‖∇Rα′(θ)‖ − 2Kr|α − α′|γ ≥ γ′‖∇Rα′(θ)‖ for some γ′. To achieve this, we rearrange the
previous equation and obtain
γ′ ≤ γ − 2γKr‖∇Rα′(θ)‖ . (59)
Recall that ‖∇Rα′(θ)‖ ≤ |F1(α′, θ,X, Y )|‖X‖ ≤ 1 for α > 1. So, we have
γ′ ≤ γ(1− 2Kr|α− α′|), (60)
which is valid only when |α− α′| ≤ 1
2Kr
.
E Proof of Theorem 3
In this section, we provide supplementary material regarding the tools from Rademacher complexity we
employ and a lemma which is necessary in the proof of our generalization result.
Recall that the Rademacher distribution is the uniform distribution on the set {−1,+1}.
Definition 5 ( [24, Chapter 26]). Given a nonempty set A ⊂ Rm, its Rademacher complexity is defined
by
R(A) := E
(
sup
a∈A
1
m
〈σ, a〉
)
, (61)
where σ = (σ1, σ2, . . . , σm) with σ1, σ2, . . . , σm i.i.d. Rademacher random variables.
The next two lemmas and proposition are classical results in generalization theory, see, e.g., [24].
Lemma 6 (Contraction Lemma). Let f1, . . . , fm : R→ R be Lipschitz functions with common constant
ρ ≥ 0. If f = (f1, . . . , fm) and A ⊂ Rm, then R(f(A)) ≤ ρR(A).
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Lemma 7. Let Sn = (x1, . . . ,xn) be vectors in Rd. Define H′◦Sn = {(〈w,x〉, . . . , 〈w,xm〉) : ‖w‖ ≤ r}.
Then,
R(H′ ◦ Sn) ≤ rmaxi ‖xi‖∞√
n
. (62)
Proposition 8. Assume that for all z and h ∈ H we have that |l(h, z)| ≤ D, where l : H×Z → R+ is
the loss function. Then, with probability at least 1− δ, for all h ∈ H,
Rl(h)− Rˆl(h) ≤ 2R(l ◦ H ◦ Sn) + 4D
√
2 ln (4/δ)
n
, (63)
where Rl(h) and Rˆl(h) denote the true risk and empirical risk of l, respectively.
We now present the following lemma which we will use for our generalization bound.
Lemma 8. |l˜α(z)− l˜α(z′)| ≤ Cα|z − z′|, where Cα = α
2α− 1
(
α− 1
2α− 1
)1−1/α
for α ∈ [1,∞].
Proof. For α = 1,
d
dz
l1(z) =
e−z
1 + e−z
≤ 1. For α =∞, d
dz
l∞(z) =
ez
(ez + 1)2
≤ 1
4
. For α ∈ (1,∞), we
have
d
dz
lα(z) =
d
dz
α
α− 1
(
1− σ(z)1−1/α
)
= σ(z)2−1/α − σ(z)1−1/α. (64)
Maximizing this expression over z (taking the derivative and setting it equal to zero), we find that
z∗ = σ−1
(
1− 1/α
2− 1/α
)
. Note that in our setting z = y〈θ, x〉, which is bounded. However, any bound we
obtain in the unrestricted case will apply in our restricted setting. Thus,
d
dz
lα(z∗) =
(
1− 1/α
2− 1/α
)2−1/α
−
(
1− 1/α
2− 1/α
)1−1/α
= − α
2α− 1
(
α− 1
2α− 1
)1−1/α
. (65)
So, we take the absolute value to obtain
Cα =
α
2α− 1
(
α− 1
2α− 1
)1−1/α
. (66)
By L’Hospital’s rule it can be shown that C1 = 1 and by plugging in α =∞ we can see that C∞ = 1
4
.
Thus,
1
4
≤ Cα ≤ 1. Note that it is easily shown that Cα is monotonically decreasing in α.
E.1 Proof of Theorem 3
We provide explicit forms of the constants Cα and Dα for reference:
Cα =

α
2α− 1
(
α− 1
2α− 1
)1−1/α
for α ∈ (1,∞)
1 for α = 1
1/4 for α =∞.
(67)
and
Dα =

α
α− 1
[
1−
(
1
1 + er
)1−1/α]
for α ∈ (1,∞)
log (1 + er) for α = 1
er
er + 1
for α =∞.
(68)
We finally prove Theorem 3 using the tools presented above.
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Proof. By Proposition 2 in Sypherd, et al. (2019), which gives a relation between α-loss and its
margin-based form, we have
R(lα ◦ G ◦ Sn) = E
(
sup
gθ∈H
1
n
n∑
i=1
σil
α(yi, gθ(xi))
)
= E
(
sup
θ∈Bd(r)
1
n
n∑
i=1
σi l˜
α(yi〈θ, xi〉)
)
. (69)
The right-hand-side of (69) can be rewritten as
E
(
sup
θ∈Bd(r)
1
n
n∑
i=1
σi l˜
α(yi〈θ, xi〉)
)
= R({l˜α(y1〈θ, x1〉), . . . , l˜α(yn〈θ, xn〉) : θ ∈ Bd(r)}). (70)
By Lemma 8, we know that l˜α(z) is a Lipschitz function in z. Thus, we may apply Lemma 6 (Contraction
Lemma) to obtain
R({l˜α(y1〈θ, x1〉), . . . , l˜α(yn〈θ, xn〉) : θ ∈ Bd(r)})
≤ CαR({(y1〈θ, x1〉, . . . , yn〈θ, xn〉) : θ ∈ Bd(r)}). (71)
We absorbe yi into its corresponding xi and apply Lemma 7 to obtain
CαR({(y1〈θ, x1〉, . . . , yn〈θ, xn〉) : θ ∈ Bd(r)}) ≤ Cα r√
n
, (72)
which follows since we assume that X is supported by the unit ball. In order to apply Proposition 8, it
is easily shown that for α ∈ [1,∞]
max
z∈[−r,r]
l˜α(z) ≤ Dα. (73)
Thus, we apply Proposition 8 to achieve the desired result.
E.2 Proof of Corollary 1
The following lemma establishes that α-risk is Lipschitz continuous at infinity. Its proof is left to the
reader as it is similar to the proof of Lemma 4.
Lemma 9. Let θ ∈ Bd(r) be fixed. If α, α′ ∈ [1,∞], then
|Rα(θ)−Rα′(θ)| ≤ Lr
∣∣∣∣ 1α − 1α′
∣∣∣∣ , (74)
where Lr =
(r + log 2)2
2
.
We now provide the proof of Corollary 1.
Proof. Observe that
R∞(θ)− Rˆα(θ) = R∞(θ)− Rˆα(θ) + Rˆ∞(θ)− Rˆ∞(θ). (75)
After regrouping and applying Lemma 9 on Rˆ∞(θ) − Rˆα(θ) and Theorem 3 on R∞(θ) − Rˆ∞(θ), we
obtain the desired result.
F Detailed Experimental Results
In this section, we present additional experimental results. Recall that the datasets we use are MNIST,
Fashion MNIST, and CIFAR-10 all of which are largely balanced datasets, i.e., in each dataset, all ten
classes are nearly equally represented. These datasets come with predefined train and test set. For the
experiments, the original training set is divided into a train and validation set. The train is 90% of
original training and validation is 10% of the original training set. The test set is kept the same. The
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neural networks chosen are described in Section 4. For all networks, we use Xavier initialization to
initialize the network weights [25].
For the three types of experiments we considered, Tables 1, 2, and 3 in Section 4 summarize the
accuracy results of using α-loss (in contrast to log-loss) for the original, noisy (label flipped), and
(binary) imbalanced datasets, respectively. The corresponding detailed results over all datasets and
architectures are presented in Tables 4, 5, and 6 here. We note that for the tables below, when using
the SGD optimizer, learning rates in [0.001, 3.0] were tried; for Adam we found that 0.001 worked best.
Batch size of 256 is used for all experiments. Models are trained till 100 epochs and the testing epoch
is chosen at the epoch at which loss of the validation set is minimized.
In addition to the three aforementioned tables, we also compare accuracies of α-loss and log-loss
when only one class of the CIFAR-10 dataset is reduced to 10% of its original size such that the
imbalanced class is 1.1% of the entire dataset. We perform such comparisons for both the CNN-1 and
CNN-2 architectures. These results are summarized in Table 7 where imbalances are introduced in
either the auto, truck, dog, or cat classes. The results reveal significant accuracy gains in detecting the
imbalanced class by tuning α < 1.
Table 4: Accuracy (Acc.) comparison between log-loss (LL) and α-loss (α-L) for different
architecture and dataset combinations using SGD or Adam. Accuracies reported are at optimal
learning rates for both loss functions and accuracy maximizing (Opt.) α∗ is determined over
the range [0.9− 4].
Dataset Optimizer Architecture LL Acc. α-L Acc. α∗ Rel. Gain%
MNIST
SGD LR 0.925 0.932 2.0 0.7543-NN 0.981 0.981 1.2 0.038
Adam LR 0.927 0.934 2.0 0.7353-NN 0.979 0.979 0.95 0.007
Fashion MNIST
SGD LR 0.845 0.851 4.0 0.7983-NN 0.889 0.891 1.7 0.213
Adam LR 0.847 0.853 4.0 0.6573-NN 0.886 0.891 1.5 0.561
CIFAR-10
SGD
LR 0.408 0.418 1.7 2.479
3-NN 0.522 0.524 1.7 0.421
CNN-1 0.674 0.678 1.7 0.637
CNN-2 0.708 0.710 1.1 0.275
Adam CNN-1 0.675 0.674 0.9 -0.103CNN-2 0.724 0.729 0.95 0.648
Our experimental results also help us better understand the trade-off between accuracy and speed
of convergence. We illustrate this in Figure 3 for the CIFAR-10 dataset using CNN-2. We plot the
validation accuracy as a function of the number of epochs for four different values of α = {0.95, 1, 1.5, 2.5}.
These curves, albeit noisy, provide clear evidence of our theoretical results suggesting that the number
of iterations to converge increases with α. In fact, the steep rise in accuracy of the α ≤ 1 curves relative
to slower rise for α > 1 is in line with our theoretical observations in Theorems 1 and 2 even as we
recognize that with deep NNs such as CNNs used here, the landscape in general is more complex.
In Table 5, we observe that as the percentage of labels flipped increases, for a fixed architecture, α
first increases and then appears to either taper off or reduce. This is indicative of the trade-off explored
in Theorems 2 and 3 and Corollary 1 between robustness (and hence, better accuracy) and convergence
speeds as suggested by (17) as α increases. Finally, Tables 6 and 7 highlight the significant accuracy
gains resulting from exploring a range of α values. These results make a strong case for exploring the
α < 1 regime in the context of imbalanced datasets.
In particular, it is worth noting that the cat and dog classes both in the binary CIFAR and the
overall CIFAR datasets are rather hard to classify well. Our results suggest significant gain in using
a range of α < 1 to enhance the classification. As the results indicate, more often than not, a small
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Figure 3: Validation Accuracy vs. Epochs for different Alpha
decrease in α from 1 may suffice. In particular, the result in Table 7 for the imbalanced cat class
suggests one could even achieve dramatic gains (a relative gain of 108% for the cat class under CNN-1
and α∗ = 0.76) at the expense of the overall accuracy! Further exploration is needed to understand
these gains better.
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Table 5: Accuracy (Acc.) comparison between log-loss (LL) and α-loss (α-L) for different
architecture and dataset combinations using Adam for different percentage of labels flipped.
Accuracies reported are at optimal learning rates for both loss functions and accuracy maximizing
(Opt.) α∗ is determined over the range [0.9− 4].
Dataset Architecture Label Flip% LL Acc. α-L Acc. α∗ Rel. Gain %
MNIST
LR
0 0.927 0.934 2.0 0.735
5 0.920 0.934 2.5 1.457
10 0.913 0.933 2.5 2.190
15 0.909 0.932 4.0 2.553
20 0.907 0.931 2.0 2.706
25 0.901 0.930 2.5 3.256
3-NN
0 0.979 0.979 0.95 0.007
5 0.973 0.978 4.0 0.492
10 0.970 0.976 3.5 0.628
15 0.968 0.975 3.0 0.683
20 0.966 0.973 1.5 0.680
25 0.966 0.972 1.5 0.631
CIFAR-10
CNN-1
0 0.675 0.674 0.9 -0.103
5 0.662 0.671 1.7 1.297
10 0.650 0.661 1.5 1.776
15 0.637 0.651 2.5 2.173
20 0.627 0.650 2.0 3.576
25 0.605 0.640 1.7 5.865
CNN-2
0 0.724 0.729 0.95 0.648
5 0.703 0.717 1.5 2.076
10 0.693 0.713 1.7 2.906
15 0.683 0.701 2.5 2.655
20 0.672 0.696 2.0 3.477
25 0.652 0.693 2.5 6.393
Table 6: Accuracies of less-frequent imbalanced (Imb.) class and both classes (Overall) under
log-loss(LL) and α-loss(α-L) for Binary CIFAR-10 with class imbalance. Classes C1 and C2 are
the dominant and less-frequent classes with 91% and 9% of all samples, respectively. Binary
class pairs include {Automobile, Truck} and {Cat, Dog} from CIFAR-10 dataset.
C1 C2 Architecture LL Acc. α-L Acc. Rel. Acc. Gain% α∗Imb. Overall Imb. Overall Imb. Overall
Auto Truck CNN-1 0.351 0.666 0.416 0.696 18.518 4.501 0.95CNN-2 0.488 0.732 0.536 0.752 9.938 2.766 0.96
Truck Auto CNN-1 0.348 0.664 0.404 0.688 16.091 3.686 0.83CNN-2 0.483 0.730 0.542 0.762 12.215 4.380 1.5
Cat Dog CNN-1 0.111 0.549 0.174 0.573 56.756 4.458 0.9CNN-2 0.115 0.554 0.181 0.580 57.391 4.598 0.94
Dog Cat CNN-1 0.055 0.523 0.074 0.53 34.545 1.337 0.99CNN-2 0.122 0.554 0.143 0.560 17.622 1.173 0.74
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Table 7: Accuracies of imbalanced (Imb.) class and all classes (Overall) under log-loss(LL) and
α-loss(α-L) for CIFAR-10 with class imbalance. Class C is the less-frequent classes with 1.1%
all samples. Less-frequent classes include Automobile (Auto.), Cat, Dog, Truck from CIFAR-10
dataset.
C Architecture LL Acc. α-L Acc. Rel. Acc. Gain% α∗Imb. Overall Imb. Overall Imb. Overall
Auto CNN-1 0.322 0.628 0.395 0.641 22.670 1.956 0.98CNN-2 0.407 0.683 0.478 0.704 17.444 3.146 0.94
Cat CNN-1 0.049 0.652 0.102 0.645 108.163 -1.012 0.76CNN-2 0.089 0.701 0.119 0.707 33.707 0.826 0.93
Dog CNN-1 0.129 0.637 0.142 0.640 10.077 0.501 0.88CNN-2 0.171 0.700 0.195 0.697 14.035 -0.457 0.79
Truck CNN-1 0.269 0.631 0.344 0.632 27.881 0.205 0.93CNN-2 0.343 0.691 0.41 0.690 19.533 -0.115 0.73
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