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Introduction
Time-of-Flight (ToF) techniques have played an important role in high-resolution measurement of remote distances. Laser-based ToF approaches have a wide number of end applications, spanning machine vision, navigation for autonomous vehicles and spacecraft, and atmospheric remote sensing [1, 2] . ToF ranging and imaging can be extended to the shot noise limit using detectors with single-photon sensitivity [3] which offers excellent surfaceto-surface resolution and an inherent flexibility in the trade-off between acquisition time and depth precision [4, 5] . Innovations in both single-photon detectors [3, 6] and data acquisition technology [7] in recent years have transformed time-correlated single-photon counting (TCSPC) into an advantageous and practical approach to next generation ToF range-finding and depth imaging systems. Recent laboratory and field trial demonstrations have illustrated the benefits of shot-noise limited detection and a picosecond system response in terms of low light sensitivity limits and excellent surface-to-surface resolution [5, 8] . A number of important emerging application areas may benefit from the use of single-photon ToF, especially where remote sensing is a necessary requirement.
Previously, long-range single-photon depth imaging systems have employed microchannel plate (MCP) detectors [9] , photomultipliers (PMTs) [10] or Si-based single-photon avalanche diode (SPAD) detectors [8, [11] [12] [13] , and as a result all approaches were generally limited to wavelengths below 1000 nm. We present a new ToF single-photon depth imager, operating at 1560 nm wavelength, which incorporates a free-running, low noise superconducting nanowire single-photon detector (SNSPD) [6] enhanced for detection at wavelengths between 1300 nm and 1560 nm [14] . Using this scanning depth imager, we were able to acquire centimeter resolution depth images of non-cooperative objects (i.e. an object or scene that does not lend itself to reflecting the transmitted laser pulses back towards the source) in daylight at stand-off distances of up to a kilometer using per-pixel dwell times in the millisecond regime. Compared to operation at wavelengths below 1 µm, the 1550 nm region of the spectrum offers lower atmospheric attenuation of the signal [15] and a greatly reduced solar background level [16] . The solar background is typically the dominant source of noise in photon-counting depth imaging systems and the switch in operational wavelength can make long distance, i.e. kilometer range, daylight operation more realizable. In addition, higher laser output power levels can be used at this wavelength while still being eye-safe, and there is less likelihood of detection by electronic counter-measure systems. The measurements reported here were performed using sub-milliwatt average power laser illumination under bright daylight conditions.
Previous research on single-photon ranging and depth imaging systems at similar wavelengths has relied on semiconductor based detectors, mainly electrically-gated InGaAs/InP SPADs [17, 18] . Ren et al [19] used a relatively noisy InGaAs-based SPAD in their 1550 nm wavelength laser ranging system which limited the range measurement to 10's of meters despite milliwatt average laser powers. In contrast to using an individual, highperformance, single-photon counting detector as presented here, other work on single-photon depth imaging has used photon-counting arrays. However, these detector arrays suffered from high dark count rates and relatively poor timing resolution, and resulted in shorter range and lower depth resolution than we report here. For example, 32 × 32 arrays of InGaAsP and InGaAs-based Geiger-mode (GM) avalanche photodiode (APD) arrays were designed for single-photon laser depth imaging at a wavelength of either 1.06 µm or 1.55 µm [20] . MIT Lincoln Laboratory used a GaSb-based material system 32 × 32 GM APD array to extend to 2 µm wavelength operation, achieving 30 cm depth resolution at a distance of 20 meters [21] .
System description
A schematic of our depth imaging system is shown in Fig. 1 , and the main system details are summarized in Table 1 . The scanning transceiver was adapted from previous work at 842 nm wavelength [8] , and reconfigured for use at 1560 nm.
A mode-locked fiber laser with a central wavelength of 1560 nm, a pulse repetition rate of 50 MHz, a pulse width of <1 ps, and a typical maximum average output power of 2 mW was employed as the illumination source. Due to the range ambiguity effects of high frequency periodic illumination caused by multiple indistinguishable illumination pulses in transit at any given point, the 50 MHz periodic repetition rate of the laser meant that we were limited to making depth profiling measurements rather than absolute depth measurements. Future work will implement the use of pseudorandom pulse trains in order to overcome this range ambiguity issue found at high laser repetition rates [22] . The output light from the 90% channel of a fiber splitter was coupled into the transmit channel of the scanning transceiver. The 10% output channel from the fiber splitter was directed to a trigger detector (i.e. a commercial InGaAs APD), whose output was used as the start signal for the TCSPC [7] hardware module. This start trigger signal, with a frequency of 50 MHz, was electrically down-divided to a frequency of 1.57 MHz in order to match the working range of the TCSPC module. This module had 20 ps Full Width at Half Maximum (FWHM) jitter and was configured with a 16 ps time bin width. A pair of galvanometer mirrors in the transceiver enabled the laser beam to be raster scanned across the target scene under computer control. The transmit and receive channels of the custom scanning transceiver were coaxial and the two galvanometer mirrors were common to both channels. These channels were separated via a polarizing beamsplitter only after the return signal had reflected from both galvanometer mirrors. The objective lens was a cemented achromatic doublet with a focal length of 500 mm and an 80 mm diameter aperture. The scattered target return collected by the transceiver was spectrally filtered as detailed in Table 1 . The collected photon flux from the receiver channel of the scanning transceiver was delivered to a superconducting nanowire single-photon detector (SNSPD) system [23] via a 2 meter long armored single mode optical fiber. This generated a stop trigger pulse for the TCSPC module. In all the measurements reported here the average emitted optical power was less than 250 µW.
We employed a niobium titanium nitride (NbTiN) SNSPD on an oxidized silicon substrate, forming a resonant optical cavity to achieve improved detection efficiency at telecom wavelengths [14] . The SNSPD was coupled using single-mode telecommunications optical fiber (9 µm diameter core) and mounted inside a closed-cycle refrigerator system [23] eliminating the need for liquid cryogens and making this advanced detector technology viable for these field trials. The detector was maintained at an operating temperature of ~3 K and when biased at a level consistent with a 1 kHz dark count rate, the SNSPD had a practical efficiency of 18% at 1560 nm wavelength. Output voltage pulses from the SNSPD were amplified (580 MHz 3dB roll off) outside the cryostat at room temperature and routed to the TCSPC module.
Spatial and spectral filtering of the return signal within the transceiver unit ensured that even under bright daylight conditions, the solar background level was limited to a maximum of approximately 8 kHz. The overall system instrumental timing response of the system was <100 ps FWHM (see the inset in Fig. 2 ) which was, owing to the increased complexity of this transceiver setup, marginally longer than the timing resolution achieved in our first 1550 nm wavelength single photon depth ranging tests with SNSPDs [24] .
The detected photon events were time-tagged by the TCSPC module and continuously streamed to the control computer. Software reconciled this photon return timing with field position in order to calculate depths at individual target positions, producing a depth image of the scanned optical field. An instrumental reference response was constructed by taking a histogram from retro-reflective material over a long integration time (using the same 16 ps bin width as in the scan measurements), a peak from which was then isolated and normalized in height, shown in the inset of Fig. 2 . A cross-correlation algorithm written in house (based on that presented in [25] ) analyses the histogram for each pixel in a scan. It begins by preparing a periodic reference response, R, of equal length to the histogram, H, containing multiple versions of the instrumental reference peak spaced equally at the period of the fiber laser's output. A cross correlation, C can then be calculated via:
where F denotes fast Fourier transform, and . × denotes element-wise multiplication. An example of C is shown in Fig. 2 . The calculation of F*(R) is performed only once per scan to speed up processing. This cross correlation discriminates against random noise peaks, amplifying the probability of finding a target return signal amongst noise. The algorithm checks for a peak within the cross correlation by looking for the highest signal within the time window which does not contain any back reflections (determined by the user), and outputs the position of its maximum. This position can then be converted from bin number (time) into a distance. A 4500 pixel depth image, such as those in Fig. 3 , was processed in under two minutes on a standard desktop computer. 
Experiments and results
We used a clothed, life-size mannequin as a target object for initial field trials. Figure 3 shows scans of the same scene acquired at a stand-off distance of 325 m in daylight conditions, using different per-pixel dwell times. The depicted surface plots clearly demonstrate reliable target resolution at dwell times as short as 1 ms per pixel; even at the shortest per-pixel dwell time of 0.5 ms, the majority of the depth pixels were resolved correctly. At long dwell times, the uncertainty on the per-pixel target return intensity is low enough to convey another layer of information. The surface plot's color mapping can be set to correspond to the calculated number of detected return photons in the histogram peak for each individual pixel -this is shown in the 10 ms per pixel intensity images in Figs. 4(c) and 4(f). Clear intensity differences are evident, based on the material type and the angle of the surface relative to the incident beam. It is apparent from the depth image shown in Fig. 4 (e) that the returns from human skin were very low in comparison to the other materials, resulting in the majority of the facial pixels having insufficient detected return photons to provide depth information for this acquisition duration when illuminated with 1560 nm wavelength. This is consistent with the findings of Bashkatov et al. who report reduced scattering from human skin and subcutaneous tissue at wavelengths in the vicinity of λ = 1550 nm when compared to λ = 850 nm [26] . The color shading in the plots is used to map depth, and the images are surface plots of the raw depth data for all pixels i.e. no curve fitting or extrapolation has been applied to enhance the data returned by the system. Fig. 4 . Comparison between the results obtained from scans, of a mannequin and a human, at a range of 325 meters using a per-pixel dwell time of 10 ms. A close-up photo of the mannequin's head is shown in (a), and the surface plot of depth data acquired at a range of 325 meters with a 10 ms per-pixel dwell time is shown from a similar viewpoint in (b). The plot shown in (c) uses color to map the calculated number of detected return photons in the histogram peak for each individual pixel. At per-pixel dwell times of 10 ms and greater, almost all of the pixels in this scene had sufficient detected photons to provide a true depth reading at this range as is evident from the centimeter-scale features evident in (b). However, the detected photon returns from human skin were significantly lower at this wavelength. The scene shown in (d) of one of the co-authors was scanned with a 10 ms per-pixel dwell time and the surface plot in (e) was obtained -in this case, most of the facial pixels had insufficient detected photons for the determination of a depth. The low number of detected return photons from the facial skin is obvious on the corresponding color map shown in (f). The plots in (c) and (f) also confirm that there are lower returns from the areas of the scene that the illuminating beam strikes at glancing angles e.g. edges.
In order to assess the performance of our system over kilometer-scale distances we carried out measurements using an available 910 meter range, with the mannequin and members of our team again posing as targets. Figure 5 shows three different viewpoints of the depth data obtained of the mannequin at different per-pixel dwell times. The frontal perspective of the depth images, shown in the top row, gives a visual indication of the xy centimeter-scale spatial resolution that was achieved at this range, and illustrate that different shapes and forms can be easily identified even at per-pixel acquisition times as low as 2 ms. Figure 6 shows members of the research group posing for depth profile scans at the standoff distance of 910 meters at per-pixel acquisition times of 50 ms and 10 ms. Depth features on the centimeter scale, such as folds in the clothing, are clearly evident in all of the depth images shown in Fig.  5 and Fig. 6 . However, as was mentioned about the results shown in Figs. 4(e) and 4(f), it is evident from the depth images shown in Figs. 6(b) and 6(d) that the returns from human skin were relatively low. We also performed daylight measurement on a scene at a standoff distance of 4400 meters. A 20 × 12 pixel scan was carried out on an area measuring approximately 2000 × 1200 mm, as shown from different viewpoints in Fig. 7 . Sub-centimeter depth resolution was achieved, using a per-pixel dwell time of 2 seconds, for the parts of the scene containing cooperative targets e.g. retro-reflective material similar to that used for car license plates. At this range, the spatial resolution was judged to be approximately 250 mm. Of course, these relatively long acquisition times would be reduced with higher laser power which was not available in these initial trials. The achievable pixel-to-pixel depth uncertainty at the stand-off distances of 325, 910, and 4400 m was investigated by scanning a planar target surface covered in retro-reflective material. Mathematical planes were fitted to the surface pixels of the acquired data, and the standard deviation of the pixel residuals served as an indicator of the system depth resolution. A per-pixel dwell time of 1 ms resulted in a pixel-to-pixel depth uncertainty of 0.8 mm for the 325 m range. Using a per-pixel dwell time of 10 ms for the 910 meter range, and 2 seconds for the 4400 meter range, yielded depth residuals of 1.1 mm and 1.5 mm respectively.
These rapid acquisition times enabled us to record a 1 mrad field-of-view depth profile movie of a moving object at a standoff distance of 325 m using a pixel dwell time of 1 ms. This four-second movie, Fig. 8 (Media 1) , has centimeter resolution in xyz and was captured in daylight at 10 frames per second, each frame having 10 × 10 pixels.
Conclusions
We have presented a ToF scanning depth imaging system operating at an illumination wavelength of 1560 nm and using a superconducting nanowire single photon detector. The high infra-red efficiency of the SNSPD allows the system to incorporate existing optical telecommunications component technology, while also operating in a spectral band with reduced atmospheric attenuation and lower solar background. Low-signature, non-cooperative targets were raster scanned under bright daylight conditions at standoff distances up to 910 m using eye safe low average power illumination. This approach has facilitated the acquisition of depth profile images with millimeter-scale depth resolution -far beyond the capabilities of other current single-photon approaches at such ranges. These results demonstrate the flexibility of the TCSPC technique in negotiating the trade-offs between depth resolution, data acquisition times and optical power. Using an average laser power of less than 1 mW excellent frame rates have been achieved; higher power sources can be utilized in future for higher frame rates or improved depth resolution whilst still maintaining entirely eye-safe operating conditions. Fig. 8 . Time-of-flight depth profile movie, recorded in daylight, of a scene from a standoff distance of 325 meters (Media 1). The image shown in (a) is a close-up photograph of the scene which consisted of a ~200 mm diameter soccer ball suspended in front of a hardboard backplane. The "ball pendulum" was set in motion with the plane of the oscillation at an angle to the backplane. A four-second movie was recorded in daylight at 10 frames per second -each frame had 10 × 10 pixels, and consequently a per-pixel dwell time of 1 ms. The data acquired for four consecutive frames (numbers 12 to 15) is shown. The columns labeled Frame 12 to Frame 15 show three different views of the plotted raw depth data for each frame -row (b) is a front view, row (c) is a top-down view, and row (d) is an oblique view. Color is used to map depth and is consistent across all of the plots. The curvature of the front surface of the ball is clearly evident in the depth profile views shown in rows (c) and (d), as is the increasing separation between the ball and the backplane when moving from frame 12 to frame 15.
