Performance of the adjoint and adjoint-free 4-dimensional variational (4dVar) data assimilation techniques is compared in application to the hydrographic surveys and velocity observations collected in the Adriatic Sea in 2006. Assimilating the data into the Navy Coastal Ocean Model (NCOM) has shown that both methods deliver similar reduction of the cost function and demonstrate comparable forecast skill at approximately the same computational expense. The obtained optimal states were, however, significantly different in terms of distance from the background state: application of the adjoint method resulted in a 30-40% larger departure, mostly due to the excessive level of ageostrophic motions in the southern basin of the Sea that was not covered by observations.
Introduction
In recent years the ensemble approach to data assimilation has developed rapidly due the growth of computer power made available through massive parallelization. An attractive feature of the ensemble technique is its ability to probe the structure of a dynamical system and assess the sensitivity of its outputs (e.g., measured quantities) to variations in poorly known inputs (e.g., initial conditions) without using the adjoint code. In particular, feasibility of the ensemble method to the estimation of sensitivities was demonstrated in meteorological (Ancell and Hakim, 2007; Torn and Hakim, 2008) and oceanographic (Yaremchuk and Martin, 2014) applications.
Another important advantage of the ensemble approach is the opportunity it offers to treat the numerical model as a black box, thus avoiding the burden of the development and maintenance of the tangent linear and adjoint codes required by the variational methods (e.g., Le Dimet and Tlagrand, 1986) . Employing this property, Anderson et al. (2009) and Hoteit et al. (2013) developed the data assimilation research testbed (DART) system on the basis of the widely used ensemble Kalman filter (EnKF).
Recently, significant progress also has been made in extending the EnKF technique into the particle filtering framework (e.g., Hoteit et al., 2012) and in coupling EnKF techniques with 3d and 4d variational methods (e.g., Zupanski, 2005; Liu et al., 2008; Zhang et al., 2009) . Of particular interest in the present context has been the * Corresponding author. Tel.: +1 2286885259.
E-mail address: max.yaremchuk@nrlssc.navy.mil (M. Yaremchuk). development of the Maximum Likelihood Ensemble Filter (Zupanski, 2005) based on the explicit computation of the square root of the Hessian matrix in the subspace spanned by the ensemble members.
Merging ensemble approaches with variational techniques has developed along two lines: 1) improvement of the background error covariances (BECs) through introduction of the ensemble-based estimates and/or their hybrid generalizations (Clayton et al., 2013; Kuhl et al., 2013) and 2) searching for the optimal solution within the subspaces spanned by the leading error modes of the BECs, a technique pursued by many authors in the last decade (e.g., Liu et al., 2008; Zhang et al., 2009; Zhang and Zhang, 2012; Trevisan et al., 2010) . This assumption implicitly assumes that the BEC structure is well described by these (possibly localized) modes. More recently, performance the adjoint-free family of methods (4dEnVar) based on the formulation by Liu et al. (2008) has been compared with the 4dVar technique in the framework of idealized experiments with the Lorenz-05 model (Fairbairn et al., 2014) . The results show a significantly better performance of the 4dEnvar for moderate-length assimilation windows with low-density observations. Desroziers et al. (2014) demonstrated a close relationship between the 4dEnVar and 4dVar state space formulations and compared various implementations of 4dEn-Var with 4dVar in an idealized setting.
The above cited developments mostly deal with meteorological applications, where the ensembles are supported by significantly denser data than are available in the ocean. High data density allows one to obtain reasonably good estimates of the BECs from the ensemble using truncated representation of the localization matrices and to efficiently compute the cost function gradient on the model grid directly from ensemble perturbations Tian and Xie, 2012) . A significant advantage of such an approach is the absence of the necessity to develop and maintain tangent linear and adjoint codes and its flexibility in adaptation to various dynamical constraints.
In the ocean, the ensemble-based BEC estimates tend to be less accurate, and one has to rely on ad hoc BEC representations (e.g., Mirouze and Weaver, 2010; Yaremchuk and Sentchev, 2012) . Development of an efficient adjoint-free assimilation method also becomes more problematic as one has to select a few reliable perturbations with more care. Early attempts to develop practical a4dVar algorithms in oceanography were limited to predetermined lowdimensional subspaces spanned either by the reduced-order approximations of the model Green's functions (Stammer and Wunsch, 1996; Menemenlis and Wunsch, 1997) , or by the dominant principal component vectors (EOFs) associated with the model statistics (e.g., Robert et al., 2005; Qui et al., 2007; Hoteit, 2008) . In fact, the 4dEnVar technique pursues a similar, but more general approach, parameterizing the search subspace by Schur products of the ensemble members with the eigenvectors of the reduced-order representation of the localization matrix.
In the present paper, the a4dVar approach of Yaremchuk et al. (2009) is tested against the observation space 4dVar. Both algorithms are dynamically constrained by the Navy Coastal Ocean Model (NCOM) and applied to the real observations collected in the Adriatic Sea in August, 2006 . A specific feature of the a4dVar method tested here is that it employs an iterative search over a sequence of lowdimensional subspaces to find the cost function minimum.
The paper is organized as follows. In the next section we briefly describe the 4dVar methodology, outline the a4dVar method to be tested, and provide a detailed description of the experimental setting. In Section 3 performance of the 4dVar and a4dVar methods is compared in terms of the convergence rate, forecast skill, computational expense, and particular properties of the optimized solutions. Conclusions and discussion of the results are presented in Section 4.
Methodology

4dVar assimilation
For the sake of clarity, consider the 4dVar method as the following linear discrete least-squares problem constrained by model dynamics in a small vicinity of the model's background trajectory x n b : J = 1 2
where n enumerates observation times, B is the background error covariance matrix of x 0 b which describes the (Gaussian) error statistics of the model state at n = 0, H n is the model-data projection operator, d
n is the misfit
between observations y o n and the corresponding background model values, R n is the observation error covariance, and T denotes transposition. Further below we denote the dimension of the discretized model state vector x by M and the total number of observations by K.
The optimal correction vector x n is governed by the recursive relationship x n = M n x n−1 , where M n is the dynamical operator of the model linearized in the vicinity of the background trajectory x n b at the time interval (t n−1 , t n ), so that
Introducing new notation c = x 0 for the control vector,
n , omitting over-bars, and taking (2) into account, the minimization problem (1) can be rewritten in terms of the optimal correction c to the initial state:
A 4dVar data assimilation method finds the minimum of J by solving the normal equation:
To simplify further treatment, introduce the following notation for the Hessian matrixH and the right-hand side b,
which define the solution of the normal equationHc − b = 0.
Adjoint techniques
There are two major approaches to 4dVar assimilation. The first one (the so-called "state space approach") typically solves (4) iteratively through a conjugate gradient descent or related algorithm, which requires on every iteration the formation of a matrix-vector product using the Hessian,H, or an equivalent process, which in either case involves application of the non-linear model operator, M T (the "adjoint model") and (in many cases) the linearized model M. The method is widely used in a number of community OGCMs (MIT, ROMS), and in operational meteorology (ECMWF).
Such iterative solution approaches generate a sequence of residuals r i =Hc i − b, which is the cost function gradient (4) evaluated at the current solution iterate, c i . However, knowledge of the steepest descent direction for the cost function requires access to the adjoint model, M T ; note that it enters the expressions (5) for both the Hessian and the right-hand side of the normal system.
Numerically, the procedure of calculating r i involves two major steps:
(1) Sequential calculation of x n i = M n c i (forward run of the tangent linear model) supplemented by additional calculation of the model-data misfits
(2) Summation of the products M nT q n i conveniently performed in reverse-time order, because M
This corresponds to backward-in-time integration of the adjoint model forced by q n i .
The second approach to 4dVar ("observation space method") appears to be more rigorous in that it can include more easily explicit treatment of the model errors e n = x n − M n−1 x n−1 . In this formulation, the cost function (1) is augmented with an additional term n e nT B −1 n e n involving model errors. In other words, the background error is explicitly separated into the components associated with the uncertainty B 0 of the initial state, and the uncertainty B n of the model equations/forcing. The normal equation in this case is more complicated than (4), and can be solved numerically using the representer method (e.g., Bennett, 2002; Rosmond and Xu, 2006) . The latter is closely related to the optimal interpolation technique as it seeks a solution of the normal equation in the form of a linear mapping of the model-data misfits, d
n on the control space.
Mathematically, the approach employs the Sherman-MorrisonWoodbury formula to transform the Hessian inverse from the state space to the observational space, which has a smaller dimension in oceanographic applications. On the other hand, minimization of the (non-linear) cost function in the observation space contains two embedded loops, and involves multiple convolutions with the nonsparse matrix B, making the method sometimes more computationally expensive. It has been implemented in ROMS (Moore et al., 2011) as an optional feature, and in the Naval Research Laboratory for both atmospheric (Xu and Rosmond, 2004; Xu et al., 2005) and oceanic (Ngodock and Carrier, 2014 ) data assimilation systems.
Adjoint-free methods
With the ongoing trend toward parallelization in computer technologies, directly perturbing a large number of control variables becomes computationally feasible, allowing the replacement of tangent linear and adjoint codes by the finite differences of perturbed numerical models ("ensemble members") that may be run in parallel. For example, the fast-developing 4dEnVar method (e.g., Liu et al., 2009; Buehner et al, 2010; Desroziers et al., 2014) restricts the search for an optimal increment to a pre-determined subspace spanned by the eigenvectors of a localized ensemble covariance matrix.
When skillful ensembles are unavailable, a similar search could be performed using the leading eigenvectors of an ad hoc model of B, provided that search directions (SDs) are kept orthogonal with respect to the inner product associated with the Hessian matrix (Appendix B). The adjoint-free (a4dVar) method considered here follows this approach through iterative minimization of the cost function in a sequence of subspaces spanned by the SDs
where I is the identity operator in state space. Compared to the search directions defined by the leading eigenvectors of B, the a4dVar subspaces spanned by {s n } contain extra information on the structure of the Hessian (through the observation operators H n ) and on the magnitudes of model-data misfits q n at the current iteration. The overall a4dVar strategy is to replace the single SD obtained by projecting model-data misfits q n on the initial condition with the adjoint model by parallel searches in multiple directions (7). Although these directions are unlikely to include the direction of local steepest descent, they implicitly accumulate information on the Hessian structure through theH-orthogonalization process and may therefore be competitive in efficiency with the adjoint method in a typical oceanographic application. Feasibility of the presented a4dVar approach is also motivated by the following considerations:
(1) the search subspaces can be easilyH-orthogonalized to each other to avoid redundant "nearly parallel" searches in the directions that have been largely explored, and, therefore, bring only minor reduction of the cost function;
(2) search subspaces spanned by {s n } are unlikely to be strictlỹ H-orthogonal to the cost function gradient and may provide a larger overall projection on the direction towards the cost function minimum than the direction of steepest descent; (3) adjoint and tangent linear codes for the state-of-the art GCMs are never exact and require several times more computational resources compared to direct model runs, providing an incentive to avoid full-adjoint model evaluation and to take advantage of the parallelism afforded by the multiple direct model runs used by a4dVar.
Note that the number of SDs is not restricted to the number of observation times. In principle, a simultaneous search can be performed in all the directions corresponding to every single observation within the assimilation window. However, care should be taken to exclude "nearly parallel" SDs from consideration. This can be accomplished by extracting the leading eigenvectors from the given set of search directions. In the reported experiments, we assigned a SD to all observations collected at an observation time.
Plausible forms of SD generation are not restricted to (7). For instance, search subspaces could be built using the leading modes of the model trajectory at subsequent iterations provided the SDs arẽ H-orthogonal and have sizable projections on the local gradient. This strategy has been widely used in the early versions of ensemble4dVar techniques (Qui et al., 2007; Hoteit, 2008) and proved to be rather effective in a number of applications including the tested a4dVar method (Yaremchuk et al., 2009; Panteleev et al., 2015) .
As an alternative option, one can simply use eigenvectors of B in the descending order of their eigenvalues to build the search subspaces. In the latter case, the convergence rate for the respective a4dVar algorithm can be estimated (more details on the subject can be found in Appendix A). However, this approach demonstrated a significantly slower convergence in the realistic application considered below. We partly attribute this behavior to the above mentioned absence of information on the (unevenly distributed) observational locations in the subspaces spanned by the eigenvectors of B.
The primary purpose of the present study is to test the performance of the a4dVar algorithm in application to a realistic oceanographic data set constrained by a state-of-the-art numerical model and compare its performance with a standard 4dVar approach. The method is based on (7) The above listed algorithm was configured for the purpose of comparison with 4dVar both in terms of accuracy and computational expense. For this reason the value of I was set by the total CPU time required for convergence of the 4dVar algorithm. Parameters m s , k, and ε were selected by experimentation. TheH-orthogonalization procedure and computation of δc i are based on the technique proposed by Zupanski (2005) , with more details given in Appendix B.
Comparison of 4dVar and a4dVar is done by constraining NCOM with observations collected in the Adriatic Sea in August, 2006. Description of the model, data, and parameters of the assimilation algorithms are given below.
Model and data
The model
The NCOM is a free-surface primitive-equation hydrostatic ocean model with σ coordinates in the upper layers and, optionally, fixed depths below a user-specified distance from the surface. Algorithms that comprise a NCOM computational kernel are described in detail by Martin (2000) and with some improvements by Morey et al. (2003) and Barron et al. (2006) . The vertical mixing model utilized is the Mellor-Yamada level 2 closure scheme (Mellor and Yamada, 1974) and the equation of state of Mellor (1991) is used. Biharmonic horizontal diffusion is prescribed implicitly via third-order upwind advection (Holland et al., 1998) . The model was configured at 3 km resolution on an 85 × 294 horizontal grid ( from the global NCOM (Barron et al., 2004) solution for the region. Tidal forcing is not used. The model was forced by the river runoff and atmospheric fields derived from the regional ALADIN atmospheric model with 8 km horizontal resolution (Ivatek-Sahdan and Tudor, 2004) .
In the described assimilation experiments, initial conditions were used as control variables, i.e., the vector c comprised all the grid point values of ζ , T, S, u, v at n = 0. With the given 3-dimensional grid and bathymetry, the inverse problem has M=1,493,570 unknowns.
The first guess (background) values of c were taken from the NCOM simulation described by Martin et al. (2009) and then adjusted to suppress temperature and salinity biases during the assimilation time interval (0.00 UTC on 08/14 to 0.00 UTC on 08/29/2006). After the adjustment, the horizontal-and-time average misfits between the background solutions and TS observations did not exceed 0.02°C and 0.005 psu, respectively.
Vertical profiles of the NCOM standard deviations (Fig. 2 ) demonstrate quantitative similarity between the variability of the first guess model solution and the mean variability at the observation points. However, the root-mean square (rms) model-data misfits were found to be of the same order of magnitude as the observed variability, indicating that the model has limited simulation skill of the smaller-scale features without further adjustment of the poorly known parameters (e.g., initial conditions) provided by data assimilation.
It is also noteworthy, that the obtained background solution provides a rather challenging environment for variational assimilation, ratio of the time-averaged magnitudes of non-linear to linear terms in the momentum equation was close to 0.3, indicating a considerable degree of dependence of the tangent linear and adjoint models on the background solution.
DART06 experiment
The data used in this research were acquired in the course of a collaborative field experiment in the central Adriatic, the Dynamics of the Adriatic in Real Time (DART) Burrage et al., 2009) . In the present study, ADCP and CTD observations from August 14 to August 29, 2006 are used (Fig. 1) .
Current velocities u, v were measured by 19 moored ADCPs at locations shown by triangles in Fig. 1 . Due to the inaccuracy of ADCP measurements in proximity to the surface and bottom, the data spanned the depth range from 15 to 150 m. All the velocity data were detided and averaged over 29, 12 h intervals centered at the assimilation times t n of 0 and 12 UTC. The average duration of an ADCP time series employed in the data assimilation experiments was 12.7 days.
Temperature T and salinity S were measured at 219 CTD stations occupied in the northern and central parts of the basin. As it can be seen from Fig. 1 , most of the CTD soundings (216) were shallower than 280 m, with only a three casts taken at deeper locations. The total number of TS observations used in the assimilation is 9650. With the total number of the observed velocities 13,856 the dimension of the observation space was K = 23,506.
Assimilation parameters
In the course of the experiments described in the next section, we tried to keep the parameters of the tested 4dVar and a4dVar systems as close as possible to each other. However, due to the different formulations (observation space for 4dVar and state space for a4dVar), certain discrepancies remained in the shape of the background error covariance B. In both algorithms B is represented by the product VCV where V is the diagonal matrix of the background error rms variances and C is the respective correlation matrix.
In the 4dVar algorithm, C is represented implicitly by the kernel of the heat transfer equation
where a is the decorrelation length scale and is the discretized 2d Laplacian operator. Numerically, the action of C on a state vector is computed by integrating the heat transfer equation (e.g., Weaver and Courtier, 2001 ). In the vertical, the decorrelation scale was set to zero. The correlation matrix (8) is rank-deficient, so the 4dVar solution is obtained in the range of B. The a4dVar algorithm is formulated in the state space and requires a definition of C −1 which was explicitly specified as the inverse of the second-order approximation of the exponent in (8)
where I is the identity operator in state space, and b = 8/π a to preserve the value of the integral decorrelation scale specified in 4dVar (e.g., Yaremchuk and Smith, 2011) . Although the respective correlation functions are somewhat different in shape (Fig. 3) , we assume that this difference has minor effects on the overall results of the assimilation compared to the effect of non-linearity.
The rest of the assimilation parameters were identical for both the 4dVar and a4dVar assimilation systems. The value of a was chosen to be 9 km, consistent with typical estimates of the baroclinic deformation radius in the region (e.g., Cushman-Roisin and Korotenko, 2007). The background error rms variances (diagonal elements of V) were assumed to be proportional to the rms variability of the respective NCOM fields from the first guess solution with the typical errors of 1°C, 0.1 psu, and 10 cm/s near the surface. Observation errors were assumed to be spatially uncorrelated with the rms variances (diagonal elements of R 1/2 ) dependent only on depth in the manner shown by the solid profiles in Fig. 2 ). Actual vertical distributions of the observational rms error variances were specified by multiplying these curves by 0.33 for temperature and salinity, and by 0.5 for velocity. The a4dVar EOF analysis was performed with respect to the diagonal metric specified by the inverse background error variances V −2 .
The stopping criteria for the iterative processes were selected as follows: for the 4dVar system the solution of the system for the representer coefficients was terminated after n t =7 iterations, when the accuracy of the conjugate gradient (CG) solver was, as a rule, below 10 −3 . Experiments with the larger number of CG iterations (inner loops) have shown only minor effects on the final optimal solution, whereas reduction of n t resulted in amplification of the effects related to the instabilities of the tangent linear model and/or its adjoint, causing a sharp increase of the cost function after 3-4 outer loops. With the value of n t =7, 8-10 outer loops were executed before the values of J started to increase.
For the a4dVar system, the minimization was terminated when the total CPU time reached the value used by the respective 4dVar experiment. The number of ensemble members was kept constant at m s = 9 through all the experiments.
An important technical issue in a4dVar was the choice of the perturbation magnitude ε. Ideally, this value should be as small as possible to keep the perturbed system linear. In practice, values of ε significantly below 10 −2 were ineffective due to the loss of accuracy in calculating the perturbations of Y i , especially in the course of 14 days of model integration. For that reason, on each iteration, the value of ε was selected in a way that only one field among all the m s perturbations p i could reach its critical magnitude at one point of the domain. The respective critical values of the temperature, salinity, and velocity perturbations were set to 4°C, 2 psu, and 0.5 m/s, respectively. This strategy allowed fast convergence while avoiding development of instabilities within the perturbed model runs. Preliminary experiments were also performed to tune the number of search subspaces k to be kept in memory along with the vectors Y i needed forH-orthogonalization. The large number of elements in Y made the orthogonalization process rather time-consuming for k > 10. Besides,H-orthogonality was quickly lost with iterations due to strong non-linearity of the model and the above mentioned inaccuracy in estimating the perturbations of Y due to the finite value of ε.
After some experimentation, it was found that k = 3 with the above mentioned strategy of selecting ε provided the fastest convergence for the a4dVar algorithm.
The EOF reduction of the search subspace (step 2 in the layout of Section 2.1.2) may seem to be redundant for a linear system, but appears to be important in the considered a4dVar application: First, performing the search along the few principal modes extracted from the time sequence {r n } tends to keep the minimization process within the most persistent (geostrophically and hydrostatically balanced) manifold, thus avoiding searches over initial states that tend to generate excessive ageostrophic (i.e.,smaller-scale) motions. Second, rescaling the EOF metric V proved to be useful in restarting thẽ H-orthogonalization: rescaling was done every time when the relative reduction γ = δJ/J of the cost function at the start of the new orthogonalization cycle was ten times smaller than the mean value of γ on the previous cycle. In the event γ < 0.1γ , salinity entries of V were inflated by the factor of 5 and then restored to their original values on the next occurrence of the event.
Results
In the reported experiments we varied the length of the assimilation window from short (4 days, N = 9) to moderate (8 days, N = 17) and long (14 days, N=29) duration. Performance of the assimilation algorithms was evaluated in three categories: the forecast skill at the end of the assimilation window (for N = 917), the rate of convergence, and by qualitative inspection of the optimal model trajectories.
Convergence rates and computational expense
To assess the rates of convergence, one has to have an ability to compare the reduction of the cost function with iterations, which is not straightforward for two reasons.
First, in the 4dVar algorithm considered here, the regularization term of the cost function can be evaluated only within the range of the correlation matrix defined by (9). To avoid the burden of restricting C a to the range of C, we compared only the observational parts of the 4dVar and a4dVar cost functions (second term in Eq. (3)).
Second, the number of iterations required for convergence cannot be considered as an objective criterion because 4dVar and a4dVar iterations are different in nature. Due to the non-linearity of the problem, an iteration (either 4dVar or a4dVar) performs minimization in the vicinity of the current (suboptimal) state, but 4dVar does that in the range of B, whereas a4dVar minimizes in the subspace of a much smaller dimension spanned by p m . For that reason, iterations require quite different computational resources and should be compared in terms of CPU time. As may be seen in Fig. 4 , a single 4dVar iteration was approximately equivalent to 6-7 a4dVar iterations, or 70-80 direct model runs. This computational expense arises because sequential execution of the adjoint and tangent linear codes (inner loops of the CG solver) required around 11τ m , whereas one 4dVar outer loop included seven inner loops to solve the system of linear equations for the representer coefficients. In a series of experiments, it was found that executing seven inner loops provided a 10 3 -fold reduction of the system's residual and was optimal with regard to the total CPU time of the 4dVar algorithm. Fig. 4 shows that, in general, the tested a4dVar method is computationally comparable to the observation space 4dVar. Although the total CPU time required for reduction of J by the factor of 0.4 (attained after the first outer loop of the 4dVar) appears to be similar for the 4dVar and a4dVar methods, the a4dVar minimization noticeably slows down at subsequent iterations, especially for longer assimilation windows (τ =8,14 days). This could be partly explained by the fact that, with longer windows, operators M n tend to depart farther away from the identity and it becomes increasingly more difficult for the a4dVar algorithm to find the minimum without the additional information on the structure ofH provided by the adjoint code in 4dVar. Fig. 5 demonstrates the time evolution of the quantities
characterizing the daily averaged model-data misfits of the various state vector components before (black lines) and after (gray lines) optimization with a 14-day assimilation window (i.e., using all the available data). The subscript q takes the values of the labels in the mid-bottom parts of Fig. 5 which indicate the observed variables (temperature, salinity and velocity vector) for which the statistics f q were computed, whereas n q stands for the total number of respective observations taken at a given day.
Comparison of the model-data differences for the background forecast (thick black lines in Fig. 5 ) with those computed for persistence (thin lines) shows their approximate similarity, especially for f T and f S . This similarity can be partly explained by small biases in the temperature and salinity fields of the background solution and large discrepancies in representation of the mesoscale structures by the background solution. As a consequence, persistence assumption appears to be much less valid for the velocity field (Fig. 5, lower panel) which provides the major contribution to the combined behavior of f q shown in the upper panel.
The upper panel in Fig. 5 also shows a remarkable similarity in the time evolution of the combined model-data misfit for the 4dVar-and a4dVar-optimized NCOM states. The a4dVar algorithm has, however, a noticeable tendency to provide a better fit at the beginning of the assimilation window, clearly visible in the lower panels for f S and f v . This can be explained by the above mentioned property of a4dVar to better retrieve optimal states at shorter integration times.
When separated into different components, behavior of f n T , f n S , and f n v reveals more differences. In particular, the 4dVar method provides a much better fit to the temperature data after August 20 (in the second half of the assimilation window), but appears to be 10-13% worse than a4dVar with respect to salinity and velocity data.
A large contribution to a better salinity fit is given by the first two days of the a4dVar model trajectory (third panel in Fig. 5 ). However, certain gains relative to 4dVar are also observed at the end of the assimilation, which is quite opposite to the difference in the values of f T . We attribute the better salinity fit to the variable EOF metric used during generation of the a4dVar search directions (Section 2.3).
Compared to f T and f S , the overall improvement of the model-data misfit is the smallest for velocity (bottom panel in Fig. 5 ), which was characterized by the observation errors of R 1/2 ∼ 7-10 cm/s in the cost function. Several assimilation runs were made with significantly smaller (3-5 cm/s) errors, but they were found to be inconsistent with a posteriori statistics of the model-data misfits as the optimal cost function values in these cases were much larger than those obtained in the reported experiments. The a4dVar-optimized value of f v is persistently smaller during the entire assimilation period providing the 13% better value (as compared to 4dVar) in the 14-day average. This advantage could be partly attributed to the fact that the a4dVar search directions are derived from the most persistent patterns of the model-data misfits and therefore tend to be closer to the slowly evolving (geostrophically and hydrostatically balanced) modes of the flow. This property was also reflected in the better velocity forecast skill of the a4dVar solutions. 
Forecast skill
The quality of the assimilated solutions was assessed for 4-and 8-day experiments using comparison with observations outside the respective assimilation windows. Evolution of the quantities f n for the background and optimized solutions is shown in Fig. 6 for the 4-day assimilation experiment.
The general behavior of f is consistent with the one obtained in the 14-day experiment, showing persistently better 4dVar forecasts in temperature and the advantage of a4dVar in the salinity and velocity forecasts. The upper panel in Fig. 6 summarizes the forecast skill and indicates that 4dVar slightly (4-5%) outperforms a4dVar, mostly because of the better temperature forecasts (second panel from above).
On the other hand, the 4dVar-optimized salinity is characterized by very low forecast skill, especially during August 21-25, when it was even farther away from the observations than the background forecast. The 4dVar-optimized velocities show only small improvements compared to the background solution (bottom panel in Fig. 6 ). In contrast, the a4dVar-optimized velocities demonstrate 10-30% reduction of the model-data misfit within the assimilation window, which persists for up to three days (August 18-21) of the free model run. After August 21, the velocity mismatch of the background, a4dVar and 4dVar-optimized solutions are nearly identical. Qualitatively similar behavior of the forecast skill and its distribution among the state vector components was observed in the results of the 8-day assimilation experiment.
In interpreting the forecast skill assessment, it is necessary to take into account that the temperature and salinity observations after August 21 are much less numerous than those taken between the 18 and 21 of August (cf. gray rectangles of the second and third panels in Fig. 5) , whereas the velocity data cover a rather limited area shown by the triangles in Fig. 1 .
In general, the overall forecast skill provided by the a4dVar method appears to be comparable with that of the 4dVar (upper panel in Fig. 6 ), and in some aspects (such as short-term velocity forecast), the a4dVar technique provides noticeably better results. It should be noted that available observations could effectively constrain only a small part K/M =23,506/1,493,570 ∼ 1.5% of the model's degrees of freedom, so one should expect substantial differences in the small-scale structure of the optimal solutions obtained by two different methods.
Comparison of the optimal solutions
Temperature and velocity increments for the optimal states of the 14-day assimilation experiment are shown in Fig. 7 . A certain coherence between the larger scale corrections to the background temperature field are clearly seen in the northern part of the model domain that is well covered by observations (cf. Fig. 1 ). The time-mean correlation coefficients ρ between the low-pass filtered temperature and salinity increments of the 4dVar and a4dVar solutions are 0.61 and 0.45, respectively if averaging is performed in the upper 200 m over the northern part of the domain. In the data-free region south of the 340 km mark, the correlations are substantially lower (respectively, 0.26 and 0.32) and lie below the 95% confidence level of nonzero correlation (0.36). Similar values of ρ (0.59 and 0.32 in the northern and southern subregions, respectively) were obtained for the sea surface height field.
Velocity increments appear to have the lowest correlations among the model fields with time-averaged values of ρ v =0.36, 0.27 for the northern and southern subregions, respectively. The lowest correlations (ρ v = 0.09, ρ T = 0.21, and ρ S = 0.12) were observed in the data-free southern subregion during the first 4 days (8/14-8/18 ) of the assimilation. Such incoherence between the increments is caused by excessive ageostrophic activity (left panel in Fig. 7 ) of the 4dVar solution at the beginning of the assimilation window. Ageostrophic nature of this disturbances is quantified by 4 times larger magnitude of the divergence field as compared to the rest of the domain. The ageostrophic mode disappears at the later times and does not affect the cost function because the southern subregion is virtually data-free, whereas smoothness constraints are imposed on the model fields only at the initial time. The problem could be solved, apparently, by introducing balance constraints (e.g., Weaver et al., 2005) into the definition of the background error covariance at n = 0, which may not be necessary if the NCOM 4dVar were run in the weakly constrained mode, i.e., if background errors were prescribed throughout the entire assimilation window. For comparison purposes we ran the 4dVar system in the strongly constrained mode and the effect became visible after several outer loops. It is remarkable that the a4dVar algorithm appears to be much less susceptible to excitation of the ageostrophic modes (right panel in Fig. 7) , possibly because the EOF-derived descent directions span subspaces characterized by slower time variation of the model trajectory and, therefore, tend to be closer to geostrophic and hydrostatic balance. The null-space nature of the ageostrophic features at , and a4dVar-4dVar (thin black lines) solutions after the first 4dVar outer loop (1), third loop (3) and upon convergence (∞). Respective 4dVar outer loops are labeled by squares in the middle and lower panels of Fig. 4 . The a4dVar distances are given on the iterations (circles in Fig. 4 ) corresponding to the equivalent CPU times of the respective 4dVar outer loops (squares in Fig. 4 ). All the distances are normalized by the magnitude of the background trajectory. Angles are assessed using the scalar product, associated with Eq. (12).
the beginning of the 4dVar-optimized model trajectory can be also traced by looking at the evolution with iterations of the distances δx between the background and (sub)optimal model trajectories ( Fig. 8) :
As can be seen, the largest (60-70%) a4dVar correction of the background trajectory occurs at the first few iterations, whereas 4dVar at the first iteration makes a significantly smaller correction and subsequently produces larger updates that are characterized by a relatively small reduction of the cost function (cf. Fig. 4) . Such a behavior is typical for a null space search which appears to be inhibited in the a4dVar case. Introduction of the balance constraints into B will certainly improve the performance of both algorithms with a potentially larger benefit for the 4dVar case.
Discussion and conclusions
The major goal of the present study was to show the feasibility of the a4dVar technique (Yaremchuk et al., 2009 ) in a realistic application and compare its performance with the 4dVar method. We have found that the adjoint-free approach is capable of producing optimized solutions of similar quality to 4dVar with comparable computational expense. It was also found that the a4dVar technique is less susceptible to excitation of ageostrophic modes in the data-free regions if balance constraints are not imposed on the background error covariances.
A distinctive feature of the a4dVar technique presented here is the iterative approach to minimization of the cost function. The adjointfree methods of Qui et al. (2007) and Liu et al. (2008) employ minimization in a predetermined subspace derived from the background error statistics (with or without localization of the background error covariance). The tested a4dVar method follows the same principle as the model-data misfits are projected on the range of B (Eq. (7)), nonetheless convergence to x opt cannot generally be guaranteed since the process may be subject to breakdown (situations when new search directions are linearly dependent on previous ones). In future applications, the issue could possibly be resolved using the methods already developed for the GMRES-type algorithms (e.g., Reichel and Ye, 2005) , which are not immune to breakdowns, similar to the a4dVar minimization technique. Experiments reported here do show, however, that the observed rate of convergence of the a4dVar minimization process may slow down relative to what is seen with 4dVar and this effect may be exacerbated with increasing size of assimilation window (Fig. 4) .Nonetheless, a4dVar tends to produce better results at the earlier stages of assimilation than 4dVar and in general its performance could still be viewed as satisfactory.
Taking advantage of the trend toward massive parallelization in computer technologies, the adjoint-free variational methods estimate the cost function gradient with a "brute force" approach that employs finite difference approximations along predetermined directions in state space. Selection of the most effective directions (search subspaces S i ) based on this sampling becomes an issue of primary importance. Experience shows that there exists a considerable freedom in generating search directions (Yaremchuk et al., 2009; Panteleev et al., 2015) as long as they are kept being spatially smooth and H-orthogonal. In particular, building S i on the eigenvectors of B in the descending order of their eigenvalues may also work reasonably well, as shown in Appendix A. In the reported experiments, we investigated a number of methodologies in building S i and found Eq. (7) to be the most effective computationally. This methodology can be developed further by introducing balance constraints into B −1 . In this case the inverse background error covariance should be replaced by the composite matrix
where B are the inverse covariances of the unbalanced components of the state vector (e.g., defined by (9)) and L is the balance operator. Further improvements can be made by replacing the diffusion operator in Eq. (9) with a more general expression (e.g., Weaver and Mirouze, 2012; Yaremchuk and Nechaev, 2013 ).
An important issue with the a4dVar technique is its extension to optimization of other sets of variables that may control the model trajectory, such as surface forcing fields. One of the possible solutions in this case augments the search subspaces (ocean model states) by the leading EOFs of the surface forcing error fields. This will require a better knowledge of error statistics of the atmospheric model used to force the ocean in a particular application. In view of recent rapid development of the observational systems and data acquizition techniques in the atmosphere, the issue of accessibility to the above mentioned statistics seems likely to be resolvable in the near term. Moreover, the a4dVar technique appears to be even more suitable for coupled ocean-atmosphere systems, where external forcing errors tend to play a lesser role at the time scale of a typical assimilation window.
In terms of the computational expense, the a4dVar technique appears roughly comparable to 4dVar, mostly because of the excessive computational cost of tangent linear and adjoint codes that were, on average, several times more expensive than a direct run of the nonlinear NCOM model (a typical situation with state-of-the-art OGCMs, e.g., Oldenborgh et al., 1999 and Heimbach et al., 2005) . On massively parallel machines, the advantage of a4dVar will be more noticeable due to the limited parallel scalability of an OGCM code, be it original, adjoint, or tangent linear.
A much larger computational advantage is evident when considering the wall time in a massively parallel environment, which formally allows a4dVar to search over multiple directions at a fraction of the wall time used by 4dVar to generate a steepest descent direction. In fact, in the reported experiments with NCOM model, one a4dVar run was executed almost five times faster if all the ensemble members were run on separate nodes. This property of the a4dVar approach gives good prospects for its further development in sync with and other types of ensemble data assimilation techniques that are based on relaxed communication requirements between processors.
To compare the performance of 4dVar and a4dVar techniques in a simple environment, consider the problem of retrieving the initial field of tracer concentration η(x, 0) from observations at some distant time T. The tracer evolution is governed by Optimal approximationsη-η obtained by 4dVar and a4dVar techniques are shown in Fig. A1b and Fig. A1c, respectively) . To specify search directions in the a4dVar method, 200 observations were split into m s = 10 equal groups so an observation operator for each search direction in (7) had 20 observation locations.
The quality of reconstruction was assessed by the parameter
where angular brackets denotes averaging over small rectangles in Fig. A1 . Comparison of Fig. A1b and c suggests that the a4dVar method is capable of providing a solution of the same quality with 4dVar. Fig. A1d illustrates another a4dVar solution, using search subspaces specified by the eigenvectors of B in the decreasing order of their eigenvalues (in this case, sines with decreasing wavelengths in both directions). The result obtained is of similar quality, suggesting that the general a4dVar strategy of minimizing J over a sequence of smoothH-orthogonal SDs may work well with various methods of generating search directions. In terms of computational expense, the 4dVar method provided approximately five times faster reduction of the cost function (Fig. A2 ) due to high efficiency of the adjoint model. In this simple case, an adjoint model run required the same amount of time as the direct model run. In real applications, the tangent linear and adjoint codes are several times more expensive to run and the a4dVar techniques may prove to be more competitive, as shown in Section 3 of the present study.
Finally, the known spectrum of B provides an opportunity to assess the convergence rate of the ad4Var solution exposed in This estimate remains intact if we assess e m with respect to the norm induced by the Hessian matrix. In the latter case, the right-hand side of (A.5) will be multiplied by a scaling factor ||H ||/||B −1 || > 1.
Dependence of the distance between the 4dVar solution (Fig. A1b ) and the consecutive approximations to the a4dVar solution (Fig. A1d) shown in the inset to Fig. A2 , confirms the above estimate.
Appendix B.H-orthogonalization and related issues
The a4dVar method utilizes the technique employed by Zupanski (2005) in the Maximum Likelihood Ensemble Filter, which is based on the explicit inversion of the Hessian matrix in the subspace spanned by the model perturbations. In view of the definition (9), B −1/2 can be explicitly represented using the expression for the square root of the inverse error covariance: The finite value of ε also affected the orthogonalization process, resulting in non-zero (of the order of 3-10%) off-diagonal elements observed in the Hessian projection after orthogonalization of the perturbations. For that reason, the optimal coefficients s l were computed through the direct solution of Eq. (B.10), which was not expensive due to the low dimension of the system.
