We derive boundary states which describe configurations of multiple parallel branes with arbitrary open string states interactions in bosonic string theory. This is obtained by a careful discussion of the factorization of open/closed string states amplitudes taking care of cycles needed by ensuring vertexes commutativity: in particular the discussion reveals that already at the tree level open string knows of the existence of closed string. We also give a formal expression for computing pure closed string amplitudes using the open string
1 Introduction and motivations.
Since the discovery of the non perturbative role played by strings with Dirichlet boundary conditions ( [1] ) the boundary state formalism, first used in ( [11] , see also), has been further developed. It has proven to be useful in a number of situations such as, for example, in reading which supergravity fields are switched on in presence of branes ( [4, 5] ) or in analyzing the rolling of the tachyon ( [6] , [7] ).
Until now all the boundary states used were trivially a superposition of boundary states and they did not describe any open string interactions (see however app. A of the first of [11] ). This leaves the doubt whether it is possible to describe with the boundary state formalism open string interactions or a non trivial superposition of branes.
The aim of this paper is to show that it is actually simple to describe open string interactions within the closed string formalism and that it is also possible to describe with a unique boundary state more branes interacting among them in the open string channel.
Since it is possible to describe open string interactions with closed string formalism it is natural to ask whether it is possible to do the opposite, i.e. to describe pure closed string interactions within open string formalism. The formal answer is yes since given any closed string amplitudes on a disk A({β L , β R })(f i ) where the underlying open string is coupled to a constant electromagnetic background in all directions F 2i,2i+1 = f i with i = 0.. D−1 2 it is possible to formally compute the associated pure closed string amplitude by computing
this is easy to show in the boundary formalism where
|0,0 > A more physical motivated answer is given in ( [8] ) where closed string amplitudes (with a special state insertions) are obtained from an ordered sequence of D-branes located at immaginary time.
The paper is organized as follows: in section 2 after reviewing how to compute the mixed open/closed string amplitudes in open string formalism and fixing our notations we discuss the vertexes describing the emission of states associated to strings hanging between two parallel but separated branes. We analyze the cocycles which are necessary to ensure the vertexes commutativity in both closed and open formalism in section 3.1. Finally in section 4 we perform the factorization and we obtain the explicit form of the boundary state describing a bunch of parallel branes interacting in the open channel.
2 Review of mixed closed and open string amplitudes.
The interactions among closed and open strings were extensively studied already in the early days of string theory [13, 2] . In particular, in Ref. [2] Ademollo et al. constructed vertex operators for the emission of a closed string out of an open string, and computed the scattering amplitudes among N c closed and N o open strings at tree level. The topology of the string world-sheet corresponding to these amplitudes is that of a disk emitting N o open strings from its boundary and N c closed strings from its interior. As customary in those days, only Neumann boundary conditions were imposed on the disk, and no target-space compactification was considered. This formalism was extended to the case of mixed Neumann-Neumann and Dirichlet-Dirichlet boundary conditions in a compactified target space in Ref. [4] . We find now useful to recall here these results also in order to fix our notations. We consider a compactified space-time with X a ≡ X a + 2πR a (a = d, . . . , D − 1) where we will generically set all R a = R in order to simplify the notations. The emission from the disk boundary of an open string state with momentum p a = n a +θ a R (0 ≤ θ < 1 is associated with Wilson lines which can be eventually turned on) and internal quantum numbers α, is described by a usual vertex operator V α (x; p) up to a possible cocycle to be discussed later.
The emission of a closed string state with momentum in non compact direction k α and momentum in compact direction k a
and left and right quantum numbers β L and β R , is described by a vertex operator W β L ,β R (z,z; k): the presence of a boundary on the world sheet imposes a relation between the left and right parts of W β L ,β R which are not independent of each other. In fact it is possible to write [2, 4] 
again up to a cocycle. We would like to stress that the vertex operator W depends on a single set of oscillators (i.e. those of the open string), and that each factor in Eq. (2.1) is separately normal ordered. This is to be contrasted with the vertex operators describing the emission of a closed string out of a closed string where there are two distinct sets of oscillators for the left and right sectors which only share the zero-mode in the non compact case. In the previous expression Eq. (2.1) X L,R are defined as
One could wonder why not to use W ′ = V βR V βL instead: the two vertexes W and W ′ differ in fact by a phase exp (i 2α ′ πk L · k R ) which is non trivial in presence of compact directions. The answer is that amplitudes on compactified space are determined up to a phase (common to all loop) as it will become clearer when discussing closed string cocycles.
where in the second equation we take ||S µ ν || = diag(±1, ±1, . . . , ±1) and the sign +(−) is for NN(DD) boundary condition, −π < arg(z) ≤ +π, log(z) = log(z) and y is a constant. Given the expansion for X L,R one can write the open string coordinates with left and right components as
independently to the required boundary condition. From these expressions it is clear that y 0 plays the role of the boundary value of X DD , i.e. X DD | σ=0 = y 0 and X DD | σ=π = y π = y 0 + θR ′ (where R ′ = α ′ R is the "dual" radius). It is also very important to stress that the zero mode part of the expansion in the DD sector X DD(0) = y 0 − i √ 2α ′ a µ 0 ln ū u is an operator (with spectrum given by wR ′ α ′ ) and not a c-number as one would deduce from the canonical quantization; this is fundamental in the construction of massive W ± emission vertexes [9] and in the following construction of the cocycles.
Using the complete operators V and W (i.e. with the cocycles included), the tree-level scattering amplitude among N o open and N c closed strings is given by
where x can be both positive and negative, dV abc is the volume of the projective group SL(2, R), T denotes the time (radial) ordering prescription, and C 0 , N o and N c are respectively the normalizations of the disk, of the open and of the closed vertex operators respectively (see e.g. ref. [14] and the conventions at the end). In Eq. (2.4) the variables x i 's are integrated on the real axis while the complex variables z j 's are integrated on the upper half plane. It is interesting to note that amplitude (2.4) is only ill defined if N o = 0 in the uncompactified limit when all the X have Neumann boundary condition ([2]) while it is well defined when the space-time is compact: it is in fact the integration over the positions (when N c > 1) which is divergent but this can be avoided in compact space, in fact, in eq. Eq. (2.4) momentum conservation 2 constrains only the Kaluza-Klein part of the momentum and leaves its winding number arbitrary thus the singularity is avoided when factorizing in the closed channel since winding can flow in the sewing propagator. On the other hand when some X have Dirichlet boundary condition in non compact directions it would seem that the scalar product in (2.4) be divergent being proportional to 0|0 , the vacua in the non compact Dirichlet directions, but this is not the case since we can normalize 0|0 = 1 as |0 is the only finite energy state. A simple and intuitive reason why this approach works is that if we start with the free open string sigma model with whichever boundary conditions we can always couple the graviton as
and this means that graviton vertex which follows from the weak coupling expansion g µν (X) = η µν +κh µν (X) can be expressed through open string fields X. In particular the quantum conformal properties required for a vertex implies its factorized form. The same result follows directly for all the mases closed string excitations and it can be extended to massive states by OPE expansion. It is in this process that cocycles become unavoidable since otherwise the OPE in closed and open formalism would have different phases.
Let us now have a closer look for understanding what we actually can deduce from the σ-model action and what we must guess. In order to simplify the notation we suppose all directions to be compact and we split indexes µ, ν, . . . as parallel to the branes α, δ, . . . and transversal t, u, . . .. The σ-model action we are interested in can be written as
where we have explicitly used the boundary conditions for the transverse directions.
If we now take into account that all the background fields are periodic (up to possible gauge transformations which we assume to be trivial), i.e. for example
we deduce that the only vertexes we can couple are those which describe states with both ends on the same brane, with momentum parallel to the brane and without winding in the transverse directions. What is important to notice is that happens even when the "carrier" string hangs between two branes.
Using T-duality from D25 branes, or just a little fantasy, we can write the vertexes describing states associated with strings with both ends on the same brane but with windings. It is clear that we cannot use the whole X(σ, τ ) restricted at σ = 0 or σ = π since in directions with DD b.c. it is a constant, hence we always use X L (z) which equals X(σ, τ ) at the borders with NN b.c. where σ = 0, π but it is still a well defined operator with DD b.c.
To understand the issues involved with dealing with branes hanging between two branes we must first exam the issue of the vacuum of the theory.
The naive guess p µ |0 = a µ n |0 = 0 n > 0 (2.7)
is wrong because it would give a vacuum invariant under A µ gauge transformations while we now that states must transform. Moreover the translation generator is
where Π µ (σ) is the canonical momentum conjugate to X µ (σ), and therefore its spectrum is nµ Rµ , condition that is not satisfied by (2.8) . Given the constant background gauge fields a 0µ and a πµ , and defined θµ Rµ = −e 0 a 0µ + e π a πµ the true twisted vacuum is given by
so that π µ |θ = 0 and |θ transforms under gauge transformations. These vacua |θ (θ = 0) are associated with strings hanging between two branes and have therefore a non vanishing conformal dimension. The "twist operators" which create them out of the |0 vacuum can be trivially written down as
and they are not periodic.
It is now quite easy to guess that the vertex operators associated with the emission of a string which ends on two different branes are the same as before but with a non integer momentum n+θ R . This can, in principle, be derived from amplitudes with a hanging string as carrier string and then performing a conformal transformation to move the in and out states at finite. However it is easier to check the perfect consistency of the existence of cocycles even in these cases.
The vertexes cocycles.
In this section we want to determine the cocycles in such a way that the OPE of two closed string vertexes be the same in both the closed and the open formalism, this in order to be sure that it is possible to describe closed string states emission in open formalism at all mass levels and that open/closed amplitudes are correctly factorisable in the closed channel.
The cocycles for the closed string.
As a first step we determine the cocycles in closed string formalism. These are necessary in order to ensure the mutual locality of closed vertexes ( [10] ), or in other words, that vertexes obey the spin-statistics theorem. We look for a solution of the form
where the right movingṼ β R is a normal ordered functional of the closed string right moving oscillators and similarly for the left moving part. The previous statement is however not completely exact for the non compact directions since in non compact directions the zero modes are common to left and right moving sectors and therefore they are normal ordered separately from the non zero modes in left and right sectors. The (matrix) coefficients b, c, d, e have possibly only non vanishing entries in compact directions, e.g b .b a , and they must to be determined, as said before, so that two arbitrary vertexes are mutually local, i.e. commute. This is also equivalent to the fact that the radial ordering of a product of vertexes is given by a unique expression which can be derived by appropriately analytically continuing whichever particular ordering of the vertexes chosen to perform the computation.
As starting point we consider the the OPE of two arbitrary vertexes which reads
where we have defined
In a similar way the hermitian of a vertex is given by the following expression
Now it is not difficult to deduce with the help of the well known formula (−π ≤ arg(z), arg(w) ≤ +π, |z| < |w|) (see also app. B)
that the constraint we want to impose on the cocycles coefficients in order to implement the commutativity is 3
The quantities entering the previous equation can be trivially evaluated, in particular for any compact direction we have
Considering the cases where the momentum and winding are different from zero only in a given compact direction we deduce immediately that we have to impose on the coefficients entering the cocycles definition (3.12) the restriction
If we consider the cases where only two compact directions have k L/R = 0 and we choose their radii not to be equal we deduce that the off-diagonal elements must be identically zero:
. Further constraints come from unitarity which requires that any three points amplitude A(1, 2, 3) be connected with the amplitude A(−1, −2, −3) for the CPT conjugate particles by
This equation can be specialized to the case of three tachyons with momenta k i = (k α i , (k a Li , k a Ri )) (i = 1, 2, 3) and results in
If we choose in sequence configurations with only one winding, two windings different from zero, analogously for momenta and mixed momenta and windings and we require a smooth behavior of the cocycles in the large and small R a limits we can deduce that
It is worth pointing out that, because of the quantized nature of the compact left and right momenta, there are actually only two different values for M a which give raise to different signs in amplitudes: M a ≡ N a mod 2 and M a ≡ N a + 1 mod 2.
We could now further impose that the massless and winding-less vertexes describing the states coupled in the σ-model have trivial cocycles as one could naively expect, in this case we would get c = −d = −b = e, i.e. M a ≡ N a + 1 mod 2 and c(k L , k R ; p L , p R ) = e −iπcaa wa n a ( n is the operator). This is fine but unfortunately this result is not T-duality invariant since w and n get interchanged under its action so that we get c(k L , k R ; p L , p R ) = e −iπcaa pa w a (M a ≡ N a mod 2 ) when performing a T duality in all the compact directions.
The action of T-duality on the cocycle of the vertex is then not trivial, since it exchanges the two possible solutions available for each compact direction, i.e. M ≡ N ↔ M ≡ N + 1. If we insist on reading the actual effective theory vertexes, signs included, from the string amplitudes when there are compact directions we shall ask ourselves whether there are more (actually 2 D−d ) different closed string theories on R 1,d−1 ⊗ T D−d . At first look we would answer yes since there is no way of redefining the fields in a such a way that signs in front of amplitudes match, as it is easy to verify in the case of the three tachyons (3.20) . On the other side also loop corrections are proportional to the same sign of the tree level since moving the cocycles in front of the string of vertexes yield a common numeric phase and an operatorial cocycles whose numeric coefficients are proportional to the sum of the external momenta which are conserved. Because of this the would-be different theories we get give different S-matrix elements which nevertheless yield the same transition probability to all orders in perturbation theory. Moreover the physical states created by the different vertexes are the same. 
where k L = k R = k 2 in non compact direction. Our aim is now to determine the (matrix) coefficients u, v, β, γ, ǫ in order to reproduce the commutativity and the other properties (3.13,3.15) . It is worth stressing that the previous expression for the cocycles (3.23) contains a contribution from all directions, even the directions with DD boundary condition since the σ coefficient in the string modes expansion is an operator and hence commuting the cocycles with X L/R yields a non trivial phase.
Computing the phase in OPE expansion as done in (3.13) and remembering that
We require that the phase (3.14) and (3.24) be equal since this is necessary for the mixed open/closed amplitudes to factorize correctly in the close channel. By considering different combinations of windings and momenta as done for deducing (3.21) we derive the following constraints:
(2β + (1 + S)u + 2S) αβ = 0, γ αβ = ǫ αβ = v αβ = 0 (3.25) (up to a "gauge" choice which allows to set γ = δ = v = 0) for matrix indexes in the non compact directions and
for matrix indexes in compact ones where N, M are arbitrary integer valued diagonal matrices.
We can now also check the phase which arises when computing the hermitian of a vertex: analogously to what we have found with the closed string formalism (3.15) we find that the phase is Φ (o) (k, k), thus this constraint is automatically satisfied once the OPE is satisfied.
Next we want to exam whether two vertexes (3.22) commute; a direct computation show that the analogous of the phase (3.16) is now
which is identically equal to 1 upon the use of the equivalence between Φ Remembering that z ∈ l H + for closed vertexes, it is the easy to see that the naive commutativity implies that
It is worth stressing once again that in the definition of the open string vertex enters X L (x) and not X(x). This is obviously true for direction with N N b.c. since X(x) = X L (x)−y 0 (actually choosing X → X L would only yield an overall phase only in mixes open/closed amplitudes). In presence of DD direction it requires a little explanation ( [9] ): the string ends can be a distance δ in such a direction but this changes the mass shell condition while the vertex still must have conformal dimension one, hence we must explicitly act on the SL(2, lR) vacuum with an operator to get this distance. This can be obtained using X L and interpreting k = momentum NN bc 
where we have used the fact that δ = 2πα ′ k. Now all the constraints are consistent, eq.s (3.30-3.31) are replaced by (3.34-3.35) and all the constraints can minimally be solved by
Amplitudes factorization.
Since we are trying to ensure that all intermediate expressions be well defined with respect to vertexes commutativity property and to keep track of how and where phases arise, the naive provedure adopted in ( [2] , [3] ) is not valid. Let now see why.
We start considering the correlator (x No+1 = ∞)
(4.39) where xs are real both positive and negative, all zs are in the upper half-plane l H + and the vacuum state |0 is defined as |0 = µ=D µ=1 |p µ = 0; 0 a and it is normalized as
The normalization of the non compact directions with Dirichlet boundary condition may seem strange but one has to keep in mind that in this case only |0 has finite energy since the "momentum" spectrum is wR α ′ . nevertheless the spectral decomposition of unity is still given by 1 = lim R→∞ w |w w| and because of this the non compact DD case must be understood as a special decompatification limit: the naive result would lead to a wrong On this correlator we want to perform the SL(2, l C) transformation 5
which maps x ∈ lR → w(x) = e iφ , z ∈ l H + → w(z) with |w(z)| > 1 andz → w(z) = (w(z)) −1 by inserting the corresponding SL(2, l C) operator. Naively one would say that the answer is
where we now use open string vertexes with the trivial cocycle because there is not anymore any difference between emission from real positive axis and real negative one and because of our choiche (3.37). If we look more carefully we realize that the two correlators are related in a non trivial way by various analytic continuations:
• in the SL(2, l C) parameters entering the operator realization of the wanted SL(2, l C) transformation ;
• in the order of the operators since it can happen that a SL(2, l C) transformation changes the radial ordering, i.e. it does not preserve the absolute of |z|;
• in the log which enters the string expansion since w andw can move independently on different sheets because the phases of w andw can exceed the range ] − π, π] and the phase ofw can also be not the opposite of w.
Morevore there is a further overall phase ambiguity due to the possible ordering choices of open string vertexes, of which eq. (4.42) is a particular one.
Since it is very difficult to keep track of these analytic continuations, we are therefore led to use an indirect way to compute the phase which arises performing the (4.41) transformation on eq. (4.39), or more generally to the final result: we paragone the explicit expression for (4.39) obtained using the Reggeon vertex formalism on which we perform the change of variables (4.41) with the corresponding explicit result of the amplitude (φ No+1 = π)
where we have make explicit the y 0 dependence by redefining the X L,R in such a way they are free of y 0 and we have introduced the cocycles c L and c R to ensure that the amplitude can be obtained by the analytic continuation of whichever radial order we choose or, said in different words, communting V β Lj and V β Ll produces a phase e iπ α ′ ((ckLl·kRj−kRl·ckLj)+(bkLj·kLl−bkLl·kLj)+2sgn(arg(wj)−arg(wl))kLj·kLl) which is cancelled by the phase e iπ α ′ ((dkLj·kRl−kRj·dkLl)−(ekRl·kRj−ekRj·kRl)−2sgn(arg(wj)−arg(wl))kRj·kRl)
we get while commuting the corresponding right vertex operators. To derive the last equation we have made use of the fact that arg(w) = −arg(w); as it was stressed before this relation could not otherwise have been taken for granted if we had performed the transformation by inserting the SL(2, l C) operators. It is important to stress that thanks to the cocycle the phase α 0 is independent of the different specific cases which arise from the radial ordering.
We can now proceed as in ( [2] , [3] )and we insert a complete set of states at radial time 1 − ; the naive guess that we can insert the open string version of the spectral decomposition of unity 1 = λ,q,n,w |λ, {q, , n R , wR α ′ } λ, {q, , n R , wR α ′ }| with momentum flowing in NN directions and winding flowing in DD ones is wrong. To understand what is going on we can start analysing what flows in compact directions. It is easy to see the momentum conservation Nc j=1 (k Lj + Sk Rj ) + No i=1 p i = 0 implies something like 1 = q |q q| the question is what momentum q is. In compact NN (DD) directions we find 1
Nc j=1 w j + No i=1 (w i + θ i )) + q = 0 ) and since w (n) must be unrestricted in NN (DD) directions a first guess would be to sum over q = Rw 
where we have a sum of shifted winding for any NN compact direction and sum of shifted momentum for any DD compact direction. q has to be understood as the result of decompactification limit, i.e. dq 2π for any non compact DD direction and lim R→∞ w |w w| for any non compact NN direction. This result is a clue that already at tree level open string knows of the existence of closed string due to the exchange of σ and τ and bear some resemblance with ( [18] ).
This spectral decomposition of unity is not what one naively would expect because we are factorizing between the left and right part of closed string vertex operators, the naive spectral decomposition would be the right one if we factorized an amplitude with only open strings emission or without splitting the left and right part of closed string state vertex.
then we take the transpose of the piece containig V β R s and in doing so we again have to pay attention to the cocycles which must give the same phase as before, hence we get
where in the last line we have used the transposition rule 2 6 and we have changed the phase α 0 → α 1 due to the reordering of cocycles. Now the last line is invariant under the substitution (k R , X R ≡ SX
, Sλ, Sq, Sw, Sn) and when we perform the renaming (X L , X
R ,λ,q,w,ñ) so that we can rewrite this last equation as follows where now V α is expressed using moving closed string X (c) L (z) only. As it is evident from eq. (4.47) this open string formalism treats in a uniform way compact and non compact directions,this is not what happens in closed string formalism in zero modes sector in non compact directions. It is not difficult to see that the two formalism actually yield the same answer in zero modes sector only when the NN case is treated as a decompactification as stated before.
We can now take care of the last three ingredients of eq. (2.4) which were left out in eq. (4.39): the normalization factors, the integration region and the projective volume. The latter is very easily taken care of by fixing a closed string emission vertex at z 1 = ie ǫ (ǫ → 0), this does not fix completely the SL(2, R) invariance but the surving subgroup has finite volume dV abc → 2πe −ǫ ( being almost the rotations group around w 1 (ie ǫ ) = −ctgh( ǫ 2 )). The same result can be obtained by fixing an open string state, f.x. φ 1 = −π and then noticing that the final result (in the closed channel) is invariant under σ translation so that we can let φ 1 move by introducing an integration 2π 0 dφ 1 2π . The fixing of conformal invariance implies also that the factor d 2 w 1 w 2 1 in eq. (4.42) is absent and replaced by w 2 1 leaving a necessary factor w 2 1w 2 1 = |w 1 | 4 in eq. (4.47) for taking the ǫ → 0 limit. The normalization from eq. (2.4) left out in eq. (4.39) is C 0 N No o N c Nc . Since we want to interpret eq. (4.47) as a closed string amplitude this should be normalized as C 0 N Nc+1 c where +1 is due to the (superposition of) closed string states emitted as kets, i.e. the boundary state given by the last two lines of eq. (4.47). It then follows that the boundary state must be multiplied by Finally remembering the shift in eq. (4.44) we can write the boundary state destribing multiple parallel interacting branes with interactions as
where we have used the momentum conservation Nc j=1 (k Lj − Sk Rj ) + No i=1 p i = −2q * and that only this momentum contributes in the open channel, we have add DD and NN to remember from which open string boundary condition the pieces were originated and we have supposed to have p nc non compact NN directions. The meaning on the insertion of exp
) in eq. (4.48) for compact directions is to divide in the proper way the open string momentum in the left and right moving momentum in order to ensure that the close string momentum emitted from the boundary is exactly No i=1 p i . This expression was already almost guessed in ( [16] ).
The last point which must be clarified is the integration region. From the discussion after eq. (4.41) it is obvious tha all the moving close string states vertexes are integrated on the external region of the unity disk |w| > 1, this can be unusual but the complete amplitude associated with eq. (4.47) can nevertheless be written as usual as
As a final comment we want to write the "boundary" reggeon vertex, i.e. the generating function of all boundary states with N o open string interactions as
which enjoys the fundamental property of being the "generating function" of all boundary states with interactions
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A Conventions.
• Indeces: α = 0 . . . d − 1 for non compact directions and a = d . . . D − 1 for compact ones.
• Amplitudes normalizations. If the D dimensional YM action is given by 
and from unitarity
In a similar way it follows from close string unitarity C 0 N 2 c α ′ = 4π when using as close string propagator ∆ c = |z|<1
The vertex normalization factors N o , N c and N c are common to all the states.
• Vacua normalizations in non compact directions.
For each non compact direction of open string with NN b.c. or of closed string:
For each non compact direction with DD b.c. since only |0 has finite energy: 0|0 = 1 but the spectral decomposition of the unity is 1 = lim R→∞ w |w w|; For each compact direction n|m = δ n,m .
• z ∈ l C ⇔ −π < arg(z) ≤ π, z ∈ l H + ⇔ 0 ≤ arg(z) ≤ π
• Open string modes expansions:
|n| a µ n z −n where z = e τ E +iσ ∈ l H + and the logarithm entering the string expansion is defined to have a cut at arg(z) = −π, i.e. −π < arg(z) ≤ +π moreover log(z) ≡ log(z) and a µ 0 = √ 2α ′ p µ in the NN case.
The closed string modes expansion is given in analogous manner by X(z,z) = 1 2 X (c) L (z) +X B Phases and Analytic continuations. where the normal ordering is taken with respect to both the auxiliary X aux and the usual X(u) ≡ X L (u) and the integral over u is to be intended as a generating function, so that the previous equation actually means ( √ 0 ≡ 1) 7
√ n a n n! ∂ n X aux [S(z) S(w)] an.cont = S(w) S(z)e +iπ sgn(arg(z)−arg(w)) 2α ′ p 0(1) p 0(2) (B.59) 7 In the case of a non compact direction the left and right moving parts cannot be factorized because of the zero modes therefore the complete vertex reads:
√ n n! (a n ∂ n +ã n∂ n )X aux (z,z) : 8 This yields the proper expression for the open string vertex only for the emission from σ = 0 when z = x. but the right expression of the SDS vertex for emission from the σ = π border is S π (ζ) =: S(ζ) exp −iπ 2α ′ p 0 p 0(aux) :
The necessity of the cocycle follows from the obvious request of commutativity of the product of a vertex for the emission from σ = 0 border with one from σ = π border. 9 In a similar way we deduce that in the non compact case the vertices commute where we have defined arg(z) = [φ z ] + 2πn z with −π < [φ z ] ≤ π and n z ∈ Z Z.
