Traditional autoradiographic image analysis has been restricted to the two-dimensional assessment of local cerebral glucose utilization (LCMR g lc) or blood flow in individual brains. It is advantageous, however, to gen erate an entire three-dimensional (3D) data set and to develop the ability to map replicate images derived from multiple studies into the same 3D space, so as to generate average and standard deviation images for the entire se ries. We have developed a novel method, termed "dis parity analysis," for the alignment and mapping of auto radiographic images. We present the theory of this method, which is based upon a linear affine model, to analyze point-to-point disparities in two images. The method is a direct one that estimates scaling, translation, and rotation parameters simultaneously. Disparity analy sis is general and flexible and deals well with damaged or asymmetric sections. We applied this method to study LCMRglc in nine awake male Wistar rats by the e4Cj2deoxyglucose method. Brains were physically aligned in the anteroposterior axis and were sectioned sub serially at lOO-fLm intervals. For each brain, coronal sections were aligned by disparity analysis. The nine brains were then registered in the z-axis with respect to a common coronal reference level (bregma + 0.7 mm). Eight of the nine brains were mapped into the remaining brain, which was designated the "template," and aggregate 3D data sets were generated of the mean and standard deviation for the entire series. The averaged images retained the major anatomic features apparent in individual brains but with
some defocusing. Internal anatomic features of the aver aged brain were smooth, continuous, and readily identi fiable on sections through the 3D stack. The fidelity of the internal architecture of the averaged brain was compared with that of individual brains by analysis of line scans at four representative levels. Line scan comparisons be tween corresponding sections and their template showed a high degree of correlation, as did similar comparisons performed on entire sections. Fourier analysis of line scan data showed retention of low-frequency information with the expected attenuation of high-frequency compo nents produced by averaging. Region-of-interest (ROn analysis of the averaged brain yielded LCMRg1c values virtually identical to those derived from measurements and subsequent averaging of data from individual brains. In summary, 3D reconstruction of averaged autoradio graphic image data by disparity analysis is a feasible ap proach, which vastly simplifies ROI analysis, facilitates the assessment of hemodynamic or metabolic patterns in three dimensions, permits the computation of threshold defined volumes of interest on averaged 3D data sets, makes possible atlas-based ROI strategies, and impor tantly provides the capability of generating 3D image data sets derived from arithmetic manipulations on two or more primary data sets (e.g., percent difference or ratio images). Key Words: Deoxyglucose-Disparity analy sis-Glucose metabolism-Image alignment-Image pro cessing-Local cerebral blood flow.
(LCBF) (Sakurada et aI., 1978) , local cerebral glu cose utilization (LCMRglc) (Sokoloff et aI., 1977) , or local brain protein synthesis (Smith et aI., 1988) in autoradiograms derived from representative cryo stat sections of individual brains. In principle, it would be advantageous to have access to an entire three-dimensional (3D) autoradiographic image data set, which could then be viewed from -multiple planes or surfaces so as to reveal complex topo graphic patterns that might not be fully appreciated in two dimensions. Moreover, the ability to map a series of replicate autoradiograms from multiple an imals into the same 3D space would open a number of additional vistas: (a) The ability to generate quan titative 3D image data sets of the sample mean and variance for the entire series would greatly simplify computer-based region-of-interest (ROI) analysis. (b) This methodology would also provide the capa bility to generate 3D image data sets derived from arithmetic manipulations on two or more primary image sets. Examples would include (a) a percent difference image [100 x (A -B)IA] comparing rep licate series of brains studied under two differing conditions (e.g., LCBF or LCMRglc where A = rest or control and B = activation, pathologic state, or drug therapy); and (b) a ratio image (AlB) depicting, for example, the metabolismlflow ratio where A = LCMRglc and B = LCBF.
A fundamental problem in 3D autoradiography is the registration (alignment) of the sequential sec tions . Autoradiographic images differ from other to mographic images such as those derived from com puted tomography or magnetic resonance imaging in that serial images on an autoradiographic film are obtained via manual tissue sectioning and film place ment of brain sections and through the use of digitiz ing (scanning) equipment that provides no relevant information as to the relationship between sections.
Others working on the problem of image align ment and matching have proposed various image registration methods to handle different circum stances (Toga and BeneIjee, 1993) . Among these schemes, there are moment-based registration methods, correlation-based methods, and feature matching-based methods. A moment-based method extracts common information from registered im ages; it is also termed the "principal axes method" if the first-order moments to the central axes are calculated . Hibbard and colleagues (Hibbard et aI., 1987; McGlone et aI., 1987) applied this method to the alignment and registration of auto radiographic images. The principle axes method is based upon the eigenvector transform (Gonzalez and Wintz, 1987) , which calculates basis vectors in a 2 x 2 matrix such that these vectors point in the direc tions of maximal variance of the input image data . Alignment consists of a translation that places the image centroid on the origin and a 2D rotation in the image plane to align the principal axes with the x and y-axes of a reference coordinate system . This method is efficient since all calculations are carried out on binary images, but if the image is nearly round (i.e., principal axes nearly equal) or if bilat eral symmetry of the image is lacking (for example, in damaged or asymmetric sections), the principal axes alignment may be unsatisfactory.
Correlation methods have long been used for im age matching and image registration (Altmann and Reitbock, 1984; Maguire et aI., 1985; DeCastro and Morandi, 1987; Evans et aI., 1988) . Cross-corre lation is a measure of similarity of two images in terms of spatial distributions of gray-level values (image intensities) and hence does not require well defined boundaries. With the cross-correlation method, one image is held fixed, while the second is repositioned by translation to overlie the first in ev ery possible position. The point of maximal cross correlation provides the necessary information for correction of translational misalignment. For rota tional correction, it is necessary to convert and re sample the coronal section images in polar coordi nates before computing the cross-correlation.
The matching of feature points also appears to be an accurate way to register images . Feature matching methods (also termed "control point methods") search for special edge or pixel land marks representing a particular feature in both im ages. This method works well if control points are found. However, it is a difficult task to select the same feature points from two images. Usually, an operator must choose a set of feature points from one image and compute the local cross-correlation to determine the corresponding feature points on the other image (Maguire et aI., 1985) . If fewer fea tures can be extracted from both images, this ap proach becomes less robust. In magnetic resonance imaging or positron emission tomographic studies, feature points are usually provided by external ste reotaxic masks (Herholz et aI., 1985; K woh et aI., 1988; Pelizzari et aI ., 1989) . Toga and Arnicar (1985) registered serial sections by superpositioning fidu cial markings introduced orthogonally to the cutting plane.
In recent years, developments in the field of com puter vision have led to easier and more reliable methods of image registration (Goshtasby, 1988; Merickel, 1988; Zhao et aI., 1989) . We have devel oped a novel method for the alignment of autora diographic images that overcomes most of the dif ficulties experienced by existing registration meth ods . This new method, termed "disparity analy sis," is based on a linear affine model to analyze point-to-point disparities in two images. It is a di rect method that estimates scaling, translation, and rotation parameters simultaneously without trans formation. The disparity approach is computation ally fast, and it takes into consideration shape dif ferences of coronal sections. It is a general and flex ible method that utilizes the same basic principle to deal with different situations such as damaged or asymmetric sections. The method can be applied to boundaries and/or image intensities (optical densi ties), and it may be adaptable to other applications, such as the matching of magnetic resonance and positron emission tomography images.
In the present article, we present the theory of this method and its successful application to the group analysis of LCMRglc in a series of nine repli cate normal rats studied by deoxyglucose autoradi ography, in which brains were registered, co align e d, and mapped into a common template so as to produce mean and standard deviation 30 image data sets.
THEORY: IMAGE REGISTRATION BY

DISPARITY ANALYSIS METHOD
The problem of registering serial sections is to find the best mapping correspondences between consecutive sections. Henderson et al. (1985) pro posed the following definition for this problem . Let f(ij) and g(k,l) be two digital images. Let C = {(ij; k,f)} be the geometric location (iJ) inf, correspond ing to the geometric location (k,l) in g. ij; k,1 belong to set R. We say that T geometrically registers f with respect to g if (a) T:
T is called the registration transform (or function) off with g. The set C is called the control point set, where every four-tuple defines one control point pair: (ij) -(k,l). To register f with respect to g, we define
as the registered image off with g. This intermedi ate step of computingf is performed in reverse for registration since T produces a value at each pixel off by going back to a pixel (or neighborhood) inf. When referring back to a pixel in f, if that coordi nate location lies in between integer-valued pixels inf, then some method must be provided for choos ing a gray-level value f, e.g., a nearest neighbor or bilinear interpolation. The registration problem can then be defined as (a) determining C (control point correspondence), (b) determining T (the registration transform equa tion), and (c) computingf (resampling off). This is geometric registration in its most general form. Since step (b) is the key procedure to registration, we shall concentrate our discussion on how the reg istration function is designed and calculated. Within the context of this article, we define image align ment to be the optimal superposition of two images without any change of shape and image mapping to be the same, but with the addition of deformation . Let x T = (x,y) be a point on the boundary of a 20 coron al section and ?i, T = (x' ,y') be the correspond- Vol. 15, No. 4, 1995 ing point in the second image . We assume an affine transformation relationship between the two points,
where � is a 2 x 2 affine matrix and where �(�) represents noise and/or minor local differences of the two boundaries. The disparity vector Q(�) is simply
where!! = � -! and! is the 2 x 2 identity matrix.
The physical meaning of this linear affine model is as follows: 20 translation is represented by the vector f. The matrix � contains information includ ing 20 rotation, 20 angular deformation (shearing), and height and width changes. We note that the normal of the coronal sections may not coincide with the true z-axis, and this may cause linear shape changes of the coronal sections. This is basically a 30 rotation that tilts the coronal sections with re spect to the image plane. It has been shown (Young and Wang, 1984; Young and Gunaseekaran, 1988) that 30 rotation or tilting of a planar patch results in linear shape changes that can be represented by a 20 matrix operation . Indeed, the affine matrix � can be uniquely decomposed:
With simple algebraic and trigonometric manipUla tions, we obtain (Young and Wang, 1984 ) the fol lowing:
In other words, for a given �, the 20 rotation angle e, the deformation angle ex, and the height and width changes (scale factors) Ix and Iy can be computed uniqUely from the matrix elements. Note that with angular deformation, points on the x-axis are ro tated by the angle ex, while the y-axis points are rotated byex. The points on the 45° line move along this line without rotation. In the case of image alignment, we take � and f. computed from the two images. Alignment can then be easily accomplished by 2D rotation and translation. If image mapping is required, we take the general form of � and vector f.. Both alignment and mapping calculations utilize the same computational process. Consider N points on the boundary of a coronal section �, i = 1,2, ... , N. If the corresponding boundary 'points �i' i = 1,2, ... , N, in the next image were known, the point-to-point matching problem would be solved. For alignment of autora diographic images, it is difficult for an operator to find the corresponding points accurately. Further more, it is obviously desirable to automate the com putation procedure instead of manually selecting For actual geometric measurements on digital im ages, we first trace the coronal section boundary, then use a spline interpolation procedure to smooth the boundary. Thereafter, each point on the smoothed boundary is on a polynomial curve, which is second order in our application. The tan gent angle to the curve can be obtained by comput ing the derivative of the curve that passes point i. The direction of the normal vector!!,; is simply per pendicular to the tangent angle. Figure 1 illustrates the geometric relation of Eq. 6. The disparity vector Qi cannot be recovered from the measured Vi alone.
However, if we substitute Eq. 3 into Eq. 6, we can formulate a mean-square error problem with re spect to a set of optimal elements in � and f.:
where E is due to the differences between the pro jection of the computed disparity vector onto the normal vector and the measured perpendicular components. We make use of every other point on the traced boundary. N is usually >200 in our ap plication. The choice of taking one-half of the avail able points on section contours is to avoid redun dant measurements as well as to ensure computa tional accuracy. The mean-square error E is to be minimized by computing a set of optimal Qi' i.e., f. and � (or � = � + D. After the computation, matching of two sections can be accomplished by operating at every pixel a translation -c and a ma trix operation A-I. If we are interested only in alignment and the two adjacent coronal sections have slightly different shapes, the matrix � in Eq. 4 can be uniquely computed from � to provide in formation on 2D rotation. In the event that brain sectioning is not perpendicular to the z-axis, de formed sections will result. A predefined threshold for deformation angle can be set to correct automat ically for these unexpected shape changes. Detailed derivations of a closed-form solution of A and c can -be found in Zhao et al. (1993) . determined, a dynamic compensation procedure should be performed (Zhao et aI., 1989) . Disparity analysis can also be applied to point-to-point match ing of image intensities (Zhao et aI., 1993) .
MATERIALS AND METHODS
Studies of LCMR g lc were conducted in nine awake male Wi star rats, weighing 240-350 g (mean ± SD, 27 1 ± 45 g). Following an overnight fast, animals were anesthe tized with halothane (3-4% for induction, 1-1.5% for maintenance, plus 70% nitrous oxide and balance oxygen) delivered by face mask. Polyethylene PE-50 catheters were introduced into a femoral artery and vein. Arterial blood pressure was monitored continually, and arterial blood gases were measured periodically. Rectal temper ature was maintained at 36.5-37.0cC by means of a warm ing lamp. Following preparatory steps, animals were en cased in a plaster body cast that allowed partial move ment of the forelimbs and hindlimbs; the cast was secured to a lead brick. Animals were allowed to awaken in a dimly lit room with low ambient noise level and were studied 2 h after recovery from anesthesia.
Physiological values were within normal limits during the autoradiographic study. Arterial P02 was 102 ± 8 mm Hg (mean ± SD), Pc02 was 34.0 ± 3.5 mm Hg, pH 7.44 ± 0.04, mean arterial blood pressure 119 ± 5 mm Hg, and plasma glucose 142 ± 23 mg/dl. Local cerebral glucose metabolism was measured in the usual manner with radiolabeled 2-deoxyglucose (Sokoloff et aI., 1977) . Twenty microcuries of e4C]2deoxyglucose (specific activity 40-45 fLCi/mmol; New England Nuclear) was administered as an intravenous bo lus in 0.1 ml saline. Arterial blood samples were drawn at frequent intervals over the ensuing 45 min for determina tion of plasma e4Cj2-deoxyglucose and glucose. The brain was rapidly removed and frozen by suspension over, and gradual immersion in, liquid nitrogen. Brains were subsequently warmed to -20cC in a cryostat, where they were affixed to the cryostat chuck with embedding matrix. Care was taken, during the embedding process, to align the anteroposterior axis of the forebrain at a con stant angle with respect to the cryostat blade by adjusting the brain's angle to match that of a metal guide rod at tached to a baseplate and placed next to the brain on the cryostat blade. Coronal brain sections, 20 fLm thick, were cut sub serially at 100-fLm intervals. These were dried on cover slips and placed onto Kodak Hyperfilm f3max film, together with calibrated [14C]methylmethacrylate stan dards. Films were developed following a 10-day exposure and were densitometrically scanned at 100-fLm resolution on a rotating drum densitometer (Optronics Colorscan C4100) interfaced to an image processor (Grinnell Sys tems) and a clustered Micro-VAX computer system (Dig ital Equipment Corp.). The operational equation of the deoxyglucose method (Sokoloff et aI., 1977) modified for variable plasma glucose (Savaki et aI., 1980 ) was used to compute LCMR g lc • To achieve 3D autoradiographic image alignment, the disparity analysis method was first applied to align the -200 subserial coronal forebrain sections from each brain-a process requiring -8 h of central processor time per brain on our current system. To carry out 3D recon struction, it is necessary only to use rotation and trans- Vol. 15, No. 4, 1995 lation affine transformation parameters because no shape deformation is required.
There are two options for registering consecutive sec tions. One involves first defining a reference section (e.g., in the middle of the brain) and then aligning the adjacent sections to it. These adjacent sections, once aligned, then become the new reference sections. Registration pro ceeds in this manner until the final sections are reached. The second option uses fewer reference sections: For ex ample, every tenth section is designated a reference sec tion. These selected sections are first aligned to one an other. The reference sections are then held fixed, and the other sections lying between them are aligned to their respective nearest-neighbor reference sections. The latter option reduces cumulative error introduced by section to-section alignment and takes into consideration the global trends within the series. We have used the second method in our application.
Each of the nine resulting 3D image data sets can be inspected either as a 3D stack or as coronal sections. The nine 3D image sets were then coregistered with one an other with respect to their longitudinal axis. To do so, we identified a coronal reference level containing definitive anatomic landmarks, specifically, the level of bregma + 0.7 mm (Paxinos and Watson, 1982) , at which the genu of the corpus callosum first becomes continuous across the midline and the anterior portion of the anterior commis sures is distinct. The nine 3D coronal image data sets were then coaligned with one another at each level, ex tending from 2.2 mm anterior to bregma to 7.8 mm pos terior to bregma (Paxinos and Watson, 1982) , by reappli cation of the disparity analysis method at the level of each subserial coronal section. This produced an average 3D image data set as well as a 3D data set of the standard deviation. To achieve this result, one of the nine brains (rat no. 310253) was designated the "template," and the other eight were "mapped into" its external contour at each coronal level by appropriate deformation.
A goal of this study was to assess the fidelity of the averaged image data set with respect to its internal archi tecture when compared to coronal autoradiograms of in dividual brains. To this end, analysis of line scans of in dividual and averaged coronal images was undertaken, and Fourier analysis was applied.
EXPERIMENTAL RESULTS
Image deformation and averaging
As noted, eight individual brains of this series were mapped into the ninth brain, which had been designated the template. Using disparity analysis, we obtained a set of image-matching parameters for each brain section to deform it to the shape of the template section. This averaging calculation con sisted of straightforward statistical manipulations. Figure 2 illustrates coronal sections undergoing the deformation procedure. The top row of Fig. 2 shows undeformed coronal sections at three repre sentative levels (selected from three different rat brains). In the bottom row of Fig. 2 are the corre sponding levels of the template brain. The middle row in Fig. 2 depicts the three coronal sections of the top row following their deformation to match the template brain. The shape differences between corresponding sections of the middle and bottom rows are negligible; these differences are due in large part to local boundary variations. (A quanti tative analysis of section similarities will be pre sented later.) (The slight apparent difference in some LCMRglc values between the top two rows of Fig. 2 is due to a smoothing function that scales the mean LCMRglc value of the current section to the mean value of its 10 neighbors.) Figure 3 shows corresponding coronal sections from eight of the nine individual rat brains, together with the derived averaged image (center). (The coronal level displayed in Fig. 3 is identical to that shown in the left-hand column of Fig. 2 .) The com mon template section into which the other individ ual coronal sections were mapped is shown in Fig.  3 (bottom right) . The averaged autoradiographic im age (Fig. 3, center) retains most of the anatomical features apparent in the individual sections. How ever, these features have a slightly more blurred or "defocused" appearance. The extent of this defo cusing is analyzed quantitatively later. Figure 4 dis plays autoradiographic sections of the averaged brain at four representative coronal levels. The standard deviation image is also shown for two of these levels.
3D reconstruction of averaged brain
By mapping corresponding individual coronal sections at each level into the template and by cal culating the average and standard deviation on a pixel-by-pixel basis, one obtains a pair of new ag-J Cereb Blood Flow Metab, Vol. 15, No. 4, 1995 gregate 3D data sets. Since the template brain was aligned previously, the aggregate data sets are in alignment without requiring further processing. Fig  ure 5 (left) shows the averaged 3D data set. The availability of these 3D data sets allows one, in prin ciple, to view the averaged brain from any angle, to reconstruct any plane of section, and to compute brain volumes having specific ranges of LCMRg 1c values. Figure 5 (right) shows a horizontal· section of the averaged brain after cutting in the x-z-plane and removing the top half. The internal anatomic features (caudoputamen, thalamus) of the averaged brain are smooth, continuous, and readily identifi able, attesting to the reliability of the disparity anal ysis method. For display purposes, we elongated the brain by doubling the interval distance between sections (x,y-dimension scale, 100 !-Lm/pixel; z-di mension scale, 200 !-Lm/pixel).
Feature comparison of individual deformed autoradiograms
To compare the fidelity of the internal architec ture of the averaged brain with that of the individual brains from which it was derived, we analyzed line scans at four representative coronal levels. Figure 6 FIG. 5. Left: Averaged brain as a three-dimensional stack viewed from the left hemisphere. Right: Representative horizontal section through this stack, revealing the central caudoputamen and thalamus.
shows the coronal sections at these four levels in the template brain, together with the lines chosen for analysis, each of which was designed to pass through several defined anatomic structures (e.g., central and posterior caudoputamen, central thala mus, dorsal hippocampus, medial geniculate bod ies, auditory cortex). We scanned each line illus trated in Fig. 6 on the template brain, as well as on the corresponding coronal sections of the other eight individual brains following their deformation to the template. We treated the scanned lines as one dimensional functions, in which LCMRglc values are a function of position x along the scanned lines. To compare the line scan contour similarities between the deformed sections and their template, one can simply calculate correlation coefficients between these scanned lines. We also computed 2D correlation coefficients that compared the entire individual de formed section to the template section. These corre lation coefficients are presented in Table 1 . A high degree of correlation is evident, whether the data are derived from the line scans or from the entire coronal section. In a previous publication (Zhao et aI., 1993) , we have reported other verification experiments.
Feature analysis of averaged autoradiograms
As noted, coronal sections of the averaged brain have a mildly "defocused" appearance, suggesting FIG. 6. Coronal sections of the template brain at four representative levels, indicating the positions of four lines passing through well-defined anatomic structures, which were used for line scan analysis (see Figs. 7 and 8) . that there has been smoothing of edge sharpness. Figure 7 shows Corresponding scans through the template brain. The x-axes are in units of position along the line scans. Scans through the tem plate brain and the representative deformed brain show a high degree of similarity at each corresponding coronal level. Right: Corresponding line scans through the aver aged brain. The peak contours of the aver aged brain resemble the contours of the in dividual brains, but the former are smoother and their troughs are truncated. distributions to the g(x) functions of the template sections. The peak contours of g(x) of the averaged section mirror the contours of the individual sec tions, but the troughs tend to be somewhat trun cated. In addition, g(x) of the averaged section has a much smoother distribution. The smoothed LC MRglc distribution is caused in part by interanimal differences in rates of glucose metabolism at the same location. In fact, averaging calculation plays a role of low pass filtering in spatial domain.
To permit further analysis, we introduced a Fou rier descriptor to depict the frequency distribution of these curves. The physical process of reading LCMRglc data along the scanned lines can be de scribed either in the spatial domain [i.e., as the quantity g or LCMRglc (f,LmollOO g-I min -I )], as a function of position x [e.g., g(x)], or else in the fre quency domain following Fourier transformation [i.e., G(j) = F{g(x)}]. Since g is a function of posi tion x (in millimeters), G will be a function of in- verse wavelength (cycles per scanned line). The magnitude of G, i.e., the spectrum, is normally used in engineering to depict energy distributions. For descriptive purposes, it is useful to think of g(x) and G(j) as being two different representations of the same function. Figure 8 shows G(j) (spectra of scanned lines) from the deformed sections (left column), the tem plate sections (middle column), and the averaged sections (right column) corresponding to the data of Fig. 7 . Spectra representing averaged sections ap pear to retain most of the low-frequency informa tion but less high-frequency information compared with the individual coronal sections and template sections. Table 2 presents some measures of these spectra at different frequencies.
ROI analysis
ROI LCMRglc measurements were carried out on representative structures of the averaged brain at the four coronal levels shown in Fig. 4 . These data, presented in Table 3 , were compared with the re sults of ROI measurements of the same structures made from the nine individual brains and subse quently averaged. (Rectangular cursors of identical size were used for respective ROI measurements in the two analyses.) These results, also shown in Ta-ble 3, confirm that ROI measurements of the aver aged brain yield values virtually identical to the group means computed from measurements of indi vidual brains. The mean percent difference between the two readings for the 24 structures of Table 3 was 3. 4 ± 5.0%. When the two outliers were excluded, the mean percent difference was 2. 1 ± 2. 1% (mean ± SD). The correlation coefficient between the two data sets was 0.989 (p < 0.0001).
DISCUSSION
We have applied the novel method of disparity analysis (Zhao et al., 1993) to align and register sub serial coronal autoradiographic images from indi vidual rat brains studied for local glucose utilization (LCMRglc), so as to form a 3D data set. By desig nating one such brain as the template and by estab lishing corresponding coronal levels among the in dividual brains, we have demonstrated that these individual images may be mapped into the template to yield averaged and standard deviation data sets, depicting the results of the entire experimental se ries.
It is important to obtain similar z-axis orientation of individual brains prior to coronal sectioning. This was achieved by the simple expedient of using an external guide rod to adjust the sectioning angle, without resorting to placing fiducial markers upon or within the brains themselves. This method suf ficed to produce individual sections having accept able anatomic correspondence from animal to ani mal throughout the forebrain (Fig. 3) . The averaged coronal images generated by disparity analysis re tained a sufficiently high degree of anatomic fidelity (Fig. 4) to permit ROI analysis to be readily carried out (Table 3 ). The averaged 3D image could then be "resectioned" by computer in novel planes of sec tion, revealing a wealth of coherent and readily in terpretable internal anatomic detail (Fig. 5) .
By comparing line scans of LCMRglc in sections of individual brains versus the averaged brain, we have shown that the deformed individual sections from which the averaged brain was constituted re tain the full complement of information present in the (undeformed) template brain (Fig. 7 , left vs. middle columns). In turn, corresponding line scans of averaged sections, analyzed in the Fourier do main, were shown to retain low-frequency informa tion but to undergo some degradation of high frequency information, corresponding to the "defo cused" appearance evident upon visual inspection (Fig. 8) .
This shortcoming notwithstanding, we believe that computer averaging and 3D reconstruction of averaged autoradiographic image data sets offer several major advantages over conventional 2D au toradiographic image analysis of individual brains. These include the following:
1. Visual inspection of averaged images in multi ple planes of section or on 3D surface view allows more ready identification of group trends that are sometimes much less apparent from inspection of individual data sets. This is particularly the case when irregular hemodynamic or metabolic patterns are present, which may not respect conventional anatomic boundaries [for example, aberrant LCM Rglc activation patterns produced by vibrissal stim ulation when the primary cortical barrel field has been lesioned (Dietrich et aI., 1987) ].
2. The task of ROI analysis is vastly simplified and rendered more reliable when it can be con ducted on a single averaged image set rather than on images derived from multiple individual brains, when one cannot necessarily be assured of compa rable cursor placement from animal to animal. In our implementation of ROI analysis, cursor loca tions on the averaged image correspond to the spe cific sites on each individual brain, which can be inspected if needed to assure oneself of satisfactory J Cereb Blood Flow Metab, Vol, 15, No, 4, 1995 cursor positioning. Values of the group mean and standard deviation are immediately available from ROIs analyzed on the averaged image. In addition, volumes-oj-interest, defined with respect to thresh old levels of LCMRglc or LCBF, may be readily computed from the averaged 3D data set and may be visually depicted and quantitatively analyzed.
3. An atlas-based ROI strategy becomes immedi ately feasible as all brains of a series are mapped by disparity analysis into a common template. For ex ample, sub serially sectioned paraffin-embedded brains stained for light microscopy could be digi tized and aligned by disparity analysis to serve as an anatomic template into which auto radiographic sec tions from other animals could be mapped and against which such material could be compared to derive anatomic or histologic landmarks. Such an approach could become the basis for an automated atlas-based ROI strategy.
4. The ability to map several senes of brains into a common 3D space provides the means for the rigorous comparison of two or more animal series studied under varying conditions or by different ra diotracer strategies. We have already made use of this approach in preliminary studies, which will serve as illustrative examples:
a. In rats subjected to photothrombotic distal middle cerebral artery occlusion, LCBF and LCM Rglc were studied in two separate series (with 14 C_ labeled iodoantipyrine and deoxyglucose, respec tively) (Back et aI., 1994) . 3D averaging of the LCBF series permitted definitive identification of the core and penumbral ischemic zones on the lat eral cortical surface viewed in three dimensions. The averaged LCMRglc image revealed common patterns of dysmetabolism secondary to ischemia. Finally, the ability to produce an average 3D ratio image of LCMRglc/LCBF revealed important local topographic patterns of metabolismlflow uncou pling in the ischemic brain that would otherwise not have been readily amenable to analysis (Back et aI., 1994) .
b. The effect of L-arginine (the precursor of nitric oxide) on LCBF was studied autoradiographically in two series of spontaneously hypertensive rats following acute middle cerebral artery occlusion; thus, two LCBF series in middle-cerebral-artery occluded animals were produced, with (group A) vs. without (group B) this agent. A percent differ ence 3D LCBF image could then be computed from the averaged 3D data sets A and B, which revealed the precise topographic manner in which I.:CBF in the ischemic and normal hemispheres was affected by L-arginine administration (Prado et aI., 1994) .
In summary, we view with promise the approach presented here, which permits 3D image averaging and quantitative analysis to be carried out on auto radiographic material derived from replicate animal studies. The potential of this approach has yet to be fully realized .
