into the nonlinear regime, is applied to ensemble prediction study by using a quasi-geostrophic model under the perfect model assumption. SVs and CNOPs have been utilized to generate the initial perturbations for ensemble prediction experiments. The results are compared for forecast lengths of up to 14 d. It is found that the forecast skill of samples, in which the first SV is replaced by CNOP, is comparatively higher than that of samples composed of only SVs in the medium range (day 6-day 14). This conclusion is valid under the condition that analysis error is a kind of fast-growing ones regardless of its magnitude, whose nonlinear growth is faster than that of SV in the later part of the forecast. Furthermore, similarity index and empirical orthogonal function (EOF) analysis are performed to explain the above numerical results. ensemble prediction, weather, SV, CNOP Ensemble forecasting is a widely adopted method in the prediction of the state of atmosphere and oceans, which provides an estimate of the associated uncertainties caused by the initial errors [1, 2] . Obviously, this approach possesses potential application in other fields where dynamical models are utilized to predict the state of the future based on the known presumed state, which contains observational errors. One of the key problems in ensemble prediction is the generation of initial ensemble perturbations, which reflects the real initial uncertainty. Various perturbation generation methods have been compared in refs. [2] [3] [4] [5] , and there is no consentaneous conclusion. At present, new methods to build initial conditions (eg. Ensemble Kalman Filter) or refining use of singular vectors (SVs) are one trend for development of ensemble predictions.
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At the European Centre for Medium-Range Weather Forecasts (ECMWF), the SV approach has been successfully applied to generate initial condition perturbations for ensemble forecasting. Singular vectors are defined in such a way to maximize the growth of perturbation total energy in the early part of the forecast, which provides the main rationale for their use in the context of ensemble prediction [6] . Gilmour and Smith [7] reported that there are limits of linearity assumptions in the construction of ensemble perturbation. Considering that the SVs cannot capture the nonlinear characteristics, a new concept of conditional nonlinear optimal perturbation was proposed [8] , which is a natural extension of SV into the nonlinear regime. The purpose of this study is to compare the use of CNOP with another more conventional technique, SVs, by using a quasi-geostrophic model and to investigate the potential application of
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CNOP for ensemble prediction. A 'perfect model' approach is used in this study, so that all prediction errors are due to the uncertainty in the initial conditions.
The model, method and the experiment design
The model
In the assessments of validity of one new method to data assimilation and ensemble prediction, scientists usually start with simple models, and thereinto, the barotropic model may be a proper choice. For example, in the well-known paper about four-dimensional variational data assimilation by Talagrand and Courtier [9] , the barotropic quasi-geostrophic model is adopted. This kind of models also plays an important role in other research fields in atmospheric sciences, eg. slow manifold. Besides, in the paper by Anderson [10] , a simple model of three-variable of Lorenz is used in the ensemble prediction experiments. To focus the attention on the methodology, a two-dimensional nondimensional barotropic quasi-geostrophic (QG) model is adopted in this study, which is as follows:
where the dependent variable is streamfunction ψ (x, y, t), q is the potential vorticity, , F = 0.102, f 0 = 10.0. In our numerical approach, the five points difference scheme and Arakawa finite difference scheme are employed to discretize the Laplacian operator and the Jacobian operator respectively. The temporal discretization is carried out by using Adamas-Bashforth scheme. Ω = [0, For simplicity, the topography is defined as a function of y-coordinate, similar to the one in experiment 2 or 3 in ref. [11] . Here, it is given by 
where ϕ is the streamfunction.
Singular vectors are obtained by a general iterative power method, where energy norm is adopted. The detailed procedure can be found in ref. [12] .
Conditional nonlinear optimal perturbation (CNOP) is the initial perturbation 
where In this process, adjoint technique is used. Optimization algorithm of Spectral Projected Gradient (SPG2) Method is employed [13] , which calculates the least value of a function of several variables subject to box and ball constraints. Besides, this optimization method need not calculate the gradient of the initial constraint function with respect to the initial perturbation, which is different from SQP [14] in ref. [11] .
Linear singular vectors approximately determine the most unstable phase-space directions in the early part of the forecast period, while CNOPs represent a kind of perturbations having the largest development at the end of the optimization time under initial constraint condition. The structures of CNOPs depend on the choice of inner product and optimization time interval, which is similar to SV.
The experiment design
This study is carried out under a perfect model scenario. First, the nonlinear model is used to produce a reference atmospheric state starting from a specified, presumed exact initial condition. This state is regarded as a 'true' state with which all predictions will be compared. The state of control forecast is then produced with the same model starting from the analysis field. The generation of the analysis field will be described in section 2.1. Both singular vectors and CNOPs are calculated by using the state of control forecast as basic state, with optimization time of two days. The perturbations are added to and subtracted from the analysis field, which is the initial state of the control forecast, to generate the perturbed initial ensemble states. Forecasts from perturbed initial ensemble states and one control forecast constitute one sample. The ensemble perturbations for sample 1 (denoted as S1) are composed of singular vectors. Sample 2 (denoted as S2) is obtained by replacing the first SV by CNOP in S1, with the other members remaining the same. Monte Carlo method is also used to compare its result with the results of S1 and S2. For S1 and S2, 7 members are generated respectively and for Monte Carlo (MC), 23 members are generated.
Numerical results
Generation of analysis field
There are several ways to generate the analysis field in a perfect model scenario. According to Toth and Kalnay [5] , there is a qualitative relationship between the bred mode and the analysis error. So, Houtekamer and Derome [15] performed numerical experiments with two-member ensembles under highly favorable conditions assuming the bred mode is analysis error. Considering that data assimilation schemes are the main approaches to generate the analysis field in several operational centers, Morss [16] employed a three-dimensional variational data assimilation scheme to generate the analysis field, in which the observation fields are constructed by adding some random errors to the true state. In our study, we performed a simple four-dimensional variational data assimilation to generate the analysis field described as follows. First, at each grid point observation is generated by adding a random error with normal distributions to the true value. Therefore, the magnitude of the observation fields can be controlled by adjustment of standard deviation of the normal distribution. 
where obs obs
and the superscript T represents the matrix transpose; W is the inverse of the covariance matrix of the observational error;
obs T ψ is the observation field at T, which represents 6 h in this subsection.
* 0 ψ is adopted as the analysis field in this research. The details to solve (7) can be found in refs. [17, 18] .
Forecast experiments
In this series of experiments, the true initial state 0
Its energy norm is Figure 1(a) . Before day 11, S1 provides a better mean forecast than Monte Carlo method. After day 11, the results are in reverse, which may be due to the fact that singular vectors cannot capture the nonlinearity of growth of large analysis errors. A promising result is that S2 provides a very good ensemble mean forecast from day 8 to day 14. While in the early part of the forecast, S2 makes a little worse forecast, which may be due to the fact that CNOP grows too fast.
(ii) Experiment 2. In this experiment, the L 2 norm of analysis error is 0.0340, smaller than that of Exp.1. The corresponding SVs and CNOP with initial constraint condition σ = 0.0340 are both obtained. The RMS with the forecast lead time between the ensemble mean of forecasts and the true state is illustrated in Figure 1(b) . Similar results can be found in this experiment, the ensemble mean forecast skill of S2 is still the best in the medium range; and in the early part of the forecast the difference between S1 and S2 has reduced. Monte Carlo improves the forecast skill a little during the whole forecast period.
(iii) Experiment 3. In this experiment, the L 2 norm of analysis error is 0.0158, smaller than that of Exp.2.
The initial constraint condition σ = 0.0158. Figure 1(c) is the RMS with the forecast lead time. It is found that S1 and S2 almost have no differences in the early part of the forecast, and both improve the forecast skill. In the medium range, S2 still improves evidently. Monte Carlo almost makes no improvement in the early part of the forecast and makes bad forecast in the later.
From the above series of experiments, it is found that with the reduction of the magnitude of analysis error, S2 makes the mean forecast approach that of S1 gradually in the early part of the forecast, meanwhile in the medium range, S2 still makes a better forecast than that of S1. This may give some implications that in real atmosphere even if the analysis error is very small, CNOP can still be used for ensemble perturbation to improve the forecast skill in the medium range.
Experiment 4
In this experiment, the true initial state 0 t ψ is given by 0 2π 2π 1.0sin
1.0sin
Its energy norm is Figure 1(d) , which is quite different from the above 3 experiments, showing that only the Monte Carlo method can improve the mean forecast quality a little. However, S1 makes a bad mean forecast in the whole forecast period, and the forecast skill of S2 is even worse.
Further analyses
In this section, we compare the nonlinear growths of analysis error, the first SV and CNOP in terms of L 2 norm, in an attempt to explore why under some conditions the ensembles S1 and S2 can improve the forecast skill, while in other cases they make bad forecasts.
The results of Exps. 1-3 all show that the nonlinear growth of SV is greater (smaller) than that of analysis error in the early (later) part of the forecast. The nonlinear growth of CNOP is the greatest all along. For brevity, only the result of Exp.1 is shown in Figure 2 . The results of Exp. 4 shown in Figure 3 is quite different from those of the other three ones, which demonstrates that the nonlinear growth of analysis error is smaller than the growths of SV and CNOP during the whole forecast time. In this study, the types of analysis errors for Exps.1 to 3 and Exp.4 are regarded as fastgrowing and slow-growing errors respectively.
The above analysis demonstrates that if analysis errors are fast-growing ones, ensemble sample composed of SVs can improve the forecast skill, meanwhile the Figure 3 The caption the same as Figure 2 , but for Exp. 4. sample in which the first SV is replaced by CNOP makes a better forecast in the medium range. If analysis errors are slow-growing type, Monte Carlo can make a good mean forecast in the medium range. And fastgrowing perturbation ensembles could make the ensemble mean forecast worse.
It is well known that ensemble prediction is an approximate implementation of probability forecasting. Under a perfect model assumption, the ensemble forecast skill mainly depends on whether the initial ensemble perturbations can represent the initial analysis error properly. In the above experiments, if analysis errors belong to fast-growing ones, both SV method and ours can represent the initial analysis errors well, so they make good forecasts. If analysis errors are slow-growing type, the initial analysis errors can be properly represented by neither SV method nor our approach, so they make bad forecasts. The above analysis suggests that understanding the information about analysis error, and then adopting suitable initial ensemble perturbation method are very important. One of the main functions of ensemble prediction is to improve the forecast skill of extreme weather events, of which the initial analysis errors almost all belong to fast-growing errors ones (otherwise, under a perfect model assumption, slowgrowing errors will not yield a failure of the forecast). Consequently, it is reasonable to expect that our new method may be effective to the cases of extreme weather events. Of course, this needs further studies and implementation experiments.
In the following, to further understand why S2 makes better forecasts than S1 in the medium range in Exps.1 to 3, similarity index and empirical orthogonal function (EOF) analysis are both performed to analyze the relationships of patterns between analysis error and ensemble mean perturbation.
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First, we define a similarity index S [19, 20] , which quantifies the degree of similarity of patterns.
( ) , / 
where e t and ep t represent the patterns of the nonlinear development of analysis error and the ensemble mean perturbation. From the above formula, it is seen that S ranges from −1 to 1 and depends on the choice of the inner product. In this research, both energy and L 2 norms are adopted respectively. 
Obviously, the more negative the value of S is, the more accurate the mean forecast will be.
Taking Exp.1 as an example, S is shown with the forecast lead time under energy and L 2 norms respectively in Figure 4 . We find that either in the case of the energy norm or in that of the L 2 norm, S for S2 is more negative than that for S1, which suggests that the mean forecast of S2 is more accurate than that of S1.
Besides, empirical orthogonal function (EOF) analysis, which is widely used in oceanographic and meteorological researches in the statistics community, is also adopted in this research to analyze the relationships of the main patterns of different errors. Taking Exp.1 as an example, a conventional EOF analysis is performed to delineate the major modes of the nonlinear development of analysis error and ensemble mean perturbation (14 days), and the first three leading EOFs are obtained, which are able to account for most of the total variance (Table 1) . Each EOF mode is normalized so that its total spatial variance is equal to unity. The results demonstrate that the EOF1 mode of the analysis errors is of a meridian structure feature. The EOF2 mode is a low-high structure feature in the northsouth direction. The domain of the low structure is small compared with that of the high structure. The EOF3 mode shows a high-low structure feature in the northsouth direction. However, the domains of the low structures are comparable. The EOF modes of S1 and S2 are also acquired. The similarity indexes of each EOF mode of analysis error to those of S1 and S2 are computed (Table 2) , and it is found that the EOF modes of S2 are more similar to those of analysis error, and main differences lie in the sign. The modes of S1 have no remarkable similarity to those of analysis error. That is to say, ensemble mean perturbation in S2 can better capture the main modes of nonlinear development of analysis errors. Table 2 The similarity indexes between EOF modes of analysis error and the corresponding ones of S1 or S2. 
Conclusions and discussion
In this paper, a quasi-geostrophic model has been adopted under a perfect model assumption, so all prediction errors are caused by uncertainties in the initial state.
The results show that under the condition that the analysis errors grow rapidly, in the early part of the forecast, there is no distinct difference between the mean forecasts of S1 and S2. In the later part of the forecast, ensemble S2 provides the best mean forecasts. With the reduction of the magnitudes of analysis error, S2 makes the mean forecast approach that of ensemble S1 gradually. We also investigate the case of slowly growing analysis errors. The results show that the control run can provide a good forecast. S1 and S2 even make the forecast worse. That suggests that when analysis errors belong to fast-growing type, compared with SV method, CNOP method can represent the evolution of initial analysis error better, and consequently makes the ensemble forecast better. While analysis errors belong to slow-growing type, both SV and CNOP methods cannot represent the evolution of initial analysis error well, and yield the failure of the ensemble forecast. Besides, the similarity index and EOF analysis are both performed to explore why S2 can provide a better forecast than S1 in the medium under the condition that the analysis error is a kind of fast-growing error. Both energy and L 2 norms are chosen, the similarity index of S2 and analysis error is more negative than that of S1 and analysis error in the medium range. The EOF analysis also reveals that the EOF modes of analysis error are more similar to the corresponding ones of S2 than to those of S1. All these can explain the results.
The above numerical experiments are preliminary exploration of the new method to ensemble prediction. There only one CNOP is used as ensemble perturbation in S2, and the ensemble mean forecast is adopted as the evaluation method. Our analyses reveal that the forecast skill of different generation of initial ensemble perturbation depends on the type of the analysis error, which can be understood from the fact that ensemble prediction is an approximate implementation to probability forecast. To investigate the application of CNOP to ensemble forecasts further, more complex models and a large number of experiments (e.g. various topography and other kind of external forcing) and other evaluating methods are needed to confirm the above numerical results. CNOPs of different initial constraint conditions and/or different optimization time attempt to apply in the ensemble forecasts, and especially the local CNOP of some basic states may need to be explored. Work is under way to verify if such ensembles can improve the forecast quality better. 
