We build a mathematical model for the mutation process of microsatellites during polymerase chain reaction (PCR) using the theory of branching processes. Based on the model, we develop a method to estimate the mutation rate of microsatellites per PCR cycle and the probability of expansion by maximizing a quasi-likelihood of the observed data. We show by simulations that the proposed estimation method can accurately recover the relationship between the mutation rate and number of repeat units. The theoretical basis for the proposed method is also given. We apply the method to experimental data on poly-A and poly-CA repeats.
Introduction
The polymerase chain reaction (PCR) is an important laboratory (in vitro) technique to generate large amounts of identical copies of a specific genetic region from a small amount of DNA [9] , [13] [14] [15] . The principles of PCR can be briefly described as follows, for more details, see Navidi and Arnheim [10] and Watson et al. [20] .
The region of the molecules to be amplified is called the target (possibly up to 10,000 base pairs long). In order to perform PCR, DNA sequence information must be known on each side of the target so that a pair of primers (usually 20-25 base pairs long) can be designed. A PCR cycle consists of three steps. During the first step (denaturation) the temperature is raised to 95 0 C so that double-stranded DNA molecules are separated into single stranded ones that are used as templates for the next two steps. During the second step (annealing) the temperature is lowered to ∼ 60 o C so that primers can anneal to the templates. During the third step (polymerase extension) the temperature is raised to 72 o C so that the polymerase can extend the primers annealed to the single-stranded templates. The process is repeated for many cycles. Each PCR cycle can potentially double the number of molecules containing the target and the number of molecules containing the target increases exponentially with the number of PCR cycles. In reality, not all the molecules generate a new copy. There are several reasons for this. A double-stranded molecule may fail to denature into two single-stranded templates. Primers may not anneal to some of the templates and DNA polymerase may fail to extend the annealed primers to completely cover the target 1 region.
As in any biochemical processes, mutations can occur during PCR. In amplifying DNA molecules with non-repeated sequences, point mutations can occur. Several investigators developed methods to estimate the point mutation rate during PCR [18] [19] [22] [23] . During PCR amplification of short repeated sequences (microsatellites), it is well known that in addition to the main band, several minor bands (usually referred as stutter bands [21] ) are also present. The presence of stutter patterns in PCR product can cause problems in the assignment of different alleles in genotyping. To reduce the effect of stutter patterns in microsatellite genotyping, several investigators developed computational algorithms to help automate genotyping [7] [11] [12] [17], but they did not address the problem of how the mutations occur during PCR. In an effort to understand the mutation mechanism of microsatellites during PCR, Miller and Yuan [8] developed a mathematical model for the mutation process during PCR. However, they assumed that, at each PCR cycle, the probability of a repeat being added or deleted does not depend on the number of repeat units a template has. This assumption clearly contradicts the fact that stutter patterns are different for sequences with different numbers of repeat units.
The objective of this paper is to better understand the mutation mechanism of microsatellites during PCR. Unlike the model of Miller and Yuan [8] , we assume that molecules with different numbers of repeat units have different mutation rates. We estimate these mutation rates using a maximum quasi-likelihood approach. The biological implications of the findings can be found in [16] . In this paper, we provide the theoretical basis of our estimation methods and show through simulations that our estimation methods can accurately recover the relationship between mutation rate and the number of repeat units.
The organization of the paper is as follows. In Section 2, we build a mathematical model for PCR and the mutation mechanism for microsatellites and present the analytical methods to analyze the data without giving details on the theoretical basis. Practitioners can directly apply the methods to their data without going into details of the paper. In Section 3, we show through simulations that the methods can accurately recover the relationship between mutation rate and the number of repeat units. In Section 4, we present the theoretical basis for our approach.
Materials and methods

A mathematical model and the quasi-likelihood estimation method
We model PCR amplification of microsatellites by two stochastic processes. One is the generation of template molecules which can be described as a random binary tree. The other is to superimpose mutations to the newly generated template molecules in the binary tree according to the mutation mechanism of microsatellites ( Figure 1 ).
A stochastic model for the generation of template molecules during PCR has been de-veloped [18] . In the n-th PCR cycle, a template molecule generates a new template with probability λ n , the PCR efficiency at the n-th cycle. Note that if a template molecule is generated, it always stays in the pool. The process of generating the molecules forms a random binary tree.
Under the above model, the expected number of molecules after n PCR cycles, S(n), n = 1, 2, · · · , satisfy the following recursive equation
For the mutation process, we assume that when a new template is generated from a parent template with j repeat units, it has a probability µ j of being mutated. Given a mutation occurs, the probability that a repeat unit is added (expansion) is e and the probability that a repeat unit is deleted is 1 − e.
(insert figure 1 for model PCR here)
The expected number of molecules with j repeat units after n PCR cycles, S j (n), j, n = 1, 2, · · · , satisfy the following recursive equation
In Section 4, using the general theory of mean field approximation, we show that when the number of PCR cycles is relatively large, the fraction of molecules with j repeat units after n PCR cycles can be approximated by f j (n) = S j (n)/S(n). From Equations (1, 2), we can find the recursive equation for f j (n),
Let I indicate the set of experiments. For each i ∈ I, let o Equation (3). We define the quasi-likelihood of the data as
where J is the range of repeat units of interest.
To find the maximum points of Equation (4), we apply Kiefer-Wolfowitz (K-W) stochastic approximation method [6] . It was used by Zorin et al. [24] to analyze data of O-2A progenitor cell experiments in vitro. The multidimensional K-W process had been studied by Blum [3] as follows.
Let {a n } and {c n } be two infinite sequences of positive numbers satisfying the following conditions,
For example, a n = n 
Under mild conditions [3] , the above iteration will tend to a local maxima of the quasilikelihood function L(θ). The basic idea of this process is as follows. Starting from an initial point, we move the point along some direction and then compare the likelihood values of these two points. If the movement increases the likelihood, we change parameter values towards that direction. Otherwise we change towards the other direction.
We use the bootstrap approach [5] to estimate the confidence intervals for the parameters.
For each number of repeat units of interest, we randomly sample with replacement the same number of experiments as in the original experimental design to form one bootstrap sample.
We then use the same approach to estimate µ j , j ∈ J and e. We repeat the process for 1000 bootstrap samples. The upper and lower limits of the 1 − α confidence interval for each parameter is estimated by the α/2 and 1 − α/2 percentiles of the bootstrap estimates.
Application to experimental data
We first apply the above approach to experimental data without assuming any relationship between the mutation rate µ j and the number of repeat units j. The estimated mutation rate µ j increases approximately linearly with the number of repeat units.
We then fit a linear function of µ j with respect to the number of repeat units j.
For poly-CA, the estimated mutation rate is
and the estimated mutation rate for poly-A is
The probability of expansion is estimated at 0.068 and 0.158 for poly-CA and poly-A, respectively. The biological implications of our findings can be found in [16] .
Predict stutter patterns
We study the power of our model to predict stutter patterns starting from single molecules with (CA) 21 (8 replicates). Using the PCR efficiency observed in real time PCR experiments and slippage mutation rate defined in Equation (7) confidence intervals indicating that our theoretical model cannot be used to predict the stutter patterns for A 16 . In the discussion section, we give several potential reasons for this discrepancy.
(Insert Figure 2a and 2b here)
The quasi-likelihood approach uses many approximations. The quasi-likelihood is not the true likelihood of the data because the dependency among the numbers of repeat units in PCR products is ignored. The performance of the approach needs to be studied. Do the estimated parameters really reflect the real underlying mutation rates and expansion rate?
How sensitive are the results to the misspecification of the PCR efficiencies using real-time PCR? The PCR efficiencies are not accurately known and they depend not only on the PCR cycle number but also the concentration of molecules at different PCR cycles. Under what conditions is the above approach applicable? We will study these questions through both simulation and theoretical studies.
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In this section we show, using simulations, that the quasi-likelihood approach described above can be used to find the relationship between mutation rate and the number of repeat units when the number of PCR cycles is relatively large. In our simulations, we simulate PCR process as closely as possible to the experimental protocol. Real-time PCR experiment data suggest that the PCR efficiency are roughly as follows λ n = 0.85, 1 ≤ n ≤ 50, λ n = 0.85 − (n − 51) × 0.1, 51 ≤ n ≤ 58, and λ 59 = λ 60 = 0.15 (Scheme 1). The dependency of slippage rate µ j on the number of repeat units j is not known although experimental data clearly suggest that µ j increases with j. It also appears that there is a threshold k 0 such that no mutations can be observed experimentally when j ≤ k 0 . In our simulations, we assume three different functions for µ j .
For all the three models, we assume that the probability of expansion is 0.007. We choose for the next cycle. After 60 PCR cycles, we output the fractions of molecules with certain number of repeat units as in the real experiment. We only consider those repeats whose corresponding fraction in the final PCR products is at least 1%.
We then apply the quasi-likelihood estimation procedure described above to the simulated data set. The number of repeat units in the final data sets ranges from 5 to 15. Therefore we can only potentially estimate µ 5 to µ 15 . In addition, we have another parameter, e, the probability of expansion given a mutation occurs. There are a total of 12 parameters to be estimated. We apply the Kiefer-Wolfowitz stochastic approximation method [6] to estimate the 13 parameters. We start from different sets of initial values for µ and e, and the results are roughly the same.
We repeat the above process for 1000 times. rates coincides with the corresponding true value when the number of repeat units is 6, 8, 10, 12, or 14, respectively, from which the experiments are started. For others, the average of estimated mutation rates is slightly higher than the corresponding true value. In general, the true relationship between the mutation rate and the number of repeat units can be roughly recovered from such experimental data.
Insert Figures 3(abc) here for simulation studies
In reality, we do not accurately know the PCR efficiency in every PCR cycle and they are estimated from real time PCR experimental data. In order to study the stability of our estimation method with respect to the mis-specification of PCR efficiency, we estimate the mutation rates using two sets of efficiencies that are different from the efficiencies used in our simulations. It is essential to keep 60 n=1 (1 + λ n ) the same because it is the expected value of the total number of final products. We use the PCR efficiencies in Scheme 2 and Scheme 3 to analyze the simulated data based on the linear mutation model. The average and the range of the estimated slippage mutation rates are given in Figure 4 (ab). Using scheme 2, the average of the estimated mutation rates is only slightly higher than the true value. Using scheme 3, the average of the estimated mutation rates is smaller than the true value. However the differences are not big. The results show that the estimation method is stable with respect to the mis-specifications of PCR efficiencies. Table 1 gives the average, the upper 97.5% and lower 2.5% quantiles for the estimated probabilities of expansion e using different mutation models and PCR efficiencies. From this table, we can see the estimated probability of expansion are close to the true value.
(Insert Table 1 
Theoretical basis for the estimation method
In this section, we provide the theoretical basis for our approach. We consider a more general mutation model than the mutation model specified above. Let
be the probability that a new template molecule generated from a template molecule with . The probability generating function for
for all k, j ∈ J, where e k is the k-th unit vector.
The first moment matrix of this branching process at the n-th PCR cycle is M n = (m ij ), where
In the following, we let · denote the sup-norm; or equivalently, for a vector x = (x α , x α+1 , . . . , x β ), x = max(x α , x α+1 , . . . , x β ). For any two vectors x and y, x · y denotes i x i y i . Let 1 = (1, 1, . . . , 1) . We have the following theorems. 
Corollary 1. Under the assumptions of Theorem 2,
Remark. The corollary states that when the number of PCR cycles is large, the fraction of molecules with i repeat units can be approximated by the i-th component of
, referred as mean field approximation. The mutation model described in section 2 is a special case of the general model with µ j,j+1 = µ j e, µ j,j−1 = µ j (1 − e), and µ jj = 1 − µ j for any α < j < β. For simplicity, we assume µ αα = µ α , µ αα+1 = 1−µ α and µ ββ = µ β , µ ββ−1 = 1−µ β Suppose that we have I PCR experiments. Let ν (i) j (µ, e) be the fraction of molecules with j repeat units in the i-th experiment, where µ is the mutation rate matrix. Then
be the observed fraction of molecules with j repeat units in the i-th experiment. We define the quasi-likelihood as
From Corollary 1, we can see that the quasi-likelihood L(µ, e) can be approximated by , e) is the mean field approximation of ν e) . This is the theoretical basis of our estimation method.
Mathematical proofs
Before we prove our theorems, we first partially quote Frobenius theorem [4] , which is essential to our proof. 
Proof of Theorem 1. It is straightforward to check that det(M n − (1 + λ n )I) = 0, for all n.
We need to show further that there are no eigenvalues of M n with absolute value greater than 1 + λ n . Assume that there is an eigenvalue ρ of M n with absolute value greater than 1 + λ n .
Let x be the corresponding left eigenvector such that xM n = xρ and suppose x =
x i e i with e i being the i-th unit vector. Note that
It is straightforward to verify that u = (
, . . . ,
β −α+1 when they are normalized. u and v are independent of λ n and by Frobenius theorem 
Recall that U is positive, that is, there exists l, such that every term of U l is positive.
Let µ (l) ij > 0 be the ij-th term in U l . Note that the probability that a template with j repeat units generates a new template with i repeat units in any l PCR cycles (s + 1,
new templates with i repeats are generated after kl PCR cycles}
Lemma 1 is proved. 
Because
So the right and left eigenvectors corresponding to the maximal eigenvalue of U are u and
Using Frobenius theorem and the assumption λ s ≥ c > 0, we have 
With the above assumptions and lemmas 1 and 2, the proof of this lemma is similar to the proof of Theorem 3, page 193 of [1] and is thus omitted.
Proof of Theorem 2. Note that
= 0 (Lemma 1 and Lemma 3).
Discussion
We developed a novel mathematical model for the mutation mechanism of microsatellites during PCR. Based on the model, a computational method was used to estimate the slippage mutation rate µ j for microsatellites with j repeat units and the probability of expansion when slippage mutations occur. We applied the method to analyze experimental data on poly-CA and poly-A. We studied the validity of the estimation method using simulations and the theory of branching processes. The theoretical basis for the quasi-likelihood approach is given based on the theory of branching processes and mean field approximation. Simulation studies showed that the quasi-likelihood estimation method can accurately recover the relationship between slippage mutation rates and the number of repeat units. We also showed that the estimation method is stable with respect to the misspecification of PCR efficiency in different PCR cycles. The biological implications of the results are given in [16] .
We studied the predictive power of our model. For (CA) 21 , we used the estimated mutation rates and probability of expansion using data [16] on (CA) 6 − (CA) 14 . Most of the observed frequencies fall within the 95% confidence sets of the predicted frequencies. We similarly analyzed the data on A 16 . However most of the observed frequencies fall outside the 95% confidence sets of the predicted frequencies and the observed peak is one repeat unit larger than the theoretically predicted peak unit. There are several potential reasons for this discrepancy. For poly-A, the linear relationship between the mutation rate µ j and the number of repeat units j may not hold when the number of repeat units is relatively large. Another explanation is that the expansion rate may also depend on the number of repeat units. Finally, the estimated parameters may not be accurate because of the relatively small number of experiments we used in the estimation for poly-A. The relationship between the slippage mutation rate and the number of repeat units derived from the experimental data can only be confidently used over the range of repeat units studied in the experiments.
Cautions should be used to extrapolate the relationship outside this range. confidence intervals are based on 1000 PCR simulations using slippage mutation rates based on a) equation (7) and expansion probability 0.068 estimated using data [16] on (CA) 6 − (CA) 14 , and b) equation (8) and expansion probability 0.158 estimated using data on A 9 − A 12 , respectively. 
