Abstract. The main purpose of this paper is to survey several sum formulae of (p; q) Fibonacci number Un and (p; q) Lucas number Vn by using the …rst and the second derivatives of the equations
Introduction
In [8] , Horadam de…ned the sequence fW n g = fW n (a; b; p; q)g by W n = pW n 1 qW n 2 , W 0 = a; W 1 = b for n 2; where a; b; p; q 2 Z and p > 0; q 6 = 0: The characteristic equation of this sequence is x 2 px + q = 0 and indicating the distinct roots of this equation with and , the Binet formula for fW n g is given by
where A = b a and B = b a , as in [13] . In this paper we consider two special cases of the Horadam sequence by determining two initial conditions. For example, the (p; q) Fibonacci sequence notated by fU n (p; q)g is de…ned by for n 2: The (p; q) Lucas sequence notated by fV n (p; q)g is de…ned by
V n = p V n 1 qV n 2 ; V 0 = 2; V 1 = p for n 2.
The Binet formulae for these sequences can be given by
In this work, we will denote = p p 2 4q. Also, for convenience we will use fU n g and fV n g instead of fU n (p; q)g and fV n (p; q)g, respectively.
The sequences fU n g and fV n g have been studied in [3] , [7] , [9] , [11] , [13] , and [14] . Notably, if p = q = 1; fU n g and fV n g are the well known Fibonacci and Lucas sequences.
Note that and are the roots of characteristic equation x 2 px + q = 0. Thus it follows that 2 = p q and 2 = p q: More general it can be seen that n = U n qU n 1 and n = U n qU n 1 , for all n 2 Z: Moreover the terms of these sequences can be extended to negative subscripts as U n = q n U n and V n = q n V n for n 1:
Sums and formulae involving Fibonacci and Lucas numbers and their generalizations have always attracted the attention of many authors. For example, Long obtained sums such as [10] . Melham [12] considered two special cases of the Horadam sequence fW n (a; b; p; 1)g by taking a = 0; b = 1 and a = 2; b = 1: He gave sums of powers of the terms of these two special cases of Horadam sequence. Moreover Belbachir and Becherif dealt with sums and formulae for products of generalized Fibonacci and Lucas numbers, in [2] . Also µ Cerin tackled some alternating sums of Lucas numbers in [5] .
In 2008, Amini [1] considered the identity
where F n is the n th Fibonacci number. Then in [6], Cerin, Bitim and Keskin generalized Amini's identity and noticed another identity as follows:
where V n = pV n 1 + V n 2 for n 2 with the initial conditions V 0 = 2; V 1 = p. In this study we consider two more generalizations of the identities given in [6], as follows:
where U n and V n are the (p; q) Fibonacci and (p; q)-Lucas numbers, respectively. By derivatives of these identities we obtain some sums of products of the (p; q)-Fibonacci numbers and the (p; q)-Lucas numbers. Some similar results were investigated by Cerin in [4], Belbachir and Bencherif in [2] . In [4], Cerin gave the formulae for the sums,
when n 0; a 0; c 0; b > 0 and d > 0 are integers. In the proofs, he used the formula for the sum of the geometric series. Belbachir and Bencherif have found these formulae only in the cases when q = 1 and b = d = 2, in [2] . But we obtain some formulae similar to 1 ; 2 and 3 ; by using the …rst and the second derivatives of the identities given in ( 1.1) and (1.2). The identities (2.11), (2.12) and (2.13) given in Theorem 1 are di¤erent cases of the formulae 1 ; 2 and 3 given in [4], since b and d are positive integers. To sum up, in this paper we extend all results given in [6].
Sums From The Derivatives of The Identities (1.1) and (1.2)
In this section we will use P (x) and Q(x) to denote polynomials
where n is a natural number. Moreover, in proofs of our theorems we will use the following identities. For all n; m 2 Z, U n = q n U n ; (2.1)
V n pU n = 2qU n 1 (2.6)
V n + pU n = 2U n+1 ; (2.8)
These identities can be found easily by using Binet formulae.
Proof. By the …rst derivative of (1.1) we get
Let f (x) = n x n 1 U n . Thus, for x = and x = , it follows that
Their sum gives
If we replace n with n + 1 and use the identity (n + 1)V n 2U n+1 = nV n pU n ;
then we obtain the formula (2.11).
On the other hand, the equality f ( ) f ( ) = n U n 1 is another form of the formula (2.12):
Now assume that u(x) = 2(n + 1)x n npx n 1 V n : Taking the derivative of (1.2), we get
If we take x = and x = in this equation, then we obtain
The equality u( ) + u( ) implies the formula (2.12) again. Moreover the equality u( ) u( ) gives the formula (2.13):
As a consequence of Theorem 1, we can give Corollary 1, 2 and 3.
. Then for every natural number n, the following sums hold:
Proof. Taking x = in (2.14) we can write
Thus we have the formula
which is precisely the formula (2.15). Similarly, the formula (2.16) follows from (2.14) by taking x = .
Corollary 2. For every natural number n; the following sums hold: 
Proof. By taking the sum of (2.15) and (2.16), we get
Using (2.2) and (2.3), we obtain (2.17).
On the other hand, (2.15) (2.16) gives the formula
Using (2.1) in this equation, we get the formula
Moreover, if we use (2.4) and (2.18), then we can write
Thus it follows that
Indeed, using (2.5), the equation
follows from (2.19).
Corollary 3. For all n 2 N, the following sums hold:
Proof. By (2.11) we can write
Then taking the sum of p(2.21) and (2.12), we get
by using (2.8). Thus using (2.9) in this equation, it follows that
If we consider (2.10) and (2.22), then we have the expected formula (2.20).
On the other hand using (2.12) p(2.21) and (2.6), we get
Also using (2.10), (2.23) and (2.7), we see that Theorem 2 and Corollary 4 are related to results that come from the second derivatives of (1.1) and (1.2).
Theorem 2. For every natural number n,
Proof. Let h(x) = n(n 1)x n 2 . If we take the second derivative of (1.1), then we get
Taking the sum of h( ) and h( ), we obtain
Replacing n with n + 1 and using (2.11) and (2.12), we get the formula (2.24): On the other hand, the equality h( ) h( ) gives, Finally replace n with n + 1 and use (2.11) and (2.12), we get the formula (2.25): Taking the derivative of u(x), we get
The sum of u 0 ( ) and u 0 ( ) implies the formula
Replacing n with n + 1 and using (2.12 )and (2.13), we get (2.26).
If we take n instead of n + 1 and use (2.13) and (2.12), then we obtain the expected result for (2.27).
Consequently, we can give the following corollary.
Corollary 4. For every natural number n; Proof. If we multiply h( ) by n 1 and h( ) by n 1 , then we get (n 1 j)U j j = n(n 1) 2n + 2 n+2 U n 2 2 ; (2.33)
respectively. Now taking the sum of (2.32) and (2.33), and replacing n with n + 2 and using (2.17) we obtain the expected formula (2.28).
On the other hand, if we consider the di¤erence of (2.32) (2.33), and use (2.1) with (2.18), then we obtain the formula (2.29). Moreover if we use (2.4) with (2.29), then we obtain (2.30). In addition to this, if we use (2.5) with (2.30), then we get the formula (2.31).
