To date the literature on quantile regression and least absolute deviation regression has assumed either explicitly or implicitly that the conditional quantile regression model is correctly specified. When the model is misspecified, confidence intervals and hypothesis tests based on the conventional covariance matrix are invalid. Although misspecification is a generic phenomenon and correct specification is rare in reality, there has to date been no theory proposed for inference when a conditional quantile model may be misspecified. In this paper, we allow for possible misspecification of a linear conditional quantile regression model. We obtain consistency of the quantile estimator for certain "pseudo-true" parameter values and asymptotic normality of the quantile estimator when the model is misspecified. In this case, the asymptotic covariance matrix has a novel form, not seen in earlier work, and we provide a consistent estimator of the asymptotic covariance matrix. We also propose a quick and simple test for conditional quantile misspecification based on the quantile residuals.
Introduction
Since the seminal work of Koenker and Bassett (1978) and Bassett and Koenker (1978) , the literature on quantile regression and least absolute deviation (LAD) regression has grown rapidly in many interesting directions, such as simultaneous equation and two stage estimation [Amemiya (1982) , Powell (1983) ], censored regression [Powell (1984) , Powell (1986) , Buchinsky and Hahn (1998) ], serial correlation and GLS estimation [Weiss (1990) ], bootstrap methods [Hahn (1995) , Horowitz (1998) ], structural break testing [Bai (1995) ], ARCH models [Koenker and Zhao (1996) ], and unit root testing [Herce (1996) ].
All these papers, however, assume explicitly or implicitly that the conditional quantile regression model is correctly specified. When the model is misspecified, confidence intervals and hypothesis tests based on the conventional covariance matrix are, as we show, invalid. Even though misspecification is a generic phenomenon and correct specification is rare in reality, there has to date been no theory proposed for inference when a conditional quantile model may be misspecified. In this paper, we allow for possible misspecification of a linear conditional quantile regression model. We obtain consistency of the quantile estimator for certain "pseudotrue" parameter values and asymptotic normality of the quantile estimator when the model is misspecified. In this case, the asymptotic covariance matrix has a novel form, not seen in earlier work, and we provide a consistent estimator of the asymptotic covariance matrix.
Of course, one can estimate the conditional quantile model without assuming correct specification using various non-parametric methods such as kernel estimation [Sheather and Marron (1990) ], nearest-neighbor estimation [Bhattacharya and Gangopadhyay (1990) ], or using artificial neural networks [White (1992) ]. Our results thus provide a convenient parametric alternative to nonparametric methods when researchers are not sure about correct specification or when they want to keep a parametric model for reasons of parsimony or interpretability even though it may not pass a specification test such as the nonparametric kernel based test proposed by Zheng (1998) . It is well known that
Basic Assumptions and Model
where f belongs to a space of measurable functions defined as
. Here, we focus only on the affine space A (⊂ F)
Now we give a definition of correct model specification.
Definition 1. We say a conditional quantile model
∈ ⋅ ) , ( { β h F, } k R ∈ β is correctly specified for ) | ( t t X Y q θ if
and only if there exists a vector
We impose the following quantile version of the orthogonality condition.
Assumption 4. There exists
Given t he "pseudo-true parameters" * β of Assumption 4, we can define the "error"
, which is stronger than Assumption 4, is equivalent to assuming that the conditional quantile model is correctly specified. This can be easily checked using (2.1). 
which is well-defined by Assump tion 3. As discussed by White (1994, pp. 74-75) , this optimization problem corresponds to maximiming the expected log-likelihood for a particular density function. The regression quantile parameter estimator , T β obtained by minimizing the sample analog
can therefore be viewed as a quasi-maximum likelihood estimator (QMLE).
Consistency and Asymptotic Normality
First, we establish the consistency of the quantile estimator T β for * β using Lemmas 2.2 and 2.3
in White (1980a) . The consistency result is the first step in deriving the asymptotic normality of the quantile estimator. The following additional assumptions suffice for the proof of consistency.
Assumption3′ . There exists
, where B is a compact subset of k R .
Assumption 6. For all x ,
Lemma 1. Suppose that Assumptions 1, 2, 3′ , 4, 5, and 6 hold. Then ) 1 (
All proofs are provided in the Mathematical Appendix.
There are several techniques available in the literature to derive asymptotic normality for the quantile and the LAD estimators. Among these are the linear programming method , Bassett and Koenker (1978) ]; the smoothing method [Bloomfield and Steiger (1983) ]; the convexity method [Pollard (1991) ]; and the generalized Taylor expansion method [Phillips (1991) ]. Here, we follow the method used by Huber (1967) , Ruppert and Carroll (1980) , and later extended by Pollard (1985) . Huber (1967) gave sufficient conditions that deliver asymptotic normality for any sequence T β satisfying , which will be the key step obtaining the asymptotic distribution of the quantile estimator. We impose the following conditions.
and for all x .
Lemma 3. Suppose that Assumption 3 ′ ′ ′ and 7 hold. Then 
Combining Lemma 3 and Lemma 4 and adding one more assumption permit us to state our main theorem. We impose
is positive definite.
The asymptotic distribution in Theorem 1 includes all previously obtained results as special cases. Suppose that the linear conditional quantile model is correctly specified. Then, it can be
. This case thus corresponds to Powell (1984) who obtains
. Consider the more restricted case where not only is the linear conditional quantile model correctly specified but also there is no conditional heterogeneity in the density f at the origin (no "heteroaltitudinality"), that is
. This corresponds to the standard case of Koenker and Bassett (1978) , who obtain
Now consider testing a hypothesis about
where R is a finite k q × matrix of full row rank and r is a finite 1 × q vector. Then Theorem 1 implies that, for example,
under the null hypothesis, where
is a covariance matrix estimator, consistent for C despite the possible misspecification. To implement such tests we require a consistent estimator T Ĉ . This is the focus of our next section.
Consistent Covariance Matrix Estimation
In this section, we provide an estimator for the asymptotic covariance matrix C that is consistent despite possible misspecification. The asymptotic covariance matrix consists of two components: Powell (1984) suggested the following estimator for 0 Q without formally proving its consistency:
where T ĉ may be a function of the data and
We impose the following conditions on the sequence } { T c .
Assumption 12.
There is a stochastic sequence } { T c and a non-stochastic sequence
We can now rigorously establish the consistency of Powell's estimator
and Assumptions 1, 3 ′ ′ ′ , 7, 10 and 12 hold.
Next, we use the plug-in principle to propose a consistent estimator of V :
. The estimator T V is completely analogous to White's (1980b) estimator, for which t û is the OLS residual.
and Assumptions 1, 3 ′ ′ ′ , and 10 hold. Then
We now define our estimator for the asymptotic covariance matrix C as 1 0
Together, Lemmas 5 and 6 imply C C p T → , ensuring the consistency of the covariance estimator.
This allows us to obtain a computable Wald statistic and its asymptotic distribution as follows. 
where T Ĉ is defined in (4.2).
Although we do not pursue the issue here, we note that just as MacKinnon and White (1985) found modifications of T V that afforded improvements in finite sample properties, so also may there be analogous modifications of T V here. We leave this to subsequent research.
A Test for Correct Quantile Specification
As we have seen in Section 3, if the conditional quantile model is correctly specified, then we have the quantile version of information matrix equality:
We formally state this in the following lemma.
Lemma 7. Suppose that Assumptions 2 and3′ ′ hold and let
It is interesting to note that in order to have the same equality as in Lemma 7 in the context of OLS regression, we require two conditions: (1) the conditional expectation model is correctly specified and (2) 
vector containing all the elements in the lower triangle and diagonal of the
the expression in (5.1) can be shown to be equivalent to
A scaled sample version of the expectation in (5.2), which is our proposed test statistic for the null of correct specification, is given by
We restrict the space to which the selection function ) (⋅ h belongs using the following moment condition.
Assumption 13. There exists
The following lemma is useful in deriving the asymptotic distribution of the proposed statistic. 
The proof easily follows from Andrews (1989) once we show that
As 
using Theorems II.2 and II.3 in Andrews (1989) . (i) Suppose that the conditional quantile model is correctly specified. Then
(ii) Suppose that the conditional quantile model is correctly specified and that there is no
It is straightforward to derive consistent estimators for A , , 0 A and D using the plug-in principle.
For example,
where T ĉ and t εˆ are the same as in the definition of T Q 0 in (4.1). It can be easily shown using
. Therefore, the null of correct specification of the conditional quantile function can be tested using the fact that under the null
where Σ is a consistent estimator for either 0 Σ or Σ as desired, and which can be constructed
Monte Carlo Simulations
We conduct simulation experiments to investigate the finite sample properties of our new covariance matrix estimator and to compare it with conventional covariance matrix estimators.
For later reference we label the various estimators as follows:
We compare the performance of these alternative estimators in three different set-ups:
[ We expect that Q-SE1 and Q-SE2 will achieve the best performance in Case 1 and Case 2 respectively, but Q-SE3 will be the winner in the most general case [Case 3]. Bootstrapping the covariance matrix for quantile regressions has also gradually gained popularity. Hence, we also include the bootstrap covariance estimator in our simulation study. We use the design matrix bootstrap covariance estimator used in Buchinsky (1995) , defined as When estimating Q-SE2 and Q-SE3, we need to make a choice for the bandwidth parameter be the standard normal cumulative density function. We specify the data generating processes for our cases as follows: In all cases the ti X 's are drawn from the standard normal distribution with cross correlation 0.5; the value for the quantile (θ ) is set to 0.7. The number of observations and the number of replications are 50 and 1,000 respectively.
For each replication we fit following quantile regression:
The standard error for each coefficient is calculated using the various methods explained above.
We report simulation means of the coefficient estimates and of the standard errors in Table 1 .
The results for Q-SE2 and Q-SE3 in Table 1 . We obtained quantitatively similar results using other bandwidth choices, so these are omitted.
When the quantile regression model is correctly specified and there is no conditional heteroaltitudinality in the density f [Case 1], all methods to compute standard errors behave similarly except for the bootstrap method, which yields standard errors slightly larger than the other methods. In the last column under the heading "True Std. Dev." we report the simulated standard deviations of the quantile estimates, which closely approximate the true standard deviation of the sampling distribution for the quantile estimator. Not surprisingly, the correct covariance estimator Q-SE1 in Case 1 is smallest and closest to the true standard deviation. It is interesting to note that the efficiency loss caused by using Q-SE2 and Q-SE3 is practically negligible.
In Case 2 where Q-SE2 is the valid covariance estimator, both Q-SE2 and Q-SE3 are reasonably close to the truth. The bootstrap standard errors are giving noticeable over-estimates and Q-SE1 is giving noticeable under-estimates. Finally, we turn to Case 3, where Q-SE3 is the only valid covariance estimator. It is clear from the table that only Q-SE3 is close to the truth.
Again, the bootstrap standard errors provide over-estimates. While the other two covariance estimators (Q-SE1 and Q-SE2) both provide under-estimates, Q-SE1 is much worse than Q-SE2.
The implication is that, at least in the case considered here, any null hypothesis is more likely to be rejected than it should be when the test is based on Q-SE1 or Q-SE2.
Our simulation study illustrates that: (i) when the linear conditional quantile model is misspecified and there is conditional heteroaltitudinality in the density , f our new covariance estimator can allow researchers to conduct valid hypothesis tests; (ii) even when these conditions are not satisfied, using our covariance estimator is not likely to cause a serious efficiency loss;
and (iii) the bootstrap method to calculate standard errors for quantile regressions should be used with care.
Application to Sharpe Style Analysis
In this section, we apply our results to Sharpe style analysis. Following Sharpe's (1988 Sharpe's ( , 1992 seminal work, the Sharpe style regression has become a popular tool to analyze the style of an investment fund. The Sharpe style regression is carried out by regressing fund returns (over a period of time from a fund manager) on various factors mimicking relevant indices. By analyzing the coefficients of the factors, one can understand the style of a fund manager (e.g. style composition, style sensitivity, or style change over time).
As Bassett and Chen (2001) The Sharpe style quantile regression equation is then given by
On the grounds that for the equity-only funds (e.g. the Magellan Fund or S&P 500 Index), unconstrained and constrained (non-negativity and summing-to-one) cases are usually similar, We use the same data set with a longer sample period (January 1979 -December 1997), yielding 228 monthly observations. Figure 1 shows a time-series plot of the Magellan Fund. Our belief is that the lack of significance encountered by Bassett and Chen is due to the relatively small number of observations. Since we are not sure about the correctness of the linear conditional quantile specification in (7.1), but would like to keep the linear specification, we calculate standard errors using the various methods explained in Section 6.
The results for the least squares and quantile regressions are reported in Table 2 . We take representative values of 0.1, 0.3, 0.5, 0.7 and 0.9 for θ in our quantile regressions. For the conditional mean of the distribution (that is, from the least squares regression), the Magellan fund appears to be heavily oriented toward Large-Growth (0.40) and also has an important LargeValue tilt (0.30). The remaining share is equally divided between Small-Growth (0.18) and Small-Value (0.21). In contrast to the findings of Bassett and Chen (2001) , the Large-Growth component clearly stands out. This is, however, consistent with their finding that Large-Value orientation is an important component of the style of the Magellan Fund. Further, it is obvious from Figure 2 that the stock market crash in 1987 generated a huge outlier in the returns series.
Considering that the least squares estimator is sensitive to outliers, one might like to see how robust the results are given this circumstance. The least absolute deviations (LAD) estimator is a potentially less sensitive alternative (but see White (1995, 1998) ) is also noticeably changing with θ .
The tilt to Small-Growth is substantially increasing with θ , indicating that the fund tends to invest heavily in Small-Growth stocks when the fund's performance is good, but reduces its share to a statistically insignificant point (when θ = 0.1, ) ( θ β SG is not significant) when the fund's performance is poor. The allocation to Small-Value ( ) ( θ β SV ) is decreasing with θ except at θ = 0.9 where it is sharply increasing. In order to see the change in the style against θ in detail,
we examine a grid of values for θ (from 0.1 to 0.9 with 0.1 increment) and plot each quantile
with its 95% confidence interval (constructed using Q-SE3) against θ . This plot is displayed in Figure 2 . The figure confirms our earlier observations.
The pattern of the quantile style (as a function of θ ) we have found is qualitatively similar to the findings in Bassett and Chen (2001) except for certain large values of θ , but we can now provide confidence intervals around the quantile style weights that are robust to the potential misspecification of the conditional quantile function.
In order to examine the potential for misspecification, we apply our quantile specification test
. The test statistics for the selected values for θ and for the three alternatives to compute the bandwidth are given in Table 3 . The results are fairly robust to the choice of the bandwidth. The overall conclusion is that for most quantiles we do not have evidence strong enough to reject at the 5% level the null that the linear quantile model in (7.1) is correctly specified. The last row in the table, however,
indicates that when θ = 0.9, the linear specification in (7.1) may be misspecified. It is worth noting again that the standard errors in Table 2 and the confidence intervals in Figure 2 are still valid under this potentially misspecified circumstance.
Conclusion
We have obtained the asymptotic normality of the quantile estimator for a possibly misspecified model and provided a consistent estimator of the asymptotic covariance matrix. This covariance estimator is misspecification-consistent, that is, it is still valid under misspecification. If researchers confine themselves to a parametric world, then our results are useful when there is uncertainty about correct specification or when one wishes to maintain a model that does not pass a specification test. Although we have restricted our discussion to the linear conditional quantile model for iid data, our methods extend straightforwardly to non-linear conditional quantile models with dependent and possibly heterogeneous data. Investigation of these cases is a promising direction for future research. White (1994, esp. pp. 74-75) provides some consistency results for such cases. See Komunjer (2001) for some asymptotic distribution results in this direction. Note: LS-SE1 = Conventional standard errors for the least squares estimates.
LS-SE1 = White's heteroskedasticity-consistent standard errors for the least squares estimates. 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 -30 
Mathematical Appendix
Proof of Lemma 1. We define ) ( ) ( ) (
does not depend on T as a result of the iid assumption. Since ) (
does not depend on
. In order to apply Lemma 2.2 and Lemma 2.3 in White (1980a) , we need to establish the following:
is continuous on B almost surely.
(3) There exists a measurable function
such that
(ii) There exists 0 
for all x . Using this property, one can show that
. Therefore, we have the desired result: ) 1 (
Proof of Lemma 2 . It is sufficient to show that
Then it can be shown by the definition of
achieves its minimum at 0 = a and
. Using these properties, one can show (See Ruppert and Carroll (1980) or Powell (1984) for details) that
. In order to invoke Theorem 3 in Huber (1967) , we need to verify the following conditions:
(1) * β is an interior point of the parameter space B .
(2) The first order condition (3.1) is satisfied.
( 3) ) 1 (
is measurable and separable in the sense of Doob (1953) .
First, note that condition (1) is just Assumption 8 and conditions (2) and (3) have been proved in Lemma 1 and Lemma 2 using Assumptions 1, 2, 3′ ′ , 4-6. Condition (4) is easily checked using the equivalent definition of separability in Billingsley (1986) . This condition ensures that the
is measurable. Condition (5) is satisfied given Assumption 4 by letting
We now verify condition (6). Let a be the smallest eigenvalue of
which is positive-definite by Assumption 9 by choosing a sufficiently small which completes the proof of (ii). n
