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We present a T = 0K renormalization group (RG) phase diagram for the electronic Hubbard
model in two dimensions on the square lattice at, and away from, half filling. The RG procedure
treats quantum fluctuations in the single particle occupation number nonperturbatively via the
unitarily decoupling of one electronic state at every RG step. The resulting phase diagram thus
possess the quantum fluctuation energy scale (ω) as one of its axes. A relation is derived between ω
and the effective temperature scale upto which gapless, as well as emergent gapped, phases can be
obtained. We find that the transition in the half-filled Hubbard model involves, for any on-site re-
pulsion, passage from a marginal Fermi liquid to a topologically-ordered gapped Mott liquid through
a pseudogapped phase bookended by Fermi surface topology-changing Lifshitz transitions. Using
effective Hamiltonians and wavefunctions for the low-energy many-body eigenstates for the doped
Mott liquid obtained from the stable fixed point of the RG flow, we demonstrate the collapse of the
pseudogap for charge excitations (Mottness) at a quantum critical point possessing a nodal non-
Fermi liquid with superconducting fluctuations, and spin-pseudogapping near the antinodes. d-wave
Superconducting order is shown to arise from this quantum critical state of matter. Benchmarking
of the ground state energy per particle and the double-occupancy fraction against existing numerical
results also yields excellent agreement. We present detailed insight into the T = 0 origin of several
experimentally observed findings in the cuprates, including Homes law and Planckian dissipation.
We also establish that the heirarchy of temperature scales for the pseudogap (TPG), onset temper-
ature for pairing (Tons), formation of the Mott liquid (TML) and superconductivity (TC) obtained
from our analysis is quantitatively consistent with that observed experimentally for some members
of the cuprates. Our results offer insight on the ubiquitous origin of superconductivity in doped
Mott insulating states, and pave the way towards a systematic search for higher superconducting
transition temperatures in such systems.
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I. INTRODUCTION
The nature of, and the transition into, the Mott insu-
lating state defines a central problem in strongly corre-
lated quantum matter. An analytically exact solution
for the electronic Mott-Hubbard metal-insulator tran-
sition (MIT) exists only in one spatial dimension [1],
while the status of the problem remains open in gen-
eral. While the Mott insulator is often associated with a
(T = 0) first order transition leading to a Nee´l antiferro-
magnetic (AFM) ground state [2], the search continues
for quantum liquid-like ground states corresponding to
an insulating state that breaks no lattice or spin-space
symmetries and is reached via a continuous transition.
Indeed, there exist some theoretical proposals [3–6] as
well as some experimental evidence for insulating spin-
liquid ground states in layered organic conductors [7] and
Herbertsmithite [8]. Recently, the metal-organic com-
pound Cu(DCOO)2.4D2O, an unfrustrated quasi two-
dimensional antiferromagnet, was found to contain fea-
tures of a resonating valence bond (RVB) like spin-liquid
ground state [9].
Theoretical studies have not, however, identified unam-
biguously the order parameter for such correlation-driven
metal-insulator transitions. The difficulties appear to
be associated with an interplay of several complications:
the fermion-sign problem limits some non-perturbative
numerical investigations at low-temperatures [10], while
many other numerical methods are either limited to small
sizes or certain ranges in the coupling U/t (the ratio of
the Hubbard repulsion to the nearest-neighbour hopping
amplitude). It is, therefore, remarkable that a bench-
marking exercise conducted on the 2D Hubbard model
identified ranges in the values for the ground state energy
per particle and the double occupancy fraction at specific
values of the filling and U/t [11]. At the same time, a
lack of an identifiable small parameter makes most an-
alytic approaches beyond various mean-field schemes in-
tractable when studying the problem at strong coupling.
Amidst these difficulties, several important questions re-
lated to the nature of the T = 0 phase diagram of the
Mott-Hubbard transition, as well as the nature of the
ground state, continue to be debated. For instance, we
may ask: is there a critical value of the ratio U/t for the
T = 0 Mott transition in the half- filled unfrustrated (i.e.,
with nearest neighbour hopping only) Hubbard model on
a square lattice that corresponds to a paramagnetic state
(i.e., with no magnetic order)? Studies using dynamical
mean field theory (DMFT) [12–14] and quantum Monte
Carlo [15] approaches indicate a first order transition at
T > 0 ending at a critical (U/t)c at finite T . The status
of the T = 0 metal-insulator transition remains to be un-
derstood. Further, the paramagnetic calculations can be
interpreted as solutions for the case of vanishing inter-
site correlations, and can presumably be trusted within
only the (single-site) DMFT framework for the case of
infinite dimensions.
The question, therefore, of whether the ground state of
the two-dimensional Mott insulator at T = 0 possesses
magnetic ordering or not needs further consideration.
A reduction in the value of (U/t)c has also been ob-
served in dynamical cluster approximation (DCA) stud-
ies [16–18] as well as in cluster DMFT (CDMFT) stud-
ies [19]. Recent studies involving the dynamical vertex
approximation (DΓA) [20–22], auxillary field quantum
Monte Carlo (AFQMC) [22, 23], density matrix embed-
ding theory (DMET) [24] and ladder dual-fermion ap-
proach (LDFA) [25] have instead supported the exis-
tence of a gapped antiferromagnetic Neel state for all
U > 0. Variational Monte Carlo studies using Gutzwiller
projected wavefunctions have shown that a symmetry-
preserved resonating valence bond (RVB) state is ener-
getically close to the symmetry-broken Neel antiferro-
magnetic state [4]. Upon including backflow correla-
tions in the Gutzwiller projected wavefunctions, a non-
magnetic ground state [26] was found to exist over a large
range of U/t. This variety of results obtained from vari-
ous numerical methods demands an analytical approach
that yields unambiguous insight into the nature of Mott
insulating ground state of the 2D Hubbard model at
T = 0, as well as the effective low-energy Hamiltonian
that governs the low-lying excitations above this ground
state. At the same time, a better view of the quantum
metal-insulator transition involves understanding the na-
ture of parent metallic state of the Mott insulator: is it
a Fermi liquid with coherent Landau quasiparticle exci-
tations, or some form of non-Fermi liquid involving col-
lective excitations?
Similar issues exist for the case of doped Mott insu-
lators. The correlation-induced Mott insulator has lo-
calized charge degrees of freedom at filling commensu-
rate with the lattice (typically half-filling for the 2D
square lattice). Upon doping with holes, the physics be-
hind charge localization competes strongly with hopping-
induced electronic delocalization. This competition has
been studied extensively within the realms of the 2D
Hubbard model with a finite chemical potential. A
large number of numerical methods have been brought
to bear on this problem. These include, for instance,
quantum Monte Carlo simulations at finite-temperature
(QMC) [27–36], density matrix renormalization group
(DMRG) [37–39], dynamical cluster approximation [40–
44], cluster DMFT (CDMFT)[45–51] and the variational
3cluster approximation VCA [52, 53]. Together with sev-
eral others, these techniques suggest a rich and detailed
temperature-doping phase diagram that includes numer-
ous phases including the antiferromagnetic Mott insula-
tor, d-wave superconductivity, the pseudogap (or nodal-
antinodal dichotomy) arising from electronic differenti-
ation, non-Fermi liquid, stripes etc. [31, 32, 40–51, 54–
68]. These findings are, by and large, in keeping with
the experimental phenomenology of the doped cuprate
Mott insulators (see [69] for a recent review). A signifi-
cant drawback remains, however, in the fact that detailed
resolution of the low-energy neighbourhood of the Fermi
surface is not available from these theoretical methods.
Unfortunately, this leaves several critical questions unan-
swered on the nature and origins of the T = 0 phe-
nomenology of the doped Mott-Hubbard insulator.
Noteworthy among efforts towards resolving this problem
involves the application of the functional renormalization
group (FRG) technique to the Mott transitions in the
2D Hubbard model (for reviews, see Refs.[70, 71] and
references therein). Results from FRG studies provide
evidence for nodal-antinodal dichotomy, as well as spec-
tral weight transfer between Hubbard bands in the half-
filled Hubbard model [72]. For the case of doping-induced
Mott transitions, FRG studies show the co-existence and
interplay of antiferromagnetism with d−wave supercon-
ductivity [66, 73] over a wide doping range, in agreement
with results obtained from CDMFT [74]. In this range
of doping, signatures of stripes [75] and nematicity [76]
have also been reported, as well as their interplay with d−
wave superconductivity. These findings are in consensus
with results from diagrammatic mean field theory [77]
and CDMFT [78]. Signatures of the strange metal, the
pseudogap, and a quantum critical region have also been
reported within the FRG scheme [75–81]. While the
method is non-perturbative in principle, numerical im-
plementations of the FRG have typically needed trunca-
tions at finite orders in the loop expansion. Thus, despite
much success, the FRG is limited thus far to studying
weak-to-intermediate values of U/t.
In this work, we present a novel Hamiltonian RG formal-
ism in momentum space based on unitary transforma-
tions, and then employ it to develop a scaling theory for
the 2D Hubbard model on a square lattice. We note that
this model has earlier been studied using the continuous
unitary transformation (CUT) RG formalism [82–85],
rendered perturbative via a truncation at 1 loop order. In
contrast, we are able to conduct a nonperturbative study
of the same model via our RG formalism. The ground-
work for the RG is laid out in Sec. III. We initially derive
the exact analytical form for the unitary operator that
completely decouples one electronic state from the every
other electronic degree of freedom. This is carried out by
the removal of the appropriate off-diagonal blocks of the
Hamiltonian represented in the occupation number basis
of the state to be decoupled. The renormalized Hamil-
tonian is then shown to become block diagonal. For the
case of the Hubbard model, the unitary rotations are ap-
plied iteratively on electronic states farthest away from
the Fermi surface of the tight-binding part of problem,
and gradually leading towards its Fermi surface. This
leads to an RG evolution in terms of an effective Hamil-
tonian, from which we have derived the RG flow equa-
tions for the 1-particle self energies, 2-particle vertices
and 3-particle vertices. In comparison to the loop trun-
cation approximations of the FRG scheme [71], we find
non-perturbative RG equations of all 2-, 4-, and 6-point
vertices, i.e., that have contributions from all loops re-
summed into closed-form expressions. Importantly, we
find that the vertex RG flow happens across a family
of quantum fluctuation scales (ω’s) that arise out of the
noncommutavity between the kinetic energy term and
the Hubbard onsite repulsion term. Indeed, this non-
commutativity leads to number-density fluctuations of
electronic states in momentum-space. As a direct out-
come of the non-perturbative nature of the RG equa-
tions, we obtain stable fixed points of the flows at any
given fluctuation scale ω. In this way, we are able to per-
form the RG analysis of the Hubbard model all the way
from weak to strong coupling (in terms of the ratio of the
Hubbard repulsion strength to the hopping amplitude,
U/t). The effective Hamiltonian, and associated low-
energy eigenstates, obtained at a stable fixed point then
provides further avenues for analyses. This method is in-
spired by the strong-disorder RG approaches adopted by
Dasgupta et al. [86], Fisher [87], Rademaker-Ortuno [88]
and You et al. [89]. We have also recently used this RG
technique to obtain a zero temperature phase diagram for
the Kagome spin-1/2 XXZ antiferromagnet at non-zero
magnetic field [90].
In Section IV, we present the marginal Fermi liquid as
the parent metal of the Mott insulating phase of the 2D
Hubbard model at half-filling. We follow this in Section V
by detailing the journey through the pseudogap phase at
half-filling, and the nature of the Mott-Hubbard MIT. In
Section VI, we present some features of topological order
for the insulating Mott liquid phase obtained from the
RG, as well as benchmark some of its properties with the
numerical results obtained from Refs.[11, 91, 92]. We also
demonstrate how a RG relevant symmetry breaking per-
turbation leads to the Neel antiferromagnetic Mott state.
We then extend the formalism to treating the case of the
hole-doped 2D Hubbard model in Section VII, unveiling
the presence of a quantum critical point (QCP) reached
at a critical doping. We also present results in this section
for the numerical benchmarking of the doped Mott liquid
against results obtained from Refs.[11, 91, 92], as well as
provided analytical results that explain a large body of
experimental phenomenology observed in the hole doped
cuprates. The latter includes, for instance, a detailed
analysis of the origin of Homes law [93] and Planckian
dissipation [94]. We then present results in Section VIII
for the presence of symmetry-broken states of matter (in-
cluding superconductivity) in the RG analysis, and com-
pare once more the results obtained with the well-known
phenomenology of the cuprates. Finally, we conclude our
4presentation in Section IX by a detailed discussion of the
relevance of our work to the cuprates, and by presenting
future perspectives. Further details of the derivations of
various RG relations are presented in several appendices.
We begin, however, in Sec.II by first offering a guidemap
to the work by summarising the RG method and the main
results.
II. PRELIMINARIES AND SUMMARY OF
MAIN RESULTS
A. Preliminaries
In this section, we provide a holistic overview of the
method developed in this work and summarise the major
results obtained therefrom for the Hubbard model. Read-
ers interested in the technical details may skip this sec-
tion. To begin with, we briefly outline the RG methodol-
ogy shown in Fig. 1 (described in detail in Sec. III A - F).
Given that the problem at hand (the 2D Hubbard model
on a square lattice) possesses discrete translational in-
variance, the initial steps involve setting up the labelling
scheme for the states in energy-momentum space with
reference to the non-interacting Fermi surface (F) wave-
vectors kF (i.e., solution to the equation 0k = µ). We
mark the states in terms of unit vectors normal to F
(sˆ = ∇k|∇k| |k=EF ) and lying at a distance Λ from F:
kΛsˆ = kF sˆ + Λsˆ. States are thus ordered in terms of
distances ΛN > .. > Λj > Λj−1 > .. > 0, with the
largest lying near the Brillouin zone edge and the small-
est proximate to the Fermi surface (i.e., also a monotonic
variation in the electronic dispersion k). The iterative
RG procedure is then carried out such that, at step j, all
the states (labelled by {l = sˆ, σ =↑, ↓} on the curve Λj
are completely disentangled via unitary rotations. The
resulting Hamiltonian H(j−1) = U(j)H(j)U
†
(j) possesses
off-diagonal terms (and therefore entanglement in the
members of the eigenbasis) only for states at distances
Λ < Λj .
The disentanglement of an entire curve at distance
Λj is represented via an unitary rotation U(j) =∏
l∈(sˆ,σ=↑/↓) U(j,l), where U(j,l) disentangles one state
kΛj sˆσ on the curve Λj . The unitary RG evolution of
the Hamiltonian then leads to a family of RG flow equa-
tions projected along multiple quantum fluctuation en-
ergyscales (ω’s), enabling a study of the RG evolution
of different parts of the many-body spectrum for the
Hamiltonian Hˆ. Importantly, quantum fluctuations of
the occupation-number diagonal many-body configura-
tions arise directly from the non-commutativity between
various parts of the Hamiltonian. The formalism ob-
tains a hierarchy of non-pertubative RG flow equations
for various n-particle (or 2n-point) interaction vertices.
In this work, we have restricted ourselves in account-
ing for the contribution from the 1-particle self-energy
(Σ), 4-point (Γ4) and 6-point (Γ6) vertices. From the
(Identify solutions)
UVIR
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,
FIG. 1. Flowchart for the renormalization group methodol-
ogy.
stable fixed point of these vertex RG flow equations at
a given energy scale ω, we obtain an effective Hamilto-
nian H∗(ω). Whenever possible, we analytically diago-
nalize the spectrum of the effective Hamiltonian to obtain
many-body eigenstates and eigenvalues. We have also
shown in Sec.III D that the quantum fluctuation scale ω
is equivalent to an effective thermal scale upto which a
given effective Hamiltonian is valid.
B. Summary of main results
We now summarise the key results obtained, as well
as provide a guidemap for the work. This begins with
Sec. III G, where we perform an unbiased RG study of
all the 4-point scattering vertex diagrams arising out of
the Hubbard repulsion U : backward (K
(j)
c,l ,K
(j)
s,l ) and
forward (V
(j)
c,l , V
(j)
s,l ) scattering (eqns.(51)) and tangential
(L(j)) scattering (eq.(58)). Importantly, we also obtain
the RG flows of the emergent 6-point scattering vertices
5(eq.(60)) that arise out of non-commutativity between
various 4-point vertices. The closed-form analytic expres-
sion for the RG equations have the following noteworthy
features:
• noncommutivity between different four-fermion
scattering terms causes quantum superposition
between opposite spin-aligned 2-electron and
electron-hole pairs (eqns.(48) and (49)); this super-
position is manifested through the parameter p in
the Greens function eq.(50) that appears in the set
of RG equations eq.(51),
• sensitivity to the geometry of the Fermi surface
(here square), reflected via an explicit dependence
of the RG equations on sˆ and the electronic differ-
entiation in the dispersion ranging from the corners
of the FS at (±pi, 0) & (0,±pi) to the mid-points of
the straight stretches at (±pi/2,±pi/2) in eq.(26),
• an explicit dependence on the energy scale for quan-
tum fluctuations (ω(j)). The non-perturbative na-
ture of the RG equations is manifest in the struc-
ture of their denominators (eqs.(51), (58), (60)),
with IR fixed points obtained for a projected energy
subspace centered around a energy scale ω∗ (see
Sec.III C),
• explicit dependence on the effective chemical po-
tential ∆µeff in the 2-electron/electron-hole super-
posed Green function (eq.(50)), and
• an unbiased treatment of various pair-scattering
processes dependent on the non-zero offset (δ)
from the pairing momentum (pi, pi). The scatter-
ing processes for pairing momentum (pi, pi) lead to
a log-singularity near the non-interacting problem’s
Fermi surface, seen via a 2nd order T-matrix per-
turbation theory calculation (eq.(39)). The scat-
tering processes with a finite offset (δ) in the
pair momentum from (pi, pi) contain subleading log-
divergences observed at higher energies. The unbi-
ased treatment reveals that different kinds of pairs
dominate in the fixed point theory as a function of
ω and ∆µeff .
Normal State corresponding to the 1/2-filled Mott
insulator In Sec.IV, we study the properties of the par-
ent metal associated with the Mott transitions at half-
filling (µ0eff = µ − U02 = 0) as a function of bare U0
and quantum fluctuation energyscale W2 −ω (where W is
the bandwidth of the electronic kinetic energy). At large
W
2 − ω (in the range eq.(64)), we find a parent metallic
state with a connected Fermi surface and
• characterized by a topological invariant N⇓sˆ (ω) = 1
everywhere on the Fermi surface (eq.(54)),
• a 2-electron 1-hole effective Hamiltonian is ob-
tained (eq.(74)) within a window centered around
the Fermi surface at the RG fixed point,
• with the scaling forms for the 1-particle self-
energy and quasiparticle residue (eq.(80)) are found
to resemble that proposed on phenomenonlogical
grounds for the marginal Fermi liquid (MFL) [95].
The quasiparticle inverse lifetime, and hence the
electronic resistivity, is found to be linearly pro-
portional to an equivalent temperature scale T
(eq.(82)). This arises from a linear dependence on
the quantum fluctuation scale W2 − ω, and is nu-
merically verified in Fig. 6,
• as shown in Fig. 8, with the fluctuation energy
scale ω → 0, the Landau quasiparticle residue is
found decay (eq.(80)), while the 2-electron 1-hole
residue (eq.(83)) is found to rise to unity. This
displays the replacement of Landau quasiparticles
by newer composite degrees of freedom with net
charge e and net spin 1/2.
Our calculations enable the computation of the Luttinger
sum in terms of 1-electron and 2-electron 1-hole green
function (eq.(88)), providing a full resolution of the spec-
tral function for the normal state in both momentum and
frequency spaces. The spectral function reveals
• a MFL (with effective Hamiltonian eq.(74)) lying
within a window near to the Fermi surface whose
width (Λ∗∗) is obtained from the RG,
• a correlated Fermi liquid described by the effective
Hamiltonian eq.(76) corresponding to admixture of
the marginal Fermi liquid 2-electron 1-hole com-
posites + Landau quasiparticle excitations, found
lying further away from the Fermi surface, i.e., in
the momentum space window eq.(75), and
• Landau Fermi liquid (with effective Hamiltonian
eq.(67)) lying towards the Brillouin zone edge in
the momentum space window eq.(68).
Main result: Our analysis establishes the MFL as the
parent normal state of the 1/2-filled Mott insulating
state of the 2D Hubbard model, as well as provides
comprehensive insight into the microscopic origins of the
MFL phenomenology.
Pseudogap state at 1/2-filling In Sec.V, we study the
RG fixed point theories describing the pseudogap (PG)
phase beyond the energy scale ω > 0. This phase is char-
acterized by an effective Hamiltonian (eq.(91)) consisting
of two parts:
• gapped antinodal (AN) regions of the FS that de-
scribe the condensation of bound states formed
from pseudospins constituted by the backscatter-
ing vertices K∗c/s,sˆ of opposite spin-paired electron-
electron/ electron-hole, and
• gapless nodal (N) stretches of the FS with the MFL
fixed point Hamiltonian (eq.(74)).
6We quantify the PG phase via a distinct topological
invariant NPGsˆ = 1 (eq.(97)) which becomes trivial in
both the MFL and Mott insulating phases. The PG
phase is observe to involve the continuous gapping of
the Fermi surface, starting from the AN with lowering
quantum fluctuation scale W2 − ω, and ending with
the gapping of the N. The gapping process is linked to
pole-to-zero conversion of the 2-electron 1-hole Greens
function in eq.(104), and is associated with an upturn of
the resistivity computed numerically (see Fig. 5).
Main result: By tracking the dynamical transfer of
spectral weight under RG, we demonstrate that the Mott
transition is continuous in nature and involves passage
through a PG phase, bookended by two interacting
Lifshitz transitions of the marginal Fermi liquid at the
AN and N points of the FS respectively. Additional
evidence is presented in Video S1.
Mott liquid insulating state 1/2-filling The Mott
insulating state in Sec. VI appears below the quantum
fluctuation energy scale W2 − ωins. This is arrived via
a gapping of the nodal points in the PG phase, causing
the Fermi surface to disappear entirely. The resulting
symmetry-preserved quantum liquid state
• is characterized by a global topological invariant
N⇑sˆ (ω) = 1 (eq.(54)),
• is described by the fixed point Hamiltonian eq.(108)
for a condensate of bound states formed from pseu-
dospin degrees of freedom describing backscatter-
ing between opposite spin-paired electron-electron/
electron-hole pairs,
• has a ground state manifold (eq.(126)) found to
be twofold degenerate in the thermodynamic limit,
protected by a many body gap (∆E) (eq.(123),
eq.(124)), and possesses topological properties:
non-trivial anticommutation relation between non-
local gauge transformations, and low-lying charge
1/2 topological excitations (eq.(128)) that interpo-
late between the two ground states,
• possesses signatures of a subdominant phase-
fluctutating Cooper pair order parameter (i.e.,
lacks off-diagonal long-ranged order, see Sec.VI D),
and
• develops into a familiar Neel antiferromagnetic
spin-ordered insulating phase when the RG in re-
computed in the presence of a staggering spin ro-
tational symmetry breaking field at weak coupling
U/t << 1.
We also find further insight into the Mott liquid phase
through analytic expressions for the ground state of the
insulating state, as well as a large family of low energy
eigenstates and their energy eigenvalues in eq.(118),
eq.(119), eq.(120) and eq.(121). In order to test the
quantitative accuracy of the effective Hamiltonian and
ground state wavefunction, we benchmark the ground
state energy per site computed for the Mott liquid (Eg
at U0/t = 8, upon finite-size scaling to large system
sizes) with that obtained from various numerical meth-
ods [11, 91, 92]. The values for E∗g = −0.526 (Fig.10)
and doublon fraction D = 0.051 (Fig.11) obtained from
the finite-size scaling analysis is in excellent agree-
ment with the ranges obtained from Refs.[11, 91, 92]:
−0.51 < E∗g < −0.53 and 0.0535 < D < 0.0545. Further
benchmarking results for 2 ≤ U/t ≤ 12 are presented
in Appendix E; equally close agreement is obtained
throughout this range of U/t.
Main result: We demonstrate the existence of a
symmetry preserved Mott liquid insulating state at
1/2-filling with signatures of topological order. We
also show that this quantum liquid develops into the
Neel antiferromagnet Mott insulator upon symmetry
breaking. This appears to provide, within the context
of a Hubbard model, an explicit and detailed substan-
tiation of Anderson’s conjecture for the cuprate Mott
insulator [96]. The ground state energy per site obtained
for the Mott liquid is benchmarked against existing
numerical results for 2 ≤ U/t ≤ 12, displaying excellent
agreement and imparting confidence in the effective
Hamiltonian and ground state wavefunction obtained
from the RG analysis. Codes used in the benchmarking
have been made available electronically [97].
Hole-doping the Mott liquid: Mottness col-
lapse In Sec.VII, we study the effects of hole-doping
(i.e., a non-zero negative change in the chemical poten-
tial, ∆µeff = µ
0
eff − ∆U02 ) on the Mott insulating liquid
at strong-coupling (U0 = 8t). As shown in Fig.12, we find
three major features upon increasing hole-doping: first, a
doped Mott insulating region at low-doping (fh < 0.25),
a quantum critical point (QCP) at a hole-doping fraction
of 0.25 and finally, a region corresponding to a correlated
Fermi liquid lying at yet higher hole-doping (fh > 0.25).
The hole-doped Mott liquid system possesses an effective
Hamiltonian given by eq.(140), and we obtain the eigen-
states (eq.(144)) and eigenvalues (eq.(147)) upon analyt-
ically diagonalizing it. From these we obtain
• the ground state energy Eg(∆µeff ) and the hole
doping fraction fh(∆µeff ). Both the ground state
energy Eg(fh) = −0.776t (Fig.14) and the dou-
ble occupancy D = 0.045 (Fig.18) at hole doping
fraction fh = 0.125 is found to be in agreement
with that obtained from other numerical methods
in Refs.[11, 91, 92]: −0.74 < Eg < −0.77 and
0.04 < D < 0.045. Further benchmarking results
for 2 ≤ U/t ≤ 12 and fh = 0.125 are presented
in Appendix E; equally close agreement is obtained
throughout this range of U/t.
• a closed-form expression for the variation of Eg
with ∆µeff , as well as fh (see Fig.15). This re-
veals a clear signature of a QCP through a non-
analytic behaviour of Eg at a value of ∆µ
∗
eff = −4,
7f∗h = 0.25,
• the variation of fh and number compressibility (κ)
with ∆µeff (see Fig.16). Again, this displays clear
signatures of the QCP through abrupt changes in
fh and κ (corresponding to large number fluctua-
tions at the QCP),
• the nodal many-body gap (∆E) as a function of
∆µeff (Fig.17). The non-Landau nature of the
QCP can be seen from the sudden collapse of the
gap ∆E to zero, and is observed to arise from the
RG irrelevance of the charge backscattering vertex
along the nodes (Mottness collapse).
Main result: The ground state energy (Eg) for the
doped Mott liquid, obtained from the effective Hamilto-
nian and ground state wavefunction, again benchmarks
very well with existing numerical results for the range
of 2 ≤ U/t ≤ 12. Unambiguous signatures of a QCP
associated with the collapse of Mottness [98, 99] are
observed in Eg, fh and κ. The abrupt collapse of
the many-body gap along the nodal directions shows
that the QCP cannot be described within the Landau
paradigm of phase transitions. Additional evidence is
presented in Video S4. Codes used in the benchmarking
have been made available electronically [97].
Theory for the Mottness collapse QCP The
RG analyses (eq.(154)) in the vicinity of the QCP in
Sec.VII C incorporates two major competing pairing mo-
mentum channels: (a) pairs of electronic states with net
momentum (pi, pi) which dominate deep in the under-
doped regime (∆µeff → 0), and (b) pairs of electronic
states with net momnetum 0 which dominate near opti-
mal doping (∆µeff > −4). This change in the dominant
scattering mechanism with changing ∆µeff describes the
growth in superconducting fluctuations, as well as the
presence of a nodal marginal Fermi liquid at the QCP
opening up into an arc above it. Indeed, we find that
the proliferation of dominant attractive spin pseudospin
scattering processes near the QCP are equivalent to re-
pulsive Cooper pair scattering-induced gapping of the FS
(eq.(158)). Within the conical V-shaped region starting
from the QCP (Fig.12), the effective Hamiltonian ob-
tained at the RG fixed point (eq.(160)) contains
• a 2-electron 1-hole dispersion term of a marginal
Fermi liquid metal for the nodal stretches
(eq.(162)),
• Cooper pair backscattering terms that lead to the
gapping of the FS along the AN stretches,
• a shifted effective chemical potential about the
QCP for the Cooper pair degrees,
• a modified electronic dispersion.
The effective Hamiltonian accounts for several features of
the low energy spectrum. First, it displays the gapless-
ness of the nodal directions supporting a MFL; this is as
an outcome of the Cooper instability being RG marginal
(eq.(161)) and the Mott instability RG irrelevant. Sec-
ond, we find that the highest superfluid weight for pre-
formed Cooper pairs within the spin pseudogapped AN
regions appears at the largest energyscale right above
QCP (ωsconset = 0), linking optimal doping with the QCP
(eq.(163)). This onset energyscale for pairing reduces
upon both increasing or reducing ∆µeff (see Fig. 12).
These observations suggest a relation between Tc for
superconductivity and the superfluid weight ρs, along
the lines of the empirically observed Homes law [93]. Our
analysis provides microscopic insight into this relation.
For this, we first show that the onset thermal scale for
superconducting fluctuations at the AN is related to the
superfluid weight carried by the Cooper pair degrees of
freedom (eq.(167)). Then, we show a linear relationship
between the onset scale for superconducting fluctuations
without ODLRO and critical temperature below which
Cooper pairs with ODLRO condense (see Appendix D).
Together, these two results help derive a T = 0 orign for
Homes law.
Main result: The theory for the QCP and its conical-
shaped neighbourhood in Phase diagram Fig.12 reveal
Cooper pairing along the AN stretches of the FS at high
quantum fluctuation energyscales [100, 101], together
with gapless MFL regions along the nodal stretches.
This reveals a universal relation between the superfluid
stiffness and the onset scale for superconducting fluctu-
ations, and is observed to be the T = 0 origin of Homes
law. Additional evidence is presented in Videos S2 and
S3.
The correlated Fermi liquid and emergent sym-
metry broken orders In Sec.VII E, we show that
there exists a crossover between the MFL at high ω en-
ergyscales and the correlated Fermi liquid lying beyond
the QCP. We find that the crossover is characterized
by a mixed form of optical conductivity arising from an
imaginary part of the single-particle self-energy/ inverse
lifetime (eq.(171)) having a contribution from a Landau
Fermi liquid as well as an additional logarithmic contri-
bution characaterising a crossover from the MFL. This
result is in consensus with experimental observations on
overdoped Mott insulators [102].
Finally, in Sec.VIII, we demonstrate the T = 0 existence
of several symmetry broken phases of matter that emerge
upon hole-doping the Mott insulator (Fig.21). One of our
major findings is the detailed derivation of an effective
theory for d-wave superconductivity arrived from within
our RG approach (eq.(D8)). We demonstrate that the
d-wave nature of the superconducting order parameter is
tied to the gapless nodal-point k-space structure at the
QCP. We also find SDW, CDW and spin-nematic symme-
try broken phases appear in the phase diagram (Fig.21)
in regimes of hole-doping that are in broad agreement
with that found in the cuprates phase diagram (see,e.g.,
Ref.[69] for a review). We also present computations of
various spectral signatures and transport properties at
8underdoping, optimal doping and overdoping in Figs.22
- 27. Again, the results presented in these figures is in
broad consensus with several experimental observations
on doped cuprate Mott insulators (see references given in
Sec.VIII). Additionally, using values of t and U obtained
from first-principles calculations, we estimate some typi-
cal temperature scales from our formalism for the cuprate
Mott insulating materials HBCO and LCO, finding rea-
sonable upper bounds for, e.g., the superconducting TC .
Main result: A detailed T = 0 analysis of the corre-
lated Fermi liquid and various symmetry broken phases
of the doped Mott liquid offer considerable insight into
their origins (e.g., the d-wave SC phase is observed to
be tied to the k-space structure of the QCP). Qualitative
comparisons of our findings with known experimental ob-
servations on the cuprates are found to be favourable,
prompting the extension of our analyses to finite tem-
peratures. Additional evidence is presented in Videos S5
and S6.
Overview: Before passing to the next section, we offer
an overview of our work. It is important to note that, due
to their non-perturbative nature, only some of the results
discussed above have been observed in various numerical
investigations of the 2D Hubbard model discussed in the
introduction. Even in those cases, an overarching under-
standing of their origins and significance often continues
to be debated. We stress, therefore, that a major achieve-
ment of our work is that it provides a comprehensive and
unified analytic framework for the exploration and anal-
ysis of such non-perturbative phenomena.
III. RENORMALIZATION GROUP SCHEME
We analyze the Hubbard model on the two-dimensional
square lattice with nearest neighbour hopping (strength
t) and on-site repulsion (strength U0)
Hˆ =
∑
k,σ
(0k − µeff )c†kσckσ + U0
∑
r
τˆr↑τˆr↓ , (1)
where c†kσ/ckσ is the electron creation/annihilation op-
erator with wave-vector k and spin σ, τˆrσ = nˆrσ − 12 ,
nˆrσ = c
†
rσcrσ is the number operator at lattice site
r = j1xˆ + j2yˆ, and 0k is the bare dispersion. The ef-
fective chemical potential, µeff = µ − U02 , accounts for
the energy imbalance between doublons (doubly occu-
pied sites) and holons (empty sites). The hopping term
is clearly diagonal in momentum-space, with a dispersion
for the square lattice given by 0k = −2t(cos kx+cos ky) .
On the other hand, the Hubbard repulsion term is diago-
nal in real-space, i.e., it contains off-diagonal elements in
the momentum basis, causing fluctuations (∆(kσnˆkσ))
of the dispersion term kσnˆkσ. This can be seen from
the non-commutativity
kσ[nˆkσ, Hˆ] = kσU0[nˆkσ,
∑
r
τˆr↑τˆr↓] . (2)
Below, we will study the effects of such quantum fluc-
tuations via a Hamiltonian renormalization group (RG)
method. Further, we will study the Mott metal-
insulator transition (MIT) at 1/2-filling, i.e., by setting
the doublon-holon chemical potential µ0eff = µ − U02 =
0 [103, 104], as well as phase transitions induced by hole
doping, ∆µeff = µ
0
eff − ∆U02 . In subsection III A, we
first derive the form of the exact unitary disentangle-
ment operator that causes the one-step decoupling of a
single electronic state. Then, in subsection III B, we com-
pute the form of the rotated Hamiltonian resulting from
this transformation. We follow this in subsection III C by
adapting a successive set of such unitary operations on
the Hamiltonian into a RG scheme. In this scheme, the
states with the highest bare electronic kinetic energy kσ
are the first to be exactly decoupled. This is followed by
exactly decoupling the next highest kσ, thus gradually
scaling towards the Fermi surface. In subsection III D,
we give a detailed description of the relation between the
quantum fluctuation energyscale ω that appears in our
RG formalism, and an equivalent thermal scale. We then
present a discussion of instabilities of the Fermi surface
in subsection III E, and follow it with a detailed deriva-
tion of various RG relations for the 2D Hubbard model
in subsection III F.
A. Derivation of unitary operator for one-step
decoupling of an electronic state
The RG procedure is carried out by decoupling one
single-particle state |kσ〉 at every RG step via a unitary
operation Ukσ
nˆkσUkσHˆU
†
kσ(1− nˆkσ) = 0→ [nˆkσ, UkσHˆU†kσ] = 0 ,(3)
thereby trivializing the non-commutativity relation
(eq.(2)) for the decoupled state. In this subsection, we
will derive the form of the unitary operator Ukσ that sat-
isfies the decoupling condition. The equation eq.(3) can
equivalently be written as
PkσH(1− Pkσ) = 0 , (4)
where Pkσ = U
†
kσnˆkσUkσ, 1−Pkσ are the rotated many-
body projection operators on orthogonal subspaces. We
define a new Hamiltonian H ′ such that
PkσHPkσ = PkσH
′Pkσ , [H ′, nˆkσ] = 0 . (5)
Then, eq.(4) amounts to solving
Hˆ|Ψ〉 = H ′|Ψ〉 , (6)
where |Ψ〉 satisfies the condition: Pkσ|Ψ〉 = |Ψ〉. In or-
der to show clearly that certain terms in the rotated
Hamiltonian vanish and lead to eq.(3), we decompose
the Hamiltonian H into diagonal and off-diagonal pieces:
Hˆ = HD + HXkσ + H
X
k¯σ
. The diagonal piece (HD) con-
stitutes the 1-particle dispersion and 2-particle density-
density (Hartree-Fock) terms. The second term, HXkσ,
9represents the off-diagonal coupling between state |kσ〉
and other momentum states states |k′σ′〉. Finally, the
third piece (HX
k¯σ
) represents the off-diagonal coupling
among all momentum states other than |kσ〉. Solving
eq.(3) is then equivalent to finding a state |Ψ〉 such that
(HD +HXkσ +H
X
k¯σ)|Ψ〉 = H
′ |Ψ〉 , (7)
where H
′
= H
′D + H
′X
k¯σ
. Here, H
′D is the renormal-
ized operator that satisfies the condition eq.(3). Further,
H
′D and H
′X
k¯σ
have similar definitions as given above for
HD and HX respectively. To proceed with solving this
equation, we write |Ψ〉 in a Schmidt decomposed form
|Ψ〉 = a1|Ψ1, 1kσ〉+ a0|Ψ0, 0kσ〉 . (8)
In the above expression, the occupation number states
|1kσ〉, |0kσ〉 comprise a 2-dimensional Hilbert space and
the orthogonal states |Ψ1〉 and |Ψ0〉 (〈Ψ0|Ψ1〉 = 0) be-
long to the remnant 2N−1 dimensional Hilbert space of
1, .., N − 1 single-electron degrees of freedom. Then, the
decoupling equation (eq(3)) connects the elements in |Ψ〉
as follows
a1|Ψ1, 1kσ〉 = a0η†kσ|Ψ0, 0kσ〉,
a0|Ψ0, 0kσ〉 = a1ηkσ|Ψ1, 1kσ〉 , (9)
where the operators ωˆ, η†kσ and ηkσ are defined as
ωˆ = H
′D +H
′X
k¯σ −HXk¯σ, (10)
η†kσ =
1
ωˆ − Trkσ(HDnˆkσ)nˆkσ c
†
kσTrkσ(Hckσ), (11)
ηkσ =
1
ωˆ − Trkσ(HD(1− nˆkσ))(1− nˆkσ)Trkσ(c
†
kσH)ckσ.(12)
Here, Trkσ(·) stands for a partial trace in the Fock space,
where the usual fermion anti-commutation rules are fol-
lowed. Trkσ(c
†
kσH)ckσ and its conjugate are obtained
from HXkσ as
Trkσ(c
†
kσH)ckσ = (1− nˆkσ)HXkσnˆkσ . (13)
Using eqns.(9), we arrive at
η†kσηkσ|Ψ1, 1kσ〉 = nˆkσ|Ψ1, 1kσ〉 = |Ψ1, 1kσ〉 ,
ηkση
†
kσ|Ψ0, 0kσ〉 = (1− nˆkσ)|Ψ0, 0kσ〉 = |Ψ0, 0kσ〉 .(14)
Further, from the definitions of ηkσ and η
†
kσ (eq.(12)), we
obtain the relations
ηkσ|Ψ0, 0kσ〉 = 0 =⇒ η†kσηkσ|Ψ0, 0kσ〉 = 0 ,
η†kσ|Ψ1, 1kσ〉 = 0 =⇒ ηkση†kσ|Ψ0, 0kσ〉 = 0 . (15)
Combining eqs.(14) and(15), we arrive at the following
algebraic relations for ηkσ and η
†
kσ
{η†kσ, ηkσ} = 1 , [η†kσ, ηkσ] = 2nˆkσ − 1 . (16)
Also, we note that using eqs.(9) together with the form
of the state |Ψ〉 (eq.(8)), we obtain a similarity transfor-
mation between |Ψ1, 1kσ〉 and |Ψ〉
a0|Ψ0, 0kσ〉 = N−1ηkσ|Ψ1, 1kσ〉
|Ψ〉 = a1(1 + ηkσ)|Ψ1, 1kσ〉
= a1 exp(ηkσ)|Ψ1, 1kσ〉 ,
=⇒ |Ψ1, 1kσ〉 = a−11 exp(−ηkσ)|Ψ〉 , (17)
where N = a1. Importantly, in the many-body state
|Ψ1, 1kσ〉, the single electronic state labelled kσ is dis-
entangled. Thus, the operator exp(−ηkσ) removes the
many-body entanglement content between the state |kσ〉
and the rest. From this similarity transformation, we can
construct the unitary operator [105, 106]
Ukσ = exp arctan h(η
†
kσ − ηkσ)
= exp
pi
4
(η†kσ − ηkσ) =
1√
2
(1 + η†kσ − ηkσ) ,(18)
that transforms |Ψ〉 to |Ψ1, 1kσ〉 = U |Ψ〉. The unitarity
property UkσU
†
kσ = U
†
kσUkσ = I can be verified using the
algebra of ηkσ and η
†
kσ operators given in eq.(16). Thus,
Ukσ can be interpreted as a disentangling transformation.
B. Derivation for the rotated Hamiltonian UkσHU
†
kσ
Having obtained the unitary operation that carries out
the disentanglement of single-particle states, we will now
compute the form of the rotated Hamiltonian. We note
that the rotated Hamiltonian should be purely diagonal
in the occupation-number basis states 1kσ and 0kσ. In
order to verify this, we decompose the rotated Hamilto-
nian into a diagonal and an off-diagonal component
UkσHU
†
kσ = H1 +H2,
H1 =
1
2
[
H + [η†kσ − ηkσ, H]
+ ηkσHη
†
kσ + η
†
kσHηkσ
]
,
H2 =
1
2
[
HXkσ − η†kσTrkσ(c†kσH)ckση†kσ
− ηkσc†kσTrkσ(Hckσ)ηkσ
]
, (19)
where the off-diagonal component H2 must vanish. To
show that, we first set up the preliminaries
η†kσηkσ = nˆkσ ,
=⇒ ωˆ − Trkσ(HDnˆkσ)nˆkσ = c†kσTrkσ(Hckσ)ηkσ ,
=⇒ ηkσc†kσTrkσ(Hckσ)ηkσ = c†kσTrkσ(Hckσ) . (20)
The definition of HXkσ = c
†
kσTrkσ(Hckσ) + h.c., along
with eq.(20), then implies that H2 = 0. In the other
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component, H1, we first unravel the terms ηkσHη
†
kσ and
η†kσHηkσ. Using eq.(10), eq(11) and eq(12), we obtain
1
Hˆ ′ − Trkσ(Hnˆkσ)nˆkσ
c†kσTrkσ(Hckσ)
= c†kσTrkσ(Hckσ)
1
Hˆ ′ − Trkσ(H(1− nˆkσ))(1− nˆkσ)
,
=⇒ Trkσ(Hnˆkσ)nˆkσc†kσTrkσ(Hckσ)
= c†kσTrkσ(Hckσ)Trkσ(H(1− nˆkσ))(1− nˆkσ) . (21)
The above relation then allows us to simplify ηkσHη
†
kσ
and η†kσHηkσ as follows
ηkσHη
†
kσ = Trkσ(H(1− nˆkσ))(1− nˆkσ) ,
η†kσHηkσ = Trkσ(Hnˆkσ)nˆkσ . (22)
Next, we deduce [η†kσ − ηkσ, H], i.e., the renormalization
of the Hamiltonian using the relations obtained above
[η†kσ − ηkσ, H] = 2τkσ{c†kσTrkσ(Hckσ), ηkσ} . (23)
Finally, by combining the result H2 = 0 together with
eqs.(22) and (23), we obtain the form of the rotated H
UkσHU
†
kσ =
1
2
Trkσ(H) + τkσTrkσ(Hτkσ)
+ τkσ{c†kσTrkσ(Hckσ), ηkσ} . (24)
One can easily check that the rotated Hamiltonian
[UkσHU
†
kσ, τˆkσ] = 0, i.e., τkσ is an integral of motion.
Turning to the quantum fluctuation operator ω (eq.(10)),
we note that its eigenvalues represent energy scales for
the fluctuations in the occupation number of state |kσ〉.
We can now put our unitary disentangling tranforma-
tion in context with the canonical transformations used
in various other RG methods, including continuous uni-
tary transformation (CUT) RG [82–84, 107], strong dis-
order RG [88, 108] and spectrum bifurcation RG [89]. We
recall that CUT RG schemes aim, via the iterative appli-
cation of unitary transformations, to remove off-diagonal
entries coupling various energy configurations using a va-
riety of choices for the RG flow generator. The goal
is, in this way, to make the Hamiltonian matrix more
band-diagonal. Nevertheless, this implementation of the
RG in terms of unitary transformations eventually be-
comes perturbative in nature, as at any given RG step,
the rotated Hamiltonian cannot be computed exactly ow-
ing to the appearance of an infinite series expansion in
the couplings. Instead, an effective Hamiltonian is ob-
tained perturbatively through a truncation of the cou-
pling expansion. This is also true of the recently de-
veloped entanglement-CUT RG scheme [109], where the
RG flow of the entanglement content between operators
is studied using tensor networks. Similarly, in various
recent strong disorder RG schemes [88, 108], the genera-
tor of transformations is chosen such that certain terms
in the Hamiltonian can be dropped. As with the CUT
RG, this leads to only the partial disentanglement of a
single electronic degree of freedom at any given RG step.
Finally, in the spectrum bifurcation RG scheme [89], the
Hamiltonian is made progressively block diagonal at each
RG step via the iterative application of local unitary ro-
tations along with coarse-graining transformations that
are perturbative in nature.
This should be contrasted with the non-local nature
of the unitary operations employed in our RG scheme
(eq.(18)), that implement non-perturbative coarse-
graining transformations through the precise disentan-
glement of one electronic state at every step. Further,
unlike the RG schemes discussed above, we obtain close-
form analytic expressions for the rotated Hamiltonian
at every step of the RG transformations. Finally, our
Hamiltonian RG flow evolves across multiple quantum-
fluctuation scales, the eigenvalues (ω) of eq.(10). This
helps obtain effective theories for various subparts of the
many-body spectrum.
This brings us to an important outcome of our RG
transformation scheme H → UkσHU†kσ :-if along the RG
flow, one of the energy eigenvalues of ωˆ operator matches
with an eigenvalue of the diagonal operator HD, we ob-
tain a stable fixed point of the RG transformations that
is signalled via the vanishing of the off-diagonal blocks in
the occupation basis of the electronic state being disen-
tangled at that step. This can be seen by starting from
equation eq.(14), with ηkσ acting on any one of the eigen-
states of the ωˆ operator (say |Φ1, 1kσ〉) with eigenvalue
ω
(ω − Trkσ(HDnˆkσ)|Φ1, 1kσ〉 = c†kσTr(Hckσ)ηkσ|Φ1, 1kσ〉
Det(ω − Trkσ(HDnˆkσ)) = 0 =⇒ HXkσ|Φ1, 1kσ〉 = 0 . (25)
This shows that if an eigenvalue of HD becomes equal
to ω, a stable fixed point is reached due to a vanishing
off-diagonal block [110].
In the next section, by using results from the above,
we will implement the unitary transformations U ′kσs iter-
atively on the Hubbard Hamiltonian (eq.(1)) by progres-
sively decoupling the highest energy state kσ and scaling
gradually towards the Fermi energy EF . This will allow
us to set up a momentum-space Hamiltonian RG the-
ory [90] for the 2D Hubbard model as visualized in Fig.2.
;
 determines
FIG. 2. Schematic diagram of the RG procedure. The feed-
back loop shows the replacement of H → H ′ and |kσ〉 →
|k′σ′〉. H ′ and Uk′σ′ satisfy the condition shown in the mid-
dle block, thereby generating the Hamiltonian at the next
step. At each step, a commuting operator τkσ (represented
by the blue circle) is generated via the many-body rotation,
such that its eigenvalues are integrals of motion.
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C. RG via the decoupling of single-particle
occupation states
In this section, we design the RG scheme that im-
plements the algorithm shown in Fig. 2 for decoupling
single-particle Fock states. We will define shells that are
isogeometric to the non-interacting Fermi surface (see
Fig. 3). This involves identifying the Fermi surface of
the half-filled tight-binding model on the 2d square lat-
tice at EF = µ
0
eff = 0. The Fermi surface (FS) is
then defined as a collection of unit normal wave-vectors
sˆ = ∇k/|∇k||k=EF . The C4 symmetric square FS also
has four van-Hove singularities along the antinodal (AN)
directions: two along Qy = (0, pi) and another two along
Qx = (pi, 0) (Fig. 3). The nodal (N) directions are given
by the bisectors: Q = Qx + Qy and Q⊥ ⊥ Q. The nor-
mal vectors are defined as sˆ = Q/|Q| on one quadrant
of the square Fermi surface, which on crossing the van-
Hove to the other arm becomes orthogonally oriented to
sˆ: sˆ⊥ = Q⊥/|Q⊥| , sˆ⊥ · sˆ = 0.
The normal translations of the Fermi surface wave-
vectors kΛ,sˆ = kF (sˆ) + Λsˆ represent isogeometric curves
displaced parallel by distance Λ from the FS (i.e., the
black lines parallel to the FS shown in Fig. 3(a)). Impor-
tantly, the anisotropy of the dispersion term with sˆ on
the square Fermi surface (kFx + kFy = pi), together with
the non-commutativity of the dispersion and Hubbard
U terms (eq.(2)), leads to a variety of quantum fluctu-
ation scales across F ranging from the anti-nodes (AN:
kFx = 0) to the nodes (N: kFx = pi/2)
kΛsˆ = −2t sin
Λ√
2
sin kFx , (26)
where we have set |sˆx| = |sˆy| =
√
2−1. The momentum-
space representation of the Hubbard term contains four-
fermionic off-diagonal scattering pieces coupling states
between isogeometric curves (longitudinal scattering),
and between normal directions sˆ (tangential scattering).
Thus, the renormalization group (RG) flow takes place
via the decoupling of an isogeometric curve (Λj) farthest
from the FS at every step by using a product of unitary
operations (U(j)), itself a product of unitary operators
U(j,l) that decouple individual states (j, l) ≡ (kΛj sˆ, σ)
along a given normal sˆ
U(j) =
∏
l=(sˆ,σ)
U(j,l) , (27)
U(j,l) =
1√
2
[1 + η†(j,l) − η(j,l)] . (28)
In the above expression, η†(j,l) is an operator that causes
transitions from hole-occupied many-body configurations
to electron-occupied configurations, while η(j,l) does the
reverse. They have the following properties
(1− nˆj,l)η(j,l)nˆj,l = η(j,l) , nˆj,lη(j,l)(1− nˆj,l) = 0 ,
η2(j,l) = 0 ,
[
η†(j,l), η(j,l)
]
= 2nˆj,l − 1 ,
{η†(j,l), η(j,l)} = 1 . (29)
The operator η†(j,l) is defined as a sum over projections of
various eigen-configurations of the renormalised Hamil-
tonian at the RG step j (H(j))
η†(j,l) =
1
ωˆ − Trj,l(HD(j,l)nˆj,l)
c†j,lTrj,l(H(j,l)cj,l)
=
∑
i
[η†(j,l)Oˆ(j,l)](ω(j),i) , (30)
η†(j,l)(ω(j),i) =
1
ω(j),i − Trj(HD(j,l)nˆj,l)nˆj,l
c†j,lTrj,l(H(j,l)cj,l) ,
where c†kΛj ,sˆ,σ = c
†
j,l, nˆkΛj sˆσ = nˆj,l, (Oˆ(ωi))(j,l) are the
projection operators involved in projecting onto various
many-body configurations of H(j,l) and H
D
(j,l) represents
the renormalized diagonal piece of the Hamiltonian in
the occupation number basis. The additional index l in
H(j,l) denotes its intermediate evolution along a given
isogeometric curve through a successive set of unitaries
U(j,l). The ω’s are eigenvalues of ωˆ (eq.(10)).
The flow equation for the Hamiltonian is then given by
H(j−1) = U(j)H(j)U
†
(j) , (31)
where the count of RG step j involves a countdown
from N (the number of isogeometric curves from the
BZ boundaries to FS), such that the bare Hamiltonian
H ≡ H(N). In a later section, we show the method for
obtaining the vertex RG flow equations using the form of
the rotated Hamiltonian like that obtained in eq.(24).
D. Correspondence between ω and an emergent
thermal scale T
In the above RG scheme the renormalized Hamilto-
nian can be decomposed over all fluctuation scale as fol-
lows H(j) =
∑
ω(H(ω)Oˆ(ω))(j). Here the Hamiltonian
H(j)(ωi) can include the effect of many body correlations
differently compared to H(j)(ωl). This would mean that
the nature of the low energy excitations for the different
ω dependent Hamiltonians might also be different. This
provides the perfect setting to ask the following question:
Can the effects of ω dependent many body correlations
on the non-interacting Fermi gas at 0K be manifested in
a finite temperature T scale? If the answer is affirmative
then this will allow us to classify the different phases of
the Hamiltonian across varying temperature scales?
We introduce the imaginary time evolution operator of
the renormalized Hamiltonian at RG step j, U(j)(τ) =
exp(−τH(j)), where time t → iτ , τ ∈ [0, β]. Here,
β = (kBT )
−1 is the imaginary time period for the evo-
lution operator U(j)(τ) = −U(j)(τ + β), and the (-) sign
is present as we are dealing with fermions [111]. We now
proceed to find the relation between the thermal energy
kBT and energy broadening of the quasiparticle. Till
step j, we have decoupled N − j single particle states
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FIG. 3. (Colour Online) (a) Schematic representation of
shells (black lines parallel to and formed around the FS (red
line) with spacing Λ) of states that are integrated out from
first quadrant of Brillouin zone (BZ): 0 < kx, ky < pi. In-
set (top right): Umklapp scattering of electron pairs. The
pair of black dots represents electron-electron/electron-hole
pair with opposite spins for charge/spin excitations formed
around the node (cyan dot); white dots represents the hole-
hole/hole-electron pair. sˆ represents the direction normal to
F, the orange arrows represent the forward scattering process.
T sˆ = (sy, sx) represents the orientation vector symmetrically
placed about the nodal vector Q. The pair of brown dashed
lines shows tangential scattering from sˆ, T sˆ → sˆ′, T sˆ′. (b)
The arrows (i) represents the resonant two electron scatter-
ing process across FS via states (black dots) located sym-
metrically at −Λ,Λ distances, arrows (ii) represents the off-
resonant two electron scattering process where the two elec-
trons (green dots) are placed at Λ + δ, −Λ.
labelled j < l ≤ N . Thus, the time evolution operator
attains the form
U(j)(τ) = U<j+1(τ)⊗ U>j(τ) , (32)
where U<j+1(iτ) = TrN,...,j+1(U(j)(τ)) is the time
evolution operator for the coupled states, U>j =
Tr1,...,j(U(j)(τ)) = exp(−τH>j) is the same for the sub-
space of decoupled states and H>j = Tr1,...,j(H(j)) is the
number diagonal Hamiltonian of the decoupled subspace.
A decomposition of the Hamiltonian among various fluc-
tuation scales, H>j =
∑
i(H>j(ωi)Oˆ(ωi))(j), then allows
us to extract the effective Hamiltonian at a scale ωi
H>j(ωi) =
∑
j
j(ωi)nˆj +
∑
jj′
fjj′(ωi)nˆj nˆj′
+
∑
jj′j′′
fjj′l′(ωi)nˆj nˆj′(1− nˆl′)
+
∑
jj′l′l′′
fjj′j′′(ωi)nˆj nˆj′ nˆl′(1− nl′′) + . . . .(33)
From H>j(ωi), we can form the evolution operator
U>j(ωi, τ) = exp(−τH>j(ωi)). Using the mapping nˆj →
τj = nˆj − 12 the Hamiltonian can be decomposed into
a irreducible sum of 1-particle, 2-particle, 3-particle etc.
self/correlation energies as follows
H>j(ωi) =
∑
j
˜j(ωi)τj +
∑
jj′
Γ4jj′(ωi)τjτj′
+
∑
jj′j′′
Γ6jj′l′(ωi)τjτj′τl′ + . . . , (34)
where ˜j(ωi) = j+Σj(ωi) with Σj composed of all higher
order correlations. U>j(ωi), therefore, can also be de-
composed into a product of a evolution operators for 1-
particle, 2-particle, 3-particle etc. Hamiltonians (as all
terms commute with each other)
U>j(τ, ωi) = U
1
>j(τ, ωi)U
2
>j(τ, ωi) . . . U
j
>j(τ, ωi) ,(35)
where Un>j(iβ, ω) = exp(−β
∑
j1...jn
Γ2nj1...jn(ω)τj1 . . . τjn)
with n = 1 Γ2nj1...jn = ˜j . For instance, the imaginary time
evolution operator U1>j(τ, ωi) is for the effective single
particle Hamiltonian H1>j(ωi) =
∑N
l=j+1 ˜l(ωi)τl.
Given that we are decoupling precisely one single-particle
state at every RG step using a unitary operation, a ther-
mal scale arises by limiting our perspective to many-
body correlations within the single-particle Hamiltonian
H1>j(ωi). We can now use the Kubo-Martin-Schwinger
condition [111] U1>j(τ, ω) = −U1>j(τ + β, ω) to attain a
Matsubara spectral representation (where ω˜m =
pi(2m+1)
β
are the harmonics)
U1>j(iω˜m, ω) =
∑
β
eτω˜mU˜1>j(τ, ω)
=
N∑
l=j+1
|l〉〈l|
iω˜m − lτl − Σl(ω)τl . (36)
Here, Σl(ω) is the frequency-dependent renormalized self-
energy and l is the bare electronic dispersion. We can
define a complex self-energy, Σ¯j+1(ω) = Σj+1(ω)− iω˜m,
where ω˜m is the Matsubara frequency. As the single-
particle states are quantum mechanically decoupled from
the rest, any mixedness in the quantum state of the ef-
fective non-interacting metal obtained (eq.34) can be at-
tributed to a thermal scale ω˜0 = 2piβ
−1. The Matsubara
frequencies ω˜m = pi(2m + 1)β
−1 are defined as the mth
harmonics of β = 1/kBT . Here we choose m = 0, i.e.,
13
ω˜0 = piβ
−1 in order to find the largest temperature scale
T upto which the poles will persist. By writing the imag-
inary part of the self energy as a Kramers-Kronig partner
of the real self-energy, we obtain an equivalent tempera-
ture scale
~
τ
=
1
pi
P
∫ ∞
−∞
Σj+1(ω¯)
ω¯ − ω˜0 dω¯ ≡ ~ω˜0 . (37)
This temperature scale provides the highest thermal scale
upto which the one-particle excitations can survive. Be-
yond it, they are replaced by 2e-1h composite excita-
tions. The above relation shows the finite lifetime τ of
the single-particle states can be viewed as an effective
temperature scale arising out of the unitary disentangle-
ment. A temperature scale for emergent gapped states of
matter can be obtained similarly, and will be presented
in Sec. VI.
E. Fermi surface instabilities
As we will now see, the perfect nesting of the square
FS (Fig.3) indicates a putative instability of the FS via
Umklapp back-scattering, i.e., scattering processes con-
necting states across the FS via a multiple of the recipro-
cal lattice vector (2Q). In order to identify the dominant
low-energy subspace [112] where the Umklapp back scat-
tering processes contribute maximally, we first choose a
pair of states, one from distance Λ above FS (kΛsˆ) and
another at a distance −Λ + δ below FS (k−Λ+δ,sˆ′). The
net momentum for such a pair of states is given by
kΛ,sˆ + k−Λ+δ,sˆ′ = kF sˆ + kF sˆ′ + Λsˆ− Λsˆ′ + δsˆ′. (38)
By summing over the elements of the energy (Ω) depen-
dent transition matrix (T (Ω)) for the Umklapp back-
scattering processes (sˆ, sˆ′) → (−sˆ,−sˆ′), we obtain the
net second order T -matrix element connecting states on
nested surfaces and low energies as
lim
Ω→0
T
(2)
sˆ,sˆ′→−sˆ,−sˆ′(Ω) =
1
vol2
lim
Ω→0
W∑
∆pairΛ,δ (sˆ)
U20
Ω−∆pairΛ,δ (sˆ, sˆ′)
,
=
U20
(vol)2W
ln
W
∆pairΛ,δ (sˆ, sˆ
′)
, (39)
where Λ,sˆ = kΛsˆ , W is the bandwidth, vol is the sys-
tem volume and the energy difference between scattering
pairs is denoted by
∆pairΛ,δ (sˆ, sˆ
′) = (−Λ,sˆ + Λ+δ,sˆ′)− (−Λ,−sˆ + Λ−δ,−sˆ′) .
(40)
For pairs positioned symmetrically about the nodal vec-
tor Q, sˆ′ = T sˆ = (sy, sx), the green lines in Fig. (3(b))
connect the filled and unfilled green circles with total
momenta along Q given by
(kΛ+δΛ,sˆ + k−Λ,T sˆ) ·Q = 2pi + δ . (41)
For such pairs, the T -matrix has a leading order loga-
rithmic divergence with the branch cut located along the
line δ = 0 with limδ→0 ∆
pair
Λ,δ → 0. This indicates that
the resonant pairs (i.e., with wavevector δ = 0, placed
symmetrically above and below the FS) are more sus-
ceptible to the Umklapp back scattering instability com-
pared to their off-resonant (δ 6= 0) counterparts, and will
therefore dominate the physics of the Mott insulating
state at low energies (Ω → 0). As in the Kondo prob-
lem [113], such a logarithmic divergence of the T -matrix
signals the need for a RG treatment of the FS instability.
A similar instability can be shown due to the spin
backscattering process of opposite spin electron pairs (↑)-
hole (↓) across the FS. The pair of states labelled by
(kΛ+δ,sˆ,k−Λ,T sˆ) in the electron/hole configurations at
distances Λ + δ,−Λ (i.e. above/below FS) along nor-
mals at sˆ and T sˆ possess a net pair-dispersion along sˆ
given by
∆EΛ,sˆ,δ = 4t sin kFx sin
Λ√
2
[
cos
δ√
2
− 1
]
, (42)
where sx = sy = cos
pi
4 , and the square shape of FS gives
kFx + kFy =
pi
2 . For every normal direction sˆ, the bare
e-h opposite spin pairs with energy difference ∆EΛ,sˆ,δ
undergo backscattering (eq.(1)) across the FS due to the
term −U0c†Λ,sˆ,σc−Λ+δ,T sˆ,−σc†Λ,−sˆ,−σcΛ+δ−2Λ,−T sˆ,σ. At
the level of second order perturbation level theory, the
energy cost (Ecorr(sˆ)) associated with such scattering is
given by
Ecorr(sˆ,Λ, δ) =
U20
∆EΛ,sˆ,δ
. (43)
Summing Ecorr(sˆ,Λ, δ) over all 0 ≤ Λ ≤W gives the as-
sociated T -matrix contribution with a similar logarithmic
singularity for δ = 0 pairs as observed above in eq.(39).
It is important to note that the expressions for the T -
matrix elements arising from Umklapp charge backscat-
tering (eq.(39)) and spin backscattering (eq.(43)) con-
tain information of the Fermi surface geometry (eq.(42)).
This results in electronic differentiation: a range of quan-
tum fluctuation scales associated with the instabilities
across the FS (i.e., from the AN to the N), one for every
sˆ normal to Fermi surface. In the next section, we will
treat these instabilities via the Hamiltonian Renormal-
ization group procedure eq.(31), as well as identify the
parent interacting metallic state of the Mott problem at
1/2-filling. We will also see that electronic differentia-
tion leads to the nodal-antinodal dichotomy at the heart
of the pseudogap phenomenon observed in doped Mott
insulators [64, 69, 114].
F. Renormalization group flow equations for
Longitudinal and Tangential scattering processes
Here, we treat the instabilities arising from the two-
particle scattering processes discussed earlier section via
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the unitary operator based Hamiltonian RG formalism.
From the discussion leading upto eq.(31), it follows that
the operator RG equations for forward (V
(j)
l (δ)) and
backward (K
(j)
l (δ)) scattering vertices (orange and green
arrows in Fig.3(a) and (b) respectively) are given by (de-
tails are provided in Appendix A)
∆V
(j)
l (δ) =
4(V
(j)
l (δ))
2τˆj,lτˆj,l′
[Gj,l]−1 − V (j)l (δ)τˆj,lτˆj,l′
,
∆K
(j)
l (δ) =
4V
(j)
l (δ)K
(j)
l (δ)τˆj,lτˆj,l′
[Gj,l]−1 − V (j)l (δ)τˆj,lτˆj,l′
,
[Gj,l]
−1
= ωˆ − ˜j,lτˆj,l − ˜j,l′ τˆj,l′ , (44)
where (j, l′) ≡ (k−Λj+δ,sˆ′ ,−σ) and τˆj,l = nˆj,l − 12 , and
˜j,l = j,l −∆µeff is the electronic dispersion measured
with respect to the effective chemical potential mea-
sured with respect to 1/2-filling (∆µeff ). From the RG
eqns.(44), we obtain a RG invariant C that characterises
the flows
CK
(j)
l (δ) = V
(j)
l (δ) . (45)
The uniform magnitude of the bare scattering vertices in
the Hubbard Hamiltonian (eq.(1)), K
(N)
l (δ) = V
(N)
l (δ) =
U¯0 (U¯0 ≡ U0/
√
vol), fixes the RG invariant to C = 1.
Fig. 4 (a) and Fig. 4(b) represent the renormalization
contributions of the two-particle scattering vertices in
the electron-electron (τˆi’s with eigenvalue
1
2 , eq.(44)) and
electron-hole (τˆi’s with eigenvalue ± 12 , eq.(46)) interme-
diate configuration channels respectively.
Interaction vertices involving tangential scattering are
denoted as L(j)(δ) (brown arrows in Fig. 3(a)). For tan-
gential scattering processes, the intermediate state con-
figuration necessarily involves electronic states on the
entire isogeometric curve, i.e., the various many-body
configurations obtained for a collective density operator
Lzj = 2
−1∑
l(nˆj,l + nˆj,l′ − 1). The scattering of a collec-
tive configuration of electronic states on the isogeometric
curve is described by pairwise electron raising lowering
operators L+j =
∑
l c
†
j,lc
†
j,l′ and L
−
j operators. Follow-
ing the appendix A, we can write down the operator RG
equations for the tangential scattering processes as
∆L(j) =
(L(j))2(L2j − Lz2j − Lzj )
ωˆ − ˜cj,avgLzj − L(j)Lz2j
. (46)
where ˜cj,avg = N
−1
j
∑
l(j,l + j,l′ − 2∆µeff ) is the mean
kinetic energy of the occupied pair of electrons along a
isogeometric curve. Nj is the number of electronic states
on an isogeometric curve.
G. Mixing between e-e and e-h configurations in
the RG procedure
In Fig. 4(c), we observe that mixing between various
electron-electron and electron-hole scattering terms (i.e.,
(a) (b)
(c)
FIG. 4. (Colour Online) Figures (a) and (b) Renormalization
of the forward scattering processes in the (ee/hh- grey bor-
dered dumbbell) and (eh/he- red bordered dumbbell ) con-
figurations respectively of the states kσ and k′σ′. The inter-
mediate 4-point diagonal propagator containing the diagonal
interaction piece (eq.(44)) is represented by the blue circles.
(c) 6-point vertices generated out of two different off-resonant
pair scattering terms (kσ, k′σ′), (kσ,k′′σ′′) sharing a com-
mon electronic state.
the ee/hh and eh/he pairs shown in Fig. 4(a, b)) leads to
three-particle (or six-point) scattering vertices. This is
an outcome of the non-commutativity between the com-
posite electron creation operator (1 − nˆkσ)c†k′σ′ and the
ee/eh pair creation operators[112] c†kσc
†
k′σ′ and c
†
kσck′σ′
operators. The operator RG flow equation for the three-
particle scattering vertex (R
(j)
l,δδ′) is given by (see also
eq.(A7))
∆R
(j)
l,δδ′ =
V
(j)
l (δ)V
(j)
l (δ
′)
ωˆ − ˜(j)j,l τˆj,l
+
K
(j)
l (δ)K
(j)
l (δ
′)
ωˆ − ˜(j)j,l τˆj,l
+
∑
Λ′<Λj
8R
(j)
l,δδ′′R
(j)
l,δ′′δ′
[Gj,l,3]
−1 −R(j)l,δ′′δ′′
∏3
i=1 τˆi
,
[Gj,l,3]
−1
= ωˆ − ˜j,lτˆj,l − ˜j,l′′ τˆj,l′′ − ˜j′,l, τˆj′,l , (47)
where the collective index i in the e-h imbalance operator
τˆi given by i = 1 : (Λj , sˆ, σ), i = 2 : (−Λj + δ′′, T sˆ,−σ)
and i = 3 : (Λ′, sˆ, σ). We note that eq.(47) contains
contributions from longitudinal forward/backward scat-
tering terms, while that from tangential scattering is ab-
sent. This is because contributions from the latter to
the renormalization of three-particle terms is subdomi-
nant, owing to the maximal entanglement present in the
intermediate configuration (m = 0 in eq(57)).
In order to see the effects of the mixing of ee/hh (charge
channel) and eh/he (spin channel) terms on the RG
eqns.(44) for longitudinal scattering, we perform a ω-
dependent rotation, tan−1(
√
1−p
p ), in the space of the
electron/hole configurations of (k′,−σ) = (j, l′), where
k′ = k−Λj+δ,T sˆ
| ⇑〉 := |1kσψk′−σ〉 = √p|1kσ1k′−σ〉+
√
1− p|1kσ0k′−σ〉 ,(48)
| ⇓〉 := |0kσψ⊥k′−σ〉 =
√
1− p|1kσ0k′−σ〉 − √p|0kσ0k′−σ〉 .(49)
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the spin-charge mixing parameter 0 ≤ p ≤ 1 is deter-
mined as a function of (ω,∆µeff ) by maximizing the
two-particle Greens function Gj,l’s matrix element in the
ee/eh mixed pair configuration eq.(48) for all energies
(˜j,l, ˜j,l′)
Gp
′,⇑
j,l = 〈1j,lψj,l′ |Gj,l|1j,lψj,l′〉
= [ω − p
(
j,l + j,l′
2
−∆µeff
)
− (1− p) ˜j,l − ˜j,l′
2
]−1,
p := p′ s.t. Gp,⇑j,l = maxp′
Gp
′,⇑
j,l . (50)
This special value of the parameter p in eq(50) in turn
causes the maximization of the 2-particle vertex RG
flows, ensuring their domination over the 3-particle off-
diagonal vertex RG flows.
In the (ee & eh)/(hh & he) opposite-spin pair config-
urations |1j,lψj,l′〉 (see eq.(48)), the RG flow equations
for longitudinal forward/backward scattering vertices
(eq.(44)) of the charge ((Vc/Kc)
(j)
l ) and spin ((Vs/Ks)
(j)
l )
kinds in the presence of spin-charge mixing are given by
∆V
(j)
c,l (δ)
∆ log
Λj
Λ0
=
p(V
(j)
c,l (δ))
2
eiγ
⇓
l |Gp,⇓j,l |−1 −
V
(j)
p,l (δ)
4
,
∆K
(j)
c,l (δ)
∆ log
Λj
Λ0
=
p(K
(j)
c,l (δ))
2
eiγ
⇑
l |Gp,⇑j,l |−1 −
K
(j)
p,l (δ)
4
,
∆V
(j)
s,l (δ)
∆ log
Λj
Λ0
= − (1− p)(V
(j)
s,l (δ))
2
eiγ
⇓
l |Gp,⇓j,l |−1 −
V
(j)
p,l (δ)
4
,
∆K
(j)
s,l (δ)
∆ log
Λj
Λ0
= − (1− p)(K
(j)
s,l (δ))
2
eiγ
⇑
l |Gp,⇑j,l |−1 −
K
(j)
p,l (δ)
4
, (51)
where Vp,l and Kp,l are strengths for forward and back-
ward interaction couplings respectively with spin-charge
mixing
V
(j)
p,l (δ) = pV
(j)
c,l (δ)− (1− p)V (j)s,l (δ) ,
K
(j)
p,l (δ) = pK
(j)
c,l (δ)− (1− p)K(j)s,l (δ) , (52)
and Λj = Λ0e
−j , ∆ ln ΛjΛ0 = 1. Further, γ
(⇑,⇓)
sˆ (ω) is the
topological phase of the Green function eq.(50)
γ⇑,⇓l (ω) := e
ipi(N⇑,⇓l (ω)+1), (53)
with the topological invariant [115]
N⇑,⇓l (ω) =
∮
dz[G(j,l)⇑/⇓ ]−1∂zG(j,l)⇑/⇓ , (54)
where [G(j,l)⇑/⇓ ]−1 = z − [Gˆ(j,l)p,(⇑/⇓)]−1. These topological
invariants are constrained by the relation
N⇑l (ω) +N
⇓
l (ω) = 1 , (55)
such that a RG relevant forward scattering coupling en-
sures an RG irrelevant backward scattering coupling, and
vice versa.
We now discuss briefly the choices made for the ap-
pearance of certain Greens functions above in the RG
equations eq(51). The pair of electronic states |j, l〉 :=
|kΛj ,sˆσ〉 and |j, l′〉 := |k−Λj+δ,sˆ − σ〉 (for δ > 0) in the
| ⇑〉 configuration (eq.(48)) have a net spin-charge hy-
bridized energy: p(j,l + j,l′) + (1 − p)(j,l − j,l′) > 0,
as j,l + j,l′ > 0 for j,l > 0, j,l′ < 0. The poles of
the Greens function for ⇑ are situated along the ω > 0,
and act as intermediate channels for the renormalisa-
tion of spin and charge backscattering vertices. On the
other hand, for the forward scattering channel along
a given sˆ, the intermediate configuration (⇓) is chosen
with a net energy below EF , such that the pole of the
Greens function lies along −ω. These channels have
been chosen in such a way that a relevant renormali-
sation of the backscattering vertices (K
(j)
c,l (δ),K
(j)
s,l (δ)) in
intermediate configuration ⇑ is associated with an irrel-
evant renormalisation of the forward scattering vertices
(V
(j)
c,l (δ), V
(j)
s,l (δ)
(j)) in intermediate configuration ⇓, and
vice-versa. The constraint on the topological invariants
in eq.(55) is simply a manifestation of this choice of the
intermediate channels.
From the longitudinal scattering vertex flow eq.(51), we
get the RG invariant (C)∫
dV
(j)
s,l (δ)
(V
(j)
s,l (δ))
2
= −1− p
p
∫
dV
(j)
c,l (δ)
(V
(j)
c,l (δ))
2
,
C = [pV
(j)
s,l (δ)]
−1 + [(1− p)V (j)c,l (δ)]−1∫
dK
(j)
s,l (δ)
(K
(j)
s,l (δ))
2
= −1− p
p
∫
dK
(j)
c,l (δ)
(K
(j)
c,l (δ))
2
,
C = [pK
(j)
s,l (δ)]
−1 + [(1− p)K(j)c,l (δ)]−1, (56)
Given the form of the Hubbard interaction in eq.(1), the
bare values of various couplings are: V
(N)
s,l = V
(N)
c,l =
K
(N)
s,l = V
(N)
c,l = U¯0. We obtain, therefore, the value of
the RG invariant as C−1 = p(1− p)U¯0.
The tangential scattering processes can involve the fol-
lowing class of intermediate state configurations
|Lj = m− 1
2
〉 =
∑
C
1√(
2Nj
Nj−m
) Nj−m∏
i=1
|0li0l′i〉j
2Nj∏
i=Nj−m+1
|1li1l′i〉j , (57)
where the quantum number m indicates the number of
electronic states on the isogeometric curve. These states
are coupled by tangential scattering, such that the lower
the magnitude of |m|, the more highly entangled is the
state |Lj = m− 12 〉. This can be seen from the fact that a
larger number of configurations enter into superposition
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with a decreasing magnitude of m, i.e.,
(
2Nj
Nj
)
>
(
2Nj
Nj−m
)
for all m 6= 0.
The RG flow equation of the tangential scattering ver-
tices can be found from the operator equation eq.(46) for
the configuration given above in eq.(57)
∆L(j) =
(Nj +m)(Nj −m+ 1)(L(j))2
ω +W sgn(∆µeff ) + ˜cΛj ,avg − 14L(j)
, (58)
where ˜cj,avg = N
−1
j
∑
l(j,l + j,l′ − 2∆µeff ) is the av-
erage kinetic energy of the electrons on the high-energy
isogeometric curve. The eigenvalues of L2j and L
z2
j are
= Nj(Nj + 1) and m
2 respectively. We observe that
the highly entangled m = 0 configuration maximizes the
RG flow rate in eq.(46). This indicates that due to the
rich entanglement structure of the state with m = 0, the
breaking of an electronic configuration with off-resonance
pairs is unfavourable under RG. The value of the fluctua-
tion operator scale ω is given by ω+W sgn(∆µeff ), where
W = 8t is the single-particle bandwidth. This can be ar-
gued as follows. For ∆µ = 0, beyond a minimum value
of ∆µmineff = −∆Umax0 /2 = −W , the tight-binding band
has only holes with a Fermi surface shifted to the BZ cen-
ter k = (0, 0). As the low energy off-diagonal tangential
scattering processes (L(j)(δ)) cause fluctuations of the
minimum hole energy Eminhole = −(W/2) × 2 = −∆µmineff ,
the correct energy scale for quantum fluctuations is now
given by ω +W sgn(∆µeff ).
Gapless parts of the FS neighbourhood are characterised
by back-scattering (Q1 = pi in eq.(51)) being RG irrel-
evant, but with forward scattering (Q1 = 0 in eq(51))
being RG relevant. The low lying excitations on such
gapless stretches of the FS are strongly influenced by the
RG flow equations of the three-particle scattering vertices
in eq.(47). We choose the 2 electron-1 hole intermediate
configuration for the three states in the neighbourhood
of the FS as follows
1 : (0j,l, 0j,l′) , 2 : (0j,l, 1j,l′′) , 3 : 00,l , (59)
where (kΛj sˆ, σ) ≡ j, l, (k−Λj+δ′′,T sˆ,−σ) ≡ j, l′′, k0sˆσ ≡
0, l, i.e., states labelled 1 and 2 are in the hh/he mixed
configuration with energies below EF (see eq.(49)), and
the occupied state labelled 3 is precisely at EF = 0, such
that Λ′ = 0 in eq.(47)). For such an intermediate config-
uration, we obtain the flow equation for the three-particle
scattering vertices as
∆R
(j)
sˆ,δδ′ =
V
(j)
l (δ)V
(j)
l (δ
′)
ω − ˜(j)j,l
+
K
(j)
l (δ)K
(j)
l (δ
′)
ω − ˜(j)j,l
+
R
(j)
l,δδ′′R
(j)
l,δ′′δ′
[Gj,l,3]
−1
+ 18R
(j)
l,δ′′δ′′
,
[Gj,l,3]
−1
=
1
2
(p
˜j,l + ˜j,l′
2
+ (1− p) ˜j,l − ˜j,l′
2
)− ω .(60)
It is easily seen that the choice of Λ′ = 0, together with
the extremal choice of the mixing parameter p in eq.(50),
maximises the 2e-1h contribution to the above RG equa-
tion.
We now mention some other salient features of this RG
formulation. First, the effective Hamiltonian at a given
RG step can be formulated, with contributions from lon-
gitudinal (forward and backscattering, eq.(51)), tangen-
tial (eq.(58)) and three-particle diagonal and off-diagonal
scattering vertices (eq(60)). The detailed form of the ef-
fective Hamiltonian is shown in Appendix B. Next, the
configuration energy for an e-h/e-e intermediate pair (see
discussion below eq.(50))
˜j,l − ˜j,l′ = 2 sin kFx
[
sin
Λ + δ√
2
+ sin
Λ√
2
]
, δ > 0 (61)
is minimum for resonant pairs (δ = 0). This leads to the
propagator for δ = 0 resonant pairs (|Gˆj,lp,⇓|,) having the
highest magnitude in the RG equations for longitudinal
scattering (eq.(51)). In turn, this leads to the smallest
denominators in these RG relations, ensuring that the
resonant pairs dominate the RG flows for longitudinal
scattering vertices.
Further, fixed points of the RG flows equations
for longitudinal, tangential and three-particle vertices
(eqns.(44), (46) and (60) respectively) are associated
with the vanishing of their respective denominators: at-
taining a stable fixed point is related to the vanishing of
quantum fluctuations such that no further decoupling of
states can be carried out under the RG transformations
(see eq.(25)) [110]. Given that the resonant pairs dom-
inate the RG flows, the spectral weight (characterised
by the final distance from the FS, Λ∗(δ, sˆ, ω)) is also the
highest at a RG fixed point for such pairs
Λ∗(δ = 0, sˆ, ω) > Λ∗(δ > 0, sˆ, ω). (62)
As can be seen from eqns.(44), the resonant pairs carry
the highest spectral weight in the backscattering process
(Q1 = pi). In this way, we have provided a RG-based jus-
tification for the backscattering T-matrix argument given
earlier (eq.(39)). Finally, the RG equations can be solved
numerically in an iterative manner on a two-dimensional
momentum-space grid, leading to fixed point values of
various couplings, spectral weights and gaps (the details
of the algorithm for which are presented in Appendix-C).
From these, we can draw a RG phase diagram, as well
as compute several physical observables. In the following
sections, we adopt this procedure in unveiling the physics
of the T = 0 Mott-Hubbard transitions at and away from
1/2-filling.
IV. MOTT MIT AT 1/2-FILLING
The T = 0 phase diagram obtained by integrating the
RG equations set out in the previous section at 1/2-filling
(µ0eff = 0) is shown in Fig. 5. Prior to the detailed dis-
cussions that will follow, we outline the key aspects dis-
played in the RG phase diagram. First, an explanation of
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FIG. 5. (Colour Online) (a) Renormalisation group phase di-
agram at 1/2-filling in the quantum fluctuation energyscale
(4−ω)-bare repulsion (U0) plane. Colourbar represents ratio
of renormalized coupling to bare coupling K∗/U¯0. Transi-
tion from non-Fermi liquid (NFL, white) to Mott liquid (ML,
dark blue) insulator is through a pseudogap (PG, shaded blue)
for all U0 > 0. ωPG and ωins are energy scales for Lifshitz
transitions that initiate and end the PG respectively. (b)
Schematic representation of shells of states (black lines paral-
lel to, and formed around, the FS (red line) with spacing Λ)
that are integrated out from first quadrant of Brillouin zone
(BZ): 0 < kx, ky < pi. Inset (top right): Umklapp scattering
of electron pairs. Inset (bottom left): variation in density
of states from antinode (AN) to node (N). The pair of black
dots represents electron pair pseudospin for charge/spin ex-
citations in the up orientation formed around the node (cyan
dot); white dots represents the opposite orientation. sˆ repre-
sents the direction normal to FS.
the axes: the y-axis represents the energy scale for quan-
tum fluctuations discussed earlier, i.e., the eigenvalues of
fluctuation operator ω (eq.(10))
W
2
− ω ∈ [0,W = 8t] (t = 1) , (63)
and the x-axis represents the bare value of the on-site
Hubbard coupling ranging from weak to strong coupling
(0 < U0 ≤ 16 = 2W ). A striking observation is that the
Mott metal-insulator transition (MIT) involves the pas-
sage from a gapless metallic normal state at high ω to a
gapped insulating Mott liquid (ML) groud state at low
ω, but through a pseudogapped (PG) state of matter (at
intermediate values of ω) arising from a differentiation
of electrons based on the monotonic variation of their ki-
netic energy (see, e.g., eq.(43)) from node (N) to antinode
(AN) [50, 115].
The PG phase is described by partial gap in the neigh-
FIG. 6. (Colour Online)(a) Linear variation of resistivity (ρ)
with ω < ωPG in NFL crosses over through PG (ωPG < ω <
ωins) into the ML (diverging ρ for ω > ωins).(b) A(E) (colour-
bar: red to yellow) and ∆ (colourbar: cyan to violet) in first
quadrant of BZ with changing ω = 2.5. Inset: Quasiparticle
(qp) spectral function (A(E)) for ω = 2.5, showing NFL at
N (red curve) and gap at AN (blue curve) and averaged over
FS (Atot, black curve).
bourhood of AN, with a gapless stretch centered around
N. The gapping process is initiated at the ANs as an
FS topology-changing Lifshitz transition of the normal
phase at fluctuation scale ω = ωPG ≡ 0.034t, and pro-
ceeds until the Ns are gapped out in a Mott liquid state
via a second Lifshitz transition at ω = ωins (Fig. 6(b),
Video S1). We develop the RG fixed point theory for the
normal phase in this section. The next section is devoted
to the PG phase and the Lifshitz transition leading to
it. We complete our discussion for the Mott MIT at 1/2-
filling by by focusing on the Mott liquid in detail in a
subsequent section. It is also worth noting the flatness
of the phase boundaries: this indicates the absence of
a critical (U/t)c for the metal-Mott insulator transition
for the 1/2-filled Hubbard model on the 2d square lattice
with only nearest neighbour hopping, and results from
the perfectly nested FS [101, 116]. This is consistent with
recent DΓA and quantum Monte Carlo simulations of the
unfrustrated Hubbard model by Schafer et. al. [22]. We
anticipate the presence of a critical (U/t)c in the gener-
alised Hubbard model with a frustrating additional next
nearest neighbour hopping, as has been demonstrated in
dynamical mean-field theory (DMFT) studies [117, 118].
The U0 independent gapping of the antinodes can be
anticipated from the divergence of the second order T-
matrix element eq.(39) for both resonant (δ = 0) as well
as off-resonant (δ 6= 0). This results from the vanish-
ing of the energy transfer at the antinodes kx, ky = pi, 0
and 0, pi (as can be seen from eq.(42)) at Ω = 0 and
the existence of van Hove singularities of the DOS at the
antinodes. Thus, this event marks the onset energy scale
of the pseudogap (ωPG). On the other hand, along the
nodal direction kx = ky = pi/2, the energy transfer is
∆E = 4t sin Λ√
2
[
cos δ√
2
− 1
]
6= 0 (eq.(42)). This lowers
considerably the gapping of the nodal points on the FS,
and therefore the onset energy scale for the Mott insu-
lator (ωins). This is indicated by the fact that only the
resonant (δ = 0) scattering events along the nodal direc-
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tion contribute to the T-matrix element in a divergent
manner at Ω → 0 (eq.(39)). Further, this divergence is
again U0 independent. These arguments show that the
Fermi surface topology-changing events, i.e., the discon-
nection of the antinodes at ωPG and the vanishing of the
nodal arcs at ωins, are both U0 independent and are only
related to the geometry of the underlying lattice.
A. Normal state for the Mott insulator
In charting the physics of the normal state from which
the gapped Mott insulator arises, we will carry out the
RG analysis in two parts. The first part of RG involves
revealing the normal state lying farthest away from the
FS of the non-interacting tight-binding problem. For
this, we note that in the quantum fluctuation range
W
2
− ω ∈
[(
W
2
− ωPG = W
2
)
,W
]
, (64)
all the backscattering vertices that can lead to insta-
bilities of the FS (eq.(39)) are found to be RG irrel-
evant. This arises from the global topological index,
N⇓sˆ (ω) = 1 ∀sˆ, near EF in eq.(51). The forward scat-
tering coupling is, on the other hand, RG relevant. Fur-
ther, the tangential scattering coupling (whose flow equa-
tion is shown in eq.(58)) is also found to be RG irrele-
vant, as the denominator has an overall negative signa-
ture (ω + ˜cΛj ,avg < 0). Thus, this leads to a fixed point
effective Hamiltonian with different pairs (with charge
2e) marked by δ (eq.(49)) are involved in forward scat-
tering
Hˆ∗(ω) =
∑
k,l
k,lτk,l +
∑
δ>0
Hˆ1,∗δ (ω) +H
∗
dec(ω) , (65)
Hˆ1,∗δ (ω) =
∑
k,k′,l
V ∗l (ω, δ)c
†
k,lc
†
k,l′ck′,l′ck′,l ,
where (k, l) ≡ (kΛ,sˆ, ↑), (k, l′) ≡ (k−Λ+δ,T sˆ, ↓) and
(k′, l′) ≡ (k−Λ′+δ,T sˆ, ↓). The fixed point value of the cou-
pling V ∗l (ω, δ) is given by vanishing of the denominator
in eq.(44) [110]
V ∗l (ω, δ) = [
1
2
(k∗,l + k∗,l′)− ω] ,
k∗,l = kΛ∗sˆ , k∗,l′ = k−Λ∗+δT sˆ . (66)
The momentum state kΛ,sˆ marked by the pair of indices
(k, l) is summed over the range 0 < Λ < Λ∗ for every
direction sˆ normal to the FS. The window Λ∗ partitions
the Hamiltonian eq.(65) into two subparts: one involving
the decoupled degrees of freedom (kΛ,sˆσ) given by
H∗dec(ω) =
∑
k,l,l′,
Λk<Λ
∗
l
[
(k,l −∆µeff )τk,l + V (k)l (ω, δ)nˆk,lnˆk,l′
]
,(67)
and another for the coupled degrees of freedom involved
in forward scattering: Hˆ∗(ω)−H∗dec(ω) =
∑
k,l k,lτk,l +
∑
δ>0 Hˆ
1,∗
δ (ω). H
∗
dec(ω) clearly describes a Fermi liquid-
like gapless metallic state of matter. This Fermi liquid
is positioned farthest away from the non-interacting FS
in energy as well as in k-space. As we shall now see
from the second part of the RG analysis, it undergoing
a gradual crossover to a very different gapless metallic
state of matter in the immediate neighbourhood of the
FS.
The value of Λ∗ is determined from numerical solution
for the vanishing denominator in eq.(51)
eiγ
(⇓)
sˆ (ω)|Gˆj∗,l(±ω)|−1 =
V ∗p )
4
|p=1 , (68)
where we determined p = 1 from eq.(50) for ω lying in
the range given in eq.(64). As discussed above eq.(47),
the non-commutativity between different δ-pair momenta
scattering Hamiltonians, [Hˆ1,∗δ (ω), Hˆ
1,∗
δ′ (ω)] 6= 0, leads to
the effective three-particle (2-electron and 1 hole) scat-
tering terms in Fig.4. The net dispersion energy for the
2e-1h intermediate configuration (eq.(59)) lies in energy
range
[0,
j,l + j,l′
2
] ⊂ [0,W ] . (69)
For such 2e-1h composites, an electron-hole pair is
fixed on the FS while another electronic state kΛ,sˆ is
taken from within FS. These quantum fluctuations, when
treated via RG at the lowest fluctuation scale
max
δ,sˆ
j∗,l + j∗,l′
2
= ω¯ (70)
residing in the low energy spectrum of the fixed point
Hamiltonian Hˆ∗(ω) (eq.(65)) leads to flow equations
(eq.(51), eq.(60), with ω replaced by ω¯)
∆V
(j)
c,l
∆ ln
Λj
Λ0
= − (V
(j)
c,l )
2∣∣ 1
2 (j,l + j,l′)− ω¯
∣∣+ V (j)c,l4 , (71)
∆R
(j)
lδδ′ =
V
(j)
c,l V
(j)
c,l′
ω¯ − 12(j)Λj sˆ
−
∑
δ′′
R
(j)
lδδ′′R
(j)
lδ′′δ′
[Gj,l,3]−1 − 18R(j)lδ′′
, (72)
Gj,l,3 =
1
1
2 (j,l + j,l′)− ω¯
.
The number diagonal 2e-1h terms are represented as
R
(j)
lδδ ≡ R(j)lδ . The lowest fluctuation scale is attained
by maximizing over the multiple scales im eq.(70) for ev-
ery sˆ and δ, such that the 2e-1h scattering vertices have
the dominant renormalization. From the negative sign
in the denominator in eq.(71), we find that the forward
scattering RG flow equations at the lowest energy end
of the spectrum ω¯ (eq.(70)) are irrelevant and flow to-
wards vanishing coupling, V ∗,lc = 0. On the other hand,
we find that the flow of the 2e-1h off-diagonal scattering
terms generated from the forward scattering processes
(first term in eq.(72)) are initially RG relevant. How-
ever, as the 2e-1h scattering processes becomes bigger in
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magnitude, the second term in eq.(72) eventually cuts off
their growth and leads to a nonzero fixed point at
R∗lδ
8
= = ω¯ − 1
2
(k∗,l + k∗,l′) , (73)
where (k∗, l) ≡ kΛ∗∗sˆ , (k∗, l′) ≡ k−Λ∗∗+δT sˆ. At
this fixed point, the effective Hamiltonian is given by
H3∗(ω¯) =
∑
sˆH
3∗(ω¯, sˆ)
H3∗(ω¯, sˆ) =
∑
Λ<max
δ
Λ∗∗sˆ,δ
k,lnˆk,l +H
′∗
dec(ω¯)
+
∑
Λ,Λ′<max
δ
Λ∗∗sˆ,δ,
δ>0
R∗lδnˆk,lnˆk,l′(1− nˆk′,l′) . (74)
The first and third terms of eq.(74) represent the Hamil-
tonian for the degrees of freedom lying closest to the FS
of the non-interacting tight-binding problem. It is easily
seen that this gapless, metallic state of matter is com-
posed of composite 2e-1h degrees of freedom. On the
other hand, the intermediate range of energies described
by the window
Λ ∈ [Λem] = [max
δ
Λ∗sˆ,δ,max
δ
Λ∗∗sˆ,δ], (75)
contains two-particle as well as three-particle vertices,
leading to
H ′∗dec(ω¯) =
∑
sˆ,Λ∈[Λem]
(Λsˆ −∆µeff )
(
nˆΛ,sˆ,σ − 1
2
)
(76)
+
∑
sˆ,δ,Λk∈[Λem]
V
(j)
k,l (ω, δ)nˆk,lnˆk,l′
+
∑
sˆ,δ>0
Λj∈[Λem]
R
(j)
lδ nˆk,lnˆ−k,l′(1− nˆk′,l′) .
Thus, the intermediate window involves a gradual
crossover from a Fermi liquid to another metallic state
of matter (see Fig.7) which we characterise below.
1. Marginal Fermi liquid in the IR
We will now see that the gapless state of matter ly-
ing at lowest energies possesses properties ascribed phe-
nomenologically to the Marginal Fermi liquid [95]. Of pri-
mary importance is the renormalisation of the 1-particle
self-energy arising from 2e-1h off-diagonal scattering
terms in the neighbourhood of the fixed point (eq.(73)).
This renormalisation arises intermediate scattering con-
figurations involving two electrons and three holes. The
2e-3h configuration energy is obtained from off-resonant
pairs (j, l) : (Λj , sˆ, σ), (j, l
′) : (−Λj + δ, T sˆ,−σ) in
electron-occupied configuration, along with three holes
present at Fermi surface. We then obtain the leading
FIG. 7. (Colour Online) Momentum-space map partitioned
into regions with different Hamiltonian structures for the nor-
mal state. (a) represents the Marginal Fermi liquid (MFL),
(b) represents a correlated Fermi liquid, i.e., containing both
MFL and Fermi liquid (FL), (c) represents a FL.
contribution to the 1-e self energy RG equation
∆Σ
Re,(j)
Λ,sˆ (ω¯) =
∑
Λ<Λj
(R
(j)
X )
2
ω¯ − 12cj,l + 18R(j)D
.
= N(Λj , sˆ)
(R
(j)
X )
2
R
(j)
D
∫ Λj
0,δ→0
dΛj
ω¯ − 12cj,l + 18R(j)D
= N(Λj , sˆ)
(R
(j)
X )
2
R
(j)
D
ln
ω¯
ω¯ − 12cj,l + 18R(j)D
,(77)
where R
(j)
X = R
(j)
lδδ′ , R
(j)
D = R
(j)
lδ and 
c
j,l = j,l+j,l′ is the
dispersion for the 2e-1h composite with the momentum
indices locked by the choice of the 2e-3h state described
earlier. In the second step of the above set of equations,
we have introduced the total number of states along a
given sˆ, N(Λ, sˆ), upon replacing the summation by a
integration. Near the FS, using eq.(72) and in the vicinity
of the fixed point eq.(73), the flow equations attain the
form
∆R
(j)
X
∆ logb
Λj
Λ0
=
∆R
(j)
D
∆ logb
Λj
Λ0
= − (R
(j)
X )
2
ω¯ − 12cj,l + 18R(j)D
. (78)
Using the RG invariant C = R
(j)
X − R(j)D (eq.(78)) with
C = 0, the self energy has the form
∆Σ
Re,(j)
Λj ,sˆ
(ω¯sˆ) = N(sˆ,Λj)
(
ω¯ − 1
2
max
δ
cj,l
)
ln
∣∣∣∣∣∣ ω¯ω¯ − 12 maxδ cj,l
∣∣∣∣∣∣ . (79)
As the self energy renormalization has a branch-cut log
singularity at the FS, we may approximate Σ
Re,(j)
kΛsˆ
(ω) ≈
∆Σ
Re,(j)
kΛsˆ
(ω) +O(ω). From these relations, we obtain the
self energy Σ and the quasiparticle residue Z1 as
Σ(ω˜sˆ) = ω˜sˆ ln
∣∣∣∣N∗(sˆ, ω)ω¯ω˜sˆ
∣∣∣∣ , Z1(ω˜s) = 1
2− ln
∣∣∣ ω˜sˆN(sˆ,Λ∗∗)ω¯ ∣∣∣ ,(80)
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where ω˜sˆ = N
∗(sˆ, ω)(ω¯ − 12cΛ∗∗,sˆ) and ω¯ is defined in
eq(70). The quasiparticle residue Z1(ω˜s) vanishes as
ω˜sˆ → 0, indicating breakdown of Landau’s quasiparticle
picture. These well-known expressions for the Marginal
Fermi liquid have been proposed on phenomenological
grounds towards understanding the strange metal phase
encountered in the hole-doped cuprates [95]. While Σ has
the same structure as proposed in [95], it is worth noting
that the Marginal Fermi liquid we find arises from singu-
lar longitudinal scattering along directions normal to the
FS (sˆ).
The imaginary part of the self energy can be computed
from the real part of the self energy using the Kramers-
Kronig relations
Σ
Im,(j)
Λj ,sˆ
(ω¯sˆ) =
1
pi
P
∫ ∞
−∞
Σ
Re,(j)
Λj ,sˆ
(ω)
ω − ω˜sˆ = ω˜sˆ . (81)
From here, we obtain the quasiparticle lifetime as τ =
2piω˜−1sˆ , in keeping with the proposed relation for the
marginal Fermi liquid. Further using the equivalence re-
lation between the quantum fluctuations assisted broad-
ening ω˜sˆ and thermal broadening (eq.(37)), we can obtain
the largest temperature scale (T ) upto which the single
particle description is well defined
kBT = ~max
sˆ
ω˜sˆ . (82)
The inverse lifetime τ−1 is thus associated with a linear-
in-T Drude resistivity, ρ ∝ T , arising from the excitations
of the gapless Fermi surface. This temperature scale will
appear in a later section as the source of “Planckian dis-
sipation” when a quantum critical point is reached upon
doping away from 1/2-filling.
The 1-particle self energy is singular leading to Z1(ω˜sˆ)→
0,but from the form of the Hamiltonian eq. (74) its clear
that the 2-e 1-h self energy is well defined and given by
Σ3∗Λsˆ(ω) = R
∗
sˆ,δ, Z3,Λsˆ(ω) =
1
1− ∂Σ3∗Λsˆ(ω)∂ω
. (83)
As ω → 0 and Λ∗∗sˆ,δ′′ → 0, the 2e-1h dispersion vanishes
Σ3∗Λsˆ(ω) → 0 and Z3,Λsˆ(ω) → 1, making the composite
degree of freedom well defined. This is exhibited by the
fixed point Hamiltonian eq.(74).
2. Luttinger sum and the f-sum rule
As observed in eq. (80) and eq. (82), the metallic state
within the window from [0,Λ∗∗sˆ,δ] displays properties of
the marginal Fermi liquid arising from a coherence for
the 2e-1h composite degrees of freedom near the Fermi
surface (eq.(83)). Outside the window Λ ∈ [Λem] resides
a correlated Fermi liquid with an effective Hamiltonian
eq.(76), and with the real part of the 1-electron (Σ1,emre,Λk,sˆ)
and 2e-1h (Σ3,emre,Λk,sˆ) self energies given by
Σ1,emre,Λk,sˆ =
(V
(k)
k,l )
2
ω¯ − 12Λk,sˆ
+R
(k)
sˆ,δ ln
ω¯ − 12cΛk,sˆ,δ + 18R
(k)
sˆ,δ
ω¯
Σ3,emre,Λk,sˆ = R
(k)
sˆ,δ . (84)
Further outside Λ > Λ∗sˆ,δ resides the Fermi liquid (effec-
tive Hamiltonian in eq.(67)) with 1-electron self energy
given by
Σ1,FLre,Λk,sˆ =
∑
δ
V
(k)
sˆ (ω, δ) . (85)
From these relations, we find the net 1-electron (Σ1Λ,sˆ(ω))
and composite 2e-1h (Σ3re,Λsˆ,δ(ω)) self energies to be
Σ1Λ,sˆ(ω) = Σ(ω˜sˆ)θ(Λ
∗∗
sˆ − Λ) + Σ1,emre,Λsˆθ(Λ− Λ∗∗sˆ )θ(Λ∗sˆ − Λ)
+ Σ1,FLre,Λsˆθ(Λ− Λ∗sˆ),
Σ3re,Λsˆ,δ(ω) = Σ
∗
re,Λ,sˆ(ω)θ(Λ
∗∗
sˆ − Λ)
+ Σ3,emre,Λ,sˆ,δθ(Λ− Λ∗∗sˆ )θ(Λ∗sˆ − Λ) , (86)
from which we obtain the 1-e and 2e-1h Green functions
as
G1Λ,sˆ,σ(ω) =
1
ω − Λ,sˆ − Σ1Λ,sˆ(ω)− iΣIm,1Λ,sˆ (ω)
,
G3Λ,sˆ,σ(ω) =
1
ω − 12cΛ,sˆ − Σ3re,Λ,sˆ(ω)− iΣ3,Imre,Λ,sˆ(ω)
,(87)
where Σ3,Imre,Λ,sˆ(ω) and Σ
Im,1
Λ,sˆ (ω) are the imaginary parts
of the 2e-1h and 1e self-energies obtained from Kramers-
Kronig relations. The spectral weights/residues for 1e
(Z1(ωsˆ)) and 2e-1h composite (Z3,Λsˆ(ω) → 1) are com-
puted numerically from the above Greens functions, and
shown in Fig. 8. The figure shows that as the FS is ap-
proached (ω → 4), a vanishing Z1(ωsˆ) is compensated by
a Z3,Λsˆ → 1. Then, from the poles of these two Greens
functions, we find that the Luttinger sum is preserved
N =
∑
ω>0,Λ,sˆ
G3Λ,sˆ,σ(ω) +
∑
ω>0,Λ>Λ∗,sˆ
G1Λ,sˆ,σ(ω) , (88)
i.e., the net spectral weight equals the total number of
electrons (N).
Further, this metallic phase is characterised by a global
topological index N⇓sˆ (ω) = 1,∀sˆ normal to the FS. From
the constraint eq.(55), it is clear that backscattering is
RG irrelevant everywhere on FS because of the topolog-
ical phase eipi(N
⇑
sˆ (ω)+1) = −1,∀sˆ. This manifests in the
topological protection for the metallic phase. Similarly,
the net lifetime (τ) arising from 1-e, 2e-1h excitation scat-
tering processes τ(ω,Λ, sˆ) = (ΣIm,1Λ,sˆ )
−1 + (Σ3,ImΛ,sˆ )
−1 can
be shown to satisfy the conductivity sum-rule (or the f-
sum rule)
f =
e2
m
∑
Λsˆ
νsˆ
∫
dω τ(ω,Λsˆ) , (89)
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FIG. 8. (Colour Online) Inverse quasiparticle residue aver-
aged over a gapless connected Fermi surface Z−1avg at energies
above the entry into the pseudogap phase shows a logarithmic
growth as 4−ω is lowered toward the Fermi energy (ω → 4−).
Vanishing of the quasiparticle residue (as the Fermi energy
is approached) is an important characteristic of the destruc-
tion of the Fermi liquid. Instead, Z−13,Λsˆ (indicating a marginal
Fermi liquid of composite 2e-1h quasiparticles) gradually rises
to unity near the Fermi energy.
where νsˆ =
∑
Λ θ(EF − Λsˆ) is the partial Luttinger
sum along sˆ. In the following sections, we describe the
destablization of the marginal Fermi liquid metallic state
leading to various other exotic phases at lower fluctuation
scales.
V. RG FLOW THROUGH THE PSEUDOGAP
In the energy range,
W
2
− ω ∈
[
W
2
− ωins, W
2
− ωPG
]
, (90)
the pseudogap is initiated in the form of a FS topology-
changing Lifshitz transition that disconnects the con-
nected FS via a gaping of the antinodes for ω < ωPG ≡ 0,
and proceeds until the nodes are gapped via a second Lif-
shitz transition at ω = ωins (Fig. 1(d), Video S1). This
is an outcome of electronic differentiation arising out of
a monotonic variation of the electronic dispersion along
the Fermi surface [50] which influences the ee or eh paring
energy (see eq.(42)). While the resistivity shows a linear
behaviour with W/2−ω in the metallic phase (i.e., in the
range ωPG ≤W/2−ω ≤W ), in the PG phase (Fig.5(c)),
the resistivity shows a crossover into a insulator phase,
i.e., an increase with lowering W2 − ω beyond ω = ωPG.
At a given fluctuation scale within energy range given by
eq.(90), the fixed point Hamiltonian of the gapped parts
of the FS is described by δ = 0 resonant pairs carrying
the highest spectral weight (eq.(62))
Hˆ∗(ω) =
∑
sˆ
N⇑sˆ (ω)
(
K∗c,sˆ(ω))A∗,sˆ ·A∗,−sˆ
−K∗s,sˆ(ω)S∗,sˆ · S∗,−sˆ
)
+
∑
sˆ
N⇓sˆ (ω)H
3∗(ω, sˆ) +H
′∗
dec(ω) , (91)
where the charge (A) and spin (S) pseudospin operators
are defined as
A∗,sˆ =
∑
Λ<Λ∗sˆ,ω
AΛ,sˆ , S∗,sˆ =
∑
Λ<Λ∗sˆ,ω
SΛ,sˆ ,
AΛ,sˆ = f
c;†
Λ,sˆ
σ
2
f cΛ,sˆ , SΛ,sˆ = f
s;†
Λ,sˆ
σ
2
fsΛ,sˆ ,
f c;†Λ,sˆ =
[
c†Λ,sˆ,σ c−Λ,T sˆ,−σ
]
,
fs;†Λ,sˆ =
[
c†Λ,sˆ,σ c
†
Λ−2Λ∗sˆ ,T sˆ,−σ
]
, (92)
where (Λ, sˆ) are as defined earlier and Λ∗sˆ is the window
width along sˆ at the fixed point. This Hamiltonian is eas-
ily seen as a sum of mutually commuting Hamiltonian of
one-dimensional systems, each involving a distinct pair of
normal directions (sˆ, T sˆ). This results from the fact that
tangential scattering between different sˆ directions is RG
irrelevant. Further, as each of these 1D Hamiltonians in-
volves scattering across all ranges in momentum-space,
the scattering vertices K∗c,sˆ(ω)) and K
∗
s,sˆ(ω)) are in-
versely proportional to the number of states along a given
sˆ: K∗c,sˆ(ω)) ∼ U0/
√
V ol , K∗s,sˆ(ω)) ∼ U0/
√
V ol where
V ol indicates the number of lattice sites (see Fig.9).
The charge/spin pseudospin flip scattering terms
(A+∗,sˆA
−
∗,−sˆ + h.c.) / (S
+
∗,sˆS
−
∗,−sˆ + h.c.) present in the
fixed point Hamiltonian eq.(91) comprise the charge/spin
backscattering processes for resonant pairs (δ = 0). We
had earlier shown in eq.(39) and eq.(43) the appearance
of log-divergences in the 2nd order corrections of the T-
matrix arising from scattering in the resonant-pair sub-
spaces. Here, through the RG flow, we show the conden-
sation of the pseudospins in these subspaces
nˆkΛj sˆσ = nˆk−ΛjT sˆ−σ → (AΛsˆ)2 =
3
4
, (93)
nˆkΛj sˆσ = 1− nˆkΛj−2Λ∗sˆ,ωT sˆ−σ → (SΛsˆ)
2 =
3
4
. (94)
The fixed point values of the backscattering couplings are
given by
[ω − p
∗
l + 
∗
l′
2
− (1− p)
∗
l − ∗l′
2
] =
K∗p,sˆ
4
, (95)
where the form of V ∗,lp is given in eq(52) in terms of the
charge and spin backscattering strengths and the spin
charge mixing parameter p. As seen in the previous
section, the decoupled degrees of freedom residing out-
side the window Λ∗sˆ have a Hamiltonian H
′∗
dec(ω) given
by eq.(76).
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FIG. 9. (Colour Online) Ratio of renormalized coupling to
bare coupling (K∗c /(U0/vol)) showing a linear scaling with√
volume.
The topological indices N⇑sˆ (ω) and N
⇓
sˆ (ω) appearing in
eq.(91) characterise the pseudogap phase as follows
I : N⇑sˆ (ω) = 1−N⇓sˆ (ω) = 1 ∀ sˆ ∈ [sˆAN , sˆ′],
II : N⇓sˆ (ω) = 1−N⇑sˆ (ω) = 1 ∀ sˆ ∈ [sˆ′, sˆN ]. (96)
In this way, the first term in Hamiltonian H∗(ω) de-
scribes the gapped parts of the FS (I in eq.(96)), while the
second term H3∗(ω, sˆ) (of the form eq.(74)) describes the
gapless terms of the FS (II in eq(96)) in terms of compos-
ites of 2e 1h degrees of freedom. At the second Lifshitz
transition involving the gapping of the FS at the nodes,
sˆ′ = sˆN and the resulting Mott liquid (discussed in more
detail in Section VI) is described by the global topologi-
cal invariant N⇑sˆ (ω) = 1 ∀sˆ. The pseudogap phase is thus
a coexistence of gapped and gapless parts of the FS, and
can also be characterised by a different global topological
invariant
NPGsˆ = NRsˆ +NT sˆ , (97)
where NR/T sˆ = |N⇑sˆ (ω)−N⇑sˆ+(R/T )sˆ(ω)|, and the parity
operation Rsˆ : sˆx ↔ sˆx, : sˆy ↔ −sˆy (or vice versa). It
is easily seen that NPGsˆ = 1 ∀ sˆ in the PG phase, and
vanishes in the metallic and insulating phases. These
non-local order parameters ensure that the two T = 0
Fermi surface topology-changing Lifshitz transitions at
the passage into and out of the pseudogap phase do not
belong to the Ginzburg-Landau-Wilson paradigm [50].
A. Pole-to-zero conversion and the f-sum rule
In the normal metallic state discussed in the previ-
ous section, low energy scattering processes were found
to renormalise the 1e (eq.(80)) and 2e-1h (eq.(83)) self
energies. This analysis can be extended to the gapped
region centered around the AN’s by looking at the renor-
malization of the 2e-1h, 1e and 2e self energies via the
backscattering vertex
Σ∗Λsˆ(ω1) =
p (K∗c )
2
+ (1− p) (K∗s )2
ω1 − ω − 12Λ,sˆ
, (98)
Σ2,∗Λsˆ (ω) = [pK
∗
c,sˆ(ω) + (1− p)K∗s,sˆ(ω)] , (99)
Σ3,∗Λsˆ,δ(ω) =
∑
δ′
−(R∗l,δδ′)2
ω − 12 (Λ∗sˆ + −Λ∗+δ′sˆ) + 12−Λsˆ − 18R∗sˆ,δ
,(100)
R∗sˆ,δ,δ′ =
p(K∗c,sˆ,δK
∗
c,sˆ,δ′) + ps(K
∗
s,sˆ,δK
∗
s,sˆ,δ′)
ω¯ − 12Λ∗sˆ
,
where (
c/s
Λ∗,sˆ = Λ∗,sˆ ± −Λ∗,T sˆ). In the 1e and 2e self
energy renormalization, the dominant contribution from
the resonant pairs is obtained from the fixed point values
K∗c,sˆ,δ=0 = K
∗
c,sˆ, K
∗
s,sˆ,δ=0 = K
∗
s,sˆ. In parallel with an ear-
lier discussion of the marginal Fermi liquid, the 2e-1h self
energy in eq.(100) is observed to be an outcome of the
three-particle scattering processes that arise out of non-
commutativity between resonant and off-resonant pair
backscattering vertices. From the Kramers-Kronig rela-
tion, we obtain the imaginary parts of the 1-e (eq.(98)),
2-e (eq.(99)) and 2e-1h (eq.(100)) self energies
ΣIm∗Λ,sˆ (ω1) =
1
pi
P
∫ ∞
−∞
dω′
Σ∗Λ,sˆ(ω
′)
ω′ − ω1 = Σ
∗
Λ,sˆ(ω1),
=
p
(
K∗c,sˆ
)2
+ (1− p)
(
K∗s,sˆ
)2
ω1 − ω − 12Λ,sˆ
,
Σ2,Im∗Λ,sˆ (ω1) =
1
pi
P
∫ ∞
−∞
dω′
Σ2,∗Λ,sˆ(ω
′)
ω′ − ω1 = Σ
2,∗
Λ,sˆ(ω1),
Σ3,Im∗Λ,sˆ,δ (ω1) =
1
pi
P
∫ ∞
−∞
dω′
Σ3,∗Λ,sˆ,δ(ω
′)
ω′ − ω1 = Σ
3,∗
Λ,sˆ,δ(ω1),
= −
∑
δ′(R
∗
sˆ,δδ′)
2
ω1 − ω − 12Λ,sˆ
. (101)
The 1e, 2e and 2e-1h fixed point Greens functions for the
gapped regions can then be written as
G1Λ,sˆ,σ(ω1) =
1
ω1 − Λsˆ − Σ∗Λ,sˆ − iΣImΛsˆ
, (102)
G2Λ,sˆ,σ(ω1) =
1
ω1 − ˜2 − Σ2,∗Λ,sˆ − iΣ2,ImΛ,sˆ
, (103)
G3Λsˆ,σ,δ(ω1) =
1
ω1 − 123Λ,sˆ,δ − Σ3,∗Λ,sˆ,δ − iΣ3,ImΛ,sˆ,δ
(104)
where ˜ = pc˜
c
Λ,sˆ,δ + ps˜
s
Λ,sˆ,δ is the spin-charge admixed
pair-dispersion and 3Λ,sˆ,δ = Λ,sˆ + −Λ,T sˆ − Λ+δ,sˆ is the
net dispersion of the 2e-1h composite.
From the above imaginary self energy expressions for
the 1e and 2e-1h composite excitations, we observe zeros
in their respective Greens functions (eq.(102), eq.(104))
near the FS (Λ → 0) as ω1 → ω, i.e., ΣImΛsˆ,δ → ∞
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and Σ3,ImΛsˆ,δ → ∞ in this limit. Crucially, these zeros
of the Greens functions are concomitant with the ap-
pearance of poles in the ee/eh spin-charge hybridized
pseudospin Greens function (eq.(103)) [119]. This sig-
nals the condensation of emergent bound states discussed
earlier. Further, the excitations residing outside the
gapped directions sˆ′s describes a correlated Fermi liq-
uid: they are described by the decoupled Hamiltonian
H
′∗
dec(ω) (eq.(76)), and composed of 1e (Σ
1,em
re,Λsˆ) and 2e-
1h composites. The complete self-energies are obtained
as
Σ1Λ,sˆ(ω) = Σ
∗
Λ,sˆ(ω)θ(Λ
∗
sˆ − Λ) + Σ1,emre,Λ,sˆθ(Λ− Λ∗sˆ),
Σ3re,Λ,sˆ,δ(ω) = Σ
∗
re,Λ,sˆ(ω)θ(Λ
∗
sˆ − Λ) + Σ3,emre,Λ,sˆθ(Λ− Λ∗sˆ),
Σ2Λ,sˆ(ω) = Σ
2∗
Λsˆ(ω). (105)
We obtain the net lifetime by uniting the spectral weights
of the excitations outside the window with that for the
emergent degrees of freedom lying within the window
τ(ω,Λ, sˆ) = (ΣIm,1Λ,sˆ )
−1 + (Σ2Λ,sˆ)
−1 + (Σ3,ImΛ,sˆ )
−1 , (106)
Importantly, we can now use the lifetime given above in
formulating the f-sum rule (eq.(89)) for the PG phase.
Indeed, this is analogous to Cooper’s demonstration of
the formation of bound pairs of electrons leading to an
instability of the Fermi surface as being responsible for
the onset of superconductivity [120].
VI. PROPERTIES OF THE MOTT LIQUID
In the energy range W2 > ω > ωins, the spin-charge
interplay parameter is found to be p = 0 from eq.(50).
In turn, this makes the RG flow for the Umklapp pro-
cess marginal, such that we obtain the fixed point cou-
pling K∗c (ω) = U¯0. Then, using the RG invariant rela-
tion eq.(56), we obtain the fixed point value for the spin
backscattering coupling as
K∗s (ω) =
U¯0(1− p)K∗c (ω)
K∗c (ω)− pU¯0
|p=0,K∗c (ω) = U¯0. (107)
Thus, we obtain the fixed point Hamiltonian for the Mott
liquid state as
Hˆ∗(ω) =
∑
sˆ
U¯0
[
A∗,sˆ ·A∗,−sˆ − S∗,sˆ · S∗,−sˆ
]
, (108)
where the psuedospins A∗,sˆ and S∗,sˆ are as defined in
earlier sections. As mentioned in an earlier section, this
Hamiltonian is again a collection of 1D Hamiltonians,
and the renormalised coupling U¯0 is therefore given by
U¯0 = U0/
√
V ol (see Fig.9). The Hamiltonian thus ob-
tained has antiferromagnetic and ferromagnetic exchange
interactions in the charge-type pseudospin and spin-type
pseudospin sectors respectively. For this theory, the 1e
(eq.(102)) and 2e-1h (eq.(104)) Greens function has a
zero for all sˆ, i.e., everywhere on the FS (as ω1 → ω,
Λ → 0). This is a Luttinger surface of zeros. A tem-
perature scale TML associated with the formation of the
gapped Mott liquid can be obtained by using the connec-
tion between a quantum fluctuation scale and a thermal
scale (eq.37) as follows. From the form of the self energy
for the decoupled degrees of freedom (eq.(105)), we em-
ploy the relations given in eqs.(66), (70), (73) and (80),
we determine TML as
TML =
~
kB
max
sˆ
ω˜sˆ
=
~N∗(sˆ1, 0)
2kB
(
Λ0,sˆN − Λ∗∗(ωins),sˆN
)
, (109)
where the normal sˆ1 =
(
1− Λ0√
2pi
)
sˆAN is defined in the
immediate vicinity of sˆAN in order to avoid the discon-
tinuity at the van Hove points (see Appendix C). The
normal distance Λ∗∗(ωins) is obtained from the eq.(73).
A. Low energy eigenstates of the Mott liquid
Some of the many-body eigenstates for H (eq.(108)) are
obtained by entangling every charge pseudospin with a
unique pair of occupied electronic states residing outside
the window, such that the spin pseudospins have vanish-
ing magnitude ((SΛsˆ)
2 = 0). We now lay out the con-
struction of such states. The vacuum state along a pair
of normal sˆ is given by
|0〉d = |[01′010−10−1′ ]..[01′010−10−1′ ]..[0n′0n0−n0−n′ ]〉d ,(110)
where the labels (j, d) := kΛj sˆ, σ and (−j, d) :=
k−Λj ,T sˆ,−σ represent momentum vectors within the
emergent window Λj < Λ
∗
sˆ. On the other hand, the la-
bels (j′, d) := kΛj−2Λ∗sˆ ,sˆ, σ, (−j′, d) = kΛj−2Λ∗sˆ ,sˆ,−σ rep-
resent the momentum vectors residing outside the emer-
gent window Λ∗sˆ < |Λj − 2Λ∗sˆ|. The boundary states of
the emergent window are represented by (n, d) = kΛj∗ sˆ, σ
and (−n, d) = k−Λj∗T sˆ,−σ.
We denote the configurations of a single charge pseu-
dospin and its associated pair of electronic states by
| ↑j〉d := |1kΛj sˆσ1k−Λj ,T sˆ,−σ〉, | ↓j〉d := |0kΛj ,sˆ,σ0k−Λj ,T sˆ,−σ〉 .(111)
The vacuum can then be rewritten in the charge pseu-
dospin basis
|0〉d = |[01′ ↓1 0−1′ ]..[02′ ↓2 0−1′ ]..[0n′ ↓n 0−n′ ]〉d
= |A∗,sˆ = N∗sˆ , Az∗,sˆ = −N∗sˆ , 〉 (112)
where 2N∗sˆ is the number of charge pseudospins along sˆ.
The application of operator M+k,d = c
†
j,dA
+
j′,dc
†
−j′,d flips
a charge pseudospin in the ↑ configuration along with
creating electrons in two associated states: M+j,d|0〉 =
|[1j′ ↑j 1−j′ ]〉d. From the above operation, it can be eas-
ily seen that for every charge pseudospin-flip operation,
a pair of electrons created outside the window get entan-
gled. Further, we find that the spin pseudospin raising
and lowering operators annihilate this composite space
S±|[1j′ ↑j 1−j′ ]〉 = 0 , S±|[0j′ ↓j 0−j′ ]〉 = 0 . (113)
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The z-component can also be shown to vanish in a similar
fashion. With these constraints, we can now determine
eigenstates of the total charge pseudospin angular mo-
mentum operator along sˆ A∗,sˆ =
∑Λ∗sˆ
Λ=0 AΛsˆ
|A∗,sˆ = N = Az∗,sˆ〉 =
∑
j1,..,jl
∣∣∣∣∣∣∣
eij1q1 . . . eij1ql
...
. . .
...
eijlq1 . . . eijlql
∣∣∣∣∣∣∣
∏
i
M+ji,d|0〉d(114)
where the Slater determinant involves states with
wavevectors qs =
spi
2N∗sˆ
∈ [−pi, pi), l = N + N∗sˆ . The
eigenvalue of A2∗,sˆ for the state |A∗,sˆ = N = Az∗,sˆ〉 is
given by A2∗,sˆ = N(N + 1). This can be obtained by
noting that
A2∗,sˆ =
3
4
(2N∗sˆ ) +
2N∗sˆ∑
i<j=1
Pij − 1
2
(
2N∗sˆ
2
)
(115)
where Pij = (2AΛisˆ ·AΛj sˆ + 12 ) is the permutation oper-
ator that exchanges the i and j charge pseudospin con-
figurations.
One class of eigenstates for the Hamiltonian eq.(108)
can now be obtained by entangling states |A∗,sˆ =
N,Az∗,sˆ = p〉 from one side of Fermi surface with |A∗,−sˆ =
N,Az∗,−sˆ = p〉 from the diametrically opposite side
|A∗ = m,Az∗ = p,A∗,sˆ = N1, A∗,−sˆ = N2〉 (116)
=
∑
Cm,pN1,p1;N2,p2
×|A∗,sˆ = N1, Az∗,sˆ = p1;A∗,−sˆ = N2, Az∗,−sˆ = p2〉
where p1 = p − p2 and Cm,pN1,p1;N2,p2 are Clebsch-Gordon
coefficients [121]. The energy eigenvalues for these states
are then obtained as
E =
∑
sˆ
U¯0
2
[m(m+1)−N1(N1+1)−N2(N2+1)] . (117)
From the expression, we observe that low-lying eigen-
states of the spectrum reside in the space of states
|Ψsˆ,m〉 = |A∗ = m,A∗,sˆ = A∗,−sˆ = N∗sˆ , SΛsˆ = 0〉 ,(118)
where the charge pseudospin angular momentum of the
two normal directions sˆ and −sˆ have magnitude N∗sˆ (N∗sˆ +
1). sThe eigenvalue of the Hamiltonian H∗(ω)|Ψsˆ,m〉 =
Ecm|Ψsˆ,m〉 associated with the eigenstates eq.(118) are
Ecm =
∑
sˆ
U¯0
1
2
(m(m+ 1)− 2N∗sˆ (N∗sˆ + 1)) , (119)
where N∗sˆ is the number of states in the window [0,Λ
∗
sˆ]
and 0 ≤ m ≤ 2N∗sˆ . The lowest lying eigenstate |Ψsˆ, 0〉
is obtained for m = 0, i.e., a charge pseudospin singlet
with energy E1 = −U¯0
∑
sˆN
∗
sˆ (N
∗
sˆ + 1).
Another family of eigenstates
|Φsˆ,m〉 = |S∗ = m,S∗,sˆ = S∗,−sˆ = N∗sˆ , AΛsˆ = 0〉 (120)
are obtained from the spin pseudospin subspace S2Λsˆ =
3
4 ,
and where all the individual charge pseudospins AΛsˆ = 0.
The energy spectrum for this class of wave functions,
H∗(ω)|Φsˆ,m〉 = Esm|Φsˆ,m〉, is given by
Esm = −
∑
sˆ
U¯0
1
2
(m(m+ 1)− 2N∗sˆ (N∗sˆ + 1)) ,(121)
where m ∈ (0, 2N∗sˆ ) once again. For the lowest lying
eigenstate m = 2N∗sˆ configuration here, the energy is
given by E2 = −U¯0
∑
sˆN
∗2
sˆ .
But have we accounted for all the states within the win-
dow Λ∗sˆ? An answer can be found by first computing the
size of the Hilbert space for the Hamiltonian H∗(ω). By
choosing every pair of two states (Λ, sˆ), (−Λ, T sˆ), where
Λ < Λ∗sˆ, there are two more electronic states that are cho-
sen accordingly, i.e., (Λ−2Λ∗sˆ, sˆ), (−Λ−2Λ∗T sˆ, T sˆ). Thus,
the total size of the Hilbert space within the window Λ∗sˆ
is given by 22N
∗
sˆ . On the other hand, the total number of
eigenstates of type |Ψsˆ,m〉 is 2N∗sˆ , as there are 2 choices
per composite subspace (eq.(111)) and there are N∗sˆ such
subspaces. An identical count of 2N
∗
sˆ is obtained similarly
for the Hilbert space of the states |Φsˆ,m〉. Therefore,
these two sets of eigenstates do not exhaust the entire
eigenspectrum; there are other exotic combinations of
entangled states possible, whose count is 22N
∗
sˆ − 2N∗sˆ+1.
The state spaces eqs.(118) and (120) have been cho-
sen such that they possess either 〈(∆Sx,y,zΛsˆ )2〉 = 0 or〈(∆Ax,y,zΛsˆ )2〉 = 0. This sets them out as excellent can-
didate members of the low energy spectrum: any locally
spin-charge combination must, on the other hand, in-
volve non-zero uncertainties 〈(∆Sx,y,zΛsˆ )2〉 6= 0 as well as〈(∆Ax,y,zΛsˆ )2〉 6= 0, raising their energy. We can now con-
clude on the ground states ofH∗(ω). Clearly, |Ψsˆ,m = 0〉
and |Φsˆ,m = 2N∗sˆ 〉 are the lowest energy states (with en-
ergies E1 and E2 respectively. In order for them to be
degenerate ground states, we need to take the thermo-
dynamic limit N∗sˆ >> 1, such that N
∗2
sˆ > N
∗
sˆ leading
to E1 = E2 ≡ Eg. Further, in this limit, the sum and
difference combinations of the states eqs.(118) and (120)
|Γ±,m〉 =
∏
sˆ
1√
2
[|Ψsˆ,m〉 ± |Φsˆ, 2N∗sˆ −m〉] (122)
are also eigenstates of H∗(ω).
One of the lowest excitations lying above these ground
states can be written by noting that the magnitude of
the pseudospins Asˆ∗ and A
−sˆ
∗ are lowered from N
∗
sˆ to
N∗sˆ − 1, such that the charge pseudospin singlet formed
from these two has the form
|A∗ = 0, A∗,sˆ ≡ A∗,−sˆ = N∗sˆ − 1, SΛsˆ = 0〉 . (123)
Similarly, another lowest lying excitation is given by
|AΛsˆ = 0, S∗ = 2N∗sˆ − 2, S∗,sˆ ≡ S∗,−sˆ = 2N∗sˆ − 2〉 .(124)
The energy cost to reach the lowest lying excited state
(i.e., the spectral gap) in the thermodynamic limit
(N∗sˆ >> 1) is also easily obtained as ∆E = U¯0
∑
sˆN
∗
sˆ .
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1. Topological features of the Mott liquid
By putting periodic boundary conditions on the mo-
mentum space window, we can construct a set of nonlocal
operators Wm
Wm = exp
[
i
pi
2
(|Γ+,m〉〈Γ+,m| − |Γ−,m〉〈Γ−,m|]− 1)
]
,
such that Wm commutes with the SU(2)× SU(2) pseu-
dospin rotational invariant Hamiltonian in the projected
subspace of Pc + Ps
[(Pc + Ps)H
∗(Pc + Ps),Wm] = 0 ∀ m , (125)
where the projection operators are given by Pc =∑
m |Ψsˆ,m〉〈Ψsˆ,m| and Ps =
∑
m |Φsˆ,m〉〈Φsˆ,m|. Fur-
ther, it is clear that Wm|Γ±,m〉 = ±|Γ±,m〉 . Thus, the
simultaneous degenerate ground state eigenfunctions of
the Hamiltonian H∗ of the Mott liquid and the operator
Wm=0 can be written as
|Γ±, 0〉 =
∏
sˆ
[
1√
2
(|Ψsˆ, 0〉 ± |Φsˆ, 2N∗sˆ 〉)
]
. (126)
These two degenerate ground states are connected via a
twist operator/ nonlocal gauge transformation Oˆ
Oˆ = exp
[
4pii
∑
Λsˆ
(SzΛsˆ)
2
N∗sˆ
]
, Oˆ|Γ±, 0〉 = |Γ∓, 0〉 .(127)
As these two states are protected by the many body gap
∆E = U¯0
∑
sˆN
∗
sˆ (where U¯0 = U0/vol) given above, adi-
abatic passage between these degenerate ground states
via the application of the twist operator Oˆ involve the
creation of charge-1/2 excitations [122–124]. This can be
seen from the anticommutation relation
{Oˆ,W0} = 0 . (128)
The above relation, along with [Oˆ2,W0] = 0, allows us to
conclude that the ground state manifold is topologically
degenerate in the thermodynamic limit.
B. Benchmarking against existing numerical results
In order to benchmark the results obtained from the ef-
fective low-energy Hamiltonian and wavefunctions given
above against those found from existing numerical meth-
ods applied to the 2D Hubbard model on the square lat-
tice [11, 91, 92], we present results for the ground state
energy per particle Eg and the fraction of bound pairs
(Bp) in the gapped Mott liquid ground state. The ana-
lytic forms of Eg and Bp are computed from the spin and
charge backscattering parts of the effective Hamiltonian
given above (H∗(ω)) and are found to be
Eg =
E2
Ne
= −
∑
sˆ
U¯0(N
∗
sˆ )
2
Ne
,
Bp =
∑
sˆN
∗
sˆ
Ne
, Ubp = 1−Bp , (129)
where the fraction of unbound pairs is denoted by Ubp.
The plots for Eg and (Bp,Ubp) versus the probe energy
scale ω are shown in Fig. 10 and Fig. 11 respectively. A
comparison of the saturation value of the ground state
energy for the largest k-space grid used in our simula-
tions (215 × 215), E∗g = −0.526t (shown in Fig. (10)), is
well within the range −0.51t < Egs < −0.53t obtained
in the thermodynamic limit from several state-of-the-art
numerical methods applied to the half-filled 2D Hubbard
model at U = 8t [11, 91, 92]. Similarly, the average sat-
uration value for the fraction of unbound pairs (Ubp∗) in
the Mott liquid obtained from a finite-size scaling analy-
sis (inset of Fig. (11)), Ubp∗ ∼ 0.051, is also well within
the range 0.0535 < Ubp < 0.0545 obtained in Ref.[11].
The code used for the numerical computation of the
ground state energy shown here is made available elec-
tronically [97]. As an added note, we point the reader to
FIG. 10. (Colour Online) Finite-size scaling of the saturation
value for Eg ≡ Egs with 1/
√
Volume with increasing k-space
grid size from 28×28 to 215×215. The saturation Egs for the
largest grid is observed to be −0.526(for t = 1). The error
bar for all data points is ∼ O(10−4t). Inset: Zoomed view of
finite-size scaling plot for lattice sizes 211 × 211 to 215 × 215.
further benchmarking exercises presented in Appendix-E
for the cases of U/t = 2, 4, 6, 10 at half-filling. We con-
tinue to find excellent quantitative agreement with exact
diagonalization studies from Ref.[92] and other numeri-
cal methods reported in Refs.[11, 91]. We stress that this
offers confidence in the effective Hamiltonian and ground
state wavefunction we have obtained for the half-filled
Mott liquid.
26
FIG. 11. (Colour Online) Blue curve: Growth in fraction
of bound pairs (Bp) of electronic states (holon-doublon/two-
spinon) within the low-energy window at half-filling and U =
8t during the passage from metal (ω < 0) to the Mott liquid
(ω > 2.8) through the pseudogap (0 ≤ ω ≤ 2.8). Green
curve: Concomitant decay in fraction of unbound pairs (Ubp).
Calculations are done for a k-space grid of 211 × 211. Inset:
Finite-size scaling of the saturation value for the fraction of
unbound pairs (Ubp∗) in the Mott liquid with 1/
√
Volume
with increasing k-space grid size from 29 × 29 to 215 × 215.
The saturation fraction display small fluctuations about an
average value Ubp∗ ∼ 0.051. Green point is the k-space grid
used in the main figure. The error bar for all data points is
∼ O(10−5) .
C. Symmetry breaking of the Mott Liquid
Our RG analysis can also be extended to show that
the topologically ordered Mott liquid ground state is re-
placed, under renormalisation, by a chosen ordered state
with an order parameter corresponding to a defined bro-
ken symmetry. As RG transformations are, by definition,
meant to preserve the symmetries of the Hamiltonian
they act upon, such symmetry-broken states can only
be reached from our RG analysis by first explicitly in-
cluding an order parameter-field term in the Hamiltonian
and then proceeding with the RG transformations[125].
In this way, for instance, we can reach a (pi, pi) charge
density wave (CDW) broken symmetry ground state in
the presence of a staggered chemical potential, as well as
a (pi, pi) spin density wave (SDW) Nee´l ground state in
the presence of a staggered magnetic field. We demon-
strate the case of the SDW below. First, we write the
Hamiltonian
Hˆ∗SB =
∑
r
(−1)x+ynˆrσ +H∗(ω) , (130)
where H∗(ω) is the fixed point Hamiltonian of the topo-
logically ordered Mott liquid obtained earlier. Let us
now restart a renormalization procedure with the chan-
nels NΛn ,m where tangential scattering is present along-
side the effects of a staggering field given by
Hstag = h
∑
r
eipi(i+j)Szr , r = ixˆ+ jyˆ (131)
This staggering field in momentum space can be repre-
sented by Hstagg =
∑
sˆHstag,sˆ, where
Hstagg,sˆ = h
∑
k,Q
(c†kΛ(sˆ)σckΛ(−T sˆ)σ − c
†
kΛ(sˆ)−σckΛ(−T sˆ)−σ)(132)
The effects of tangential scattering terms, when included
along with forward and backward scattering gives, are
given by the Hamiltonian
Hcomp = V
∑
Λ,Λ′,sˆ,sˆ′
c†ΛsˆσcΛ′−T sˆσc
†
Λ′T sˆ′−σcΛ−sˆ′−σ .(133)
Let us consider the staggering field as the larger energy
scale in comparison to the kinetic energy scale, and con-
fine our attention to the participation of the electrons
close to the AN points. The latter is justified by the pres-
ence of the van Hove singularities in the single-particle
density of states in the half-filled tight-binding problem
on the square lattice. The basis states in the high energy
sector taking part in the RG are completely entangled via
tangential scattering and essentially correspond to the
following channels |NΛn ,m〉. Here, NΛn gives the elec-
tronic density of states at a normal deviation Λn from
the AN point of the Fermi surface which takes part in
the RG process (k =
√
k2x + k
2
y), NΛn = ln
∣∣∣ Λ0Λn ∣∣∣ . Using
the Hamiltonian renormalization equation given earlier,
the RG equation for the tangential Umklapp scattering
processes near the antinodes is given in terms of the di-
mensionless coupling V ′Λ =
VΛ
hΛ
d(V ′Λ)
d ln ΛΛ0
= NΛ
V
′2
Λ
1− V ′ΛNΛ(NΛ + 1)
. (134)
For weak coupling
V ′Λ <<
1
NΛ(NΛ + 1)
=
(
1/
(
Ne
PFS
Λ∗(ω)
ω
))2
,(135)
where PFS =
∑
sˆ 1, the RG equation for V
′
Λ reduces to
dV ′Λ
d ln ΛΛ0
= NΛV
′2
Λ → V
′
Λ =
V
′
0
1− V ′0 ln2
(
Λ
Λ0
) ,
V
′
0 =
U0
h0
,
Λ
Λ0
= exp
(
− 1√
U0
)
(136)
In this way, we find the the well-known form for the gap
function Λ corresponding to the Neel SDW state on the
2D square lattice at 1/2-filling, and as obtained from a
mean-field analysis[126].
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D. Cooper pair fluctutations within Mott liquid
The pseudospin flip interaction −U¯0(S+∗,sˆS−∗,−sˆ + h.c.)
present within the Mott liquid can be rewritten in terms
of interactions between finite-momentum Cooper pairing
terms as follows:∑
ΛΛ′
[
S+ΛsˆS
−
Λ′sˆ + h.c.
]
=
∑
k,p
c†k↑c
†
p−k↓cp−k′↓ck′↑ ,(137)
where k = kΛ,sˆ and k
′ = k2Λ∗sˆ−Λ,sˆ. Note that the
wave vector p − k is centered around the opposite nor-
mal −sˆ, as p − k = kΛ′−sˆ. The condition of choos-
ing electronic states from diametrically opposite parts of
the Fermi surface is satisfied with the pair momentum
0 ≤ p ≤ 2Λ∗sˆ,ω sˆ. The presence of entanglement between
the charge/spin type pseudospins in eq.(126), along with
mixing between different p-momentum pairs, is captured
in the off-diagonal long range order (ODLRO)
ρ(r− r′) = 〈Ψ1|ψ†r↑ψ†r↓ψr′↓ψ†r′↑|Ψ1〉
=
1
2
2Λ∗sˆ∑
sˆ,p=0
NΛ∗sˆ
L2
cos(p · (r− r′)) . (138)
In the calculation above, we have chosen the quantization
axis of SΛsˆ along the x-direction. From this expression,
we observe that the ODLRO decays for |(r − r′) · sˆ| >
(2Λ∗sˆ)
−1. The prefactor of 1/2 in the expression for the
ODLRO arises from the superposition of the two types
of many body states (see eq(126)), while its anisotropic
form results from the geometry of the Fermi surface in
the tight-binding problem. Finally, NΛ∗sˆ is the number of
composite objects along the sˆ direction.
We saw earlier the susceptibility of the Mott liquid to-
wards a symmetry broken Neel antiferromagnet. From
the analysis presented for the ODLRO above, we find
that the global spin-charge entanglement prevents the
condensation of zero-momentum Cooper pairs. This
leads us to conclude that antiferromagnetism is clearly
favored over a U(1)-symmetry broken superconducting
state as an instability of the Mott liquid. This appears
to be consistent with the finding of subdominant super-
conducting correlations in the insulating phase at half
filling from variational Monte Carlo studies of the 1/2-
filled Hubbard model [127]. We will return to the investi-
gation of superconducting fluctuations upon considering
the case of the doped Mott liquid in a later section. Fi-
nally, we can also conclude that an instability towards
a (pi, pi) CDW symmetry-broken ordered state is clearly
subdominant to the Neel SDW, as the former must over-
come the entanglement of the charge pseudospin singlet
state |Ψsˆ,m〉 of the Mott liquid.
VII. MOTTNESS COLLAPSE AND QUANTUM
CRITICALITY WITH HOLE DOPING
We present the RG phase diagram for the 2D Hubbard
model with doping away from 1/2-filling in Fig. 12. This
phase diagram results from longitudinal and tangential
scattering RG equations (Sec.III F) upon including ef-
fects of doping ∆µeff 6= 0 and Cooper pair scattering
processes across the Fermi surface. Upon doping the
FIG. 12. (Colour Online) RG phase diagram with hole doping
showing quantum critical point (QCP) at −∆µeff = 4 = ω
and its wedge extending to higher energies. All phases (NFL,
PG, ML, correlated Fermi liquid (CFL), PG-CFL and QCP-
wedge) and related energy scales are shown in the colour bars,
and discussed in detail in the text. Dashed line shows highest
energy scale for superconducting fluctuations. Insets: N, AN
and FS-averaged spectral function (A(E)) for the QCP and
gapless CFL (grey region: ω = 3.2,∆µeff = −7.5).
Mott insulator via an effective chemical potential, we ob-
serve a marginal Fermi liquid metal (whitish-blue region
in Fig. 12) in the energy scale W2 <
W
2 − ω < W . This
phase is analytically continued from that observed at 1/2-
filling case (∆µeff = 0) with a 2e-1h dispersion contained
in the Hamiltonian eq.(74). On lowering the energy scale,
the marginal Fermi liquid undergoes once again a Lifshitz
transition into the pseudogap phase (misty blue region in
Fig. 12) with spin gapping at the antinodes (AN). The
onset energy scale for spin fluctuations that gap the AN
is ω > ωPG ≡ ωsPG.
Further lowering the energy scale gaps the charge fluctu-
ations at the AN, i.e., creates a charge pseudogap at AN.
The energy scale for the gapping of charge fluctuations
at the AN (dotted red line in Fig. 12 is delayed, falling
linearly with increasing doping: ω > ωcPG = −∆µeff .
This delayed entry into the charge pseudogap can be
seen from the dependence of the sign of the Greens func-
tion sgn(Gj,lp,⇑) on ∆µeff (eq.(50)). Upon yet lowering
the energy scale for fluctuations causes the exit from the
pseudogap via a second Lifshitz transition into a Mott
liquid state (solid blue region), with a Luttinger surface
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FIG. 13. (Colour Online) Upper Panel: Resistivity (ρ) vs.
4−ω for various ∆µeff , showing passage from NFL into (blue)
ML, (green) the QCP and (red) PG-CFL. Lower Panel: Map
of A(E) at the QCP.
of zeros observed in the 1e and 2e-1h Greens functions
(eqs.(102) and (104)). The Mott liquid insulator com-
prises the following region in the phase diagram ((Fig.12,
Video S4)): (W2 − ω < 1.2t) with ∆µeff > −2.8t, and
(W2 − ω < −2∆µeff ) with ∆µ∗eff < ∆µeff < −2.8t
and ∆µ∗eff = −W2 . Importantly, the nature of the spin-
charge hybridization parameter p(ω,∆µeff ) (eq.(50)) is
now doping dependent, and changes the nature of the
Mott liquid from spin-like p = 0 for ∆µeff > −2.8t to
charge-like p = 1 for ∆µ∗eff < ∆µeff < −2.8t.
This variation of p with doping ∆µeff leads to a sep-
aration of the charge gap-dominated and spin gap-
dominated parts of the pseudogap within the phase dia-
gram Fig.12, such that the boundary of the charge gap-
dominated pseudogap (dotted red line in Fig.12) is ob-
served to fall with increasing doping straight into a quan-
tum critical point (QCP) at ωc,∗PG = W/2 = −∆µ∗eff .
This is called the collapse of Mottness [98, 99]. The QCP
is associated with point-like Fermi surfaces at the four
nodal points, and spin-gapping that increases monoton-
ically from near the nodes to the antinodes (Fig.13(b),
Videos S2, S3). The resulting nodal metal supports
a 2e-1h dispersion that is analytically continued from
W
2 −ω = W at ∆µeff = 0 down to W2 −ω = 0, and given
by kΛsˆN = −
√
2tΛ. This linear dispersion signals the
Lorentz invariance emergent precisely at the QCP, with
chiral (SU(2)charge × SU(2)spin)R/L symmetries. Thus,
the U(1) symmetry of the charge fluctuations is promoted
to SU(2) at the QCP due to the emergent particle-hole
symmetry of the gapless nodal Dirac electrons. Recall
that a similar (SU(2)charge×SU(2)spin)R/L symmetries
exist for the particle-hole symmetric 1/2-filled Hubbard
model. Indeed, these findings for the QCP are in strik-
ing agreement with the works of Phillips and co-workers
[128].
For ω > ωc,∗PG, to the left of the QCP, lies the Mott liquid
discussed earlier. For ω > ωt = ∆µeff − 2∆µ∗eff , to the
right of the QCP, lies a correlated Fermi liquid (CFL)
arising from RG relevant tangential scattering (Fig. 2(a)
inset). The CFL is associated with well-defined elec-
tronic quasiparticles coexisting with the 2e-1h compos-
ites of the marginal Fermi liquid on different parts of
the gapless FS. For ∆µ∗eff < ∆µeff < ∆µ
S
eff , the FS
forms four gapless stretches centred around the nodes,
and with spin-gapped regions at the antinodes. Here,
the FL quasiparticles are present in regions around the
nodes, while the MFL 2e-1h composites are positioned at
the ends of the gapless stretches. For ∆µeff > ∆µ
S
eff ,
the FS reconnects, and the MFL is confined to the antin-
odes.
A. Low energy eigenstates of the doped Mott
liquid and the QCP
Using the RG invariant relation eq.(56) at finite
∆µeff , we obtain the relation between the fixed point
spin/charge backscattering coupling
K∗s (ω) =
U¯0(1− p)K∗c (ω)
K∗c (ω)− U¯0p
, (139)
where the parameter p will be determined by a non-zero
hole doping ∆µeff . For instance, at ω =
W
2 , we obtain
from the extremization condition (eq.(50)) a value of p =
0 within the chemical potential ranges 2.9 > −∆µeff >
0, and p = 1 within the range W/2 > −∆µeff > 2.9. For
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these two cases, K∗s (ω,∆µeff ) = K
∗
c (ω,∆µeff ) = U¯0,
such that the fixed point Hamiltonian is given by
H∗(∆µeff ) =
∑
sˆ
U¯0
(
A∗sˆ ·A∗−sˆ − S∗sˆ · S∗−sˆ
)
+ ∆µeff
∑
sˆ
Azsˆ . (140)
The low-lying eigenstates and eigenenergies of the doped Mott liquid can now be sought. We begin by writing the
vacuum within the emergent window as
|0〉 =
∏
sˆ
|[01′010−10−1′ ]..[0j′0j0−j0−j′ ]..[0n′0n0−n0−n′ ]〉d = |[01′ ↓1 0−1′ ] . . . [01′ ↓j 0−1′ ] . . . [01′ ↓n 0−1′ ]〉d ,
=
∏
sˆ
|A = N∗, Az = −N∗〉d , (141)
where the labels denote (as earlier) (j, d) := kΛ,sˆ, ↑, (−j, d) := k−Λ,T sˆ, ↓, (j′, d) := k2Λ∗sˆ−Λ,T sˆ, ↓, (−j′, d) :=
k−2Λ∗sˆ−Λ,sˆ, ↑. The states | ↓j〉 = |010−1〉 and | ↑〉j = |111−1〉 are eigenstates of the Azj operator, i.e., Azj | ↓〉j =
−2−1| ↓j〉 and Azj | ↑j〉 = 2−1| ↑j〉. We recall from section VI A that one of the ground states of the Mott liquid
Hamiltonian eq(108) at half-filling (∆µeff = 0) is given by (eq.(120))∏
sˆ
|S = N∗, Sz = −N∗〉d =
∏
d
|[11′011−10−1′ ]..[1j′0j1−j0−j′ ]..[1n′0n1−n0−n′ ]〉d
=
2N∗sˆ∏
i=1
S−i c
†
i |0〉 =
∏
sˆ
|[⇓1⇓−1]..[⇓j⇓−j ]..[⇓n⇓−n]〉d , (142)
with energy −U¯0
∑
sˆ(N
∗
sˆ )
2 and where Szj | ⇑j〉 = 2−1| ⇑j〉 , Szj | ⇓j〉 = −2−1| ⇓j〉. In the presence of a chemical
potential term ∆µeff (A
z
∗,sˆ +A
z
∗,−sˆ), some of the spin-type pseudospin configurations (say 2K in number) are broken
and replaced by charge-type pseudospin configurations. This results in eigenstates of the form
|S∗,sˆ = N∗sˆ −K,Sz∗,sˆ = K −N∗sˆ , A∗,sˆ = K,Az∗,sˆ = −K〉
=
1√( N∗sˆ
N∗sˆ−K
) ∑
α
N∗sˆ−K∏
i=1
S−αic
†
αi,d
|0〉
=
1√( N∗sˆ
N∗sˆ−K
) ∑
α
|(1) . . . [0α′1−10α1−10−α1+10−α′1+1][1α′10α10−α10−α′1 ][0α′1+10α1+10−α1−10−α′1−1] . . . (α2N∗sˆ−2K) . . . (2N∗sˆ )〉
=
1√( N∗sˆ
N∗sˆ−K
) ∑
α
|[1] . . . [0α′1−1 ↓α1 0−α′1+1][⇓α1 0−α10−α′1 ][0α′1+1 ↓α 0−α′1−1] . . . (α2N∗sˆ−2K)...(2N∗sˆ )〉 (143)
where S∗,sˆ, Sz∗,sˆ are quantum numbers associated with the operator S∗,sˆ =
∑N∗sˆ
i=1,sˆ Si,sˆ. By applying spin- and charge
-pseudospin raising operators on the above wavefunction, we can obtain the general class of wavefunctions given by
|Ψ〉 =
∏
sˆ
|S∗,sˆ = S∗,−sˆ = N∗ −K,S = l, Sz = p,A∗,sˆ = A∗,−sˆ = K,A = n,Az = m〉
=
∏
sˆ
∑
m1
Cn,mK,m1;K,m2C
l,p
K,m1;K,m2
×
×|S∗,sˆ = S∗,−sˆ = N∗sˆ −K,Sz∗,sˆ = m1, Sz∗,−sˆ = p−m1, A∗,sˆ = A∗,−sˆ = K,Az∗,sˆ = m1, Az∗,−sˆ = m−m1〉 , (144)
where Cn,mK,m1;K,m−m1 and C
l,p
K,m1;K,p−m1 are the Clebch Gordon coefficients [121] for charge/spin like large pseudospins
respectively.
Angular momentum algebra constrains the integers
K, l, n,m as follows
0 ≤ K ≤ N∗sˆ , 0 ≤ l ≤ 2N∗sˆ − 2K , − l ≤ p ≤ l
0 ≤ n ≤ 2K , − n < m ≤ n . (145)
The energy eigenvalue E(K, l, n,m) of the state |Ψ〉
(eq.(144)) is then obtained as
E(K, l, n,m) = −
∑
sˆ
U¯0
2
[
l(l + 1)− 2(N∗sˆ −K)(N∗sˆ −K + 1)
]
+
1
2
∑
sˆ
U¯0 [n(n+ 1)− 2K(K + 1)]−∆µeffm . (146)
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For l = 2N∗ − 2K and m = −n, the low-lying energy
states of the spectrum can be accessed by respecting the
attractive nature of the spin pseudospin interactions and
the repulsive nature of the charge pseudospin interactions
in the Hamiltonian eq.(140)
E(K,n) = −U¯0
∑
sˆ
(N∗sˆ −K)2
+
1
2
∑
sˆ
U¯0 [n(n+ 1)− 2K(K + 1)]
+ ∆µeffn . (147)
The ground state energy Eg(∆µeff ) = E(K
∗, n∗), and
hence n∗,K∗, can then be obtained from a numerical
search of the lowest eigenvallue of the energy function
E(K,n) eq(147). From this, we can obtain the hole-
doping fraction fh as
fh(∆µeff ) =
n∗
2N
, (148)
where the factor 1/2 prevents double counting of the
number of normal sˆ’s in the Hamiltonian eq.(140). We
conducted a test of these results by comparing the ground
state energy obtained for U = 8t and at a hole-doping
fraction of fh = 0.125 (i.e., 12.5% hole doping) against
that obtained from various other numerical methods as
given in Ref.[11]. Fig.14 shows a finite-size scaling plot
of Eg(∆µeff ) per particle at 12.5% hole doping and sys-
tem sizes (i.e., number of sites) varying between 32× 32
to 32768 × 32768. The value of Eg(∆µeff ) per par-
ticle in the thermdodynamic limit from this analysis
appears to be converging towards −0.776 (in units of
the hopping amplitude t), and compares well with the
range of −0.74 > (Eg/per particle) > −0.77 obtained
from Ref.[11, 91]. We also point the reader to further
benchmarking exercises presented in Appendix-E with
U/t = 2, 4, 6, 10 at 12.5% doping. Once more, we find
excellent agreement with the results obtained from the
numerical methods employed in Refs.[92] and [11, 91], of-
fering confidence on the effective Hamiltonian and ground
state wavefunction derived for the doped Mott liquid.
A plot of Eg as a function of fh (Fig.15) clearly shows
cusp-like behaviour at fh = 0.25, signalling a quantum
critical point (QCP). The discontinuity in the first deriva-
tive is also seen in a plot of Eg vs. −∆µeff (inset of
Fig.15), as well as a plot of fh vs. −∆µeff (Fig.16). The
step-like discontinuity observed in fh at −∆µeff ' 7.2
indicates the topological reconstruction of a fully con-
nected Fermi surface as the spin pseudogapped parts of
the FS vanish at this value of the chemical potential.
This is reinforced by a plot of the number compressibil-
ity κ with the chemical potential ∆µeff in the inset of
Fig.16): the first spike indicates the appearance of point-
like nodal FS at the QCP, while the second denotes the
reconstruction of a fully connected FS. In order to un-
derstand better the nature of the QCP, we present a plot
of the energy gap ∆E per particle along the nodal di-
rection in the doped Mott liquid with varying −∆µeff
FIG. 14. (Colour Online) Variation of ground state energy
per particle Eg of the doped Mott liquid (for U0 = 8t and
hole doping fh = 0.125) with inverse square root of system
size (1/
√
vol, ranging from 512× 512- to 32768× 32768-sized
k-space grids) and showing saturation at −0.776t.
FIG. 15. (Colour Online) Variation of ground state energy Eg
with hole doping fh for lattice size 1024× 1024 and U0 = 8t.
Inset: Variation of ground state energy Eg with −∆µeff .
in Fig.17. The plot shows that ∆E per particle rises
steadily from a value of 0.002t and saturates at 0.004t
well before the QCP is approached from the underdoped
side. This saturated value of ∆E appears to be robust
very close to the QCP, and collapses abruptly to 0 at
the QCP. This signals the nucleation of gapless nodal
Fermi points precisely at the QCP, and corresponds to
a topology change in the Luttinger surface of zeros for
the gapped Mott liquid. The QCP is an example of a
Lifshitz transition driven by electronic correlations [50].
We can also compute the doublon occupancy from the
hole-doping fraction fh,D = D0(1− fh), where D0 is the
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FIG. 16. (Colour Online) Variation of hole doping fh with
chemical potential ∆µeff for lattice size 1024× 1024. Jumps
in fh are clearly visible as the chemical potential is tuned
first through the QCP (∆µeff = −4) and then through the
topological reconstruction of a fully connected Fermi surface
(∆µeff ∼ −7.2t). Inset: Number compressibility κ as a func-
tion of chemical potential ∆µeff . Spikes in κ are visible at
−∆µeff = 4 and at −∆µeff ∼ 7.2t.
FIG. 17. (Colour Online) Variation of the energy gap ∆E per
particle of the doped Mott Liquid along the nodal direction
with the chemical potential ∆µeff . ∆E is seen to rise steadily
from 0.002t upon doping the half-filled Mott liquid with holes
and saturating to a finite value (0.004t). The plot ends just
before the QCP is reached in ∆µeff , where ∆E → 0 abruptly
(not shown).
doublon fraction at half-filling. This is shown in Fig.18,
and shows a steady decline in the doublon occupancy
of the doped Mott liquid from half-filling till the QCP.
We also note that the value of 0.045 is obtained for the
doublon occupancy D at a hole doping of 12.5%, and
compares well with the range 0.04 < D < 0.045 obtained
from various numerics in Ref.[11].
The eigenenergies for the gapped parts of the FS at and
across the QCP −W ≤ ∆µeff ≤ −W2 can be obtained
from the fixed point Hamiltonians at ω = W2 (eq.(155))
FIG. 18. (Colour Online) Variation of the Double occupancy
D of the doped Mott liquid with the hole fraction fh. The
plot shows a steady decline of D as fh is increased towards
the QCP.
and are given by
E = −
sˆ∗∑
sˆ=sˆAN
K∗s,0,sˆ(
W
2 ,∆µeff )
2
[
l(l + 1)
− 2(N∗sˆ −K)(N∗sˆ −K + 1)
]
+
1
2
sˆ∗∑
sˆAN
K∗c (
W
2
,∆µeff ) [n(n+ 1)− 2K(K + 1)]
− ∆µeffm . (149)
For the gapless regions, the lowest excitations appear
near zero energy. Taken together, this allows for a deter-
mination of the ground state energy (Eg) and hole-doping
fraction (fh) as a function of chemical potential ∆µeff
for a range of chemical potential that crosses the QCP.
The results are shown in Fig.15 and 16. Specifically, we
find that Eg rises steadily with ∆µeff from its value at
the QCP to zero as the chemical potential leads to the
reconstruction of a fully connected FS (inset of Fig.15).
Interestingly, fh is seen to attain a plateau upon increas-
ing ∆µeff away from the QCP, transitioning abruptly
at the FS reconstruction. These findings are consistent
with results obtained from the dynamical cluster quan-
tum Monte Carlo method applied to the 2D Hubbard
model with doping away from 1/2-filling [43, 129], and
unveil the mechanism responsible for the experimentally
observed topological reconstruction of the Fermi surface
near critical doping [130–132]. We will further discuss
these results below, as we study the interplay of spin,
charge, Cooper and tangential scattering processes in the
vicinity of the QCP. The codes used for the numerical
computations of the ground state energy and hole frac-
tion shown here are made available electronically [97].
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B. Signature of QCP in ground state fidelity
susceptibility with doping
Recently fidelity computed as an overlap between
many body wavefunctions with parameter tuning has
emerged as a possible candidate for tracking quantum
phase transition(QPT) [133, 134]. In this section we will
use fidelity to observe for signatures of QCP seen earlier
from cusp in ground state energy density Fig.15(b), bulk
compressiblity (inset of Fig.16). Fidelity is computed
from the overlap between ground states at W2 − ω = 0
obtained for infinitesmal variation of ∆µeff the effective
chemical potential( > 0),
F (∆µeff , ) = |〈Ψg(∆µeff )|Ψg(∆µeff − )〉| .(150)
The ground state wavefunctions for ∆µeff > −W2 can be
represented purely in terms of pseudospins eq144, where
n(∆µeff ) is determined by minimizing the energy density
eq147. For −∆µeff < W2 the fidelity is obtained as,
F (∆µeff , ) = δn(∆µeff ),n(∆µeff−).
For −∆µeff > W/2 a gapless node is formed at N =
(pi/2, pi/2) that streches into an arc in momentum space
with gapped AN regions. The states in AN regions
can still be described in terms of the pseudospin wave-
functions eq.(144), however the the gapless regions are
described by separable eigenstates of the Hamiltonian
eq.(74) in the occupation number basis of |kσ〉. The
ground states describing this journey across the QCP
is written as |Ψg(∆µeff )〉 = |Ψgapped〉|Ψgapless〉 given
by eq.??, eq.144 and the overlap between neighboring
ground states for −∆µeff > W/2 axis is then obtained
as
〈Ψg(∆µeff )|Ψg(∆µeff−)〉 =
(
2N∗
n(∆µeff − ) +N∗
)−l(∆µeff ,)
(151)
where l(∆µeff , ) is the increment of the gapless stretch,
2N∗ is the number of electronic states that have trans-
formed into N∗ bound pairs in the momentum space win-
dow.
The log(F (∆µeff )) plot Fig.19(a) for −∆µeff < W/2
shows oscillations between 0 and 1 due to integer in-
crement in the number of holes(n) being added to the
ground state by changing ∆µeff . The oscillation pe-
riod is of the order 10−3t. In Fig. 16(fh vs. ∆µeff
curve) we see this as a linear growth because the step
size> 10−3t. To avoid the log singularities in the nu-
merics associated with F (∆µeff ) = 0 we add a cutoff
of 10−323. For −∆µeff > W/2 the log of fidelity jumps
as the nodal points become gapless. In the intervening
pseudogap phase the fidelity rises with increase in the
gapless stretch saturating to 1 as the Fermi surface is
recreated. Around the QCP 4 < −∆µeff < 4.02 a huge
amount of fidelity oscillations in Fig.19(a,b) could be
arising out of spin gapping fluctuations competing with
marginal Fermi liquid fluctuations. Again the flat stretch
of vanishing fidelity for 4.00 < −∆µeff < 4.05 and its
FIG. 19. (a)log(F (∆µeff )) Logarithm of fidelity,
(b)χ(∆µeff ) fidelity susceptibility plotted against effec-
tive chemical potential(∆µeff ).
susceptibility means the many body wavefunction is fac-
ing a cascade of orthogonality catastrophies. Following
this there is a noisy rise of the fidelity in the interven-
ing pseudogap phase which could be resulting from the
interplay between tangential scattering process and spin
backscattering processes Similarly the fidelity suscepti-
bility χF (∆µeff ) = d
2 log(F (∆µeff ))/d∆µ
2
eff shows a
spike in the curve at ∆µeff = −W2 giving obvious evi-
dence of the QCP. Even though the critical features of
this plot is well behaved the noisiness could be addition-
ally coming from convergence issues at fixed point coming
from finite number of RG steps.
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C. Theory for the vicinity of the QCP
Doping via an effective chemical potential ∆µeff =
−∆U02 generates a doublon-holon imbalance in the Q1 =
(kΛsˆ + k−ΛT sˆ) pair-momentum resonant-pair subspace.
This doublon-holon imbalance is associated with a field-
like term for the charge pseudospins (−∆µeff (Az∗,sˆ +
Az∗,−sˆ)). As mentioned earlier, this lowers the symmetry
of the many-body state from SU(2)charge → U(1)charge
within the gapped parts of the FS in the pseudogap
and the Mott liquid phases. We also briefly recall
the twofold reason for emphasizing the physics of the
resonant-pair subspace: it contains the log-divergences
arising from Umklapp scattering, as well as carries the
highest spectral weight. Due to doublon-holon imbal-
ance, the contribution of Umklapp scattering processes
(A+∗,sˆA
−
∗,−sˆ + h.c.) to gap formation is reduced compared
to that due to spin backscattering (S+∗,sˆS
−
∗,−sˆ + h.c.) in
eq.(91). This doublon-holon imbalance also disfavours
the sub-dominant off-resonant pair (δ 6= 0) Umklapp
scattering terms.
On the other hand, this uniform field favours
spin-backscattering of all different Anderson pseu-
dospin/Cooper pairs (c†kΛsˆ↑c
†
p−kΛsˆ↓) with p pair-
momentum centered about p = 0. Indeed, there ex-
ists a direct equivalence between the set of resonant/off-
resonant spin-backscattering terms and the set of p pair
momentum terms centered around p = 0, i.e.,∑
p,Λ,δ,sˆ
Ks,p,sˆ(δ)c
†
kΛ,sˆ,↑c
†
p−kΛ,sˆ,↓ck(−2Λ∗+Λ+δ),T sˆ,↓cp−k(−2Λ∗+Λ+δ),T sˆ,↑
= −
∑
p,Λ,δ,sˆ
Ks,p,sˆ(δ)c
†
kΛ,sˆ,↑ck(−2Λ∗+Λ+δ),T sˆ,↓c
†
kΛ′,−sˆ,↓ck(−2Λ∗+Λ′+δ),−Tsˆ,↑ ,
= −
∑
p,Λ,δ,sˆ
Ks,p,sˆ(δ)(S
+
Λ,δ,sˆS
−
Λ′,δ,−sˆ + h.c.) , (152)
where kΛ′,−sˆ = p− kΛsˆ and the spin pseudospins SΛ,sˆ,δ
are defined as
SΛ,sˆ,δ = f
s;†
Λ,δ,sˆ
σ
2
fsΛ,δ,sˆ
fs;†Λ,δsˆ =
[
c†Λ,sˆ,σ , c
†
(−2Λ∗+Λ+δ),T sˆ,−σ
]
. (153)
In accounting for all possible pair-scattering processes in
the vicinity of the QCP, we include the contribution of
Cooper and tangential scattering channels in the spin-
backscattering RG equation (∆K
(j)
s,p,sˆ(δ)) in eqs.(51)
∆K
(j)
s,p,sˆ(δ) =
−(1− p)(K(j)s,p,sˆ(δ))2
eiγ
⇑
l |Gp,⇑j,l |−1 −
K
(j)
p,p,sˆ(δ)
4
+
(K
(j)
s,p,sˆ(δ))
2
ω − 12 (kΛsˆ + p−kΛsˆ)− |∆µeff −∆µ∗eff | −
K
(j)
p,p,sˆ(δ)
4
− N
2
j (L
(j)
δ )
2
ω + sgn(∆µeff )W + (sj,avg −∆µeff )− L(j)(δ)
,(154)
where ∆µeff − ∆µ∗eff is the effective chemical poten-
tial for the marginal Fermi liquid centered around the
node, and renormalized by the fluctuation scale ωc,∗PG =
∆µ∗eff . In the above RG equation, the spin-charge hy-
bridized backscattering strength (with Cooper channel
contribution) is given by K
(j)
p,p,sˆ(δ) = pcK
(j)
c,p,sˆ(δ) + (1 −
ps)K
(j)
s,p,sˆ(δ). The negative sign of the first and third
terms in the above RG equation originates from the in-
terchanging of electron and hole creation operators in
eq.(154). The second term contains contributions to spin-
backscattering from the Cooper channel due to Cooper
pairs with zero as well as non-zero pair-momentum. The
third term accounts for the influence of tangential scat-
tering on the spin-backscattering.
On either side of the QCP, spin-backscattering with
p = 0 pair-momentum is suppressed by tangential scat-
tering (ω > ωt) and pi-momentum e-h pair-backscattering
(ω > ωcPG) processes, leading to the establishing of the
CFL and Mott liquid phases respectively. Remarkably,
right above the QCP (i.e., ωcPG < ω < ωt), we observe
that the antinodal spin gap (composed of p = 0 pair-
momentum Cooper pairs) carries the highest spectral
weight. This can be seen from the smallest magnitude
of the inverse Green function for p = 0 pair-momentum:
G−1Λsˆ (ω,p) = (ω − (kΛsˆ + p−kΛsˆ)/2). We also note that
for ∆µeff = 0, only the first term has leading contribu-
tion in the above RG equation, thus analytically contin-
uing to the ∆µeff = 0 (i.e., 1/2-filled) case (eq.(51)).
The fixed point Hamiltonian obtained by investigating
the RG relation eq.((154)) for the gapped parts and the
2e-1hole RG relation for the gapless parts of the FS
(eq.(72))
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H∗(ω,∆µeff ) =
sˆ(ω,∆µeff )∑
Λ,sˆ=sˆN ,δ
R∗sˆ,δnˆkΛ,sˆ,↑nˆk−Λ+δT,sˆ,↓(1− nˆkΛ′,sˆ,↑) +
sˆ=sˆAN∑
sˆ(ω,∆µeff )
K∗,lc (ω,∆µeff )A∗,sˆ ·A∗,−sˆ
+
1
2
sˆω∑
sˆ=sˆAN ,Λ,δ
K∗,ls,0,sˆ(ω,∆µeff , δ)(B
+
Λ,sˆB
−
−2Λ∗+Λ+δ,T sˆ + h.c.)−
∑
δ,sˆ,sˆ′,Λ
K∗,ls,0,sˆ(ω,∆µeff , δ)S
z
Λ,sˆS
z
−2Λ∗+Λ+δ,−sˆ
+
∑
δ,sˆ,sˆ′,Λ
L∗δ nˆkΛ,sˆ,↑nˆk−Λ+δ,T sˆ↓ +
sˆ(ω,∆µeff )∑
Λ,sˆ=sˆN
(k −∆µeff )nˆkΛ,sˆ +
∑
sˆ
(∆µeff −∆µ∗eff )BzΛ,sˆ +
∑
sˆ
∆µ∗effA
z
Λ,sˆ
−
∑
sˆ6=sˆ′,δ
T ∗
(
B+∗,Λ,sˆB
−
∗,Λ′,T sˆ′ + h.c.
)
+
1
2
sˆω∑
sˆ=sˆAN ,Λ,δ
K∗,ls,p,sˆ(ω,∆µeff , δ)(B
+
p,Λ,sˆB
−
p,−2Λ∗+Λ+δ,T sˆ + h.c.)
−
∑
δ,sˆ,sˆ′,Λ
K∗,ls,p,sˆ(ω,∆µeff , δ)S
z
Λ,sˆS
z
−2Λ∗+Λ′+δ,−sˆ , (155)
where the charge (A) fluctuation pseudospins has
been defined earlier, and the zero momentum Cooper
pair/Anderson pseudospins are given by
BΛsˆ = 2
−1f cp†Λ,sˆσf
cp
Λ,sˆ , f
cp
Λ,sˆ = (c
†
kΛsˆ↑ c−kΛsˆ↓) , (156)
operating in the subspace
nˆkΛsˆ↑ = nˆ−kΛsˆ↓ , Λ < Λ
∗ . (157)
The finite momentum Cooper pairs are given by B+p,Λ,sˆ =
c†kΛsˆσc
†
p−kΛsˆ,−σ . The p = 0 pair-momentum Cooper pair
pseudospin scattering terms can, as discussed earlier, be
recast in terms of the electron-hole pseudospins
−(S+Λ,sˆ,δS−−Λ,−sˆ,δ + h.c.) = (B+Λ,sˆB−−2Λ∗+Λ+δ,T sˆ + h.c.) .(158)
This confirms that even as we study a model of repul-
sive electronic correlations, the effective attractive na-
ture of spin pseudospin backscattering is responsible for
the formation of preformed Cooper pairs in the gapped
antinodal regions of the FS [100, 135]. Thus, the first
term in eq.(155) corresponds to the 2e-1h nodal Marginal
Fermi liquid metal. The second and third terms govern
the gapping mechanisms of the Fermi surface by charge
and Anderson pseudospins respectively. The fourth term
is associated with tangential scattering in the gapless
stretches of the FS, while the fifth term (proportional to
BzΛ,sˆ) reflects the doublon-holon disparity with hole dop-
ing. Finally, the sixth term (i.e., involving T ∗sˆ ) represents
Josephson Cooper-pair tunnelling between the collection
of 1D gapless MFL regions at and near the N and the
collection of 1D spin gapped regions at and near the AN.
The Hamiltonian H∗(ω,∆µeff ) naturally encompasses
the doped Mott liquid Hamiltonian with insulating
ground states in the region 0 > −∆µeff > −∆µ∗eff and
ω = W2 . This can be seen as follows: R
∗
sˆ,δ = 0 for all sˆ,
L∗δ = 0 from eq(51), eq(58). Then, K
∗,l
s,p,sˆ(ω,∆µeff , δ) =
K∗,ls,p,sˆ(ω,∆µeff ) for δ = 0 and zero otherwise eq(154).
Further, the z-component of the total Cooper-pair pseu-
dospin is equal to the z-component of the total charge
pseudospin:
∑
Λ,sˆB
z
Λ,sˆ =
∑
Λ,sˆA
z
Λ,sˆ. This leads to the
Hamiltonian for the insulating Mott liquid eq(140) cen-
tered about the QCP
H∗(ω,∆µeff ) =
∑
sˆ(ω,∆µeff )
U¯0(A∗,sˆ ·A∗,−sˆ − S∗,sˆ · S∗,−sˆ)
+
∑
sˆ
∆µ∗effA
z
∗,sˆ
+
∑
sˆ
(∆µeff −∆µ∗eff )Bz∗,sˆ. (159)
The existence of competing gapping instabilities of some
parts of the FS, as well as tangential scattering of Lan-
dau qausiparticles and preformed Cooper pairs between
the gapless nodal regions and the gapped antinodes sig-
nals a drastic change in the nature of many-particle en-
tanglement across the QCP [99]. This can be seen sim-
ply from the nature of the state of the nodal points on
the FS. The QCP at optimal doping is associated with
a sudden appearance of the nodal Marginal Fermi liq-
uid’s excitations which can be written in terms of a sep-
arable state, while on either side the state at the node
is strongly entangled through longitudinal and tangen-
tial scattering in the Mott liquid (underdoped) and CFL
(overdoped) phases respectively. Thus, the nodal state is
an eigenstate of the Mott liquid Hamiltonian (involving
the charge pseudospins A) upon underdoping away from
the QCP as discussed above, and possesses Landau quasi-
particles with 0 < Z1 < 1 upon overdoping away from
the QCP. Finally, as discussed earlier in subsection IV A,
the nodal excitations precisely at the QCP show Z1 → 0
and Z3 → 1. The phase precisely above the QCP con-
tains preformed Cooper pairs in spin-gapped antinodal
regions coupling with the MFL’s excitations in the gap-
less nodal stretches, extending into the entire conical re-
gion lying above the QCP in the phase diagram shown in
Fig.12. This feature of the phase diagram is reminiscent
of the quantum critical cone typically observed at finite
temperatures above a QCP, but with temperature (i.e.,
the energy scale for thermal fluctuations) here replaced
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FIG. 20. Figure shows variation of the critical doping(F ∗h )
value against the value of bare Hubbard coupling(U0). Nu-
merically plotted for U = 12t, 10t, 8t, 6t, 4t, 2t with t = 1, we
find the critical doping f∗h varying from 16.4% − 74%. This
has been done for lattice size 2048× 2048
.
by ω (the scale for the quantum fluctuations). We will
turn to a discussion of this in the next subsection. We
end this subsection with an interesting observation on
the variation of critical doping for the QCP (f∗h) against
the Hubbard repulsion U (shown in Fig.20). The plot
shows that the value of critical doping lowers with in-
creasing U0: f
∗
h = 74% for U0 = 2t, while f
∗
h = 16.4%
for U = 12t. We stress that we have computed f∗h only
for those values of U0/t at which we have benchmarked
our ground state energy against other numerical methods
(see Appendix E). We have also checked that the quali-
tative feature of the phase diagram presented in Fig. 12
for U0/t = 8 remains unchanged for 2 ≤ U0/t ≤ 12. We
also note that for this entire range, the QCP always ap-
pears at a fixed chemical potential independent of U0:
∆µeff = −W2 . The variation of f∗h with U/t certainly
deserves further investigation.
D. T = 0 origin of Homes Law: Planckian
dissipation and preformed Cooper pairs
The V-shaped region bounded by the lines ωcPG < ω <
ωt in the phase diagram Fig. 12 has a simpler fixed point
Hamiltonian compared to eq.(155) owing to the RG irrel-
evance of charge backscattering (with coupling K∗c ) and
tangential scattering (with coupling L∗δ) terms
H∗(ω,∆µeff ) =
sˆ(ω,∆µeff )∑
sˆ=sˆN ,δ
R∗sˆ,δnˆkΛ,sˆ,↑nˆk−Λ+δ,T sˆ,↓(1− nˆkΛ′,sˆ,↑)
+
sˆN∑
sˆ=sˆAN ,Λ,δ
K∗,ls,0,sˆ(ω,∆µeff , δ)(B
+
Λ,sˆB
−
−2Λ∗+Λ+δ,T sˆ + h.c.)
+
∑
k
(k −∆µeff )nˆkΛsˆ +
∑
sˆ
(∆µeff −∆µ∗eff )BzΛ,sˆ . (160)
Further, we have neglected the tangential (Josephson)
scattering of Cooper pairs between the gapless and
gapped parts (with coupling T ∗) are they are subdom-
inant. We will now focus our attention on the physics
of the AN and N points on the FS. The nodal points
are important as the QCP is realized with four nodal
gapless MFL metals. On the other hand, the antinodes
possess the largest spin gap (Fig. 13(b)): the highest
single-particle spectral weight (due to the van Hove sin-
gularities of the electronic dispersion) are converted to
that of Cooper pairs at the antinodes.
The spin-backscattering RG equations for the N and
AN points at fluctuation scales (ω˜c,∆µeff ) and (ω˜ =
0,∆µeff = ∆µ
∗
eff ) within the ‘V’ shaped region in the
vicinity of the QCP are given by
∆K
(j)
s,0,sˆAN
=
−ps(K(j)s,0,sˆAN )2
ωc − pssΛj sˆAN − (1− ps)cΛj sˆAN −
K
(j)
s,0,sˆAN
4
+
(K
(j)
s,0,sˆAN
)2
ωc − 12 (kΛj sˆAN + −kΛj sˆAN )− |∆µeff −∆µ∗eff | −
K
(j)
s,0,sˆAN
4
∆K
(j)
s,0,sˆN
=
( −(K(j)s,0,sˆN )2
W
2 − 12 (kΛsˆN − k−ΛTsˆN )−
K
(j)
s,0,sˆN
4
+
(K
(j)
s,0,sˆN
)2
W
2 − 12 (kΛsˆN + −kΛsˆN )−
K
(j)
s,0,sˆN
4
)
=
(K
(j)
s,0,sˆN
)2
W
2 − 12 (kΛsˆN + −kΛsˆN )
− (K
(j)
s,0,sˆN
)2
W
2 − 12 (kΛsˆN − k−ΛTsˆN )
= 0 . (161)
From the second of these RG relations, we find that
the Cooper instability is marginal along the nodal di-
rections. This results from the fact that the Cooper pair
and e-h pair along sˆ ≡ N has the same dispersion energy:
(kΛsˆN + −kΛsˆN ) = (kΛsˆN − −kΛsˆN ) ≈ vF sˆNΛsˆN . This
then leads to the exact cancellation of the two terms in
the RG relation for ∆K
(j)
s,0,sˆN
. This leads to protection
of the gapless nodal points from gapping via a Cooper
instability. Therefore, the nodal Hamiltonian precisely
at the QCP is composed of 2e-1h degrees of freedom de-
scribed by the above Hamiltonian (eq.(160)), but with
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K∗,ls,0(ω,∆µeff , δ) = 0 and B
z
Λsˆ = 0
H∗QCP (ω,∆µ
∗
eff ) =
sˆ(ω,∆µ∗eff )∑
sˆ=sˆN ,δ
R∗sˆ,δnˆkΛ,sˆ,↑nˆk−Λ+δ,T sˆ,↓(1− nˆkΛ′,sˆ,↑)
+
∑
k
(k −∆µ∗eff )nˆkΛsˆ . (162)
The nodal liquid state described here possesses 2e-1h
composite excitations of the MFL with a gapless Dirac
dispersion, i.e., the dynamical exponent of the excitations
is z = 1. Signatures of a nodal liquid state appear to
have been observed in ARPES measurements carried out
within the PG phase of the slightly underdoped cuprate
Bi2212 above the superconducting dome [136], as well as
in transport measurements [94]. The direct experimental
evidence for the 2e-1h composite excitations is, however,
desirable.
At the AN points, however, the Cooper-channel scatter-
ing RG relation is relevant, with a final fixed point win-
dow (Λ∗sˆAN ) determined from the criterion
ωsconset−|∆µeff−∆µ∗eff |−
1
2
(Λ∗sˆAN+−Λ∗sˆAN ) =
K
(j∗)
s,0,sˆ
4
.
(163)
The frequency scale (ωsconset) lying above the QCP in the
phase diagram Fig. 12 at which superconducting fluc-
tuations are able to condense into preformed pairs is
a function of ∆µeff . A non-zero spectral weight for
Cooper pairs along the AN direction at optimal dop-
ing ρ = Λ∗sˆAN (ω
sc
onset,∆µeff = ∆µ
∗
eff ) is then obtained
from eq.(163) for ωsconset → 0+. Therefore, the fluc-
tuation scale W2 − ωsconset is largest at optimal doping
∆µeff = ∆µ
∗
eff , and falls away from optimality. This
explains the dashed line in Fig. 12 displaying the onset
of a gapped state at the AN regions involving the forma-
tion of Cooper pairs. We stress that this state comprises
of a fixed number of Cooper pairs, and therefore lacks the
off-diagonal long-ranged order (ODLRO) associated with
phase stiffness characteristic of superconductivity. Thus,
such a state should display large superconducting phase
fluctuations. Indeed, signatures of large superconducting
phase fluctuations at temperatures much higher than the
superconducting Tc have been observed in careful Nernst
effect measurements on the cuprates [137]. Remarkably,
the experiments reveal a “dome” associated with the on-
set of phase fluctuations enveloping the dome of true d-
wave superconductivity, similar to that observed in the
RG phase diagram Fig.12.
We have just established that the net spectral weight
of the spin gapped regions around the AN is converted
into that for preformed Cooper pairs within the low en-
ergy subspace (eq.(157)) in the vicinity of the QCP. Fur-
ther, the nodal marginal Fermi liquid at the QCP can
be shown to adiabatically continue to the region lying
outside the gapped parts of the FS, and described by
Hamiltonian eq.(74). This marginal Fermi liquid metal
has earlier been shown to follow the Planckian dissipation
law (eq.(82)). Indeed, Planckian dissipation has received
experimental confirmation as the origin of the linear-in-
T resistivity in several members of the cuprate family
of materials recently [94]. Thus, the coexistence of pre-
formed pairs at the AN alongwith a Planckian dissipator
at the N calls for an investigation of the experimetally
observed Homes law [93]. This is an empirical relation
between the normal state Drude conductivity σ(Tc), the
superconducting critical temperature Tc and the super-
fluid weight ρs observed for the d-wave superconductivity
in the cuprates: AσDC(Tc)Tc = ρs, where A is a universal
constant. We search for the T = 0 origin of this relation
in the theory of the state residing within the conical-
shaped part of the phase diagram lying above the QCP.
Thus, we first compute the antinodal (AN) superfluid
weight from the Ferrel-Glover-Tinkham (FGT) sum rule∫ ∞
0
dω˜ Re[σn,sˆAN (ω˜)− σs,sˆAN (ω˜)] =
pi
2
ρs , (164)
where σn,sˆAN (ω˜) is the normal state conductivity for the
marginal Fermi liquid metal present initially at the AN
before the instability. On the other hand, σs,sˆAN (ω˜) is
the conductivity of the many-body state that contains
preformed Cooper pairs, and we have labelled ω˜ = W2 −ω.
We then decompose the integral over ω˜ into one over
0 < ω˜ < ω˜sconset and another over ω˜
sc
onset < ω˜ <∞∫ ∞
0
dω˜Re[σn,sˆAN (ω˜)− σs,sˆAN (ω˜)]
=
∫ ω˜sconset
0
dω˜Re[σn,sˆAN (ω˜)− σs,sˆAN (ω˜)]
+
∫ ∞
ω˜sconset
dω˜Re[σn,sˆAN (ω˜)− σs,sˆAN (ω˜)] . (165)
The second integral vanishes because the integrated
spectral weight of the 2e-1h continuum in the normal
and gapped state of preformed Cooper pairs is equal.
Further, in the first integral, there is no contribution
from σs,sˆAN (ω˜) as the 2e-1h degrees of freedom are not
present within the momentum space window along sˆAN
([−Λ∗sˆAN ,Λ∗sˆAN ]). For ω˜ < ω˜sconset, denoting the antinodal
conductivity as σn,sˆAN (ω˜
sc
onset) = σn,sˆAN (ω˜), the FGT
sum rule amounts to∫ ωsconset
0
dω˜Re[σn,sˆAN (ω˜
sc
onset)] = ω˜
sc
onsetσn,sˆAN (ω˜
sc
onset)
=
e2Λ∗sˆAN (∆µeff )
m
=
pi
2
ρs , (166)
where we have used the relation n = Λ∗sˆAN (∆µeff )/2pi
for the state number density n in the Drude relation for
the conductivity. Using the Planckian dissipation law
eq.(82), along with the FGT relation for the superfluid
weight given above, we obtain a relation analogous to
Homes law for the onset scale for superconducting fluc-
tuations at the antinodes (Tons = ~ω˜sconset/kB)
ρs(∆µeff , 0) =
4kB
h
σn,sˆAN (Tons) Tons(∆µeff ) .(167)
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The frequency scale ω˜sconset is itself obtained from
eqs.(66),(70),(73) and (80), and by picking up the normal
sˆ1 =
(
1− Λ0√
2pi
)
sˆAN in the vicinity of sˆAN to avoid the
discontinuity at the antinodal van Hove singularities (see
AppendixC)
ω˜sconset = N
∗(sˆ1, 0)(
1
2
max
δ,sˆ
(Λ∗,sˆ + −Λ∗+δ,sˆ)
− 1
2
max
δ
(Λ∗∗,sˆ1 + −Λ∗∗+δ,sˆ1))
=
N∗(sˆ1, 0)
2
(Λ0,sˆN − Λ∗∗,sˆ1) . (168)
From the geometry of the square Fermi surface the num-
ber of states within the gapped window along normal sˆ
is determined to be N∗(sˆ1, 0) = Λ
∗∗
Λ0
N
(
1
2
√
2
− Λ04pi
)
. In
the above equation Λ∗, Λ∗∗ are determined from eqs.(66)
and (73) respectively and N∗(sˆ1, 0) is the total number
of gapped states at ω = 0. In keeping with our ear-
lier discussion, Tons is largest at optimality (∆µ
∗
eff ) and
falls off with doping away from optimality on either side.
In the next section, these fluctuations will be seen to
interplay with the spin-gap in leading to d-wave super-
conductivity [129]. Further, we have shown in eq.(D14)
(see Appendix D for a detailed derivation) that the su-
perconducting critical temperature TC is linearly related
to Tons, with a proportionality constant related to the
extent of the pseudogap (seen in terms of the difference
between the electronic dispersion at the antinodes and
the nodes). In this way, we offer insight into the T = 0
origin of Homes law [93].
E. Mixed optical conductivity of the Correlated
Fermi liquid
The fluctuation scale ωt : ω− ∆µeff2 +Wsgn(∆µeff ) >
0 marks the boundary across which the tangential scat-
tering processes become RG relevant (eq.(58)). Starting
from the QCP (W2 − ω = 0,∆µeff = ∆µ∗eff ), and pro-
ceeding into the region ω > ωt, the gapless stretch of the
FS increases steadily. This enhances the spectral weight
of states taking part in the tangential scattering process,
Nj(ω,∆µeff ) =
∑sˆω
sˆ=sˆN
1. As can be seen from the nu-
merator of eq(58), a growing spectral weight gradually
enhances the RG flow rate for tangential scattering pro-
cesses. It is also important to note that on these gapless
stretches, the effect of forward scattering is still RG rel-
evant (eq.(71)) leading to 2e-1h composite excitations of
the marginal Fermi liquid. The tangential scattering pro-
cesses, on the other hand, enhance the quasi-particle ex-
citations of the Fermi liquid. The outcome of these com-
peting tendencies is captured by the effective 1-particle
self energy
ΣΛsˆ(ω) = L
∗(δ, ω)θ(Λ∗1(ω)− Λ)
+ R∗sˆ,δθ(Λ
∗
2(ω)− Λ) ln |
ω¯ + ∆µ− Λsˆ
ω¯
| ,(169)
where ω¯ = maxδ,sˆ
j∗,l+j∗,l′
2 , and j
∗ is obtained from the
fixed point condition eq.(68). The fixed point values of
the couplings are given by
L∗ = ω +W sgn(∆µeff ) + cΛ∗1 ,avg −∆µeff ,
R∗lδ
8
= ω¯ − 1
2
(Λ∗2 ,l + Λ∗2 ,l′) + ∆µeff . (170)
The above equations for L∗ and R∗lδ are satisfied within
the windows Λ∗1 and Λ
∗
2 respectively. Near the QCP,
Λ∗1 < Λ
∗
2, such that the MFL dominates over the FL
within the gapless regions of the FS. Upon gradually in-
creasing the doping away from the QCP leads to Λ∗1 > Λ
∗
2,
such that the enhanced tangential scattering on the en-
larged gapless strecthes leads to the Fermi liquid quasi-
particles dominating over the composite excitations of
the MFL. From the detailed discussions of subsection
IV A, the imaginary part of the single particle self-energy
obtained from the Kramers-Kronig relation then allow us
to obtain the inverse quasiparticle lifetime as a mixture
of MFL and FL forms
(τ(∆µeff ))
−1 = α(∆µeff )ω + β(∆µeff )ω2 , (171)
where the coefficients α and β are functions of the chem-
ical potential ∆µeff , and undergo a gradual evolution
from QCP to the overdoped regions of the phase dia-
gram. This gives rise to a mixed nature of the optical
conductivity as a function of ∆µeff . This appears to
be consistent with the observations of van der Marel et
al. [102], where a form of the optical conductivity that
departs from the expected MFL form was attributed to
quantum critical scaling in the neighbourhood of a QCP
at optimal doping.
VIII. SYMMETRY BREAKING ORDERS AND
SUPERCONDUCTIVITY
We encountered in subsection VI C the analysis of
symmetry-broken states of matter that are obtained
from the 1/2-filled Mott liquid under RG. Here, we
repeat the investigation for the Hubbard model upon
doping away from 1/2-filling. As before, this involves
a renormalization group analysis in the background of
symmetry breaking fields: staggered chemical potential∑
i,j(−1)i+j nˆr (for the pi, pi charge density wave), stag-
gered magnetic field
∑
i,j(−1)i+jSzr (for the pi, pi spin
density wave), the spin-nematic order field Q0αβf(r1 −
r2)S
α
r1S
β
r2 , and finally a U(1) symmetry-breaking field∑
kσ c
†
kσc
†
−k−σ for superconductivity. The correspond-
ing RG equations are given in Appendix D. The full
RG phase diagram away from 1/2-filling, and with (pi, pi)
CDW, (pi, pi) SDW, spin-nematic and d-wave supercon-
ducting broken symmetry orders, is shown in Fig.21.
The effective Hamiltonians and gap functions familiar
for these symmetry broken states of matter are easily ob-
tained from the dominant symmetry breaking coupling at
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FIG. 21. (Colour Online) RG phase diagram for 2D Hubbard
model with doping and (pi, pi) CDW (green), (pi, pi) SDW (red)
and d-wave superconducting (SC) orders (yellow) included.
K∗/U¯0 in the white-deep blue colourbar represents the ratio
of renormalized coupling to bare coupling symmetry unbroken
PG and ML states. Gap scales for various symmetry broken
phases are shown in the colour bars. Origin of superconduc-
tivity from spin-PG nodal NFL with superconducting fluctu-
ations is described in text. The SC “dome” is centered about
the QCP (optimality) and falls away on either side due to
competition with insulating orders (underdoped) and gapless
CFL (overdoped). The solid black line indicates the chemi-
cal potential dependent energy scale for the onset of nematic
fluctuations, while the thin dashed line denotes the onset of
superconducting fluctuations.
the RG fixed point (e.g., the discussion for the SDW pre-
sented in subsection VI C). Results for symmetry-broken
orders at finite-temperature can then be obtained via
standard mean-field methods. Below, we confine our-
selves to a discussion of the findings shown in the phase
diagram Fig.21.
We find the (pi, pi) SDW Neel antiferromagnet for ener-
gies ω ≥ ωins = 2.8 and doping 0 > ∆µeff ≥ −1.75
(deep underdoping), and the (pi, pi) CDW for energies
ω ≥ 3.2 and doping −3.05 ≥ ∆µeff ≥ −4 (moderately
underdoped). A d-wave superconducting dome is found
to extend between a doping range of −1.5 ≥ ∆µeff ≥ −6
and has an optimal gap scale (∆SC) at the critical dop-
ing ∆µeff = −4 corresponding to the QCP. We have
already presented earlier our finding for the variation of
the superfluid density ρs with chemical potential, with a
discussion on why ρs is maximal at optimal doping. In
keeping with this, the highest ∆SC arises from a maxi-
mal density of bound Cooper pairs in the gapped regions
of the Fermi surface interplaying with the critical fluc-
tuations of the gapless regions for a chemical potential
tuned to the QCP [138] (see green curve in Fig.27(b)).
The optimal quantum fluctuation energy scale for the on-
(a)
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FIG. 22. (Colour Online)Figures (a) and (b) represents resis-
tivity with (green) and without any form of symmetry break-
ing (blue), and inverse superfluid stiffness (σ−1sc , yellow) at
various dopings. (a) ∆µeff = −1.75: passage from PG to ML
(blue), from PG to SC through spin-gap dominated ML. Inset:
Peak in spin susceptibility within SC region ∆µeff = −1.75.
(b)∆µeff = −5.5: passage from NFL to PG-CFL (blue), from
NFL to SC through PG-CFL (green).
set of superconductivity is the kinetic energy of a pair of
electrons from diametrically opposite nodal points on the
FS: W/2 − ωSC = W/2 − 2Λ∗sˆnode , where Λ∗/Λ0 is the
dimensionless spectral weight for the marginal nodal elec-
tronic quasiparticles obtained from the RG. Deep in the
underdoped regime (−1.5 ≥ ∆µeff ≥ −1.75), a coexis-
tence of (pi, pi) SDW and d-wave superconducting orders
appears likely [139] (see inset of Fig. 22(a)). Similarly,
within the lightly underdoped region, a coexistence of
(pi, pi) CDW and d-wave SC orders appears likely (see
inset of Fig. 23(b)).
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FIG. 23. (Colour Online) Figures (a) and (b) show resistivity
(ρ) with (green) and without any form of symmetry-breaking
(blue), and inverse superfluid stiffness (σ−1SC , yellow) at var-
ious dopings. (a) ∆µeff = −4: passage from PG to ML
(blue), from PG to SC through charge-gap dominated ML.
Inset: Peak in charge susceptibility within SC region. (b)
∆µeff = −3.25: passage from NFL with connected FS to
spin-PG nodal NFL at QCP (blue), from NFL to SC through
spin-PG nodal NFL (green).
As a clear demonstration of the d-wave nature of the
superconducting order parameter, we show in Fig.26 the
variation of the superconducting(SC) gap from maximum
at one antinode(AN1=(0, pi)) to a node at the nodal point
kx, ky = (±pi/2,±pi/2) and finally maximizing again at
(AN2=(pi, 0)). The three curves are made at the brink
of entry into SC dome from underdoping (blue), optimal
(green) doping, and overdoping (red) sides. At optimal-
ity, the connected Fermi surface becomes an arc with
lowering quantum fluctuation scale 4 − ω and collapses
FIG. 24. (Colour Online)Figures (a) and (b) shows the full
momentum space resolved spectral function A(kΛsˆ), where
the black curves show extent of SC fluctuations around Fermi
surface. (a): to the right of SC dome (CFL). (b): within
d-wave SC dome, with nodal NFL.
FIG. 25. (Colour Online)Figures (a) and (b) shows the full
momentum space resolved spectral function A(kΛsˆ), where
the black curves show extent of SC fluctuations around Fermi
surface (a): to the left of SC dome (ML), (b): vertically above
SC dome at optimal doping.
to a point on entering the superconducting dome. The
journey from above the superconducting dome to the fi-
nal entry into superconducting dome at optimal doping
can be seen from the variation of the gap from antinodes
to the nodes in Fig.27(a).
The experiments in Ref.([138]) appear to show that op-
timal superconductivity is associated with the largest
Fermi surface volume at the brink of entering SC dome as
optimality is approached from the underdoped side. We
find evidence for this, as shown in Fig.27(b). The graph
for the mildly underdoped regime (−2∆µeff < W ) shows
that a smaller Fermi pocket with high concentrations of
holons and low concentration of bound spinon pairs un-
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FIG. 26. (Colour Online) Gap ∆SC(θ) vs the angular co-
ordinate θ for chemical potential and 4 − ω values given by
µeff = −2.5,4 − ωc1 = 0.8 (red curve) in the underdoped
regime. At optimal doping ∆µeff = −4.0,4 − ωc2 = 1.2
(green curve). At overdoping ∆µeff = −5.5,4 − ωc3 = 0.5
(blue curve).
dergoes a superconducting d-wave transition where the
Fermi volume shrinks to a point. In the optimally doped
regime (−2∆µeff ∼ W ) on the brink of transiting into
the superconducting dome, we observe a larger gapless
Fermi pocket with a peak in the concentration of Cooper
pairs (in the gapped parts of the Fermi surface) and an
intermediate concentration of holons. On the brink of en-
tering the dome at overdoping (−2∆µeff > W ), we find a
reduction in the Cooper pair density at the neighborhood
of the antinodes coinciding with a lowering hole concen-
tration on a fully connected Fermi surface. This shows
that optimality arises from an interplay of a peak in the
density of Cooper pairs in the gapped parts of the Fermi
surface (as well as the superfluid density ρs)and the criti-
cal fluctuations associated with a quantum critical Fermi
surface (arising from the QCP). The dome-like structure
of TC is observed to be inherited from the similar struc-
ture of Tons (as discussed earlier; also see Appendix D),
and offers an explanation for the quadratic dependence of
TC on the hole-doping concentration commonly observed
in the cuprates [140].
We now establish the origin of the nodal structure of d-
wave superconducting order as the QCP at µ∗eff = −4.
We have shown above that the nodal points support
a gapless NFL metal, as the irrelevance of all gapping
mechanisms at the nodes arise from the topological sig-
nature of the doublon propagator. Thus, the onset of su-
perconductivity at critical doping takes place in the back-
drop of this protection for the nodal gapless states. We
have also seen that the spin-gap at optimal doping has
d-wave structure, but without a sign change across the
nodes. The U(1) phase rotation symmetry breaking RG
calculation presented in Appendix D further reveals that
the nodal points act as domain walls for the growth of
the superconducting order upon scaling down to low en-
ergies: the RG-integrated superconducting order param-
eter 〈c†Λ−T sˆ↓c†Λsˆ↑〉 = −〈c†Λ−sˆ↓c†ΛT sˆ↑〉 ∝ eiγsˆ,sˆnode , where
the relative phase γsˆ,sˆnode = −i ln(sgn [2(Λsˆ − Λsˆnode)])
and 2(Λsˆ− Λsˆnode) is the energy scale for a Cooper pair
(with respect to the nodes). The alternation of sign in
this energy scale is, thus, the alternation in sign of the
pairing order parameter.
The suppression of d-wave superconductivity is clearly
observed in the presence of the CDW order (Fig.21(a)),
while the charge-gap dominated Mott liquid (dark blue
region in Fig.21(a)) leads to further suppression of su-
perconductivity. These results obtained are in conso-
nance with the finding of two distinct antinodal energy-
gap scales in recent ARPES and STM experiments car-
ried out on the PG phase of the cuprate La-Bi2201
[141], one of which appears to be linked with the onset
of superconductivity and the other with charge order-
ing. The black curve in the RG phase diagram corre-
sponds to the onset of spin-nematic fluctuations, and ap-
pears to be confined within a range of chemical potential
−1.4 ≥ ∆µeff ≥ −4 associated with moderate to light
underdoping. The highest scale (in 4 − ω) for the onset
of spin-nematic fluctuations lies well within the pseudo-
gapped part of the phase diagram, in broad agreement
with recent experimental findings in the cuprates [142–
146]. For −4 ≥ ∆µeff ≥ −6, the competition between
the nodal NFL metal, the spin-pseudogapped parts of the
FS and the tangential scattering leads to the reconstruc-
tion of the FS. This is apparent in the suppression of
superconducting fluctuations (dashed line in Fig.21) be-
yond critical doping and shows how competition with the
CFL suppresses d-wave superconductivity. Variations of
the resistivity (ρ) and inverse superfluid stiffness (σ−1SC)
upon tuning ω towards the QCP is shown in Figs. 23(a,b)
(see also Videos S5, S6). Maps of the single-particle spec-
tral function A(E) within and in the neighbourhood of
the d-wave SC phase are also presented in Figs. 25 and
24. These results are in excellent agreement with sev-
eral transport and spectroscopy measurements made in
various parts of the cuprates phase diagram [69, 114, 130–
132, 136, 137, 141–147].
Finally, we close this section by computing numerical val-
ues for some of the temperature scales, e.g., Tons (the
onset of the formation of pre-formed Cooper pairs at the
gapped antinodal regions) and TML (the scale at which
the entire FS is gapped during the formation of the Mott
liquid), for the materials HgBa2CuO4 and La2CuO4 by
using the values for the parameters of the effective one-
band Hubbard model found in Ref.[148]. First, in the
limit of large system size N →∞, using the formula for
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(a) Angular direction( ) from AN1 to AN2 (b)
FIG. 27. (a)(Colour Online) Gap ∆(θ) vs. the angular coordinate θ along the ∆µeff = −4.0 optimal doping axis for different
values of 4− ωsc lying above the dome. The different curves have been staggered for purposes of clarity. The gap ∆(θ) vs. the
angular coordinate upon just entering the superconducting dome is given by the black curve. (b) Left vertical axis: Blue curve
represents the gapless arc length of the Fermi surface at the brink of the superconducting transition for six different ωcricsc and
−2∆µeff values i.e.,(2.922, 6.5),(2.869, 7.0),(2.837, 7.5),(2.827, 8.0),(2.839, 8.5), and (2.87, 9.0). Right vertical axis: At those
same values, the green curve represents the Cooper pair density in the gapped regions in the neighbourhood of the antinodes,
and the red curve represents the holon densities in the gapless parts neighboring the nodes.
ω˜sconset (eqs.(168) and (73)), we obtain
ω˜sconset ≤ ωPG = t
Λ∗∗N2
8pi
√
2
16pi2
N2
=
√
2tpiΛ∗∗
=
√
2tpi arcsin
( ω¯
2t
)
= 0.067t , (172)
where ω¯ ≈ ωPG = 0.034t as given earlier. Then, using
the values of the hopping parameter t for HgBa2CuO4
and La2CuO4 with t = −0.461,−0.482eV [148], we find
the onset temperature scale of pair formation Tons is
bounded (on the upper side) by the pseudogap tempera-
ture TPG are given by TPG = 0.067t× 11605K = 358K
and 374K for HBCO and LCO respectively. This is in
fair agreement with experimental estimates of TPG ∼
200K − 300K for most of the cuprates [149]. That
the onset temperature scale for pairing Tons is less than
TPG is consistent with the findings from Nernst mea-
surements of Ref.[137]. Further, by using the formula
for TML (eq.(109)) for the Mott liquid, we find TML ≈
W
2 −ωML
W
2 −ωPG
Tons = 119K and 124K for HBCO and LCO re-
spectively. Recalling the relation between TML and the
superconducting transition temperature TC obtained in
eq.(D15), we see that the upper bound for TC is pro-
vided by TML. An upper bound of around 120K for the
TC is reasonable for the experimentally known TC of 40K
for LCO and 90K for HBCO. Importantly, as TC is also
found to be bounded (on the upper side) by Tons (see
eq.(D14)), it appears plausible to search for mechanisms
that can raise TC further towards Tons. We will further
discuss this point briefly in the concluding section.
IX. CONCLUSIONS AND PERSPECTIVES
In conclusion, an RG analysis of the 2D Hubbard
model on the square lattice reveals the nature of the
FS topology-changing Mott metal-insulator transition at
half-filling. It pinpoints the marginal Fermi liquid as
the parent metal of the insulating Mott liquid state,
and highlights the existence of a pseudogap phase as the
pathway from the metallic to the insulating phase. The
marginal Fermi liquid is found to arise from singular for-
ward scattering in directions normal to the Fermi sur-
face, and causes the destruction of Landau quasiparticles
leading to a linear variation of resistivity with temper-
ature. The pseudogap itself arises from the electronic
differentiation encoded within the nested Fermi surface
of the half-filled tight-binding model, and involves the
gradual gapping of the Fermi surface (from antinodes to
nodes) via charge and spin excitations that are mutually
entangled. The resultant Mott liquid is observed to pos-
sess topological order with a two-fold degeneracy of the
ground state on the torus, and fractionally-charged topo-
logical excitations that interpolate between them. Upon
including the possibility of symmetry breaking within the
RG, the Mott liquid is found to turn into the familiar Neel
spin-ordered charge insulating Mott insulator. Interest-
ingly, the Mott liquid state at half-filling is also observed
to possess subdominant Cooper pairing, a feature that
becomes dominant with hole doping.
The collapse of the pseudogap for charge excitations
(Mottness) upon hole doping is seen to lead to a QCP
lying between Mott liquid and correlated Fermi liquid
phases. The QCP involves a drastic change in the na-
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ture of the ground state as well as the many-body spec-
trum: the underdoped side of the QCP is a gapped and
hole-doped Mott liquid, while the overdoped side involves
the appearance of electronic quasiparticles that gradually
lead to the topological reconstruction of a fully connected
Fermi surface. Precisely at the QCP, we find the exis-
tence of nodal marginal Fermi liquid with gapless 2e-1h
composite excitations. The pseudogapped state at under-
doping is formed from a dominant charge gapping of the
antinodes, as well as possesses strong spin-nematic fluc-
tuations and sub-dominant superconducting phase fluc-
tuations. The underdoped Mott liquid leads, upon in-
cluding the effects of symmetry breaking, to Neel SDW
and chequerboard CDW orders.
In the v-shaped quantum critical region within phase
diagram Fig. 12, we find spin-gapped antinodal regions
of the Fermi surface containing pre-formed Cooper pairs
co-existing with gapless stretches of marginal Fermi liq-
uid on arcs centered about the nodes. This appears to
confirm dominant spin excitations emerging from the col-
lapse of Mottness as the mechanism for the formation of
hole pairs. Upon including the possibility of phase stiff-
ness within the RG, we find the existence of a dome of
d-wave superconductivity that surrounds the QCP. Re-
markably, even as the superconducting phase shields the
QCP, it possesses properties of that criticality (e.g., gap-
less nodes, gap with d-wave symmetry). In this way, we
find that the pseudogap is both friend and foe to the
emergent superconductivity: the underdoped Mottness-
related pseudogap contains fluctuations that can nucleate
various orders (SDW, CDW and spin-nematicity) inimi-
cal to superconducting order, its collapse unveils the spin-
pseudogapped state of matter that finally leads to a state
with pre-formed Cooper pairs (and eventually phase stiff-
ness and the ODLRO pertaining to superconductivity).
A striking feature of our results is the qualitative agree-
ment of RG phase diagram, Fig.21, with the experimen-
tally obtained temperature versus doping phase diagram
for the cuprates [69]. We believe that this arises from
the fact that the RG unveils an entire heirarchy of energy
scales on the quantum fluctuation axis ω related to the
metallic, pseudogap, Mott liquid and symmetry broken
phases. Further, at various points in this work, we have
shown analytic relations between these T = 0 energy
scales and equivalent temperature scales at which these
phases can be observed. Importantly, we have also es-
tablished that the heirarchy of temperature scales for the
pseudogap (TPG), onset temperature for pairing (Tons),
formation of the Mott liquid (TML) and superconduc-
tivity (TC) obtained from our analysis is quantitatively
consistent with that observed experimentally for some
members of the cuprates.
The effective Hamiltonians and low-energy wavefunc-
tions obtained for the fixed points of the RG formalism
has afforded considerable insight into the nature of the
Mott liquid at half-filling, as well as with hole doping.
This is evidenced by the remarkable consistency between
the numbers obtained for the ground state energy per
site and double occupancy fraction with those obtained
from various numerical methods in Ref.[11, 91, 92]. This
benchmarking gives us confidence in the nature of the
Mott liquid state as well as in the quantum phase transi-
tion that it undergoes upon doping. The effective Hamil-
tonians have also enabled an understanding of the essence
of various universal features of the large body of exper-
imental results obtained for the cuprates, e.g., Homes
law, Planckian dissipation and the T-linear resistivity of
the normal state, the mixed nature of the optical con-
ductivity at overdoping, optimality with doping and the
dome-like structure of the superconducting phase etc. In
seeking further comparisons with the extensive body of
experimental data available for the cuprates, it appears
plausible to carry out a numerical simulation of these ef-
fective Hamiltonians at finite temperature. We leave this
for a future work.
Even as these results offer considerable evidence that
the strong correlation physics of the one-band Hubbard
model at, and away from, 1/2-filling is pertinent to
the physics of high-temperature superconductivity [150],
they also open several new directions for further inves-
tigation. Foremost among these lies the search for an-
swers to questions on what makes certain members of the
cuprate family special in the search for higher supercon-
ducting TC , as well as what could enable a raise in TC . In
reaching some conclusions on the former, the results ob-
tained from recent DFT+downfolding study of Hirayama
et al. [148] on La2CuO4 and HgBa2CuO4 offer some in-
sight. This study appears to conclude that the latter
member of the cuprate family has a higher TC than the
former as it is better described by an effective one-band
Hubbard model in two dimensions, whereas the former is
likely to have a larger hybridisation with a second disper-
sive band (arising from the Cu 3d3z2−r2 orbital) near the
putative Fermi surface. It appears quite plausible that
such hybridisation will be harmful to the physics of the
Mott liquid and resulting emergent superconductivity we
find from our studies, and can be studied in future. This
suggests that materials that afford the isolation of Cu-O
planes described by an effective 2D one-band Hubbard
model are more likely to offer a higher superconducting
TC .
In seeking answers to the question on how to further
raise the superconducting TC , it is important to make
an increasingly realistic model pertinent to the cuprates.
Thus, one should first investigate the role played by next-
nearest neighbour hopping within the Cu-O plane. Our
results predict, for instance, that shortening the extent
of the pseudogap will likely enhance the optimal quan-
tum fluctuation energy scale for the onset of d-wave
superconducting order. This can be achieved, for in-
stance, by tuning the curvature of the Fermi surface
via next-nearest neighbour hopping [151]. Similarly, a
study of the effects of an inter-plane electron hopping
element appears relevant, as the presence of other Cu-
O planes is observed in some members of the cuprates
(e.g., Bi2Sr2Ca2Cu3O10 (Bi2223) [152], HgBa2Ca2Cu3O9
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(Hg1223) [153] and YBa2Cu3O7 (Y123) [154] as being
important in leading to higher TC upon the application
of pressure. Our findings are also likely to be pertinent
to the ubiquitous presence of superconductivity in several
other forms of strongly correlated quantum matter, e.g.,
the heavy-fermion systems, where there exist proposals
for how the collapse of Mottness can lead to supercon-
ductivity [155]. Finally, given that we now have wave-
functions available for the ground and low-lying excited
states of the doped Mott liquid, a direction worth pursu-
ing is to understand the nature of many-body entangle-
ment in this system. Given the effort presently invested
in answering such questions, any progress in this direc-
tion will likely help usher new ways in which to think
about the many-particle physics of strongly correlated
electronic systems.
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Appendix A: The Hamiltonian renormalization
group flow
Starting from the Hamiltonian RG flow eq.(31), and
using the expressions for the unitary operator eqs.(27)
and(28), we obtain
∆H(j) =
∑
l
Trj,l(c
†
j,lH(j))cj,lG(j),lc
†
j,lTrj,l(H(j)cj,l) ,(A1)
where G(j),l = (ω − Trj(HD(j)nˆj,l))−1 and the diagonal
Hamiltonian HD(j) is given by
Trj,l(H
D
(j)nˆj,l) =
∑
l
j,lnˆj,l
+
∑
l
V
(j)
l (δ)
(
nˆj,lnˆj,l′ − nˆj,l(1− nˆj,l′)
+ (1− nˆj,l)(1− nˆj,l′)− nˆj,l′(1− nˆj,l)
)
+
∑
l,l′′
L(j)(δ)nˆj,lnˆj′,l′′
+
∑
l,l′′
R
(j)
δδ nˆj,lnˆj,l′(1− nˆj,l′′) + . . . . (A2)
The various terms in HD(j) are: the first term is the elec-
tronic dispersion (j,l), the term with coupling V
(j)
l (δ)
is the longitudinal density-density interaction in the (ee-
hh) and (eh-he) channels, the term with coupling L(j)(δ)
is the tangential density-density interaction and, finally,
the term with coupling R
(j)
δδ is the 2e-1h interaction.
The renormalization ∆HF(j) for the longitudinal forward-
scattering terms in ee, hh, eh and he channels are ob-
tained from eq.(A1) as
∆HF(j) =
∑
k,k′,l′
[
c†k′,lc
†
k′,l′cj,l′cj,l
(V
(j)
l (δ))
2
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
c†j,lc
†
j,l′ck,l′ck,l︸ ︷︷ ︸
ee scattering channel
+ c†j,lc
†
j,l′ck′,l′ck′,l
(V
(j)
l (δ))
2
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
c†k,lc
†
k,l′cj,l′cj,l︸ ︷︷ ︸
hh scattering channel
+ c†k′,lck¯′,l′c
†
j,l′cj,l
(V
(j)
l (δ))
2
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
c†k′,lck¯′,l′c
†
j,l′cj,l︸ ︷︷ ︸
eh scattering channel
+ c†k′,lck¯′,l′c
†
j,lcj,l′
(V
(j)
l (δ))
2
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
c†j,l′cj,lc
†
k′,lck¯′,l′︸ ︷︷ ︸
eh scattering channel
]
=
∑
k,k′,l′
c†k′,lc
†
k′,l′
4(V
(j)
l (δ))
2τj,lτj,l′
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
ck,l′ck,l . (A3)
Here, (Gj,l)
−1 = ωˆ−j,lτj,l−j,l′τj,l′ is the inverse Greens
function operator. Similarly, the renormalization ∆HB(j)
for backscattering terms is given by
∆HB(j) =
∑
k,k′,l′
c†k′,pc
†
k′,p′
4V
(j)
l (δ)K
(j)
l (δ)τj,lτj,l′
[Gj,l]−1 − V (j)l (δ)τj,lτj,l′
ck,l′ck,l ,
(A4)
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where the same Greens function operator has been used.
The renormalization of the tangential scattering terms in
the Hamiltonian can be similarly obtained by decoupling
a collective configuration of states on the jth isogeometric
curve
∆HT(j) =
∑
kk′
c†k,mc
†
k,m′
(L(j))2L+j L
−
j
ωˆ − ˜cj,avgLzj − L(j)Lz2j
ck′,n′ck′,n.
(A5)
Here, L+j =
∑
m c
†
j,mc
†
j,m′ , L
z
j = 2
−1∑
m(nˆj,m+nˆj,m′−1)
and L−j is the hermitian conjugate to L
+
j . The intermedi-
ate configurations of the states involved in the tangential
scattering processes are labeled by
(j,m) = kΛj ,sˆ, σ), (j,m
′) = k−Λj ,T sˆ,−σ),
(j, n) = kΛj ,sˆ′ , σ), (j, n
′) = k−Λj ,T sˆ′ ,−σ).
Using the angular momentum algebra L+j L
−
j = L
2
j −
Lz2j − Lz, we obtain
∆HT(j) =
∑
kk′,m,n
c†k,mc
†
k,m′
(L(j))2(L2j − Lz2j − Lzj )
ωˆ − ˜cj,avgLzj − L(j)Lz2j
ck′,n′ck′,n .
(A6)
The Hamiltonian RG for the three particle scattering vertices terms can also be obtained as
∆H3(j) =
∑
k′′,k′,l′,l′′
c†k′,lc
†
k′,l′cj,l′
V
(j)
l (δ)V
(j)
l (δ
′)τj,l
ω − ˜j,lτj,l c
†
j,l′′ck′′,lck′′,l′
+
∑
k′′,p′,l′,l′′
c†p′,lc
†
p′,l′cj,l′
K
(j)
l (δ)K
(j)
l (δ
′)τj,l
ω − ˜j,lτj,l c
†
j,l′′ck′′,lck′′,l′
+
∑
Λ′<Λj ,p′,k′′
c†p′,lc
†
p′,l′cj′,l′
8R
(j)
l,δδ′′R
(j)
l,δ′δ′′
∏3
i=1 τi
[Gj,l,3]−1 −R(j)l,δ′′,δ′′
∏3
i=1 τi
c†j′,l′′ck′′,lck′′,l′ , (A7)
where the states are labeled by i = 1 : (kΛj ,sˆ, σ) , 2 :
(k−Λj+δ′′,T sˆ,−σ) , 3 : (kΛ′sˆ, σ) .
Appendix B: The renormalized Hamiltonian at RG
step j
The Hamiltonian at RG step j using flow equations
eq.(51), eq.(58) and eq.(60) is given by
H(j)(ω) =
∑
Λ<Λj
(Λsˆ −∆µeff )
(
nˆΛ,sˆ,σ − 1
2
)
+
∑
δ,sˆ6=±sˆ′
L(j)(ω)c†Λ,sˆ,σc
†
−Λ,T sˆ,−σc−Λ′,T sˆ′,−σcΛ′,sˆ′,σ︸ ︷︷ ︸
2e-charged opposite spin-pair tangential scattering
+
∑
δ,sˆ,
Λ<Λj
(V
(j)
c,l (ω)c
†
Λ,sˆ,σc
†
−Λ+δ,T sˆ,−σc−Λ′+δ,T sˆ,−σcΛ′,sˆ,σ︸ ︷︷ ︸
2e-charged opposite spin-pair forward scattering
+K
(j)
c,l (ω)c
†
Λ,sˆ,σc
†
−Λ+δ,T sˆ,−σc−Λ′−δ,−T sˆ,−σcΛ′,−sˆ,σ︸ ︷︷ ︸
2e-charged opposite spin-pair Umklapp scattering
)
−
∑
δ,sˆ,
Λ<Λj
(V
(j)
s,l (ω)c
†
Λ,sˆ,σc−Λ+δ,T sˆ,−σc
†
Λ′,T sˆ,−σc2Λ+Λ′−δ,sˆ,σ︸ ︷︷ ︸
charge-neutral opposite spin-pair forward scattering
+K
(j)
s,l (ω)c
†
Λ,sˆ,σc−Λ+δ,T sˆ,−σc
†
Λ′,−sˆ,−σcΛ′+δ−2Λ,−T sˆ,σ︸ ︷︷ ︸
charge-neutral opposite spin-pair backscattering
)
+
∑
δ,sˆ,
Λ,Λ′,Λ′′<Λj
R
(j)
l,δδ′(ω)c
†
Λ,sˆ,σc
†
−Λ+δ,T sˆ,−σc−Λ′+δ,sˆ,−σc
†
−Λ′+δ′,sˆ,σc−Λ′′+δ′,T sˆ,−σcΛ′′,sˆ,σ︸ ︷︷ ︸
three-particle forward scattering
. (B1)
Appendix C: Algorithm for numerical simulations of
the RG equations
On a given momentum space XY lattice of size N×N ,
we define the dispersion E[kx, ky] = −2t(cos kx+cos ky)
at every point (kx, ky). The momentum space lattice
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is a pair of 2D arrays. Then, the Fermi surface con-
tour (i.e., the collection of kFx, kFy values) is collected
from an array F : E[kx, ky] = 0. From the collection
of kFx and kFy coordinates, we can compute the veloc-
ity vector at every point, v = (∂E[kx,ky]∂kx |F , ∂E[kx,ky]∂ky |F ).
This then allows us to obtain the isogeometric coordi-
nate normals sˆ’s at every point on the FS, i.e., the set
{sˆi = sxxˆ + sy yˆ, sx = vFx/|v|, sy = vFy/|v|, sˆi ∈ F}.
We take equally spaced normal vectors Ns from the AN
(kF = (pi, 0)) to the N (kF = (pi/2, pi/2)).
The starting value of Λ0, i.e., the outward distance from
the Fermi surface is then determined from Ns as follows.
The bare Λ0 is such that the state along δsˆ, i.e., the
second normal sˆ2||(pi, 0), falls within the first Brillouin
zone
kF sˆAN = (kFx = pi, kFy = 0)
kF sˆ2 = (kFx = pi −
pi
Ns
, kFy =
pi
Ns
)
kFx +
1√
2
Λ ≤ pi =⇒ Λ0 =
√
2pi
Ns
. (C1)
A numpy meshgrid (Λ, sˆ) is constructed from the given
Λ0 to Λ = 0 for all the normal directions, and the RG
equations are then solved numerically on this meshgrid.
Appendix D: RG equation of the symmetry breaking orders
In the doped Mott liquid Hamiltonian (eq.(159), we include (pi, pi) charge density wave, (pi, pi) spin density wave
symmetry-breaking fields together with the Hamiltonian for the 1-e and 2e-1h composites (eq.(76))
Hˆ =
∑
sˆ,Λ
∆AxΛ,sˆ +
∑
sˆ,Λ
∆SxΛ,sˆ +
∑
sˆ,Λ
Λsˆ −∆µeff )
(
nˆΛ,sˆ,σ − 1
2
)
+
∑
sˆ,Λ,δ
R
(j)
lδ nˆk,lnˆ−k,l′(1− nˆk′,l′)
+
∑
sˆ
U¯0[A∗,sˆ ·A∗,−sˆ − S∗,sˆ · S∗,−sˆ] + ∆µ∗eff
∑
sˆ
Bz∗,sˆ + (∆µeff −∆µ∗eff )
∑
sˆ
Az∗,sˆ , (D1)
where AxΛ,sˆ and S
x
Λ,sˆ are the x-components of the charge and spin pseudospins respectively given by eq(92). We now
perform a second level of the RG calculation for the symmetry-breaking instabilities by block- diagonalizing in the
eigenbasis of the single-particle piece of the Hamiltonian eq.(D1)
Hˆ1 =
∑
sˆ,Λ
Λ,sˆ −∆µeff + ∆µ∗eff + Σ(sˆ))
(
nˆΛ,sˆ,σ − 1
2
)
+ ∆c,ΛA
x
∗ + ∆sS
x
∗ ⇒ Hˆ1 =
∑
sˆ,Λ
˜c,ΛsˆA˜
z
Λ,sˆ + ˜s,ΛsˆS˜
z
Λ,sˆ .(D2)
Here, the self energy Σ(sˆ) incorporates the effects of the 2e-1h dispersion (eq.(80)). With this, the renormalized
charge/spin pseudospin disperion is given by ˜c/s,Λ,sˆ =
√
(Λ,sˆ ± −Λ,T sˆ + ∆µeFF −∆µ∗eff + Σ(sˆ))2 + ∆2.
The RG equations for the CDW and SDW instabilities are given by
∆Kc/s,sˆ
∆ log Λ
=
K2c/s,sˆ
ω − ˜c/s,Λ,sˆ − 14Kc/s,sˆ
. (D3)
The fixed point values of the SDW and CDW gaps can be obtained from the fixed points reached by solving the RG
equations
ω − ˜c/s,Λ∗,sˆ − 1
4
K∗c/s,sˆ = 0→ ∆∗c =
1∑
sˆ 1
∑
sˆ
K∗c,sˆ〈Ax∗,sˆ〉,∆∗s =
1∑
sˆ 1
∑
sˆ
K∗s,sˆ〈Sx∗,sˆ〉 . (D4)
Finally, in order to achieve the phase stiffness and ODLRO associated with superconductivity, we add a U(1)
symmetry-breaking field to the Hamiltonian eq.(155)
HSB =
∑
Λ,sˆ
∆scB
x
Λ,sˆ , (D5)
where B+Λ,sˆ = c
†
kΛsˆ,σ
c†−kΛsˆ,−σ is defined in eq(157). By performing the block-diagonalization in the rotated single-
particle basis (i.e., similar to eq.(D2)) leads to a modified RG equation (eq.(154)) for the superconducting fluctuation
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terms in eq.(155)
∆K
(j)
s,0,sˆ(δ) =
−(1− p)(K(j)s,0,sˆ(δ))2
ω − p2
√
∆2sc + (Λ,sˆ + −Λ,T sˆ + |∆µeff −∆µ∗eff |+ 2Σ(sˆ))2 − (1−p)2 (Λsˆ − −ΛT sˆ)−
K
(j)
p,0,sˆ(δ)
4
+
(K
(j)
s,0,sˆ(δ))
2
ω − 12
√
∆2sc + (kΛsˆ + −kΛsˆ + |∆µeff −∆µ∗eff |+ 2Σ(sˆ))2 −
K
(j)
p,0,sˆ(δ)
4
− N
2
j (L
(j)
δ )
2
ω + sgn(∆µeff )W + (sj,avg −∆µeff )− L(j)(δ)
. (D6)
The RG equation at critical doping ∆µeff = ∆µ
∗
eff is given by
∆K
(j)
s,0,sˆ(δ) =
(K
(j)
s,0,sˆ(δ))
2
ω − 12
√
∆2sc + (kΛsˆ + −kΛsˆ + 2Σ(sˆ))2 −
(1−p)K(j)p,0,sˆ(δ)
4
− (K
(j)
s,0,sˆ(δ))
2
ω − 1−p2 (Λsˆ − −ΛT sˆ)− p2 (Λsˆ + −ΛT sˆ)−
K
(j)
p,0,sˆ(δ)
4
.(D7)
In what follows, we show how this RG equation unveils the d-wave symmetry of the SC order. For ω < ω∗ =
2−1 max
sˆ
(Λ,sˆ + Λ,−T sˆ) = 2−1(Λ,sˆN + Λ,−T sˆN ) = 4 sin(Λ0/
√
2) (the highest kinetic energy of pairwise states present
along the nodes at a distance Λ0) in an momentum-space arc centered about the nodes, we find that the RG equation
for superconducting fluctuations is RG irrelevant: ∆K
(j)
s,0,sˆN
< 0 , as ω − 12
√
∆2sc + (kΛsˆ + −kΛsˆ + Σ(sˆ))2 < 0. On
the other hand, the RG equation for superconducting fluctuations for all the other normal directions to the FS are
RG relevant.
Beyond ω ≥ ω∗, a gapless nodal stretch extends on both sides of the FS from sˆN to sˆ∗ → min
sˆ∗
(ω∗ −
1
2
√
∆2sc + (kΛsˆ∗ + −kΛsˆ∗ + Σ(sˆ))2 > 0. The fixed point Hamiltonian for ∆µeff = ∆µ
∗
eff and for 2
−1W > ω ≥ ω∗
(with the initial ∆sc → 0) is given by
H∗sc =
sˆ∗∑
Λ,sˆ=sˆN]
Λ,sˆB
z +
sˆ∗∑
sˆN ,Λ,δ
R
(j)
lδ nˆk,lnˆ−k,l′(1− nˆk′,l′) +
Λ0,sˆ
∗∑
Λ>Λ∗(sˆ),sˆ=sˆAN
√
(Λ,sˆ + Σ(sˆ))2 + (∆∗sˆ(ω))2B˜
z
Λ,sˆ
+
Λ∗(sˆ),sˆ∗∑
Λ=0,sˆ=sˆAN
Λ,sˆB˜
z
Λ,sˆ +
1
2
sˆ∗∑
Λ,sˆ=sˆAN
(
∑
δ
[K∗s,0,sˆ(δ)〈B−−2Λ∗+Λ+δ,T sˆ〉)B+Λ,sˆ + h.c.]
+
sˆ∗∑
Λ,sˆ=sˆAN ,δ
K∗s,0,sˆ(δ)(B
−
−2Λ∗+Λ+δ,T sˆ − 〈B−−2Λ∗+Λ+δ,T sˆ〉)(B+Λ,T sˆ − 〈B+Λ,T sˆ〉) , (D8)
where ∆∗sˆ(ω) = (
∑
δK
∗
s,0,sˆ(δ)〈B−−2Λ∗+Λ+δ,T sˆ〉) and K∗s,0,sˆ(δ) = 4(ω − 12 (kΛsˆ + −kΛsˆ + ΣΛ,sˆ)). Here ,the first and
second terms are the 1e and 2e-1h dispersions of the gapless nodal stretches respectively. The third and fourth terms
denote the dispersion of the antinodal stretch residing outside and inside the emergent window respectively. The
single-particle states residing outside the emergent window, i.e., Λ > Λ∗sˆ, corresponds to gapped marginal Fermi
liquid quasiparticles with self energy given by eq.(80). Finally, the fifth and sixth terms describe the effective U(1)
symmetry-breaking mean-field and the (emergent Nambu-Goldstone) superconducting fluctuations respectively.
In this way, we obtain the self consistency equations for the superconducting order parameter (with d-wave symmetry)
from the eigenstates of the symmetry-broken Hamiltonian lying within the emergent window
〈c†Λ−sˆ↓c†Λsˆ↑〉 =
∆∗sˆ(ω)√
∆∗2sˆ (ω) + (Λ,sˆ + ΣΛ,sˆ)2
,
〈c†Λ,−T sˆ↓c†Λ,T sˆ↑〉 =
∆∗T sˆ(ω)√
∆∗2sˆ (ω) + (Λ,sˆ + ΣΛ,sˆ)2
,
〈c†Λ−sˆN↓c
†
ΛT sˆN↑〉 = 0 . (D9)
For minimizing the energy, we require 〈c†Λ−sˆ↓c†Λsˆ↑〉 = −〈c†Λ−T sˆ↓c†ΛT sˆ↑〉, such that
K∗s,0,sˆ(δ)(〈c†Λ−sˆ↓c†Λsˆ↑〉〈c†Λ−T sˆ↓c†ΛT sˆ↑〉) < 0. The vanishing of the nodal order parameter 〈c†Λ−sˆN↓c
†
ΛT sˆN↑〉, along
with the above displayed change of sign in the order parameter upon crossing the nodes, manifests in the d-wave
nature of the superconductivity.
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From the above analysis, we can now extract a temperature scale for the symmetry-broken d-wave superconductor
using the relation between the quantum fluctuation scale ω and temperature (see Sec.III D) and the effective 1e self-
energy of the states residing outside the emergent window. For this, we first expand the gapped dispersion energy
about the one-particle gap ∆∗sˆ√
(Λ∗,sˆ + Σ(sˆ))2 + ∆∗2sˆ = ∆
∗
sˆ
√
1 +
(Λ∗,sˆ + ΣΛ∗,sˆ)2
∆∗2sˆ
≈ ∆∗sˆ +
(Λ∗,sˆ + Σ(sˆ))
2
2∆∗sˆ
≈ ∆∗sˆ +
Λ∗,sˆΣ(sˆ)
∆∗sˆ
. (D10)
We thus obtain the renormalized self-energy along the nodal direction by choosing ω = ω∗ and using eq.(66), eq.(70),
eq.(73) and eq.(80) (along with kΛ,sˆ = −kΛ,sˆ)
Σren(sˆ) = ∆∗sˆ = 4(ω
∗ − Λ∗,sˆ − Σ(sˆ))f(sˆ, ω∗) = 2ω˜∗sˆ
f(sˆ, ω∗)
N∗(sˆ, ω∗)
ln
∣∣∣∣N∗(sˆ, ω∗))ω¯ω˜∗sˆ
∣∣∣∣ , (D11)
where f(sˆ, ω) =
∑
δ〈B−−Λ∗+δ,T sˆ〉 is the net spectral weight of the Cooper pairs along the normal sˆ obtained from the
self-consistency equations eq.(D9). In the above expression, we can determine ω˜∗sˆ by following the steps leading to
the derivation of eq.(168)
ω˜∗sˆ =
N∗(sˆ1, ω∗)
2
(Λ0,sˆN − Λ∗∗,sˆ) . (D12)
Here, Λ∗∗ is determined from eq.(73). Using the relation between the quantum fluctuation scale ω and an equivalent
temperature scale (eq.(37)), we obtain the TC for the d-wave superconductivity as follows
Tc =
2~
kB
max
sˆ
ω˜∗sˆf(sˆ, ω
∗) =
2~
kB
(Λ0,sˆN − Λ∗∗,sˆ1)f(sˆ1, ω∗) , (D13)
where sˆ1 = sˆAN
(
1− Λ0√
2pi
)
. The ratio of TC with onset scale of superconductivity Tons is then obtained as
Tc
Tons
= 2
Λ0,sˆN − Λ∗∗(ω∗),sˆ1
Λ0,sˆN − Λ∗∗(0),sˆ1
f(sˆ1, ω
∗)
N∗(sˆ1, 0)
. (D14)
For the Mott liquid, the temparature scale TML is given by eq.(109). As Λ0,sˆ + Λ0,−sˆ ' Λ0,sˆ − −Λ0,T sˆ, we find
ωins ' ω∗, and we can write the ratio of Tc and TML as
Tc
TML
= 2
f(sˆ1, ω
∗)
N∗(sˆ1, 0)
. (D15)
Finally, the Hamiltonian that describes the inclusion of spin-nematic ordering for the spins is given by
Hnm = Q(S
x
tot)
2 +Q(Sytot)
2 − 2Q(Sztot)2 , (D16)
where Sitot =
∑
r S
i
r, i = (x, y, z) are the net spin angular-momentum operators along the x, y and z directions. The
RG equation for spin-nematic ordering has the form
∆Q(j) =
Q2(j)
ω − Q(j)4
− ps(K
(j)
s,0)
2
ω − p,Λj −K(j)p,0 − Q(j)4
, (D17)
where the first term denotes the contribution from spin-nematic fluctuations, while the second term denotes the
contributions from superconducting fluctuations that suppress nematicity.
Appendix E: Benchmarking results for 2 ≤ U/t ≤ 12
Here we present results for the ground state energy
per site Eg obtained from the RG fixed point theories
for various values of U/t at fh = 0 and fh = 0.125 hole
doping (see main text for details of the method). The val-
ues in the third and fifth columns for U/t = 2, 4, 6, 8, 12
are obtained from several different numerical methods,
as presented in LeBlanc et. al. [11] and Ehlers et al. [91].
The ground state energy values for U/t = 10 are ob-
tained from exact diagonalization studies [92] of a 4× 4
Hubbard-cluster. The value in the fifth column for
U/t = 12 and fh = 0.125 is absent, as no values are
available in the literature to compare against. Further,
in Fig.E, we present a plot of the ground state energy
per site (Eg) obtained for U/t = 8 from the RG method
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FIG. 28. (Colour Online) Plot of the ground state energy
per site (Eg) obtained for U/t = 8 from the RG method for
a k-space grid of size 1024 × 1024 (blue circles) and exact
diagonalisation (ED) on a 4×4 cluster (from data in Ref.[92]).
The two approaches are in close agreement for small hole-
doping (fh ≤ 12.5%). However, while the RG enveils a QCP
upon increasing doping, the ED calculations show a crossover
behaviour expected for a small system.
for a k-space grid of size 1024 × 1024 (blue circles) and
exact diagonalisation (ED) on a 4× 4 cluster (from data
in Ref.[92]). The two approaches are in close agreement
for small hole-doping (fh ≤ 12.5%). However, while the
RG unveils a QCP upon increasing doping, the ED cal-
culations show a rounded-out minima. We have checked
that the precisely the same QCP is attained at U/t = 8
from the RG for k-space grid sizes down to 256 × 256.
This reveals the fact that while ED calculations show the
crossover behaviour expected for a small system, the RG
captures well the physics arising from divergent fluctua-
tions of the doped Mott liquid near critical hole-doping
f∗h .
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