Abstract-Broadband access to the Internet at home was the first step in the emergence of so Home Networks. In a close future, the number of appliance connected will rise and the network will become the home backbone. Its architecture has to evolve to tackle those new challenges. After a study of the network requirements, this paper introduces a complete system to pilot the forwarding ensuring a proper QoS. This is achieved by a knowledge plane composed of agents embedded on devices, which are optimizing the Ethernet layer.
INTRODUCTION
The spread of broadband accesses and of digital TVs at home is boosting the emergence of so called Home Networks. Currently, Home Networks are only composed of a broadband gateway, a set-top box. We expect in a close future IPTV, VoIP WiFi phones, PDA, mobile phones, sensors and even domestic appliances (refrigerator, security devices) to be connected as well.
Contrary to classical networks, the Home Network is not monitored nor configured by an administrator. The end-user is supposed to be a neophyte, without any network skills. This implies strong constraints and the network needs to implement self-* functionalities, mainly:
• self-configuration: a new should be easy to connect; • self-healing: link disruption or device failures must be transparent for the end-user, if possible; • self-optimizing: The network must reconfigure itself to tackle potential resource shortage.
Those functionalities lead us to autonomic networks techniques, and mainly distributed ones.
In this paper we present a Home Network architecture, commonly accepted, in section I. We also compare advantages and drawbacks of an autonomic implementation based on the layer 2 with one based on layer 3. In previous works [1] we have experimented a layer 3 solution, and in the section III we introduce our layer 2 one. The multi-agent system involved in both solutions is the mostly the same which enables us, in V, to compare them and also classical ones.
I. HOME NETWORK DEFINITION
The first goal of such networks is to enable users to connect all their devices smoothly. For instance, an user must be able to watch a movie stored on the living room DVR directly on its bedroom TV. Up to now, there are different organizations working on the architecture supposed to encompass those requirements.
The HGI [2] is mainly composed by telcos. The network is centered around a single device, called the home gateway.
As an evolution of DSL-routers, this device is centralizing both LAN and WAN services. This architecture provides an easy QoS provisioning in the network since the gateway knows everything. However, there is a single point of failure (hardware or software failures), which may lead to frequent blackouts.
Another initiative, DLNA [3] is working on a decentralized network, with a device centric architecture. Devices can communicate directly to each others. This approach is satisfying most of the requirements, but the DLNA does not define the network implementation.
A. Architecture
The diversity of network devices in the Home Network and the increasing quantity leads us to give up the classical star topology, to focus on distributed topologies. The need of crosstechnology bridging devices and the QoS requirements are not compatible with a full ad-hoc architecture. That's why we are using a 2 stages architecture.
The first level is a full-mesh backbone of those bridging devices. They can connect to each other using Ethernet, PLC, MoCA, or any wireless technology. Connection diversity introduces several path to reach any other bridge. A smart routing scheme can be used to ensure a proper QoS. Those devices can be seen as wireless extenders.
The second level is for end devices, that can connect directly to any bridge. The connection can be either wireless, or wired. The figure 1 presents a full instance of the architecture. However, the routing between backbone nodes is quite challenging because most of technologies (WiFi and PLC, for instance) are perturbation sensitive, and we have to ensure a perfect QoS to carry HDTV flows, or VoIP flows.
B. Layer 2 vs. layer 3 1) Layer 3 experimentation: In previous works [1] we have implemented this architecture using a layer 3 protocol. Our choice was AODV [4] because of its inheritance to adhoc networks. The reactive behavior of AODV fitted well in a wireless network with some mobile devices, and with fluctuating resources.
However, this first try has pointed out some lacks of the layer 3 approach:
• The address scheme is difficult to maintain in a full plugand-play environment. Each network must be coherent, unique and must provide enough addresses for enddevices. Moreover, the DHCP does not work natively on routed networks.
• Many usual LAN applications such as file sharing are using IP broadcasts, which cannot work with several subnets, which is a natural consequence of routed networks.
• With the proposed architecture, each network should have at least 2 or 3 MAP. Telcos which are to bundle those bridges with their gateways will try to reduce as its minimum the production cost because of the huge number of unit. A layer 3 implementation in bridges implies a faster CPU to decapsulate frames into packets and to encapsulate them back 1 1 The overhead is situated in the transfer plane of the node, which impact each packet. The agent presented in the section II is working in background, in the knowledge plane (which is a user-space application), so that it is scheduled with a lower priority.
2) Layer 2 choice: Based on those considerations, we have then examined the layer 2 approach. The proposed architecture is offering diversity, that the layer 2 is not able to use properly. Indeed, diversity means loops in the 802.3 standard. The STP (Spanning Tree Protocol) is running between switches (further called bridges) so that looping links are disabled. This limitation will be discussed further in III-A.
Apart from this, the ethernet bridging functionality with the STP tackles layer 3 limitations. Indeed, the transfer plane of nodes are much simpler, so that the CPU speed can be reduced.
An other important point is the full independence between Ethernet and IP layers. Indeed, you can change the MAC layer, without impacting the IP one. This separation does not exists in upper layers 2 .
II. AGENTS DESCRIPTION
The complexity of the network architecture in I-A and of technologies used cannot be mastered with a classical protocol 3 . Indeed, we have to interface different technologies (with built-in lacks) while guaranteeing QoS. Depending the applicative flow nature, those QoS requirements may differ.
A. Knowledge plane justification
Introduced by [5] , the knowledge plane can handle this complexity with a reasonable computation overhead. This plane was defined as a distributed and decentralized construct within the network that gathers, aggregates, and manages information about network behavior and operation. This enables the network to implement the self-* capabilities.
We have designed a knowledge plane based on a multiagent system, which provides a decentralized approach to solve problems in complex environments [6] . The key idea is to generate approximate solutions to complicated problems by distributing them. The global issue comes from the cooperation between agents [7] .
In Home Networks, to ensure a given QoS, agents should gather information from lower layer of the network stack, which are specific to the transmission technology. This diversity must be unified to elaborate knowledge that will populate the knowledge plane. Agents can then elaborate solution to forthcoming problems.
B. The knowledge plane framework description
According to the definition given in [6] , an agent is an entity that perceives its environment and that is able to act on it, in order to reach goals.
In a network environment we use the concept of situated view [8] of the environment because an agent needs only an aggregated vision of the far neighborhood and a precise updated vision of the close one.
Agent capabilities are defined as a set of behaviors. Behaviors are specialized functions used to perform agent's internal and external actions. They have access to the situated view which operates internally as a common blackboard. The agent's Reactive Planner triggers and dynamically schedules behaviors. The implementation architecture is given by the figure 2. The knowledge base of each agent is populated directly from the network element on which they are running, but also from the knowledge shared between agents. The diffusion is directly handled by the situated view so that, it provides a uniform representation of knowledge to behaviors.
III. AGENTS PILOTING MAPS
In a Home Network context, agent's goal is to change quickly a path when the available resources does not meet flows requirements anymore. For now we have selected 2 different situations:
• link disruption: agents must change the path as soon as a link failure is detected; • link quality degradation: agents must monitor the link quality, which mean the available bandwidth 4 . If a noticeable degradation occurs, agents should change the path.
A. STP by-pass
To enable agents piloting the Spanning Tree Protocol, several hooks have been implemented. Indeed, the STP is known to be quite slow to converge after a topology change. In Home Networks context, agents must preempt the normal operation to restore as quickly as possible the applicative flow. This requires a by-pass of the STP during its convergence phase.
In the STP operation, depending its state, a port can forward frames, or block all traffic (except STP PDUs). In our implementation, agents are able to force traffic to pass through blocked ports. This may introduce loops in the network, but internal agents operation prevents this.
In other words, we simply allow agents to modify the forwarding tables of the switch, preventing the STP to override those modifications till its full convergence.
B. Situated view building
As mentioned in the section II, the most important component of an agent is its situated view. Given the Home Networks problem and the subpart we are addressing for now, the situated view is composed of three main parts.
1) Link status: Each agent embedded on a MAP must be conscious of network interfaces and must monitor them. Indeed, agent are polling regularly the hardware for information.
Depending the NIC nature (Ethernet, WiFi, . . . ) retrieved information is not the same. For instance, agents need to know electrical state of Ethernet cards, which is meaningless for others. In WiFi, agent are more interested in frame transmission time 5 . With this local knowledge, each agent knows precisely what is going on. If a problem occurs, it can detect it in less than 10 ms.
2) Local forwarding database: For wireless technologies, the modulation is selected on the fly for each peer. The link performance is defined for the couple (Access Point, Station). To monitor performance, agents have to know to which peer the flow is sent. In other words, they need to know the next hop. This notion does not exists in classical ethernet networks, so agents have to build it back. This can be easily done by comparing the local neighbor list with direct neighbor ones.
3) Remote forwarding databases: The reactivity is critical for real-time flows. To minimize this time, agents are preparing solutions to any potential problem that may occur. This means, that each agent is looking for an alternate solution for each network access failure 6 . Actually, each agent is populating the knowledge plane with its own forwarding database where network access identifier are swapped by the neighbor list reachable with the access in order to identify link without any confusion. Given its neighbor forwarding databases, each agent can compute alternatives.
IV. EXPERIMENTAL SET-UP
To experiment previous concepts, we have decided to setup a real testbed instead of using a simulator because, many potential problems can be caused by implementation shortcuts. We have simplified the architecture to only 3 PC running GNU/Linux, in order to isolate problems quickly. The figure 3 is illustrating the testbed. We focus on Ethernet (for the link disruption scenario) and on WiFi (for link quality degradation scenario).
A. Bridge implementation
The GNU/Linux kernel is implementing the ANSI/IEEE 802.1d standard. We have patched the STP to allow our agent by-passing ports states as described in III-A. The classical infrastructure mode of WiFi cannot be used in conjunction with ethernet bridging. Indeed, the 802.11 standard is using the MAC address to identify wifi station (association, modulation selection, . . . ), so that they cannot forward foreign MAC addresses. The WDS introduces a 4 addresses header in 802.11 frames to enable frame forwarding.
We have used this system in conjunction with Atheros based WiFi cards. The Madwifi module for GNU/Linux is supporting the WDS, and has been patched for performance monitoring.
V. RESULTS
Given the network architecture presented in IV, we have realized two sets of experimentations. The first one was performed to check agents ability on detecting and recovering from a link disruption. The second one to measure agents reactivity when faced to a WiFi perturbation.
A. Wire unplugging
Another part of our experimentation was about wire failures. Indeed, when an agent detects a link down it should find an alternative access. Based on the previous scenario, the flow is going from the Video streaming server to the Video client through the Bridge. The link between the Video server and the Bridge is then unplugged. Values given in the table I has been measured using a network packet generator [9] with a periodical packet generation. the OSPF and the STP implementation uses default configuration values.
Recovery time
In this experimentation, the tricky point is the ability to act on the network device while remains transparent for applicative flows. There is a huge difference between the layer 3 approach. Indeed, the IP stack does not allow modification of interface state without a long disruption. This point is blocking because it prevents agent from acting properly. Fortunately, the separation between the layer 2 and the layer 3 is good enough to allow agent to operate.
We have measured, with the layer 2 approach a average disruption of 540 ms (see table I ). This delay is mainly cause by slow software. Indeed, up to now, agents are developed in Java to ease the development and tests 7 . An optimized software design can reduce it to 40 ms.
B. WiFi perturbation
Like explained in III-B, agents are monitoring WiFi performances to ensure that flows can be forwarded in good conditions. If a problem is detected, the previously computed alternative list helps agent to change flow path. In the setup, a flow is going from the Video streaming server to the Video client by the WDS link. An agent is running on each node, so that they can fill their situated view to compute alternatives.
We then generate a perturbation on the same frequency as the WDS link, so that MAC layer performances collapse. As a consequence, the agent situated on the Video server notices the problem and solves it.
The figure 4 is showing that agents are reacting to the perturbation in less than 3 seconds. Even if this is not satisfying for real time flows, this time can easily be reduced as discussed below. Anyway, this detection time is tricky to minimize applicative perturbations. No matter we are using the layer 2 approach or the layer 3, the reactivity time is mostly the same. 
1) Perturbation:
The generated perturbation is the worst case that may occur in real field because resources are collapsing in few milliseconds as shown on figure 5. When the agent detects the perturbation, the applicative flow is already degraded. A real perturbation should be smoother, in most cases. 2) Bandwidth estimation: The algorithm is working with 2 stages: first, an exponential average of the frame transmission time is computed to smooth variation; secondly, a simple time serie derivation to compute the next value. This algorithm can be tuned to minimize the response time as discussed in VI-B.
VI. FUTURE WORKS
In previous sections, we have presented the third step of our work. The first one was to simulate the knowledge plane on a own-made simulator to validate agents operations. As a second step we have setup a real testbed using a layer 3 routing protocol. Then in this third step, we have used the same testbed with a layer 2 approach.
A. Architecture extension
The architecture used for these experimentations is not yet complete, and PLC will be added in next weeks. As a consequence, the architecture will also be completed with one or two more PC. This will enables more complex scenario, where agents will have to cooperate more intensively.
B. QoS measurements
The PLC implementation will require some work to abstract the MAC layer in terms of topology, QoS,. . . This will be done for the HomePlug AV standard, which is appropriate for Home Networks use.
A statistical analysis will be performed on performance parameters to improve the bandwidth estimation. AI techniques such as neuronal networks may be used to improve confidence of the output value and to introduce some temporal prediction to speed up perturbation detection.
C. Knowledge plane
Another way of investigation will be to improve the knowledge plane. Indeed, we are using a very simple technique which relies on forwarding tables exchange. However, this requires a stable networks in which forwarding tables can be considered as stable (at 10 seconds scale).
In highly variable environment, such method may lead to inconsistency which are unrecoverable by layer 2 mechanism. Methods using the ant-routing presented in [10] , [11] principle can be used successfully as the network diameter is small.
D. Handover management
For the WiFi, the WDS allows horizontal handovers but it has been eluded. Next work will be to integrate an algorithm to optimize the handover decision based on several criteria, such as the number of stations connected, the required bandwidth. . .
VII. CONCLUSION
The results presented in the section V are confirming that the layer 2 approach is more effective than the layer 3 (see I-B). The independence between the Ethernet layer and the IP one enables agents (and any piloting system) to work without impacting the end user experience.
The work on this layer is harder, but agents cross-layer capabilities helps us to transpose upper layer notions without modifying the transfer plane of network nodes. This transfer plane remains cheap and efficient.
Home Networks are using perturbation sensitive technologies due to their low deployment costs. However, users are requiring high quality of service as this network is the backbone of tomorrows homes. Dealing with this antagonism is not as simple as elaborating a new protocol. A multi-agent system seems to able to master such complex environments.
First real experimentation are quite satisfying as they can solve partially many problems. The real field is still far, but we think that progressing step by step, adding new components at each step may lead to a complete working system fitting all requirements.
