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Abstract
The problem of pricing contingent claims in a complete market has received a sig-
nificant amount of attention in literature since the seminal work of Black, Fischer
and Scholes, Myron (1973). It was also in 1973 that the theory of backward stochas-
tic differential equations (BSDEs) was developed by Bismut, Jean-Michel (1973),
but it was much later in the literature that BSDEs developed links to contingent
claim pricing.
This dissertation is a thorough exposition of the survey paper Ruijter, Marjon J and
Oosterlee, Cornelis W (2016) in which a highly accurate and efficient Fourier pric-
ing technique compatible with BSDEs is developed and implemented. We prove
our understanding of this technique by reproducing some of the numerical ex-
periments and results in Ruijter, Marjon J and Oosterlee, Cornelis W (2016), and
outlining some key implementationl considerations.
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Chapter 1
Introduction
The theory of pricing contingent claims in a complete market made its first signif-
icant step with the seminal work of Black, Fischer and Scholes, Myron (1973) in
which a formula was derived for pricing European claims. Alongside this was the
publication of Merton’s pioneering idea that one can synthetically create a Euro-
pean option by holding continuously rebalanced quantities of stocks and bonds.
These early contributions in pricing claims in complete markets were followed by
several works, among the most influential being Harrison, J Michael and Kreps,
David M (1979) and Harrison, J Michael and Pliska, Stanley R (1981).
The development of the theory of contingent claim pricing in 1973 coincided with
the development of the theory of backward stochastic differential equations (BS-
DEs) by Bismut, Jean-Michel (1973). A BSDE is a stochastic differential equation of
the form
dYs = −f(s, Ys, Zs)ds+ ZsdWs, 0 ≤ s ≤ T, YT = ξ, (1.1)
where a terminal condition corresponding to some time T > 0 is specified; in con-
trast, for forward stochastic differential equations (FSDEs), an initial condition is
specified. Bismut, Jean-Michel (1973) introduced these equations in the case where
f was linear, whereas Pardoux, Etienne and Peng, Shige (1990) extended this to al-
low for a general form of f , proving an important existence and uniqueness result
in the process.
It was against this background that connections between finance and BSDEs emerged
(see, for instance, El Karoui, Nicole and Peng, Shige and Quenez, Marie Claire
(1997)). In particular, many European pricing problems can be cast in the BSDE
framework so that Y = {Ys}s∈[0,T ] represents the value of the replicating portfo-
lio and Z = {Zs}s∈[0,T ] relates to the hedging strategy. To see an instance of this,
suppose that {as}s∈[0,T ] represents the delta of some European claim that is repli-
cated with simultaneous holdings in the underlying stock {Ss}s∈[0,T ] and a bond
Chapter 1. Introduction 2
B = {Bs}s∈[0,T ] returning a risk-free rate of r > 0. Then the replicating portfolio
Y = {Ys}s∈[0,T ] has dynamics
dYs = as (rSsds+ σSsdWs) + r(Ys − asSs)ds, 0 ≤ s ≤ T, YT = ξ, (1.2)
where σ is the diffusion of the stock and ξ is the option payoff function. One then
observes that f(s, y, z) = ry and Zs = asσSs.
Part of the aim of this dissertation is to price claims by solving the corresponding
BSDE problem numerically. Attempts in the literature to solve BSDEs have relied
on empirical regression and the use of Monte Carlo simulation (see, for instance,
Gobet, Emmanuel and Lemor, Jean-Philippe and Warin, Xavier and others (2005),
Lemor, Jean-Philippe and Gobet, Emmanuel and Warin, Xavier and others (2006)
and Bender, Christian and Steiner, Jessica (2012)). A new, efficient method, the
‘BCOS method’ for numerically solving BSDEs was developed by Ruijter, Marjon J
and Oosterlee, Cornelis W (2015); this was in fact an extension of the ‘COS method’
developed in Fang, Fang and Oosterlee, Cornelis W (2008), a European option pric-
ing method that relies on Fourier-cosine expansions. The BCOS method, similar
to the COS method, relied on the availability of the transition characteristic func-
tion of the FSDE process. This characteristic function is available for the family
of Levy processes (a large class of processes) and can be computed using the Levy-
Khintchine result. However, in instances where this characteristic function does not
exist, this version of the BCOS method is inapplicable. To circumvent this restric-
tion, Ruijter, Marjon J and Oosterlee, Cornelis W (2016) then extended the BCOS
method by using the transition characteristic function of the discrete process, that
they prove to exist whenever the FSDE is discretized using either one of the Euler,
Milstein or second order weak simplified weak Taylor schemes.
Numerically solving BSDEs results in backward induction schemes. Since in most
settings, the processes involved are adapted and cannot anticipate the future, con-
ditional expectations arise naturally. The BCOS method approximates these con-
ditional expectations by relying on Fourier-cosine expansions (as opposed to a re-
gression and Monte Carlo based method).
The claim pricing procedure requires the discretization of the FSDE process us-
ing either one of the Euler, Milstein or second order weak simplified weak Taylor
schemes (see Ruijter, Marjon J and Oosterlee, Cornelis W (2016)). The idea is to
compute the pricing errors due to Euler and Milstein discretization schemes, and
to benchmark these against second order weak simplified weak Taylor scheme pric-
ing errors in the context where the pricing method is the extended version of the
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BCOS method given in Ruijter, Marjon J and Oosterlee, Cornelis W (2016).
The remainder of the dissertation is organized as follows. Chapter 2 develops the
mathematical foundation that forms the basis of the BCOS method. Chapter 3 pro-
vides a comprehensive development of the version of the BCOS method in Ruijter,
Marjon J and Oosterlee, Cornelis W (2016). Chapter 4 summarizes the numerical
results and is followed by the conclusion.
Chapter 2
Mathematical Preliminaries
The aim of this chapter is to provide the background theory required for the nu-
merical experiments that follow later. This development can be found in the survey
paper Ruijter, Marjon J and Oosterlee, Cornelis W (2016).
2.1 Backward Stochastic Differential Equation
Henceforth, let (Ω,F ,P) be a probability space that supports a one-dimensional
standard Brownian motion W = {Ws}s∈[0,T ] over a finite time horizon T > 0.
Let (Ω,F ,P) be equipped with F = {Fs}s∈[0,T ], the augmented natural filtration
generated by W. The BSDEs we are interested in have the form
dYs = −f(s, Ys, Zs)ds+ ZsdWs, 0 ≤ s ≤ T, YT = ξ, (2.1)
where f : Ω× [0, T ]×R×R→ R is P ⊗B⊗B-measurable. As usual, B is the Borel
σ-field onR,while P is the σ-field generated by the set of progressively measurable
scalar-valued processes on Ω×[0, T ]. It may be worth noting that the definition ofP
as given in Ruijter, Marjon J and Oosterlee, Cornelis W (2016) is less restrictive than
a similar definition, but one based on predictable (equivalently, left-continuous)
processes instead, given in El Karoui, Nicole and Peng, Shige and Quenez, Marie
Claire (1997). The function f is the generator or driver of the BSDE, and ξ, an
FT -measurable random variable, is the terminal condition. While the processes
Y = {Ys}s∈[0,T ], Z = {Zs}s∈[0,T ] and W are one dimensional in this formulation,
a corresponding multidimensional development can be found in El Karoui, Nicole
and Peng, Shige and Quenez, Marie Claire (1997). We are now ready to render a
formal definition of a solution to a BSDE whose form is the same as that of (2.1).
Definition 2.1.1. (Solution of a BSDE).
Let (Ω,F ,P) be a probability space that supports a one-dimensional standard Brown-
ian motion W over a finite time horizon T > 0. Let (Ω,F ,P) be equipped with F =
{Fs}s∈[0,T ], the augmented natural filtration generated by W. Then a solution to (2.1) is a
2.2 Forward Backward Stochastic Differential Equation 5
pair (Y,Z) = (Ys, Zs)s∈[0,T ] such that
i. Y is a continuous and adapted real-valued process;
ii. Z is a predictable real-valued process satisfying
∫ T
0 |Zs|2ds <∞, P-almost surely;
iii. P-almost surely, we have that
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs, 0 ≤ t ≤ T. (2.2)
Let L2T (R) denote the set of all FT -measurable square integrable random variables,
and let H2T (R) denote the set of all predictable processes η = {ηs}s∈[0,T ] such that
E[
∫ T
0 |ηs|2ds] < ∞. If ξ ∈ L2T (R), f(·, 0, 0) ∈ H2T (R) and f(t, y, z) satisfies a uniform
Lipschitz condition in the y- and z-components, then the pair (f, ξ) is known as the
standard parameters for (2.1). According to El Karoui, Nicole and Peng, Shige and
Quenez, Marie Claire (1997) (see Theorem 2.1 and corresponding proof) and Pham,
Huyeˆn (2009), if (2.1) has standard parameters, then a unique (strong) solution such
that (Y,Z) ∈ H2T (R)×H2T (R) is guaranteed to exist. An alternative proof for the ex-
istence of a unique solution can also be found in Pardoux, Etienne and Peng, Shige
(1990).
Furthermore, as mentioned in Ruijter, Marjon J and Oosterlee, Cornelis W (2016),
the adaptedness of (Y,Z) implies that these processes cannot anticipate the future;
although it cannot anticipate the future, the solution to (2.1) always has to terminate
at ξ. Thus ’backward’ refers only to the imposition of a terminal condition (as
opposed to the usual initial condition) on the SDE, and not to a solution that is
obtained by evolving the BSDE backwards in time. It is important to bear this
distinction in mind.
2.2 Forward Backward Stochastic Differential Equation
The pricing technique that is implemented in the numerical experiments arrives at
contingent claim prices by solving a decoupled system of an FSDE and a BSDE over
[0, T ]. The FSDE has the form
dXs = µ(Xs)ds+ σ(Xs)dWs, 0 ≤ s ≤ T, X0 = x, (2.3)
where x ∈ R. The functions µ : R → R and σ : R → R are assumed to be Lipschitz
continuous and to satisfy a linear growth condition. The BSDE has the form
dYs = −f(s,Xs, Ys, Zs)ds+ ZsdWs, 0 ≤ s ≤ T, YT = ξ, (2.4)
with the additional specification that ξ = g(XT ), for some function g : R → R.
Notice that now f : Ω × [0, T ] × R × R × R → R. In order to ensure the existence
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of a unique solution to (2.4), the function f(ω, t, x, y, z) : R → R, when considered
as a function of x ∈ R, and g(x), are assumed to be uniformly continuous in x.
Additionally, assume that f satisfies a Lipschitz condition in (y, z) as before, and
|f(ω, t, x, y, z)|+ |g(x)| ≤ C(1 + |x|p + |y|+ |z|), with p ≥ 1
2
, (2.5)
for C ∈ R. By the linear growth condition on µ and σ, and by (2.5), it then follows
that we have
E[g2(XT )] ≤ E[C2(1 +XT )2p] <∞
(that is, ξ ∈ L2(R)); finally, by the linear growth condition on µ and σ and (2.5),
E[
∫ T
0
f2(ω, t,Xt, 0, 0)dt] ≤ E[
∫ T
0
C2(1 + 2Xt)
2pdt] <∞
(that is, f(ω, t, x, 0, 0) ∈ H2(R)). Therefore, (2.4) has a pair of standard parameters
(f, ξ) such that f is Lipschitz continuous in (y, z). By El Karoui, Nicole and Peng,
Shige and Quenez, Marie Claire (1997) (Theorem 2.1), (2.4) has a unique solution.
2.3 A Link between FBSDEs and PDEs
This FSDE-BSDE (henceforth, FBSDE) couple is a probabilistic representation of the
semi-linear parabolic PDE
Dt(t, x) + µ(x)Dxv(t, x) +
1
2
σ2(x)Dxxv(t, x) + f(t, x, v(t, x), σ(x)Dxv(t, x)) = 0,
(t, x) ∈ [0, T )× R,
v(T, x) = g(x), x ∈ R,
(2.6)
where Dx and Dxx are first and second derivative operators with respect to x re-
spectively, and Dt is the first derivative operator with respect to time. PDEs, such
as the one in (2.6) for example, may or may not have a classical solution (that is,
a function v together with its partial derivatives, which satisfy the corresponding
PDE). This has led to numerous theoretical developments of weaker notions of so-
lutions to PDEs. One such notion is the so-called viscosity solution to a PDE. Let
G : C1,2([0, T ]× R)→ R be the operator
G(φ)(t, x) = µ(x)Dxφ(t, x) + 1
2
σ2(x)Dxxφ(t, x) + f(t, x, φ(t, x), σ(x)Dxφ(t, x)),
for φ ∈ C1,2([0, T ]× R).
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Definition 2.3.1. (Viscosity solution to a PDE) Let v : [0, T ]×R→ R ∈ C([0, T ]×R).
Consider the PDE
Dtw(t, x) + G(w)(t, x) = 0, (t, x) ∈ [0, T )× R,
w(T, x) = g(x), x ∈ R.
(2.7)
We say that an uppersemicontinuous function (respectively, a lowersemicontinuous func-
tion) v is a viscosity sub-solution (respectively, viscosity super-solution) of (2.7) at (t, x) ∈
[0, T )× R if:
i. Dtv(t, x) + G(v)(t, x) ≥ 0(respectively, ≤ 0), (t, x) ∈ [0, T )× R;
ii. v(T, x) ≤ g(x) (respectively, ≥ g(x)), x ∈ R,
whenever v − w has a maximum (respectively, minimum) at (t, x), where
w ∈ C1,2([0, T ]× R), with v(t, x) = w(t, x).
If v is both a sub-solution and a super-solution to (2.7) on [0, T ]× R, then it is a viscosity
solution.
Remark 2.3.1. One immediate consequence of the viscosity framework is that merely
continuous functions are allowed to be solutions to (2.7). It must be noted that not
all definitions of viscosity solutions insist on the continuity of the solution. For
a comprehensive overview of viscosity solutions, we refer the interested reader
to Crandall, Michael G and Ishii, Hitoshi and Lions, Pierre-Louis (1992), Fleming,
Wendell H. and Soner, H. Mete (2006) and Pham, Huyeˆn (2009).
The following result will be useful in the forthcoming chapter.
Theorem 2.3.1. (see Pham, Huyeˆn (2009), p. 145) Let v ∈ C1,2([0, T ]× R) be a classical
solution to (2.6) and suppose there exists a constant C > 0 such that, for all (t, x) ∈
[0, T ]× R,
|v(t, x)|+ |σ(t, x)Dxv(t, x)| ≤ C(1 + |x|).
Then the pair (Y,Z), defined by
Ys = v(s,Xs), Zs = σ(s,Xs)Dxv(s,Xs), t ≤ s ≤ T, (2.8)
is a solution to (2.4), where Xt = x.
Conversely, suppose (Y,Z) is the solution to (2.4), then the function defined by
v(t, x) = Y t,xt is a viscosity solution to (2.6).
The above result provides an important link between BSDEs of the form (2.1) and
semi-linear PDEs of the form (2.6). Interestingly, the converse statement suggests
2.3 A Link between FBSDEs and PDEs 8
a candidate solution, in the viscosity framework, to a PDE by means of solving a
related BSDE problem. The complete proof is rendered below.
Proof. (see Pham, Huyeˆn (2009)) The forward direction can be proven by a simple
application of Itoˆ’s lemma on v ∈ C1,2([0, T ]× R) :
dYs = Dtv(s,Xs)ds+Dxv(s,Xs)
[
µ(Xs)ds+ σ(Xs)dWs
]
+
Dxxv(s,Xs)σ
2(Xs)
2
ds,
= −f(s,Xs, v(s,Xs), σ(Xs)Dxv(s,Xs)) +Dxv(s,Xs)σ(Xs)dWs, (using (2.6)).
(2.9)
For the converse direction, we prove that v(t, x) = Y t,xt is continuous; doing so
ensures the required uppersemicontinuity (respectively, lowersemicontinuity) for
the sub-solution (respectively, super-solution). For (t1, x1), (t2, x2) ∈ [0, T ]× R, de-
fine Xis := X
ti,xi
s , with 0 ≤ t1 ≤ s ≤ t2 for i = 1, 2. By extension, we have that
(Y is , Z
i
s) := (Y
ti,xi
s , Z
ti,xi
s ) for i = 1, 2. By applying Itoˆ’s formula to |Y 1s − Y 2s |2 for
s ∈ [t1, T ], we obtain:
|Y 1t − Y 2t |2 = |g(X1T )− g(X2T )|2 −
∫ T
t
|Z1s − Z2s |2ds
+ 2
∫ T
t
(Y 1s − Y 2s ) ·
(
f(s,X1s , Y
1
s , Z
1
s )− f(s,X2s , Y 2s , Z2s )
)
ds
− 2
∫ T
t
(Y 1s − Y 2s )(Z1s − Z2s )dWs.
(2.10)
It can be shown that the last term on the right hand side of the above equation is
in fact a local martingale (see Pham, Huyeˆn (2009)), so that by taking expectations
on both sides, and applying Fubini-Tonelli theorems to interchange the expectation
with integration sign, we obtain:
E
[|Y 1t − Y 2t |2] = E[|g(X1T )− g(X2T )|2]− ∫ T
t
E
[|Z1s − Z2s |2]ds
+ 2
∫ T
t
E
[
(Y 1s − Y 2s ) · (f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s ))
]
ds,
(2.11)
recalling that the expectation of the above local martingale is zero. Rearranging,
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we obtain:
E
[|Y 1t − Y 2t |2]+ ∫ T
t
E
[|Z1s − Z2s |2]ds
= 2
∫ T
t
E
[
(Y 1s − Y 2s ) · (f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s ))
]
ds
+E
[|g(X1T )− g(X2T )|2]
≤ 2
∫ T
t
E
[∣∣Y 1s − Y 2s ∣∣∣∣f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s )∣∣]ds.
(2.12)
With reference to the inequality
(x+ y)2 ≤ 4x2 + 4y2,
note that
|Y 1s − Y 2s ||f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s )|
≤ 3(|Y
1
s − Y 2s |2 + |f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s )|2)
2
.
(2.13)
From this and (2.12), we have that
E
[|Y 1t − Y 2t |2]
≤ 3
∫ T
t
E
[
(|Y 1s − Y 2s |2 + |f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s )|2)
]
ds
+ E
[|g(X1T )− g(X2T )|2].
(2.14)
Put
h(t) = 3
∫ T
t
E
[|f(s,X1s , Y 1s , Z1s )− f(s,X2s , Y 2s , Z2s )|2]ds+ E[|g(X1T )− g(X2T )|2].
We now have
E
[|Y 1t − Y 2t |2] ≤ h(t) + 3 ∫ T
t
E
[|Y 1s − Y 2s |2]ds. (2.15)
By Gronwall’s lemma (see Theorem B.0.2, with β = 3 and ν(t) = E
[|Y 1t − Y 2t |2], we
obtain that
E
[|Y 1t − Y 2t |2] ≤ h(t) + 3 ∫ T
t
h(s)e3(T−t)ds
≤ h(t) + h(t) ∗ T ∗ e3T .
(2.16)
Observe that h(t) is continuous in the variation of x since both f and g are con-
tinuous when considered functions of x. Therefore, by the continuity of f, g in x
and the continuity of Xt,xt in (t, x) we have obtained the mean-square continuity of
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(t, x)→ v(t, x) = Y t,xt and hence the continuity of v(t, x).
Moreover, v(T, x) = YT = g(XT ) = g(x). Therefore, condition (ii) of the definition
of both the sub-solution and the super-solution are satisfied. What remains to be
proven is condition (i). Here, we provide the proof for the sub-solution property;
the same idea can be used to prove the super-solution property.
For the sake of contradiction, assume that ∃ (t, x) ∈ [0, T ] × R with the property
that v − w has a maximum at (t, x) such that v(t, x) = w(t, x), but
Dtw(t, x) + G(w)(t, x) < 0.
By the continuity properties ofw, its derivatives, and f, the generator, ∃  > 0, h > 0
such that for (s, y) satisfying t ≤ s ≤ t+h, |x−y| ≤ , (that is, if (s, y) is a sufficiently
small deviation from (t, x)),
Dtw(s, y) + G(w)(s, y) < 0, and v(s, y) < w(s, y). (2.17)
Define τ := inf{s ≥ t : |Xs − x| ≥ } ∧ (t+ h). It is straightforward to confirm that
this is a finite stopping time. Let Y 1s := Ys∧τ and Z1s := I[0,τ ](s)Zs for t ≤ s ≤ t+ h.
By observation, we see that
dY 1s = −I[0,τ ](s) [f(s,Xs, v(s,Xs), Zs)ds− ZsdWs] ,
= −I[0,τ ](s)f(s,Xs, v(s,Xs), Z1s )ds+ Z1sdWs, t ≤ s ≤ t+ h,
Y 1t+h = v(τ,Xτ ) (since τ ≤ t+ h).
(2.18)
Now define Y 2s := w(s ∧ τ,Xs∧τ ) and Z2s := I[0,τ ](s)Dxw(s,Xs)σ(Xs) for
t ≤ s ≤ t+ h. By applying Itoˆ’s formula to Y 2, we obtain the BSDE
dY 2s = I[0,τ ](s)Dtw(s,Xs)ds+Dxw(s,Xs)
(
I[
0,τ ]
(s)[µ(Xs)ds+ σ(Xs)dWs
])
+
1
2
Dxxw(s,Xs)I[0,τ ](s)σ2(Xs)ds
= I[0,τ ](s)
(
Dtw(sXs) +
1
2
Dxxw(s,Xs)σ
2(Xs) +Dxw(s,Xs)µ(Xs)
)
ds
+ Z2sdWs,
(2.19)
for t ≤ s ≤ t+ h, with Y 2t+h = w(τ,Xτ ).
Put ξ1 = Y 1T and ξ2 = Y
2
T . Observe that v(τ,Xτ ) < w(τ,Xτ ); that is, ξ1 < ξ2 and so
P(ξ1 < ξ2) > 0.
Therefore, by the strict version of the comparison theorem (see theorem B.0.1), we
have that Y 1t < Y 2t ; that is v(t, x) < w(t, x), a contradiction.
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2.4 Discretization Schemes for the FSDE
The objective of this dissertation is to implement and benchmark the performance
of the pricing technique as given in Ruijter, Marjon J and Oosterlee, Cornelis W
(2016) when the FSDE process is discretized using a second order Taylor scheme.
In order to benchmark this scheme, the same procedure is implemented under the
Milstein or Euler discretization. The purpose of this section is to present the form
of the discretization schemes.
2.4.1 Multiple Itoˆ Integrals
For a given FSDE of the form (2.3), we can define the following diffusion operators
Li : C1,2([0, T ]× R)→ R, for i = {0, 1}, by
L0ψ(t, x) := Dtψ(t, x)+µ(x)Dxψ(t, x)+
1
2
σ2(x)Dxxψ(t, x), L
1ψ(t, x) := σ(x)Dxψ(t, x),
(2.20)
with ψ inC1,2([0, T ]× R). Also, we define the Itoˆ integral operators:
I
(β,ρ)
(0) :=
∫ ρ
β
ds, I
(β,ρ)
(1) :=
∫ ρ
β
dWs, (2.21)
where β ≤ ρ ≤ T are stopping times and {Ws}β≤s≤ρ is a standard Brownian mo-
tion. We can now define a multiple Itoˆ integral operator for a function
φ : [0, T ]× R→ R:
I(β,ρ)α [φ(·, X)] =

φ(ρ,Xρ), if l(α) = 0∫ ρ
β I
(β,s)
α− [φ(·, X)]ds, if l(α) ≥ 1 and jl = 0∫ ρ
β I
(β,s)
α− [φ(·, X)]dWs, if l(α) ≥ 1 and jl = 1,
(2.22)
where X = {Xs}s∈[0,T ], α = (j1, ..., jl) is a multi-index vector with ji ∈ {0, 1} for
1 ≤ i ≤ l. The vectors −α and α− are defined as −α := (j2, ..., jl) and
α− := (j1, ..., jl−1) respectively. The length of α is denoted by l(α); l(α) is also rep-
resentative of the number of iterative integrals that are computed by the integral
operator in (2.24).
Denote byM the set of all multi-indices α. A subset A ⊂ M is called a hierarchical
set if and only if it is non-empty, supα∈A l(α) < ∞ and −α ∈ A for all α ∈ A,
where l(α) ≥ 1. Finally, according to Theorem 5.5.1 in Kloeden, Peter E. and Platen,
Eckhard (1992), the Itoˆ expansion of a sufficiently differentiable function f : [0, T ]×
R→ R when computed from t0 ≤ t is given by
f(t,Xt) =
∑
α∈A
It0,tα [fα(t0, Xt0)] +
∑
α∈B(A)
It0,tα [fα(·, X)], (2.23)
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where B(A) := {α ∈M\A : −α ∈ A}, A is a hierarchical set and
fα =
f, if l(α) = 0f−α, if l(α) ≥ 1. (2.24)
For a more comprehensive overview of multiple Itoˆ integrals, see Kloeden, Peter E.
and Platen, Eckhard (1992).
2.4.2 Derivation of the Order 2.0 Simplified Weak Taylor Scheme
A description of a second order Taylor scheme is given in Ruijter, Marjon J and
Oosterlee, Cornelis W (2016), termed ‘Order 2.0 continuous simplified weak Taylor
scheme’, henceforth ‘2.0-continuous-weak-Taylor scheme’. It is a slight variant of
the well-known order 2.0-weak-Taylor scheme. We summarize the theoretical de-
velopment of the 2.0-continuous-weak-Taylor scheme scheme in what follows.
Let t0 < t1 < . . . < tm < . . . < tM denote the discrete time grid. For convenience,
denoteXm = Xtm andWm = Wtm . Also, let ∆t = tm+1−tm form ∈ {0, 1, ...,M−1}
(since the time steps are assumed to be equidistant) and put ∆Wm+1 = Wm+1−Wm.
The approximated process obtained by a numerical method is denoted asX∆m at tm,
with X∆0 = X0.
The 2.0-weak-Taylor scheme, as a discretization technique of (2.3), has the form
X∆m+1 = X
∆
m + µ(X
∆
m)I
m,m+1
(0) + σ(X
∆
m)I
m,m+1
(1) + L
1σ(X∆m)I
m,m+1
(1,1)
+ L1µ(X∆m)I
m,m+1
(1,0) + L
0σ(X∆m)I
m,m+1
(0,1) + L
0µ(X∆m)I
m,m+1
(0,0)
= X∆m + µ(X
∆
m)∆t+ σ(X
∆
m)∆Wm+1 +
1
2
σ(X∆m)σx(X
∆
m)[(∆Wm+1)
2 −∆t]
+ µx(X
∆
m)σ(X
∆
m)∆Wm+1 +
1
2
(∆t)2
(
µ(X∆m)µx(X
∆
m) +
1
2
µxx(X
∆
m)σ
2(X∆m)
)
+
(
µ(X∆m)σx(X
∆
m) +
1
2
σxx(X
∆
m)σ
2(X∆m)
)[
∆Wm+1∆t−∆Wm+1
]
,
(2.25)
where
∆Wm+1 := I(1,0),m+1 ∼ N
(
0,
(∆t)3
3
)
, (by (2.21) and (2.24)), (2.26)
and
cov(∆Wm+1,∆Wm+1) =
∫ tm+1
tm
(s− tm)ds = 1
2
(∆t)2. (2.27)
The 2.0-continuous-weak-Taylor scheme is obtained by replacing ∆Wm+1 in (2.25)
by ∆W˜m+1 := 12∆Wm+1∆t.
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Remark 2.4.1. Using the analysis in Kloeden, Peter E. and Platen, Eckhard (1992),
it can be shown that the 2.0-continuous-weak-Taylor scheme is weakly convergent
to the FSDE it approximates with order δ = 2 (see Appendix A.0.2 for the definition
of weak convergence).
To summarize, we note that the 2.0-continuous-weak-Taylor method can be abbre-
viated by first writing
m(x) = µ(x)− 1
2
σ(x)σx(x) +
1
2
(
µ(x)µx(x) +
1
2
µxxσ
2(x)
)
∆t, κ(x) =
1
2
σ(x)σx(x),
and
s(x) = σ(x) +
1
2
(
µx(x)σ(x) + µ(x)σx(x) +
1
2
σxx(x)σ
2(x)
)
∆t.
Then the 2.0-continuous-weak-Taylor scheme has the form
X∆,m,xm+1 = x+m(x)∆t+ s(x)∆Wm+1 + κ(x)(∆Wm+1)
2, (2.28)
where the superscript in X∆,m,xm+1 denotes the progression of the state process condi-
tional on Xm = x. On the other hand, the Milstein scheme is specified by setting
m(x) = µ(x)− 1
2
σ(x)σx(x), κ(x) =
1
2
σ(x)σx(x) and s(x) = σ(x),
and the Euler scheme is specified by
m(x) = µ(x), κ(x) = 0 and s(x) = σ(x).
In order to benchmark the 2.0-continuous-weak-Taylor scheme (against the Euler
and Milstein schemes), we price instruments under each of the discretizations. We
then compare the resulting errors in terms of relative absoluteness and weak con-
vergence.
Chapter 3
BCOS Method
While the method for discretizing FSDEs was provided in Section 2.4, the aim of
this section is to present the method given in Ruijter, Marjon J and Oosterlee, Cor-
nelis W (2016) for numerically solving the BSDEs that we encounter later. One of
the key features of the so-called ’BCOS’ method is its reliance on Fourier techniques
for solving BSDEs.
3.1 Fourier Theory and Characteristic Functions in Option
Pricing
One of the early uses of characteristic functions for option pricing can be found
in Heston, Steven L (1993) wherein he derived, in semi-closed form, a technique to
price European call options in the case where the underlying asset is equipped with
a stochastic volatility. In particular, the in-the-money probabilities similar to those
that appear in a standard Black-Scholes-Merton model were computed using the
characteristic function of logS, where S is the corresponding underlying asset. A
slight extension of this approach, using instead the characteristic function of log SK
in Bates, David S (1996), was implemented in the context of pricing American op-
tions in a stochastic volatility and jump-diffusion setting.
The above-mentioned approaches to option pricing, together with the works Chen,
Ren-Raw and Scott, Louis (1992) and Scott, Louis O (1997) for example, critically
relied on Fourier theory. However, as later mentioned in Carr, Peter and Madan,
Dilip (1999), these applications of Fourier theory were relatively inefficient and
could be significantly improved by making use of the Fast Fourier Transform (FFT)
algorithm (along with the characteristic function of logS). In doing so, the cost
of computing the numerical integrals required for the option prices is reduced to
O(N log2N) from O(N2), where N is the number of strikes being simultaneously
considered. This computational cost saving is immensely beneficial, among other
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things, for efficient day-to-day parameter calibration.
Carr and Madan’s method, based on the Fourier transform, was later followed by
the influential work of Fang, Fang and Oosterlee, Cornelis W (2008) that was in-
stead based on Fourier cosine expansions. In particular, the Fourier cosine expan-
sions were for the density of log SK . This so-called ‘COS method’, an alternative to
Carr and Madan’s and other methods that relied on the FFT algorithm, was notably
more efficient at pricing vanilla and some exotic options Fang, Fang and Oosterlee,
Cornelis W (2008). Similar to the foregoing methods mentioned thus far, the COS
method relies on the existence of the characteristic function of log SK in an appropri-
ate probability space. According to Fang, Fang and Oosterlee, Cornelis W (2008),
when compared to other efficient techniques such as the Fast Gauss Transform or
the Double Exponential Transformation, the COS method had the added advan-
tage that it could accommodate more general dynamics of the underlying process
and allow for efficient recovery of the density (of the log-stock process) from the
characteristic function.
The common feature in all of the above-mentioned methods is the assumption of
the existence of the characteristic function for either one of logS or log SK , thus
placing some restriction on their respective applicability with respect to problem
formulations in which the appropriate characteristic function does not exist.
3.2 BCOS Method: Version I
The ‘BSDE-COS method’ or BCOS method, which can be viewed as an extension
of the COS method, was developed by Ruijter, Marjon J and Oosterlee, Cornelis
W (2015) as an efficient technique for pricing options by numerically solving an
FBSDE system; the FSDE would characterize the value of the underlying, and the
BSDE pair would respectively characterize the value of the option and the hedging
strategy. Recall that by the adaptedness of this pair, the future value one time step
ahead in a time discretization cannot be anticipated, even though the numerical so-
lution needs to be arrived at backwards in time (in order to ensure the satisfaction
of the terminal condition). In this setting, conditional expectations arise naturally,
and how these are treated is a point of divergence in the literature for BSDEs.
Zhao, Weidong and Chen, Lifeng and Peng, Shige (2006) proposed a method to ap-
proximate the conditional expectations on a set of grid points directly using Monte
Carlo, and further augmented this by applying a local space interpolating tech-
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nique for the non-grid points. This method, however, is not to be confused with
the well-known least-squares Monte Carlo techniques, such as the Longstaff and
Schwartz method, that have found some application to BSDEs through the work
of Bender, Christian and Steiner, Jessica (2012), for example. For more examples of
approaches to BSDEs, we refer the reader to Gobet, Emmanuel and Lemor, Jean-
Philippe and Warin, Xavier and others (2005), Lemor, Jean-Philippe and Gobet,
Emmanuel and Warin, Xavier and others (2006) and Hyndman, Cody B and Ngou,
Polynice Oyono (2017).
The BCOS method of Ruijter, Marjon J and Oosterlee, Cornelis W (2015), or ‘Version
1’ as we shall henceforth refer to it, is at its core a Fourier technique for comput-
ing the conditional expectations that arise. For its application, it is necessary that
the characteristic function of the transition density function of the solution to the FSDE
exists and is known; this is not always the case in practice, as exemplified in the
case where the FSDE process is a constant elasticity of variance (CEV) process with
an elasticity parameter value of 3. In Ruijter, Marjon J and Oosterlee, Cornelis W
(2016), the authors generalized ‘Version 1’; in particular, they replaced the charac-
teristic function of the transition density function with the characteristic function
of the discrete approximation of the FSDE process. We shall refer to this extended
method as ‘Version 2’. In what follows, we provide an exposition of Version 2 as
given in Ruijter, Marjon J and Oosterlee, Cornelis W (2016).
3.3 BCOS Method: Version 2
3.3.1 Discretization of the BSDE
The FSDE discretization procedure has been given in Section 2.4.2. In this section,
the aim is to relay the discretization of the BSDE in (2.4) as is done in Ruijter, Mar-
jon J and Oosterlee, Cornelis W (2015). For convenience, put Λs = (Xs, Ys, Zs). We
also reserve the time discretization given in Section 2.4.2, as well as the convenient
abbreviation of the time indices.
The exact integral of the BSDE over [tm, tm+1] is given by
Ym = Ym+1 +
∫ tm+1
tm
f(s,Λs)ds−
∫ tm+1
tm
ZsdWs. (3.1)
If we take expectations on both sides of (3.1) conditional on the information at tm,
apply the θ-method (see Iserles, Arieh (2009)) to approximate the integral, and ap-
ply Fubini’s Theorem to interchange the expectation and the integral, then we ob-
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tain
Ym = Em[Ym+1] +
∫ tm+1
tm
Em[f(s,Λs)]ds
≈ Em[Ym+1] + ∆tθf(tm,Λm) + ∆t(1− θ)Em[f(tm+1,Λm+1)],
(3.2)
where Em[·] is shorthand for E[·|Ftm ]. Now multiply each side in (3.1) by ∆Wm+1,
apply the operator Em[·] on both sides and apply the θ-method and Fubini’s Theo-
rem to obtain
0 = Em[Ym+1∆Wm+1] + Em
[∫ tm+1
tm
f(s,Λs)(Wm+1 −Ws +Ws −Wm)ds
]
− Em
[∫ tm+1
tm
ZsdWs
∫ tm+1
tm
dWs
]
= Em[Ym+1∆Wm+1] +
∫ tm+1
tm
Em[f(s,Λs)(Wm+1 −Ws)]ds
+
∫ tm+1
tm
Em[f(s,Λs)(Ws −Wm)]ds− cov
(∫ tm+1
tm
ZsdWs,
∫ tm+1
tm
dWs
)
≈ Em[Ym+1∆Wm+1] + θ∆tf(tm,Λm)Em[Wm+1 −Wm]
+ (1− θ)∆tEm[f(tm+1,Λm+1)(Wm+1 −Wm)]−
∫ tm+1
tm
Em[Zs]ds
≈ Em[Ym+1∆Wm+1] + ∆t(1− θ)Em[f(tm+1,Λm+1)∆Wm+1]−∆tθZm
−∆t(1− θ)Em[Zm+1].
(3.3)
We are now ready to provide the discretization for the BSDE. Theorem 2.3.1 sug-
gests the following terminal conditions:
Y ∆M = g(X
∆
M ), Z
∆
M = σ(X
∆
M )Dxg(X
∆
M ). (3.4)
The equations (3.2) and (3.3) together suggest the following scheme for
m = M − 1,M − 2, ..., 0, by isolating Zm and Ym respectively:
Z∆m =
1
∆t
θ−1Em[Y ∆m+1∆Wm+1] + θ−1(1− θ)Em[f(tm+1,Λ∆m+1)∆Wm+1]
− θ−1(1− θ)Em[Z∆m+1],
Y ∆m = Em[Y ∆m+1] + ∆tθf(tm,Λ∆m) + ∆t(1− θ)Em[f(tm+1,Λ∆m+1)].
(3.5)
Remark 3.3.1. For θ > 0, the above scheme is implicit in Y ∆m . Picard iterations are
used to compute Y ∆m , with an initial guess of Em[Y ∆m+1]. In particular, the pth Picard
iteration is defined as
Y ∆,pm = Em[Y ∆m+1] + ∆tθf(tm, X∆m , Y ∆,p−1m , Z∆m) + ∆t(1− θ)Em[f(tm+1,Λ∆m+1)],
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where Y ∆,pm is the value of Y ∆m after p iterations. The iterations are terminated once
consecutive approximations are within 10−12 of each other (see Ruijter, Marjon J
and Oosterlee, Cornelis W (2016)). In most cases, this takes between five to six
iterations and is one of the more expensive jobs in implementing Version 2.
As mentioned in both Ruijter, Marjon J and Oosterlee, Cornelis W (2015) and Rui-
jter, Marjon J and Oosterlee, Cornelis W (2016), there exist deterministic functions
ym(x) and zm(x) such that Y ∆m = ym(X∆m) and Z∆m = zm(X∆m) for m ∈ {0, 1, ...,M}.
This is trivially true for m = M by (3.4). By induction, we can assume the existence
of such functions for m+ 1 < M, so that for m < M , (3.5) can be written as
zm(X
∆
m) =
1
∆t
θ−1Exm[ym(X∆m+1)∆Wm+1]− θ−1(1− θ)Exm[zm+1(X∆m+1)]
+ θ−1(1− θ)Exm[f(tm+1,Λ∆m+1(X∆m+1))∆Wm+1],
ym(X
∆
m) = Exm[ym+1(X∆m+1)] + ∆t(1− θ)Exm[f(tm+1,Λ∆m+1(X∆m+1))]
+ ∆tθf(tm,Λ
∆
m),
(3.6)
where zm(X∆m) = zm(x), ym(X∆m) = ym(x),where the superscript in Exm[·] expresses
the fact that we condition on X∆m = x, and X∆m+1 is X
∆
m+1 conditional on X
∆
m = x.
The notion of solving the BSDE backwards in time by computing, at each time point
tm, the functions ym(·) and zm(·) plays an important role in the numerical imple-
mentation. We will revisit this point in Section 3.3.4.
Now, it is obvious that the deterministic function for m < M is given by the right
hand side of (3.6): a function of x = X∆m . Furthermore, in order to determine fully
zm(X
∆
m) and ym(X∆m), it is necessary to compute the conditional expectations in
(3.6). Collectively, these have the form
Exm[h(tm+1, X∆m+1)] and Exm[h(tm+1, X∆m+1)∆Wm+1], (3.7)
where h is a general function. This is the subject of the next subsection.
3.3.2 A Characteristic Function Result
To compute either one of the conditional expectations in (3.7), Ruijter, Marjon J
and Oosterlee, Cornelis W (2015) take an approach that relies on the availability of
the characteristic function of the transition density of X = {Xt}t∈[0,T ]. In practice,
at tm, this means that they compute ϕXm+1(·|Fm) = ϕXm+1(·|Xm = X∆m), where
ϕXm+1(·|Xm) is the conditional characteristic function of Xm+1 given the available
information at time tm. In Ruijter, Marjon J and Oosterlee, Cornelis W (2016), this
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approach is generalized by using the conditional characteristic function of the dis-
crete form of the FSDE in the place of ϕXm+1(·|Xm). That is, ϕXm+1(·|Xm) is re-
placed by the characteristic function ϕ∆Xm+1(·|X∆tm) of X∆tm+1 given the information
Ftm at tm. The main reason is that while ϕXm+1(·|Xm) may not always be available
in closed form, ϕ∆Xm+1(·|X∆tm) can always be computed if either one of the Euler,
Milstein or 2.0-continuous-weak-Taylor schemes are used to discretize the FSDE
process.
We now state the characteristic function result as a theorem.
Theorem 3.3.1. The characteristic function of X∆m+1 in (2.28), is given by
ϕX∆m+1
(u|X∆m = x) = E
[
eiuX
∆
m+1
∣∣X∆m = x]
= exp
(
iux+ ium(x)∆t−
1
2u
2s2(x)∆t
1− 2iuκ(x)∆t
)
(1− 2iuκ(x)∆t)− 12 .
(3.8)
If κ(x) = 0, then
ϕX∆m+1
(u|X∆m = x) = exp
(
iux+ ium(x)∆t− 1
2
u2s2(x)∆t
)
. (3.9)
Proof. If κ(x) = 0, then (2.28) simplifies so that X∆m+1 ∼ N(x + m(x)∆t, s2(x)∆t),
in which case (3.9) follows easily.
In order to prove (3.8), first observe that an equivalent representation of (2.28) is
X∆m+1 = x+m(x)∆t+ κ(x)
(
∆Wm+1 +
s(x)
2κ(x)
)2
− s
2(x)
4κ2(x)
= x+m(x)∆t− s
2(x)
4κ2(x)
+ κ(x)∆t
(
εm+1 +
√
λ(x)
)2
,
(3.10)
where εm+1 ∼ N(0, 1) and λ(x) = s
2(x)
4∆tκ2(x)
. The random variable
(
εm+1 +
√
λ(x)
)2
has a non-central chi-squared distribution, with ν = 1 degrees of freedom and a
non-centrality parameter λ(x). The corresponding characteristic function
ϕχ,λ(u) = exp
(
iλu
1− 2iu
)
(1− 2iu)−ν/2
is well-known. Finally, it follows from (3.10) that
ϕ∆Xm+1(u|X∆m = x) = exp
(
iux+ ium(x)∆t− s
2(x)
4κ2(x)
)
ϕχ,λ(x)(uκ(x)∆t)
= exp
(
iux+ ium(x)∆t−
1
2u
2s2(x)∆t
1− 2iuκ(x)∆t
)
(1− 2iuκ(x)∆t)− 12 .
(3.11)
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The characteristic function ϕ∆Xm+1(·|X∆m) replaces the canonical conditional charac-
teristic function. This is beneficial in settings where the latter does not exist. For
instance, if the FSDE is a CEV process with elasticity parameter γ /∈ {0, 0.5, 1, 1.5},
there is no closed form solution for the conditional characteristic function (Ruijter,
Marjon J and Oosterlee, Cornelis W (2016)). Practically, one would not be able to
compute ϕXm+1(·|Xm), which is needed for the actual computation of the condi-
tional expectations.
Remark 3.3.2. At this point, it is essential to note that the discretization schemes
are not in fact used to simulate sample paths as one would initially expect. Instead,
the schemes are used only in conjunction with Theorem 3.3.1 on a static grid. The
use of a static grid (for the stock prices) in the place of simulation is one of the main
reasons for the high efficiency of Version 2.
3.3.3 Computing the Conditional Expectations
In this section, explicit formulae for the computation of the conditional expecta-
tions are given. By extension, with the conditional expectations at hand, it should
not be difficult to solve (3.6).
For Exm[h(tm+1, X∆m+1)], the computation is based on the so-called ‘COS formula’
which was first suggested in Ruijter, Marjon J and Oosterlee, Cornelis W (2015).
For details on the COS formula, see Appendix B. In particular, inspired by the COS
formula,
Exm[h(tm+1, X∆m+1)] =
N−1∑′
k=0
Hk(tm+1)Re
[
ϕX∆tm+1
(
kpi
b− a
∣∣∣X∆tm = x) exp(−ikpiab− a
)]
,
(3.12)
where {Hk(tm+1)}∞k=0 is the set of coefficients corresponding to the Fourier cosine
expansion of h(tm+1, ·), where Re[·] refers to the real part of the subject and where
the stroke in the summation denotes the fact the first term in the summation is
weighted by a half.
Remark 3.3.3. The conditional characteristic function used in (3.12) is not the same
as the one used in its development; ϕXm+1(·|Xm) was used in Ruijter, Marjon J and
Oosterlee, Cornelis W (2015) to derive the COS formula, as already alluded to. This
fact distinguishes Version 1 from Version 2 and generalizes the applicability of the
former.
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On the other hand, using integration by parts (see Ruijter, Marjon J and Oosterlee,
Cornelis W (2015)), one can show that
Exm[h(tm+1, X∆m+1)∆Wm+1]
=
N−1∑
k=0
′Hk(tm+1)Re
[
Exm
[
exp
(
ikpiX∆m+1
b− a
)
∆Wm+1
]
exp
(−ikpia
b− a
)]
.
(3.13)
With a further application of integration by parts, one can also show that (see Rui-
jter, Marjon J and Oosterlee, Cornelis W (2016))
Exm
[
exp
(
iuX∆m+1
)
∆Wm+1
]
= iu∆ts(x) + Exm
[
exp
(
iuX∆m+1
)]
+ 2(iu∆t)2s(x)κ(x)Exm
[
exp
(
iuX∆m+1
)]
+ 2(iu∆t)3s(x)κ(x)Exm
[
exp
(
iuX∆m+1
)]
+ 2(iu∆t)4s(x)κ(x)Exm
[
exp
(
iuX∆m+1
)]
+ . . .
(3.14)
Ruijter, Marjon J and Oosterlee, Cornelis W (2016) mention that for numerical ex-
periments, the first two terms in (3.14) suffice due to the order in ∆t. Now put
u = kpib−a and notice that E
x
m
[
exp
(
iuX∆m+1
)]
= ϕ∆Xm+1(u|X∆m). This leads to the fol-
lowing computation:
Exm[h(tm+1, X∆m+1)∆Wm+1]
=
N−1∑
k=0
′Hk(tm+1)Re
[(
ikpi
b− as(x)∆t+ 2
(
ikpi
b− a∆t
)2
s(x)κ(x)
)
ϕ∆Xm+1
(
kpi
b− a
∣∣∣X∆m = x) exp(−ikpiab− a
)]
.
(3.15)
In both (3.12) and (3.15), what should be an infinite Fourier sum has been truncated
since the terms in the summation converge quickly to zero. Together, (3.12) and
(3.15) provide the formulae for computing the conditional expectations that arise
when we numerically solve the BSDEs. What remains to be specified is the set of
Fourier coefficients {Hk(tm+1)}∞k=0. In particular, we need the first N coefficients at
every time point, where N is usually a power of 2. In our numerical experiments,
N = 29.
3.3.4 Recovering the Fourier Coefficients
The definition of a Fourier coefficient involves integration over the entire real line.
However, due to rapid decay to zero of the integrands in our consideration, it
suffices to consider integration on a truncated range [a, b]. In particular, we take
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a = X0 + µ(X0)− L
√
σ2(X0) and b = X0 + µ(X0) + L
√
σ2(X0) where L = 10.
Hk(tm+1) : = 2
b− a
∫ b
a
h(tm+1, x) cos
(
kpi
x− a
b− a
)
dx
≈ 2
b− a
N−1∑
n=0
h(tm+1, xn) cos
(
kpi
xn − a
b− a
)
∆x
=
2
N
N−1∑
n=0
h(tm+1, xn) cos
(
kpi
2n+ 1
2N
)
,
(3.16)
where the approximation follows from the mid-point integration rule, and the last
equality is easily deduced from the fact that ∆x = b−aN , and xn = a + (n +
1
2)∆x
for n = 0, 1, ..., N − 1. The static grid, which is defined by {xn : n = 0, ..., N}, used
to solve the BSDE numerically and provides the integration range for computing
the relevant Fourier coefficients. The last expression in (3.16) can be computed effi-
ciently using MATLAB’s dct function.
Recall that h(tm, x) is a generic function that may represent any one of f(tm,Λm),
ym(x), or zm(x). This function is needed both for the numerical solution of BSDE
(3.6) as well as the computation of the coefficientsF∆k (tm+1), Y∆k (tm+1), andZ∆k (tm+1).
In particular, computing functions y and z in (3.6) (as opposed to merely computing
values) allows one to use the same functions in order to compute the coefficients
according to (3.16) easily as needed.
3.3.5 A Summary of Version 2
In this section, we give a summary of the implementation of Version 2 for the solu-
tion of the FBSDE process as an option pricing technique.
Initial step: compute the terminal coefficients using (3.4) and (3.16). To do this, we
need yM (xn) = g(xn), zM (xn) = σ(x)Dxg(xn) and f(tM , xn, yM (xn), zM (xn)) for
n = 0, 1, ..., N.
For m = M − 1,M − 2, ..., 1, use the computed coefficients F∆k (tm+1), Y∆k (tm+1),
and Z∆k (tm+1) to compute the functions ym(·) and zm(·). Then evaluate zm(xn),
ym(xn) and f(xn, ym(xn), zm(xn)) for n = 0, 1, ..., N − 1. The equations in (3.6) as
well as the observation made in Remark 3.3.1 are helpful for these computations.
Now, with ym(xn) and zm(xn) at hand, compute the coefficients F∆k (tm), Y∆k (tm),
and Z∆k (tm) which will be used in the next iteration. To compute the coefficients,
refer to (3.16).
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Finally, for m = 0, compute the terminal value y0(X∆0 ).
Note that computing the BSDE as a pair of functions as opposed to merely as val-
ues enables efficient computation, especially for ym(·). Moreover, the scheme for
discretization affects every computation of ym(x) and zm(x).
3.3.6 Benchmarking
In order to benchmark the performance of a discretization scheme (be it Euler, Mil-
stein or 2.0-continuous-weak-Taylor), we compute the expressions |X0 −X∆0 | and
|v(t0, X0)−y0(X∆0 )|. It is worth noting that these error measures are not an average
of some statistic as the implementation is simulation independent.
An essential feature of the benchmarking process is analysing the error behaviour
as we increase the number of time stepsM. From Kloeden, Peter E. and Platen, Eck-
hard (1992), we know that the Euler and Milstein schemes converge weakly with
order 1, while the 2.0-continuous-weak-Taylor and the 2.0-weak-Taylor scheme
converge weakly with order 2 (except when we set θ = 1, in which case the order
of weak convergence is 1). These expectations are confirmed (but not necessarily
proven) in the Chapter 4.
Finally, the definition of weak convergence given in Appendix A.0.2 is defined with
respect to a specific time point T . In Chapter 4, we will display weak convergence
on the numerical procedure with respect to T = 0. Also, as alluded to in the begin-
ning of this section, we will not verify the weak convergence conditions for every
smooth function g of the underlying process; in part, the definition of weak conver-
gence requires consideration of every smooth function g. Since our purpose is not
to prove weak convergence but rather to implement examples in which it occurs,
the only error measures we assess are |X0 −X∆0 | and |v(t0, X0)− y0(X∆0 )|.
Chapter 4
Numerical Experiments
In this chapter, we present a discussion of our results from the numerical experi-
ments conducted. As mentioned before, the goal is to compute |v(t0, X0)−y0(X∆0 )|.
For the ease of visualisation, we will instead plot log10
(|v(t0, X0)− y0(X∆0 )|). The
computations are performed on MATLAB (2018a) on a machine with a Intel(R)
Core(TM) i7-6700 CPU @ 3.40GHz processor and 15.7GB RAM.
4.1 Source of Errors
The BCOS methods (Version 1 and Version 2) have several errors built into it by its
design. In this section, we briefly identify these errors. For a more detailed discus-
sion, we refer the interested reader to Ruijter, Marjon J and Oosterlee, Cornelis W
(2015) and Ruijter, Marjon J and Oosterlee, Cornelis W (2016).
The first source of error we encounter is due to the discretization of time into incre-
ments of size ∆t. In the benchmarking process, we expect this error to decrease as
we take smaller values of ∆t (equivalently, larger values of M ). The second source
of error is in the approximation of the integrals in the BSDE (see (3.2) and (3.3)) us-
ing the θ-method. Thirdly, when approximating the Fourier coefficients, the infinite
integrand is truncated to [a, b] and the mid-point integration rule used to approxi-
mate the integral; it may well be that using Simpson’s rule (for example) leads to a
significant improvement in the overall error behaviour. The fourth source of error
is the truncation of the summation for computing the conditional expectations in
Section 3.3.3 to N terms. Finally, the last source of error is due to the Picard iter-
ations used to solve implicit equations, though this error is adequately controlled
for by setting a tolerance of 10−12.
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4.2 Experiment 1: CIR Bond Price
In this experiment, taken from Ruijter, Marjon J and Oosterlee, Cornelis W (2016),
we consider the problem of pricing a bond where the interest rate process follows
Cox-Ingersoll-Ross (CIR) dynamics. These have the form
dXs = α(β −Xs)ds+ η
√
XsdWs, 0 ≤ s ≤ T, (4.1)
where X0 = 0.04, α = 0.2, β = 0.01, η = 0.1 and T = 0.25. From the PDE of the
bond price,
∂v
∂t
(t, x) + α(β − x)Dxv(t, x) + η
2x
2
Dxxv(t, x)− xv(t, x) = 0 (t, x) ∈ [0, T )× R+,
v(T, x) = 1, x ∈ R+,
(4.2)
we can deduce the form of the driver function to be f(t, x, y, z) = −xy by using
(2.6). This deduction also gives us the BSDE
dYs = XsYsds+ ZsdWs, YT = 1. (4.3)
Finally, the analytical price of this bond is given by v(t, x) = A(t, T ) exp(−xB(t, T ))
where
A(t, T ) =
(
2he
1
2
(α+h)(T−t)
2h+ (α+ h)(eh(T−t) − 1)
)
,
B(t, T ) =
2(e(T−t)h − 1)
2h+ (α+ h)(eh(T−t) − 1) ,
h =
√
α2 + 2η2.
(4.4)
In order to prevent the interest rate from becoming negative, it suffices to set a = 0
(otherwise, a = X0 + µ(X0) − L
√
σ2(X0) < 0) for the implementation. Negative
interest rates may occur in this experiment since the Feller condition is not satisfied
(Ruijter, Marjon J and Oosterlee, Cornelis W (2016)). While this may be an issue
with Monte Carlo methods, the BCOS method can make accommodation for this
by using a restricted xn-grid. As expected, in Figure 4.1 we observe first order weak
convergence for the Euler and Milstein scheme, as well as for the 2.0-continuous-
weak-Taylor scheme (when θ = 1); we also observe second order weak convergence
for the 2.0-continuous-weak-Taylor scheme (when θ = 0.5).
We summarize the run times in Table 4.1, which are in line with those observed in
Ruijter, Marjon J and Oosterlee, Cornelis W (2016) and exemplify the efficiency of
Version 2.
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Fig. 4.1: log10 pricing errors from CIR bond.
Tab. 4.1: CPU times for Experiment 1 (seconds)
θ = 0.5 θ = 1
Euler Milstein Version 2 Euler Milstein Version 2
M = 5 0.01201 0.11798 0.10894 0.12441 0.11839 0.11225
M = 10 0.12629 0.11342 0.11061 0.13118 0.11712 0.01132
M = 40 0.15376 0.14326 0.01360 0.01526 0.14488 0.13757
M = 80 0.18126 0.16992 0.17524 0.01872 0.18049 0.17529
M = 100 0.20390 0.19540 0.18740 0.21640 0.19639 0.19603
M = 400 0.43064 0.45875 0.44866 0.46440 0.45087 0.44984
M = 800 0.77827 0.74682 0.74084 0.80516 0.79886 0.77822
M = 1000 0.90591 0.92652 0.93871 0.95094 0.94795 0.94528
4.3 Experiment 2: Handling Complex Underlying
This example can be found in Ma, Jin and Shen, Jie and Zhao, Yanhong (2008) and
Milstein, GN and Tretyakov, Michael V (2006). The drift and diffusion terms are
µ(x) =
x(1 + x2)
(2 + x2)3
,
σ(x) =
1 + x2
2 + x2
,
(4.5)
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Fig. 4.2: log10 errors in analytical solution.
respectively. The driver function related to the BSDE is given by
f(t, x, y, z) =
1
t+ 1
exp
(
− x
2
t+ 1
)(
4x2(1 + x2)
(2 + x2)3
+
(
1 + x2
2 + x2
)2(
1− 2x
2
t+ 1
)
− x
2
t+ 1
)
+
zx
(2 + x2)2
√√√√1 + y2 + exp(− 2x2t+1)
1 + 2y2
,
(4.6)
with the terminal condition YT = g(XT ) = exp
(
− x2T+1
)
. The analytical solution is
known to be v(t, x) = exp
(
− x2t+1
)
. The results of the experiment, as seen in Figure
4.2, confirm the order 1 convergence under the Euler, Milstein and 2.0-continuous-
weak-Taylor (when θ = 1) discretization schemes; we also observe order 2 conver-
gence behaviour for 2.0-continuous-weak-Taylor scheme (when θ = 0.5), as out-
lined in Section 3.3.6. Moreover, the high level of accuracy achieved in this exper-
iment testifies to the considerable ability of Version 2 to handle extremely compli-
cated dynamics.
The run times for this experiment are summarized in Table 4.2.
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Tab. 4.2: CPU times for Experiment 2 (seconds)
θ = 0.5 θ = 1
Euler Milstein Version 2 Euler Milstein Version 2
M = 5 0.11718 0.10362 0.09688 0.11872 0.10663 0.10217
M = 10 0.11823 0.10405 0.10366 0.11597 0.11109 0.09986
M = 40 0.13483 0.11624 0.11822 0.13276 0.12638 0.11503
M = 80 0.15689 0.13649 0.15037 0.15146 0.15161 0.14106
M = 100 0.15967 0.15381 0.16190 0.16721 0.15322 0.15221
M = 400 0.30832 0.29063 0.30191 0.30644 0.29807 0.29423
M = 800 0.53878 0.54857 0.49927 0.53898 0.52617 0.47439
M = 1000 0.60873 0.59867 0.59543 0.63185 0.64820 0.57826
4.4 Experiment 3: Pricing a European Call Option under
the CEV Model
Let v(t, x) denote the option value at time t when St = x. The model dynamics for
S = {St}t∈[0,T0] are
dSs = rXsds+ σˆX
γ
s dWs,
where S0 = 100, K = 100, r = 0.1, T = 0.1 and σˆ is chosen so that
σ(S0) = σˆS
γ
0 = 25. In the experiment, we consider the cases γ = 0.2 and γ = 0.8.
For both these cases, as alluded to previously, Version 1 cannot be implemented
since the applicable characteristic function does not exist. However, the character-
istic function derived in Section 3.3.2 has been used to implement Version 2. In this
we appreciate the generality of Version 2, not just for this example but also for a
large variety of problems for which the underlying dynamics are not tractable.
We display the results in Figure 4.3. Again, we observe results that are mostly con-
sistent with the foregoing theoretical development. In particular, we observe order
1 convergence in the same class of discretization schemes as before. However, un-
der the 2.0-continuous-weak-Taylor scheme (when θ = 0.5), we don’t observe order
2 convergence as we increase the number of steps in the horizon T. This result dif-
fers from the findings of the Ruijter, Marjon J and Oosterlee, Cornelis W (2016),
who by altering the implementation outlined in Section 3.3.5, were able to achieve
order 2 convergence. Owing to the lack of clarity in their alterations, we were not
able to reproduce the results in their reference paper.
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Fig. 4.3: log10 errors in analytical solution.
The run times for this experiment are summarized in Table 4.3, displaying the effi-
ciency of Version 2.
Tab. 4.3: CPU times for Experiment 3 (seconds)
θ = 0.5 θ = 1
Euler Milstein Version 2 Euler Milstein Version 2
M = 5 0.13374 0.11671 0.11003 0.13505 0.11793 0.11425
M = 10 0.12804 0.11921 0.10871 0.13999 0.11346 0.09986
M = 40 0.15016 0.13705 0.13794 0.14704 0.14941 0.14629
M = 80 0.18541 0.17526 0.20861 0.18905 0.17675 0.17385
M = 100 0.19527 0.19128 0.18630 0.21191 0.19443 0.19109
M = 400 0.41960 0.40207 0.40842 0.45915 0.43090 0.44178
M = 800 0.72152 0.70078 0.72182 0.75694 0.73435 0.72247
M = 1000 0.90036 0.87842 0.89276 0.93145 0.86078 0.90263
4.5 Concerns about Version 2 Applicability
The key ingredients to implementing Version 2 are the functions µ(x) and σ(x)
from the FSDE, the terminal value function g(x, t) and its derivative dgdx , as well as
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the driver function. By definition, we know that f maintains (2.6). This gives guid-
ance in terms of constructing the function f , at least in the case where v is in fact
known.
Though the above results display the high level of accuracy and speed of Version
2, the major stumbling block with regard to applying this method to a problem
with new dynamics and (unknown) value function v is determining the form of
the driver function f in (2.6), and to be able to determine f in the absence of the
knowledge of the form of the value function v, since in any case the intention is to
solve for v(t0, X0) numerically.
Chapter 5
Conclusion
In this work, we surveyed Ruijter, Marjon J and Oosterlee, Cornelis W (2016) and
in particular, provided a detailed exposition of the BCOS method for numerically
solving backward stochastic differential equations in the process of valuing Euro-
pean claims. Where implicit equations arose, these were solved by using Picard
iterations. Importantly, we highlighted how Ruijter, Marjon J and Oosterlee, Cor-
nelis W (2016) builds from the foregoing work in Ruijter, Marjon J and Oosterlee,
Cornelis W (2015) by distinguishing between Version 1 and Version 2. Finally, to a
large extent we were able to reproduce the results in Ruijter, Marjon J and Ooster-
lee, Cornelis W (2016) and obtained order 1 and order 2 convergence that was in
line with the theoretical results.
An obvious way in which the framework in Ruijter, Marjon J and Oosterlee, Cor-
nelis W (2016) could be extended is by applying it to claims that depend on more
than one stock price. Furthermore, as mentioned in Chapter 4, future research
could pay attention to development of a framework to select a driver function that
maintains (2.6) and leads to convergent results, given an FSDE and a contingent
claim.
With this at hand, practitioners and academics will be able to apply Version 2 to
problems for which the price of the claim is not known a-priori.
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Appendix A
Helpful definitions
Definition A.0.1. (Progressively measurable process).
Let (Ω,F, {Ft}t∈T,P) be a filtered probability space, X = {Xt}t∈T a stochastic process on
this space, and T a continuous time index. The processX is called progressively measurable
if ∀ s ≥ 0, the map (ω, r) → X(ω, r) = Xr(ω) on Ω × [0, s] into Rn is Fs ⊗ B([0, s])
measurable.
Definition A.0.2. (Weak convergence of a discrete approximation to an SDE, see
Kloeden, Peter E. and Platen, Eckhard (1992), p. 327)
We shall say that a discrete time approximation Y ∆ converges weakly with order δ to a
continuous time stochastic processX at time T as ∆t ↓ 0 if for each g ∈ C2(δ+1)P (where the
subscript P denotes the polynomial growth property of g and its first 2(δ + 1) derivatives)
there exists C > 0, independent of ∆t, and a finite δ0 > 0 such that∣∣E[g(XT )]− E[g(Y ∆T )∣∣ ≤ C(∆t)δ
for t ∈ (0, δ0).
Appendix B
Auxiliary results
Theorem B.0.1. (Comparison theorem, see Pham, Huyeˆn (2009) p. 142)
Let (Ω,F,P) be given and suppose that (ξ1, f1) and (ξ2, f2) are two pairs of terminal condi-
tions and generators satisfying, for i = {1, 2}, that ξi ∈ L2T (R), fi : [0, T ]×Ω×R×R× →
R such that fi(t, ·, x, y, z) is progressively measurable for all (y, z), fi(t, ·, 0, 0) ∈ H2T (R)
and fi satisfies a uniform Lipschitz condition in (y, z); that is, ∃ Cf such that
|f(t, ω, y1, z1)− f(t, ω, y2, z2)| ≤ Cf (|y1 − y2|+ |z1 − z2|),
∀ y1, y2, ∀ z1, z2, dt⊗ dP almost surely. Furthermore, let (Y 1, Z1), (Y 2, Z2) be the solu-
tions (2.1) which correspond to (ξ1, f1) and (ξ2, f2) respectively.
If ξ1 ≤ ξ2 almost surely, f1(t, ω,X1, Y 1, Z1) ≤ f2(t, ω,X2, Y 2, Z2) dt⊗P almost every-
where and f2(t, ·, X1, Y 1t , Z1t ) ∈ H2T (R), then Y 1t ≤ Y 2t for all 0 ≤ t ≤ T almost surely.
Furthermore, if Y 20 ≤ Y 10 , then Y 1t = Y 2t , 0 ≤ t ≤ T. In particular, if P (ξ1 < ξ2) > 0, or
f1(t, ·, ·, ·) < f2(t, ·, ·, ·) on a set of strictly positive measure dt⊗ dP, then Y 10 < Y 20 .
Theorem B.0.2. (Gronwall Theorem)
Let ν be a continuous positive function on R+ such that
g(t) ≤ h(t) + β
∫ t
0
ν(s)ds, 0 ≤ t ≤ T,
where β > 0, and h is an integrable function on [0, T ], T > 0. Then
g(t) ≤ h(t) + β
∫ t
0
h(s)eβ(t−s)ds, 0 ≤ t ≤ T.
COS formula
Let X = {Xs}s∈[0,T ] be the solution of
dXs = µ(Xs)ds+ σ(Xs)dWs, 0 ≤ s ≤ T, Xs = x. (B.1)
LetM = {0, t1, .., tM} be the discretized time, and letX∆ = {X∆s }s∈M denote a dis-
cretization of X . Finally, let Exm[·] denote the conditional expectation on condition
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that Xtm = x. If h : R × R → R is a general function of time and of X respectively,
then
Exm
[
h(tm+1, X
∆
tm+1)
]
≈
N−1∑
k=0
′Hk(tm+1)Re
[
ϕXtm+1
(
kpi
b− a
∣∣∣Xtm = x) exp(−ikpiab− a
)]
,
(B.2)
where the stroke in the summation denotes that the first term in the sum is weighted
by a half, where ‘Re‘ denotes the real part of the input argument, and where
ϕXtm+1 (·|Xtm) is the characteristic function of Xtm+1 given Xtm with tm, tm+1 ∈M.
Furthermore, {Hk(tm+1)}∞k=0 is the set of Fourier coefficients for the Fourier cosine
expansion of h(tm+1, ·).
