In this paper computational aspects of the mathematical modelling of dynamic system evolution have been considered as a problem in information theory. The construction of such models is treated as a decision making process with limited available information. The solution of the problem is associated with a computational model based on heuristics of a Markov Chain in a discrete space-time of events. A stable approximation of the chain has been derived and the limiting cases are discussed. An intrinsic interconnection of constructive, sequential, and evolutionary approaches in related optimization problems provides new challenges for future work.
Introduction
Many mathematical problems in information theory and optimal control related to dynamic system studies can be formulated in the following generic form. A decision maker (DM, i.e. problem solver, modeler or observer) receives information about a system from observations, measurements, or computations in the form of a data stream that can be formalized mathematically as a sequence (x 0 ; x 1 ; :::): ( 
1.1)
We assume that such a sequence has at least two elements and that each element of the sequence is labeled by its own time t: Hence, referring to the element x t of the sequence, we assume that the total amount of information about the system that corresponds to the time interval (0; t) of its behaviour has been received, or at least can be received in principle. Under the above assumptions we can introduce a set T t of permissible strategies for each time t: Then, observing the sequence (x 0 ; :::; x t ); the decision maker can choose a strategy that is de ned by the inclusion s t 2 t =0 T : ( 
1.2)
Typically we reduce the problem of constructing a map between elements x t and s t de ned by (1.1), (1.2) to a simpler problem allowing the set of permissible strategies for all times of consideration to be xed and to be given a-priori. Namely, we can idealize actions of the decision maker as follows. We can assume that the DM can select a strategy s t at each time t from a given set U T : Of course, the validity of such a simpli cation ultimately depends on the Axiom of Choice excluding the logically possible case of incomparability of two arbitrary sets that correspond to two di erent times t and t 0 51, 32] . However, on the other hand, such a simpli cation permits the development of a set-theoretic approach to dynamic system evolution, and simpli es the mathematical formalizations of complex optimization problems. In fact, we can introduce a loss function l( ; ) as a function of two variables, states x t and strategies s t , which are both characterized by the same time t. A desire to minimize time-averaging characteristics of this function can be formalized through the optimization problem F(l) ! min; s t 2 U T : (1.3) Here, the objective functional F may be, for example, the Cesaro-type sum where T 2 (0; 1) is assumed to be given, and K is a given target set 1 . We can also consider a class of problems with in nite time horizon using discounting cost procedures. All these examples provide important partial cases of the general problem (1.1), (1.3) . Of course, to complete the formulation of the problem (1.1), (1.3) mathematically, we have to specify in what sense the sequence fx t g in (1.1) should be understood. One possible speci cation can be provided by an assumption that x t may be appropriately described by a given stationary ergodic distribution. Then a typical assumption imposed on functions s t from U T is Lebesgue-measurability on the interval (0; t). Under the above mentioned assumptions, associated theoretical issues are often addressed using the theory of Markov processes 19] . Starting from the work of Bellman 5, 6] , the theory has been extensively developed, and a number of 1 The functions f0 and g are called running and terminal costs respectively. If f0 0 we have Mayer's problem whereas for g 0 the problem is referred to as the Lagrange problem. e cient algorithms have been proposed. Discrete dynamic programming ideas have been essentially generalized for the continuous case during the past decades 18, 19] , and many new results that appeared recently indicate the continued research interest in these topics 19, 35] . It should be noted, however, that many results in this area rely (explicitly or implicitly) on the assumption that a measurable function of strategies s t 2 U T may be e ectively approximated using past states x t 0 ; 0 < t 0 < t: If such an assumption is made, the attainability of the minimum in (1.3) becomes the subject of a corresponding smoothness assumption on the loss function 42]. On the other hand, regularity of this function is strongly dependent on complete information about the past states, and eventually on model data and parameters. Since the initial data for the model can be only known approximately, the whole stream of information available to the decision maker at time t can be interpreted, at best, as an approximation of system dynamics. The quality of such an approximation at time t is de ned by the \informational completeness" of the data stream (s 0 ; x 0 ; s 1 ; x 1 ; :::s t 0; x t 0 ; :::) (1.6) when t 0 ! t: To complete the step corresponding to time t in this process, one can assume that the strategy s t may be chosen from the same set U T : Then, the next stream element x t may be received with a given accuracy, at least in principle, if we also assume that element x 0 in (1.1) may be given with in nite precision. Of course, in the reality of mathematical modelling the latter assumption cannot be rigorously justi ed 45]. However, if strategies are chosen at each step to satisfy a certain subgoal, the described process provides the possibility of evaluating the quality of satisfaction of a subgoal that corresponds to time t. If the process is nite then we can refer to the last subgoal as a top-level goal 33]. The latter can be satis ed by satisfying subgoals at each step appealing to multicriteria analysis of the underlying problem.
The main problems in such analysis stem from the coupling of the sequence of subgoals to the de nition of the top-level goal in the form of a functional of the loss function l( ; ). Mathematically speaking, we should be able to de ne a mapping between xed-time subgoal functions and an averaged-time goal functional. Such a de nition is closely connected with the de nition of optimal strategies which we do not know a-priori. However, if it is known that s t 2 U T ; then it is reasonable to choose strategies based on knowledge not only of time t; but also on states x t : If we assume further that x t \accumulates" all past information about the system, then the concept of a Markov Chain comes by itself. Because of uncertainty in knowledge base (1.1), such an accumulation cannot be understood in a purely deterministic way 8]. The origin of such uncertainty is induced by the strategy s 0 in the data stream (1.6). However, mathematically such uncertainty can be formalized if instead of constraints (1.2) we consider \relaxed" constraints s t 2 U T ; (1.7) assuming that the set U T is given a-priori for the whole time-set of interest. Then, instead of the data stream (1.6), we can consider an informationally reduced stream:
(x 0 ; (s 1 ; x 1 ); :::(s t 0 ; x t 0); :::); (1.8) where all strategies satisfy the constraints (1.7). An additional assumption of continuity of the sequence (1.1) in time allows a convenient mathematical framework for justi cation of models based on an approximation of (1.6) by (1.8) . Such a classical idealization of temporal evolution by continuous trajectories of phase points, induced by classical mechanics, can be applied only within certain limited contexts, and involves serious di culties in many areas of mathematical modelling. The main problems are caused by the fact that there are many dynamic systems for which arbitrary close initial conditions can give rise to qualitatively distinct (including exponentially diverging) types of trajectories 45]. Such strong trajectory instability requires other approaches in the description of dynamic system evolution. Under a probabilistic approach, deterministic invariance of phase points along trajectories is replaced by the invariance of the density along trajectories. Physically, such a \conservation of extension in phase" (due to J. Gibbs 37] ) eventually requires a construction of Gibbs distribution functions using a probabilistic description of states. Mathematically speaking, this problem can be seen as a problem of a \closure" of the reduced informational stream (1.8) with respect to all possible states. Such a closure can be performed if we assume Lebesgue integrability of the function (!) = ?! log !; ! > 0 0;
over the set of all possible states, where ! = f(t; x t ) is the density function. From an information theory perspective, this logical step, which in the end requires answering the question of system stability, is equivalent to a transformation from the classic Shannon entropy 53, 49] to the Boltzmann-Gibbs entropy 37]. Under such a transformation we formally identify a (thermo)dynamic system with a measure space 37]. If is xed and the measure is de ned as a Lebesgue measure, then for any time-set (0; T) (including the possibility of T ! 1) the validity of the above transformation requires an a-priori assumption of lower semi-continuity 55] of the recursive function (!) = f n (f n?1 (:::f 1 (!):::)) (1.10)
as a function of density, where a theoretical possibility of n ! 1 is permitted. If we assume that such a function exists, then in principle, the only possible uncertainty in the model (1.3), (1.8) for any t = T is induced by the de nition of x 0 and (f(x; T)): Such is indeed the case in optimal control theory where the recursive function plays the role of the value function. In fact, if we know a-priori that the top-level goal can be described appropriately by a continuous function F(l); then the associated optimal control problems can be studied through a nonlinear backward evolution PDE known as the Hamilton-Jacobi-Bellman equation with Cauchy-type terminal conditions ( 11, 19] (1.12) on the basis of xT (which is assumed to be given) and some logical rules. In reality, the recursive function of density (1.10) at a xed moment of time may be given only approximately. Such an approximation de nes a degree n of the underlying recursion (1.10), and in turn de nes a basic structure of a nite lattice on which the system dynamic can be approximated 14]. Hence, in general, information on an approximation of the same dynamic system can be provided in two possible ways: using the sequence (1.1), and using a subsequence of (1.11) that is ( xT ; xT? t ; :::): Due to intrinsic uncertainty in the de nitions of x 0 and xT ; neither of these approximations considered separately from the other can guarantee the adequacy of the approximation to the real system. However, we can draw certain conclusions on the system dynamics by analyzing both of the sequences simultaneously. The complexity of such analysis is due to the necessity of a coupled investigation of the same system in two di erent scales. Mathematically, such scales are induced by the two limiting types of system behaviour with respect to the time-component: t ! 1 and t ! 0 + : They are connected by the de nition of the recursive degree for the system density, and ultimately, on the de nition of the top-level goal in (1.3) . Splitting up such a goal into subgoals provides an e cient mathod for the analysis of the system dynamics. In turn, such analysis gives a way to derive a sequential approximation of the system Hamiltonian, ensuring a stable model of system dynamics.
The remaining part of the paper is organized as follows. In section 2 basic preliminaries are recalled for the formulation of optimal control problems as problems in information theory. Section 3 is devoted to consideration of deterministic and stochastic dynamic rules. Examples are given to show that if such rules are speci ed, then an informationally consistent formulation of control problems requires an analysis of system stability. Section 4 deals with deterministic and probabilistic algorithmic machines and analyzes problems involved in their application. Section 5 gives a link between the questions discussed in the previous sections and discrete optimization problems using their common physical and informational basis. In sections 6 and 7 mathematical models are constructed and computational models derived to analyse dynamic system evolution using the Markov Chain approximations. A stable approximation for the hyperbolic model is obtained and the algorithm has been given. Computational aspects of Discrete Markov Decision Processes are discussed in section 8. The main conclusions are summarized in section 9.
2 Preliminaries.
Let us de ne the state space of the system by and the Borel -algebra induced 2 by as B( ): Then, no matter what the time-partition in 0; t) is, 0 1 < 2 < ::: < n < ; 2 (0; t); we assume that 8X 2 B:
P(x 2 Xjx 1 ; :::; x n ) = P(x 2 Xjx n ) (2.1) 2 the least -algebra that contains all open subsets of almost surely 3 . That is, the data stream x t under the strategy of the time partition has the Markovian property. Of course, continuity of the data stream x t in t does not follow from the condition (2.1). Furthermore, even if x t is a continuous function of time, it does not, on any account, mean that strategies form a continuous function of time as well. In general, we have a multicriteria optimization problem induced by the partition of time and the analysis of the sequence (1.6). However, the di culty in evaluating the limit (1.12) prompts several ways to further simplify the problem. One of the direct ways is to assume a-priori continuity of the sequence (1.1) in time. Then we can reformulate the multicriteria optimization problem arising in analysis of (1.6) as an optimal control problem (1.3) with respect to a continuous function of time F(l) and some dynamic rules that de ne the sequence (1.1). Alternatively, we can analyze the sequence (1.6) using Discrete-Markovian-Decision-Processes (DMDP). The theory of DMDP is well-developed under the assumption of the possibility of complete information in (1.6). During recent years new challenging problems have stimulated further development in the theory of DMDP 34, 25, 17] . In brief, one of the most interesting problems in this eld is induced by the question of data perturbations in the informational stream (1.6). Indeed, when perturbations of a Markov Chain change its ergodic structure, the stationary distribution of the perturbed system may not be a continuous function 52, 1]. Hence it is reasonable to assume that system dynamics depend on some parameters of the Markov Chain and due to the imprecision of available information we can study system dynamics using in general Singularly Perturbed Markov Chains. In this framework evolution of a system is coupled to its Markov Chain parameters. An example of this type DMDP was provided in 13] where non-di usion stochastic models were studied. We assume that in general the parameter of the Markov Chain is allowed to jump, and the jumping rate may be dependent on the state function x t . The corresponding systems described by x at time are called piecewise-deterministic stochastic systems. Such systems have been extensively studied during recent time by theoretical physicists 29], and indicate growing interest in hyperbolic dynamic rules of nature 46, 30] .
Mathematically speaking, we de ne a nite-state Markov Chain with the state space M. The chain is regarded as a parametric process for the dynamics of the system which is described by a state function x and a parameter : The parameter may undertake a jump on the interval (0; t) at times 1 < ::: < n , and the jumping rate is a function of time , state of the system x , the \before-jump" value of the parameter 1 and the \after-jump" value of the parameter 2 of the Markov chain. Hence we de ne a function of jump rates as j def = j( ; x ; 1 ; 2 ):
It allows us to regard the process (x ; ) as a Markov process with the state space = M: It should be emphasized that the system itself x may not have Markovian behaviour. Thus, di culties arise in constructing a mapping that relates the function (2.2) to states x of the system. Ultimately, such di culties stem from the problem of mathematical formalization of the concept of perturbations, which are usually regarded as a small and external-to-the-system source. Of course, in the real world modelling, statistics of the source is unknown a-priori, which precludes assumptions based on an -additivity of perturbations. In general, such assumptions may not be adequate for the transition law of the Markov Chain as well as for the Hamiltonian of the system as a whole.
3 Dynamic Rules and Control Problems.
Eventually, due to the approximate character of available information about the informational stream (1.6), any mathematical model can provide at best a description of a perturbed rather than an unperturbed dynamic system. Hence, if the mathematical model of a dynamic system has been constructed, in derivation of a computational algorithm we should adapt the choice of strategies s t in our approximation of (1.6) to the character of such perturbations. Another way of putting it is that the model and the algorithm should be informationally consistent, reproducing the informational stream (1.6), and giving an approximation with a reasonable degree of accuracy.
Di erential equations and inclusions.
To include the possibility of perturbations into models let us start from the de nition of a mapping f(t; x t ; s t ) : T U T ! R; where T is a given set of time. When x t is assumed to be continuous the dynamics of a deterministic system can be appropriately described in almost everywhere sense by the di erential equation x 0 t = f(t; x t ; s t ); xj t=0 = x 0 ; s t 2 U T ; (3.2) where x 0 is an element of a given set X de ned as an -neighbourhood of an idealized point x 0 : In general, the mathematical model (3.1), (3.2) can provide a description of a perturbed rather than unperturbed dynamic system. This is the case even if we formally exclude s t from the right hand part of the model or introduce some optimizing criteria. The next example is to demonstrate the possibility of instability in the perturbed model under any arbitrary small level of perturbations. We note that example 3.1 deals with the perturbation of the right-hand part of the model, but not with the initial condition. The latter was assumed to be xed for both perturbed and unperturbed models. The idea of \frozen" initial conditions for a family of the perturbed right-hand parts leads to the mathematical models in which dynamic rules are de ned by di erential inclusions. In fact, on the basis of the point-valued map f; we can de ne a set-valued map 2, 19] F(t; x t ) def = ff(t; x t ; s t )g; where s t is assumed to be de ned by another set-valued map. Of course, the set-valued map for the de nition of s t is coupled to the de nition of the optimizing functional F(l) in (1.3). Hence, when describing dynamic rules by the di erential inclusion x 0 t 2 F(t; x t ) (3.4) in an almost-everywhere sense, a family of perturbed mathematical models (1.3), (3.4) de nes an optimal control problem. In the models of this type we have a natural contradiction. On the one hand the quality of this model has to be de ned with respect to the stability of the system dynamic. On the other hand, such stability depends on the de nition of s t ; which is an unknown function in the mathematical model. Hence, eventually the quality of the model depends on the de nitions of the mapping (3.1) and initial conditions. In the end such de nitions depend on the problem of evaluating the limit (1.12) . If the initial conditions of the model are xed, then an example of instability for the mapping (3.1) may in principle be constructed for any speci ed sequence s t . This type of instability is usually referred as computational instability. The example 3.1 clearly shows that theoretical issues of stability should primarily be addressed if \precise" initial conditions are assumed. In optimal control theory we do not require the sequence s t to be speci ed explicitly, and therefore, the problem of the model stability can be formally circumvented by some appropriate regularity assumptions on the mappings F and F: The remaining theoretical problem is to prove that if the mapping (3.1) is well-de ned then s 0 2 U T ; where s 0 is de ned by the limit (1.12), whereas x 0 may not be given precisely. The complexity of this problem led to the constructing mathematical models of optimal control using recursive functions of density (1.10) . In theory such approaches require analysis of a subsequence of (1.11) (3.9) The rigour in mathematical justi cations of the models (1.3),(1.5), (3.1), (3.4) and (3.6)-(3.9) is grounded in the following logical rule. Provided x 0 is given precisely, the forward-evolution model (1.3),(1.5),(3.1), (3.5) can be studied through the backward-evolution model (3.6)-(3.9) for any given function g from a speci ed topological space. The de nition of topology for such a space requires the de nition of a set in which physical states of the system can be embedded. Mathematically, the problem is usually considered with respect to Euclidean spaces (either nite dimensional 19] or in nite dimensional 28]). It allows us to use the logical rule in the reverse order: provided g is speci ed in a topological space, the backward-evolution model can, in principle, recover the forward-evolution of the system for any given initial condition x 0 :
We note that the de nitions of x 0 and g are coupled to the de nition of the system Hamiltonian by the speci cation of a topological space. An assumption that the topological space satis es the Hausdor separability axiom allows us to complete the chain of logical arguments in the mathematical justi cation of the original optimal control problem. The only problem remaining with such reasoning is that of system stability. This question is associated with the question of stability of measures de ned with respect to the system's state-space, which is typically a-priori assumed to be Hausdor . Formally, this assumption corresponds to the choice of such a function in (1.10) for which n ! 1: Therefore, eventually the quality of the backward evolution model (3.6)-(3.9) depends on the de nition of a set X from which we \puncture" a point x 0 when ! 0 + : In the end, the question is reducible to the existence of an optimal strategy s 0 for such an operation, and evaluation of the limit (1.12). Since such a strategy is known neither with a deterministic certainty nor with the probability 1, it is reasonable to estimate the quality of the backward-evolution models with respect to a set X ; where may be small, but always assumed to be positive. Then the model (3.6)-(3.9) cannot be considered other than a perturbed mathematical model. Since > 0; the instability of the system can be anticipated, unless the strategies from the set U T are chosen consistently with the states of the system from the set . Such consistency is de ned by the de nition of the system Hamiltonian in a chosen topological space, which is eventually de ned by the mapping (3.1). In this sense the Hamiltonian can be regarded as a higher degree recursion of this mapping.
Since the function f(t; x t ; s t ) may be discontinuous in general, so may the Hamiltonian function, unless it can be represented as an in nite degree recursion of f. The assumption of positiveness for precludes such a situation, which seems to correspond to all physically conceivable situations. However, it implies a hyperbolicity in the underlying mathematical model 46, 30] . The hyperbolic nature of mathematical models in optimal control theory caused by the splitting the informational string (1.6) into two: (1.1) and (3.5 when t 0 ! t; 8t 2 (0; 1): Hence, the quality of approximating (1.6) by (3.14) is de ned by the sequential character of approximation for the function ; which in optimal control theory plays the role of the value function that depends on an approximation of the system Hamiltonian (or Lagrangian).
Stochastic rules.
Let us consider a dynamic system described in terms of the stochastic di erential equation
where f and in (3.15) denote drift and di usion terms respectively, and ! is a Wiener process. As a functional F in (1.3) we choose:
Then the problem is to nd inf UT F(l); The de nition of the value function in (3.18) is analogous to that in (3.7) when we consider the conditional expectation of the performance measure (3.6). Note also that in the equation (3.19 ) the linear operator of backward evolution is well-de ned only if the limit V (t; x) = lim !0 + E tx V (t + ; x t+ ) ? V (t; x t ) h (3.20) exists for each x 2 and t 2 I 0; T]; except of t = T itself. In the end, the existence of the limit (3.20) is subject to the de nition of V (0; x 0 ): As in the deterministic case, such a de nition depends on the de nition of a set X ; and thus eventually requires the de nition of s 0 . To put it di erently, for a justi cation of the limit in The latter may be assumed a-priori rather than justi ed rigorously. However, even under such an assumption the procedure of transformation from the model (3.15)- (3.17) 3.3 General rationale for the optimization of singular perturbed dynamics.
For all described dynamic rules, regularities of mappings that de ne the Hamiltonian of the system and the value function are coupled by a speci c mathematical model, and eventually depend on the topology of the space (in which investigation of the model is being conducted) and the initial conditions of the model. In principle, apriori regularity assumptions on the Hamiltonian allow the recovery of information about the regularity of the sought-for solution. Results of this type provide a rigorous mathematical justi cation of the models for which the form of the Hamiltonian is speci ed. During the past years the theory has been extensively developed in this direction for deterministic and stochastic optimal control problems (see 11, 47, 28, 19] and references therein).
Since the Hamiltonian of the system can be given only approximately, whereas regularity for the sought-for solution is not a-priori knowledge being the subject of our assumptions, it seems to be reasonable to couple the model and algorithm for its solution using an approximation of the informational string (1.6). Mathematically speaking, we do not assume a-priori \smoothness" of the \transition" between s t 0 and x t 0 for an approximation of the informational stream (1.6), even if ! 0 + : It implies a consideration of singular stochastic problems in which the function x t is allowed to be discontinuous (the rst problems of this type were studied in 3, 4]). In general, since a \transition" between s t and x t (T 2 (0; 1)) may be discontinuous, we cannot use the principle of smooth t (see 54] and references therein) to claim continuity of the recursive function of density xt when t ! T (possibly T ! 1). If our objective is a possibilistic attainability of the following limits lim !0 + x t = x t ; lim !0 + xt = xt ; (3.23) then regularities of the limiting functions x t and xt become the subject to our a-priori assumptions, which in turn bring the possibility of singularities in such dynamic processes as \strategy-state" (s t ; x t ) and \strategy-statedensity" ((s t ; x t ); xt ): It reduces the problem of analysis of the sequences (1.1) and (3.5) to the analysis of the perturbed informational strings (3.10), (3.11), which formally allows us to include the parameter of perturbation into the model. We can assume, for example, that the dynamics of the system can be e ectively described by \fast" and \slow" components 59]: _ z = f 1 (z t ; y t ; s t ; t; ); z(0; ) = z 0 ; _ y = f 2 (y t ; z t ; s t ; t; ); y(0; ) = y 0 : (3.25) then the problem (1.3), (3.24) , (3.25) is an optimal control problem for the singular perturbed dynamics. In general, neither y t nor z t are required to have the Markovian property. The role of the string (s t ; x t ) in this case plays that of the sequence (s t ; (y t ; z t )); in the sense that the sequence (y t ; z t ) is dependent on Markov Chain parameters, and thus the whole process (s t ; (y t ; z t )) can be seen as a Markov Chain approximation. We can also interpret the sequence (y t ; z t ) when ! 0 + as the de nition of a recursive function of density xt with increasing degree of recurrence as n ! 1. Then the model (1.3), (3.24), (3.25) will be well-de ned if we de ne a set X of initial conditions with a speci ed level of error. Hence, as above, the de nition of the pair (y 0 ; z 0 ) is eventually dependent on the de nition of s 0 in the informational string (1.6). It implies an approximation of the informational string (1.6) induced by singular dynamic rules using sequential decision schemes. 4 Algorithmic Machines.
Probabilistic nite-state nite-action machines under singular perturbation.
First, let us consider a probabilistic nite-action machine that analyzes a Discrete Markov Decision process. Mathematically, the analysis can be formalized as a set of four-tuple M = fx t 2 X; s t 2 U; t def = (x t ; s t ); p tt 0 def = p(x 0 = x t 0 j(x t ; s t )); x 0 2 X; t 0 tg; (4.1) where p tt 0 is the perturbed probability of the transition from the state x t to the next state x 0 , t is an immediate reward, U is a nite set of actions, X is a nite set of states, and T is a set of all times for which states from X are realizable. In general, the disturbance law of the transition probabilities in (4.1) or time for such a transition is de ned by a given time-interval, then the sequential decision scheme based on deterministic nite-state nite-memory machines is quite natural. If such information is not available a-priori, then probabilistic nite-state nite-action machines appear to be useful in the analysis of system dynamics.
In the next sections we develop a technique to nd a reasonable compromise between the two approaches described above. 5 The perturbation parameter as a fuzzy border between deterministic and probabilistic descriptions of system dynamics.
Major complexity in the mathematical modelling of dynamic systems arise from the a-priori unknown character of the disturbance law. On one hand, the implicit assumption of deterministic models on the existence of an associated optimal algorithm (like an assumption (4.10)) can be hardly justi ed in modelling complex processes and phenomena. On the other hand, the main di culty in e ective applications of probabilistic models arises from the question of how common is the ergodicity of the Hamiltonian ow on the energy surface 24]. As was pointed out, perturbations can qualitatively change the ergodic structure of the underlying dynamic system. The examples of Markov Chains with discontinuities in the stationary distribution of the perturbed system can be found, for example, in 52, 1]. Furthermore, for any decomposition of such a chain into a nite number of independent ergodic subclasses (under the assumption ! 0 + ) examples of system instability can be constructed for arbitrary small .
5.1 Degree of recurrence in mathematical models for evolution.
An idealization of \unperturbed" mathematical models obtained in the limit of vanishing perturbations ! 0 + can often help to better understand real-world phenomena and processes. However, it should be realized that such an idealization has limited applicability, and depends on quite restrictive mathematical assumptions related to homogeneity of the environment of the system, and uniformity of density which characterizes the system or its parts. Since for any model of a dynamic system with speci ed dynamic rules the parameter of perturbation may be small but always positive, rescaling procedures for the associated (with the optimization model) Markov Chain may not provide an adequate approximation to the system dynamic. Such procedures may eventually ignore the neighborhood structure of the chain. If such a rescaling (for example the di usion approximation) has been performed, then the original problem can be reformulated as an inverse problem with respect to a recursive function of density (1.10). The complexity of the solution of the inverse problem is determined by the degree of recurrence n and the topology of the space where investigation is being conducted. Moreover, if the topology is a-priori speci ed then the regularity assumptions on the function f n allow us to recover the information on the regularity of the function ; at least in principle for any arbitrarily big n; following certain logical rules. In the models like (3.8), (3.9) and (3.21), (3.22) , f n plays the role of the Hamiltonian function. Such models can be regarded as discrete optimization problems if we interpret the function f n as one that de nes the top-level goal, whereas all functions f i ; i = n ? 1; :::; 1 are supposed to de ne certain subgoals. The de nition of the density function provides constraints for such a problem of multicriteria optimization. From the physical point of view such problems require nding the minimum of the Hamiltonian of the system on the energy surface, and can be formulated as follows: given a nite (typically large) number n of subsystems of a big system, minimize an approximation to the system Hamiltonian on an approximating set of its energy surface. Now recall the de nition of system entropy in statistical physics as a quantity that uncertain to an additive constant and is dependent on the choice of units, de ned by the Liouville measure 36] = ? Z f log (2 h) s f] dpdq:
Here s is the degree of system freedom, p and q are momentum and position variables. If we assume that the whole system entropy can be de ned through the entropies of its subsystems as = The constant n in (5.2) can be approximated with respect to the required accuracy and is ultimately coupled to the de nition of s in (5.1). In the limit of \vanishing perturbations" ! 0 + and \maximum knowledge" n ! 1; the Shannon entropy can be generalized to the continuous case of the Boltzmann-Gibbs entropy. The latter transformation requires a justi cation of system stability. From the physical perspective mathematical idealization of two simultaneous limits n ! 1 and ! 0 + requires an estimation of the degree of system freedom in the de nition (5.1). In this sense such an idealization is problem speci c, and always requires analysis of the measure stability.
Discrete optimization and evolution of thermodynamic systems.
Any speci c algorithm for the solution of the problem of modelling dynamic system evolution is a ected by the form of the function f n (as a Hamiltonian approximation on the energy surface) and by the neighbourhood structure of the system evolution. In this sense an algorithm is always coupled to the problem speci c information.
In discrete optimization such algorithms can be conditionally divided into three main categories 10, 50]:
constructive algorithms (CAs) that require construction of decreasing and embedded in each other subsets of a given nite set of states , sequential algorithms (SAs) that attempt to construct a path through , and evolutionary algorithms (EAs) that manipulate sets of solutions in .
Let us assume that, for any given state x t from that characterizes the whole system, there is a neighbouring set of states N xt where transitions from x t are allowed. Then CAs usually apply a \greedy" policy -when starting from x 0 2 ; they choose at stage n an x n+1 such that E(x n+1 ) = minfE(t) : t 2 N xn g; (5.3) where E is an energy functional. Mathematically speaking, we expect that given E and an accuracy > 0; we can nd a solution, at least in principle, when n ! 1: However, it is well-known that as a result of such policy CAs
success of such algorithms cannot be guaranteed. As we pointed out earlier, such analysis has to be conducted with respect to given :
The main advantage of SAs is based on the fact that they do not exclude the theoretical possibility of occasional acceptance of new states that may increase the energy functional 43]. We also assume that an \initial" solution x 0 2 may be given (for example, obtained by a CA). Moving to a neighboring solution x 0 2 ; the structure of the neighborhood of the solution should be carefully analyzed to avoid the di culty of CAs. 4 The basic idea for such an analysis came from statistical physics. The growing complexity of the solution of deterministic equations of motion for a system of many subsystems (such as particles) has led to the idea of ensemble averaging instead of classic-mechanical averaging in time. As the number of subsystems increases dramatically, the Monte-Carlo and particle-type simulations 27] eventually remain the only algorithmic procedures that can be applied in theoretical generality. However, such procedures may encounter serious di culties in non-equilibrium thermodynamics 48]. In a search for alternative approaches to the ensemble averaging, many useful ideas have been generated during recent years. The intrinsic ability of Markov Chains to form a canonical Gibbs ensemble numerically has lead to growing interest to the subject 19, 35] . Using the principles of statistical physics we can assign to each state x t 2 the probability p T (x t ) = exp(?f(x t )=T ) P xt2A exp(?f(x t )=T ) ; (5.4) where f(x t ) = E(x t )=k: The quantity E(x t ) can be interpreted as the potential energy of each state (or subsystem) in phase space that belongs to an ensemble. The probability that a system belongs to the ensemble is proportional to exp ?E=(kT)] where k is the Boltzmann constant. We observe that the smaller T > 0 is, the more evident is the tendency of the Gibbs distribution de ned by (5.4) to be concentrated on states x t with small values of f(x t ): Hence, if we could simulate the cooling of the system, a state of minimum energy may, in principle, be obtained provided that the Markov Chain converges (in distribution) to the Gibbs distribution (stationary) law. This allows us to consider CAs as a partial case of this general interpretation when a Markov Chain is run for T ! 0 + : Another extreme case of the \high T limit" ultimately leads to the idea of dynamic continuity.
In such a case all states are assigned the same probability, and evolution is thought as moving from a state to its neighbors uniformly. The computational implementation of the above idea is provided by the simulated annealing algorithm rst proposed in 31]. For a real physical system, temperature may be lowered too rapidly, and the system may be trapped in a local energy minimum. However, the choice of T n = c= log n with a su ciently large c can theoretically guarantee the system's \escape" from the local minimum 21]. In practice, the algorithm works as follows. If for the time-index n x tn is given, then from the set N xt n we choose state t, calculate f = f(t) ? f(x tn ); and set x tn+1 = t; with probability p = exp(? =T n ); x tn ; with probability 1 ? p; where is when is positive and zero otherwise. Of course, the choice of the neighborhood structure is crucially important for the algorithm's performance. If the neighborhood is chosen too small, then the resulting simulated Markov Chain may move very slowly around in the search of the minimum. On the other hand , if the neighborhood is chosen too large, then the process eventually performs a \blind" random search throughout . It samples randomly from a large portion of the state space, and every next possible state is chosen practically uniformly over the whole set : As an extreme case it may happen that N xt = . The conclusion which has to be drawn from the above consideration is that the choice of neighborhood should be adapted to the approximation of the energy functional (or system Hamiltonian) in the search for a compromise between these two extremes. The rst step towards such an adaptation is realized in EAs. Typically, EAs deal with a population of solution instead of a single partial solution, as in CAs or SAs. The most important advantage of EAs consists of allowing an exchange of information between solutions in the current population (a cooperation step during the \generation cycle"). The main problems for EAs are related to the self-adaptation step when the solution's internal structure may be changed without interaction with other members of the population. When there are a lot of replicates of the same solution in a population, EAs may converge prematurely, which is usually called a diversity crisis. In such situations EAs are not competitive with the best versions of SAs. 4 There are classic examples of SAs like the steepest-descent method that have potentially the same problems as CAs.
Let us summarize the de nitions of strategies in the above three classes of discrete optimization algorithms: Here t > 0 is a relaxation time coupled to the algorithm performance when > 0; and X n is a population of solutions for the nth generating cycle. Functions F i ; i = 1; 2; 3 are algorithm-speci c. In general, they can be regarded as recursive functions of energy functionals, and the set of initial approximations X for the speci c algorithm:
F i = f ni (f ni?1 (:::(f 1 (X ; E):::)): (5.6) At any speci ed moment of time t, the de nition of strategy s t implies a coupling rule between and n i : The de nition of such a coupling leads to the well-posedness of the problem. In this sense, the well-posedness of limiting models based on the assumptions ! 1 and n i ! 1 is totally dependent on complete information about the initial conditions of the system, and a precise de nition of the energy functional.
The process of constructing mathematical models is always a competition between (i) an approximation of the system-environment boundary interface (which involves the system's internal time 44]), and (ii) the conservation laws for integral characteristics of the system (which involves modeler's time 39]). As a result of such a competition, the resulting mathematical models simulate coupling of the system to its environment, and can be considered as models of neither isolated nor closed systems. A formal expression of the competition is provided by the physical concept of relaxation time. Having captured in the mathematical model the notion of information formally, its numerical expressions can be used in decision making with uncertainty, characterised by the adequacy of the simulation of the system-environment coupling. In general, numerico-logical methods can be used e ectively only if an appropriate model has been constructed. Hence, the quality of an algorithm depends decisively on an adequate re ection of the system-environment coupling in the mathematical model. If constructing a model is an art rather than a science, then the latter formally begins from the derivation of an algorithm from the model 56].
In concluding this section, it should be emphasized that the quality of a mathematical model for dynamic system evolution is decisively dependent on (i) the approximation of the initial conditions for the system, and (ii) the approximation of the system-environment boundary interface. To minimize such dependency, the solution of a sequence of optimization problems can be used as an alternative to the limiting rescaling procedures approach. Such an approach seems to be more physically reasonable, since a-priori information about the system can be given only as a certain possibilistic distribution which allows us to select a new distribution according to certain principles 15, 49].
Coupled Mathematical Models of Macro and Micro evolution.
The complexity in identifying a \hard boundary" interaction between system and its environment is eventually determined by the degree of recurrence in the de nition of the system Hamiltonian. Such a de nition should be given with respect to the upper bound of error in the identi cation of the set of initial conditions X . Since, in general, perturbed and unperturbed models might give rise to qualitatively distinct types of descriptions of system behaviour for any arbitrary > 0; the perturbation parameter alone cannot be an appropriate characteristic of the model's uncertainty. We observe that perturbations are an important part of the system dynamics which cannot be appropriately formalized in mathematical models unless we regard the mathematical modelling of dynamic system evolution as a decision making process with limited information from the very beginning of the modelling process. Additional information about the system becomes available in time at stages due to the model-associated computations, observations and measurements. Hence, to approximate the dynamic system evolution, it is essential to take into consideration the fact that initial information about the system can only be given approximately. A mathematical formalization of such approximations is a challenging problem that requires new approaches.
On one hand, the idea of sequential approximation and the hyperbolicity of the underlying di erential equations is an intrinsic element of recent investigations in physics foundations 46, 30] . On the other hand, rescaling procedures allow us to construct mathematical models which are essentially parabolic by their nature. Moreover, the latter have proved to be a very useful tool for investigating the laws of nature. Although such rescaling procedures are always connected with the loss of some information, a justi cation of parabolic approximations of dynamic system evolution may be obtained if we assume that there exists a system density f on the Gibbs phase space ? such that its associated index of probability is given by log f: In general it allows us to consider the de nition of entropy in the Gibbs form as
instead of the de nition (5.1), where is de ned by (1.9). Such a formal identi cation of a (thermo)dynamic system with a probability space is based on the Gibbs conjecture. Namely, we assume that the appropriate description of a macroscopic system in thermodynamic equilibrium may be provided by certain probability measures on the phase space of the system. Although this conjecture has never been rigorously proved 24, 39, 40] , the passage from (5.1) to (6.1) is not without certain gains. It provides a convenient framework for the development of a mathematical theory for dynamic systems allowing the formulation of the concept of ergodic theory that expresses at least some aspects of irreversible thermodynamic evolution 45]. However, the introduction of a recursion function using the Lebesgue measure E (dx t ) does not answer the question of stability for a \projection" of the Liouville measure (for a system with a certain degree of freedom (5.1)) onto the energy surface using a sequence of the Gibbs measures that deal with microcanonical ensembles. As we explained above, from the physical point of view we should approximate the system Hamiltonian on the energy surface, which is also subject to an approximation. Hence, mathematically speaking, to rigorously justify models arising from application of the Gibbs conjecture, we should be able to construct both the forward-evolution model and its associate for the backward-evolution as we explained it in section 3. Gibbs was the rst who arrived at the concept of mixing, and who noticed that the very use of probabilities in the description of physical states implies a time asymmetry 45]. In turn, the latter implies reversibility of distribution functions in a mathematical sense, as well as a forgetfulness property with respect to the initial conditions of the system in the ow of time. Such a reversible time-asymmetry in the mathematical theory of dynamic systems is in contrast with the irreversible character of evolution implied by the second law of thermodynamics and Eddington's time arrow. The complexity of the mathematical formalization of evolution irreversibility was well understood by J.Gibbs, who wrote 22], it should not be forgotten when ensembles are chosen to illustrate the probabilities of events in the real world, that while the probabilities of subsequent events may often be determined from the probabilities of prior events, it is rarely the case that probabilities of prior events can be determined from those of subsequent events, for we are rarely justi ed in excluding the considerations of the antecedent probability of the prior events. Almost a century ago he clearly pinpointed that the main di culty in a mathematical formalization of the backward evolution models lies in the complexity of a probabilistic description of the initial conditions for the dynamic system, even if the probability of a terminal event is assumed to be given a-priori. At the same time he proposed an approach that allows the e ective construction of a framework for a formal separation of the \observer" from the \modeler", and the system from its environment. Such a construction plays a resolving role in mathematical modelling and computational experiments. In fact, if the conjecture is accepted, the \modeler" (at least in principle) can perform a task in the \best" possible way, and the idea to exclude the \observer" from the intermediate process of computations (except at the very beginning and the very end of this process) becomes natural 60]. Then the whole time-set of the evolution of a dynamic system may be associated exclusively with the \modeler" as an \error-nulling" optimizing device. The existence of such a device depends on the existence of an error-free model of dynamic systems, that in turn eventually depends on the de nition of a sequence of switching events or a time-partition, when the \modeler" may become the \observer" and vice versa.
Starting from this idea we can introduce the notion of a Generalized Dynamic System (GDS) where the decision maker (modeler/observer or problem solver) is considered as an intrinsic part of the model 39]. The basic steps of such a model construction are as follows: rst, we consider the mathematical model of a dynamic system e n+1 = H(v ; e n ); n = 0; 1; ::: (6.2) as a mapping that couples two space-time events of the system evolution by a function of the perturbed velocity v and the system's Hamiltonian or its approximation H: Then, we specify a sequence of events (e 0 ; e 1 ; :::) by temporal evolution. In practice such a speci cation is always an approximation for both the probabilistic and deterministic approaches. We assume that the basic features of dynamic rules that govern a system can be appropriately described by a velocity function v 1 : Furthermore, we allow the possibility of a \correction" of these dynamic rules by another dynamic which is speci ed by another velocity function v 0 : Formally, v 1 can be seen as a higher, but a-priori unknown, degree of recursion of the function v 0 : As a result, we arrive at the two coupled sequences (x 0 ; x 1 ; :::) and (h 0 ; h 1 ; :::): (6.3) When n ! 1 and ! 0 + we expect that the sequences (6.3) merge, producing events that can be characterized by the limit of the model (6.2). Since neither the degree of recursion nor the level of perturbations are known a-priori, we formalize the dynamics of the system by the two equations x t+1 = H 1 (v 1 ; x t ); h +1 = H 0 (v 0 ; h ); (6.4) where H 1 is an approximation to H and H 0 is an operator for sequential corrections of such an approximation.
If we assume that in principle system dynamics can be described arbitrary accurately, then the rst equation of the system (6.4) in the long run should be practically independent on v 0 : Such a limiting case corresponds to viewing perturbations as a force, \continuously" external to the system. However, in general, both functions v 0 and v 1 are perturbation-dependent. Thus, the system (6.4) provides the possibility of looking at the coupling between the velocity of the perturbed system and perturbations of its environment. It is assumed that in general such coupling can be looked at in two di erent space-time frames of reference, macroscopic and microscopic.
One possible direction in the development of the theory of dynamic systems was provided by the celebrated Gibbs conjecture which we mentioned above. This led naturally to the idea of the control of dynamics described adequately (for example, in the almost-everywhere sense) by the rst equation of the system (6.4) or its consequences, some of which we have considered in previous sections. Under this approach mathematical formalization of the decision rules need some a-priori assumptions on the smoothness of the function (or functions) that provides (or provide) an approximation to the recursive function H 1 : It is precisely these assumptions which formally allow the use of the perturbation theory in the investigation of underlying dynamic problems. In this way we \localize" the problem of scale interactions into a perturbation parameter which stores information about the complexity of the problem no matter how big the degree of recursion n really is. From this point of view it seems reasonable to look at the classical system of the theory of singular perturbations (like (1.3), (3.24) , (3.25) ) as those that may be obtained as a partial case of (6.4) by some appropriate rescaling procedures. More precisely, if is interpreted as a force, which is external to the system, then in the limit of ! 0 + the classic models in the theory of singular perturbations may be regarded as an in nite-recursion decision rule.
In the general case, however, the model (6.4) provides an interpretation of perturbations as an intrinsic tothe-system force. In this case it is reasonable to assume that both functions v 0 and v 1 are dependent on for any interval of time. Moreover, since the only available a-priori information on is its positiveness, we need to introduce a mapping to describe the behaviour of while the system evolves. To put it di erently, in order to perform at least in principle an in nite-recursion procedure when ! 0 + and n ! 1; we need some learning rules to be introduced into the model. inherit their dependency on the decision-maker function. If two events (between which GDS evolution has to be studied) are speci ed, then a pair of functions (h( ); (t; x)) give the solution to the problem. An approximation of such events can be given using a probabilistic connection between the micro and macro levels of the system description in the form of the complementarity principle v 0 (h; ; )j = 0 (t; x; v 1 )j t=t0 = 1:
We started from the consideration of the following equations _ h = v0( ; h; ) and _ x = ?v1(t;x; ).
If the smaller velocity v 0 is assumed, then the bigger at the initial moment of time should be chosen. Hence, formally by (6.7), we postulate the existence of the system in a space-time of events with the probability 1 at the initial moment t 0 of absolute DM-time for any arbitrary small values of v 0 . Since 0 may be given only approximately, any approximation that follows from (6.6),(6.7) enables us to identify such an approximation with a Perturbed GDS (PGDS). In the limit of vanishing perturbations ( ! 0 + ) the model (6.6),(6.7) (PGDS evolution) formally converts into the model for Unperturbed GDS (UGDS) evolution and merges with the model (6.2). Therefore, in principle the model (6.5) can be obtained from (6.6), (6.7) using (6.7(b)) as a corrector for the equation (6.7(a)). Such a corrector induces the presence in the equation (6.5) of the goal function f 0 :
The main di culty behind such a formal procedure is how to construct an appropriate corrector. From the probabilistic point of view this di culty was dealt with by Gibbs. Of course, there do not exist two non-identical events (related to the present state of the system evolution, and its future or past behaviour) described by any mathematical model with the same probability exactly equal to 1. In reality, all constructions of mathematical models for dynamic system evolution start from a countable base in space-time of events of PGDS evolution.
At the next step, we approximate (6.2), and this \fuzzi es" the deterministic concepts of evolution in the probabilistic descriptions of events. It should be noted, however, that a randomness of GDS evolution is induced by inherent approximations in the model construction and is not an independently established fact by itself. The lack of rigour in the description of a dynamic system by purely probabilistic models stems from the fact of such an approximation. On the other hand, the main di culty in applications of deterministic models is in the construction of e ective correctors to describe adequately dynamic rules. In both situations the success of modelling is de ned by the quality of an algorithm, which should be derived from the model using the concept of system stability.
7 Computational Models as Markov Chain Approximations.
As soon as dynamic rules (with or without control) de ne a model for system evolution as a function of time x t ; such a function becomes subject to intrinsic uncertainty for arbitrary small intervals of time. This is a natural re ection of the approximate character of mathematical models which can be in principle characterized by the degree n of recursion for such a function with respect to the function of density. Since such a degree can be rarely given a-priori, we can approach the problem solution by imposing an upper bound on : It seems to be natural that in applications to the real world, mathematical models of dynamic systems have to be understood as perturbed rather than unperturbed models. Of course, they will remain as such in the foreseeable future. In general, it precludes assumptions on the forgetfulness property for density distributions, and as a result the Markovian property for the perturbed system dynamics x t : Behind the complexity of the problem is the question of the system's stability. The idea which will be developed in what follows is to construct a Markov Chain approximation simultaneously with an approximation of the system (that depends on Markov Chain parameters) to guarantee its stability. Hence the Markov Chain shall play the role of a learning rule for the system under an approximation of the perturbed system's velocity by its approximation v 1 in the macroscopic DM frame of reference. As a result of such a construction and the Markov theorem on the generalized law of big numbers, the pair of functions (h( ); (t; x)); which describes the process of GDS evolution, shall possess the Markovian property. Furthermore, it is proposed to approximate this process by a pair of discrete functions ( h n ; h n ) 6 , where h n is an associated (with the microscopic frame of reference) Markov Chain state. Let us consider the PGDS described by the form of the generalized energy equation (6.5) @ @t + v 1 (t; x; ) @ @x =f 0 (t; x; ):
The approximation of the initial condition for this model is speci ed in the DM-time scale as (x; t)j t=t0 = ( ); (7.2) where depends on the approximation of the function v 0 in (6.7). Hence, formally, the model (7.1), (7.2) can be seen as a macro-model for GDS evolution. However, microscopic features of the dynamics 7 are taken into account by the possibility of coupling between the parameter of system perturbations and the decision-maker
function : In what follows, a technique which is based on the construction of a hybrid-type algorithm 10] for the solution of this problem will developed. The main results concern the derivation of a learning heuristic procedure that combine the e ective features of (5.5), (5.6). To simplify the derivation, I explain the main ideas in the one-dimensional case, denoting a characteristic length of the system as h and assuming that h T ? t 0 .
Let us consider the evolution of the system de ned by the dynamic rules (7.1), (7.2) in a square region of the macroscopic frame of reference G = f(x; t) : x 0 x < X t ; t 0 t < T x g; (7.3) where absolute DM-times of initial (t 0 = t 0 ) and terminal (T x = T) events, as well as a position x 0 = x 0 of the system, are speci ed. If GDS evolution takes place in G under a certain level of perturbations > 0; then for this region the function v 1 depends on the DM-function . This depends on v 0 being subject to approximation from the initial moment of DM-time. Hence, we shall approximate the function v 1 with respect to our approximation of the function v 0 in a recursive manner. First we introduce the discrete grid in the region (7.3) ! h = f(x i ; t j ) : x i+1 = x i + h i ; t j+1 = t j + j ; i = 0; n ? 1; j = 0; m ? 1; t m = Tg; (7.4) and consider an elementary space-time cell c ij = x i ; x i+1 ] t j ; t j+1 ] G: The nodes of the grid (7.4) connect events relevant to the system evolution. We shall refer to the whole set of such events in G as a set of macroscopic events. Let t j and t j+1 be two moments of absolute time (de ned by DM) that correspond to two subsequent macroscopic events e j ; e j+1 of system evolution. Since the process (x t ; t ) is assumed to be Markovian, these events can be speci ed by two pairs of discrete functions e j = ( h j ; (x i ; t j )); e j+1 = ( h j+1 ; (x i+1 ; t j+1 )); where h of the system be : Then, we formally express the idea of subordination in the de nition which follows, where we consider the limiting case ! 0 of such a subordination. De nition 7.1 Let e j = ( h j ; (x i ; t j )); e j+1 = ( h j+1 ; (x i+1 ; t j+1 )) be two subsequent macroscopic events of GDS evolution that happen with the probability 1. Then the GDS velocity function between the macroscopic events e j and e j+1 can be de ned in an elementary space-time cell c ij G as v(t; x) = lim !0 E hj(xi; j ) h j : (7. 5)
The numerator under the limit in (7.5) is referred to as the velocity of the Markov Chain between two subsequent macroscopic events.
The de nition of the velocity function as the most probable jump of the associated Markov Chain (the jump which minimizes the energy of the transition) gives a way to construct a stable approximation of the Hamiltonian of GDS evolution. We relate the macroscopic behaviour of the system to its microscopic characteristics de ned in an elementary space-time cell c ij . As a result, in any such cell 9 the GDS velocity de ned by (7.5) is always greater than or equal to 1. Hence, if the process is approximated in c ij ; the Courant-Friedrichs-Lewy (CFL) stability condition 12] ( h) is satis ed automatically, regardless of the actual values of the velocity function in c ij .
Remark 7.1 In the limiting case h ! 0; de nition 7.1 loses its meaning and a macroscopic system degenerates into a point. Mathematically, however, this situation is well-de ned as n ! 1 (m n):
v(t; x) = v ; (7.6) which returns us to the model (6.2). Although formally, de nition (7.5) coincides with the ordinary de nition of the velocity function under the assumption of continuity (an number of microscopic events between e j and e j+1 ), the latter is subject to application only in the case when both of the following claims are justi able: knowledge of the \exact" Hamiltonian; knowledge of the initial conditions with \in nite precision". Neither of these two can be guaranteed even for a simpli ed dynamic motion 18, 19] . Whereas in the classical de nition of the velocity function we relate microscopic points in the macroscopic frame of reference, 8 To simplify the notations, numeric indexes near and h are omitted. 9 it cannot degenerate into a point due to the existence of the macro-level (7.5) establishes a correspondence between two macroscopic events on the probabilistic basis of microscopic events between them. Hence, the GDS velocity is a measure of changes which take place on the microscopic level with respect to the macroscopic behaviour of the system. If we assume that such changes are vanishing, lim !0 + v = v 1 ; then we can expect (see (7.6) )that lim !0 + ; n!1 v(t; x) = v 1 :
We call the mathematical idealization of evolution described by the model (6.2) with the limiting velocity de ned by (7.7) an In nite Length Unperturbed Markov Chain (ILUMC). The reality of perturbations ( > 0) implies an approximation v v 1 that leads to the computational idealization of an In nite Length Perturbed Markov Chain (ILPMC). The approximate relationship lim n!1 v(t; x) v 1 (7.8) re ects our endeavors to describe the evolution of PGDS. In general, mathematical modelling of GDS evolution according to (7.8) implies an approximation of the macroscopic velocity function with respect to an inevitable approximation of the function of micro-velocity. Such an approximation can be seen as the choice of a countable base in a topological space that induces a transformation from a space-time of events of PGDS to a discrete space-time of macroscopic events of this system evolution. This assumes a passage from the grid of macroscopic events ! h de ned by (7.4) to a new grid, nodes of which are computational models of these events de ned by a topology base in the macroscopic frame of reference.
A consideration of the space-time as a causal discrete set was the subject of many publications (see, for example, 7, 9] and references therein). Recently some new theoretical results on dynamic system discretizations on lattices have been obtained 14]. Below we formalize these ideas with respect to our models using the Markov Chain approach. First, the state space of the initial macroscopic event e 0 has to be speci ed with respect to absolute time of the decision maker, and an approximation of the system-environment boundary at the initial moment of such absolute time.
In the case of a one-dimensional approximation we de ne this space in the macroscopic frame of reference as We assign to each state of a particular probability weight p 0 i ; which can be de ned on the basis of the micro-velocity approximation with the property of decreasing probabilities 1 p 0 0 = p 0 1 > p 0 2 > ::: > p 0 N 0 (the theoretical limit of \in nite precision" is not excluded). Thus, to de ne the state space of a macroscopic event, we include a theoretical possibility of GDS evolution in each cell of the grid of macroscopic events. If h i = h; i = 0; 1; :::; n ? 1; then max j j h and the limiting case of equality leads to a consideration of a square grid ! 2 h (m = n) which has the resolution to identify any macroscopic event relevant to system evolution in G when n ! 1: This case implies h ! 0 (and as a consequence ! 0) when the state space of the initial macroscopic event de ned according to (7.10) degenerates into a ray that indicates the loss of connection between absolute DM-time and relative time of the dynamic system. We can circumvent this problem of uncontrolled propagation of initial uncertainty by a probabilistic description of macroscopic states which are subject to conservation of the Markov condition on the basis of an appropriately constructed Markov Chain associated with GDS evolution.
De nition 7.2 A set of macroscopic events de ned by a mapping ! 2 h ! (i; j); where (i; j) = f(x i ; t j ); i = k; 2n ? k; j = k; k = 0; ng; (7.10) is called the cone of macroscopic events of system evolution. Remark 7.2 The formula (7.10) in the de nition 7.2 is given for a \one point target in absolute DM-time"
and can be generalized for any target set including a set of isolated points in the DM-time scale (t = T). This may be of the great importance for some optimal control problems. Our next step is an approximation of the macro-velocity function with respect to the micro-velocity using the de nition 7.1. As a characteristic of the microscopic velocity function > 0 we use a numerical index n = o( +h)
de ned in the macroscopic frame of reference by probability weights of the neighbourhood states of an associated Markov Chain.
De nition 7.3 A Markov Chain h n ; n < 1 is consistent with the Markov process (h( ); (t; x)) de ned by the mathematical model of GDS evolution (7.1), (7. n h j = o(h + ) (7.12) hold. We refer to the condition (7.11) as the condition of local consistency, whereas (7.12) is referred to as the global consistency condition. Remark 7.3 The equalities (7.11), (7.12) imply the fact that the macroscopic properties of the system should not change dramatically in small (with respect to the whole evolution) DM-time-sets, although microscopic properties can vary signi cantly subject to the velocity function. Another way of putting it is that consistency conditions referring to the probabilistic microscopic level make explicit basic features of system evolution on the macroscopic level. The same role in physics is played by the second law of thermodynamics 45].
In general, even if in the reality of dynamic system evolution there exists a uniform movement of the microscopic frame of reference with respect to the macroscopic one with a velocity v ; and a linear dependency of the corresponding points (x; t) and ( ; h); these facts can be established neither by mathematical modelling nor by a measuring experiment. However, the limiting case of our consideration (when h ! 0 and hence ! 0) implies that cov hj(xi;u j ) n h j ! 0 when n ! 1:
Of course, the in nite length Markov Chain is within the scope of the Markov theorem on the generalized law of big numbers. illustrate schematically a connection between FLPMC, ILPMC and ILUMC. An approximation error of FLPMC with respect to ILUMC is de ned by E( ; n) = ( ) + n ; which vanishes in the limit ! 0 + and n ! 1. In this case 10 the macro-velocity of the system coincides (see (7.7) ) with the velocity of the associated ILUMC, and ( h n ; (x i ; t j )) ! (h( ); (x; t)):
Any other cases assume a probabilistic description of physical states (see 44] ) that can be associated with an appropriately constructed Markov Chain. It makes it necessary to transform the continuous space-time of a macroscopic frame of reference into the discrete space-time of macroscopic events of system evolution, that is to 10 when classical concept of continuous phase space trajectories can be formally applied construct the cone of macroscopic events. The base of this cone is subject to the implementation of the complementarity principle (6.7), which acknowledges the fact of the system existence at the initial moment of DM-time with the probability 1 11 . We note that as an alternative approach there is the theoretical possibility to control possible changes of macro-velocity from the micro-level. In general, using an appropriate approximation (that is valid for the macroscopic level of system description), we can describe the event e 0 in the two complementary forms either position-and-DM formulation as (x 0 ; 1); or time-and-macro-velocity formulation as (t 0 ; 0): Theoretically, we can combine both approaches by considering the problem in terms of macro-velocity and the DM-function that corresponds to the speci cation of the event e 0 as (0; 1). Such a consideration is typical for mathematical models in optimal control theory, where the decision maker plays the role of the \error-nulling" optimizing device of a modeler type. This approach can be regarded as the velocity-control formulation of evolutionary problems. An alternative consideration of initial conditions as (1; 0) seems to be intrinsic to the investigation of biological self-organizing dynamic systems. DM in such cases can be associated with the \ob-server", and this approach can be formally regarded as the velocity-energy formulation of evolutionary problems.
To combine both possibilities in such a speci cation of the event e 0 ; computational models of dynamic system evolution should be derived. The main di culty that immediatly arises stems from the necessity of an approximation of the limit of n (n) for any dynamic system which evolves in space-time (n ! 1) under the possibility of vanishing perturbations ( ! 0 + ). The method proposed in this paper is based on such a construction of computational event-models in the cone of macroscopic events that preserve the stability property of associated evolution. In general, such an approach permits the DM to switch from \observer" to \modeler" and vice versa whenever it is necessary.
To construct a stable approximation of the model (7.1), (7.2) the idea of the upwind discrete scheme with ux limiters 57] is used. Without loss of generality for the numerical procedure, we assume thatf 0 = 0; which reduces the equation (7.1) to (6.6(b)). First, let us introduce in the cone of macroscopic events (7.10) a oating grid: j an associated event depends only on the macroscopic event that corresponds to the t j?1 -moment of DM-time, the value of j?1 is subject to stability conditions for the system. Such conditions depend on the velocity of the system, which is approximated using an evolution- However, it does not give a way to specify the initial condition for the macro-model (7.1), (7.2) Here i ; i = 1; 4 are ux limiters which are subject to de nition with respect to the velocity function approxi- gives the required equality (7.19), if we take into account (7.12).
Remark 7.5 For each cell c ij ! h a probabilistic analogue of the characteristics of equation (7.1) can be de ned by the equality cov hjx;d n j h n v MC = const: (7.20) To estimate the value of const in (7.20) we can eliminate the term o( + h) in our approximation using (7.11) and (7.12 (7.24) holds, the stability condition (7.23) is satis ed.
Example 7.1 Examples of the choices of ux limiters are given below for two partial cases.
If v ? = 0 and 2 = 0 (i = j) then the value of the ux limiter 1 can be found from (4.16) :
The identi cation of ux limiters completes the construction of the discrete scheme which de nes the Markov Chain with the corresponding interpolation interval (subject to stability conditions) and transition probabilities. We state the result in the form of the theorem on the Markov-Chain-approximation stability in discrete spacetime of events. Remark 7.6 (on convergence). When n ! 1 the velocity of the Markov Chain converges to the velocity of the process in the sense of theorem 7.1. If we consider, for example, a formulation of the problem in terms of velocity-control, then due to the complementarity principle the discrete function (7.25) converges to the decision maker function of the system. Remark 7.7 (on numerical procedures). A numerical method proposed in this section is an explicit (evolution forward) stabilization procedure where the DM-function is a stabilizing factor subject to the velocity of the system.
Remark 7.8 (on backward evolution operators and continuity of phase space trajectories). A probabilistic description of event e n0 precludes the situation where terminating data for backward evolution procedures can be speci ed in a \deterministic" way. Moreover, states x(t 0 ) and x(T) of the system in DM-absolute-time scale can be characterised by di erent probability weights, which makes the continuity assumption for the connecting trajectory inapplicable in general. 8 Computational Aspects of Discrete Markov Decision Processes.
In a vicinity of any event e 0 which we might conditionally associate with the present of GDS evolution, there are in nitely many events relevant to the GDS evolution which might be called past and future events of evolution. As a result, an event itself can be formalized mathematically, neither with a deterministic certainty, nor with a precise probability. This implies di culty in justifying the separability of topological spaces when the evolution of UGDS and PGDS is investigated. we call the optimal Markov policy, which gives (in the DM-time scale) the Markov Chain approximation to GDS evolution (h( ); (t; x)). The DMDP, which is associated with this policy, corresponds to the construction of such a Markov Chain which evolves to the most probable state of the system preserving the property of strong causality of macroscopic events.
9 Conclusion.
In this paper mathematical modelling of dynamic system evolution has been studied as a problem in information theory. Computational models for evolution based on the ideas of evolution-associated Markov Chain approximations have been developed. Since the velocity function of the system is coupled to perturbations of its environment, stability conditions for the system have been derived in an explicit form. Mathematical models for the evolution of dynamic systems are closely connected with discrete optimization problems through the de nition of information and the associated notion of entropy for thermodynamic systems. Information uncertainty in knowledge bases in uences the construction of mathematical models, and should be taken into account. This implies a certain heuristic nature in such a construction. Such heuristic approaches are an important part of studying dynamic system evolution, and will remain as such in the foreseeable future, supplementing achievements obtained with the increasing computational power of modern computers and improved methods of data collection and analysis. Moreover, hybrid procedures combining the features of constructive, sequential, and evolutionary algorithms of discrete optimization give a general framework that could challenge well-established techniques in optimization theory.
Many important breakthroughs in optimization theory are intrinsically connected with the application of algorithms of sequential analysis that are based on the Markovian-type schemes. Such schemes are typical in computational models where minimax concepts of optimality are used. A mathematical formalization of the problem is quite natural, and is computationally consistent. The problem is viewed as attempts by the decision maker to obtain the best guaranteed result with respect to available information about the problem. The same formalization is a starting point for constructing mathematical models where other (such as probabilistic) concepts of optimality are used. In applications of such decision-maker schemes there is a natural contradiction between a desire for informational completeness in the model that is being constructed and a desire to choose functional classes for which e ective computational algorithm exists. In a search for a compromise between these two extremes induced by the \energetic"(combinatorial) and informational complexity of the underlying algorithm 56, 58] it is reasonable to include the decision maker as an intrinsic part of the constructed model using some learning rules. As a result, mathematical models become coupled to their computational associate. This allows us to look for the optimal algorithms as those that at each step of their performance in the best way use the information, which is accumulated by this step. The number of steps and quality of performance can be mathematically de ned by the degree of recursion of an approximation to the system Hamiltonian (with respect to the density function) and the parameter of perturbations. In studying dynamic system evolution it is expected that a compromise between the two mentioned types of complexity can be achieved by the requirement of system stability. This cannot be guaranteed in general unless the underlying model is de ned by hyperbolic rather than purely parabolic dynamic rules. Example of this type have been derived, and the limiting cases of vanishing perturbations and in nite recursion rule have been discussed. The results on the derivation of hyperbolic equations of the Hamilton-Jacobi-Bellman type for non-smooth and stochastic optimal control will be published separately 39, 40, 41] . Their connection with the principles of extended irreversible thermodynamics 46, 30] as well as computational algorithms shall be also discussed elsewhere.
