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Introduction
In this thesis I present the work done while I was employed at the European Organization for Nuclear
Research (CERN), where I was awarded a fellowship as an Early Stage Researcher (ESR) within the
Marie Curie Training Network on Particle Detectors (MC-PAD)1.
My activity is articulated in two main projects, both involving R&D on micropattern gas detectors.
My supervisors are Leszek Ropelewski and Jörg Wotschack, both based at CERN. My Ph.D. advisor is
Ian Brock, with whom I had weekly phone meetings.
My first project, described in Chapter 3, focuses on gas electron multipliers (GEMs). Foils man-
ufactured with the traditional double-mask process have maximum dimensions of about 30 × 30 cm2,
because of the difficulty in the manual alignment of the two photolithographic masks. To overcome such
a limitation, in 2007 the single-mask technology was introduced, which is scalable to square metre size.
I took part in the improvement of the novel technique in two ways. On the one side, I performed
numerical simulations to study the electrostatic properties of the GEM as a function of the geometry of
the holes in the substrate. On the other side, I evaluated the performance of several specimens in terms
of robustness against sparks, maximum achievable gain and gain stability. These research activities,
carried out in collaboration with the production workshop, enabled the refinement of the procedure.
Single-mask GEMs now offer the same performance as the traditional foils and they are at the base
of various experiments and upgrade projects.
The second topic, presented in Chapter 4, regards the exploitation of the micro-mesh gaseous structure
(Micromegas) technology for the construction of tracking chambers. The detectors are aimed for the
ATLAS new Small Wheels, which will replace the current ones during the second long shutdown of
the Large Hadron Collider. The main challenges are the large area coverage and the elevated discharge
probability due to the abundance of highly ionizing particles.
In this context, I investigated two different approaches to make Micromegas spark-tolerant. Firstly,
I probed the idea of lowering the discharge probability by introducing a GEM above the amplification
mesh. I measured the effective gas gain and the spark rate of a small size Micromegas, both in standalone
configuration and in combination with the GEM and I compared the results. Later, I got involved in the
analysis of test-beam data acquired with a resistive Micromegas. I developed the analysis framework
and several software modules and I performed in-depth studies of the detection efficiency and of the
space resolution, confronting the extracted figures to those of a non-resistive chamber.
I demonstrate that a double-stage Micromegas can reduce the discharge probability by more than
an order of magnitude and that resistive Micromegas exhibit a superior performance in terms of both
detection efficiency and space resolution with respect to non-resistive chambers.
1 European Union Seventh Framework Programme for Research (FP7) grant agreement no. 214 560-2
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CHAPTER 1
Radiation interaction in matter and operating
principles of gas detectors
The design and operation of a radiation detector are based on the way in which the particles to be
observed interact with matter. The detection ultimately relies on the incident radiation transferring a
fraction or all of its energy to the atoms or molecules of the detector active volume. A knowledge of
the physical processes with which the radiation loses energy in matter is therefore a prerequisite to the
understanding of any detector technology.
This chapter sets the physics framework and gives an overview of the theory that is needed to com-
prehend the research work presented in the thesis. The most relevant radiation interaction processes
in matter are presented. Charged particles are considered at first, classified according to their mass in
heavy charged particles and electrons. The treatment of neutral particles follows, giving insights on
photon interactions and a quick summary of neutron effects. Finally, the last part of the chapter focuses
on the operating principles of gas detectors.
1.1 Interaction of heavy charged particles
Heavy charged particles is a very broad category that covers all the radiation carrying a non-zero electric
charge, with the only exceptions of electrons and positrons. Ions, hadrons and muons are examples of
particles that belong to this class.
Heavy charged particles lose energy mainly through Coulomb interactions with the orbital electrons
of the material they traverse. Interactions with atomic nuclei are possible, but rare and not significant for
detection purposes. During a collision, an orbital electron feels an impulse whose intensity is a function
of the impact parameter. Depending on the impulse size, the atom containing the electron gets excited or
ionized, while the heavy charged particle loses a fraction of its kinetic energy. Most collisions have an
impact parameter much larger than the atomic radius and, as a consequence, highly energetic electrons
are unlikely to be produced. More specifically, the energy loss probability decreases with the square of
the transferred energy. The minimum transferable energy in a single interaction depends on the average
electron binding energy in the atom and scales approximately with the square of the atomic number.
The maximum transferable energy is 4Eme/M, where E and M are the kinetic energy and mass of the
incident particle, respectively, and me the electron mass. Heavy charged particles therefore lose only a
small fraction of their energy in each collision, decelerating slowly and continuously.
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Figure 1.1: Linear energy transfer of muons in argon [1].
The differential energy loss per unit of path length along a particle track is commonly referred to
as linear energy transfer or LET. Alternative terminologies include linear stopping power and specific
energy loss. Figure 1.1 shows the linear energy transfer for muons in gaseous argon. The LET is
conveniently measured in MeV cm2/g in order to remove the dependence on the material density.
Building on physics considerations similar to the ones above, Bethe produced a model that describes
the linear energy transfer with a few percent accuracy [2]. The Bethe equation is valid for heavy charged
particles with 0.1 . βγ . 103 traversing media with intermediate atomic number:
− 1
ρ
〈
dE
dx
〉
Bethe
=
NAe4
4pi20mec
2
· Z
A
· z
2
β2
·
ln 2mec
2β2γ2
I
√
1 + 2γme/M + (me/M)2
− β2 − δ (βγ)
2
−
∑
i
Ci
Z
 (1.1)
In the validity region of the Bethe formula, the linear energy transfer does not vary significantly with
the material. The dependence is through Z/A and therefore the LET slightly decreases with increasing
atomic number. The heavy charged particle mainly contributes with z2/β2. The deposited energy de-
creases as 1/v2 and it reaches a minimum where the logarithmic term starts to become important. The
position of such minimum drops from βγ = 3.5 to 3 as Z increases from 7 to 100, while the correspond-
ing LET decreases from about 2 to 1 MeV cm2/g. Particles in this velocity range are called minimum
ionizing particles or MIPs.
The logarithmic term takes into account the minimum and maximum transferable energy in a single
collision. I is the average electron binding energy in an atom, which roughly corresponds to 10Z eV. A
dependence on the heavy charged particle mass M is introduced at high velocities through the maximum
transferable energy. The logarithmic rise has to be corrected with the density effect term δ (βγ) /2 to
include the medium polarization, that reduces the number of distant collisions, thus suppressing the
growth. The remaining relativistic rise comes from the increase of the maximum transferable energy,
2
1.1 Interaction of heavy charged particles
Figure 1.2: Range of heavy charged particles.
which results in the production of rare energetic electrons. Ionization electrons having a kinetic energy
much higher than I that can produce secondary ionization are called delta rays.
At low energies, shell corrections Ci/Z describing the material atomic structure become important.
This refinement makes the Bethe equation accurate to about 1% down to βγ ' 0.05. For 0.01 . βγ .
0.05, no satisfactory theory exists and phenomenological fits are used. When βγ . 0.01, that is compar-
able with the velocity of the outer orbital electrons in the traversed medium, the linear energy transfer
is proportional to β. At even lower velocities, non-ionizing nuclear recoils become the dominating
mechanism for energy loss.
The upper limit of applicability of the Bethe formula is defined by the onset of radiative effects,
which include e+e− pair production, bremsstrahlung and photonuclear reactions. The total linear energy
transfer is given by Eq. (1.2).
− 1
ρ
〈
dE
dx
〉
total
= −1
ρ
〈
dE
dx
〉
Bethe
− 1
ρ
〈
dE
dx
〉
radiative
= a (E) + b (E) E (1.2)
a (E) is the Bethe term, which increases logarithmically with the energy of the heavy charged particle.
b (E) models the radiative contributions and varies slowly with E, so that the dissipated energy is roughly
proportional to E. The condition in which the radiative losses equal the ionization losses is called critical
energy and is denoted with Ec.
The radiation penetrating power in matter is conventionally expressed by the range. The range is ex-
perimentally determined by placing a particle counter in front of a collimated source of monoenergetic
radiation. Absorbers of increasing thickness are interposed between the source and the counter and the
corresponding number of detected particles is recorded. Figure 1.2 shows the relative count rate as a
function of the traversed distance for heavy charged particles. Small values of the absorber thickness re-
duce the heavy charged particles’ kinetic energy, but, as the paths are almost straight, the beam intensity
remains the same. When the thickness reaches the length of the shortest track, the count rate starts to
decrease and rapidly drops to zero. The mean range Rm is defined as the distance over which the relative
intensity is reduced to one half.
Given the stochastic nature of the energy loss processes, the radiation in an initially monoenergetic
beam will show a spread in the path length. This phenomenon is known as range straggling and it is
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responsible for the more or less pronounced sharpness of the cutoff in Fig. 1.2. Differentiating this curve
leads to a peak whose width is taken as a measure of the range straggling. For heavy charged particles,
the effect is not very pronounced and amounts to a few percent of the mean range.
1.2 Interaction of electrons
At low energy, electrons and positrons behave similarly to heavy charged particles, losing energy primar-
ily through excitations and ionizations. However, the mass identity between the incoming radiation and
the target atomic electron, and the quantum indistinguishability of the two particles in case of an incid-
ent electron, modify the interaction kinematics, thus making the Bethe equation not directly applicable.
Moreover, concurrent processes such as Møller scattering, Bhabha scattering and positron annihilation
add small corrections to the linear stopping power at low energy.
Fast electrons predominantly lose energy by bremsstrahlung. Bremsstrahlung is a coherent phe-
nomenon involving particle acceleration and deflection on atomic nuclei, in contrast to excitations
and ionizations where the momentum is transferred incoherently to the individual orbital electrons.
Bremsstrahlung therefore increases as Z2, rather than linearly with the material atomic number. Energy
is irradiated at a rate proportional to the electron energy, which implies an exponential energy decrease
along the track, as stated in Eq. (1.3).
E (x) = E0 exp
(
−ρx
X0
)
(1.3)
X0 is called radiation length and it is measured in g/cm2. It represents the distance that electrons and
positrons have to travel to see their energy decreased by a factor e. For Z > 4, the radiation length
is accurately modeled by Eq. (1.4), where α is the fine structure constant and re the classical electron
radius [3–5].
1
X0
=
4NAαr2e
A
{
Z2
[
ln
184.15
Z1/3
− α2Z2
(
1
1 + α2Z2
+ 0.202 06 − 0.0369α2Z2
)]
+ Z ln
1194
Z2/3
}
(1.4)
Equation (1.5) provides an approximation with a data agreement better than 2.5%.
X0 =
716.4 g/cm2A
Z (Z + 1) ln
(
287/
√
Z
) (1.5)
Since electrons and positrons have the same mass as the orbital electrons, a large fraction of their
energy can be lost in a single encounter and large deviations in their trajectories are possible. As a
consequence, they show much more tortuous paths then heavy charged particles and their track length
can be considerably greater than the penetration distance. This has an impact on the range definition.
Figure 1.3 sketches the characteristic intensity trend of a monochromatic electron beam as a function
of the traversed material. Even small values of the absorber thickness reduce the count rate, as the
electrons can be scattered out of the detector acceptance. The intensity then slowly decreases and levels
off to zero, reflecting the amount by which electrons are deviated from their original direction. In these
conditions, it is preferable to use the extrapolated range Re, corresponding to the linear extrapolation of
the transmission curve from half intensity to zero. This value corresponds to the absorber thickness that
is required to ensure that almost no electrons will pass through.
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Figure 1.3: Range of electrons and positrons.
1.3 Multiple Coulomb scattering
Besides losing kinetic energy through the mechanisms described in the previous sections, charged
particles traversing a medium also have their trajectories modified by many deflections. Although strong
interactions play a role for hadronic projectiles, the bulk of the effect is due to Coulomb scattering on
atomic nuclei.
Multiple Coulomb scattering is well represented by the theory of Molière [6]. The planar angular
distribution is roughly Gaussian at small angles and behaves like Rutherford scattering for wider deflec-
tions, with large non-Gaussian tails. In the Gaussian approximation, the central 98% of the projected
angular distribution is given by Eq. (1.6).
dN
dθ
=
1√
2piθRMS
exp
− θ22θ2RMS
 (1.6)
θRMS can be obtained from an empirical fit to the Molière distribution, as shown in Eq. (1.7) [7–9]. Here
z, βc and p are the charge, velocity and momentum of the incident particles, while x and X0 are the
thickness and radiation length of the traversed material. This formula is valid for media of any atomic
number and is accurate to 11% or better in the range 10−3 . x/X0 . 100.
θRMS = 13.6 MeV · z
βcp
·
√
x
X0
·
(
1 + 0.038 ln
x
X0
)
(1.7)
Other useful variables are the RMS linear deviations on the exit plane of the scattering material, along
directions perpendicular to the incident beam. These quantities, denoted with yRMS and zRMS, can be
expressed in terms of the angular distribution width θRMS, as indicated in Eq. (1.8).
yRMS = zRMS =
xθRMS√
3
(1.8)
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1.4 Interaction of photons
Photons are neutral radiation and therefore do not experience Coulomb forces. They travel in matter
without losing energy until they interact and disappear, emitting secondary particles in the process. This
is in sharp contrast with the behaviour of charged radiation, that slowly and continuously loses energy
through many simultaneous interactions.
The concept of linear energy transfer used to describe charged particles cannot be applied to photons.
Photon interactions are rather defined by their cross section. Given a monoenergetic beam of photons
with energy E = hν traversing a medium with density ρ and atomic number A, the differential decrease
of beam intensity dI in a material thickness dx is proportional to the intensity I through the total cross
section σ (E). This leads to an exponential reduction of the number of photons, according to Eq. (1.9).
dI
dx
= −NAρσI
A
I (x) = I0 exp
(
−NAρσx
A
)
(1.9)
The above relation is usually expressed in terms of the attenuation coefficient µ (E), as shown in Eq.
(1.10). In order to remove the dependence on the material density, the mass attenuation coefficient µ/ρ
is introduced, as shown in Eq. (1.11). The quantity ρx is called absorber mass thickness.
µ =
NAρσ
A
I (x) = I0 exp (−µx) (1.10)
µ
ρ
=
NAσ
A
I (ρx) = I0 exp
(
−µ
ρ
ρx
)
(1.11)
An alternative approach makes use of the mean free path λ (E). This is defined as the average distance
traveled by photons before an interaction takes place and corresponds to 1/µ, see Eq. (1.12). Since λ
coincides with the material thickness that reduces the beam intensity by a factor e, it is also given the
name of attenuation length.
λ =
A
NAρσ
I (x) = I0 exp
(
− x
λ
)
(1.12)
Photons interact with matter in several different ways. Each mechanism is characterized by its specific
cross section σi and the total cross section σ is the sum over all the processes.
The detection of neutral radiation and the measurement of its properties relies on the charged particles
emerging from the interactions. Photon interactions give rise to electrons, which then lose energy as
described in the first part of this chapter. A photon detector must therefore be designed to favorite the
reactions generating the charged secondaries and measure their energy loss.
Section 1.4.1 to 1.4.4 give an overview of the physical processes in which photons interact in matter,
focusing on those of higher relevance for particle detection.
1.4.1 Elastic scattering
Elastic scatterings are reactions in which a photon is absorbed and subsequently re-emitted without
energy loss. Although the emerging quantum carries the same momentum as the impinging one, its
direction changes in the scattering process. The cross section of atomic elastic scattering, such as
Rayleigh scattering, is energy-independent for large photon wavelengths and drops above a few keV.
Elastic interactions are of little interest for photon detection and their effects are usually neglected
because their cross section is lower than for other mechanisms and their only net effect is a change of
the particle direction.
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1.4.2 Photoelectric effect
The photoelectric effect is a physical process in which a photon is absorbed by an atom, causing the
ejection of an orbital electron. The expelled electron takes the name of photoelectron. In the photo-
electric effect the photon interacts with the atom as a whole, not with the single electron. Kinematic
considerations forbid the photoelectric effect to happen on a free electron, as a recoiling atom is needed
to compensate the photoelectron momentum. For this reason, the interaction is most likely to happen on
the most tightly bound electron energetically accessible.
Figures 1.4 and 1.5 show the total cross section as a function of the photon energy in a light material
like carbon and in a heavy material like lead. The contributions from different mechanisms are also
highlighted, the photoelectric effect being the predominant process at low energy. The shells’ influence
on the photoelectric cross section in lead is visible as discontinuities called absorption edges, that co-
incide with the various electron binding energies. The highest-energy discontinuity corresponds to the
K shell, the second highest to the L shell and so on. The only absorption edge of carbon lies outside
the considered energy range and therefore it is not visible in Fig. 1.4. For energies slightly above an
edge, the photon can access an inner shell that has a higher ionization probability and therefore the cross
section increases. For energies just below the edge, the reaction is no longer energetically possible and
the cross section drops abruptly. Far from absorption edges, the cross section decreases steeply with
growing energy because the photon goes off resonance. Although there is no universal analytic expres-
sion for the dependence on the photon energy E and the material atomic number Z, an empirical scaling
law is given by Eq. (1.13), where n is a function of E and ranges from 4 to 5 [10].
σphotoelectric ∝ Z
n
E3
(1.13)
The emerging photoelectron carries a kinetic energy, Ee, equal to the photon energy, hν, minus the
binding energy, Eb, minus the atom recoil energy, Ea. Although the atom is necessary to compensate the
photoelectron momentum, its kinetic energy is negligible due to its high mass. Ee is therefore effectively
given by Eq. (1.14).
Ee = hν − Eb (1.14)
Photoelectrons are not all produced in the same direction nor are they emitted isotropically. To a first
approximation, at low energy the process is due to the photon electric field that oscillates perpendicularly
to the wave propagation vector, thus generating a bipolar angular probability distribution for the ejected
photoelectron. As the energy increases, the electron gains a Lorentz boost and the two lobes of the
angular distribution get squeezed in the forward direction.
The photoelectric effect leaves an ionized atom, that presents a vacancy in the shell from where the
photoelectron was expelled. This vacancy is quickly filled through the rearrangement of the atomic
electrons or the capture of a free electron from the medium and the consequent production of a char-
acteristic X-ray photon or Auger electron. In most cases either particle can emerge and the fluorescent
yield measures the probability of a radiative de-excitation to take place. Light materials preferably emit
Auger electrons, while high-Z atoms show a higher fluorescent yield. Auger electrons have a short range
and deposit all their energy in the proximity of the original interaction site. X-rays are also generally re-
absorbed close to their creation point through the photoelectric effect involving less tightly bound shells
in other atoms.
If no radiation escapes from the detector active volume, the sum of the kinetic energy of all the elec-
trons equals the energy of the original photon. This makes the photoelectric effect an optimal mechanism
for photon detection, ideally giving rise to a single Dirac function in an energy spectrum. In practical
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Figure 1.4: Photon cross sections in carbon [11].
Figure 1.5: Photon cross sections in lead [11].
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applications, the detector response smears this delta function, generating a Gaussian distribution that
takes the name of photopeak. In case a de-excitation X-ray escapes from the detector, a ghost peak
will appear at lower energy, the missing energy corresponding to the undetected radiation. This peak is
called the escape peak. The amplitude of an escape peak depends on many factors, including the photon
energy, the detector material, its fluorescent yield and the setup geometry.
1.4.3 Compton scattering
In Compton scattering, a photon of energy E = hν interacts with an electron and changes its propagation
direction by an angle θ. Given the presence of a photon in the final state, the reaction does not need to
happen on a bound electron and the process is commonly described assuming the electron to be free and
initially at rest.
The Compton differential cross section for the solid angle dΩ on a single free electron can be com-
puted using quantum electrodynamics. The lowest-order solution, shown in Eq. (1.15), is known as
Klein-Nishina formula [12]. Here re is the classical electron radius and ε is the photon energy in units
of the free electron mass.
dσCompton
dΩ
=
r2e
2
[
1
1 + ε (1 − cos θ)
]2 [ 1
1 + ε (1 − cos θ) + ε (1 − cos θ) + cos
2 θ
]
ε =
hν
mec2
(1.15)
For photon energies much lower than the electron rest mass, the Klein-Nishina formula reduces to the
Thomson differential cross section reported in Eq. (1.16). This is the angular distribution of elastically
scattered radiation by a free charge, as predicted by classical electromagnetism.
dσThomson
dΩ
=
r2e
2
(
1 + cos2 θ
)
ε→ 0 (1.16)
The Thomson differential cross section is symmetric for θ ↔ pi − θ, with maxima at θ = 0 and pi. As the
photon energy increases, the distribution gets a net boost in the forward direction and the probability of
having backscattered photons decreases quickly.
The atomic differential cross section is Z times the Klein-Nishina formula, due to the incoherent
contributions of the orbital electrons. This is in sharp contrast with the photoelectric cross section, that
has a much stronger dependence on the atomic number.
The Compton total cross section is obtained by integrating the Klein-Nishina formula over the full
4pi solid angle. This leads to the attenuation cross section, that includes both elastic and inelastic scat-
tering events. The attenuation cross section is maximum for the highest photon wavelengths, where it
approaches the Thomson cross section shown in Eq. (1.17), all the interactions being of elastic type.
σThomson =
8pir2e Z
3
ε→ 0 (1.17)
For higher photon frequencies, the attenuation cross section drops monotonically, while inelastic reac-
tions become more and more important. Equation (1.18) provides an empiric fit to the attenuation cross
section as a function of the Thomson cross section.
σCompton =
8pir2e Z
3
· 1
1 + 3ε0.7/2
ε =
hν
mec2
(1.18)
In particle detection applications, it is sometimes more convenient to introduce the absorption cross
section, defined as the cross section of the inelastic events alone. In fact, photon detection relies on
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energy transfer to charged particles, while elastic processes have the only effect of changing the photon
propagation direction. This distinction is not necessary for photoelectric effect and pair production (cf.
Section 1.4.4), in which elastic interactions are not possible, but it is of high relevance for Compton
scattering. Figures 1.4 and 1.5 sketch the trend of the Compton absorption cross section. Its relative
contribution to the attenuation cross section increases with growing energy.
The energy E′ = hν′ of the photon emerging from an inelastic Compton scattering is given by:
hν′ =
hν
1 + ε (1 − cos θ) ε =
hν
mec2
(1.19)
This relation can alternatively be expressed in terms of the photon wavelength shift ∆λ following the
inelastic collision, by means of the Compton wavelength λC , as illustrated in Eq. (1.20).
∆λ = λ′ − λ = λC (1 − cos θ) λC = hmec (1.20)
Conversely, the detectable energy Ee transferred to the electron is described by Eq. (1.21).
Ee =
hνε (1 − cos θ)
1 + ε (1 − cos θ) ε =
hν
mec2
(1.21)
Ee is negligible for vanishing photon scattering angles and exhibits a maximum for θ = pi. Because of
the kinematics involved in the mechanism, the electron cannot acquire the full photon energy, but only
a fraction of it, the rest being carried away by the outgoing photon. These peculiarities are reflected in
the electron energy spectrum, which presents a continuum from 0 to a the maximum electron energy,
where it falls off abruptly with the so-called Compton edge. The gap between the Compton edge and
the impinging photon energy approaches mec2/2 in the limit of large energies, as from Eq. (1.19).
When the electron binding energy is taken into account, the Compton edge gets smeared off and its
sudden decay assumes a finite slope. This effect is more pronounced at low energy, but still negligible
in most cases, as it is masked by the finite energy resolution of the detector. The angular momentum of
orbital electron also causes a tiny spread in the monoenergetic prediction of Eq. (1.21) for a fixed angle,
due to Doppler shift.
1.4.4 Pair production and annihilation
In pair production, a gamma ray of energy E = hν interacts with a virtual photon from a nucleus,
disappearing and giving rise to an electron-positron pair. The reaction can also happen in the electric
field of an electron, but the latter case is of much lower relevance.
The process is kinematically forbidden for photon energies below 2mec2. Above this threshold, the
cross section quickly increases and stabilizes on a plateau value, making pair production the dominant
photon conversion mechanism at high energy, as shown in Fig. 1.4 and 1.5. The pair production cross
section is closely related to that of bremsstrahlung, since the Feynman diagrams describing the two
processes are variants of one another. In the complete screening limit valid at high energy, the pair
production cross section can be expressed as a function of the radiation length X0, as pointed out by Eq.
(1.22) [3, 4].
σpair =
7A
9NAX0
(1.22)
The formula carries a dependence on Z2 through the radiation length, according to Eq. (1.5). This is due
to the coherent action of the protons in the nucleus.
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The photon energy exceeding 2mec2 is converted into kinetic energy of the produced pair, as stated
by Eq. (1.23). This energy is subsequently turned into detectable charge through the interactions of the
electron and of the positron.
Ee− + Ee+ = hν − 2mec2 (1.23)
After slowing down, the positron will eventually annihilate with an electron, liberating two 511 keV
photons. If these photons are reabsorbed and converted into charge in the active volume of the detector,
the energy spectrum will present only one peak, corresponding to the energy of the original photon.
However, the escape of either or both annihilation photons can lead to missing energy peaks in the
spectrum, that take the name of single and double-escape peak respectively. A single-escape peak is
located 511 keV below the full-energy peak and a double-escape peak 1022 keV below.
1.5 Interaction of neutrons
Similarly to photons, neutrons are neutral particles and therefore are not subject to Coulomb forces.
They can traverse matter without losing energy, with a mean free path ranging from a fraction of a
centimetre to tens of centimetres, until they undergo a collision that drastically changes their properties.
The interactions happen on atomic nuclei and can be of various nature, from neutron-induced nuclear
reactions to elastic or inelastic neutron scatterings, the relative cross sections depending on the neutron
energy. A standard classification distinguishes between slow and fast neutrons, the boundary being
around 1 eV.
Slow neutrons primarily lose energy through elastic scatterings on nuclei. Given the low transferred
momentum, the recoil nucleus does not play any role of relevance. Once the neutron has slowed down
to the thermal level (0.025 eV), it can be absorbed by a nucleus and provoke a nuclear reaction, giving
rise to a gamma ray, a proton, an alpha particle or provoking a fission. Since the neutron has a negligible
energy, the reaction must have a positive Q-value in order to take place.
The cross section of most nuclear reactions drops for fast neutrons, while elastic scatterings become
more and more important because neutrons can lose appreciable amounts of energy in collisions. The
maximum transferable energy depends on the target nucleus and it is maximum for hydrogen, in which
case the neutron can lose up to all its kinetic energy in a single event.
At higher energies inelastic scatterings also come into play. Here the nucleus is raised to one of its
excited states and rapidly de-excites emitting a gamma ray.
1.6 Ionization of gas
The operation of gas detectors ultimately relies on the ionization of the gas molecules and the eventual
formation of electron-ion pairs. The ionization may be the direct product of the physical processes
described in the previous sections, in which case it takes the name of primary ionization. Most of the
charge, however, comes from secondary ionization mechanisms, involving either the interaction of delta
rays or the relaxation of excited states. An example of the latter case is illustrated in Eq. (1.24), where
pi− is the incident particle, ∗ denotes an excited state and e− is the ionization electron.
pi−A→ pi−A∗ A∗B→ AB+e− (1.24)
This kind of processes can only occur if the gas mixture contains at least two different species of atoms
or molecules A, B and if the excitation energy of A∗ is above the ionization potential of B. In gas
detectors, A∗ is often a metastable state of the noble gas, while B is one of the molecular additives
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Table 1.1: W values for various gas molecules [13].
Gas W [eV]
Ar 26
CO2 33
CF4 54
necessary for stable proportional mode operation (cf. Section 1.8). The formation of electron-ion pairs
due to energy transfer between different gas species and following de-excitation is known as Penning
effect. Penning mixtures are particular gas combinations in which the Penning effect plays an important
role and is therefore exploited to increase the liberated charge.
The total charge, that includes both primary and secondary ionization, is usually the relevant para-
meter for radiation detection purposes. In order to average over all the possible processes, it is con-
venient to introduce the mean energy, W, spent to create an electron-ion pair. The total number of
electron-ion pairs, N, will then be given by Eq. (1.25), where E is the energy deposited by the radiation
in the detector active volume.
N =
E
W
(1.25)
Since part of the energy is dissipated in non-ionizing events, W is always higher than the ionization
energy. The values of W for the gas molecules used in this thesis are reported in Table 1.1. In case of a
gas mixture, N can be obtained from a weighted average taking in into account the mixture composition,
as shown in Eq. (1.26). Here the sum extends over the gas components and wi represents the relative
abundance of each species. This simple model assumes the gas components to be independent and not
interacting, therefore neglecting Penning effects.
Nmixture = E
∑
i
wi
Wi
(1.26)
1.7 Diffusion, recombination and drift of charges
The electrons and the positive ions liberated in ionization processes quickly thermalize in the gas, as-
suming a random motion. A point-like collection of free charges will then diffuse by multiple collisions
with a Gaussian density distribution whose width grows over time. The number of charges, dN/dx, at
a distance x from the original ionization location after a time t is given by Eq. (1.27), where D is the
diffusion coefficient.
dN
dx
=
N√
4piDt
exp
(
− x
2
4Dt
)
(1.27)
Values of the diffusion coefficient for ions at standard temperature and pressure range from some mm2/s
to a few tens of mm2/s, depending on the gas molecule. Typical values for electrons are three orders of
magnitude larger.
Diffusing electrons may attach to gas molecules, creating negative ions. The attachment coefficient is
introduced to describe the process, giving the number of attachment events per unit length. Moreover,
both electrons and negative ions can interact with positive ions, recombining and mutually neutralizing
their charges, that are lost for detection purposes. The recombination rate of either charged species is
proportional to the charge density, n, through the recombination coefficient, R, as given in Eq. (1.28). R
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is much larger for negative ions than for electrons so that, if an electronegative component is present in
the gas mixture, almost all the recombination will happen between ions.
dn+
dt
=
dn−
dt
= −Rn+n− (1.28)
Recombination processes can be distinguished into two types. Initial recombination happens in the
close proximity of the ionization site. Following Eq. (1.28), this effect is more pronounced for highly
ionizing particles, such as alpha particles and nuclear fragments, than for electrons. Moreover, initial
recombination does not depend on the particle rate. On the other hand, volume recombination happens
between charges that have already left their production site and therefore increases with the particle rate.
In presence of an electric field, positive and negative charge carriers will separate and drift in opposite
directions. The carrier response to the applied electric field is parametrized by the mobility, µ, defined
as the ratio between the mean carrier velocity, vd, and the field strength, E. The mobility of both positive
and negative ions does not depend on the field strength and is inversely proportional to the gas pressure.
The Einstein-Smoluchowski relation establishes a connection between the mobility and the diffusion
coefficient, D, e being the electron charge, kB the Boltzmann constant and T the absolute temperature:
µ =
vd
E
=
eD
kBT
(1.29)
Conversely, the mobility of an electron depends on its kinetic energy and therefore on the applied electric
field. The electron mobility exhibits maxima and minima due to the Ramsauer-Townsend effect, a
quantum-mechanical interference phenomenon that comes into play when the electron wavelength, λ =
h/p, approaches molecular dimensions. Appendix A contains plots of the electron drift velocity as a
function of the electric field strength for the gas mixtures used in this thesis.
In the presence of an electric field, the diffusion of electrons is not isotropic any more. Equation
(1.27) remains valid if the longitudinal and transverse diffusion coefficients are introduced to describe
the diffusion processes along the field lines and in the orthogonal direction respectively. Appendix B
lists the longitudinal and transverse Gaussian spreads, σ =
√
2Dt, of an electron cloud as a function of
the electric field strength for the gas mixtures of interest in this research work.
When the drift volume is immersed into a magnetic field, the charges will follow more complicated
paths due to the Lorentz force. The angle between the mean drift velocity and the electric field takes the
name of Lorentz angle. In case the magnetic field is parallel to the electric field, as in time projection
chambers, the Lorentz force suppresses the transverse diffusion, thus allowing for good spatial resolution
even over drift distances of several metres.
1.8 Multiplication of charges
The charge carriers liberated in ionization processes undergo many collisions with the neutral gas mo-
lecules during their diffusion and drift. Positive and negative ions gain little energy between collisions
due to their low mobility. On the other hand, free electrons are easily accelerated by the applied electric
field and may acquire significant kinetic energy. If this energy is greater than the ionization potential
of a gas molecule, it is possible for an additional electron-ion pair to be created in the collision. The
electron liberated in the secondary ionization will also be accelerated and have the possibility to cause
further ionization, giving rise to a multiplication process known as Townsend avalanche. The value of
the electric field that allows the onset of multiplication is of the order of 106 V/m in the most commonly
used gases at atmospheric pressure.
13
1 Radiation interaction in matter and operating principles of gas detectors
The phenomenon of charge multiplication is described by the first Townsend coefficient, α, defined
as the number of ionization events per unit length. The first Townsend coefficient is a function of the
applied electric field strength, E. It is zero below the multiplication threshold, while above threshold it
is well parametrized by Eq. (1.30), where P is the absolute pressure and a, b are positive constants to
be experimentally determined [14]. The first Townsend coefficient, as well as the attachment coefficient
(cf. Section 1.7) for the gas mixtures used in this thesis are reported in Appendix C as a function of the
electric field strength.
α = aP exp
(
−bP
E
)
(1.30)
Given a radiation interaction that produces N0 initial electron-ion pairs, the avalanche will proceed as
illustrated in Eq. (1.31). The gain of the charge amplification structure is then defined as G = N/N0.
dN
dx
= αN N (x) = N0 exp
∫
αdx (1.31)
Just above the multiplication threshold, the gas gain is independent of the initial charge. This im-
plies that the detector output signal is proportional to the energy deposited by the incoming radiation.
An increment of the electric field results in a higher gas gain, but the aforementioned proportionality
is maintained. The region of electric fields in which the detector exhibits this behaviour defines the
proportional mode of operation. Gas amplifications up to 106 are possible in proportional mode, even
though typical gas amplifications are rather in the range 104 to 105. As the field is further increased,
space-charge effects due to the slowly drifting ions appear, locally decreasing the multiplication field
and thus partly destroying the proportionality. At very high fields, the proportionality is completely
lost and the detector always generates the same output signal, keeping no memory of the deposited en-
ergy. The latter behaviour is known as Geiger-Müller mode of operation. All the tests performed in this
research work are carried out in proportional mode.
The collisions of accelerated electrons with neutral gas molecules can lead not only to ionizations,
but also to excitations. The development of a Townsend avalanche is therefore accompanied by the
emission of de-excitation photons in the visible and ultraviolet spectrum. These photons can cause
additional ionization elsewhere in the gas through the photoelectric effect on less tightly bound shells
or can produce electrons through interactions with the electrodes or the detector walls. This process is
described by the second Townsend coefficient, γ, that gives the probability of creating a photoelectron
per electron in the avalanche. When radiative effects are taken into account, the gain Gγ becomes:
Gγ = G
∞∑
i=0
(γG)i =
G
1 − γG (1.32)
As the gain increases and γG → 1, saturation effects occur and the detector output signal becomes inde-
pendent of the initial ionization. Even during proportional mode operation, de-excitation photons from
avalanches can lead to after-pulses and a worsening of the space resolution. These undesirable phenom-
ena can be limited by introducing polyatomic additives in the gas mixture. The additives, known as
quenchers, have a large cross section for photon absorption due to their many rotational and vibrational
modes and dissipate energy without leading to further ionization, thus quenching the photon effects.
If the total charge in a single avalanche becomes too large, the electric field in the front and behind
it gets highly boosted. This induces the fast growth of a streamer that can develop into a discharge.
The threshold value, of the order of 107 to 108 electron-ion pairs, is known as Raether’s limit and is a
constant among gas detectors [15].
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1.9 Induction of signal
Moving charges, both electrons and ions, induce currents on all the electrodes present in the detector.
The time-dependent current, Ii (t), induced on the ith electrode by a charge q moving at speed v (t) along
a trajectory x (t) is given by Ramo’s theorem, see Eq. (1.33) [16]. Here Ei [x (t)] is the magnitude of the
electric field in x (t) when q is removed, electrode i is set at a potential Vi and all the other electrodes
are grounded.
Ii (t) = −qEi [x (t)] v (t)Vi (1.33)
Equation (1.33) is exact if all the electrodes are grounded. In case some of them are connected to ground
through an impedance network, a correction term must be included to describe the additional couplings.
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CHAPTER 2
Micropattern gas detectors: properties,
manufacturing and testing
For several decades, gas detectors exploited thin anode wires arranged in convenient configurations
to generate the high electric field required for the onset of charge multiplication. The strength of the
electric field around a wire is inversely proportional to the distance from its centre. This offers a clear
advantage over the parallel-plate geometry, as a much lower voltage is needed to achieve a sufficiently
high field region in the proximity of the wires. In wire chambers, the avalanche develops only a few
tens of microns from the wire surface. Since the electrons are quickly collected, the signal is entirely
induced by the positive ions drifting all the way back to the cathode.
Nowadays wire chambers are widespread detectors. Nevertheless, they have some limitations that re-
strict their field of applicability. The long ion collection time creates space-charge effects at high particle
rates that decrease the effective field around the anode wires, consequently reducing the gas gain and
thus limiting the detector rate capability. Micropattern gas detectors (MPGDs) are a class of devices that
exploit microscopic structures to obtain charge amplification together with fast ion collection, therefore
offering improved performance at high particle rates. Typical figures include a space resolution of a few
tens of microns, a time resolution of about 10 ns and a rate capability of several hundred kHz/cm2.
This chapter gives an overview of the most classical micropattern gas detectors, their properties, their
manufacturing techniques and their applications. Section 2.1 introduces the first MPGD: the microstrip
gas chamber (MSGC). Section 2.2 focuses on the gas electron multiplier (GEM), detailing the traditional
production method, explaining the principle of operation and providing a survey of some applications.
The micro-mesh gaseous structure (Micromegas) is presented in Section 2.3, with the subsections ex-
panding on the developments of the Micromegas technology and on a few applications. Finally, Section
2.4 describes the tools and the experimental procedures used in the testing of the MPGD components
and the improvements introduced as a part of this research work.
2.1 Microstrip gas chamber
The first type of micropattern gas detector to gain popularity was the microstrip gas chamber, introduced
by Anton Oed in 1988 [17]. It is based on the same operating principle as a wire chamber and indeed
it resembles a miniaturized multiwire proportional chamber (MWPC). It is constituted of an insulating
substrate, of either ceramic or plastic material, on which thin conductive strips act as alternating anodes
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Figure 2.1: Schematic view of a microstrip gas chamber [18].
and cathodes. The exploitation of photolithographic techniques from microelectronics industry allows
these elements to be manufactured with a strip pitch as small as 100 µm, more than an order of magnitude
lower than the distance between wires in a MWPC. A drift electrode, located a few mm to a few cm
from this structure and maintained at negative potential, creates a uniform electric field that defines the
detector active volume. A schematic view of a microstrip gas chamber is shown in Fig. 2.1.
Ionization electrons liberated in the active volume are guided by the drift field towards the anode
strips. The width of these strips is kept quite narrow, typically around 10 µm, so that the resulting electric
field is comparable to the one occurring around a wire. Townsend multiplication is then initiated in the
immediate proximity of the anode surface, where nearly all the charge is created. As in conventional
proportional counters, electrons are promptly collected and most of the signal is induced by the positive
ions formed in the avalanche and drifting away from the anode. Bi-dimensional hit localization can be
achieved by adding orthogonal strips on the back side of the substrate, that will pick up signals thanks
to capacitive coupling.
An advantage of microstrip gas chambers over multiwire proportional counters lies in the much finer
anode pitch, that leads to improved space resolution. Moreover, most of the positive ions from multi-
plication processes do not travel all the way back to the drift electrode, but are rather quickly drawn to
the nearby cathode strips. The fast removal of the corresponding positive space-charge results in a rate
capability that is boosted by two orders of magnitude with respect to multiwire proportional chambers,
as illustrated in Fig. 2.2.
Although the majority of the charge released in avalanches is collected on the electrodes, a fraction
of it ends up on the exposed substrate between anodes and cathodes. Given the insulating nature of the
material, these charges cannot easily be removed and tend to build up. The consequent local distortion
of the multiplication field, that varies over time as the irradiation continues, decreases the time stability
of the gain. This phenomenon is known as charging-up effect and it is common to several types of
micropattern gas detectors. In the case of microstrip gas chambers, the problem can be solved by
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Figure 2.2: Rate capability of MWPCs and MSGCs [19].
reducing the substrate resistivity, either by using slightly conductive glass or by coating the substrate
with other materials.
Detector aging is the slow degradation of performance following irradiation and it is a common
feature of gas detectors. Figure 2.3 (left) is a close view of a microstrip gas chamber after long-term ir-
radiation. The electrodes appear to be coated with a transparent film and the cathode edges are damaged
by micro-discharges. This is understood to be the consequence of polymer formation in avalanches, that
stick to the electrodes and to the substrate inducing discharges. A careful selection of the construction
materials and of the operating gas mixture can help to reduce the aging and to increase the lifetime of
the detector.
Another important issue is the one of sparks, induced either by highly ionizing particles or by high
particle rates. Microstrip gas chambers suffer a lot from discharges due to the small spacing between an-
odes and cathodes. If sufficiently severe, sparks can fatally damage the fragile anode strips, as shown in
Fig. 2.3 (right). Although several solutions to this problem have been developed, the MSGC technology
was finally abandoned.
2.2 Gas electron multiplier
The gas electron multiplier is a micropattern electron-amplification structure invented by Fabio Sauli in
1997 [20]. It comprises an insulating polymer foil some tens of microns thick, clad on both sides with
a few microns of metal. This stack is pierced with a dense regular matrix of holes, arranged either in a
square or in a hexagonally packed configuration. Depending on the sample, the hole diameter can range
from 50 to 100 µm, while the hole pitch can vary from 100 to 200 µm. The base material, consisting of
the metal-insulator-metal sandwich, can be patterned using different techniques, from chemical etching
to laser etching.
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Figure 2.3: Aging and sparks in microstrip gas chambers.
Figure 2.4: Scanning electron microscope pictures of a GEM.
Figure 2.4 (left) is a scanning electron microscope picture of a modern standard GEM. This GEM
shares a number of features with the specimens tested during the research work presented in this thesis.
They all are produced exploiting photolithographic and chemical wet etching techniques commonly
used in the printed circuit board (PCB) industry. The base material is a 50 µm thick polyimide foil,
namely Kapton, covered on each side with 5 µm of copper. The holes are organized in a hexagonally
packed geometry, with a pitch of 140 µm.
The CERN standard manufacturing process, developed by the CERN TS-DEM-PMT group, makes
use of a base material that is delivered in rolls about half a metre wide. The actual width varies slightly
among suppliers, the widest currently available on the market being 24 inches or 61 cm. A 15 µm
thick photoresist dry film gets laminated on each side of the base material. Negative-tone photoresist
is used, meaning that light exposure modifies the photoresist polymeric structure making it insoluble to
the developer solution, while the unexposed portion is dissolved by the developer. The lamination is
performed with the help of a machine like the one shown in Fig. 2.5 (left). The laminator features two
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Figure 2.5: Photoresist laminator and developer.
hot rolls heated up at 100–110 ◦C, that fix the photoresist by applying pressure. At this stage, attention
has to be paid to avoid air trapping between the photoresist and the base material, that would lead to
an inaccurate pattern definition. The hole pattern is transferred from photolithographic masks to the
photoresist by exposure to UV light. Given the choice of the photoresist tone, negative masks have
to be used, consisting in transparent films with black spots corresponding to the hole positions. Both
photoresist layers have to be patterned, and careful mask alignment is needed to ensure good pattern
matching. The required alignment accuracy depends on the hole diameter, and it should be kept below
10 µm for a good detector quality. The GEM substrate is cured in an oven at about 100 ◦C for a few
minutes to guarantee optimal photoresist adhesion and then moved to the photoresist development, that
takes place in a machine like the one in Fig. 2.5 (right). Here a sodium carbonate (Na2CO3) rinsing
removes the unexposed photoresist, leaving naked copper where holes have to be created. The copper
etching is a three-step process, carried out in a dedicated machine, see Fig. 2.6 (left). The GEM is first
sprayed with ferric chloride (FeCl3) and rinsed with hydrochloric acid (HCl) to open holes in the copper
and then dried with air jets before it exits the machine. At this point, the thin chromium layer used as
adhesive between Kapton and copper has to be cleared away from the holes to access the underlying
substrate. This is done by dipping the GEM in sodium permanganate (NaMnO4) for 30 s, rinsing with
water and bathing the GEM into a neutralizing solution of hydroxylammonium sulfate ((NH3OH)2 SO4),
hydrogen peroxide (H2O2) and sulfuric acid (H2SO4) for 30 s, see Fig. 2.6 (right). After stripping the
photoresist with alcohol, the GEM is ready for polyimide etching. Since the Kapton is dug out from
both sides, the holes assume a characteristic biconical shape, as it can be seen from Fig. 2.4 (right). The
holes of CERN standard GEMs feature an outer diameter of 70 µm and an inner diameter of 55 µm.
The application of a difference of potential between the two metal layers of a GEM gives rise to a
dipole electric field. Ionization electrons liberated in the conversion gap are guided towards the GEM
by the drift field and focused into the GEM holes by the dipole field. When the voltage difference
across the foil is increased above a few hundred volts, the field in the holes becomes strong enough for
the onset of Townsend avalanches. Figure 2.7 (left) is a simulation of the resulting electric field, with
equipotential lines in green and field lines in yellow. The geometrical parameters are tuned to model
a CERN standard GEM. The drift field is 1 kV/cm, the extraction field (the field below the GEM) is
3 kV/cm and the potential difference across the GEM is 400 V. Figure 2.7 (right) illustrates how the
electric field intensity changes along the axis of a hole. A complete description of the simulation tools
and techniques used in this thesis will be given in Section 3.3.
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Figure 2.6: Copper-etching machine and baths for chromium removal.
Figure 2.8 displays two simulated avalanches originated from a single electron. Although the ava-
lanche develops along the whole depth of the hole, most of the charge is generated in the lower part.
A fraction of this charge is lost on the polyimide and on the bottom electrode, as it can be seen in the
simulations. Furthermore, thermal diffusion can lead conversion electrons to hit the GEM top electrode,
reducing the charge that reaches the high-field region. Therefore, when quoting the gas gain of a GEM
structure, one usually refers to the effective total gain, that is the convolution of the intrinsic gain with
the electron losses on the GEM materials. The effective gain depends not only on the voltage across
the GEM, but also on the fields above and below it. Generally speaking, a lower field above the GEM
results in a higher field gradient at the entrance of the holes that helps focusing the electrons, therefore
reducing the losses on the top electrode and increasing the effective gain. On the other hand, a higher
field below the GEM is more effective in extracting charges, limiting losses on the bottom electrode.
Experiments show that the effective gain of a single GEM foil can be as high as 103, sufficient to detect
minimum ionizing particles (MIPs) with a conversion gap a few millimetres thick.
Thanks to the field configuration, most of the positive ions generated in the multiplication processes
are guided to the GEM top electrode and collected there. This reduces the space-charge in the conversion
gap, making GEM detectors capable of coping with rates as high as 1 MHz/cm2 [21].
Since a GEM is only a charge amplification device which does not feature any readout structure
patterned on it, it leaves complete freedom in the choice of the readout geometry, which can be optimized
according to the application. The anode may assume the form of one-dimensional strips or allow for
bi-dimensional hit reconstruction with cartesian strips, small-angle-crossing strips, strips on pads, polar
coordinates, pads and three-dimensional readout, just to mention a few possibilities. Figure 2.9 presents
some of these examples.
The fast collection of positive ions, combined with the decoupling of the readout from the amplific-
ation stage, has a strong impact on the signal formation. Contrary to MWPCs and MSGCs, where the
signal is almost entirely induced by the ions, in GEM detectors the signal is due to the electrons moving
in the induction gap, the volume between the GEM and the anode.
The separation of the charge multiplication from the induction stage also has the advantage of re-
ducing the effect of sparks on the readout electronics. A discharge will cause a short between the two
electrodes of the GEM foil, but in general will not directly affect the readout.
GEMs can easily be cascaded to obtain the required gas gain while operating each amplification
plane at a lower voltage, with the effect of decreasing the spark probability. Figure 2.10 shows the total
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Figure 2.7: Simulated electric field in a GEM. Left frame: equipotential lines (in green) and field lines (in yellow)
on the axial plane of a CERN standard GEM. Right frame: corresponding electric field strength along the axis.
Figure 2.8: Simulated electron avalanches in a GEM.
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Figure 2.9: Cartesian, small-angle-crossing, polar and three-dimensional readout.
effective gain (solid curves, to be read on the left axis) and the discharge probability (dashed curves,
to be read on the right axis) as a function of the potential applied to each layer of a single, double and
triple-GEM stack [22]. All measurements are performed in an argon-based gas mixture with 30% carbon
dioxide (CO2) added for quenching purposes. The drift field ED is set to 2 kV/cm, while the transfer
field ET (the field between two cascaded GEMs) and the induction field EI are fixed to 3.5 kV/cm. Gains
are measured exposing the detectors to soft X-rays, while spark probabilities are determined using alpha
particles, as described in Section 2.4.4 and 2.4.6.
Due to its properties, the triple GEM has become the standard configuration for high-rate applica-
tions. The research work carried out in the development of the triple-GEM detectors for the COMPASS
experiment at CERN has shown that the gain to discharge probability ratio can be further boosted by
operating the first stage at about 10% higher voltage and the last stage at about 10% lower voltage with
respect to the second GEM [23].
The high-voltage distribution scheme can be designed to contribute to the quenching of discharges and
reduce their probability of propagating from an amplification stage to another. The approach developed
for COMPASS and become standard practice foresees the introduction of a resistor on the line powering
the top electrode of each GEM. Such a component, which takes the name of safety or protection resistor,
is usually located in close proximity to the GEM foil and has a typical resistivity in the range 1 to 10 MΩ.
In case of a spark, the resistor limits the current that recharges the GEM capacitance, thus quenching
the gas discharge. The application of the resistor to the upper side only leads to a voltage drop of
the top electrode, while leaving the bottom one at the same potential. The electric field above the
GEM therefore increases, while the field below it remains the same. This makes discharge propagation
unlikely and reduces even further the probability of a spark reaching the readout electronics.
An additional protection mechanism, that is often combined with the ones above, goes in the direc-
tion of limiting the energy liberated in a spark. When a difference of potential is applied between its
electrodes, a GEM stores electrostatic energy like a planar capacitor. Given the small thickness of the
insulator (d = 50 µm) and its high relative electric permittivity (r = 3.4), the capacitance of a GEM foil
and therefore the electrostatic energy stored in it can be rather high with respect to other micropattern
structures. The top electrode is often divided into sectors of less than 100 cm2, which corresponds to a
maximum capacitance of 6 nF or an energy of 3 mJ/kV2 per sector. Each sector is powered through a
separate safety resistor so that, in case of a gas discharge, only the energy stored in the involved sector is
released. Low-energy sparks have a reduced probability to damage the GEM foil, while low-capacitance
sectors result in a faster voltage recovery, with a time constant τ = RC = 60 ms for a 100 cm2 sector
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Figure 2.10: Gain and discharge probability of a single, double and triple-GEM stack [22].
powered though a 10 MΩ safety resistor. Moreover, a small clearance of 100 µm between neighboring
sectors has been shown to be enough to prevent inter-sector discharge propagation, allowing for reduced
dead area following a spark.
A key operation in the construction of a GEM detector is the mechanical positioning of the foils.
Since the effective gain depends on the field intensity above and below the GEM, it follows that a good
gain uniformity requires the absence of wrinkles and a precise definition of the gap thickness. This is
achieved by stretching and framing the foils. Nowadays, there are two possible approaches: thermal
stretching and mechanical stretching.
Thermal stretching is performed by firmly attaching the unstretched GEM to a rigid frame made of a
material with high linear thermal expansion coefficient, αL. Figure 2.11 (left) shows a foil clamped to
a Plexiglas frame using screws located all around the edges. Plexiglas is often chosen for this purpose
given its high αL = 80 ppm/K. The assembly is heated up to 45 ◦C and the stretched GEM is glued
to a fiberglass-reinforced epoxy laminate frame (FR4), as illustrated in Fig. 2.11 (centre). The heating
and glue curing usually take place in a clean-room oven. An alternative method, recently developed at
Florida Institute of Technology (FIT), exploits an array of infrared light bulbs to provide the required
heat. A temperature sensor gives feedback to a control unit that limits the current of the light bulbs’
power supply, allowing for the maintenance of a stable temperature. This system promises to be a cost-
effective alternative to the expensive clean-room ovens. Upon cooling down to room temperature, the
foil shrinks with the FR4 frame glued on it, whose αL is as low as 15 ppm/K. At this point the Plexiglas
external frame is removed and the GEM base material exceeding the FR4 frame is cut away. The strain
on the framed foil is determined by the difference between the linear thermal expansion coefficient of the
two frames and by the temperature excursion during the stretching procedure. Assuming ∆T = 25 K,
one obtains a strain of 0.16%. Although this is usually sufficient for small-area detectors, when the
linear dimensions exceed 10 cm it is common practice to add internal spacers that help keeping the
distance between GEMs, at the cost of a decreased local efficiency in particle detection.
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Figure 2.11: Thermal and mechanical stretching of GEMs.
Mechanical stretching was developed by the Frascati INFN group in Italy. It is done on jigs spe-
cifically designed to match the size of the GEM foil and featuring jaws to which the GEM is clamped
all around the edges. In each pair of opposing jaws, one is fixed, while the other can be moved out to
stretch the foil. Sensors located on the fixed parts measure the applied tension, so that the force can
be uniformly distributed. Figure 2.11 (right) is a picture of the workbench used to stretch the GEMs
for the LHCb detector at CERN. The displays above the jigging bench show the tension measured by
the force gauges. Mechanical stretching can generate a strain on the foil four times higher than the one
commonly achieved with thermal stretching. Because of this, detectors based on mechanically stretched
GEMs usually do not require spacer elements in the active area. This is the case of the LHCb detectors,
where the efficiency had to be kept high in order to allow for triggering capabilities.
During the final detector assembly, the stack made up of framed GEMs, readout board and drift
electrode is commonly backed up on both sides with stiff panels. The usual choice is a 3 mm thick
Nomex honeycomb clad on both sides with 65 µm prepreg (composite fibers impregnated with uncured
epoxy) and internally reinforced with a 100 µm thick FR4 layer. This solution presents a good stiffness-
to-weight ratio and is electrically insulating.
GEM detectors have been successfully applied in many different fields. A few examples from high-
energy physics will follow, without the intent of being exhaustive, but rather to illustrate how the GEM
technology can be adapted to different experimental needs.
2.2.1 HERA-B
The first use of GEMs was in the HERA-B experiment at the HERA storage ring at DESY [24]. The
HERA-B inner tracking system covered the distance between 6 and 30 cm around the beam pipe, cor-
responding to polar angles between 10 and 100 mrad. It consisted of 10 stations placed along the beam
pipe, some of which were located in a magnetic field B ' 0.85 T. Each station comprised three stereo-
oriented layers divided into four independent L-shaped detectors around the beam pipe.
The original proposal based on microstrip gas chambers was discarded because inadequate to the
HERA-B environment. In fact, the highly ionizing particles created in the interaction of the HERA
proton beam with the wire target of the experiment would have induced a high rate of discharges in the
MSGCs, leading to a rapid degradation of the detectors. GEMs were then introduced as preamplifiers
above the MSGCs, to split the required gas gain between two stages and reduce the spark probability.
The GEM base material was a 50 µm thick Kapton foil with a 7 µm thick copper cladding on each
side. The holes had an outer diameter of 90 µm, an inner diameter of 55 µm and were arranged in a
hexagonally packed configuration with a pitch of 140 µm. The 30 cm wide foil, shown in Fig. 2.12 (left)
before stretching, was maintained at a distance of 2.8 mm from the MSGC by hollow G10 frames. The
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Figure 2.12: HERA-B and COMPASS GEMs.
chosen gas was an argon-based mixture containing 30% carbon dioxide as a quencher. The GEM was
operated at a voltage such to provide an effective gain in the range 15 to 50, while the transfer field
between the GEM and the MSGC was kept below 6 kV/cm to prevent discharge propagation.
These hybrid detectors could cope with rates of up to 1 MHz/cm2, reaching a space resolution better
than 100 µm with an anode pitch of 300 µm and a single-layer MIP detection efficiency higher than 98%.
2.2.2 COMPASS
The first use of GEMs as detectors on their own is in the aforementioned COMPASS experiment at
CERN [23]. The COMPASS small angle tracker, located downstream from the first magnet, is equipped
with 20 triple-GEM chambers grouped in 10 stations. Within each pair, one chamber is rotated by 45°
with respect to the other to resolve hit ambiguities.
The GEMs have an active area of 31 × 31 cm2, with holes following the CERN standard geometry
and layout. The top electrode of each foil is segmented into 12 sectors to reduce the capacitance and
hence the energy released in case of sparks. The inter-sector distance of 200 µm is enough to prevent
discharge propagation between adjacent sectors and at the same time sufficiently narrow to induce only
a small perturbation in the detector response uniformity. An additional sector, having the shape of a
circle of 50 mm in diameter, is located in the centre of the foil, where the beam and the corresponding
halo cross the detector. In this region the particle rate can be such that the readout occupancy becomes
too high. A remotely controlled switch can lower the voltage across the central sector of the last GEM
by about 200 V, resulting in a complete insensitivity of the region to the beam.
The drift gap is 3 mm thick, while all the other gaps are 2 mm in thickness. The distance between
layers is defined by the 7 mm wide fiberglass external frame, while a thin spacer grid made out of the
same fiberglass material guarantees the gap uniformity in the active area. The internal spacing elements
are 400 µm thick and follow the sector pattern where possible, in order to minimize the impact on
efficiency. A groove in the external drift frame supplies and distributes the gas through narrow holes
along two sides of the chamber, the gas exhaust consisting of a single larger hole on the readout plane
in the opposite corner. Small notches on the internal spacers facilitate the gas circulation in the gaps.
Figure 2.12 (centre) shows the three foils of a chamber, already stretched, framed and stacked, under-
going a high-voltage test. The GEM sectoring and internal spacing elements are here visible.
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In order for the COMPASS experiment to carry out its physics program, it is important to limit
background-producing secondary interactions. This motivates the low material budget requirement for
all of its subsystems, and especially for the ones close to the beam. To achieve a compromise between
sufficient mechanical rigidity and low mass, the GEM detectors are supported by front and rear honey-
comb plates with a hole cut out in the centre, to further decrease the material budget in the beam region.
The honeycomb panels are 33 × 33 and 50 × 50 cm2 in size, with a central hole of 35 and 50 mm in
diameter, respectively.
The drift electrode is made out of a single-sided copper-clad Kapton foil, directly glued to the smaller
honeycomb plate. The readout features bi-dimensional cartesian strips, deposited on two layers built on
top of each other and separated by insulating ridges. The strip pitch is 400 µm in both directions, while
the strip width is 80 µm on the top layer and 340 µm on the bottom layer, in order to obtain equal charge
sharing between the two coordinates. The readout manufacturing starts from the same base material as a
GEM, on which the larger strips are formed. The foil is glued face down onto a 120 µm thick fiberglass
support and the second coordinate is patterned on the external copper. The narrower strips are then used
as a mask for polyimide etching, leading to the formation of the Kapton ridges and the partial exposition
of the lower strips.
Figure 2.12 (right) presents a completed COMPASS chamber, with the resistive divider for high-
voltage distribution and the APV25-based readout cards mounted on it. When operated in Ar:CO2
70:30, the detector has an overall MIP detection efficiency of about 96%, the inefficiencies being mainly
due to section boundaries and internal spacers. The achieved space resolution is around 40 µm, while
the time resolution is 15.2 ± 0.1 ns.
2.2.3 LHCb
The LHCb experiment at CERN makes use of 12 pairs of triple-GEM chambers in the innermost part of
its first muon station [25]. Since these detectors are designed as triggering devices, great care is taken in
optimizing their time resolution at high MIP detection efficiency. The required rate capability is about
500 kHz/cm2 for a peak luminosity of 5 × 1032/(cm2 s), while the efficiency has to be greater than 96%
per detector pair in a 20 ns time window.
The LHCb GEMs have the same hole pattern and geometry as the COMPASS foils, with an active
area of 24 × 20 cm2. The top electrode of each GEM is divided into 6 sectors about 240 × 66 mm2
wide, separated by 200 µm. The thickness of the gaps is chosen to enhance the timing properties. The
induction gap is slimmed down to 1 mm to achieve a steeper signal rise and thus decrease the time walk,
while the thickness of the first transfer gap is reduced to 1 mm to minimize charge conversions that could
lead to a premature signal. Both drift and readout electrodes are realized on 1 mm thick standard printed
circuit boards and joined to 1 mm thick metalized fiberglass back panels used as a Faraday cage. Since
space resolution is not a concern, large pads of 2.5 × 1 cm2 are used, coupled to ASDQ-based front-
end readout. Figure 2.13 (left) displays a completed chamber. The chosen gas is the ternary mixture
Ar:CO2:CF4 45:15:40 which, thanks to a high drift velocity and a high primary cluster yield, assures
low intrinsic time spread.
This careful design results in a time resolution of 4.5 ns with an efficiency of 90% per chamber,
corresponding to 3.5 ns and 97% per detector pair, achieved at a gas gain of only 4 × 103.
2.2.4 TOTEM
TOTEM is one of the experiments on the Large Hadron Collider, and it is integrated into the very forward
regions of the CMS experiment [21]. The TOTEM T2 telescopes are located at 13.5 m on both sides of
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Figure 2.13: LHCb and TOTEM GEMs.
IP5 and cover the pseudorapidity range 5.3 ≤ |η| ≤ 6.5. They have to be self-triggering devices and
feature hit reconstruction capabilities for vertex finding to discriminate against beam-gas background
events. A left-right symmetry gives better control over systematic effects. Each of the two telescopes is
made up of 20 triple GEMs, grouped into 5 detector pairs on each side of the beam pipes.
The GEM foils are semicircular in shape, the active area covering an azimuthal angle of 192° and
extending from 43 to 144 mm in radius from the beam axis, the hole geometry and layout being the same
as the COMPASS and the LHCb foils. As shown in Fig. 2.13 (centre), the top electrode is segmented
into four separately biased sectors, with the possibility of switching off the innermost region.
The gap configuration follows the COMPASS 3-2-2-2 mm standard, with a 2.4 kV/cm electric field in
the drift volume and a 3.6 kV/cm field elsewhere. The induction and transfer gaps present two 500 µm
thick internal spacers, asymmetrically machined to minimize dead areas when pairing detectors.
The drift electrode consists in a metalized Kapton foil directly glued to the 3 mm Nomex back panel.
The readout board combines tracking and triggering functionalities by exploiting strips and pads in
a double-layer structure similar to the COMPASS readout. 1560 triggering pads are arranged in 65
concentric sectors of 24 pads each, connected through metalized vias to radial strips on the back side
and read out at the board edge. Tracking is performed thanks to 512 azimuthal strips having a width of
80 µm and a pitch of 400 µm. In order to reduce the occupancy, these strips are divided into two parts
covering 96° each and read out at the sides.
The gas connectors are also installed on the readout board, while a system of grooves in the frames
distributes the mixture to all of the gaps. The selected compound is Ar:CO2 70:30, and the operating
gain about 8 × 103.
Figure 2.13 (right) displays a completed chamber. The TOTEM GEMs reach a space resolution of
about 70 µm and a time resolution of about 18 ns, while being able to cope with particle rates as high as
1 MHz/cm2.
2.2.5 NA61/SHINE
Given the flexibility of the base material, GEMs can easily be bent into cylindrical shape. Figure 2.14
(left) is a cylindrical triple-GEM prototype having pi azimuthal coverage, designed for a possible use in
NA61/SHINE, an upgrade of the NA49 experiment at CERN [26].
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Figure 2.14: Cylindrical and spherical GEMs.
Three COMPASS foils 31× 31 cm2 wide are used, with curved spacers in the active area defining the
gap thicknesses. The readout structure is also taken from COMPASS, and features cartesian strips with
400 µm pitch, deposited on two layers separated by 50 µm thick Kapton ridges. The APV25 hybrids are
clearly visible in the picture, as well as the high-voltage distribution board.
2.2.6 KLOE-2
KLOE is an experimental apparatus located on DAFNE, the LNF e+e− collider operating at a centre-
of-mass energy corresponding to the φ meson resonance. Following the DAFNE upgrade, with the
application of the Crab-Waist scheme for luminosity increase, KLOE will see the insertion of a novel
inner tracker into the already existing drift chamber. The new subsystem is immersed in a 0.52 T mag-
netic field and has to have a low material budget to minimize multiple scattering and thus be profitable
for the reconstruction of low-momentum tracks.
The KLOE-2 inner tracker is made up of four cylindrical triple-GEM detectors with 2pi azimuthal
coverage [27]. The four concentric layers surround the interaction point, extending for 70 cm in the
longitudinal direction and ranging from 13 to 23 cm in radius.
The large-area foils, the widest being 135×70 cm2 in size, are obtained splicing together three GEMs
and they required the development of a novel manufacturing technique. The new process, based on
single-mask chemical wet etching with electrochemical active corrosion protection, will be described in
detail in Chapter 3. The top electrode of each foil is divided into 40 separately biased sectors to reduce
the capacitance.
The gap thickness is 3-2-2-2 mm, with no spacers in the active area, resulting in only 0.3% dead
zones. The needed mechanical rigidity is provided by a composite shield enclosing each layer and made
up of two 90 µm thick carbon fiber sheets spaced by a 3 mm Nomex honeycomb.
The anode is obtained from a 350 µm thick x-v bi-dimensional readout flexible circuit directly glued
on the composite shield. The x-strips are axial to the cylinder and have a pitch of 650 µm. The v-strips,
with the same pitch, form an angle of 40° with x and are obtained from parallelogram-shaped pads
connected on the back side through metalized vias. The y-position is extracted by combining the x- and
the v-information.
Figure 2.14 (centre) shows one of the final steps in the detector assembly, where the drift electrode
and triple-GEM stack is inserted into the outer shield with the help of a dedicated machine.
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The front-end readout is based on the GASTONE ASIC, specifically designed for the detector. The
achieved space resolutions are 200 and 400 µm in the azimuthal and longitudinal directions, respectively.
2.2.7 Spherical GEMs
Gas detectors also find applications in X-ray and neutron diffractometry. If the electric field in the drift
region is not parallel to the direction of the incoming radiation, the conversion depth uncertainty due
to the limited absorption efficiency of gases will give rise to an error in the position reconstruction.
Although different approaches to this problem exist, they all avoid the hurdle of creating a spherical
conversion gap. Coupling a spherical GEM to a spherical entrance window creates a truly radial drift
field, thus solving the parallax problem at the root [28–30].
Spherical GEMs can be manufactured starting from a standard planar foil with circular electrodes.
The GEM is at first baked at 150 ◦C under vacuum for about 10 hours to make the polyimide outgas all
the unbound molecules present in its structure. The foil is then clamped to a ring-and-plate structure
and forced into the new shape on a spherical mold, in a process similar to thermoplastic heat forming.
Forming takes place at a temperature between 350 and 400 ◦C and an absolute pressure lower than
10−3 mbar, in a heat cycle lasting about 24 hours. The procedure does not appear to degrade GEM
benchmark figures such as the spark voltage in air and the leakage current per sector, measured to be
higher than 600 V and about 2 nA, respectively. Visual inspection with an optical microscope reveals
that holes stretch uniformly over the active area, with no visible elliptical deformations. The hole aspect
ratio, defined as depth/width, is however expected to change and can be corrected for by modifying the
hole pitch and width in the original foil.
Given the importance of a radial field in the conversion volume, the GEM is coupled to a conical
field cage, made out of a standard rigid multilayer PCB, that helps shaping the drift field at the edge of
the active area. Although the formed foil seems to be largely self-supporting, a curved spacer made by
stereolithography adds some mechanical rigidity to the structure.
Figure 2.14 (right) shows the GEM, frame and field cage assembly. The prototype, coupled to a flat
readout board, has been tested in Ar:CO2 70:30 at 2 bar, achieving a gas gain of about 30.
The use of a planar readout generates a non-uniform extraction field, resulting in a variation of the
effective gain and of the signal induction time over the active area. The design of a spherical flexible
readout circuit, based on the recently developed through-hole ChemicalVia technology, can provide a
solution and open the way to the production of the first completely spherical gas detector [31].
2.3 Micro-mesh gaseous structure
The micro-mesh gaseous structure is a micropattern gas detector invented by Ioannis Giomataris in 1996
[32]. It consists of a very asymmetrical two-stage parallel-plate avalanche chamber in which the anode
gap is slimmed down to sub-millimetric thickness, as schematically shown in Fig. 2.15. The boundary
between the two volumes is marked by a 3 µm thick nickel grid with 17 µm wide square openings every
25 µm, resulting in 46% optical transparency, see Fig. 2.16 (left). The micro-mesh is manufactured
using electro-forming techniques, that ensure shaping with a precision better than 1 µm. The distance
to the anode, between 75 and 230 µm, is maintained by quartz-fiber spacers with a pitch of 2 mm, that
define the gap with 2% precision. The readout structure is patterned on a thin G10 layer, although a
Kapton foil can be used in case material budget is a concern.
The ionization electrons liberated in the conversion gap, typically a few mm thick, are guided towards
the mesh by the drift field, that has an intensity in the order of 1 kV/cm. Thanks to the high field gradient,
the electrons are focused in the mesh openings and transferred to the amplification gap, where the field
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Figure 2.15: Schematic view of a Micromegas detector [33].
Figure 2.16: Left frame: microscope picture of an electro-formed mesh with pitch of 25 µm [34]. Right frame:
microscope picture of a chemically etched mesh with hole pitch of 50 µm [35].
is about two orders of magnitude higher, enabling the onset of Townsend multiplication. The high field
ratio between the amplification and drift regions also helps to collect the positive ions left behind by
the avalanches on the mesh, quickly removing the corresponding space-charge and making Micromegas
detectors capable of coping with high particle rates.
Since the signal induction takes place in the same amplification gap, both electrons and ions will
contribute. A typical signal has a very sharp pulse with rise time in the ns range, followed by a tail
about 100 ns long due to the positive ions drifting back towards the mesh.
The first tests, performed with a Micromegas having a 140 µm thick amplification gap in an Ar:CH4
90:10 gas mixture, showed a maximum achievable gain in the order of 105 and an energy resolution of
14% full width at half maximum (FWHM) in response to 5.9 keV X-ray photons generated by a 55Fe
radioactive source.
High MIP detection efficiency can be achieved, as demonstrated in [36]. Here, 15 × 15 cm2 Micro-
megas detectors with strip pitch of 317.5 µm and inter-strip distance of 70 µm have been tested in the T9
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PS beam line at CERN, using 10 GeV negative pions. The amplification gap, 100 µm thick, is defined by
cylindrical pillars 150 µm in diameter, spaced with a pitch of 2 mm. The use of a gas mixture containing
90% argon and 10% dimethyl ether (DME, CH3OCH3), in combination with a 3 mm conversion gap,
results in a wide efficiency plateau above 99%. Filling the detectors with a compound of 92% argon and
8% cyclohexane (C6H12) gives 99% efficiency with a 3 mm conversion gap and 96% efficiency when
the drift volume is slimmed down to 1 mm.
The ultimate attainable space resolution is investigated in [37]. A Micromegas telescope, composed
of two test chambers and two tracking chambers, is installed on the T9 PS beam line at CERN and
irradiated with 10 GeV pions at 0° incidence angle. All of the four detectors feature an electro-formed
nickel micro-mesh with 39×39 µm2 square openings every 50.8 µm, corresponding to 500 lines per inch
(LPI). The conversion gap is 3 mm thick, while the amplification gap is 100 µm thick and backed up
by a 1.6 mm epoxy substrate. The two tracking chambers have an active area of 14 × 12 cm2, 317.5 µm
strip pitch and 70 µm inter-strip distance. The pillars supporting the micro-mesh are cylindrical in shape,
with a diameter of 200 µm and a pitch of 2 mm. The two Micromegas under study, on the other hand,
have an active area of 5 × 4 cm2, 100 µm strip pitch and 50 µm inter-strip distance. The pillars have
an oval shape, 100 µm long and 50 µm large, to fit the strip width. They are located on every 6th strip
with 600 µm spacing, covering 17% of the strip or 3% of the total area. The detectors, read out via
Gassiplex cards, show the best space resolution when filled with 80% CF4 and 20% isobutane (iC4H10)
and operated with a drift field above 1.5 kV/cm. Simulations suggest that the experimentally achieved
record resolution of 14 ± 3 µm is limited by the size of the holes in the mesh and could be reduced to
11 µm with smaller holes. An optimization of the readout with 75 µm strip pitch could lead to a further
improvement down to 8.5 µm.
2.3.1 Etched-mesh Micromegas
The micro-mesh and pillar complex can alternatively be produced by exploiting standard photolitho-
graphic processes from the printed circuit board industry, as described in [35]. The procedure makes
use of a 50 µm thick Kapton sheet, whose faces are plated with 5 µm of copper. The base material is
stretched on a frame and laminated together with two foils of 15 µm solid photoresist, one on each side.
The mesh is obtained by patterning one copper layer with circular holes having a diameter of 25 µm and
a pitch of 50 µm, giving rise to 20% optical transparency. The mesh supporting pillars are formed from
the Kapton substrate, that is modeled through wet chemical etching using the second copper layer as a
mask. Figure 2.16 (right) is a microscope picture of the etched mesh, where some pillars are visible.
The resulting structure is mounted on top of a grounded copper plate defining the anode electrode and
the signal is read out by a calibrated amplifier chain connected to the mesh though a decoupling capa-
citor. The detector, having a 15 mm thick conversion gap, is filled with Ar:iC4H10 90:10 and operated
at a gain of 5 × 103, with amplification field EA and drift field ED in the ratio EA/ED = 200.
Under these conditions, the Micromegas shows an energy resolution of 11.8% FWHM in response to
5.9 keV 55Mn X-ray photons and of 5.4% FWHM when irradiated with 22 keV 109Ag X-ray photons.
The exceptional figures are explained with the superb amplification gap uniformity achieved with this
production technique.
2.3.2 Bulk Micromegas
The Micromegas concept underwent a revolution with the introduction of the bulk manufacturing in
2005 [38]. This technology, based on standard photolithography, allows for the production of the entire
sensitive detector as an integrated single unit.
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Figure 2.17: Left frame: microscope picture of a woven mesh with wire pitch of 80 µm [38]. Right frame: micro-
scope picture of a bulk Micromegas with pillar pitch of 2 mm.
To obtain a more reliable structure and pave the way to large-area Micromegas, the electro-formed
nickel micro-mesh is substituted with a metallic woven wire mesh. Woven meshes are quite robust to
handling and stretching and they are delivered in rolls of up to 40×2 m2. Moreover, they are commonly
produced by several companies around the world, they are quite inexpensive and they are available in
many materials, such as steel, titanium, iron, nickel, copper and gold. In the bulk process, the wire
mesh gets stretched on a frame and laminated at high temperature to the readout board, between layers
of photoresist with adequate thickness, typically in the range of several tens of microns. Depending
on the desired amplification gap, one or two photoresist sheets are included between the mesh and the
readout board, while a single foil is sufficient to externally clothe the mesh. The photoimageable layers
are patterned by exposure to UV light and developed to create the pillars, that support and encapsulate
the mesh, keeping it under tension.
The involved materials are quite inexpensive and the manufacturing cost is low. Moreover, the pro-
cedure can be scaled up to square metre size, enabling the realization of large-area detectors, and it is
compatible with industry standards, which makes it suitable for large scale production. On the mechan-
ical side, bulk Micromegas are much more robust than their predecessors and the mesh spacing is more
homogeneous than in the original case.
The mesh used in the first bulk prototypes can be seen in Fig. 2.17 (left). It has stainless steel
wires 30 µm in diameter, interwoven with a pitch of 80 µm, corresponding to 320 LPI and 39% optical
transparency. The pillars, cylindrical in shape and 300 µm in diameter, are evenly distributed over the
9 × 9 cm2 active area with a pitch of 2 mm in both the x- and the y-direction, as illustrated in Fig. 2.17
(right), introducing dead zones of only 1.8%. One of the chambers has an amplification gap of 75 µm,
while a second one, obtained by laminating two photoresist layers between the mesh and the anode, has
an amplification gap of 150 µm.
Both detectors have been tested in combination with a 10 mm thick conversion gap, using Ar:iC4H10
95:5 and reading out from the mesh the signal generated by 5.9 keV 55Mn X-rays. The ion signal rise
time is 60 ns in the first Micromegas and 150 ns in the second, while the maximum achievable gain is
about 2 × 104 in both cases. The energy resolution is 20% FWHM and can be improved by flattening
down the mesh between two heavy rolls before laminating it to the readout.
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2.3.3 COMPASS
The COMPASS experiment at CERN makes use of Micromegas chambers in the section downstream of
the beam target and upstream of the first analyzing magnet, where the detectors are traversed by the full
spectrum of particles produced in the target, as the low-energy component is not yet deflected out of the
acceptance by the magnetic field [39–41]. In order to cope with the different fluxes encountered along
the beam radius, the tracking system in this section is divided into three nested subsystems of increasing
rate capability. The Micromegas technology has been selected to equip the intermediate zone, called
the small-area tracker (SAT). For a typical beam of 200 GeV muons impinging at about 108 Hz on the
1.3 m long lithium deuteride (6LiD) polarized target, the integrated particle rate expected on the SAT is
about 30 MHz, with a peak flux of 450 kHz/cm2. Additional requirements for the SAT include a space
resolution better than 100 µm and a time accuracy in the 10 ns range, together with a material budget
below 0.3% of a radiation length per detection plane.
The SAT is made up of 12 Micromegas chambers with 40×40 cm2 active area, assembled in back-to-
back doublets of perpendicular views, x-y (0-90°) and u-v (±45°), as shown in Fig. 2.18. Both the drift
and the amplification meshes are electro-formed nickel grids, 4 µm thick, with pitch of 200 and 500 LPI,
respectively. They are stretched and glued on glass fiber frames and stacked on the anode, delimiting
the 100 µm amplification gap and the 3.2 mm thick conversion gap, while a copper-clad Kapton window
stretched on a plastic frame encloses the 6 l gas volume. The amplification gap thickness is precisely
maintained thanks to cylindrical pillars 150 µm in diameter, made out of insulating etchable resin and
fixed to the anode. The readout board is a 100 µm epoxy fiber PCB with 15 µm thick and 200 µm wide
copper strips spaced with a pitch of 360 µm in the inner region and of 420 µm in the outer region. A
circular dead zone of 5 cm in diameter is located in the centre, corresponding to the beam position, where
tracking is performed by scintillating fibers. In order to meet the low material budget requirements, the
readout strips are patterned on a very large PCB (120 × 60 cm2) and extend 35 cm beyond the active
area, allowing the front-end electronics to be moved out of the spectrometer acceptance. Mechanical
rigidity is improved by a 5 mm honeycomb support, glued to a 100 µm carbon epoxy sheet and coupled
to a 15 µm copper electromagnetic shielding.
Although sparks do not damage Micromegas detectors, they generate dead time and require protection
for the electronics. The choice of polarizing the strips through individual resistors lets the potential
of the few strips involved in the discharge vary faster than the mesh voltage, thus reducing the dead
time. Moreover, since it was shown that the probability of hadron-induced sparks in Micromegas is
proportional to the mean atomic number of the gas mixture, the adoption of a neon-based compound
offers additional safety. Finally, provided that for a given gas mixture the number of discharges varies
exponentially with the gain, efforts were made in achieving high efficiency at a gain not exceeding a few
thousand. For this purpose, the SFE16 dedicated amplifier-and-discriminator circuit was designed with
a long 85 ns shaping time, to best match the ion-induced signal.
The resulting figures include 99.5% MIP detection efficiency, 65 µm space resolution in the inner
region and a 9 ns time jitter.
2.3.4 CAST
The CERN axion solar telescope (CAST) has been using the Micromegas technology for one of its
subsystems since 2002 [42, 43]. The purpose is that of reducing background events through the identi-
fication of photons in the energy range from 1 to 10 keV. Because one of the main sources of background
is natural radioactivity, all weldings are done with low-radioactive soldering and Kapton or Kevlar have
been preferred over FR4 epoxy for the readout plane.
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Figure 2.18: COMPASS Micromegas.
The chamber frame is made out of joined Plexiglas cylinders to which the drift and multiplication
electrodes are attached. A 4 µm aluminated polypropylene entrance window, glued on a stainless steel
strong back and capable of holding the vacuum at the magnet side, encloses the 25 mm thick conversion
volume and serves as the cathode, generating the 250 V/cm drift field. The amplification gap, 50 µm in
thickness, is defined by a 4 µm copper micro-mesh having 100 µm wide Kapton support pillars patterned
on it with a pitch of 1 mm. The anode features bi-dimensional cartesian readout with strips-on-pads
configuration, where the y-coordinate is extracted by connecting the pads with strips patterned on the
back side of the Kapton support sheet through metalized vias. The 45 cm2 active area is covered by 192
strips in each direction, spaced with a pitch of 350 µm. Figure 2.19 shows a picture of the micro-mesh
(left) and of the anode plane (right). The readout is performed with Gassiplex electronics, triggered by
the micro-mesh signal.
When operated in Ar:iC4H10 95:5, the detector can reach gas gains of up to 105, although in nor-
mal operation a gain in the range 5 × 103 to 104 is sufficient to discriminate 1 keV photons. Under
these conditions, the achieved hit-reconstruction accuracy is better than 100 µm along both the x- and
the y-coordinate. A signal event, corresponding to a 1–10 keV photon coming from the magnet, cre-
ates a charge cluster with a lateral size of 4 to 8 strips in each direction, allowing for the rejection of
background events which typically form larger clusters.
In 2003, the detector was upgraded with the introduction of a high-sampling-rate flash analog-to-
digital converter (ADC) to record the mesh pulse and discard background events with unexpected shape.
The energy resolution, measured with 5.9 keV X-rays from a 55Fe radioactive source, is 16% FWHM
when using the mesh signal, but only 30% FWHM when reading out the strips because of cross-talk
issues due to unetched copper left on the micro-mesh pillars.
In 2004, an improved Micromegas with a conversion gap of 30 mm and amplification gap of 100 µm
was installed on CAST. In the new setup the cross-talk is eliminated by using Kevlar pillars attached to
the readout plane instead of Kapton pillars patterned on the micro-mesh. This results in an energy resol-
ution of 19% FWHM from both the mesh signal and the strip signal, which leads to better background
rejection capabilities.
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Figure 2.19: Micro-mesh (left) and readout plane (right) of a CAST Micromegas [44].
2.3.5 Other applications
The Micromegas technology finds applications in many other fields. Just to mention a few, it can be
used as a readout structure in time projection chambers [45, 46] and serve as a neutron detector when
equipped with a convenient converter such as 6Li or 10B [47].
2.4 Detector testing
Testing is a key step at every level of detector research and development, both when exploring new ideas
and when aiming at the best exploitation of an existing technology for the needs of a specific application.
The purpose of the test can vary hugely, ranging from a proof of feasibility to the study of the detector
performance, to the optimization of its parameters. This section provides some guidelines and presents
the assembling and testing procedures used throughout the thesis, highlighting the points where partic-
ular care should be taken and explaining the physics foundations of the adopted experimental methods.
Section 2.4.1 introduces the standard tools, the assembling procedure and the preliminary operations
employed to prepare an MPGD specimen for testing. Section 2.4.2 describes the X-ray sources used in
this research work and Section 2.4.3 presents an energy-selective photon filter that I designed to remove
spurious components from the spectrum emitted by the employed X-ray gun. Section 2.4.4 details the
procedure used to assess the total effective gas gain of the MPGDs, while the gain stability is addressed
in Section 2.4.5 and the discharge probability in Section 2.4.6. Finally, beam tests are briefly considered
in Section 2.4.7.
2.4.1 Detector assembling
Most of the tests reported in the following chapters are performed on early-stage specimens, with the
aim of probing novel MPGD technologies. For this reason, a flexible and easy-to-assemble setup is
often used, leaving in the background other aspects that would otherwise be of primary importance in a
finalized detector, such as a custom readout structure or a careful planning of the service routings.
The MPGD components under study, mostly 10 × 10 cm2 in active area, are mounted in a test box
like the one shown in Fig. 2.20. Although the details of such a box depend on the nature of the test,
its skeleton follows a standardized scheme. The readout elements are patterned on a PCB about 1 mm
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Figure 2.20: Test box with bi-dimensional readout and resistive divider.
thick, together with the feedthrough contacts for high-voltage distribution. In the case of Fig. 2.20
(left), the anode has COMPASS-like bi-dimensional strips with Panasonic P5KS high-pitch board-to-
board connectors for signal routing towards the readout ASICs. A gas-tight square frame, most often
made out of insulating material, defines the gas volume and provides the gas inlet. A groove in the frame
houses the O-ring for coupling to the dismountable roof, where the gas outlet and the Kapton or Mylar
entrance window are located. High voltage can be distributed either through a resistive divider, as in Fig.
2.20, or channel by channel with single SHV connectors, in the latter case giving more freedom in the
choice of the fields at the cost of an increased number of high-voltage channels. The drift electrode and
the GEMs, stretched on fiberglass frames, can be piled up over the anode or the bulk Micromegas mesh
using insulating pins for positioning and calibrated washers for precise gap definition, as illustrated in
Fig. 2.20 (right).
The assembly has to take place in a clean room, while wearing a clean-room coat, gloves, shoe covers
and a facial mask. The MPGD active elements should not be touched directly, but rather handled through
their frames, avoiding contact with dirt or hard surfaces that could create shorts. Each component has
to pass an inspection under an optical microscope to ensure the absence of visible defects. It is then
gently blown with nitrogen in order to remove dust particles possibly stuck between its electrodes, as
illustrated in Fig. 2.21 (left). A high-voltage test follows, as shown in Fig. 2.21 (right), to verify the
electrical robustness before the piece is mounted into the test box. For example, 10× 10 cm2 GEM foils
are required to stand a potential difference of 500 V in dry air, with a leakage current of less than 5 nA.
Upon applying the high voltage for the first time, discharges may occur due to manufacturing leftovers
or dirt particles. The plasma generated in the spark is often sufficient to burn the impurity and make
the detector capable of holding high voltage. Although the observation of a few discharges in a brand
new detector element should not raise any worry, repeated sparking in the same position is usually an
indication of a local defect that may require chemical cleaning to be removed. Particular care has to be
taken when performing electrical connections in the test box, in order to prevent the solder from creating
shorts. It is considered good practice in this sense to cover the active area with a clean-room-grade cloth
whenever soldering inside the test box and repeatedly blow with nitrogen after each intervention.
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Figure 2.21: GEM cleaning and HV test.
Upon being placed under gas for the first time, the chamber has to pass a gas tightness test, usually
performed with the help of a sniffer gun. If a leak is found, it can be closed with insulating conformal
coating for electronic circuits, which will penetrate into narrow cavities by capillarity. The detector
should be left for a few hours on open-loop gas flow to ensure several gas-volume exchanges before
powering. All the tests performed in this research work are carried out in open-loop configuration. In
such a case, it is good practice to leave the chamber flushing all the time, even at reduced flow, in order
to prevent extraneous particles from entering into the active volume through the exhaust. When this is
not possible, the gas inlet and outlet should be sealed or shorted together.
2.4.2 X-ray sources
In spite of the fact that MPGDs are often foreseen and designed for the detection of minimum ionizing
particles, many tests are better done with X-rays in the energy range from 1 to 10 keV. The main
advantage consists in the tenfold liberated charge, a few hundred electron-ion pairs for soft X-rays
against a few tens for MIPs traversing a conversion gap a few millimetres thick with 0° incidence
angle. This makes it easier to reach the efficiency plateau with a non-optimized setup and a low gas
gain. Moreover, while the charge deposited by MIPs is Landau-distributed, photon conversions have
small and Gaussian charge variations, thus enabling the estimation of the energy resolution. In turn, the
energy resolution can be used to gather indirect information about the gain uniformity.
Radioactive sources are the simplest and handiest way to generate soft X-rays. They are constituted
of isotopes with a relative proton superabundance in the nucleus, but with insufficient energy difference
between the parent nuclide and its prospective daughter to allow for a positron emission. Under such
conditions, positive beta decay is kinematically forbidden and electron capture is the sole available
decay mode, thus removing the otherwise competing beta background.
By far the most widespread radioactive source of soft X-rays for laboratory calibration and test pur-
poses is 55Fe. Figure 2.22 (left) shows one such a source placed on a detector. 55Fe decays by electron
capture into 55Mn, with a half-life of 2.737 years. The resulting K shell vacancy is filled by an electron
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Figure 2.22: Left frame: 55Fe radioactive source on a detector. Right frame: copper X-ray tube with long collim-
ator standing in front of the irradiated chamber.
Table 2.1: Average number of electron-ion pairs liberated in a photon conversion in various gas mixtures.
Gas Mn Kα Cu Kα
Ar:CO2 70:30 212 289
Ar:CO2 85:15 219 299
Ar:CO2 93:7 223 305
Ar:CF4 90:10 215 293
from a higher shell, with the corresponding emission of a 5.19 keV Auger electron (60% probability),
a 5.899 keV Kα1 X-ray (16.2% probability), a 5.888 keV Kα2 X-ray (8.2% probability) or a 6.49 keV
Kβ X-ray (2.85% probability). The remaining 12% is accounted for by lower-energy Auger electrons
and photons from minor transitions. Due to the limited energy resolution of the tested detectors, these
lines cannot be resolved and the energy spectra exhibit a single photopeak, plus the argon escape peak
about 3 keV below it. The middle column of Table 2.1 gives the average number of electron-ion pairs
produced by a 55Mn Kα photon conversion in the gas mixtures used in this research work, obtained
combining the values in Table 1.1 according to Eq. (1.26).
X-ray tubes come into play when higher photon rates are needed. An X-ray tube is an evacuated glass
bulb in which a tungsten filament connected to an adjustable current generator acts as an electron emitter
through the thermionic effect. The released electrons are accelerated towards the target anode, which is
maintained at a constant positive potential of several tens of kV with respect to the grounded cathode. An
electrostatic lens focuses the electron beam in a small spot on the target surface, while a water cooling
circuit dissipates the intense heat generated in the anode by the impinging high-energy electrons. A
fraction of the electron energy excites the atoms of the metallic target, which eventually revert back
to their ground state by emitting characteristic X-rays. Contrary to radioactive sources, these spectral
lines are superimposed on a background continuum due to bremsstrahlung, whose intensity spectrum
is roughly proportional to (Emax − E) /E, where E is the photon energy and Emax the maximum photon
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Figure 2.23: Left frame: energy spectrum of a copper X-ray tube. From right to left, the three peaks correspond to
the photopeak, the argon escape and the pedestal. Right frame: energy spectrum of the same copper X-ray tube,
where the Kβ line has been removed with the interposition of a nickel filter between the tube and the detector.
energy. The anode voltage therefore defines the spectrum shape, while the filament current regulates the
photon rate. The produced X-rays leave the tube from a thin beryllium extraction window that partly
modifies the spectrum, suppressing the low-energy bremsstrahlung components.
The tubes used in this research work have a copper target, emitting 8.048 keV Kα1 X-rays, 8.028 keV
Kα2 X-rays and 8.905 keV Kβ X-rays. The last column of Table 2.1 gives the average number of
electron-ion pairs produced by a copper Kα photon conversion in the gas mixtures used in this thesis.
2.4.3 Design of an energy-selective photon filter
Figure 2.23 (left) is an energy spectrum acquired with the experimental setup of Fig. 2.22 (right). The
copper X-ray tube is here operated at a potential of 15 kV and a cathode current of 0.300 mA. This
results in a photon flux of 1542 ± 6 Hz/mm2 after the long cylindrical collimator of 1 mm in diameter
and a copper absorber. The detector is a 10 × 10 cm2 active area double GEM with 4.25 mm thick drift
gap, 2.25 mm transfer gap and 2.13 mm induction gap. The foils are mounted in a standard test box
of the type described in Section 2.4.1, with an unsegmented anode readout. The chamber is flushed in
open-loop configuration with a 5 l/h flow of Ar:CO2 70:30. The drift and transfer fields are both set to
2 kV/cm, the induction field is fixed to 3 kV/cm and each GEM is biased with 403 V, corresponding to
an overall effective gas gain of 1100.
The rightmost peak in Fig. 2.23 (left) is the photopeak, the middle one is the argon escape and the left-
most is the pedestal. The spectrum shows that under low noise conditions the copper Kβ line, although
not resolved, begins to emerge from the predominant Kα contributions, giving rise to a positively skewed
photopeak and thus biasing the estimation of the energy resolution.
Better results can be achieved by cleaning up the X-ray tube spectrum to get an improved monochro-
maticity. Specifically, this can be done by cutting out the copper Kβ line by means of a selective filter
that suppresses photon intensities above a selected energy threshold. Figure 2.24 shows the attenuation
length, as defined in Eq. (1.12), for nickel, Kapton and copper as a function of the photon energy. Nickel
is the only chemical element whose attenuation length presents an abrupt fall between the copper Kα
and Kβ lines, at an energy of 8.33 keV. Although this unique property makes nickel the sole candidate
material for the filter, its fragility when laminated in thin foils requires the presence of a support sheet.
The substrate ought to provide mechanical strength and, at the same time, have little or no influence on
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Figure 2.24: Attenuation length of nickel, Kapton and copper [11].
the photon spectrum. The adopted solution is based on the standard double-sided copper-clad Kapton
foil that is used as the GEM raw material, on which nickel layers are subsequently deposited by electro-
plating. Since the filter will also serve as a rate moderator for gain calibrations (cf. Section 2.4.4), the
nickel thickness has to be selected to attenuate the copper Kα line by a factor 50 to 100. The most suit-
able thickness of nickel is determined by combining the data of the three graphs of Fig. 2.24 to obtain
the overall photon suppression. Figure 2.25 gives the calculated attenuation factor as a function of the
photon energy for a stack with 50 µm of Kapton, 10 µm of copper and different amounts of nickel. The
main discontinuity is due to nickel, while the second maximum at 8.98 keV comes from copper.
A picture of the realized filter is shown in Fig. 2.26. The thickness of the deposited nickel is measured
to be in the range 86 to 90 µm, corresponding to an attenuation of the copper Kα line by a factor 59 to
70 and of the copper Kβ line by a factor 3.0 × 109 to 8.2 × 109. The filter is stretched on a 2 mm thick
aluminum frame with a hole at each corner for mechanical fixation to the detector entrance window
through support metal pins.
The energy spectrum in Fig. 2.23 (right) is acquired under the same conditions as 2.23 (left), after
replacing the copper absorber with the nickel filter and increasing the X-ray tube cathode current to
0.459 mA to get a photon rate of 1523 ± 4 Hz/mm2, as similar as possible to the one previously used.
The improvement is visible, as the copper Kβ line and the bremsstrahlung tail are removed, leaving a
purely Gaussian photopeak. This also reflects in the energy resolution extracted from the Gaussian fits,
which decreases from 19.5% to 16.2% FWHM.
2.4.4 Gas gain
The estimation of the effective gain is one of the fundamental steps in the characterization of a gas de-
tector. Different gain calibration methods exist, each of them offering some advantages and disadvant-
ages. Throughout the research work presented in this thesis, gain calibrations are performed exploiting
an X-ray tube to produce a high enough photon rate to enable the direct measurement of the detector
anode current by means of a nanoammeter. In the following, the adopted experimental procedure will
be explained in detail, from the physics foundations to the methodological tricks.
The current IA flowing in the anode of a generic gas detector is given by Eq. (2.1), where Nγ is the
number of photons interacting in the time interval ∆t, Np/γ is the number of electron-ion pairs liberated
in a photon conversion as reported in Table 2.1, G is the effective gas gain and e is the electron charge.
IA =
NγNp/γGe
∆t
(2.1)
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Figure 2.25: Attenuation factor for different nickel thicknesses.
Figure 2.26: Nickel filter.
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The anode current is better estimated when the detector is irradiated with an intense photon flux, as
the relative error on IA generally decreases at larger rates. On the other hand, the number of photon
interactions per unit time is best measured in the opposite condition, as a high particle flux increases
the pile-up probability, leading to an underestimation of Nγ. A calibrated photon absorber can be used
to artificially lower the rate and thus reduce the systematic uncertainties. The absorber calibration is
done by counting the number of detected anode pulses above threshold when the X-ray tube is operated
at the lowest possible cathode current, with (Nwith
γ,low) and without (N
without
γ,low ) absorber. Letting N
with
γ,high be
the number of anode pulses from the detector that exceed the noise threshold when the X-ray tube is
powered with a high cathode current and the absorber is mounted, the number of photon interactions
per time unit ∆t with high current and no absorber is computed as:
Nwithoutγ,high =
Nwith
γ,highN
without
γ,low
Nwith
γ,low
(2.2)
Due to local thickness variations across the absorber area, it is important to experimentally determine
in situ the attenuation factor every time the absorber is used. Moreover, one has to take care not to
move the absorber once in place and not to reinsert it after removal. As for the X-ray tube, the cathode
current should be changed only once, since the potentiometer-based analog current controller makes it
very difficult to revert back to a specific value. Finally, all rate measurements have to be done with and
without radiation to allow for background subtraction. All these requirements can be met by adopting
the following operative procedure.
1. Set up the readout chain for pulse-height operation by connecting the anode of the chamber under
test to a charge preamplifier and to a shaper amplifier in cascade. Keep the signal cable to the
charge preamplifier as short as possible to limit the electronic noise. Hook up the output of the
shaper amplifier to a threshold discriminator followed by a counter scaler for pulse counting.
Optionally, also feed the signal from the shaper amplifier to an ADC for spectroscopy analysis.
Operate the X-ray tube at the lowest cathode current, about a few tens of µA, to obtain a photon
rate in the order of 1 to 10 kHz/mm2 after the long collimator of 1 mm in diameter. Record the
number of detector pulses that exceed the noise threshold over a chosen time interval ∆t. Repeat
the measurement several times to accumulate statistics in the presence of radiation (signal and
background) and without radiation (background only). Estimate the average number of photons
Nwithout
γ,low detected in ∆t and the associated uncertainty by computing the arithmetic mean and the
corrected sample standard deviation of the mean for the acquired data sets, then subtracting the
background contribution and propagating the errors.
2. Mount the absorber in front of the chamber. Estimate the number of photons Nwith
γ,low detected in
the time interval ∆t.
3. Increase the cathode current of the X-ray tube to a couple of mA. Estimate Nwith
γ,high.
4. Remove the absorber and switch to current-mode readout by disconnecting the charge preampli-
fier and inserting a nanoammeter in series between the anode of the chamber and the DC ground.
Measure the current IA flowing in the anode of the detector.
At this point, the effective gas gain is obtained by inserting Eq. (2.2) into Eq. (2.1) and solving for G:
G =
IA∆tNwithγ,low
Np/γNwithγ,highN
without
γ,low e
(2.3)
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One can then get a complete gain curve by varying the bias voltages and recording the corresponding
anode current. There is no need to repeat the rate measurements for each voltage setting, as the gain can
be inferred by rescaling the calibrated point on the basis of the anode current. Alternatively, one can
choose to revert back to pulse-height mode and extract the other points from the photopeak position in
the energy spectra. In either case, to ensure the consistency of the results, neither the chamber nor the
X-ray tube should be moved throughout the whole calibration and scan procedure. Also, the gain scan
should proceed upwards from the lowest voltage, in order to avoid memory effects due to the charging-
up of the dielectrics (cf. Section 2.4.5), that typically have long relaxation times. Unless otherwise
specified, the gain curves shown in this thesis are measured up to the discharge point, so to determine
the maximum applicable voltage and the corresponding maximum achievable gain.
2.4.5 Charging-up
Charging-up is a generic expression that indicates the buildup of charges on the surface of insulating
materials in a gas detector. Charges of either sign contribute to the phenomenon, following their drift
motion in the applied field or because of diffusion processes in the gas. The charges will maintain their
position on the insulators until they get neutralized in an encounter with charges of opposite sign or until
they are evacuated through very small surface leakage currents. The equilibrium is reached when there
is no net charge flow towards the insulating structures, as formalized by Eq. (2.4), where N± indicates
the surface charge density of a given species.
d
(
N+ − N−)
dt
∣∣∣∣∣∣eq
drift
+
d
(
N+ − N−)
dt
∣∣∣∣∣∣eq
diff
+
d
(
N+ − N−)
dt
∣∣∣∣∣∣eq
recomb
+
d
(
N+ − N−)
dt
∣∣∣∣∣∣eq
leak
= 0 (2.4)
Because of the nature of the neutralization process, the recombination rates must be the same for both
carrier species. Furthermore, by neglecting both the leakage terms due to the long relaxation times and
the small diffusion contribution from the positive ions, the previous relation can be simplified as:
dN+
dt
∣∣∣∣∣eq
drift
=
dN−
dt
∣∣∣∣∣eq
drift
+
dN−
dt
∣∣∣∣∣eq
diff
(2.5)
The last equation shows that, when equilibrium is reached, the system is not in a static condition, but
rather in a dynamic state characterized by zero net charge flow. Since the terms in Eq. (2.5) depend on
the intensity of the fields and on the particle rate, it follows that the amount of charging-up will also be
a function of such parameters.
Charging-up causes gain variations that, depending on the application, may interfere with the correct
functioning of the detector. In the research and development phase it is therefore important to assess
the impact of the phenomenon on the detector performance. The parameters that are usually taken into
account are the relative gain variation and the characteristic time to reach the dynamic equilibrium.
In this thesis, gain stability tests are performed by setting up the readout in pulse-height operation
mode, acquiring several spectra and extracting the relative effective gas gain from the shift of the pho-
topeak position. The detailed procedure is as follows.
1. Bias the detector and energize the X-ray tube several hours before starting the measurement to
minimize gain instabilities due to reasons other than charging-up.
2. With the X-ray shutter closed, move the detector to a fresh new spot which was not previously
irradiated and start the acquisition.
3. Open the shutter and take data for long enough time without moving the setup.
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Table 2.2: Decay chain of 228Th.
Parent nuclide Half-life Decay mode Q-value [keV]
228Th 1.9116 ± 0.0016 a α 5520.12 ± 0.22
224Ra 3.6319 ± 0.0023 d α 5788.87 ± 0.15
220Rn 55.6 ± 0.1 s α 6404.67 ± 0.10
216Po 145 ± 2 ms α 6906.3 ± 0.5
212Pb 10.64 ± 0.01 h β− 569.9 ± 1.9
In order to best sample the exponential-like gain-variation curve, low-statistics spectra are recorded in
rapid sequence for the first few minutes, after which time period the data acquisition program automat-
ically switches to longer runs interleaved by pauses of a few minutes.
2.4.6 Discharge probability
As stated in Section 1.8, discharges happen when the total charge in a single avalanche exceeds Raether’s
limit, corresponding to 107–108 electron-ion pairs. For this reason, sparks are more likely to be triggered
by highly ionizing particles or intense particle fluxes and the discharge probability increases at higher
gas gains. The consequences of sparks include possible damage to the amplification structures or the
readout electronics and dead time associated with the recharging of the electrodes. Although the dis-
charge probability can be reduced in several ways and precautions can be adopted to minimize potential
damages, the stochastic nature of the phenomenon makes it impossible to completely suppress sparks.
Throughout the thesis, the discharge probability is probed by forcing the selected gas mixture to flow
through a cavity containing a 228Th radioactive source before entering in the detector volume. 228Th
decays with a half-life of about two years according to the scheme reported in Table 2.2. Its second
daughter in the decay chain is 220Rn that, being in gaseous state, is transported by the gas flow through
the gas line and to the detector active volume. Both 220Rn and its immediate daughter nuclide (216Po)
rapidly decay by emitting alpha particles which average energy is around 6.5 MeV. A calibrated rate
of alpha particles can therefore be obtained by regulating the gas flow. A detailed description of the
experimental procedure used to assess the discharge probability is given in Section 4.3.1.
2.4.7 Beam tests
When it comes to evaluating the MIP detection efficiency or the space resolution, X-rays are not suitable
anymore. Cosmic rays may be used for this purpose, but the very low particle rate often leads to
prohibitively long data-taking runs. A sometimes better alternative is provided by artificially produced
particle beams, where the beam size, energy and composition can be freely chosen within the machine
limits. The beam tests described in Section 4.4.4 have been performed on the H6 beam line in the CERN
North Experimental Area, using beams of muons and pions with energy in the order of 100 GeV.
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Large-area GEMs
Since their invention in 1997, gas electron multipliers (GEMs) have found application in many different
fields, inside and outside high-energy physics. In recent years, a growing demand for large-area GEMs
has arisen, frequently in combination with a need for large-volume production capabilities. Much of
this interest is motivated by the planned increase of luminosity in the upgrade of the Large Hadron
Collider (LHC) to HL-LHC. At present, the external tracking systems of the LHC experiments are often
based on traditional gas detectors, such as multiwire proportional chambers, resistive plate chambers
or drift tubes. Some of the detectors, and especially the ones located in the forward regions, will have
troubles coping with the increased particle flux and need to be replaced. Thanks to their properties, and
in particular the high rate capability, micropattern gas detectors appear as a natural choice for the next
generation of these systems.
The original GEM manufacturing method described in Section 2.2, although regularly used for small
detectors, is hardly applicable to large areas. For this reason, in 2007 an effort has started, aimed at
finding a novel GEM production process that can be scaled up to square metre size. In addition, the new
technique should be compatible with industrial standards in order to allow for large-volume production
in a commercial company outside research institutes.
This chapter describes the research work done over the past years, that eventually led to the de-
velopment of a novel GEM technology based on single-mask wet etching with electrochemical active
corrosion protection. The new GEMs perform similarly to the traditional ones in terms of leakage cur-
rent, robustness against sparks and maximum achievable gain. Since the base material is the same as
the one employed for traditional GEMs, one can expect outgassing, aging and radiation hardness to be
as good. Moreover, in case of industrialization the price per unit area is expected to drop by more than
an order of magnitude.
Section 3.1 explains the limitation of the original GEM manufacturing method and introduces the
approach that led to the first large-area triple-GEM prototype chamber. Section 3.2 presents the refine-
ments of the polyimide-etching technique, which led to the second generation of single-mask GEMs. At
this stage I joined the research group. My first task, which I describe in Section 3.3, was the simulation
of the GEM electrostatic properties as a function of the hole shape in the substrate. Section 3.3.1 to
3.3.3 expand on the employed software tools, on the realized model of a GEM foil and on the utilized
simulation techniques, while Section 3.3.4 and 3.3.5 critically compare the results. Section 3.4 to 3.7
focus on the laboratory tests that I performed to complement the simulations and with the purpose of
further improving the single-mask technology. Four generations (from the third to the sixth) of single-
47
3 Large-area GEMs
Figure 3.1: Double-mask and single-mask GEM manufacturing.
mask GEMs are considered, showing a steady performance improvement up to the point of making the
new technology mature enough for exploitation in a real experiment. For each of these four generations,
I explain the goal that we wanted to achieve, I document the innovations in the manufacturing method
and I describe the tests that I performed, critically commenting the results. Section 3.8 briefly faces
the issue of stretching and positioning the large-area GEM foils. Finally, Section 3.9 summarizes the
research and development work that has been done and presents the conclusions.
3.1 Single-mask technology
For more than ten years, gas electron multipliers have been manufactured following the original pro-
cedure reported in Section 2.2 and schematically shown in the left part of Fig. 3.1. The base material,
consisting of a copper-clad polyimide sheet, is laminated between two negative-tone photoresist dry
films on which the hole pattern is subsequently transferred from photolithographic masks by exposure
to UV light. The two copper layers are etched at the same time in the same machine. The resulting holes
in the copper act as a mask for the polyimide substrate, which is etched simultaneously from above and
from below the foil. The alignment of the two photolithographic masks with an accuracy of 10 µm or
better is a requisite to ensure a good pattern matching and therefore a good detector quality.
Given the flexibility of both the base material and the two masks, and since the alignment is performed
manually with the sole help of an optical microscope, the process becomes more and more involved and
time-consuming with the increase of the active area. When the linear dimensions of the sheet exceed
about 30 cm, the procedure is not feasible any more.
Instead of trying to improve the mask alignment over large areas, the chosen approach aims at sim-
plifying the production process by using only one photolithographic mask, thus removing any need for
alignment. The idea is to pierce the GEM from top to bottom, layer after layer, using the hole pattern
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Figure 3.2: Isotropic and anisotropic polyimide etching [48].
produced in one layer as a mask to etch the one right below it. The trick is applied in turn to each
layer, until through-holes are formed in the base material. This is in contrast with the original proced-
ure, where the holes are excavated from both sides at the same time. Figure 3.1 provides a schematic
comparison between double-masking (left) and single-masking (right).
Although the single-mask concept is simple and neat, it requires proper mastering of the etching
techniques to ensure perfect hole definition at the boundary between each pair of layers. Failing in doing
so results in irregularities of the hole shape that reflect in a poor gain homogeneity across the active area.
The challenge is therefore shifted from the manual alignment of the two photolithographic masks to the
refinement of the etching techniques. Once the right combination of chemistries is found, the dimensions
are limited only by the size of the base material and of the machinery. Another advantage lies in the
fact that the single-mask processing requires very few manual interventions and it can be automatized
with the employment of roll-to-roll equipment. As a consequence, while the price of traditional GEMs
is dominated by the manpower cost, in case of large-volume production in industry the price of single-
mask foils is just slightly higher than the cost of the raw materials.
In single-mask processing the base material is still clothed on both faces with negative-tone photores-
ist dry films, but the hole pattern is transferred to one side only. The unpatterned photoresist is insoluble
to the sodium carbonate development rinsing and protects the bottom copper electrode while the top one
gets etched. After clearing the chromium from inside the holes opened in the top copper layer and strip-
ping both photoresists, it is necessary to etch the Kapton substrate. A variety of different chemistries
can be used for this purpose.
Potassium hydroxide (KOH) has an isotropic behaviour, which means that material is eroded from
the substrate at the same rate in all directions. An isotropic etch undercuts the mask and forms cavities
with round sidewalls, as schematically shown in Fig. 3.2 (left). A through-hole created with such an
etch is always at least twice as wide as it is deep and hence its aspect ratio, defined as depth/width, is
very poor. On top of this, the large bias, representing the distance of mask undercutting, exposes the
copper edge and makes the GEM more prone to sparking.
Ethylenediamine (C2H4 (NH2)2), on the other hand, exhibits an anisotropic behaviour, proceeding
faster in the direction perpendicular to the material surface. Although a perfectly anisotropic etch would
produce vertical sidewalls, a real situation is more similar to the one shown in Fig. 3.2 (right): the
resulting holes have a conical shape, with little or no bias. The aspect ratio depends on the specific etch,
and it is not satisfactory for ethylenediamine alone.
Combining the two chemistries, one can increase the aspect ratio of the holes and therefore lower the
GEM charging-up by limiting the amount of exposed Kapton, while maintaining a small bias. Moreover,
one can change the steepness of the walls within a certain range by tuning the relative concentration of
the two compounds. Heat also plays a role, increasing the etching rate of potassium hydroxide with
respect to the one of ethylenediamine. Temperatures exceeding about 55 ◦C should anyway be avoided,
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Figure 3.3: 1st generation single-mask GEM. Microscope picture of the top electrode (left frame), of the bottom
electrode (right frame) and cross section picture on the axial plane of a hole (central frame). All the dimensions
are given in microns.
as local copper delaminations from the polyimide give rise to irregular etching patterns. With optimized
parameters, one can make holes with a top diameter of about 90 µm and a bottom diameter of about
45 µm. The foreground of Fig. 3.3 is a cross section microscope picture of such a hole, all the dimensions
being given in microns.
The bottom copper layer can be pierced by immersing the sheet into a bath of ammonium persulfate
((NH4)2 S2O8). Ammonium persulfate is a white-to-yellowish salt, highly soluble in water and with
strong oxidizing properties. It is commonly used in the printed circuit board industry as an alternative to
ferric chloride for copper etching. Over large areas, it is found to produce copper thickness variations of
a few microns across the foil. With single-masking, it generates fluctuations of the hole diameter on the
lower GEM electrode, which in turn lead to gain inhomogeneities. On top of this, ammonium persulfate
etches more effectively at grain boundaries and therefore increases surface roughnesses and degrades
the definition of the copper edges around the holes, making the structure more likely to spark. The use
of this chemistry was hence abandoned.
Chromic acid (H2CrO4) was found to be a better option, as it solves both issues of inhomogeneity and
surface roughness. Figure 3.3 shows a single-mask GEM whose lower electrode (right frame) is etched
with chromic acid. The bottom copper layer is etched simultaneously both from the external face and
from inside the holes in the polyimide, which act as a mask. Since all the copper surfaces are attacked
by chromic acid and get eroded at the same rate, the final sheet has both electrodes slimmed down to
half of their original thickness or less. Furthermore, given the isotropic behaviour of chromic acid, a
clearance arises on the top electrode around the edge of the Kapton holes, as it can be seen in the left
frame of Fig. 3.3. This formation, called the rim, is known to worsen the time stability of the gain due
to charging-up of the exposed insulator.
In 2008, the first large-area triple-GEM chamber was built. The detector has an active area of about
2000 cm2 and was designed such that it could be used in the TOTEM experiment, as a possible upgrade
of the T1 tracker. A detailed description of this prototype is provided in [49].
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3.2 Polyimide-etching improvement
The second generation of single-mask GEMs sees an improvement of the polyimide-etching technique
in the direction of steeper holes. This is achieved with the addition of ethanol (C2H6O) to the formerly
used ternary mixture of ethylenediamine, potassium hydroxide and water. The reduction of the exposed
dielectric area reflects in a lower charging-up and hence in a better gain stability over time.
A further improvement is obtained by etching in two phases with solutions containing the same four
constituents in different concentrations. This trick allows for an increased hole steepness and a better
control over the hole shape, that can be finely tuned according to one’s needs.
The single-mask technology therefore offers freedom of choice for almost all of the GEM geometrical
specifications. The Kapton thickness is the sole fixed parameter, given by the selected base material. The
electrodes can be slimmed down before etching the holes, leaving the detector performance untouched
and making it more suitable for applications with low material budget constraints. The hole pitch is
precisely defined by the pattern on the photolithographic mask, that can be changed at will. The same
mask also largely defines the hole diameter on the top electrode, even though a fine adjustment is
possible at a later stage by tuning the amount of UV light during the exposure. The hole steepness
and the diameter on the bottom electrode are determined by the polyimide-etching chemistries and can
be changed within a certain range. Finally, the size of the rim is decided when etching the bottom copper
layer by adjusting the time in the chromic acid bath.
3.3 Hole-geometry study
While the shape of the GEM holes produced with the single-mask technique can be chosen at will,
within certain limits, it is not clear a priori what the optimal shape would be. The best orientation,
with the larger diameter towards the cathode or the anode, is also an open question. Moreover, what is
regarded as optimal depends on the properties that one wants to enhance for the specific application for
which the detector is being designed.
In this framework, numerical simulations can help to gain some knowledge on the influence that the
hole geometry has on the GEM performance. The simulations proceed through three consecutive steps.
1. Define the geometry of the GEM elementary cell, fix the material properties and the applied
voltages, set the symmetry and boundary conditions and solve the electrostatic problem by means
of a finite-element-analysis package.
2. Select a gas mixture and model its properties.
3. Simulate the motion and the interaction of charges in the gas.
In the following, each of these steps is described in detail.
3.3.1 Field-map generation
Since the behaviour of free charges in a GEM depends on the field configuration, it is first of all ne-
cessary to deal with the electromagnetic problem of finding the field in each point of the simulation
volume. The solution of the Maxwell equations under a set of boundary conditions can be approached
in different ways. In this research work, a finite-element-method (FEM) commercial package is used to
extract a numerical answer in the form of a field map.
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Finite-element methods are numerical techniques for finding approximate solutions to a set of partial
differential equations or integral equations. The original set is either approximated with a set of or-
dinary differential equations which is then numerically integrated using standard techniques or, in case
of a steady-state problem, turned into a set of algebraic equations. FEMs are particularly suitable for
the solution of partial differential equations when the problem domain has a complicated shape, when
it changes over time, when the required precision on the approximate solution varies over the domain,
or again when the expected solution has sharp gradients or lacks smoothness. Most FEMs, including
the one used in this thesis, proceed by subdividing the domain into a high number of small elements
of defined shape, that are called finite elements or primitives. For example, primitives can be triangles
and quadrangles for bi-dimensional cases or tetrahedra and hexahedra for three-dimensional cases. The
collection of all the primitives constitutes a discretization of the problem domain and is called a mesh.
Each mesh element is considered as a homogeneous integration domain, in which the solution is as-
sumed to be the superimposition of polynomial basis functions or shape functions. The coefficients of
the shape functions in the linear combination are the unknowns of the algebraic set resulting from the
discretization. Although the primitives’ shape is fixed, their linear dimensions are not and can vary over
the problem domain, thus allowing for higher accuracy near surface boundaries where the solution can
be expected to show higher gradients or even discontinuities. In height-FEMs (h-FEMs), the requested
precision on the solution is reached by iteratively subdividing the mesh into smaller and smaller ele-
ments, while in polynomial-FEMs (p-FEMs) this is done by progressively increasing the degree of the
polynomial shape functions. Combining the two methods leads to hp-FEMs, where the polynomials’
degree can change from element to element.
The choice of a FEM to compute the field in a GEM detector comes from the fact that the needed
accuracy varies over the simulation volume. In fact, the field is almost constant far from the amplifica-
tion structure, while it is expected to change quickly in both magnitude and direction in the vicinity of
the GEM holes and at the surface boundaries. Throughout this research work, the ANSYS package is
adopted as the field solver [50].
First, one has to create a geometrical model of the GEM foil and of the surrounding electrodes,
namely the detector drift and anode planes. In order to restrict the computational time in the subsequent
simulation stages, the model should be kept as simple as possible. Given the hexagonally packed dis-
position of the holes in all the simulated structures, the most elementary cell is a rectangle of linear
dimensions pitch/2 and
√
3pitch/2 respectively, including two quarter holes at diagonally opposite ver-
tices. Figure 3.4 illustrates such a minimal cell in a bi-dimensional (left) and three-dimensional (right)
view. The GEM periodic pattern is then obtained by mirror symmetry along both the x- and y-direction.
Following the same CPU-time optimization philosophy, the extension of the simulation volume along
the z-direction can be limited to a few hundred microns, at which distance any distortions due to the
holes becomes negligible and the field is uniform.
Let’s consider as an example a standard double-mask GEM manufactured at CERN. The base ma-
terial is a 50 µm thick polyimide layer, clad on the two faces with 5 µm of copper. The holes have a
pitch of 140 µm and they are biconical in shape, with an outer diameter of 70 µm and an inner diameter
of 55 µm. Along the z-direction, the simulation volume stretches from 500 µm, where the virtual drift
electrode is located, to −500 µm, at which position one finds the anode plane. Figure 3.5 is a detail of
the ANSYS 3D model, shown in wireframe under two different viewing angles. The two quarters of
the biconical holes are visible, the first centered in the origin of the coordinate system and the second
at the diagonally opposite corner of the cell. Figure 3.6 is a solid model of the same GEM detail, with
the Kapton foil in purple and the gas volume in yellow. The GEM electrodes are not shown in colour
because, being metallic, they are equipotential volumes and they have to appear in the simulation only
as a set of boundary conditions.
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Figure 3.4: Definition of the elementary cell of a GEM.
After defining the material properties, one has to set the electromagnetic state of the cell. In the ex-
ample under analysis, the difference of potential across the GEM is 400 V, the drift field is 1 kV/cm and
the induction field is 3 kV/cm, with no superimposed magnetic field. The virtual drift electrode and the
grounded anode are modeled with Dirichlet boundary conditions for the electric potential φ (z) = K (z)
on the top and bottom planes of the simulation volume. Moreover, in order to allow for mirror sym-
metry of the solution, one has to require the electric potential to satisfy Neumann boundary conditions
−∇φ (x) · n (x) = 0 on the four lateral faces of the polyimide and gas volumes.
Next, one has to adequately subdivide the problem domain into primitives by meshing the polyimide
and the gas volumes. The chosen element type is a 10-node tetrahedral electrostatic solid. Although the
meshing is done with the finest primitive size available to the ANSYS smartsize procedure, the solution
accuracy can be further improved when necessary by manually refining the mesh. Tests indicate that
a small refinement of all the elements appreciably ameliorates the solution with an acceptable burden
on the CPU and with no increased risk of meshing problems. Figure 3.7 shows the refined mesh in the
elementary cell. The mesh is denser at volume boundaries, where higher precision is needed.
Figure 3.8 and 3.9 visualize the computed electric potential, as a colour map and as equipotential
planes, respectively. This solution is then saved into field map files for use at later stages.
3.3.2 Gas-property modeling
Besides the electromagnetic field, the behaviour of free charges in a gas detector depends on the selected
gas mixture. In this thesis, the gas attributes are computed using Magboltz version 7.07, called from
Garfield version 7.43 [51, 52]. Magboltz is a simulation code written by Stephen Biagi and widely
adopted to model with percent accuracy the properties of an almost arbitrary gas mixture by taking into
account both elastic and non-elastic cross sections [53].
Appendix A reports the electron drift velocity, Appendix B the electron longitudinal and transverse
diffusion and Appendix C the first Townsend coefficient and attachment coefficient as functions of the
electric field strength for the gas mixtures used in this research work. In addition, since all the performed
simulations use Ar:CO2 70:30, Appendix D shows the electron energy distribution in such a mixture for
electric field strengths from 1 to 100 kV/cm in 10 logarithmically spaced steps.
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Figure 3.5: ANSYS wireframe model of a double-mask GEM. Left frame: axonometric projection of the element-
ary cell defined in Fig. 3.4. Right frame: lateral view of the elementary cell, with the two quarter holes shown at
the sides.
Figure 3.6: ANSYS solid model of a double-mask GEM. The polyimide foil is shown in purple, while the gas
volume is in yellow. The electrodes are not shown in colour because they appear in the simulation as a set of
boundary conditions.
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Figure 3.7: ANSYS meshed model of a double-mask GEM. Left frame: axonometric projection of the whole
simulation space, stretching from the cathode at z = 500 µm to the anode at z = −500 µm. Right frame: lateral
view of the elementary cell, like in Fig. 3.5 (right) and 3.6 (right). Note that the GEM electrodes are not meshed
and that the mesh gets finer at volume boundaries.
3.3.3 Charge motion and interaction
The diffusion of free charges, their drift motion under the action of the applied electric field, their
interaction with the molecules of the gas mixture and their Townsend multiplication are simulated using
version 7.43 of Garfield, by Rob Veenhof [54].
First, the field map generated with the finite-element-analysis package has to be converted into Gar-
field format. At this stage, the field map only contains a discrete solution of the electromagnetic problem
in the elementary cell defined in Section 3.3.1 and shown in Fig. 3.4. Since the simulation space typic-
ally stretches over several elementary cells, the field map is prolonged by mirror symmetry along both
the x- and y-direction to fill the entire simulation volume. A geometrical model of all the detector ele-
ments also has to be provided. The model has to match the one used in ANSYS, extended to the whole
simulation space. The information is needed by Garfield to determine when to stop tracking a drifting
particle due to a collision with a detector surface.
After loading the gas file created with Magboltz, one can investigate the field configuration in the
GEM by means of a number of different plots. For example, the left frame of Fig. 2.7 displays the
equipotential lines (in green) and field lines (in yellow) in the axial plane of a double-mask GEM hole,
while the right frame highlights the electric field intensity along the hole axis. Furthermore, Garfield
provides the user with three different integration methods for particle tracking.
The first method is based on the Runge-Kutta-Fehlberg algorithm. It is initialized with a starting
point, x0, in three dimensions and with the corresponding initial velocity vector, u0, that is retrieved
from the Magboltz gas table after extracting the electric field at the starting location from the field map.
The method also requires the desired space accuracy, , to be specified. This parameter, which is set
to 1 Å, remains constant throughout the whole integration process and it enters in the calculation of
the variable integration time step, ∆ti. The initial time step is conservatively set to ∆t0 = /v0. The
algorithm proceeds by finite moves by computing two estimates of the next position of the particle on
the drift line, x(2)i+1 and x
(3)
i+1, with second-order and third-order accuracy, respectively. The time step is
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Figure 3.8: Potential map of a double-mask GEM. The colours indicate the electric potential computed by the
field solver over the discretized problem domain.
Figure 3.9: Equipotential planes in a double-mask GEM.
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then updated by comparing the requested space accuracy with the Euclidean distance between the two
estimated points, according to Eq. (3.1).
∆ti+1 = ∆ti
√
∥∥∥∥x(2)i+1 − x(3)i+1∥∥∥∥ (3.1)
The step is repeated using the new ∆t in case the time step shrinks by more than a factor 5 or if the
step size exceeds the maximum step length, fixed to 2 µm. Otherwise, the position and the velocity
are updated with the second-order estimate and the integration continues. The iteration is stopped if
the particle hits a wall, if it exits the simulation volume, if the number of steps reaches the maximum
number of steps allowed, if the step size drops below the requested accuracy, or if the velocity becomes
zero or negative. This method is well suited for smooth or even analytic fields, where it allows for
an improvement of the simulation accuracy, by reducing at the same time the CPU cost thanks to the
variable time step. However, one should be careful when using such an algorithm with field maps, that
are sometimes not even continuous. Since the Runge-Kutta-Fehlberg integration does not take diffusion
into account, it is generally used to trace an approximate profile of the field lines in a chamber, as it was
done in Fig. 2.7 (left) for a standard double-mask GEM.
For the use in conjunction with a field map, the Monte Carlo drift-line integration is a more robust
alternative, which also considers the charge diffusion processes in the gas mixture. Like the previous
algorithm, it is initialized with a starting point x0 and with the corresponding initial velocity vector
u0. The time step can be set either explicitly or through a step size, in the latter case giving rise to an
almost constant spatial length covered at each step, with small variations due to diffusion and, to a lesser
extent, to non-linearities in the field. A third option is to request a variable time step, characterized
by an exponential distribution with an average value roughly equal to a specified number of times the
mean collision time at the local electric field strength. The step length is then computed assuming the
particle velocity to be constant over the time step. Both the longitudinal and the transverse diffusions are
also considered to be constant, and their contributions along the drift line and in the two perpendicular
directions are taken from three independent Gaussian distributions with spread σi =
√
2Di∆t, where Di
is the diffusion coefficient in the considered direction. The particle position is updated by adding the drift
and the diffusion vectors and the process iterates. Similarly to the Runge-Kutta-Fehlberg method, the
integration is stopped if the particle hits a wall, if it exits the simulation volume, if the number of steps
reaches the maximum number of steps allowed, or if the velocity becomes zero. The most important
difference between the two described algorithms is that, while the former will always compute the same
trajectory for a given set of initial conditions, the latter will return different results due to the random
contributions introduced by the diffusion. Although the Monte Carlo method is intrinsically robust and
therefore more suited for irregular fields like the ones arising from field maps, great care has to be taken
when adjusting the time step. Too large values of the time step make the algorithm inaccurate, while
too short steps can cause a premature abortion of the integration in case the maximum number of steps
allowed is reached.
The third and most precise integration method performs a microscopic particle tracking at molecular
level using Monte Carlo techniques. It is initialized with a starting point, x0, the corresponding initial
kinetic energy, E0, and optionally the direction of the initial velocity vector, uˆ0. The step size is the actual
free path, as in the real gas, with its natural energy-dependent exponential probability distribution, and
with the particle following a vacuum trajectory between collisions. Each collision is classified as either
elastic, inelastic, super-elastic, attachment or ionization, with one of the molecular species present in
the gas mixture. The choice is made on a probabilistic basis, by taking into account the gas composition
and the cross section of each interaction type at the energy just prior to the collision. Since such a
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simulation typically proceeds through millions of steps, it is rarely practical to store each of them and so
the particle state is recorded every n collisions, with the possibility to set n = 1 if desired. In addition,
the maximum kinetic energy allowed during the whole procedure has to be provided by the user. If the
electron energy exceeds the set threshold, the tracking is terminated before completion. A too small
energy limit therefore causes a loss of statistics, while a too large limit makes the algorithm inaccurate.
In order to determine such a parameter, one has to find the maximum field strength in the chamber and
check the corresponding maximum kinetic energy using probability distributions like the ones reported
in Appendix D. In the example of the standard GEM under consideration, the energy limit can be safely
set to 100 eV. The microscopic tracking can be somewhat demanding in terms of computational cost,
but it provides a very accurate model of the drift and diffusion processes. In Garfield, it is implemented
in two different procedures: the first follows only the original electron, while the second also tracks
every ionization electron in the Townsend avalanche. Figure 2.8 shows two avalanches simulated with
this algorithm.
3.3.4 Field comparison
The software tools introduced in the previous sections can be exploited to investigate the influence of
the hole geometry on the properties of single-mask GEMs.
Consider a standard Kapton substrate of 50 µm in thickness, clad on the two sides with 5 µm of
copper and perforated by conical holes arranged in a hexagonally packed configuration with a pitch of
140 µm. As formerly done for the standard GEM, the ANSYS elementary cell extends for pitch/2 and√
3pitch/2 in the x- and y-dimension respectively, including two quarter holes at diagonally opposite
vertices. Along the z-direction, the simulation volume stretches from −500 to 500 µm, with the virtual
anode on the bottom face and the drift plane on the top one. The hole diameter on the GEM lower
electrode is fixed to 55 µm, while it varies from 55 to 95 µm in steps of 10 µm on the upper one. The
z-mirror-symmetric geometries are also considered, i.e. the ones obtained by flipping over the GEM
foil. For each of these configurations, a field map is created, with 400 V across the GEM and 3 kV/cm
electric field in both the drift and the induction gaps.
Each of the field maps is converted into Garfield format and the Ar:CO2 70:30 gas table generated
with Magboltz is loaded. Garfield is then used to draw equipotential lines in a hole axial section, on top
of which approximated field lines are traced with the Runge-Kutta-Fehlberg integration algorithm. The
field strength along the axis for each of the considered geometries is also plotted. The simulation results
are given in Appendix E.
As one could expect, the field is z-symmetric in the special case of equal hole diameter on the two
GEM faces, that corresponds to a cylindrical geometry. Wider top diameters lead to better field focusing
into the hole, with consequent reduction of the electron losses on the GEM upper electrode. However,
the number of field lines drawn to the bottom copper layer also grows for larger top diameters. This,
in combination with the lateral spread of the charge cloud in a growing Townsend avalanche, can be
expected to give considerable electron losses on the polyimide and on the GEM lower electrode. Con-
versely, wider bottom diameters affect only slightly the electron focusing at the hole entrance, while
considerably reducing the charge deposition on the insulator.
The right-handed frames in Appendix E demonstrate that the electric field strength along the hole axis
is maximum in the cylindrical configuration, as also indicated by the high concentration of field lines
in Fig. E.1. In spite of the variation of about 17% of the field peak intensity along the hole axis, the
z-coordinate of the peak does not change appreciably, or does the overall axial-field shape, that is only
slightly distorted in asymmetric holes.
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3.3.5 Transparency study
A further step can be done by tracking a high number of electrons with one of the integration algorithms
described above and recording, for each particle, the final position in the chamber. In this way one
can estimate the electron transparency and the losses on the various detector surfaces for the different
geometrical configurations.
In order not to bias the Monte Carlo results, the electron starting points have to be homogeneously
distributed in the x-y plane. The request can be satisfied, while keeping the computational cost at the
minimum, by picking random starting points in the elementary cell shown in Fig. 3.4, which extends for
pitch/2 and
√
3pitch/2 in the x- and y-dimension, respectively. Moreover, the initial z-coordinate has
to be chosen far enough from the GEM, in a region of uniform field. A good compromise is z = 100 µm,
that is only 70 µm above the foil, but already enough to meet the field homogeneity requirement.
The Monte Carlo can build on the ANSYS field maps and on the Magboltz gas table created for the
study previously described in Section 3.3.4, while the Garfield code has to be adapted to the require-
ments given above. The simulation volume still ranges from −500 to 500 µm along the z-coordinate, but
in the x- and y-direction it is extended up to 7pitch/2 and 5
√
3pitch/2 respectively, thus covering the
whole area shown in Fig. 3.4 (left). This is necessary because the charges generated in the elementary
cell can diffuse to neighboring GEM holes, which hence have to be defined as Garfield solids and taken
into account during the tracking process.
For each of the considered geometries, 1000 electrons are tracked using the microscopic drift pro-
cedure and their final positions are recorded. The tracking is stopped and the electron is considered
collected by the anode if it crosses the plane z = −100 µm, while it is labeled as lost on a detector
wall if its last tracked position is less than 1 µm from a material surface. Other possible final states
include attachment to a gas molecule and a series of very rare errors due to local poor-quality meshing
or algorithm failure.
Figure 3.10 is a stacked-area chart showing the Monte Carlo outcomes as a function of the geometry,
expressed in abscissa through the upper and lower hole diameters. As pointed out in the previous
section, wide conical openings facing the cathode have good electron-focusing properties, that result
in negligible losses on the GEM top electrode. However, the bending of the field lines inside the hole,
together with the transverse diffusion of electrons, cause a significant charge deposition on the middle
and bottom layers. When moving from wide conical holes towards more cylindrical configurations,
these phenomena cause an increase of the number of particles collected on the upper electrode and a
parallel drop in the number of collisions with the polyimide and lower copper layer. The slight decrease
of attachment events is understood with the shorter average integrated path covered by the particles. In
the geometries with larger holes facing the anode, wider openings follow in a better way the transverse
diffusion of electrons, resulting in reduced losses on the Kapton. On the other hand, the charge collected
by the two electrodes does not change significantly with the hole shape. As regarding the overall electron
transparency, it does not appear to depend strongly on the geometry.
3.4 Mechanical protection
The first and second generation of single-mask GEMs, described in Sections 3.1 and 3.2 respectively,
differ in the polyimide-etching technique, but they both get their bottom electrode pierced by means
of chromic acid. As explained at the end of Section 3.1, chromic acid is an excellent copper etch for
large-area single-mask GEMs, as it solves both the issues of thickness inhomogeneity and of surface
roughness that arise with ammonium persulfate. Chromic acid also slims down both electrodes to less
than half of their original thickness and it creates a rim around the edge of the Kapton holes, that
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Figure 3.10: Electron ending point for different conical hole shapes.
degrades the time stability of the gain due to charging-up of the exposed insulator. If necessary, the rim
size on both electrodes can be increased by moderate over-etching. Although a well-timed etching can
set the lower rim to zero, the upper one cannot be reduced below half of the original copper thickness.
This is due to the isotropic behaviour of the chemistry, together with the fact that all the copper surfaces
are attacked by the acid. In order to enhance the gain stability and avoid potentially undesired electrode
thinning, it is necessary to protect the GEM top layer and the external face of the bottom one during the
second etching phase, with the openings being excavated from the inside of the holes only.
From the third generation of single-mask GEMs, the outer side of the lower electrode is shielded
by laminating a photoresist foil that acts as a mechanical barrier to the chromic acid. This solution
is simple, effective and cheap and it is therefore maintained in the following generations, which are
presented in Section 3.5 to 3.7.
In the third generation of single-mask GEMs, a mechanical protection is applied also to the upper
electrode. As photoresist would seal the holes and prevent the acid from reaching the GEM bottom layer,
gold plating is used instead. The plating is applied to the top layer only, after etching the polyimide and
before proceeding with the second copper-etching phase. Figure 3.11 shows a microscope picture of
the upper (left) and lower (right) electrodes of such a GEM, together with an axial cross section of a
hole. A comparison with Fig. 3.3 reveals the great improvement in polyimide etching introduced with
the second generation, that results in much steeper walls. Third generation single-mask GEMs have an
average top diameter of 101 ± 17 µm and an average bottom diameter of 66 ± 10 µm, against 90 and
45 µm for the first prototype described in Section 3.1.
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Figure 3.11: 3rd generation single-mask GEM. Microscope picture of the top electrode (left frame), of the bottom
electrode (right frame) and cross section picture on the axial plane of a hole (central frame). All the dimensions
are given in microns.
Gold plating has a high cost and the added layer is hard to remove. Due to the difficulty of stripping
the cladding, gold-plated GEMs often have metal flakes stretching out into the holes, as shown in the
central frame of Fig. 3.11. The consequent high discharge probability prevents the GEM foils from
reaching sufficient gas gains. These inconveniences could be solved by substituting gold with tin that is
cheaper and can be easily eliminated in post-production. Both with gold and tin, however, it is difficult
to ensure perfect tightness of the plating at the junction between copper and Kapton. The slightest
delamination creates a leak through which the acid can attack the electrode, leading to copper etching
under the shielding. This results in the formation of dents that degrade the hole shape on the GEM top
electrode, as highlighted in the left frame of Fig. 3.11. The mechanical protection of the upper copper
layer was therefore abandoned in favour of more suitable schemes based on electrochemical processes.
3.5 Reverse electroplating
In the fourth generation of single-mask GEMs, the lower electrode is externally laminated with a
photoresist shielding and subsequently etched through reverse electroplating.
Electroplating, also known as electrodeposition, is an electrochemical process used to coat a con-
ductive object with a thin layer of metal, in order to bestow a desired property to a surface or to build
up thickness on undersized parts. The object to be plated is used as a cathode in a galvanic cell acting
in reverse, where the anode is made of the material to be deposited on the part. A power supply, in
the form of a battery or more commonly of a rectifier, injects a direct current into the anode, oxidizing
the zero-valence metal atoms to form cations. The cations are dispersed in the electrolyte, where they
combine with the dissolved anions. Free ions migrate in the cell under the action of the electric field,
resulting in a net movement of metal ions towards the cathode. At the cathode the opposite process takes
place, with cations getting reduced and sticking onto the object. In this process the anode is dissolved
at a rate that is equal to the metal deposition rate on the cathode and proportional to the electric current
flowing in the circuit.
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Figure 3.12: 4th generation single-mask GEM. Microscope picture of the top electrode (left frame) and of the
bottom electrode (right frame).
In the present case, the GEM is immersed into an acidic copper sulphate (CuSO4) solution and its
bottom electrode is connected to the positive terminal of a power supply. The unprotected upper copper
layer is mildly eroded, while the lower one is quickly electroetched on the internal face only, the external
one being shielded by the photoresist. The supplied current stimulates the oxidation of the zero-valence
metallic copper, that dissolves in the electrolyte as doubly charged Cu2+ cations, which then combine
with free SO2−4 anions.
When the electroetching starts, the electric field in a GEM hole is rather homogeneous, the field
lines are approximately parallel to each other and they are evenly distributed in a cross sectional plane.
This leads to a uniform etching of the GEM bottom copper layer, with the insulator acting as a mask.
After a few minutes, the electrode thinning locally modifies the resistance, creating a region of higher
resistivity in the centre of the hole. The field lines deviate towards the edges, following the lowest-
impedance path and giving rise to a radial electric field gradient. As the process continues, the hole
centre progressively increases its resistivity and becomes harder to erode, while the growth of current
density at the border produces quick and irregular etching-rate variations. This causes a significant
over-etching, degrades the hole contour and leaves spikes that make the GEM more likely to discharge.
Figure 3.12 shows microscope pictures of an electroetched GEM. Although its top electrode (left frame)
has well-defined holes, the pattern on the opposite side (right frame) is highly irregular and cannot be
considered satisfactory.
3.6 Electrochemical active corrosion protection
In the words of Ulick Richardson Evans, the British chemist who is often considered as the father of the
corrosion science:
“Corrosion is largely an electrochemical phenomenon, [which] may be defined as destruc-
tion by electrochemical or chemical agencies.”
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Figure 3.13: 5th generation single-mask GEM. Microscope picture of the top electrode (left frame), of the bottom
electrode (right frame) and cross section picture on the axial plane of a hole (central frame). All the dimensions
are given in microns.
Indeed, when a metal is immersed into a corrosive liquid, a voltage drop appears between the object and
the metallic walls of the etching bath. By applying a greater potential with reverse polarity through an
external power supply, one can stop the reaction and make the object totally inert to the chemicals. This
technique, known as electrochemical active corrosion protection, finds application in several industrial
fields, from the protection of boat hulls against sea water to the protection of pipes against corrosion in
humid ground.
The approach can be adapted to the manufacturing of single-mask GEMs, by grounding the upper
electrode of a foil immersed into a chromic acid solution, while supplying a positive voltage of 3 V
to the lower electrode and to the walls of the bath. The inverse current drawn from the GEM top
copper layer protects it against corrosion, while the bottom one is externally shielded by photoresist and
internally etched from the apertures in the polyimide, that act as a mask. This is in sharp contrast with
the reverse electroplating technique presented in the previous section, where the upper electrode of a
GEM immersed into an appropriate electrolyte is left unprotected and the lower one is electroetched by
the injection of a direct current. The exploitation of the traditional isotropic chemical etching based on
chromic acid solves the issues caused by electroetching in the 4th generation of single-mask GEMs.
The time required to fully etch the holes varies from 5 to 10 minutes, depending on the copper
thickness. The process is stopped only when the hole diameter on the bottom layer equals the hole
width on the top one. This copper over-etching leaves large rims on the lower face, that can be removed
with a fast polyimide etching (about 30 s) after stripping the photoresist. In this way very steep holes
can be made, with almost no rims on either sides.
Figure 3.13 shows the top (left) and bottom (right) electrodes of a 5th generation single-mask GEM,
as well as a representative cross section picture (centre). The holes in both copper layers are perfectly
defined, with no over-etching or spikes. The average upper diameter is 85 ± 6 µm, while the lower one
is 69 ± 3 µm.
Moreover, the electrochemical active corrosion protection technology is compatible with roll-to-roll
processing and therefore suitable not only for large-area, but also large-volume productions.
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Table 3.1: Maximum voltage and leakage current of 5th generation single-mask GEMs. Vmax is the lowest differ-
ence of potential that causes the onset of discharges in dry air without radiation. Ileak is the corresponding leakage
current at the sparking limit.
Specimen
No rim ' 1 µm rim ' 2 µm rim
Vmax [V] Ileak [nA] Vmax [V] Ileak [nA] Vmax [V] Ileak [nA]
1 590 3.42 600 9.15
2 600 0.73 635 5.35 670 10.10
3 590 6.10 645 4.07 675 11.40
4 600 0.69 660 11.20
The second and third columns of Table 3.1 give the discharge voltage in dry air and the corresponding
leakage current at the sparking limit for four specimens with active area of 10 × 10 cm2. The tests,
performed in a clean room according to the procedure described in Section 2.4.1, classify all of the
specimens as eligible for use in a detector. Nevertheless, when housed in a test box and operated in
Ar:CO2 70:30 in the presence of ionizing radiation, the foils appear to be very delicate. Even though
they are not particularly prone to discharging, the chance for a single spark to cause significant damage
is quite high. In fact, within a few minutes of operation, a discharge event has a fairly large probability
to create a low-resistivity bridge between the two GEM electrodes, making it impossible for the power
supply to maintain the required high-voltage difference. One can attempt to recover the foil by using
a low-voltage generator to inject an intense current and burn the ohmic contact like a fuse. However,
this has to be considered as an emergency procedure and does not provide a lasting solution. The
GEM robustness against sparks can be improved by introducing a non-zero, but still very small rim.
For example, dipping the foil into chromic acid for about 30 s results in a rim a few microns wide,
enough to ensure sufficient robustness against discharges. The rightmost columns of Table 3.1 show
the performance boost in terms of maximum sustainable voltage that originates from a modest rim.
The higher leakage current at the sparking limit is a normal consequence of the increased difference of
potential and should not raise any worry, as it remains in the order of a few nA. Although many efforts
have been done to eliminate the rim, it has been demonstrated that in 5th generation single-mask GEMs
a minimal rim of a few microns is mandatory for safe operation. The electrochemical active corrosion
protection technology provides us with a powerful and precise method to finely tune the rim according
to the needs.
Once safe detector operation is secured thanks to a satisfactory tolerance to discharges, one can probe
the GEM performance, identify the possible weak points and eventually further develop the technology.
The studies are best done on a single-GEM chamber, in order to disentangle the intrinsic properties from
other effects due to the coupling between adjacent foils. However, the first laboratory tests carried out on
a single-GEM prototype reveal poor gas gains even at the highest applicable voltages, to the point that
the signal cannot always be easily discriminated from the background random noise. For this reason,
the measurements presented in the rest of the current section are based on a double-GEM structure.
The chamber is assembled using a standard test box like the one described in Section 2.4.1. The
anode is a 10 × 10 cm2 unsegmented copper plane with a feedthrough contact that extends until outside
the box frame. The contact is in turn wired to a LEMO 00 female chassis socket1, mounted on the patch-
panel sitting just outside the chamber wall. The same patch-panel also accommodates several SHV male
chassis sockets2, connected to the high-voltage feedthrough contacts with 1 MΩ safety resistors. The
1 LEMO type ERA.00.250.NTLW, Fischer type D 101 A004, Huber-Suhner type 22 QLA 01-0-2
2 Radiall type R317.580, Suhner type 22 SHV 50-0-2
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Figure 3.14: Schematic view of the double-GEM detector. From top to bottom: the cathode (or drift electrode),
the drift gap (or conversion gap), the GEM specimen 2, the transfer gap, the GEM specimen 3, the induction gap
and the anode, which is used as the readout electrode.
use of several high-voltage channels biased by independent power supplies is usually preferable over
the alternative resistive divider approach in the early R&D phase. The adopted solution, although more
complex to setup and operate, offers much greater freedom in the choice of the voltages, thus enabling
the investigation of a wider range of detector aspects. The fiberglass frame of the test box houses the gas
inlet and presents on its top face a groove with an O-ring for coupling to the dismountable roof, where
the gas outlet and the Kapton entrance window are located. The GEM specimen 3 is stretched on a frame
and placed over the anode at a distance of 2.13 mm. The GEM specimen 2 is then positioned 2.25 mm
above it. The stack is completed by the drift electrode, made out of a single-side copper-covered Kapton
foil, that delimits the 4.25 mm thick conversion gap. Figure 3.14 shows a schematic view of the detector.
The measurements reported in the rest of this section are performed in Ar:CO2 70:30 at standard
ambient temperature and pressure. The chamber is flushed in open-loop configuration with a gas flow
of about 5 l/h. The water content, surveyed by means of a hygrometer placed at the end of the gas line,
is in the order of 100 ppm. Figure 2.22 (right) is a picture of the realized double-GEM detector, hooked
up to the gas, high-voltage and readout lines and fixed to a movable stand in front of the copper X-ray
tube that is used as the radiation source throughout the characterization. The photon beam is shaped by
a long collimator of 1 mm in diameter, which is also visible in the picture.
As mentioned in Section 3.3, when dealing with asymmetrical holes it is not in principle clear which
GEM orientation would be the best, if with the larger diameter towards the cathode or the anode. In the
former case, the GEM is colloquially said to be in “open top” configuration, while the latter condition is
referred to as “open bottom”. The GEM performance will be studied for both orientations, taking care
to apply the same environmental conditions, the same voltage settings and similar radiation fluxes, in
order to allow for a critical comparison.
Figure 3.15 displays two spectra acquired with the double GEM in open top (left) and open bottom
(right) configuration, respectively. In both cases, the drift field is set to 3 kV/cm, the transfer and the
induction fields are 2 kV/cm and the voltage difference across the foils is fixed to 430 V. The achieved
energy resolution, extracted from Gaussian fits to the energy spectra, is 23.5% full width at half max-
imum (FWHM) in the first case and 20.8% FWHM in the second.
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Figure 3.15: Energy spectra of a 5th generation single-mask double GEM.
It is interesting to observe how the different electric fields influence the effective gas gain and the en-
ergy resolution. For this purpose, the chamber is prepared with the two GEMs in open top configuration
and it is hooked up to a pulse-height readout chain comprising a charge preamplifier, a shaper amplifier
and an analog-to-digital converter, in cascade. The voltage difference across each foil is maintained at
430 V, while the drift, transfer and induction fields are alternatively scanned. For each set of fields,
an energy spectrum is acquired and subsequently fitted with three independent Gaussian curves corres-
ponding to the photopeak, the argon escape peak and the pedestal. The fit parameters are then used to
compute the variation of the effective gain and the energy resolution.
Figure 3.16 is obtained fixing the transfer field at 2 kV/cm, the induction field at 3 kV/cm and letting
the drift field vary from 0.25 to 6 kV/cm. For low drift-field values, both the effective gas gain and the
energy resolution are, within the experimental uncertainties, in a plateau region. Around 4 kV/cm, how-
ever, the effective gain starts to drop and the corresponding energy resolution becomes worse. This can
be understood by considering that a higher field in the conversion gap reflects in a less efficient electro-
static focusing at the entrance of the first amplification stage, leading to progressively more important
losses of ionization electrons on the GEM copper layer facing the cathode.
Figure 3.17 summarizes the results obtained when setting both the drift and the transfer field to
2 kV/cm and changing the induction field between 0.25 and 8.5 kV/cm. The energy resolution is better
than in Fig. 3.16 thanks to the interposition of an energy-selective photon filter between the radiation
source and the chamber, which cleans the spectrum emitted by the X-ray tube by removing the copper
Kβ line (cf. Section 2.4.3). The trend of the two curves in Fig. 3.17 is explained with an increasing
electron extraction efficiency from the second amplification stage.
Finally, in Fig. 3.18 the transfer field is scanned from 0.25 to 8.5 kV/cm, while keeping the drift
field at 2 kV/cm and the induction field at 3 kV/cm. The behaviour is the convolution of an increasing
extraction efficiency from the first amplification stage and a progressive loss of charge on the second
one as the field value increases. The inversion of the trend manifested in the gain growth at very high
transfer fields is due to the extension of the Townsend multiplication region outside the GEM holes and
into the transfer gap for both amplification stages.
Figure 3.19 shows the total effective gas gain as a function of the voltage across each stage of the
double amplification structure, for the open top and the open bottom configurations. The two curves are
obtained following the procedure detailed in Section 2.4.4, scanning the bias voltage up to the discharge
point and taking care to apply similar experimental conditions for both GEM orientations. Throughout
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Figure 3.16: Drift-field scan of a 5th generation single-mask double GEM.
Figure 3.17: Induction-field scan of a 5th generation single-mask double GEM.
67
3 Large-area GEMs
Figure 3.18: Transfer-field scan of a 5th generation single-mask double GEM.
the data taking, the drift and transfer fields are maintained at 2 kV/cm and the induction field at 3 kV/cm.
The absolute value of the gain is calibrated with 430 V on the foils in open top and with 425 V in open
bottom configuration, while the current-mode measurements are performed with a copper X-ray rate of
152.9 ± 1.2 kHz/mm2 in open top and of 208.1 ± 2.1 kHz/mm2 in open bottom configuration. The gain
error is computed by combining the rate uncertainty with the uncertainty on the measured anode current.
The experimental data are then fitted with a curve of the form of Eq. (3.2), where Gc, Ge and Ve are the
fit parameters. The constant term models the deviation of the gain from a purely exponential behaviour
at the lowest voltages.
G = Gc + Ge exp
∆V
Ve
(3.2)
The values in Fig. 3.19 represent the effective gas gain at which the detector stabilizes a while after
the beginning of the irradiation. In the very first moments, however, the amplification factor changes
over time due to charging-up phenomena. Figure 3.20 depicts this effect for an open top (left) and an
open bottom (right) double GEM. The data, showing the relative gain variation as a function of the time
elapsed from the start of the irradiation, are obtained with the method illustrated in Section 2.4.5. In
order to allow for a comparison to be made, it is important to perform the two gain-stability scans with
the chamber in the same conditions. The drift and transfer fields are fixed to 2 kV/cm and the induction
field to 3 kV/cm. Since the charging-up is rate-dependent, one has to ensure that each amplification stage
sees the same electron flux in the two configurations. For the first GEM this is achieved by irradiating
with similar copper X-ray rates: 1591 ± 6 Hz/mm2 in the open top and 1523 ± 4 Hz/mm2 in the open
bottom configuration. To satisfy the condition also on the second stage, one has to operate the first GEM
at the same effective gas gain in the two configurations. In turn, the different behaviour highlighted in
Fig. 3.19 requires a voltage specific to the orientation. Using the fit parameters of Eq. (3.2), it results
that a gain of 1100 is achieved with 394 V across the open top and 403 V across the open bottom foils.
The experimental data in Fig. 3.20 cannot be fitted with only one exponential curve, presenting a very
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Figure 3.19: Gain curves of a 5th generation single-mask double GEM.
steep initial decay followed by a milder exponential decrease. The gain variation is significant in both
GEM orientations, and much more important than in double-mask foils.
As it can be seen from the plots, 5th generation single-mask GEMs have quite different performance
depending on their orientation. This is not surprising and it is a consequence of the conical shape
of the holes. The maximum applicable voltage in Ar:CO2 70:30 at atmospheric pressure is 435 V,
as the discharge probability becomes too high at 440 V. This corresponds to a maximum achievable
gain of 6370 ± 50 and 4100 ± 40 in the open top and open bottom configuration, respectively, a result
considerably worse than for traditional GEMs. Moreover, the charging-up appears to be significant,
strongly affecting the gain stability.
3.7 Hole biconical remolding
The perfected polyimide-etching chemistry, in conjunction with the electrochemical active corrosion
protection, proved to be a valid approach to the manufacturing of single-mask GEMs. Combining the
two techniques, it is possible to create neat and precise holes, while leaving clean and polished electrode
surfaces. The hole diameters can be finely tuned, the wall steepness can be modified within a wide range
and up to high aspect ratios and the rim size can be chosen according to the needs. Lastly, the procedure
is cheap, reproducible, it has a high production yield and it is compatible with industrial standards and
roll-to-roll processing, thus making it suitable for large-volume productions.
The downsides highlighted at the end of the previous section have to be attributed to the conical
shape of the holes and not to the technology itself. For example, the lower gas gain with respect to
traditional GEMs originates from the lack of field-focusing elements inside the apertures. The biconical
shape of double-mask GEM holes indeed has the effect of squeezing the field lines, giving rise to a
higher electric field in the central region that enhances the charge multiplication. Instead of looking for
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Figure 3.20: Gain stability of a 5th generation single-mask double GEM in open top (left frame) and in open
bottom (right frame) configuration.
a different manufacturing technology, one should rather address the low-gain problem by tweaking the
polyimide etching and the electrochemical protection to reproduce biconical openings.
The forming of biconical holes through single-mask processing is done following the steps delineated
in Section 3.6. The key point is the revision of the composition of the polyimide-etching chemistry, that
has to be adjusted in order to create cavities with much lower aspect ratio. In this way the Kapton post-
processing, originally introduced to remove the excess insulator after the second copper-etching phase,
now has the effect of remolding the apertures into a double-conical shape.
Figure 3.21 shows a microscope picture of the upper (left) and lower (right) electrode of a 6th gen-
eration single-mask GEM, together with an axial cross section (centre) of a hole. The photos of the
electrodes refer to a foil with 10 × 10 cm2 active area, while the cross section comes from a 1 × 1 cm2
specimen intended for destructive analyses. The specimens are used in a technology assessment for a
possible upgrade of the 1.6 ≤ |η| ≤ 2.4 region of the CMS experiment at CERN [55–58]. The holes,
although produced with the single-mask technology, have a biconical shape that resembles the one of
double-mask GEMs. The average opening diameters, measured on several holes, are also comparable
to the double-mask characteristic values: 70 ± 6 µm on the top layer, 69 ± 2 µm on the bottom layer
and 51 ± 3 µm in the middle point. The lower electrode, corresponding to the upper layer in the cross
section picture, presents slight copper thickness variations around the holes. This is understood to be an
edge effect taking place on the materials attacked during the electrochemically protected etching. Since
the phenomenon affects only the most external zones, it is significant in the small-area specimen, but it
is expected to be much weaker in larger foils. Moreover, its effects can be minimized by introducing an
additional hole pattern a few centimetres outside the detector area. In this way the anomalous etching
will interest only the external holes, leaving the active area untouched.
The images in Fig. 3.22 pertain to a full-size GEM as the ones for the KLOE-2 inner tracker (cf.
Section 2.2.6). This sample did not meet the quality standards and was therefore used for tests. The foil
has an active area of about 1 × 0.7 m2, that exceeds by far the dimensional limits of the double-mask
technology. Both electrodes appear to be well polished, with uniform and perfectly defined apertures.
The cross section picture in the foreground displays a flawless symmetrical biconical hole, where it is
almost impossible to tell which side was patterned first. Given the large area of the specimen, no copper
thickness variation is noticeable. The diameters, averaged over several openings, are 74 ± 3, 79 ± 9 and
48 ± 5 µm on the top, bottom and in the middle point, respectively.
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Figure 3.21: 6th generation single-mask GEM for CMS. Microscope picture of the top electrode (left frame), of
the bottom electrode (right frame) and cross section picture (central frame). As opposite to Fig. 3.3, 3.11, 3.13 and
3.22, the cross section picture is not centred on a hole, but rather shows two holes at the sides. All the dimensions
are given in microns.
Figure 3.22: 6th generation single-mask GEM for KLOE-2. Microscope picture of the top electrode (left frame),
of the bottom electrode (right frame) and cross section picture on the axial plane of a hole (central frame). All the
dimensions are given in microns.
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Table 3.2: Leakage current of 6th generation single-mask GEMs at 510 V. The measurements are performed in
dry air without radiation.
Specimen V [V] Ileak [nA]
1 510 0.4
2 510 0.3
3 510 0.2
4 510 0.2
Figure 3.23: Energy spectra of a 6th generation single-mask single GEM.
The measurements reported in the following are performed on 10 × 10 cm2 GEMs of the type in Fig.
3.21. Table 3.2 summarizes the leakage current in air at standard ambient temperature and pressure with
30% relative humidity for the four tested foils. Given the advanced development stage reached at this
point, the purpose is here to validate the specimens rather than to determine the breakdown voltage. For
this reason, a maximum difference of potential of 510 V is used, even though no sparks are observed
and higher voltages could be applied.
The specimens are first characterized in the single-GEM configuration, thanks to the improved charge
multiplication capability expected from the better electrostatic lensing properties of the biconical holes.
The GEM specimen 1 is chosen to be mounted in a test box similar to the one described in Section 3.6.
In the chamber, a 10 × 10 cm2 unsegmented copper plane located 2.15 mm below the foil serves as the
anode, while a single-sided copper-clad Kapton sheet stretched on a frame defines the 3.05 mm thick
conversion gap. The readout plane is maintained at ground potential and the other three electrodes are
biased with independent high-voltage power supplies through 1 MΩ safety resistors.
The chamber is flushed in open-loop configuration with about 5 l/h of Ar:CO2 70:30 at standard
ambient temperature and pressure. The water content is surveyed by means of a hygrometer placed at
the end of the gas line, and it is in the order of 100 ppm. The radiation source is an X-ray tube with a
copper anode, whose beam is trimmed by a long cylindrical collimator of 1 mm in diameter. The photons
reaching the detector’s active volume have a monochromatic spectrum, thanks to the employment of the
nickel filter described in Section 2.4.3.
Figure 3.23 presents two energy spectra acquired applying a drift field of 2 kV/cm, an induction field
of 3 kV/cm and a voltage difference of 480 V across the GEM. The resulting energy resolution is 19.7%
FWHM in open top configuration (cf. Fig. 3.23 left) and 18.6% FWHM in open bottom configuration
(cf. Fig. 3.23 right).
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Figure 3.24: Gain curves of a 6th generation single-mask single GEM.
The presence of field-focusing elements in the holes of 6th generation single-mask GEMs is expected
to boost their charge multiplication capability with respect to that of their predecessors. Moreover, the
z-symmetry of the biconical apertures can anticipate a similarity in behaviour between the two possible
orientations of the foil. These conjectures are shown to be true in Fig. 3.24, which displays the gain
curves for the single-GEM detector in open top and open bottom configuration. The gain curve of
a standard double-mask single-GEM chamber, flushed with the same gas mixture and operated under
similar experimental conditions, is also shown as a benchmark. The data are acquired following the
procedure detailed in Section 2.4.4, with the voltage scans ranging up to the discharge point. The drift
field is constantly kept at 2 kV/cm and the induction field at 3 kV/cm. The absolute value of the gain is
calibrated with 480 V across the foil for both GEM orientations, while the current-mode measurements
are carried out with a copper X-ray rate of 18.0 ± 0.9 kHz/mm2 in open top and of 21.2 ± 2.3 kHz/mm2
in open bottom configuration. The fitting functions are exponentials of the form of Eq. (3.2).
Figure 3.25 complements the information provided by the gain curves, illustrating the effective gas
gain variation over time. The data are sampled following the procedure described in Section 2.4.5, with
the detector irradiated by a photon flux of about 1 kHz/mm2. The high-voltage power supplies are set to
maintain 2 kV/cm in the conversion region, 3 kV/cm in the induction region and 480 V across the GEM
in open top configuration, corresponding to a stabilized gain of 480.
Summarizing, the 6th generation of single-mask GEMs marks a significant technological advance-
ment. The remolding of the holes into biconical shape is performed simply by adjusting the composition
of the polyimide-etching solution, without adding any supplementary manufacturing steps. Therefore,
the whole procedure remains compatible with roll-to-roll machinery industrial standards, that are neces-
sary for the production of large detector volumes at no cost increase. The biconical shape, which results
in more dielectric material inside the openings, drastically reduces the discharge probability and makes
the foil more robust against the effects of sparks. As a consequence, zero-rim apertures can be used,
resulting in an improved gain stability over time, as demonstrated in Fig. 3.25. The new profile of the
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Figure 3.25: Gain stability of a 6th generation single-mask single GEM.
insulator has better electric field lensing properties that greatly enhance the charge multiplication capab-
ilities with respect to the previous generations. Figure 3.24 shows that 6th generation single-mask GEMs
provide gas gains that are compatible with the ones of the traditional double-mask foils, both for a given
bias voltage and in terms of maximum achievable gain. At the same time, the z-symmetry of the holes
grants equal behaviour in the two possible GEM orientations, thus simplifying the detector assembly.
As from Fig. 3.24, the maximum applicable voltage is 520 V in open top configuration, corresponding
to an effective gas gain of 1200 ± 60, and 530 V in open bottom, with a gain of 1540 ± 160.
Given the widespread use of cascaded amplification stages in the form of triple-GEM detectors, stud-
ies have been performed also in such layout. The employed test box has COMPASS-like bi-dimensional
cartesian strips, on two levels, linked to Panasonic P5KS high-pitch board-to-board connectors for sig-
nal routing to the readout ASICs. During the laboratory measurements reported in following, all the
channels are shorted together on the interface boards plugged to the Panasonic connectors and they are
all read out through one single charge preamplifier. The chamber houses the GEM specimens 1, 2 and
3, stacked on top of each other and topped by an unsegmented drift electrode made out of a single-
sided copper-clad Kapton foil. The GEMs are in open bottom configuration, because of the slightly
better performance seen with this orientation during the tests carried out on the single-stage detector.
The induction gap is 2.15 mm thick, the lower transfer gap is 2.23 mm thick, the upper one is 2.22 mm
wide and the conversion region extends for 3.25 mm. The high voltage is distributed to the seven non-
grounded electrodes through a resistive divider designed on the COMPASS model, with the first stage
operating at about 10% higher voltage and the last stage at about 10% lower voltage with respect to the
second GEM, in order to decrease the discharge probability [23]. A 10 MΩ safety resistor is applied to
the drift bias line and to each line supplying the top electrode of a foil.
The detector is flushed in open-loop configuration with about 5 l/h of Ar:CO2 70:30 at standard am-
bient temperature and pressure. Since the copper X-ray gun was not available at this time, a different
X-ray tube with a silver target had to be used as the radiation source. The tube emits Kα1, Kα2 and Kβ
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Figure 3.26: Energy spectrum of a 6th generation single-mask triple GEM.
photons of 22.163, 21.99 and 25.004 keV, respectively. Given the poor detection efficiency of the se-
lected gas mixture at such high photon energies, the spectrum is modified with the insertion of a copper
sheet after the X-ray tube collimator, which converts part of the incident radiation into copper fluores-
cence photons. A nickel absorber (cf. Section 2.4.3), placed just in front of the chamber, then reduces
the particle rate, removes the copper Kβ contribution and suppresses both the bremsstrahlung and the
high-energy silver lines, giving rise to a photon spectrum better suited to the experimental needs.
Figure 3.26 shows an energy spectrum acquired with the realized single-mask triple-GEM chamber.
The current flowing through the resistive divider is 693 µA, generating a difference of potential of 391,
354 and 309 V across the upper, middle and lower foil, respectively. The drift field is about 2 kV/cm,
while the transfer and induction fields are all around 3 kV/cm. The energy resolution extracted from
the fit is 22.3% FWHM. Since copper fluorescence photons are emitted in all directions and illumin-
ate all the detector surface, the achieved resolution provides an experimental proof of the good gain
homogeneity across the 10 × 10 cm2 active area.
Figure 3.27 displays the gain curve as a function of the total applied voltage. The calibration is
performed in the same regime as Fig. 3.26, with the power supply at 4200 V, while the photon rate used
during the current-mode measurements is 419 ± 4 kHz over the whole active area. The fitting function
is an exponential of the form of Eq. (3.2). Note that in this case the voltage scan does not extend up to
the discharge point and therefore the maximum achievable gain is higher than shown in the graph.
3.8 Stretching and positioning
As stated in the previous sections, the single-mask technology enables the manufacturing of large-area
GEMs and, thanks to absence of manual interventions and to the compatibility with roll-to-roll ma-
chinery, it also opens the way to the industrialization of the process. In case of large-volume production,
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Figure 3.27: Gain curve of a 6th generation single-mask triple GEM.
the bottleneck will be the stretching and framing of the foils, that at the moment of writing this thesis
cannot be completely automated.
A possible solution to this hurdle is the use of many very thin spacers distributed over the whole
detector surface. These elements work both as spacers and as support structures, maintaining the shape
of the GEMs and the distance between them, eliminating the need for external tension. The chamber
is assembled simply by laying the unstretched foils on top of each other, housed between two support
layers. The first material that comes to mind for this purpose is Nomex honeycomb, the same substance
already employed as a reinforcement in the backing of cathode and readout electrodes.
A triple-GEM chamber with 10 × 10 cm2 active area has been set up in a standard test box, using
double-mask foils separated by honeycomb with cell size of 6.1 mm. No stability problem is noticed
during operation with soft X-rays. However, a fine position scan with 25 µm step size, performed using
a narrow photon beam from an X-ray tube, reveals severe local efficiency losses, as shown in Fig. 3.28.
The cell structure of the honeycomb occupying the drift region is clearly visible from the two count rate
drops around 2 and 8 mm in the y-direction. Along the x-axis, on the other hand, no periodic pattern can
be identified because the walls of the honeycomb cells are not perpendicular to the scanning line.
The effective width of the honeycomb walls is much greater than their physical thickness of about
15 µm, due to the transverse diffusion of the drifting electrons. The rate never drops to zero because the
X-ray collimator has a diameter larger than the honeycomb wall, but the efficiency loss is not negligible.
Better results can be achieved with wider cell spacings, slimmer transfer gaps and gas mixtures with a
lower transverse diffusion.
The results are at present not satisfactory, but efforts are continuing to validate and optimize this
method for use in those applications where cost-effectiveness and ease of production are more important
than full efficiency.
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Figure 3.28: Position scan of a double-mask honeycomb triple GEM. The chamber is irradiated with a narrow
photon beam and the count rate is measured in different points of the detector. Two scans are performed, proceed-
ing with steps of 25 µm along straight lines corresponding to the x- and y-direction, respectively.
3.9 Conclusions
The original manufacturing procedure of gas electron multipliers requires involved and time-consuming
manual interventions that limit the maximum linear dimensions of the foils to about 30 cm. Given the
growing demand for large-area GEMs, an effort has started in 2007 to find a new production method
that is scalable up to square metre size. The bottleneck, identified in the manual alignment of the two
photolithographic masks, is tackled at the root by using one mask only, thus removing any need for
alignment. In this novel approach, that goes under the name of single-masking, the foil is pierced layer
after layer, from one side to the other. This has required extensive research and testing of the various
chemistries available for the etching of the polyimide and of the copper.
The first working prototype, having an active area of about 2000 cm2, was realized in 2008. The
triple-GEM detector, intended for an application in the TOTEM experiment as a possible upgrade of
its T1 tracker, attracted a lot of interest in the micropattern gas detector community, but it also showed
some flaws, such as lower gas gains with respect to double-mask foils and longer stabilization times.
This behaviour was tracked down to the suboptimal shape of the GEM holes, that were widely conical,
and to their large rim.
The aspect ratio of the conical openings is increased with the adoption of a quaternary polyimide-
etching solution and later with a two-stage etching, that also gives the possibility to finely tune the wall
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steepness according to the needs. This attainment has triggered a simulation activity that has highlighted
the electric properties of different hole geometries.
The rim problem is faced at first with mechanical protection and then with reverse electroplating, but
both techniques turn out to be unsatisfactory. The electrochemical active corrosion protection, on the
other hand, gives complete control over the rim size on both faces of the foil, creating perfectly defined
apertures, while leaving clean and polished electrode surfaces. However, the laboratory tests reveal a
low gas gain, due to the absence of field-focusing elements inside the conical holes, and an improved but
still insufficient gain stability, due to the small rim necessary for safe operation. Both issues are solved
by adjusting the etching parameters in order to mimic the biconical shape of double-mask GEMs.
The final performance is compatible with the one of traditional foils, and the method can be extended
up to square metre size. The dimensions are in principle limited only by the size of the base material,
that is delivered in rolls 24 inches (61 cm) wide and about a hundred metres long. Since the base
material is the same as the one employed for traditional GEMs, one can expect outgassing, aging and
radiation hardness to be as good. Moreover, the new process is compatible with roll-to-roll equipment,
thus enabling the production of large detector volumes in industry. A price drop between one and two
orders of magnitude is expected in this case.
The new technology has already been adopted by several experiments and upgrade projects. These
range from forward tracking and triggering for a CMS upgrade [55–58] to barrel tracking with cyl-
indrical GEMs in KLOE-2 [27, 59], from ILC digital hadron calorimetry [60] to cosmic muon tomo-
graphy for detection of high-Z materials [61], from time projection chamber readout [62] to various
nuclear physics experiments.
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CHAPTER 4
Discharge-tolerant Micromegas
The second long shutdown of the Large Hadron Collider (LHC), scheduled for 2018, will see an up-
grade of the accelerator to increase its luminosity beyond the design value and up to 2 × 1034/(cm2 s) in
the following running period. The high-luminosity LHC (HL-LHC), whose installation is expected in
2022–2023, will push the luminosity even further, reaching at least 5 × 1034/(cm2 s). During the 2018
technical stop, the ATLAS experiment will install a new pair of so-called Small Wheels, replacing the
current ones. The intervention is meant to significantly improve the performance of the muon system in
the forward region, enhancing the level-1 muon trigger and the muon tracking precision. The reason for
designing and building new Small Wheels lies in the impossibility to achieve the desired performance
with cheaper upgrades of the present system, such as the addition of further detector layers, different
readout electronics or better radiation shielding. Micropattern gas detectors appear as a possible tech-
nological solution and a project based on the micro-mesh gaseous structure (Micromegas) has been
submitted as a candidate implementation of the new system.
Micromegas are scalable up to square metre size and their manufacturing relies on standard photo-
lithographic methods, thus enabling large-volume production in a commercial company. However, the
high discharge probability in the ATLAS environment may limit the use of Micromegas-based detectors.
For this reason, a research and development activity has started, aimed at enhancing the Micromegas
technology to make it spark-tolerant, while maintaining the performance and the compatibility with
industrial processing.
This chapter describes my contribution to the development of the Micromegas for the ATLAS new
Small Wheels. Section 4.1 gives an overview of the ATLAS muon spectrometer, while Section 4.2 lists
the requirements for the detectors in the new Small Wheels and points out the main challenges faced
in the development of the Micromegas technology for this application. Section 4.3 presents the study
that I made on a preamplified Micromegas, where an electron-amplification structure is fitted on top
of the Micromegas mesh with the purpose of splitting the total gas gain over two stages and reduce the
discharge probability. Section 4.4 focuses on the novel spark-resistant bulk Micromegas. I first introduce
the new technology and then detail the analysis that I made on test-beam data collected with a resistive
chamber and with a standard bulk Micromegas, taken as benchmark. I prove the superior performance of
resistive Micromegas in terms of immunity to discharges and I demonstrate the remarkable improvement
of both the detection efficiency and the space resolution. Finally, Section 4.5 summarizes my research
activity and draws the conclusions.
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Figure 4.1: Cut-away view of the ATLAS muon spectrometer.
4.1 ATLAS muon spectrometer
ATLAS (a toroidal LHC apparatus) is a general-purpose experiment operating at the Large Hadron Col-
lider at CERN [63]. The experiment’s coordinate system is centred on the nominal interaction point,
with x pointing towards the centre of the LHC ring, y upwards and z along the counterclockwise beam.
The muon spectrometer is the most external subsystem of ATLAS, meant to detect charged particles ex-
iting from the barrel and the end-cap calorimeters. It is conceived to combine tracking and momentum
reconstruction capabilities for |η| ≤ 2.7 with trigger functionalities for |η| ≤ 2.4. These tasks are per-
formed by two distinct sets of chambers, equipped with different detection solutions. Figure 4.1 details
the spectrometer configuration and highlights the four employed detector technologies.
The bending force required by the muon spectrometer is furnished by three large air-core supercon-
ducting toroids. The barrel toroid is made up of eight coils, housed in eight individual cryostats and
arranged radially and symmetrically around the beam axis. Each of the two end-cap toroids is also
composed of eight coils, but they are cold-linked and assembled as a single cold mass, housed in a large
cryostat. The end-cap toroids are inserted at the two ends of the barrel system, with the coils rotated
by pi/8 with respect to the barrel ones in order to provide radial overlap and optimize the field in the
interface zone.
The purpose of the tracking system is that of providing a precise measurement of the track coordinate
along the intersection between the bending plane and the detection plane up to |η| ≤ 2.7. In the following,
the barrel and end-cap components are briefly described.
The barrel tracking chambers are arranged in three concentric cylindrical shells, with average radii
of approximately 5, 7.5 and 10 m and with a φ symmetry that follows the octant structure of the barrel
toroid. Each octant is in turn made up of two azimuthal sectors with slightly different lateral extension,
commonly referred to as large and small modules. The partial overlap between adjacent chambers
ensures 2pi azimuthal coverage and allows for a precise determination of the relative positions of the
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modules using events recorded by both large and small sectors. The adopted detection technology is that
of monitored drift tube chambers (MDTs), which combine simplicity of construction with predictability
of mechanical deformations.
The end-cap tracking system is made up of three large disc-shaped detection planes on each side
of ATLAS. These stations are located at |z| = 7.4, 14 and 21.5 m and they are commonly referred to
as the end-cap inner (EI), the end-cap middle (EM) and the end-cap outer (EO) layer. The EI station
is also called the Small Wheel, while the EM layer is alternatively called the Big Wheel. Due to the
constraints imposed on the maximum diameter of the EO station by the dimensions of the experimental
hall, the EI layer does not project into the EO one at the lower edge of the end-cap |η| coverage. In
order to enable momentum measurement in this pseudorapidity window, an extra ring-shaped station is
inserted at |z| = 10.8 m, surrounding the end-cap toroid. The azimuthal sectoring of the end-cap tracking
system mimics the one of the barrel system, with large and small chambers. The MDT technology is
used almost everywhere. The EI station, that is located just downstream of the calorimeter and in front
of the end-cap toroid, has to withstand a higher rate with respect to the others. Its innermost region,
corresponding to 2 ≤ |η| ≤ 2.7, is traversed by a flux exceeding the safe operation rate for MDTs, which
is about 150 Hz/cm2. For this reason, here cathode strip chambers (CSCs) are used instead, thanks to
their higher rate capability, which ranges up to about 1 kHz/cm2, their good time, space and double-hit
resolution and their low neutron sensitivity.
The muon spectrometer must also have trigger capabilities over the region |η| ≤ 2.4 and deliver coarse
track information within a few tens of ns of the passage of a particle, to be used in the trigger logic. For
this reason, the tracking system is complemented by a set of trigger chambers, designed to perform
different tasks. In first place, they have to provide a well defined pT threshold and bunch crossing
identification with ≥ 99% probability. They have to produce a rough hit position reconstruction in the
bending plane for use in the high-level trigger stages and complement the precision tracking with a
second coordinate in the non-bending plane. Finally, robustness against neutron and gamma-induced
background is mandatory. Since the required readout granularity is much higher in the end-cap then in
the barrel, different detection technologies have been implemented in the two regions.
Barrel triggering is performed with three concentric cylindrical shells covering the pseudorapidity
interval |η| ≤ 1.05 and following the azimuthal symmetry of the tracking system, with a large and a
small sector per octant. The modules of the first and second trigger layers are anchored to the middle
shell MDTs, covering their internal and external faces, while the third trigger layer is attached to the
outer MDTs. In the barrel, resistive plate chambers (RPCs) have been chosen for their good space and
time resolution, adequate rate capability and ease of construction.
The end-cap trigger system is made of three disc-shaped stations per side, mounted on the Big Wheel.
The first disc is installed directly upstream of the middle MDT layer, while the other two are located
just downstream. The discs are segmented into twelve azimuthal sectors and they are radially divided
into two rings, an end-cap ring at 1.05 ≤ |η| ≤ 1.92 and a forward one at 1.92 ≤ |η| ≤ 2.4. The
selected detector technology is that of thin gas chambers (TGCs), which offer a finer granularity and a
rate capability much higher than RPCs.
4.2 Small Wheel upgrade
Figure 4.2 shows the single-plane counting rate, expressed in Hz/cm2, as a function of the radius in the
Small Wheels, at a centre-of-mass energy
√
s = 7 TeV and a luminosity L = 9 × 1032/(cm2 s). The
Monte Carlo simulation is in fairly good agreement with the experimental data collected from the large
sectors during the LHC runs. According to the data of Fig. 4.2, the highest rates experienced by the
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Figure 4.2: Single-plane counting rate, expressed in Hz/cm2, as a function of the radius in the Small Wheels, at a
centre-of-mass energy
√
s = 7 TeV and a luminosity L = 9 × 1032/(cm2 s).
MDTs and the CSCs are about 35 and 100 Hz/cm2, respectively. When scaled up to
√
s = 14 TeV and
L = 1034/(cm2 s), these figures become 550 and 1.6 × 103 Hz/cm2. Considering that the MDTs are
validated up to 150 Hz/cm2 and the CSCs up to 1 kHz/cm2, it is clear that these detectors are already
approaching their occupancy limit and they are not suitable for operation in the HL-LHC environment.
Hence the need for new Small Wheels, that are foreseen to replace the present ones in the second long
LHC shutdown.
The new Small Wheels will have the same dimensions as the ones currently installed in ATLAS,
placed right upstream of the end-cap toroid magnet and covering the pseudorapidity interval 1.3 ≤ |η| ≤
2.7. The required rate capability is obtained by extrapolating the maximum particle flux in Fig. 4.2 to√
s = 14 TeV and L = 5 × 1034/(cm2 s) and adding a safety factor of 2 to keep into account the increase
of background events. This rather conservative estimate evaluates to about 16 kHz/cm2.
The new Small Wheels are also expected to significantly enhance the level-1 trigger by suppress-
ing fake high-pT (≥ 20 GeV) muons. In the present trigger scheme, the direction vector of a particle
traversing the end-cap muon system is extracted from the reconstructed hit positions in the three TGC
planes, located on the EM station. The momentum is then computed under the assumption that the track
originates in the interaction point. Random background can easily trick this algorithm and generate
fake triggers. Currently, more than 95% of the forward high-pT level-1 triggers have indeed no track
associated with them. The flaw can be removed by having Small Wheels capable of providing a second
direction vector, thus imposing tight constraints on real tracks. Moreover, a pointing resolution better
than 1 mrad will improve the resolution on the transverse momentum, allowing for the application of
sharper thresholds.
Additional requirements for the new chambers include a detection efficiency of more than 98% per
plane for minimum ionizing particles (MIPs), trigger capability, good resistance to radiation and good
aging properties.
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All these requirements can be met using Micromegas chambers. The muon ATLAS Micromegas
activity (MAMMA) is an R&D collaboration born in 2007, with the aim of exploiting and adapting the
Micromegas technology for the ATLAS Small Wheel upgrade. In 2012 resistive Micromegas have been
selected as the primary tracking detectors for the new Small Wheels, where they will be complemented
by small-strip thin gas chambers (sTGCs) as the primary trigger detectors.
The Micromegas concept takes advantage of the fast evacuation of the space-charge created in the
amplification gap, as the vast majority of the positive ions from the Townsend avalanches is drawn
to the mesh electrode within a typical time of the order of 100 ns. Hence, the high rate capability.
Micromegas can also provide the second direction vector that is needed to suppress fake high-pT tracks
and enhance the level-1 trigger. This can be done even with a single conversion gap by operating the
detector in micro-time-projection-chamber (µ-TPC) mode, that is, by measuring the arrival time of the
signals from different primary clusters. Knowing the drift velocity in the selected gas mixture and the
strip pitch, one can work out the track inclination and thereafter the direction vector. Furthermore, a
careful choice of the chamber structural and running parameters enables high detection efficiency for
minimum ionizing particles, good space resolution and a time resolution sufficient for triggering. The
history of Micromegas has shown good aging properties and the possibility to use non-flammable and
cheap gases at atmospheric pressure, like the Ar:CO2 93:7 mixture already employed in the present
MDTs. From the manufacturing point of view, Micromegas rely on photolithographic methods that are
industrial standards, which makes it possible to produce high volumes of large-area detectors at a cheap
price and to take advantage of the quality insurance tools of the printed circuit board (PCB) industry.
At the time when the first institutes participating to the MAMMA collaboration started to develop
the original idea, there appeared to be two main points to work on. The first is the scalability of the
Micromegas technique to square metre size, with the bottleneck being the dimension of the machines
needed for the manufacturing. After a few attempts and with the upgrade of the CERN PCB workshop
in 2012, it is now possible to produce chambers with an active area of about 2 × 1 m2.
The second hurdle has to do with discharges. As pointed out in Section 1.8, when the total charge in
a single Townsend avalanche becomes important, the electric field in the leading and trailing areas of
the charge cloud gets highly boosted. This induces the fast growth of a streamer that can develop into a
spark. The minimum amount of charge in a single avalanche that leads to a discharge is found to be a
constant among all gas detectors. This threshold is known as Raether’s limit and its value is in the order
of 107 to 108 electron-ion pairs [15]. In the proposed application for the upgrade of the ATLAS Small
Wheels, Micromegas are required to detect minimum ionizing particles with high efficiency, which asks
for an effective gas gain of the order of 104. Since Micromegas are single-stage amplification structures
where the effective gain is about the same as the intrinsic gain, it follows that ionization processes
liberating about 103 electrons along the lateral extent of an avalanche carry the risk of sparking. Such
ionization levels are easily reached by low-energy alpha particles or charged debris from the interactions
of background radiation in the detector gas or materials. Considering the negative impact that discharges
can have on the dead time, on the readout electronics and on the chamber itself, it appears necessary to
enhance Micromegas detectors to make them capable of coping with high charge deposition densities.
4.3 Preamplified Micromegas
The case presented at the end of the previous section can be tackled in several ways. A possible approach
aims at decreasing the absolute number of undesired occurrences, by extending the dynamic range of
ionization charge in which the detector can be safely operated to include the high charge deposition
events. In other words, one seeks to raise the gas gain for a fixed discharge probability, or equivalently
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to reduce the spark rate for the required amplification factor. For a given charge deposition and a
given gas gain, the discharge probability grows with the density of free electrons in the multiplication
region, as denser charge clouds make it more likely to reach the Raether’s limit and cause the onset
of a streamer. The longitudinal and transverse diffusion of the electrons in the gas can be exploited
in different manners to spread the charge. Firstly, one can tune the gas composition and the electric
fields for the largest diffusion. This solution alone is however not sufficient to guarantee safe operation
in the ATLAS environment. In the following, we do not attempt to find the best gas mixture and field
configuration, but we rather make use of a charge preamplification structure above the Micromegas mesh
to distribute the required gas gain over two stages and take advantage of the diffusion in the transfer
gap. Our purpose is that of assessing the effectiveness of such a preamplified detector, by comparing its
performance to that of a standard Micromegas, taken as benchmark.
The idea is explored using a standard test box equipped with a bulk Micromegas, see Fig. 4.3 (left), on
top of whose mesh a charge preamplification structure can optionally be fitted. The anode is segmented
into 360 one-dimensional strips 10 cm long and 150 µm wide, spaced with a pitch of 250 µm. The
readout pathways are clustered in 5 groups of 72 channels each and routed to 5 ERNI female connectors
of type SMC 1.27 mm. Every connector features 80 pins, arranged in two rows of 40. The central 72
pins are used as signal channels, while the 4 most external pins at the two ends of the connector are
grounded. The 10 × 9 cm2 anode active area is covered by a stainless steel mesh having 18 µm thick
wires interwoven with a pitch of 63 µm, corresponding to 400 lines per inch (LPI) and 51% optical
transparency. The mesh is laminated using the bulk technique at a distance of 128 µm from the anode
and kept under mechanical tension thanks to cylindrical pillars having a diameter of 300 µm and a pitch
of 2.5 mm in both x- and y-direction, resulting in only 1.1% of dead material on the active area. The
drift electrode is also made out of the same type of mesh, stretched on an FR4 frame and maintained at a
fixed distance from the Micromegas by plastic washers at the four corners. The gas volume is defined by
an aluminum frame housing the gas inlet and outlet and by the dismountable roof with Mylar window,
that can be coupled to the aluminum frame with an O-ring to ensure gas tightness. A plastic layer covers
the flexible Mylar sheet in order to provide mechanical protection and furnish a support structure for
radioactive sources. The chosen preamplification structure is a standard 10 × 10 cm2 double-mask gas
electron multiplier (GEM) of the type described at the beginning of Section 2.2 and depicted in Fig.
2.4. The foil is stretched on an FR4 frame and optionally inserted between the Micromegas and the
cathode, as shown in Fig. 4.3 (right), with the gap thicknesses defined by washers. Four SHV male
chassis sockets1 provide enough power lines to bias the mesh, the two GEM electrodes and the cathode.
All the measurements are performed using a premixed argon-based gas with 10% of added tetra-
fluoromethane (CF4), supplied to the chamber in open-loop configuration. Two flow meters, one placed
at the input of the line and the other inserted right before the exhaust, are used as monitors against gas
leaks. The water content is not measured, as the hygrometer is not fluorine-compliant.
In the next sections, the Micromegas is at first characterized in standalone configuration, tracing its
gain curve as a function of the mesh voltage and probing its behaviour in the presence of highly ionizing
radiation. The composite detector obtained by adding the preamplification stage is in turn considered,
and its properties critically compared to the ones of the sole Micromegas.
4.3.1 Standalone Micromegas
For the Micromegas standalone tests, the drift electrode is mounted directly above the Micromegas
mesh, at a distance of 3.3 mm. Figure 4.4 (left) shows a schematic view of the detector. The chamber is
1 Radiall type R317.580, Suhner type 22 SHV 50-0-2
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Figure 4.3: Test box of the preamplified Micromegas. The left frame shows the PCB with the bulk Micromegas,
the signal and the high-voltage connectors and the aluminum frame that defines the gas volume. The right frame
shows the GEM, stacked on top of the Micromegas, and the drift electrode in the lower right corner, soldered to
the high-voltage feedthrough contact and ready to be mounted above the GEM.
fastened in a vertical position on a x-y adjustable bench and hooked up to the gas and high-voltage lines,
as shown in Fig. 4.5 and 4.6 (left). An X-ray tube with copper target and a collimator of 1 mm diameter
stands in front of the detector and is used as the radiation source for most of the measurements.
During operation with soft X-rays, the central 72 channels are shorted together and read out through a
single charge preamplifier, while the remaining 288 strips are grounded through ERNI male connectors
plugged on the chamber. When irradiating only the central part of the active area, this readout scheme
allows for detecting all of the signal events, while reducing the electronic noise associated with the
detector capacitance by a factor of 5. Figure 4.7 displays the energy spectrum obtained in response to
5.9 keV photons from a 55Fe source, when the Micromegas is biased with 500 V and the drift field is
1.25 kV/cm. The attained energy resolution, extracted from a Gaussian fit to the photopeak, is 30.4%
full width at half maximum (FWHM).
The gain curve is traced following the procedure explained in Section 2.4.4. The gain calibration
is performed in the presence of a collimated beam of copper photons from the X-ray tube, with the
Micromegas mesh at a negative potential of 520 V with respect to the grounded anode and the drift field
maintained at 1.25 kV/cm. The experimental points at different voltages are then obtained by comparing
the position of the pedestal-subtracted photopeak in 55Fe energy spectra. The results, reported in Fig.
4.8, show that the maximum applicable voltage is 550 V, corresponding to a gas gain of 2070.
The discharge properties of the Micromegas are probed with highly ionizing alpha particles emitted
by unstable gas nuclides, that are produced outside the chamber, coalesced with the employed mixture
and transported into the active volume by the gas flow, as described in Section 2.4.6. Figure 4.6 (right)
presents the experimental setup. The 228Th radioactive source sits in the left branch of the double pipe
noticeable in the foreground. The three helium-leak-free valves serve to force the gas through one of
the two pipes alternatively, thus permitting to easily toggle between the original gas mixture and the
220Rn-enriched one. For the discharge studies, it is sufficient to close the cutoff on the right branch and
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Figure 4.4: Left frame: schematic view of the standalone Micromegas. From top to bottom: the cathode (or drift
electrode), the drift gap (or conversion gap), the amplification mesh, the amplification gap and the anode, which
is used as the readout electrode. Right frame: schematic view of the combined detector. From top to bottom: the
cathode (or drift electrode), the drift gap (or conversion gap), the GEM foil, the transfer gap, the amplification
mesh, the amplification gap and the anode, which is used as the readout electrode.
fully open the two valves on the left pipe. Within about ten minutes, the detector is subject to a steady
flow of 220Rn, that results in a constant rate of alphas. When switching back to the uncontaminated gas
mixture, however, it is important to keep in mind the characteristic decay chain of 228Th, reported in
Table 2.2. Although 220Rn has a half-life of 55.6 ± 0.1 s and its immediate daughter nuclide 216Po has
a decay time of only 145 ± 2 ms, the second daughter 212Pb is much longer lived, with a half-life of
10.64 ± 0.01 h. As a consequence, it is necessary to flush the chamber with clean gas for 24 h to reduce
the amount of radioactive lead deposited inside the detector by an order of magnitude.
Since 228Th has a half-life of 1.9116 ± 0.0016 a, its decay rate falls appreciably over time, decreasing
by 1% every week. The rate of alpha particles released inside the chamber varies accordingly and
hence needs to be experimentally determined at the moment of performing the discharge study. The
knowledge of such rate is of primary importance to compute the discharge probability by normalizing
the measured spark rate. For this purpose, the detector is read out in pulse-height mode, its shaped anode
signal is fed to a voltage threshold discriminator for noise removal and the number of outgoing digital
pulses is recorded for different biasing voltages. Since the alphas are produced at random locations
in the active volume and with an isotropic velocity distribution, it is important to read out the entire
anode, by shorting together all of the strips. The rate estimation is complicated by the fact that the
deposited energy, and therefore the signal amplitude, covers the whole range from zero to the Q-value.
This requires a careful choice of the discriminator’s threshold, that in turn is not straightforward due to
the low conversion rate of the alpha particles. Figure 4.9 reports the number of counts in a 10 s time
window for different biasing voltages, with the drift field set to 1.25 kV/cm. The data are fitted with a
logistic sigmoid function of the type of Eq. (4.1), where R is the rate at the biasing voltage V , while RM,
Rm, V0 and ∆V are the fitting parameters, representing the maximum and minimum rate, the sigmoid
flex point and its width, respectively. The maximum rate extracted from Fig. 4.9 is 123 counts in 10 s,
or 12.3 Hz.
R =
RM − Rm
exp [(V − V0) /∆V] + 1 + Rm (4.1)
The spark-rate measurement is done together with the alpha-particle counting, for each high-voltage
configuration. For operative purposes, a discharge is defined as a high-charge-depositing event that
initiates a streamer in the gas volume and creates an electrical short between two or more electrodes,
triggering a voltage trip of the power supply. The time between consecutive sparks is recorded and
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Figure 4.5: Micromegas on the X-ray test bench. Left frame: side view of the chamber, fastened in a vertical
position on the x-y adjustable bench and hooked up to the gas, high-voltage and readout lines. The X-ray tube is
visible on the right-hand side of the picture. Right frame: front view of the detector. In the background, one can
see the copper cage used as a radiation shielding when the X-ray tube is energized.
Figure 4.6: Left frame: detail of the detector, standing in front of the X-ray tube. The long collimator used to
trim the photon beam is visible in the centre of the picture. Right frame: view of the experimental setup for the
discharge studies, seen from behind the chamber. The 228Th radioactive source sits in the left branch of the double
pipe noticeable in the foreground.
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Figure 4.7: Energy spectrum of the standalone Micromegas. Drift field Ed = 1.25 kV/cm, mesh voltage VµM =
500 V. From right to left: the photopeak, the argon escape peak and the pedestal.
averaged over about 10 times. The reciprocal of the mean value, normalized with the alpha rate, gives
the searched discharge probability.
Given the adopted operative definition of discharge, it is mandatory to test any possible correlations
of the measured spark rate with the current-limit setting of the power supply. The discharge study is
therefore repeated, varying the current limit while keeping the Micromegas at 525 V and the drift field at
1.25 kV/cm, which results in a fixed charge amplification factor of 840. Figure 4.10 shows that the time
between consecutive sparks, averaged over 10 measurements, does not depend on the chosen current
limit over the scanned range, that covers two orders of magnitude.
4.3.2 Combined detector
The idea of a preamplified Micromegas is explored by inserting a double-mask GEM foil of 10×10 cm2
active area, stretched on an FR4 frame, between the Micromegas and the cathode. The combined de-
tector has a drift gap of 3.25 mm in thickness, that is kept as similar as possible to the one of the
standalone Micromegas formerly characterized. This ensures the same average charge deposition by
highly ionizing particles and thus enables the comparison of the discharge probabilities. The transfer
gap can be slimmer, and it is fixed to 2.2 mm. Figure 4.4 (right) shows a schematic view of the chamber.
Before performing a discharge study on the combined detector and comparing the results with the
ones of the standalone Micromegas, it is necessary to understand the operational limits of the new
chamber and find an appropriate working point. The preamplified Micromegas has several parameters
that can be changed at will and that have to be tuned in order to take the best advantage of the preamp-
lification stage. A bad choice of the working point may indeed diminish or nullify the benefits brought
by the GEM to the overall spark probability. For parameter tweaking, the detector is hooked up to the
gas and high-voltage lines, illuminated with a 55Fe radioactive source and read out in pulse-height mode
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Figure 4.8: Gain curve of the standalone Micromegas. Ed = 1.25 kV/cm.
Figure 4.9: Measured counts of alpha particles in a 10 s time window as a function of the difference of potential
across the amplification gap. Ed = 1.25 kV/cm.
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Figure 4.10: Average sparking time vs power-supply current limit. Ed = 1.25 kV/cm, VµM = 525 V.
through a charge preamplifier. The integrated anode signal is fed to a shaper amplifier and then to an
oscilloscope, on which the signal amplitude is gauged at different parameter values.
Figure 4.11 is a scan of the voltage difference across the GEM, from 0 to 410 V. The Micromegas is
maintained at a negative voltage of 500 V with respect to the grounded anode, while the drift and transfer
fields are 0.62 and 0.45 kV/cm respectively. The vertical axis, showing the gas gain of the combined
detector, is rescaled according to the gain calibration described later in this section. Up to 225 V, the
GEM has an effective gain lower than one and the anode signal is only due to those X-rays converting in
the transfer gap, with charge amplification provided by the sole Micromegas. At about 250 V, the GEM
crosses the unitary-gain threshold and the contribution from photons converting in the drift gap becomes
the dominant one. The overall gain then increases exponentially and reaches 6300 at the sparking limit,
corresponding to 410 V across the GEM.
Figure 4.12 shows a Micromegas voltage scan, where the GEM is biased with a fixed potential dif-
ference of 325 V. The drift and transfer fields are also constant and their intensities coincide with the
ones used above. The total gain increases exponentially up to the sparking limit at 570 V, where the
amplification factor reaches 14 800.
Having drawn the detector operational limits in terms of the maximum applicable voltage on the
GEM and on the Micromegas, one can move on to tweaking the fields. Although the optimal field
configuration has a slight dependence on the voltages applied on the two amplification stages, for the
sake of discharge studies it is possible to set a common working point for all of the measurements.
Figure 4.13 is a transfer-field scan performed with the Micromegas and the GEM biased at 500
and 325 V respectively and with a drift field of 0.62 kV/cm. An optimum is clearly identifiable at
1.25 kV/cm. Below this value, the transfer field is not strong enough to efficiently extract electrons from
the GEM and a significant fraction of charge is lost on the foil’s lower electrode. Above the optimal
value, on the other hand, the ratio between the Micromegas field and the transfer field decreases to a
point where the mesh electron transparency begins to drop, causing charge losses on the mesh itself.
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Figure 4.11: GEM voltage scan for the combined detector. Ed = 0.62 kV/cm, transfer field Et = 0.45 kV/cm,
VµM = 500 V.
Figure 4.12: Micromegas voltage scan for the combined detector. Ed = 0.62 kV/cm, GEM voltage ∆VGEM =
325 V, Et = 0.45 kV/cm.
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Figure 4.13: Transfer-field scan for the combined detector. Ed = 0.62 kV/cm, ∆VGEM = 325 V, VµM = 500 V.
Figure 4.14 displays a drift-field scan. The voltages across the two amplification stages are the
ones used for the previous scan, whereas the transfer field is now maintained at its optimal value of
1.25 kV/cm. The gain drop at high drift fields is due to a decreased electron transparency of the GEM,
that becomes less efficient at focusing ionization charges into its holes, leading to losses on the foil’s
upper electrode.
A preliminary, heuristic evaluation of the enhancements brought by the preamplification stage can be
made by repeating the Micromegas voltage scan without powering the GEM. By comparing the results
with the gain curve of Fig. 4.12, one can assess the maximum achievable boost of the effective gain.
The scan is executed with an inverted drift field of 0.31 kV/cm and the GEM reversely biased with 20 V.
The transfer field is set to 0.45 kV/cm, in order to attain the same mesh electron transparency as in Fig.
4.12. The signal now originates from X-rays converting in the transfer gap, whose liberated charge is
amplified by the Micromegas alone. Considering that the transfer gap thickness dT is small compared
with the photon attenuation length of the employed gas mixture, it is possible to expand the exponential
interaction law of Eq. (1.12) in a Taylor series, finding that to a first approximation the number of X-
rays converting in the gap is proportional to dT . Let’s indicate with A2 (VM) the amplitude of the anode
signal when the Micromegas is running at a negative potential, VM, with respect to the grounded anode,
providing a gas gain GM (VM). Let’s also denote with A1 (VM) the amplitude of the signal measured
during the scan of Fig. 4.12, which has a contribution from the transfer gap (thickness dT ), amplified by
a factor GM (VM), and a contribution from the drift gap (thickness dD), amplified by a factor GD (VM).
In both scans, the only dependence is on the Micromegas biasing voltage, as the potential difference
across the GEM is fixed. Expressing the effective gain of the whole structure as GD (VM) = GGGM (VM)
and assuming the GEM to have an effective gain GG significantly larger than one, it is possible to write:
A1 (VM)
A2 (VM)
=
dTGM (VM) + dDGD (VM)
dTGM (VM)
=
dTGM (VM) + dDGGGM (VM)
dTGM (VM)
' dD
dT
GG (4.2)
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Figure 4.14: Drift-field scan for the combined detector. ∆VGEM = 325 V, Et = 1.25 kV/cm, VµM = 500 V.
By inverting the relation, one can get the effective gain of the preamplification stage operated at 325 V.
Scaling this up to the GEM sparking limit, one obtains that the maximum achievable gain boost in the
described configuration is 13.
In order to get a deeper understanding of the benefits carried by the preamplification stage, one has
to proceed with a systematic study of the discharge behaviour of the composite detector. On the basis
of what was done for the standalone Micromegas, one has to calibrate the total effective gas gain, trace
the gain curve with soft X-rays and determine the spark probability in the presence of highly ionizing
particles. During these measurements, the drift field will be maintained at 0.62 kV/cm, while the transfer
field will be fixed to 1.25 kV/cm. The former condition allows the GEM to maximize its input electron
transparency, while the latter setting guarantees the best coupling between the two stages and at the
same time reproduces the mesh electron transparency of the standalone Micromegas characterization,
thus enabling the comparison of the results.
Figure 4.15 shows the typical pulse-height response of the chamber to 5.9 keV X-ray photons from a
55Fe radioactive source, when the first amplification stage is operated at low gain. From right to left, it
is possible to recognize the full-energy photopeak and the argon escape peak from photons converting
in the drift gap, the photopeak and the escape peak from photons converting in the transfer gap, and
the pedestal. The second and the third peak from the left appear to be squeezed towards lower energies
because the charge liberated in the transfer gap does not benefit from the GEM action and therefore
undergoes a smaller amplification with respect to the charge liberated in the drift gap. In the limit of
unitary effective gain in the preamplification stage, these two peaks will overlap the rightmost ones,
while in the case of significant voltage across the GEM, the contribution from the transfer gap will
disappear below the trigger threshold. The energy resolution extracted from a fit to the spectrum is
22.2% FWHM, obtained with 492 V on the Micromegas and 310 V across the GEM. The best energy
resolution reached during the tests is 16.2% FWHM, achieved with 427 and 435 V on the Micromegas
and on the GEM, respectively.
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Figure 4.15: Energy spectrum of the combined detector. Ed = 0.62 kV/cm, ∆VGEM = 310 V, Et = 1.25 kV/cm,
VµM = 492 V. From right to left: the photopeak and the argon escape peak from photons converting in the drift
gap, the photopeak and the escape peak from the transfer gap, and the pedestal.
As previously done for the standalone Micromegas, the gain is measured following the experimental
procedure detailed in Section 2.4.4. The gain calibration is carried out by illuminating the detector with a
collimated photon beam of 1 mm in diameter, generated using an X-ray tube with copper target. Through
the whole procedure, the drift and transfer fields are maintained at 0.62 and 1.25 kV/cm respectively,
while the voltage across the first and second amplification stages are fixed to 325 and 540 V. In order
to effectively accomplish its purpose, the GEM should ideally operate at a gain significantly higher
than one. For this reason, it is convenient to consider the discharge probability due to the ionization
created in the drift gap only, removing the contribution from photons converting in the transfer gap.
This can be done by rescaling the measured anode current, IA, and the number of photon counts, Nγ,
according to the properties of the energy spectrum acquired during the calibration. Specifically, since
the number of counts is given by the area under the spectrum, while the anode current is proportional
to the number of photons times the charge amplification factor, the correction factors are given by Eq.
(4.3) and (4.4). Here Ei and Ai are the centre and the area of the ith peak in the spectrum, as extracted
from the multi-Gaussian fit and counting upwards from the pedestal.
Nγ,drift =
∑5
i=4 Ai∑5
i=2 Ai
Nγ,total (4.3)
IA,drift =
∑5
i=4 EiAi∑5
i=2 EiAi
IA,total (4.4)
Figure 4.16 shows the gain curve obtained by keeping the GEM at 325 V and scanning the negative
voltage applied to the Micromegas mesh from 400 to 570 V, where the total gain reaches 31 300. The
points are extracted from the position of the pedestal-subtracted photopeak in the 55Fe energy spectra.
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Figure 4.16: Gain curve of the combined detector. Ed = 0.62 kV/cm, ∆VGEM = 325 V, Et = 1.25 kV/cm.
The discharge behaviour of the combined detector is probed using the experimental setup depicted in
Fig. 4.6 (right) and explained in Section 4.3.1. Figure 4.17 (left) displays two energy spectra, acquired
with a drift field of 0.62 kV/cm, a potential difference of 325 V across the GEM, a transfer field of
1.25 kV/cm and a negative potential of 440 V on the Micromegas mesh with respect to the grounded
anode, from where the induced signal is read out. The solid-filled red spectrum is obtained in response
to 5.9 keV X-rays from a 55Fe radioactive source, and exploited for calibration purposes. Contrarily
to the spectrum in Fig. 4.15, only the photopeak and the escape peak from photons converting in the
drift gap are visible because, despite the relatively low gain of the preamplification stage, the signals
from interactions in the transfer gap are cut out by the discriminator threshold. The black curve is
the spectrum generated by the alpha particles, acquired under the same conditions. Figure 4.17 (right)
is an alpha spectrum in which the signal is attenuated by 18 dB to explore the high-charge-deposition
events. Comparing the three graphs, one can see a strong low-energy component and a clear peak around
500 keV, above which value the number of recorded events drops with an exponential tail reaching a few
MeV. The trend is understood considering that, oppositely to X-rays, the spectrum of alpha particles
strongly depends on the chamber geometry. In this specific case, the energy deposit is significantly lower
than the Q-value because the alphas are produced uniformly with an isotropic momentum distribution
and because the conversion gap is thin compared to the average alpha range (cf. [64]).
The interaction rate of the alpha particles is estimated by fitting a logistic sigmoid function of the
type of Eq. (4.1) to the number of event counts in a Micromegas voltage scan. The extracted parameter
is then used to compute the discharge probability by normalizing the spark rate measured with the same
procedure utilized in Section 4.3.1. In order to compare the discharge behaviour of the standalone
Micromegas to the one of the composite detector, the gain data of Fig. 4.8 and 4.16 are fitted with
exponential curves and the amplitudes and voltage-step constants are extracted. These parameters are
then employed to compute the effective gas gain for the various voltage settings applied during the spark-
rate measurements. The discharge probability as a function of the gain for both detector configurations
95
4 Discharge-tolerant Micromegas
Figure 4.17: Energy spectra of 55Fe (in red) and alpha particles (in black). Ed = 0.62 kV/cm, ∆VGEM = 325 V,
Et = 1.25 kV/cm, VµM = 440 V.
is summarized in Fig. 4.18. The black squares trace the behaviour of the standalone Micromegas, taken
as benchmark chamber. The red triangles refer instead to the combined detector, where the GEM is
operated at a fixed voltage of 325 V. The spark reduction, although visible, is rather modest and cannot
be considered satisfying. This is not a surprise and should not be regarded as a disproof of the double-
stage approach, as the preamplification structure is here operated at a relatively low voltage and therefore
brings only marginal benefits. The next section explains how to get the best out of the GEM to improve
this result.
4.3.3 Parameter optimization
The scarce performance improvement in terms of discharge probability observed in Section 4.3.2, fol-
lowing the introduction of the preamplification stage above the Micromegas mesh, is understood to be
due to the low gain boost added by the GEM. In turn, this is a consequence of keeping the potential
difference across the foil at a low and constant value through the Micromegas voltage scan. Such an
explorative choice was aimed at probing the detector properties in safe electrostatic configurations and
getting familiar with its behaviour as a function of the different parameters. When operating a multi-
stage amplification device, however, it is common practice to change the bias of each layer at the same
time. The purpose is that of varying the gain of each amplifying structure by the same relative amount,
avoiding to overload one specific station and thus reducing the risk of sparks.
In order to apply this philosophy to the combined GEM and Micromegas chamber under test, it is first
of all necessary to find the characteristic voltage step that increases the effective gas gain of each stage
by a fixed amount. Since Townsend charge multiplication in the proportional regime is governed by the
exponential law of Eq. (1.31), it is natural to take as characteristic voltage step the difference of potential
that raises the gain by a factor of e. As for the GEM, the parameter is extracted from an exponential fit
to the data of Fig. 4.11, giving 50.7 ± 1.3 V. As regarding the Micromegas, both the graph in Fig. 4.8
and the one in Fig. 4.16 are fitted and the results combined to yield 24.9 ± 0.5 V. The data of Fig. 4.12
are not used, as the measurement precision is by far lower than for the other two samples.
Once the characteristic voltage steps are known, one has to establish how best to split the total effect-
ive gas gain among the different layers making up the multi-stage detector. In the case of triple GEMs,
for example, the research work carried out in the development of the chambers for the COMPASS ex-
periment at CERN has shown that the gain-to-discharge-probability ratio is optimized by operating the
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Figure 4.18: Spark probability vs gain.
first stage at about 10% higher voltage and the last stage at about 10% lower voltage with respect to the
second GEM [23]. In the present case, a good starting point is given by the sparking limits observed in
Section 4.3.2. Figure 4.11 indicates that the limit is 410 V for the GEM, while Fig. 4.12 and 4.16 give
a limit of 570 V for the Micromegas. Voltage scans are then performed starting from these values and
receding by multiples or submultiples of the characteristic voltage steps.
Figure 4.19 shows such a double voltage scan, where the lower abscissa shows the Micromegas
negative potential with respect to the grounded anode and the upper horizontal axis is the correspond-
ing bias applied to the GEM. The vertical axis records the number of detected copper X-rays per unit
time. During the scan, the drift field is maintained at 0.62 kV/cm, while the transfer field is fixed to
1.25 kV/cm. The figure demonstrates that, under low-noise conditions and with an appropriate discrim-
inator threshold, signals generated by the conversion of 8 keV photons can be clearly distinguished from
noise already with 310 V on the GEM and 518 V on the Micromegas mesh.
In a similar fashion, Fig. 4.20 is a gain curve traced by changing the voltages on both amplification
stages. The drift and transfer fields are the same used to acquire the data of Fig. 4.19. The gain is
calibrated following the steps listed in Section 2.4.4 and applying the corrections of Eq. (4.3) and (4.4).
The chamber is illuminated with a narrow photon beam, generated in an X-ray tube with copper target
and trimmed with a long collimator of 1 mm in diameter. Taking into account the counting plateau of
Fig. 4.19, the calibration is performed biasing the cascaded stations with 360 and 544 V, respectively.
The rest of the curve is obtained by rescaling the gain at the calibration point according to the position of
the pedestal-subtracted photopeak, as extracted from copper X-ray spectra acquired at different voltages
and at a fixed photon rate of 1070 ± 27 Hz/mm2. The behaviour is perfectly exponential, as shown by
the fitting curve superimposed on the experimental points. The maximum achievable gain is 31 200,
reached with 373 V on the GEM and 551 V on the Micromegas.
At this point one can move on to measuring the discharge probability. The method employed is the
same used for both the standalone Micromegas and the first study of the combined detector. The gas
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Figure 4.19: Measured rate of copper X-rays. Ed = 0.62 kV/cm, Et = 1.25 kV/cm.
Figure 4.20: Gain curve of the combined detector (double voltage scan). Ed = 0.62 kV/cm, Et = 1.25 kV/cm.
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mixture is contaminated with unstable 220Rn nuclides, that are transported inside the detector active
volume with the gas flow and eventually decay by emitting alpha particles with a Q-value of about
6.5 MeV. The alpha interaction rate is determined with a voltage scan, as done in Fig. 4.19 for X-
rays. Defining a spark as a high-charge-deposition event that provokes a breakdown of the gas dielectric
strength and causes a short between electrodes, one can get the spark rate from the average time between
consecutive voltage trips of the power supply. The discharge probability is then computed by normal-
izing the measured spark rate with the number of alphas per unit time. The gain curve of Fig. 4.20 is
fitted with an exponential function and the extracted parameters are exploited to compute the gain at the
voltages used during the discharge study.
The results, expressed in terms of spark probability as a function of the total effective gas gain, are
summarized in Fig. 4.18, together with the curves discussed at the end of Section 4.3.2. Comparing
the green circles to the black squares representing the standalone Micromegas, taken as benchmark, it
appears that the discharge probability is reduced by more than one order of magnitude at a gain of 103,
and that the spark suppression factor increases at higher gains.
In order to get the maximum benefit from the double amplification structure operated with variable
voltage on both stages, it is necessary to determine how to best distribute the total effective gas gain
between the GEM and the Micromegas. So far, this has been done by taking the sparking points meas-
ured in Section 4.3.2 as maximum settings and subtracting multiples or submultiples of the characteristic
voltage steps extracted from the fits to the gain curves. Now that the detector behaviour in terms of gain
and discharge probability has been delineated, it is possible to test the ansatz against experimental data
and tweak the gain partitioning if needed. For this purpose, the voltage of the two amplification layers
is scanned in opposite directions, in such a way to maintain the total gain constant, while changing the
contribution of the two structures. For each voltage configuration, the average time between consecutive
power trips in presence of alpha particles is measured and recorded. Figure 4.21 shows the results ob-
tained for a fixed gain of 1440, previously achieved with a drift field of 0.62 kV/cm, a voltage of 285 V
across the GEM, a transfer field of 1.25 kV/cm and 505 V on the Micromegas mesh. Here, the drift
and transfer fields are maintained at the same values, while the GEM voltage is scanned from 235 up to
410 V and the Micromegas potential from 531 down to 440 V with respect to the grounded anode. The
spark rate clearly increases as the gain load gets heavier on the first stage, in which case the discharges
are observed to originally take place on the GEM and subsequently propagate to the Micromegas with
delayed streamers. As the gain share is shifted towards the second amplification stage, sparks are ob-
served only on the Micromegas and their rate tends to stabilize. On first approximation, one can say that
the discharge probability remains relatively low as the GEM voltage is scanned from 235 to 323 V and
the Micromegas from 531 to 486 V. This validates the original ansatz on the gain splitting and confirms
that the data of Fig. 4.18 represent the behaviour of a detector with optimized operating parameters.
In conclusion, the double-stage approach reduces the discharge probability by more than an order of
magnitude at an effective gain of 103, and the suppression factor grows at higher gains. However, this
is not sufficient to guarantee safe operation in the ATLAS environment. Additional downsides appear
when moving to the design of a full-size chamber. The use of a GEM spoils one of the Micromegas’
most attractive features, namely the easy, fast and clean mounting procedure, that is often as simple as
positioning the drift electrode and sealing the gas volume. On the contrary, a large-area GEM requires
lengthy and complex stretching and framing procedures, and the use of glues and spacing frames in the
gas volume. Alternative approaches based on stretch-free and/or spacer-free GEMs can be studied, but
the research in these fields is still in a very early stage. The increased mechanical sophistication coming
from the use of a preamplification structure inevitably reflects in higher manpower cost and longer
assembly time. Also, the added services have to be taken into account when considering implementation
into the ATLAS new Small Wheels.
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Figure 4.21: Optimization of the relative bias voltages. Ed = 0.62 kV/cm, Et = 1.25 kV/cm.
4.4 Resistive Micromegas
The considerations made at the end of the previous section make the double-stage approach inadequate
for the detectors of the ATLAS new Small Wheels. Given the specific application, scalability to square
metre size and possibility of large-volume production in a commercial company are a must. In order to
ease the chamber design, fabrication, assembly and commissioning, a single-stage technology similar
to the original Micromegas concept is also desirable.
In a single-stage detector, the charge multiplication will take place only in the Micromegas’ amp-
lification gap. Given the stringent requirements on the MIP detection efficiency for the chambers of
the ATLAS Small Wheels, one will be forced to operate the Micromegas at a higher gain with respect
to a preamplified detector, thus inevitably increasing the discharge probability. When developing an
alternative approach not involving preamplification structures, one therefore has to abandon the idea of
reducing the absolute number of sparks and rather focus on mitigating their effects. With this in mind,
it is helpful to analyze in some detail the possible consequences of a discharge.
In the first place, physical damage to the components of the micropattern gas detector may happen.
This was a primary issue in microstrip gas chambers, whose anode strips proved to be very fragile due
to their reduced width, which could be as low as 10 µm. Micromegas, on the other hand, are among the
most spark-proof micropattern gas detectors. A discharge creates a short between the Micromegas mesh
and the anode, causing the dumping of the energy stored in the mesh, held at a negative potential, on the
grounded readout elements. For the standard amplification gap thickness of 128 µm, the Micromegas
capacitance is about 0.7 nF/dm2 and the corresponding stored energy about 0.1 mW/dm2 at a normal
operating voltage of 540 V. Although the amount of energy stored and released in case of spark is not
negligible, the simple and robust mechanical structure, together with the minimal amount of insulating
materials in the active area, make Micromegas capable of standing thousands of discharges without
suffering any damages.
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Secondly, sparks represent a potential threat for the delicate readout electronics. Since in Micromegas
the amplification gap coincides with the induction gap, discharges always involve the readout elements
and thus have a direct impact on any circuits connected there. Nowadays, various protection schemes
exist that allow Micromegas to be operated with no danger for the electronics. As a general rule, it is
anyway considered a good design choice to equip the readout board with protection diodes that would
dump to ground any excess currents before they reach the most sensitive parts of the electronics.
Lastly, sparks are a source of dead time. The power supply will take a finite amount of time to re-
charge the Micromegas mesh after its voltage has dropped as a consequence of a short circuit with the
anode. The recovery speed strictly depends on the chosen bias distribution scheme. For example, both
universal multichannel power supply mainframe systems and programmable NIM high-voltage power
supplies feature built-in ramp-up speed regulators that can be set individually for each channel. In
such case, the mesh reload time is usually approximately equal to the voltage drop times the ramp-up
speed. Conversely, non-programmable NIM high-voltage power supplies do not provide this functional-
ity. Therefore, when such a simpler solution is used, the recharge time will be a function of the voltage
drop, the power-supply current limit, the capacitance of the Micromegas and of the SHV cables and the
number and type of high-voltage filters applied. Depending on the scenario, the recovery process can be
as quick as a few ms or require several seconds. During this time lapse, the Micromegas mesh voltage is
too low to deliver a charge amplification sufficient to efficiently detect MIPs. In LHC applications, even
a dead time of a few ms is enough to make the chamber blind for a large number of bunch crossings,
thus completely spoiling its trigger capabilities.
From what has been said, it appears that the employment of single-stage Micromegas in the ATLAS
new Small Wheels, although desirable because of the simple and neat mechanics, critically depends on
the ability to reduce the dead time. A research effort in this sense has started in 2009. The basic idea is
that of limiting, and whenever possible altogether averting, mesh voltage drops after a discharge. This is
done by physically separating the metallic readout elements from the gas volume and interposing some
kind of resistive structure. Within this scheme, significant voltage drops of the mesh are avoided by
preventing streamers from creating direct short circuits to ground.
In the rest of the chapter, the resistive technology is presented. The novel resistive Micromegas are
capable of operating at gas gains of up to about 104 and with more than 98% detection efficiency even
in presence of sparks. Additionally, they show an improved performance in terms of space resolution
with respect to standard chambers. The manufacturing procedure is scalable up to square metre size
and it makes use of standard photolithographic methods, thus enabling large-volume production in a
commercial company. The next two sections introduce the resistive approach, while the following ones
present some tests carried out with soft X-rays and describe a beam test and the consequent data analysis.
4.4.1 Early resistive schemes
The resistive scheme was first tried in 2009 on three small test chambers, whose active area was limited
to 10×10 cm2 [65]. The detectors, named R1, R2 and R3, are very similar to a standard bulk Micromegas
with one-dimensional readout. The copper anode strips are topped with 50 µm thick resistive traces
matching the readout pattern and they are interleaved with insulating traces filling the inter-strip space
from the PCB to the upper edge of the resistive elements (cf. Fig. 4.22 a). On top of this structure the
Micromegas mesh is stretched and laminated in bulk technique, as it would be done for a non-resistive
detector. The difference between R1, R2 and R3 lies in the resistance of the covering traces, which is
100 kΩ, 10 MΩ and 20 GΩ, respectively. All three chambers provide clear signals in response to soft X-
rays, but none of them offers sufficient reliability, as discharges seem to easily penetrate at the boundary
between the resistive and the insulating traces, causing permanent breakdown of the resistive material.
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Figure 4.22: Schematics of early resistive Micromegas. a) cross section of R1, R2 and R3; b) cross section of R4;
c) longitudinal section of R5; d) cross section of R6, R7 and R8; e) longitudinal section of R9 and R10.
The fragility issue is addressed in R4. The width of the copper anode strips is slightly reduced,
while the lateral extension of the resistive traces is maintained at 150 µm (cf. Fig. 4.22 b). In this
way, a resistive path is created between the readout and the insulating traces, improving the electrical
hermeticity. Moreover, the vertical thickness of the resistive traces is increased from 50 to 150 µm.
Finally, the resistive traces are topped with rectangular metallic pads 150 µm wide and 1.5 mm long,
running in the trace direction. In the case of sparks, the metallic pads are expected to help spreading the
charge along the readout element, thus reducing the density of the current flowing to ground. Laboratory
tests show that the modifications do not bring any benefits, as the resistive structures still get easily
damaged by sparks.
With R5, a different strategy is attempted to increase the robustness of the resistive elements against
discharges. The copper anode strips are covered with a Kapton sheet of 40 µm in thickness and topped
with rectangular metallic pads of 1.5 × 0.15 mm2, the same size used for R4 (cf. Fig. 4.22 c). The
polyimide layer introduces an insulating barrier with a breakdown voltage of more than 1 kV. A 1 mm
long resistor, whose breakdown voltage is also ranked higher than 1 kV, is located under each pad,
embedded in the Kapton and running along the pad length. Finally, two microvias in the polyimide
create electrical bridges that connect each pad to the resistor below it and the resistor to the readout
strip. Although no signs of rupture are observed during the detector tests, the overall performance
is not satisfactory, as the power supply often trips as a consequence of a spark, like in non-resistive
Micromegas. The reason for this behaviour is probably to be found in the low resistance from pad to
ground, that is only 2 kΩ. Given the difficulty to increase such value with the same production procedure,
this approach is not further pursued.
The next three chambers, named respectively R6, R7 and R8, see a return to the original resistive
scheme. Although the layer structure and most geometrical parameters of these detectors are the same
as for R1, R2 and R3, the thickness of the resistive layer is increased to 100 µm and different values of
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resistivity are tried (cf. Fig. 4.22 d). Moreover, the resistor deposition technique is improved. Again, all
three chambers are rapidly deteriorated by discharges.
The evidence collected so far seems to indicate that the witnessed material fragility is not the con-
sequence of a poor choice of the resistivity value, neither it can be fixed by enhancing the manufacturing
method. For this reason, a different structural layout is adopted for the following generation of detectors:
R9 and R10. The readout board consists of a standard PCB with one-dimensional copper strips of 10 cm
in length and 150 µm in width, patterned with a pitch of 250 µm. The anode is clothed with a 64 µm
thick photoimageable coverlay2 and topped with resistive traces matching the readout pattern (cf. Fig.
4.22 e). The traces have a resistance of 1 MΩ/cm and are connected to the anode strips only at the two
extreme edges, outside the active area. This alternative scheme gives much better results, drastically
reducing the effects of sparks. In case of a discharge, in fact, the short circuit between the Micromegas
mesh and the resistive traces will result in a transient decrease of the trace voltage, while the mesh po-
tential will drop only slightly. Moreover, the high impedance of the resistive traces to ground is enough
to quench the streamer, preventing the power supply from tripping. After extended tests, however, also
these chambers show signs of degradation. A visual inspection of the readout structure reveals that all
the breakdown damage occurs near the edge of the active area, close to the points where the resistive
traces connect to the anode. Here, the resistance to ground is minimum and therefore the spark current
is maximum. Contrary to the previous detectors, this is not due a material weakness, but rather to a
layout flaw that can be easily fixed. The modifications, described in Section 4.4.2, lead to the type of
Micromegas that has been proposed for the ATLAS new Small Wheels.
4.4.2 Spark-resistant bulk Micromegas
The idea of separating the readout elements from the resistive structures, introduced at the end of the
previous section and explored with R9 and R10, is the first at least partially successful attempt to mitigate
the undesired effects of discharges in a single-amplification-stage Micromegas. The concept is further
investigated with R11, R12 and R13, which borrow the original notion and develop it to address the
weakness noticed at the edge of the active area of R9 and R10. The resulting layout, shared by R11,
R12 and R13, is at the base of the novel spark-resistant bulk Micromegas technology [66].
Figure 4.23 displays two schematic views of this new type of Micromegas, in a cross sectional plane
orthogonal to the strips (left) and in a plane including one strip (right). Similarly to R9 and R10, the
readout board is a 3 mm thick standard PCB with 360 one-dimensional copper strips of 10 cm in length,
150 µm in width and 18 µm in thickness, patterned with a pitch of 250 µm. The pathways departing from
the readout elements are clustered in 5 groups of 72 channels each and routed to 5 ERNI female con-
nectors of type SMC 1.27 mm. Each connector features 80 pins, arranged in two rows of 40. The central
72 pins are used as signal channels, while the 4 most external pins at the two ends of the connector serve
as grounding points. The 10 × 9 cm2 anode active area is coated with a 64 µm thick insulating layer,
consisting of a sheet of DuPont Pyralux PC 1025 photoimageable coverlay. This stratum is then topped
with 64 µm thick resistive traces matching the geometry of the readout pattern. The value of resistance
per unit length varies between R11, R12 and R13 as summarized in the second column of Table 4.1.
The 100 µm wide inter-strip gaps are filled by additional insulating coverlay of the same thickness, thus
creating a flat surface across the entire active area. One important novelty with respect to the previous
schemes is that the resistive structures here have a ohmic connection to the chamber ground rather than
to the anode elements. Moreover, since the fragility of the resistive structures observed in both R9 and
R10 is due to the relatively low peripheral resistance to ground, the ohmic contact is not direct, but
2 DuPont Pyralux PC 1025
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Figure 4.23: Schematic of a spark-resistant bulk Micromegas.
Table 4.1: Resistance specifications of R11, R12 and R13.
Chamber Rtrace [MΩ/cm] Rground [MΩ] Rsheet [kΩ/]
R11 2 15 30
R12 5 45 75
R13 0.5 20 7.5
rather realized through high-value resistors that limit the current intensity in case of sparks at the edge
of the active area. Each such resistor consists of a 5 mm long section of the resistive trace, manufactured
with higher resistivity and located outside the detector active area. The values of the grounding resistors
of R11, R12 and R13 are reported in the third column of Table 4.1. The Micromegas is completed
by a stainless steel mesh having 18 µm thick wires interwoven with a pitch of 63 µm, corresponding to
400 LPI and 51% optical transparency. The mesh is laminated in bulk technique at a distance of 128 µm
from the resistive readout and kept under mechanical tension thanks to cylindrical pillars having a dia-
meter of 400 µm and a pitch of 2.5 mm in both x- and y-direction, resulting in only 2% of dead materials
on the active area.
Figure 4.24 sketches the equivalent circuit of a resistive Micromegas [67]. The model presented is
qualitative only and not based on a detailed simulation. Moreover, the values assigned to the com-
ponents, although representative of the real chambers, are not meant to be accurate. In spite of this,
the analysis of the schematic provides useful insights on the detector operation principles and enables
making some predictions of its properties. R1 is the grounding resistor of a single resistive trace, while
R2 represents the section of the resistive trace included between R1 and the point where the charge is
induced. Therefore R2 is not constant, but depends on the event location. C1 is the mesh capacitance to
ground. Considering that the mesh stretches a bit outside the active area and approximating the relative
permittivity of the coverlay to 4, C1 evaluates to about 4 nF, which is very large compared to the other
capacitances inside the chamber. C2 is the mesh capacitance to a single resistive trace, whereas C3 is
the capacitance between the resistive trace and the anode element below it. The capacitances to the
farther readout strips are much smaller and hence neglected in this model. C2 and C3 depend on the
relative permittivity of the interposed materials, the vertical position of the layers within the stack, the
strip pitch and the charge spread along the resistive traces. In turn, the latter parameter is a function
of the gas transverse diffusion at the operative field and of the trace resistance per unit length. More
specifically, a smaller transverse diffusion or a higher trace resistivity result in a reduced charge spread
and therefore in a lower capacitance. Although the actual values of C2 and C3 may be difficult to estim-
ate, their ratio is constant, depending only on the relative permittivities and the distances between the
electrodes. In the detectors under analysis C3/C2 ' 8, which means that about 90% of the signal will
flow through C3 independently of the trace resistivity, the adopted gas mixture and the operative bias
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Figure 4.24: Equivalent circuit of a spark-resistant bulk Micromegas.
voltages. C4 is the anode strip capacitance to ground, whose value is of the order of a few pF, and CA is
the input capacitance of the charge preamplifier. Finally, RHV = 100 kΩ and CHV = 100 nF are discrete
components mounted on the power line just outside the chamber, which make up a simple low-pass filter
with cut frequency fc = 1/ (2piCHVRHV) ' 16 Hz and attenuation of −20 dB/decade.
The employment of resistive structures is not new in the Micromegas community [68–70]. However,
most of the earlier resistive detectors exploit a solid and uniform resistive layer covering the whole
readout board to spread the charge over several anode elements and thus reach a good space resolution
with wider and fewer readout channels. Resistive meshes have also been tested for spark protection
[71]. The idea behind the new resistive Micromegas is different. The resistive plane is segmented into
traces matching the anode pattern in order to prevent the charge spread in the direction perpendicular to
the strips, even though spreading along the strip length is still present.
The movement of electrons and ions in the amplification gap induces signals on the resistive traces,
which are read out through the capacitive coupling to the anode strips, where the charge preamplifiers
are connected. The charge collected on the resistive trace then flows to ground through R1. In the simple
model presented above, only the coupling to the readout element located right underneath each resistive
trace is considered. The approach is in first approximation correct, but the couplings to the farther anode
strips significantly improve the space resolution, as described in Section 4.4.4.11.
In a resistive Micromegas there is no attempt to reduce the discharge probability, which is the same
as in a non-resistive chamber. In case of sparks, the resistive structures limit the current flowing to
ground, thus quickly and effectively quenching the streamers before they can cause any significant drop
of the mesh voltage. Moreover, the segmentation of the resistive layer allows the area affected by the
discharge to be contained. The overall effect is that of drastically reducing the dead time and boosting
the detection efficiency. At the same time, the exploitation of high-value grounding resistors secures
high DC impedance to ground for efficient spark quenching, while enabling the use of a low surface
resistance for high rate capability. The sheet resistance of R11, R12 and R13 are shown in the rightmost
column of Table 4.1.
4.4.3 Laboratory tests
To evaluate the performance of R11, R12 and R13, each readout board is paired to a drift electrode, made
out of a stainless steel mesh having 20 µm thick wires interwoven with a pitch of 73 µm, corresponding
to 350 LPI and 53% optical transparency. The mesh is stretched on an FR4 frame and maintained at a
distance of 4 mm (in R11) or 5 mm (in R12 and R13) from the Micromegas, thanks to plastic washers
and nuts mounted on fixation screws at the four corners. The gas volume is defined by a 20 mm tall
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Figure 4.25: Energy spectrum of R11, in linear (left) and logarithmic (right) scale. From left to right: the argon
escape peak and the photopeak. The shoulder around 300 charge units in the logarithmic plot is compatible with
two-photon events.
aluminum frame and a dismountable roof featuring a 50 µm thick Kapton window. Both couplings are
made with fitted O-rings to ensure gas tightness. The gas inlet and outlet are housed in the aluminum
frame, located at opposite corners, while two SHV male chassis sockets3 mounted just outside the frame
provide the power connections for the Micromegas and the drift meshes.
In order to compare the behaviour of the three resistive Micromegas to that of a traditional detector, a
fourth chamber (S3) is prepared, manufactured with non-resistive bulk technology. Since S3 is meant to
be used as a benchmark, its design strictly follows that of R11, R12 and R13. The readout board has the
exact same layout, from the geometry of the anode strips and the routing of the signal pathways, to the
type and position of the readout connectors. Given that in S3 both the insulating and the resistive struc-
tures are missing, the Micromegas mesh is laminated right on top of the anode strips. The Micromegas
and the drift meshes, the aluminum frame, the dismountable roof and the high-voltage connections are
also the same. The only differences lie in the diameter of the mesh support pillars, that is 300 µm instead
of 400 µm and the drift gap thickness, that is fixed to 4 mm as in R11.
Figure 4.25 presents an energy spectrum, drawn in both linear (left) and logarithmic (right) scale,
obtained by illuminating R11 with 5.9 keV photons from a 55Fe radioactive source. The source is
placed at about 20 mm from the drift electrode, separated from the gas volume by the 50 µm thick
Kapton entrance window located on the chamber’s dismountable roof, and produces an integrated rate
of about 2.5 kHz on the whole active area. The detector is flushed in open-loop configuration with an
argon-based gas mixture containing 15% of carbon dioxide. The drift field is 0.275 kV/cm, while the
Micromegas mesh is biased with 590 V, resulting in an effective gas gain of about 8750. The full-energy
photopeak and the argon escape peak are clearly visible in both graphs. In the logarithmic plot it is also
possible to distinguish a shoulder around 300 charge units, that is compatible with two-photon events.
The energy resolution extracted from the Gaussian fit to the photopeak is about 25% FWHM.
In Fig. 4.26, the gain curves of the three resistive Micromegas chambers R11, R12 and R13 are
compared to each other and confronted with the gain curve of the non-resistive benchmark detector S3.
The characterization is repeated with two gas mixtures containing argon and carbon dioxide in different
proportions: 93:7 and 85:15. The 72 signal lines terminating on each of the 5 readout connectors
are shorted together on the SMC 1.27 mm ERNI male plugs. The four most external groups of lines
are grounded, while the central cluster, corresponding to an active area of 10 × 1.8 cm2, is wired to a
3 Radiall type R317.580, Suhner type 22 SHV 50-0-2
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Figure 4.26: Gain curves of R11, R12, R13 and S3.
custom-made charge preamplifier with a rise time of about 10 ns. The signal is then fed to a shaper
amplifier with integration and differentiation times of 500 ns and acquired with a multichannel analyzer.
The gain calibration is performed by injecting voltage pulses of known amplitude into the test input of
the same charge preamplifier. The gain curves are built from the position of the photopeak in the energy
spectra obtained in response to 5.9 keV photons from a 55Fe radioactive source at different Micromegas
mesh voltages. The fits to the gain curves are based on a function of the type of Eq. (3.2), where Gc, Ge
and Ve are the fit parameters, the constant term modeling the deviation of the effective gas gain from a
purely exponential behaviour at the lowest voltages.
A detailed analysis of Fig. 4.26 reveals various properties of the resistive Micromegas, provides in-
sights on their working mechanism and gives useful hints for tuning the detector parameters in order
to achieve the required performance figures. Before proceeding with such analysis, it is important to
expand on the meaning of the variables plotted in the graph. The abscissa is the modulus of the voltage
difference between the metallic anode strips, grounded either through the readout electronics or on the
ERNI male plugs, and the Micromegas mesh, hold at negative potential. For each voltage setting, the
y-value in the chart represents the measured effective gas gain, which should not be confused with the
charge amplification factor. The latter quantity is defined as the mean ratio between the number of elec-
trons reaching the anode and the number of charges entering in the amplification region. The effective
gas gain, on the other hand, is the average ratio between the total charge induced on the anode elements
and seen by the readout electronics and the ionization charge produced in the interaction gap. Although
in a non-resistive chamber having a relatively high electric-field gradient in the proximity of the amp-
lification mesh these two quantities can be numerically very close, they are conceptually different. The
effective gas gain depends on the charge amplification factor, but it also takes into account the electron
losses on the Micromegas mesh. Moreover, in case of R11, R12 and R13, the charge induced on the
resistive traces is not the same as the one seen by the readout electronics, due to the various resistive
and capacitive couplings highlighted in Fig. 4.24.
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The first thing one notices from Fig. 4.26 is that the effective gas gain is systematically greater in
Ar:CO2 93:7 than it is in Ar:CO2 85:15. This is mainly because of the different value of the first
Townsend coefficient α in the two gases. For a mixture of argon and carbon dioxide and for a given
electric field, α grows with the relative abundance of argon, thus enhancing charge multiplication in
argon-enriched gases. For reference, confront Fig. C.1, C.2 and C.3, which show the first Townsend
coefficient as a function of the electric field strength in binary mixtures containing variable amounts of
argon and carbon dioxide.
By comparing the four detectors, it is clear that S3 always achieves the greatest effective gain for
a given gas mixture and a given set of bias voltages. This is understood to be a consequence of the
different resistive and capacitive impedances seen by the signal in standard Micromegas and in resistive
Micromegas. In the former type of chamber, the movement of electrons and positive ions in the ampli-
fication gap induces a signal directly on the metallic anode elements to which the charge preamplifiers
are connected. Oppositely, in the latter kind of detector the signal is induced on the resistive traces and
only part of it is transmitted to the readout strips via capacitive coupling, as shown in Fig. 4.24 and as it
was discussed in Section 4.4.2.
Another interesting observation is made by measuring the amplitude of the anode signal when irradi-
ating the active area close to and far from the grounding points. Data are taken with R11, R12 and R13.
For a given chamber, variations are of the order of 10% and do not show any systematic trend. This
means that the trace resistivity does not significantly affect the signal read by the charge preamplifiers.
In order to justify this behaviour, one can consider the equivalent circuit of a resistive Micromegas that
was given in Fig. 4.24. Remembering that the signal induced by the electrons has a rise time in the ns
range and that the ion tail is about 100 ns long, it is possible to work out the values of the capacitive
impedances, which turn out to be much lower than the resistive ones. Therefore, the resistive traces can
be made fairly long without changing the detector response.
Lastly, a gain stability study is performed illuminating the chambers with the same 55Fe radioactive
source previously used to trace the gain curves of Fig. 4.26. The effective gas gain slowly decreases
over a few minutes after the beginning of the irradiation and it stabilized on a value about 10% lower
than the initial one. Also, the time constant is a function of the particle rate. It ranges from 10 to 15 min
for photon rates of the order of 100 Hz and it decreases to less than a minute for rates in excess of 1 kHz.
Since the effect is observed in both standard and resistive Micromegas, it is considered to be due to the
charging-up of the insulator between the strips, either metallic or resistive, leading to a reduction of the
electric field in the amplification gap.
4.4.4 Beam tests
One of the key requirements for the chambers of the ATLAS new Small Wheels is the achievement of
a detection efficiency of more than 98% per plane for minimum ionizing particles in a hadron environ-
ment. The ability of resistive Micromegas to accomplish this task can be proven only by comparing the
position of the hits in the chamber against the particle trajectories reconstructed by an external tracker.
This can be done either with a cosmic-ray setup or in a beam test. Given the low flux of cosmic rays
and the small solid angle subtended by a tracking setup, the latter solution has been preferred.
In order to study the difference of performance between leptons and hadrons, the beam tests are
carried out with both kinds of particles. The selected location is the H6 beam line at CERN, which is
part of the Super Proton Synchrotron (SPS) North Experimental Area and can provide tertiary beams
of muons and pions with energy in the order of 100 GeV. The energy chosen for the beam tests is
' 100 GeV for muons and 120 GeV for pions. The detectors are set up in the PPE 146 experimental
zone, also called H6A zone, housed in the EHN1 hall.
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Figure 4.27: Test-beam setup.
Figure 4.27 schematically sketches the layout of the experimental setup in July 2010. The beam enters
from the left side of the drawing and points rightward, defining the z-axis of the right-hand coordinate
system, with y up and x towards the Jura side. The particles firstly traverse a multiwire proportional
chamber, which is used to monitor the beam size and position, and then hit the Micromegas. The
detectors under study stand on a movable table that can be displaced along both the x- and y-direction
to allow for alignment with the trigger area. A hardware switch enables toggling between local control,
which is good for a preliminary coarse alignment, and remote command from the control room, which
is more convenient for fine position tuning during data taking. Additionally, the Micromegas sit on
a goniometric rotating support, that allows for precisely setting the beam incidence angle. Although
different incidence angles are used, all the data analyzed in this thesis are acquired with the Micromegas
perpendicular to the beam direction.
Downstream of the Micromegas, the beam traverses a tracking telescope, whose purpose is that of
providing x and y hit information on different z-planes to allow for offline reconstruction of the particle
trajectories [72]. The tracker, commonly referred to as Bonn ATLAS telescope (BAT), is made up of
three equal and independent stations, distributed along the beam axis and sitting on a solid table separ-
ated from the movable one used for the Micromegas. Each station consists of a commercially available
double-sided, AC-coupled silicon strip sensor type S6934 with integrated polysilicon bias resistors man-
ufactured by Hamamatsu photonics. On each side, 640 n-side strips isolated by p+-stop implantations
are patterned with a pitch of 50 µm, giving rise to a sensitive area of 3.2 × 3.2 cm2. The structures on
a side are rotated by a nominal stereo angle of 90° with respect to the ones on the opposite side, thus
offering bi-dimensional hit localization. The three stations, in order of increasing z-position, are named
BAT1, BAT3 and BAT6. BAT6 is taken as the reference plane, with z = 0 mm. As from Fig. 4.27, BAT3
is located at −44 mm, BAT1 at −814 mm and the two Micromegas at −1726 and −1784 mm, respect-
ively. Such a configuration, with BAT3 and BAT6 close to each other, optimizes the precision of the
extrapolated reconstructed tracks on the Micromegas planes.
The detector setup is completed by a series of plastic scintillators which, together with the tracking
telescope, provide the signals used in the trigger logic. Directly downstream of the BAT, a vertical and a
horizontal finger scintillator define the trigger area, rectangular in shape, about 5 mm wide and 9 mm tall.
The third station in the line takes the name of scintillator B (SB) and it has an active area of 10×10 cm2.
Given its wide coverage with respect to the typical beam size, which is an ellipse 2.5 cm wide and 1 cm
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tall, the detector is exploited to measure the number of particles traversing the setup per beam spill. The
last station is a very large detector with a small circular aperture in the centre precisely aligned with the
beam axis and it is labeled as scintillator D (SD) or, because of its negative-logic selective function, veto
scintillator or again halo scintillator.
4.4.4.1 Voltage and current monitoring
Both the reference detector and the three resistive chambers need two independent high-voltage lines,
one for the amplification mesh and one for the drift electrode. The required biases are provided by a
universal multichannel power supply mainframe system4, equipped with a high-voltage power supply
board5 that offers up to 12 individually adjustable channels. The set voltage can be selected in the
range 0 to −3 kV with a granularity of 250 mV, which corresponds to the voltage-monitoring resolution.
The ramp-up and ramp-down speeds can be chosen in the interval 1 to 500 V/s, with steps of 1 V/s.
A hardware dip-switch on the board allows the user to toggle between low and high-current mode. In
the former case, the current limit of all channels can range up to 20 µA in steps of 2 nA, while in the
latter case it can range up to 200 µA in steps of 20 nA. In both cases, the current-monitoring resolution
coincides with the current-setting step. Throughout the beam test, the ramp-up speed is fixed to 50 V/s
and the current limit is set to 4 µA in low-current mode.
A critical analysis of the monitored high voltage and current drawn by the amplification mesh over
time unveils interesting behaviours that shed light on the physics processes taking place inside the de-
tector and at the same time enables a qualitative comparison between resistive and non-resistive cham-
bers to be made. If operated in a beam of muons with energy of the order of 100 GeV, standard Micro-
megas like S3 perform very well even at high gas gains and high particle fluxes. When switching to a
pion beam of similar energy and intensity, however, considerable voltage drops appear in coincidence
with high current spikes. Figure 4.28 shows such a behaviour in the monitored high voltage (red points,
right scale) and current (blue points, left scale) drawn by the amplification mesh of a non-resistive Mi-
cromegas, flushed with Ar:CO2 85:15 and exposed to a beam of 120 GeV pions. On average, the set
voltage of 560 V drops by 70 V 5 times within a 10 s time window, and the whole phenomenon repeats
every 40 s. Since the software only records variations of the measured values, the voltage and current
are actually constant in the 30 s long time intervals between consecutive groups of spikes, despite in-
clined lines are shown in the graph. The period of the repeated pattern and the time span in which the
spikes are concentrated find a clear match with the SPS cycle length and the duration of the beam spill
respectively, which suggests a correlation between the observed events and the presence of incoming
hadrons. Further evidence, emerging from in-depth data analysis and discussed in detail in the follow-
ing sections, indicates that highly ionizing particles are produced by hadronic interactions both in the
reference detector and in the resistive chambers. In the former detector type, the streamer following
the high-density charge deposition creates a short between the amplification mesh and the unprotected
copper anode strips, which causes a sudden dump of part of the stored energy to ground and results in a
drop of the mesh voltage for a short time.
Figure 4.29 shows the monitored high voltage (black line, left scale) and current (red squares, right
scale) drawn by the amplification mesh of R12, flushed with Ar:CO2 85:15 and exposed to a beam
of 120 GeV pions. The set voltage is scanned from 480 to 600 V in steps of 10 V. The performance
improvement with respect to the non-resistive chamber is remarkable. No voltage drops are observed
with a bias of 560 V and only a few dips at the volt level can be spotted when applying biases above
580 V. The current is also reduced by more than one order of magnitude, rarely exceeding a few hundred
4 CAEN nuclear, model SY2527
5 CAEN nuclear, model A1821N
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Figure 4.28: Monitored high voltage (red points, right scale) and current (blue points, left scale) drawn by the
amplification mesh of a non-resistive Micromegas, as a function of time. The set voltage is 560 V.
nA. The enhancement is secured thanks to the resistive structures, that limit the current flowing to
ground in case of a discharge and thus effectively quench the streamer before it causes a drop of the
voltage on the amplification mesh.
4.4.4.2 Micromegas readout
In order to enable detection-efficiency and space-resolution studies to be made, the anode elements
of the Micromegas have to be read out individually. The extracted performance figures are not only
influenced by the data-analysis software algorithms which will be detailed in the next sections, but they
also depend on the type and characteristics of the readout hardware. The rest of the current section is
therefore dedicated to the description of the electronics chain, from the online analog signal conditioning
to the digitizer.
Given the limited number of channels available on the electronics cards at disposal, only 64 out of
the 360 anode strips of a Micromegas chamber are read out, while the remaining 296 are shorted to
ground. Each of these 64 strips is hooked up to a discrete charge-sensitive preamplifier that is in turn
connected to the front-end electronics (FEE) [73]. Two FEE cards are available, each of them housing
32 custom-configured shaper amplifiers and two digitizer chips.
The FEE cards were originally designed with a shaping time of 1 µs for use in the ALICE photon
spectrometer (PHOS), which is an electromagnetic calorimeter based on lead tungstate crystals coupled
with avalanche photodiodes (APDs). A modified version of the electronics, with shaping time reduced
to 100 ns, has also been adopted by the ALICE EMCal detector with the same APD readout.
The FEE input stage is a differentiator with pole-zero cancellation for the charge-sensitive preampli-
fier. The differentiator is implemented as a first-order passive high-pass filter whose components C0 and
R0 are chosen for a shaping time τc = C0R0 = 100 ns, thus providing an attenuation of 20 dB/decade
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Figure 4.29: Monitored high voltage (black line, left scale) and current (red squares, right scale) drawn by the
amplification mesh of a resistive Micromegas, as a function of time. The set voltage is scanned from 480 to 600 V
in steps of 10 V.
below the cut frequency fc = 1/ (2piτc) ' 1.6 MHz. The pole-zero cancellation for the charge-sensitive
preamplifier is performed by introducing a resistor Rz in parallel to C0 so that C0Rz = CpRp, where Cp
and Rp are respectively the feedback capacitor and the discharge resistor of the charge-sensitive preamp-
lifier. The ultimate value of Rz deviates slightly from the theoretical prediction and it is finely tuned by
experimentally adjusting to zero-undershoot the circuit response to a step pulse. The stage is terminated
by a low-noise operational amplifier6, which is employed to set up a buffer with closed-loop gain of 2.
The analog signal conditioning is completed by two parallel integrators with different gains, cascaded
to the described differentiator. Each integrator is a second-order active low-pass filter based on a single
operational amplifier with multiple-feedback architecture, offering an attenuation of −40 dB/decade
above the cut frequency fc ' 1.6 MHz. The two integrator branches have the same shaping time and
electronic gains in the ratio 16:1 in order to extend the effective dynamic range of the digitizer. The
differential output, required for the analog-to-digital converter (ADC), is implemented by inverting and
non-inverting drivers.
The response of a CR-RCn circuit to a step function from the pole-zero-compensated charge-sensitive
preamplifier can be analytically computed with the tools of the Laplace analysis. The general solution
Vn (t) in the time domain is a Gamma function of order n, as shown in Eq. (4.5). Here, Q is the charge
induced on the anode element connected to the considered readout channel, Cp is the feedback capacitor
of the charge-sensitive preamplifier, A is the total electronic gain of the band-pass filter and τc is the
corresponding shaping time.
Vn (t) =
QAn
n!Cp
(
t − t0
τc
)n
exp
(
− t − t0
τc
)
(4.5)
6 Analog devices, model AD8039
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The peak amplitude is proportional to the detected charge Q, while the peaking time equals nτc. Hence,
for the considered CR-RC2 circuit, the peaking time is 200 ns and the output waveform is:
V2 (t) =
QA2
2Cp
(
t − t0
τc
)2
exp
(
− t − t0
τc
)
(4.6)
The digitization stage of each FEE card is based on two ALICE TPC readout (ALTRO) chips [74]. In
a single chip, the analog signals from 16 channels are digitized, processed, compressed, and stored in a
multi-acquisition memory. The analog-to-digital converters embedded in the chip have a dynamic range
of 10 bits that, together with the aforementioned dual integrator featuring parallel branches with gains
in the ratio of 16:1, deliver a total effective dynamic range of 14 bits and a single-ADC-count sensitivity
of 1160 electrons on the high-gain branch. The maximum sampling rate of the ADCs is 40 MHz, but
they are here operated at a reduced frequency of 10 MHz. The digitized waveforms are stored into a
pipeline holding 16 events, with 64 charge samples per event and per channel. The first 15 of these are
pre-trigger samples, acquired thanks to the ADC strobe latency in order to allow for channel-by-channel
and event-by-event determination of pedestals and RMS noise.
4.4.4.3 Data acquisition and run-naming conventions
The trigger pulses are generated by combining the information from the BAT modules with the signals
from the scintillators, and they are then distributed to the test-beam data acquisition (DAQ) system.
Upon the receipt of a trigger, the DAQ system records the information from four different detectors,
namely the three BAT stations and the Micromegas chamber. The BAT data are processed and stored
on a Windows computer sitting next to the silicon tracking telescope in the experimental area, while
the Micromegas data are processed and stored on a Linux machine located in the control room. The
Micromegas DAQ software is based on DATE, the ALICE DAQ framework. No raw-data selection is
performed by this software and thus the digitized waveforms from all the 64 instrumented channels are
saved to disc.
Appendix F lists the test-beam data runs analyzed in this thesis. Runs acquired under the same
experimental conditions are grouped into a run set. For simplicity, each run set is identified with a short
label that summarizes the experimental conditions. Let’s consider, for example, the run set R12-85:15-
pi-2.20-6010. This set gathers the runs acquired with R12, flushed with a mixture of argon and carbon
dioxide in the ratio of 85:15. The detector is irradiated with pions at 2.20 kHz/cm2 and it is operated
at a gas gain of 6010. Run sets that differ from each other only in the gas gain of the Micromegas
are then grouped into a data set. The naming convention for data sets is similar to the one for run
sets. For example, the run set considered above belongs to the data set R12-85:15-pi-2.20. Additional
information, such as the drift field of the Micromegas, is given in Appendix F.
4.4.4.4 Data synchronization
The BAT data and the Micromegas data are merged by the offline data processor7, which takes care
of retrieving the correct runs from the two machines and combines them into a single file. As men-
tioned in Section 4.4.4.3, at the moment of acquisition a Micromegas event is stored as 64 raw digitized
waveforms including some pre-trigger samples. The offline data processor executes a numerical fit on
each waveform, using as target function a second-order Gamma of the type of Eq. (4.6) with non-zero
7 Author: Woochun Park, wpark@sc.edu
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baseline, and stores only the resulting parameters in the output file, discarding the raw data. Addi-
tionally, the RMS value of the noise is computed on a channel-by-channel and event-by-event basis by
exploiting the pre-trigger samples. Finally, some preliminary event reconstruction is performed. Given
the multi-event structure of a run, the natural data format adopted by the offline processor is that of a
ROOT TTree [75].
The ROOT run file produced by the offline data processor therefore contains, amongst other inform-
ation, four main data streams, three from the BAT stations and one from the Micromegas chamber. A
preliminary, manual examination of the collected data by means of a simple event displayer soon high-
lights recurring desynchronization issues between these streams. Although the hit positions in the four
detection layers are always consistent with each other in the very first events of each run, a data stream
often appears to skip one or more events at a random time and show in their place the following ones.
Such observations find explanation in the occasional loss of one or more consecutive trigger signals in
one of the four stations. When this happens, three out of the four data buffers get regularly filled, while
no information is stored where the triggers fail to be delivered. When all the trigger lines restart working
correctly, the data storage is performed for all the four stations, with the memory filling proceeding from
the first empty location of each buffer.
The desynchronization of the data streams constitutes a major obstacle to any further analysis in-
volving more than a station at a time. Since the four data streams are always in sync at the beginning of
a run, one can consider performing the combined analysis only on the run section previous to the first
trigger loss. Such a workaround does not provide a real fix to the desynchronization problem, but only
avoids the undesired effects at the cost of a considerable reduction of the statistics. It is therefore not
suitable for data-analysis purposes.
Another possible approach is that of exploiting an event displayer to manually identify the first de-
synchronization point and feed the event number, the station ID and the desynchronization amplitude to
a program that takes care of shifting back the faulty branch. Given the difficulty of identifying a second
possible desynchronization point before fixing the first one, the whole procedure has to be iterated sev-
eral times. Although feasible, the whole process turns out to be very time-consuming, requiring 20 min
to several hours to resynchronize a single run. Taking into account the high number of collected runs,
that is in the order of a few hundred, the need for an automated tool is clear.
Losses of trigger signals can in principle take place in any of the stations in the test-beam setup and
indeed desynchronization phenomena have been observed in different data streams. Additionally, mul-
tiple trigger losses are not uncommon, leading to consecutive events missing from the affected memory
buffer. For all these reasons, the automated software tool not only has to to identify the desynchron-
ization point, but also has to tag the TTree branch that runs out of sync with respect to the others and
quantify the number of missing events. The algorithm described in the rest of the current section is able
to find and correct for desynchronizations in any runs taken with particles hitting the Micromegas under
0° incidence angle.
Several approaches to the desynchronization problem are possible. The paradigm at the basis of the
implemented solution is that of keeping the algorithm simple and neat, optimizing at the same time
the computational speed by avoiding CPU-demanding numerical minimizations. For each detector,
the residual between the interaction point and the average hit position in the other three stations is
calculated, giving rise to four symmetrical equations, one for each data stream. By denoting with xi and
ri respectively the event coordinate and the residual of the ith station along the x-direction and by using
a simple arithmetic mean as the estimator for the average value, one gets:
ri =
∑
j,i x j
3
− xi (4.7)
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The hit position can in turn be written as xi = ni pi + oi, where ni is the event coordinate in channel
number, pi the readout pitch and oi the alignment offset of the ith station. The pitch of the three BAT
modules is fixed to 50 µm by construction, while the offsets can be neglected as they are not useful for
desynchronization finding. Moreover, since the algorithm does not necessitate locating the hit position
with high precision, one can speed up the procedure by taking ni to be the number of the channel that
detects the maximum charge, without going through a time-consuming event reconstruction. Under
these conditions, and considering that in the three BAT stations the channel number is inverted with
respect to the Micromegas, the residual expressions for the four data streams become:
rµM
[
µm
]
= −
[
(nBAT1 + nBAT3 + nBAT6) · 50 µm
3
+ nµM pµM
]
(4.8)
rBAT1
[
µm
]
=
nµM pµM − (nBAT3 + nBAT6) · 50 µm
3
+ nBAT1 · 50 µm (4.9)
rBAT3
[
µm
]
=
nµM pµM − (nBAT1 + nBAT6) · 50 µm
3
+ nBAT3 · 50 µm (4.10)
rBAT6
[
µm
]
=
nµM pµM − (nBAT1 + nBAT3) · 50 µm
3
+ nBAT6 · 50 µm (4.11)
In order to ensure the validity of the above equations, a few basic selection cuts are applied. Spe-
cifically, the channel numbers ni of the three BAT modules are validated by requiring the corresponding
detected charge to be greater than zero. The Micromegas data are validated by accepting only events
with one charge cluster, defined as a group of neighboring firing strips, as to avoid complications arising
from double-track occurrences.
Figure 4.30 shows the residual, expressed in µm and plotted as a function of the event number, for
the four detector stations. The data are from the BAT run 4226 and the Micromegas run 4962, which
contain about 104 events. Here, R12 is flushed with Ar:CO2 85:15 and it is biased with a negative
potential of 570 V on the amplification mesh and of 940 V on the drift electrode, with respect to the
grounded anode. These settings give rise to a drift field of 0.74 kV/cm and a gas gain of 2490. The
Micromegas is exposed to a beam of pions with energy of 120 GeV, which cross the chamber with 0°
incidence angle. The average particle flux over the trigger area is 2.79 kHz/cm2.
The residuals are scattered around an average value, which depends on the reciprocal alignment
offsets of the four detectors along the x-axis. The four average values indeed sum up to zero and
they would all vanish if the modules were aligned in space. Although important for further physics
analysis, these constants do not play any significant role in desynchronization finding. The residual
RMS, on the other hand, strongly depends on the synchronization between the data streams. When one
of the memory buffers goes out of sync, the RMS values suddenly increase, with the increment being
considerably larger for the station where the trigger signals are lost. This is a consequence of the way in
which the residual expressions are built, with three variables contributing to the average with a weight
reduced by a factor of 3 with respect to the fourth variable.
The implemented algorithm evaluates Eq. (4.8) to (4.11) for each event passing the selection cuts and
estimates the residual spreads around the average values over a moving window of N events. The four
spreads extracted from the first N events are stored as reference values. Remembering that the memory
buffers are always synchronized at the beginning of a run and keeping N sufficiently small, one can
assume with good confidence that these values are representative for synchronized data streams. The
desynchronization point is then found by checking when the RMS values exceed k times the reference
parameters. The module that runs out of sync is identified as the one with the largest RMS after the
trigger losses.
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Figure 4.30: Residual distributions before resynchronization.
Considering that four residual spreads have to be estimated for each event passing the selection cuts
and that each RMS evaluation requires a square-root extraction, the variance provides a more CPU-
efficient solution of equal statistical significance. Taking the arithmetic mean r¯i| j as the estimator for
the average residual of the ith station at the jth event, the variance σ2 (ri)
∣∣∣
j is:
σ2 (ri)
∣∣∣
j =
∑ j+N−1
k= j
(
ri|k − r¯i| j
)2
N − 1 (4.12)
Assuming N  1:
N2 σ2 (ri)
∣∣∣
j = N
j+N−1∑
k= j
ri|2k −
 j+N−1∑
k= j
ri|k

2
(4.13)
The latter expression is a good implementation of the spread estimator over a moving window, as it can
be updated on a event-by-event basis by simply adding and subtracting a few terms, with no need to
recompute the whole sum. The corresponding threshold for desynchronization tagging is:
N2σ2thr (ri) = k
2N2 σ2 (ri)
∣∣∣
0 (4.14)
The variance, including the modified version of Eq. (4.13), is not a robust estimator of the data
dispersion around the average value. A single far outlier can in fact cause a significant increase of the
variance, possibly leading to a false desynchronization positive. For this reason, the data undergo a
further selection cut that excludes all the events j in which at least one of the four ri| j lies outside a
window of user-defined half width w and centered around the residual average. For the same reason,
the average values used to define the cut windows cannot be estimated using arithmetic means, but are
rather obtained from the most probable value of the distributions of the first N − 1 residuals.
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Once the desynchronization point jd is found and the data stream id that goes out of sync is identi-
fied through the above algorithm, it is necessary to establish the desynchronization offset because, as
previously mentioned, it is not unusual that several trigger signals are lost in sequence on the same
station. This is done by shifting forward the desynchronized memory buffer by a given offset and
computing the corresponding variance. The number of lost triggers is the smallest offset that satisfies
N2 σ2
(
rid
)∣∣∣
jd
≤ N2σ2thr
(
rid
)
.
The faulty TTree branch is then realigned, the residual mean values and the variance thresholds are
reevaluated and the procedure is reiterated until another desynchronization is found or until the end of
the file is reached.
It is important to note that the developed algorithm, although flexible and efficient, cannot identify the
exact time when the trigger signals are lost. Two are the reasons. Firstly, if a trigger is lost in one of the
events that do not pass the selection cuts, the desynchronization effects will only become detectable from
the following accepted event. Secondly, even if a careful tuning of the variance thresholds through the k
parameter usually results in Eq. (4.13) exceeding the thresholds as soon as an anomalous occurrence is
processed, it is still possible that more than one event is necessary to reveal a desynchronization. Hence,
all the events within the boundaries of the moving window are removed upon resynchronizing the data
streams. In a similar fashion, a certain number of events at the very end of the run are not guaranteed
to be synchronized. Depending on the specific conditions, the software therefore takes care of deleting
from the end of the run the minimum number of events that ensures synchronization. In a typical case,
a few hundred events may be removed from a file counting some tens of thousands of events, resulting
in a negligible reduction of the total statistics.
Finally, parameter adjustment is necessary to make the algorithm capable of coping with the diverse
desynchronization scenarios observed in the experimental data. There are three main parameters that
control the algorithm behaviour. The first is the number N of events over which Eq. (4.13) are evaluated.
Too small values of N provide a poor estimate of the variance that may lead to false positives, while too
large values result in a considerable fraction of the statistics being cut out during resynchronization. A
good compromise is about 100 events. The second parameter is the half width w of the window used
in residual selection, which has be be about 1 mm. The third parameter is the k factor entering in the
definition of the RMS thresholds. Here, too small values give rise to false positives, while too large
values lead to false negatives. The optimum is empirically determined to be 3.5.
With the selection cuts described above and with the parameters so tuned, the algorithm has been
able to fix the desynchronizations in all of the processed runs, that amount to several tens of files. An
example is provided by Fig. 4.31, which shows the four residual distributions for the BAT run 4226
and the Micromegas run 4962 after the file has been processed. The five blank gaps in each graph
correspond to the events that have been removed during the resynchronization. Moreover, the vertical
scales are zoomed with respect to Fig. 4.30 because all the desynchronizations have been corrected and
the residuals are therefore less scattered around their average values.
4.4.4.5 Gain homogeneity
The resynchronized runs are fed to the BAT reconstructor8, which takes care of finding the charge
clusters, defined as groups of neighboring firing strips, in the three modules of the tracking telescope.
For each cluster, the program computes the centre of gravity and corrects for the estimation error in-
troduced by the discrete segmentation of the readout by applying an η2 algorithm (cf. Section 4.4.4.8).
Finally, the software performs the alignment of the stations, reconstructs the particle trajectories along
8 Author: Marcin Byszewski, marcin.byszewski@cern.ch
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Figure 4.31: Residual distributions after resynchronization.
the x- and y-direction using independent simple linear regressions and stores the results in new branches
of the ROOT TTree.
Having synchronized data files containing complete information on the particle tracks traversing the
telescope, it is possible to proceed to investigate the properties of the resistive Micromegas. A first study
that does not require accurate event reconstruction in the Micromegas is the gain homogeneity. More
specifically, the goal is that of analyzing on a strip-by-strip basis the gain variation of the system com-
posed of the chamber itself and the readout electronics, with the purpose of evaluating the uniformity of
its response and identifying possible anomalies and their origin.
A simple and straightforward way to perform the gain-homogeneity study is that of taking, for each
event, the readout strip on which the maximum charge is recorded. The maximum charge has the
advantage of not being biased by the clustering and centre-of-gravity algorithms and of being promptly
available in the ROOT file. The drawback of this choice lies in the fact that, since the charge information
of only one anode element per event is considered, most of the available data remains unused.
The maximum charge of each event is validated by requiring the corresponding strip position to
be within 500 µm of the extrapolated x-coordinate of one of the particle trajectories reconstructed in
the tracking telescope. This helps to remove fake hits due to random noise in case of Micromegas
inefficiency. The values passing the selection cut are then used to fill a histogram for each channel. The
resulting patterns resemble Landau distributions, as shown in Fig. 4.32 for channel 31 of the run set
R12-85:15-pi-2.20-6010 (cf. Table F.6).
The average differential energy loss by ionization per unit of path length along the track of a heavy
charged particle is given by the Bethe formula, see Eq. (1.1). The Landau distribution provides an
approximated theoretical model for the fluctuations around the average energy loss in thin layers of
matter [76]. Although the maximum charge is not strictly described by such distribution, numerical
maximum-likelihood fits performed using a Landau as target function yield a satisfying representation
of the experimental data, as seen in Fig. 4.32.
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Figure 4.32: Distribution of the maximum charge for a single readout strip.
Figures 4.33 and 4.34 show the aggregate effective gain of the Micromegas chamber and the readout
electronics, expressed in ADC bins, as a function of the strip channel number. Since the moments of
a Landau distribution are undefined, the values and the uncertainties plotted in the graphs are extracted
from the first fit parameter, which approximately coincides with the most probable value of the distribu-
tion, and from the associated fit error. Figure 4.33 is based on the run set R12-85:15-pi-2.20-2490, while
Fig. 4.34 is obtained from the run set R12-85:15-pi-2.20-6010 (cf. Table F.6).
In both Fig. 4.33 and 4.34, the abscissa ranges from channel 22 to 42. This reflects the extension of
the trigger area along the x-coordinate, which is defined by the vertical finger scintillator and which is
5 mm wide, thus covering about 20 strips. Conversely, the values on the vertical axis are much larger in
the latter graph because of the higher effective gas gain. The errors on the data points are relatively large
due to the difficulty of determining the parameters of a Landau distribution with high precision. The
gain-uniformity study is in fact normally performed with a narrow collimated beam of soft X-rays that,
depositing all their energy in a single photoelectric interaction, give rise to a Gaussian distribution in
the energy spectrum, whose peak can be fitted with good precision. However, the evaluation of the gain
homogeneity with the same test-beam data subsequently used for the space-resolution and efficiency
studies has the great advantage of enabling a proper offline compensation of the gain if needed.
The five runs in each of the two graphs are, within the errors, all compatible with each other. It is
therefore possible to merge their statistics in order to improve the Landau fits and consequently reduce
the uncertainties on the extracted parameters. The results are shown by the purple bands of Fig. 4.33 and
4.34, which represent the one-sigma intervals. It is clear from the graphs, especially when combining
the statistics, that the aggregate effective gain of the Micromegas chamber and the readout electronics
cannot be considered as constant. A periodic pattern is clearly identifiable, showing a significant gain
drop every 10 strips, with dips around channel 23 and 33, and with a possible further drop around
channel 43. Moreover, the pattern appears to be independent of the gas gain, thus suggesting that it does
not originate from charge-multiplication processes, but it is rather a hardware feature.
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Figure 4.33: Aggregate gain of R12 and the readout electronics at an effective gas gain of 2490. The values,
expressed in ADC bins, are shown as a function of the strip channel number.
Figure 4.34: Aggregate gain of R12 and the readout electronics at an effective gas gain of 6010. The values,
expressed in ADC bins, are shown as a function of the strip channel number.
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The explanation for the observed pattern has to be searched for in the periodic matrix of pillars which
sustain and keep under mechanical tension the amplification mesh of a bulk Micromegas. When a
drifting electron hits one of these support structures, either in the conversion or in the amplification
gap, its charge is lost for detection purposes and the effective gas gain appears to drop. Moreover, the
dielectric nature of the material introduces local distortions of the electric field that make the affected
area slightly larger than the geometrical coverage. As stated in Section 4.4.2, the pillars of all the three
resistive Micromegas under study have a diameter of 400 µm and a pitch of 2.5 mm in both the x- and
the y-direction. Remembering that the pitch of the anode strips is 250 µm, and considering that the
orientation of the matrix of support structures matches that of the readout pattern, one expects the pillar
effect to be spread over three strips and to repeat periodically every 10 strips, which is in agreement with
the observed behaviour.
Figure 4.35 and 4.36 corroborate the above hypothesis. They show the position of the particle tra-
jectories, reconstructed in the tracking telescope and extrapolated to the Micromegas plane, which have
no matching event detected by the chamber under study within 500 µm. Figure 4.35 is based on the
run set R12-85:15-pi-2.20-2490, while Fig. 4.36 is obtained from the run set R12-85:15-pi-2.20-6010
(cf. Table F.6). The vertical axes of the two plots are in mm, while the abscissa scales are expressed
in strip channel number to ease the comparison with the previous gain-homogeneity graphs. The res-
ulting scatter plots give a qualitative impression of the variations of detection efficiency over the active
area of the Micromegas, demonstrating that the inefficiencies are clustered in circular zones forming a
bi-dimensional periodic matrix. Both the diameter and the pitch of these areas are compatible with the
specifications of the pillars supporting the amplification mesh. Furthermore, the locations of the pillar
columns along the x-axis match the positions of the gain drops in Fig. 4.33 and 4.34.
Combining the data regarding the maximum charge detected in each event, which were used to pro-
duce Fig. 4.33 and 4.34, with the information on the particle trajectories reconstructed in the track-
ing telescope, it is possible to extend the gain-homogeneity study to two dimensions. Despite the
tested Micromegas being equipped with one-dimensional readout only, one can take advantage of
the bi-dimensional hit-localization capability of the tracking telescope to subdivide the statistics of
the maximum-charge distribution relative to each strip into several histograms according to the y-
coordinate of the reconstructed track extrapolated to the Micromegas plane. The histograms are then
fitted with Landau distributions like in Fig. 4.32 and the extracted position parameters are used to fill a
bi-dimensional map. Figure 4.37 shows the results for the run set R12-85:15-pi-2.20-2490, while Fig.
4.38 shows the results for the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). Due to the limited statist-
ics in some histograms, a few fits fail, giving rise to isolated pixels whose apparent gain is significantly
above or below the one of their neighbors. The gain is otherwise uniform over the illuminated active
area, with consistent drops only corresponding to the pillars.
The bi-dimensional maps of Fig. 4.37 and 4.38 provide a general overview of the gain homogeneity
across the section of active area irradiated by the beam and defined by the trigger logic. They allow
to qualitatively judge the overall level of gain uniformity and the effects of the structures supporting
the amplification mesh. Because of the poor precision of the parameters extracted from the Landau
fits, these maps are however inadequate to quantitatively evaluate the gain homogeneity of the resistive
Micromegas in the areas not affected by the pillars. The estimation is done instead by dividing the total
statistics of each readout channel into two subsets, according to the distance of the particle trajectory
reconstructed in the tracking telescope and extrapolated to the Micromegas plane from the nearest row
of pillars. The outcome of this study is shown in Fig. 4.39 and 4.40 for the run set R12-85:15-pi-2.20-
2490 and R12-85:15-pi-2.20-6010, respectively (cf. Table F.6). The black band labeled as “no selection”
is the same one-sigma interval shown in Fig. 4.33 and 4.34 for the combined statistics, while the other
bands are grouped in complementary pairs with three different values of distance threshold from the
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Figure 4.35: Inefficiencies of R12 at a gas gain of 2490. The scatter plot shows the x-y position of the tracks,
reconstructed in the beam telescope and extrapolated to the Micromegas plane, with no matching event in R12.
Figure 4.36: Inefficiencies of R12 at a gas gain of 6010. The scatter plot shows the x-y position of the tracks,
reconstructed in the beam telescope and extrapolated to the Micromegas plane, with no matching event in R12.
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Figure 4.37: Aggregate gain of R12 and the readout electronics at an effective gas gain of 2490. The values,
expressed in ADC bins, are colour-coded and shown in a bi-dimensional map as a function of the x (in strip
channel number) and the y (in mm) spatial coordinates.
Figure 4.38: Aggregate gain of R12 and the readout electronics at an effective gas gain of 6010. The values,
expressed in ADC bins, are colour-coded and shown in a bi-dimensional map as a function of the x (in strip
channel number) and the y (in mm) spatial coordinates.
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Figure 4.39: Aggregate gain of R12 and the readout electronics at an effective gas gain of 2490. The values,
expressed in ADC bins, are shown as a function of the strip channel number. The bands are one-sigma intervals
obtained from the hits with a given distance from the nearest row of pillars.
nearest row of mesh support structures. For instance, in the pair labeled “625 µm pillars/no pillars” the
statistics is subdivided into two groups of horizontal belts having equal width of 2 · 625 µm = 1.25 mm,
the former ones centered around the mesh support structures and the latter ones located in between. In
the other two pairs, the belts containing the pillars become thinner, while the ones in between get larger.
As one can expect, the gain variation from channel to channel is maximum in narrow belts around the
mesh support structures, where the effective amplification drops almost to zero. The effect gets smeared
out as the belt thickness increases, while the behavior on the strips far from the pillars remains the same.
The gain uniformity is best etimated in the gaps between pillar rows, using the largest cut threshold of
625 µm. Excluding channel 32, which shows an anomalous behaviour, the variation is around 23% for
both gas gains.
A deeper analysis of the bands from which the above result is extracted reveals that there is no
common pattern between the data taken at different bias voltages. Since the relative gain variation from
channel to channel is expected to be independent of the gas amplification, one can conclude that the
quoted value is dominated by statistical fluctuations and has to be taken as an upper limit only. In fact,
the variations of the gas-amplification factor due to local field inhomogeneities far from the pillars are
negligible. The fraction of charge induced on the resistive traces that reaches the readout electronics
depends on the Fourier composition of the signal and on the impedances in the equivalent network. For
a given signal frequency, the capacitive couplings to the anode strips are in principle precisely defined
and constant from strip to strip. The resistive connections to ground vary from event to event depending
on the hit position and their average value may show a few percent variation from trace to trace, which
has no effect on the recorded signal. Finally, the readout electronics contributes to the gain variation to
a few percent. For all these reasons, and considering that a gain variation in the order of 10% does not
significantly worsen the estimation of the cluster position necessary for the space-resolution studies, no
offline gain equalization will be applied.
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Figure 4.40: Aggregate gain of R12 and the readout electronics at an effective gas gain of 6010. The values,
expressed in ADC bins, are shown as a function of the strip channel number. The bands are one-sigma intervals
obtained from the hits with a given distance from the nearest row of pillars.
4.4.4.6 Data cleaning and formatting
In Section 4.4.4.2 we presented in some detail the ALTRO-based readout electronics that was used
to acquire data from the resistive Micromegas in the first test-beam campaigns. The test-beam data
analyzed in this thesis belong to the run period of July 2010 and they all come from such electronics.
The performance of the novel Micromegas technology has subsequently been studied in several other
beam tests, often in combination with different readout schemes. For example, the APV25 chip has
extensively been used on R11, R12, R13 and following chambers and, in more recent times, the VMM
chip specifically developed at BNL for the upgrade of the ATLAS Small Wheels has been successfully
coupled to Micromegas prototypes. Meaningful data have been acquired with each type of electronics,
but not all the chambers have been fully characterized with every chip. To avoid code replication in the
data-analysis phase, it is hence worth converting the raw data from each chip to a standard format.
As mentioned in Section 4.4.4.4, the ALTRO raw-data files are handled by the raw-data processor,
which takes care of fitting the digitized waveforms with second-order Gamma functions and of merging
the extracted information together with that of the three data streams from the tracking telescope. The
resulting ROOT file, however, still contains redundant charge and time information. In fact, the raw-data
converter saves in the ROOT TTree not only the fit parameters, but also some information on the raw
digitized waveforms. Moreover, no selection is made between the high-gain and the low-gain signals
produced by the two parallel branches of the shaper amplifiers on the FEE cards. The ALTRO data
formatter therefore also has to scan the run file event by event, compare all the available information for
each firing channel and pick up the most appropriate values. In this way, the data-analysis codes will
deal with a single value of charge and time. In the following, the selection procedure will be explained,
with particular focus on the charge information. The estimation of the signal arrival time is not covered
in this thesis, but it can be easily plugged into the software framework here developed.
125
4 Discharge-tolerant Micromegas
Figure 4.41: Pedestal-subtracted maximum sample vs fit amplitude.
The charge induced on each firing strip is described with four parameters, stored by the raw-data
converter in separate branches of the ROOT TTree. The first parameter is the amplitude of the digitized
waveform from the high-gain channel, expressed in ADC bins, or in units of 1160 electrons (cf. Section
4.4.4.2). The second and third parameters are the pedestal and the RMS noise, taken from the average
and the variance of the pre-trigger samples, respectively. Lastly, the fourth branch is filled with the
amplitude of the second-order Gamma function fitted on the digitized waveform. If the signal exceeds
a fixed threshold, four additional values are saved, relative to the low-gain channel. When cleaning up
the ROOT TTree, the data formatter tries to use in first place the amplitude of the fit to the high-gain
channel, which is in principle the most precise estimator of the actual charge. If the parameter does not
pass a set of selection cuts, the amplitude of the fit to the low-gain channel is taken instead, properly
rescaled according to a lookup table formerly created from the same run data, as explained later in this
section. In case not even this value meets the requirements, the choice turns to the pedestal-subtracted
maximum sample, from the high-gain channel or from the low-gain channel appropriately rescaled. If
none of the above parameters passes the cuts, the strip data are marked as unusable for that event.
Every time the data formatter attempts to use a charge value from a FEE high-gain channel, be it the
fit amplitude or the pedestal-subtracted maximum sample, an overflow cut has to be applied. In fact,
when the signal amplitude exceeds the ADC range, the resulting digitized waveform will show a flat-
top deformation that will bias the charge estimation extracted from both the maximum sample and the
second-order Gamma fit. Figure 4.41 shows the pedestal-subtracted maximum sample as a function of
the amplitude of the second-order Gamma function fitted on the digitalized waveform, based on the run
set R12-85:15-pi-2.20-6010 (cf. Table F.6). The two quantities are strongly correlated up to the ADC
saturation that, given the 10 bit resolution of the ALTRO digitizers, takes place in channel 1023. The
spread of the distribution along the y-axis above the saturation point is due to pedestal fluctuations. For
all these reasons, the data formatter validates every value from the FEE high-gain channels by requiring
the maximum sample to be less than 1000. Values from the low-gain channels are not subjected to this
cut because they have never been observed to saturate the ADC.
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Figure 4.42: Distribution of the peaking time of the second-order Gamma function given in Eq. (4.6). The time
values are from fits to the digitized waveforms and they are expressed in ADC clock cycles, with one cycle
corresponding to 100 ns.
Another set of selection cuts is applied by the data formatter before saving to the output ROOT TTree
any charge information extracted from the second-order Gamma fits to the digitized waveforms, be it
from a FEE high-gain or low-gain channel, in order to ensure the goodness of the fits. This selection
acts in two ways: firstly the peaking time of the Gamma function is checked against the nominal value
and then the fit amplitude is compared to the pedestal-subtracted maximum sample.
As explained in Section 4.4.4.2, the peaking time of the second-order Gamma function at the output
of the shaper amplifier is twice the shaping time, or 2τc = 200 ns. Remembering that the ADC sampling
rate is set to 10 MHz, the peaking time is expected to be 2 time bins. Figure 4.42 shows the distribution
of the peaking time extracted from the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). The histogram
peaks between 2 and 2.5 time bins and extends from about 1 to 3.5. The upper and lower cuts are decided
by checking a high number of fits on single digitized waveforms. The exercise reveals that in most cases
a peaking time below 1.5 or above 4 is symptomatic of either a fit divergence or of a convergence to a
wrong local minimum.
The second fitness cut further validates the Gamma fit by comparing its amplitude F to the maximum
sample S of the digitized waveform and to the pedestal P. The confrontation can be formulated in four
equivalent ways, as shown in Eq. (4.15) to (4.18), where the right sides represent the expected values.
F + P − S ' 0 (4.15)
P
S − F ' 1 (4.16)
S
F + P
' 1 (4.17)
F
S − P ' 1 (4.18)
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Figure 4.43: Distribution of Eq. (4.15) (left) and (4.16) (right).
It is therefore necessary to establish which formulation is the best to assess the quality of the fit. The
searched expression has to enable a good discrimination of bad fits and has to work for all signal amp-
litudes. The possibility to apply the same cut on signals from both the high-gain and the low-gain
branches of the shaper amplifiers is a plus, as it simplifies the parameter adjustment. The left frame
of Fig. 4.43 shows the distribution of Eq. (4.15), while the right frame displays the distribution of Eq.
(4.16). The histograms are based on the run set R12-85:15-pi-2.20-6010 (cf. Table F.6), where each
entry is validated both by requiring the maximum sample on the high-gain branch to be lower than 1000
and by requesting the peaking time of the fit to be included between 1.5 and 4. Equation (4.15) is the
least suitable of the four, as it is strongly correlated to the amplitude of the signal. Despite taking the
ratio of two homogeneous quantities and hence giving rise to a dimensionless value, Eq. (4.16) is not
better because it still combines in the wrong way the two variables that are most strongly correlated
to the signal amplitude. In fact, an expression that wants to produce results independent on the signal
amplitude has to contain the ratio between F and S , appropriately adjusted with the baseline. Equation
(4.17) and (4.18), whose distributions are shown respectively in the left and right frame of Fig. 4.44, do
a much better job. The latter one is preferred since the distribution for the high-gain and the low-gain
branches of the shaper amplifiers are very similar to each other in all the analyzed runs, thus speeding
up the tuning of the cut thresholds. The cut window is set to 0.75–1.25 for both branches.
When the data formatter fills the output ROOT TTree with a charge value from the low-gain branch
of a shaper amplifier, be it the amplitude of the second-order Gamma fit or the pedestal-subtracted
maximum sample of the digitized waveform, it has to rescale the variable with the ratio of the electronics
gains in the two branches. As pointed out in Section 4.4.4.2, this ratio is designed to be 16:1, with the
purpose of extending the dynamic range of the ADCs by 4 bits. It is anyway interesting to extract the
actual value from the data and compare it to the nominal one. Figure 4.45 shows the distribution of
the electronics-gain ratio, based on the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). The histogram is
built by taking, for every event and for every firing strip, the ratio of the charge values extracted from
the second-order Gamma fits on the digitized waveforms from the high-gain and the low-gain branches
of the shaper amplifier. The fits are validated by requiring the peaking time to be included between
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Figure 4.44: Distribution of Eq. (4.17) (left) and (4.18) (right).
1.5 and 4 and by requesting Eq. (4.18) to be in the range from 0.75 to 1.25. The maximum sample
from the high-gain branch is also subjected to the overflow cut, with a threshold of 1000. If any of
these conditions is not satisfied, the strip is excluded for one event. No charge values from the pedestal-
subtracted maximum sample are used to fill the histogram. The resulting distribution is compatible with
the expectations, with the Gaussian fit returning a central value of 16.117 ± 0.002.
The above analysis can easily be extended to a channel-by-channel study by distributing the overall
statistics into as many histograms as the number of instrumented strips. The data validation is based on
the same selection cuts previously applied to produce Fig. 4.45. Figure 4.46 displays the central value
extracted from the Gaussian fit to each histogram, together with the corresponding one-sigma interval,
as a function of the channel number. Two run sets are considered. The run set R12-85:15-pi-2.20-2490
is represented in dashed black, while the run set R12-85:15-pi-2.20-6010 (cf. Table F.6) is represented
in solid red. As expected, the two sets show the same pattern. The outlier in channel 36 of the run
set acquired at lower gas gain has to be attributed to a failure of the Gaussian fit, rather than an actual
anomaly in the setup.
The graphs are saved to disk as text files containing gain-ratio maps, which can subsequently be
loaded and exploited by other pieces of software. The data formatter thus acquires the capability of
rescaling charge values from the low-gain branch of the shaper amplifiers with the gain ratio specific to
the single strip. Outliers caused by fit failures, as in the case seen above, are manually removed from
the map. In case the channel of interest is not present in the gain-ratio map, the global value from Fig.
4.45 is used instead.
The implemented data formatter successfully cleans the ROOT files produced by the ALTRO raw-data
processor and converts them into standard format. On average, more than 90% of the times the charge
value stored in the output ROOT TTree is extracted from the amplitude of the second-order Gamma fit
to the digitized waveform from the high-gain branch of the shaper amplifier. In a few percent of the
cases, the fit amplitude from the low-gain branch or the pedestal-subtracted maximum sample from the
high-gain branch are used instead. Finally, the probabilities of picking the maximum sample from the
low-gain branch or of marking the strip as unusable are both negligible.
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Figure 4.45: Distribution of the electronics-gain ratio.
Figure 4.46: Electronics-gain ratio vs channel number.
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4.4.4.7 Charge clustering
A key step in evaluating the detection efficiency of the resistive Micromegas and in estimating their
space resolution from test-beam data is the identification of the charge clusters in the readout elements.
In order to meet the requirements for use in the ATLAS new Small Wheels, the transverse diffusion
of charges in the gas and the granularity of the anode strips of the Micromegas chambers are in fact
tuned so that the ionization charge released by a particle traversing the drift gap is typically spread over
several readout strips even in case of 0° incidence angle. Any reconstruction of the particle properties is
therefore based on the correct recognition of the charge clusters.
Given a statistical data set, a cluster is generically defined as a subset of objects that are, in some
sense or another, more similar to each other than to those in another group [77]. Clustering is hence the
task of recognizing clusters in a data set. More extensively, a cluster is a subset of objects that share a
common property. This latter definition is more flexible, as it also allows for soft or fuzzy clustering,
where objects may belong to more than one cluster.
In our specific case, a charge cluster is a group of readout elements on which a detectable signal is
induced by the same particle traversing the drift gap. The goal is that of coding a software module
that, given a ROOT data file in standard format (cf. Section 4.4.4.6), identifies the charge clusters and
computes their parameters. For the purpose of efficiency and space-resolution studies, the clustering
software is only requested to work for particles traversing the chamber with 0° incidence angle. In this
case, the parameters of interest are the cluster extension in channel number, the coordinate of the impact
point, the total induced charge and the average arrival time of the signal. As a design choice, the charge
and time information stored in the ROOT TTree for each firing strip is kept and the cluster parameters
are added in separate branches.
The task is somewhat complicated by the presence of overlapping clusters and dead channels. In the
following, these issues will be addressed and analyzed individually.
Overlapping clusters happen when one or more neighboring anode elements receives a non-negligible
charge contribution from different particles traversing the drift gap. In turn, this can arise from a double-
track event at high beam intensities, it can be the consequence of a cosmic interaction taking place syn-
chronously to a data acquisition, or it can follow the emission of a delta ray by a particle in the beam,
just to mention a few possible scenarios. Depending on the nature of the underlying physical phenom-
ena and on their relative topology, it can be more or less difficult to recognize the charge clusters from
the distribution of charge induced on the readout structures. While it may be quite straightforward to
identify and correctly treat a double-hit event in which the two charge clusters are almost completely re-
solved, the implementation of a general algorithm that covers all cases is not possible. A hard-clustering
approach is hence followed and no attempt is made to distinguish possibly overlapping clusters within
a group of neighboring firing strips. An explorative analysis of the test-beam data reveals that a few
percent of the events feature overlapping clusters of some kind, which have to be properly handled in
order not to bias the subsequent efficiency and space-resolution studies. In later data-analysis phases,
double-track occurrences will be excluded by using only events with a single track reconstructed in the
silicon beam telescope, which has a much finer granularity. All other sources, such as cosmic interac-
tions and delta-ray productions, which give rise to wide overlapping clusters, will be ruled out by cutting
on the cluster size.
Dead channels are readout channels that stopped working normally and became unable to provide a
signal correlated to physics events, resulting either constantly silent or recording only baseline noise.
The origin of the anomalous behaviour can be manifold and it is most commonly of hardware nature,
ranging from a damage or degradation of the detector itself to a mis-plugged connector, to a broken
electronics channel. The condition is usually permanent, until a manual intervention is performed to
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fix the faulty piece of hardware. For this reason, in a running experiment where the detectors and the
front-end electronics are only accessible during shutdown periods, dead channels are typically handled
with dead-channel maps. These are lookup tables containing the position of the faulty channels that can
thus be easily identified in the data-analysis phase. In the present case, such an approach is however
not suitable for two reasons. Firstly, the configuration of the Micromegas chambers and of the readout
electronics is often changed during the beam test, with the purpose of probing the behaviour of the
detectors under different experimental conditions. As a consequence, the position of the dead channels
varies from run to run, thus making the compilation of dead-channel maps a time-consuming task.
Additionally, the presence of partially-dead channels is noticed in some runs. These are channels that
appear to be dead only for part of the run and otherwise work normally, most probably because of a bad
contact in a mis-plugged connector. Both issues are tackled with a clustering algorithm that dynamically
identifies and corrects for dead channels on a event-by-event basis.
In summary, a further analysis of the data acquired either from the resistive or from the non-resistive
Micromegas chamber in the beam test of interest necessitates of a clustering algorithm that, although not
required to recognize overlapping clusters, has to actively identify dead channels and merge groups of
firing strips belonging to the same charge cluster. The choice therefore goes to hierarchical algorithms,
which seek to build a hierarchy of clusters from a given set of elements. More specifically, the searched
algorithm has to be of agglomerative type. This implies a bottom-up approach, where clusters are
compared and combined in pairs as one moves up the hierarchy, with merges usually determined in
a greedy manner. Agglomerative hierarchical algorithms normally start with each observation in its
own singleton. However, the clustering process can be considerably sped up by introducing a custom
step-zero in which fundamental clusters are built from neighboring firing channels. The algorithm then
iteratively attempts to unify pairs of fundamental clusters into superclusters, until all the fundamental
clusters in the event have been scanned. Only at this point the properties of the resulting superclusters
are computed, such as the coordinate of the impact point, the total induced charge and the average arrival
time of the signal.
The decision on whether two clusters should be merged into a supercluster is based on two criteria.
The first is of metric nature and it parametrizes the fact that anode elements reached by the charge ori-
ginating from the same particle are close to each other. Since the probability of neighboring dead chan-
nels is negligible, cluster combination is attempted only when there is a single silent strip between the
two considered clusters. The second criterion implements the observation that, for particles traversing
the drift gap with 0° incidence angle, the spatial distribution of the detected charge is approximatively
Gaussian. The distribution of charge induced on the channels belonging to the candidate supercluster is
hence fitted with a Gaussian function and cuts are applied on the reduced χ2, as well as on the extracted
fit parameters. Since such a fit is statistically meaningful only for four or more data points, the hand-
ling of superclusters with less than four firing strips is controlled by Boolean constants located in the
configuration file of the software module.
The exploitation of the reduced χ2 to validate the merging of clusters presupposes a careful error
assignment. More specifically, it is necessary to estimate the uncertainty on the charge Qi extracted
from the second-order Gamma fit over the ith digitized waveform, with respect to the true value of
charge induced on the readout channel. Because Qi refers to a well-defined particle, there are neither
variations of the ionization charge nor fluctuations of the amplification factor to be taken into account.
Instead, four factors should be considered. The largest uncertainty, σGamma (Qi), is introduced when
estimating the actual charge from the digitized waveform and it is therefore related to the precision of
the second-order Gamma fit. Other contributions are the RMS noise, σnoise (Qi), extracted from the pre-
trigger samplings of the baseline and the discretization error, σADC, introduced by the analog-to-digital
converters. Finally, since the space distribution of the detected charge is only in first approximation
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Gaussian, but has larger tails, a constant term σtails has to be added. Considering these sources as
statistically independent, the total uncertainty σtotal (Qi) is expressed by:
σtotal (Qi) =
√
σ2Gamma (Qi) + σ
2
noise (Qi) + σ
2
ADC + σ
2
tails (4.19)
The RMS noise for each event and each firing strip is originally computed by the raw-data converter and
stored in the ROOT TTree, from where it can be promptly retrieved. The ADC discretization error is
constant and depends on the resolution of the analog-to-digital converters. Remembering that an ADC
bin corresponds to 1160 electrons for the high-gain branch of the shaper amplifiers, σADC amounts to
about 335 electrons and it is hence negligible. σtails is tuned by manually scanning through the data and
gauging the deviation of the tails of the spatial distribution of the detected charge from a Gaussian shape,
which is evaluated to be 5 ADC channels. Finally, the fit precision is expected to be proportional to the
charge itself, or σGamma (Qi) = kQi. The proportionality coefficient k is extracted from Fig. 4.47, which
shows the difference between the amplitude of the second-order Gamma fit and the pedestal-subtracted
maximum sample of the digitized waveform as a function of the charge, represented once more by the
pedestal-subtracted maximum sample. The plot is based on the Micromegas run 4935, which belongs
to the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). The graph is filled with the data recorded by each
firing strip in each event. Preference is given to the signals from the high-gain branch of the shaper
amplifiers, if the maximum sample of the digitized waveform is below the overflow cut of 1000 ADC
bins. Otherwise, the information from the low-gain branch is used, rescaled with the appropriate factor
retrieved from the gain-ratio map produced in Section 4.4.4.6. Additional data validation is performed
by requiring the peaking time of the second-order Gamma fit to be included between 1.5 and 4 and by
requesting Eq. (4.18) to be in the range from 0.75 to 1.25. The figure has features that are remnant of the
way in which the raw data are handled. For example, the cut at very low charge values is a consequence
of the 5-channel threshold applied to the digitized waveforms, while the vertical bands spaced by 16
units are rescaled signals from the low-gain branch of the shaper amplifiers. Overall, the graph confirms
that the amplitude of the second-order Gamma fit is scattered with a spread proportional to the charge.
The proportionality coefficient is the same for all the analyzed runs and evaluates to 4%. Putting all
together, Eq. (4.19) is rewritten as:
σtotal (Qi) =
√
1.6 × 10−3Q2i + σ2noise (Qi) + 25 (4.20)
The clustering algorithm therefore uses Eq. (4.20) to assign an uncertainty to the charge reconstructed
on each firing strip of the candidate supercluster and fits the resulting histogram with a Gaussian func-
tion. Although the reduced χ2 alone already provides a powerful tool to discern fundamental clusters
belonging to the same charge cluster, additional cuts are applied to the other parameters extracted from
the Gaussian fit in order to handle a few borderline situations. Specifically, the centre of the Gaussian is
required to be in the portion of active area equipped with readout electronics, that is between channel 1
and 64. The width of the Gaussian is required to cover less than 10 strips and its amplitude to be smaller
than 1.16 × 107 electrons. These cuts are tuned to deal with a wide range of charge configurations and
have proven to produce the correct result in all the observed cases.
Figure 4.48 shows two sample events. The data points represent the charge reconstructed on each
firing strip and the error bars are the uncertainties computed with Eq. (4.20). The left frame shows
event 43 of the Micromegas run 4857, which belongs to the run set R12-85:15-pi-2.20-2490, while the
right frame shows event 773 of the Micromegas run 4935, which is part of the run set R12-85:15-pi-
2.20-6010 (cf. Table F.6). Although the two runs are acquired only a few hours one after the other
with no intervention on the setup performed in between, they show dead channels in different positions.
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Figure 4.47: Distribution of the error on the amplitude of the second-order Gamma function given in Eq. (4.6).
The amplitude values are from fits to the digitized waveforms. The difference between the fit amplitude and the
pedestal-subtracted maximum sample, taken as a reference, is shown as a function of the detected charge. Both
axes are in ADC bins.
In this case the clustering algorithm demonstrates its flexibility, dynamically recognizing fundamental
clusters belonging to the same charge cluster and merging them into a single supercluster with no need
for dead-channel maps.
Once the superclusters are formed, the program computes and stores in the ROOT TTree the cluster
parameters, such as the coordinate of the impact point, the total induced charge and the average arrival
time of the signal. In case the supercluster includes one or more dead channels, the charge from the
Gaussian fit is used instead, thus allowing the missing information to be recovered.
4.4.4.8 Impact-point estimation
The estimation of the particle’s impact point from the distribution of the charge in a reconstructed cluster
is one of the most delicate steps of the data-analysis process. Even in the simplest case of tracks crossing
the detector with 0° incidence angle, the procedure is not straightforward. The most common approach
involves the computation of the centre of gravity, xg, defined as the position of the average strip in the
cluster, weighted with the charge induced on each channel, as in Eq. (4.21). Here xi is the coordinate of
the ith strip, Qi the corresponding measured charge and the sum extends over all the firing channels in
the cluster.
xg =
∑
i xiQi∑
i Qi
(4.21)
Although the centre of gravity may seem a reasonable estimator, its blind application leads to a
biased evaluation of the impact point. Figure 4.49 shows the distribution of the centre of gravity in the
Micromegas run 4935, which belongs to the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). Despite the
histogram not including singleton clusters, the distribution strongly peaks around the central point of
each strip.
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Figure 4.48: Sample events in which a charge cluster is split into two fundamental clusters by a dead channel.
The data points represent the reconstructed charge and the associated uncertainty, computed with Eq. (4.20). The
solid line is the Gaussian fit. In both cases, the clustering algorithm recognizes the charge cluster and merges the
fundamental clusters into a supercluster.
Figure 4.49: Hit position from centre of gravity.
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In order to understand the reason why the centre of gravity fails to provide the correct estimate for the
impact point, let’s consider the one-dimensional analog distribution, q (x), of the charge within a cluster,
which is a function of the continuous variable x. The impact point ξ is defined as:
ξ =
∫
xq (x) dx∫
q (x) dx
(4.22)
Because of the finite segmentation of the detector readout, we do not have access to the analog distribu-
tion q (x), but only to its discrete reduction. For simplicity, let’s consider a chamber with anode elements
perfectly decoupled from each other and an electronics chain with no cross-talk effects. Let’s neglect
any noise contributions and suppose that exact charge information can be extracted from the digitized
waveforms. Even in such an ideal situation, the best we can do is to measure the charges Qi induced on
the strips, which typically represent integrations of q (x) over one readout pitch. The segmentation of the
readout therefore introduces a systematic error, usually referred to as discretization error, that spoils the
centre of gravity of any simple relation with the impact point. This is clearly expressed by Eq. (4.23),
where χi (x) represents the characteristic function of the ith strip.
xg =
∑
i xi
∫
q (x) χi (x) dx∫
q (x) dx
, ξ (4.23)
As demonstrated in [78], there exist charge distributions that are free from discretization errors and
for which the centre of gravity coincides with the impact point. Examples are all the q (x) that can
be expressed as convolutions of an arbitrary function with a characteristic function of the width of a
strip. In the same article it is also shown that some types of cross-talk spreads are able to eliminate
the discretization error on charge distributions of any shape. In the general case, and also for the data
analyzed in the present thesis, the estimation of the impact point requires more effort.
Let’s consider Eq. (4.24), which defines the variable ηN . Here, si is the number of the ith readout
channel in the cluster and smax the number of the channel on which the maximum charge is measured.
N is a fixed parameter that is required to be equal to or greater than 2 and indicates the number of strips
used in the computation. For odd values of N, the channels are taken symmetrically around smax, while
for even values of N, the strips are taken around the two channels detecting the maximum charges.
ηN =
∑N
i=1 (si − smax) Qi∑N
i=1 Qi
(4.24)
ηN is a periodic version of the centre of gravity, computed over a fixed number of channels and normal-
ized with the strip pitch. The periodicity makes it applicable to all the channels in the same way, while
the normalization makes it independent from the strip pitch. For non-negative charge distributions with
a single maximum, |ηN | < (N − 1) /4 for odd values of N, |ηN | < (N − 2) /4 for even values of N other
than 2 and |η2| < 1/2. Finally, considering only the central channels of the cluster, one can optimize the
signal-to-noise ratio by excluding the tails of the charge distribution, where the noise is more important.
The η2 variable has the best signal-to-noise figure, but it presents an appreciable discontinuity in the
origin. Based on the average cluster size in the acquired data, N is set to 3 in all the following analysis.
Figure 4.50 shows the distribution of η3 in clusters with more than one firing strip, for the example
run considered above. The shape is that of a typical η3 frequency histogram for symmetric charge distri-
butions, featuring a central peak and a symmetry axis in the origin. The two regions of low probability
at the edges of the allowed range are also characteristic and arise from the fact that, when η3 approaches
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Figure 4.50: Experimental distribution of η3.
the lower bound, the charge of the rightmost channel tends to increase the centre of gravity, whilst when
η3 approaches the upper limit, the contribution of the leftmost strip pulls down the centre of gravity.
For a generic probability density function ψ (ξ) of the impact point, the probability density function
ϕ (ηN) of the periodic centre of gravity is:
ϕ (ηN) = ψ (ξ)
dξ
dηN
(4.25)
If the detector is uniformly irradiated, ψ (ξ) is constant over every channel and equal to the reciprocal
of the strip pitch, p. In such a case, Eq. (4.25) can be solved as a differential equation, leading to
Eq. (4.26). f (p, smax,N) is an offset that takes into account the detector geometry and the form of the
charge distribution. Possible discontinuities of ηN (ξ) are of no concern, as they just imply the existence
of values with zero probability in ϕ (ηN).
ξ = f (p, smax,N) + p
∫ ηN
ηNmin
ϕ
(
η′N
)
dη′N (4.26)
In most of the cases ϕ (ηN) is not known a priori. For practical purposes, however, the probability
density function of the periodic centre of gravity can often be approximated with a frequency histogram
h (ηN) like the one of Fig. 4.50, obtained by evaluating Eq. (4.24) for all the clusters with more than
one firing channel. The integration constant f (p, smax,N) has no simple analytic expression, but for
symmetric charge distributions it is easy to determine. For a periodic centre of gravity with N = 3, the
integration constant is p (smax − 1/2). Putting all together and normalizing h (η3) with the number of
entries, Eq. (4.26) becomes:
ξ3 = p
smax − 12 +
∫ η3
−1/2 h
(
η′3
)
dη′3∫ 1/2
−1/2 h
(
η′3
)
dη′3
 (4.27)
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Figure 4.51: Hit position after η correction.
The clustering algorithm discussed in Section 4.4.4.7 indeed takes advantage of Eq. (4.27) to recon-
struct the impact point of clusters with multiple firing channels. While building the clusters, the software
also fills the frequency histogram for η3. Once all the events have been processed, the program jumps
back to the first event and makes use of the histogram to estimate the impact point of each cluster. Figure
4.51 shows that the resulting distribution of ξ3 is uniform.
4.4.4.9 Detector-rotation compensation
When the experimental apparatus is set up for the beam test, the edges of all the detectors are carefully
aligned to the axes of the coordinate system, in order to have the readout elements oriented in the
direction of the reference axes. Perfect matching is not possible due to the tolerances in the support
mechanics and to the finite precision of the alignment tools, but small deviations are easy to correct
offline, as explained in the following.
Figure 4.52 shows the distribution of the x spatial residuals of the Micromegas as a function of y.
The residuals are computed as the difference between the impact point, estimated with the procedure
described in Section 4.4.4.8, and the horizontal coordinate of the track reconstructed in the beam tele-
scope, extrapolated to the Micromegas plane. Since the chambers under study have the anode segmented
along x only, the y-information is taken from the track reconstructed in the beam telescope. The data are
from the BAT run 4199 and the Micromegas run 4935, which belong to the run set R12-85:15-pi-2.20-
6010 (cf. Table F.6). The graph is based on events with a single track in the vertical direction, in order
to give an unambiguous assignment of the y-coordinate. A single reconstructed track in the horizontal
direction is also required to reject possibly overlapping clusters in the Micromegas (cf. Section 4.4.4.7).
Delta rays are excluded by rejecting clusters covering 10 strips or more.
The graph clearly highlights that the Micromegas has a rotation around the beam axis. The angle
is about 12 mrad counterclockwise, when looking at the chamber with the beam. As it appears by
projecting the scatter plot along the vertical axis of the graph, the rotation makes the residual distribution
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Figure 4.52: x spatial residual vs y hit position.
deviate from the expected Gaussian shape, giving rise to a flat-top that biases the estimation of the spatial
resolution towards larger values. The effect therefore has to be removed before proceeding further in
the data analysis.
The most effective way to compensate the rotation is to perform a simple linear regression on the
data of Fig. 4.52. The angular coefficient times the y-coordinate gives the correction to be applied to
the x spatial residual, while the intercept of the regression line provides the alignment constant of the
Micromegas with respect to the beam tracker.
4.4.4.10 Efficiency
As stated in Section 4.2, one of the requirements for the chambers of the ATLAS new Small Wheels
is a detection efficiency of more than 98% per plane for minimum ionizing particles. Figure 4.53 sum-
marizes the efficiencies extracted from all the analyzed test-beam runs, as a function of the effective
gain. Every point on the chart represents a set of runs acquired under like experimental conditions,
whose data are merged to reduce the statistical uncertainties. The number of events for a single point
ranges from about 104 to 5 × 104. In order to be able to correct for the Micromegas rotation around the
beam axis, only events with a single reconstructed track in the vertical plane of the beam telescope are
considered. The presence of a single track in the horizontal direction is also requested to reject possibly
overlapping clusters, and the closest charge cluster in the Micromegas is found, if present. Tracks with
a matching cluster covering 10 strips or more are excluded from the analysis in order to reject delta
rays created in the Micromegas, which may give either false positives or false negatives. Tracks whose
x-coordinate extrapolated to the Micromegas plane lies outside the region of active area equipped with
readout electronics are also excluded, to prevent false negatives. The number of tracks passing these
cuts is labeled as n. A track is then marked as detected if its extrapolated horizontal position is close
enough to the estimated impact point of the matching cluster in the Micromegas, computed according
to the algorithm introduced in Section 4.4.4.8 and corrected with the procedure presented in Section
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Figure 4.53: Detection efficiency vs gain.
4.4.4.9. The threshold distance is fixed to 1 mm based on the average cluster size, and the outcome of
the selection has proven not to change significantly for cut radii ranging from 0.75 to 2 mm. Letting k be
the number of positives, the efficiency is estimated as ε = k/n and the corresponding error is evaluated
assuming a binomial hypothesis.
Standard Micromegas are known to reach detection efficiencies close to 100% for minimum ionizing
leptons. This is confirmed by the analysis made on the data sets S3-93:7-µ-0.45 (cf. Table F.1) and
S3-93:7-µ-0.95 (cf. Table F.2). The extracted efficiency is higher than 99% for both data sets, as shown
in Fig. 4.53.
Moving from a lepton to a hadron beam, standard Micromegas do not behave equally well, as high-
lighted in Fig. 4.53 by the curves obtained from the data sets S3-93:7-pi-0.86 (cf. Table F.3) and S3-
93:7-pi-2.21 (cf. Table F.4). Pions with energy of 120 GeV mainly undergo electromagnetic interactions
as they traverse the detector and therefore they behave in great part like minimum ionizing muons. The
small but non-zero hadronic cross section of pions, however, carries a finite probability of producing
highly ionizing particles. If the density of the charge deposited by these particles is high enough to
exceed Raether’s limit in the amplification region, the consequent streamer creates a short between the
steel mesh and the unprotected copper anode strips. This causes a sudden dump of part of the stored
energy to ground and results in a drop of the mesh voltage for a short lapse of time. Hence the fall of the
detection efficiency. Such interpretation is supported by the fact that in Fig. 4.53 the efficiency decreases
both at higher particle fluxes and at higher gas gains. The interpretation is also confirmed by Fig. 4.54,
which shows the x- and y-position of the tracks, reconstructed in the beam telescope and extrapolated
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Figure 4.54: Inefficiencies in the run set S3-93:7-pi-2.21-6840 (cf. Table F.4). The scatter plot shows the x-y
position of the tracks, reconstructed in the beam telescope and extrapolated to the Micromegas plane, with no
matching event in S3.
to the Micromegas plane, with no matching event in S3. The figure, based on the run set S3-93:7-pi-
2.21-6840 (cf. Table F.4), shows that the undetected hits are uniformly scattered over the trigger area,
because the drop of the potential applied to the amplification mesh equally affects all the active area.
High efficiency is restored thanks to resistive Micromegas. The discharge probability in these detect-
ors is the same as in standard Micromegas, but the charges reaching the anode plane are not immedi-
ately evacuated due to the impedance of the resistive elements. Because of the limited current flowing
to ground, the resistive traces involved in the spark rapidly charge up, generating a local decrease of
the amplification field that effectively quenches the streamer before it can cause a significant drop of
the mesh voltage. Moreover, the segmentation of the resistive layer allows the area affected by the dis-
charge to be contained. The analysis performed on the data sets R12-93:7-pi-2.05 (cf. Table F.5) and
R12-85:15-pi-2.20 (cf. Table F.6) demonstrates the superior performance of the resistive Micromegas
in a pion beam, as it can be seen from Fig. 4.53. In both data sets, efficiencies of more than 98% are
secured over a broad gas-gain window and up to effective charge-amplification factors of about 104.
Table 4.2 lists the run sets with efficiency above 98% and hence compatible with the requirements for
the ATLAS new Small Wheels. The remaining inefficiencies are compatible with the expected amount
of dead area arising from the pillars that support the mesh. Figure 4.55, which is based on the run set
R12-85:15-pi-2.20-6010 (cf. Table F.6), shows that the undetected tracks indeed cluster around structures
whose diameter and pitch match the ones of the pillars holding the amplification mesh.
4.4.4.11 Space resolution
The test-beam data can also be exploited to assess the space resolution of the resistive Micromegas and
draw a comparison with the one of non-resistive detectors. The software tools detailed in Section 4.4.4.7
through 4.4.4.9 play here a fundamental role to provide a precise reconstruction of the impact point.
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Table 4.2: Test-beam run sets with efficiency above 98% in a hadron beam.
Run set Efficiency [%]
R12-93:7-pi-2.05-2450 98.64 ± 0.10
R12-93:7-pi-2.05-6980 98.38 ± 0.14
R12-85:15-pi-2.20-1070 98.38 ± 0.08
R12-85:15-pi-2.20-1410 98.52 ± 0.07
R12-85:15-pi-2.20-1870 98.65 ± 0.07
R12-85:15-pi-2.20-2490 98.69 ± 0.07
R12-85:15-pi-2.20-3340 98.74 ± 0.07
R12-85:15-pi-2.20-4470 98.53 ± 0.07
R12-85:15-pi-2.20-6010 98.75 ± 0.07
The space-resolution study is performed following the same procedure employed in the previous sec-
tion to evaluate the detection efficiency. Runs acquired under like experimental conditions are merged
in order to reduce the statistical uncertainties, gathering about 104 to 5 × 104 events for each run set.
Events with multiple reconstructed tracks in either the horizontal or the vertical plane (or both) of the
beam telescope are excluded from the analysis. In the former case, requiring a single track prevents the
possibility of overlapping charge clusters in the Micromegas, while in the latter case it enables the com-
pensation of the chamber rotation around the beam axis. The track is extrapolated to the z-coordinate of
the Micromegas under study and the distance to each charge cluster is computed. More specifically, the
space residual is calculated as the difference between the impact point on the Micromegas, estimated
with the algorithm introduced in Section 4.4.4.8 and corrected with the procedure explained in Section
4.4.4.9, and the horizontal coordinate of the extrapolated track reconstructed in the beam telescope.
The charge cluster with the lowest space residual is identified and validated by requesting its size to be
smaller than 10 channels, so to reject delta rays created in the Micromegas and cosmic-ray interactions,
which may bias the results.
The space residuals follow a Gaussian probability distribution centred around zero, as shown in Fig.
4.56 for the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). Figure 4.56 also displays a Gaussian fit
superimposed on the central part of the histogram. The fit is based only on those residuals whose
absolute value is lower than 100 µm, so to exclude the non-Gaussian tails. The extracted width is
σ˜µM = 45.0 ± 0.3 µm. However, this value does not correspond to the space resolution σµM of the
Micromegas, because the variable plotted in the histogram is the sum of several contributions. The first
is indeed the intrinsic space resolution of the Micromegas, which is the quantity we want to assess.
The most important amongst the other terms are the precision of the reconstructed track in the beam
telescope, in first place, and the multiple Coulomb scattering in the three BAT stations and in air, which
contribute to a lesser extent. These six quantities are represented by as many independent random
variables, all of them following Gaussian probability distributions with zero average value, but different
widths. Since the considered space residual is the sum of such variables, its probability distribution
is the convolution of the single probability distributions. The result is a Gaussian centred around zero
and with a variance equal to the sum of the variances of the single probability distributions. In order to
estimate the intrinsic space resolution of the Micromegas, it is therefore necessary to model the other
phenomena and determine their contribution.
Multiple Coulomb scattering is described in Section 1.3. The contributions of the three silicon layers
of the tracking telescope are obtained by multiplying the width θRMS of the projected angular distri-
bution, computed with Eq. (1.7), by the lever arm between the corresponding BAT module and the
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Figure 4.55: Inefficiencies in the run set R12-85:15-pi-2.20-6010 (cf. Table F.6). The scatter plot shows the x-y
position of the tracks, reconstructed in the beam telescope and extrapolated to the Micromegas plane, with no
matching event in R12.
Figure 4.56: Distribution of space residuals for R12.
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Table 4.3: Multiple-scattering contributions to the space residuals of R12 and BAT3.
Detector σSi1
[
µm
]
σSi3
[
µm
]
σSi6
[
µm
]
σair
[
µm
]
R12 4.6 ± 0.5 8.4 ± 0.9 8.7 ± 1.0 6.8 ± 0.8
BAT3 3.9 ± 0.4 0.22 ± 0.02 2.1 ± 0.2
Micromegas. In the case of air, Eq. (1.8) is used instead. The thickness of the scatterers is 0.3 mm for
each silicon layer and 1.726 m for air, while the radiation length, X0, is 93.7 mm and 303.9 m respect-
ively, as from [1]. The results are summarized in the middle row of Table 4.3. The errors are set to 11%
because of the precision of Eq. (1.7) and (1.8).
The evaluation of the uncertainty, σtrack, on the hit position from the track reconstructed in the beam
telescope and extrapolated to the Micromegas plane requires the knowledge of the space resolution,
σBAT, of the three silicon detectors in the BAT. The estimation of the latter quantity is performed
exploiting test-beam data and adopting an approach similar to the one used above to extract σ˜µM. The
analysis is done on a run-by-run basis, accepting only events with a single charge cluster in the horizontal
direction of each station of the beam telescope. For every BAT module, the space residual between the
position of the eta-corrected centre of gravity and the x-coordinate of the extrapolated (or interpolated)
track reconstructed with the other two stations is calculated and used to fill a histogram.
Figure 4.57 shows the distribution of space residuals for the three detectors in the beam telescope for
the BAT run 4267, which belongs to the run set S3-93:7-pi-2.21-6840 (cf. Table F.4). The expressions
of the three residuals have the same form, with the only difference lying in a scaling factor involving
the distance between the two modules chosen for track reconstruction. As a consequence, all of the
three histograms in Fig. 4.57 have the same shape, and their average value and width scale with the
proportionality factor. The small differences that can be spotted from one histogram to the other are
binning artifacts. In analogy to what has been observed in Fig. 4.56 for the Micromegas residuals, the
BAT space residuals follow Gaussian probability distributions. A Gaussian fit is superimposed on each
histogram and the extracted parameters are overlaid. The slight deviation of the average values from zero
arises from the alignment of the stations, and is of no concern. In order to extract the space resolution
of the detectors in the beam telescope one has to consider that, like in the case of the Micromegas
residuals, the BAT space residuals are the sum of different contributions, the main ones being the space
resolution, the track-reconstruction precision and the multiple Coulomb scattering. In BAT1 the track-
reconstruction uncertainty is by far the dominant term, due to the proximity of BAT3 and BAT6 and to
the large extrapolation distance. In the other two modules the extrapolation (or interpolation) error is
much lower, and of similar magnitude. The specific layout of the beam telescope has been selected to
grant the best possible precision of the reconstructed hit position on the Micromegas plane. The vicinity
of BAT3 and BAT6 in fact imposes a tight bound on the track reconstructed using all the three stations.
The drawback of this configuration appears when attempting to assess the space resolution of the BAT
detectors. The reduced distance between BAT3 and BAT6 results in a track-reconstruction uncertainty
for these two modules that is as large as their space resolution. For all these reasons, the space resolution
σBAT of the silicon detectors, assumed to be the same for all the three stations, is given by:
σBAT =
√
σ˜BAT
2 − σ2Si1 − σ2Si6 − σ2air
2
(4.28)
Here, σ˜BAT = 21.74 ± 0.05 µm is the weighted mean of the widths extracted from Gaussian fits to the
distributions of space residuals of BAT3 for 19 different runs. The employed BAT runs are the ones
144
4.4 Resistive Micromegas
Figure 4.57: Distribution of space residuals for the tracking telescope.
listed in Table F.3, F.4 and F.5, and the BAT run 4441. The other three terms in Eq. (4.28) are the
contributions of the multiple Coulomb scattering, whose numerical values based on Eq. (1.7) and (1.8)
are summarized in the last row of Table 4.3. The computation leads to σBAT = 15.05 ± 0.07 µm. This
is the effective space resolution of each silicon station and it is larger than the intrinsic space resolution
of the detectors, which is better than 6.3 µm, as from [72]. In fact, σBAT includes a term arising from
the rotation of the three BAT modules around the beam axis, which has to be taken into account in the
evaluation of σtrack.
The software module that reconstructs the particle trajectories in the tracking telescope uses independ-
ent simple linear regressions of the type xµM = A+ BzµM to calculate the hit position on the Micromegas
plane along x and y. The error σtrack on the extrapolated point is:
σtrack =
√
σ2A + z
2
µMσ
2
B + 2zµMcovAB (4.29)
σA, σB and the covariance term are all simple functions of the z-coordinates of the three silicon detectors
and of their space resolution σBAT. Equation (4.29) can therefore be computed analytically, leading to
σtrack = 34.58 ± 0.16 µm.
The intrinsic space resolution σµM of the Micromegas is then obtained by subtracting the uncertainty
σtrack on the reconstructed extrapolated track and the contributions of the multiple Coulomb scattering
in the various materials from the width σ˜µM of the Gaussian fit on the Micromegas residuals:
σµM =
√
σ˜µM
2 − σ2track − σ2Si1 − σ2Si3 − σ2Si6 − σ2air (4.30)
Figure 4.58 summarizes the space resolution of S3 and R12 for all the analyzed test-beam runs, as a
function of the effective gain. The resistive Micromegas exhibits a much better performance with respect
to the non-resistive detector, reaching σµM = 24.9 ± 0.8 µm in the run set R12-85:15-pi-2.20-6010 (cf.
Table F.6).
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Figure 4.58: Space resolution vs gain.
In order to explain the observed behaviour it is useful to study the size of the charge clusters in the
Micromegas. Figure 4.59 displays the average cluster size for all the analyzed test-beam runs, as a
function of the effective gain. Runs acquired under like experimental conditions are merged together
and events are validated with the same procedure previously used for the space-resolution study, so to
enable a direct comparison with Fig. 4.58.
For a given detector and gas mixture, the cluster size increases with the gain. A higher charge amp-
lification in fact results in a larger average number of anode elements on which a signal is induced that
exceeds the threshold for data storage. Moreover, the cluster size grows only sub-linearly with the gain
and it is expected to level out. In the direction perpendicular to the electric field, the electron cloud
from a point-like charge deposition has a Gaussian charge-density distribution, as from Eq. (1.27). The
spread is dominated by the transverse diffusion in the conversion region, the amplification gap adding a
negligible contribution because of its small thickness. In a non-resistive detector, the number of firing
channels hence approaches a value that depends on the transverse diffusion in the drift region, on the
thickness of the conversion gap and on the readout pitch.
In a resistive Micromegas, the cluster size is systematically larger than in a non-resistive detector.
For example, S3 is here operated in Ar:CO2 93:7 with a drift field of 0.75 kV/cm. According to the
Magboltz simulation reported in Fig. B.3, the corresponding transverse diffusion is 400 µm/cm. The
ionization charge liberated at the top of the 0.4 cm thick conversion region therefore reaches the anode
with a Gaussian spread whose sigma is about 160 µm. When R12 is operated in the same gas mixture,
the electric field is maintained at 0.4 kV/cm, which leads to a transverse diffusion of 320 µm/cm. Again,
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Figure 4.59: Average cluster size vs gain.
the ionization charge produced in the proximity of the cathode reaches the amplification mesh, located
at a distance of 0.5 cm, with a Gaussian spread of about 160 µm. Although the specific distribution
of charge density will not be the same, one can expect the spread of the electron cloud to be very
similar in the two configurations. In spite of this, R12 exhibits a cluster size systematically larger than
S3. The observation is explained by taking into account the various capacitive couplings between the
resistive traces facing the amplification gap and the readout strips. In fact, although most of the signal
on a resistive trace is transferred to the metallic strip right below it, the insulating layer gives rise to
non-negligible capacitive couplings to the farther readout strips. The net effect is that of spreading the
charge in the direction perpendicular to the strips, hence enlarging the cluster size. Finally, the cluster-
size curve for R12 in Ar:CO2 85:15 is understood to lie below the one for the same chamber in Ar:CO2
93:7 because of the lower transverse diffusion. The drift field is here kept at 0.6 kV/cm that, according
to Fig. B.2, leads to a transverse diffusion of 210 µm/cm.
It is interesting to notice how the average cluster size of S3 decreases when switching from a muon
to a pion beam. The reason is the same that provokes the fall of detection efficiency seen in Fig. 4.53.
In a non-resistive detector like S3, sparks create a short circuit between the amplification mesh and
the grounded anode, with a consequent drop of the mesh potential. The power supply requires some
time to recharge the mesh and while doing so the gas gain over all the active area of the Micromegas
is negatively affected. Hence, the reduced average cluster size in a pion beam, where the discharge
probability is elevated due to hadron-induced reactions that create highly ionizing particles. In the
absence of sparks, the cluster-size curve for S3 in a pion beam would overlap the data points of the
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muon runs. Instead, it soon stabilizes on a lower value because of the effect of discharges, whose
probability grows as the gas gain does. While the amplification mesh is recharging, the chances are high
to get clusters with only one firing channel. In such a case, the centre of gravity and the eta algorithm
described in Section 4.4.4.8 are of no help for the estimation of the impact point. Moreover, smaller
signal amplitudes imply a lower signal-to-noise ratio. Hence the poor space resolution observed in Fig.
4.58. In a similar fashion, this explains the worse space resolution of R12 at effective gas gains below
one thousand, even though in this case the limited detection efficiency, the high probability of singleton
clusters and the low signal-to-noise ratio are consequences of the insufficient bias voltage rather than of
sparks. Otherwise, the resistive Micromegas exhibits a very good space resolution. Discharges do take
place, and with the same probability as in a non-resistive detector, but they just change the potential of a
few resistive elements, with little or no variation of the mesh voltage. Therefore the amplification field
diminishes only locally, in correspondence to the traces reached by the streamer, while the rest of the
active area remains unaffected.
4.5 Conclusions
During the second long LHC shutdown, currently scheduled for 2018, the ATLAS experiment will
install a new pair of Small Wheels, replacing the present ones. The upgrade is meant to overcome the
limited rate capability of the MDTs (' 150 Hz/cm2) and of the CSCs (' 1 kHz/cm2) that currently
compose the innermost station of the end-cap tracking system, in order to cope with the increased
particle fluxes (. 16 kHz/cm2) expected in the HL-LHC era. The intervention is also intended to
substantially enhance the level-1 trigger by suppressing fake high-pT (≥ 20 GeV) muons, thanks to
Small Wheels capable of providing a direction vector for the detected tracks. Additional requirements
for the new chambers include a detection efficiency for minimum ionizing particles of more than 98%
per plane, trigger capability, good resistance to radiation and good aging properties.
All these requisites can be satisfied with Micromegas. In 2007, the MAMMA collaboration was
born with the aim of developing tracking chambers for the new Small Wheels based on the Micro-
megas technology. The main bottleneck is identified in the elevated discharge probability in the ATLAS
environment. The research work presented in this chapter investigates different techniques to make
Micromegas spark-tolerant and enable their employment in the new Small Wheels.
A possible approach is that of limiting the onset of streamers by extending the dynamic range of
ionization charge in which the detector can be operated with a low discharge probability, to include
the interactions of highly ionizing particles. Specifically, this is done by distributing the total gas gain
necessary to achieve the requested MIP detection efficiency over more than one amplification stage,
thus spreading the charge and lowering its density in the multiplication region. The idea was probed
with a 10 × 10 cm2 test chamber, in which a preamplification GEM can optionally be fitted in between
the Micromegas mesh and the drift electrode. A reduction of the discharge probability of more than an
order of magnitude is secured at a total effective gain of 103, with the spark suppression becoming more
efficient at higher gains.
This is not sufficient to guarantee safe operation in the ATLAS environment. Moreover, the approach
has other weaknesses that become apparent when moving to large areas. The preamplification GEM has
to be stretched and glued to its frame, and spacing elements have to be included in the gas volume to
support the foil. Stretch-free and/or spacer-free GEMs may be exploited instead, but such technologies
are still in a early stage of development. The increased mechanical complexity has a negative impact on
the manpower cost and the assembly time that cannot be neglected in the construction phase. Finally,
additional services have to be accounted for when considering integration into the ATLAS experiment.
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If a single-amplification-stage configuration has to be used, the discharge probability will be higher.
However, the detector can still be safely operated if a method is found to mitigate the undesired effects
of streamers, and especially the dead time. With resistive Micromegas, one does not seek to lower
the discharge probability, which is the same as in a non-resistive chamber. The Micromegas layout is
instead modified in order to limit the current flowing to ground in case of a spark, with the purpose of
quenching the streamer. This is accomplished by decoupling the readout strips from the gas volume
with a thin insulating sheet, on top of which resistive traces are printed, matching the readout pattern
and grounded through a high-value resistor. Sparks only result in a transient decrease of the potential
of a few resistive traces, with a consequent local reduction of the amplification field, while limiting or
altogether averting voltage drops on the amplification mesh. The employment of high-value grounding
resistors ensures high DC impedance to ground for efficient streamer quenching and at the same time
enables the use of a low surface resistance over the active area for high-rate capability. Dead time is
drastically reduced and the detection efficiency remains above 98% over a broad gain window ranging
up to effective amplification factors of about 104. Furthermore, the space resolution is significantly
improved with respect to non-resistive chambers, reaching 24.9 ± 0.8 µm in Ar:CO2 85:15 with a strip
pitch of 250 µm.
Following the research work presented in this thesis, the R&D activity of the MAMMA collaboration
has progressed further and several other resistive detectors have been made. To date, the largest chamber
has an active area of about 2.2 × 1 m2. In 2012, the resistive Micromegas technology has been selected
for the realization of the primary tracking detectors of the ATLAS new Small Wheels, complemented
by sTGCs as the primary trigger chambers.
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APPENDIX A
Drift velocity
Drift velocity of electrons as a function of the electric-field strength for the gas mixtures used in this
thesis. The data are from Magboltz version 7.07, while the plots are rendered with Garfield version 7.43.
The mobility of an electron depends on its kinetic energy and therefore on the applied electric field.
The electron mobility exhibits maxima and minima due to the Ramsauer-Townsend effect, a quantum-
mechanical interference phenomenon that comes into play when the electron wavelength, λ = h/p,
approaches molecular dimensions. This is reflected in the drift velocity of electrons which, as opposed
to that of positive and negative ions, does not increase linearly with the field. In a mixture of argon and
carbon dioxide, the drift velocity decreases for higher concentrations of the noble gas.
Figure A.1: Drift velocity of electrons in Ar:CO2 70:30.
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Figure A.2: Drift velocity of electrons in Ar:CO2 85:15.
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Figure A.3: Drift velocity of electrons in Ar:CO2 93:7.
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Figure A.4: Drift velocity of electrons in Ar:CF4 90:10.
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APPENDIX B
Longitudinal and transverse diffusion
Longitudinal diffusion (in yellow) and transverse diffusion (in green) of electrons as a function of the
electric-field strength for the gas mixtures used in this thesis. The data are from Magboltz version 7.07,
while the plots are rendered with Garfield version 7.43.
In a mixture of argon and carbon dioxide, both the longitudinal and the transverse diffusion increase
for higher concentrations of the noble gas. CF4 has a low longitudinal-diffusion coefficient and therefore
it is usually employed when a good time resolution is required.
Figure B.1: Longitudinal and transverse diffusion of electrons in Ar:CO2 70:30.
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Figure B.2: Longitudinal and transverse diffusion of electrons in Ar:CO2 85:15.
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Figure B.3: Longitudinal and transverse diffusion of electrons in Ar:CO2 93:7.
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Figure B.4: Longitudinal and transverse diffusion of electrons in Ar:CF4 90:10.
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APPENDIX C
First Townsend and attachment coefficient
First Townsend coefficient (in yellow) and attachment coefficient (in green) as a function of the electric-
field strength for the gas mixtures used in this thesis. The data are from Magboltz version 7.07, while
the plots are rendered with Garfield version 7.43.
In a mixture of argon and carbon dioxide, the first Townsend coefficient increases for higher concen-
trations of the noble gas.
Figure C.1: First Townsend and attachment coefficient in Ar:CO2 70:30.
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Figure C.2: First Townsend and attachment coefficient in Ar:CO2 85:15.
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Figure C.3: First Townsend and attachment coefficient in Ar:CO2 93:7.
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Figure C.4: First Townsend and attachment coefficient in Ar:CF4 90:10.
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APPENDIX D
Electron energy
Energy distribution of electrons in Ar:CO2 70:30 for electric-field strengths from 1 to 100 kV/cm in 10
logarithmically spaced steps. The data are from Magboltz version 7.07, while the plots are rendered
with Garfield version 7.43.
The distributions are used in this thesis to select the maximum kinetic energy that electrons are al-
lowed to reach in the microscopic-tracking Monte Carlo algorithm described in Section 3.3.3.
Figure D.1: Energy distribution of electrons in Ar:CO2 70:30 at 103 V/cm.
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Figure D.2: Energy distribution of electrons in Ar:CO2 70:30 at 1.67 × 103 V/cm.
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Figure D.3: Energy distribution of electrons in Ar:CO2 70:30 at 2.78 × 103 V/cm.
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Figure D.4: Energy distribution of electrons in Ar:CO2 70:30 at 4.64 × 103 V/cm.
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Figure D.5: Energy distribution of electrons in Ar:CO2 70:30 at 7.74 × 103 V/cm.
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Figure D.6: Energy distribution of electrons in Ar:CO2 70:30 at 1.29 × 104 V/cm.
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Figure D.7: Energy distribution of electrons in Ar:CO2 70:30 at 2.15 × 104 V/cm.
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Figure D.8: Energy distribution of electrons in Ar:CO2 70:30 at 3.59 × 104 V/cm.
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Figure D.9: Energy distribution of electrons in Ar:CO2 70:30 at 5.99 × 104 V/cm.
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Figure D.10: Energy distribution of electrons in Ar:CO2 70:30 at 105 V/cm.
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APPENDIX E
Field simulation
Left frame: equipotential lines (in green) and field lines (in yellow) on the axial plane of a single-mask
conical GEM for different hole geometries. Right frame: corresponding electric-field strength along the
axis. The polyimide thickness is 50 µm, the copper thickness is 5 µm, the gas mixture is Ar:CO2 70:30,
the drift and induction fields are 3 kV/cm and the difference of potential across the GEM is 400 V. The
field map is generated with ANSYS version 13.0, the gas data are from Magboltz version 7.07, while
the plots are rendered with Garfield version 7.43.
The sharp discontinuities in the right frame of Fig. E.4, E.5, E.6, E.7 and E.9 are artifacts generated by
the finite-element-method package used to compute the electric field on the discretized problem domain.
For a critical analysis of the results presented in this appendix, see Section 3.3.4.
Figure E.1: Electric field in a single-mask conical GEM with ∅ = 55 : 55 µm.
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Figure E.2: Electric field in a single-mask conical GEM with ∅ = 65 : 55 µm.
Figure E.3: Electric field in a single-mask conical GEM with ∅ = 55 : 65 µm.
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Figure E.4: Electric field in a single-mask conical GEM with ∅ = 75 : 55 µm.
Figure E.5: Electric field in a single-mask conical GEM with ∅ = 55 : 75 µm.
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Figure E.6: Electric field in a single-mask conical GEM with ∅ = 85 : 55 µm.
Figure E.7: Electric field in a single-mask conical GEM with ∅ = 55 : 85 µm.
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Figure E.8: Electric field in a single-mask conical GEM with ∅ = 95 : 55 µm.
Figure E.9: Electric field in a single-mask conical GEM with ∅ = 55 : 95 µm.
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APPENDIX F
List of test-beam data runs
This appendix lists the test-beam data runs used in the analysis described in Section 4.4.4 and in its
subsections. The runs are grouped into six tables, corresponding to the data sets of Fig. 4.53, 4.58 and
4.59. Within each data set, the Micromegas chamber, the gas mixture, the beam type and the particle
flux are fixed, while the gas gain of the Micromegas changes from a run set to another. The naming
conventions for the data sets and the run sets are explained in Section 4.4.4.3.
Table F.1: List of test-beam runs in the data set S3-93:7-µ-0.45. The drift field of the Micromegas is 0.75 kV/cm
and the difference of potential across the amplification gap is 540 V, for an effective gas gain of 6840.
Run set BAT run Micromegas run
S3-93:7-µ-0.45-6840 4298 4998
Table F.2: List of test-beam runs in the data set S3-93:7-µ-0.95. The drift field of the Micromegas is 0.75 kV/cm
and the difference of potential across the amplification gap is 520 V, for an effective gas gain of 3810.
Run set BAT run Micromegas run
S3-93:7-µ-0.95-3810 4295 4996
Table F.3: List of test-beam runs in the data set S3-93:7-pi-0.86. The drift field of the Micromegas is 0.75 kV/cm
and the difference of potential across the amplification gap is 490 V, for an effective gas gain of 1660.
Run set BAT run Micromegas run
S3-93:7-pi-0.86-1660
4232 4978
4233 4979
4234 4980
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Table F.4: List of test-beam runs in the data set S3-93:7-pi-2.21. The drift field of the Micromegas is 0.75 kV/cm
and the difference of potential across the amplification gap ranges from 490 to 540 V, for effective gas gains from
1660 to 6840.
Run set BAT run Micromegas run
S3-93:7-pi-2.21-1660 4257 4984
S3-93:7-pi-2.21-2170
4258 4985
4259 4986
S3-93:7-pi-2.21-2860 4261 4988
S3-93:7-pi-2.21-3810
4262 4989
4263 4990
S3-93:7-pi-2.21-5090
4264 4991
4265 4992
S3-93:7-pi-2.21-6840
4266 4993
4267 4994
Table F.5: List of test-beam runs in the data set R12-93:7-pi-2.05. The drift field of the Micromegas is 0.4 kV/cm
and the difference of potential across the amplification gap ranges from 500 to 570 V, for effective gas gains from
1000 to 10 000.
Run set BAT run Micromegas run
R12-93:7-pi-2.05-1000 3694 4409
R12-93:7-pi-2.05-2450
3696 4411
3697 4412
R12-93:7-pi-2.05-6980 3701 4416
R12-93:7-pi-2.05-10 000 3699 4414
Table F.6: List of test-beam runs in the data set R12-85:15-pi-2.20. The drift field of the Micromegas is 0.6 kV/cm
and the difference of potential across the amplification gap ranges from 480 to 600 V, for effective gas gains from
249 to 6040.
Run set BAT run Micromegas run
R12-85:15-pi-2.20-249
4134 4869
4135 4870
4136 4871
4137 4872
4138 4873
R12-85:15-pi-2.20-305
4139 4874
4140 4875
4141 4876
4142 4877
4143 4878
R12-85:15-pi-2.20-382
4144 4879
4145 4881
4146 4882
4147 4883
4148 4884
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Table F.6: Continued.
Run set BAT run Micromegas run
R12-85:15-pi-2.20-485
4149 4885
4150 4886
4151 4887
4152 4888
4153 4889
R12-85:15-pi-2.20-624
4154 4890
4155 4891
4156 4892
4157 4893
4158 4894
R12-85:15-pi-2.20-812
4159 4895
4160 4896
4161 4897
4162 4898
4163 4899
R12-85:15-pi-2.20-1070
4166 4901
4167 4902
4170 4905
4171 4906
4172 4907
R12-85:15-pi-2.20-1410
4173 4908
4174 4909
4175 4910
4176 4911
4177 4912
4178 4913
R12-85:15-pi-2.20-1870
4179 4914
4180 4915
4181 4916
4183 4918
4184 4919
R12-85:15-pi-2.20-2490
4124 4857
4125 4858
4129 4861
4132 4867
4133 4868
R12-85:15-pi-2.20-3340
4186 4921
4187 4922
4188 4923
4189 4924
4192 4928
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Table F.6: Continued.
Run set BAT run Micromegas run
R12-85:15-pi-2.20-4470
4193 4929
4194 4930
4195 4931
4196 4932
4197 4933
4198 4934
R12-85:15-pi-2.20-6010
4199 4935
4200 4936
4201 4937
4202 4938
4203 4939
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Micropattern gas detectors (MPGDs) are a class of devices introduced in the late 80’s with the purpose
of overcoming some of the limitations of multiwire proportional chambers, and especially to achieve a
higher rate capability. The principle of operation of MPGDs is similar to that of previous proportional
chambers: ionization charge is liberated in the gas and multiplied in a region of high electric field. How-
ever, MPGDs rely on microscopic structures to generate the amplification field, with typical distances
between the electrodes in the sub-millimetre range. The fast ion collection reduces the space-charge
effects and boosts the rate capability. Other benefits of MPGDs include good energy, space and time
resolution, ion-feedback suppression and good radiation hardness and aging properties.
The gas electron multiplier (GEM) is a micropattern electron-amplification structure made from a
metal-clad insulating polymer foil some tens of micron thick, pierced with a regular and dense mat-
rix of holes. The most widespread method to pattern the base material makes use of techniques that
are common in the printed circuit board industry, such as photolithography and chemical wet etch-
ing. GEMs manufactured with the traditional double-mask process have maximum linear dimensions
of about 30 cm, because of the difficulty in the manual alignment of the two photolithographic masks.
Given the growing demand for large-area GEMs, mainly triggered by the needs of the high-energy-
physics community, in 2007 the single-mask technology was introduced, which is scalable up to square
metre size. The first generation of single-mask GEMs presented some flaws, such as lower gas gains for
a given bias voltage and longer stabilization times with respect to double-mask foils. The research work
described here enabled the novel technique to be enhanced.
The long stabilization time is tracked down to the presence of a wide clearance on the upper electrode
around the edge of the holes in the polyimide. In the single-mask process, the base material is patterned
on one side only and then etched layer after layer, from top to bottom, until through-holes are formed.
The rim arises because of the isotropic behaviour of the metal-etching chemistry, that attacks the upper
electrode of the GEM while holes are opened in the lower layer. Mechanical protection of the top face
by means of gold or tin plating gives unsatisfactory results. The difficulty to ensure perfect tightness at
the junction between metal and polyimide leads to etching of the electrode under the shielding and to
the formation of dents that degrade the hole shape. Electroetching of the bottom layer also proves to be
inadequate, as it gives rise to irregular hole contours and leaves spikes that make the GEMs more likely
to discharge. Finally, a solution is found in the electrochemical active corrosion protection, where the
upper face is protected with the application of a negative voltage.
The low gas gain, on the other hand, is due to the suboptimal geometry of the holes in the polyim-
ide. The electrostatic properties of the GEM as a function of the hole shape are studied with numerical
simulations. The results of the study, together with the measurements performed on the first electro-
chemically protected specimens, suggest to abandon the conical geometry in favour of a biconical shape
that resembles the one of double-mask GEMs. The final performance is compatible with the one of
traditional foils in terms of leakage current, robustness against sparks and gas gain. Outgassing, aging
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and radiation hardness are also expected to be as good. The optimized single-mask GEMs are currently
at the base of various experiments and upgrade projects.
During the second long shutdown of the Large Hadron Collider (LHC), the ATLAS experiment will
replace the present Small Wheels, which constitute the innermost layer of the end-cap muon system.
With the prospected increase of luminosity in the HL-LHC era, the occupancy of the gas detectors
that make up the current Small Wheels will in fact become unbearably high. Hence the need for new
chambers. In addition, the new Small Wheels are expected to provide a direction vector for the detected
tracks, with the purpose of suppressing fake high-pT (≥ 20 GeV) muons and thus enhancing the level-1
trigger. The new chambers must have a detection efficiency for minimum ionizing particles (MIPs) of
more than 98% per plane, trigger capability, good resistance to radiation and good aging properties. The
micro-mesh gaseous structure (Micromegas) technology has been chosen for the tracking chambers.
There are two main challenges: the large area coverage and the elevated discharge probability in the
ATLAS environment. Here I describe my contribution to the realization of spark-tolerant Micromegas.
A first approach aims at reducing the discharge probability to an acceptable level by lowering the
charge density in the amplification region. In turn, this is done by splitting the gas gain necessary for
efficient MIP detection over multiple stages. The idea is probed with a 10 × 10 cm2 test chamber, in
which a preamplification GEM can optionally be fitted in between the Micromegas mesh and the drift
electrode. The Micromegas is characterized in both standalone configuration and in combination with
the GEM. The effective gas gain is measured with soft X-rays, while the spark rate is estimated using
alpha particles. With optimal field tuning, a reduction of the discharge probability between one and two
orders of magnitudes is obtained in the preamplified detector. Since this is not sufficient to guarantee
safe operation in the ATLAS environment, and because of the mechanical complications introduced by
the preamplification stage when moving to large areas, this approach is abandoned.
A second option is that of using single-stage resistive Micromegas. In this case, no attempt is made
to reduce the discharge probability, which remains the same as in a standard Micromegas. The purpose
is instead that of mitigating the undesired effects of streamers, and in particular the dead time. Resistive
Micromegas are manufactured by clothing the readout strips with an insulating layer, topped with res-
istive traces matching the readout pattern and grounded through high-value resistors. In case of a spark,
the grounding resistors limit the discharge current and hence effectively quench the streamer before it
can cause significant drops of the mesh voltage. I performed in-depth data analysis of test-beam data
acquired with a resistive Micromegas and compared its performance to that of a standard chamber. I
developed the analysis framework and studied the gain homogeneity, the detection efficiency and the
space resolution. Efficiencies above 98% are achieved over a broad gas-gain window ranging up to
about 104, even in hadronic beams where standard Micromegas suffer from severe spark-induced dead
time. The space resolution is also improved and reaches 24.9 ± 0.8 µm in Ar:CO2 85:15 with a strip
pitch of 250 µm.
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