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EQUIVALENCE A` LA MUNDICI FOR LATTICE-ORDERED
MONOIDS
MARCO ABBADINI
Abstract. We provide a generalization of Mundici’s equivalence between uni-
tal Abelian lattice-ordered groups and MV-algebras: the category of unital
commutative lattice-ordered monoids is equivalent to the category of MMV-
algebras (for Monoidal MV-algebras). Roughly speaking, unital commutative
lattice-ordered monoids are unital Abelian lattice-ordered groups without the
unary operation x 7→ −x. The primitive operations are +,∨,∧, 0, 1,−1. A
prime example of these structures is R, with the obvious interpretation of the
operations. Analogously, MMV-algebras are MV-algebras without the nega-
tion x 7→ ¬x. The primitive operations are ⊕,⊙,∨,∧, 0, 1. A motivating ex-
ample of MMV-algebra is the negation-free reduct of the standard MV-algebra
[0, 1] ⊆ R. We obtain the original Mundici’s equivalence as a corollary of our
main result.
1. Introduction
In [11], Mundici proved that the category of Abelian lattice-ordered groups with
strong unit (Abelian uℓ-groups, for short) is equivalent to the category of MV-
algebras. In Theorem 7.22, our main result, we establish the following generaliza-
tion: The category of unital commutative lattice-ordered monoids is equivalent to
the category of MMV-algebras.
Roughly speaking, unital commutative lattice-ordered monoids (commutative uℓ-
monoids, for short) are Abelian uℓ-groups without the unary operation x 7→ −x,
whereas MMV-algebras are MV-algebras without the negation x 7→ ¬x (precise
definitions will be given in Section 2). The operations of commutative uℓ-monoids
are +,∨,∧, 0, 1,−1, whereas the operations of MMV-algebras are ⊕,⊙,∨,∧, 0, 1. A
motivating example of commutative uℓ-monoid is R, with the obvious interpretation
of the operations, whereas a motivating example of MMV-algebra is the negation-
free reduct of the standard MV-algebra [0, 1]. Furthermore, for every space X
equipped with a preorder, the set of bounded continuous monotone functions from
X to R is an example of a commutative uℓ-monoid, whereas the set of continuous
monotone functions fromX to [0, 1] is an example of an MMV-algebra. The author’s
interest for commutative uℓ-monoids originated from these last examples, as we now
illustrate in some detail.
Given a compact Hausdorff space X , the set C(X,R) of continuous functions
from X to R is a divisible Archimedean Abelian uℓ-group, complete in the uni-
form metric. In fact, we have a duality between the category CompHaus of compact
Hausdorff spaces and continuous maps and the category G of divisible Archimedean
metrically complete Abelian uℓ-groups (see [16], [15]). Similarly, we may consider
on the set C(X, [0, 1]) of continuous functions from X to [0, 1] pointwise-defined
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operations inherited from [0, 1]; for example, the operations of MV-algebras. De-
veloping this idea, one can show that CompHaus is dually equivalent to a variety
∆ of (infinitary) algebras (see [6], [8], and [9]). These algebras can be thought
of as MV-algebras with an additional operation of countably infinite arity satis-
fying some additional axioms. In fact, we have an equivalence between G and ∆,
which is essentially a restriction of the equivalence between Abelian uℓ-groups and
MV-algebras.
If we replace compact Hausdorff spaces by Nachbin’s partially ordered compact
spaces (see [12] and definition below), then we should accordingly replace Mundici’s
equivalence with our Theorem 7.22. A partially ordered compact space is a compact
space X endowed with a partial order 6 on X so that the set {(x, y) ∈ X × X |
x 6 y} is closed in X×X with respect to the product topology. Morphisms are the
continuous monotone functions. Given a partially ordered compact space X , we
can consider the set C6(X, [0, 1]) of continuous monotone functions from X to [0, 1].
We can further endow this set with pointwise-defined operations ⊕,⊙,∨,∧, 0, 1
(which are the operations of MMV-algebras). Pursuing a similar idea, in [7] it was
proven that the category of partially ordered compact spaces is dually equivalent
to a quasi-variety of infinitary algebras ([1] shows that the quasi-variety actually
is a variety). However, the operations are somewhat unwieldy, and one might
want to investigate the set C6(X,R) of continuous monotone real-valued functions,
instead. In fact, C6(X,R) is a commutative uℓ-monoid. The main motivation of
this paper is to make the connection between C6(X,R) (commutative uℓ-monoids)
and C6(X, [0, 1]) (MMV-algebras) explicit.
In fact, there are both pros and cons in working with commutative uℓ-monoids
or MMV-algebras. On one hand, as we mentioned above, it is easier to work with
operations of commutative uℓ-monoids rather than operations of MMV-algebras.
On the other hand, the category of MMV-algebras is a variety of finitary algebras
axiomatized by a finite number of equations, so the powerful tools of universal
algebra apply. The equivalence established here allows to transfer the pros of one
category to the other one.
Our result specializes to Mundici’s equivalence between Abelian uℓ-groups and
MV-algebras (Appendix A). We remark that, in contrast to [11] for Mundici’s
equivalence, we do not make use of Subdirect Representation Theorem or any form
of the axiom of choice to prove the equivalence between commutative uℓ-monoids
and MMV-algebras.
We sketch the proof of our main result, Theorem 7.22: we will obtain an equiv-
alence
ℓMu MMV
Γ˜
Ξ˜
between the category ℓMu of commutative uℓ-monoids and the category MMV of
MMV-algebras by composing two equivalences
ℓMu ℓM
+
u MMV.
Γ˜
(−)+ U
T G
Ξ˜
Here ℓM+
u
is the category of ‘commutative positive-uℓ-monoids’ (Definition 4.1),
which are, up to isomorphism, the positive cones of some commutative uℓ-monoid.
The functor Γ˜ maps a commutative uℓ-monoid M to its ‘unital interval’ Γ˜(M)
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(Section 3). We construct a quasi-inverse in two steps. As a first step, given an
MMV-algebraA, we define the setG(A) of ‘good sequences in A’ (Section 5), and we
equip this set with the structure of commutative positive-uℓ-monoid (Section 6). As
a second step, we consider translations of the elements of G(A) by negative integers;
in this way we obtain a commutative uℓ-monoid TG(A), where T : ℓM+
u
→ ℓMu is
a functor (Section 4). To show that the composition of these two steps provides a
quasi-inverse of Γ˜, we write Γ˜ as the composite of two functors (−)+ and U. The
functor (−)+ associates to M its ‘positive cone’ M+; the functor U associates to
M+ its unital interval. We will show that (−)+ and T are quasi-inverses (Section
4), and that U and G are quasi-inverses (Section 7); from this, it follows that Γ˜ and
Ξ˜ := TG are quasi-inverses, and hence the categories of commutative uℓ-monoids
and MMV-algebras are equivalent (Theorem 7.22).
In Appendix B we show that subdirectly irreducible MMV-algebras are totally
ordered, and in Appendix C we show that good sequences in subdirectly irreducible
MMV-algebras are of the form (1, . . . , 1, x, 0, 0, . . . ). We have included these results
because they seem of interest, but in fact we have not used them anywhere.
2. Unital commutative ℓ-monoids and MMV-algebras: definitions
2.1. Unital commutative ℓ-monoids. The set R, endowed with the binary op-
erations + (addition), ∨ (maximum), ∧ (minimum), and the constants 0, 1, −1 is
a prototypical example of unital commutative lattice-ordered monoid.
Definition 2.1. A commutative lattice-ordered monoid (commutative ℓ-monoid,
for short) is a set M , endowed with operations ∨,∧,+ of arity 2, and with an
element 0 ∈M , with the following properties.
(M1) 〈M,∨,∧〉 is a distributive lattice.
(M2) 〈M,+, 0〉 is a commutative monoid.
(M3) + distributes over ∨ and ∧:
(a) (x ∨ y) + z = (x+ z) ∨ (y + z);
(b) (x ∧ y) + z = (x+ z) ∧ (y + z). 
A unital commutative lattice-ordered monoid (commutative uℓ-monoid, for short)
is a commutative ℓ-monoid M with two distinguished elements −1, 1 ∈M with the
following properties.
(U1) −1 6 0 6 1.
(U2) (−1) + 1 = 0.
(U3) For all x ∈M , there exists n ∈ N such that n(−1) 6 x 6 n1.
The element 1 is called positive unit, whereas the element −1 is called negative
unit. 
A morphism of commutative uℓ-monoids is a map that preserves ∨,∧,+, 0,−1
and 1. We denote with ℓMu the category of commutative uℓ-monoids.
We warn the reader that some authors do not assume the lattice to be distribu-
tive, and some authors do not assume that + distributes over ∧ and ∨.
Example 2.2. For every topological space X equipped with a preorder, the set of
bounded continuous monotone functions from X to R is a commutative uℓ-monoid.
2.2. MMV-algebras. In the following, we are going to define a variety MMV of
finitary algebras, which is finitely axiomatized. Our main result is that the cate-
gories ℓMu and MMV are equivalent. Without giving many details now, we antici-
pate the fact that the equivalence is given by the functor Γ˜ : ℓMu → MMV that maps
a commutative uℓ-monoid M to the set {x ∈ M | 0 6 x 6 1}, endowed with ap-
propriate operations. The primitive operations of MMV will be 0, 1,∧,∨,⊕,⊙, and
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their interpretation on Γ˜(M) will be as follows: 0, 1,∧,∨ are defined by restriction,
x⊕ y := (x+ y) ∧ 1 and x⊙ y := (x+ y − 1) ∨ 0.
On [0, 1] consider the elements 0 and 1 and the operations x ∨ y := max{x, y},
x ∧ y := min{x, y}, x⊕ y := min{x+ y, 1}, and x⊙ y := max{x+ y− 1, 0}. This is
a prime example of what we call an MMV-algebra.
Definition 2.3. We define a varietyMMV (for ‘Monoidal MV-algebras’) of finitary
algebras of type F = {⊕,⊙,∨,∧, 0, 1} with arities {2, 2, 2, 2, 0, 0}. Specifically, an
algebra A = 〈A,⊕,⊙,∨,∧, 0, 1〉 belongs to MMV (and we call A an MMV-algebra)
if A satisfies the following equational axioms.
(A1) 〈A,∨,∧, 0, 1〉 is a bounded distributive lattice.
(A2) 〈A,⊕, 0〉 and 〈A,⊙, 1〉 are commutative monoids.
(A3) x⊕ 1 = 1.
(A4) x⊙ 0 = 0.
(A5) The operations ⊕ and ⊙ distribute over ∨ and ∧:
(a) (x ∨ y)⊕ z = (x⊕ z) ∨ (y ⊕ z);
(b) (x ∧ y)⊕ z = (x⊕ c) ∧ (y ⊕ c);
(c) (x ∨ y)⊙ z = (x⊙ z) ∨ (y ⊙ z);
(d) (x ∧ y)⊙ z = (x⊙ z) ∧ (y ⊙ z).
(A6) [(x⊕ y)⊙ z]⊕ (x⊙ y) = [(x⊙ y)⊕ z]⊙ (x⊕ y).
(A7) [(x⊕ y)⊙ z]⊕ (x⊙ y) = [(x⊕ z)⊙ y]⊕ (x⊙ z).
(A8) (x⊕ y)⊙ z = {[(x⊕ y)⊙ z]⊕ (x⊙ y)} ∧ z.
(A9) (x⊙ y)⊕ z = {[(x⊕ y)⊙ z]⊕ (x⊙ y)} ∨ z. 
Let us define the term
σ(x, y, z) := [(x⊕ y)⊙ z]⊕ (x⊙ y),
and the ‘dual’ term
σˆ(x, y, z) := [(x⊙ y)⊕ z]⊙ (x⊕ y).
In [0, 1] we have
σ(x, y, z) = σˆ(x, y, z) = [(x+ y + z − 1) ∨ 0] ∧ 1.
Axioms (A6-A9) may be written more concisely as follows.
(A6) σ(x, y, z) = σˆ(x, y, z).
(A7) σ(x, y, z) = σ(x, z, y).
(A8) (x⊕ y)⊙ z = σ(x, y, z) ∧ z.
(A9) (x⊙ y)⊕ z = σ(x, y, z) ∨ z.
We remark thatMMV is a variety of finitary algebras axiomatized by a finite number
of equations.
3. The functor Γ˜ from commutative uℓ-monoids to MMV-algebras
In this section we define a functor Γ˜ : ℓMu → MMV, and the main goal of the
paper is to show that it is an equivalence. For a commutative uℓ-monoid M , we
set Γ˜(M) := {x ∈ M | 0 6 x 6 1}. We are going to endow Γ˜(M) with a structure
of MMV-algebra. Clearly, 0, 1 ∈ Γ˜(M). Moreover, we define ∨ and ∧ on Γ˜(M) by
restriction. Finally, for x, y ∈ Γ˜(M), we set
x⊕ y := (x+ y) ∧ 1,
and
x⊙ y := (x+ y − 1) ∨ 0.
To see that ⊕ and ⊙ are internal operations on Γ˜(M), we make use of the following.
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Lemma 3.1. Let M be a commutative uℓ-monoid, and let x, y, x′, y′ ∈ M . If
x 6 x′ and y 6 y′, then x+ y 6 x′ + y′.
Proof. We have x + y 6 x + y′ because (x + y) ∨ (x + y′) = x+ (y ∨ y′) = x + y′.
Analogously, x+ y′ 6 x′ + y′. Hence, x+ y 6 x+ y′ 6 x′ + y′. 
Using Lemma 3.1, we show that that ⊕ and ⊙ are internal operations on Γ˜(M): we
have x⊕ y ∈ Γ˜(M) because x+ y > 0 + 0 = 0, and we have x⊙ y ∈ Γ˜(M) because
x+ y − 1 6 1 + 1− 1 = 1.
Since + distributes over ∨, we have an equivalent formulation for ⊙ in Γ˜(M):
x⊙ y = [(x + y) ∨ 1]− 1.
Our next goal—met in Theorem 3.6 below—is to show that Γ˜(M) is an MMV-
algebra. We need some lemmas.
Lemma 3.2. Let M be a commutative uℓ-monoid, and let x, y, z ∈ Γ˜(M). Then,
(x⊕ y)⊙ z = [(x + y + z − 1) ∧ z] ∨ 0,
and
(x⊙ y)⊕ z = [(x + y + z − 1) ∨ z] ∧ 1.
Proof. We have
(x⊕y)⊙z = [(x⊕y)+z−1]∨0 = {[(x+y)∧1]+z−1}∨0 = {(x+y+z−1)∧z}∨0
and
(x⊙ y)⊕ z = [(x⊙ y)+ z]∧ 1 = {[(x+ y− 1)∨ 0]+ z}∧ 1 = [(x+ y+ z− 1)∨ z]∧ 1.

Lemma 3.3. Let M be a commutative ℓ-monoid, and let x, y ∈M . Then
(x ∧ y) + (x ∨ y) = x+ y.
Proof. We recall the proof, available in [3], of the two inequalities:
(x ∧ y) + (x ∨ y) = [(x ∧ y) + x] ∨ [(x ∧ y) + y] 6 (y + x) ∨ (x+ y) = x+ y,
(x ∧ y) + (x ∨ y) = [x+ (x ∨ y)] ∧ [y + (x ∨ y)] > (x + y) ∧ (y + x) = x+ y.

Lemma 3.4. Let M be a commutative uℓ-monoid, and let x, y ∈ Γ˜(M). Then
(x⊕ y) + (x⊙ y) = x+ y.
Proof. We have
(x ⊕ y) + (x⊙ y) = [(x+ y) ∧ 1] + [(x+ y) ∨ 1]− 1
Lem. 3.3
= x+ y + 1− 1 = x+ y.

Lemma 3.5. Let M be a commutative uℓ-monoid. Then, for every x, y, z ∈ Γ˜(M),
we have
σ(x, y, z) = σˆ(x, y, z) = [(x+ y + z − 1) ∨ 0] ∧ 1.
Proof. We have
σˆ(x, y, z) = [(x⊙ y)⊕ z]⊙ (x⊕ y)
Lem. 3.2
=
= {[(x⊙ y) + z + (x ⊕ y)− 1] ∧ (x⊕ y)} ∨ 0
Lem. 3.4
=
= [(x+ y + z − 1) ∧ (x⊕ y)] ∨ 0 = [(x + y + z − 1) ∧
✘
✘
✘(x+ y) ∧ 1] ∨ 0 =
= [(x+ y + z − 1) ∧ 1] ∨ 0 = [(x+ y + z − 1) ∨ 0] ∧ 1.
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Moreover,
σ(x, y, z) = [(x⊕ y)⊙ z]⊕ (x⊙ y)
Lem. 3.2
=
= [(x⊕ y + z + x⊙ y − 1) ∨ (x ⊙ y)] ∧ 1
Lem. 3.4
=
= [(x+ y + z − 1) ∨ (x ⊙ y)] ∧ 1 =
= [(x+ y + z − 1) ∨ (x + y − 1) ∨ 0] ∧ 1 = [(x+ y + z − 1) ∨ 0] ∧ 1.

Theorem 3.6. Let M be a commutative uℓ-monoid. Then Γ˜(M) is an MMV-
algebra.
Proof. Axiom (A1-A5) are obtained by straightforward computations. Axioms (A6-
A7) hold by Lemma 3.5. Axioms (A8-A9) hold by Lemmas 3.2 and 3.5. 
Given a be a morphism of commutative uℓ-monoids f : M → N , we denote with
Γ˜(f) its restriction Γ˜(f) : Γ˜(M)→ Γ˜(N) This establishes a functor
Γ˜ : ℓMu → MMV.
Our main goal is to show that Γ˜ is an equivalence of categories.
Remark 3.7. Every bounded distributive lattice L can be made into an MMV-
algebra by setting x ⊕ y := x ∨ y, and x ⊙ y := x ∧ y. In fact, the category
of bounded distributive lattices is a subvariety of the variety of MMV-algebras,
obtained by adding the axioms x ⊕ y = x ∨ y and x ⊙ y = x ∧ y. For one such
distributive lattice L, a commutative uℓ-monoid M such that Γ˜(M) ∼= L is the
set of monotone continuous functions from X to Z, where X is the Priestley space
associated to L.
4. The positive cone of commutative uℓ-monoids
In [5, Chapter 2], the authors proceed in two steps in order to prove that, for
an MV-algebra A, there exists an Abelian uℓ-group that envelops A. First, a
partially ordered monoid MA is constructed from A. Second, since MA satisfies
certain properties, an Abelian uℓ-group GA is defined (in a way which is analogous
to the definition of Z from N). In this paper, we proceed analogously: the role
of A is played by MMV-algebras, the role of GA is played by commutative uℓ-
monoid, and the role of MA is played by what we are going to call commutative
positive-uℓ-monoids. Roughly speaking, if we think of a commutative uℓ-monoid
as the interval (−∞,+∞), then an MMV-algebra is the interval [0, 1], whereas a
commutative positive-uℓ-monoid is the interval [0,+∞).
In order to prove that Γ˜ is an equivalence, we show that Γ˜ is the composite of
two equivalences
ℓMu ℓM
+
u
MMV,
(−)+ U
where ℓM+
u
is the category—yet to be defined—of commutative positive-uℓ-monoids.
The idea is that, for M ∈ ℓMu,
M+ := {x ∈M | x > 0},
and for N ∈ ℓM+u ,
U(N) := {x ∈ N | x 6 1},
so that
U(M+) = {x ∈M | 0 6 x 6 1} = Γ˜(M).
In this section, we define the functor (−)+, and we exhibit a quasi-inverse T.
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Given a commutative uℓ-monoid M , we set M+ := {x ∈ M | x > 0}. With the
following definition, we aim to capture the structure of M+.
Definition 4.1. A positive-unital commutative lattice-ordered monoid (commuta-
tive positive-uℓ-monoid, for short) is a commutative ℓ-monoid M with a distin-
guished element 1, and with a unary operation −⊖1, with the following properties.
(P1) For all x ∈M , x > 0.
(P2) For all x ∈M , there exists n ∈ N such that x 6 n1.
(P3) For all x ∈M , (x+ 1)⊖ 1 = x.
(P4) For all x ∈M , (x⊖ 1) + 1 = x ∨ 1. 
A morphism of commutative positive-uℓ-monoids is a function that preserves
+,∨,∧, 0, 1 and −⊖ 1. We denote with ℓM+
u
the category of commutative positive-
uℓ-monoids. In this section, we show that ℓMu and ℓM
+
u are equivalent.
Lemma 4.2. Let M be a commutative positive-uℓ-monoid, let x, y ∈ M , and let
n ∈ N. If x+ n = y + n, then x = y.
Proof. The proof proceeds by induction on n ∈ N. The case n = 0 is trivial.
Suppose the statement holds for n ∈ N, and suppose x + (n + 1) = y + (n + 1).
Then x+ n = (x+ n+ 1)⊖ 1 = (y + n+ 1)⊖ 1 = y + n. By inductive hypothesis,
x = y. 
Remark 4.3. Let M be a commutative positive-uℓ-monoid, and let x, y ∈M . Then
y = x⊖ 1 if, and only if, y + 1 = x ∨ 1. Moreover, y = 0 if, and only if y + 1 = 1.
This shows that the unary operation − ⊖ 1 and the constant 0 can be explicitly
defined from {∨,∧, 1,+}.
From Remark 4.3, we have the following.
Lemma 4.4. Given any function f : M → N between commutative positive-uℓ-
monoids, if f preserves +,∨,∧ and 1, then it preserves also −⊖1 and 0, and hence
f is a morphism of commutative positive-uℓ-monoids.
Proposition 4.5. Given M a commutative uℓ-monoid, M+ is a commutative
positive-uℓ-monoid, where +,∨,∧, 0, 1 are defined by restriction, and x ⊖ 1 :=
(x− 1) ∨ 0.
Proof. By Lemma 3.1, the restriction of + on M+ is a well defined operation. It is
immediate that ∨, ∧ and −⊖ 1 are well defined, as well, and that 0, 1 ∈M+.
(P1) By definition of M+, every element is positive.
(P2) By (U3), for all x ∈M+, there exists n ∈ N such that x 6 n1.
(P3) For all x ∈M+, (x+ 1)⊖ 1 = (x+ 1− 1) ∨ 0 = x ∨ 0 = x.
(P4) For all x ∈M+, (x⊖ 1) + 1 = [(x− 1) ∨ 0] + 1 = x ∨ 1.

Given a morphism f : M → N of commutative uℓ-monoids, f restricts to a
function f+ from M+ to N+. Moreover, f is a morphism of commutative positive-
uℓ-monoids, as it preserves +,∨,∧ and 1. This establishes a functor
(−)+ : ℓMu → ℓM
+
u
that mapsM toM+, and maps a morphism ϕ : M → N to its restriction ϕ+ : M+ →
N+. We shall prove that (−)+ is an equivalence of categories (Theorem 4.17 below).
To do so, we exhibit a quasi-inverse T : ℓM+u → ℓMu.
Let M be a commutative positive-uℓ-monoid. We want to construct a com-
mutative uℓ-monoid T(M) such that, if N is a commutative uℓ-monoid such that
N+ ∼= M , T(M) ∼= N . Every element of a commutative uℓ-monoid N is of the
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form x − n, for some x ∈ N+ and n ∈ N. Roughly speaking, we will obtain
T(N+) ∼= N by translating the elements of N+ by negative integers. In fact, T
stands for ‘translations’.
This suggests us to consider, given a commutative uℓ-monoid M , the relation
∼ defined on M × N as follows: (x, n) ∼ (y,m) if, and only if, x + m = y + n.
Using Lemma 4.2, it is not difficult to show that ∼ is an equivalence relation.
We set T(M) := M×N∼ , and we endow T(M) with the operations of commutative
uℓ-monoid.
0 := [(0, 0)].
1 := [(1, 0)].
−1 := [(0, 1)].
[(x, n)] + [(y,m)] := [(x+ y, n+m)].
[(x, n)] ∨ [(y,m)] := [((x+m) ∨ (y + n), n+m)].
[(x, n)] ∧ [(y,m)] := [((x+m) ∧ (y + n), n+m)].
Straightforward computations show that these operations are well-defined.
Remark 4.6. We have (x, n) ∼ (x +m,n+m).
Lemma 4.7. We have
[(x, n)] ∨ [(y, n)] = [(x ∨ y, n)],
and
[(x, n)] ∧ [(y, n)] = [(x ∧ y, n)].
Proof. We have
[(x, n)]∨[(y, n)] = [((x+n)∨(y+n), n+n)] = [((x∨y)+n, n+n)]
Rem. 4.6
= [(x∨y, n)],
and analogously for ∧. 
Proposition 4.8. T(M) is a commutative uℓ-monoid.
Proof. The fact that T(M) is a commutative monoid follows from the fact that M
and N are commutative monoids. Checking that T(M) is a distributive lattice is
facilitated by Remark 4.6 and Lemma 4.7. Let us prove that + distributes over ∨:
[(x, n)] + ([(y,m)] ∨ [(z,m)]) = [(x, n)] + [(y ∨ z,m)] = [(x+ (y ∨ z), n+m)] =
= [((x + y) ∨ (x+ z), n+m)] =
= [(x + y, n+m)] ∨ [(x+ z, n+m)] =
= ([(x, n)] + [(y,m)]) ∨ ([(x, n)] + [(z,m)]).
Analogously for ∧. The axioms for 1 and −1 are easily seen to hold. 
For a morphism of commutative positive-uℓ-monoids f : M → N , we set
T(f) : T(M) −→ T(N)
[(x, n)] 7−→ [(f(x), n)].
To show that T(f) is well defined, suppose (x, n) ∼ (y,m): x +m = y + n. Then,
f(x) + m = f(x + m) = f(y + n) = f(y) + n. Moreover, T(f) is a morphism
of commutative uℓ-monoids. We show only that + is preserved. (T(f))([(x, n)] +
[(y,m)]) = (T(f))([(x+ y, n+m)]) = [(f(x+ y), n+m)] = [(f(x)+ f(y), n+m)] =
[(f(x), n)] + [(f(y),m)].
One easily verifies that T : ℓM+u → ℓMu is a functor.
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For each commutative uℓ-monoid, we consider the function
ε0M : T(M
+) −→M
[(x, n)] 7−→ x− n.
The function ε0M is well defined: [(x, n)] = [(y,m)]⇒ x+m = y+n⇒ x−n = y−m.
Proposition 4.9. ε0M is a morphism of commutative uℓ-monoids.
Proof. We have ε0M ([(0, 0)]) = 0−0 = 0, ε
0
M ([(1, 0)]) = 1−0 = 1, and ε
0
M ([(0, 1)]) =
0− 1 = −1. Hence, ε0M preserves 0, 1, and −1. Let x, y ∈M
+, and n ∈ N. Then,
ε0M ([(x, n)] + [(y,m)]) = ε
0
M ([(x + y, n+m)]) = (x+ y)− (n+m) =
= (x− n) + (y −m) = ε0M ([(x, n)]) + ε
0
M ([(y,m)]).
Hence, ε0M preserves +. Moreover,
ε0M ([(x, n)] ∨ [(y,m)]) = ε
0
M ([((x +m) ∨ (y + n), n+m)]) =
= [(x+m) ∨ (y + n)]− (n+m) = (x+ n) ∨ (y +m).
Hence, ε0M preserves ∨. Analogously, ε
0
M preserves ∧. 
Proposition 4.10. ε0 : T(−)+→˙1ℓMu is a natural transformation, i.e., for every
morphism of commutative uℓ-monoids f : M → N , the following diagram com-
mutes.
T(M+) M
T(N+) N
T(f+)
ε0
M
f
ε0
N
Proof. For x ∈M+ and n ∈ N we have
ε0N ((T(f
+))([(x, n)])) = ε0N([(f
+(x), n)]) = ε0N ([(f(x), n)]) = f(x)− n =
= f(x− n) = f([(x, n)]).

Proposition 4.11. For any commutative uℓ-monoid M , ε0M : T(M
+) → M is
bijective.
Proof. To prove injectivity, let x, y ∈ M+, n,m ∈ N, and suppose ε0M ([(x, n)]) =
ε0M ([(y,m)]). Then, x − n = ε
0
M ([(x, n)]) = ε
0
M ([(y,m)]) = y −m; hence x +m =
y+n, and thus [(x, n)] = [(y,m)]. This proves injectivity. To prove surjectivity, for
x ∈M , choose n ∈ N such that −n 6 x; then ε0M ([(x+n, n)]) = x+n−n = x. 
For each commutative positive-uℓ-monoid M , consider the function
η0M : M −→ (T(M))
+
x 7−→ [(x, 0)].
Proposition 4.12. The function η0M is a morphism of commutative positive-uℓ-
monoids.
Proof. It is easy to see that η0M preserves 1, +, ∨ and ∧. Then, by Lemma 4.4, η
0
M
is a morphism of commutative positive-uℓ-monoids. 
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Proposition 4.13. η0 : 1ℓM+u →˙(−)
+T is a natural transformation, i.e., for every
morphism of commutative positive-uℓ-monoids f : M → N , the following diagram
commutes.
M (T(M))+
N (T(N))+
f
η0M
(T(f))+
η0N
Proof. For x ∈M , we have
((T(f))+)(η0M (m)) = ((T(f))
+)([(x, 0)]) = (T(f))([(x, 0)]) = [(f(x), 0)] =
= η0N (f(x)).

Notation 4.14. LetM be a commutative positive-uℓ-monoid. We define, inductively
on n ∈ N, a function ( · )⊖ n : M →M .
x⊖ 0 := x;
(for n > 1) x⊖ n = (x⊖ (n− 1))⊖ 1.
Lemma 4.15. Let M be a commutative positive-uℓ-monoid. For every x ∈M , and
every n ∈ N, we have
(x ⊖ n) + n = x ∨ n.
Proof. We prove the statement by induction. The case n = 0 is trivial. Let n ∈ N>0,
suppose the statement holds for n− 1, and let us prove it for n. We have
(x⊖ n) + n =((x ⊖ (n− 1))⊖ 1) + n = ((x ⊖ (n− 1))⊖ 1) + 1 + (n− 1) =
=((x ⊖ (n− 1)) ∨ 1) + (n− 1) = ((x⊖ (n− 1)) + (n− 1)) ∨ n =
=(x ∨ (n− 1)) ∨ n = x ∨ n.

Proposition 4.16. Let M be a commutative positive-uℓ-monoid. Then, the func-
tion η0M : M → (T(M))
+ is bijective.
Proof. First, we prove that η0M is injective. Let x, y ∈ M , and suppose η
0
M (x) =
[(x, 0)] = [(y, 0)] = η0M (y). Then, x + 0 = y + 0, which proves x = y. Second,
we prove that η0M is surjective. Let [(x, n)] ∈ (T(M))
+. Then, [(x, n)] ∨ [(0, 0)] =
[(x, n)], i.e., [(x, n)]∨ [(n, n)] = [(x, n)], i.e., [(x∨n, n)] = [(x, n)], i.e., (x∨n)+n =
x + n, i.e., x ∨ n = x, i.e., n 6 x. Hence, x = x ∨ n = (x ⊖ n) + n. Therefore,
[(x, n)] = [((x ⊖ n) + n, n)] = [(x⊖ n, 0)] = η0M (x⊖ n). 
Theorem 4.17. The functors (−)+ and T in the diagram are quasi-inverses.
ℓMu ℓM
+
u
(−)+
T
Proof. The functors 1ℓM+u : ℓM
+
u
→ ℓM+
u
and (T)+ : ℓM+
u
→ ℓM+
u
are naturally
isomorphic, by Propositions 4.12, 4.13, 4.16. The functors 1ℓMu : ℓMu → ℓMu and
T(−)+ : ℓMu → ℓMu are naturally isomorphic, by Propositions 4.9, 4.10, 4.11. 
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5. Good sequences: definition and remarks
Definition 5.1. Let A be an MMV-algebra. A good pair in A is a pair (x0, x1) of
elements of A such that x0 ⊕ x1 = x0 and x0 ⊙ x1 = x1. A good sequence in A is
a sequence (x0, x1, x2, . . . ) of elements of A which is definitely 0 and such that, for
each n ∈ N, (xn, xn+1) is a good pair. Instead of (x0, . . . , xn, 0, 0, 0, . . . ) we shall
often write, more concisely, (x0, . . . , xn). Thus, if 0
m denotes an m-tuple of zeros,
the good sequences (x1, . . . , xn) and (x0, . . . , xn, 0
m) are identical. For each x ∈ A,
the good sequence (x, 0, 0, 0, . . . ) will be denoted by (x). 
Remark 5.2. In our definition of good pair we included both the condition x0⊕x1 =
x0 and the condition x0 ⊙ x1 = x1 because, in general,
x0 ⊕ x1 = x0 6⇔ x0 ⊙ x1 = x1.
For example, let A be the MMV-algebra consisting of three elements {0, a, 1}, where
a ⊕ a = a, and a ⊙ a = 0. This is an MMV-algebra, because A ∼= Γ˜(Z
→
× {0, a}),
where Z
→
× {0, 1} is the lexicographic product of the two commutative ℓ-monoids Z
(with addition), and {0, 1} (with + = ∨), and where the positive and negative units
are, respectively, (1, 0) and (−1, 0). In A, we have a⊕ a = a, but a⊙ a = 0 6= a.
In order to prove the equivalence between the categories of MV-algebras and
Abelian uℓ-groups (see [11] or [5]), Mundici used the facts that subdirectly irre-
ducible MV-algebras are totally ordered and that good sequences in totally ordered
MV-algebras are of the form (1, . . . , 1, x, 0, 0, . . . ).
In this paper we do not make use of subdirect representation (in fact, we do
not make use of the axiom of choice) to establish the equivalence between ℓMu
and MMV. The reason why this is done is that, initially, the author was unable
to prove that, in subdirectly irreducible MMV-algebras, good sequences are of the
form (1, . . . , 1, x, 0, 0, . . . ). At the end, one such proof was found, and, even if
we decided to write it in the appendix (Corollary C.4), we do not use this result
in the present paper for the following reasons. First, in this way, the proof that
we provide for the equivalence between ℓMu and MMV may be applied in similar
settings, where it is not known how subdirectly irreducible algebras are. Secondly,
the proof we give does not use the axiom of choice, which is something that some
authors might find interest in. In particular, up to proving without the axiom of
choice that the axioms of MMV-algebras hold in any MV-algebra, we obtain a proof
of the equivalence between Abelian uℓ-groups and MV-algebras that does not make
use of the axiom of choice.
We must pay some attention, because for MMV-algebras something happens
that differs from MV-algebras. In particular, even if subdirectly irreducible MMV-
algebras are totally ordered (Theorem B.3), there exist totally ordered MMV-
algebras in which not all good sequences are of the form (1, . . . , 1, x, 0, 0, . . . ). This
is related to the fact that the enveloping commutative uℓ-monoid of a totally or-
dered MMV-algebra does not need to be totally ordered. The following example
shall clarify these aspects.
Example 5.3. The chain L of three elements 0 < a < 1 can be made into an
MMV-algebra by setting x ⊕ y = x ∨ y, and x ⊙ y = x ∧ y (see Remark 3.7). The
commutative uℓ-monoid M such that Γ˜(M) ∼= L is
M := {(n,m) ⊆ Z× Z | n 6 m},
where the operations +, ∨, ∧, 0, 1, −1 are computed pointwise. We can view M
as the set of continuous monotone functions from the discrete topological space
P := {s, t}, with order s < t, to Z; notice that P is the Priestley space associated
to L. We have that M is not totally ordered, since the elements (0, 2) and (1, 1)
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are not comparable. However, its unit interval Γ˜(M) = {(0, 0), (0, 1), (1, 1)} ∼= L is
totally ordered. The pair (a, a) in L is good, and so is the sequence (a, a, 0, 0, 0, . . . ).
So, L is an example of totally ordered MMV-algebra where not every good sequence
is of the form (1, . . . , 1, x, 0, 0, . . . ).
The totally ordered MMV-algebra L in Example 5.3 is not subdirectly irre-
ducible. Indeed, in the subdirect representationL ⊆ {0, 1}×{0, 1}, where 0 7→ (0, 0),
a 7→ (0, 1), and 1 7→ (1, 1), none of the projection is an isomorphism. Analogously,
M is not subdirectly irreducible as {+,∨,∧, 0, 1,−1}-algebra. So, Example 5.3
does not contradict the aforementioned fact that a good sequence in a subdirectly
irreducible MMV-algebra is of the form (1, . . . , 1, x, 0, 0, . . . ) (Corollary C.4).
6. Operations on the set of good sequences
We denote with G(A) the set of good sequences in A. We will endow G(A) with
a structure of commutative positive-uℓ-monoid.
Notation 6.1. Let A ∈ MMV. We call order-dual algebra of A the MMV-algebra A∂
with the following properties: A∂ shares the same underlying set to A, ∨A∂ = ∧A,
∧A∂ = ∨A, ⊕A∂ = ⊙A, ⊙A∂ = ⊕A, 0A∂ = 1A, and 1A∂ = 0A. Inspection of the
axioms that define MMV-algebras shows that A∂ is indeed an MMV-algebra.
Lemma 6.2. Let A be an MMV-algebra. The following properties hold for all
x, y, z, x′, y′ ∈ A.
(1) x 6 y ⇒ x⊕ z 6 y ⊕ z.
(2) x 6 y ⇒ x⊙ z 6 y ⊙ z.
(3) x 6 x⊕ y.
(4) x > x⊙ y.
(5) If x 6 x′ and y 6 y′, then x⊕ y 6 x′ ⊕ y′.
(6) If x 6 x′ and y 6 y′, then x⊙ y 6 x′ ⊙ y′.
Proof. (1) If x 6 y, then x⊕ z = (x ∧ y)⊕ z = (x⊕ z) ∧ (y ⊕ z).
(3) From 0 6 y we obtain x⊕ 0 6 x⊕ y. Since x⊕ 0 = x, x 6 x⊕ y.
(5) We have a ⊕ b 6 a ⊕ b′ because (a ⊕ b) ∨ (a ⊕ b′) = a ⊕ (b ∨ b′) = a ⊕ b′.
Analogously, a⊕ b′ 6 a′ ⊕ b′. Hence, a⊕ b 6 a⊕ b′ 6 a′ ⊕ b′.
Items (2), (4) and (6) in A coincide respectively with items (1), (3) and (5) in the
order-dual algebra of A. 
Lemma 6.3. For any good pair (x, y) in an MMV-algebra A, and any u ∈ A, the
pairs (x⊕ u, y) and (x, y ⊙ v) are good.
Proof. The pair (x ⊕ u, y) is good because (x⊕ u)⊕ y = (x ⊕ y)⊕ u = x⊕ u, and
y = x ⊙ y 6 (x ⊕ u) ⊙ y 6 y, which implies (x ⊕ u)⊙ y = y. Dually, (x, y ⊙ v) is
good. 
We denote with 0 the good sequence (0, 0, 0, . . . ), and we denote with 1 the good
sequence (1, 0, 0, 0, . . . ).
For a = (a0, a1, a2, . . . ) and b = (b0, b1, b2, . . . ) good sequences, we set
a ∨ b := (a0 ∨ b0, a1 ∨ b1, a2 ∨ b2, . . . ),
and
a ∧ b := (a0 ∧ b0, a1 ∧ b1, a2 ∧ b2, . . . )
Proposition 6.7 below asserts that a ∨ b and a ∧b are good sequences. In order to
prove it, we establish the following lemmas.
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Lemma 6.4. Let A be an MMV-algebra. For every x, y, z ∈ A, the following holds.
σ(x, y, z) = σ(x, z, y) = σ(y, x, z) = σ(y, z, x) = σ(z, x, y) = σ(z, y, x) =
= σˆ(x, y, z) = σˆ(x, z, y) = σˆ(y, x, z) = σˆ(y, z, x) = σˆ(z, x, y) = σˆ(z, y, x) =
Proof. This follows from the fact that, for every x, y, z, we have σ(x, y, z) = σ(x, z, y)
(Axiom (A7)), σ(x, y, z) = σ(y, x, z) (by commutativity of ⊕), and σ(x, y, z) =
σˆ(x, y, z) (Axiom (A6)). 
Lemma 6.5. Let A be an MMV-algebra, let (x0, x1) be a good pair in A, and let
y ∈ A. Then,
x1 6 σ(x0, x1, y) 6 x0.
Proof. We have σ(x0, x1, y) = [(x0⊙x1)⊕y]⊙(x0⊕x1) 6 (x0⊕x1) = x0. Moreover,
σ(x0, x1, y) = [(x0 ⊕ x1)⊙ y]⊕ (x0 ⊙ x1) > (x0 ⊙ x1) = x1. 
Lemma 6.6. If (x0, x1) and (y0, y1) are good pairs, then (x0 ∨ y0, x1 ∨ y1) and
(x0 ∧ y0, x1 ∧ y1) are good pairs.
Proof. We prove that (x0 ∨ y0, x1 ∨ y1) is a good pair. We have
(x0 ∨ y0)⊕ (x1 ∨ y1) = (x0 ⊕ x1) ∨ (x0 ⊕ y1) ∨ (y0 ⊕ x1) ∨ (y0 ⊕ y1) =
= x0 ∨ (x0 ⊕ y1) ∨ (y0 ⊕ x1) ∨ y0 = (x0 ⊕ y1) ∨ (y0 ⊕ x1) =
= [x0 ⊕ (y0 ⊙ y1)] ∨ [y0 ⊕ (x0 ⊙ x1)] =
= [σ(y0, y1, x0) ∨ x0] ∨ [σ(x0, x1, y0) ∨ y0].
By Lemma 6.5, σ(x0, x1, y0) 6 x0, and σ(y0, y1, x0) 6 y0. Therefore σ(y0, y1, x0) ∨
x0 ∨ σ(x0, x1, y0) ∨ y0 = x0 ∨ y0. Hence, (x0 ∨ y0)⊕ (x1 ∨ y1) = x0 ∨ y0. Moreover,
(x0 ∨ y0)⊙ (x1 ∨ y1) = (x0 ⊙ x1) ∨ (x0 ⊙ y1) ∨ (y0 ⊙ x1) ∨ (y0 ⊙ y1) =
= x1 ∨ (x0 ⊙ y1) ∨ (y0 ⊙ x1) ∨ y1 = x1 ∨ y1.
Hence, (x0 ∨ y0, x1 ∨ y1) is a good pair. Dually, (x0 ∧ y0, x1 ∧ y1) is a good pair. 
As a consequence of Lemma 6.6, we have the following.
Proposition 6.7. Let A be an MMV-algebra, and let a and b be good sequences
in A. Then a ∨ b and a ∧ b are good sequences.
Proposition 6.8. Let A be an MMV-algebra. Then, 〈G(A),∨,∧〉 is a distributive
lattice.
Proof. (G(A),∨,∧) is a distributive lattice, because ∨ and ∧ are applied compo-
nentwise, and 〈A,∨,∧〉 is a distributive lattice. 
For A an MMV-algebra, we have a partial order 6 on G(A), induced by the lattice
operations. Since the lattice operations are defined componentwise, we have the
following.
Remark 6.9. Let A be an MMV-algebra, and let a = (a0, a1, a2, . . . ) and b =
(b0, b1, b2, . . . ) be good sequences. Then, a 6 b if, and only if, for all n ∈ N,
an 6 bn.
Now, we want to define sum of good sequences. Let a = (a0, a1, a2, . . . ) and b =
(b0, b1, b2, . . . ). There are two natural ways to define a sequence c = (c0, c1, c2, . . . )
as the sum of a and b. The first one is
cn := (a0 ⊕ bn)⊙ · · · ⊙ (an ⊕ b0),
and the second one is
cn := bn ⊕ (a0 ⊙ bn−1)⊕ · · · ⊕ (an−1 ⊙ b0)⊕ an.
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Our first aim, reached in Proposition 6.13 below, is to show that these two ways
coincide.
Lemma 6.10. Let A be an MMV-algebra, and let x, y, z ∈ A. If (x, y) and (y, z)
are good pairs, then (x, z) is a good pair.
Proof. We have x ⊕ z = (x ⊕ y) ⊕ z = x ⊕ (y ⊕ z) = x ⊕ y = x, and x ⊙ z =
x⊙ (y ⊙ z) = (x⊙ y)⊙ z = y ⊙ z = z. 
Lemma 6.11. Let A be an MMV-algebra, let n,m ∈ N, let x0, . . . , xn, y0, . . . , ym ∈
A and suppose that, for every i ∈ {0, . . . , n} and every j ∈ {0, . . . ,m}, the pair
(xi, yj) is good. Then,
(x0 ⊙ · · · ⊙ xn, y0 ⊕ · · · ⊕ ym)
is a good pair.
Proof. The statement is trivial for (n,m) = (0, 0). We prove the statement for
(n,m) = (1, 0). Case (n,m) = (1, 0): (x0 ⊙ x1) ⊕ y0 = x0 ⊙ (x1 ⊕ y0) = x0 ⊙ x1,
and (x0 ⊙ x1) ⊙ y0 = x0 ⊙ (x1 ⊙ y0) = x0 ⊙ y0 = y0. The case (n,m) = (0, 1) is
done analogously. Let (n,m) ∈ N× N \ {(0, 0), (0, 1), (1, 0)}, and suppose that the
statement is true for each (h, k) ∈ N×N such that (h, k) 6= (n,m), h 6 n, k 6 m. We
prove that the statement holds for (n,m). At least one of the two conditions n 6= 0
and m 6= 0 holds. Suppose, for example, n 6= 0. Then, by inductive hypothesis, the
pairs (x0⊙· · ·⊙xn−1, y0⊕· · ·⊕ym) and (xn, y0⊕· · ·⊕ym) are good. Now we apply
the statement for the case (1, 0), and we obtain that (x0 ⊙ · · · ⊙ xn, y0 ⊕ · · · ⊕ ym)
is a good pair. The case m 6= 0 is done analogously. 
Proposition 6.12. Let A be an MMV-algebra, let (x0, x1) be a good pair in A,
and let y ∈ A. Then,
(x0 ⊙ y)⊕ x1 = σ(x0, x1, y) = x0 ⊙ (y ⊕ x1).
Proof. We have (x0 ⊙ y) ⊕ x1 = [(x0 ⊕ x1) ⊙ y] ⊕ (x0 ⊙ x1) = σ(x0, x1, y) =
σˆ(x0, x1, y) = [(x0⊕x1)⊙y]⊕(x0⊙x1) = (x0⊕x1)⊙[y⊕(x0⊙x1)] = x0⊕(y⊕x1). 
Proposition 6.13. Let A be an MMV-algebra, let m ∈ N, and let (a0, . . . , am) and
(b0, . . . , bm) be good sequences in A. Then,
(a0 ⊙ bm)⊕ · · · ⊕ (am ⊙ b0) = a0 ⊙ (a1 ⊕ bm)⊙ · · · ⊙ (am ⊕ b1)⊙ b0,
and
(a0 ⊕ bm)⊙ · · · ⊙ (am ⊕ b0) = bm ⊕ (a0 ⊙ bm−1)⊕ · · · ⊕ (am−1 ⊙ b0)⊕ am.
Proof. We prove the first equality. We proceed by induction on m ∈ N. The case
m = 0 is trivial. Let m ∈ N \ {0} and suppose that the statement holds for n− 1.
By the inductive hypothesis, we have
(a0⊙bm)⊕· · ·⊕(am⊙b0) = [a0⊙(a1⊕bm)⊙· · ·⊙(am−1⊕b2)⊙b1]⊕(am⊙b0). (1)
By Lemma 6.3, (b0, a0⊙(a1⊕bm)⊙· · ·⊙(am−1⊕b2)⊙b1) is a good pair. Therefore,
by Proposition 6.12, we have
[a0 ⊙ (a1 ⊕ bm)⊙ · · · ⊙ (am−1 ⊕ b2)⊙ b1]⊕ (am ⊙ b0) =
= {[a0 ⊙ (a1 ⊕ bm)⊙ · · · ⊙ (am−1 ⊕ b2)⊙ b1]⊕ am} ⊙ b0.
(2)
By Lemma 6.10, (a0, am), (a1, am), . . . (am−2, am), (am−1, am) are good pairs. By
Lemma 6.3, (a0, am), (a1⊕ bm, am), . . . , (am−2⊕ b3, am), (am−1⊕ b2, am) are good
pairs. By Lemma 6.11, (a0 ⊙ (a1 ⊕ bm) ⊙ · · · ⊙ (am−1 ⊕ b2), am) is a good pair.
Thus, by Proposition 6.12, we have
{[a0 ⊙ (a1 ⊕ bm)⊙ · · · ⊙ (am−1 ⊕ b2)⊙ b1]⊕ am} ⊙ b0 =
= {[a0 ⊙ (a1 ⊕ bm)⊙ · · · ⊙ (am−1 ⊕ b2)]⊙ (b1 ⊕ am)} ⊙ b0.
(3)
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The chain of equalities established in (1), (2) and (3) settles the first equality of
the statement. The second one is ‘dual’. 
Given an MMV-algebra M , and given two good sequences a = (a0, a1, a2, . . . )
and b = (b0, b1, b2, . . . ), we set
a+ b := (c0, c1, c2, . . . ),
where
cn := (a0 ⊕ bn)⊙ · · · ⊙ (an ⊕ b0),
or, equivalently (by Proposition 6.13),
cn := bn ⊕ (a0 ⊙ bn−1)⊕ · · · ⊕ (an−1 ⊙ b0)⊕ an.
In Proposition 6.16 below, we show that a+ b is a good sequence. In preparation
for Proposition 6.16, we establish the following lemmas.
Lemma 6.14. Let A be an MMV-algebra, and let x, y ∈ A. Then (x⊕ y, x⊙ y) is
a good pair.
Proof. We have
(x⊕ y)⊕ (x⊙ y) = [(x⊕ y)⊙ 1]⊕ (x⊙ y) = σ(x, y, 1) = σˆ(x, y, 1) =
= [(x⊙ y)⊕ 1]⊙ (x⊕ y) = 1⊙ (x⊕ y) = x⊕ y.
Dually, (x⊕ y)⊙ (x ⊙ y) = x⊙ y. 
Lemma 6.15. Let (a0, . . . , an) and (b0, . . . , bn) be good sequences. Then,
((a0 ⊕ bm)⊙ · · · ⊙ (am ⊕ b0), (a0 ⊙ bm)⊕ · · · ⊕ (am ⊙ b0))
is a good pair.
Proof. By Lemma 6.11, it is enough to show that, for every i, j ∈ {0, . . . ,m}, the
pair (ai⊕bm−i, aj⊙bm−j) is good. The case i = j is covered by Lemma 6.14. If i < j,
then, by Lemma 6.10, (ai, aj) is a good pair; by Lemma 6.3, (ai⊕ bm−i, aj ⊙ bm−j)
is a good pair. If i > j, then, by Lemma 6.10, (bm−1, bn−j) is a good pair; by
Lemma 6.3, (ai ⊕ bm−i, aj ⊙ bm−j) is a good pair. 
Proposition 6.16. Let A be an MMV-algebra, and let a and b be good sequences
in A. Then, a+ b is a good sequence.
Proof. Let n,m ∈ N be such that, for every j > n and every k > m, we have aj = 0
and bk = 0. Then, for every h > n+m, ch = 0. Let n ∈ N, then
cn = (a0 ⊕ bn)⊙ · · · ⊙ (an ⊕ b0) =
= (1⊕ bn+1)⊙ (a0 ⊕ bn)⊙ · · · ⊙ (an ⊕ b0)⊙ (an+1 ⊕ 1),
and
cn+1 = (1⊙ bn+1)⊕ (a0 ⊙ bn)⊕ · · · ⊕ (an ⊙ b0)⊕ (an+1 ⊙ 1).
By Lemma 6.15, (cn, cn+1) is a good pair. 
Proposition 6.17. Sum of good sequences is commutative.
Proof. By commutativity of ⊕ and ⊙, we have
a+ b = (a0 ⊕ bn)⊙ · · · ⊙ (an ⊕ b0) = (b0 ⊕ an)⊙ · · · ⊙ (bn ⊕ a0) = b+ a.

Remark 6.18. Let A be an MMV-algebra, and let a ∈ G(A). Then, a+ 0 = a.
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Now, we want to show that the addition of good sequences is associative. In other
words, we want to prove that, given an MMV-algebra A, for all x,y, z ∈ G(A) we
have (x+y)+z = x+(y+z). A direct verification, which seems difficult in general,
becomes treatable when y is of the form (y0, 0, 0, . . . ) (Lemma 6.25 below). In fact,
Light’s associativity test (Lemma 6.22 below) guarantees that this is enough to
imply associativity, thanks to the fact that the elements of the form (y0, 0, 0, . . . )
‘generate’ G(A) (Lemma 6.19 below). In the following, we carry out the details.
Lemma 6.19. Let A be an MMV-algebra, and let (a0, . . . , an) be a good sequence
in A. Then
(a0, . . . , an) = (a0, . . . , an−1) + (an).
Proof. Set (b0, b1, b2, . . . ) := (a0, . . . , an−1) + (an). For k ∈ {0, . . . , n− 1}, we have
bk = a0 ⊙ a1 ⊙ · · · ⊙ ak−1 ⊙ (ak ⊕ an) = a0 ⊙ a1 ⊙ · · · ⊙ ak−1 ⊙ ak = ak.
Moreover, bn = a0 ⊙ a1 ⊙ · · · ⊙ an−1 ⊙ an = an, and, for k > n, we have bk = 0. In
conclusion, (a0, . . . , an) = (b0, b1, b2, . . . ) = (a0, . . . , an−1) + (an). 
Notation 6.20. A magma (X, ·) consists of a set X a binary operation · on X . Given
a subset T of a magma X , we define, inductively on n ∈ N>0, the subset Tn; we
set T1 := T , and, for n ∈ N>0, Tn := {tz | t ∈ T, z ∈ Tn−1} ∪ {zt | t ∈ T, z ∈ Tn−1}.
Roughly speaking, Tn is the set of elements of X which can be obtained with at
most n occurrences of elements of T via application of the operation ·. We say that
T generates X if
⋃
n∈N>0
Tn = X .
By induction, using Lemma 6.19, we obtain the following.
Lemma 6.21. Let A be an MMV-algebra. The set {(x) ∈ G(A) | x ∈ A} generates
the magma (G(A),+).
Lemma 6.22 (Light’s associativity test). Let (X, ·) be a magma, and let T be
a subset of X that generates X. Suppose that, for every x, z ∈ X and t ∈ T ,
(xt)z = x(tz). Then, the operation · is associative.
Proof. Since T generates X , we have
⋃
n∈N>0
Tn = X . We prove, by induction on
N>0, that, for every y ∈ Tn, and every x, y ∈ X , we have (xy)z = x(yz). The case
n = 1 is ensured by hypothesis. Let n > 2, and suppose that the case 1, . . . , n− 1
holds. Then, either y = ty′ or y = y′t, for some t ∈ T and y′ ∈ Tn. Suppose, for
example, y = y′t. Then, (xy)z = (x(ty′))z = ((xt)y′)z = (xt)(y′z) = x(t(y′z)) =
x((ty′)z) = x(yz). The case y = ty′ is analogous. 
Lemma 6.23. If (x0, x1) and (y0, y1) are good pairs, then
[x0 ⊕ y1 ⊕ (y0 ⊙ z)]⊙ [x1 ⊕ y0 ⊕ z] = [x0 ⊕ y1 ⊕ z]⊙ [x1 ⊕ y1 ⊕ (x0 ⊙ z)].
Proof. Since (x1⊕y0⊕z, y1) and (x0⊕(y0⊙z), x1) is a good pair, using Proposition
6.12 we obtain
[x0 ⊕ y1 ⊕ (y0 ⊙ z)]⊙ [x1 ⊕ y0 ⊕ z] = {(x1 ⊕ y0 ⊕ z)⊙ [x0 ⊕ (y0 ⊙ z)]} ⊕ y1 =
= {[x0 ⊕ (y0 ⊙ z)]⊙ (y0 ⊕ z)} ⊕ x1 ⊕ y1.
Analogously we have
[x0 ⊕ y1 ⊕ z]⊙ [x1 ⊕ y1 ⊕ (x0 ⊙ z)] = {[y0 ⊕ (x0 ⊙ z)]⊙ (x0 ⊕ z)} ⊕ x1 ⊕ y1.
Since [x0⊕ (y0⊙ z)]⊙ (y0⊕ z) = σ(y0, z, x0)
Lem. 6.4
= σ(x0, z, y0) = [y0⊕ (x0⊙ z)]⊙
(x0⊕z), we have [x0⊕y1⊕(y0⊙z)]⊙[x1⊕y0⊕z] = [x0⊕y1⊕z]⊙[x1⊕y1⊕(x0⊙z)]. 
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Lemma 6.24. Let A be an MMV-algebra, let n ∈ N>0, let (a0, . . . , an) and
(b0, . . . , bn) be good sequences, and let x ∈ A. Then,
(a0 ⊕ bn ⊕ (bn−1 ⊙ x)) ⊙ · · · ⊙ (an−1 ⊕ b1 ⊕ (b0 ⊙ x))⊙ (an ⊕ b0 ⊕ x) =
(a0 ⊕ bn ⊕ x)⊙ (a1 ⊕ bn−1 ⊕ (a0 ⊙ x)) ⊙ · · · ⊙ (an ⊕ b0 ⊕ (an−1 ⊙ x)).
Proof. We prove it by induction on n ∈ N>0. The case n = 1 reads as follows.
(a0 ⊕ b1 ⊕ (b0 ⊙ x))⊙ (a1 ⊕ b0 ⊕ x) = (a0 ⊕ b1 ⊕ x)⊙ (a1 ⊕ b0 ⊕ (a0 ⊙ x)).
This is true by Lemma 6.23. Now let n ∈ N\{0, 1}, and suppose that the statement
holds for n− 1. By inductive hypothesis, we have
(an−1 ⊕ b1 ⊕ (b0 ⊙ x))⊙ (an ⊕ b0 ⊕ x) = (an−1 ⊕ b1 ⊕ x)⊙ (an ⊕ b0 ⊕ (an−1 ⊙ x)).
Hence,
(a0 ⊕ bn ⊕ (bn−1 ⊙ x)) ⊙ · · · ⊙ (an−1 ⊕ b1 ⊕ (b0 ⊙ x))⊙ (an ⊕ b0 ⊕ x) =
= (a0⊕bn⊕(bn−1⊙x))⊙· · ·⊙(an−2⊕b2⊕(b1⊙x))⊙(an−1⊕b1⊕x)⊙(an⊕b0⊕(a0⊙x)).
By inductive hypothesis,
(a0 ⊕ bn ⊕ (bn−1 ⊙ x))⊙ · · · ⊙ (an−2 ⊕ b2 ⊕ (b1 ⊙ x)) ⊙ (an−1 ⊕ b1 ⊕ x) =
= (a0 ⊕ bn ⊕ x)⊙ (a1 ⊕ bn−1 ⊕ (a0 ⊙ x)) ⊙ · · · ⊙ (an−1 ⊕ b1 ⊕ (an−2 ⊙ x)).
Hence,
[(a0⊕bn⊕(bn−1⊙x))⊙· · ·⊙(an−2⊕b2⊕(b1⊙x))⊙(an−1⊕b1⊕x)]⊙(an⊕b0⊕(a0⊙x)) =
= [(a0 ⊕ bn ⊕ x) ⊙ (a1 ⊕ bn−1 ⊕ (a0 ⊙ x))⊙ · · · ⊙ (an−1 ⊕ b1 ⊕ (an−2 ⊙ x))]⊙
⊙(an ⊕ b0 ⊕ (an−1 ⊙ x)).

Lemma 6.25. Let A be an MMV-algebra. Let a and b be good sequences, and let
x ∈ A. Then,
(a + (x)) + b = a+ ((x) + b).
Proof. Set d := a + (x). We have d0 = a0 ⊕ x and, for every n ∈ N>0, dn =
an ⊕ (an−1 ⊙ x). Set e := (x) + b. Then, e0 = b0 ⊕ x and, for every n ∈ N>0,
en = bn ⊕ (bn−1 ⊙ x). We set f := (a+ (x)) + b and g := a+ ((x) + b). We have
fn :=(d0 ⊕ bn)⊙ · · · ⊙ (dn ⊕ b0) =
=(a0 ⊕ bn ⊕ x) ⊙ (a1 ⊕ bn−1 ⊕ (a0 ⊙ x))⊙ · · · ⊙ (an ⊕ b0 ⊕ (an−1 ⊙ x)),
and
gn :=(a0 ⊕ en)⊙ · · · ⊙ (an ⊕ e0) =
=(a0 ⊕ bn ⊕ (bn−1 ⊙ x))⊙ · · · ⊙ (an−1 ⊕ b1 ⊕ (b0 ⊙ x)) ⊙ (an ⊕ b0 ⊕ x).
By Lemma 6.24, fn = gn. 
From Lemmas 6.25, 6.22, and 6.21, we obtain the following.
Proposition 6.26. Sum of good sequences is associative.
Our next aim—reached in Proposition 6.30 below—is to show that good se-
quences satisfy a+ (b ∨ c) = (a+ b) ∨ (a+ c). We need some lemmas.
Lemma 6.27. If (x0, x1) is a good pair, then (z⊕x1)⊙y 6 [(z⊕x1)⊙x0]∨(z⊙y).
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Proof. We have
(z ⊕ x1)⊙ y = (z ⊕ (x0 ⊙ x1))⊙ y = (σ(z, x0, x1) ∨ z)⊙ y =
= (σ(z, x0, x1)⊙ y) ∨ (z ⊙ y) 6 σ(z, x0, x1) ∨ (z ⊙ y)
Prop. 6.12
=
= [(z ⊕ x1)⊙ x0] ∨ (z ⊙ y).

Lemma 6.28. Let A be an MMV-algebra. If (x0, x1) and (y0, y1) are good pairs
in A, then
[(z ⊕ x1)⊙ x0] ∨ [(z ⊕ y1)⊙ y0] = [z ⊕ (x1 ∨ y1)]⊙ [x0 ∨ y0].
Proof.
[z ⊕ (x1 ∨ y1)]⊙ [x0 ∨ y0] = [(z ⊕ x1) ∨ (z ⊕ y1)]⊙ [x0 ∨ y0] =
= [(z ⊕ x1)⊙ (x0 ∨ y0)] ∨ [(z ⊕ y1)⊙ (x0 ∨ y0)] =
= [(z ⊕ x1)⊙ x0] ∨ [(z ⊕ x1)⊙ y0] ∨ [(z ⊕ y1)⊙ x0] ∨ [(z ⊕ y1)⊙ y0].
By Lemma 6.27,
(z ⊕ x1)⊙ y0 6 [(z ⊕ x1)⊙ x0] ∨ [z ⊙ y0] 6 [(z ⊕ x1)⊙ x0] ∨ [(z ⊕ y1)⊙ y0],
and
(z ⊕ y1)⊙ x0 6 [(z ⊕ y1)⊙ y0] ∨ [z ⊙ x0] 6 [(z ⊕ y1)⊙ y0] ∨ [(z ⊕ x1)⊙ x0],
Therefore,
[(z ⊕ x1)⊙ x0] ∨ [(z ⊕ x1)⊙ y0] ∨ [(z ⊕ y1)⊙ x0] ∨ [(z ⊕ y1)⊙ y0] =
= [(z ⊕ x1)⊙ x0] ∨ [(z ⊕ y1)⊙ y0].

Lemma 6.29. Let A be an MMV-algebra, let a ∈ A and let b, c be good sequences.
Then, (a)+(b ∨ c) = ((a) + b) ∨ ((a) + c).
Proof. We set d := (a) + (b ∨ c). Then,
dn = (a⊕ (bn∨cn))⊙ (bn−1∨cn−1)⊙· · ·⊙ (b0∨c0) = (a⊕ (bn∨cn))⊙ (bn−1∨cn−1).
We set f := (a) + b, g := (a) + c and h := f ∨ g = ((a) + b) ∨ ((a) + c). We have
fn = (a⊕ bn)⊙ bn−1 ⊙ · · · ⊙ b0 = (a⊕ bn)⊙ bn−1,
gn = (a⊕ cn)⊙ cn−1 ⊙ · · · ⊙ c0 = (a⊕ cn)⊙ cn−1,
hn = fn ∨ gn = [(a⊕ bn)⊙ bn−1] ∨ [(a⊕ cn)⊙ cn−1]
Lem. 6.28
=
= (a⊕ (bn ∨ cn))⊙ (bn−1 ∨ cn−1) = dn.

Proposition 6.30. Let A be an MMV-algebra, let a,b, c be good sequences. Then,
a+(b ∨ c) = (a+ b) ∨ (a+ c).
Proof. Set Aˆ := {(x) ∈ G(A) | x ∈ A}. By Lemma 6.21, Aˆ generates the magma
(G(A),+). Following notation 6.20, for n ∈ N>0, we denote with Aˆn the subset
of G(A) consisting of all elements of G(A) which can be obtained with at most
n occurrences of elements of Aˆ via application of the operation +. We prove by
induction on n ∈ N>0 that, for all a ∈ Aˆn, and b, c ∈ G(A), a+(b ∨ c) = (a+b)∨
(a + c). The case n = 1 is Lemma 6.29. Let us suppose that the statement holds
for a fixed n ∈ N>0, and let us prove it for n+ 1. Let a ∈ Aˆn+1, and b, c ∈ G(A).
Then, there exists a′ ∈ Aˆn and x ∈ Aˆ such that a = a
′ + x or a = x+ a′. Since
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addition is commutative by Proposition 6.17, these two conditions are equivalent.
Hence, a = x+ a′. Then
a+ (b ∨ c) = (x + a′) + (b ∨ c) = x+ (a′ + (b ∨ c)) =
= x+ [(a′ + b) ∨ (a′ + c)] = [x+ (a′ + b)] ∨ [x+ (a′ + c)] =
= [(x + a′) + b] ∨ [(x + a′) + c] = (a+ b) ∨ (a+ c).

Analogously, one obtains the following.
Proposition 6.31. Let A be an MMV-algebra, let a,b, c be good sequences. Then,
a+(b ∧ c) = (a+ b) ∧ (a+ c).
Given a good sequence a = (a0, a1, a2, . . . ) in an MMV-algebra A, we set
a⊖ 1 := (a1, a2, a3, . . . ).
The sequence a⊖ 1 is good sequence in A.
Theorem 6.32. For an MMV-algebra A, G(A) is a commutative positive-uℓ-
monoid.
Proof. By Proposition 6.8, G(A) is a distributive lattice. By Propositions 6.17, 6.26,
and Remark 6.18, G(A) is a commutative monoid. By Proposition 6.30 and 6.31, +
distributes over ∧ and ∨. Thus, G(A) is a commutative ℓ-monoid. Since the order
in G(A) is pointwise (Remark 6.9), and 0 is the least element A, we have (P1), i.e.,
0 is the least element of G(A). By induction, one proves n1 = (1, . . . , 1︸ ︷︷ ︸
n times
, 0, 0, 0 . . . ).
Since 1 is the maximum of A, we have (P2), i.e., for all a ∈ G(A), there exists n ∈ N
such that a 6 n1. It is easy to see that (a0, a1, a2, . . . ) + 1 = (1, a0, a1, a2, . . . ).
Therefore, we have (P3), i.e., for all a ∈ G(A), a+ 1 ⊖ 1 = a. Finally, for all
a ∈ G(A), we have (a⊖ 1) + 1 = a ∨ 1, which establishes (P4). 
Given a morphism of MMV-algebras f : A→ B, we set
G(f) : G(A) −→ G(B)
(x0, x1, x2, . . . ) 7−→ (f(x0), f(x1), f(x2), . . . ).
Lemma 6.33. G(f) is a morphism of commutative positive-uℓ-monoids.
Proof. Let us prove that G(f) preserves +. Set z := x + y, u := f(z), and w :=
f(x)+f(y). Let z = (z0, z1, z2, . . . ), u = (u0, u1, u2, . . . ) and w = (w0, w1, w2, . . . ).
We shall show u = w. For each n ∈ N, we have zn = (x0 ⊕ yn) ⊙ · · · ⊙ (xn ⊕ y0).
Thus,
un = f((x0 ⊕ yn)⊙ · · · ⊙ (xn ⊕ y0)) =
= (f(x0)⊕ f(yn))⊙ · · · ⊙ (f(xn)⊕ f(y0)) = f((x0 ⊕ yn)⊙ · · · ⊙ (xn ⊕ y0)) =
= wn.
Therefore, G(f) preserves +. Straightforward computations show that G(f) pre-
serves also 0, 1, ∨, ∧ and ⊖. 
It is easy to see that G : MMV→ ℓM+u is a functor.
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7. MMV-algebras and commutative positive-uℓ-monoids are
equivalent
7.1. The functor U. LetM be a commutative positive-uℓ-monoid. We setU(M) :=
{x ∈ M | x 6 1}; U stands for ‘unital interval’. We endow M with the oper-
ations of MMV-algebra. The operations ∨,∧, 0, 1 are defined by restriction. For
x, y ∈ U(M), we set
x⊕ y := (x+ y) ∧ 1,
and
x⊙ y := (x+ y)⊖ 1.
By the equivalence between ℓM+u and ℓMu, established in Theorem 4.17, and since
Γ˜(M ′) is an MMV-algebra for any commutative uℓ-monoid M ′ (Theorem 3.6), we
have thatU(M) is an MMV-algebra. Given a morphism f : M → N of commutative
positive-uℓ-monoids, we set U(f) : U(M) → U(N) as the restriction of f . This
assignment establishes a functor
U : ℓM+
u
→ MMV.
7.2. The unit. For each MMV-algebra A, consider the function
η1A : A −→ UG(A)
x 7−→ (x).
Proposition 7.1. Let A be an MMV-algebra. Then, η1A : A→ G(A) is an isomor-
phism of MMV-algebras.
Proof. The facts that η1A is a bijection and that it preserves 0, 1,∨,∧ is immediate.
Let x, y ∈ A. Then,
(x) + (y) = (x⊕ y, x⊙ y).
Therefore
η1A(x)⊕η
1
A(y) = (x)⊕(y) = ((x)+(y))∧1 = (x⊕y, x⊙y)∧1 = (x⊕y) = η
1
A(x⊕y),
and
η1A(x)⊙η
1
A(y) = (x)⊙(y) = ((x)+(y))⊖1 = (x⊕y, x⊙y)⊖1 = (x⊙y) = η
1
A(x⊙y).

Proposition 7.2. η1 : 1MMV→˙UG is a natural transformation, i.e., for every mor-
phism of MMV-algebras f : A→ B, the following diagram commutes.
A UG(A)
B UG(B)
η1
A
f UG(f)
η1
B
Proof. For x ∈ A we have (UG(f))(η1A(x)) = (UG(f))((x)) = (G(f))((x)) =
(f(x)) = η1B(f(x)). 
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7.3. The counit. For each commutative positive-uℓ-monoid, we consider the func-
tion
ε1M : GU(M) −→M
(x0, . . . , xn) 7−→ x0 + · · ·+ xn.
Our next goal, met in Theorem 7.12, is to prove that ε1M is bijective, i.e., a com-
mutative positive-uℓ-monoid M is in bijection with the set of good sequences in its
unital interval U(M).
Lemma 7.3. Let M be a commutative positive-uℓ-monoid, let x ∈ M , and let
n ∈ N. Then, the following properties hold.
(1) x = (x ∧ n) + (x ⊖ n).
(2) If x 6 n, then x⊖ n = 0.
Proof. (1) (x∧n)+(x⊖n)+n
Lem. 4.15
= (x∧n)+(x∨n)
Lem. 3.3
= x+n. By Lemma
4.2, (x ∧ n) + (x⊖ n) = x.
(2) By Lemma 4.15, (x⊖n)+n = x∨n = n = 0+n. By Lemma 4.2, x⊖n = 0.

Lemma 7.4. Let M be a commutative positive-uℓ-monoid, let x ∈ M , and let
n, k ∈ N. Then,
(x ⊖ n) ∧ k = [x ∧ (n+ k)]⊖ n.
Proof. [(x⊖n)∧k]+n = [(x⊖n)+n]∧(k+n)
Lem. 4.15
= (x∨n)∧(k+n) = [x∧(k+n)]∨
n
Lem. 4.15
= {[x∧(k+n)]⊖n}+n. By Lemma 4.2, (x⊖n)∧k = [x∧(n+k)]⊖n. 
Lemma 7.5. LetM be a commutative positive-uℓ-monoid, let x ∈M and let n ∈ N.
Then,
{[(x⊖ n) ∧ 1] + [(x⊖ (n+ 1)) ∧ 1]} ∧ 2 = (x⊖ n) ∧ 2.
Proof. Let us prove it for n = 0 first. We recall that x⊖ 0 = x. We shall prove
{[x ∧ 1] + [(x⊖ 1) ∧ 1]} ∧ 2 = x ∧ 2. (4)
We have
{{[x ∧ 1] + [(x⊖ 1) ∧ 1]} ∧ 2}+ 1 = {[x ∧ 1] + [(x⊖ 1) ∧ 1] + 1} ∧ 3 =
= {(x ∧ 1) + [(x ∨ 1) ∧ 2]} ∧ 3 =
= {[(x ∧ 1) + (x ∨ 1)] ∧ [(x ∧ 1) + 2]]} ∧ 3 =
= [(x + 1) ∧ (x+ 2) ∧ 3] ∧ 3 = (x+ 1) ∧ 3 =
= (x ∧ 2) + 1.
Hence, by Lemma 4.2, (4) is proven. This settles the case n = 0. Applying the case
n = 0 to x⊖ n (instead of x), we get
{[(x⊖ n) ∧ 1] + [((x ⊖ n)⊖ 1) ∧ 1]} ∧ 2 = (x⊖ n) ∧ 2,
which is precisely the desired statement, since x⊖ (n+ 1) = (x⊖ n)⊖ 1.

Proposition 7.6. Let M be a commutative positive-uℓ-monoid, let x ∈ M and,
for each n ∈ N, set xn := (x ⊖ n) ∧ 1. Then, (x0, x1, x2, . . . ) is a good sequence in
U(M).
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Proof. Since x 6 n for some n ∈ N, (x0, x1, x2, . . . ) is definitely 0, by Lemma
7.3.(2). We have
xn ⊕ xn+1 = (xn + xn+1) ∧ 1 = [(xn + xn+1) ∧ 2] ∧ 1
Lem. 7.5
=
= ((x ⊖ n) ∧ 2) ∧ 1 = (x ⊖ n) ∧ 1 = xn.
Moreover, we have
xn ⊙ xn+1 = (xn + xn+1)⊖ 1 = [(xn + xn+1)⊖ 1] ∧ 1.
Hence,
(xn ⊙ xn+1) + 1 = {[(xn + xn+1)⊖ 1] ∧ 1}+ 1 = [(xn + xn+1) ∨ 1] ∧ 2 =
= [(xn + xn+1) ∧ 2] ∨ 1
Lem. 7.5
= [(x⊖ n) ∧ 2] ∨ 1 =
= [(x⊖ n) ∨ 1] ∧ 2 = {[(x⊖ n)⊖ 1] + 1} ∧ 2 =
= {[x⊖ (n+ 1)] ∧ 1}+ 1 = xn+1 + 1.
Thus, xn ⊙ xn+1 = xn+1. 
Proposition 7.7. Let M be a commutative positive-uℓ-monoid, and let m ∈ N.
Then, for every x ∈M such that x 6 m, we have
x =
∑
n∈{0,...,m−1}
(x⊖ n) ∧ 1.
Proof. We prove the statement by induction on m ∈ N. If m = 0, then x = 0, and
the assertion holds. Let us suppose that it holds for a fixed m, and let us prove that
it holds for m+ 1. We recall that, by Lemma 7.4, (x⊖ n)⊖ 1 = [x ∧ (n+ 1)]⊖ n.
We have
x
Lem. 7.3.(1)
= (x ∧m) + (x⊖m)
x6m+1
= (x ∧m) + [(x ∧ (m+ 1))⊖ n]
ind. hyp.
=
=


∑
n∈{0,...,m−1}
[(x ∧m) ∧ (n+ 1)]⊖ n

+ [(x ∧ (m+ 1))⊖ n] =
=


∑
n∈{0,...,m−1}
[x ∧ (n+ 1)]⊖ n

+ [(x ∧ (m+ 1))⊖ n] =
=
∑
n∈{0,...,m}
(x ∧ (n+ 1))⊖ n.

Lemma 7.8. Let M be a commutative positive-uℓ-monoid, and let m ∈ N. Then,
for every (x0, . . . , xm) good sequence in U(M), we have
(x0 + · · ·+ xm) ∧ 1 = x0.
Proof. We prove the statement by induction on m ∈ N. The case m = 0 is trivial.
Suppose the statement holds for a fixed m ∈ N, and let us prove it for m+ 1:
(x0 + · · ·+ xm+1) ∧ 1 = (x0 + · · ·+ xm+1) ∧ (1 + x0 + · · ·+ xm−1) ∧ 1 =
= {x0 + · · ·+ xm−1 + [(xm + xm+1) ∧ 1]} ∧ 1 =
= (x0 + · · ·+ xm−1 + xm) ∧ 1
ind. hyp.
= x0.

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Lemma 7.9. Let M be a commutative positive-uℓ-monoid, and let m ∈ N. For
every (x0, . . . , xm) good sequence in U(M), we have
(x0 + · · ·+ xm)⊖m = xm. (5)
Proof. We prove the statement by induction on m ∈ N. (5) is equivalent to [(x0 +
· · ·+xm)⊖m] +m = xm+m, i.e., (x0+ · · ·+xm)∨m = xm+m. The case m = 0
is trivial. Suppose (5) holds for a fixed m ∈ N, and let us prove it for m + 1. We
have
(x0+ · · ·+xm+1)∨ (m+1) = (x0+ · · ·+xm+1)∨ (1+x2+ · · ·+xm+1)∨ (m+1) =
= {x2+ · · ·+xm+1+[(x0+x1)∨1]}∨(m+1) = (x2+ · · ·+xm+1+x1+1)∨(m+1) =
= 1 + [(x1 + · · ·+ xm+1) ∨m]
ind. hyp.
= 1 + xm+1 +m = xm+1 + (m+ 1).

Lemma 7.10. Let M be a commutative positive-uℓ-monoid, and let k ∈ N. Then,
for every n ∈ N and (x0, . . . , xn−1, xn, . . . xn+k) good sequence in U(M), we have
(x0 + · · ·+ xn−1 + xn + · · ·+ xn+k)⊖ n = xn + · · ·+ xn+k. (6)
Proof. We prove this statement by induction on k ∈ N. The case k = 0 is treated
in Lemma 7.9. Suppose that the statement holds for a fixed k ∈ N, and let us prove
that it holds for k + 1. Adding n on both sides, (6) is equivalent to (x0 + · · · +
xn+k) ∨ n = n+ xn + · · ·+ xn+k. We have
n+ xn + · · ·+ xn+k+1 = (n+ xn + · · ·+ xn+k) + xn+k+1
ind. hyp.
=
= [(x0 + · · ·+ xn+k) ∨ n] + xn+k+1 =
= (x0 + · · ·+ xn+k + xn+k+1) ∨ (n+ xn+k+1)
base case
=
= (x0 + · · ·+ xn+k+1) ∨ [(xk+1 + · · ·+ xn+k+1) ∨ n] =
= (x0 + · · ·+ xn+k+1) ∨ n.

Proposition 7.11. Let M be a commutative positive-uℓ-monoid, let m ∈ N, and
let (x0, . . . , xm) and (y0, . . . , ym) be good sequences in U(M). If x0 + · · · + xm =
y0 + · · ·+ ym, then, for all i ∈ {0, . . . ,m}, xi = yi.
Proof. We prove the statement by induction on m. The case m = 0 is trivial.
Suppose that the statement holds for a fixed m ∈ N, and let us prove it for m+ 1.
By Lemma 7.8, x0 = (x0+ · · ·+xm+1)∧1 = (y0+ · · ·+ ym+1)∧1 = y0. By Lemma
7.10,
x1+· · ·+xm+1 = (x0+x1+· · ·+xm+1)⊖1 = (y0+y1+· · ·+ym+1)⊖1 = y1+· · ·+ym+1.
By inductive hypothesis, for all i ∈ {1, . . . ,m+ 1}, xi = yi. 
Theorem 7.12. Let M be a commutative positive-uℓ-monoid, and let x ∈ M .
Then, there exists exactly one good sequence (x0, . . . , xm) in U(M) such that x =
x0 + · · ·+ xm, given by
xn = (x⊖ n) ∧ 1.
In other words, ε1M : GU(M)→M is bijective.
Proof. Propositions 7.7 and 7.6 show that xn = (x ⊖ n) ∧ 1 works. Uniqueness is
ensured by Proposition 7.11. 
Our next goal is to prove that ε1M is a morphism of commutative positive-uℓ-
monoids (Proposition 7.19 below). We need some lemmas.
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Lemma 7.13. Let M be a commutative positive-uℓ-monoid, and let n ∈ N>0.
Then, for every m ∈ N and (x0, . . . , xm) good sequence in U(M), we have
(x0 + · · ·+ xm) ∧ n = x0 + · · ·+ xn−1.
Proof. We prove it by induction on n. The case n = 1 is ensured by Lemma 7.8.
Suppose the statement holds for n− 1. We have
(x0+ · · ·+xm)∧n
Lem. 7.3.(1)
= [((x0+ · · ·+xm)∧n)∧1]+[((x0+ · · ·+xm)∧n)⊖1] =
Lem. (7.4)
= [(x0 + · · ·+ xm) ∧ 1] + [((x0 + · · ·+ xm)⊖ 1) ∧ (n− 1)] =
Lem. 7.8
= x0+[((x0+ · · ·+xm)⊖1)∧(n−1)]
Lem. 7.10
= x0+[(x1+ · · ·+xm)∧(n−1)] =
ind. hyp.
= x0 + x1 + · · ·+ xn−1.

Lemma 7.14. Let M be a commutative positive-uℓ-monoid, let (x0, . . . , xm) and
(y0, . . . , ym) be good sequences in U(M). Then,
{[(x0 + · · ·+ xm) ∨ (y0 + · · ·+ ym)]⊖ n} ∧ 1 = xn ∨ yn, (7)
and
{[(x0 + · · ·+ xm) ∧ (y0 + · · ·+ ym)]⊖ n} ∧ 1 = xn ∧ yn. (8)
Proof. Let us prove (7). Set x := x0+ · · ·+xn, and y := y0+ · · ·+ yn. By Theorem
7.12, we have xn = (x ⊖ n) ∧ 1 and yn = (y ⊖ n) ∧ 1. Adding n on both sides of
(7), we obtain the equivalent statement
[(x ∨ y) ∨ n] ∧ (n+ 1) = [(x ∨ n) ∧ (n+ 1)] ∨ [(y ∨ n) ∧ (n+ 1)],
which holds by the distributivity laws. The proof of (8) is analogous. 
Lemma 7.15. Let M be a commutative positive-uℓ-monoid, let n ∈ N \ {0}, and
let x, y ∈M be such that y 6 1. Then,
(x+ y)⊖ n = [x⊖ (n− 1) + y]⊖ 1.
Proof.
[x⊖ (n− 1) + y]⊖ 1 + n = [x⊖ (n− 1) + y]⊖ 1 + 1 + (n− 1) =
= [x⊖ (n− 1) + y] ∨ 1 + (n− 1) =
= [x⊖ (n− 1) + y + (n− 1)] ∨ n =
= {[x ∨ (n− 1)] + y} ∨ n =
= [(x + y) ∨ (y + (n− 1))] ∨ n
y61
= (x+ y) ∨ n =
= [(x + y)⊖ n] + n.

Lemma 7.16. Let M be a commutative positive-uℓ-monoid, let n ∈ N \ {0}, and
let x, y ∈M . Then,
(x+ y) ∧ n = [(x ∧ n) + y] ∧ n.
Proof. [(x ∧ n) + y] ∧ n = (x+ y) ∧ (n+ y) ∧ n = (x+ y) ∧ n. 
Lemma 7.17. Let M be a commutative positive-uℓ-monoid, let (x0, x1) be a good
pair in U(M), and let y ∈M such that y 6 1. Then,
[(x0 + x1 + y)⊖ 1] ∧ 1 = (x1 ⊕ y)⊙ x0.
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Proof. Set x := x0 + x1. We have x0 = x ∧ 1. Moreover,
(x1 ⊕ y)⊙ x0 = {[(x1 + y) ∧ 1] + x0} ⊖ 1 = [(x0 + x1 + y) ∧ (x0 + 1)]⊖ 1 =
= [(x + y) ∧ [1 + (x ∧ 1)]]⊖ 1 = [(x+ y) ∧ (x+ 1) ∧ 2]⊖ 1 =
= [(x + y) ∧ 2]⊖ 1,
and
[(x0 + x1 + y)⊖ 1] ∧ 1
Lem. 7.4
= [(x0 + x1 + y) ∧ 2]⊖ 1 = [(x + y) ∧ 2]⊖ 1.

Lemma 7.18. Let M be a commutative positive-uℓ-monoid, let (x0, . . . , xm) be a
good sequence in U(M), let y ∈ U(M), and let n ∈ N. Then,
{(x0 + · · ·+ xm + y)⊖ n} ∧ 1 = (xn ⊕ y)⊙ xn−1.
(By convention, we set x−1 = 1.)
Proof. Case n = 0.
{(x0 + · · ·+ xm + y)⊖ 0} ∧ 1 = (x0 + · · ·+ xm + y) ∧ 1
Lem. 7.16
=
= (((x0 + · · ·+ xm) ∧ 1) + y) ∧ 1
Lem. 7.8
=
= (x0 + y) ∧ 1 = x0 ⊕ y.
Case n 6= 0.
{(x0 + · · ·+ xm + y)⊖ n} ∧ 1
Lem. 7.15
= [((x0 + · · ·+ xm)⊖ (n− 1) + y)⊖ 1] ∧ 1 =
Lem. 7.10
= ((xn + · · ·+ xm + y)⊖ 1) ∧ 1 =
Lem. 7.4
= ((xn + · · ·+ xm + y) ∧ 2)⊖ 1 =
Lem. 7.16
= {{[(xn + · · ·+ xm) ∧ 2] + y} ∧ 2} ⊖ 1 =
Lem. 7.13
= ((xn + xn+1 + y) ∧ 2)⊖ 1 =
Lem. 7.4
= [(xn + xn+1 + y)⊖ 1] ∧ 1 =
Lem. 7.17
= (x1 ⊕ y)⊙ x0.

Proposition 7.19. ε1M is a morphism of commutative positive-uℓ-monoids.
Proof. Clearly, ε1M preserves 1. Let us prove that ε
1
M preserves ∨. Let x =
(x0, . . . , xm) and y = (y0, . . . , ym) be good sequences in U(M). We shall prove
(x0+ · · ·+ xm)∨ (y0+ · · ·+ ym) = (x0 ∨ y0) + · · ·+(xm ∨ ym). By Proposition 6.7,
(x0 ∨ y0, . . . , xm ∨ ym) is a good sequence. By Theorem 7.12, it is enough to show
that, for every n ∈ N, {[(x0 + · · ·+ xm)∨ (y0 + · · ·+ ym)]⊖ n} ∧ 1 = xn ∨ yn. This
holds by Lemma 7.14. Analogously, ε1M preserves ∧.
Let us prove that ε1M preserves +. We prove, by induction on n ∈ N, that,
for all m ∈ N, and for all (x0, . . . , xm) and (y0, . . . , yn) good sequences in U(M),
we have ε1M ((x0, . . . , xm) + (y0, . . . , yn)) = ε
1
M (x0, . . . , xm) + ε
1
M (y0, . . . , yn), i.e.,
ε1M ((x0, . . . , xm) + (y0, . . . , yn)) = x0 + · · ·+ xm + y0 + · · ·+ yn.
Let us prove the base case n = 0. Letm ∈ N, let (x0, . . . , xm) be a good sequence
in U(M), and let y ∈ U(M). Then, from the definition of sum of good sequences,
we obtain that (x0, . . . , xm) + (y) is the good sequence (z0, . . . , zm+1) where, for
every k ∈ N, zk = (xk ⊕ y) ⊙ xk−1 (where, by convention, x−1 = 1). By Lemma
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7.18, for every k ∈ N, we have [(x0 + · · ·+ xm + y)⊖ k]∧ 1 = (xk ⊕ y)⊙ xk−1 = zk.
By Theorem 7.12, z0 + · · ·+ zm+1 = x0 + · · ·+ xm + y; this settles the base case.
Let us suppose that the case n holds, for a fixed n ∈ N, and let us prove the case
n + 1. Let m ∈ N, and let (x0, . . . , xm) and (y0, . . . , yn+1) be good sequences in
U(M). By Lemma 6.19, we have (y0, . . . , yn+1) = (y0, . . . , yn) + (yn+1). Therefore,
ε1M ((x0, . . . , xm) + (y0, . . . , yn+1)) = ε
1
M ((x0, . . . , xm) + ((y0, . . . , yn) + (yn+1))) =
ε1M (((x0, . . . , xm)+(y0, . . . , yn))+(yn+1))
case n=0
= ε1M ((x0, . . . , xm)+(y0, . . . , yn))+
ε1M ((yn+1))
ind. hyp.
= ε1M ((x0, . . . , xm)) + ε
1
M ((y0, . . . , yn)) + yn+1 = x0 + · · ·+ xm +
y0 + · · ·+ yn + yn+1. 
Proposition 7.20. ε1 : GU→˙1ℓM+u is a natural transformation, i.e., for every mor-
phism of commutative positive-uℓ-monoids f : M → N , the following diagram com-
mutes.
GU(M) M
GU(N) N
GU(f)
ε1
M
f
ε1
N
Proof. Let (x0, . . . , xm) ∈ GU(M). Then,
ε1N((GU(f))((x0 , . . . , xm))) = ε
1
N (((U(f))(x0), . . . , (U(f))(xm))) =
= ε1N ((f(x0), . . . , f(xm))) =
= f(x0) + · · ·+ f(xm) = f(x0 + · · ·+ xm) =
= f(ε1M (x0, . . . , xm)).

7.4. U and Γ˜ are equivalences.
Theorem 7.21. The functors U and G in the diagram are quasi-inverses.
ℓM+u MMV
U
G
Proof. The functors 1MMV : MMV → MMV and UG : MMV → MMV are naturally
isomorphic, by Propositions 7.1 and 7.2. The functors 1ℓM+u : ℓM
+
u → ℓM
+
u and
GU : ℓM+u → ℓM
+
u are naturally isomorphic, by Propositions 7.19, 7.20 and Theorem
7.12. 
We are ready to prove the main result of the paper.
Theorem 7.22. The functor Γ˜ : ℓMu → MMV is an equivalence of categories.
Proof. The functor Γ˜ is the composite of (−)+ and U, which are equivalences by
Theorems 4.17 and 7.21. 
Notice that, by Theorems 4.17 and 7.21, a quasi-inverse of Γ˜ is given by the com-
posite TG.
ℓMu ℓM
+
u
MMV.
Γ˜
(−)+ U
T G
Ξ˜
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The reason why we have constructed a quasi-inverse of Γ˜ as the composite of two
functors is because in this way the proofs seemed easier. Anyway, one could con-
struct directly a quasi-inverse of Γ˜ by considering, for any MMV-algebra A, the
set of Z-indexed good sequences (. . . , x−2, x−.1, x0, x1, x2, . . . ), where xn = 1 for n
close enough to −∞, xn = 0 for n close enough to +∞, and (xn, xn+1) a good pair
for every n ∈ Z.
8. Further research
There are several interesting results about commutative ℓ-monoids in the liter-
ature, that suggest similar results for algebras in the language {⊕,⊙,∨,∧, 0, 1}.
For example, in [13] it is shown that the variety generated by (R,+,∨,∧) is not
finitely axiomatized, and a countable basis is given in the same paper. Building
on these results, the content of the present paper may possibly serve to obtain a
nice equational basis for the variety generated by 〈[0, 1],⊕,⊙,∨,∧, 0, 1〉 which, we
conjecture, is not finitely based; in particular, we conjecture that the variety of
MMV-algebras is not generated by [0, 1].
We suspect that one could also use the results in the present paper to deduce a
nice axiomatization of the quasi-variety generated by 〈[0, 1],⊕,⊙,∨,∧, 0, 1〉 and of
the class of {⊕,⊙,∨,∧, 0, 1}-subreducts of MV-algebras (conjecturally, these two
classes coincide).
Finally, the results in [7] about algebras of the form C6(X, [0, 1]) suggest, via
translation to ℓ-monoids, that the category of partially ordered compact spaces is
dually equivalent to the category of ‘cancellative divisible Archimedean metrically
complete commutative uℓ-monoids’—appropriate definitions would be needed here,
in analogy with the case of ℓ-groups.
Appendix A. The equivalence restricts to lattice-ordered groups
and MV-algebras
Definition A.1. An Abelian lattice-ordered group (Abelian ℓ-group, for short) is a
setG, endowed with operations ∨,∧,+, 0,− of arities 2, 2, 2, 0, 1, such that 〈M,∨,∧〉
is a distributive lattice, 〈M,+, 0,−〉 is an Abelian group, and + distributes over
∨ and ∧. A unital Abelian lattice-ordered group (Abelian uℓ-group, for short) is an
Abelian ℓ-group G with a distinguished element 1 ∈ G, which is a strong (order)
unit, i.e., 0 6 1 and for all x ∈M , there exists n ∈ N such that x 6 n1. 
A morphism of Abelian uℓ-groups is a function that preserves the operations
∨,∧,+, 0,−, 1. We denote with ℓGu the category of Abelian uℓ-groups. For all
basic notions and results about lattice-ordered groups, we refer to [2].
We have a forgetful functor Ug : ℓGu → ℓMu, which maps an Abelian uℓ-group
G to the commutative uℓ-monoid which has the same underlying set of G, where
+,∨,∧, 0, 1 are defined as in G, and where −1 is defined as the opposite in G of 1.
A morphism φ in ℓGu is mapped to the function φ itself. It is easy to verify that
the forgetful functor Ug : ℓGu → ℓMu is full, faithful, injective on objects, and that
the objects in the image are precisely the commutative uℓ-monoids such that every
element has an inverse. Hence, the category of Abelian uℓ-groups coincides with
the full subcategory of ℓMu given by those M ∈ ℓMu such that each element of M
has an inverse.
Definition A.2. An MV-algebra 〈A,⊕,¬, 0〉 is a set A equipped with a binary
operation ⊕, a unary operation ¬ and a constant 0 such that 〈A,⊕, 0〉 is a commu-
tative monoid, ¬0 ⊕ x = ¬0, ¬¬x = x and ¬(¬x ⊕ y)⊕ y = ¬(¬y ⊕ x)⊕ x. 
Via ⊕,¬, 0, one defines the operations 1 := ¬0, x ⊙ y := ¬(¬x ⊕ ¬y), x ∨ y :=
(x⊙ ¬y)⊕ y, x ∧ y := x⊙ (¬x ⊕ y). Morphisms of MV-algebras are functions that
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preserve ⊕,¬, 0 (and thus 1,⊙,∨,∧). We denote the category of MV-algebras with
MV. For all basic notions and results about MV-algebras we refer to [5].
Lemma A.3. For each MV-algebra A, 〈A,⊕,⊙,∨,∧, 0, 1〉 is an MMV-algebra.
Proof. It is well known that (A1-A5) hold. The fact that in any MV-algebra the
equation (A6) holds is proven in [4, Proposition 3.3,(8)]. The equation (A7) appears
as (9) in the proof of [4, Proposition 3.3]; there it is proven. Using the fact that,
for every x, y ∈ [0, 1], either x⊕ y = 1 or x⊙ y = 0, one easily proves that (A8-A9)
hold in [0, 1]. Since [0, 1] generates the variety of MV-algebras [5, Theorem 2.3.5],
(A8-A9) hold in any MV-algebra. 
We have a forgetful functor Umv : MV → MMV, which maps an MV-algebra A
to the MMV-algebra which has the same underlying set of A, where ⊕,⊙,∨,∧, 0, 1
are defined as in A. By Lemma A.3, this assignment is well defined. The forgetful
functor Umv maps a morphism φ in MV to the function φ itself.
Lemma A.4. Let A be an MMV-algebra, and let x, y, z ∈ A. Then
x⊙ (y ⊕ z) 6 (x⊙ y)⊕ z.
Proof. x⊙ (y ⊕ z) = σ(x, y, z) ∧ x 6 σ(x, y, z) ∨ x = (x⊙ y)⊕ z. 
It is easy to see that the forgetful functor Umv : MV→ MMV is full, faithful and
injective on objects.
Lemma A.5. The objects in the image of the forgetful functor Umv : MV→ MMV
are precisely the MMV-algebras M such that, for every x ∈M , there exists y ∈M
such that x⊕ y = 1 and x⊙ y = 0.
Proof. If A in an MV-algebra, then, for every x ∈ A, we have x ⊕ ¬x = 1 and
x⊙ ¬x = 0. This settles one direction.
For the converse direction, let M be an MMV-algebra, and suppose that, for
every x ∈M , there exists y ∈M such that x⊕ y = 1 and x⊙ y = 0. We claim that
such an element y is unique. Indeed, let y, z ∈M be such that x⊕y = 1, x⊙y = 0,
x⊕ z = 1 and x⊙ z = 0. Then,
y = 0⊕ y = (z ⊙ x)⊕ y
Lem. A.4
> z ⊙ (x⊕ y) = z ⊙ 1 = z.
Analogously, z > y. Thus, y = z.
For every x ∈ M , we let ¬x denote the element such that x ⊕ ¬x = 1 and
x ⊙ ¬x = 0. We have ¬0 = 1, because 0 ⊕ 1 = 1, and 0 ⊙ 1 = 1. Hence,
x ⊕ ¬0 = x ⊕ 1 = 1 = ¬0. We have ¬¬x = x, because ¬x ⊕ x = x ⊕ ¬x = 1, and
¬x⊙ x = x⊙ ¬x = 0.
Moreover, we have
x⊙ y = ¬(¬x ⊕ ¬y),
because
(x⊙ y)⊕ (¬x ⊕ ¬y) = [(x⊙ y)⊕ ¬x]⊕ ¬y
Lem. A.4
> [(x ⊕ ¬x)⊙ y]⊕ ¬y =
= (1⊙ y)⊕ ¬y = y ⊕ ¬y = 1
(and hence (x⊙ y)⊕ (¬x⊕ ¬y) = 1), and
(x⊙ y)⊙ (¬x ⊕ ¬y) = x⊙ [y ⊙ (¬x ⊕ ¬y)]
Lem. A.4
6 x⊙ [(y ⊙ ¬y)⊕ ¬x] =
= x⊙ [0⊕ ¬x] = x⊙ ¬x = 0
(and hence (x⊙ y)⊙ (¬x⊕ ¬y) = 0).
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Moreover, we have
σ(x,¬x, y) = [(x ⊙ ¬x)⊕ y]⊙ (x ⊕ ¬x) = [0⊕ y]⊙ 1 = y.
We have
¬(¬x ⊕ y)⊕ y = (x⊙ ¬y)⊕ y = σ(x,¬y, y) ∨ y = x ∨ y,
Analogously, ¬(¬y⊕x)⊕x = y∨x. Hence, ¬(¬x⊕y)⊕y = x∨y = ¬(¬y⊕x)⊕x. 
Thus, the category of MV-algebras coincides with the full subcategory of MMV
given by those M ∈ MMV such that, for every x ∈ M , there exists y ∈ M such
that x⊕ y = 1 and x⊙ y = 0.
Theorem A.6. The equivalence Γ˜ : ℓMu → MMV restricts to an equivalence be-
tween ℓGu and MV.
Proof. We shall prove that, for any M ∈ ℓMu, the following conditions are equiva-
lent.
(1) Every element of M is invertible.
(2) For every x ∈ Γ˜(M), there exists y ∈ Γ˜(M) such that x ⊕ y = 1 and
x⊙ y = 0.
Let us prove that (1) implies (2). Suppose that every element x of M admits an
inverse −x. Let x ∈ Γ˜(M). We shall prove that there exists y ∈ Γ˜(M) such that
x⊕ y = 1 and x⊙ y = 0. Set y := 1− x. It is immediate that y ∈ Γ˜(M). We have
x ⊕ y = (x + y) ∧ 1 = (x + 1 − x) ∧ 1 = 1 ∧ 1 = 0, and x ⊙ y = (x + y − 1) ∨ 0 =
(x+ 1− x− 1) ∨ 0 = 0 ∨ 0 = 0.
Let us prove that (2) implies (1). We first prove that every element x ∈ Γ˜(M)
admits an inverse. For x ∈ Γ˜(M), let y ∈ Γ˜(M) be such that x⊕y = 1 and x⊙y = 0.
The element y− 1 is the inverse of x, because x+(y− 1) = [(x+ y− 1)∨ 0]+ [(x+
y − 1) ∧ 0] = (x⊙ y) + {[(x+ y) ∧ 1]− 1} = (x⊙ y) + (x⊕ y)− 1 = 0 + 1− 1 = 0.
Every element of G is invertible because it may be written be written as a sum of
elements of Γ˜(M) ∪ {−1}. 
Remark A.7. To establish Theorem A.6 we have made use of the axiom of choice.
Precisely, we used the choice-based fact that [0, 1] generates the variety of MV-
algebras in order to verify that the axioms of MMV-algebras are satisfied by every
MV-algebra (Lemma A.3). If one proved without the axiom of choice that the
axioms of MMV-algebras are satisfied by every MV-algebra (and we suspect this
to be possible), one would have a choice-free proof of Mundici’s equivalence.
Appendix B. Subdirectly irreducible MMV-algebras are totally
ordered
In this section we prove that any subdirectly irreducible MMV-algebra is totally
ordered (Theorem B.3). In Appendix C, we will prove that any good sequence in a
subdirectly irreducible MMV-algebra is of the form (1, . . . , 1, x, 0, 0, . . . ) (Corollary
C.4) (or, equivalently, that, for every x, y, either x⊕ y = 1 or x⊙ y = 0). To prove
these results, one could use two different approaches: either one provides a direct
proof, or one uses what is known about subdirectly irreducible ℓ-monoids and the
fact that Γ˜ is an equivalence. We will provide a direct proof, that does not make
use of the fact Γ˜ is an equivalence; at the end of Appendix C some comments are
made about the other approach.
The aim of this section is to prove that subdirectly irreducible MMV-algebras
are totally ordered. To do so, we proceed in analogy with Section 1 of [14].
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Let S be an MMV-algebra, and let θ be any lattice congruence on S such that
|S/θ| = 2. We set
θ∗ := {(a, b) ∈ S × S | ∀x ∈ S (a⊕ x, b⊕ x) ∈ θ and (a⊙ x, b ⊙ x) ∈ θ}.
With 0(θ) and 1(θ) we denote classes of the lattice congruence θ corresponding
to smallest and greatest elements of the lattice S/θ. An MMV-congruence on an
MMV-algebra is an equivalence relation on M ×M that respects ⊕,⊙,∨,∧, 0, 1.
Lemma B.1. Let S be an MMV-algebra, and let θ be any lattice congruence on S
such that |S/θ| = 2. Then, θ∗ is the greatest MMV-congruence contained in θ.
Proof. We have θ∗ ⊆ θ because for every (a, b) ∈ θ∗ we have (a, b) = (a⊕0, b⊕0) ∈ θ.
We prove that θ∗ contains every congruence contained in θ. Let ρ ⊆ θ be a
congruence. Let (a, b) ∈ ρ, and let x ∈ S. Since (x, x) ∈ ρ, and ρ is a congruence,
we have (a⊕ x, b ⊕ x) ∈ ρ ⊆ θ, and (a⊙ x, b⊙ x) ∈ ρ ⊆ θ. Thus, (a, b) ∈ θ∗.
We prove that θ∗ is a congruence. The relation θ∗ is an equivalence relation
because θ is so. In the following, let a, a′, b, b′ ∈ S, and suppose (a, a′) ∈ θ∗
and (b, b′) ∈ θ∗: for all x ∈ S, we have (a ⊕ x, a′ ⊕ x) ∈ θ, (a ⊙ x, a′ ⊙ x) ∈ θ,
(b⊕ x, b′ ⊕ x) ∈ θ, and (b⊙ x, b′ ⊙ x) ∈ θ.
Let us prove that (a ∨ b, a′ ∨ b′) ∈ θ∗. Let x ∈ S. Since (a ⊕ x, a′ ⊕ x) ∈ θ,
(b⊕x, b′⊕x) ∈ θ, and θ is a lattice congruence, ((a⊕x)∨(b⊕x), (a′⊕x)∨(b′⊕x)) ∈ θ,
i.e., ((a∨ b)⊕ x, (a′ ∨ b′)⊕ x) ∈ θ. Analogously, ((a∨ b)⊙ x, (a′ ∨ b′)⊙ x) ∈ θ. This
proves (a ∨ b, a′ ∨ b′) ∈ θ∗. Analogously, (a ∧ b, a′ ∧ b′) ∈ θ∗.
Let us prove that (a⊕ b, a′ ⊕ b′) ∈ θ∗. Let x ∈ S. We shall prove
(a⊕ b⊕ x, a′ ⊕ b′ ⊕ x) ∈ θ, (9)
((a⊕ b)⊙ x, (a′ ⊕ b′)⊙ x) ∈ θ. (10)
Let us prove (9): we have (a⊕(b⊕x), a′⊕(b⊕x)) ∈ θ and (b⊕(a′⊕x), b′⊕(a′⊕x)) ∈
θ; hence, by transitivity of θ, (a⊕ b⊕ x, a′ ⊕ b′ ⊕ x) ∈ θ.
Let us prove (10). By transitivity of θ, it is enough to prove
((a⊕ b)⊙ x, (a′ ⊕ b)⊙ x) ∈ θ, (11)
((a′ ⊕ b)⊙ x, (a′ ⊕ b′)⊙ x) ∈ θ. (12)
Let us prove (11). Suppose, by way of contradiction, ((a⊕b)⊙x, (a′⊕b)⊙x) /∈ θ.
Then, without loss of generality, we may assume (a⊕b)⊙x ∈ 0(θ) and (a′⊕b)⊙x ∈
1(θ). We have 1(θ) ∋ (a′ ⊕ b)⊙ x 6 x; thus x ∈ 1(θ). We have
(a⊕ b)⊙ x︸ ︷︷ ︸
∈0(θ)
= σ(a, b, x) ∧ x︸︷︷︸
∈1(θ)
.
Hence σ(a, b, x) ∈ 0(θ). We have
(a′ ⊕ b)⊙ x︸ ︷︷ ︸
∈1(θ)
= σ(a′, b, x) ∧ x︸︷︷︸
∈1(θ)
.
Hence, σ(a′, b, x) ∈ 1(θ). We have 0(θ) ∋ σ(a, b, x) = [(b ⊕ x) ⊙ a] ⊕ (b ⊙ x) >
(b ⊕ x) ⊙ a. Therefore, a ⊙ (b ⊕ x) ∈ 0(θ). Hence, since (a, a′) ∈ θ∗, we have
a′ ⊙ (b⊕ x) ∈ 0(θ). We have
a′ ⊙ (b ⊕ x)︸ ︷︷ ︸
∈0(θ)
= σ(a′, b, x)︸ ︷︷ ︸
∈1(θ)
∧a′.
Therefore, a′ ∈ 0(θ).
We have 1(θ) ∋ σ(a′, b, x) = [(b ⊙ x) ⊕ a′] ⊙ (b ⊕ x) 6 (b ⊙ x) ⊕ a′. Therefore,
a′ ⊕ (b⊙ x) ∈ 1(θ). Hence, since (a, a′) ∈ θ∗, we have a⊕ (b⊙ x) ∈ 1(θ). We have
a⊕ (b ⊙ x)︸ ︷︷ ︸
∈1(θ)
= σ(a, b, x)︸ ︷︷ ︸
∈0(θ)
∨a.
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Therefore, a ∈ 1(θ). Thus, a ∈ 1(θ) and a′ ∈ 0(θ). This contradicts (a, a′) ∈ θ∗ ⊆
θ. In conclusion (11) holds, and (12) analogously. By transitivity of θ, (10) holds.
This proves (a⊕ b, a′ ⊕ b′) ∈ θ∗. Analogously, (a⊙ b, a′ ⊙ b′) ∈ θ∗. 
We denote with ∆ the identity relation {(s, s) | s ∈ S}.
Lemma B.2. If S is a subdirectly irreducible MMV-algebra, then there exists a
lattice congruence θ on S such that |S/θ| = 2 and θ∗ = ∆.
Proof. S is distributive as a lattice and therefore it can be decomposed into a sub-
direct product of two-element lattices. Let {θi}i∈I be the set of lattice congruences
of S corresponding with such a decomposition. Then
⋂
i∈I θi = ∆. By Lemma B.1,
each θ∗i is an MMV-congruence, and ∆ ⊆ θ
∗
i ⊆ θi. Therefore we have
⋂
i∈I θ
∗
i = ∆,
and the fact that S is subdirectly irreducible implies θ∗j = ∆ for some j ∈ I. 
Theorem B.3. Every subdirectly irreducible MMV-algebra is totally ordered.
Proof. Let S be a subdirectly irreducible MMV-algebra. By Lemma B.2, there exist
a lattice congruence θ on S such that |S/θ| = 2 and θ∗ = ∆, i.e., for all distinct
a, b ∈ S, there exists x ∈ S such that (a⊕ x, b⊕ x) /∈ θ, or (a⊙ x, b⊙ x) /∈ θ.
Let a, b ∈ S. We shall prove that either a 6 b or b 6 a. Suppose, by way of
contradiction, that this is not the case: a∧ b 6= a and a∧ b 6= b. From a∧ b 6= a, we
obtain that there exists x ∈ S such that ((a∧b)⊕x, a⊕x) /∈ θ or ((a∧b)⊙x, a⊙x) /∈ θ.
From a ∧ b 6= b, we obtain that there exists y ∈ S such that ((a ∧ b)⊕ y, b⊕ y) /∈ θ
or ((a ∧ b)⊙ y, b⊙ y) /∈ θ. We have four cases.
(1) Case ((a ∧ b)⊕ x, a⊕ x) /∈ θ and ((a ∧ b)⊕ y, b⊕ y) /∈ θ.
Then, since a ∧ b 6 a, and a ∧ b 6 b, we have (a ∧ b) ⊕ x ∈ 0(θ),
a⊕ x ∈ 1(θ), (a ∧ b)⊕ y ∈ 0(θ), and b⊕ y ∈ 1(θ). Then, we have
0(θ) ∋ [(a ∧ b)⊕ x] ∨ [(a ∧ b)⊕ y] = (a ∧ b)⊕ (x ∨ y) =
= [a⊕ (x ∨ y)] ∧ [b ⊕ (x ∨ y)] > (a⊕ x) ∧ (b⊕ y) ∈ 1(θ),
which is a contradiction.
(2) The case ((a ∧ b)⊙ x, a⊙ x) /∈ θ and ((a∧ b)⊙ y, b⊙ y) /∈ θ is analogous to
(1).
(3) Case ((a ∧ b)⊕ x, a⊕ x) /∈ θ and ((a ∧ b)⊙ y, b⊙ y) /∈ θ.
Then, since a ∧ b 6 a, we have (a ∧ b) ⊕ x ∈ 0(θ), and a ⊕ x ∈ 1(θ).
Therefore,
0(θ) ∋ (a ∧ b)⊕ x = (a⊕ x)︸ ︷︷ ︸
∈1(θ)
∧(b⊕ x).
Hence b⊕x ∈ 0(θ), which implies b ∈ 0(θ), which implies (a∧ b)⊙ y ∈ 0(θ)
and b⊙ y ∈ 0(θ), which contradicts ((a ∧ b)⊙ y, b⊙ y) /∈ θ.
(4) The case ((a ∧ b)⊙ x, a⊙ x) /∈ θ and ((a∧ b)⊕ y, b⊕ y) /∈ θ is analogous to
(3).
In any case, we are lead to a contradiction. 
Appendix C. Good pairs in subdirectly irreducible MMV-algebras
The goal of this section—met in Corollary C.4— is to prove that good sequences
in a subdirectly irreducible MMV-algebra are of the form (1, . . . , 1, x, 0, 0, . . . ). To
prove it, the fact that subdirectly irreducible MMV-algebras are totally ordered
(Theorem B.3) does not help much, and we do not use it.
Let A be an MMV-algebra and let x ∈ A. For a, a′ ∈ A, set a ∼x⊥ a
′ if, and only
if, there exist n,m ∈ N such that
a⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
) > a′,
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a′ ⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
m times
) > a.
Moreover, set a ∼⊤x a
′ if, and only if, there exist n,m ∈ N such that
b⊙ (x ⊙ · · · ⊙ x︸ ︷︷ ︸
n times
) 6 b′
b′ ⊙ (x⊙ · · · ⊙ x︸ ︷︷ ︸
m times
) 6 b.
Lemma C.1. For an MMV-algebra A and x ∈ A the following hold.
(1) ∼x⊥ is the smallest MMV-congruence ∼ on A such that x ∼ 0.
(2) ∼⊤x is the smallest MMV-congruence ∼ on A such that x ∼ 1.
Proof. We prove (1). It is immediate that x ∼x⊥ 0, and that, if ∼ is an MMV-
congruence on A such that x ∼ 0, then ∼⊆∼x⊥. To prove that ∼
x
⊥ is a congruence,
we first prove that ∼x⊥ is an equivalence relation. The relation ∼
x
⊥ is trivially
reflexive and symmetric. To prove transitivity, suppose a ∼x⊥ b ∼
x
⊥ c. Then
(a⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
))⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
) > b⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
) > c.
Analogously for the other inequality.
Suppose a ∼x⊥ a
′ and b ∼x⊥ b
′. Then,
a⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
) > a′,
a′ ⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
m times
) > a,
b⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
) > b′,
b′ ⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
m′ times
) > b.
We prove a ∧ b ∼x⊥ a
′ ∧ b′:
(a ∧ b)⊕ ( x⊕ · · · ⊕ x︸ ︷︷ ︸
max{n,n′} times
) =
= (a⊕ ( x⊕ · · · ⊕ x︸ ︷︷ ︸
max{n,n′} times
)) ∧ (b ⊕ ( x⊕ · · · ⊕ x︸ ︷︷ ︸
max{n,n′} times
)) > a′ ∧ b′,
and analogously for the other inequality. Analogously, a ∨ b ∼x⊥ a
′ ∨ b′.
We prove a⊕ b ∼x⊥ a
′ ⊕ b′:
(a⊕ b)⊕ (x ⊕ · · · ⊕ x︸ ︷︷ ︸
(n+n′) times
) = (a⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
))⊕ (b⊕ (x ⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
)) > a′ ⊕ b′,
and analogously for the other inequality.
We prove a⊙ b ∼x⊥ a
′ ⊙ b′:
(a⊙ b)⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
(n+n′) times
) > [(a⊕ x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
)⊙ b]⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
) >
> (a⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n times
))⊙ (b ⊕ (x⊕ · · · ⊕ x︸ ︷︷ ︸
n′ times
)) > a′ ⊙ b′,
and analogously for the other inequality.
(2) is analogous. 
Lemma C.2. Let A be an MMV-algebra, let (x0, x1) be a good pair in A, and let
a, b ∈ A be such that a 6 b⊕ x1, and a⊙ x0 6 b. Then, a 6 b.
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Proof. Let us first deal with the case where b 6 a; under this hypothesis, we shall
prove a = b. Since (x0, x1) is a good pair, we have
σ(a, x0, x1) = (a⊙ x0)⊕ x1 = (a⊕ x1)⊙ x0,
σ(b, x0, x1) = (b ⊕ x1)⊙ x0 = (b ⊙ x0)⊕ x1.
Since a 6 b⊕ x1, we have
a⊙ x0 6 (b⊕ x1)⊙ x0 = σ(b, x0, x1).
Since a ⊙ x0 6 b, and a ⊙ x0 6 σ(b, x0, x1), we have a ⊙ x0 6 b ∧ σ(b, x0, x1) =
b⊙ (x0⊕x1) = b⊙x0. Since b 6 a, we have b⊙x0 6 a⊙x0. Hence, a⊙x0 = b⊙x0.
Analogously, a⊕ x1 = b⊕ x1. Hence,
σ(a, x0, x1) = (a⊙ x0)⊕ x1 = (b ⊙ x0)⊕ x1 = σ(b, x0, x1).
Set σ := σ(a, x0, x1) = σ(b, x0, x1). To prove a = b it is enough to prove a∨σ = b∨σ,
and a ∧ σ = b ∧ σ. We have
a ∨ σ = a⊕ x1 = b⊕ x1 = b ∨ σ.
a ∧ σ = a⊙ x0 = b⊙ x0 = b ∧ σ.
Hence, a = b.
If b is not assumed to be smaller than a, we may replace b with a ∧ b, because
a 6 (a⊕ x1) ∧ (b⊕ x1) = (a ∧ b)⊕ x1,
and
a⊙ x0 6 a ∧ b,
Since a ∧ b 6 a, by the previous part we obtain a ∧ b = a, i.e., a 6 b. 
Theorem C.3. Let A be a subdirectly irreducible MMV-algebra. Then, for every
x, y ∈ A, either x⊕ y = 1 or x⊙ y = 0.
Proof. Set u := x⊕ y, and v := x⊙ y. Let us consider the two congruences ∼v⊥ and
∼⊤u . Denoting with ∆ the identity relation, we claim
(∼v⊥) ∩ (∼
⊤
u ) = ∆.
Indeed, let us take a, b ∈ A such that a ∼v⊥ b and a ∼
⊤
u b. Then, there exists
n,m ∈ N such that
a 6 b⊕ (v ⊕ · · · ⊕ v︸ ︷︷ ︸
m times
)
and
a⊙ (u⊙ · · · ⊙ u︸ ︷︷ ︸
n times
) 6 b.
Since (u, v) is a good pair, then also (u⊙· · ·⊙u, v⊕· · ·⊕v) is so (Lemma 6.11). By
Lemma C.2, a 6 b. Analogously, b 6 a, and therefore a = b. This settles the claim
(∼v⊥)∩ (∼
⊤
u ) = ∆. Since A is subdirectly irreducible, either ∼
v
⊥= ∆ or ∼
⊤
u= ∆. In
the former case we have v = 0; in the latter one we have u = 1. 
Corollary C.4. Every good sequence in a subdirectly irreducible MMV-algebra is
of the form (1, . . . , 1, x, 0, 0, . . . ).
Remark C.5. In Theorems B.3 and C.3, we have proved that any subdirectly irre-
ducible MMV-algebra A is totally-ordered and is such that, for all x, y ∈ A, either
x⊕ y = 1 or x⊙ y = 0. We have provided a direct proof of these facts. We mention
that, if we used the fact that Γ˜ is an equivalence, an alternative proof would have
been possible using the following facts.
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(1) Subdirectly irreducible commutative lattice-ordered monoids are totally or-
dered; this is a corollary of [14, Lemma 1.4], but already in [10, Corollary 2]
the author proved that any commutative lattice-ordered monoid is a subdi-
rect product of totally ordered ones, and asserted, in Remark 3 of the same
paper, that this was an unpublished result by Fuchs.
(2) Totally ordered commutative uℓ-monoids correspond, via Γ˜, to totally or-
dered MMV-algebras A such that, for all x, y ∈ A, either x ⊕ y = 1 or
x⊙ y = 0.
(3) A commutative uℓ-monoidM is subdirectly irreducible (as {+,∨,∧, 0, 1,−1}-
algebra) if, and only if, Γ˜(M) is subdirectly irreducible (as {⊕,⊙,∨,∧, 0, 1}-
algebra).
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