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Abstract
Capital goods such as complex medical equipment, trains and manufacturing
machinery are essential to their users’ business, and thus have stringent up-time
requirements. Responsive maintenance is crucial for meeting these requirements,
which in turn relies on the timely availability of both spare parts and service engineers.
Spare parts management for maintenance is well-studied in the research literature, but
managing the service engineers has received relatively little attention. In this paper, we
consider a network of geographically distributed capital goods, maintained by a set of
service engineers who can respond quickly to machine breakdowns. We are interested
in the question which service engineers to dispatch to what breakdowns, and how
to relocate these engineers to maintain good coverage. We propose and evaluate
a range of scalable dispatching and relocation heuristics inspired by the extensive
research literature in the domain of emergency medical services. We compare the
proposed heuristics against each other using comprehensive simulation experiments,
and benchmark the best combination of dispatching and relocation heuristics against
the optimal policy. We find that this heuristic performs close to optimal, while easily
scaling to realistic-sized networks, making it suitable for practical applications.
Keywords: Logistics; Maintenance; Service engineers; Heuristics; Markov decision process
1 Introduction
Capital goods are both expensive and essential to the business of their users, and
frequent unplanned downtime may have significant repercussions. Consider for instance
the reputation damage suffered by train companies unable to maintain the train schedule,
or the potentially life-threatening consequences of a broken MRI scanner. In order to
ensure continuous operation of these capital goods, manufacturers of such products
typically provide post-sale support, which may include installation, warranties, spare
parts supply and maintenance services. Providing good post-sale support is an important
revenue source and competitive advantage for manufacturers [16]. In 2006, after-sales
services accounted for 40% of the profit of a sample of 120 large US manufacturing
companies [12].
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An essential component of post-sale support is corrective maintenance, i.e., repairing
machines that have suffered breakdowns. In practice, a certain service level (e.g., the
percentage of failures that should be fixed within a certain time threshold) is determined
in the service contract between a manufacturer and the user. Failure to meet these service
levels may result in penalties for the manufacturer.
To meet these ever-tightening service level agreements for corrective maintenance, a
manufacturer must be able to quickly dispatch the necessary resources to the site of a
breakdown. Since the capital goods are geographically dispersed (e.g., located in many
different hospitals), this requires a carefully planned network of spare part warehouses
and service engineers. Establishing such networks requires striking a delicate balance
between maintaining customer satisfaction and achieving low operational costs [17]:
building a large number of warehouses would for instance guarantee fast response times,
but this is very costly. Similarly, maintaining many service facilities and employing a
large number of service engineers is costly for a manufacturer. Thus creating a cost-
effective maintenance network requires both careful planning of the service facilities and
warehouses, and managing the scarce resources in an efficient manner.
While the problem of managing a spare parts network has been extensively studied
in research literature (see, e.g., [26] for the overview), managing service engineers has
received little attention so far. Moreover, certain service networks (e.g., software systems
support) do not require spare parts at all. Because of this, we focus here on the problem
of how to best manage service engineers.
Service engineers are typically located at geographically dispersed base stations, from
which they can be quickly dispatched to the site of a breakdown. Here we assume that
the location of these base stations and the number of service engineers are given, and we
are interested in the question of how to manage the service engineers. This includes the
following decisions: (i) which service engineer to dispatch to a breakdown; (ii) should we
dispatch one right away or wait for a nearby engineer to become available; (iii) to which
base station should we send an engineer who just finished a repair; and (iv) once a service
engineer is dispatched to repair a machine, should we relocate idle service engineers to
improve the coverage of the region.
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Figure 1: Example of a dispatching decision
Together, these decisions form a trade-off between responding quickly to a current
breakdown, and maintaining good coverage for future breakdowns. The goal is to find a
dispatching and relocation policy that minimizes the long-term costs caused by violations
of the service level agreements with customers. This is a complicated problem due to the
fact that dispatching and relocation decisions always increase coverage of one part of the
region but decrease coverage of another part. Making a decision requires finding a good
balance between the possible costs from failures that are already reported and potential
costs from future failures.
Consider, for example, a situation depicted in Figure 1, where the call arrives from a
customer location 6 and the manager has to decide which service engineer (from base
station 1 or from base station 2) to dispatch. The first service engineer is closer to the
customer and can arrive earlier. However, if the closest service engineer is dispatched,
customer locations 1-5 are too far from the remaining idle engineer. If a failure occurs in
one of these locations, it can not be fixed in time.
We divide the policy for managing service engineers into two parts: dispatching and
relocation.
– The dispatching policy is responsible for dispatching service engineers to emergency
calls, so it answers the following two questions:
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– Should a newly reported failure be assigned to one of the idle service engineers or should
it be served by one of the busy engineer after he finishes his current job?
– Which service engineer should be dispatched to the customer?
– The relocation policy prescribes the base location of the idle service engineers
according to the system state. It answers two questions:
– Should idle service engineers be relocated from their current base stations to different
once to improve coverage?
– To which base station should we send a service engineer that just finished a job?
Traditionally, Markov decision theory can be used to find the optimal policies. How-
ever, for realistic-sized problem instances this approach is infeasible due to computational
complexity and high memory usage. Instead, we look for scalable dispatching and reloca-
tion heuristics that perform close to optimal. Although management of service engineers
is not well-studied in the research literature, we observe that the problem is close to that
of Emergency Medical Services (EMS), which also deals with dispatching and relocation
of resources [22]. Recently, much progress has been made in dispatching and relocation
for EMS. In this paper we adapt both dispatching and relocation heuristics from that
domain to our setting, and show that these perform surprisingly well in this setting as
well.
We compare the performance of these heuristics by means of simulation over a wide
range of parameters, to identify if there is an approach that performs best for any type
of system. In addition, we formulate the model as a Markov decision process, and
benchmark the best performing heuristic against the optimal policy for a small instance.
The rest of the paper is organized as follows. Section 2 gives an overview of related
literature. In Section 3, we present the model and formulate it as a Markov decision
process. Different dispatching and relocation heuristics are discussed in Sections 4 and 5,
respectively. Numerical experiments are presented in Section 6. Finally, Section 7 contains
conclusions and suggestions for further research.
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2 Literature review
The problem of real-time management of service engineers arises in the context of
spare parts management in a service logistics network. There is an extensive research
in the area of spare parts management (see [26] for an overview). Most of it focuses on
operations for spare parts. One such recent work is by Tiemessen et al. [21], where the
authors study the problem of dynamic dispatching of spare parts on a network with
multiple customer classes. To our knowledge, there is very limited research on real-time
service engineer management. In [3] and [11] the authors study optimal repairmen
allocation policies in a simplified setting, for instance ignoring the geographical locations
of the engineers. The work closest to ours is by Drent et al. [4], where the authors showed
the benefit of deviating from the closest-first dispatching policy, as well as proactively
relocating service engineers. However, the authors used a stylized grid-like type of
network with deterministic repair and traveling times, where service engineers could
reside anywhere on the grid.
The field of EMS is well-studied and is closely related to our setting. There are however
a number of crucial differences between these two application areas. For instance, in
our setting there is only a finite number of machines that can break down, and each
breakdown affects the rate at which new ones occur. This is in contrast to EMS, where the
ongoing incidents do not affect the arrival rate of new incidents. Moreover, many crucial
parameters such as the load, coverage area, target response times and service times differ
between these two settings, necessitating the present study. It is also worth noting that
to our knowledge there is no comprehensive comparison between heuristics in the EMS
area, and this study is a first step towards that. In this paper, we will introduce a new
model for dynamic management of service engineers, and develop a number of heuristics
inspired by the research in the field of EMS.
In the remainder of this section we outline the most relevant results from the area of
EMS operations. For an extensive overview of recent work on location, relocation and
dispatching of ambulances, we refer to [2]. We organize our literature review according
to the type of methods used. First, we discuss Integer Linear Programming (ILP) based
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approaches. Then we discuss results obtained using Markov Decision Process (MDP)
theory, followed by several heuristics that were successfully used for dispatching and
relocation. Finally, we cover those references that use Approximate Dynamic Programming
(ADP) for dynamic EMS management.
ILP-based approaches. A compliance table is a policy that precomputes the optimal
locations depending on the number of available service units. Every time this number
changes (e.g., when a call arrives, or when a service is finished), idle service units are
repositioned according to the compliance table. A method called Maximum Expected
Coverage Relocation Problem (MEXCRP) was introduced in [7] to compute compliance
tables, where for each number of available servers the coverage was maximized. The
algorithm was later extended in [22] to Maximal Expected Coverage Relocation Problem
(MEXCRP). MEXCRP compliance tables incorporate the busy fraction of the ambulances.
The problem of choosing a service unit that can be best dispatched to a new emergency
call can also be formulated as an ILP problem. According to the computational study
of Jagtenberg et al. [10], it can even outperform other dispatching policies that use more
information about the state of the system.
MDP-based approaches. A common way to find the optimal policy is to model the
system as an MDP with either continuous or discrete time. For small systems the optimal
policy can be found, for instance, using policy or value iteration [9, 27]. For real-life
systems, however, the state space is often too large and the problem is computationally
intractable. One way to address this problem was considered in [9]: instead of finding the
exact optimal policy, the authors perform a limited number of value iteration steps, and
compare the results for different numbers of steps with other policies.
Heuristics. Another approach to tackle the problem of large state space is to make
decisions in real time rather then precomputing the best desicion for each possible state.
This applies to both relocation and dispatching problems. The first real-time relocation
model was proposed in [6]. It is based on the Double Standard Model [5], and maximizes
the demand covered by at least two vehicles. It also minimizes the relocation costs, so
the relocation history is taken into account. Another relocation model, maximizing the
preparedness of the system (i.e., the capacity of the system to answer future demands),
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was introduced in [1]. The authors proposed a method to find a relocation policy that
minimizes travel times.
In [8] the Dynamic Maximal Expected Coverage Location Problem (DMEXCLP) heuris-
tic was proposed for redeployment of service units that just finished their service. The
heuristic is based on calculating the expected covered demand and choosing the new
location of the service units accordingly. This research was later extended in [23], where
relocation was allowed not only after the service completion but also right after dispatch-
ing a service unit. The authors also studied how different restrictions, such as a restriction
on the maximum distance of a relocation, influence the performance of the system. Two
types of regions (rural and urban) were considered and it was shown that the optimal
strategy depends on the type of the region.
The same ideas can be used for making dispatching decisions. In [6] the authors
proposed choosing, among all service unites that can reach the incident location in
time, the one that leads to the minimal relocation time. Dispatching a service unit that
causes the smallest decrease in preparedness was proposed in [1]. In [10] the expected
covered demand was used instead, and the obtained dispatching policy outperformed the
commonly used closest-first dispatching policy. Further research also incorporated the
possibility of waiting for a busy service unit to finish its service, instead of dispatching an
idle one [24].
ADP-based approaches. In [15] an ADP approach using so-called approximate policy
iteration was proposed for dynamic ambulance management. The authors considered the
problem of ambulance redeployment upon completion of their job, for a system with no
other types of relocation and a fixed closest-first dispatching policy. More recently, in [20]
the same framework was used to optimize both the dispatching policy and redeployment
of ambulances upon service completion. Finally, in [18] the authors considered a general
problem of ambulances dispatching and relocation, with the possibility to reposition idle
ambulances and to put incoming calls into a queue.
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3 Model description
In this section we introduce our model, discuss our assumptions, and formulate the
problem of finding the optimal relocation and dispatching policy as a continuous-time
Markov decision process.
For convenience and ease of interpretation we will refer to the capital goods as
machines. We consider a service region that is represented by the set of machines
K = {1, . . . , K}. Each machine can be either working, in repair, or waiting for repair and we
denote by κk the state of a machine k ∈ K:
κk =

0, if machine k is working;
−1, if machine k is in repair;
t, if machine k has been waiting for repair for time t.
The state of all machines is described by the vector κ = (κ1, . . . , κK)
All the machines are assumed to be identical, and the time until a working machine
breaks down is exponentially distributed with rate λ. When a new machine breakdown is
reported, we need to dispatch exactly one service engineer to its location for repairs. Once
the service engineer arrives at the location of the machine, the time to repair a broken
machine is exponentially distributed with rate µ. We assume for simplicity that these
parameters are the same for all machines, although this assumption can be easily relaxed.
Denote byM = {1, . . . , M} the set of service engineers, and by R = {1, . . . , R} the
set of base stations where the service engineers idle when not doing maintenance. The
number of service engineers that can stay at the same station is not limited. The locations
of all machines and base stations are given, and the traveling time between each pair of
locations is known and assumed to be deterministic. The time limit t∗ within which a
service engineer has to reach a broken machine is given. We assume that the network
structure is such that each machine can be reached within the time limit from at least one
of the base stations.
When a new breakdown is reported, it can be either immediately served by one of
the idle engineers or it can be put in a queue of pending repair requests to be dealt with
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later. This is done to allow service engineers that are currently busy but closer to the
incident location to respond to the breakdown. A service engineer that is dispatched to a
broken machine has to finish a repair before being dispatched or relocated elsewhere. A
service engineer traveling to a base station is considered idle and can be dispatched or
relocated. A service engineer can be dispatched to a call from the queue in the following
two situations: (i) if he/she just finished a repair; or (ii) if he/she is traveling towards a
base station.
Relocation can be done either when a service engineer is dispatched to answer a call,
or when a repair is finished. This is done to compensate for a possible coverage gap left
behind by the dispatched engineer. If a new call is put in the queue, then relocation is
not allowed. In the case when a new call is first put in the queue and then one of the
traveling repairmen arrived at his destination and is dispatched to this call, the relocation
is again not allowed. Only one service engineer can be relocated at a time.
The state of a service engineer m ∈ M is represented by the tuple mm = (lm, dm),
where lm denotes the destination (either a machine or a base station) and dm the time
left to reach this destination. If the service engineer is not traveling but is either idle at
a base station or repairing a machine, the destination is equal to the current location of
the service engineer and the distance is equal to 0. The state of all service engineers is
captured by the vector m = (m1, . . . ,mM).
To describe the process we consider the following event types:
1. a call arrives from a machine;
2. a repair of a machine is finished;
3. a service engineer arrives at a base station;
4. a service engineer arrives at a machine.
We consider the network state right after one of these events take place, with e ∈
{1, 2, 3, 4} the type of the event. The state of the network can be represented by the tuple
s = (t, e,m,κ), where t denotes the current time. In the rest of the paper we use t(s), e(s),
lm(s), dm(s) and κk(s) to denote the corresponding components of a state s. Note that
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the set S of all possible states of the process is uncountably infinite, and since time is
included in the state s, it is not recurrent.
3.1 Action space
The set of possible actions depends on the state s of the system and is mostly deter-
mined by the type of event e. Let F (s) = {m ∈ 1, . . . , M | lm(s) ∈ R} denote the set of
all idle service engineers, and Q(s) the set of all machines in the queue in state s. We
consider each of the four types of events described in the previous section, and define the
corresponding sets of possible actions.
Type 1: A call arrives from machine k
In this case, either one of the idle service engineers in F (s) can be dispatched to the
broken machine, or the call can be placed in the queue. If a service engineer is immediately
dispatched, we also allow one idle service engineer to be relocated. Let vector X and
matrix Y represent the dispatching and relocation decisions, respectively. Here Xm = 1 if
service engineer m ∈ F (s) is assigned to the call, and Xm = 0 otherwise. And Ymr = 1
if service engineer m ∈ F (s) is relocated to base station r, and Ymr = 0 otherwise. The
corresponding action space in state s is given by
A1(s) =
{
(X ,Y) | ∑
m∈F (s)
Xm ≤ 1; ∑
m∈F (s),
r∈R
Ymr ≤ 1;
∑
m∈F (s),
r∈R
XmYmr = 0;
(
1− ∑
m∈F (s)
Xm
)
∑
m∈F (s),
r∈R
Ymr = 0
}
, (1)
where the constraints ensure that not more than one service engineer is dispatched, not
more than one service engineer is relocated, the relocated service engineer differs from
the dispatched one, and no relocation is done if the call is placed in the queue.
Type 2: A repair of machine k is finished by service engineer m
Service engineer m can be sent either to one of the base stations, or to one of the machines
from the queue. Let Zl = 1 represent that the service engineer that just became idle is
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dispatched to location l ∈ Q(s) ∪R, and Zl = 0 otherwise. Let Ynr = 1 denote that the
service engineer n ∈ F (s) is relocated to base station r, and Ynr = 0 otherwise. Then an
action is described by the pair (Z,Y) of redeployment vector Z and relocation matrix Y.
The corresponding action space is given by
A2(s) =
{
(Z,Y) | ∑
l∈Q(s)∪R
Zl = 1; ∑
n∈F (s),
r∈R
Ynr ≤ 1
}
, (2)
where the constraints ensure, that the service engineer is redeployed to exactly one loca-
tion, and at most one other service engineer is relocated.
Type 3: Service engineer m arrives at base station r
Service engineer m can either be left idle at the station, or dispatched to one of the
machines in the queue. Relocations are not allowed in this case. Let Uk = 1 if service
engineer m is dispatched to machine k, and Uk = 0 otherwise. Then an action is described
by vector U = (U1, . . . , UK), and the action space is
A3(s) =
{
U | ∑
k∈Q(s)
Uk ≤ 1
}
(3)
Note that if the queue is empty in state s, then so is A3(s).
Type 4: Service engineer m arrives at machine k
When the service engineer arrives at machine k, the repair process is started, and there
are no available actions:
A4(s) = ∅. (4)
3.2 State transitions
Let {sn}n∈N denote the discrete-time stochastic process of the network state over time,
embedded on time instances when an event has been resolved. The evolution of this
process is characterized by an action an, a random element ω(sn, an), and function Φ
as sn+1 = Φ (sn, an,ω(sn, an)). The random element determines the event in state sn+1,
and depends on both the state and the action. Denote by d(sn, an) the minimum of
all non-zero distances remaining for the service engineers to travel after taking action
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an in state sn. If no events of types 1 and 2 occur, then in state sn+1 time is equal to
t(sn+1) = t(sn) + d(sn, an), and the event is the arrival of a service engineer with the
shortest remaining distance to the destination. If there are no traveling service engineers
in the system after taking action an in state sn, we set d(sn, an) = ∞.
Denote the set of all working machines after taking action an in state sn byW(sn, an)
and the set of all machines in repair by H(sn). Let W(sn) = |W(sn, an)| and H(sn) =
|H(sn)|. For each machine in W(sn, an) the time till breakdown is exponentially dis-
tributed with rate λ. For each machine in H(sn) the time till repair is finished is exponen-
tially distributed with rate µ. So the time till the next event of one of the first two types is
the minimum of several exponential distributions and is exponentially distributed with
rate η(sn) = λW(sn) + µH(sn). If this time is less than d(sn, an), then the next event is
either a call arrival or an end of repair.
Therefore, if in state sn action an is taken, the probability that the next event is
• the arrival of a call from machine k ∈ W(sn, an) is
λ
η(sn)
(1− e−η(sn)d(sn,an)),
ifW(sn, an) 6= ∅, and 0 otherwise;
• the end of repair of machine k ∈ H(sn) is
µ
η(sn)
(1− e−η(sn)d(sn,an)),
if H(sn) 6= ∅, and 0 otherwise;
• the arrival of a service engineer to the destination is
e−η(sn)d(sn,an),
if there are any traveling service engineers, and 0 otherwise.
The time until the next event is distributed as the minimum of an exponentially
distributed random variable with rate η(sn) and a constant d(sn, an). When the next
event and the time until that event are known, the function Φ updates the states of all
service engineers and machines. The remaining travel times are reduced by the transition
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time, and the waiting times of the broken machines are increased accordingly. If action
an includes repositioning of some of the service engineers, then their destinations and
remaining distances change according to the action. If the event in state sn+1 is the end of
repair of machine k, then the state of this machine is changed from −1 to 0. If the event in
state sn+1 is the arrival of a service engineer to machine k, then the state of this machine
is changed from κk(sn) to −1.
3.3 Costs
In the numerical experiments we compare the performance of different dispatching
and relocation policies using the fraction of emergency calls responded to within the time
limit t∗. This performance measure corresponds to the following cost structure. If a call
arrives from machine k and a service engineers does not reach this machine within the
time limit t∗, then a penalty 1 is paid. All travel costs and other operational costs are
ignored, but could be readily added to the model.
Denote by c(sn, an, sn+1) the costs that are charged during the transition period from
state sn to state sn+1 when action an is taken. The costs are equal to the number of
machines who’s waiting time exceeds t∗ within the interval (t(sn), t(sn+1)]:
c(sn, an, sn+1) = ∑
k=1,...,K
I{κk(sn+1) ≥ t∗}I{κk(sn) < t∗}.
4 Dispatching heuristics
The dispatching policy determines when and which service engineer to assign to a call,
based on the current state of the system. When a breakdown occurs, a customer wants
a service engineer to arrive on scene as quickly as possible. However, when a service
engineer is dispatched from one of the base stations, the coverage of the customers around
this base station decreases, which may lead to high future costs. Thus a good dispatching
policy finds a balance between minimizing immediate costs and future costs. In order
to focus fully on the problem of dispatching, in this section relocation is not allowed. In
Section 5 we consider the complementary problem of fixing the dispatching policy and
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varying the relocation problem. So after the completion of service, the engineer returns to
the his/her preallocated base station. The initial allocation of service engineers to base
stations is made to maximize the expected covered demand and is a solution to the ILP
problem (30) described in Appendix C.
In our comparative study we consider the following five dispatching heuristics:
DP1 Closest-first dispatching policy (without waiting);
DP2 Maximal coverage dispatching policy (without waiting);
DP3 Maximal expected coverage dispatching policy (without waiting);
DP4 Minimal response time dispatching policy with unknown remaining repair time;
DP5 Minimal response time dispatching policy with known remaining repair time.
In Section 4.1, we consider heuristic dispatching policies that put a call into the queue
only if there are no idle service engineers. Otherwise, a service engineer has to be
dispatched immediately. In Section 4.2, we discuss heuristics that allow calls to be put into
the queue even if idle engineers are available. A comparison of all dispatching policies
based on simulation can be found in Section 6.2.
4.1 Dispatching policies without waiting (DP1, DP2, DP3)
Recall from (1) that in the event of type e(s) = 1, the set of all possible actions is
described by a vector X that represents the dispatching decision, and a matrix Y that
represents the relocation decision. As in this section relocation is not allowed, all elements
of the matrix Y are always set to 0. We do the same for the relocation matrix Y for e(s) = 2,
see (2).
In this section, when a call arrives in the system with at least one idle service engineer,
an engineer is dispatched immediately. Recall that F (s) denotes the set of all idle service
engineers in state s, so for any state s with F (s) 6= ∅ and event e(s) = 1, the set of
possible actions from (1) reduces to
A1(s) =
{
(X, Y) | ∑
m∈F (s)
Xm = 1, Ymr = 0 ∀m ∈ F (s) , r ∈ R
}
.
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If F (s) = ∅, then the call is put in the queue and no decision should be made. Note also
that under these restrictions the set of possible actions for e(s) = 3 is empty, as a call can
not be put in the queue if there is an idle service engineer in the system.
DP1. Consider state s with the event e(s) = 1 (i.e., a call arrives from machine k)
and F (s) 6= ∅. To describe the dispatching policy, we need to calculate the vector X
depending on state s. The simplest and most widely used dispatching policy in practice
is the so-called closest-first policy. Under this policy, the closest idle service engineer is
always dispatched to a call. So
Xm = 1 ⇐⇒ m = argmin
n∈F (s)
(||lnk||2 + dn) ,
where ||lnk||2 is the distance in time between the destination of the service engineer n and
the source of the call, the machine k.
DP2. One of the possible metrics of the expected system performance is coverage, i.e.,
the number of machines covered by at least one service engineer. When a call arrives, for
each idle service engineer m that can reach machine k in time, the remaining coverage of
the system without him/her is defined as:
coverage(m) = ∑
k′ :κk′=0
I
{∃n ∈ F (s) : n 6= m, ||lmk′)||2 ≤ t∗} .
Then in coverage-based dispatching, the service engineer with the biggest remaining
coverage is dispatched. If there are no service engineers that can reach the source of the
call in time, then the remaining coverage is calculated for all idle service engineers and
the one with the biggest remaining coverage is dispatched. In case there are multiple
service engineers maximizing the remaining coverage, the closest one is dispatched.
DP3. Note that the coverage only estimates the performance of the system for the next
call. Alternatively, one can calculate the expected covered demand, the fraction of calls
that will be answered in time by the system. As the expected covered demand is hard to
compute, for computational study we use the approximation described in Appendix B.
Similar to the coverage based approach, first we calculate the remaining expected covered
demand after dispatching each of the idle service engineers that can reach the broken
machine in time, and dispatch the one with the highest remaining expected covered
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demand. If there are no idle service engineers that can reach the machine in time, we
instead do this procedure for all idle service engineers.
4.2 Dispatching policies with waiting (DP4, DP5)
Under the dispatching policies discussed in the previous section, it is mandatory to
dispatch an idle service engineer when a call arrives. However, in practice it may occur
that a service engineer close to the new breakdown will finish its repair earlier than any
idle service engineer can reach the breakdown, in which case it may be better to wait for
the busy service engineer to finish, and dispatch him/her instead.
Inspired by this, we extend the closest-first dispatching policy to the dispatching policy
that chooses a service engineer with the smallest response time. For a service engineer m
whose destination is a base station r (i.e., lm = r) the response time to a call from machine
k is calculated as rt(k, m) = dm + ||lmk||2. For a service engineer m whose destination is
machine k′ (i.e., lm = k′) the response time consists of the distance left to machine k′, the
length of repair and the distance from machine k′ to machine k. Then the response time
equals rt(k, m) = dm + trepair + ||k′k||2. We consider two situations: when the length of
repair can be estimated upon arrival of a service engineer to the machine (DP5) and when
it stays unknown (DP4). If the length of repair trepair is not known, it can be estimated
from its distribution. For the computational study of the second situation it is estimated
by an αth percentile of the repair time distribution. Throughout the computational study
we take α = 80%.
In the extended closest-first policy the service engineer m = argminn rt(k, n), that
minimizes response time, is assigned to the call. If m ∈ F (s) then the service engineer is
dispatched immediately. If the service engineer m is busy, then the call is placed in the
queue.
5 Relocation heuristics
The relocation policy is responsible for the location of idle service engineers. The
simplest relocation policy is the static policy, where each service engineer is assigned to a
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base station and resides there when idle. In Appendix C we discuss how to compute the
static allocation of the service engineers that maximizes the expected covered demand.
We assume that this policy is used when the dispatching policies are studied in isolation.
However, when a service engineer is dispatched to a call, a large area of the region may
become uncovered and it may be beneficial to reallocate other idle service engineers. In
our system we allow one idle service engineer to change the destination either when one
of the service engineers is dispatched or finishes a repair.
For our comparative study we choose the following five heuristic relocation policies:
RP1 Static policy;
RP2 MCRP compliance tables;
RP3 MEXCRP compliance tables;
RP4 DMEXCLP heuristic without constraints;
RP5 DMEXCLP heuristic with constraints.
In this section we consider four relocation policies, in addition to the static policy
(RP1). Ppolicies RP2 and RP3 are compliance tables constructed according to two different
algorithms. The compliance table relocation policy is the one where location of service
engineers depends only on the number of idle service engineers. The locations of the idle
engineers are ignored, as well as the state of the machines. This allows us to reduce the
number of considered situations and precompute relocation actions for larger systems.
We present these approaches in Sections 5.1 and 5.2, respectively. Policies RP4 and RP5
are heuristic relocation policies based on the DMEXCLP heuristic introduced in [8]. The
main difference between this heuristic and compliance tables is that decisions are made in
real-time, that allows to use the information about the current location of service engineers
and the state of the machines. We construct two versions of the DMEXCLP heuristic, with
no restrictions and with restrictions on relocation, in Section 5.3.
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5.1 MCRP compliance tables (RP2)
The first type of compliance table we present is the Maximum Coverage Relocation
Problem (MCRP) compliance table that aims to maximize the probability that the next
call is answered in time. Consider a system with M service engineers. Then a compliance
table consists of M levels, where level m contains the allocation solution for m idle service
engineers in the system. If one of them is dispatched, other service engineers are relocated
according to level m− 1. If one of service engineer becomes idle after finishing a repair,
then the idle service engineers are relocated according to level m + 1.
Denote by zmk the indicator of the fact that at the level with m idle service engineers
the machine k is covered (meaning that at least one service engineer can reach it in
time), Then at the level m we want to maximize ∑Kk=1 zmk, i.e., the number of covered
machines. If xmr is the number of service engineers at the base station r at level m, then
zmk ≤ ∑r∈Nk xmr, k = 1, . . . , K, where Nk is the set of all base stations from which the
machine k can be reached in time.
Recall that we allow to relocate at most one service engineer at a time. To include this
restriction in the ILP formulation, we introduce non-negative variables αmr that represent
the number of service engineers that arrived at base station r after going from level m + 1
to level m. Then xmr − xm+1,r ≤ αmr, r = 1, . . . , R, m = 1, . . . , M− 1, and ∑Rr=1 αmr ≤ 1,
r = 1, . . . , R, m = 1, . . . , M− 1. As these constraints connect different levels of compliance
table, the ILP problems can not be solved separately for each level, and we construct an
ILP formulation for the whole table. Let Sm be the event of having m idle service engineers
in the system. Then the objective function can be formulated as ∑Mm=1P (Sm)∑
K
k=1 zmk. An
accurate approximation of probabilities P (Sm) is provided in Appendix B, equations (24).
Finally, we are in position to provide the formulation for the MCRP compliance table:
19
max
M
∑
m=1
P (Sm)
K
∑
k=1
zmk (5)
s.t. zmk ≤ ∑
r∈Nk
xmr, k = 1, . . . , K, m = 1, . . . , M, (6)
R
∑
r=1
xmr = m, m = 1, . . . , M, (7)
xmr − xm+1,r ≤ αmr, r = 1, . . . , R, m = 1, . . . , M− 1, (8)
R
∑
r=1
αmr ≤ 1, m = 1, . . . , M− 1, (9)
αmr ≥ 0, r = 1, . . . , R, m = 1, . . . , M− 1, (10)
xmr ∈ {0, 1, . . . , m} r = 1, . . . , R, m = 1, . . . , M, (11)
zmk ∈ {0, 1} k = 1, . . . K, m = 1, . . . , M. (12)
5.2 MEXCRP compliance tables (RP3)
Consider a system where the number of idle service engineers is larger than the
number required to cover all machines. In the MCRP approach presented in Section 5.1,
if each machine is covered by a service engineer, the location of the remaining service
engineers does not affect the coverage. This may lead to inefficient allocation of service
engineers. The hypothesis is that MEXCRP compliance tables introduced in [22] can solve
this problem. In this algorithm, the main goal is to optimize expected covered demand,
not the number of covered machines.
The problem can again be formulated as an ILP problem. Let the binary variable ymki,
m = 1, . . . , M, k = 1, . . . , K, i = 1, . . . , m, equal 1 if and only if in the configuration for
m idle service engineers machine k is covered by at least i service engineers. Denote by
Pmki, m = 1, . . . , M, k = 1, . . . , K, i = 1, . . . , m, the probability that in the configuration
for m idle service engineers a call from machine k is responded to by the ith closest
service engineer. For a given number of idle service engineers m, this probability can
be approximated using equation (28) in Appendix B. The MEXCRP compliance table
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formulation is as follows:
max
M
∑
m=1
K
∑
k=1
m
∑
i=1
Pmkiymki (13)
s.t.
m
∑
i=1
ymki ≤ ∑
r∈Nk
xmr, k = 1, . . . , K, m = 1, . . . , M, (14)
R
∑
r=1
xmr ≤ m, m = 1, . . . , M, (15)
xmr − xm+1,r ≤ αmr, r = 1, . . . , R, m = 1, . . . , M− 1, (16)
R
∑
r=1
αmr ≤ 1, m = 1, . . . , M− 1, (17)
αmr ≥ 0, r = 1, . . . , R, m = 1, . . . , M− 1, (18)
xmr ∈ {0, 1, . . . , m} r = 1, . . . , R, m = 1, . . . , M, (19)
ymki ∈ {0, 1} k = 1, . . . , K, m = 1, . . . , M. (20)
5.3 DMEXCLP heuristics (R4, R5)
When compliance table relocation policy is used, the state that is achieved after
relocation does not depend on the current state of the system, only on the number of idle
service engineers. In contrast, DMEXCLP heuristic approach to relocation uses all the
information about the current state to make a decision. This approach is more flexible than
the compliance tables. We consider the DMEXCLP heuristic relocation policy introduced
in [8] and adjust it for our model.
There are two types of decision moments:
1. When a service is completed and there are no jobs assigned to the service engineer
that just became idle. In this case, that service engineer must be dispatched to one
of the base stations.
2. When an idle service engineer is dispatched to an incident, it should be decided
whether one of the other idle service engineers should be relocated or not.
According to the DMEXCLP relocation heuristic policy, the action that maximizes
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the expected covered demand is always chosen. In the first case, one service engineer is
added sequentially to every base station, the expected covered demand is calculated, and
the base station that leads to the best result is chosen. In the second case, all pairs of base
stations (r1, r2), with at least one service engineer at the base station r1, are considered.
We calculate the improvement in the expected covered demand after the relocation of a
service engineer from station r1 to station r2. Suppose that (r′1, r
′
2) is the pair with the
maximum improvement. If this improvement is positive, then we decide to relocate a
service engineer from the station r′1 to the station r
′
2. If the maximum improvement is not
positive, then no relocation happens. Note that for both situations the expected covered
demand is computed only for the working machines.
The problem of large relocation times leading to the possibly poor performance
can appear. In [25], the authors impose restrictions on the relocations as a solution to
this problem. There are three possible parameters that can be used to describe these
restrictions. In the first type of decision moment the maximum relocation distance can be
set. In this case, the best station is chosen among all stations within this distance from
the machine where the service engineer is located. If there are no such base stations then
the choice is made from all base stations. In the second type of decision moment the
restriction can be imposed not only on the maximum relocation distance, but also on the
minimum improvement in the expected covered demand. If the maximum relocation
distance is set, than only the pairs (r1, r2) with smaller distance are considered. If there
are no such pairs, the relocation is forbidden. Note that this distance can differ from the
distance for the first type of decision. If the minimum improvement threshold is set, then
the relocation happens only if the improvement in expected covered demand exceeds this
threshold. Setting this threshold equal to 0 means no restriction. The threshold larger
than the number of machines leads to no relocation.
The optimal restriction parameters depend on the type of the system. However,
there are no known results on how to find the optimal parameters for a given system.
In the computational study in Section 6.3 below we consider this policy with different
parameters and study the improvement that can be gained by parameter tuning.
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6 Numerical results
In this section we present the setup and the results of our numerical experiments. To
compare different policies we use simulation. In Section 6.1 we describe the type of the
systems we use in our simulations, and the parameters defining the properties of the
systems that affect the policies’ performance. Section 6.2 presents the results comparing
the dispatching policies introduced in Section 4 to each other with no relocation allowed.
Next, in Section 6.3 the relocation policies from Section 5 are compared to each other,
given a fixed dispatching policy. Finally, in Section 6.4 a heuristic policy based on the
combination of the best dispatching and relocation policy from the previous sections
is compared against the optimal policy for a small problem instance. We present the
results of numerical experiments in tables for a limited set of parameter values. In the
Appendix D we provide extended tables for a wider range of systems.
6.1 Setup of the numerical experiments
In this section we discuss the important parameters of the system, and how those
parameters may affect the performance of various policies under consideration. Table 1
contains all parameters of the system. We now discuss the most important parameters
and the relations between them in more detail.
Map density d. Map density represents the relation between the average distance between
nodes in the service region and the time limit t∗. The higher d for the same value of t∗, the
K number of machines
R number of base stations
M number of service engineers
1/λ average time till break down
1/µ average repair time
t∗ time limit
d map density
Table 1: System parameters
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(a) d = 0.3 (b) d = 2
Figure 2: Maps of different density d, given t∗ = 10. Edges are shown for distances less than t∗.
more dense the map, meaning that an average machine is covered by more base stations.
Figure 2 provides an example with two randomly constructed maps for two different
values of d, given the same value of t∗.
Map density can affect the optimal policy the following way. On one hand, if the map
is sparse, the distances between base stations are large and relocation of service engineers
may take undesirably long time. In the extreme case, each machine is covered by only one
base station, so it is important that at least one service engineer is present at each station.
On the other hand, in dense maps the distances between the machines are rather small
compared to t∗, so when a machine breaks down it can be better to wait for a nearby
busy service engineer to finish a repair of a machine instead of dispatching an idle service
engineer.
Relation between µ and λ. Given a fixed map and the number of service engineers, this
relation influences the load of the system. If µ is increased with the fixed λ, the system
becomes more loaded, that leads to decrease in the number of calls answered in time.
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6.2 Comparison of dispatching heuristics
In this section we show the performance of the policies described in Section 4. To this
end, we generate systems with different parameters and compare the fraction of calls
answered in time under each of the five policies DP1-DP5. Relocation is not allowed,
meaning that each service engineer is allocated to a fixed base station according to the
model in Appendix C, and returns there after repairing a machine. The starting state for
all policies is the same, chosen to maximize the expected covered demand.
We test the policies in a simulation. The number of machines, the number of bases
and the failure rate are fixed at K = 20, R = 12 and λ = 0.01, respectively. We then
change the number of engineers M, the map density d, the time limit t∗, and the the
repair rate µ. Those parameters in combination control the geographical structure of the
service region and the load. For each combination of parameters we randomly generate
10 different maps, and run a simulation over a time horizon of 1000 time units. For our
first experiment we compare the policies DP1, DP2 and DP3 used on the same maps.
For each simulation run, we measure the fraction of calls responded to within the time
limit t∗. Table 2 contains the obtained results for a range of parameter values. One can
see that the three policies perform very close to each other for all systems, and there is
no policy that performs uniformly best. The performance decreases with load (the load
increases for larger M and lower µ). We also observe that the performance of all three
policies drops with the increase of t∗ for a given density d, especially dramatic for lower d
and lower load. Increasing the time limit t∗ for a fixed density d results in the maps with
larger distances compared to the average repair time.
As the difference in performance between the first three policies is negligible, we
then compare the simplest policy DP1 against the policies DP4 and DP5 in a separate
experiment. Again, the three policies DP1, DP4 and DP5 are used in a simulation run on
10 randomly generated maps for each combination of parameter values. The obtained
simulation results can be found in Table 3. For most of the systems both policies with
waiting outperform (or at least perform equal to) the traditional closest-first policy. The
maximum relative improvement is over 50%. It increases with the decrease in map density
25
M d t∗
µ = 0.2 µ = 0.05
DP1 DP2 DP3 DP1 DP2 DP3
10
0.3
5 0.92 0.92 0.93 0.78 0.79 0.78
20 0.38 0.36 0.37 0.29 0.28 0.28
2
5 0.99 1.00 1.00 0.94 0.95 0.95
20 0.87 0.86 0.86 0.73 0.72 0.73
13
0.3
5 0.98 0.98 0.98 0.92 0.93 0.94
20 0.84 0.82 0.82 0.64 0.60 0.62
2
5 1.00 1.00 1.00 0.99 0.99 0.99
20 0.98 0.98 0.98 0.93 0.94 0.94
Table 2: Fraction of calls answered in time for the policies DP1, DP2 and DP3.
and load, and increase in traveling times (remember that the traveling times increase with
t∗ for a given d). In dense maps it is more likely that the machines are close to each other,
and waiting can be beneficial only if the service times are relatively low compared to
the traveling times. Comparing the performance of policies DP4 and DP5, one can see
that including the remaining repair time leads to an improved performance, although
marginal. Policy DP4, however, is probably more realistic, as it does not assume that the
repair times are known up front.
6.3 Comparison of relocation heuristics
In this section we present simulation results comparing different relocation policies.
The dispatching policy is fixed to the policy DP4 as one of the best performing policies
from Section 6.2.
As mentioned in Section 5.3 above, there are three parameters that define restrictions
for the policy RP5. Those are the maximum relocation distance upon redeployment after
repair is finished, the maximum relocation distance upon dispatching, and the minimum
performance improvement for relocation upon dispatching. To fit these parameters for
the RP5 policy, we simulated the system for the first and the second parameters equal to
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M d t∗
µ = 0.2 µ = 0.05
DP1 DP4 DP5 DP1 DP4 DP5
10
0.3
5 0.92 0.95 0.96 0.79 0.81 0.83
20 0.37 0.83 0.85 0.31 0.54 0.64
2
5 0.99 0.99 0.99 0.94 0.95 0.95
20 0.86 0.97 0.97 0.72 0.79 0.88
13
0.3
5 0.98 0.98 0.98 0.92 0.93 0.92
20 0.77 0.92 0.94 0.67 0.79 0.84
2
5 1.00 0.99 0.99 0.99 0.98 0.99
20 0.98 0.95 0.98 0.94 0.93 0.96
Table 3: Fraction of calls answered in time for the policies DP1, DP4 and DP5.
0.5t∗, t∗, 2t∗ and 100t∗, and the third parameter equal to 0, 1, 5 and 100. The best result
for each type of the system was chosen and used as an input for the policy RP5.
The relocation policies are compared using simulation. We set K = 20, R = 10 and
λ = 0.01. This time we also fix the number of service engineers equal to M = 13. For
each type of the system we generate 10 random maps, run simulation for each of the
maps, and measure the fraction of calls responded to within the time limit for each of
the five policies. The results can be found in Table 4. One can see that compliance tables
(RP2 and RP3) demonstrate poor performance for most systems. The only type of the
systems for which RP2 and RP3 perform better than the static policy RP1 is those with
high density and repair times much larger than t∗. The reason is that both MCRP and
MEXCRP algorithms ignore the distances, so when the distances are large, those policies
lead to inefficient relocations and poor performance.
Policy RP4 outperforms compliance tables for all systems because it uses more in-
formation about the state of the system to make relocation decisions. However, it also
ignores the distances, so for maps with large distances and small density we observe that
it performs worse than the static policy. Finally, policy RP5 leads to good results for all of
the systems. The fraction of calls answered in time stays above 80%, even for the systems
27
d t∗
µ = 0.2 µ = 0.05
RP1 RP2 RP3 RP4 RP5 RP1 RP2 RP3 RP4 RP5
0.3
5 0.93 0.69 0.71 0.89 0.98 0.76 0.70 0.70 0.85 0.95
20 0.77 0.43 0.43 0.48 0.92 0.52 0.25 0.25 0.43 0.82
2
5 0.97 0.87 0.89 0.99 0.99 0.87 0.92 0.96 0.98 0.99
20 0.92 0.74 0.79 0.79 0.97 0.64 0.49 0.55 0.75 0.96
Table 4: Fraction of calls answered in time for the policies RP1-RP5 combined with DP4.
with high load, where all other policies result in less than 60% of calls answered in time.
The difference in performance between RP5 and RP4 shows the importance of relocation
restrictions and accurate tuning of the parameters of these restrictions.
6.4 Optimal policy performance
In this section, we benchmark the best performing heuristic against the optimal policy.
Heuristic policy is combined of the dispatching policy DP4 and the relocation policy
RP5 (i.e., minimal response time + DMEXCLP). To obtain the optimal policy, we use
the discrete-time model described in Appendix A. Due to computational complexity of
finding the optimal policy, we do this only for one small system depicted on Figure 3.
There are two base stations, two service engineers, and four machines. The failure rate is
λ = 0.01 and the repair rate is 1. The time limit is set to t∗ = 3.
We use policy iteration to derive the optimal policy. Then we run 10 iterations of
simulation under the optimal policy and under the heuristic. The obtained average
fraction of calls answered in time is 0.87 for the optimal policy and 0.82 under the
DP4+RP5 heuristic policy, which is 5.7% less than the optimal performance. We see that
the heuristic performs close to the optimal at least for this instance. Unlike the optimal
policy, however, it can be easily derived for real-life systems with significantly larger state
spaces.
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Figure 3: Sample map with two base stations (RB) and four machines (DN).
7 Conclusion
In this paper, we studied the problem of real-time management of service engineers.
We drew inspiration from the vast research in EMS domain to develop a number of
scalable heuristics that lead to a low number of late arrivals to the emergency calls. We
compared the performance of multiple heuristics, examining if there is any that works well
irrespective of the network structure. We conducted extensive computational experiments
where a range of dispatching and relocation policies were compared against each other
for various types of systems. One of the best combined policies was then tested in a
simulation against the optimal policy showing close to the optimal performance.
The dispatching policies were compared with the relocation policy fixed to a static
one, where idle service engineers reside at preassigned base stations. Five dispatching
policies were compared in a simulation for systems with different parameters. Parameter
defining the system include the number of service engineers, the repair rate, the time
limit and the map density. The policy that assigns the service engineers with the smallest
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response time outperformed other policies for most of the systems we considered. We
showed that it may be beneficial not to dispatch an idle service engineer immediately
upon a break down of a machine, but wait for another service engineer to finish repair.
We also demonstrated that accurate estimation of repair time can lead to improvement in
performance, although only for the systems with high load.
The performance of five relocation policies was measured with the fixed dispatching
policy that always chooses the service engineer with the minimal response time. For most
of the systems, compliance tables performed worse than the closest-first policy, except for
those where the distances are small compared to the average repair time. The numerical
results favor the DMEXCLP relocation policy. However, its performance depends on the
choice of the restriction parameters, such as the maximum distance of relocation and the
minimum improvement in the expected covered demand. Without these restrictions it
performs worse than the closest-first policy for systems with large distances. However,
when the restriction parameters are carefully chosen, it outperforms other policies by up
to 60% in fraction of calls answered in time.
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A Discrete-time Model
In this section, we construct a discrete-time approximation of the original process
formulated in Section 3. To that end, we discretize time and the service region. The
service region is approximated by the one where all distances are rounded to the integer
numbers. Recall that for the continuous time model, we look at the state of the process at
each moment an event happens. In the discrete-time model we look at the state of the
process at each time point, where several events can happen between subsequent time
points. The resulting process has a finite state space that allows us to perform the policy
iteration algorithm. In practice, the length of the time unit is an important decision to
make. Small duration of the time unit provides good approximation of the real process,
however it may also lead to a large state space that is computationally intractable.
We then define the state space based on the continues-time model, making sure it is
finite. For the continuous-time process the state is described by a tuple s = (t, e,m, κ),
where t is the time, e is the event, m is the state of the service engineers and κ is the state
of the machines. For the discrete-time process, we look at the state of the process at each
time unit. So the time in state sn is deterministic t(sn) = tn = n, and the optimal action
in state s should not depend on time t(s). We then omit the time component of state in
the discrete-time version of the process. The vector m contains the pairs of destinations
and distances to those destinations for each service engineer. For the discrete-time model,
however, distances take only integer values, so there is only a finite number of possible
locations of service engineers. Vector κ contains the state of each of the machines: the
waiting time if the machine is broken, 0 if it is working, and −1 if it is in repair. To have a
finite number of possible states for each machine, the waiting time is bounded by the time
limit t∗. If the waiting time of a broken machine k reaches t∗, its state remains unchanged
(κk = t∗) until repair starts.
In the discrete-time process more than one event can happen during the transition
from state sn to state sn+1 (for example, two machines may break down). Hence, we define
the event e as a triplet of sets e = (K1,K2,Ma), where K1 is the set of machines that got
broken during the last time unit, K2 is the set of machines that got repaired during the
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last time unit, and Ma is the set of service engineers that arrived to their destinations
during the last time unit. It is possible that no events happened during the transition, and
all three sets are empty.
A.1 State transitions
To determine transition probabilities, we basically need to derive the probability of
a certain event e = (K1,K2,Ma) happening in a given state s. This probability depends
only on the first two components, as the last componentMa is deterministic and depends
only on the previous state of the system. The probability that a working machine will
break down during one time unit is p = 1− e−λ, and the probability that a repair in
progress will end during one time unit is q = 1− e−µ. Denote by W(s) the number of all
working machines in state s, and by H(s) the number of machines in repair. Then the
probability of event e = (K1,K2,Ma) happening in state s is equal to
P(s, e) = P(s,K1,K2) = p|K1|(1− p)W(s)−|K1|q|K2|(1− q)H(s)−|K2|.
The next state sn+1 of the process depends only on the current state sn of the process,
the action an taken, and the random components of the event (K1 and K2):
sn+1 = Φ (sn, an,K1,K2) .
A.2 Action space
Let F (s) = {m ∈ 1, . . . , M | lm(s) ∈ R} denote the set of all idle service engineers,
and Q(s) the set of all machines in the queue in state s. Note that the set F (s) includes
the setMa, and the set Q(s) includes the set K1. An action a in state s consists of three
binary matrices X , Y and Z. Matrix X describes the dispatching decision for all machines
in the set Q(s). Let Xmk = 1 if service engineer m is dispatched to machine k, and Xmk = 0
otherwise. Matrix Y describes the redeployment decision for the service engineers that
finished repairing machines in the set K2. Let Yml = 1 if service engineers m is redeployed
to location l, and Yml = 0 otherwise. Matrix Z describes the relocation decision. Let
Zmr = 1 if service engineer m is relocated to base station r, and Zmr = 0 otherwise. The
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action space in state s is given by
A(s) =
{
(X ,Y, Z) | ∑
m∈F (s)
Xmk + ∑
m∈M:lm(s)∈K2
Ymk ≤ 1 ∀k ∈ Q(s);
∑
l∈Q(s)∪R
Yml = 1 ∀m ∈ M : lm(s) ∈ K2;
∑
m∈F (s),
r∈R
Zmr ≤ 1; ∑
m∈F (s),
r∈R,
k∈Q(s)
XmkZmr = 0;
I(∑ m∈F (s),k∈K1 Xmk = 0)I(K2 = ∅) ∑
m∈F (s),
r∈R
Zmr = 0
}
, (21)
where the constraints ensure that not more than one service engineer is dispatched to
each broken machine, each service engineer that finished a job is redeployed to exactly
one location, at most one relocation is made and the relocated service engineer differs
from the dispatched ones, relocation is done only if at least one service engineer was
dispatched to one of the newly broken machines or at least one service engineer finished
a repair.
A.3 Costs
We apply the following cost structure. If a call arrives from machine k and a service
engineer does not reach this machine within the time limit t∗, a cost 1 is incurred.
Moreover, a small cost 0 < e  1 is incurred per time unit of waiting for service over
t∗. This second penalty is used to ensure dispatching is done by the optimal policy. Our
goal is to find actions that minimize the long-run discounted penalty. All travel costs and
other operational costs are ignored, but could be readily added to the model.
Denote by c(sn, an, sn+1) the costs incurred during the transition period from state
sn to state sn+1 when action an is taken. The first component is a unit penalty for each
machine who’s waiting time exceeds t∗ during transition. The extra costs are incurred for
the total waiting time over t∗. Then in total
c(sn, an, sn+1) = | {k ∈ K | κk(sn) < t∗ and κk(sn+1) = t∗} |+ e| {k ∈ K | κk(sn) = t∗} |.
It is important to note that our goal is to maximize the fraction of calls answered in time.
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The penalty e is introduced only to prevent the situation of leaving some machines broken
forever, which would otherwise be optimal. So e is set to be small. In the computational
experiments, we set e = 0.001, so it does not affect the optimal policy.
A.4 Optimality equations
Consider a discounted version of the process {sn, n = 0, 1, . . . } with discount factor
γ [19]. Denote by Vpi(s) the expected total discounted costs under policy pi when starting
in state s:
Vpi(s) = E
[
∞
∑
n=0
γnc(sn,pi(sn), sn+1) | s0 = s
]
.
If policy pi∗ is the optimal policy, then Vpi∗(s) satisfies the Bellman optimality equation:
Vpi∗(s) = min
a∈A(s)
{
Ea
[
c(s, a, s′) + γVpi∗(s′)
]}
, ∀s ∈ S,
where s′ = Φ (s,pi(s),ω(s, a)) is the next state of the process when action a is taken in
state s, and
pi∗(s) = argmin
a∈A(s)
{
Ea
[
c(s, a, s′) + γVpi(s′)
]}
, ∀s ∈ S.
Due to the curse of dimensionality, finding the optimal policy pi∗ is computationally
intractable for realistic-sized systems. Hence in Sections 4 and 5 we focus on various
scalable heuristic approaches to the above problem.
The state of the discrete-time process is represented by a triplet s = (e,m, κ). As the
set of possible states of service engineers and machines, and the set of possible events are
all finite, the state space of the process is finite. As the transitions and the costs depend
only on the current state and the random component, the resulting process is a finite-state
Markov decision process.
B Expected covered demand approximation
In this section we derive an approximation of the expected covered demand, where we
follow the procedure introduced by Larson [13, 14], and apply it to the model described
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in Section 3. Given the locations of the service engineers, the expected covered demand
estimates the long-term fraction of calls that will be answered in time. We use this metric
for several dispatching and relocation policies (see Sections 4 and 5).
First, we consider the process C = {Cn, n = 1, 2, . . . }, that approximates the number
of broken machines in the nth state of the original process sn, n = 1, 2, . . . , where
Cn = | {k ∈ K | κk(sn) 6= 0 or e = "machine k breaks down"} |. We compute the steady-
state distribution of this process.
The time till breakdown of a machine is exponentially distributed with rate λ. The
time a machine stays broken is also exponentially distributed with rate µˆ. This time
includes the traveling time of a service engineers and the duration of the repair. If all
service engineers are busy, and the machine is put in the queue first, then the waiting
time in the queue is not included.
The process C is a Markov process. The state space of the process is {0, 1, . . . , K} (see
Figure 4), so it is a finite-state process. There are two possible transitions from a state Cn
with k broken machines:
• The event in state sn+1 is of type "a machine breaks down". Then Cn+1 = k + 1. The
rate of this transition is equal to λ(K− k). (This transition is not possible if k = K.)
• The event in state sn+1 is of type "a repair ends". Then Cn+1 = k− 1. The rate of this
transition µˆ · # machines in repair = µˆ ·min{k, M}. (This transition is not possible
if k = 0.)
Let P(k) denote the stationary probability of being in state k. Then the balance
Figure 4: State diagram of the discrete-time process C.
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equations for Cn can be formulated as follows:
λKP(0) = µˆP(1),
(λ(K− k) + µˆk) P(k) = λ(K− k + 1)P(k− 1) + µˆ(k + 1)P(k + 1), k = 2, . . . , M− 1,
(λ(K− k) + µˆM) P(k) = λ(K− k + 1)P(k− 1) + µˆMP(k + 1), k = M, . . . , K− 1,
µˆMP(K) = λP(K− 1).
One can check that
P(k) =
(
K
k)
(
λ
µˆ
)k
P(0), k = 0, . . . , M− 1,
k!
M!Mk−M (
K
k)
(
λ
µˆ
)k
P(0), k = M, . . . , K
(22)
is the solution of the balance equations. Adding the normalization equation ∑Kk=0 P(k) = 1
to the system we get
P(0) =
[
M−1
∑
k=0
(
K
k
)(
λ
µˆ
)k
+
K
∑
k=M
k!
M!Mk−M
(
K
k
)(
λ
µˆ
)k]−1
. (23)
Using these formulas one can calculate P(k) for k = 0, 1, . . . , K.
Now, let Sm be the event of having m busy service engineers, then
P(Sm) =

P(m), m = 1, . . . , M− 1,
∑Kk=M P(k), m = M.
(24)
We consider a system where relocation is not allowed. It means that each service
engineer is assigned to a base station, and returns to that base station after each repair.
Suppose that the system is in state s where all service engineers are at their base stations.
Assume that the dispatching policy is fixed per machine, such that if machine k breaks
down, we first send the service engineer m(k)1 . Then, if that service engineer is busy, m
(k)
2 is
dispatched, and so on. Assume also that first we try to send the service engineers that can
reach the machine within the time limit, and, if all of them are busy, the service engineers
that cannot arrive on time. An example of such dispatching policy is the closest-first
policy that always dispatches the closest service engineer.
Let us compute the probability that service engineer m(k)i is dispatched to machine k,
meaning that all service engineers m(k)1 , . . . , m
(k)
i−1 are busy. If Bi is the event that service
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engineer m(k)i is busy, Fi is the event that service engineer m
(k)
i is idle, and Sm is the event
that there are m busy service engineers in the system, then
P (B1 . . . Bi−1Fi) =
M
∑
m=i
P (B1 . . . Bi−1Fi| Sm)P(Sm)
=
M
∑
m=i
P(Sm)P (Fi| SmB1 . . . Bi−1)P (Bi−1| SmB1 . . . Bi−2) . . .P (B1|Sm) . (25)
The probabilities P(Sm) can be computed using equations (24). Other terms can
be approximated by assuming that all service engineers have the same load and are
independent of each other. Under these assumptions we get
P (B1|Sm) = mM
P (B2|SmB1) = m− 1M− 1
...
P (Fi| SmB1 . . . Bi−1) = 1− m− i + 1M− i + 1 =
M−m
M− i + 1.
(26)
Finally, we can approximate
P (B1 . . . Bi−1Fi) =
M
∑
m=i−1
P(Sm)P (Fi| SmB1 . . . Bi−1)P (Bi−1| SmB1 . . . Bi−2) . . .P (B1|Sm)
≈
M
∑
m=i−1
P(Sm) · M−mM− i + 1 · · · · ·
m
M
=
M
∑
m=i−1
(M−m)P(Sm) · m!(M− i)!
(m− i + 1)!M! . (27)
Let us denote
Pi =
M
∑
m=i−1
(M−m)P(Sm) · m!(M− i)!
(m− i + 1)!M! , i = 1, . . . , M. (28)
Let the binary variable zki equal 1 if the ith closest service engineer to machine k can
reach it in time. The probability that a call from machine k will be answered in time is
∑Mi=1 Pizki, and the expected covered demand can be approximated by
1
K
K
∑
k=1
M
∑
i=1
Pizki. (29)
Note that for a given system all parameters needed to calculate expression (29) are
known, except for the parameter µˆ. This parameter is hard to calculate in practice as it
depends on the policy. For computational study, we first assume µˆ = 1/(t∗ + 1/µ) and
then run several iterations of simulation to find a better approximation for µˆ.
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C Optimal allocation of service engineers
In this section we formulate an integer linear programming problem that finds the
optimal allocation of the service engineers to the base stations maximizing the expected
covered demand.
Let the decision variables xr, r = 1, . . . , R, represent the number of service engineers
at base station r, and zki indicate if service engineer m
(k)
i can reach machine k in time. The
objective function is the expected covered demand that we approximate with (29).
The total number of service engineers is M, so ∑Rr=1 xr = M. The variables zki,
k = 1, . . . , K, i = 1, . . . , M, and the variables xr, r = 1, . . . , R, are connected by the
equation ∑Mi=1 zki = ∑r∈Nk xr, k = 1, . . . , K, where Nk is the set of all bases from which
machine k can be reached in time. The problem can be formulated as follows:
max
K
∑
k=1
M
∑
i=1
Pizki
s.t.
M
∑
i=1
zki ≤ ∑
r∈Nk
xr, k = 1, . . . , K,
R
∑
r=1
xr ≤ M,
xr = 0, 1, 2, . . . r = 1, . . . R,
zki ∈ {0, 1} k = 1, . . . , K, r = 1, . . . , R,
(30)
where constraints are relaxed with inequalities. The total number of decision variables is
R + KM and the total number of constraints equals K + 1.
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D Extended Computational Results
M d t∗
µ = 0.2 µ = 0.1 µ = 0.05 µ = 0.02
DP1 DP2 DP3 DP1 DP2 DP3 DP1 DP2 DP3 DP1 DP2 DP3
10
0.3
5 0.92 0.92 0.93 0.88 0.88 0.89 0.78 0.79 0.78 0.44 0.44 0.42
10 0.81 0.79 0.79 0.76 0.73 0.74 0.60 0.57 0.57 0.33 0.33 0.31
20 0.38 0.36 0.37 0.32 0.32 0.32 0.29 0.28 0.28 0.25 0.25 0.24
50 0.23 0.24 0.24 0.26 0.26 0.26 0.22 0.23 0.23 0.22 0.22 0.21
1
5 0.96 0.97 0.97 0.94 0.95 0.95 0.89 0.90 0.89 0.61 0.62 0.60
10 0.91 0.92 0.91 0.86 0.87 0.87 0.76 0.76 0.76 0.44 0.45 0.42
20 0.59 0.56 0.57 0.54 0.54 0.53 0.45 0.45 0.45 0.29 0.30 0.29
50 0.34 0.34 0.35 0.34 0.34 0.34 0.37 0.37 0.37 0.28 0.29 0.28
2
5 0.99 1.00 1.00 0.98 0.98 0.98 0.94 0.95 0.95 0.75 0.75 0.73
10 0.97 0.97 0.98 0.95 0.95 0.96 0.90 0.90 0.90 0.62 0.63 0.61
20 0.87 0.86 0.86 0.81 0.82 0.81 0.73 0.72 0.73 0.47 0.47 0.46
50 0.53 0.52 0.52 0.49 0.49 0.50 0.50 0.50 0.50 0.45 0.45 0.44
13
0.3
5 0.98 0.98 0.98 0.96 0.97 0.97 0.92 0.93 0.94 0.80 0.81 0.79
10 0.94 0.94 0.95 0.92 0.93 0.93 0.88 0.89 0.89 0.68 0.68 0.67
20 0.84 0.82 0.82 0.73 0.68 0.69 0.64 0.60 0.62 0.44 0.43 0.42
50 0.32 0.33 0.33 0.32 0.32 0.32 0.29 0.30 0.30 0.28 0.29 0.28
1
5 0.99 1.00 1.00 0.98 0.99 0.99 0.97 0.97 0.97 0.86 0.88 0.87
10 0.98 0.98 0.99 0.96 0.96 0.97 0.94 0.95 0.95 0.80 0.82 0.80
20 0.90 0.89 0.91 0.91 0.91 0.91 0.84 0.83 0.83 0.62 0.61 0.60
50 0.44 0.45 0.45 0.43 0.43 0.43 0.44 0.45 0.45 0.40 0.40 0.40
2
5 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.93 0.94 0.94
10 1.00 1.00 1.00 0.99 0.99 0.99 0.98 0.98 0.98 0.90 0.91 0.91
20 0.98 0.98 0.98 0.96 0.96 0.97 0.93 0.94 0.94 0.81 0.79 0.79
50 0.65 0.63 0.63 0.60 0.60 0.60 0.58 0.56 0.56 0.58 0.58 0.58
16
0.3
5 0.99 0.99 0.99 0.99 0.99 0.99 0.97 0.98 0.98 0.93 0.94 0.94
10 0.98 0.99 0.99 0.96 0.97 0.97 0.95 0.96 0.96 0.90 0.91 0.91
20 0.94 0.95 0.96 0.92 0.92 0.93 0.91 0.90 0.91 0.81 0.81 0.80
50 0.51 0.51 0.51 0.52 0.50 0.53 0.48 0.46 0.48 0.41 0.41 0.41
1
5 1.00 1.00 1.00 0.99 1.00 1.00 0.99 0.99 1.00 0.96 0.97 0.97
10 0.99 0.99 0.99 0.99 0.99 0.99 0.98 0.98 0.98 0.94 0.95 0.95
20 0.97 0.98 0.98 0.97 0.97 0.97 0.95 0.96 0.97 0.89 0.90 0.90
50 0.68 0.67 0.68 0.63 0.61 0.63 0.61 0.60 0.60 0.53 0.53 0.53
2
5 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 0.98 0.99 0.99
10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.98 0.99
20 0.99 0.99 1.00 0.99 0.99 1.00 0.98 0.98 0.99 0.96 0.96 0.97
50 0.90 0.89 0.90 0.88 0.86 0.87 0.82 0.80 0.80 0.78 0.77 0.75
Table 5: Fraction of calls answered in time for policies DP1, DP2 and DP3 (K = 20, R = 12, λ = 0.01).
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M d t∗
µ = 0.2 µ = 0.1 µ = 0.05 µ = 0.02
DP1 DP4 DP5 DP1 DP4 DP5 DP1 DP4 DP5 DP1 DP4 DP5
10
0.3
5 0.92 0.95 0.96 0.88 0.90 0.92 0.79 0.81 0.83 0.48 0.49 0.48
10 0.80 0.91 0.90 0.74 0.85 0.87 0.61 0.73 0.77 0.31 0.41 0.42
20 0.37 0.83 0.85 0.33 0.80 0.78 0.31 0.54 0.64 0.21 0.23 0.31
50 0.24 0.64 0.54 0.23 0.52 0.52 0.22 0.43 0.41 0.21 0.22 0.21
1
5 0.97 0.97 0.98 0.94 0.94 0.96 0.86 0.87 0.88 0.63 0.59 0.59
10 0.92 0.96 0.97 0.88 0.90 0.92 0.74 0.81 0.83 0.48 0.50 0.55
20 0.60 0.93 0.91 0.59 0.83 0.86 0.44 0.63 0.78 0.31 0.30 0.43
50 0.35 0.76 0.77 0.32 0.71 0.70 0.33 0.57 0.60 0.30 0.28 0.30
2
5 0.99 0.99 0.99 0.98 0.98 0.99 0.94 0.95 0.95 0.72 0.73 0.73
10 0.97 0.98 0.98 0.94 0.96 0.97 0.89 0.91 0.92 0.65 0.64 0.66
20 0.86 0.97 0.97 0.83 0.94 0.94 0.72 0.79 0.88 0.49 0.53 0.63
50 0.54 0.88 0.87 0.50 0.84 0.87 0.45 0.71 0.72 0.43 0.34 0.43
13
0.3
5 0.98 0.98 0.98 0.96 0.95 0.97 0.92 0.93 0.92 0.79 0.79 0.79
10 0.94 0.97 0.97 0.93 0.94 0.94 0.88 0.90 0.91 0.69 0.73 0.73
20 0.77 0.92 0.94 0.78 0.90 0.91 0.67 0.79 0.84 0.43 0.56 0.69
50 0.31 0.83 0.77 0.31 0.77 0.77 0.30 0.69 0.70 0.28 0.41 0.56
1
5 0.99 0.99 0.99 0.98 0.99 0.99 0.95 0.96 0.97 0.86 0.86 0.86
10 0.97 0.99 0.98 0.97 0.96 0.97 0.94 0.93 0.95 0.81 0.78 0.81
20 0.91 0.96 0.96 0.88 0.95 0.96 0.80 0.89 0.92 0.62 0.67 0.80
50 0.44 0.89 0.90 0.42 0.83 0.84 0.42 0.79 0.81 0.40 0.47 0.66
2
5 1.00 0.99 0.99 0.98 0.99 0.99 0.99 0.98 0.99 0.94 0.87 0.90
10 0.99 0.98 0.99 0.99 0.98 0.99 0.97 0.96 0.97 0.91 0.85 0.91
20 0.98 0.95 0.98 0.97 0.95 0.98 0.94 0.93 0.96 0.82 0.83 0.90
50 0.64 0.93 0.91 0.64 0.93 0.91 0.58 0.90 0.93 0.53 0.61 0.82
16
0.3
5 0.99 0.99 0.99 0.98 0.98 0.99 0.97 0.98 0.97 0.94 0.92 0.91
10 0.98 0.98 0.99 0.97 0.97 0.98 0.96 0.95 0.96 0.90 0.90 0.90
20 0.94 0.97 0.97 0.92 0.94 0.96 0.90 0.93 0.95 0.81 0.81 0.89
50 0.52 0.90 0.88 0.47 0.89 0.89 0.48 0.83 0.85 0.40 0.64 0.79
1
5 1.00 1.00 1.00 0.99 0.99 0.99 0.98 0.99 0.99 0.96 0.94 0.94
10 0.98 0.99 0.99 0.99 0.98 0.99 0.98 0.98 0.98 0.94 0.93 0.90
20 0.98 0.98 0.98 0.97 0.96 0.97 0.94 0.94 0.97 0.89 0.87 0.91
50 0.70 0.94 0.93 0.65 0.92 0.91 0.59 0.89 0.91 0.56 0.76 0.84
2
5 1.00 1.00 0.99 0.99 0.99 0.99 1.00 0.98 0.98 0.98 0.97 0.95
10 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.98 0.98 0.97 0.93 0.94
20 0.99 0.98 0.98 0.99 0.96 0.99 0.99 0.95 0.97 0.95 0.90 0.94
50 0.90 0.96 0.96 0.86 0.96 0.96 0.86 0.92 0.94 0.77 0.83 0.93
Table 6: Fraction of calls answered in time for policies DP1, DP4 and DP5 (K = 20, R = 12, λ = 0.01).
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µ t∗ d RP1 RP2 RP3 RP4 RP5
0.2
5
0.3 0.93 0.69 0.71 0.89 0.98
1 0.94 0.79 0.81 0.95 0.99
2 0.97 0.87 0.89 0.99 0.99
10
0.3 0.86 0.58 0.57 0.72 0.95
1 0.91 0.74 0.75 0.85 0.97
2 0.94 0.82 0.87 0.94 0.99
20
0.3 0.77 0.43 0.43 0.48 0.92
1 0.83 0.61 0.62 0.64 0.96
2 0.92 0.74 0.79 0.79 0.97
0.1
5
0.3 0.86 0.70 0.73 0.91 0.96
1 0.87 0.84 0.85 0.96 0.98
2 0.94 0.92 0.95 0.98 0.99
10
0.3 0.83 0.57 0.56 0.69 0.94
1 0.84 0.74 0.74 0.81 0.96
2 0.88 0.81 0.85 0.94 0.99
20
0.3 0.70 0.32 0.31 0.47 0.91
1 0.75 0.58 0.58 0.60 0.95
2 0.83 0.69 0.73 0.75 0.97
0.05
5
0.3 0.76 0.70 0.70 0.85 0.95
1 0.80 0.83 0.86 0.95 0.97
2 0.87 0.92 0.96 0.98 0.99
10
0.3 0.66 0.46 0.47 0.68 0.91
1 0.71 0.64 0.64 0.81 0.95
2 0.77 0.82 0.86 0.93 0.98
20
0.3 0.52 0.25 0.25 0.43 0.82
1 0.56 0.37 0.38 0.58 0.91
2 0.64 0.49 0.55 0.75 0.96
Table 7: Fraction of calls answered in time for policies RP1-RP5 (K = 20, R = 10, M = 13, λ = 0.01).
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