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Preface
Optical coherence tomography (OCT) is a low-coherence interferometer-based
non-invasive non-contact imaging modality that can provide high-resolution
subsurface 3D imaging of biological tissues as well as various materials and
microstructures. Since its introduction in the early 1990s, OCT has attracted
significant attention in research, development, and applications.
There are several OCT system configurations, including time domain OCT, spectral
domain OCT, swept source OCT, and full-field OCT. In OCT technology develop-
ment, there are various reports on scan depth control, axial imaging resolution,
lateral imaging resolution, polarization sensitivity and effects, scan imaging tech-
niques, and handheld and other packaging techniques. There are many published
papers on its interferometry theory, imaging dynamic range enhancement, and
resolution improvements.
The majority of OCT imaging applications have so far been found in medical/
biomedical areas. There are several published books related to OCT technologies
and medical/biomedical imaging applications. In recent years, OCT has received
more and more attention in non-medical applications, including, for example,
inspection of polymer films and fibers, fingerprint acquisition, surface and coating
evaluations, evaluation of materials and paintings, 3D imaging of microstructures,
and evaluation of fastener flushness. In this book we present some recent
advancements in OCT technology and non-medical applications.
Michael R. Wang, PhD
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Dynamic Range Enhancement in 
Swept-Source Optical Coherence 
Tomography
Jun Zhang, Xinyu Li and Shanshan Liang
Abstract
The imaging penetration depth of an optical coherence tomography (OCT) 
system is limited by the dynamic range of the system. In a common case that signals 
exceed the dynamic range of a Fourier domain OCT (FDOCT) system, saturation 
artifacts degrade the image quality. In this chapter, we demonstrate some new cost-
effective techniques to improve the dynamic range of a swept-source OCT (SSOCT) 
system. For example, one method is based on a dual-channel detection technique 
to enhance the dynamic range by reconstructing the saturated signals due to strong 
reflection of the sample surface. Another method utilizes a tunable high-pass filter 
to compensate the attenuation of light signal in deep tissue. It was demonstrated 
that these techniques can improve the dynamic range of an SSOCT system by more 
than 10 dB with a low bit-depth analog-to-digital converter.
Keywords: saturation artifacts, dynamic range, dual-channel detection,  
attenuation compensation, endoscopic OCT, contrast
1. Introduction
As a noninvasive, high-resolution tomographic technique providing cross-
sectional and three-dimensional imaging of biological tissue in micrometer scale, 
optical coherence tomography (OCT) has been widely used in many clinical 
applications including ophthalmology [1], dermatology, interventional cardiology 
imaging, airway imaging [2, 3], etc.
Compared to time domain OCT (TDOCT), Fourier domain OCT (FDOCT) can 
achieve a much higher sensitivity and imaging speed [4]. Using the Fourier domain 
technique based on a high-speed wavelength swept source, swept-source OCT 
(SSOCT) is capable of an A-line rate of up to multi-MHz [5] with a simple fiber-
based setup, which makes SSOCT attractive in clinical applications especially in 
endoscopic imaging of internal organs [6, 7].
In spite of all the advantages of SSOCT, there are still some impediments that 
degrade the image quality especially in in vivo endoscopic studies. One of the chal-
lenges is the saturation effects due to the strong signals from highly reflective areas 
such as surface of internal organs that are commonly lubricated by mucus, catheters 
and guide wires assembled in endoscopic probes, metallic stent struts and micro-
calcifications, etc. Since the incident angle is hard to control in endoscopic OCT 
imaging, the power of the reflected signal light occasionally exceeds the input range 
3
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of the detector or analog-to-digital converter (ADC). Fourier transformation of 
the saturated signal results in a bright line on the tissue surface accompanied with 
a band of artifacts across tissue depth that degrades the image quality and leads to 
complete loss of information in the areas with strong artifacts.
One solution is to increase the input range of the detector or ADC especially 
the latter since the limited bit depth of the ADC is usually the bottleneck of the 
dynamic range of the system. However, a high-performance ADC with a high 
bit depth and high sampling frequency is costly. Huang et al. reported a method 
to correct saturation artifacts by linear interpolation of the signals in adjacent 
A-lines [8]. However, the interpolation-based reconstruction can only be used in 
the correction of sparse saturation artifacts. An adaptive optimization technique 
based on automatic adjustment of the reference power was used to suppress 
saturation effects in spectral-domain OCT (SDOCT) [9] at the cost of signifi-
cantly slowing down the frame rate due to complex design and calculations. Wu 
et al. utilized a multi-exposure spectrum recording method to reduce saturation 
artifacts in SDOCT [10]. However, the compensation effect was limited by the 
inaccurate estimation of the multi-exposure signal levels since the ratio of the lev-
els cannot be precisely calibrated. Therefore, a real-time and accurate technique 
to correct saturation effect suited for SSOCT systems especially in endoscopic 
imaging is still absent.
An alternative design based on a dual-channel detection technique was pre-
sented to suppress the saturation artifacts [11]. The detected signal was split into 
the two channels with the ratio of the signal levels precisely calibrated. The high-
level signal was used to reconstruct OCT images, and the low-level signal was used 
to correct the saturated signal in the case that the high-level signal exceeds the input 
range of the system. This technique allows for a simple and cost-effective suppres-
sion of saturation artifacts in endoscopic SSOCT without the need of decreasing the 
incident power.
Another impediment that degrades the image quality of OCT is that image 
contrast decays drastically with imaging depth due to strong attenuation of light 
in biological tissues [12]. Chang et al. reported a method to compensate OCT 
signal attenuation in depth by adaptively deriving a compensation function for 
each A-scan line [13]. Hojjatoleslami et al. proposed an enhancement algorithm 
for attenuation compensation to improve the image quality in the structures at 
deeper levels [14]. Zhang et al. built a dual-band FDOCT system and developed 
an algorithm to compensate depth-related discrepancy and attenuation [15]. An 
alternative approach of compensating attenuation by performing extraction of 
optical scattering parameters was presented by Anderson et al. [16, 17]. Girard et al. 
developed a series of algorithms that can be applied to compensate light attenuation 
and enhance contrast in both time and spectral-domain OCT images [18]. However, 
these algorithm-based approaches require a prohibitive number of computations 
and are not practical for real-time imaging. Recently, Li et al. combined a tunable 
high-pass filter with a dual-channel ADC to compensate signal decay in deep tissue 
in real time [19]. Since signal frequency represents the depth in SSOCT imaging, 
low-frequency signal in one channel that is filtered out by a high-pass filter and 
then combined with the signal in the other channel can be used to reconstruct a 
high-contrast image in both surface and deep area of the tissue.
2. Correction of saturation effects
The schematic diagram of the SSOCT system for correction of saturation effects 
is shown in Figure 1 [11]. A swept source at 1310 nm with a bandwidth of 87 nm, 
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a sweep frequency of 100 kHz, and an output power of 20 mW were used as the 
light source. The input light was split by a 1 × 2 coupler into the sample and refer-
ence arms, respectively. In the sample arm, a 1.3 mm proximal scanning endoscopic 
probe was employed for three-dimensional imaging. The helical scanning probe was 
driven by a rotary motor with a rotational rate of 50 rounds/seconds and a stepper 
motor translational stage with a pulling-back speed of 1 mm/second, respectively. 
By using a phase-resolved algorithm to computationally compensate the disper-
sion generated by the endoscope optics, the SSOCT system is capable of an axial 
resolution of 8 μm in the tissue and a lateral resolution of 20 μm, respectively. The 
total reference power was set to be 25 μW for optimization of the system sensitiv-
ity. In the detection arm, a balanced detector with the noise level comparable to 
the quantization noise of the ADC was used. In order to compensate saturation 
artifacts, the interference signal was divided into two paths by a broadband power 
divider and then digitized by a 12-bit two-channel ADC. In each channel, 1024 
samples were acquired using the k-clock from the laser source as an external clock 
signal. The splitting ratio of the power divider was accurately calibrated by utilizing 
a high-performance oscilloscope. The signal collected by the high-level channel 
(ChA) was used for OCT imaging. To detect saturation in ChA, a threshold of the 
low-level signal in ChB was set to be equal to the input range divided by the splitting 
ratio of the power divider. Hence, the saturated signal in ChA over the maximum 
input range can be reconstructed with the signal spontaneously detected in ChB. By 
multiplying the splitting ratio with the signal in ChB, the saturated signal due to 
strong reflection was compensated as shown in Figure 2A. The corresponding 
Figure 1. 
Schematic of the SSOCT system for saturation correction: PC, polarization controller; ADC, analog to digital 
converter [11].
Figure 2. 
(A) Interference signals recorded with ChA (blue) and ChB (red). Black line denotes corrected signals in ChA 
after compensation with signals in ChB. (B) Fourier transforms of signals before and after compensation.
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artifact peaks in depth domain after Fourier transformation were significantly 
suppressed (Figure 2B).
To evaluate the system’s capacities of imaging tissues with high reflectivity, a 
section of porcine upper airway tissues was imaged using the saturation-correction 
system. OCT imaging was processed on a graphical processing unit (GPU) featuring 
a multithreaded real-time data acquisition, image processing, and display at the rate 
of 50 frames/second with 2000 A-lines in each frame. As illustrated in Figure 3, the 
structures hidden inside the bright vertical lines were revived through significant 
suppression of saturation artifacts [11].
Construction of 3D data sets from 500 B scan utilized a commercial software 
package. As shown in Figure 4, the artifacts were removed with this technique 
resulting in a clean 3D reconstruction of endoscopic OCT imaging.
3. Compensation of signal attenuation
Figure 5 illustrates the averaged intensity of 1000 A-lines in SSOCT imaging 
of the human skin showing that signal frequency represents depth in the sample. 
Hence, attenuated signals in high frequency can be compensated in frequency 
Figure 4. 
3D endoscopic OCT images of porcine airway before (A) and after (B) correction.
Figure 3. 
OCT images of porcine airway before (A) and after (B) correction [11].
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domain by using a tunable high-pass filter to filter out the low-frequency signal. 
Figure 6 shows the frequency response of the high-pass filter with a cutoff fre-
quency set to be 13 MHz.
Figure 7 shows the SSOCT system for attenuation compensation [19]. A swept 
source with a center wavelength of 1310 nm, a bandwidth of 108 nm, a sweep 
frequency of 50 kHz, and an output power of 20 mW were used as the light source. 
The light was split into the sample arm and the reference arm by a 90:10 coupler. 
The light back-scattered/back-reflected from the reference mirror and sample arm 
was redirected by two circulators and detected by a balanced detector. The detected 
signal was divided into two channels of an ADC by a directional coupler with the 
ratio of 1:5. A high-pass filter was utilized to remove the low-frequency component 
from the higher-level signal in ChB so that the signal intensity in ChB is close to that 
in ChA. Since the higher-frequency signals experience stronger attenuation, signals 
in ChB and ChA can be used to reconstruct structure in deep tissue and surface, 
respectively. The signals in two channels were combined in real time after being 
digitized by the ADC.
The human finger was imaged to test the capability of the system to improve the 
image contrast. As illustrated in Figure 8, OCT image after compensation shows an 
obvious enhancement of contrast in deep area.
Figure 5. 
Averaged intensity of 1000 A-lines in human skin imaging.
Figure 6. 
Frequency response of the high-pass filter.
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OCT images of porcine airway before (A) and after (B) correction [11].
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domain by using a tunable high-pass filter to filter out the low-frequency signal. 
Figure 6 shows the frequency response of the high-pass filter with a cutoff fre-
quency set to be 13 MHz.
Figure 7 shows the SSOCT system for attenuation compensation [19]. A swept 
source with a center wavelength of 1310 nm, a bandwidth of 108 nm, a sweep 
frequency of 50 kHz, and an output power of 20 mW were used as the light source. 
The light was split into the sample arm and the reference arm by a 90:10 coupler. 
The light back-scattered/back-reflected from the reference mirror and sample arm 
was redirected by two circulators and detected by a balanced detector. The detected 
signal was divided into two channels of an ADC by a directional coupler with the 
ratio of 1:5. A high-pass filter was utilized to remove the low-frequency component 
from the higher-level signal in ChB so that the signal intensity in ChB is close to that 
in ChA. Since the higher-frequency signals experience stronger attenuation, signals 
in ChB and ChA can be used to reconstruct structure in deep tissue and surface, 
respectively. The signals in two channels were combined in real time after being 
digitized by the ADC.
The human finger was imaged to test the capability of the system to improve the 
image contrast. As illustrated in Figure 8, OCT image after compensation shows an 
obvious enhancement of contrast in deep area.
Figure 5. 
Averaged intensity of 1000 A-lines in human skin imaging.
Figure 6. 
Frequency response of the high-pass filter.
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Porcine upper airway imaging shown in Figure 9 demonstrated that this method 
can be used to improve OCT image quality effectively [19].
Figure 8. 
OCT images of the human finger before (A) and after (B) compensation.
Figure 9. 
OCT images of porcine upper airway before (A) and after (B) compensation [19].
Figure 7. 
Schematic of the SSOCT system for attenuation compensation: ADC, analog-to-digital converter.
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4. Conclusions
In clinical applications such as dermatological imaging, the reflectivity of dry 
tissue is less than 10−4. However, in endoscopic imaging applications, the reflec-
tivities of mucous fluid, catheters, and stent struts usually exceed 10−2 or more, 
resulting in saturation artifacts in OCT images. Increasing the number of bits of 
an ADC could reduce saturation effects, however requiring complex and costly 
design. The dual-channel-based saturation-correction approach provides a simple 
and cost-effective method to solve this problem. The results showed this technique 
effectively suppresses saturation artifacts especially in endoscopic OCT imaging.
Due to strong attenuation of light in biological tissues, OCT signal decreased 
dramatically with the penetration depth. The attenuation compensation approach 
combining a tunable high-pass filter with a dual-channel ADC enhances the 
contrast of OCT images in a deeper region effectively. Human finger and porcine 
upper airway imaging demonstrated that high-quality image can be obtained with 
this method.
In conclusion, the dynamic range of an SSOCT system can be improved by 
more than 10 dB with a low bit-depth analog-to-digital converter by using these 
techniques.
© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
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for High Lateral Resolution 3D
Imaging
Kai Shen, Hui Lu, Sarfaraz Baig and Michael R. Wang
Abstract
We report that high lateral resolution and high image quality optical coherence
tomography (OCT) imaging can be achieved by the multi-frame superresolution
technique. With serial sets of slightly lateral shifted low resolution C-scans, our
multi-frame superresolution processing of these special sets at each depth layer can
reconstruct a higher resolution and quality lateral image. Layer by layer repeat
processing yields an overall high lateral resolution and quality 3D image. In theory,
the superresolution with a subsequent deconvolution processing could break the
diffraction limit as well as suppress the background noise. In experiment, about
three times lateral resolution improvement has been verified from 24.8 to 7.81 μm
and from 7.81 to 2.19 μm with the sample arm optics of 0.015 and 0.05 numerical
apertures, respectively, as well as the image quality doubling in dB unit. The
improved lateral resolution for 3D imaging of microstructures has been observed.
We also demonstrated that the improved lateral resolution and image quality could
further help various machine vision algorithms sensitive to resolution and noise. In
combination with our previous work, an ultra-wide field-of-view and high resolu-
tion OCT has been implemented for static non-medical applications. For in vivo 3D
OCT imaging, high quality 3D subsurface live fingerprint images have been
obtained within a short scan time, showing beautiful and clear distribution of
eccrine sweat glands and internal fingerprint layer, overcoming traditional 2D
fingerprint reader and benefiting important biometric security applications.
Keywords: optical coherence tomography, lateral resolution, superresolution,
3D imaging, microstructure, fingerprint identification
1. Introduction
Optical coherence tomography (OCT) [1, 2] is an advanced non-contact 3D
imaging technique, providing subsurface cross-sectional tomographic images. It
offers deeper penetration depth [3] and larger scan area [4] than confocal micro-
scope imaging [5] as well as higher resolution [3] than ultrasonic imaging [6]. It is
thus widely utilized in 3D imaging of eyes [7, 8], skins [9–12], blood vessels [13],
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1. Introduction
Optical coherence tomography (OCT) [1, 2] is an advanced non-contact 3D
imaging technique, providing subsurface cross-sectional tomographic images. It
offers deeper penetration depth [3] and larger scan area [4] than confocal micro-
scope imaging [5] as well as higher resolution [3] than ultrasonic imaging [6]. It is
thus widely utilized in 3D imaging of eyes [7, 8], skins [9–12], blood vessels [13],
cartilages [14], and numerous biomedical applications.
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With non-contact and non-invasive advantages, OCT has significant medical
applications. There is also a huge potential of OCT for many non-biomedical appli-
cations that demands non-destructive testing and evaluations in micron scale reso-
lutions [15]. For example, there is no preparatory steps for OCT sample imaging,
instead of gold coating for SEM imaging; no coupling media as required for ultra-
sound imaging; no special safety precautions like X-ray. Also, the near infrared light
source in OCT usually has no photo reactions with most materials, very safe for
quality testing of damage in silica [16], glass-fiber reinforced polymer samples [17],
strained polymer samples [18], microstructures [19–23], papers [24], oil paintings
[25], film coatings [26], fastener flushness [27], and so on. Besides, the successful
detection of embedded and hidden structures is another potential of OCT for
security applications, such as 3D fingerprint identification defending against
spoofing attack with fake fingerprints [28–31]. However, compared with other
imaging techniques such as microscopy and confocal microscopy, the low lateral
resolution and high speckle noise restrict the OCT becoming a competitive imaging
tool in some non-biomedical areas highly relying on en-face lateral image quality.
OCT imaging has two distinct resolutions namely axial resolution in the depth
direction and lateral resolution in the en-face plane like microscopy. The axial
resolution regards to the coherence length of the light source and thus can be
improved by supercontinuum light [32] or extended broadband superluminescent
diode (SLD) [33]. The lateral resolution is mainly restricted by diffraction limit
[34], lateral sampling rate [35] and background noise [36]. The diffraction limit is
the minimum focused spot size, determined by the numerical aperture (NA) of the
OCT sample arm optics. Although a high NA optics could achieve a smaller focused
beam spot size on the sample, the quick divergence of the beam size out of the focal
plane reduces the depth of focus (DOF) of the OCT system, losing its main advantage
over confocal microscope. HigherNA also limits the lateral field-of-view (FOV) due
to the rapid off-axis degradation of the focusing performance, explained in our
previous work [37, 38]. Therefore, it is crucial to overcome the complex trade-off
among lateral resolution, axial DOF, and lateral FOV in the OCT imaging.
Adaptive optics (AO), an astronomical telescope technique, has been adopted in
OCT systems to correct aberration wave front and thus improves the lateral resolu-
tion [39]. Except the high cost and a very limited FOV (maximum 1  1 mm2)
[40, 41], AO technique in principle is to recover the original lateral resolution of
OCT, which however is blurred by human eyes. Thus, it is not suitable for non-
ophthalmic imaging like skins due to scattering blurring. A virtually structured
detection (VSD) method [42] was reported to improve the lateral resolution by
adding an electro-optic phase modulator (EOPM) in the reference arm. The EOPM
shifts the light phase with multiple of π/2, and then the VSD algorithm fuses four
phase shifted A-scans to one, achieving resolution doubling. It is a time consuming
(taking 40 s for each image frame) technique which is infeasible for in vivo
imaging and 3D imaging. Robinson et al. [43] register four sparse scanned summed
voxel projection (SVP) of retina images to reconstruct a higher density en-face
image in y-axis to improve the resolution and reduce motion errors, while the
quality improvement does not overcome the traditional high density scan images.
Digital image deconvolution processing is a potential technique to break diffraction
limit and improve the resolution [44–47]. The estimation of the ground true lateral
point spread function (PSF) of the system is however very difficult and the actual
PSF may be different in different samples and at different depth layers.
Background noise is another factor degrading the resolution and image quality of
OCT systems. Different from white noise, the structure related speckle noise in
OCT imaging is difficult to be suppressed by the multi-frame averaging [48, 49].
Szkulmowski et al. [36] introduced an interesting averaging algorithm with
14
Optical Coherence Tomography and Its Non-medical Applications
multiple shifted B-scans to remove the speckle noise. However, this approach
introduces new ghost patterns in in vivo imaging, such as multiple ghost fingertip
patterns in the output image, due to averaging multiple B-scans in different posi-
tions. Besides, simple averaging shifted images may penalize the high frequency
signals and degrade the resolution. And the longer B-scan time is impractical for 3D
imaging.
Lateral sampling rate [35] in scan-based OCT imaging is termed the scan matrix
density. According to Nyquist-Shannon sampling theorem, the sampling frequency
should double the sample frequency at least. Although increasing the scan matrix
density could improve the lateral resolution, this method is at the expense of longer
scan time and not suitable for time sensitive applications, such as in vivo imaging of
fingerprint. Besides, high scan density cannot overcome the diffraction limit and
reduce background noises.
In this book chapter, we report an effective multi-frame superresolution tech-
nique to significantly improve the lateral resolution and image quality of OCT
without adoption of extra hardware and higher NA optics. Through adjustment of
galvanometer scanners to introduce slightly shifts among different sparse sampled
C-scans, the superresolution processing is then applied to generate a three times
higher lateral resolution image with suppressed background noise, demonstrated by
imaging a standard resolution target. The remarkable improvement of 3D in vitro
imaging has been observed in a microstructure sample with 2–3 μm scale features.
The image stitching technique helps us to reconstruct an ultrawide FOV and high
lateral resolution 3D image. For in vivo imaging, the image registration method is
used to estimate the unknown random shifts among different C-scans. The subse-
quent superresolution processing demonstrates high quality 3D and subsurface
in vivo images of fingerprint, benefiting various security applications.
2. OCT system and superresolution principle
2.1 SD-OCT and lateral resolution limit
Our spectral domain optical coherence tomography (SD-OCT) (BIOptoscan OS-
186, New Span Opto-Technology) is one kind of the most popular OCT systems in
ophthalmic clinic applications, as schematically shown in Figure 1. It sends a
broadband light from the SLD to a 2 � 2 optical fiber coupler. The SLD has a center
wavelength λo of 860 nm and spectral bandwidth δλ of 100 nm (IPSDW0822–0314,
InPhenix). One split beam is sent to the reference arm that is focused to a mirror
and then reflected back to the fiber coupler. The other split beam in the sample arm
is focused to the measurement sample and laterally scanned by a pair of galvanom-
eter scanner mirror. The scattering signals from different depth layers of the sample
collected by lens are sent back to the fiber coupler to interfere with the return beam
from the reference arm, generating spectral interference patterns that are imaged
by the optical spectrometer for computer signal processing. Each scattering depth
would result in a near sinusoidal interference pattern in the frequency domain. The
final spectral image looks complex due to mixing of all interference patterns with
different periods from all sample depth layers. A fast Fourier transform processing
of the mixed interference pattern in the frequency domain can beautifully retrieve a
series interface layers inside the sample within the depth range of the SD-OCT, set
by the combination of sample arm optics DOF and the spectral resolution of the
optical spectrometer. This above processing yields the A-scan, the depth intensity
profile I zð Þ of one point in the lateral plane. Through galvanometer scanning in the
transverse x axis, we obtain the B-scan x-z intensity image I x, zð Þ. By galvanometer
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security applications, such as 3D fingerprint identification defending against
spoofing attack with fake fingerprints [28–31]. However, compared with other
imaging techniques such as microscopy and confocal microscopy, the low lateral
resolution and high speckle noise restrict the OCT becoming a competitive imaging
tool in some non-biomedical areas highly relying on en-face lateral image quality.
OCT imaging has two distinct resolutions namely axial resolution in the depth
direction and lateral resolution in the en-face plane like microscopy. The axial
resolution regards to the coherence length of the light source and thus can be
improved by supercontinuum light [32] or extended broadband superluminescent
diode (SLD) [33]. The lateral resolution is mainly restricted by diffraction limit
[34], lateral sampling rate [35] and background noise [36]. The diffraction limit is
the minimum focused spot size, determined by the numerical aperture (NA) of the
OCT sample arm optics. Although a high NA optics could achieve a smaller focused
beam spot size on the sample, the quick divergence of the beam size out of the focal
plane reduces the depth of focus (DOF) of the OCT system, losing its main advantage
over confocal microscope. HigherNA also limits the lateral field-of-view (FOV) due
to the rapid off-axis degradation of the focusing performance, explained in our
previous work [37, 38]. Therefore, it is crucial to overcome the complex trade-off
among lateral resolution, axial DOF, and lateral FOV in the OCT imaging.
Adaptive optics (AO), an astronomical telescope technique, has been adopted in
OCT systems to correct aberration wave front and thus improves the lateral resolu-
tion [39]. Except the high cost and a very limited FOV (maximum 1  1 mm2)
[40, 41], AO technique in principle is to recover the original lateral resolution of
OCT, which however is blurred by human eyes. Thus, it is not suitable for non-
ophthalmic imaging like skins due to scattering blurring. A virtually structured
detection (VSD) method [42] was reported to improve the lateral resolution by
adding an electro-optic phase modulator (EOPM) in the reference arm. The EOPM
shifts the light phase with multiple of π/2, and then the VSD algorithm fuses four
phase shifted A-scans to one, achieving resolution doubling. It is a time consuming
(taking 40 s for each image frame) technique which is infeasible for in vivo
imaging and 3D imaging. Robinson et al. [43] register four sparse scanned summed
voxel projection (SVP) of retina images to reconstruct a higher density en-face
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Szkulmowski et al. [36] introduced an interesting averaging algorithm with
14
Optical Coherence Tomography and Its Non-medical Applications
multiple shifted B-scans to remove the speckle noise. However, this approach
introduces new ghost patterns in in vivo imaging, such as multiple ghost fingertip
patterns in the output image, due to averaging multiple B-scans in different posi-
tions. Besides, simple averaging shifted images may penalize the high frequency
signals and degrade the resolution. And the longer B-scan time is impractical for 3D
imaging.
Lateral sampling rate [35] in scan-based OCT imaging is termed the scan matrix
density. According to Nyquist-Shannon sampling theorem, the sampling frequency
should double the sample frequency at least. Although increasing the scan matrix
density could improve the lateral resolution, this method is at the expense of longer
scan time and not suitable for time sensitive applications, such as in vivo imaging of
fingerprint. Besides, high scan density cannot overcome the diffraction limit and
reduce background noises.
In this book chapter, we report an effective multi-frame superresolution tech-
nique to significantly improve the lateral resolution and image quality of OCT
without adoption of extra hardware and higher NA optics. Through adjustment of
galvanometer scanners to introduce slightly shifts among different sparse sampled
C-scans, the superresolution processing is then applied to generate a three times
higher lateral resolution image with suppressed background noise, demonstrated by
imaging a standard resolution target. The remarkable improvement of 3D in vitro
imaging has been observed in a microstructure sample with 2–3 μm scale features.
The image stitching technique helps us to reconstruct an ultrawide FOV and high
lateral resolution 3D image. For in vivo imaging, the image registration method is
used to estimate the unknown random shifts among different C-scans. The subse-
quent superresolution processing demonstrates high quality 3D and subsurface
in vivo images of fingerprint, benefiting various security applications.
2. OCT system and superresolution principle
2.1 SD-OCT and lateral resolution limit
Our spectral domain optical coherence tomography (SD-OCT) (BIOptoscan OS-
186, New Span Opto-Technology) is one kind of the most popular OCT systems in
ophthalmic clinic applications, as schematically shown in Figure 1. It sends a
broadband light from the SLD to a 2 � 2 optical fiber coupler. The SLD has a center
wavelength λo of 860 nm and spectral bandwidth δλ of 100 nm (IPSDW0822–0314,
InPhenix). One split beam is sent to the reference arm that is focused to a mirror
and then reflected back to the fiber coupler. The other split beam in the sample arm
is focused to the measurement sample and laterally scanned by a pair of galvanom-
eter scanner mirror. The scattering signals from different depth layers of the sample
collected by lens are sent back to the fiber coupler to interfere with the return beam
from the reference arm, generating spectral interference patterns that are imaged
by the optical spectrometer for computer signal processing. Each scattering depth
would result in a near sinusoidal interference pattern in the frequency domain. The
final spectral image looks complex due to mixing of all interference patterns with
different periods from all sample depth layers. A fast Fourier transform processing
of the mixed interference pattern in the frequency domain can beautifully retrieve a
series interface layers inside the sample within the depth range of the SD-OCT, set
by the combination of sample arm optics DOF and the spectral resolution of the
optical spectrometer. This above processing yields the A-scan, the depth intensity
profile I zð Þ of one point in the lateral plane. Through galvanometer scanning in the
transverse x axis, we obtain the B-scan x-z intensity image I x, zð Þ. By galvanometer
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scanning in both the transverse x and y axes line by line, we have the C-scan x-y-z
intensity 3D image I x, y, zð Þ.
As discussed earlier, the focused beam spot size at full width half maximum
(FWHM) of the SD-OCT imaging system is mainly limited by the NA of the sample
arm optics [34] as
δx ¼ 0:37 λ0
NA
: (1)
Here, NA is the ratio of the input collimated beam radius to the focal length of
the sample arm lens in the air. The axial DOF is determined by [34].




h i : (2)
Given our collimated beam diameter of �3 mm, the corresponding focusing spot
size and axial depth range are listed in Table 1 for a few common lenses’ focal
lengths. Here, before reaching spectrometer limitation, the axial depth range is set
by the axial DOF.
Figure 1.
Schematic configuration of our SD-OCT system.
Focal length (mm) Beam spot size (μm) Axial depth range (mm) Lateral FOV (μm)
10 2.12 0.086
19 4.03 0.31 500 � 500
30 6.36 0.78 1400 � 1400
100 21.21 8.64*(2.86) 12,000 � 12,000
*Our present optical spectrometer for the SD-OCT supports a maximum depth range of 2.86 mm in the air.
Table 1.
Four different lenses with their calculated beam sizes, as well as axial depth range and lateral FOV.
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Also, the NA of optical system will influence the effective lateral FOV. In theory,
the lateral FOV of the OCT is simply given [50] as:
FOVlateral ¼ 2 � f � tan θmax: (3)
Here, f is the focal length of the sample arm lens and θmax depends on both the
radius of the lens and the acceptable maximum off-axis scanning angle of the
galvanometer scanners.
Typically, the acceptable maximum galvanometer scanning angle θmax could be
quite large. However, due to off-axis focused beam aberration and Petzval field
curvature [38], the FOV is quite limited. The displacement Δx of an image point at








n j f j
(4)
Here, n j and fj are the indices and focal lengths of the m thin lenses forming the
system. This equation implies that the Petzval surface is an unaltered value by
changes in position or shapes of lenses and stops, but inversely proportional to the
focal lengths. Detailed illustration and explanation could refer to our previous work
[38]. Usually the field curvature from high NA lenses would rapidly blur the off-
axis image and degrade the image quality at the edge. We thus need to find a
suitable FOV with an acceptable off-axis image quality reduction for the selected
sample lenses.
In order to quantify the influence of the field curvature to the focusing perfor-
mance, we simulate the off-axis focusing degradation of three common lenses
(Thorlabs, AC254-030-B, AC127-019-B, and AC254-100-B) by ZEMAX software,
with two of them shown in Figure 2. We see that the focal spot size of 30 mm focal
length lens remains almost unchanged when off-axis distance is less than 300 μm.
With off-axis distance larger than 800 μm, the focusing degradation becomes obvi-
ous. At off-axis distance of 1000 μm, the diameter of focal spot size (measured at
FWHM of the peak) is �16% larger than that at the center position. The increased
off-axis focused beam spot size would significantly degrade the OCT lateral resolu-
tion. With 1400 � 1400 μm2 areal scan imaging (700 μm off-axis distance), the
lateral resolution at the image edge is considered acceptable.
For 19 mm focal length lens (Thorlabs, AC127-019-B) simulated in Figure 2(B),
a 500 μm off-axis distance would lead to �39% larger in focal spot size. Thus, the
optimized single C-scan FOV has to be limited to 500 � 500 μm2 area (250 μm off-
axis distance), only one eighth of the 30 mm focal length lens. For 100 mm focal
length lens (AC254–100-B), the image quality is usually acceptable in a
1.2 � 1.2 cm2 [38] (not shown here), but losing lateral resolution due to large spot
size as we discussed above. In practice, unavoidable spherical and coma aberrations
would further degrade the image quality.
Clearly, smaller focused beam spot size would improve the lateral resolution but
at the expense of the DOF and lateral FOV. For example, although a lens with
10 mm focal length would provide the smallest focused spot size of 2.12 μm, its
poorest axial DOF of 0.086 mm makes the SD-OCT incompetent to the confocal
microscopy which maximally provides a depth range of about 0.2 mm [3]. Also, the
ultrashort focal length will restrict the effective lateral FOV to 200 � 200 μm2 due
to rapid off-axis degradation. With a 100 mm focal length lens, the focused beam
spot size is about 21 μm, verified by using a laser beam profiler (BP-5.0, New Span
Opto-Technology). Although this focused beam can offer the long depth range of
2.86 mm set by the spectrometer as well as 1.2 � 1.2 cm2 lateral FOV, its large spot
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axis image and degrade the image quality at the edge. We thus need to find a
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sample lenses.
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axis distance), only one eighth of the 30 mm focal length lens. For 100 mm focal
length lens (AC254–100-B), the image quality is usually acceptable in a
1.2 � 1.2 cm2 [38] (not shown here), but losing lateral resolution due to large spot
size as we discussed above. In practice, unavoidable spherical and coma aberrations
would further degrade the image quality.
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at the expense of the DOF and lateral FOV. For example, although a lens with
10 mm focal length would provide the smallest focused spot size of 2.12 μm, its
poorest axial DOF of 0.086 mm makes the SD-OCT incompetent to the confocal
microscopy which maximally provides a depth range of about 0.2 mm [3]. Also, the
ultrashort focal length will restrict the effective lateral FOV to 200 � 200 μm2 due
to rapid off-axis degradation. With a 100 mm focal length lens, the focused beam
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Opto-Technology). Although this focused beam can offer the long depth range of
2.86 mm set by the spectrometer as well as 1.2 � 1.2 cm2 lateral FOV, its large spot
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size does not provide desirable lateral resolution, not suitable for imaging of fine
structures. Therefore, without special and high cost hardware design and improve-
ment to overcome diffraction limitation, we should consider image processing
method to improve the lateral resolution of SD-OCT. If the lateral resolution can be
improved to several μm with great image quality and maintain the predominant
depth range of 2.86 mm, the processing based lateral resolution improvement
technique could benefit security imaging applications such as sub-surface finger-
print reader. Using a 30 mm focal length lens, our goal is to improve the lateral
resolution to 2 μm to approach that of confocal microscope which could benefit
micron scale structural imaging.
2.2 Improving lateral resolution by high density scanning
For a large FOV image with short scan time, the focused beam spot scan matrix
is usually set to one by one without spot positional overlapping, as illustrated in
Figure 3(b), like spatially separated pixel array in an image sensor. The presence of
spot spacing results in under sampling and loss of spatial image features. Without
demanding smaller focused beam spot size for preserving a long DOF and a large
FOV, a double or higher density scan matrix with partial scan beam spot
overlapping could improve the SD-OCT lateral resolution to some extends
explained in Nyquist-Shannon sampling theorem, but at the expense of reducing
the lateral FOV, as illustrated in Figure 3(c). Besides the FOV reduction, this high-
density scanning method has its resolution limitation and cannot suppress the
background noise, discussed in Section 3. In this chapter, the low density scanning
Figure 2.
The curve shows the focus spot size change with the off-axis distances (radius). The scan coordinate is shown at
right. Thorlabs AC254-030-B 30 mm (A) and AC127-019-B 19 mm (B) focal length lenses are used in these
simulations.
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means one by one scan array without nearby spot overlapping and the high density
scanning means adjacent scan spots would be partially overlapped. For example,
four times high density scanning means each scan spot have half spot overlapping
with four neighboring ones (top, bottom, left and right).
In order to avoid FOV reduction, a larger C-scan matrix may be applied to the
sample sacrificing the scan time as shown in Figure 3(d), which however is unac-
ceptable for time sensitive in vivo imaging of live tissues due to random tissue
motion and vibration during the long scan time. To illustrate the temporal motion of
live tissue, we performed 100 repeated sparse B-scans of 128-spot to image a human
skin. The 100 sets of such B-scan without scan spot overlapping completed within
0.55 s and the fast Fourier transform was calculated later. The comparison of the
1st and the 100th B-scan images shows no observable image shifts as shown in
Figure 4(a), demonstrating that a 100  128 or 128  128 (we also verified) C-scan
is fast enough for typical live tissue in vivo SD-OCT imaging without concerning
motion errors in one C-scan. Similarly, we performed 100-frame repeated 512-spot
B-scans with the same FOV as above and compared the 1st and the 100th images as
shown in Figure 4(b). We observed obvious image positional shifts during the
100  512 scan period indicating some tissue motion during this period. These two
experiments were repeated several times with similar results. The scanner optics
was held steady during the image acquisition. This indicates that 100  512 C-scan,
not so high density, is already inadequate for reliable in vivo imaging of live skin
tissues owing to live body motion and vibration during the long scan time. Needless
Figure 3.
An illustration image of a high resolution target (a) and its output result under a low density scan imaging (b).
(c) 4-time higher density scan with the same scan matrix size as (b) but half spot overlapping of adjacent ones
yields higher resolution image while with a reduced FOV. (d) 4-time larger scan matrix leads the same scan
density as (c) and the same FOV as (b), but 4-time longer scan time. Here, we apply four colors to show
overlapping of adjacent scan spots.
19
Multi-Frame Superresolution Optical Coherence Tomography for High Lateral Resolution…
DOI: http://dx.doi.org/10.5772/intechopen.92312
size does not provide desirable lateral resolution, not suitable for imaging of fine
structures. Therefore, without special and high cost hardware design and improve-
ment to overcome diffraction limitation, we should consider image processing
method to improve the lateral resolution of SD-OCT. If the lateral resolution can be
improved to several μm with great image quality and maintain the predominant
depth range of 2.86 mm, the processing based lateral resolution improvement
technique could benefit security imaging applications such as sub-surface finger-
print reader. Using a 30 mm focal length lens, our goal is to improve the lateral
resolution to 2 μm to approach that of confocal microscope which could benefit
micron scale structural imaging.
2.2 Improving lateral resolution by high density scanning
For a large FOV image with short scan time, the focused beam spot scan matrix
is usually set to one by one without spot positional overlapping, as illustrated in
Figure 3(b), like spatially separated pixel array in an image sensor. The presence of
spot spacing results in under sampling and loss of spatial image features. Without
demanding smaller focused beam spot size for preserving a long DOF and a large
FOV, a double or higher density scan matrix with partial scan beam spot
overlapping could improve the SD-OCT lateral resolution to some extends
explained in Nyquist-Shannon sampling theorem, but at the expense of reducing
the lateral FOV, as illustrated in Figure 3(c). Besides the FOV reduction, this high-
density scanning method has its resolution limitation and cannot suppress the
background noise, discussed in Section 3. In this chapter, the low density scanning
Figure 2.
The curve shows the focus spot size change with the off-axis distances (radius). The scan coordinate is shown at
right. Thorlabs AC254-030-B 30 mm (A) and AC127-019-B 19 mm (B) focal length lenses are used in these
simulations.
18
Optical Coherence Tomography and Its Non-medical Applications
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scanning means adjacent scan spots would be partially overlapped. For example,
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In order to avoid FOV reduction, a larger C-scan matrix may be applied to the
sample sacrificing the scan time as shown in Figure 3(d), which however is unac-
ceptable for time sensitive in vivo imaging of live tissues due to random tissue
motion and vibration during the long scan time. To illustrate the temporal motion of
live tissue, we performed 100 repeated sparse B-scans of 128-spot to image a human
skin. The 100 sets of such B-scan without scan spot overlapping completed within
0.55 s and the fast Fourier transform was calculated later. The comparison of the
1st and the 100th B-scan images shows no observable image shifts as shown in
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is fast enough for typical live tissue in vivo SD-OCT imaging without concerning
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100  512 scan period indicating some tissue motion during this period. These two
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was held steady during the image acquisition. This indicates that 100  512 C-scan,
not so high density, is already inadequate for reliable in vivo imaging of live skin
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to say, in vivo tissue image misalignments are expected in 512 � 512 or 1024 � 1024
C-scans due to much longer scan time. Take the retina C-scan imaging as an
extreme example, unintended eye quick motions can result in clear image artifacts
and misalignments, indicated at the green arrow line in Figure 4(c). Thus, the most
reliable way for in vivo imaging is to scan the sample as fast as possible, avoiding any
motion artifacts and errors in one C-scan set. In our experiment, a 128 � 128 C-scan
within 0.7 s acquisition time could effectively prevent most motion errors,
guaranteeing the data reliability in one C-scan. For unavoidable motion shifts
among multiple in vivo C-scan sets, an image registration method will be used to
align them.
2.3 Improving lateral resolution by the multi-frame superresolution for
in vitro imaging
The multi-frame superresolution is an image processing technique, studying
image degradation models (such as optical blur, motion effect, down-sampling, and
additive noise) and then recovering the high resolution image from multiple low
quality images based on the superresolution algorithm and the sub-pixel informa-
tion differences among these images, overcoming the resolution limit of the hard-
ware. Figure 5 illustrates how these effects result in a low quality image during the
conventional camera image acquisition. To recover the high resolution image, a
series reversed methods such as up-sampling, motion/pixel shift estimation and
compensation, deconvolution, and denoising are applied.
In a SD-OCT system, the main degradations of an ideal lateral image S x, yð Þ is
the optical blurring H x, yð Þ caused by the lateral PSF of OCT optics and the down-
sampling ↓ due to the sparse scan matrix and the large focused beam spot size.
Each isolated focused beam spot is treated as a pixel in conventional camera imag-
ing. The motion effect can be generally ignored when imaging non-biomedical
samples such as microstructures [19, 37] since both the sample arm and the samples
are stable. The motion effect should be considered for imaging of in vivo tissue such
as fingerprint [31, 38] due to potential live body vibrations. According to the
Figure 4.
SD-OCT in vivo B-scan on a live human skin with 100 repeated frames of (a) 128-spot density and
(b) 512-spot density. Same FOV is applied to the two scans. We then overlapped the 1st and the 100th frames
to compare the differences by green and magenta colors. (a) Due to the short scan time, the horizontal positions
of the hair (in the blue and yellow squares) between the 1st and the 100th images remain almost unchanged.
(b) There are obvious shifts between the first and the last images due to slower 512-spot B-scan, in which tissue
motion occurs during the scan. (c) The green arrow indicates the discontinued line of the two micro-vessels
caused by eye motion during the C-scan. 100 mm focal length lens was used in these experiments. The scale bars
in (a), (b), and (c) are 500 μm.
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superresolution principle [52–54], the resolution improvement comes from the
effective sub-pixel information differences among multi-frame low resolution
images, as illustrated in Figure 6. Without introducing sub-pixel shifts among
images, the stationary multi-frame imaging and processing would mainly contrib-
ute to minimize temporal noises [48]. For SD-OCT superresolution, the conven-
tional sub-pixel shift now called sub-spot-spacing shift is due to different imaging
principles.
Figure 6 illustrates how to apply multi-frame superresolution technique to SD-
OCT imaging. A reference 5  5 pixel image in one depth layer of a C-scan with no
scan spot overlapping is shown in Figure 6(a). As we introduced above, each pixel
represents a focused scan beam spot on the sample. To satisfy multi-frame
superresolution requirement, we intentionally introduce slight differences in a
series of control voltage matrix of scanners, creating a sequence of C-scans with
sub-spot-spacing shifts (equivalent to sub-pixel shifts) in the x-y lateral plane, as
illustrated in Figure 6(b)–(d). The superresolution processing of the four lateral
Figure 6.
The illustration shows our superresolution reconstructed image from multiple low resolution frames with sub-
pixel shifts. (a) The first x-y plane image I0 with 5  5 pixels is set as position 0, as reference. (b) The second
image I1 shifts half-pixel to the right of I0. (c) The third image I2 shifts half-pixel to the bottom direction.
(d) The last image I3 shifts half-pixel to the right-diagonal direction. (e) Four times pixel resolution (10  10)
image is obtained after superresolution processing.
Figure 5.
Conceptual illustration of image degrading effects during conventional camera image acquisition.
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pixel shifts. (a) The first x-y plane image I0 with 5  5 pixels is set as position 0, as reference. (b) The second
image I1 shifts half-pixel to the right of I0. (c) The third image I2 shifts half-pixel to the bottom direction.
(d) The last image I3 shifts half-pixel to the right-diagonal direction. (e) Four times pixel resolution (10  10)
image is obtained after superresolution processing.
Figure 5.
Conceptual illustration of image degrading effects during conventional camera image acquisition.
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images but with sub-spot-spacing shifts reconstructs a higher pixel resolution image
of that depth layer, exhibited in Figure 6(e).
The image resolution covers two concepts: one is pixel resolution which is
equivalent to dots per inch or sampling rate in conventional terminology and the
other is spatial resolution which is defined as the smallest discernible detail in an
image [55], one example as Rayleigh criterion. Figure 6 is obviously a result of
lateral pixel resolution improvement leading to lateral spatial resolution improve-
ment by the increment of sampling rate. In theory, simply reducing the step size of
the sub-spot-spacing shift and increasing non-identical image sets for multi-frame
superresolution processing can continuously improve the lateral pixel resolution.
However, there is a spatial resolution limit owing to optical diffraction limit, system
noises, stability of interference pattern and so on. In other words, when the sam-
pling rate is high enough, further increment would not be helpful to lateral resolu-
tion improvement. Thus, finding an effective relationship among the lateral
resolution improvement, the sub-spot-spacing shift, and the number of image
frames would be critical to identify a desired resolution improvement without
unnecessary image frames and associated excess acquisition time. Without particu-
larly indicated, the lateral resolution improvement discussed in this book chapter
represents lateral spatial resolution improvement.
Figure 6 illustrates four C-scans havingmulti-directional 1/2-sub-spot-spacing
shifts. For easier explanation, the four shifts are simplified as four blocks inFigure 7(b),
showing the shifts directions and space relative to the first non-shift C-scan as
reference 0. Mathematically speaking, the three shifts should be represented as
(0.5, 0), (0, 0.5), and (0.5, 0.5) in x and y coordinates. Compared with the traditional
four-frame shift strategy in Figure 7(b), we experimentally found thatmore shifts
(gray ones) inFigure 7(c) and (d) in addition to red shifts lead to better image quality.
The gray shifts in Figure 7 providemore information for superresolution processing,
suppressing background noises in OCT imaging. By using 1/4-spot-spacing shift as in
Figure 7(d) red points, the superresolution technique can improve the lateral pixel
resolution by 16 times in principle. Similarly, a series 1/8-spot-spacing shift C-scans
(not shown) can improve the lateral pixel resolution by 64 times. Simplifying the shift
strategy introduced later in the chapter, we name the Figure 7(c) as 1/2-spot-spacing
shift step andmaximum 1/2-spot-shift, and Figure 7(d) as 1/4-spot-spacing shift step
andmaximum 3/4-spot-shift, and so on.
Considering an ideal high quality lateral image S x, yð Þ degraded by a pure
translational motion with space invariant blur and additional noise as V x, y½ �, one of
Figure 7.
(a) Take the first C-scan as position 0, for reference. (b) This is a simple illustration of Figure 6, showing the
traditional shift strategy for four times pixel resolution improvement. (c) Our shift strategy for four times pixel
resolution improvement, including additional gray shifts as indicated by yellow arrows, which can provide
better output image quality. (d) Similar as (c), we use a smaller 1/4-spot-spacing shift to increase the pixel
resolution by 16 times.
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the acquired low resolution lateral image I x, y½ � at a selected depth layer in a C-scan
is modeled as
I x, y½ � ¼ F H x, yð Þ⨂ S x, yð Þð Þ½ �↓þ V x, y½ �: (5)
Here, F is the motion operator due to sub-spot-spacing shifts among multiple
C-scans discussed above. H x, yð Þ is the PSF of the sample arm optics, blurring the
image. ⨂ is the convolution operator. ↓ is the discretizing down-sampling
operator due to the sparse scan matrix and finite spot size.
According to the image degradation model in Eq. (5), we can recover the high
resolution image Ŝ x, yð Þ with a series slight shifted I x, y½ �’s by mathematical
processing. Generally speaking, the recovering processing is minimizing the errors
between the model and all the measurement values. We estimate the approximate








Here, Ik is the kth input low resolution image. Fk is the motion operator for the kth





2 by how many times the sampling rate improvement (such as 8, 4 or
2 times) and the total input frame number captured. H is the optical blur operator or
PSF. The noise V x, y½ � is an additive term and can be suppressed by multi-frame
superresolution processing, which thus is not included in Eq. (6). Besides, we define
G ¼ HS as the image S convolved with a PSF, due to the complexity of the
deconvolution problem in OCT imaging system. We would solve the deconvolution








Eq. (7) is a minimization of Lp norm problem that can be separated into two
steps: reconstruct a non-deconvolved high resolution image Ĝ from a series of low
resolution image frames
PN
k¼1Ik and then find a proper PSF to eliminate optical blur
H and recover the expected image Ŝ from Ĝ.
If p ¼ 1, it is a L1 norm problem, or a least-absolute problem. If p ¼ 2, it is a L2
norm problem, or a least-square problem. L1 norm is robust to outliers but may
penalize the high frequency signals. In most OCT applications presented in this
chapter, we notice that the background noises are usually temporal noise along with
structure related speckle noise without significant outliers. Both the temporal noise
and the speckle noise can be suppressed by processing with adjacent pixels [36] and
the average of multiple lateral images. Therefore, we applied a kind of L2 norm
called normalized convolution (NC) algorithms introduced by Knutsson et al. [56]
and Pham et al. [57] to process the designated shifted images in Figure 7 to improve
the lateral resolution of our SD-OCT system.
We select the NC algorithm [56, 57] instead of other steepest descent algorithms
because it considers the relation of a center pixel with neighborhood encompassing
N pixels (for example, the radius of 4 pixels). And the final value of each output
pixel is optimally solved [58] by adjacent ones, effectively reduce the structure
related speckle noise. In experiment section, through shifted C-scans and the NC
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images but with sub-spot-spacing shifts reconstructs a higher pixel resolution image
of that depth layer, exhibited in Figure 6(e).
The image resolution covers two concepts: one is pixel resolution which is
equivalent to dots per inch or sampling rate in conventional terminology and the
other is spatial resolution which is defined as the smallest discernible detail in an
image [55], one example as Rayleigh criterion. Figure 6 is obviously a result of
lateral pixel resolution improvement leading to lateral spatial resolution improve-
ment by the increment of sampling rate. In theory, simply reducing the step size of
the sub-spot-spacing shift and increasing non-identical image sets for multi-frame
superresolution processing can continuously improve the lateral pixel resolution.
However, there is a spatial resolution limit owing to optical diffraction limit, system
noises, stability of interference pattern and so on. In other words, when the sam-
pling rate is high enough, further increment would not be helpful to lateral resolu-
tion improvement. Thus, finding an effective relationship among the lateral
resolution improvement, the sub-spot-spacing shift, and the number of image
frames would be critical to identify a desired resolution improvement without
unnecessary image frames and associated excess acquisition time. Without particu-
larly indicated, the lateral resolution improvement discussed in this book chapter
represents lateral spatial resolution improvement.
Figure 6 illustrates four C-scans havingmulti-directional 1/2-sub-spot-spacing
shifts. For easier explanation, the four shifts are simplified as four blocks inFigure 7(b),
showing the shifts directions and space relative to the first non-shift C-scan as
reference 0. Mathematically speaking, the three shifts should be represented as
(0.5, 0), (0, 0.5), and (0.5, 0.5) in x and y coordinates. Compared with the traditional
four-frame shift strategy in Figure 7(b), we experimentally found thatmore shifts
(gray ones) inFigure 7(c) and (d) in addition to red shifts lead to better image quality.
The gray shifts in Figure 7 providemore information for superresolution processing,
suppressing background noises in OCT imaging. By using 1/4-spot-spacing shift as in
Figure 7(d) red points, the superresolution technique can improve the lateral pixel
resolution by 16 times in principle. Similarly, a series 1/8-spot-spacing shift C-scans
(not shown) can improve the lateral pixel resolution by 64 times. Simplifying the shift
strategy introduced later in the chapter, we name the Figure 7(c) as 1/2-spot-spacing
shift step andmaximum 1/2-spot-shift, and Figure 7(d) as 1/4-spot-spacing shift step
andmaximum 3/4-spot-shift, and so on.
Considering an ideal high quality lateral image S x, yð Þ degraded by a pure
translational motion with space invariant blur and additional noise as V x, y½ �, one of
Figure 7.
(a) Take the first C-scan as position 0, for reference. (b) This is a simple illustration of Figure 6, showing the
traditional shift strategy for four times pixel resolution improvement. (c) Our shift strategy for four times pixel
resolution improvement, including additional gray shifts as indicated by yellow arrows, which can provide
better output image quality. (d) Similar as (c), we use a smaller 1/4-spot-spacing shift to increase the pixel
resolution by 16 times.
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the acquired low resolution lateral image I x, y½ � at a selected depth layer in a C-scan
is modeled as
I x, y½ � ¼ F H x, yð Þ⨂ S x, yð Þð Þ½ �↓þ V x, y½ �: (5)
Here, F is the motion operator due to sub-spot-spacing shifts among multiple
C-scans discussed above. H x, yð Þ is the PSF of the sample arm optics, blurring the
image. ⨂ is the convolution operator. ↓ is the discretizing down-sampling
operator due to the sparse scan matrix and finite spot size.
According to the image degradation model in Eq. (5), we can recover the high
resolution image Ŝ x, yð Þ with a series slight shifted I x, y½ �’s by mathematical
processing. Generally speaking, the recovering processing is minimizing the errors
between the model and all the measurement values. We estimate the approximate
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2 times) and the total input frame number captured. H is the optical blur operator or
PSF. The noise V x, y½ � is an additive term and can be suppressed by multi-frame
superresolution processing, which thus is not included in Eq. (6). Besides, we define
G ¼ HS as the image S convolved with a PSF, due to the complexity of the
deconvolution problem in OCT imaging system. We would solve the deconvolution








Eq. (7) is a minimization of Lp norm problem that can be separated into two
steps: reconstruct a non-deconvolved high resolution image Ĝ from a series of low
resolution image frames
PN
k¼1Ik and then find a proper PSF to eliminate optical blur
H and recover the expected image Ŝ from Ĝ.
If p ¼ 1, it is a L1 norm problem, or a least-absolute problem. If p ¼ 2, it is a L2
norm problem, or a least-square problem. L1 norm is robust to outliers but may
penalize the high frequency signals. In most OCT applications presented in this
chapter, we notice that the background noises are usually temporal noise along with
structure related speckle noise without significant outliers. Both the temporal noise
and the speckle noise can be suppressed by processing with adjacent pixels [36] and
the average of multiple lateral images. Therefore, we applied a kind of L2 norm
called normalized convolution (NC) algorithms introduced by Knutsson et al. [56]
and Pham et al. [57] to process the designated shifted images in Figure 7 to improve
the lateral resolution of our SD-OCT system.
We select the NC algorithm [56, 57] instead of other steepest descent algorithms
because it considers the relation of a center pixel with neighborhood encompassing
N pixels (for example, the radius of 4 pixels). And the final value of each output
pixel is optimally solved [58] by adjacent ones, effectively reduce the structure
related speckle noise. In experiment section, through shifted C-scans and the NC
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algorithm, we demonstrated that our superresolution technique can significantly
reduce the background noises in final lateral and 3D images. Besides, due to the
shift compensation for all low resolution frames, our method avoids ghost patterns
observed in output images. Additionally, this kind interpolated method has good
tolerance to the incomplete input frames lack of some shifts. For example, even lack
of I3 in Figure 6, we still can estimate the output image according the neighborhood
pixels in incomplete input images.
After the interpolation algorithm, the next step is to find a proper PSF to recover
the expected image Ŝ from Ĝ. There are numerous reports on various deconvolution
methods to improve OCT image resolution [45–47]. Lucy-Richardson
deconvolution [47, 59, 60] with a proper Gaussian PSF appears to be a widely
accepted solution for recovering blurred images,
Ŝmþ1 x, yð Þ ¼ Ŝm x, yð Þ H �x,�yð Þ⨂ Ĝ x, yð ÞH x, yð Þ⨂ Sm x, yð Þ
" #
, (8)
where Ŝm x, yð Þ is the estimate of the undistorted image in mth iteration. The
deconvolution process starts with Ŝ0 x, yð Þ ¼ Ĝ x, yð Þ. The original input image
Ĝ x, yð Þ is obtained from Eq. (7). H x, yð Þ is the lateral PSF of the system. The
Gaussian PSF is a common selection [45–47] owing to the focused beam spot lateral
profile following a certain Gaussian distribution. However, the spot profile may not
keep the circular symmetry for off-axis scanning. Considering the scattering inside
a sample, the focused beam may not retain near Gaussian distribution. Thus the
blind deconvolution [61, 62] might be a better solution, which uses maximum a
posteriori probability (MAP) algorithm to automatically estimate the irregular PSF
in the input image and then deblur it, avoiding the limitation of the regular PSF and
exhibiting better performance in the final image. In this book chapter, we applied
the blind deconvolution method introduced by Krishnan et al. [62]. In theory, the
resolution limit of an optical system is determined by diffraction limit [63], which is
related to the PSF. Thus, it is possible to break the diffraction limit and further
improve the spatial resolution of optical systems through deconvolution with a
correct PSF. Although the Ŝ deconvolved from a Gaussian or estimated PSF would
show obvious resolution improvement to Ĝ, these methods may lead to some
ringing artifacts and reduce the output image quality. Also, the deconvolution
methods are usually sensitive to the noise floor which further restricts their appli-
cations, explained later in the experiment Section 3. In this chapter, we thus focus
on the first step to reconstruct a high quality image Ĝ, but also provide deconvolved
images for readers to compare.
2.4 Estimating the unknown shifts to improve lateral resolution by multi-frame
superresolution for in vivo imaging
The above superresolution processing is suitable for SD-OCT imaging of static
samples such as microstructures where the sub-spot-spacing shifts Fk are intend-
edly set. For in vivo SD-OCT imaging of live tissues such as fingerprint identifica-
tion, the shifts Fk are unknown due to live body motion and vibration, making the
superresolution processing difficult. An effective estimator is critical to accurately
estimate the shifts before superresolution processing. We decompose the unknown
spatial shifts into two directions: one is in the depth z-axis and the second is in the
lateral x-y plane. Herein, the rotational angle motions could be ignored for finger-
print reader.
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In the z-axis, the height shifts among multiple C-scans can be corrected by some
obvious features, like comparing the top positions of multiple 3D images. While in
the lateral x-y plane, without any simple indicators, an advanced shift estimator is
desired. To improve the estimation accuracy, we firstly average multiple lateral
images along the z-axis to enhance the contrast of key features in the x-y plane.
Then a popular image registration algorithm—multi-modal volume registration
[64] is applied to estimate the shifts among these averaged lateral images.
According to the registration algorithm, we seek to maximize the mutual informa-
tion between the reference image u and test image v:
T̂ ¼ ArgMax
T
 I u xð Þ, v T xð Þð Þð Þ: (9)
Here, T is a transformation from the reference image to the test image. v T xð Þð Þ is
the test image associated with the reference image u xð Þ after transformed with T.
We treat x as a random variable over coordinate locations in u and v. The best
transformation T̂ can be estimated by algorithms [64–66] to maximize the mutual
information I between u and v.
This T̂ is considered as the motion operator Fk in Eq. (4) for the kth low
resolution in vivo lateral image to the reference one. After the approximation of all
shifts Fk, the following superresolution processing as described in Section 2.3 would
be applied for the lateral resolution improvement. Here, the spatial shifts among
multiple C-scans are caused by random body motions and vibrations, and we do not
introduce any intended sub-spot-spacing shifts.
2.5 SD-OCT image acquisition and superresolution processing
The SD-OCT image acquisition is a lateral spot scanning image acquisition pro-
cess where the depth tomographic information in z-axis is obtained intrinsically for
Figure 8.
Extract lateral images from OCT tomography images to reconstruct higher lateral resolution images. (a) Left:
The original B-scan tomography images I x, zð Þ at differenty positions. Middle: Array these B-scans to form a 3D
image I x, y, zð Þ. Right: Extract x-y lateral images I(x, y) at different depth z layers to generate a new lateral
image stack. (b) Left: A series new lateral shifted image stacks (labeled blue A, B, C) obtained from the
processing of (a). Middle: Exact multiple x-y images I(x, y) from the left stacks at the identical depth z. Right:
Superresolution processing is applied to these I x, yð Þ images at the same depth z to generate a high lateral
resolution image. Repeat process (b) for all z depth layers can yield a high lateral resolution 3D image stack, not
shown.
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algorithm, we demonstrated that our superresolution technique can significantly
reduce the background noises in final lateral and 3D images. Besides, due to the
shift compensation for all low resolution frames, our method avoids ghost patterns
observed in output images. Additionally, this kind interpolated method has good
tolerance to the incomplete input frames lack of some shifts. For example, even lack
of I3 in Figure 6, we still can estimate the output image according the neighborhood
pixels in incomplete input images.
After the interpolation algorithm, the next step is to find a proper PSF to recover
the expected image Ŝ from Ĝ. There are numerous reports on various deconvolution
methods to improve OCT image resolution [45–47]. Lucy-Richardson
deconvolution [47, 59, 60] with a proper Gaussian PSF appears to be a widely
accepted solution for recovering blurred images,
Ŝmþ1 x, yð Þ ¼ Ŝm x, yð Þ H �x,�yð Þ⨂ Ĝ x, yð ÞH x, yð Þ⨂ Sm x, yð Þ
" #
, (8)
where Ŝm x, yð Þ is the estimate of the undistorted image in mth iteration. The
deconvolution process starts with Ŝ0 x, yð Þ ¼ Ĝ x, yð Þ. The original input image
Ĝ x, yð Þ is obtained from Eq. (7). H x, yð Þ is the lateral PSF of the system. The
Gaussian PSF is a common selection [45–47] owing to the focused beam spot lateral
profile following a certain Gaussian distribution. However, the spot profile may not
keep the circular symmetry for off-axis scanning. Considering the scattering inside
a sample, the focused beam may not retain near Gaussian distribution. Thus the
blind deconvolution [61, 62] might be a better solution, which uses maximum a
posteriori probability (MAP) algorithm to automatically estimate the irregular PSF
in the input image and then deblur it, avoiding the limitation of the regular PSF and
exhibiting better performance in the final image. In this book chapter, we applied
the blind deconvolution method introduced by Krishnan et al. [62]. In theory, the
resolution limit of an optical system is determined by diffraction limit [63], which is
related to the PSF. Thus, it is possible to break the diffraction limit and further
improve the spatial resolution of optical systems through deconvolution with a
correct PSF. Although the Ŝ deconvolved from a Gaussian or estimated PSF would
show obvious resolution improvement to Ĝ, these methods may lead to some
ringing artifacts and reduce the output image quality. Also, the deconvolution
methods are usually sensitive to the noise floor which further restricts their appli-
cations, explained later in the experiment Section 3. In this chapter, we thus focus
on the first step to reconstruct a high quality image Ĝ, but also provide deconvolved
images for readers to compare.
2.4 Estimating the unknown shifts to improve lateral resolution by multi-frame
superresolution for in vivo imaging
The above superresolution processing is suitable for SD-OCT imaging of static
samples such as microstructures where the sub-spot-spacing shifts Fk are intend-
edly set. For in vivo SD-OCT imaging of live tissues such as fingerprint identifica-
tion, the shifts Fk are unknown due to live body motion and vibration, making the
superresolution processing difficult. An effective estimator is critical to accurately
estimate the shifts before superresolution processing. We decompose the unknown
spatial shifts into two directions: one is in the depth z-axis and the second is in the
lateral x-y plane. Herein, the rotational angle motions could be ignored for finger-
print reader.
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In the z-axis, the height shifts among multiple C-scans can be corrected by some
obvious features, like comparing the top positions of multiple 3D images. While in
the lateral x-y plane, without any simple indicators, an advanced shift estimator is
desired. To improve the estimation accuracy, we firstly average multiple lateral
images along the z-axis to enhance the contrast of key features in the x-y plane.
Then a popular image registration algorithm—multi-modal volume registration
[64] is applied to estimate the shifts among these averaged lateral images.
According to the registration algorithm, we seek to maximize the mutual informa-
tion between the reference image u and test image v:
T̂ ¼ ArgMax
T
 I u xð Þ, v T xð Þð Þð Þ: (9)
Here, T is a transformation from the reference image to the test image. v T xð Þð Þ is
the test image associated with the reference image u xð Þ after transformed with T.
We treat x as a random variable over coordinate locations in u and v. The best
transformation T̂ can be estimated by algorithms [64–66] to maximize the mutual
information I between u and v.
This T̂ is considered as the motion operator Fk in Eq. (4) for the kth low
resolution in vivo lateral image to the reference one. After the approximation of all
shifts Fk, the following superresolution processing as described in Section 2.3 would
be applied for the lateral resolution improvement. Here, the spatial shifts among
multiple C-scans are caused by random body motions and vibrations, and we do not
introduce any intended sub-spot-spacing shifts.
2.5 SD-OCT image acquisition and superresolution processing
The SD-OCT image acquisition is a lateral spot scanning image acquisition pro-
cess where the depth tomographic information in z-axis is obtained intrinsically for
Figure 8.
Extract lateral images from OCT tomography images to reconstruct higher lateral resolution images. (a) Left:
The original B-scan tomography images I x, zð Þ at differenty positions. Middle: Array these B-scans to form a 3D
image I x, y, zð Þ. Right: Extract x-y lateral images I(x, y) at different depth z layers to generate a new lateral
image stack. (b) Left: A series new lateral shifted image stacks (labeled blue A, B, C) obtained from the
processing of (a). Middle: Exact multiple x-y images I(x, y) from the left stacks at the identical depth z. Right:
Superresolution processing is applied to these I x, yð Þ images at the same depth z to generate a high lateral
resolution image. Repeat process (b) for all z depth layers can yield a high lateral resolution 3D image stack, not
shown.
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each scan point. Our superresolution processing is to analyze and improve the
lateral resolution in x-y plane. Thus, we need to transfer z-axis information of
numerous points to multiple x-y plane layers. First, we perform the SD-OCT
C-scan, acquiring multiple B-scan images I x, zð Þ in the x direction at different y
(see Figure 8(a)—left). These B-scans can be arrayed in sequence to generate a 3D
matrix I x, y, zð Þ as shown in Figure 8(a)—middle. We then retrieve a sequence of
2D x-y images I x, yð Þ at different depth z as shown in Figure 8(a)—right, for later
processing. The lateral resolution improvement is to use several x-y images at an
identical z position (see Figure 8(b)—middle) but from slightly lateral shifted
C-scans (A, B, C, etc. from Figure 8(b)—left) to perform multi-frame
superresolution processing, yielding a higher lateral resolution image Ŝ x, yð Þ as in
Figure 8(b)—right. Repeat the process in Figure 8(b) layer by layer for all depth z
layers can yield a higher lateral resolution 3D image in the whole space, not shown.
3. Experiments and results
3.1 Lateral resolution, image quality, and efficiency improvement
We compare the performance of our superresolution technique with designated
shifts to other traditional methods, such as high density scan and multiple frames
averaging, in three aspects: lateral spatial resolution, image quality, and scan time.
1.Lateral spatial resolution: as we mentioned in Section 2, spatial resolution
represents the ability to distinguish the smallest discernible detail in the object,
such as closed line pairs, which is an important indicator to all imaging
systems. A standard negative resolution targets (R3L3S1N—Negative 1951
USAF Test Target, Thorlabs), as partly shown in Figure 9, is used to evaluate
the resolution improvement. This resolution target provides 10 groups (�2 to
+7) with 6 elements per group, offering a highest resolution of 2.19 μm.
Considering our beam spot size in Table 1, group 4–5 and 6–7 are suitable for
resolution testing of our OCT system with 100 and 30 mm focal length lenses,
respectively. The resolution (the gap between two lines, the same as the width
of 1 line) of group 4–7 is listed in Table 2.
Figure 9.
(a) The image of group 4–7 of the negative 1951 USAF test target is taken by ZEISS SteREO Discovery.V20
microscope. Due to the back illumination, the transparent patterns appear bright white and the chrome portion
is dark. (b) The enlarged middle portion of (a) showing details of group 6–7.
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The resolution target is with a negative clear tone glass pattern. The
chrome area appears dark because of blocking the backlight illumination while
the transparent patterns are bright. Usually the SD-OCT system is more sensi-
tive to reflectivity enhancement than reduction, and thus a resolution target
with sudden reflection reduction is better for judging the resolution limit of
the system. Successfully imaging and distinguishing these fine patterns is an
effective way to demonstrate both the high lateral resolution and high sensi-
tivity of our technique.
2. Image quality: we take the peak signal-to-noise ratio (PSNR) and the dynamic
range (DR) as two indicators to evaluate the image quality improvement. The
PSNR definition is given as [36, 67]:




Here, STDnoise is the standard deviation (STD) of the background noise.
Higher PSNR means higher image quality and lower noise. Usually, an accept-
able image quality should be with PSNR >20 dB. The DR is defined as [68]:




Here, RMSnoise is root mean square (RMS) of dark noise. Higher DR means
we can distinguish more details in both dark and bright areas of an image. For
an OCT system, we expect to extract more information of deep layers, imaging
weak structure signal from the noise.
3.Scan time: in order to compare the scan time of different methods in a simple
way, we take the scan time of 64 � 64 matrix as unit 1 (�0.18 s) for reference.
Higher density 128� 128 scan takes 4 units. Superresolution with 9 shifted low
density C-scans of 64 � 64 takes scan time of 9 units. In experiment, we buffer
the scan data and perform the fast Fourier transform subsequently to ensure
the shortest scan time. Shorter scan time is very important for in vivo 3D
imaging avoiding motion errors and artifacts [69]. Even for 3D imaging of
static non-biomedical samples, a short scan time would still be needed to
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1 16.00 31.25 32.00 15.63 64.00 7.81 128.00 3.91
2 17.96 27.84 35.90 13.92 71.80 6.96 143.70 3.48
3 20.16 24.80 40.30 12.40 80.60 6.20 161.30 3.10
4 22.63 22.10 45.30 11.05 90.50 5.52 181.00 2.76
5 25.40 19.69 50.80 9.84 101.60 4.92 203.20 2.46
6 28.51 17.54 57.00 8.77 114.00 4.38 228.10 2.19
Table 2.
Lookup table of negative 1951 USAF test target.
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each scan point. Our superresolution processing is to analyze and improve the
lateral resolution in x-y plane. Thus, we need to transfer z-axis information of
numerous points to multiple x-y plane layers. First, we perform the SD-OCT
C-scan, acquiring multiple B-scan images I x, zð Þ in the x direction at different y
(see Figure 8(a)—left). These B-scans can be arrayed in sequence to generate a 3D
matrix I x, y, zð Þ as shown in Figure 8(a)—middle. We then retrieve a sequence of
2D x-y images I x, yð Þ at different depth z as shown in Figure 8(a)—right, for later
processing. The lateral resolution improvement is to use several x-y images at an
identical z position (see Figure 8(b)—middle) but from slightly lateral shifted
C-scans (A, B, C, etc. from Figure 8(b)—left) to perform multi-frame
superresolution processing, yielding a higher lateral resolution image Ŝ x, yð Þ as in
Figure 8(b)—right. Repeat the process in Figure 8(b) layer by layer for all depth z
layers can yield a higher lateral resolution 3D image in the whole space, not shown.
3. Experiments and results
3.1 Lateral resolution, image quality, and efficiency improvement
We compare the performance of our superresolution technique with designated
shifts to other traditional methods, such as high density scan and multiple frames
averaging, in three aspects: lateral spatial resolution, image quality, and scan time.
1.Lateral spatial resolution: as we mentioned in Section 2, spatial resolution
represents the ability to distinguish the smallest discernible detail in the object,
such as closed line pairs, which is an important indicator to all imaging
systems. A standard negative resolution targets (R3L3S1N—Negative 1951
USAF Test Target, Thorlabs), as partly shown in Figure 9, is used to evaluate
the resolution improvement. This resolution target provides 10 groups (�2 to
+7) with 6 elements per group, offering a highest resolution of 2.19 μm.
Considering our beam spot size in Table 1, group 4–5 and 6–7 are suitable for
resolution testing of our OCT system with 100 and 30 mm focal length lenses,
respectively. The resolution (the gap between two lines, the same as the width
of 1 line) of group 4–7 is listed in Table 2.
Figure 9.
(a) The image of group 4–7 of the negative 1951 USAF test target is taken by ZEISS SteREO Discovery.V20
microscope. Due to the back illumination, the transparent patterns appear bright white and the chrome portion
is dark. (b) The enlarged middle portion of (a) showing details of group 6–7.
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The resolution target is with a negative clear tone glass pattern. The
chrome area appears dark because of blocking the backlight illumination while
the transparent patterns are bright. Usually the SD-OCT system is more sensi-
tive to reflectivity enhancement than reduction, and thus a resolution target
with sudden reflection reduction is better for judging the resolution limit of
the system. Successfully imaging and distinguishing these fine patterns is an
effective way to demonstrate both the high lateral resolution and high sensi-
tivity of our technique.
2. Image quality: we take the peak signal-to-noise ratio (PSNR) and the dynamic
range (DR) as two indicators to evaluate the image quality improvement. The
PSNR definition is given as [36, 67]:




Here, STDnoise is the standard deviation (STD) of the background noise.
Higher PSNR means higher image quality and lower noise. Usually, an accept-
able image quality should be with PSNR >20 dB. The DR is defined as [68]:




Here, RMSnoise is root mean square (RMS) of dark noise. Higher DR means
we can distinguish more details in both dark and bright areas of an image. For
an OCT system, we expect to extract more information of deep layers, imaging
weak structure signal from the noise.
3.Scan time: in order to compare the scan time of different methods in a simple
way, we take the scan time of 64 � 64 matrix as unit 1 (�0.18 s) for reference.
Higher density 128� 128 scan takes 4 units. Superresolution with 9 shifted low
density C-scans of 64 � 64 takes scan time of 9 units. In experiment, we buffer
the scan data and perform the fast Fourier transform subsequently to ensure
the shortest scan time. Shorter scan time is very important for in vivo 3D
imaging avoiding motion errors and artifacts [69]. Even for 3D imaging of
static non-biomedical samples, a short scan time would still be needed to
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1 16.00 31.25 32.00 15.63 64.00 7.81 128.00 3.91
2 17.96 27.84 35.90 13.92 71.80 6.96 143.70 3.48
3 20.16 24.80 40.30 12.40 80.60 6.20 161.30 3.10
4 22.63 22.10 45.30 11.05 90.50 5.52 181.00 2.76
5 25.40 19.69 50.80 9.84 101.60 4.92 203.20 2.46
6 28.51 17.54 57.00 8.77 114.00 4.38 228.10 2.19
Table 2.
Lookup table of negative 1951 USAF test target.
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reduce the waiting time and improve the work efficiency, especially in the
mass production.
Using a 100 mm focal length lens with a NA of 0.015 we performed SD-OCT
imaging of the resolution target shown in Figure 9(a). In Figures 10 and 11, a set of
OCT lateral images are compared, which were acquired by different scan matrixes
and processing methods but with the same FOV of 1 1 mm2. All the images were
taken in the same experiment with the same focusing condition and light source
power. The output images were uniformly set as 8-bit gray TIFF format for com-
parison.
In Figure 10, the scan matrix is given in the first column (such as 64  64) and
the corresponding scan time (taking 64  64 scan time as unit 1) in the second
column. Column 3 is the OCT lateral image of the resolution target. Column 4
shows the enlarged image of the blue area of the column 3, comparing the barely
distinguishable element (the first row) and the indistinguishable element (the last
row). Here, we simplify Group i Element j on the resolution target as GiEj. The
background noise image of the red region in column 3 is enlarged in column 5 with
detailed noise statistics (STD, PSNR, RMS and DR values). The comparisons on
lateral resolution, image quality, and scan time in Figures 10 and 11 are summarized
in Table 3.
A. Lateral spatial resolution. Figure 10(A) is the reference low resolution
image with 64  64 scan matrix. Thus, there is no beam spot overlapping like
Figure 3(b). We barely see the resolution element in G4E3 which spatial resolution
is about 25 μm. Such low resolution is due to the low scan density or undersampling.
When increasing the scan matrix to 128  128 (B), 256  256 (C), 512  512 (D),
1024  1024 (E), and 2048  2048 (F) within the same fixed FOV, lateral resolu-
tion is obviously improved, indicating the higher scan matrix density in general can
contribute to the lateral resolution improvement. However, increasing the scan
matrix density from 1024  1024 to 2048  2048, we only observe slight improve-
ment. Further increasing the scan matrix density will not contribute to the lateral
resolution but significantly prolong the scan time. From this trend, the maximum
resolution is barely seen in 1024  1024 lateral image (E) as G5E4 line width of
11.05 μm which is close to our focused beam spot radius of 10.5 μm.
Except the scan density, further increasing lateral resolution should consider
suppressing the background noise. We applied the traditional multi-frame averag-
ing approach to average five of 1024  1024 scanned lateral images, resulting in an
improved image in (G) showing visibility of G5E5 of 9.84 μm line width while G5E6
still indistinguishable as the profile in (L) left. Averaging more frames such as 10
would further reduce the noise but cannot improve the lateral solution to G5E6 (not
shown here). Also, 10-frame lateral averaging takes too much scan time, unaccept-
able in a practical OCT 3D imaging.
Compared with high scan density and multi-frame averaging methods, our
superresolution processing with designedly shifted low resolution C-scans can
effectively improve the lateral resolution. Figure 10(H) shows our superresolution
processed image with 961 input low resolution shifted C-scans (1/16-spot-spacing
step and maximum 15/16-spot-shift). It is a 31  31 shifted scan matrix similar as
the 7  7 matrix in Figure 7(d). From the enlarged resolution image in column 4,
we can distinguish G5E6 of 8.77 μm line width which is also verified in (L) right.
Besides, in order to verify the effectiveness of the superresolution algorithm, we up
sampled the 961 input low resolution images to the same image size as (H) by
bicubic interpolation, and then averaged them with shift compensation. Although
the output image (K) has the same image size of (H), the spatial resolution is
terrible, barely observing 12.40 μm line width pattern (G5E3), worse than both the
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imaging of the resolution target shown in Figure 9(a). In Figures 10 and 11, a set of
OCT lateral images are compared, which were acquired by different scan matrixes
and processing methods but with the same FOV of 1 1 mm2. All the images were
taken in the same experiment with the same focusing condition and light source
power. The output images were uniformly set as 8-bit gray TIFF format for com-
parison.
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 64) and
the corresponding scan time (taking 64  64 scan time as unit 1) in the second
column. Column 3 is the OCT lateral image of the resolution target. Column 4
shows the enlarged image of the blue area of the column 3, comparing the barely
distinguishable element (the first row) and the indistinguishable element (the last
row). Here, we simplify Group i Element j on the resolution target as GiEj. The
background noise image of the red region in column 3 is enlarged in column 5 with
detailed noise statistics (STD, PSNR, RMS and DR values). The comparisons on
lateral resolution, image quality, and scan time in Figures 10 and 11 are summarized
in Table 3.
A. Lateral spatial resolution. Figure 10(A) is the reference low resolution
image with 64  64 scan matrix. Thus, there is no beam spot overlapping like
Figure 3(b). We barely see the resolution element in G4E3 which spatial resolution
is about 25 μm. Such low resolution is due to the low scan density or undersampling.
When increasing the scan matrix to 128  128 (B), 256  256 (C), 512  512 (D),
1024  1024 (E), and 2048  2048 (F) within the same fixed FOV, lateral resolu-
tion is obviously improved, indicating the higher scan matrix density in general can
contribute to the lateral resolution improvement. However, increasing the scan
matrix density from 1024  1024 to 2048  2048, we only observe slight improve-
ment. Further increasing the scan matrix density will not contribute to the lateral
resolution but significantly prolong the scan time. From this trend, the maximum
resolution is barely seen in 1024  1024 lateral image (E) as G5E4 line width of
11.05 μm which is close to our focused beam spot radius of 10.5 μm.
Except the scan density, further increasing lateral resolution should consider
suppressing the background noise. We applied the traditional multi-frame averag-
ing approach to average five of 1024  1024 scanned lateral images, resulting in an
improved image in (G) showing visibility of G5E5 of 9.84 μm line width while G5E6
still indistinguishable as the profile in (L) left. Averaging more frames such as 10
would further reduce the noise but cannot improve the lateral solution to G5E6 (not
shown here). Also, 10-frame lateral averaging takes too much scan time, unaccept-
able in a practical OCT 3D imaging.
Compared with high scan density and multi-frame averaging methods, our
superresolution processing with designedly shifted low resolution C-scans can
effectively improve the lateral resolution. Figure 10(H) shows our superresolution
processed image with 961 input low resolution shifted C-scans (1/16-spot-spacing
step and maximum 15/16-spot-shift). It is a 31  31 shifted scan matrix similar as
the 7  7 matrix in Figure 7(d). From the enlarged resolution image in column 4,
we can distinguish G5E6 of 8.77 μm line width which is also verified in (L) right.
Besides, in order to verify the effectiveness of the superresolution algorithm, we up
sampled the 961 input low resolution images to the same image size as (H) by
bicubic interpolation, and then averaged them with shift compensation. Although
the output image (K) has the same image size of (H), the spatial resolution is
terrible, barely observing 12.40 μm line width pattern (G5E3), worse than both the
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high density scan and the multi-frame averaging. This comparison demonstrates
that the lateral resolution improvement is from both sub-spot-spacing shifted
information and the superresolution algorithm, not only more data collection.
Figure 10.
OCT lateral images of the negative resolution target (group 5–7 region) with the same fixed FOV
(1  1 mm2) but different acquisition methods. The scan matrix is shown in column 1 and the corresponding
scan time is in column 2. The whole OCT lateral image is exhibited in column 3. The blue square in the image
shows distinguishable and indistinguishable elements, enlarged in column 4 for further resolution limit
comparison. The background noise in the selected ROI (the red square region in column 3) with STD, PSNR,
RMS and DR values is enlarged in column 5. The original low density scan with 64  64 non-overlapped spot
array is shown in row (A) and set its scan time as reference unit 1. OCT images acquired with different scan
matrixes are given in rows (B)–(F). The averaged result of five 1024  1024 frames is given in (G). The
reconstructed image by superresolution processing from 961 shifted 64  64 low resolution input images
(1/16-spot-spacing step and maximum 15/16-spot-shift, forming a 31  31 shift matrix similar to
Figure 7(d)) without deconvolution processing (H) and with Lucy-Richardson deconvolution processing an
optimized Gaussian PSF (I) or with the blind deconvolution (J). We average the same 961 low resolution input
images with up sampling and shift compensation, shown in (K). All the four images (H)–(K) have the same
translation shift parameters and the same output image size. The optimized Gaussian PSF and the estimated
PSF by the blind deconvolution are shown at the right bottom of resolution image in (I) and (J). (L) the
inverted x-axis horizontal profiles of the yellow lines in the center of patterns G5E6 of (G) and (H),
demonstrating the effective resolution improvement in (H). By the visual comparison, the image resolutions in
(I) and (J) are obviously better than that (H). *The statistical values are for reference only since much fewer
pixels in ROIs of (A)–(C), compared to the pixel numbers in (D)–(K). SR in (H) is short for superresolution.
SR w LR de in (I) is short for superresolution with Lucy-Richardson deconvolution. SR w blind de in (J) is short
for superresolution with blind deconvolution.
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After reconstructing the non-deconvolved high resolution image (H) from a
series of low resolution images, further lateral resolution improvement should be
achieved by Lucy-Richardson deconvolution processing of image (H) with an opti-
mized Gaussian PSF in (I) or by blind deconvolution processing shown in (J) as we
discussed in Section 2, both clearly exhibiting G6E1 of 7.81 μm line width without
Figure 11.
A list of superresolution processed images with much fewer input C-scans. Superresolution processed images (A)
and (B) with scan strategies as in Figure 7(b) and (c), respectively. Superresolution processed images (D) and
(E) with scan strategies as in Figure 7(d) without and with gray shifts, respectively. Image (C) is the Lucy-
Richardson deconvolution of image (B) using an optimized Gaussian PSF and the Gaussian PSF is shown at the
right bottom of (C). Superresolution with blind deconvolution reconstructed image (F) from the same input images
as (E) and the estimated PSF is shown at the right bottom of (F). *The values are for reference only due to low pixel
numbers in ROIs. SR in (A)–(E) is short for superresolution. SRw LR de in (C) is short for superresolution with
Lucy-Richardson deconvolution. SRw blind de in (F) is short for superresolution with blind deconvolution.
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high density scan and the multi-frame averaging. This comparison demonstrates
that the lateral resolution improvement is from both sub-spot-spacing shifted
information and the superresolution algorithm, not only more data collection.
Figure 10.
OCT lateral images of the negative resolution target (group 5–7 region) with the same fixed FOV
(1  1 mm2) but different acquisition methods. The scan matrix is shown in column 1 and the corresponding
scan time is in column 2. The whole OCT lateral image is exhibited in column 3. The blue square in the image
shows distinguishable and indistinguishable elements, enlarged in column 4 for further resolution limit
comparison. The background noise in the selected ROI (the red square region in column 3) with STD, PSNR,
RMS and DR values is enlarged in column 5. The original low density scan with 64  64 non-overlapped spot
array is shown in row (A) and set its scan time as reference unit 1. OCT images acquired with different scan
matrixes are given in rows (B)–(F). The averaged result of five 1024  1024 frames is given in (G). The
reconstructed image by superresolution processing from 961 shifted 64  64 low resolution input images
(1/16-spot-spacing step and maximum 15/16-spot-shift, forming a 31  31 shift matrix similar to
Figure 7(d)) without deconvolution processing (H) and with Lucy-Richardson deconvolution processing an
optimized Gaussian PSF (I) or with the blind deconvolution (J). We average the same 961 low resolution input
images with up sampling and shift compensation, shown in (K). All the four images (H)–(K) have the same
translation shift parameters and the same output image size. The optimized Gaussian PSF and the estimated
PSF by the blind deconvolution are shown at the right bottom of resolution image in (I) and (J). (L) the
inverted x-axis horizontal profiles of the yellow lines in the center of patterns G5E6 of (G) and (H),
demonstrating the effective resolution improvement in (H). By the visual comparison, the image resolutions in
(I) and (J) are obviously better than that (H). *The statistical values are for reference only since much fewer
pixels in ROIs of (A)–(C), compared to the pixel numbers in (D)–(K). SR in (H) is short for superresolution.
SR w LR de in (I) is short for superresolution with Lucy-Richardson deconvolution. SR w blind de in (J) is short
for superresolution with blind deconvolution.
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After reconstructing the non-deconvolved high resolution image (H) from a
series of low resolution images, further lateral resolution improvement should be
achieved by Lucy-Richardson deconvolution processing of image (H) with an opti-
mized Gaussian PSF in (I) or by blind deconvolution processing shown in (J) as we
discussed in Section 2, both clearly exhibiting G6E1 of 7.81 μm line width without
Figure 11.
A list of superresolution processed images with much fewer input C-scans. Superresolution processed images (A)
and (B) with scan strategies as in Figure 7(b) and (c), respectively. Superresolution processed images (D) and
(E) with scan strategies as in Figure 7(d) without and with gray shifts, respectively. Image (C) is the Lucy-
Richardson deconvolution of image (B) using an optimized Gaussian PSF and the Gaussian PSF is shown at the
right bottom of (C). Superresolution with blind deconvolution reconstructed image (F) from the same input images
as (E) and the estimated PSF is shown at the right bottom of (F). *The values are for reference only due to low pixel
numbers in ROIs. SR in (A)–(E) is short for superresolution. SRw LR de in (C) is short for superresolution with
Lucy-Richardson deconvolution. SRw blind de in (F) is short for superresolution with blind deconvolution.
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additional hardware configuration. Also, the superresolution with deconvolution
processing obviously enhances the contrast of the resolution element. All three lines
in G5E6 in (I) and (J) are much clearer than in (H), indicating the effectiveness of
deconvolution methods. The optimized Gaussian PSF was selected by iteration
changing of Gaussian parameters to achieve the best output image. Different from
the Lucy-Richardson deconvolution with a manually selected Gaussian PSF, the
blind deconvolution can automatically estimate an optimized irregular PSF and thus
deblurred the image in (H) with less ringing artifacts, although it still introduces
some additional noise to the background. Thus, for the following deconvolution
processing, we mainly use the blind deconvolution algorithm. We also attached the
Gaussian PSF or estimated irregular PSF at the right bottom of the deconvoluted
image.
Compared with original C-scan (A), our superresolution technique improves the
lateral resolution from 25 to 8.77 μm (H) (without deconvolution processing) and to
7.81 μm (with deconvolution processing, in (I) and (J)), a factor of 3 times
improvement. According to the above discussion, we can summarize that for lateral
resolution improvement, the superresolution technique with shifted low density C-
scans is better than multi-frame averaging of several high density C-scans, which is
better than one set simple high density C-scan. The superresolution with
deconvolution processing will further improve the lateral resolution.
According to Rayleigh criterion [63], the resolution limit of an optical system is
restricted to half of the focused spot size. Our present beam spot radius was mea-
sured as 10.5 μm, similar to the 9.84 μm line width of G5E5 in Figure 10(G). This
agrees well with the theory of diffraction limit. We can actually observe the 8.77 μm
line width pattern of G5E6 in (H), which is slightly better than the spot radius due
to increase of pixel density, reduction of noise, and enhancement of image contrast
by our superresolution technique.
The resolution of an optical system is physically restricted by the diffraction
limited, or PSF in other words. Dense patterns cannot be distinguished are due to
finite spot size blurring. The digital deconvolution processing with a proper PSF can
break the diffraction limit for resolution and sharpness improvement.
Superresolution processing with Lucy-Richardson deconvolution using an opti-
mized Gaussian PSF in Figure 10(I) or with blind deconvolution in (J) can clearly
exhibit the G5E6 line width of 8.77 μmwith higher image contrast and further show
the next group element G6E1 with 7.81 μm line width, both breaking the diffraction
limit and significantly improving the lateral resolution.
B. Image quality. Simple high density scan did not change the image quality.
Taking the six images in Figure 10(A)–(F) as examples, all their PSNRs were almost
lower than 20 dB, demonstrating that the increase of scan density did not do any
help to the image quality. Actually, with the exactly same focusing condition and
light source power, the six images should have very similar quality. Although we see
a little better PSNR and DR in (A)–(C), that is due to not enough pixel numbers in
region of interest (ROI) which reduces the statistics reliability. Thus, for image
quality comparison with other methods, we use scan matrix of 1024  1024 in (E)
and 2048  2048 in (F) as reference.
Through five-frame averaging, the PSNR in (G) is improved to 23.39 dB, better
than the value 17.50 dB in (E). A 10-frame averaging can further reach 27.75 dB (not
shown) but it is still lower than 30 dB and doubling the scan time of five-frame
averaging. The superresolution processed image in (H) can achieve 31.50 dB PSNR,
almost doubling the dB values of the high density scan results in (E) and (F).
Although all the images in Figure 10 have the same 8-bit gray range between 0 and
255, we recognize that the superresolution processed image shows better contrast
and thus looks brighter. That is because the higher DR and lower background noise
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additional hardware configuration. Also, the superresolution with deconvolution
processing obviously enhances the contrast of the resolution element. All three lines
in G5E6 in (I) and (J) are much clearer than in (H), indicating the effectiveness of
deconvolution methods. The optimized Gaussian PSF was selected by iteration
changing of Gaussian parameters to achieve the best output image. Different from
the Lucy-Richardson deconvolution with a manually selected Gaussian PSF, the
blind deconvolution can automatically estimate an optimized irregular PSF and thus
deblurred the image in (H) with less ringing artifacts, although it still introduces
some additional noise to the background. Thus, for the following deconvolution
processing, we mainly use the blind deconvolution algorithm. We also attached the
Gaussian PSF or estimated irregular PSF at the right bottom of the deconvoluted
image.
Compared with original C-scan (A), our superresolution technique improves the
lateral resolution from 25 to 8.77 μm (H) (without deconvolution processing) and to
7.81 μm (with deconvolution processing, in (I) and (J)), a factor of 3 times
improvement. According to the above discussion, we can summarize that for lateral
resolution improvement, the superresolution technique with shifted low density C-
scans is better than multi-frame averaging of several high density C-scans, which is
better than one set simple high density C-scan. The superresolution with
deconvolution processing will further improve the lateral resolution.
According to Rayleigh criterion [63], the resolution limit of an optical system is
restricted to half of the focused spot size. Our present beam spot radius was mea-
sured as 10.5 μm, similar to the 9.84 μm line width of G5E5 in Figure 10(G). This
agrees well with the theory of diffraction limit. We can actually observe the 8.77 μm
line width pattern of G5E6 in (H), which is slightly better than the spot radius due
to increase of pixel density, reduction of noise, and enhancement of image contrast
by our superresolution technique.
The resolution of an optical system is physically restricted by the diffraction
limited, or PSF in other words. Dense patterns cannot be distinguished are due to
finite spot size blurring. The digital deconvolution processing with a proper PSF can
break the diffraction limit for resolution and sharpness improvement.
Superresolution processing with Lucy-Richardson deconvolution using an opti-
mized Gaussian PSF in Figure 10(I) or with blind deconvolution in (J) can clearly
exhibit the G5E6 line width of 8.77 μmwith higher image contrast and further show
the next group element G6E1 with 7.81 μm line width, both breaking the diffraction
limit and significantly improving the lateral resolution.
B. Image quality. Simple high density scan did not change the image quality.
Taking the six images in Figure 10(A)–(F) as examples, all their PSNRs were almost
lower than 20 dB, demonstrating that the increase of scan density did not do any
help to the image quality. Actually, with the exactly same focusing condition and
light source power, the six images should have very similar quality. Although we see
a little better PSNR and DR in (A)–(C), that is due to not enough pixel numbers in
region of interest (ROI) which reduces the statistics reliability. Thus, for image
quality comparison with other methods, we use scan matrix of 1024  1024 in (E)
and 2048  2048 in (F) as reference.
Through five-frame averaging, the PSNR in (G) is improved to 23.39 dB, better
than the value 17.50 dB in (E). A 10-frame averaging can further reach 27.75 dB (not
shown) but it is still lower than 30 dB and doubling the scan time of five-frame
averaging. The superresolution processed image in (H) can achieve 31.50 dB PSNR,
almost doubling the dB values of the high density scan results in (E) and (F).
Although all the images in Figure 10 have the same 8-bit gray range between 0 and
255, we recognize that the superresolution processed image shows better contrast
and thus looks brighter. That is because the higher DR and lower background noise
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in (H), (I) and (J) makes brighter appearance to human eye observation. The DR
value of (H) also doubles the values of (E) and (F) in dB unit. The superresolution
with deconvolution processed images in (I) and (J) decrease a little in the image
quality as compared to (H), because of the increased background noise by the
deconvolution processing. Here, we simply summarize the image quality compari-
son that the superresolution processing is better than the multi-frame averaging
which is better than high density scan. The superresolution with deconvolution
improves the image resolution but slightly reduces the image quality.
Besides, we noticed that (K) has the best PSNR and DR value among all the
images of Figure 10, which comes from averaging the 961 up-sampled low resolu-
tion images (the same input images as (H)) with shift compensation. The STD value
is only 1.63, exhibiting very smooth background without obvious noises. If only
focusing on the image quality values, we may be misled that the average of up-
sampled images can provide better background noise suppression than the
superresolution technique. However, this method penalizes the high frequency
signal, resulting in a poor resolution of 12.4 μm, even worse than the high density
scan in (E), which is not an acceptable method.
C. Scan time. From column 2 of Figure 10(F)–(J), it is easy to summarize that
the scan time of the superresolution technique is faster than both the high density
scan and the multi-frame averaging. Superresolution processing provides much
better image resolution and quality with less scan time. Figure 10 compares the
resolution limit of different methods and thus takes long scan time. For example,
the present scan time of Figure 10(A) for FOV of 1  1 mm2 takes 0.18 s while
that of (F), (G), and (H) take 3.41, 4.27, and 3.2 min, respectively. If enlarging the
FOV to 3  3 mm2 area and keeping the same scan density of (F), (G), and (H),
these methods would take 30.7, 38.4, and 28.8 min scan time (excluding fast Fourier
transform calculation), too long for many applications. In practice, we need to
consider acceptable scan time for in vivo imaging and the effectiveness of the
experiments.
To reduce the scan time, we compare a list of superresolution processed images
in Figure 11 with much fewer input C-scans than Figure 10(H). Also, there are two
different shift strategies applied in this experiment similar as Figure 7(b) and (c) to
demonstrate the additional gray shifts in Figure 7(c) are needed for higher lateral
resolution and image quality. Although the red shifts are enough for sampling rate
improvement by superresolution processing, those additional gray shifts could con-
tribute to image noise reduction, the lateral spatial resolution and overall image
quality improvement. In Figure 11(A), the pattern G5E3 is indistinguishable,
processed with Figure 7(b) scan strategy. While with more shifts as Figure 7(c)
strategy, the pattern of G5E3 in Figure 11(B) is clearly visible and we can further
partly distinguish the G5E4 pattern. Similarly, the G5E5 in Figure 11(D) is not
obvious with red shifts only in Figure 7(d). After including the additional gray shift
patterns, the G5E5 pattern in Figure 11(E) becomes visible. Thus, these gray shifts
can effectively improve the lateral resolution as well as reduce the background noise
by about 20–70% in STD and RMS, overcoming the reconstructed image with red
shifts only.
The superresolution processing with Lucy-Richardson or blind deconvolution
has demonstrated its contribution to the resolution improvement again, shown in
Figure 11(C) and (F) as compared to (B) and (E), respectively. The deconvolution
also introduces some degradation to image quality, increasing the background noise
similar as in Figure 10(I) and (J). It is important to note that the superresolution
with deconvolution does not spend any extra scan time.
Comparing with Figure 10(B)–(E), the results in Figure 11 clearly show the
advantage of our multi-frame superresolution processing with less scan time while
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offering much better lateral resolution and image quality. Reducing from 961 to 49
shifted C-scans, it only takes 9.8 s to see the 9.84 μm line width pattern in Figure 11
(F), while the 1024 1024 high density scan in Figure 10(E) takes about 51 seconds
to barely observe the 11.05 μm line width pattern with lower image quality. Simi-
larly, Figure 11(A)–(E) provide higher lateral resolution and better image quality
with shorter scan time than Figure 10(B)–(E). Clearly, our superresolution tech-
nique has demonstrated its superior performance in lateral resolution and image
quality improvement with shorter scan time.
Based on the above experiments, the lateral resolution and image quality vs. scan
time are summarized in Table 3. Obviously, the multi-frame superresolution tech-
nique can achieve much better lateral resolution and image quality with less scan
time than high density scanning and multi-frame averaging.
Except the experiment with 100 mm focal length lens above, we also checked
the performance of a 30 mm focal length lens, which focuses the collimated beam to
the diameter of 6 μm, very suitable to image the patterns group 6–7 in the
resolution target of Figure 9(b). Figure 12(A)–(D) exhibits the original, the high
density scanned, the average of multiple high density scans, and our
superresolution with deconvolution processed images, respectively. The original
low density scan (64  64) cannot distinguish any pattern, except the G6E1 with
line width of 7.81 μm in Figure 12(A). With extremely higher scan density of
2048  2048 (taking 1024 scan time units) or averaging of five 1024  1024
scanned images (1280 time units), the 3.10 μm (G7E3) and the 2.76 μm (G7E4)
become barely visible as shown in Figure 12(B) and (C). After the multi-frame
superresolution with blind deconvolution processing of 961 shifted low resolution
images (similar as Figure 12(A), with 1/16-spot-spacing shift step and maximum
15/16-spot-shift), we can see the 2.19 μm patterns (G7E6) as in Figure 12(D). The
lateral resolution has been significantly improved from 7.81 μm (the original sparse
scan in Figure 12(A)) to 2.47 μm (superresolution processing without
deconvolution, not shown) and to 2.19 μm (superresolution processing with blind
deconvolution in Figure 12(D)), about 3–3.5 times improvement. Compared with
other methods like the high density scan and the multi-frame averaging, our
superresolution technique exhibits superior advantage in lateral resolution
improvement again. Our technique also shows the apparently better image quality
than other methods: PSNR and DR of 103.7 and 137.9% (without deconvolution)
and 65.2 and 106.3% (with deconvolution, Figure 12(D)) higher than high density
scan (Figure 12(B)) in dB unit; PSNR and DR of 50.9 and 60.5% (without
deconvolution) and 22.4 and 39.2% (with deconvolution, Figure 12(D)) higher
than the multi-frame averaging (Figure 12(C)) in dB unit. Similar as the experi-
ment of using 100 mm focal length lens, the use of 30 mm focal length lens
demonstrates again that our superresolution technique can offer higher lateral res-
olution and better image quality with less scan time than the high density C-scan
and the multi-frame averaging method.
The present Lucy-Richardson deconvolution with a Gaussian PSF or the blind
deconvolution with an estimated PSF however have some problems: Although
the deconvolution effectively improves the lateral resolution, it introduces some
artifacts in Figures 10(I), (J), 11(C), (F) and 12(D), which may not be acceptable
for some critical applications. The artifacts are from both imperfect PSF selection
and the discrete Fourier transform. And they cannot be avoided in the advanced
blind deconvolution.
To our observation, the deconvolution methods are sensitive to the noise level. If
background noise is as low as Figure 10(K), the deconvolution processing will not
introduce obvious artifacts (not shown here, referring to our previous work [11]).
However, the method in Figure 10(K) is harmful to the spatial resolution.
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in (H), (I) and (J) makes brighter appearance to human eye observation. The DR
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the scan time of the superresolution technique is faster than both the high density
scan and the multi-frame averaging. Superresolution processing provides much
better image resolution and quality with less scan time. Figure 10 compares the
resolution limit of different methods and thus takes long scan time. For example,
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transform calculation), too long for many applications. In practice, we need to
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processed with Figure 7(b) scan strategy. While with more shifts as Figure 7(c)
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obvious with red shifts only in Figure 7(d). After including the additional gray shift
patterns, the G5E5 pattern in Figure 11(E) becomes visible. Thus, these gray shifts
can effectively improve the lateral resolution as well as reduce the background noise
by about 20–70% in STD and RMS, overcoming the reconstructed image with red
shifts only.
The superresolution processing with Lucy-Richardson or blind deconvolution
has demonstrated its contribution to the resolution improvement again, shown in
Figure 11(C) and (F) as compared to (B) and (E), respectively. The deconvolution
also introduces some degradation to image quality, increasing the background noise
similar as in Figure 10(I) and (J). It is important to note that the superresolution
with deconvolution does not spend any extra scan time.
Comparing with Figure 10(B)–(E), the results in Figure 11 clearly show the
advantage of our multi-frame superresolution processing with less scan time while
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offering much better lateral resolution and image quality. Reducing from 961 to 49
shifted C-scans, it only takes 9.8 s to see the 9.84 μm line width pattern in Figure 11
(F), while the 1024 1024 high density scan in Figure 10(E) takes about 51 seconds
to barely observe the 11.05 μm line width pattern with lower image quality. Simi-
larly, Figure 11(A)–(E) provide higher lateral resolution and better image quality
with shorter scan time than Figure 10(B)–(E). Clearly, our superresolution tech-
nique has demonstrated its superior performance in lateral resolution and image
quality improvement with shorter scan time.
Based on the above experiments, the lateral resolution and image quality vs. scan
time are summarized in Table 3. Obviously, the multi-frame superresolution tech-
nique can achieve much better lateral resolution and image quality with less scan
time than high density scanning and multi-frame averaging.
Except the experiment with 100 mm focal length lens above, we also checked
the performance of a 30 mm focal length lens, which focuses the collimated beam to
the diameter of 6 μm, very suitable to image the patterns group 6–7 in the
resolution target of Figure 9(b). Figure 12(A)–(D) exhibits the original, the high
density scanned, the average of multiple high density scans, and our
superresolution with deconvolution processed images, respectively. The original
low density scan (64  64) cannot distinguish any pattern, except the G6E1 with
line width of 7.81 μm in Figure 12(A). With extremely higher scan density of
2048  2048 (taking 1024 scan time units) or averaging of five 1024  1024
scanned images (1280 time units), the 3.10 μm (G7E3) and the 2.76 μm (G7E4)
become barely visible as shown in Figure 12(B) and (C). After the multi-frame
superresolution with blind deconvolution processing of 961 shifted low resolution
images (similar as Figure 12(A), with 1/16-spot-spacing shift step and maximum
15/16-spot-shift), we can see the 2.19 μm patterns (G7E6) as in Figure 12(D). The
lateral resolution has been significantly improved from 7.81 μm (the original sparse
scan in Figure 12(A)) to 2.47 μm (superresolution processing without
deconvolution, not shown) and to 2.19 μm (superresolution processing with blind
deconvolution in Figure 12(D)), about 3–3.5 times improvement. Compared with
other methods like the high density scan and the multi-frame averaging, our
superresolution technique exhibits superior advantage in lateral resolution
improvement again. Our technique also shows the apparently better image quality
than other methods: PSNR and DR of 103.7 and 137.9% (without deconvolution)
and 65.2 and 106.3% (with deconvolution, Figure 12(D)) higher than high density
scan (Figure 12(B)) in dB unit; PSNR and DR of 50.9 and 60.5% (without
deconvolution) and 22.4 and 39.2% (with deconvolution, Figure 12(D)) higher
than the multi-frame averaging (Figure 12(C)) in dB unit. Similar as the experi-
ment of using 100 mm focal length lens, the use of 30 mm focal length lens
demonstrates again that our superresolution technique can offer higher lateral res-
olution and better image quality with less scan time than the high density C-scan
and the multi-frame averaging method.
The present Lucy-Richardson deconvolution with a Gaussian PSF or the blind
deconvolution with an estimated PSF however have some problems: Although
the deconvolution effectively improves the lateral resolution, it introduces some
artifacts in Figures 10(I), (J), 11(C), (F) and 12(D), which may not be acceptable
for some critical applications. The artifacts are from both imperfect PSF selection
and the discrete Fourier transform. And they cannot be avoided in the advanced
blind deconvolution.
To our observation, the deconvolution methods are sensitive to the noise level. If
background noise is as low as Figure 10(K), the deconvolution processing will not
introduce obvious artifacts (not shown here, referring to our previous work [11]).
However, the method in Figure 10(K) is harmful to the spatial resolution.
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Practically, it is difficult to obtain a penetrated lateral image with so smooth back-
ground as well as maintaining high resolution due to various scattering mediums in
the samples.
When a focused beam penetrating into a sample, the scattering would alter the
cross-section profile of the beam. The optimized lateral PSF thus may be different in
different samples and at different depth layers [45]. Even with advanced blind
deconvolution, the ground true PSF [70] of the system at that depth layer is still
difficult to find. We also could notice that the estimated PSFs in Figures 10(J), 11
(F) and 12(D) are different.
Considering the above issues, we would not apply the deconvolution processing
to the following OCT experiments of functional samples. However, it is important
to point out that the superresolution technique with deconvolution processing can
break the diffraction limit, improve the sampling rate and suppress the background
noise together to significantly improve the lateral resolution and image quality.
3.2 Improved lateral resolution imaging of microstructure samples
Thus far, we have successfully demonstrated the effective lateral resolution and
image quality improvement by the multi-frame superresolution processing with
shifted low resolution C-scans. This processing can offer better image quality with
Figure 12.
The OCT lateral images of the resolution target in Figure 9(b) were taken by a 30 mm focal length achromatic
lens using (A) 64  64 scan matrix, (B) 2048  2048 scan matrix, (C) 1024  1024 scan matrix with 5
frame averaging, and (D) the superresolution and blind deconvolution processed image from 961 shifted
64  64 low resolution images with 1/16-spot-spacing step and maximum 15/16-spot-shift. The estimated PSF
is attached at the right bottom of (D). All the four images have the same FOV of about 250  250 μm2.
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less scan time than high density C-scan images and is especially suitable for imaging
micron scale fine structures [19, 37, 71–74].
We examined 3D imaging of a microstructure sample in Figure 13, in which the
particle size is about 3 μm. The two left images of Figure 13(A) and (B) are the
original sparse scan lateral SVP images of the same sample using 30 and 19 mm focal
length lens with 1300  1300 and 500  500 μm2 lateral FOV, respectively. Even
with 19 mm focal length lens and 4 μm focused spot size, the microstructures are
still invisible. After superresolution processing of 225 low resolution shifted frames
with 1/8-spot-spacing step and maximum 7/8-spot-shift (using 15  15 shift matrix
with arrangement similar to Figure 7(d)), we are able to observe clearly those
microstructures and wavy surface caused by the imperfect fabrication in exposure
and developing. This wavy surface is difficult to be seen in microscope imaging
without topographic imaging capability. As our previous report, the multiple-frame
superresolution processing can improve the lateral resolution of our SD-OCT with
19 mm focal length lens by 3 times, achieving 1–2 μm [37]. Although 19 mm focal
Figure 13.
Lateral SVP imaging of a microstructure sample without (left) and with (right) multi-frame superresolution
processing. (A) 30 mm and (B) 19 mm focal length lens are used in the sample arm of our SD-OCT system.
Except the ability of observation of 3 μm particles, the right images show wavy surface with various imperfect
fabrications, which is difficult to be observed in microscopy imaging. The scale bars in (A) and (B) are 100 μm.
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Practically, it is difficult to obtain a penetrated lateral image with so smooth back-
ground as well as maintaining high resolution due to various scattering mediums in
the samples.
When a focused beam penetrating into a sample, the scattering would alter the
cross-section profile of the beam. The optimized lateral PSF thus may be different in
different samples and at different depth layers [45]. Even with advanced blind
deconvolution, the ground true PSF [70] of the system at that depth layer is still
difficult to find. We also could notice that the estimated PSFs in Figures 10(J), 11
(F) and 12(D) are different.
Considering the above issues, we would not apply the deconvolution processing
to the following OCT experiments of functional samples. However, it is important
to point out that the superresolution technique with deconvolution processing can
break the diffraction limit, improve the sampling rate and suppress the background
noise together to significantly improve the lateral resolution and image quality.
3.2 Improved lateral resolution imaging of microstructure samples
Thus far, we have successfully demonstrated the effective lateral resolution and
image quality improvement by the multi-frame superresolution processing with
shifted low resolution C-scans. This processing can offer better image quality with
Figure 12.
The OCT lateral images of the resolution target in Figure 9(b) were taken by a 30 mm focal length achromatic
lens using (A) 64  64 scan matrix, (B) 2048  2048 scan matrix, (C) 1024  1024 scan matrix with 5
frame averaging, and (D) the superresolution and blind deconvolution processed image from 961 shifted
64  64 low resolution images with 1/16-spot-spacing step and maximum 15/16-spot-shift. The estimated PSF
is attached at the right bottom of (D). All the four images have the same FOV of about 250  250 μm2.
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less scan time than high density C-scan images and is especially suitable for imaging
micron scale fine structures [19, 37, 71–74].
We examined 3D imaging of a microstructure sample in Figure 13, in which the
particle size is about 3 μm. The two left images of Figure 13(A) and (B) are the
original sparse scan lateral SVP images of the same sample using 30 and 19 mm focal
length lens with 1300  1300 and 500  500 μm2 lateral FOV, respectively. Even
with 19 mm focal length lens and 4 μm focused spot size, the microstructures are
still invisible. After superresolution processing of 225 low resolution shifted frames
with 1/8-spot-spacing step and maximum 7/8-spot-shift (using 15  15 shift matrix
with arrangement similar to Figure 7(d)), we are able to observe clearly those
microstructures and wavy surface caused by the imperfect fabrication in exposure
and developing. This wavy surface is difficult to be seen in microscope imaging
without topographic imaging capability. As our previous report, the multiple-frame
superresolution processing can improve the lateral resolution of our SD-OCT with
19 mm focal length lens by 3 times, achieving 1–2 μm [37]. Although 19 mm focal
Figure 13.
Lateral SVP imaging of a microstructure sample without (left) and with (right) multi-frame superresolution
processing. (A) 30 mm and (B) 19 mm focal length lens are used in the sample arm of our SD-OCT system.
Except the ability of observation of 3 μm particles, the right images show wavy surface with various imperfect
fabrications, which is difficult to be observed in microscopy imaging. The scale bars in (A) and (B) are 100 μm.
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length lens can provide better image resolution than 30 mm focal length lens due to
smaller focal spot, it sacrifices the lateral FOV and axial DOF of the system. This
trade-off should be considered when imaging different samples. In this experiment,
the superresolution enhanced 30 mm focal lens system has provided good enough
resolution ability to exhibit the details of the sample.
Except for better human vision, the lateral resolution and image quality
improvements further benefit various machine vision algorithms, providing more
details for feature detection. Our previous work has reported the superresolution
assisted image stitching for achieving an ultra-wide lateral FOV. Taking Figure 14
as an example, we scanned a multi-layer microfluidic sample by the high density
scan and our multi-frame superresolution with shifted C-scans introduced above.
All the structures are visible in Figure 14(A) left, however with a lot of speckle
noises. Applying the advanced SURF [75] feature detection algorithm to the left two
adjacent SVP images, there are no correct feature pairs found between them. And
the incorrect matching information fails the following image stitching, overlapping
two left images as Figure 14(A) right. Actually, there is only 30% shared region for
the left two images. This failure is because most machine vision algorithms are not
robust to periodic structures and noisy background. After superresolution
processing, the image quality is significantly improved as in Figure 14(B) left,
although with the same pixel resolution. The improved images offer much more
correct feature pairs, supporting the following image stitching algorithm to recon-
struct a wide lateral FOV image successfully at right. This comparison demonstrates
the superresolution technique would be an effective pre-processing for subsequent
machine vision algorithms.
As we discussed in Section 2.1, each lens has its lateral FOV limitation due to
Petzval field curvature. For example, 1400  1400 μm2 optimized lateral FOV for
30 mm focal length lens guarantees the overall high resolution for the whole C-scan
region. However, this lateral FOV is obviously not enough to image a large sample
with centimeter scale sizes. To overcome this drawback, we scan 6 nearby partial
overlapped regions of a microstructure sample by a 30 mm focal length lens. Each
local C-scan covers a FOV of 1300  1300 μm2 and is enhanced by the
Figure 14.
(A) Failed image stitching from two noisy images. (B) The superresolution processed images provide more
correct matched feature pairs and successfully help the subsequent stitching algorithm to reconstruct a wide FOV
image.
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superresolution processing. One of the SVP images is shown in Figure 13 (A) right.
After repeating the image stitching layer by layer introduced in our previous work
[37, 38], we generated a 3.2  2.3 mm2 wide FOV seamless 3D image with high
lateral resolution, as shown in Figure 15(A). Wide FOV images at three selected
depth layers are shown in Figure 15(B). If enlarge the selected two B-scans (posi-
tions of the two arrows in the top view) in Figure 15(C), all adjacent parts are also
stitched very well without any discontinuities. The details of the image stitching are
given in our papers [37, 38].
Again, we stitched 10 close-by C-scans with 500  500 μm2 FOV, imaged by a
19 mm focal length lens, to reproduce a 2.10  1.15 mm2 wide FOV 3D image in
Figure 16. Due to short focal length lens, this figure stitched by more C-scans
only covers 1/3 area of Figure 15, although with higher lateral resolution of <2 μm
Figure 15.
(A) Top view of a 3.2  2.3 mm2 microstructure image stitched by six 1300  1300 μm2 images. (B) Selected
three depth layers in the stitched high lateral resolution 3D image. (C) Two B-scans in the stitched 3D image are
selected by the arrows in (A).
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length lens can provide better image resolution than 30 mm focal length lens due to
smaller focal spot, it sacrifices the lateral FOV and axial DOF of the system. This
trade-off should be considered when imaging different samples. In this experiment,
the superresolution enhanced 30 mm focal lens system has provided good enough
resolution ability to exhibit the details of the sample.
Except for better human vision, the lateral resolution and image quality
improvements further benefit various machine vision algorithms, providing more
details for feature detection. Our previous work has reported the superresolution
assisted image stitching for achieving an ultra-wide lateral FOV. Taking Figure 14
as an example, we scanned a multi-layer microfluidic sample by the high density
scan and our multi-frame superresolution with shifted C-scans introduced above.
All the structures are visible in Figure 14(A) left, however with a lot of speckle
noises. Applying the advanced SURF [75] feature detection algorithm to the left two
adjacent SVP images, there are no correct feature pairs found between them. And
the incorrect matching information fails the following image stitching, overlapping
two left images as Figure 14(A) right. Actually, there is only 30% shared region for
the left two images. This failure is because most machine vision algorithms are not
robust to periodic structures and noisy background. After superresolution
processing, the image quality is significantly improved as in Figure 14(B) left,
although with the same pixel resolution. The improved images offer much more
correct feature pairs, supporting the following image stitching algorithm to recon-
struct a wide lateral FOV image successfully at right. This comparison demonstrates
the superresolution technique would be an effective pre-processing for subsequent
machine vision algorithms.
As we discussed in Section 2.1, each lens has its lateral FOV limitation due to
Petzval field curvature. For example, 1400  1400 μm2 optimized lateral FOV for
30 mm focal length lens guarantees the overall high resolution for the whole C-scan
region. However, this lateral FOV is obviously not enough to image a large sample
with centimeter scale sizes. To overcome this drawback, we scan 6 nearby partial
overlapped regions of a microstructure sample by a 30 mm focal length lens. Each
local C-scan covers a FOV of 1300  1300 μm2 and is enhanced by the
Figure 14.
(A) Failed image stitching from two noisy images. (B) The superresolution processed images provide more
correct matched feature pairs and successfully help the subsequent stitching algorithm to reconstruct a wide FOV
image.
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superresolution processing. One of the SVP images is shown in Figure 13 (A) right.
After repeating the image stitching layer by layer introduced in our previous work
[37, 38], we generated a 3.2  2.3 mm2 wide FOV seamless 3D image with high
lateral resolution, as shown in Figure 15(A). Wide FOV images at three selected
depth layers are shown in Figure 15(B). If enlarge the selected two B-scans (posi-
tions of the two arrows in the top view) in Figure 15(C), all adjacent parts are also
stitched very well without any discontinuities. The details of the image stitching are
given in our papers [37, 38].
Again, we stitched 10 close-by C-scans with 500  500 μm2 FOV, imaged by a
19 mm focal length lens, to reproduce a 2.10  1.15 mm2 wide FOV 3D image in
Figure 16. Due to short focal length lens, this figure stitched by more C-scans
only covers 1/3 area of Figure 15, although with higher lateral resolution of <2 μm
Figure 15.
(A) Top view of a 3.2  2.3 mm2 microstructure image stitched by six 1300  1300 μm2 images. (B) Selected
three depth layers in the stitched high lateral resolution 3D image. (C) Two B-scans in the stitched 3D image are
selected by the arrows in (A).
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[37]. The top view, selected layers, and selected B-scans are exhibited in
Figure 16(A)–(C), respectively. The wide FOV images could be enlarged for
stitching performance and image quality checking by readers. In principle, there is
no limitation on lateral FOV enlargement by this image stitching technique while
maintaining the needed high lateral resolution SD-OCT imaging by the multi-frame
superresolution processing. While, for fully review the microstructure sample, the
19 mm lens need to image more than 30 adjacent regions due to small lateral FOV,
spending at least 5 times more scan time than using a 30 mm focal length lens, thus
it is only suitable for ultra-high lateral resolution imaging.
3.3 Improved lateral resolution imaging of in vivo 3D fingerprint
The previous section has successfully demonstrated the superresolution
processing enhanced 3D imaging for static samples. Actually, this quick and high
quality 3D imaging technique is very suitable for time sensitive security applications
such as in vivo 3D fingerprint identification. The traditional high density scan
spends long time and easily leads to motion errors during the scanning. Using our
Figure 16.
(A) Top view of a 2.10  1.15 mm2 microstructure image stitched by ten 500  500 μm2 images. (B) Selected
three depth layers in the stitched high lateral resolution 3D image. (C) Two B-scans in the stitched 3D image are
selected by the arrows in (A).
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sparse scan method, the SD-OCT only takes 2.8 s to acquire one 256  256 C-scan
(excluding fast Fourier transform processing time), fast enough to avoid most
motion errors within one C-scan cycle, assisted by a finger holder to reduce the
potential body motions and vibrations. The in vivo unintended tissue movements
lead to unknown spatial shifts among multiple C-scans. In order to apply the multi-
frame superresolution technique to a series of in vivo sparse C-scans, the unknown
shifts Fk should be solved first. As we discussed in Section 2, we decompose these
unknown spatial shifts into two directions: the depth direction z and the en-face
lateral plane x-y. The z-axis differences of two C-scans could be estimated by
comparing their top positions. For more complex lateral intensity distribution, we
utilize the effective multi-modal volume registration [64] to estimate the shift
amounts in x- and y-axis for each two SVP images, which provides better lateral
details. We also overlap the test image and the reference one with the shift com-
pensation to double check the correctness of estimated lateral shifts. After collecting
the x-, y-, z-position shifts information which produces best overlapping quality,
the multi-frame superresolution processing is then performed layer-by-layer to
improve the lateral resolution and reconstruct a high quality 3D image. The
details of the estimation performance and overlap quality are given in our published
work [11].
As discussed above, OCT has great potential in security applications, such as
in vivo 3D fingerprint reader. Currently, fingerprint identification has been a dom-
inant biometry technique, occupying about two-thirds of the biometry identifica-
tion market [76]. Conventional optical or capacitive acquisitions of fingerprints can
only capture a two-dimensional (2D) image of the surface, which have lots of
Figure 17.
(A) One original low resolution SVP image of the eccrine sweat glands layer. Below are the enlarged images of
selected region with the yellow, blue, red and pink colors. (B) the superresolution processed image showing the
improvement in the enlarged local images. The scale bars in (A) and (B) are 500 μm. 100 mm focal length lens
is used here.
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[37]. The top view, selected layers, and selected B-scans are exhibited in
Figure 16(A)–(C), respectively. The wide FOV images could be enlarged for
stitching performance and image quality checking by readers. In principle, there is
no limitation on lateral FOV enlargement by this image stitching technique while
maintaining the needed high lateral resolution SD-OCT imaging by the multi-frame
superresolution processing. While, for fully review the microstructure sample, the
19 mm lens need to image more than 30 adjacent regions due to small lateral FOV,
spending at least 5 times more scan time than using a 30 mm focal length lens, thus
it is only suitable for ultra-high lateral resolution imaging.
3.3 Improved lateral resolution imaging of in vivo 3D fingerprint
The previous section has successfully demonstrated the superresolution
processing enhanced 3D imaging for static samples. Actually, this quick and high
quality 3D imaging technique is very suitable for time sensitive security applications
such as in vivo 3D fingerprint identification. The traditional high density scan
spends long time and easily leads to motion errors during the scanning. Using our
Figure 16.
(A) Top view of a 2.10  1.15 mm2 microstructure image stitched by ten 500  500 μm2 images. (B) Selected
three depth layers in the stitched high lateral resolution 3D image. (C) Two B-scans in the stitched 3D image are
selected by the arrows in (A).
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sparse scan method, the SD-OCT only takes 2.8 s to acquire one 256  256 C-scan
(excluding fast Fourier transform processing time), fast enough to avoid most
motion errors within one C-scan cycle, assisted by a finger holder to reduce the
potential body motions and vibrations. The in vivo unintended tissue movements
lead to unknown spatial shifts among multiple C-scans. In order to apply the multi-
frame superresolution technique to a series of in vivo sparse C-scans, the unknown
shifts Fk should be solved first. As we discussed in Section 2, we decompose these
unknown spatial shifts into two directions: the depth direction z and the en-face
lateral plane x-y. The z-axis differences of two C-scans could be estimated by
comparing their top positions. For more complex lateral intensity distribution, we
utilize the effective multi-modal volume registration [64] to estimate the shift
amounts in x- and y-axis for each two SVP images, which provides better lateral
details. We also overlap the test image and the reference one with the shift com-
pensation to double check the correctness of estimated lateral shifts. After collecting
the x-, y-, z-position shifts information which produces best overlapping quality,
the multi-frame superresolution processing is then performed layer-by-layer to
improve the lateral resolution and reconstruct a high quality 3D image. The
details of the estimation performance and overlap quality are given in our published
work [11].
As discussed above, OCT has great potential in security applications, such as
in vivo 3D fingerprint reader. Currently, fingerprint identification has been a dom-
inant biometry technique, occupying about two-thirds of the biometry identifica-
tion market [76]. Conventional optical or capacitive acquisitions of fingerprints can
only capture a two-dimensional (2D) image of the surface, which have lots of
Figure 17.
(A) One original low resolution SVP image of the eccrine sweat glands layer. Below are the enlarged images of
selected region with the yellow, blue, red and pink colors. (B) the superresolution processed image showing the
improvement in the enlarged local images. The scale bars in (A) and (B) are 500 μm. 100 mm focal length lens
is used here.
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limitations like pressure dependent skin distortions, skin damages, and wet or fuzzy
fingerprints. More seriously, the traditional 2D fingerprint acquisition and analysis
are not robust to detect fake fingerprint on spoofing attacks and identity thefts. Our
superresolution enhanced SD-OCT could provide high quality 3D image to over-
come 2D fingerprint reader. To demonstrate this idea, we examine in vivo 3D
fingerprint imaging of a thumb (a 33-year-old male volunteer) to show the advan-
tages. Successful imaging of subsurface eccrine sweat glands can serve as a good
indictor to the SD-OCT image resolution and effectively defense fake fingerprint
attacks which do not have these internal glands. Figure 17 shows two SVP images
(covering about 5  5 mm2) of the eccrine sweat glands layer, which is the gap
between the external and internal fingerprint layers, illustrated in Figure 18. The
eccrine glands grow under the dermis and open out through the sweat pores on the
surface. From the top view of the scanned fingerprint, these glands should appear as
the dot style distribution through the whole region. However, due to the low
resolution, the SVP image of the original sparse C-scan could not show the eccrine
sweat glands distribution clearly. The enlarged yellow and blue local regions in
Figure 17(A) only barely exhibit some brighter pixels, which cannot be distin-
guished from the background noise. After superresolution processing with 10 of
such C-scans, the reconstructed eccrine sweat glands layer shows much higher
lateral resolution and image quality. For example, the five gland spots in yellow and
blue selected regions of Figure 17(B) can be clearly observed. We are also able to
see the low contrast internal structures in the red and pink selected regions of
Figure 17(B) which however cannot be imaged well in the original C-scans like
image in Figure 17(A).
Figure 18.
(A) An original sparse B-scan covered about 5 mm scan width on a thumb. The yellow and blue rectangles are
the enlarged areas pointed by the yellow and blue arrows, respectively. (B) One B-scan image extracted from the
superresolution processed 3D image, at the same position of (A). The scale bars in (A) and (B) are 500 μm.
100 mm focal length lens was used.
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The layer by layer superresolution processing also improves the B-scan image
quality. Figure 18(A) shows an original low resolution fingerprint B-scan image in
the same C-scan of Figure 17(A). We only observe the external fingerprint pattern
but with very blurred images of the eccrine sweat glands and the internal finger-
print structures. The two right side images are enlarged areas pointed by the yellow
and blue arrows. The yellow rectangle image shows a blurred eccrine sweat gland
but we cannot distinguish the helical structure. The blue square image does not
exhibit any eccrine sweat glands. After the same superresolution processing as the
Figure 17(B), we extracted one B-scan image shown in Figure 18(B) from the final
high quality 3D image (Figure 19(A)) at the same position of Figure 18(A). In
Figure 18(B), the helical structure of the eccrine sweat gland marked by the yellow
arrow is clearly visible and enlarged at the right side. The three eccrine sweat glands
have different intensity because their centers are not in the same B-scan plane.
The superresolution processed B-scan exhibits excellent image quality with 49.9%
PSNR and 50.6% DR improvement in dB unit. The improvement from Figure 18
(A) and (B) can be clearly visualized. After separating the multi-layer fingerprint
3D image (Figure 19(A)) into three layers: external fingerprint layer, eccrine sweat
glands layer and internal fingerprint layer, the curved layer images are shown in
Figure 19(B)–(D), respectively. The distribution of eccrine sweat glands in the
whole scan area are beautifully displayed in Figure 19(C). The application of
Figure 19.
Superresolution enhanced SD-OCT in vivo 3D imaging of a male thumb fingerprint. (A) A 3D side view shows
the multi-layers of a fingerprint. (B) 3D imaging of the external fingerprint layer, processed by our
superresolution technique. (C) A 3D top view of the eccrine sweat glands layer after our superresolution
processing. Each spot is an eccrine sweat gland. (D) A 3D top view of the internal fingerprint layer improved by
superresolution processing, showing the same structure as the external fingerprint. 100 mm focal length lens was
used here.
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limitations like pressure dependent skin distortions, skin damages, and wet or fuzzy
fingerprints. More seriously, the traditional 2D fingerprint acquisition and analysis
are not robust to detect fake fingerprint on spoofing attacks and identity thefts. Our
superresolution enhanced SD-OCT could provide high quality 3D image to over-
come 2D fingerprint reader. To demonstrate this idea, we examine in vivo 3D
fingerprint imaging of a thumb (a 33-year-old male volunteer) to show the advan-
tages. Successful imaging of subsurface eccrine sweat glands can serve as a good
indictor to the SD-OCT image resolution and effectively defense fake fingerprint
attacks which do not have these internal glands. Figure 17 shows two SVP images
(covering about 5  5 mm2) of the eccrine sweat glands layer, which is the gap
between the external and internal fingerprint layers, illustrated in Figure 18. The
eccrine glands grow under the dermis and open out through the sweat pores on the
surface. From the top view of the scanned fingerprint, these glands should appear as
the dot style distribution through the whole region. However, due to the low
resolution, the SVP image of the original sparse C-scan could not show the eccrine
sweat glands distribution clearly. The enlarged yellow and blue local regions in
Figure 17(A) only barely exhibit some brighter pixels, which cannot be distin-
guished from the background noise. After superresolution processing with 10 of
such C-scans, the reconstructed eccrine sweat glands layer shows much higher
lateral resolution and image quality. For example, the five gland spots in yellow and
blue selected regions of Figure 17(B) can be clearly observed. We are also able to
see the low contrast internal structures in the red and pink selected regions of
Figure 17(B) which however cannot be imaged well in the original C-scans like
image in Figure 17(A).
Figure 18.
(A) An original sparse B-scan covered about 5 mm scan width on a thumb. The yellow and blue rectangles are
the enlarged areas pointed by the yellow and blue arrows, respectively. (B) One B-scan image extracted from the
superresolution processed 3D image, at the same position of (A). The scale bars in (A) and (B) are 500 μm.
100 mm focal length lens was used.
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The layer by layer superresolution processing also improves the B-scan image
quality. Figure 18(A) shows an original low resolution fingerprint B-scan image in
the same C-scan of Figure 17(A). We only observe the external fingerprint pattern
but with very blurred images of the eccrine sweat glands and the internal finger-
print structures. The two right side images are enlarged areas pointed by the yellow
and blue arrows. The yellow rectangle image shows a blurred eccrine sweat gland
but we cannot distinguish the helical structure. The blue square image does not
exhibit any eccrine sweat glands. After the same superresolution processing as the
Figure 17(B), we extracted one B-scan image shown in Figure 18(B) from the final
high quality 3D image (Figure 19(A)) at the same position of Figure 18(A). In
Figure 18(B), the helical structure of the eccrine sweat gland marked by the yellow
arrow is clearly visible and enlarged at the right side. The three eccrine sweat glands
have different intensity because their centers are not in the same B-scan plane.
The superresolution processed B-scan exhibits excellent image quality with 49.9%
PSNR and 50.6% DR improvement in dB unit. The improvement from Figure 18
(A) and (B) can be clearly visualized. After separating the multi-layer fingerprint
3D image (Figure 19(A)) into three layers: external fingerprint layer, eccrine sweat
glands layer and internal fingerprint layer, the curved layer images are shown in
Figure 19(B)–(D), respectively. The distribution of eccrine sweat glands in the
whole scan area are beautifully displayed in Figure 19(C). The application of
Figure 19.
Superresolution enhanced SD-OCT in vivo 3D imaging of a male thumb fingerprint. (A) A 3D side view shows
the multi-layers of a fingerprint. (B) 3D imaging of the external fingerprint layer, processed by our
superresolution technique. (C) A 3D top view of the eccrine sweat glands layer after our superresolution
processing. Each spot is an eccrine sweat gland. (D) A 3D top view of the internal fingerprint layer improved by
superresolution processing, showing the same structure as the external fingerprint. 100 mm focal length lens was
used here.
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colormap brings the gland distribution clearer than the gray scale mapping in
Figure 17. The 3D fingerprint structure is shown in both Figure 19(B) and (D). Our
superresolution enhanced SD-OCT successfully reconstructs the high quality in vivo
3D subsurface fingerprint image. According to other reports, the surface external
fingerprint is actually a replicate of the 300 μm lower internal fingerprint structure
(the primary ridges) [77]. The high quality imaging of the internal fingerprint with
the same features as the surface could be a significantly improved fingerprint
identification technique, benefitting from existing large fingerprint database and
avoiding the heavy database rebuilding work for other biometric techniques such as
iris scanning [78] and face recognition [79], as well as effectively defending against
fake fingerprints without such inner structures.
4. Conclusion
In conclusion, a high lateral resolution and high image quality SD-OCT 3D
imaging has been achieved by the multi-frame superresolution technique, with
shorter scan time than traditional methods. Through adjusting the matrix of control
voltages to the galvanometer scanners, we intendedly introduce designed sub-spot-
spacing shifts to low resolution C-scans for static sample imaging. After the multi-
frame superresolution processing of these shifted C-scan images, about 3 times
lateral resolution improvement has been demonstrated by imaging a standard reso-
lution target, from 25 to 7.81 μm and from 7.81 to 2.19 μm with sample arm lens NA
of 0.015 and 0.05, respectively. Significant background noise reduction and image
quality improvement without sacrificing the axial DOF and lateral FOV have also
been attained. Moreover, the improved lateral resolution and image quality could
further benefit various machine vision algorithms sensitive to the noise, providing
more features. In combination with our previous work, an ultra-wide lateral FOV
and high image resolution and quality OCT has been implemented for static non-
medical applications, such as imaging a large microstructure sample.
We present that Lucy-Richardson deconvolution with an optimized Gaussian
PSF and the advanced blind deconvolution may potentially break the diffraction
limit to further improve the lateral resolution of OCT systems. Although the PSF is
highly dependent on samples and depth layers as well as the deconvolutions are
sensitive to noise levels, we show the conceptual significance of our superresolution
with the following deconvolution in lateral resolution improvement.
For in vivo imaging of biometry identification, due to the concern of live body
unintended vibration, the multi-volume registration algorithm is used to estimate
translational shifts in x-y plane without introducing sub-spot-spacing shifts. Then
the same multi-frame superresolution processing with the estimated shifts success-
fully improve the lateral resolution for in vivo imaging. The in vivo layered 2D lateral
images, B-scan tomography images and 3D images of a live fingerprint have shown
remarkable lateral resolution and image quality improvement, compared to original
C-scan images. The high quality imaging of internal fingerprint and the eccrine
sweat glands could effectively defend fake fingerprint on spoofing attacks and
identity thefts in important security applications.
Although the present study depends on a SD-OCT system, the superresolution
technique is able to work with other scan based OCT imaging system including time
domain OCT and swept source OCT, benefiting various medical and non-medical
OCT imaging applications.
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colormap brings the gland distribution clearer than the gray scale mapping in
Figure 17. The 3D fingerprint structure is shown in both Figure 19(B) and (D). Our
superresolution enhanced SD-OCT successfully reconstructs the high quality in vivo
3D subsurface fingerprint image. According to other reports, the surface external
fingerprint is actually a replicate of the 300 μm lower internal fingerprint structure
(the primary ridges) [77]. The high quality imaging of the internal fingerprint with
the same features as the surface could be a significantly improved fingerprint
identification technique, benefitting from existing large fingerprint database and
avoiding the heavy database rebuilding work for other biometric techniques such as
iris scanning [78] and face recognition [79], as well as effectively defending against
fake fingerprints without such inner structures.
4. Conclusion
In conclusion, a high lateral resolution and high image quality SD-OCT 3D
imaging has been achieved by the multi-frame superresolution technique, with
shorter scan time than traditional methods. Through adjusting the matrix of control
voltages to the galvanometer scanners, we intendedly introduce designed sub-spot-
spacing shifts to low resolution C-scans for static sample imaging. After the multi-
frame superresolution processing of these shifted C-scan images, about 3 times
lateral resolution improvement has been demonstrated by imaging a standard reso-
lution target, from 25 to 7.81 μm and from 7.81 to 2.19 μm with sample arm lens NA
of 0.015 and 0.05, respectively. Significant background noise reduction and image
quality improvement without sacrificing the axial DOF and lateral FOV have also
been attained. Moreover, the improved lateral resolution and image quality could
further benefit various machine vision algorithms sensitive to the noise, providing
more features. In combination with our previous work, an ultra-wide lateral FOV
and high image resolution and quality OCT has been implemented for static non-
medical applications, such as imaging a large microstructure sample.
We present that Lucy-Richardson deconvolution with an optimized Gaussian
PSF and the advanced blind deconvolution may potentially break the diffraction
limit to further improve the lateral resolution of OCT systems. Although the PSF is
highly dependent on samples and depth layers as well as the deconvolutions are
sensitive to noise levels, we show the conceptual significance of our superresolution
with the following deconvolution in lateral resolution improvement.
For in vivo imaging of biometry identification, due to the concern of live body
unintended vibration, the multi-volume registration algorithm is used to estimate
translational shifts in x-y plane without introducing sub-spot-spacing shifts. Then
the same multi-frame superresolution processing with the estimated shifts success-
fully improve the lateral resolution for in vivo imaging. The in vivo layered 2D lateral
images, B-scan tomography images and 3D images of a live fingerprint have shown
remarkable lateral resolution and image quality improvement, compared to original
C-scan images. The high quality imaging of internal fingerprint and the eccrine
sweat glands could effectively defend fake fingerprint on spoofing attacks and
identity thefts in important security applications.
Although the present study depends on a SD-OCT system, the superresolution
technique is able to work with other scan based OCT imaging system including time
domain OCT and swept source OCT, benefiting various medical and non-medical
OCT imaging applications.
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Chapter 3
OCT in Applications That Involve
the Measurement of Large
Dimensions
Nélida A. Russo, Eneas N. Morel, Jorge R. Torga
and Ricardo Duchowicz
Abstract
The application of optical coherence tomography (OCT) technique is not very
common when measuring large dimensions is required. This type of measurements
can be critical to achieve satisfactory results in the manufacturing process of
precision parts. Components and structures ranging from submillimeter to several
centimeters size can be found in many fields including automotive, aerospace,
semiconductor, and data storage industries to name a few. In this chapter, an
interferometric system based on the swept source optical coherence tomography
(SS-OCT) technique, which has a wide measurement range and good axial resolu-
tion, is presented and its constituent parts are analyzed. The scheme includes a
self-calibration stage based on fiber Bragg gratings (FBGs) that allows monitoring
the spectral position of the light source in each scan, having the advantage of being
a passive system that requires no additional electronic devices. Several applications
of the system are described, including measurement of distances up to 17 cm,
characterization of multilayer transparent and semitransparent structures, simulta-
neous determination of thickness of the wall, internal and external diameter of glass
ampoules or similar containers, thickness measurements in opaque samples or
where the refractive index is unknown, etc.
Keywords: interferometry, optical coherence tomography, optical metrology,
nondestructive testing, large axial range
1. Introduction
Optical coherence tomography (OCT) is a noninvasive, interferometric tech-
nique that provides real-time 3-D images with micrometric resolution and depth of
penetration that can range from some millimeters to a few centimeters, depending
on the technique employed and the material under study. OCT images provide
structural information of a sample, based on backscattered light from different
layers of material within it. This technique is considered the optical analogue to
ultrasound; however, it achieves a higher resolution using near-infrared wave-
lengths, at the cost of decreasing depth of penetration.
OCT was developed in the early 1990s for the noninvasive imaging of biological
tissue [1, 2]. The first application was in ophthalmology [3] where it has had great
development [4–6], the same as in cardiology [7, 8], where commercial equipment
53
Chapter 3
OCT in Applications That Involve
the Measurement of Large
Dimensions
Nélida A. Russo, Eneas N. Morel, Jorge R. Torga
and Ricardo Duchowicz
Abstract
The application of optical coherence tomography (OCT) technique is not very
common when measuring large dimensions is required. This type of measurements
can be critical to achieve satisfactory results in the manufacturing process of
precision parts. Components and structures ranging from submillimeter to several
centimeters size can be found in many fields including automotive, aerospace,
semiconductor, and data storage industries to name a few. In this chapter, an
interferometric system based on the swept source optical coherence tomography
(SS-OCT) technique, which has a wide measurement range and good axial resolu-
tion, is presented and its constituent parts are analyzed. The scheme includes a
self-calibration stage based on fiber Bragg gratings (FBGs) that allows monitoring
the spectral position of the light source in each scan, having the advantage of being
a passive system that requires no additional electronic devices. Several applications
of the system are described, including measurement of distances up to 17 cm,
characterization of multilayer transparent and semitransparent structures, simulta-
neous determination of thickness of the wall, internal and external diameter of glass
ampoules or similar containers, thickness measurements in opaque samples or
where the refractive index is unknown, etc.
Keywords: interferometry, optical coherence tomography, optical metrology,
nondestructive testing, large axial range
1. Introduction
Optical coherence tomography (OCT) is a noninvasive, interferometric tech-
nique that provides real-time 3-D images with micrometric resolution and depth of
penetration that can range from some millimeters to a few centimeters, depending
on the technique employed and the material under study. OCT images provide
structural information of a sample, based on backscattered light from different
layers of material within it. This technique is considered the optical analogue to
ultrasound; however, it achieves a higher resolution using near-infrared wave-
lengths, at the cost of decreasing depth of penetration.
OCT was developed in the early 1990s for the noninvasive imaging of biological
tissue [1, 2]. The first application was in ophthalmology [3] where it has had great
development [4–6], the same as in cardiology [7, 8], where commercial equipment
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has already been developed. In biomedicine, the use of relatively long-wavelength
light allows it to penetrate into the scattering medium.
In the last years, low-coherence interferometric techniques such as OCT have
been proposed as a powerful tool for industrial nondestructive testing (NDT), even
leading to the development of specific equipment. Among the industrial metrolog-
ical applications, the following can be mentioned: the measurement of very thin
thicknesses in semiconductor wafers [9, 10], the characterization of surfaces
[11, 12], the control of thickness in the coating of pills in the pharmaceutical
industry [13], and others. OCT systems based on fiber optics are particularly suit-
able for use in industrial [14], hostile (electromagnetic interference, radioactive,
cryogenic, or very high temperatures) [15], or difficult-to-access environments
[16]. Moreover, optical fiber-based OCT devices can take the advantage of beam
stability and lower price of IR components used in optical communications. How-
ever, applications such as 3-D inspection in large parts (greater than a centimeter)
constitute a little explored area, since its implementation still has some technologi-
cal limitations [17]. When using time-domain OCT, the interference signal is gen-
erated from the displacement of a mirror in the reference arm of the interferometer
to equalize the sample distances. For measuring great dimensions, it implies the use
of very expensive, extremely accurate, and with high resolution moving mechanical
systems. On the other hand, spectral or Fourier-domain OCT allows the design of an
interferometric system more robust, compact, and faster [18], thereby increasing
the mechanical stability and reducing the sensitivity to vibrations. However, since it
uses a spectrometer to detect the interference signal, its spectral resolution limits
the measuring range below 1 cm. The SS-OCT technique offers an interesting
alternative provided by the use of tunable light sources [19–21] such as fiber-optic
lasers with variable spacing Fabry-Perot filters or electro-optical modulators [22] or
tunable semiconductor lasers by intracavity refractive index change or by the use of
microelectromechanical system (MEMS) cavities [23]. In general, in these systems,
it is possible to achieve a laser linewidth narrower than the resolutions typically
obtained by a spectrometer. Consequently, the depth range, in this case given by the
instantaneous linewidth of the laser (coherence length), can reach values in the
order of 1 cm or more and greatly expand the potential industrial applications [24–28].
In this case, the detection system is a photodetector in conjunction with a digitizer
or oscilloscope, simplifying the system. In general, scanning sources have the
inherent problem of not being able to provide accurate information about the
correspondence between the wavelength, the signal voltage applied to the tuning
device, and the temporary location within each sweep [29]. Some solutions have
been proposed [30, 31], but in general they are complex and expensive.
In this context, this chapter reports and discusses a simple and self-calibrated
fiber-optic interferometric system based on the swept source optical coherence
tomography (SS-OCT) technique, especially suitable when the measurement of
large dimensions (several centimeters) is necessary as those ones involved in
industrial metrological applications [32–37]. Its constituent parts are analyzed, and
several applications are shown, including the measurement of several centimeter
distances, characterization of multilayer structures, simultaneous determination of
thickness of the wall, internal and external diameter of glass containers, thickness
measurements in opaque samples (which allows the use of the system to perform
profilometry of mechanical parts) or where the refractive index is unknown, etc.
On the other hand, the use of a set of fiber Bragg gratings to relate the emission
wavelength of the tunable laser source and the temporary position in each sweep is
discussed. The factors that determine the resolution and the maximum range of
distances to be measured are presented. It is shown that with this system it is
possible to determine distances of up to 17 cm with a spatial resolution in the order
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of 21 microns, which constitutes a very encouraging scheme for the dimensional
inspection applications mentioned before.
2. Description of the measurement scheme
The measuring scheme used in this work is essentially composed of the stages or
subsystems indicated in Figure 1. The light source, the self-calibration system, and
the interferometric system used for the different applications were implemented
using monomode optical fiber operating in the 1550 nm spectral region. In the
following subsections, each of them will be discussed in detail.
Basically, an erbium-doped fiber laser tunable in the 1550 nm spectral region
was used as the light source. It has sufficient coherence length to allow the forma-
tion of great depth images. A passive self-calibration stage based on fiber Bragg
gratings allows counteracting the possible variation in the scanning speed of the
laser caused by the tuner module, in addition to linking the emission wavelength of
the laser and the temporal position in each sweep. The interferometric system
consists of a Michelson-type arrangement for the measurement of distances and
transparent object thickness or a ring interferometer with a Sagnac-Michelson con-
figuration for the measurement of opaque samples (or with unknown refractive
index). The temporal distribution of the interference signals was obtained using an
InGaAs photodetector with 2 GHz bandwidth connected to a digital oscilloscope,
although it can be replaced by any 200 MHz bandwidth DAC system and two
acquisition channels. As will be explained in detail later, in order to carry out the
processing of the detected signal while the light source sweeps in wavelength, the
Fourier transform was applied, and the position of the interfering peaks allowed
obtaining the desired distance or thickness.
2.1 Laser system
The light source was a continuous wave emission erbium-doped fiber laser,
tunable in a spectral range from about 1520 to 1570 nm using a variable spaced
Fabry-Perot filter (Micron Optics, FFP-TF2) that has a free spectral range (FSR) of
60 nm and a bandwidth of 60 pm. Sweeping is achieved by applying a periodical
signal like a triangular voltage waveform to the filter cavity PZT actuator [38]. By
varying the parameters (amplitude and offset) of this signal, it is possible to modify
the tuning range of the fiber laser and consequently the value of the maximum
measurable distance. The sweep frequency could be varied up to 100 Hz. The
erbium-doped fiber was pumped by a semiconductor laser diode emitting at
980 nm. The length of the doped fiber was selected taking into account a trade-off
between spectral emission flatness and output power. The fiber laser output beam
was extracted from the ring cavity through the 10% port of a 10/90 optical coupler.
Figure 2 shows the laser emission as it sweeps the tuning range, recorded by an
optical spectrum analyzer (OSA) (Yokogawa, model AQ6370B). Since the acquisi-
tion speed of this instrument is much slower than the speed at which the F-P filter
can be moved, the OSA records several sweeps of the laser finding it in different
Figure 1.
Block diagram of the measuring system.
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light allows it to penetrate into the scattering medium.
In the last years, low-coherence interferometric techniques such as OCT have
been proposed as a powerful tool for industrial nondestructive testing (NDT), even
leading to the development of specific equipment. Among the industrial metrolog-
ical applications, the following can be mentioned: the measurement of very thin
thicknesses in semiconductor wafers [9, 10], the characterization of surfaces
[11, 12], the control of thickness in the coating of pills in the pharmaceutical
industry [13], and others. OCT systems based on fiber optics are particularly suit-
able for use in industrial [14], hostile (electromagnetic interference, radioactive,
cryogenic, or very high temperatures) [15], or difficult-to-access environments
[16]. Moreover, optical fiber-based OCT devices can take the advantage of beam
stability and lower price of IR components used in optical communications. How-
ever, applications such as 3-D inspection in large parts (greater than a centimeter)
constitute a little explored area, since its implementation still has some technologi-
cal limitations [17]. When using time-domain OCT, the interference signal is gen-
erated from the displacement of a mirror in the reference arm of the interferometer
to equalize the sample distances. For measuring great dimensions, it implies the use
of very expensive, extremely accurate, and with high resolution moving mechanical
systems. On the other hand, spectral or Fourier-domain OCT allows the design of an
interferometric system more robust, compact, and faster [18], thereby increasing
the mechanical stability and reducing the sensitivity to vibrations. However, since it
uses a spectrometer to detect the interference signal, its spectral resolution limits
the measuring range below 1 cm. The SS-OCT technique offers an interesting
alternative provided by the use of tunable light sources [19–21] such as fiber-optic
lasers with variable spacing Fabry-Perot filters or electro-optical modulators [22] or
tunable semiconductor lasers by intracavity refractive index change or by the use of
microelectromechanical system (MEMS) cavities [23]. In general, in these systems,
it is possible to achieve a laser linewidth narrower than the resolutions typically
obtained by a spectrometer. Consequently, the depth range, in this case given by the
instantaneous linewidth of the laser (coherence length), can reach values in the
order of 1 cm or more and greatly expand the potential industrial applications [24–28].
In this case, the detection system is a photodetector in conjunction with a digitizer
or oscilloscope, simplifying the system. In general, scanning sources have the
inherent problem of not being able to provide accurate information about the
correspondence between the wavelength, the signal voltage applied to the tuning
device, and the temporary location within each sweep [29]. Some solutions have
been proposed [30, 31], but in general they are complex and expensive.
In this context, this chapter reports and discusses a simple and self-calibrated
fiber-optic interferometric system based on the swept source optical coherence
tomography (SS-OCT) technique, especially suitable when the measurement of
large dimensions (several centimeters) is necessary as those ones involved in
industrial metrological applications [32–37]. Its constituent parts are analyzed, and
several applications are shown, including the measurement of several centimeter
distances, characterization of multilayer structures, simultaneous determination of
thickness of the wall, internal and external diameter of glass containers, thickness
measurements in opaque samples (which allows the use of the system to perform
profilometry of mechanical parts) or where the refractive index is unknown, etc.
On the other hand, the use of a set of fiber Bragg gratings to relate the emission
wavelength of the tunable laser source and the temporary position in each sweep is
discussed. The factors that determine the resolution and the maximum range of
distances to be measured are presented. It is shown that with this system it is
possible to determine distances of up to 17 cm with a spatial resolution in the order
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of 21 microns, which constitutes a very encouraging scheme for the dimensional
inspection applications mentioned before.
2. Description of the measurement scheme
The measuring scheme used in this work is essentially composed of the stages or
subsystems indicated in Figure 1. The light source, the self-calibration system, and
the interferometric system used for the different applications were implemented
using monomode optical fiber operating in the 1550 nm spectral region. In the
following subsections, each of them will be discussed in detail.
Basically, an erbium-doped fiber laser tunable in the 1550 nm spectral region
was used as the light source. It has sufficient coherence length to allow the forma-
tion of great depth images. A passive self-calibration stage based on fiber Bragg
gratings allows counteracting the possible variation in the scanning speed of the
laser caused by the tuner module, in addition to linking the emission wavelength of
the laser and the temporal position in each sweep. The interferometric system
consists of a Michelson-type arrangement for the measurement of distances and
transparent object thickness or a ring interferometer with a Sagnac-Michelson con-
figuration for the measurement of opaque samples (or with unknown refractive
index). The temporal distribution of the interference signals was obtained using an
InGaAs photodetector with 2 GHz bandwidth connected to a digital oscilloscope,
although it can be replaced by any 200 MHz bandwidth DAC system and two
acquisition channels. As will be explained in detail later, in order to carry out the
processing of the detected signal while the light source sweeps in wavelength, the
Fourier transform was applied, and the position of the interfering peaks allowed
obtaining the desired distance or thickness.
2.1 Laser system
The light source was a continuous wave emission erbium-doped fiber laser,
tunable in a spectral range from about 1520 to 1570 nm using a variable spaced
Fabry-Perot filter (Micron Optics, FFP-TF2) that has a free spectral range (FSR) of
60 nm and a bandwidth of 60 pm. Sweeping is achieved by applying a periodical
signal like a triangular voltage waveform to the filter cavity PZT actuator [38]. By
varying the parameters (amplitude and offset) of this signal, it is possible to modify
the tuning range of the fiber laser and consequently the value of the maximum
measurable distance. The sweep frequency could be varied up to 100 Hz. The
erbium-doped fiber was pumped by a semiconductor laser diode emitting at
980 nm. The length of the doped fiber was selected taking into account a trade-off
between spectral emission flatness and output power. The fiber laser output beam
was extracted from the ring cavity through the 10% port of a 10/90 optical coupler.
Figure 2 shows the laser emission as it sweeps the tuning range, recorded by an
optical spectrum analyzer (OSA) (Yokogawa, model AQ6370B). Since the acquisi-
tion speed of this instrument is much slower than the speed at which the F-P filter
can be moved, the OSA records several sweeps of the laser finding it in different
Figure 1.
Block diagram of the measuring system.
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spectral positions. One of them is highlighted and the arrows represent the
sweeping of the emission. As can be seen, despite the relatively low output power,
the fiber laser has a very good S/N ratio. When the laser operates at any fixed
wavelength within the tuning range, the emission spectrum has a typical width of
20 pm at 3 dB.
By considering a rectangular spectral profile when the laser source is tuned in
the abovementioned range, the maximum theoretical axial resolution (or depth
resolution) of the measurement system can reach 21 μm, which is derived from
the following expression (Eq. (1)):





where λ0 is the central wavelength of the source spectrum and Δλ is the spectral
width of the broadband light source or, in our case, we should consider the tuning
range. However, depending on the requirements, it is possible to modify (decrease)
the swept range by means of the FP filter controller, which obviously worsens the
axial resolution.
2.2 Calibration of the laser emission
In applications of low-coherence interferometry by swept source, the linear
sampling process of spatial frequency (k-space) is critical. In the system used in this
work, the tuning of the laser is done by controlling the cavity of a Fabry-Perot filter,
by applying a triangular signal to a piezoelectric actuator. This process is affected by
different factors such as hysteresis of the piezoelectric actuator (PZT) and errors in
the repetition control of the scan cycle, which may make the spectral position of the
laser emission unknown at each instant of time. Thus, the use of a self-calibration
system is proposed [32, 33], which consists of a set of fiber Bragg gratings (FBGs)
[39–41] centered on different wavelengths within the tuning range of the light
source. This has the advantage of being a passive system, which does not require
additional electronic devices. This system allows relating the emission wavelength
of the source and the temporal position in each sweep. Since the spectral locations of
the FBGs are known, from the measurement of their temporal positions, it is
Figure 2.
Scanning spectrum of the laser source.
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possible to calibrate the OCT measurement system, resizing for each sweep of the
source the time axis provided by the oscilloscope used to acquire the signal. The
objective is to obtain a sequence of values kFBGi (wave number corresponding to the
ith filter) and the associated times (tFBGi) within the whole scanning range. In this
way, two vectors kFBGi and tFBGi can be generated (Eqs. (2) and (3)):
kFBG ¼ kFBG1 ; kFBG2 ; kFBG3 ;…; kFBGn½ � (2)
tFBG ¼ tFBG1 ; tFBG2 ; tFBG3 ;…; tFBGn½ � (3)
With these values of tFBG and kFBG, a curve is obtained that represents the
nonlinearity in the movement of PZT. From an interpolation, we obtain the func-
tion k(t) that relates the sampling times to a uniformly sampled k-space, and from it




kn�1 � knð Þ (4)







In principle, the number of FBGs to use is a trade-off between obtaining the best
calibration curve to minimize adjustment errors and generating the least possible
deterioration in the detected signal due to insertion losses and noise caused by
backward reflections.
As it is known, FBGs are sensitive to thermal changes, so variations in the
temperature of the environment induce changes in their spectral positions. How-
ever, since all the gratings that integrate our calibration system are recorded in the
same type of optical fiber and all of them experience the same temperature change,
this will not generate measurement errors of the OCT system. This is because to
determine the value of the sampling frequency, it is only relevant that the value Δk
between FBGs remains constant, even though their individual positions (ki) may
change. The change in the absolute spectral positions of the Bragg gratings due to
thermal variations only generates a shift in the k-space and does not affect the
determination of the sampling frequency. On the other hand, gratings do not need
to be equally spaced within the range of laser tuning. The central wavelengths of the
FBGs employed in our work were 1527.84, 1535.73, 1541.82, 1547.65, 1553.62, and
1558.43 nm, and their spectral widths were in the order of 0.1 nm.
2.3 Fiber-optic interferometric system
2.3.1 Michelson interferometer
The configuration used for the measurement of distances or thicknesses of
transparent samples consists of a Milchelson-type interferometric system that is
shown schematically in Figure 3.
If the light source has a spectral profile S(k) and considering the interaction
between the reference arm (RA) and the first interface (L1) of the sample arm (SA),
the interference signal is determined by
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the repetition control of the scan cycle, which may make the spectral position of the
laser emission unknown at each instant of time. Thus, the use of a self-calibration
system is proposed [32, 33], which consists of a set of fiber Bragg gratings (FBGs)
[39–41] centered on different wavelengths within the tuning range of the light
source. This has the advantage of being a passive system, which does not require
additional electronic devices. This system allows relating the emission wavelength
of the source and the temporal position in each sweep. Since the spectral locations of
the FBGs are known, from the measurement of their temporal positions, it is
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possible to calibrate the OCT measurement system, resizing for each sweep of the
source the time axis provided by the oscilloscope used to acquire the signal. The
objective is to obtain a sequence of values kFBGi (wave number corresponding to the
ith filter) and the associated times (tFBGi) within the whole scanning range. In this
way, two vectors kFBGi and tFBGi can be generated (Eqs. (2) and (3)):
kFBG ¼ kFBG1 ; kFBG2 ; kFBG3 ;…; kFBGn½ � (2)
tFBG ¼ tFBG1 ; tFBG2 ; tFBG3 ;…; tFBGn½ � (3)
With these values of tFBG and kFBG, a curve is obtained that represents the
nonlinearity in the movement of PZT. From an interpolation, we obtain the func-
tion k(t) that relates the sampling times to a uniformly sampled k-space, and from it
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calibration curve to minimize adjustment errors and generating the least possible
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As it is known, FBGs are sensitive to thermal changes, so variations in the
temperature of the environment induce changes in their spectral positions. How-
ever, since all the gratings that integrate our calibration system are recorded in the
same type of optical fiber and all of them experience the same temperature change,
this will not generate measurement errors of the OCT system. This is because to
determine the value of the sampling frequency, it is only relevant that the value Δk
between FBGs remains constant, even though their individual positions (ki) may
change. The change in the absolute spectral positions of the Bragg gratings due to
thermal variations only generates a shift in the k-space and does not affect the
determination of the sampling frequency. On the other hand, gratings do not need
to be equally spaced within the range of laser tuning. The central wavelengths of the
FBGs employed in our work were 1527.84, 1535.73, 1541.82, 1547.65, 1553.62, and
1558.43 nm, and their spectral widths were in the order of 0.1 nm.
2.3 Fiber-optic interferometric system
2.3.1 Michelson interferometer
The configuration used for the measurement of distances or thicknesses of
transparent samples consists of a Milchelson-type interferometric system that is
shown schematically in Figure 3.
If the light source has a spectral profile S(k) and considering the interaction
between the reference arm (RA) and the first interface (L1) of the sample arm (SA),
the interference signal is determined by
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cos k dr � dL1ð Þð Þ
h i
(6)
where dr � dL1 ¼ n Δd is the optical path difference (OPD) that light travels
between the RA and the L1 interface of the sample and n is the group refractive
index of the medium. It is evident that the cosine frequency indicates the value of n
Δd. This type of signal is obtained when the system is used to measure the distance
to an opaque surface.
If a sample with multiple interfaces (L1 to LN) is considered, the multiple
reflections that appear will generate different terms or interference components,
and the total intensity can be described by the following equation:
ð7Þ
The first term of Eq. (7) is the intensity reflected in the mirror of the reference
arm, and the second is the sum of the intensities reflected in the different interfaces
of the sample. These two terms are often referred to as “constant” or “DC” compo-
nents. The first one generates the largest contribution to the detected intensity if the
reflectivity of the reference dominates over the reflectivity of the different layers of
the sample. The second sum is called “cross-correlation” for each reflector of the
sample, and it depends on both the wave number of the light source and the OPD
between the reference arm and the reflector considered in the sample arm. These
terms are usually smaller than the DC part. However, the dependence of the square
root represents an important logarithmic gain factor over the direct detection of the
reflections of the sample. The third sum is called “autocorrelation” and represents
the interference that occurs between the different interfaces present in the sample.
Since the autocorrelation terms depend linearly on the reflectivity of each layer of
the sample which cannot be controlled, a way to manage their intensities is the
appropriate selection of the reference reflectivity. In the last two sums, the direct
interactions of each interface with the reference arm (dr-dLn) and the additional
Figure 3.
Basic configuration of the Michelson-type interferometer. BS, beam splitter; RA, reference arm; SA, sample
arm; L1…LN, different interfaces of the sample.
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interactions between the different interfaces of the medium to be analyzed
(dLm-dLn) are evident. It should be clarified that in this case the different OPDs
can be linked to different refractive index depending on the medium through
which the light propagates. Then, it is necessary to consider the refractive index
that corresponds to each layer.
As regards the fiber-optic implementation of the aforementioned interferomet-
ric system, two variants were used, which can be seen in Figure 4. In the case of
distance measurement, the light beam is divided by a fiber-optic coupler (FC 50/50).
One of the beams is directed to the reference surface (a mirror) and the other to the
sample. After being reflected in each of these surfaces, both beams are directed to
the detection system, where their superposition generates the interference signal.
From its processing, the optical path difference (OPD) between both arms is
obtained and, consequently, the unknown distance. When it is desired to measure
transparent or semitransparent samples, light is reflected from subsurface struc-
tures within it (e.g., from both sides of the sample if its thickness is being measured
or from the different interfaces if it is a multilayer sample), so it is possible to
perform a tomography measurement.
2.3.2 Sagnac-Michelson interferometer
For the measurement of opaque samples, it is necessary to modify the interfer-
ometric system and use a configuration based on a combination of the Michelson
interferometer with the Sagnac interferometer. This configuration allows the deter-
mination of thicknesses of opaque samples or whose refractive index is unknown, as
well as the surface characterization of nontransparent objects (profilometry of
mechanical parts).
Figure 5 shows the configuration of the Sagnac-Michelson interferometer in
optical fiber, where E1 is the mirror of the reference arm, while BS1 and BS2 are
beam splitters implemented with fused fiber-optic couplers with a coupling ratio
50:50. The beams that illuminate both the mirror in the reference arm and both
sides of the sample are collimated by means of two single-mode GRIN fiber-optic
collimators (Col.). The ring that forms at the output of BS2 with the beams that
illuminate the sample forms the Sagnac configuration.
Figure 4.
Detailed setup employed to measure distances and thicknesses of multilayer transparent samples. PS, positioning
system; C, collimator; FC, fiber coupler.
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the interference that occurs between the different interfaces present in the sample.
Since the autocorrelation terms depend linearly on the reflectivity of each layer of
the sample which cannot be controlled, a way to manage their intensities is the
appropriate selection of the reference reflectivity. In the last two sums, the direct
interactions of each interface with the reference arm (dr-dLn) and the additional
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interactions between the different interfaces of the medium to be analyzed
(dLm-dLn) are evident. It should be clarified that in this case the different OPDs
can be linked to different refractive index depending on the medium through
which the light propagates. Then, it is necessary to consider the refractive index
that corresponds to each layer.
As regards the fiber-optic implementation of the aforementioned interferomet-
ric system, two variants were used, which can be seen in Figure 4. In the case of
distance measurement, the light beam is divided by a fiber-optic coupler (FC 50/50).
One of the beams is directed to the reference surface (a mirror) and the other to the
sample. After being reflected in each of these surfaces, both beams are directed to
the detection system, where their superposition generates the interference signal.
From its processing, the optical path difference (OPD) between both arms is
obtained and, consequently, the unknown distance. When it is desired to measure
transparent or semitransparent samples, light is reflected from subsurface struc-
tures within it (e.g., from both sides of the sample if its thickness is being measured
or from the different interfaces if it is a multilayer sample), so it is possible to
perform a tomography measurement.
2.3.2 Sagnac-Michelson interferometer
For the measurement of opaque samples, it is necessary to modify the interfer-
ometric system and use a configuration based on a combination of the Michelson
interferometer with the Sagnac interferometer. This configuration allows the deter-
mination of thicknesses of opaque samples or whose refractive index is unknown, as
well as the surface characterization of nontransparent objects (profilometry of
mechanical parts).
Figure 5 shows the configuration of the Sagnac-Michelson interferometer in
optical fiber, where E1 is the mirror of the reference arm, while BS1 and BS2 are
beam splitters implemented with fused fiber-optic couplers with a coupling ratio
50:50. The beams that illuminate both the mirror in the reference arm and both
sides of the sample are collimated by means of two single-mode GRIN fiber-optic
collimators (Col.). The ring that forms at the output of BS2 with the beams that
illuminate the sample forms the Sagnac configuration.
Figure 4.
Detailed setup employed to measure distances and thicknesses of multilayer transparent samples. PS, positioning
system; C, collimator; FC, fiber coupler.
59
OCT in Applications That Involve the Measurement of Large Dimensions
DOI: http://dx.doi.org/10.5772/intechopen.88186
The path performed by the light beam can be described as follows. After the first
splitter (BS1), one beam travels toward the reference (E1) and the other toward the
second splitter (BS2), where it is separated again into two beams, each of which
illuminates opposite faces of the sample. Upon reaching the sample (M), the beams
are reflected and perform the reverse way. The reflections on the three surfaces, the
mirror E1 and the two faces of the sample C1 and C2, are superimposed on the
detector and produce the interference signal containing the information of interest
(the thickness of the sample in the direction of illumination).
The optical path differences between the distances traveled by the different light
beams generate the modulations in the interference signal, which are analyzed in the
Fourier space. From this analysis, the OPDs can be determined in each case, obtaining
the position of the maximum of the “interference peak” in the Fourier transform.
We will call Pr as the position (in the OPD axis) of the peak corresponding to the
term (or component) of the interference signal generated by the reflection at E1
(reference beam) and the beam traveling through the Sagnac interferometer when
there is no sample (and with the corresponding collimators aligned); P1 as the peak
that is produced by the interference between the reference and the reflection on the
face C1 of the sample; P2 as the interference peak that occurs between the reference
and the reflection on the other side of the sample (C2). The distances Li represent
the paths traveled by the light in the different sectors of the interferometer (see
Figure 5), that is, L1 is the optical path between BS2 and the face C1 of the sample,
L2 is the optical path between BS2 and the face C2 of the sample, L3 is the optical
path between BS1 and BS2, LR is the length of the reference arm (between BS1 and
E1), and d is the thickness of the sample. In addition, d1 and d2 are the segments of
the thickness of the sample (d) on each side of the axis of symmetry of the Sagnac
interferometer. Therefore,
d ¼ d1 þ d2 (8)
Pr ¼ 2LR� 2L3 þ L1 þ L2 þ dð Þ (9)
P1 ¼ 2LR� 2 L3 þ L1ð Þ (10)
P2 ¼ 2LR� 2 L3 þ L2ð Þ (11)
By operating with the above equations, it is possible to determine the thickness
of the sample from
Figure 5.
Sagnac-Michelson interferometer implemented in optical fiber.
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P1 þ P2ð Þ � 2Pr ¼ 2d (12)
From this last expression, it is possible to determine the thickness of the sample
under study. It is interesting to note that it was not necessary to make consider-
ations regarding the lengths that the interferometer branches should have or the
position of the sample so that Eq. (12) is general and can be used in any condition.
2.4 Detection and processing
The temporal distribution of the optical intensity corresponding to the interfer-
ence signal was obtained using an InGaAs photodetector connected to a digital
oscilloscope. Figure 6 shows a typical record of (a) a triangular voltage signal used
to tune the fiber laser, (b) an interferometric signal that contains the dimensional
information of the sample, and (c) the calibration signal with FBG attenuation
peaks used to relate the emission wavelength of the source and the temporal posi-
tion in each sweep.
Basically, the Fourier transform was then applied to the detected signal, and the
position of the interference peak allowed obtaining the desired distance or thick-
ness. As was mentioned before, the interference signal is affected by uncertainties
that arise from the nonlinear movement of the PZT used to sweep the laser. To
overcome this problem, fiber Bragg gratings of known spectral positions were used,
which allowed transforming the temporal axis into an axis in wave number (k). To
apply the fast Fourier transform (FFT) that reconstructs the axial scan as a function
of depth, the spectrum must be sampled uniformly in the k-space. Therefore, a
linearization of the k-vector was performed, and the interference signal was inter-
polated to obtain a sampled signal at equally spaced intervals. The resampled inter-
ference signal can be expressed as indicated in Eq. (13):




cos k ndð Þð Þ
h i
(13)
where k is the wave number, S(k) is the spectral profile of the light source, I1 and
I2 are the amplitudes of the intensities reflected in both arms of the interferometer
(to simplify the notation, their dependence with k was not indicated), and n d is the
optical path difference (with n being the group refractive index of the medium in
which light is propagated and d being the difference in length between both
interferometer arms).
To illustrate the procedure used, the graphs obtained by measuring a thickness
of d = 500 microns and n = 1 are shown. In that case, the interference signal in the
k-space has the shape shown in Figure 7.
Figure 6.
Typical records obtained with an oscilloscope when measuring the thickness of a sample.
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The Fourier transform of this signal can be expressed as indicated in Eq. (14),
where it can be seen that the spectral profile of the light source is convolved with
the deltas coming from the DC term and the interfering term of Eq. (13):
I xð Þ ¼ S xð Þ⊗ δ xð Þ þ δ x� n dð Þð Þ½ � (14)
Then, the signal was passed through a high-pass filter that eliminates the DC
component, obtaining a signal as indicated in Figure 8, which can be expressed as




cos k n dð Þð Þ (15)
It is evident that the amplitude depends on the spectral profile of the light source
(S(k)) and it is desirable to eliminate this dependence. For this, the Hilbert trans-
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By making the square sum of both, Eq. (17) is obtained:
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Interference signal after the high-pass filter.
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Then, just by calculating the square root of the sum of the squares of the real and
imaginary parts, it is possible to eliminate the spectrum of the light source
(Eq. (18)):
I0 kð Þ
S kð Þ 2 ffiffiffiffiffiffiffiffiffiI1 I2
p ¼ cos k ndð Þð Þ (18)
When using this simple method to obtain S(k), there is a problem if it presents
zero crossings, which would cause the signal to tend to infinity and produce
unwanted results. To avoid this, a constant ξ is usually added to the denominator of
the previous expression (Eq. (19)):
I
0 0
kð Þ ¼ I
0 kð Þ
S kð Þ 2 ffiffiffiffiffiffiffiffiffiI1 I2
p þ ξ� � ¼ cos k ndð Þð Þ (19)
Based on this improvement, it is possible to reduce the width at half height by
�40%, improving the uncertainty in detecting the position of the maximum at the
peak of the Fourier transform. This improvement is exemplified in Figure 9, where
graph (a) shows the shape of the peak without performing the Hilbert transform
and graph (b) after applying that transform.
Finally, and to improve the S/N ratio, the autocorrelation of I″(k) is performed.
3. Measurements with the OCT system
In this section, different experimental results that demonstrate the potential
of the proposed scheme for quality control in industrial applications will be
presented [32, 33].
3.1 Long-distance measurements
To apply the proposed system to long-distance measurement, a Michelson-type
interferometer was mounted as shown in Figure 10. The illumination beam was
divided by a 50:50 single-mode fiber coupler, and its outputs were collimated to
impinge both on the sample (moving mirror M1) and on the mirror of the reference
arm (M2). In order to determine the measuring range of the system, the sample
mirror was mounted on a rod with preset positions separated 5 cm, while the
reference mirror was placed on a translation stage with a micrometric screw of 5 cm
travel. Then, by combining the displacements of both mirrors, it was possible to
Figure 9.
Fourier transforms of (a) I0(k) and (b) I″(k).
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obtain a continuous variation of the distance to be measured, reaching a possible
measuring range of about 20 cm.
Several distances within the measuring range were determined, and it was
verified that the system was able to measure up to 17.24 cm. When processing the
interference signals using the Hilbert-Fourier transform, it was observed that the
peaks lost intensity as the OPD increased. This was due to the divergence of the
collimators used in the setup and the coherence length of the light source. The drop
in the visibility of the processed signal can be observed in Figure 11 where, as the
Figure 10.
Experimental setup for long-distance measurement.
Figure 11.
Normalized amplitude of the Fourier peaks corresponding to different OPDs.
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OPD grows, the amplitude of the interference peak decreases, which produces the
degradation of the signal-to-noise ratio and limits the maximum measurable dis-
tance to the value previously mentioned.
The measurement depth, that is, the theoretical maximum distance that the






where λ0 is the central wavelength of the source spectrum, ng is the group
refractive index of the medium in which light is propagated, and δλ is the spectral
with of the tunable laser when it is sweeping in wavelength (somewhat larger than
that corresponding to the emission at any fixed wavelength within the tuning
range). For the tunable laser source used in our measuring system, it can be con-
sidered δλ = 30 pm, so, theoretically, Δzmax = 20 cm. However, it was experimen-
tally verified that the aforementioned drop in visibility slightly reduced this value to
just over 17 cm.
3.2 Measurement of multilayer transparent samples
The system described in this chapter was used to measure the thickness of the
walls and distance between them for different transparent and semitransparent
containers, of different sizes, colors, and shapes, as well as to dimensionally char-
acterize multilayer transparent objects in order to expand the possible applications.
The setup used corresponds to a single-arm Michelson interferometer. In this
type of configuration, the interference signal is obtained from the superposition of
the reflections in each of the interfaces present in the sample, which makes it
possible to eliminate errors due to reference vibrations and a better use of the light
source. Initially, measurements were made on rectangular glass cuvettes and on
round glass containers (e.g., ampoules and jars used in the pharmaceutical industry
and glass bottles used in the beverage industry), seeking to determine the thick-
nesses of the walls, the internal and external dimensions or diameters, and the shape
in each one. In order to measure cylindrical containers, the samples were mounted
on a rotating platform that allows measurements to be taken in different sectors.
This type of measurements can be used to perform quality control during the
manufacturing process of such containers. In Figure 12, a glass jar or cuvette is
shown schematically, as well as the dimensions to be measured and the beams
reflected in the different interfaces.
If we consider the beams reflected in each interface of the container, 6 interfer-
ence signals will be generated that will give rise to the corresponding Fourier
transform peaks, from which it will be possible to obtain the information of the
dimensional parameters of the mentioned container (Figure 13). If we call Pm,n the
position on the OPD axis of the Fourier transform peak corresponding to the
interference signal generated by the reflections Im and In and ni the refractive index
of the layer (i) of thickness Ti, then the position of the peak can be expressed as
ð21Þ
If we consider the glass container shown in Figure 12, the refractive indexes will
be those of glass and air (ng and na = 1, respectively), then
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P1,2 ¼ T1ng (22)
P3,4 ¼ T2ng (23)
P2,3 ¼ T3 (24)
P1,3 ¼ T1ng þ T3 (25)
P2,4 ¼ T3 þ T2ng (26)
P1,4 ¼ T1ng þ T3 þ T2ng (27)
From these equations it is possible to obtain the dimensions of the container as
T1 ¼ P1,2ng (28)
Figure 13.
Fourier transform of the interference signal obtained when measuring a small glass bottle.
Figure 12.
Generic scheme of a container showing the beams reflected on each interface and the dimensions to be measured.
66
Optical Coherence Tomography and Its Non-medical Applications
T2 ¼ P3,4ng (29)
T3 ¼ P2,3 (30)
T4 ¼ P2,3 þ P1,2 þ P3,4ð Þng (31)
As an example of the different measurements made in this type of samples,
Figure 13 shows results obtained when measuring a small glass bottle.
As can be seen, P1,2 was superimposed with P3,4, so both thicknesses were equal
T1 = T2 = 1.15 mm; the distance between the walls of the bottle (or internal diame-
ter) arises from P2,3 and resulted in T3 = 21.3 mm, while P1,4 provides information
on the external size (or diameter) of the container, resulting in T4 = 23.6 mm. The
peak P1,3 coincides with P2,4 and comes from the interference between the reflected
beam on one of the internal walls and the opposite outer one. Table 1 summarizes
the values obtained after a complete rotation of the same glass bottle.
Other samples like glass ampoules, jars, and beakers like those used in laboratory
up to 5 cm external diameter were measured.
Subsequently, in order to expand the possible applications of the developed
system, different multilayer samples formed by glass plates separated by layers of
air were measured. The objective was to determine the thickness of each of the
different layers as well as the total dimensions of the sample. This type of measure-
ment would allow, for example, the determination of the thickness of internal
partitions in containers, helping to carry out quality control during the
manufacturing processes. Two samples were measured, one consisting of three glass
thicknesses and two air thicknesses, and another formed by four glass walls sepa-
rated by three air spaces. The latter is schematized in Figure 14, where the thick-
nesses of the different layers (Gi and Ai) are indicated, as well as the intensities
reflected in the different interfaces (Ii). In this configuration, eight reflections are
produced and combined to generate the different peaks in the Fourier transform of
the interference signal. Figure 15 shows the experimental result obtained when
measuring this multilayer object. There, only those peaks that provide relevant
information to directly determine the searched dimensions were labeled. The other
peaks correspond to different combinations between the thicknesses analyzed.
Besides, higher amplitude peaks indicate that for this sample there is more than one
interface with the same thickness. Simulations performed with the values of the
Angular position T1 = T2 (m) T3 (m) T4 (m)
0° 0.001178 0.021273 0.023598
45° 0.001146 0.021313 0.023601
90° 0.001178 0.021301 0.023644
135° 0.001142 0.021352 0.023639
180° 0.001179 0.021316 0.023642
225° 0.001138 0.021358 0.023656
270° 0.001168 0.021334 0.023675
315° 0.001143 0.021271 0.023554
360° 0.001143 0.021271 0.023554
Table 1.
Measurement of thicknesses (T1 and T2) and internal (T3) and external (T4) diameters of a small glass bottle
when rotating on its axis of symmetry.
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thicknesses mechanically measured showed the same number of interference peaks
located in the same spatial positions, so it is evident that this system is capable of
characterizing large multilayer samples.
3.3 Measurement of opaque objects
As discussed in Section 2.3.2, the interferometric system was slightly modified
to measure opaque samples. The configuration used is shown schematically
in Figure 16.
Eight opaque samples (aluminum cylinders) of different thicknesses between 5
and 50 mm were measured. For each of the samples, the following were recorded:
(1) the interferometric signal obtained with the reference and the Sagnac ring
without the object and (2) the interferometric signal with the object placed inside
the Sagnac ring and the reference. This allows to obtain the OPDs corresponding to
the peaks Pr, P1, and P2 of Eq. (12) from which it is possible to determine the
Figure 14.
Multilayer sample consisting of four glass walls separated by layers of air.
Figure 15.
FFT of the interference signal obtained when measuring a sample of seven layers.
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thickness d of the object as explained in Section 2.3.2. In Figure 17, the Fourier
transforms corresponding to both situations for one of the samples are observed,
resulting in a thickness d = 30.44 mm. The AP12 peak always appears in this type of
measurements and is the OPD between each of the faces of the sample, that is, it
corresponds to the interference signal between the reflections on both sides of the
object, although it is not taken into account to determine its thickness.
4. Conclusions
This chapter discusses the development of a simple, self-calibrated system,
based on the SS-OCT technique, and its metrological applications in nonmedical
areas where the determination of large dimensions (several centimeters) is
required. This type of measurement is of great interest, for example, to carry out
quality control in manufacturing processes. The developed system allows not only
Figure 16.
Experimental setup used to measure opaque samples.
Figure 17.
Fourier transform of the interference signal obtained when measuring an opaque sample of 30.44 mm thickness.
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tomography of transparent or semitransparent multilayer samples but also the
measurement of thicknesses of opaque mechanical parts. The implemented scheme
allowed to measure distances somewhat greater than 17 cm with an axial resolution
of 21 μm, which extends the measurement range obtainable with the usual OCT
schemes while maintaining a good axial resolution. This is important for applica-
tions in areas of metrology and nondestructive testing in the industrial field. The
system uses a laser source of 20 pm bandwidth tunable in the spectral region of
1550 nm, which has sufficiently long coherence length to enable long depth range
imaging. The design includes an online, passive self-calibration stage implemented
with a set of fiber Bragg gratings. The calibration system provides the correspon-
dence between the wavelength and the temporary location of the laser emission
within each sweep, which allows to correct, in a simple way and without additional
electronic devices, possible indeterminations in the relation between both parame-
ters. It was verified that the possible temperature changes do not affect the calibra-
tion of the system as long as all the fiber gratings experience the same thermal
variation. Using schemes as the proposed one, progress can be made in little
explored applications of reflectometry, such as in the determination of dimensional
parameters of mechanical parts (including profilometry of surfaces or parts) and
tomography for the study of transparent and semitransparent materials (glass,
plastics, polymers, etc.) of large dimensions.
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tomography of transparent or semitransparent multilayer samples but also the
measurement of thicknesses of opaque mechanical parts. The implemented scheme
allowed to measure distances somewhat greater than 17 cm with an axial resolution
of 21 μm, which extends the measurement range obtainable with the usual OCT
schemes while maintaining a good axial resolution. This is important for applica-
tions in areas of metrology and nondestructive testing in the industrial field. The
system uses a laser source of 20 pm bandwidth tunable in the spectral region of
1550 nm, which has sufficiently long coherence length to enable long depth range
imaging. The design includes an online, passive self-calibration stage implemented
with a set of fiber Bragg gratings. The calibration system provides the correspon-
dence between the wavelength and the temporary location of the laser emission
within each sweep, which allows to correct, in a simple way and without additional
electronic devices, possible indeterminations in the relation between both parame-
ters. It was verified that the possible temperature changes do not affect the calibra-
tion of the system as long as all the fiber gratings experience the same thermal
variation. Using schemes as the proposed one, progress can be made in little
explored applications of reflectometry, such as in the determination of dimensional
parameters of mechanical parts (including profilometry of surfaces or parts) and
tomography for the study of transparent and semitransparent materials (glass,
plastics, polymers, etc.) of large dimensions.
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Chapter 4
Low Cost Open-Source OCT Using
Undergraduate Lab Components
Hari Nandakumar and Shailesh Srivastava
Abstract
Instrument cost is one of the factors limiting the adoption of optical coherence
tomography (OCT) from a wider range of applications. We present a couple of OCT
devices using optical components which are commonly found in undergraduate-
level optics laboratories. These low-cost devices have lower signal-to-noise ratios
(SNR) than top-of-the-line commercial offerings, yet can serve most of the needs of
academic laboratories. A time-domain full-field (TD-FF-) OCT device has been
assembled with Arduino control, which yields sub-4-μm axial and lateral resolu-
tions. This device is useful where quick sample acquisition is not critical, but high
resolution is paramount, for example with samples from material-science, or ex-
vivo stabilized biological samples. Next, we discuss a spectral-domain (SD-) OCT
device which delivers real-time video rate B-scans. This device is useful where
real-time signal acquisition is desirable, for example with in-vivo biological sam-
ples. Cross-platform open-source software control for both these devices is also
made available.
Keywords: full-field optical coherence tomography, spectral-domain OCT,
low-cost, open-source, CMOS camera
1. Introduction
Non-clinical uses of optical coherence tomography (OCT) has mainly been
in industrial scale non-destructive materials testing, and for the study of invaluable
historical artifacts [1]. Purchase costs of commonly available commercial OCT
devices remained above five figures in US dollars till recently [2]. The lowest
priced OCT device available for purchase is, as of 2019, the OQ Labscope from
Lumedica, at US$9995 [3, 4]. The cost of the instrument makes it inaccessible to
undergraduate students, especially in developing countries. In this chapter, we
present a couple of schemes developed in our lab, utilizing commonly available
optics lab components to construct capable OCT instruments—in time-domain
(TD-OCT) and spectral-domain (SD-OCT) configurations. Such instruments
could then be used to study a wide variety of biological and inorganic samples, by
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Full-field optical coherence tomography (FF-OCT) or optical coherence micros-
copy (OCM) is commonly constructed in a Linnik or Michelson interferometer
configuration—that is, with or without microscope objectives—as shown in
Figure 1. FF-OCT employs a 2-D image sensor like a CCD or CMOS camera as the
detector, and en-face images of the sample are acquired at different depths by
coherence gating. High axial and lateral resolutions are possible with FF-OCT.
High-speed cameras also allow FF-OCT to be employed with swept-sources. But
FF-OCT can also be implemented [5] using existing lab components with a mini-
mum of parts being purchased. This approach assumes static samples, since the
acquisition time for an OCT volume can take a few minutes.
The use of FF-OCT in the time-domain configuration avoids specialized and
potentially expensive components such as galvanometer or MEMS micromirror
scanners, swept-sources and even superluminescent diode (SLED) or halogen or
supercontinuum sources. Simple LEDs provide sufficient illumination for sub-10-
μm imaging. Such a system has the potential to create high resolution 3D
tomograms at very low cost. The system schematic and an illustrative photograph
are shown in Figure 1.
2.2 Choosing the right components
2.2.1 Source and detector
The axial resolution of the FF-OCT device directly depends on the choice of light
source used, since axial resolution [1] is given by





where λ is the center wavelength of the source and Δλ is the full width at half
maximum (FWHM) bandwidth of the source spectrum. Additionally, the detector
Figure 1.
(a) Schematic of an FF-OCT system with microscope objectives and (b) image of our set-up without microscope
objectives. Labeled components are: 1, LED; 2, sample; 3, lens; 4, aperture; 5, cube beam splitter; 6, front
surface of a prism as reference mirror; 7, lens; 8, translation stage actuated by stepper motor; 9, camera.
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or camera sensor should also have adequate sensitivity over the source spectrum. If
the source spectrum is broader than the camera’s sensitive region, only the part of
the source spectrum convolved with the camera’s spectral sensitivity would be the
relevant source bandwidth in the Eq. 1 for axial resolution. Thus, if a standard RGB
CMOS or CCD camera is used, only the individual red, green or blue sensor band-
width would be relevant. Hence, it is advisable to use a monochrome camera if sub-
micron axial resolutions are desired. Additionally, consumer-grade cameras almost
invariably have IR filters attached to their sensors. These filters will severely limit
the use of such cameras with near-IR sources.
Now for some real-world numbers relating to center wavelengths, spectral
bandwidths and achievable axial resolutions. The source spectrum of a white LED is
shown in Figure 2. Though this spectrum is far from the Gaussian spectral shape
assumed in Eq. 1, we can assume a spectrum of 200 nm bandwidth centered at
540 nm based on the full-width at half-maximum (FWHM) from the weighted
center of the spectrum. With such a source, Eq. 1 would let us have a best-case axial
resolution of 0.64 μm if a monochrome camera is used. A digital SLR camera, Canon
1100D, used as the detector for a white LED source resulted [5] in sub-4 μm axial
resolutions, due to the convolution of the source spectrum with the RGB sensors’
Figure 2.
Source spectra of LEDs obtained using an Ocean Optics USB 4000 spectrometer: white LED in blue, red LED in
red.
Figure 3.
An example of a low-cost monochrome CMOS camera: QHY5L-II M.
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sensitivity discussed above. In this case, the R data alone was used, thus filtering out
the G and B parts of the spectrum and reducing the available source bandwidth.
Dispersion compensation is also critically important when broad spectrum sources
are used. We discuss dispersion compensation in more detail in Section 2.3. The
spectrum of a red LED is shown in Figure 2. Using its FWHM of 20 nm and center
wavelength of 670 nm, Eq. 1 yields an axial resolution of 9.90 μm. This is quite
adequate for many purposes. A camera without an IR filter, like the monochrome
CMOS planetary imager (QHY5L-II M) shown in Figure 3, enables the use of near-
IR sources. Longer wavelengths like near-IR have greater penetration depths in
biological samples which exhibit strong Rayleigh scattering. IR LEDs are commonly
available with center wavelengths of 850 nm and FWHM of 25 nm, which can give
us an axial resolution of 12.8 μm.
2.2.2 Optical components
Uncoated components can be used in the experimental setup for lowering cost.
Optical losses due to component reflections would need to be compensated by
increasing exposure time at the camera. A cube beam splitter is used in order to
avoid dispersion mismatch between the interferometer arms. In case a plate beam
splitter is used, dispersion compensation should be done by the insertion of a glass
plate of similar thickness in the shorter arm as explained in Section 2.3. The lateral
resolution of the system directly depends on the quality of the lenses used. The





where f and D are the focal length and aperture size of the objective lens.
Commonly available microscope objective lenses are listed in terms of magnifica-
tion available for a standard length microscope, like 10�. A typical 10� objective
like the Newport M-10� [6] has a focal length of 16.5 mm and a clear aperture of
7.5 mm. Theoretically, this should yield an axial resolution of 1.56 μm. Experimen-
tally, imaging with uncoated lab lenses uncorrected for aberrations, resolution
below 4 μm [5] was obtained.
2.2.3 Automated signal acquisition and processing
Standard single axis translation stages like the TS-35 from Holmarc can be
converted to micro-stepping operation using 3D-printed stepper motor coupling
shafts which are commonly available online. Driving stepper motors with
microstepping drivers like the Bholanath BH MSD 2A enable sub-micron trans-
lations. The microstepping driver just needs a TTL signal to initiate the microstep.
This can be automated using microcontroller platforms like Arduino. TTL outputs
can also be generated by PCs using serial or parallel ports. The sample is attached to
the translation stage and moved axially through the microscope objective’s focus
which should coincide with the zero-path-difference point. Simple automation
scripts can then be written to acquire images and translate the sample in the axial
direction. We have open-sourced Arduino and OpenCV-based code [7] to acquire
and process FF-OCT volumes using the camera SDK from QHYCCD. This code can
be easily modified to work with SDKs and cameras from other manufacturers, or
even with simple webcams. A screenshot of this software is shown in Figure 4.
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2.3 Experimental method
The first hurdle in assembling a low-coherence interferometer is accurate esti-
mation of the zero-path-difference point in the two interferometer arms. Our
method to do this was as follows. We first verify interferometer alignment by
observing coarse interference fringes using visible laser illumination, making sure
the fringes remain similar in shape when the moving arm is translated. Next, we
translate the moving arm 10 μm at a time under narrow-spectrum LED illumina-
tion, monitoring the camera output continuously until interference fringes are
visible. Once the zero-path-difference point is identified, the illumination can be
changed to wide-spectrum white LEDs or halogen if desired. If the sample is being
imaged through a medium, for example if the sample is being used with an oil-
immersion objective lens, high axial resolutions with broad-spectrum sources are
possible only with dispersion correction. This can be done experimentally by intro-
ducing glass plates or cover slips of varying thickness to minimize the axial dis-
placement over which fringes appear for a particular reflective layer.
Many inexpensive camera sensors including mobile phone cameras now allow
saving of images in RAW format. Saving in RAW format allows the export of
images with a gamma of 1.0, i.e., having a linear detector response to incident
optical power. Software like DCRAW can then be used to convert the RAW images
to linear TIFF [8, 9] or other image formats. Acquisition of RAW images is not
mandatory. If a simple webcam is used as the detector, its output may not be linear
with optical power, but interference fringes would still be visible. Such images also
could be used to create tomograms, with the rider that the intensities of the reflec-
tors may not be accurately portrayed. Qualitative imaging can still be done, and
feature positions would not be affected by the nonlinear camera response.
Post-processing of the images involves subtracting the background DC and
taking the Hilbert transform [1] of the images (perpendicular to the fringe lines).
The resulting en-face tomographic images can either be volume rendered using free
software like Blender [10, 11] or Octave [12], or displayed as single slices in movies
and so on. Some examples of tomograms rendered with Blender and Octave are
shown in Figure 5. Lateral calibration, pixels per micron, can be done by imaging
Figure 4.
Screenshot of open-source software for acquiring FF-OCT images.
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known samples like USAF targets. Axial calibration directly results from the known
motion of the micro-stepping translation stage. The distances we measure with OCT
are optical path lengths—actual distances inside samples would be the optical path
length divided by the sample refractive index.
3. Parallel SD-OCT
3.1 Motivation
Signal-to-noise ratio (SNR) of Fourier-domain optical coherence tomography
(FD-OCT) can be higher by several orders of magnitude compared to time-domain
optical coherence tomography (TD-OCT) [13]. This motivates us to devise a way to
use the components we have used for FF-OCT in an FD-OCT configuration. FD-
OCT can be implemented either with swept-sources (SS-OCT) or using spectrome-
ters as spectral-domain OCT (SD-OCT). Swept-sources are expensive, so we do not
attempt to assemble a Swept-Source OCT (SS-OCT) device. Instead, we explore a
way to use the two-dimensional camera sensor in a parallel spectrometer design.
The schematic of a parallel FD-OCT [14, 15] setup, also known as line-field OCT
[16, 17] is shown in Figure 6. Such a configuration captures data for a complete
B-scan in a single frame captured by the camera. Even a low-cost CMOS camera
which can do 200 fps for 320  240 frames would then enable an FD-OCT system
with a respectable 48,000 A-scans per second.
Figure 5.
Tomograms: (a) microchannels in PDMS rendered in blender. (b) Profile of numeral 2 on a coin, plotted in
octave.
Figure 6.
(a) Schematic of a parallel FD-OCT system (b) our set-up. Labeled components are: 1, collimated SLED
source; 2, steering mirror; 3, cylindrical lens; 4, cube beam splitter; 5, plane surface of NDF as sample; 6,
reference mirror; 7, collimating lens; 8, steering mirror; 9, grating; 10, imaging lens; 11, camera.
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3.2 Specialized components needed
The parallel OCT configuration manages to avoid scanning mirrors, but an SLED
source would be needed to focus the line illumination on the sample below a
thickness of 100 μm. The extended nature of common LED sources prevent them
from being tightly focused in this manner. The $300 SLED (Superlum SLD-
340-MP-TO56) and a short focal length aspheric lens for collimation are hence
necessary purchases. Care needs to be taken to avoid back-reflections, which can
cause damage to SLEDs. The collimating lens should therefore have an anti-
reflection coating at the SLED’s wavelength range. A diffraction grating or other
dispersive element would also be needed.
Here, we would like to point out that SLEDs need greater care in handling than
LEDs. Not only are they static-sensitive, they also degrade if overheated or
overdriven. Many varieties of free-space SLEDs are also highly sensitive to back-
reflections, which can even cause irreversible damage when operated at high pow-
ers. Common laboratory power supplies tend to produce large spikes when they are
powered on or off, and if an SLED is being driven by such a power supply, it will
undergo irreversible damage, reducing its power output. Dedicated driver modules,
or laser diode drivers, are the preferred sources to drive SLEDs. The minimum
precautions needed would be to employ good heat-sinking, drive at only 50% of
rated power, and isolate the SLEDs from power supply spikes using extra switches.
Unlike the TD-OCT case, linear detector response is important for FD-OCT. The
noise-floor of the final B-scan also depends on the SNR of the camera. Hence, the
camera needs to be chosen with some care, and needs to have gamma, gain and
exposure-time controls at the very minimum. We have shown [18] that with simple
observations, we can estimate the noise level CMOS cameras. Sensors exhibiting
low-noise characteristics along with a high dynamic range are preferable, but useful
work can still be done if the camera’s SNR is only 40 dB, as with 8-bit cameras
which have a dynamic range of only 48 dB. Averaging helps to reduce noise, with







The cylindrical lens used in the parallel FD-OCT system illuminates a line on the
sample (and the reference arm). The spectrum of this line is dispersed by the
grating onto the 2D camera sensor. In our implementation, the line is along the
vertical axis of the sensor, and the spectrum is thus obtained along each horizontal
line of pixels of the camera. Though the post-processing of the captured data is
more involved, the practical setting up the FD-OCT assembly is much easier than in
the TD-OCT case, since finding the zero-path-difference point is not critically
important. Focused width of the line illumination can be measured by imaging the
line on the camera. The grating equation points to the angle at which the imaging
lens and camera assembly needs to be set up. Once the spectrum is obtained on the
camera, the standard FD-OCT post-processing yields a B-scan from each frame.
3.3.2 Spectrometer calibration
In Section 3.4, we discuss the details of the data processing needed to create
B-scans from the interograms obtained with the FD-OCT assembly. The required
input for the data processing is the calibrated spectrogram, i.e., intensity as a
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function of wavelength or wavenumber. For this, we need to calibrate the spec-
trometer consisting of the dispersive element (grating), focusing optics and camera.
Since our grating produces a spectrum which is linear in wavelength, we just need
to find the bandwidth of the spectrometer for its calibration. This is because we
align the camera to have the spectrum centered around the known center wave-
length of the source. We used a simple iterative calibration procedure which was
easy to use because our software permitted configuration via a text file of parame-
ters. Our calibration procedure was:
1. Enter the source’s FWHM bandwidth as an initial estimate of our
spectrometer measurement bandwidth, as the min/max wavelengths in our
software’s ini file.
2.With these settings, use a single surface reflector as the sample in the FD-OCT
device. By moving the reflector using a calibrated micrometer translation
stage, note the number of B-scan pixels corresponding to a known distance, say
1 mm, of translation. From the known total number of pixels in the B-scan,
compute the measurement depth of our OCT device.
3. From FD-OCT theory, the measurement depth of an FD-OCT device, if not




4 � Δλ : (3)
where λ0 is the source center wavelength and Δλ is the full width at half maxi-
mum (FWHM) bandwidth. If the spectrometer measures a smaller bandwidth than
the source bandwidth, the Δλ would become the spectrometer bandwidth. We use
the known value of λ from the source datasheet. Our measured zmax, then gives us
the required Δλ. We thus calibrate our spectrometer as having a minimum wave-
length λ0 � Δλ=2 and a maximum wavelength λ0 þ Δλ=2 and enter these parameters
in our software’s parameter ini file.
3.3.3 Measurable depth and axial resolution
We note that there could be a trade-off between measurable depth and axial
resolution, when the number of spectrometer pixels is limited. For example, if a
sensor with resolution 1280� 960 is used with 2� 2 binning, the number of usable
spectral points, without interpolation, is just 640. Eliminating the complex conju-
gate half of the Fourier transform, the resulting B-scan would have only 320 points.
If a measurement depth of 6.4 mm is obtained with such a sensor configuration, the
number of pixels would limit the axial resolution to 20 μm even if the source
characteristics can provide a higher resolution using Eq. 1. We note that the spec-
trometer resolution can easily be varied by changing the relative powers of the
collimating lens and imaging lens in the spectrometer section of the FD-OCT setup.
In our setup as seen in Figure 6, we have used,
a. cylindrical lens with f ¼ 15 cm
b.cube beamsplitter with NR coating 700-1100 nm
c. reflection grating with 1200 lines=mm (Richardson gratings 360R25x50x6 from
Newport)
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d.output collimating lens with f ¼ 24 cm
e. imaging lens with f ¼ 10 cm
and obtained a measurement depth of 6.6 mm with an axial resolution of
20.7 μm, with 2� 2 binning on 1280� 960 frames.
3.4 Data processing
In our parallel FD-OCT configuration, each horizontal line on the acquired
image corresponds to the spectrum obtained from a single point on the sample.
According to the theoretical background [19] of FD-OCT, this spectrum corre-
sponds to an A-scan at that sample point as defined by the following relations.
Representing the spectrum as a function of wavenumber k,
I kð Þ ¼ S kð Þ � r2R
þ2S kð ÞrR
Ð∞
�∞ rs0 lsð Þ cos 2k nsls � lRð Þð Þdls
þS kð Þ Ð∞�∞ rs0 lsð Þ exp i2k nslsð Þ½ �dls
�� ��2
(4)
where S kð Þ is the source’s power spectral density, rR is the reference arm’s
amplitude reflectivity, rs0 lsð Þ is the sample arm point’s amplitude reflectivity density
of a discrete reflector located at a path length ls inside the sample and ns is the
sample’s refractive index. The first term in the right-hand side of Eq. 4 is the
reference intensity term. Subtracting DC from the I kð Þ gets rid of this term. The
second term in Eq. 4 is the desirable one in FD-OCT, and is used to extract rs0 lsð Þ
using the inverse Fourier transform. The third term is the self-interference or
autocorrelation term. Autocorrelation causes artifacts in FD-OCT. If sample reflec-
tivity is significantly weaker than the reference arm reflectivity, the autocorrelation
term can be safely ignored. Thus, data processing for FD-OCT involves DC sub-
traction and an inverse Fourier transform on the spectral interferogram represented
as a function of wavenumber k.
The captured spectrum obtained by dispersion from a grating is equispaced in
wavelength, that is, the raw data we obtain is I λð Þ. This needs to be interpolated to a
function I kð Þ equispaced in k. Basic image processing steps like binning and moving
average improve the quality of the image. Further, addition of a larger number of
FFT points by interpolation improves final B-scan SNR. Thus, a typical pipeline for
data processing FD-OCT data would be:
1. Acquire frames—either of source spectrum or of sample interferogram.





e. increasing number of points by zero padding in Fourier domain.
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function of wavelength or wavenumber. For this, we need to calibrate the spec-
trometer consisting of the dispersive element (grating), focusing optics and camera.
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spectrometer measurement bandwidth, as the min/max wavelengths in our
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device. By moving the reflector using a calibrated micrometer translation
stage, note the number of B-scan pixels corresponding to a known distance, say
1 mm, of translation. From the known total number of pixels in the B-scan,
compute the measurement depth of our OCT device.
3. From FD-OCT theory, the measurement depth of an FD-OCT device, if not
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3. Save a frame with the source spectrum alone.
4.Acquire sample interferogram.
5. Divide the sample interferogram by the source spectrum to obtain the
apodized interferogram.
6.Optionally increase the number of points in the interferogram by performing a
Fourier transform, zero-padding in the Fourier domain, and then performing
an inverse Fourier transform.
7. Resample the interferogram using interpolation to make it equispaced in k
rather than equispaced in λ.
8.Perform inverse Fourier transform on the apodized interferogram to obtain the
B-scan.
9.Optionally average the B-scan, mask out the DC component, display on screen,
save data to disk storage.
We have written real-time code to capture and display B-scans using such a
parallel FD-OCT setup. This cross-platform open-source software [20] has been
implemented in C++ using the OpenCV [21] framework. Even without using GPU
processing, this software can process and display B-scans at 148 frames per second
(fps) for low resolution 320 point FFTs, and at 48 fps for 1280 point FFTs, on an i7
MacBook Pro. A screenshot of this software in action is presented in Figure 7.
4. Conclusions
In this chapter, we discussed the possibility of assembling capable OCT devices
using common laboratory components. Such devices can be put together at low
Figure 7.
Screenshot of our open-source software which displays B-scans in realtime.
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cost, or at no cost if the items are already available, in just a few hours. Such devices
would encourage the use of OCT in University optics laboratories, where they could
be utilized in inter-disciplinary studies along with Material Science, Chemistry or
Biology departments. The microscopic tomograms produced with OCT avoid the
expense and preparation required for electron microscope imaging, and also have
the advantage of being non-destructive. Tomographic reconstructions of crystals
which can show up micron-level imperfections, measurements of biofilm thickness,
sample optical dispersion measurements, volume renderings of micro-machined or
laser etched parts, or measurements of thick-film deposition are just a few of the
myriad applications which can result from the ready availability of OCT in an
academic setting. Lowering the cost barrier to entry for OCT imaging is likely to
stimulate innovative investigations.
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for Polymer Film Evaluation
Jianing Yao and Jannick P. Rolland
Abstract
Development of functional polymer films and film stacks has been under
increasing demand to create new generations of novel, compact, light-weight
optics. Optical coherence tomography (OCT) is capable of evaluating all the impor-
tant optical properties of a film or film stack, including topology of surfaces or
layer-to-layer interfaces, the refractive index and thickness, and polarization prop-
erty. By engineering the scanning architecture of an OCT system, high-precision
metrology of films of either flat or spherical geometry is achieved. In this chapter,
the system design, metrology methodologies, and examples of OCT for film
metrology are discussed to provide both the knowledge foundation and the engi-
neering perspectives. The advanced film metrology capabilities offered by OCT
play a key role in the manufacturing process maturity of newly developed films.
Rapid advancement in the field of OCT is foreseen to drive the application toward
in-line film metrology and facilitate the rapid growth of innovative films in the
industry.
Keywords: optical coherence tomography, optical metrology, nondestructive
inspection, volumetric imaging, scanning architecture, films, surface topography,
thickness metrology, refractive index metrology
1. Introduction
In recent years, the application of optical coherence tomography has expanded
toward material characterization. The low-coherence nature of optical coherence
tomography (OCT) leads to its niche in evaluating films ranging from several
microns to a few millimeters thick. OCT is capable of evaluating all the important
optical properties of a film or film stack, including topology of surfaces or layer-to-
layer interfaces, the refractive index and thickness, and polarization property. OCT
inspection of films bypasses the pitfalls of conventional laser Fizeau interferometry
in testing film samples that have similar curvatures on both sides. The standard
laser Fizeau interferometry is prone to spurious fringes due to the highly coherent
light source; the artifacts are prominent when measuring a film sample where
multi-reflections between top and bottom surfaces generate undesirable interfer-
ences that wash out the signal from the surface under test.
In this chapter, the OCT instrumentation tailored for film inspection is first
introduced in Section 2. System calibration methods are described in Section 3 to
ensure flat-field, distortion-free mapping of film samples. In Section 4, the methods
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1. Introduction
In recent years, the application of optical coherence tomography has expanded
toward material characterization. The low-coherence nature of optical coherence
tomography (OCT) leads to its niche in evaluating films ranging from several
microns to a few millimeters thick. OCT is capable of evaluating all the important
optical properties of a film or film stack, including topology of surfaces or layer-to-
layer interfaces, the refractive index and thickness, and polarization property. OCT
inspection of films bypasses the pitfalls of conventional laser Fizeau interferometry
in testing film samples that have similar curvatures on both sides. The standard
laser Fizeau interferometry is prone to spurious fringes due to the highly coherent
light source; the artifacts are prominent when measuring a film sample where
multi-reflections between top and bottom surfaces generate undesirable interfer-
ences that wash out the signal from the surface under test.
In this chapter, the OCT instrumentation tailored for film inspection is first
introduced in Section 2. System calibration methods are described in Section 3 to
ensure flat-field, distortion-free mapping of film samples. In Section 4, the methods
for simultaneous metrology of the refractive index and thickness of films are
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presented to inspire the readers. In Section 5, some examples are given to showcase
the film metrology results achieved with OCT inspection.
2. Instrumentation
2.1 System architecture
OCT utilizes the interference of low-coherence broadband light, typically with
wavelengths in the NIR region. Light divided by a beam splitter is sent to a sample
arm that contains the sample under test and a reference arm with a reference
mirror. Subsequently, back-reflected signals from the two arms are recombined to
form interference fringes that are acquired by a detector for further analysis of the
sample information. In time-domain OCT, interferometric fringes are generated
by axially moving the reference mirror to match the optical path length of back-
reflected signals at different depths of the sample. Interference is only observed
when the optical path difference (OPD) between the reference and the sample is
within the coherence length of the source.
In comparison, the advancement of Fourier-domain OCT (FD-OCT) has
enabled high-speed and high-sensitivity depth-resolved three-dimensional (3-D)
imaging of samples. FD-OCT utilizes the principle of light interference in the
frequency domain, where reflected light from different depths inside a sample
relative to the position of the reference reflector is encoded as different modulation
frequencies on the detected spectrum at the interferometer exit. Therefore, no
translation of the reference mirror is necessary to achieve depth-resolved imaging
of a sample. With the increasing OPD between the reference reflector and the
sample structure, spectral modulation frequency increases as well. The resulted
summation of interference signals (an A-line spectrum, also referred to as a depth
scan) contains spectral modulation frequencies contributed by sample structure at
multiple depths. By performing a Fourier transform of the interference spectrum
captured at the output of the interferometer, the sample reflectivity profile as a
function of depth can be recovered, revealing the internal structure of the sample.
Synchronously with the acquisition of A-line spectra, lateral scanning can be
performed either by scanning the focusing sample beam or laterally translating the
sample itself. By combining the “depth scan” (no axial movement) and one-
dimensional lateral scan, a cross-sectional image can be constructed. A 3-D data set
can then be obtained by scanning in the orthogonal lateral dimension and combin-
ing the resulting, multiple cross-sectional images. The superb spectrally achieved
depth discrimination capability of FD-OCT dramatically improves the imaging
speed of OCT, allowing 3-D imaging of samples in real time.
Schematic layouts of an FD-OCT system are shown in Figure 1. The develop-
ment of FD-OCT systems to date may be classified into two types as described in
the figure. The first type is spectral domain OCT (SD-OCT) [1–3], in which the
sample is illuminated by broadband light from a supercontinuum or
superluminescent diode (SLD) source, and a spectrometer is used to collect the
interference spectrum. The second type is the swept-source OCT (SS-OCT) [4–7],
where a frequency-swept source is employed, in which instantaneous quasi-
monochromatic light sweeps across a broad spectrum in a rapid cycle.
Corresponding to the swept source, a single-element detector such as a photodiode
is used to record the time-encoded spectral interference signal. Furthermore, the
ability of FD-OCT to collect signals from the entire depth range of a sample during
the entire acquisition time, sampled by multiple spectral channels, leads to signifi-
cant signal-to-noise ratio (SNR) improvement of 20–30 dB over time-domain OCT
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that employs a single-element detector to detect a restricted depth. State-of-the-art
OCT systems built nowadays are predominantly FD-OCT.
Figure 1 shows two configurations of an FD-OCT system: (a) Michelson and
(b) Mach-Zehnder configuration. It is well known that fringe visibility is maxi-
mized when the return power of the sample and reference arms are nearly matched.
In the Michelson configuration, the portion of signal attenuation caused by double-
pass through the beam splitter is identical for both the sample and reference beams;
to generate the maximum amount of interference signal, the beam splitter needs to
be at 50/50 split. On the other hand, in the Mach-Zehnder configuration, the power
splitting ratio of the beam splitters can be carefully selected based on the optical
property of the samples, such that the back-reflected signal of the reference beam
balances with that of the sample beam. In this sense, the Mach-Zehnder configura-
tion may allow achieving optimal signal-to-noise ratio at the detector. The ability to
boost up sample beam relative to the reference beam is especially important for
measuring multi-layer film samples where the back-reflection signals from inter-
layer interfaces are weak.
2.2 System design considerations regarding axial point-spread-function
and depth range
In OCT systems, the sample is illuminated by broadband light from a
supercontinuum or SLD source. Key parameters to consider in designing an OCT
system for film inspection are center wavelength, spectral bandwidth, and spectral
Figure 1.
Schematic layout of typical configurations of an FD-OCT system: (a) Michelson configuration and (b) Mach-
Zehnder configuration.
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presented to inspire the readers. In Section 5, some examples are given to showcase
the film metrology results achieved with OCT inspection.
2. Instrumentation
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where a frequency-swept source is employed, in which instantaneous quasi-
monochromatic light sweeps across a broad spectrum in a rapid cycle.
Corresponding to the swept source, a single-element detector such as a photodiode
is used to record the time-encoded spectral interference signal. Furthermore, the
ability of FD-OCT to collect signals from the entire depth range of a sample during
the entire acquisition time, sampled by multiple spectral channels, leads to signifi-
cant signal-to-noise ratio (SNR) improvement of 20–30 dB over time-domain OCT
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mized when the return power of the sample and reference arms are nearly matched.
In the Michelson configuration, the portion of signal attenuation caused by double-
pass through the beam splitter is identical for both the sample and reference beams;
to generate the maximum amount of interference signal, the beam splitter needs to
be at 50/50 split. On the other hand, in the Mach-Zehnder configuration, the power
splitting ratio of the beam splitters can be carefully selected based on the optical
property of the samples, such that the back-reflected signal of the reference beam
balances with that of the sample beam. In this sense, the Mach-Zehnder configura-
tion may allow achieving optimal signal-to-noise ratio at the detector. The ability to
boost up sample beam relative to the reference beam is especially important for
measuring multi-layer film samples where the back-reflection signals from inter-
layer interfaces are weak.
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and depth range
In OCT systems, the sample is illuminated by broadband light from a
supercontinuum or SLD source. Key parameters to consider in designing an OCT
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linewidth, which determine the axial point-spread-function (PSF) and depth range
of an OCT system.
Assuming a Gaussian source spectrum, the full-width-at-half-maximum
(FWHM) of the axial PSF of an OCT system, denoted as Δz, equals one-half the
coherence length of the source as






where λ0 is the center wavelength of the source spectrum and Δλ is the FWHM
of the wavelength spectrum.
It can be seen from Eq. (1) that the FWHM of the axial PSF is proportional to the
square of the center wavelength of the light source, and inversely proportional to
the bandwidth of the source spectrum. The FWHM of the axial PSF is a common
figure of merit used to denote the capability of the system in terms of two-point
resolution, which determines the minimal thickness of a film sample that an OCT
system can resolve. However, the ability of the system to detect the variation in the
axial position of a single reflector well exceeds the FWHM of the axial PSF; it is
determined by the sensitivity of the system to sensing even nanometric axial dis-
placements. This axial displacement sensitivity was empirically demonstrated to be
often better than one part per thousand of the FWHM of the axial PSF.
It is also worth noting that the axial PSF can be significantly degraded by the
dispersion mismatch between the reference and sample arms as a result of the
dispersion characteristics of the fiber, sample, and optical components. Therefore,
dispersion compensation approaches have been extensively developed by either
hardware implementation [8, 9] or numeric correction [10–12].
Moreover, the axial PSF may also be altered by the optical properties of the
imaging optics including transmittance, aberrations, polarization, and dispersion. For
instance, chromatic aberration of the objective lens would alter the local effective
bandwidth and degrade the axial PSF [13]. Therefore, achromatic, all-reflective opti-
cal designs may be beneficial for achieving the desired axial PSF of an OCT system.
Additionally, scanning noises, motion artifacts, and detection components may
also perturb the axial PSF as well as the sensitivity of the system. All these factors
need to be carefully taken into account during the system engineering of OCT
instrumentation.
On the other hand, assuming sufficient depth of field provided by the imaging
objective lens and an imaging depth range limited by the spectral linewidth that is
assumed to be Gaussian in shape, the intrinsic single-sided imaging depth range of
an OCT system, denoted as z010dB, is defined herein as the depth range leading to







where δrλ is the FWHM of the Gaussian spectral line shape function.
It is worth noting that the sampling interval of the detector needs to be smaller
than the instantaneous linewidth of the source in SS-OCT or the spectral resolution
of the spectrometer in SD-OCT; otherwise, the usable imaging range will be limited
by the sampling.
Finally, when designing an OCT system, a compromise between the axial PSF
and imaging depth range usually needs to be considered. As has been shown, both
the width of the axial PSF and the imaging depth range are proportional to the
square of the center wavelength of the source λ02. Therefore, longer operating
94
Optical Coherence Tomography and Its Non-medical Applications
wavelengths generally provide larger imaging depth range (although the absorption
and scattering coefficients of a sample also need to be considered) at the expense of
sacrificing the axial resolution; on the other hand, shifting to lower wavelength
regime is expected to bring about better axial discrimination capability at the cost of
faster sensitivity decay with depth. Moreover, once the operating wavelength λ0 is
fixed, to push for both a fine axial PSF and a large imaging depth, the challenge
arises from the requirement of the system instrumentation to accommodate both a
broad spectral bandwidth and a narrow spectral resolution. This would also mean
high requirement on the high-speed frequency sweep of the source in SS-OCT, or
the large array size of the CCD/CMOS camera in SD-OCT.
2.3 Lateral scanning approaches
FD-OCT enables superb depth sectioning of film samples. To form three-
dimensional topography, a lateral scanning mechanism is employed, either by mov-
ing the OCT probe or translating the sample in a combination of two orthogonal
directions. Different types of lateral scanning architectures are illustrated in Figure 2.
To measure conventional film samples with flat surfaces, lateral scanning axes are set
in Cartesian x and y directions as shown in Figure 2a–e; to perform in-situ measure-
ments of curved film layers with spherical surfaces as a result of thermo-molding
[14, 15], the lateral scanning axes may be constructed along the azimuthal and polar
directions in a spherical coordinate system as shown in Figure 2f.
Among all the scanning configurations illustrated in Figure 2, Figure 2e and f
move the sample platform by a pair of motorized stages orthogonal in either the
Cartesian or spherical coordinates, depending on the curvature of the films under
test. 2-D scanning of the sample platform is performed in a straightforward fashion.
The straightness, orthogonality, and hysteresis characteristics of the stages are
critical to the accuracy of the 3-D data collected. The stages are mechanically tuned
to an optimal condition balancing the travel speed, range, and load. Displacement-
measuring interferometers are often implemented to provide accurate, real-time
feedback of the position of the motorized stages.
Alternative to scanning the sample platform, the beam that is incident on the
sample may be sequentially deviated over a sampling grid by changing the angles of
the scanning mirrors that are usually located on the path of the beam in the colli-
mated space. Mirror-based scanning of sample beams has gained increasing popu-
larity in OCT systems owing to the high scanning speed it has brought about.
Scanning speed up to 500 Hz has been reported due to the low inertia of small
mirrors, meaning an entire cross-sectional frame of data may be collected in 2 ms.
Popular types of scanning mirrors are galvanometer-based or micro-electro-
mechanical (MEMS) type. The common scanning configurations utilizing scanning
mirrors in the sample arm of an OCT system are shown in Figure 2a–c. As denoted
in the diagrams, a collimated beam is reasonably assumed to be the input to the
sample arm. In a fiber-based OCT system, the collimated incoming sample beam is
commonly formed by a collimating lens placed at one exiting port of a beam-
splitting fiber-coupler. In a free-space OCT system, the output from a cube beam
splitter dividing the sample and reference beams is collimated. For the simplicity of
the illustration, any optics placed before the collimated beam input is omitted in the
diagrams. In Figure 2c, a single 2-D MEMS scanning mirror may cover scanning
field in the entire 2-D plane. In Figure 2a and b, 2-D scans are achieved by inte-
grating two orthogonal 1-D scans in the x and y directions, respectively.
When scanning the sample beam, preserving telecentric scanning on a sample is
crucial to distortion-free mapping of its surface profiles and internal structure,
which requires the mirrors scanning in the x and y directions to collocate at the
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linewidth, which determine the axial point-spread-function (PSF) and depth range
of an OCT system.
Assuming a Gaussian source spectrum, the full-width-at-half-maximum
(FWHM) of the axial PSF of an OCT system, denoted as Δz, equals one-half the
coherence length of the source as






where λ0 is the center wavelength of the source spectrum and Δλ is the FWHM
of the wavelength spectrum.
It can be seen from Eq. (1) that the FWHM of the axial PSF is proportional to the
square of the center wavelength of the light source, and inversely proportional to
the bandwidth of the source spectrum. The FWHM of the axial PSF is a common
figure of merit used to denote the capability of the system in terms of two-point
resolution, which determines the minimal thickness of a film sample that an OCT
system can resolve. However, the ability of the system to detect the variation in the
axial position of a single reflector well exceeds the FWHM of the axial PSF; it is
determined by the sensitivity of the system to sensing even nanometric axial dis-
placements. This axial displacement sensitivity was empirically demonstrated to be
often better than one part per thousand of the FWHM of the axial PSF.
It is also worth noting that the axial PSF can be significantly degraded by the
dispersion mismatch between the reference and sample arms as a result of the
dispersion characteristics of the fiber, sample, and optical components. Therefore,
dispersion compensation approaches have been extensively developed by either
hardware implementation [8, 9] or numeric correction [10–12].
Moreover, the axial PSF may also be altered by the optical properties of the
imaging optics including transmittance, aberrations, polarization, and dispersion. For
instance, chromatic aberration of the objective lens would alter the local effective
bandwidth and degrade the axial PSF [13]. Therefore, achromatic, all-reflective opti-
cal designs may be beneficial for achieving the desired axial PSF of an OCT system.
Additionally, scanning noises, motion artifacts, and detection components may
also perturb the axial PSF as well as the sensitivity of the system. All these factors
need to be carefully taken into account during the system engineering of OCT
instrumentation.
On the other hand, assuming sufficient depth of field provided by the imaging
objective lens and an imaging depth range limited by the spectral linewidth that is
assumed to be Gaussian in shape, the intrinsic single-sided imaging depth range of
an OCT system, denoted as z010dB, is defined herein as the depth range leading to







where δrλ is the FWHM of the Gaussian spectral line shape function.
It is worth noting that the sampling interval of the detector needs to be smaller
than the instantaneous linewidth of the source in SS-OCT or the spectral resolution
of the spectrometer in SD-OCT; otherwise, the usable imaging range will be limited
by the sampling.
Finally, when designing an OCT system, a compromise between the axial PSF
and imaging depth range usually needs to be considered. As has been shown, both
the width of the axial PSF and the imaging depth range are proportional to the
square of the center wavelength of the source λ02. Therefore, longer operating
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wavelengths generally provide larger imaging depth range (although the absorption
and scattering coefficients of a sample also need to be considered) at the expense of
sacrificing the axial resolution; on the other hand, shifting to lower wavelength
regime is expected to bring about better axial discrimination capability at the cost of
faster sensitivity decay with depth. Moreover, once the operating wavelength λ0 is
fixed, to push for both a fine axial PSF and a large imaging depth, the challenge
arises from the requirement of the system instrumentation to accommodate both a
broad spectral bandwidth and a narrow spectral resolution. This would also mean
high requirement on the high-speed frequency sweep of the source in SS-OCT, or
the large array size of the CCD/CMOS camera in SD-OCT.
2.3 Lateral scanning approaches
FD-OCT enables superb depth sectioning of film samples. To form three-
dimensional topography, a lateral scanning mechanism is employed, either by mov-
ing the OCT probe or translating the sample in a combination of two orthogonal
directions. Different types of lateral scanning architectures are illustrated in Figure 2.
To measure conventional film samples with flat surfaces, lateral scanning axes are set
in Cartesian x and y directions as shown in Figure 2a–e; to perform in-situ measure-
ments of curved film layers with spherical surfaces as a result of thermo-molding
[14, 15], the lateral scanning axes may be constructed along the azimuthal and polar
directions in a spherical coordinate system as shown in Figure 2f.
Among all the scanning configurations illustrated in Figure 2, Figure 2e and f
move the sample platform by a pair of motorized stages orthogonal in either the
Cartesian or spherical coordinates, depending on the curvature of the films under
test. 2-D scanning of the sample platform is performed in a straightforward fashion.
The straightness, orthogonality, and hysteresis characteristics of the stages are
critical to the accuracy of the 3-D data collected. The stages are mechanically tuned
to an optimal condition balancing the travel speed, range, and load. Displacement-
measuring interferometers are often implemented to provide accurate, real-time
feedback of the position of the motorized stages.
Alternative to scanning the sample platform, the beam that is incident on the
sample may be sequentially deviated over a sampling grid by changing the angles of
the scanning mirrors that are usually located on the path of the beam in the colli-
mated space. Mirror-based scanning of sample beams has gained increasing popu-
larity in OCT systems owing to the high scanning speed it has brought about.
Scanning speed up to 500 Hz has been reported due to the low inertia of small
mirrors, meaning an entire cross-sectional frame of data may be collected in 2 ms.
Popular types of scanning mirrors are galvanometer-based or micro-electro-
mechanical (MEMS) type. The common scanning configurations utilizing scanning
mirrors in the sample arm of an OCT system are shown in Figure 2a–c. As denoted
in the diagrams, a collimated beam is reasonably assumed to be the input to the
sample arm. In a fiber-based OCT system, the collimated incoming sample beam is
commonly formed by a collimating lens placed at one exiting port of a beam-
splitting fiber-coupler. In a free-space OCT system, the output from a cube beam
splitter dividing the sample and reference beams is collimated. For the simplicity of
the illustration, any optics placed before the collimated beam input is omitted in the
diagrams. In Figure 2c, a single 2-D MEMS scanning mirror may cover scanning
field in the entire 2-D plane. In Figure 2a and b, 2-D scans are achieved by inte-
grating two orthogonal 1-D scans in the x and y directions, respectively.
When scanning the sample beam, preserving telecentric scanning on a sample is
crucial to distortion-free mapping of its surface profiles and internal structure,
which requires the mirrors scanning in the x and y directions to collocate at the
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pupil plane (i.e., focal plane) of the objective lens. Such a scanning geometry is
usually not supported by off-the-shelf dual-galvanometer-mirror systems where the
pupil plane is simply compromised to be in between the two mirrors that are
packaged in a small form factor. While this configuration with the aid of ray-
tracing-based software calibration [16, 17] may be suitable for OCT systems toward
biomedical imaging applications, it should be avoided in film metrology systems.
Any displacement of the pivot of either or both the x-y scanning mirrors from the
focal plane of the objective lens would inevitably lead to the deviation of the ray fan
from being parallel to the optical axis, and thus introduce optical aberrations
including astigmatism, field curvature, and distortion. To ensure the pivot point of
both x and y scanning mirrors is at the pupil plane of the objective lens, three viable
configurations are shown in Figure 2a, b, and d. Figure 2d provides a simple way to
bypass the abovementioned pitfall by utilizing a combination of a single axis galva-
nometer beam steering along the fast-scan axis and a motorized linear stage trans-
lating along the orthogonal slow-scan axis. Figure 2a and b both create another
optical conjugate of the pupil plane of the objective lens by implementing a pupil
relay optical design. Figure 2a employs a refractive 4-f pupil relay design which
often consists of a pair of achromatic doublets. Figure 2b shows an all-reflective
Figure 2.
Illustration of the various lateral scanning configurations in the sample arm of OCT systems.
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Offner pupil relay configuration with a concave primary, a convex secondary, and a
pair of fold mirrors. The Offner relay carries the benefit of being free from chro-
matic aberrations across the broad spectral band of an OCT system and provides
packaging advantage given its folded geometry.
3. Calibration
To obtain accurate quantitative results from OCT imaging, rigorous calibration
of the system needs to be carried out, which generally requires vertical displace-
ment calibration, discussed in Sections 3.1 to 3.3, and lateral scanning calibration,
discussed in Section 3.4.
3.1 Spectral nonlinearity calibration
In SD-OCT, raw spectra collected by the CCD or CMOS array of the spectrom-
eter are pseudo linear with the wavelength rather than with the frequency. Simi-
larly, in SS-OCT, the frequency sweep generally is nonlinear with the frequency. In
both cases, the detected spectra require calibration to the linear frequency space
prior to Fourier transform that converts each spectral signal to a depth profile. The
calibration can be achieved either in hardware or software.
In SS-OCT, hardware calibration is performed by using the time-frequency
relation measured by an additional side MZI with a fixed optical path difference
between its reference and sample arms as denoted by the dashed blue box in
Figure 3. Simultaneous with the detection of the main interference signal, the
calibration signal is detected by a second balanced photo-detector and then digi-
tized by a high-resolution high-speed analog-to-digital converter. The locations of
the peaks and valleys of the spectral interference signal from the side MZI that are
physically linear in the frequency space provide the resampling scheme needed to
recalibrate the spectral interference signal of the main OCT interferometer to be
linear in the frequency space. The Fourier transform of a single recalibrated inter-
ference spectrum is then performed such that the result shows an entire component
reflectivity profile as a function of the linear axial locations along the sample beam
path.
Figure 3.
Layout of an SS-OCT system with a side MZI (denoted in dashed blue box) for spectral nonlinearity
calibration.
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pair of fold mirrors. The Offner relay carries the benefit of being free from chro-
matic aberrations across the broad spectral band of an OCT system and provides
packaging advantage given its folded geometry.
3. Calibration
To obtain accurate quantitative results from OCT imaging, rigorous calibration
of the system needs to be carried out, which generally requires vertical displace-
ment calibration, discussed in Sections 3.1 to 3.3, and lateral scanning calibration,
discussed in Section 3.4.
3.1 Spectral nonlinearity calibration
In SD-OCT, raw spectra collected by the CCD or CMOS array of the spectrom-
eter are pseudo linear with the wavelength rather than with the frequency. Simi-
larly, in SS-OCT, the frequency sweep generally is nonlinear with the frequency. In
both cases, the detected spectra require calibration to the linear frequency space
prior to Fourier transform that converts each spectral signal to a depth profile. The
calibration can be achieved either in hardware or software.
In SS-OCT, hardware calibration is performed by using the time-frequency
relation measured by an additional side MZI with a fixed optical path difference
between its reference and sample arms as denoted by the dashed blue box in
Figure 3. Simultaneous with the detection of the main interference signal, the
calibration signal is detected by a second balanced photo-detector and then digi-
tized by a high-resolution high-speed analog-to-digital converter. The locations of
the peaks and valleys of the spectral interference signal from the side MZI that are
physically linear in the frequency space provide the resampling scheme needed to
recalibrate the spectral interference signal of the main OCT interferometer to be
linear in the frequency space. The Fourier transform of a single recalibrated inter-
ference spectrum is then performed such that the result shows an entire component
reflectivity profile as a function of the linear axial locations along the sample beam
path.
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Layout of an SS-OCT system with a side MZI (denoted in dashed blue box) for spectral nonlinearity
calibration.
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3.2 Depth scale calibration
After the spectral nonlinearity calibration, rigorous calibration is required to
accurately quantify the depth scale on a Fourier-transformed depth profile. Depth
scale calibration can be achieved via various methods. A common approach is to
image a series of different step height standards that cover the entire z-axis range of
interest of the instrument. The details of this calibration approach are described
elsewhere [18]. In this section, we describe an alternative method for depth scale
calibration.
As show in Figure 4, a high surface quality flat mirror is placed in the sample
arm where a high-precision motorized linear stage is set up to translate the mirror
accurately along the z-axis. A high-resolution displacement measuring interferom-
eter may be implemented to provide accurate feedback of the location of the
motorized stage. For the depth scale calibration experiment, the motorized linear
stage is controlled to move to a range of z locations covering the entire range of
interest along the z-axis. A set of repeated measurements of interference spectra is
acquired at each location. Through spectral nonlinearity calibration and subsequent
Fourier transforms, depth profiles with a peak showing the mirror signal are
restored. The relationship between the physical z positions of the mirror and the
average pixel number of the mirror signal detected on the depth profiles are plotted
in Figure 4. The inverse of the slope of the least squares fit line of the curve
represents the depth scale.
Figure 4.
Illustration of depth scale calibration in OCT systems.
Figure 5.
(a) A raw gray-scale x-y plane image of a dot grid target acquired by an SS-OCT under calibration. (b) a
corresponding image after applying a centroiding algorithm to image (a), which shows the detected centroids
(blue crosshairs) of the dots overlaying the dot grid (shown as enhanced red dots).
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3.3 Field flatness audit
To form accurate 3-D volumetric data, it is important to eliminate any vertical
displacement error that may be induced in 2-D scanning of the sample beam. For
instance, field curvature may be induced by inaccurate positioning of the x and y
scanning mirrors offset from the pupil plane of the objective lens. To inspect the
flatness of the x-y scanning field, a high surface quality (e.g., λ/20) flat mirror may
be imaged. Alternatively, a high-grade calibration ball standard may be imaged by
angular-scanning OCT system to audit the alignment of the polar scanning axes.
These calibration standards are easily measurable on laser Fizeau interferometers to
verify the accuracy of the standards and compare against OCT measurement
results.
3.4 Lateral scanning field audit and calibration
As described in Section 2.3, various lateral scanning mechanisms are employed
in OCT systems to achieve 3-D volumetric imaging. To mitigate scan-induced
Table 1.
List of criteria and formulas used to evaluate the lateral scanning field from imaging a grid target (adapted
from [19]).
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3.3 Field flatness audit
To form accurate 3-D volumetric data, it is important to eliminate any vertical
displacement error that may be induced in 2-D scanning of the sample beam. For
instance, field curvature may be induced by inaccurate positioning of the x and y
scanning mirrors offset from the pupil plane of the objective lens. To inspect the
flatness of the x-y scanning field, a high surface quality (e.g., λ/20) flat mirror may
be imaged. Alternatively, a high-grade calibration ball standard may be imaged by
angular-scanning OCT system to audit the alignment of the polar scanning axes.
These calibration standards are easily measurable on laser Fizeau interferometers to
verify the accuracy of the standards and compare against OCT measurement
results.
3.4 Lateral scanning field audit and calibration
As described in Section 2.3, various lateral scanning mechanisms are employed
in OCT systems to achieve 3-D volumetric imaging. To mitigate scan-induced
Table 1.
List of criteria and formulas used to evaluate the lateral scanning field from imaging a grid target (adapted
from [19]).
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lateral coordinate errors, the scanning field needs to be calibrated and periodically
audited. The typical standards used for this purpose are dot grid targets. The size of
the target covers the entire lateral field-of-view (FOV) of the OCT system.
Figure 5a shows an example of a raw gray-scale x-y plane image of a dot grid
target acquired by an SS-OCT system with 2-D x-y stages for lateral scanning [19].
From the imaging, a centroiding algorithm is applied to locate the centers of the
dots as shown in Figure 5b, where the dot grid enhanced in red is overlaid with the
detected centroids in blue crosshairs. The two 2-D matrices storing the respective
estimated horizontal and vertical pixel coordinates of the detected grid of centroids
consist of M (column)  N (row) elements, where M and N are the numbers of
columns and rows of dots imaged, respectively.
Denoting the column and row indices of a dot as (m, n), the nominal physical
centroid location of the dot is described as x =mdx and y = ndy, assuming dx and dy
are constants representing the nominal horizontal and vertical separation between
neighboring dots. On the other hand, the measured centroid location from the OCT
image can be expressed in pixel coordinates as (Px, Py). The mapping from (x, y) to
(Px, Py) reflects the lateral scanning characteristics of the system and is expressed as
Px = fx(x,y) and Py = fy(x,y). By analyzing the functions fx and fy, the attributes of
the lateral scanning field consisting of linearity, orthogonality, straightness, and the
sampling resolution are estimated as listed in Table 1. In the formulas, the notation
of angle bracket < >with a subscript x or y denotes averaging over the horizontal or
vertical direction of the dot array, respectively, to evaluate the mean (i.e., accuracy)
and standard deviation (i.e., repeatability). From the metrics being evaluated from
a dot grid target, calibration can be applied to correct the non-orthogonality of the
two scanning axes or calibrate the distortion of the field.
4. Methodology for film thickness and refractive index metrology
with OCT
To determine the refractive index of a sample, interferometric metrology tech-
niques are generally confronted with the challenge that the measurand obtained
reflects the optical thickness of a sample, which is a product of the refractive index
and the physical thickness. Using low-coherence interferometry, several techniques
have been proposed to decouple the index and physical thickness, which may be
categorized into two main methodologies [20]: 1) evaluating the optical distortion
of a reference induced by the sample inserted in the path [21–23] and 2) combining
low-coherence interferometry with a focus tracking modality such as confocal
scanning or multi-photon microscopy [24–27] to obtain another independent
relation between index and thickness.
4.1 Simultaneous film thickness and refractive index metrology by evaluating
optical distortion induced by a film sample in the sample path
The first method is based on evaluating the optical path length change induced
by a film sample inserted in the path. This method is well suited for estimating the
refractive index and thickness of a single-layer film using two types of measure-
ments with the same OCT system. It does not require instrumentation modification
and is readily adaptable to almost any OCT systems.
Figure 6a and b show a schematic cross-sectional view of the experimental
setup in the sample arm. In the first step as shown in Figure 6a, the film under test
is placed above a high-quality reference flat, with a small air gap in between, which
is created by a thin ring spacer that supports the film sample in the periphery. Both
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the film under test and the reference flat need to be properly aligned to ensure
normal incidence of the beam on the surfaces being imaged. Figure 6c shows an
example of raw cross-sectional OCT images collected in this setup. The optical
thickness ΔD x, yð Þ of the film is obtained by computing the difference between the
axial positions of the intensity peaks corresponding to its top and bottom surfaces,
which can be expressed as
ΔD x, yð Þ ¼ ng x, yð Þ
� �
z � t x, yð Þ: (11)
where ng x, yð Þ
� �
z denotes the group refractive index averaged over the thickness
of the film, and t x, yð Þ is the physical thickness of the film, both mapped out









ng x, y, zð Þdz
t x, yð Þ , (12)
where ng x, y, zð Þ is the local group refractive index within the 3-D volume of
a film.
Subsequently, the film sample is removed and only the reference flat was
imaged again as shown in Figure 6b. An example of raw cross-sectional OCT
images is shown in Figure 6d. As a result of the previous path of the film sample
being replaced by air, the axial position of the reference flat on the OCT image is
shifted upward by Δw x, yð Þ due to its reduced optical path difference relative to the
reference arm, which can be expressed as




� t x, yð Þ, (13)
Figure 6.
In the OCT sample arm, (a) a film sample and a reference flat are imaged together, and (b) the reference flat
alone is imaged after the film sample has been removed. (c) and (d) are examples of cross-sectional images
collected based on setup (a) and (b), respectively.
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lateral coordinate errors, the scanning field needs to be calibrated and periodically
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consist of M (column)  N (row) elements, where M and N are the numbers of
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Denoting the column and row indices of a dot as (m, n), the nominal physical
centroid location of the dot is described as x =m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vertical direction of the dot array, respectively, to evaluate the mean (i.e., accuracy)
and standard deviation (i.e., repeatability). From the metrics being evaluated from
a dot grid target, calibration can be applied to correct the non-orthogonality of the
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with OCT
To determine the refractive index of a sample, interferometric metrology tech-
niques are generally confronted with the challenge that the measurand obtained
reflects the optical thickness of a sample, which is a product of the refractive index
and the physical thickness. Using low-coherence interferometry, several techniques
have been proposed to decouple the index and physical thickness, which may be
categorized into two main methodologies [20]: 1) evaluating the optical distortion
of a reference induced by the sample inserted in the path [21–23] and 2) combining
low-coherence interferometry with a focus tracking modality such as confocal
scanning or multi-photon microscopy [24–27] to obtain another independent
relation between index and thickness.
4.1 Simultaneous film thickness and refractive index metrology by evaluating
optical distortion induced by a film sample in the sample path
The first method is based on evaluating the optical path length change induced
by a film sample inserted in the path. This method is well suited for estimating the
refractive index and thickness of a single-layer film using two types of measure-
ments with the same OCT system. It does not require instrumentation modification
and is readily adaptable to almost any OCT systems.
Figure 6a and b show a schematic cross-sectional view of the experimental
setup in the sample arm. In the first step as shown in Figure 6a, the film under test
is placed above a high-quality reference flat, with a small air gap in between, which
is created by a thin ring spacer that supports the film sample in the periphery. Both
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the film under test and the reference flat need to be properly aligned to ensure
normal incidence of the beam on the surfaces being imaged. Figure 6c shows an
example of raw cross-sectional OCT images collected in this setup. The optical
thickness ΔD x, yð Þ of the film is obtained by computing the difference between the
axial positions of the intensity peaks corresponding to its top and bottom surfaces,
which can be expressed as
ΔD x, yð Þ ¼ ng x, yð Þ
� �
z � t x, yð Þ: (11)
where ng x, yð Þ
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z denotes the group refractive index averaged over the thickness
of the film, and t x, yð Þ is the physical thickness of the film, both mapped out
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where ng x, y, zð Þ is the local group refractive index within the 3-D volume of
a film.
Subsequently, the film sample is removed and only the reference flat was
imaged again as shown in Figure 6b. An example of raw cross-sectional OCT
images is shown in Figure 6d. As a result of the previous path of the film sample
being replaced by air, the axial position of the reference flat on the OCT image is
shifted upward by Δw x, yð Þ due to its reduced optical path difference relative to the
reference arm, which can be expressed as
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Figure 6.
In the OCT sample arm, (a) a film sample and a reference flat are imaged together, and (b) the reference flat
alone is imaged after the film sample has been removed. (c) and (d) are examples of cross-sectional images
collected based on setup (a) and (b), respectively.
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where nair is the group refractive index of the air at the OCT operating wave-
length under laboratory temperature, pressure, and humidity conditions. Δw x, yð Þ
reveals the change in the optical path length induced by the film sample. It can be
seen from Eqs. (12) and (13) that, by measuring both the ΔD x, yð Þ and Δw x, yð Þ, the
material parameters t x, yð Þ and ng x, yð Þ
 
z can be obtained simultaneously as
t x, yð Þ ¼ ΔD x, yð Þ � Δw x, yð Þ
nair
, (14)
ng x, yð Þ
 
z ¼
ΔD x, yð Þ
ΔD x, yð Þ � Δw x, yð Þ � nair: (15)
ng x, yð Þ
 
z and t x, yð Þ depict the lateral refractive index distribution and physical
thickness uniformity of a film sample.
4.2 Simultaneous film thickness and refractive index metrology by hybrid
confocal-scan FD-OCT
By incorporating confocal-scanning-based focus tracking into an FD-OCT sys-
tem, the refractive index and geometrical thickness of a film layer can be simulta-
neously estimated. This method is applicable to measure the refractive index and
thickness of each individual layer within multi-layer film samples.
To exemplify the method, measurements on a single film sample are illustrated
in Figure 7. By measuring the distance between the peaks of the two intensity PSFs
on an FD-OCT depth profile as shown in Figure 7b, the group optical thickness ΔD
between the top and bottom surfaces of the layer can be obtained, which is
expressed as
ΔD ¼ ng � t, (16)
where ng is the group refractive index, and t is the physical layer thickness.
In order to extract simultaneously the group index ng and the physical layer
thickness t, an additional independent relationship between these two quantities is
required. In a hybrid confocal-scan FD-OCT system, the sample arm is configured
as shown in Figure 7a. This setup allows to obtain the additional information of the
focal shift distance (Δz) needed to focus the objective lens from the top surface of
the layer to the bottom surface, which yields an additional relationship between, in
this case, the phase index of refraction np and the thickness t given as
Figure 7.
(a) Illustration of the sample arm of a hybrid confocal-scan FD-OCT system during measurement through a
single film. (b) An example of an FD-OCT depth profile acquired when the objective is focused between the top
and bottom surfaces. (c) Confocal intensity profiles of both the top and bottom surfaces reconstructed from a
sequence of depth profiles acquired simultaneously with the objective lens being translated to focus through the
top and bottom surfaces (adapted from [26]).
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where NA is the numerical aperture of the objective lens, and nair is the phase
index of the ambient air. In practice, Δz is obtained from the confocal intensity
profiles of both the top and bottom surfaces as shown in Figure 7c, which are
reconstructed in post-processing by tracing the peak amplitude of the respective
PSFs on a sequence of depth profiles acquired, while the objective lens is translated
to focus through the top and bottom surfaces.
Note that the refractive index involved in the confocal-scan Δz measurement is
the phase index, whereas the FD-OCT ΔD measurement concerns the group index.
To obtain independently the phase index, group index, and thickness of a layer, the
conversion between the group and phase indices is required as described by the
dispersion relation




For common polymeric films, the material dispersion property, that is, ∂np
∂λ , is
assumed to be a priori knowledge that can be directly applied in Eq. (18). If the
dispersion term is unknown, it can be obtained by conducting the confocal-scan
FD-OCT measurements separately at another spectral band (e.g., around both
840 nm and 1300 nm). The same principle works for additional spectral bands to
measure the index, thickness, and dispersion characteristic of unknown samples.
Combining Eqs. (16)–(18), np can be computed by solving the following quartic
equation:
An4p þ Bn3p þ Cn2p þDnp þ E ¼ 0,
A ¼ Δzð Þ2,
B ¼ �2Δndisp Δzð Þ2,
C ¼ Δndisp
� �2 � NAð Þ2
h i
Δzð Þ2,
D ¼ 2Δndisp Δzð Þ2 NAð Þ2,
E ¼ � Δndisp




Once np is computed, ng and t can be solved consecutively based on Eqs. (18)
and (16).
5. Examples
5.1 3-D volumetric imaging of films
Ultra-high-resolution OCT systems, exemplified by the Gabor domain optical
coherence microscopy (GD-OCM) [28, 29], enable nondestructive volumetric
inspection of fine structures within otherwise transparent-appearing film
samples [30].
The GD-OCM system utilizes a liquid lens embedded in a custom optical system
designed to achieve dynamic focusing of the component at both axial and lateral
optical resolutions of 2 μm throughout up to 2 mm. The layout of the system is
detailed elsewhere [28]. The light source is a Titanium:Sapphire femtosecond laser
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where nair is the group refractive index of the air at the OCT operating wave-
length under laboratory temperature, pressure, and humidity conditions. Δw x, yð Þ
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material parameters t x, yð Þ and ng x, yð Þ
 
z can be obtained simultaneously as
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nair
, (14)
ng x, yð Þ
 
z ¼
ΔD x, yð Þ
ΔD x, yð Þ � Δw x, yð Þ � nair: (15)
ng x, yð Þ
 
z and t x, yð Þ depict the lateral refractive index distribution and physical
thickness uniformity of a film sample.
4.2 Simultaneous film thickness and refractive index metrology by hybrid
confocal-scan FD-OCT
By incorporating confocal-scanning-based focus tracking into an FD-OCT sys-
tem, the refractive index and geometrical thickness of a film layer can be simulta-
neously estimated. This method is applicable to measure the refractive index and
thickness of each individual layer within multi-layer film samples.
To exemplify the method, measurements on a single film sample are illustrated
in Figure 7. By measuring the distance between the peaks of the two intensity PSFs
on an FD-OCT depth profile as shown in Figure 7b, the group optical thickness ΔD
between the top and bottom surfaces of the layer can be obtained, which is
expressed as
ΔD ¼ ng � t, (16)
where ng is the group refractive index, and t is the physical layer thickness.
In order to extract simultaneously the group index ng and the physical layer
thickness t, an additional independent relationship between these two quantities is
required. In a hybrid confocal-scan FD-OCT system, the sample arm is configured
as shown in Figure 7a. This setup allows to obtain the additional information of the
focal shift distance (Δz) needed to focus the objective lens from the top surface of
the layer to the bottom surface, which yields an additional relationship between, in
this case, the phase index of refraction np and the thickness t given as
Figure 7.
(a) Illustration of the sample arm of a hybrid confocal-scan FD-OCT system during measurement through a
single film. (b) An example of an FD-OCT depth profile acquired when the objective is focused between the top
and bottom surfaces. (c) Confocal intensity profiles of both the top and bottom surfaces reconstructed from a
sequence of depth profiles acquired simultaneously with the objective lens being translated to focus through the
top and bottom surfaces (adapted from [26]).
102
Optical Coherence Tomography and Its Non-medical Applications
np ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





where NA is the numerical aperture of the objective lens, and nair is the phase
index of the ambient air. In practice, Δz is obtained from the confocal intensity
profiles of both the top and bottom surfaces as shown in Figure 7c, which are
reconstructed in post-processing by tracing the peak amplitude of the respective
PSFs on a sequence of depth profiles acquired, while the objective lens is translated
to focus through the top and bottom surfaces.
Note that the refractive index involved in the confocal-scan Δz measurement is
the phase index, whereas the FD-OCT ΔD measurement concerns the group index.
To obtain independently the phase index, group index, and thickness of a layer, the
conversion between the group and phase indices is required as described by the
dispersion relation
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Once np is computed, ng and t can be solved consecutively based on Eqs. (18)
and (16).
5. Examples
5.1 3-D volumetric imaging of films
Ultra-high-resolution OCT systems, exemplified by the Gabor domain optical
coherence microscopy (GD-OCM) [28, 29], enable nondestructive volumetric
inspection of fine structures within otherwise transparent-appearing film
samples [30].
The GD-OCM system utilizes a liquid lens embedded in a custom optical system
designed to achieve dynamic focusing of the component at both axial and lateral
optical resolutions of 2 μm throughout up to 2 mm. The layout of the system is
detailed elsewhere [28]. The light source is a Titanium:Sapphire femtosecond laser
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centered at 800 nm with 120 nm FWHM (Integral, Femtolasers Inc.). The spectral
interference signal is registered onto up to 4992 pixels (10 μm  20 μm per pixel) of
a high-speed CMOS line camera (spl8192-70 km, Basler Inc.) through a custom
spectrometer. The exposure time was set to 20 μs and the acquisition speed was
23,000 A-lines/sec with x-y scanning by two cross-axis mirrors driven by two
galvanometers synchronized to the acquisition of the CMOS camera.
In this example, two films under investigation are 50-μm thick SAN17/PMMA
co-extruded polymer films, bounded by 25-μm thick protective layers on both sides.
Both films, labeled as film #1 and film #2, are of the same composition, yet
processed under different temperatures and pressures during fabrication. With 2-
μm resolution, miniscule line and particle defects are clearly identified inside the
films by the GD-OCM system. Furthermore, the locations and dimensions of the
defects in 3-D are precisely measured.
Figure 8a and b show 3-D GD-OCM imaging of two films rendered by Voxx
software (The School of Medicine, Indiana University). Film #1 exhibits more
densely distributed defects compared to film #2, as shown by an ocean of particu-
lates across the entire film volume. Figure 8c and d are two examples of enlarged en
face (x-y plane) and corresponding cross-sectional (x-z plane) images of a few
typical defects of film #2 as denoted by red arrows in Figure 8b. The lateral extent
of the defects can be identified from the en face images, whereas their depth
locations and extent can be accurately quantified from the cross-sectional images.
A discovery based on this metrology was that, for otherwise equivalent films,
the processing temperature and pressure applied during manufacture have an
important impact on the defect level in the films.
Figure 8.
GD-OCM imaging of two identical composition 50-μm thick films extruded under different temperatures and
pressures. (a) Film #1 showing a multitude of defects. (b) Film #2 showing few defects. (c) and (d) are two
examples of enlarged en face and corresponding cross-sectional images of a few typical defects of film #2 in the
locations denoted by red arrows in (b). (e) Photograph of a film (adapted from [30]).
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5.2 Film interface and thickness topography
From 3-D volumetric imaging data of film samples, accurate topography of the
surfaces of a single-layer film or interfaces among a multi-layer film sample can be
readily extracted by various peak detection or surface segmentation algorithms.
Such topographies allow nondestructive inspection of the spatial uniformity and
surface waviness of samples, which carries important value for pinpointing the
locations and root causes of surface defects, particularly useful within multi-layer
samples.
Figure 9 shows an example of profiling the inter-layer interfaces within a multi-
layer film stack sample that visually appears transparent. The data were acquired
from an SS-OCT system with an axial PSF of approximately 8 μm FWHM in air and
a lateral resolution of 20 μm. The NIR light source (Micron Optics, Inc.) periodically
sweeps over a wavelength range of 1240–1400 nm at a constant sweep rate of
45 kHz. The instantaneous linewidth of the source is about 0.2 nm, resulting in an
imaging depth range of about 1 mm. Based on the acquired OCT imaging data, a
surface segmentation algorithm is applied to produce 3-D visualization of the sur-
face profiles of inter-layer interfaces. The difference in the topography of two
interfaces leads to the optical thickness topography of film layer stack.
5.3 Metrology of film thickness through depth
As has been shown, the superb depth sectioning capability of OCT reveals not
only the surfaces but also the layer interfaces within a film sample where specular or
scattering reflection signals are generated from either layer-to-layer refractive
index change or lamination imperfection.
A 33  33  2.93 mm3 (x, y, z) multi-layered monolithic sheet sample was
examined by an SS-OCT system with1 mm depth range as described in Section 5.2
[31]. The sample is composed of 108-layer polymer films of coextruded 10%/90%
PMMA/SAN17 with nominal individual film thickness of 27 μm. Two sets of 3-D
OCT data covering the top and bottom portions of the sample were collected and
volumetrically rendered as shown in Figure 10. From the 3-D OCT data sets, a
lateral location was selected where the group optical thickness of each film layer
imaged by the SS-OCT system is computed and divided by the group refractive
index of the sample to yield estimated geometrical thickness. Figure 10f and g are
two plots of the layer thickness profiles as a function of the layer number counted
from the top and the bottom surfaces of the sample, respectively, which indicate
Figure 9.
Illustration of film layer interfaces and optical thickness topography with statistical distribution denoted.
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of the defects can be identified from the en face images, whereas their depth
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5.2 Film interface and thickness topography
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readily extracted by various peak detection or surface segmentation algorithms.
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surface waviness of samples, which carries important value for pinpointing the
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45 kHz. The instantaneous linewidth of the source is about 0.2 nm, resulting in an
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that the layer thicknesses decrease from the near surface layers toward the inner
layers of the sample.
The thickness measurements were confirmed by cutting the sample,
polishing the cut surface, and imaging it under a light microscope with 20x magni-
fication as shown in Figure 10h. From the dense layer structure imaged by the
microscope, the thicknesses of the first 11 layers counting from the bottom surface
were measured. The film thicknesses measured from the microscope image and
those measured by SS-OCT over the same region of the sample are plotted in
Figure 10i, which shows good agreement. The validation proves OCT as a compel-
ling technique for nondestructive characterization of the layer thickness distribu-
tion in multi-layered polymeric material sheets despite their apparent full visual
transparency.
Figure 10.
Nondestructive metrology of the layer thickness profiles over the depth of a multi-layer monolithic polymeric
sample. (a) A photograph of the sample. (b) and (c) are volumetric rendering of the 3-D OCT data sets of the
top and bottom portions of the sample, respectively. (d) and (e) are cross-sectional OCT images of the top and
bottom portions of the sample with the red line representing the location where OCT depth scans were taken for
thickness estimation. (f) and (g) are layer thickness profiles of the top and bottom 23 layers, respectively. (h) A
cross-sectional image of the bottom 11 layers of the sample after being cut and imaged under a light microscope.
(i) Quantitative comparison of the layer thickness profiles of the bottom 11 layers obtained from OCT and
microscope measurements (adapted from [31]).
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5.4 Simultaneous refractive index and thickness metrology
Conventional OCT systems rely on a priori knowledge of the refractive index of
the sample under test to estimate its geometrical thickness. Hybrid confocal-scan
SS-OCT systems may provide simultaneous measurements of both the refractive
index and thickness of a single- or multi-layer film sample as described in
Section 4.2.
Figure 11 shows an example of the simultaneously measured refractive index
and layer thickness profiles of a sample consisting of 108-layer coextruded 10%/
90% PMMA/SAN17 films as described in Section 5.3. The OCT system incorporates
a confocal scanning mechanism with 0.1-μm z-resolution in an SS-OCT system with
5 mm depth range. The swept laser (HSL-2100-WR, Santec, Japan) is centered at
1318 nm with a FWHM spectral bandwidth of 125 nm and an instantaneous
linewidth of 0.1 nm. The axial PSF of the system is approximately 10 μm FWHM in
air and the effective frequency sweep rate of the source is 20 kHz.
During the confocal scan, each film surface or layer interface under test went in
and out of focus, consecutively. Confocal intensity profiles were reconstructed from
the entire sets of depth profiles collected to show the back-reflection intensity
variations for all interfaces as a function of the axial position of the objective lens.
Combining the measurements of the group optical thickness ΔD between two
interfaces provided by the depth profiles and the translation Δz needed to focus
from one interface to the next, the refractive index and thickness between the two
interfaces were simultaneously computed. To validate the measurement consis-
tency and uncertainty through increasing the thickness, the first surface was fixed
as the top surface of the monolithic film-stack sample and the second surface was
varied along depth from the first layer interface successively to the bottom surface
of the sample. The measured phase refractive index and the cumulative thickness of
Figure 11.
(a) Theoretical and OCT-measured phase refractive index and cumulative thickness of a monolithic 108-layer
10/90% PMMA/SAN17 sample measured across increasing numbers of layers. (b) Nominal and OCT-
measured thickness of each layer (adapted from [26]).
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1–108 layers averaged from 100 repeated measurements are plotted in Figure 11a,
together with their standard deviations, against the theoretical values. Based on the
composition of the monolith, it is predicted to have a phase index of 1.5489, while
the OCT-measured index (average of 100 measurements) ranges from 1.5475 to
1.5500 and deviates from the theoretical value by about 0.00003 (measuring 106
layers, 2.8378 mm thick) to 0.0014 (measuring 1 layer, 0.0502 mm thick). The
standard deviation of 100 measurements varies from 0.0001 (measuring 105 layers,
2.7946 mm thick) to 0.0025 (measuring 1 layer). It is also shown in Figure 11a that
the measured cumulative thickness increases more rapidly near both surfaces of the
sample. The standard deviation of the measured cumulative thicknesses across 100
measurements varies from 0.12 μm (measuring one layer) to 0.28 μm (measuring
105 layers).
The estimated thickness of each individual film layer was obtained by comput-
ing the difference between the cumulative thicknesses of two consecutive numbers
of layers and is plotted in Figure 11b, which shows a nearly parabolic profile as
opposed to a theoretical uniform layer thickness of 27 μm. The non-uniformity in
the measured film layer thicknesses helped to diagnose the issue in the fabrication
process and facilitated the improvement of the process.
6. Summary and perspectives
Development of functional polymer films and film stacks has been under
increasing demand to create new generations of novel, compact, light-weight
optics. OCT provides the right tool for the metrology of all the key optical proper-
ties of these films, ranging from flat to curved geometries. In this chapter, the
system design, metrology methodologies, and examples of OCT for film metrology
are discussed to provide both the knowledge foundation and the engineering per-
spectives. The advanced film metrology capabilities offered by OCT, such as simul-
taneous refractive index and thickness estimation, and 3-D inspection of curved
films by angular-scan OCT [14, 15], play a key role in the manufacturing process
maturity of newly developed films. Rapid advancement in the field of OCT is
foreseen to drive the application toward in-line film metrology and facilitate the
rapid growth of innovative films in the industry.
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1.5500 and deviates from the theoretical value by about 0.00003 (measuring 106
layers, 2.8378 mm thick) to 0.0014 (measuring 1 layer, 0.0502 mm thick). The
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2.7946 mm thick) to 0.0025 (measuring 1 layer). It is also shown in Figure 11a that
the measured cumulative thickness increases more rapidly near both surfaces of the
sample. The standard deviation of the measured cumulative thicknesses across 100
measurements varies from 0.12 μm (measuring one layer) to 0.28 μm (measuring
105 layers).
The estimated thickness of each individual film layer was obtained by comput-
ing the difference between the cumulative thicknesses of two consecutive numbers
of layers and is plotted in Figure 11b, which shows a nearly parabolic profile as
opposed to a theoretical uniform layer thickness of 27 μm. The non-uniformity in
the measured film layer thicknesses helped to diagnose the issue in the fabrication
process and facilitated the improvement of the process.
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ties of these films, ranging from flat to curved geometries. In this chapter, the
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spectives. The advanced film metrology capabilities offered by OCT, such as simul-
taneous refractive index and thickness estimation, and 3-D inspection of curved
films by angular-scan OCT [14, 15], play a key role in the manufacturing process
maturity of newly developed films. Rapid advancement in the field of OCT is
foreseen to drive the application toward in-line film metrology and facilitate the
rapid growth of innovative films in the industry.
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Chapter 6




Membrane filtration systems are employed in the water industry to produce 
drinking water and for advanced wastewater treatment. Fouling is considered the 
main problem in membrane filtration systems. Fouling occurs when the biomass 
deposited on the membrane surface leads to a membrane performance decline. Most 
of the available techniques for characterization of fouling involve the analysis of 
membrane samples after membrane autopsies. This approach provides information 
ex-situ destructively at the end of the filtration process. Optical coherence tomog-
raphy (OCT) gained attention in the last years as noninvasive imaging technique, 
capable of acquiring scans in-situ and nondestructively. The online OCT monitoring 
enables visualizing and studying the biomass deposition over time under continuous 
operation. This approach allows to relate the impact of the fouling on the process. In 
the last years, the suitability of OCT as in-situ and nondestructive tool for the study 
of fouling in membrane filtration systems has been evaluated. The OCT has been 
employed to study the fouling in different membrane geometry and configuration 
for the treatment of seawater and wastewater. Nowadays, the OCT is employed to 
better understand the role of biomass structure on the filtration mechanisms.
Keywords: OCT, water treatment, desalination, biofouling, fouling,  
membrane filtration
1. Water scarcity
Nowadays, the insufficiency of access to clean and secure water represents one 
of the main problems for sustainable development affecting both industrialized and 
developing countries. It is estimated that by 2030, almost 50% of the global popula-
tion will face water stress conditions. Although 71% of the planet Earth’s surface is 
covered by water, only less than 3% is constituted by fresh water, where the remain-
ing 97% of the water is seawater and characterized by the high content of mineral 
salt, which makes it inadequate for direct consumption.
The continuous increase in the human population and industrialization lead 
to a constant increase of the water demand. Freshwater is not used only for direct 
consumption, but it is the central pillar of food and energy production. The use of 
water in agriculture contributes to 70% of the total water withdrawn [1]; the other 
major contribution to the global consumption is related to the energy production, 
whereas water is required in the whole cycle of the energy production and distribu-
tion. Besides the scarcity, another major threat is represented by the quality of the 
water available. According to the UNESCO, almost 3.6 billion people, lack for access 
to clean water and proper sanitation [2]. To meet the continuous demand, there is 
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major contribution to the global consumption is related to the energy production, 
whereas water is required in the whole cycle of the energy production and distribu-
tion. Besides the scarcity, another major threat is represented by the quality of the 
water available. According to the UNESCO, almost 3.6 billion people, lack for access 
to clean water and proper sanitation [2]. To meet the continuous demand, there is 
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a need to produce freshwater starting by nonconventional sources, as saline water 
(seawater and brackish) and other contaminated fresh water sources (wastewater 
and industrial water). Among the different technologies tested over the years, 
membrane filtration is recognized as the most common and convenient method to 
purify water.
1.1 Membrane technology
The membrane is a semi-permeable barrier used to separate specific substances 
considered as pollutants from the water. The purification occurs by applying pres-
sure in the systems, whereas the membrane allows only certain ions and molecules 
to be transported through the membrane with a specific size to pass, retaining all 
the rest. During the filtration, the water passes through the membrane and the 
rejection of other compounds depends on the pressure applied and the membrane 
pore size. The main membrane filtration processes and their respective removal 
capabilities are shown in Figure 1. By using different membranes, it is possible to 
remove specific unwanted compounds. Hence, safe drinking water can be produced 
starting from different sources, including seawater and wastewater.
Membranes can be classified according to different criteria. The most dif-
fused classification is based on the membrane pore size, whereas the removal of 
unwanted contaminants is related to the membrane pore size. The highest removal 
is realized by reverse osmosis membranes (RO) followed by nanofiltration mem-
brane (NF), are generally used to remove salt from water (desalination from sea-
water). Ultrafiltration (UF) and microfiltration (MF) membranes, with pore size 
from 0.001 to 0.1 μm, are employed to remove pathogens and suspended solids. RO 
membrane requires high pressure up to 70 bar to remove the salt during desalina-
tion processes, while MF and UF usually require lower pressure less than 5 bar [3].
Another classification is based on the geometry of the membrane employed in the 
process (i.e., flat sheet, spiral wound, tubular, and hollow fiber). The use and choice 
of a specific geometry are often linked to a specific application and system design, 
Figure 1. 
Membrane size and compounds separation.
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where the membrane module can be submerged or external. The most employed 
submerged membrane configuration is the membrane bioreactor (MBR), whereas 
the membrane unit can be directly submerged in the aeration tank or in a separate 
tank. On the contrary, commercial seawater membrane desalination plants employ 
RO membrane as external module inserted in vessels that allows the use of high pres-
sure (60–70 bar) necessary to remove salt from water. These membranes are called 
spiral wound membrane modules, and consist of membrane sheets enfolded along 
a central tube, comprising a perforated central tube for permeate collection sur-
rounded by layers of membrane, permeate spacers and feed spacers. The produced 
water, called permeate, is collected in the central tube by the product spacer.
1.2 Membrane fouling
The continuous filtration of water over time leads to the accumulation of 
rejected material on the membrane surface and or in membrane pores. This 
phenomenon is called fouling. The development of membrane fouling on the 
membrane surface is considered the bottleneck of membrane filtration processes. 
Over time, fouling is inevitable and leads to the decrease of the membrane flux that 
is considered as the main process performance indicator. The decrease in flux is 
followed by the energy increase as the pressure applied to overcome the reduction in 
water production. Moreover, to recover the membrane permeability, the operators 
increase the use of chemicals for the cleaning, therefore reducing the membrane 
lifetime. Therefore, the fouling understanding and control are considered the major 
challenges encountered in membrane filtration processes as highlighted by the 
crescent number of scientific publications and the increase of commercial products 
for the reduction and control of fouling.
The fouling deposited in membrane filtration systems varies depending on each 
specific process, and it is due to the complex interaction between the constitu-
ents present in the feed water and the membrane [4, 5]. The fouling mechanism 
generally involves (i) initial pore blocking followed by (ii) cake layer formation. 
Depending on the characteristics of the water treated, the fouling in membrane 
filtration systems can be divided into four categories (Figure 2):
• Particulate fouling
• Organic fouling
• Inorganic fouling (or scaling)
• Biofouling
Particulate fouling is due to the accumulation of suspended particles of different 
nature on the membrane surface. Organic fouling consists of the formation of an 
organic layer on the surface and is linked to the concentration of dissolved organic 
Figure 2. 
Different types of fouling deposited on the membrane surface.
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compounds in the feed water. The scaling is the most common type of inorganic 
fouling in desalination processes; it is due by the direct formation of crystals on the 
membrane surface through precipitation. Depending on the process, different types 
of fouling can occur concurrently; in that case, often the fouling deposited on the 
membrane is referred as biomass.
Among the different types of fouling membrane, biofouling is considered the 
most problematic fouling faced in membrane filtration system, which negatively 
affects the process in terms of technology and economics [6]. Biofouling refers to 
the development of biofilms in the membrane systems and it is caused by the accu-
mulation of microorganisms, including extracellular polymeric substances (EPS) 
produced by microorganisms, on a surface due to either deposition and/or growth. 
Biofouling is defined to occur when the biofilm passes a threshold of interference 
negatively affecting the filtration process [7]. The development and growth occur 
due to the continuous availability of nutrients flowing into the system [8].
Biofouling is considered the least understood and most problematic type of 
fouling in affecting filtration processes despite the crescent of a significant number 
of studies [9].
2. Fouling characterization
Over time, the formation of fouling on the membrane surface acts as a sec-
ondary filtration layer impacting the membrane performance due to the increase 
of the hydraulic resistance of the system. During operation, the only informa-
tion available regarding the fouling formation is represented by the decrease 
in performance, either a decrease in flux or an increase in pressure, without 
any data related to the identity of the fouling (Figure 3). Hence, either on a 
full-scale plant or in a research experiment, it is common to conduct membrane 
autopsy in order to analyze membrane coupons collected from the module. This 
approach involves two different types of analysis, (i) analytical characterization 
performed to identify the nature of the contaminants and (ii) visualization by 
means of an imaging technique to identify and quantify the fouling structure. 
A key aspect of fouling studies includes the analysis of the structural fouling 
properties [10], which can forecast the fouling layer comportment, and thus, 
the effect on filtration performance. The structural analysis of the fouling layer 
deposited on a membrane coupon consists of using imaging techniques. Most of 
the imaging approaches and practices to characterize the fouling morphology 
reported in the literature include require destructive procedures and are per-
formed after membrane autopsy (Figure 4) [11, 12].
Figure 3. 
Fouling development and membrane performance decrease in a membrane module.
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Scanning electron microscopy (SEM) has been for many years the most employed 
technique to characterize membrane coupons. SEM is capable of visualizing the struc-
ture of fouling on a near-nanometer and sub-micron scale, allowing to distinguish 
among the different types of fouling, including crystals and biofilms [13, 14]. However, 
the SEM analysis requires the drying and coating of the analyzed sample, which 
represents a limitation in terms of time and artifacts. Confocal laser scanning micros-
copy (CLSM) has been widely used for the analysis of biological samples (biofouling). 
In particular, CLSM enables characterizing the constituents of biofilm, including the 
EPS matrix with the use of specific probes [15]. Compared to SEM, CLSM allows the 
three-dimensional (3D) characterization of the fouling layer [16]. However, the sample 
preparation for the CLSM is more complex requiring the use of specific dyes and 
probe, with the risk of altering and affecting the overall structure. As highlighted in 
the literature, all the steps involved in the staining, including storage and rinsing, can 
modify the biofilm structure and thus impact parameter quantification [17].
Moreover, the CLSM allows the quantification and visualization only of the 
stained material that is only partially representative of the fouling structure. 
Therefore, considering the sample handling and the staining process, the structural 
analysis performed by following this approach is not truly representative of fouling 
deposited in the system. An additional limitation is represented by the incapacity of 
providing information online during continuous operation.
2.1 In-situ nondestructive fouling characterization
The main limitation of the conventional imaging techniques in characterizing 
the fouling is represented by the impossibility of collecting data over time. In fact, 
SEM and CLSM are destructive analysis, requiring the destruction of the operating 
modules. Therefore, the destructive approach enables collecting data “only once” by 
destroying the membrane (Figure 3). Usually, the analysis is performed by mem-
brane autopsy at the end after a significant decrease in performance, consisting in 
most of the cases in a decrease in permeability, that is translated in a decrease in flux 
under constant pressure operation and an increase in pressure under constant flux 
operation. Therefore, as shown in Figure 3, the membrane autopsy is performed 
usually at the end of the experiment or toward the minimum of its performances, 
when is “too late.” In summary, conventional techniques lack in providing temporal 
information related to the fouling developed in the system.
Figure 4. 
Techniques to characterize fouling structure at different scales: SEM, scanning electron microscopy; CLSM, 
confocal laser scanning microscopy; and OCT, optical coherence tomography. Adapted from Wagner et al. [18].
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Figure 5. 
3D rendered fouling structure obtained from the OCT and CLSM datasets. Adapted from Fortunato et al. [28].
Therefore, in membrane filtration processes, nondestructive in-situ biofilm 
fouling monitoring techniques have gained attention thanks the possibility of 
obtaining information regarding the fouling formed in membrane systems without 
stopping the process or destroying the units. Several techniques have been tested 
over time. The first approach consisted of employing a camera mounted on the 
system to monitor the membrane surface. This method allowed to evaluate the 
nondestructive fouling deposition and pattern at particular operating conditions. 
Another approach employed nuclear magnetic resonance (NMR) to detect the 
morphological development of biomass in membrane system [19, 20]. Recently, 
another approach was proposed employing planar optodes to visualize the biomass 
in a membrane flow cell under continuous operation by using probes. This approach 
enables to assess the O2 distribution in biofilms and therefore estimate the biofoul-
ing spatial distribution [21]. Recently, the OCT has been tested as tool to evaluate 
the fouling deposition in membrane filtration systems in-situ nondestructively.
3. Biofilm characterization with OCT
The OCT was first developed and mainly employed in biomedical applications. 
The technology has been extensively used in ophthalmology for diagnosis and 
treatment guidance [22]. Afterward, several applications were explored, including 
the study of biofilm structure. In 2006, the OCT was utilized to study the growth of 
a Pseudomonas aeruginosa biofilm in a capillary flow cell [23]. Haisch and Niessner 
[24] evaluated the suitability of the OCT for industrial biofilm monitoring. Wagner 
et al. [18] showed the potentiality of a SD-OCT system OCT in characterizing the 
biofilm structure in the millimeters range. As highlighted in Section 1.2, the forma-
tion of biofilm is very common in membrane processes; therefore, these studies laid 
the foundation for studying the biomass growth in membrane processes.
Over time, the use of the OCT gained significative attention in the study of 
biofouling due to a series of advantages respect the other conventional techniques 
[11, 25]. The first benefit is due to the ability to investigate fouling formation in-situ 
without any staining. Indeed, the OCT is a label-free technique that enables acquir-
ing 3D data eliminating the all risks related to the use of specific probe and chemicals 
[26, 27]. Another advantage consists in the possibility of acquiring information 
at the mesoscale level, allowing to monitor the biomass in the millimeters range. 
The mesoscale is considered ideal for studying the bulk-fouling interface in order 
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to understand the fluid-structure interaction (Figure 3). On the other side, SEM 
and CLSM allow to acquire information at the microscopic level in the micrometers 
range. The diminution of the monitored portion increases the risk of analyzing an 
area not representative of the process. By using CLSM, we need to acquire more than 
400 scans to cover the same area covered by a single OCT scan (Figure 5) [18, 28]. 
Moreover, it is worth to mention that the OCT does not require any time for sampling 
and a 3D scan can be acquired in the range of 1–2 minutes. All these features are nec-
essary to acquire information regarding the fouling formation to assess the amount 
of biomass deposited in the system and its hydraulic resistance of the layer deposited 
on the membrane. Indeed, the main objective of the fouling characterization is to 
understand the impact of the biomass deposited on the system performance [10].
3.1 Morphology analysis
Besides the visualization, the main objective of the OCT in-situ observation is 
related to the possibility of describing and quantifying the monitored structure. A 
complete list of the key parameters that can be obtained from tomography dataset 
was previously presented by Beyenal et al. [29]. The OCT device used is in most 
of the studies is the Thorlabs GANYMEDE spectral domain OCT system with a 
central wavelength of 930 (Thorlabs, GmbH, Dachau, Germany) equipped with a 
5× telecentric scan lens (Thorlabs LSM 03BB). In the case of fouling characteriza-
tion, the most used parameters are: mean thickness, relative roughness, absolute 
roughness, membrane coverage, biovolume, and macro-porosity. The relative and 
absolute roughnesses are parameters used to assess the heterogeneity of the biomass 
morphology. The first step of the image analysis necessary to extract the data is 
binarization, which allows to identify and distinguish the biomass signal to the 
background noise. This step in the case of OCT datasets is complex since in most of 
the cases it is not possible to perform the segmentation based only on a pixel inten-
sity threshold. Indeed, the polymeric support below the membrane has often the 
same intensity of the biomass deposited on the membrane surface. Therefore, often 
the intensity threshold needs to be coupled with an edge detection algorithm that 
allows to identify biomass, only the pixels above the membrane. Another obstacle 
is due to the speckle noise that hinders the biomass binarization. Frequently mean 
and median filters are applied before the thresholding to improve the binarization 
processes. However, these filters are not suitable for interferometric images and 
might alter the OCT dataset. Several efforts have been made to develop algorithms 
to denoise the OCT scans [30]. Recently, a specific algorithm was developed and 
successfully tested for the study and the quantification of the cake layer develop-
ment in activated sludge membrane bioreactor treating real wastewater [28, 31].
An alternative strategy to simplify the binarization process and the image analy-
sis consists in subtracting the initial OCT scan acquired at time 0 to all the other 
scans, in this way all the extern signals to the biomass are eliminated from the scans. 
This approach has been successfully employed in different cases and membrane 
processes [32–35].
The first parameters usually calculated from the OCT datasets is the fouling 
mean thickness. This is generally defined as the distance between the upper and the 
lower layer of the fouling interface. The value is usually expressed in pixel and then 
converted in μm taking into account the refractive index of the penetrated media 
[26]. In literature, it is assumed a single refractive index equal to 1.333. The other 
key descriptors extracted from the image analysis are related to the fouling homo-
geneity. Relative and absolute roughnesses are considered as roughness measure-
ments where the first one is dimensionless and the second one is in μm [26, 36]. The 
macroporosity was also introduced as parameters to quantify the presence of big 
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lower layer of the fouling interface. The value is usually expressed in pixel and then 
converted in μm taking into account the refractive index of the penetrated media 
[26]. In literature, it is assumed a single refractive index equal to 1.333. The other 
key descriptors extracted from the image analysis are related to the fouling homo-
geneity. Relative and absolute roughnesses are considered as roughness measure-
ments where the first one is dimensionless and the second one is in μm [26, 36]. The 
macroporosity was also introduced as parameters to quantify the presence of big 
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Figure 7. 
Time-resolved analysis of fouling deposited on a flat sheet membrane treating wastewater. Adapted from 
Fortunato et al. [34].
voids inside the fouling structure [36]. Another important value calculated from the 
analysis is the membrane coverage that expresses the amount of membrane covered 
by fouling [37].
3.2 Monitoring the fouling growth under continuous operation
Due to its ability to monitor the system without stopping or affecting in any 
ways, OCT process has been used so far in several membrane filtrations systems and 
configurations. The central advantage respect to the other monitoring techniques is 
represented by the possibility of “having a window on the system” (Figure 6), and 
thus being able to correlate the decrease in performances to the in-situ investigation. 
Among the different types of membrane configurations, the flat sheet membrane 
bioreactor is one of the easiest systems on which the OCT is employed. Flat sheet 
membranes are easy to install and compared to the hollow fiber, they have the advan-
tage of being flat, therefore, keeping a fixed distance from the membrane to the 
OCT probe. This enables covering bigger areas on a single scan moving easily among 
different positions in the membrane module. The research in submerged system 
representative of reactors is performed on tank of Plexiglas, where the membrane 
is submerged. OCT was employed to evaluate the change of morphology during 42 
days in a gravity-driven membrane bioreactor treating synthetic wastewater [36]. 
As shown in Figure 7, a significative change in morphology was observed over time, 
highlighting the evolution and the change of the fouling layer during the operation.
The possibility of capturing a fouling morphology change has been exploited by 
several authors. Some tests were focused on evaluating the change of morphologies 
linked to the change of the feed [38, 39]. Experiments are often performed in mem-
brane flowcells and compared to a control. Shao et al. [40] compared the backwash-
ing efficiency in controlling the biofouling by using two different backwash feeds. 
Derlon et al. [26] used the OCT to evaluate the effect of metazoan as biological 
control of biofilm developed on the membrane. The use of metazoan led to a change 
in fouling morphology that was also linked to an enhancement in the flux. Farid 
et al. [41] used the OCT to evaluate the bacterial inactivation of a graphene oxide 
Figure 6. 
Schematic representation of OCT in-situ monitoring in a membrane filtration process. 2D OCT scan acquired 
under continuous operation of the biomass deposited on the membrane surface.
119
Fouling Monitoring in Membrane Filtration Systems
DOI: http://dx.doi.org/10.5772/intechopen.88464
membrane. In this case, the use of the OCT highlighted the difference in deposition 
between a commercial membrane and a graphene oxide membrane with antifouling 
proprieties. The OCT was employed to study the compression and decompression 
of the structure were observed and to relate to the biofilm mechanical proprieties 
[42, 43]. The authors observed an increase in pressure drop and hydraulic resistance 
over time. Desmond et al. [44] employed the OCT to study the compression of 
membrane biofilms in gravity-driven ultrafiltration. OCT scans were also used 
by Wibisono et al. [45] to evaluate the efficacy of two-phase cleaning flow in a 
spiral-wound element. Recently, the OCT has also been employed to validate a 
fluorescence-based method for the detection of biofouling at the early stage [46].
Another interesting benefit of using OCT in filtration processes is represented by 
the opportunity of recording the cross section at high frequency. Blauert et al. [47] 
used this approach to evaluate the time-resolved deformation of a biofilm in a flow 
cell enabling the estimation of the mechanical proprieties. Fortunato et al. [37], by 
using time-resolved analysis, were able to generate a video of the biomass developed 
during early stage filtration on a submerged membrane. The image analysis per-
formed on the scans showed a correlation between the biomass membrane coverage 
and the biomass thickness with the decrease of fouling at an early stage. Moreover, 
through the videos, it was possible to correlate the biomass development with the 
flux decrease and capture particular morphologies constituted by a double-layer 
structure, where the upper one was moving and the lower one was still.
3.3 OCT monitoring in spacer-filled channel
The same approach was extended to spacer-filled channel spiral wound 
module, which is the membrane module employed for desalination. In spiral-
wound membrane, biofouling has been identified as the bottleneck [48], since 
it leads to decrease in performances in the full-scale operating plants due to the 
increase in feed channel pressure drop, permeate flux reduction, and/or salt 
passage increase [49]. The spacer-filled channel geometry is a characteristic 
of spiral wound elements, where the spacer is used to increase the turbulence 
and separate the membrane sheets. This configuration is considered more 
complex for imaging purpose due to the presence of a plastic feed spacer that 
complicates the image processing and morphology analysis. The research in 
this field is carried out by using a flow cell called membrane fouling simulator 
(MFS) representative of the hydrodynamics, and it has all the elements present 
in the module. In monitoring the fouling in spacer-filled channel, the ability of 
the OCT in acquiring scans in the mm range resulted even essential due to the 
presence of the feed spacer. In fact, by using the OCT, it was possible to monitor 
the biomass deposited on the feed spacer pattern representative of the hydro-
dynamics of the module. West et al. [50] performed image analysis on 3D OCT 
dataset on two different feed spacer meshes. Fortunato et al. [33] visualized and 
quantified the 3D structure of the biomass deposited in the system, enabling to 
assess the spatial distribution of the biomass in the channel, whereas the highest 
deposition was observed on the feed spacer. Afterward, the biofilm thickness 
map was proposed as a tool to quickly evaluate the biomass deposited in spacer-
filled channel (Figure 8) [34].
3.4 Monitoring inorganic fouling
In the case of membrane filtration systems, the OCT was at the beginning 
employed to study the biofilm and the biofouling formation, afterward the in-situ 
monitoring was also extended to other types of fouling. Online monitoring was 
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membrane. In this case, the use of the OCT highlighted the difference in deposition 
between a commercial membrane and a graphene oxide membrane with antifouling 
proprieties. The OCT was employed to study the compression and decompression 
of the structure were observed and to relate to the biofilm mechanical proprieties 
[42, 43]. The authors observed an increase in pressure drop and hydraulic resistance 
over time. Desmond et al. [44] employed the OCT to study the compression of 
membrane biofilms in gravity-driven ultrafiltration. OCT scans were also used 
by Wibisono et al. [45] to evaluate the efficacy of two-phase cleaning flow in a 
spiral-wound element. Recently, the OCT has also been employed to validate a 
fluorescence-based method for the detection of biofouling at the early stage [46].
Another interesting benefit of using OCT in filtration processes is represented by 
the opportunity of recording the cross section at high frequency. Blauert et al. [47] 
used this approach to evaluate the time-resolved deformation of a biofilm in a flow 
cell enabling the estimation of the mechanical proprieties. Fortunato et al. [37], by 
using time-resolved analysis, were able to generate a video of the biomass developed 
during early stage filtration on a submerged membrane. The image analysis per-
formed on the scans showed a correlation between the biomass membrane coverage 
and the biomass thickness with the decrease of fouling at an early stage. Moreover, 
through the videos, it was possible to correlate the biomass development with the 
flux decrease and capture particular morphologies constituted by a double-layer 
structure, where the upper one was moving and the lower one was still.
3.3 OCT monitoring in spacer-filled channel
The same approach was extended to spacer-filled channel spiral wound 
module, which is the membrane module employed for desalination. In spiral-
wound membrane, biofouling has been identified as the bottleneck [48], since 
it leads to decrease in performances in the full-scale operating plants due to the 
increase in feed channel pressure drop, permeate flux reduction, and/or salt 
passage increase [49]. The spacer-filled channel geometry is a characteristic 
of spiral wound elements, where the spacer is used to increase the turbulence 
and separate the membrane sheets. This configuration is considered more 
complex for imaging purpose due to the presence of a plastic feed spacer that 
complicates the image processing and morphology analysis. The research in 
this field is carried out by using a flow cell called membrane fouling simulator 
(MFS) representative of the hydrodynamics, and it has all the elements present 
in the module. In monitoring the fouling in spacer-filled channel, the ability of 
the OCT in acquiring scans in the mm range resulted even essential due to the 
presence of the feed spacer. In fact, by using the OCT, it was possible to monitor 
the biomass deposited on the feed spacer pattern representative of the hydro-
dynamics of the module. West et al. [50] performed image analysis on 3D OCT 
dataset on two different feed spacer meshes. Fortunato et al. [33] visualized and 
quantified the 3D structure of the biomass deposited in the system, enabling to 
assess the spatial distribution of the biomass in the channel, whereas the highest 
deposition was observed on the feed spacer. Afterward, the biofilm thickness 
map was proposed as a tool to quickly evaluate the biomass deposited in spacer-
filled channel (Figure 8) [34].
3.4 Monitoring inorganic fouling
In the case of membrane filtration systems, the OCT was at the beginning 
employed to study the biofilm and the biofouling formation, afterward the in-situ 
monitoring was also extended to other types of fouling. Online monitoring was 
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Figure 9. 
Inorganic fouling structure deposited on membrane surface treating saline feed. OCT scans and SEM images. 
Adapted from Fortunato et al. [52].
performed on fouling layer formed by different particles as silica and bentonite  
[32, 51]. Recently, Fortunato et al. [52] employed the OCT to monitor the forma-
tion of scaling in a membrane distillation process. Membrane distillation is a 
hybrid process that couples thermal and membrane processes used to treat high 
saline feed as the brine. In these studies, the OCT analysis was coupled with a 
membrane autopsy to identify the nature of the deposition. Thought the in-situ 
analysis was possible to evaluate the formation of carbonate and sulfate crystals 
over time (Figure 9). The use of OCT was then proposed as a tool to monitor the 
scaling in thermal process that employs membrane [53]. Recently, Bauer et al. [54] 
used the OCT to quantify the area covered by the scaling and the flux decline in 
a membrane distillation process. In 2018, the OCT was employed to analyze the 
external and internal fouling due to oil droplets [55].
Figure 8. 
Fouling characterization in spacer-filled channel systems through 3D OCT image analysis. The spacer-filled channel 
geometry is typical of the membrane employed for sweater desalination. Adapted from Fortunato et al. [34].
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3.5 Using the OCT to improve fluid dynamic simulation
One of the main objectives of the fouling structural analysis is to evaluate the 
impact of the biomass deposited on the membrane on the performance. Modeling is 
often performed on filtration process to evaluate the effect of the shear force on the 
biomass formed and provide a better understanding of the process. Furthermore, 
there has always been a demand to implement the biomass structure in multidi-
mensional models to understand the structure-fluid interaction and predict the 
behavior. Indeed, a real biomass structure better matches with the process perfor-
mance respect to a theoretical structure with a given average thickness. Initially, 
the acquisition of the structure that affected the membrane permeability was 
performed by means of the CLSM [56]; however, as stated in Section 2, the CLSM 
has several disadvantages with respect to the OCT, including the incapability of 
acquiring data nondestructively.
Moreover, OCT enables to acquire information at wider scale allowing to study 
an area more representative of the process. The OCT scans were used by Martin 
et al. [57] to perform simulation of the permeate flux in a gravity driven system. 
Gao et al. [58] used the Doppler effect to visualize the velocity field in a spacer-
filled channel. Fortunato et al. [36] imported the real biomass morphologies 
developed on a membrane bioreactor-treated secondary wastewater effluent. The 
biomass morphology was imported after 3 and 30 days of filtration and imple-
mented in a computational fluid dynamic simulation (CFD), allowing to identify 
the local region of local and high flux within the biomass structure. The approach 
proposed allowed to match the model with the experimental values of the permeate 
fluxes. Jafari et al. [59] developed a numerical model able to correlate the structural 
deformation with biofilm hydraulics by using the in-situ observation performed 
with OCT. Recently, Picioreanu et al. [60] employed the OCT scans to develop a 
method for the determination of the elastic proprieties of a biofilm. In summary, 
coupling the OCT with the CFD represents a powerful toolbox to understand and 
predict the behavior of the biomass in membrane filtration processes.
4. Conclusions
Membrane fouling is considered the main limitation of membrane filtration 
systems in terms of cost and operation. The techniques commonly used for analyz-
ing the fouling are based on membrane autopsies, where membrane coupons were 
collected and analyzed after destroying a membrane module. With that approach, 
therefore, it is possible to provide information only at the specific time chosen to 
conduct the autopsy. Those techniques are consequently subject to the circumstance 
of ending the process. Moreover, some of the techniques necessitate sampling 
preparation such as drying or labeling, which have the risk of changing the fouling 
morphology. Therefore, considering that the fouling is a dynamic process and will 
evolve, it is necessary to monitor the fouling development over time under continu-
ous operation without interfering with the process.
Thanks to the possibility of monitoring samples without the use of staining 
in-situ nondestructively, the use of OCT gained attention in studying the fouling in 
membrane filtration systems. At the beginning, the OCT was employed to study the 
biofilm formed in the process and later applied to all the different types of fouling. 
Nowadays, the OCT is considered an essential tool to gain a better understanding 
of fouling behavior and is employed in different membrane configurations and 
systems covering the whole spectrum of membrane filtration processes. The in-situ 
nondestructive online acquisition cross-sectional scans of the fouling deposited 
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impact of the biomass deposited on the membrane on the performance. Modeling is 
often performed on filtration process to evaluate the effect of the shear force on the 
biomass formed and provide a better understanding of the process. Furthermore, 
there has always been a demand to implement the biomass structure in multidi-
mensional models to understand the structure-fluid interaction and predict the 
behavior. Indeed, a real biomass structure better matches with the process perfor-
mance respect to a theoretical structure with a given average thickness. Initially, 
the acquisition of the structure that affected the membrane permeability was 
performed by means of the CLSM [56]; however, as stated in Section 2, the CLSM 
has several disadvantages with respect to the OCT, including the incapability of 
acquiring data nondestructively.
Moreover, OCT enables to acquire information at wider scale allowing to study 
an area more representative of the process. The OCT scans were used by Martin 
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Gao et al. [58] used the Doppler effect to visualize the velocity field in a spacer-
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proposed allowed to match the model with the experimental values of the permeate 
fluxes. Jafari et al. [59] developed a numerical model able to correlate the structural 
deformation with biofilm hydraulics by using the in-situ observation performed 
with OCT. Recently, Picioreanu et al. [60] employed the OCT scans to develop a 
method for the determination of the elastic proprieties of a biofilm. In summary, 
coupling the OCT with the CFD represents a powerful toolbox to understand and 
predict the behavior of the biomass in membrane filtration processes.
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Membrane fouling is considered the main limitation of membrane filtration 
systems in terms of cost and operation. The techniques commonly used for analyz-
ing the fouling are based on membrane autopsies, where membrane coupons were 
collected and analyzed after destroying a membrane module. With that approach, 
therefore, it is possible to provide information only at the specific time chosen to 
conduct the autopsy. Those techniques are consequently subject to the circumstance 
of ending the process. Moreover, some of the techniques necessitate sampling 
preparation such as drying or labeling, which have the risk of changing the fouling 
morphology. Therefore, considering that the fouling is a dynamic process and will 
evolve, it is necessary to monitor the fouling development over time under continu-
ous operation without interfering with the process.
Thanks to the possibility of monitoring samples without the use of staining 
in-situ nondestructively, the use of OCT gained attention in studying the fouling in 
membrane filtration systems. At the beginning, the OCT was employed to study the 
biofilm formed in the process and later applied to all the different types of fouling. 
Nowadays, the OCT is considered an essential tool to gain a better understanding 
of fouling behavior and is employed in different membrane configurations and 
systems covering the whole spectrum of membrane filtration processes. The in-situ 
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enables to link the impact of the fouling on the membrane performance (i.e., flux 
decrease and feed channel pressure drop). The approach also resulted to be ben-
eficial in evaluating the efficacy of antifouling strategies. In summary, the use of 
OCT in membrane filtration systems turned out to be a key tool in understanding 
and predicting the fouling development and its effect on the overall membrane 
performance.
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Abstract
In this chapter, we review the applications of optical coherence tomography 
(OCT) on the nondestructive characterization of the drying processes of colloidal 
droplets and latex coatings. Employing time-lapse, high-speed imaging, OCT can 
be used to monitor the dynamic process of drying colloidal droplets. With the aid 
of high-scattering, micron-sized tracer particles, fluid flows have been captured; 
phase boundaries are also visible in liquid crystal droplets; and the speckle contrast 
analysis differentiates the dynamics of particles, showing the packing process and 
the coffee ring phenomenon. In a waterborne latex coat, time-lapse OCT imaging 
reveals spatial changes of microstructures, i.e., detachment of latex, cracks, and 
shear bands; with speckle contrast analysis, 1D and 2D particles’ packing process 
that is initiated from latex/air interface can also be monitored over time. OCT can 
serve as an experimental platform for fundamental studies of drying colloidal 
systems. In the future, OCT can also be employed as an in-line quality control tool 
of polymer coatings and paints for industrial applications.
Keywords: optical coherence tomography, drying, colloidal droplet,  
waterborne latex, liquid crystal droplet, time-lapse imaging, speckle
1. Introduction
In this chapter, we describe the applications of optical coherence tomography 
(OCT) on the characterization of drying dynamics of colloidal systems. Specifically, 
we will use OCT in combination with other modalities (i.e., gravimetry and video 
recording) to characterize two drying models: (1) drying colloidal droplets and (2) 
drying latex coat. The entire drying processes of these systems can take from a few 
minutes for microliter droplets to a few hours or days for thick-film latex in Petri 
dishes. Given the high-speed imaging capability with a temporal resolution on the 
order of milliseconds, OCT can detect the flow of fluid or particle motions. Given 
the nondestructive nature of OCT, time-lapse OCT can be used to monitor the dry-
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1. Introduction
In this chapter, we describe the applications of optical coherence tomography 
(OCT) on the characterization of drying dynamics of colloidal systems. Specifically, 
we will use OCT in combination with other modalities (i.e., gravimetry and video 
recording) to characterize two drying models: (1) drying colloidal droplets and (2) 
drying latex coat. The entire drying processes of these systems can take from a few 
minutes for microliter droplets to a few hours or days for thick-film latex in Petri 
dishes. Given the high-speed imaging capability with a temporal resolution on the 
order of milliseconds, OCT can detect the flow of fluid or particle motions. Given 
the nondestructive nature of OCT, time-lapse OCT can be used to monitor the dry-
ing processes of droplets and latex coats.
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2. Drying process of colloidal droplets
Drying of the colloidal droplets has been a subject of great interest since the 
1980s [1]. Studies of a drying droplet, including changes of drying rate and contact 
angle, the progression of its shape, and final deposition pattern, can help us under-
stand many interesting phenomena, such as coffee ring effects [2], electro-wetting 
effects [3], and Marangoni effects that are driven by surface tension gradients [4]. 
Mechanisms behind these phenomena may involve a complex interplay of convec-
tion and evaporation, surface tension and capillary force, particles’ interactions, 
rheology, substrate hydrophobicity, pinning of the contact line, and Marangoni 
forces [3, 5]. During drying, unlike pure water droplets, the constituents in colloidal 
droplets, including various concentrations of particles [6], polymers [7–9], surfac-
tants [10], solvents [11], and salts [12] will alter the interactions among these mass 
transfer mechanisms, yielding different drying behaviors. Additionally, environ-
mental conditions such as temperature and humidity and the substrate properties 
also affect the drying process and final deposition [13, 14]. Insights gained from 
these studies of evaporating droplets may ultimately translate to practical applica-
tions in polymer science, biomedicine, and nanotechnology [14], such as inkjet 
printing [15], DNA chip [16], biosensor [17, 18] and disease diagnosis based on 
deposition pattern of biological fluid [19–22], food quality analysis [23], particle 
separation [24], and production of nanoparticles for drug delivery [25, 26]. All 
above-mentioned applications are related to mass transportation during drying of a 
liquid suspension and the resultant film property.
Using OCT to monitor the drying process of colloidal droplets has been con-
ducted in a few studies. Table 1 summarizes the details of experimental designs 
for these studies. In conjunction, Figure 1 illustrates the schematics of the drying 
process of these colloidal droplet models.
Trantum et al. demonstrated the first study to utilize OCT to visualize the cross-
section of drying water droplets with suspended particles (see Figure 1A) [27]. Low 
concentration of polystyrene, melamine formaldehyde, or silica particles with a 
diameter of 1 μm and a volume fraction of 0.005% was suspended in distilled water. 
The water droplet was loaded on a hydrophilic glass slide. The drying experiment 
was conducted in the ambient condition with relative humidity (RH) controlled to 
30 or 40%. A commercial spectral-domain OCT system with a central wavelength of 
860 nm and a spectral bandwidth of 51 nm was used to image the droplet. Axial and 
lateral resolutions of the OCT system were 6.4 and 8 μm, respectively. The scan rate 
of the system was set to 10 kHz. Their results showed that both the sedimentation 
rate and evaporation rate would affect the drying dynamics of particle-containing 
water droplets. In fast evaporating mode, the descending rate of drop surface 
was faster than the rate of particle sedimentation, resulting in the particles being 
trapped at the air-water interface (top surface). Close to the water-substrate inter-
face, the “coffee ring” flows (CF) played a major role to transport the particles to 
the pinned contact line, yielding a “coffee ring” final deposition pattern. Given the 
same particle size, increased particle densities, i.e., silica (2.00 g/cm3), as compared 
to polystyrene (1.04 g/cm3) lead to early sediment of particles and early transporta-
tion of particles to the edge by “coffee ring” flows. Their results suggested a way to 
control the final deposition of coffee ring structure based on particles’ density.
Based on the previous observations of drying colloidal droplets, the same group 
proposed design of biosensor utilizing the final deposition pattern to track the 
existence and concentration of target biomarkers (Figure 1B) [17]. In the experi-
ment, the tracer particles were coated with antibodies. These particles would 
aggregate in the presence of target biomarker (M13 bacteriophage in the study). 
Polydimethylsiloxane (PDMS) with low thermal conductivity (0.15 W/mK) was 
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used as the substrate. Thus, a temperature gradient was established along with the 
interface, inducing a surface tension gradient and promoting Marangoni flows. 
During the drying process, the particle aggregates in the presence of biomarkers 
showed a thicker convective flow pattern in the cross-sectional OCT images, while 
the dispersed particles showed a uniformly distributed convective flow pattern in 
the absence of biomarkers [17]. Under the influence of Marangoni flows, increase 
of viscosity by glycerol, and effect of gravity, the particle aggregates were concen-
trated and deposited at the droplet center, forming a concentric final deposition 
pattern. Note that, with the glass substrate, the particle aggregates will not concen-
trate at the droplet center.
Manukyan et al. reported using OCT to characterize the internal flows in a dry-
ing model paint droplet (Figure 1C) [28]. Commercial model paint droplets with 
various initial volume fractions were characterized. Copolymer microspheres were 
mixed in the model paint droplets as tracer particles. Model paint droplets with an 
initial volume of 5–8 μL were loaded on hydrophilic or hydrophobic substrates, and 
their drying behaviors were monitored separately. A spectral-domain OCT system 
was utilized to perform time-lapse imaging of model paint droplets. The central 
wavelength and the spectral bandwidth of the system were 930 and 100 nm. Axial 
and lateral resolutions of the OCT system were 7 and 9 μm, respectively. The OCT 
system can scan a maximum transverse range of 4 mm. In their results, the model 
paint droplets on a hydrophilic substrate exhibited an outward radial flow pat-
tern and a donut-shaped final deposition pattern in cross-sectional OCT images, 
indicating that the drying processes of these droplets were driven mainly by the 
coffee ring effect. However, on the hydrophobic surface, a reversed Marangoni 
flow was established in the drying of model paint droplets, shown as the convective 
flow moving down along the surface and then moving inward along the droplet-
substrate interface in the OCT image. As the model paint droplet continued to 
dry, the formation of a skin layer was observed inside the droplet. At this stage, no 
convective flows were observed. A cavity was observed beneath the outer skin layer 
in OCT cross-sectional images.
Davidson et al. investigated the drying process of water droplets containing 
lyotropic chromonic liquid crystals (LCLCs), using polarized optical microscopy 
(POM) and OCT (Figure 1D) [3]. LCLCs are composed of organic, charged, and 
plank-like molecules [31, 32]. During the drying process of LCLC containing 
Figure 1. 
Illustrations of drying process of six colloidal droplet models. (A) Water droplets with tracer particles, 
i.e., polystyrene, melamine formaldehyde, silica. (B) Water droplet with antibody-coated particles to detect 
biomarkers. (C) Model paint droplet. (D) Liquid crystal droplet. (E) Binary liquid droplet. (F) Waterborne 
latex droplet.
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used as the substrate. Thus, a temperature gradient was established along with the 
interface, inducing a surface tension gradient and promoting Marangoni flows. 
During the drying process, the particle aggregates in the presence of biomarkers 
showed a thicker convective flow pattern in the cross-sectional OCT images, while 
the dispersed particles showed a uniformly distributed convective flow pattern in 
the absence of biomarkers [17]. Under the influence of Marangoni flows, increase 
of viscosity by glycerol, and effect of gravity, the particle aggregates were concen-
trated and deposited at the droplet center, forming a concentric final deposition 
pattern. Note that, with the glass substrate, the particle aggregates will not concen-
trate at the droplet center.
Manukyan et al. reported using OCT to characterize the internal flows in a dry-
ing model paint droplet (Figure 1C) [28]. Commercial model paint droplets with 
various initial volume fractions were characterized. Copolymer microspheres were 
mixed in the model paint droplets as tracer particles. Model paint droplets with an 
initial volume of 5–8 μL were loaded on hydrophilic or hydrophobic substrates, and 
their drying behaviors were monitored separately. A spectral-domain OCT system 
was utilized to perform time-lapse imaging of model paint droplets. The central 
wavelength and the spectral bandwidth of the system were 930 and 100 nm. Axial 
and lateral resolutions of the OCT system were 7 and 9 μm, respectively. The OCT 
system can scan a maximum transverse range of 4 mm. In their results, the model 
paint droplets on a hydrophilic substrate exhibited an outward radial flow pat-
tern and a donut-shaped final deposition pattern in cross-sectional OCT images, 
indicating that the drying processes of these droplets were driven mainly by the 
coffee ring effect. However, on the hydrophobic surface, a reversed Marangoni 
flow was established in the drying of model paint droplets, shown as the convective 
flow moving down along the surface and then moving inward along the droplet-
substrate interface in the OCT image. As the model paint droplet continued to 
dry, the formation of a skin layer was observed inside the droplet. At this stage, no 
convective flows were observed. A cavity was observed beneath the outer skin layer 
in OCT cross-sectional images.
Davidson et al. investigated the drying process of water droplets containing 
lyotropic chromonic liquid crystals (LCLCs), using polarized optical microscopy 
(POM) and OCT (Figure 1D) [3]. LCLCs are composed of organic, charged, and 
plank-like molecules [31, 32]. During the drying process of LCLC containing 
Figure 1. 
Illustrations of drying process of six colloidal droplet models. (A) Water droplets with tracer particles, 
i.e., polystyrene, melamine formaldehyde, silica. (B) Water droplet with antibody-coated particles to detect 
biomarkers. (C) Model paint droplet. (D) Liquid crystal droplet. (E) Binary liquid droplet. (F) Waterborne 
latex droplet.
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droplets, changes of local temperature and concentration of LCLCs induce multiple 
phases of the LCLCs, including isotropic, nematic, columnar, and crystalline phases 
[3]. In the experiment, a droplet containing sunset yellow FCF (SSY), a dye that 
belonged to LCLC family, was loaded on a premium coverslip of the substrate. 
Polystyrene particles were added in the droplets as tracers to track fluid flows. 
A semi-enclosed PDMS chamber was used to slow down the drying rate, yield-
ing a total drying time of ~10–15 min for the LCLC containing droplets with an 
initial volume of ~0.2–0.5 μL. To visualize the small tracer particles in the LCLC 
containing droplet, an ultrahigh-resolution (UHR) spectral-domain OCT system 
was employed, with a central wavelength of 800 nm and a spectral bandwidth of 
220 nm. Axial and lateral resolutions of the UHR-OCT system were 1.9 μm and 
3.5 μm, respectively. The camera’s scan rate was set to 20 kHz. Figure 2 shows the 
development of drying SSY solution droplet by UHR-OCT. High-speed time-lapse 
OCT imaging showed that the convective flows were initiated right after the SSY 
solution droplet was loaded on the substrate. Substantial Marangoni flows were 
visualized in time-lapse OCT images, which were established due to the increased 
concentration of SSY particles near the pinned contact line during the evaporation, 
leading to increase in local surface tension gradient along with the droplet interface. 
In the next stage, the formation of the nematic phase (N) pushed the isotropic 
(I)-nematic phase boundary to the center. Finally, the isotropic phase diminished 
at the droplet center. A volcano-shaped final deposition pattern is observed for SSY 
solution droplets.
Recently, Edwards et al. utilized OCT to investigate the flow patterns of the 
drying binary liquid droplets (Figure 1E) [29]. Low concentration of solvents, 
i.e., ethanol or n-butanol, was diluted in the water solution to form binary liquid 
droplets. To monitor the drying binary liquid droplets, a 1300 nm OCT system 
was employed, with an axial resolution of 5.5 μm and a lateral resolution of 13 μm. 
Figure 2. 
Drying process of SSY solution droplet imaged by ultrahigh-resolution optical coherence 
microscopy (UHR-OCM). A schematic illustration of phase behaviors of SSY solution droplet at different 
drying stages was shown in (A). (B–G) UHR-OCM images of the SSY solution droplet at different drying time 
points. White spots: polystyrene particles as tracers. Cr: crystalline. C: columnar. N: nematic. I: isotropic. White 
dashed line in (D): columnar-nematic boundary. White arrows in (C): nematic-isotropic boundary. Yellow 
arrows: columnar line structures. White arrow in (G). Crystallized state. Image reproduced from Ref. [3].
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A scan range of 2.5 mm was set, which was sufficient to cover the whole droplet. 
Different from the previous three studies, they investigated the flow pattern under 
different tilting conditions, including the sessile droplet mode with 0° tilting and 
pendant droplet mode with 180° tilting. In the tilted configuration, axisymmetric 
toroidal flow patterns were observed by OCT in the middle of drying processes. In 
the sessile droplet, a convective flow pattern in the same direction as expected by 
Marangoni driven flow was observed. However, in the pendant droplet, the flow 
direction was opposite to the Marangoni flow direction, suggesting that Marangoni 
flows might not dominate in the evaporating binary liquid droplets. They suggested 
that the convective flows were driven by the density of the liquid and gravity. In 
the case of the water-ethanol droplet with the preferential evaporation of ethanol, 
the binary liquid close to the air-water interface was denser than the bulk. Thus, 
surficial binary liquids would fall along the air-water interface from top to edge in 
sessile droplets and from edge to bottom in the pendant droplets, driving convec-
tive flows in different patterns. Also, they monitored the full drying process of the 
binary liquid droplets with OCT, showing a three-stage drying process, which are 
chaotic flows, convective flows, and outward “coffee ring” flows.
3. Drying process of colloidal latex droplets
A latex (or emulsion polymer) is a stable colloidal system with polymer 
particles suspending in an aqueous solution. The size of polymer particles ranges 
from a few nanometers to a few hundred, and the sedimentation can be neglected 
[31, 33]. A latex is usually synthesized by the emulsion polymerization procedure 
[31, 34]. Thanks to their ability of film formation, latexes can be used in applica-
tion including the binder in waterborne paints [35], waterborne pressure-sensitive 
adhesives [36], inkjet printing [37, 38], sunscreen [39], paper coating [40, 41], 
drug tablet coating [42, 43], carpet backing [44], and evaporative lithography 
[45–47].
Drying process of latex is inhomogeneous. That is, latex particles distribute 
nonuniformly, spatially, and temporally. As the latex continues drying, the inho-
mogeneous distribution can lead to the formation of drying defects. The drying 
inhomogeneity can occur in both horizontal and vertical directions. In the horizon-
tal direction, the evaporation rate is faster on the droplet edge than in the center. 
Further, the “coffee ring” flows drive the particles from the center to the edge, 
resulting in a final “coffee ring” deposition pattern, an uneven coating surface [32, 
48, 49]. In the vertical direction, particles aggregate on the top surface, forming a 
“skin layer” that inhibits the drying process [33, 50–54]. Furthermore, if the glass-
transition temperature (Tg) of particles is above room temperature, particles are 
stiff, and cracks would be seen in the latex [54–58]. To create uniform evaporation, 
it is important to understand and characterize the drying latex with different Tg, 
particle size and surfactant concentrations.
Using OCT to characterize the drying process of the waterborne latex droplets 
has been an active research effort, with an emphasis on observing drying inhomo-
geneity. In recent studies by Huang et al. [54, 59], the waterborne latex droplets 
contained polystyrene particles with different sizes, initial solid contents, and 
surfactant solid contents (L latex: particle size, ~125 nm; initial solid content, 
40.11 wt%; surfactant solid content, 0.2 wt%. S latex: particle size, ~53 nm; initial 
solid content, 33.43 wt%; surfactant solid content, 1.4 wt%). To monitor the drying 
process of the latex droplets, the integrated OCT-gravimetry-video platform [30] 
was employed. The spectral-domain OCT system in the integrated platform had 
a central wavelength of 1320 nm and a spectral bandwidth of 110 nm. Axial and 
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A scan range of 2.5 mm was set, which was sufficient to cover the whole droplet. 
Different from the previous three studies, they investigated the flow pattern under 
different tilting conditions, including the sessile droplet mode with 0° tilting and 
pendant droplet mode with 180° tilting. In the tilted configuration, axisymmetric 
toroidal flow patterns were observed by OCT in the middle of drying processes. In 
the sessile droplet, a convective flow pattern in the same direction as expected by 
Marangoni driven flow was observed. However, in the pendant droplet, the flow 
direction was opposite to the Marangoni flow direction, suggesting that Marangoni 
flows might not dominate in the evaporating binary liquid droplets. They suggested 
that the convective flows were driven by the density of the liquid and gravity. In 
the case of the water-ethanol droplet with the preferential evaporation of ethanol, 
the binary liquid close to the air-water interface was denser than the bulk. Thus, 
surficial binary liquids would fall along the air-water interface from top to edge in 
sessile droplets and from edge to bottom in the pendant droplets, driving convec-
tive flows in different patterns. Also, they monitored the full drying process of the 
binary liquid droplets with OCT, showing a three-stage drying process, which are 
chaotic flows, convective flows, and outward “coffee ring” flows.
3. Drying process of colloidal latex droplets
A latex (or emulsion polymer) is a stable colloidal system with polymer 
particles suspending in an aqueous solution. The size of polymer particles ranges 
from a few nanometers to a few hundred, and the sedimentation can be neglected 
[31, 33]. A latex is usually synthesized by the emulsion polymerization procedure 
[31, 34]. Thanks to their ability of film formation, latexes can be used in applica-
tion including the binder in waterborne paints [35], waterborne pressure-sensitive 
adhesives [36], inkjet printing [37, 38], sunscreen [39], paper coating [40, 41], 
drug tablet coating [42, 43], carpet backing [44], and evaporative lithography 
[45–47].
Drying process of latex is inhomogeneous. That is, latex particles distribute 
nonuniformly, spatially, and temporally. As the latex continues drying, the inho-
mogeneous distribution can lead to the formation of drying defects. The drying 
inhomogeneity can occur in both horizontal and vertical directions. In the horizon-
tal direction, the evaporation rate is faster on the droplet edge than in the center. 
Further, the “coffee ring” flows drive the particles from the center to the edge, 
resulting in a final “coffee ring” deposition pattern, an uneven coating surface [32, 
48, 49]. In the vertical direction, particles aggregate on the top surface, forming a 
“skin layer” that inhibits the drying process [33, 50–54]. Furthermore, if the glass-
transition temperature (Tg) of particles is above room temperature, particles are 
stiff, and cracks would be seen in the latex [54–58]. To create uniform evaporation, 
it is important to understand and characterize the drying latex with different Tg, 
particle size and surfactant concentrations.
Using OCT to characterize the drying process of the waterborne latex droplets 
has been an active research effort, with an emphasis on observing drying inhomo-
geneity. In recent studies by Huang et al. [54, 59], the waterborne latex droplets 
contained polystyrene particles with different sizes, initial solid contents, and 
surfactant solid contents (L latex: particle size, ~125 nm; initial solid content, 
40.11 wt%; surfactant solid content, 0.2 wt%. S latex: particle size, ~53 nm; initial 
solid content, 33.43 wt%; surfactant solid content, 1.4 wt%). To monitor the drying 
process of the latex droplets, the integrated OCT-gravimetry-video platform [30] 
was employed. The spectral-domain OCT system in the integrated platform had 
a central wavelength of 1320 nm and a spectral bandwidth of 110 nm. Axial and 
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lateral resolutions of the system were 6.8 μm and 14 μm, respectively. The camera’s 
scan rate was set to 20.7 kHz. The maximum imaging depth and lateral scan range 
were 2.2 mm and 5 mm. In the experiments, latex droplets with a volume of ~5 μL 
were loaded on a cleaned glass slide. Experiments were conducted in the ambient 
condition. The total drying time for both L and S latex droplets were ~13–15 min. 
Time-lapse, M-mode (repeated frames) OCT imaging was initiated after ~80 s from 
the loading of latex droplets, with a time interval of ~10 s.
Figure 3 showed time-lapse OCT imaging of drying L and S latex droplets. In 
Figure 3A and B, a domain boundary was clearly observed inside the L latex droplet 
with distinct scattering properties. The outer layer had lower scattering intensity, 
and inner layer had higher scattering intensity. OCT speckle contrast analysis 
[30, 54] was further carried out on the same data. In the outer layer, the higher 
speckle contrast indicated that motions of particles in these regions were restricted. 
The dark center inside the L latex droplet inferred that the particles were active in 
Brownian motions. With these analyses, we confirmed our observation that parti-
cles’ packing occurred from the droplet edges and propagated inward, similar to the 
drying latex coat in the Petri dish [30]. The packing of particles was also observed 
in S latex droplet, in both OCT structural images (Figure 3D–F) and speckle images 
(Figure 3J and K). Particles began packing on the air/latex interface. In Figure 3I, 
we observed that the horizontal packing process was much faster than the vertical 
packing process in L latex, which was attributed to faster evaporation rate at the 
pinned contact line at droplet edge than the apex of the droplet. In S latex droplet, 
the vertical packing process was delayed as compared to the horizontal packing 
process. At ~410 s, we could barely see a thin layer in Figure 3F, indicating the 
existence of a vertical packed layer. The vertical layer was clearly visible until ~500 s. 
As a comparison, the vertical packed layer was clearly visible in the L latex droplet at 
~300 s. This can be explained by the difference of diffusivity ( D =  k B T / 6𝜋𝜋𝜋𝜋R )  
[60]. Larger particles have less diffusivity than small particles, and thus small 
particles tend to counteract the drying and impede the packing process on the top. 
The particle droplets were fully packed at ~410 s for L latex droplet and ~630 s for S 
latex droplet.
Figure 3. 
Drying progression of latex droplets showing the horizontal and vertical packing process. ~5 μL 
latex droplets containing larger (L latex; particle diameter, ~125 nm) and smaller (S latex; particle diameter, 
~53 nm) polystyrene particles were loaded on the glass slide, with initial solid contents of 40.11 and 33.43 wt%, 
respectively. OCT structural images of L (A–C) and S (D–G) latex droplets clearly showed domain boundaries 
between surficial packed region close to air-latex interface and inner suspension regions with different 
scattering properties. OCT speckle contrast analysis (H–K) further confirmed the inhomogeneous particles’ 
packing process for L and S latex droplets, with different particles’ mobilities in the packed and suspension 
regions. Image cited from Refs. [54, 59].
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To sum up, the utilization of OCT was demonstrated to reveal the drying 
inhomogeneity in waterborne polystyrene latex droplets. The time-lapse OCT 
results showed that both L and S latex droplets exhibit particles packing processes 
in horizontal and vertical directions, but with a difference of packing speed 
between them. This high Tg particle can be seen as a model system to illustrate the 
effect of particle compaction only without the complication of particle consolida-
tion or deformation. Further research using low Tg latex particles can potentially 
shine light on the full process of film formation, including particle compaction and 
consolidation.
4. Drying process of latex coats
OCT can also be employed to monitor the drying process of the latex coat. 
As shown in Figure 4A, OCT scans a small area on a large uniform latex coat in 
a Petri dish. Given the nondestructive-imaging capability, OCT can perform the 
cross-sectional imaging of the drying process of latex coat that simulates the real 
paint/coating applications and provide a characterization of internal structures, 
different drying behaviors, and drying inhomogeneity along the vertical direction 
of the latex coat. Previously, Lawman and Liang [61] and Saccon et al. [62] have 
reported using OCT to monitor the drying process of varnish, in which average 
refractive index, surface roughness, and thickness have been characterized. Huang 
et al. furthers the application of OCT on investigating the drying phenomena of 
latex coat, including the cross-sectional imaging and particles’ dynamics analysis 
[30, 54].
Combining OCT with gravimetric and video measurements can fully charac-
terize the drying process of polystyrene latex coat [30]. Among these modalities, 
time-lapse OCT imaging can show the local microstructures, 1D vertical drying 
process, and drying inhomogeneity from the cross-sectional view of the drying 
latex. Figure 4 shows a representative OCT imaging of a latex coat containing 
polystyrene particles (L latex). The composition of L latex coat with particle size 
~125 nm is the same as the colloidal latex droplet in Section 3. The L latex coat 
was loaded in an 8.5-cm-diameter Petri dish, with an initial thickness of ~1 mm. 
The visual appearance of a drying latex coat is presented in Figure 4A, with solid 
content (ks) of 42.9 wt% at ~30 min. Figure 4B shows time-lapse OCT charac-
terization result of the full drying process of the L latex coat. On the top of the 
time-lapse OCT intensity profile, four drying stages were labeled based on OCT 
observations of drying phenomena, including the packing process, consolidation, 
stress relaxation, and final drying stage. In Figure 4B, a linear decrease of the 
thickness of the L latex coat in the packing stage and the detachment of the latex 
film bottom in the stress relaxation stage were shown. During the stress relaxation 
stage, the scattering intensities change, suggesting the rearrangement of particles 
to release the internal stress accompanied by the infiltration of air. In the final 
drying stage, the latex coat remains uniform without any significant changes of the 
scattering intensity or thickness.
Figure 4C shows a demonstration of OCT to visualize particles’ packing process in 
L latex coat. In zoomed-in time-lapse OCT intensity profile within the first ~180 min 
(Figure 4C, top), the separation of packed and suspension layers can be seen based 
on the scattering light intensity variation. The packed/suspension domain boundary 
is visible and highlighted by a dotted curve. Next, a speckle contrast analysis [30] 
identifies particles’ dynamics in these two domains. In time-lapse OCT speckle image 
(Figure 4C, bottom), the particles’ dynamics in these two domains can be clearly dis-
tinguished. In the upper domain, the high speckle contrast (Ks) indicates that particle 
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lateral resolutions of the system were 6.8 μm and 14 μm, respectively. The camera’s 
scan rate was set to 20.7 kHz. The maximum imaging depth and lateral scan range 
were 2.2 mm and 5 mm. In the experiments, latex droplets with a volume of ~5 μL 
were loaded on a cleaned glass slide. Experiments were conducted in the ambient 
condition. The total drying time for both L and S latex droplets were ~13–15 min. 
Time-lapse, M-mode (repeated frames) OCT imaging was initiated after ~80 s from 
the loading of latex droplets, with a time interval of ~10 s.
Figure 3 showed time-lapse OCT imaging of drying L and S latex droplets. In 
Figure 3A and B, a domain boundary was clearly observed inside the L latex droplet 
with distinct scattering properties. The outer layer had lower scattering intensity, 
and inner layer had higher scattering intensity. OCT speckle contrast analysis 
[30, 54] was further carried out on the same data. In the outer layer, the higher 
speckle contrast indicated that motions of particles in these regions were restricted. 
The dark center inside the L latex droplet inferred that the particles were active in 
Brownian motions. With these analyses, we confirmed our observation that parti-
cles’ packing occurred from the droplet edges and propagated inward, similar to the 
drying latex coat in the Petri dish [30]. The packing of particles was also observed 
in S latex droplet, in both OCT structural images (Figure 3D–F) and speckle images 
(Figure 3J and K). Particles began packing on the air/latex interface. In Figure 3I, 
we observed that the horizontal packing process was much faster than the vertical 
packing process in L latex, which was attributed to faster evaporation rate at the 
pinned contact line at droplet edge than the apex of the droplet. In S latex droplet, 
the vertical packing process was delayed as compared to the horizontal packing 
process. At ~410 s, we could barely see a thin layer in Figure 3F, indicating the 
existence of a vertical packed layer. The vertical layer was clearly visible until ~500 s. 
As a comparison, the vertical packed layer was clearly visible in the L latex droplet at 
~300 s. This can be explained by the difference of diffusivity ( D =  k B T / 6𝜋𝜋𝜋𝜋R )  
[60]. Larger particles have less diffusivity than small particles, and thus small 
particles tend to counteract the drying and impede the packing process on the top. 
The particle droplets were fully packed at ~410 s for L latex droplet and ~630 s for S 
latex droplet.
Figure 3. 
Drying progression of latex droplets showing the horizontal and vertical packing process. ~5 μL 
latex droplets containing larger (L latex; particle diameter, ~125 nm) and smaller (S latex; particle diameter, 
~53 nm) polystyrene particles were loaded on the glass slide, with initial solid contents of 40.11 and 33.43 wt%, 
respectively. OCT structural images of L (A–C) and S (D–G) latex droplets clearly showed domain boundaries 
between surficial packed region close to air-latex interface and inner suspension regions with different 
scattering properties. OCT speckle contrast analysis (H–K) further confirmed the inhomogeneous particles’ 
packing process for L and S latex droplets, with different particles’ mobilities in the packed and suspension 
regions. Image cited from Refs. [54, 59].
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To sum up, the utilization of OCT was demonstrated to reveal the drying 
inhomogeneity in waterborne polystyrene latex droplets. The time-lapse OCT 
results showed that both L and S latex droplets exhibit particles packing processes 
in horizontal and vertical directions, but with a difference of packing speed 
between them. This high Tg particle can be seen as a model system to illustrate the 
effect of particle compaction only without the complication of particle consolida-
tion or deformation. Further research using low Tg latex particles can potentially 
shine light on the full process of film formation, including particle compaction and 
consolidation.
4. Drying process of latex coats
OCT can also be employed to monitor the drying process of the latex coat. 
As shown in Figure 4A, OCT scans a small area on a large uniform latex coat in 
a Petri dish. Given the nondestructive-imaging capability, OCT can perform the 
cross-sectional imaging of the drying process of latex coat that simulates the real 
paint/coating applications and provide a characterization of internal structures, 
different drying behaviors, and drying inhomogeneity along the vertical direction 
of the latex coat. Previously, Lawman and Liang [61] and Saccon et al. [62] have 
reported using OCT to monitor the drying process of varnish, in which average 
refractive index, surface roughness, and thickness have been characterized. Huang 
et al. furthers the application of OCT on investigating the drying phenomena of 
latex coat, including the cross-sectional imaging and particles’ dynamics analysis 
[30, 54].
Combining OCT with gravimetric and video measurements can fully charac-
terize the drying process of polystyrene latex coat [30]. Among these modalities, 
time-lapse OCT imaging can show the local microstructures, 1D vertical drying 
process, and drying inhomogeneity from the cross-sectional view of the drying 
latex. Figure 4 shows a representative OCT imaging of a latex coat containing 
polystyrene particles (L latex). The composition of L latex coat with particle size 
~125 nm is the same as the colloidal latex droplet in Section 3. The L latex coat 
was loaded in an 8.5-cm-diameter Petri dish, with an initial thickness of ~1 mm. 
The visual appearance of a drying latex coat is presented in Figure 4A, with solid 
content (ks) of 42.9 wt% at ~30 min. Figure 4B shows time-lapse OCT charac-
terization result of the full drying process of the L latex coat. On the top of the 
time-lapse OCT intensity profile, four drying stages were labeled based on OCT 
observations of drying phenomena, including the packing process, consolidation, 
stress relaxation, and final drying stage. In Figure 4B, a linear decrease of the 
thickness of the L latex coat in the packing stage and the detachment of the latex 
film bottom in the stress relaxation stage were shown. During the stress relaxation 
stage, the scattering intensities change, suggesting the rearrangement of particles 
to release the internal stress accompanied by the infiltration of air. In the final 
drying stage, the latex coat remains uniform without any significant changes of the 
scattering intensity or thickness.
Figure 4C shows a demonstration of OCT to visualize particles’ packing process in 
L latex coat. In zoomed-in time-lapse OCT intensity profile within the first ~180 min 
(Figure 4C, top), the separation of packed and suspension layers can be seen based 
on the scattering light intensity variation. The packed/suspension domain boundary 
is visible and highlighted by a dotted curve. Next, a speckle contrast analysis [30] 
identifies particles’ dynamics in these two domains. In time-lapse OCT speckle image 
(Figure 4C, bottom), the particles’ dynamics in these two domains can be clearly dis-
tinguished. In the upper domain, the high speckle contrast (Ks) indicates that particle 
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movement is restricted in the packed layer. Conversely, the low Ks value in the lower 
domain infers that these particles are freely moving in the suspension layer. Based on 
speckle contrast, the packed/suspension domain boundary can be easily identified 
and plotted. After the domain boundary is identified, the packed layer thickness 
changes can be derived from the time-lapse OCT speckle image.
Formation of shear bands is observed in the polystyrene latex coat, shown in 2D 
OCT structural image in Figure 4D. At ~212 min, the shear-band structure starts to 
form, indicated by the bright crosses inside the latex. The observed shear-band struc-
ture in cross-sectional OCT image is similar to the shear-band structure investigated 
by Yang et al. [63] and Kiatkirakajorn and Goehring [64]. The shear band is postu-
lated to be attributed to the dislocation of packed latex particles due to the internal 
Figure 4. 
OCT characterization of drying process of a polystyrene latex in Petri dish. (A) Visual appearance of 
the drying latex coat at ~30 min. (B) Time-lapse OCT intensity profile showing the drying process of the latex 
coat. (C) Visualization of particles’ packing process of latex coat in time-lapse OCT intensity profile (top) and 
in time-lapse OCT speckle profile (bottom). (D) Visualization of latex detachment and formation of shear-
band structures in 2D OCT structural image. Image reproduced from Ref. [30].
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compressive stress along the vertical direction. These dislocations allow the air to 
infiltrate, resulting in a high refractive index mismatch between the air and the latex 
polymer or water in the dislocation, making the shear bands visible under OCT [30].
5. Discussions
In the previous sections, the feasibility of OCT is shown to characterize the dry-
ing processes of colloidal droplets and latex coats. OCT can provide cross-sectional 
views to observe the internal structures of the colloidal droplets and latex coats. 
Novel observations of shear-band structure and particles’ packing process in the 
latex coat are shown. Based on the cross-sectional images, quantitative analyses 
can be conducted on drying droplets and latex coats, including contact angle of the 
droplet and the thickness of the latex coat. With the high-speed imaging capability, 
OCT can track different types of fluid flows with the aid of micron-sized tracer 
particles, especially the convective fluid flow. By doing the speckle contrast analysis, 
the packing process and the coffee ring phenomenon can be accurately imaged. The 
nondestructive nature of OCT enables monitoring of a full drying process to reveal 
the time-dependent changes, such as the phase changes of liquid crystal droplets and 
the consolidations of latex particles. Taken all these advantages, OCT can play an 
important role in fundamental studies of drying colloidal droplets and latex coats.
In OCT images of the drying colloidal materials, the fluid flows have been visual-
ized by tracking the trajectories of micron-sized tracers. The choice of the tracers 
in colloidal droplets depends on the optical transparency as well as the OCT system 
resolutions in both axial and lateral resolutions. Empirically, the colloids with a low 
initial concentration of suspended materials are transparent, and the colloids with a 
high concentration of suspended materials (e.g., colloidal latex droplets) are semi-
transparent or opaque. In order to distinguish the tracers, the light scattering proper-
ties (e.g., refractive index) of the tracers should be significantly different from the 
bulk colloidal droplet. Based on light scattering properties, polystyrene, gold, and 
titanium oxide (TiO2) particles can be potential candidates for tracers. The size of 
tracers should be close to the OCT system resolution to resolve individual tracers.
For latex coats, the field of view (FOV) for a standard OCT system (a few mil-
limeter square) only covers a small area of the latex coat. Expanding FOV for OCT 
systems may enable the observation of time-dependent horizontal drying inhomoge-
neity, such as drying front propagation. One simple approach to expand FOV is to use 
an objective with a lower numerical aperture, with a trade-off of the lateral resolu-
tion. An alternative approach is to utilize parallel beams to image the latex at different 
spots. A parallel-imaging OCT system with a space-division multiplexing technique 
was demonstrated by Huang et al. previously to perform wide-field imaging with 
simultaneous eight-channel illumination, covering an area of 18.0 × 14.3 mm2 [65].
We should note that OCT measures the optical path length instead of absolute 
distance in the vertical direction. To derive the latex thickness, the measured optical 
path length value is divided by the predetermined refractive index values, assuming 
the refractive index remains relatively constant in space and time. Temporal and 
spatial variations of the refractive index, which is not considered in our experi-
ments, may result in quantification errors in time-lapse thickness measurements.
6. Conclusions and future perspectives
In this chapter, recent progresses have been summarized on utilizing OCT 
for investigation of drying processes of the colloidal droplets and latex coats. 
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movement is restricted in the packed layer. Conversely, the low Ks value in the lower 
domain infers that these particles are freely moving in the suspension layer. Based on 
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changes can be derived from the time-lapse OCT speckle image.
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OCT structural image in Figure 4D. At ~212 min, the shear-band structure starts to 
form, indicated by the bright crosses inside the latex. The observed shear-band struc-
ture in cross-sectional OCT image is similar to the shear-band structure investigated 
by Yang et al. [63] and Kiatkirakajorn and Goehring [64]. The shear band is postu-
lated to be attributed to the dislocation of packed latex particles due to the internal 
Figure 4. 
OCT characterization of drying process of a polystyrene latex in Petri dish. (A) Visual appearance of 
the drying latex coat at ~30 min. (B) Time-lapse OCT intensity profile showing the drying process of the latex 
coat. (C) Visualization of particles’ packing process of latex coat in time-lapse OCT intensity profile (top) and 
in time-lapse OCT speckle profile (bottom). (D) Visualization of latex detachment and formation of shear-
band structures in 2D OCT structural image. Image reproduced from Ref. [30].
139
Nondestructive Characterization of Drying Processes of Colloidal Droplets and Latex Coats…
DOI: http://dx.doi.org/10.5772/intechopen.89380
compressive stress along the vertical direction. These dislocations allow the air to 
infiltrate, resulting in a high refractive index mismatch between the air and the latex 
polymer or water in the dislocation, making the shear bands visible under OCT [30].
5. Discussions
In the previous sections, the feasibility of OCT is shown to characterize the dry-
ing processes of colloidal droplets and latex coats. OCT can provide cross-sectional 
views to observe the internal structures of the colloidal droplets and latex coats. 
Novel observations of shear-band structure and particles’ packing process in the 
latex coat are shown. Based on the cross-sectional images, quantitative analyses 
can be conducted on drying droplets and latex coats, including contact angle of the 
droplet and the thickness of the latex coat. With the high-speed imaging capability, 
OCT can track different types of fluid flows with the aid of micron-sized tracer 
particles, especially the convective fluid flow. By doing the speckle contrast analysis, 
the packing process and the coffee ring phenomenon can be accurately imaged. The 
nondestructive nature of OCT enables monitoring of a full drying process to reveal 
the time-dependent changes, such as the phase changes of liquid crystal droplets and 
the consolidations of latex particles. Taken all these advantages, OCT can play an 
important role in fundamental studies of drying colloidal droplets and latex coats.
In OCT images of the drying colloidal materials, the fluid flows have been visual-
ized by tracking the trajectories of micron-sized tracers. The choice of the tracers 
in colloidal droplets depends on the optical transparency as well as the OCT system 
resolutions in both axial and lateral resolutions. Empirically, the colloids with a low 
initial concentration of suspended materials are transparent, and the colloids with a 
high concentration of suspended materials (e.g., colloidal latex droplets) are semi-
transparent or opaque. In order to distinguish the tracers, the light scattering proper-
ties (e.g., refractive index) of the tracers should be significantly different from the 
bulk colloidal droplet. Based on light scattering properties, polystyrene, gold, and 
titanium oxide (TiO2) particles can be potential candidates for tracers. The size of 
tracers should be close to the OCT system resolution to resolve individual tracers.
For latex coats, the field of view (FOV) for a standard OCT system (a few mil-
limeter square) only covers a small area of the latex coat. Expanding FOV for OCT 
systems may enable the observation of time-dependent horizontal drying inhomoge-
neity, such as drying front propagation. One simple approach to expand FOV is to use 
an objective with a lower numerical aperture, with a trade-off of the lateral resolu-
tion. An alternative approach is to utilize parallel beams to image the latex at different 
spots. A parallel-imaging OCT system with a space-division multiplexing technique 
was demonstrated by Huang et al. previously to perform wide-field imaging with 
simultaneous eight-channel illumination, covering an area of 18.0 × 14.3 mm2 [65].
We should note that OCT measures the optical path length instead of absolute 
distance in the vertical direction. To derive the latex thickness, the measured optical 
path length value is divided by the predetermined refractive index values, assuming 
the refractive index remains relatively constant in space and time. Temporal and 
spatial variations of the refractive index, which is not considered in our experi-
ments, may result in quantification errors in time-lapse thickness measurements.
6. Conclusions and future perspectives
In this chapter, recent progresses have been summarized on utilizing OCT 
for investigation of drying processes of the colloidal droplets and latex coats. 
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In colloidal droplets, high-speed OCT imaging can show different types of flows 
with the help of micron-sized tracer particles, involving the radial coffee ring flows, 
Marangoni flows, and density-driven flows. In addition, phase evolutions of liquid 
crystal droplets can be observed in OCT cross-sectional images. For colloidal latex 
droplets and latex coats, 1D or 2D particles’ packing process can be visualized with 
speckle contrast analysis to characterize particles’ dynamics, without adding any 
tracer particles. Long-term structural changes of drying latex can be investigated 
continuously, such as crack formation, detachment, and shear-band structures in 
the polystyrene latex. In these studies, the advantages of OCT are shown to provide 
the cross-sectional views of the droplets and latex coats with good depth-resolvabil-
ity, deep penetration, good temporal resolution, and the capability of long-term, 
nondestructive characterization.
OCT has opened new opportunities to facilitate the fundamental studies of the 
interface and colloidal science to characterize different drying models. Other than 
sessile or pendant droplets, OCT can characterize levitated droplets to monitor dif-
ferent types of flows or particle motions. 1D confined droplet [66] or 1D confined 
flows in microfluidic channels can be imaged by OCT to characterize particles’ 
dynamics. For latex coats, it is possible to explore the effects of additives (such as 
surfactant and water-soluble polymers) on the drying process of latex coats with 
the established integrated OCT system. In the future, OCT can be used as a tool for 
in-line evaluation of polymer coatings and paints for industrial applications.
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OCT for Examination of Cultural
Heritage Objects
Piotr Targowski, Magdalena Kowalska,
Marcin Sylwestrzak and Magdalena Iwanicka
Abstract
Optical coherence tomography (OCT) was first time reported as a tool for
examination of cultural heritage objects in 2004. It is mainly used for the examina-
tion of subsurface structure of easel paintings (such as varnishes and glazes) and has
also been successfully used for inspection of other types of artworks, provided that
they contain layers that are permeable to the probing light. This chapter discusses
the last applications of OCT in this area with an emphasis on synergy with some
other noninvasive techniques such as large-scale X-ray fluorescence (XRF) scan-
ning and reflective Fourier transform infrared (FTIR) spectroscopy. After this part,
there is a detailed description of the high-resolution OCT instrument developed by
the authors specifically for the study of works of art. Next, two examples are given
for the structural examination of works of art: in the former, the subsurface layers
of an easel painting are presented, and in the latter, the painting on reverse of the
glass is examined, when the inspection must be carried out through the glass.
Finally, an application for the assessment of chemical varnish removal from an easel
panel painting is discussed in details.
Keywords: artwork, painting, varnish, heritage science, cleaning of paintings
1. Introduction
Optical coherence tomography is a quite natural choice for examination of
objects of art. This is because it is possible to make it portable and it is contactless
and noninvasive. As for the former, it is significant that the distance to an examined
object is usually relatively high—in a range of centimeters rather than millimeters.
It is especially important for the fragile pieces of art examined in situ, with the
portable instrument mounted on a tripod or similar provisional stand. As for the
latter, the intensity of the probing radiation and low energy of infrared protons
ensure lack of physicochemical damage to any material: let us consider an instru-
ment with the power of the probing beam at the object of 1 mW. If the Fourier
domain fast OCT system is considered, it is reasonable to assume that the 15-mm
wide B-scan is acquired in less than 0.1 s and composed of, let us say, 3000 A-scans.
It leads to the scanning speed over 150 mm/s and 33 μs/A-scan. If the spot diameter
will be about 12 μm, what is a reasonable measure of the lateral resolution, the
fluence of the OCT beam can be estimated at 30 mJ/cm2. This quantity is far below
any damage thresholds for long pulses of infrared radiation, but a certain care in the
case of work with photosensitive objects must be adopted [1].
147
Chapter 8
OCT for Examination of Cultural
Heritage Objects
Piotr Targowski, Magdalena Kowalska,
Marcin Sylwestrzak and Magdalena Iwanicka
Abstract
Optical coherence tomography (OCT) was first time reported as a tool for
examination of cultural heritage objects in 2004. It is mainly used for the examina-
tion of subsurface structure of easel paintings (such as varnishes and glazes) and has
also been successfully used for inspection of other types of artworks, provided that
they contain layers that are permeable to the probing light. This chapter discusses
the last applications of OCT in this area with an emphasis on synergy with some
other noninvasive techniques such as large-scale X-ray fluorescence (XRF) scan-
ning and reflective Fourier transform infrared (FTIR) spectroscopy. After this part,
there is a detailed description of the high-resolution OCT instrument developed by
the authors specifically for the study of works of art. Next, two examples are given
for the structural examination of works of art: in the former, the subsurface layers
of an easel painting are presented, and in the latter, the painting on reverse of the
glass is examined, when the inspection must be carried out through the glass.
Finally, an application for the assessment of chemical varnish removal from an easel
panel painting is discussed in details.
Keywords: artwork, painting, varnish, heritage science, cleaning of paintings
1. Introduction
Optical coherence tomography is a quite natural choice for examination of
objects of art. This is because it is possible to make it portable and it is contactless
and noninvasive. As for the former, it is significant that the distance to an examined
object is usually relatively high—in a range of centimeters rather than millimeters.
It is especially important for the fragile pieces of art examined in situ, with the
portable instrument mounted on a tripod or similar provisional stand. As for the
latter, the intensity of the probing radiation and low energy of infrared protons
ensure lack of physicochemical damage to any material: let us consider an instru-
ment with the power of the probing beam at the object of 1 mW. If the Fourier
domain fast OCT system is considered, it is reasonable to assume that the 15-mm
wide B-scan is acquired in less than 0.1 s and composed of, let us say, 3000 A-scans.
It leads to the scanning speed over 150 mm/s and 33 μs/A-scan. If the spot diameter
will be about 12 μm, what is a reasonable measure of the lateral resolution, the
fluence of the OCT beam can be estimated at 30 mJ/cm2. This quantity is far below
any damage thresholds for long pulses of infrared radiation, but a certain care in the
case of work with photosensitive objects must be adopted [1].
147
2. An overview of recent applications of OCT in heritage science
The noninvasiveness of OCT encouraged heritage science researches to seek its
applications to examination of objects of art. This subject is present in the litera-
ture since 2003 when first reports appeared [2–5]. The major fields of application
have been, from the very beginning, examination of subsurface, semitransparent
layers of easel paintings, glazes at faience and ceramics, historic glass, jade, and
occasionally some other materials. The main restriction is in limited transparency
to the probing light of materials constituting those objects. This issue has been a
subject of detailed examination by Liang et al. [6] in search for the optimum
wavelength window for examination. As expected the mid-IR band, about 2 μm,
was found as more suitable from the point of view of transparency of pigments
and dyes usually present in easel paintings. However, OCT instruments (at least
commonly available) working in this range exhibit lower axial resolution due to
the known trade-off between resolution and the central wavelength of operation.
Nevertheless, the bibliography [7] of the subject counts now over 130 positions
which is a negligible amount in comparison to those dedicated to medical applica-
tions, but constituting a little community of researchers permanently devoted
to this subject. The subject has been reviewed twice already [8, 9], so for the rest
of this chapter, only some of the last reports (published after 2014) will be
commented on. For the complete bibliography, the reader is directed to the
aforementioned website.
As for the further development of the technique, a paper by Cheung et al. [10]
may serve as a mature example of the system working in 800 nm band and taking a
full advantage of the axial resolution available in the near-infrared range. Due to the
careful design and very broad light source (with FWHM of 200 nm after shaping
to Gaussian-like function), the axial resolution of 1.8 μm (1.2 μm in varnish-like
medium of nR = 1.5) is reported. The system permits resolving varnish layers as
thick as 2–6 μm what is sufficient for most of examinations of easel paintings.
Unfortunately, this was not a case with the second system [11] reported by the same
group: the use of the supercontinuum source with the bandwidth of 220 nm
working in the 2 μm range resulted in very good transparency of many layers, not
permeable in 900 nm band, but the measured axial resolution was 13 μm in air
which may not be sufficient for some applications.
Numerical post-processing of the results is one of the most decisive factors of the
advance applications, going beyond simple feasibility studies. Usually, the solutions
are adopted from the medical applications, and some concepts developed in our
laboratory will be mentioned in the next sections. Here we would like to refer the
reader to the paper by Callewaert et al. [12] devoted to the important subject of
segmentation of thin layers, leading to, e.g., at least semiautomatic determination of
thickness of superficial structures like varnish layers. This may pave the way to
more efficient, or even fully automatic, monitoring of some restoration processes,
even with the use of laser ablation of unwanted layers.
The area of applications of OCT to heritage objects is still expanding. Over the
last few years, reports on the novel use of OCT for rock vulnerability assessment
[13] and protective coatings on metal [14] have emerged. Moreover, recently the
combined use of OCT with some other techniques, to take advantage of the synergy
effect, has been reported. It is a known deficiency of the OCT that it does not
provide information on chemical composition of structures visualized. To overcome
this problem, it may be combined with other techniques, sensitive to the composi-
tion of the object, but lacking an in-depth resolution. The most promising solution
seems to be linking OCT with X-ray fluorescence (XRF), especially with its
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macro-imaging modality MA-XRF. This combination has been presented in appli-
cation for examination of the seventeenth-century Dutch still life painting [15, 16]
—namely, to localize within the structure of paint layers the presence of zinc white
and to clearly associate it with overpaintings present due to former restoration
attempt and not with the original structures. It was important for dating of the
painting since zinc white had been in common use since the second quarter of the
nineteenth century only [17] and therefore, if present in the original paint layer,
would shift the attribution and dating of the painting toward modern times. As for
the application of MA-XRF and OCT to other kinds of artworks, in case of the late
sixteenth-century illuminated manuscript (the gradual) [18], the initials made with
cobalt glass pigment (smalt) and text written with iron-gall ink were in focus of the
research and were well visualized by means of both OCT and MA-XRF. Another
imaging technique used in combination with OCT is multispectral infrared
reflectography. It permits inspection of the object in different wavelength ranges,
beyond the OCT probing light [19–21]. The concept of expanding the examination
window even further lies at the foundations of the complementary use of OCT and
terahertz time domain imaging presented by Koch Dandolo et al. [22]. This
preliminary test has shown that, as expected, the THz imaging overcomes the major
limitation of OCT caused by the limited permeability of paint layer and allows
imaging down to the canvas support. However, there are two other factors, which
restrict the use of the THz imaging alone: the limited contrast sometimes impairs
the ability to differentiate various structures (e.g., varnish versus paint) and the
axial resolution, about tenfold lower than in the case of OCT. All this especially
predesignate these techniques for complementary use.
The capabilities of the common use of OCT and nonlinear microscopy (NLM)
were investigated by Liang et al. [1]. It was shown that NLM may in some cases
provide a better contrast to differentiate between varnishes. On the other hand, this
technique must be applied with care, to avoid light-induced damage of especially
light-sensitive objects.
The holistic approach, including VIS-NIR multispectral imaging, high-spectral
resolution VIS-NIR spectroscopy with fiber-optic reflectance spectroscopy (FORS),
micro-Raman spectroscopy, XRF spectroscopy, and OCT imaging, was used by
Kogou et al. [23] for examination of Chinese watercolors. In this case OCT could
have been utilized as a complementary tool only, since watercolors do not exhibit
permeable layers possible to examine with OCT. Therefore, it was applied in order
to investigate a structure of supporting papers. Even though these materials are also
essentially not permeable, some conclusions were possible to be drawn.
Properties of coatings on wood were intensively investigated lately with optical
coherence microscopy exclusively [24], with OCT and hyperspectral imaging [25],
as well as with OCT and synchrotron radiation micro-computed tomography
(Sr-micro-CT) [26]. In this last case, the subject of examination was five large
fragments removed during past restorations from historic string instruments pro-
duced by famous Italian historical violin makers: Jacobus Stainer, Gasparo da Salò,
Giovanni Paolo Maggini, and Lorenzo Guadagnini. This research may be considered
as feasibility study for planned examination of historic violins and showed a signif-
icant complementarity of both tomographic approaches. SR-micro-CT has better
axial resolution enabling imaging some thin varnish layers, but in some cases, OCT
provides better contrast permitting identification of a thin preparation layer spread
over the wood, not seen with micro-CT.
The development of the OCT technique as a whole over the last 15 years as well as
its applications to the examination of cultural heritage objects has permitted resolv-
ing of specific conservation issues, posted by art restorers and objects’ curators.
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Preceding the restoration campaign, performed in Opificio delle Pietre Dure in
Florence, the unfinished masterpiece by Leonardo da Vinci “Adoration of the Magi”
was extensively examined with various techniques. Among others, OCT was used
[27] to determine the condition and structure of secondary varnish layers covering
the painting.
OCT examination is especially effective when it is used in combination with
other techniques. One of the first holistic attempts was examination of the
“Bessarion Reliquary” at Opificio delle Pietre Dure in 2012 [28]. The research was
directed toward the understanding of the character of specific damages of the
varnish covering the painted parts of the object and tracing of remains of the
historical restoration commissioned by cardinal Bessarion in the fifteenth century.
Apart from OCT also point-wise XRF examination was used. Additionally, on sam-
ples collected from the object, gas chromatography with mass spectroscopy detec-
tion (GC-MS), pyrolysis gas chromatography with mass spectroscopy detection
(PGC-MS), scanning electron microscopy with energy dispersive spectroscopy
(SEM-EDS), and Fourier transform infrared (FTIR) spectroscopy techniques were
used. Consequently, the results had been used for planning of the restoration cam-
paign (already completed).
The combination of SEM and SEM-EDS with OCT was used by Yang et al. [29]
to investigate optical properties and structure of Chinese Song Jun glaze on porce-
lain, especially the presence of copper and quartz additives.
During the same examination campaign as for the “Adoration of the Magi,”
another painting by Leonardo and studio was examined: “The Lansdowne Virgin of
the Yarnwinder” (“Madonna dei Fusi”). The results of its investigation with OCT,
multispectral scanning, and more common techniques, X-radiography and UV-
excited fluorescence, were published recently [21]. Data post-processing with the
innovative generation of scattering maps from a given depth under the surface
clearly revealed the shape and in-depth location of vast overpaintings, not seen
clearly with other, conventional techniques. Probably, these interventions were
performed to hide damage created during two transfers of paint layer: from wood
panel to canvas and from canvas to composite rigid support. The evidence of the
first transfer canvas, not existing presently, was found with OCT examination as
well in a form of an imprint in the paint layer. Another multi-instrumental exami-
nation campaign, the comprehensive study of Amsterdam version of “Sunflowers”
by Vincent van Gogh at Van Gogh Museum in Amsterdam, was performed in 2016
as a transnational access MOLAB activity [30] of H2020 IPERION CH project. The
research was aimed at documentation of a state of preservation, possible threats
related to exposition, and resolving the history of restorations of this masterpiece.
The goal of the OCT research was to determine the number and thickness of varnish
layers and the stratigraphy within the restored areas. OCT was also used for exam-
ination of deterioration phenomena typical for this painting: local darkening of
varnish in the recesses of the brush strokes, migration of the paint layer into the
varnish, as well as presence and potential development of lead soap formations [31].
Apart from these reports, devoted to examination of the structure and state of
preservation of artworks, OCT has been also used to monitor or assess some resto-
ration treatments. One of the early reports, from 2011, was about application of
OCT to real-time monitoring of consolidation of paint layer in reverse painting on
glass (Hinterglasmalerei) objects [32].
Due to transparency of varnish layer, OCT is especially well suited to monitor its
removal. The most common restoration technique used for this purpose is with the
use of solvents. OCT, especially if used together with FTIR spectroscopy examina-
tion, is capable of accurate assessment of the cleaning process [33, 34]. Some tests of
this kind were also performed during the aforementioned examination campaign of
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van Gogh’s “Sunflowers” [35]. Selected aspects of OCT data processing for this
purpose will be addressed in Section 5.
The use of lasers for ablation of unwanted layers (such as varnishes or mineral
deposits) from paintings and other objects is a particularly delicate operation which
needs precise control. Feasibility studies presented at LACONA (Lasers in the
Conservation of Artworks) conferences in 2007, 2013, and 2015 [36–38] proved
that it is possible to efficiently monitor such a process in real time. A specific case of
removal of unwanted layers from the substrates of mural paintings was addressed
by Striova et al. firstly in the case of removal of shellac varnish [39] and then of
calcium oxalate layers [40], in both cases by means of laser and chemical treatment.
3. OCT instrument designed for heritage science
3.1 Opto-mechanical details
The instrument, constructed especially for examination of cultural heritage
objects and being developed permanently in our laboratory, belongs to Fourier
domain category with a broadband source and a spectrograph as detector. The
instrument is designed as a portable one. To achieve this, a modular design com-
posed of easy detachable parts connected with cables and optical fibers was chosen.
All elements are of weight allowing easy handling by one person. Only a computer,
comprising also all high power suppliers, weighs about 30 kg. This is important
because objects of arts are often localized in old buildings with a limited access.
As for the operating parameters, the highest available axial resolution was cho-
sen as the key parameter. This is because the ability to distinguish and visualize thin
layers is a decisive factor for using in this area of applications. Therefore, short-
infrared radiation was chosen even though the transparency of typical pigments is
limited in this area and the optimum wavelength range lays around 2 μm [41]. By
using portable commercial sources composed of coupled superluminescent diodes
(Broadlighters: Q-870-HP or M-T-850-HP-I both from Superlum, Ireland) emitting
in the range 770–970 nm (the former) and 750–960 (the latter), it was possible to
achieve 3.3 μm of (measured) axial resolution in air, and 2.2 μm in medium of
nR = 1.5. The resolution was measured as a width of the point spread function with
sidelobes suppression better than 25 dB. This last condition is very important in the
case of examination of CH objects since they are often composed of thin and clearly
transparent layers. In this case sidelobes may be easy misinterpreted as an evidence
of a thin, additional layer just under the surface.
After the source, light passes a fiber-optic polarization controller and an optical
isolator and is transmitted to the second module—a head by the optical fiber. The
head comprises a fiber coupler of the interferometer and its reference and object
arms. The former is built of the collimator, light attenuator, dispersion compensator
(LSM02DC from Thorlabs), and a mirror mounted on a small translation stage. The
latter comprises a fiber-optic polarization controller, the identical collimator and
attenuator as in the reference arm, galvanometric scanners (6220H galvanometer
scanners with MicroMax HP servo driver amplifier from Cambridge Technology,
USA), and the telecentric lens (LCM04 from Thorlabs, F = 54 mm).
This optical setup provides lateral resolution of 12 μm with the distance to the
object from the most protruding element of the lens equal to 43 mm and maximum
scanning area of 17 17 mm2. Alternatively the head can work with the LCM02 lens
(F = 18 mm) that improves the lateral resolution to 6.5  6.5 mm2 but for the price
of significantly smaller distance to the object, 7 mm, and scanning area, 5  5 mm2.
A significant distance to the object is important for CH applications because it
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varnish covering the painted parts of the object and tracing of remains of the
historical restoration commissioned by cardinal Bessarion in the fifteenth century.
Apart from OCT also point-wise XRF examination was used. Additionally, on sam-
ples collected from the object, gas chromatography with mass spectroscopy detec-
tion (GC-MS), pyrolysis gas chromatography with mass spectroscopy detection
(PGC-MS), scanning electron microscopy with energy dispersive spectroscopy
(SEM-EDS), and Fourier transform infrared (FTIR) spectroscopy techniques were
used. Consequently, the results had been used for planning of the restoration cam-
paign (already completed).
The combination of SEM and SEM-EDS with OCT was used by Yang et al. [29]
to investigate optical properties and structure of Chinese Song Jun glaze on porce-
lain, especially the presence of copper and quartz additives.
During the same examination campaign as for the “Adoration of the Magi,”
another painting by Leonardo and studio was examined: “The Lansdowne Virgin of
the Yarnwinder” (“Madonna dei Fusi”). The results of its investigation with OCT,
multispectral scanning, and more common techniques, X-radiography and UV-
excited fluorescence, were published recently [21]. Data post-processing with the
innovative generation of scattering maps from a given depth under the surface
clearly revealed the shape and in-depth location of vast overpaintings, not seen
clearly with other, conventional techniques. Probably, these interventions were
performed to hide damage created during two transfers of paint layer: from wood
panel to canvas and from canvas to composite rigid support. The evidence of the
first transfer canvas, not existing presently, was found with OCT examination as
well in a form of an imprint in the paint layer. Another multi-instrumental exami-
nation campaign, the comprehensive study of Amsterdam version of “Sunflowers”
by Vincent van Gogh at Van Gogh Museum in Amsterdam, was performed in 2016
as a transnational access MOLAB activity [30] of H2020 IPERION CH project. The
research was aimed at documentation of a state of preservation, possible threats
related to exposition, and resolving the history of restorations of this masterpiece.
The goal of the OCT research was to determine the number and thickness of varnish
layers and the stratigraphy within the restored areas. OCT was also used for exam-
ination of deterioration phenomena typical for this painting: local darkening of
varnish in the recesses of the brush strokes, migration of the paint layer into the
varnish, as well as presence and potential development of lead soap formations [31].
Apart from these reports, devoted to examination of the structure and state of
preservation of artworks, OCT has been also used to monitor or assess some resto-
ration treatments. One of the early reports, from 2011, was about application of
OCT to real-time monitoring of consolidation of paint layer in reverse painting on
glass (Hinterglasmalerei) objects [32].
Due to transparency of varnish layer, OCT is especially well suited to monitor its
removal. The most common restoration technique used for this purpose is with the
use of solvents. OCT, especially if used together with FTIR spectroscopy examina-
tion, is capable of accurate assessment of the cleaning process [33, 34]. Some tests of
this kind were also performed during the aforementioned examination campaign of
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van Gogh’s “Sunflowers” [35]. Selected aspects of OCT data processing for this
purpose will be addressed in Section 5.
The use of lasers for ablation of unwanted layers (such as varnishes or mineral
deposits) from paintings and other objects is a particularly delicate operation which
needs precise control. Feasibility studies presented at LACONA (Lasers in the
Conservation of Artworks) conferences in 2007, 2013, and 2015 [36–38] proved
that it is possible to efficiently monitor such a process in real time. A specific case of
removal of unwanted layers from the substrates of mural paintings was addressed
by Striova et al. firstly in the case of removal of shellac varnish [39] and then of
calcium oxalate layers [40], in both cases by means of laser and chemical treatment.
3. OCT instrument designed for heritage science
3.1 Opto-mechanical details
The instrument, constructed especially for examination of cultural heritage
objects and being developed permanently in our laboratory, belongs to Fourier
domain category with a broadband source and a spectrograph as detector. The
instrument is designed as a portable one. To achieve this, a modular design com-
posed of easy detachable parts connected with cables and optical fibers was chosen.
All elements are of weight allowing easy handling by one person. Only a computer,
comprising also all high power suppliers, weighs about 30 kg. This is important
because objects of arts are often localized in old buildings with a limited access.
As for the operating parameters, the highest available axial resolution was cho-
sen as the key parameter. This is because the ability to distinguish and visualize thin
layers is a decisive factor for using in this area of applications. Therefore, short-
infrared radiation was chosen even though the transparency of typical pigments is
limited in this area and the optimum wavelength range lays around 2 μm [41]. By
using portable commercial sources composed of coupled superluminescent diodes
(Broadlighters: Q-870-HP or M-T-850-HP-I both from Superlum, Ireland) emitting
in the range 770–970 nm (the former) and 750–960 (the latter), it was possible to
achieve 3.3 μm of (measured) axial resolution in air, and 2.2 μm in medium of
nR = 1.5. The resolution was measured as a width of the point spread function with
sidelobes suppression better than 25 dB. This last condition is very important in the
case of examination of CH objects since they are often composed of thin and clearly
transparent layers. In this case sidelobes may be easy misinterpreted as an evidence
of a thin, additional layer just under the surface.
After the source, light passes a fiber-optic polarization controller and an optical
isolator and is transmitted to the second module—a head by the optical fiber. The
head comprises a fiber coupler of the interferometer and its reference and object
arms. The former is built of the collimator, light attenuator, dispersion compensator
(LSM02DC from Thorlabs), and a mirror mounted on a small translation stage. The
latter comprises a fiber-optic polarization controller, the identical collimator and
attenuator as in the reference arm, galvanometric scanners (6220H galvanometer
scanners with MicroMax HP servo driver amplifier from Cambridge Technology,
USA), and the telecentric lens (LCM04 from Thorlabs, F = 54 mm).
This optical setup provides lateral resolution of 12 μm with the distance to the
object from the most protruding element of the lens equal to 43 mm and maximum
scanning area of 17 17 mm2. Alternatively the head can work with the LCM02 lens
(F = 18 mm) that improves the lateral resolution to 6.5  6.5 mm2 but for the price
of significantly smaller distance to the object, 7 mm, and scanning area, 5  5 mm2.
A significant distance to the object is important for CH applications because it
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increases the safety of operation—objects sometimes have an irregular shape, and
manipulating the head very close to the surface may pose a danger of direct contact
with the artwork.
The head is equipped with two HR CCD cameras with USB-2 interface for
precise documentation of the location of the OCT scanning and precise step motor-
driven translators to position the head in plane and to control the distance to the
object.
Finally, the light reflected in the reference arm and returning from the object
undergoes the interference in the abovementioned fiber coupler and is transferred
by the optical fiber to the third module—a spectrograph. Initially, the laboratory-
built device with volume-phase holographic transmission grating optimized for
850 nm and with 1200 grooves/mm from Wasatch Photonics was used. Lately, it
has been replaced by the complete Cobra CS800-840/180 spectrometer from
Wasatch Photonics in order to improve mechanical stability and roll-off perfor-
mance. Both spectrographs use 2048 pixel linear CCD cameras with fast 4-tap
CameraLink interface.
3.2 Data processing and software
In the case of Fourier domain OCT instruments utilizing spectrometers with
linear cameras to collect interference spectra, the result is the vector of numbers of
a length equal to the number of pixels of the camera (usually 2048). This data
vector requires a set of numerical procedures to be converted into one axial line of
the tomogram (A-scan). Over the time, by accumulating the common experience, a
standard set of numerical procedures required to obtain a high-quality A-scan has
been established. It comprises a sequence of six steps: background (BG) subtraction
(labelled as 1 in Figure 1), λ-k remapping (2), numerical dispersion compensation
(3), spectral shaping (4), fast Fourier transformation (FFT - 5), and finally
displaying in logarithmic scale (6). No one of these steps may be omitted if the best
available quality of results is expected. The influence of each of the abovementioned
procedures on the cross-sectional image (B-scan) is presented in Figure 1: a
completely illegible tomogram obtained only by executing the Fourier transform on
recorded spectra and displayed in logarithmic scale is presented in Figure 1a. The
next panels show the effect of the background (BG) subtraction procedure
(Figure 1b) and remapping of the interference spectrum from the wavelength λ (or
just a camera) domain to the wavenumber k domain (Figure 1c). Numerical disper-
sion compensation (Figure 1d) is sharpening the image by compensating the residual
dispersion mismatch between both arms of the interferometer. It is especially useful
when data is collected from the structures located deep in the object of high disper-
sion. For example, it is a case when measurement is performed though thick glass
sheet covering the investigated structures of the artwork (see Figure 3 in the next
chapter). Spectral shaping completes the set of procedures (Figure 1e), improving
the sharpness of the boundaries of imaged structures by minimizing the sidelobes
generated in the optical A-scan as a result of the Fourier transformation of the signal
of the non-Gaussian envelope. This operation, being essentially the windowing of the
data, may—however—slightly reduce the resolution of the system.
In order to obtain the resultant tomogram (B-scan) of the best quality, the whole
set of numerical procedures presented above must be performed for every spec-
trum. Assuming earlier preparation of the necessary data common for all spectra (in
particular vectors used in procedures of numerical dispersion compensation and λ-k
remapping [42]), this analysis does not require complicated calculations: BG sub-
traction needs calculation of the difference of two vectors (2048 elements each);
dispersion compensation and shaping are just multiplications by vectors—element
152
Optical Coherence Tomography and Its Non-medical Applications
by element. FFT calculations are very well implemented and optimized in public
domain libraries and do not take much time. λ-k remapping needs interpolation of
the data (fourfold in our system, performed in Fourier domain, two FFT required)
and mapping onto 2048 elements vector by a linear interpolation. The complexity
of this problem arises with the number of A-scans, which must be processed—in the
case of 3D volume analysis, this number typically exceeds 300,000.
Graphic processor units (GPU) are systems initially designed for fast rendering
of graphic data by parallel calculations, but at present the area of applications is
much broader. Often the visualization is not the major task but the massively
parallel processing of any data. Obviously not all algorithms are appropriate for
implementation and run fast on the GPU. However, if there is a possibility of
parallelization of certain numerical tasks, the efficiency of calculations increases
with the amount of data processed. In this context, the analysis of spectral optical
Figure 1.
The impact of individual numerical procedures on the quality of the OCT tomogram applied to a single A-scan.
The procedures are labelled with numbers 1..6 and described in the text. False color scale is applied.
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increases the safety of operation—objects sometimes have an irregular shape, and
manipulating the head very close to the surface may pose a danger of direct contact
with the artwork.
The head is equipped with two HR CCD cameras with USB-2 interface for
precise documentation of the location of the OCT scanning and precise step motor-
driven translators to position the head in plane and to control the distance to the
object.
Finally, the light reflected in the reference arm and returning from the object
undergoes the interference in the abovementioned fiber coupler and is transferred
by the optical fiber to the third module—a spectrograph. Initially, the laboratory-
built device with volume-phase holographic transmission grating optimized for
850 nm and with 1200 grooves/mm from Wasatch Photonics was used. Lately, it
has been replaced by the complete Cobra CS800-840/180 spectrometer from
Wasatch Photonics in order to improve mechanical stability and roll-off perfor-
mance. Both spectrographs use 2048 pixel linear CCD cameras with fast 4-tap
CameraLink interface.
3.2 Data processing and software
In the case of Fourier domain OCT instruments utilizing spectrometers with
linear cameras to collect interference spectra, the result is the vector of numbers of
a length equal to the number of pixels of the camera (usually 2048). This data
vector requires a set of numerical procedures to be converted into one axial line of
the tomogram (A-scan). Over the time, by accumulating the common experience, a
standard set of numerical procedures required to obtain a high-quality A-scan has
been established. It comprises a sequence of six steps: background (BG) subtraction
(labelled as 1 in Figure 1), λ-k remapping (2), numerical dispersion compensation
(3), spectral shaping (4), fast Fourier transformation (FFT - 5), and finally
displaying in logarithmic scale (6). No one of these steps may be omitted if the best
available quality of results is expected. The influence of each of the abovementioned
procedures on the cross-sectional image (B-scan) is presented in Figure 1: a
completely illegible tomogram obtained only by executing the Fourier transform on
recorded spectra and displayed in logarithmic scale is presented in Figure 1a. The
next panels show the effect of the background (BG) subtraction procedure
(Figure 1b) and remapping of the interference spectrum from the wavelength λ (or
just a camera) domain to the wavenumber k domain (Figure 1c). Numerical disper-
sion compensation (Figure 1d) is sharpening the image by compensating the residual
dispersion mismatch between both arms of the interferometer. It is especially useful
when data is collected from the structures located deep in the object of high disper-
sion. For example, it is a case when measurement is performed though thick glass
sheet covering the investigated structures of the artwork (see Figure 3 in the next
chapter). Spectral shaping completes the set of procedures (Figure 1e), improving
the sharpness of the boundaries of imaged structures by minimizing the sidelobes
generated in the optical A-scan as a result of the Fourier transformation of the signal
of the non-Gaussian envelope. This operation, being essentially the windowing of the
data, may—however—slightly reduce the resolution of the system.
In order to obtain the resultant tomogram (B-scan) of the best quality, the whole
set of numerical procedures presented above must be performed for every spec-
trum. Assuming earlier preparation of the necessary data common for all spectra (in
particular vectors used in procedures of numerical dispersion compensation and λ-k
remapping [42]), this analysis does not require complicated calculations: BG sub-
traction needs calculation of the difference of two vectors (2048 elements each);
dispersion compensation and shaping are just multiplications by vectors—element
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by element. FFT calculations are very well implemented and optimized in public
domain libraries and do not take much time. λ-k remapping needs interpolation of
the data (fourfold in our system, performed in Fourier domain, two FFT required)
and mapping onto 2048 elements vector by a linear interpolation. The complexity
of this problem arises with the number of A-scans, which must be processed—in the
case of 3D volume analysis, this number typically exceeds 300,000.
Graphic processor units (GPU) are systems initially designed for fast rendering
of graphic data by parallel calculations, but at present the area of applications is
much broader. Often the visualization is not the major task but the massively
parallel processing of any data. Obviously not all algorithms are appropriate for
implementation and run fast on the GPU. However, if there is a possibility of
parallelization of certain numerical tasks, the efficiency of calculations increases
with the amount of data processed. In this context, the analysis of spectral optical
Figure 1.
The impact of individual numerical procedures on the quality of the OCT tomogram applied to a single A-scan.
The procedures are labelled with numbers 1..6 and described in the text. False color scale is applied.
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tomography data is well suited for parallelization using the GPUs—calculations
performed on successive spectra are independent of each other, and the complexity
is primarily related to the amount of data being processed.
To benefit from this advantage of GPU, we have developed and successfully
implemented our own software for parallel processing of the OCT data [43, 44]. It is
worthwhile to note that in the case of this implementation, more time is needed to
transfer the raw data to the GPU memory, and, after processing, the results back to
the RAM memory of the workstation through the PCIe bus (Table 1). Nevertheless
the profit of fast calculations is so high that the implementation of GPU is fully
justified.
The efficiency of this data processing depends on the utilized hardware. On a
modern workstation equipped with an Intel Core i7-7700K 4.2 GHz processor,
32 GB RAM memory, and NVIDIA GTX 1080 graphics processor, the computation
acceleration is over 60 times when the process includes data transferring and almost
140 times for data processing only. The workstation actually used with our OCT
configuration is equipped with Intel Core i7-960 3.2 GHz processors, 12 GB RAM,
and NVIDIA GTX 580 GPU. The acceleration obtained with our software on this
machine is slightly lower and amounts to 49 and 90 times (with and without data
transfer). The details are presented in Table 1.
4. Examples of structural images of artwork
As a first example of application, OCT scans from examination of the early
nineteenth-century painting on canvas “Portrait of Sir John Wylie” by F. Franck are
presented (Figure 2). They are shown (as all tomograms in this chapter) with false
color scale: structures strongly reflecting/scattering of the probing light are
displayed in warm colors (red to yellow), whereas structures scattering/reflecting
moderately or weekly in cold colors, from green to blue. Areas fully transparent or
not accessible to the probing light are shown as black. The tomograms are corrected
for refraction in the materials penetrated by the probing beam. Since most var-
nishes and binders have refractive indices from the range of 1.48 to 1.53 [45, 46], it
is reasonable to assume an average value of 1.5 for recalculation of axial distances
from optical to geometrical ones: for thin layers of varnishes possible systematic
error will be below the axial resolution. The correction can be done either by the
appropriate redrawing of the tomogram by application of a ray-tracing procedure
taking into account ray refraction at the air-varnish boundary or by a simplified
method. This approach, used in the examples presented herein, is acceptable for flat
structures and is performed just by shortening of all vertical distances below the







GPU Transfer data to the GPU 5.77 15.27 7.45 24.36
Processing 6.86 13.20
Transfer of the results to the host 2.64 3.71
CPU Processing 940 1200
CPU/GPU time 62 49
Table 1.
The time profit of using GPU processing over using the main processor (CPU) measured for two systems:
modern, with Intel Core i7-7700K and actually installed in our tomograph, with Intel Core i7-960.
154
Optical Coherence Tomography and Its Non-medical Applications
distances below the surface and measured with scale appropriate for air above the
object’s surface (and thus for the surface topography) must be divided by 1.5.
Another typical feature of tomograms used for this application is that they are
vertically stretched for better readability. It is acceptable since the axial resolution is
usually significantly higher.
In Figure 2, two examples are shown: (A) with original structure of paint layer
and some secondary varnish layers and (B) area with original structure (left) and
after considerable restoration (right) which included filing a paint loss with putty
and reconstruction of the paint layer. Under surface of the painting, three varnish
layers are seen and below, locally, a glaze layer. The last visible structure is always
an opaque paint layer. If its absorption of OCT probing light is not extremely high,
some multiscattering events within this layer occur, and fading tails of the signal are
visible below the surface of paint (marked 5 and 7 in Figure 2).
Since OCT utilizes light to probe the object, it is possible to examine structures
normally not accessible for inspection. As for the application to objects of art, it is
Figure 2.
OCT cross section over subsurface structures of an early nineteenth-century oil painting on canvas “Portrait of
Sir John Wylie” by F. Franck. Tomograms (A, original structure of paint layers; B, restored structure at right)
are corrected for refraction; thus, scale bars show geometrical distances, and false color intensity scale is used.
Upper panels, from the left: a photo of the paintings with two spots (12  12 mm2) of examination marked as
A and B, images from the OCT annotation camera with areas of OCT scanning clearly marked. Below:
exemplary tomograms and surface profiles rendered for OCT data with exact locations of OCT scans marked
green. Tomograms and surface profiles are vertically stretched for better readability. Structures resolved: 1, three
layers of varnish; 2, glaze layer; 3, loss in the varnish layer; 4, semitransparent paint layer; 5, opaque paint
layer; 6, retouching covered by thin varnish layer; 7, putty.
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tomography data is well suited for parallelization using the GPUs—calculations
performed on successive spectra are independent of each other, and the complexity
is primarily related to the amount of data being processed.
To benefit from this advantage of GPU, we have developed and successfully
implemented our own software for parallel processing of the OCT data [43, 44]. It is
worthwhile to note that in the case of this implementation, more time is needed to
transfer the raw data to the GPU memory, and, after processing, the results back to
the RAM memory of the workstation through the PCIe bus (Table 1). Nevertheless
the profit of fast calculations is so high that the implementation of GPU is fully
justified.
The efficiency of this data processing depends on the utilized hardware. On a
modern workstation equipped with an Intel Core i7-7700K 4.2 GHz processor,
32 GB RAM memory, and NVIDIA GTX 1080 graphics processor, the computation
acceleration is over 60 times when the process includes data transferring and almost
140 times for data processing only. The workstation actually used with our OCT
configuration is equipped with Intel Core i7-960 3.2 GHz processors, 12 GB RAM,
and NVIDIA GTX 580 GPU. The acceleration obtained with our software on this
machine is slightly lower and amounts to 49 and 90 times (with and without data
transfer). The details are presented in Table 1.
4. Examples of structural images of artwork
As a first example of application, OCT scans from examination of the early
nineteenth-century painting on canvas “Portrait of Sir John Wylie” by F. Franck are
presented (Figure 2). They are shown (as all tomograms in this chapter) with false
color scale: structures strongly reflecting/scattering of the probing light are
displayed in warm colors (red to yellow), whereas structures scattering/reflecting
moderately or weekly in cold colors, from green to blue. Areas fully transparent or
not accessible to the probing light are shown as black. The tomograms are corrected
for refraction in the materials penetrated by the probing beam. Since most var-
nishes and binders have refractive indices from the range of 1.48 to 1.53 [45, 46], it
is reasonable to assume an average value of 1.5 for recalculation of axial distances
from optical to geometrical ones: for thin layers of varnishes possible systematic
error will be below the axial resolution. The correction can be done either by the
appropriate redrawing of the tomogram by application of a ray-tracing procedure
taking into account ray refraction at the air-varnish boundary or by a simplified
method. This approach, used in the examples presented herein, is acceptable for flat
structures and is performed just by shortening of all vertical distances below the
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distances below the surface and measured with scale appropriate for air above the
object’s surface (and thus for the surface topography) must be divided by 1.5.
Another typical feature of tomograms used for this application is that they are
vertically stretched for better readability. It is acceptable since the axial resolution is
usually significantly higher.
In Figure 2, two examples are shown: (A) with original structure of paint layer
and some secondary varnish layers and (B) area with original structure (left) and
after considerable restoration (right) which included filing a paint loss with putty
and reconstruction of the paint layer. Under surface of the painting, three varnish
layers are seen and below, locally, a glaze layer. The last visible structure is always
an opaque paint layer. If its absorption of OCT probing light is not extremely high,
some multiscattering events within this layer occur, and fading tails of the signal are
visible below the surface of paint (marked 5 and 7 in Figure 2).
Since OCT utilizes light to probe the object, it is possible to examine structures
normally not accessible for inspection. As for the application to objects of art, it is
Figure 2.
OCT cross section over subsurface structures of an early nineteenth-century oil painting on canvas “Portrait of
Sir John Wylie” by F. Franck. Tomograms (A, original structure of paint layers; B, restored structure at right)
are corrected for refraction; thus, scale bars show geometrical distances, and false color intensity scale is used.
Upper panels, from the left: a photo of the paintings with two spots (12  12 mm2) of examination marked as
A and B, images from the OCT annotation camera with areas of OCT scanning clearly marked. Below:
exemplary tomograms and surface profiles rendered for OCT data with exact locations of OCT scans marked
green. Tomograms and surface profiles are vertically stretched for better readability. Structures resolved: 1, three
layers of varnish; 2, glaze layer; 3, loss in the varnish layer; 4, semitransparent paint layer; 5, opaque paint
layer; 6, retouching covered by thin varnish layer; 7, putty.
155
OCT for Examination of Cultural Heritage Objects
DOI: http://dx.doi.org/10.5772/intechopen.88215
often the case of reverse paintings on glass (la peinture sur verre inversé,
Hinterglasmalerei) technique popular in Europe, especially favored since the middle
of the eighteenth century. Later, in the nineteenth century, it has become popular in
folk art, especially in Central Europe. The picture is painted on glass and intended to
be viewed through it. Glass serves both as the support and the protection of the
paint, which makes this technique suitable for items designed for continuous use,
such as decorations of craftwork, miniatures, devotional items, etc. The major
disadvantage inherent for this painting technique is an overtime decrease of adhe-
sion of the paint layer to glass, causing delamination. Ironically, the protecting glass
complicates significantly the conservation treatments since the paint layer is not
accessible from the front and very often also from the back.
OCT provides in this case a convenient method for examination of the state of
preservation of the object. The application to folk art was reported already [47];
here it is demonstrated for the miniature from the collection of the National
Museum in Krakow, Poland (Figure 3). The tomogram was collected through the
Figure 3.
Through glass OCT examination of the miniature from the collection of the National Museum in Krakow
(MNK III-min 933), 5.2  6.3 cm2, reverse paintings on glass. Tomogram is not corrected for refraction; scale
bars represent 200 μm in both directions. White arrow points to the early delamination of paint. Photos: Karol
Kowalik, Photographic Laboratory of National Museum in Krakow, PL. Bottom right. An IR reflectogram
generated from OCT data by integration over A-scans with exact localization of the tomogram.
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covering glass, and thus, its upper surface is not visible since it lies beyond the
imaging range of the tomograph. Therefore, the first visible line from the top is a
bottom surface of glass. Below, partially attached to the support, the paint layer is
evident. The gap between glass and paint may be directly measured at the tomo-
gram and in this case varies 0.19–0.26 mm for one flake and reaches even 0.5 mm
for the other one. Additionally, some traces of further delamination (marked by
white arrow) are discernible. It may be interpreted as an evidence of a progressing
process of destruction.
5. Application for varnish removal assessment
Varnish removal is one of the most often performed restoration treatments.
Despite the fact that according to the contemporary approach to conservation/
restoration of artworks, interventions should be as minimal as possible, and
removal of past varnishes is a commonly accepted practice. Most common reasons
for this include yellowing of varnish changing the esthetic perception of the colors
of the underlying paint as well as loss of varnish transparency due to its blanching,
cracking, or delaminations. The action must be taken with caution so as not to
damage the paint layer underneath. In particular, if most common chemical
removal is planned, a proper solvent and means of use (through controlled swab-
bing or gel application) must be determined.
The ability of OCT to visualize varnish layers makes it a convenient tool to
monitor a varnish removal with chemical treatment and/or laser ablation qualita-
tively [36, 37] and quantitatively [33, 39, 40]. An application of OCT for quantitative
assessment of varnish removal by swabbing is experimentally challenging because it
is difficult to avoid micro-displacements of the object between sequential measure-
ments caused by the contact with a cotton swab. The amount of material removed in
one step of swabbing (or other cleaning process, e.g., laser ablation) is measured by
subtraction of two surface profiles, obtained before and after treatment. However,
the result will be reliable only if the position of the object in 3D space before and after
is the same with a micrometer precision. As it was mentioned earlier, it is usually not
possible to mechanically maintain the position of the object with the required accu-
racy (especially in case of paintings on canvas). Therefore, one of OCT data set must
be numerically shifted in all three dimensions to achieve desired correlation of sur-
face profiles. If the cleaning spot is significantly smaller than the area covered by OCT
3D scan, the solution is quite simple: the requested shifts may be obtained by corre-
lating the non-treated edges of the scanned area which—in this case—will be exactly
the same [33]. If, however, for any reason, the surface of the whole scanned area was
altered, another procedure must be applied. In order to determine the amount of the
removed material, only surface profiles obtained from OCT data are needed. How-
ever, for the proper correlation of data cubes, the inner structure—obviously not
altered by the treatment—must be used. In this case it is the surface of the opaque
paint layer, well visible at the tomograms. To use it as a reference, however, the
tomograms must be corrected for refraction: a thickness of varnish above is by
definition different, and thus, the refraction deformation is different as well, and
thus, correlation of images would be systematically wrong without such a correction.
In Figure 4 the entire procedure is illustrated on the example of a multistep test
of secondary varnish removal from a panel painting. In this case, the solvent
treatment by means of swabbing was chosen. In every step a cotton swab with
solvent was rolled over the surface of the painting once. The aim of the test was to
determine a safe amount of rolls which will not affect a paint layer and assay the
homogeneity of the treatment. Before the test and after each of 13 cleaning steps, a
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be viewed through it. Glass serves both as the support and the protection of the
paint, which makes this technique suitable for items designed for continuous use,
such as decorations of craftwork, miniatures, devotional items, etc. The major
disadvantage inherent for this painting technique is an overtime decrease of adhe-
sion of the paint layer to glass, causing delamination. Ironically, the protecting glass
complicates significantly the conservation treatments since the paint layer is not
accessible from the front and very often also from the back.
OCT provides in this case a convenient method for examination of the state of
preservation of the object. The application to folk art was reported already [47];
here it is demonstrated for the miniature from the collection of the National
Museum in Krakow, Poland (Figure 3). The tomogram was collected through the
Figure 3.
Through glass OCT examination of the miniature from the collection of the National Museum in Krakow
(MNK III-min 933), 5.2  6.3 cm2, reverse paintings on glass. Tomogram is not corrected for refraction; scale
bars represent 200 μm in both directions. White arrow points to the early delamination of paint. Photos: Karol
Kowalik, Photographic Laboratory of National Museum in Krakow, PL. Bottom right. An IR reflectogram
generated from OCT data by integration over A-scans with exact localization of the tomogram.
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covering glass, and thus, its upper surface is not visible since it lies beyond the
imaging range of the tomograph. Therefore, the first visible line from the top is a
bottom surface of glass. Below, partially attached to the support, the paint layer is
evident. The gap between glass and paint may be directly measured at the tomo-
gram and in this case varies 0.19–0.26 mm for one flake and reaches even 0.5 mm
for the other one. Additionally, some traces of further delamination (marked by
white arrow) are discernible. It may be interpreted as an evidence of a progressing
process of destruction.
5. Application for varnish removal assessment
Varnish removal is one of the most often performed restoration treatments.
Despite the fact that according to the contemporary approach to conservation/
restoration of artworks, interventions should be as minimal as possible, and
removal of past varnishes is a commonly accepted practice. Most common reasons
for this include yellowing of varnish changing the esthetic perception of the colors
of the underlying paint as well as loss of varnish transparency due to its blanching,
cracking, or delaminations. The action must be taken with caution so as not to
damage the paint layer underneath. In particular, if most common chemical
removal is planned, a proper solvent and means of use (through controlled swab-
bing or gel application) must be determined.
The ability of OCT to visualize varnish layers makes it a convenient tool to
monitor a varnish removal with chemical treatment and/or laser ablation qualita-
tively [36, 37] and quantitatively [33, 39, 40]. An application of OCT for quantitative
assessment of varnish removal by swabbing is experimentally challenging because it
is difficult to avoid micro-displacements of the object between sequential measure-
ments caused by the contact with a cotton swab. The amount of material removed in
one step of swabbing (or other cleaning process, e.g., laser ablation) is measured by
subtraction of two surface profiles, obtained before and after treatment. However,
the result will be reliable only if the position of the object in 3D space before and after
is the same with a micrometer precision. As it was mentioned earlier, it is usually not
possible to mechanically maintain the position of the object with the required accu-
racy (especially in case of paintings on canvas). Therefore, one of OCT data set must
be numerically shifted in all three dimensions to achieve desired correlation of sur-
face profiles. If the cleaning spot is significantly smaller than the area covered by OCT
3D scan, the solution is quite simple: the requested shifts may be obtained by corre-
lating the non-treated edges of the scanned area which—in this case—will be exactly
the same [33]. If, however, for any reason, the surface of the whole scanned area was
altered, another procedure must be applied. In order to determine the amount of the
removed material, only surface profiles obtained from OCT data are needed. How-
ever, for the proper correlation of data cubes, the inner structure—obviously not
altered by the treatment—must be used. In this case it is the surface of the opaque
paint layer, well visible at the tomograms. To use it as a reference, however, the
tomograms must be corrected for refraction: a thickness of varnish above is by
definition different, and thus, the refraction deformation is different as well, and
thus, correlation of images would be systematically wrong without such a correction.
In Figure 4 the entire procedure is illustrated on the example of a multistep test
of secondary varnish removal from a panel painting. In this case, the solvent
treatment by means of swabbing was chosen. In every step a cotton swab with
solvent was rolled over the surface of the painting once. The aim of the test was to
determine a safe amount of rolls which will not affect a paint layer and assay the
homogeneity of the treatment. Before the test and after each of 13 cleaning steps, a
157
OCT for Examination of Cultural Heritage Objects
DOI: http://dx.doi.org/10.5772/intechopen.88215
3D OCT scan was performed over an area of 10  10 mm2 by collection of 100
tomograms composed of 3000 A-scans each. Exemplary tomograms, chosen only
for presentation in this account, are shown for all steps in Video 1 available from h
ttp://repozytorium.umk.pl/handle/item/5906. Tomograms are not corrected for
refraction; therefore, two scale bars are shown: for use in air and in a medium with
nR = 1.5. Random shifts both in X and Z directions are clearly visible. To process, at
first the surface profiles were determined from each OCT 3D scan (see Figure 4c
and d for two examples—before the test and after the last step, respectively). Then
all OCT tomograms were corrected for refraction (nR = 1.5) with simplified method
as described above. As it can be seen from the exemplary tomograms (again before
the test and after the last step) shown in Figure 4a, voxels are displaced in both X
and Z directions due to unavoidable micro-displacements of the panel caused by
contact with the swab. Therefore, the second tomogram had to be shifted in both
directions to achieve desirable correlation of the paint layer (Figure 4b). It is
worthwhile to note that in this particular case, displacement in Y direction, between
B-scans, was determined to be smaller than the distance between adjacent scans
Figure 4.
Varnish removal monitoring by OCT; (a) superimposed OCT tomograms collected before (red) and after
(blue) the 13th step of cleaning process, white dots represent pixels common in both tomograms, data not
correlated, both tomograms corrected for refraction; (b) same but after correlation of the paint layer
(ΔX = 30, ΔZ = 13 pixels); (c) surface profile before cleaning; (d) surface profile after cleaning; (e) photo
from the OCT annotation camera taken after cleaning; (f) map of the varnish deficit after cleaning, red, area
for averaging of varnish deficit; (g) average varnish thickness removed in consecutive steps.
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(0.1 mm) and thus was not taken into account. Knowing the necessary shifts, the
maps of an amount varnish removed (deficit) were calculated (Figure 4f). For
every map, the average amount was calculated over the red rectangle, and result is
shown in Figure 4g. Since, for obvious reason, it is not possible to present in the
figure results for all the steps, they can be viewed as Video 2 available from http://re
pozytorium.umk.pl/handle/item/5905.
Inspection of results obtained with OCT from this test permits to draw certain
conclusions important for planning of the prospective restoration. Firstly, the
varnish removal is not homogenous: after 13 steps it is almost completely removed
from most protruding areas at the raised edges of paint layer along craquelure (fully
covered by varnish before treatment), whereas it remains in about ½ of it its
original thickness in recesses. Surprisingly, as it can be clearly seen from Figure 4,
the mechanical action (during swabbing) has less impact in the raised areas along
the craquelure than in the recesses. Apparently, the varnish is less soluble over the
craquelure than in between. What is more, the analysis of Figure 4g leads to the
conclusion that there is a critical range in the process around the eighth step, when
it develops very quickly and the thickness of the varnish decreases rapidly. This is
due to the phenomenon of swelling of varnish. Knowing at which point in the
cleaning process this rapid leap in the varnish removal rate occurs aids the
conservator-restorer to control the process with caution. In the case of the painting
presented here, the varnish removal rate decreased in the last four steps of the
OCT-monitored cleaning test. The reason for this is uncertain, one may hypothesize
that the bottom varnish layers were less soluble since they were the oldest ones.
Such monitoring of the dynamic of varnish removal with OCT, even if
performer locally, can then be utilized by the restorer to safely clean the whole
painting, now without OCT assistance.
6. Conclusions
OCT has been used to study works of art for the last 15 years. During this time, a
set of applications was developed, related to the study of the structure of the
artwork, especially as a supporting tool for preventive conservation and restoration.
The ability of OCT to inspect superficial layers like varnishes, glazes, and
overpaintings—just to use examination of easel paining as an example—makes it
especially efficient in tracing former restorations and detecting surface-related
damages such as cracks, delaminations, lead soap formations, etc. In many cases,
especially for most valuable artworks as well as the ones in a good state of preser-
vation without visible losses, traditional method of investigation of the structure of
an object of art by taking samples of the material is not permitted. Due to its
noninvasiveness, OCT is in this case the only technique capable of visualization of
the subsurface structures of works of art with desirable resolution and contrast. The
OCT examination is also fast and possible to be carried out in a place where the
objects are stored or displayed. This last remark is, as it is clear from the experience
of the authors, very important, because in the focus of all the curators of collections
is the safety of objects and their preservation for future generations. There is no
doubt that optical coherence tomography contributes to this goal.
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(0.1 mm) and thus was not taken into account. Knowing the necessary shifts, the
maps of an amount varnish removed (deficit) were calculated (Figure 4f). For
every map, the average amount was calculated over the red rectangle, and result is
shown in Figure 4g. Since, for obvious reason, it is not possible to present in the
figure results for all the steps, they can be viewed as Video 2 available from http://re
pozytorium.umk.pl/handle/item/5905.
Inspection of results obtained with OCT from this test permits to draw certain
conclusions important for planning of the prospective restoration. Firstly, the
varnish removal is not homogenous: after 13 steps it is almost completely removed
from most protruding areas at the raised edges of paint layer along craquelure (fully
covered by varnish before treatment), whereas it remains in about ½ of it its
original thickness in recesses. Surprisingly, as it can be clearly seen from Figure 4,
the mechanical action (during swabbing) has less impact in the raised areas along
the craquelure than in the recesses. Apparently, the varnish is less soluble over the
craquelure than in between. What is more, the analysis of Figure 4g leads to the
conclusion that there is a critical range in the process around the eighth step, when
it develops very quickly and the thickness of the varnish decreases rapidly. This is
due to the phenomenon of swelling of varnish. Knowing at which point in the
cleaning process this rapid leap in the varnish removal rate occurs aids the
conservator-restorer to control the process with caution. In the case of the painting
presented here, the varnish removal rate decreased in the last four steps of the
OCT-monitored cleaning test. The reason for this is uncertain, one may hypothesize
that the bottom varnish layers were less soluble since they were the oldest ones.
Such monitoring of the dynamic of varnish removal with OCT, even if
performer locally, can then be utilized by the restorer to safely clean the whole
painting, now without OCT assistance.
6. Conclusions
OCT has been used to study works of art for the last 15 years. During this time, a
set of applications was developed, related to the study of the structure of the
artwork, especially as a supporting tool for preventive conservation and restoration.
The ability of OCT to inspect superficial layers like varnishes, glazes, and
overpaintings—just to use examination of easel paining as an example—makes it
especially efficient in tracing former restorations and detecting surface-related
damages such as cracks, delaminations, lead soap formations, etc. In many cases,
especially for most valuable artworks as well as the ones in a good state of preser-
vation without visible losses, traditional method of investigation of the structure of
an object of art by taking samples of the material is not permitted. Due to its
noninvasiveness, OCT is in this case the only technique capable of visualization of
the subsurface structures of works of art with desirable resolution and contrast. The
OCT examination is also fast and possible to be carried out in a place where the
objects are stored or displayed. This last remark is, as it is clear from the experience
of the authors, very important, because in the focus of all the curators of collections
is the safety of objects and their preservation for future generations. There is no
doubt that optical coherence tomography contributes to this goal.
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Abstract
In this chapter we consider mapping of local strains and tissue elasticity in optical
coherence tomography (OCT) based on analysis of phase-sensitive OCT scans. Con-
ventional structural OCT scans correspond to spatially resolved mapping of the
backscattering intensity of the probing optical beam. Deeper analysis of such sequen-
tially acquired multiple OCT scans can be used to extract additional information
about motion of scatterers in the examined region. Such detailed analysis of OCT
scans has already resulted in creation of OCT-based visualization of blood microcir-
culation, which has been implemented in several commercially available devices,
especially for ophthalmic applications. Another functional extension of OCT emerg-
ing in recent years is the OCT-based elastography, i.e., mapping of local strains and
elastic properties in the imaged region. Here, we describe the main principles of local
strain mapping in phase-sensitive OCT with a special focus on the recently proposed
efficient vector method of estimation of interframe phase-variation gradients. The
initially performedmapping of local strains is then used for realization of quantitative
compressional elastography, i.e., mapping of the Young modulus and obtaining
stress-strain dependences for the studied samples. The discussed principles are illus-
trated by simulated and experimental examples of elastographic OCT-based visuali-
zation. The presented elastographic principles are rather general and can be used in a
wide area of biomedical and technical applications.
Keywords: optical coherence elastography, phase-sensitive OCT, strain mapping,
deformation imaging, stiffness mapping, Young modulus mapping
1. Introduction
Scans in optical coherence tomography (OCT) strongly resemble those obtained
by ultrasound scanners. Conventional OCT images correspond to spatially resolved
visualization of the backscattering intensity for optical waves similarly to visualiza-
tion of backscattering intensity of ultrasonic waves. Deeper analysis of such images,
especially applied to sequentially acquired multiple scans, opens possibilities to
extract a rich additional information about motion of scatterers in the examined
region. The development of such functional extensions in OCT imaging was in
many aspects stimulated by the analogous trends in ultrasound.
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Abstract
In this chapter we consider mapping of local strains and tissue elasticity in optical
coherence tomography (OCT) based on analysis of phase-sensitive OCT scans. Con-
ventional structural OCT scans correspond to spatially resolved mapping of the
backscattering intensity of the probing optical beam. Deeper analysis of such sequen-
tially acquired multiple OCT scans can be used to extract additional information
about motion of scatterers in the examined region. Such detailed analysis of OCT
scans has already resulted in creation of OCT-based visualization of blood microcir-
culation, which has been implemented in several commercially available devices,
especially for ophthalmic applications. Another functional extension of OCT emerg-
ing in recent years is the OCT-based elastography, i.e., mapping of local strains and
elastic properties in the imaged region. Here, we describe the main principles of local
strain mapping in phase-sensitive OCT with a special focus on the recently proposed
efficient vector method of estimation of interframe phase-variation gradients. The
initially performedmapping of local strains is then used for realization of quantitative
compressional elastography, i.e., mapping of the Young modulus and obtaining
stress-strain dependences for the studied samples. The discussed principles are illus-
trated by simulated and experimental examples of elastographic OCT-based visuali-
zation. The presented elastographic principles are rather general and can be used in a
wide area of biomedical and technical applications.
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1. Introduction
Scans in optical coherence tomography (OCT) strongly resemble those obtained
by ultrasound scanners. Conventional OCT images correspond to spatially resolved
visualization of the backscattering intensity for optical waves similarly to visualiza-
tion of backscattering intensity of ultrasonic waves. Deeper analysis of such images,
especially applied to sequentially acquired multiple scans, opens possibilities to
extract a rich additional information about motion of scatterers in the examined
region. The development of such functional extensions in OCT imaging was in
many aspects stimulated by the analogous trends in ultrasound.
165
In this context, probably the most well-known extension of ultrasound-based
imaging is visualization of flows (first of all, imaging of blood flows in medical
ultrasound angiography [1]). In OCT, generically similar principles in the 2000s
were also used to realize OCT-based visualization of blood microcirculation. Since
the typical imaging depth in OCT is �1–2 mm and lateral field of view �several
millimeters, OCT-based angiography visualizes the microcirculation on a smaller
scale in comparison with ultrasound but correspondingly with a higher resolution
typical of OCT, where the typical resolution is 5–15 μm. Now the angiographic
modality in OCT is implemented in several commercially available devices,
especially for ophthalmology [2] but also for other medical applications, e.g., in
oncology [3–5].
Another functional extension of OCT, the development of which was also
inspired by analogous trends in ultrasonic imaging, is the optical coherence
elastography (OCE), i.e., mapping of deformations (including local strains) and
elastic properties (first of all, the Young modulus) in the imaged region. This
direction in OCT development was triggered in 1998 by the seminal publication by
Schmitt [6]. In that paper, Schmitt considered the possibility of transferring to OCT
the ideas proposed in medical ultrasound in the very beginning of 1990s [7]. This
approach was rather successfully developed in subsequent years [8] and since
�2000 was realized in several commercially available ultrasound platforms.
In OCT, however, the development of elastographic mode passed with
10–15 years delay. Despite the evident similarity between ultrasound and OCT
scans, the transferring to OCT, the elastographic principles successfully realized in
ultrasound appeared to be rather challenging. Sufficiently successful realizations of
OCT-based elastography were demonstrated only during the last�5 years. Similarly
to OCT-based microangiography, elastography in OCT is mostly focused on bio-
medical applications (e.g., [9–12]), but certainly similar principles attract interest
for engineering applications, e.g., for testing polymers [13].
In what follows, we briefly overview the main trends in the development of
OCE, including measurement of strains and quantitative OCT-based mapping of
the Young modulus with focus of the so-called compressional phase-sensitive OCE
that became one of the most active directions in the development of OCE.
2. Basic principles used in OCE
The basic principles used for realization of OCE generically are rather similar to
those used in ultrasound imaging for elastographic purposes. The primary goal of
elastography is to estimate the shear modulus of the studied material (at least in the
relative sense without absolute quantification). In biomedical applications this
interest is explained by the fact that all soft biological tissues have very similar value
of the bulk modulus that varies very insignificantly in various states of the tissue. In
contrast, the shear modulus for the same state of the tissue may exhibit much
stronger variability, up to several times and even orders of magnitude. Therefore, it
is the observation of shear modulus variability which is especially interesting for
studying structural changes in soft materials. The materials that are called “soft” at
the intuitive level formally belong to the class of “nearly incompressible” or “water-
like” materials, for which their Poisson’s ratio ν is very close to the upper physically
allowable limit ν ! 0:5, i.e., to the value typical of liquids. The condition ν ! 0:5
also means that the shear modulus G of such a material is much smaller than its bulk
modulus K: G=K≪ 1. When a rod, made of such a material with free boundaries in
lateral direction, is subjected to axial loading that causes its axial strain εzz, the soft
material experiences lateral strains εxx ¼ εyy≈� 0:5εzz. Consequently, the expansion
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in one direction is compensated by contraction in the orthogonal directions, such
that the volume of the so-loaded sample remains almost invariable. This explains
why materials with ν ! 0:5 are called “nearly incompressible.”
Another remarkable feature of such materials with ν ! 0:5 is a rather specific
relationship between their Young modulus G and shear modulus E ¼ 2 1þ νð ÞG≈3G.
Therefore, instead of direct measurements of modulus G (via observation of prop-
agation of shear or surface waves, which is used in wave variants of both ultrasonic
elastography [14] and OCE [15]), it is possible to use reaction of the tissue under
longitudinal uniaxial stress to evaluate the Young modulus E ¼ 3G.
The idea to use quasistatic uniaxial stress for estimation of the Young modulus
was proposed for ultrasound [7] and was transferred to OCT in paper [6]. In
practice, the strain, which can be characterized as fairly close to uniform and
uniaxial, is created in the vicinity of a piston pressed onto a tissue that is not stuck at
the piston-tissue interface and can fairly freely slide laterally. This strain is created
by compressional loading, so that the idea of measuring the Young modulus in such
a configuration is called compressional (or compression) elastography.
The key point in realization of compressional OCE is, therefore, estimation of
axial strains in the so-compressed material by analyzing a series of OCT scans
acquired during the material compression. Comparison of such scans can be used to
reconstruct axial displacements U zð Þ of scatterers, and the local axial strains can be




For tracking the displacements of scatterers, conventionally correlation princi-
ples have been discussed and fairly successfully realized in various applications,
including medical ultrasound elastography [8] and engineering problems, where
this processing is applied to sequences of photographic images of a deformed sur-
face [16]. In paper [6] similar principles were supposed to be transferred to the
analysis of OCT images. However, the attempts to directly transfer the correlational
principles of estimating strains by tracking displacements using consequently
acquired OCT scans were not very successful [17] in the sense that the
correlationally reconstructed displacement fields were rather noisy. In view of this,
their numerical differentiation required for reconstructing local strains did not give
satisfactory results.
The reason of this was that unlike photographic images, OCT scans are charac-
terized by a peculiar speckle structure originated in OCT scans from the interfer-
ence of optical waves scattered from sub-resolution scatterers. This speckle pattern
is rather sensitive to deformation of the imaged material, because straining pro-
duces relative displacements of the sub-resolution scatterers (for which a quarter-
wavelength mutual displacement in the axial direction changes the character of
interference of the scattered waves from constructive to destructive and vice
versa). In view of this, for fairly moderate strains � a few percent and even less,
speckles in OCT images may demonstrate pronounced “boiling” and “blinking”
resulting in strong decorrelation of the compared OCT scans. The intuitively
attractive idea to use the correlational speckle tracking for “sufficiently small
strains,” for which the abovementioned decorrelation could be avoided, did not
help too much. The reason is that in fact both masking distortions producing the
decorrelation and the variations in the speckle structure that are used for the
tracking purposes do appear simultaneously and are proportional to the same order
of strain [18]. Thus, even for small strains, the decorrelation of OCT images usually
does not allow for sufficiently precise correlational speckle tracking allowing for
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In this context, probably the most well-known extension of ultrasound-based
imaging is visualization of flows (first of all, imaging of blood flows in medical
ultrasound angiography [1]). In OCT, generically similar principles in the 2000s
were also used to realize OCT-based visualization of blood microcirculation. Since
the typical imaging depth in OCT is �1–2 mm and lateral field of view �several
millimeters, OCT-based angiography visualizes the microcirculation on a smaller
scale in comparison with ultrasound but correspondingly with a higher resolution
typical of OCT, where the typical resolution is 5–15 μm. Now the angiographic
modality in OCT is implemented in several commercially available devices,
especially for ophthalmology [2] but also for other medical applications, e.g., in
oncology [3–5].
Another functional extension of OCT, the development of which was also
inspired by analogous trends in ultrasonic imaging, is the optical coherence
elastography (OCE), i.e., mapping of deformations (including local strains) and
elastic properties (first of all, the Young modulus) in the imaged region. This
direction in OCT development was triggered in 1998 by the seminal publication by
Schmitt [6]. In that paper, Schmitt considered the possibility of transferring to OCT
the ideas proposed in medical ultrasound in the very beginning of 1990s [7]. This
approach was rather successfully developed in subsequent years [8] and since
�2000 was realized in several commercially available ultrasound platforms.
In OCT, however, the development of elastographic mode passed with
10–15 years delay. Despite the evident similarity between ultrasound and OCT
scans, the transferring to OCT, the elastographic principles successfully realized in
ultrasound appeared to be rather challenging. Sufficiently successful realizations of
OCT-based elastography were demonstrated only during the last�5 years. Similarly
to OCT-based microangiography, elastography in OCT is mostly focused on bio-
medical applications (e.g., [9–12]), but certainly similar principles attract interest
for engineering applications, e.g., for testing polymers [13].
In what follows, we briefly overview the main trends in the development of
OCE, including measurement of strains and quantitative OCT-based mapping of
the Young modulus with focus of the so-called compressional phase-sensitive OCE
that became one of the most active directions in the development of OCE.
2. Basic principles used in OCE
The basic principles used for realization of OCE generically are rather similar to
those used in ultrasound imaging for elastographic purposes. The primary goal of
elastography is to estimate the shear modulus of the studied material (at least in the
relative sense without absolute quantification). In biomedical applications this
interest is explained by the fact that all soft biological tissues have very similar value
of the bulk modulus that varies very insignificantly in various states of the tissue. In
contrast, the shear modulus for the same state of the tissue may exhibit much
stronger variability, up to several times and even orders of magnitude. Therefore, it
is the observation of shear modulus variability which is especially interesting for
studying structural changes in soft materials. The materials that are called “soft” at
the intuitive level formally belong to the class of “nearly incompressible” or “water-
like” materials, for which their Poisson’s ratio ν is very close to the upper physically
allowable limit ν ! 0:5, i.e., to the value typical of liquids. The condition ν ! 0:5
also means that the shear modulus G of such a material is much smaller than its bulk
modulus K: G=K≪ 1. When a rod, made of such a material with free boundaries in
lateral direction, is subjected to axial loading that causes its axial strain εzz, the soft
material experiences lateral strains εxx ¼ εyy≈� 0:5εzz. Consequently, the expansion
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in one direction is compensated by contraction in the orthogonal directions, such
that the volume of the so-loaded sample remains almost invariable. This explains
why materials with ν ! 0:5 are called “nearly incompressible.”
Another remarkable feature of such materials with ν ! 0:5 is a rather specific
relationship between their Young modulus G and shear modulus E ¼ 2 1þ νð ÞG≈3G.
Therefore, instead of direct measurements of modulus G (via observation of prop-
agation of shear or surface waves, which is used in wave variants of both ultrasonic
elastography [14] and OCE [15]), it is possible to use reaction of the tissue under
longitudinal uniaxial stress to evaluate the Young modulus E ¼ 3G.
The idea to use quasistatic uniaxial stress for estimation of the Young modulus
was proposed for ultrasound [7] and was transferred to OCT in paper [6]. In
practice, the strain, which can be characterized as fairly close to uniform and
uniaxial, is created in the vicinity of a piston pressed onto a tissue that is not stuck at
the piston-tissue interface and can fairly freely slide laterally. This strain is created
by compressional loading, so that the idea of measuring the Young modulus in such
a configuration is called compressional (or compression) elastography.
The key point in realization of compressional OCE is, therefore, estimation of
axial strains in the so-compressed material by analyzing a series of OCT scans
acquired during the material compression. Comparison of such scans can be used to
reconstruct axial displacements U zð Þ of scatterers, and the local axial strains can be




For tracking the displacements of scatterers, conventionally correlation princi-
ples have been discussed and fairly successfully realized in various applications,
including medical ultrasound elastography [8] and engineering problems, where
this processing is applied to sequences of photographic images of a deformed sur-
face [16]. In paper [6] similar principles were supposed to be transferred to the
analysis of OCT images. However, the attempts to directly transfer the correlational
principles of estimating strains by tracking displacements using consequently
acquired OCT scans were not very successful [17] in the sense that the
correlationally reconstructed displacement fields were rather noisy. In view of this,
their numerical differentiation required for reconstructing local strains did not give
satisfactory results.
The reason of this was that unlike photographic images, OCT scans are charac-
terized by a peculiar speckle structure originated in OCT scans from the interfer-
ence of optical waves scattered from sub-resolution scatterers. This speckle pattern
is rather sensitive to deformation of the imaged material, because straining pro-
duces relative displacements of the sub-resolution scatterers (for which a quarter-
wavelength mutual displacement in the axial direction changes the character of
interference of the scattered waves from constructive to destructive and vice
versa). In view of this, for fairly moderate strains � a few percent and even less,
speckles in OCT images may demonstrate pronounced “boiling” and “blinking”
resulting in strong decorrelation of the compared OCT scans. The intuitively
attractive idea to use the correlational speckle tracking for “sufficiently small
strains,” for which the abovementioned decorrelation could be avoided, did not
help too much. The reason is that in fact both masking distortions producing the
decorrelation and the variations in the speckle structure that are used for the
tracking purposes do appear simultaneously and are proportional to the same order
of strain [18]. Thus, even for small strains, the decorrelation of OCT images usually
does not allow for sufficiently precise correlational speckle tracking allowing for
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performing subsequent differentiation and finding strains via Eq. (1). The possibil-
ities of correlational speckle tracking in OCT imaging of deformed tissues were
analyzed in detail [19]. The conclusion was that by the abovementioned reasons, the
correlational approach to strain reconstruction in OCT can be practically feasible
for super-broadband spectrum of the illuminating source (like used in [20]), for
which the deformation-induced speckle blinking/boiling is strongly suppressed.
Otherwise the correlation approach is operable for only approximate strain estima-
tions, i.e., with averaging over large portions of the entire OCT scan. By this reason
in what follows, we will focus on another realization of compressional OCE,
based on phase-resolved measurement. This approach has proven to be rather
promising and is especially actively developed in recent years.
In OCT the phase of the backscattered signal is naturally available and can be
readily used to track the displacements of scatterers using the well-known relation-





where λ0 is the optical wavelength in vacuum and n is refractive index of the
material. It can be shown that the phase of the OCT signal can be more tolerant to
strain-induced decorrelation [21]. Consequently, even for “typical” OCT systems
(i.e., without the need to ensure a super-broadband spectrum for reduction of
deformation-induced decorrelation), phase measurements related to the
displacements of scatterers can be made much more reliably than the correlational
speckle tracking. This is an important advantage of phase-sensitive approaches to
estimation of strains.
Thus, estimation of the axial gradient of phase variations Φ zð Þ makes it possible
to estimate local strains via Eq. (1). It is important to point out that for pixelated
OCT images, both the displacements and distances are naturally measured in pixels
(the physical values of both quantities being dependent on the refractive index).
Therefore, the gradients of the phase variations, also calculated in pixels, give
correct values of strain without the necessity to know the refractive index, which is
a positive feature of phase-sensitive OCT-based strain measurements.
Another important point is that, for unambiguous relation between the observed
interframe phase variation Φ zð Þ and displacements U zð Þ of scatterers in the obser-
vation point, the condition U zð Þ < λ=4 should be fulfilled. For larger displacements
the phase wrapping occurs because of periodicity of the dependence of parameters
of a wave on its phase. In view of this, the interframe displacement can be directly
extracted from the interframe phase variation only with an uncertainty to the
unknown integer number of wave periods. To exclude this ambiguity in estimations
of the displacements, the conventional approach to realization of unambiguous
estimation is to ensure sufficiently small interframe displacements that do not
exceed �λ=4 [22].
Alternatively, in the cases when the displacement of scatterers is caused by the
material straining, the displacements may gradually increase over the OCT scan in a
wide range from essentially sub-wavelength (without phase wrapping) to super-
wavelength values (with phase wrapping). Although multiple phase wrappings may
occur over the entire imaged depth, in order to reconstruct a continuous function
U zð Þ even for super-wavelength displacements, the gradual increase in the phase
variation makes it possible to apply conventional phase unwrapping procedures by
adding 2π rad. at every depth where the phase variation exhibits a 2π jump. How-
ever, the unwrapping procedure is error-prone, so that because of measurement
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noises always present in real measurements (especially in areas with weaker scat-
tering and reduced signal-to-noise ratio (SNR)), the unwrapped phase may be
rather noisy. Consequently, numerical differentiation of such a noisy function Φ zð Þ
(or equivalently U zð Þ) can be made with a reasonable accuracy only with averaging
over large portions of the entire imaged depth.
In what follows we consider an efficient recently developed approach to strain-
reconstruction phase-sensitive OCE based on local estimation of the gradient
dU zð Þ=dz without preliminary reconstruction of the displacement function in the
depth ranges where the estimates of the total displacement U zð Þ may be ambiguous
because of phase wrapping. Then some examples of the application of the phase-
sensitive strain visualization for mapping both fairly rapidly varying strains and
very slow varying ones (with special optimizations of the measurement procedures)
will be considered. Finally, we will discuss a realization of quasistatic compressional
OCE with application of reference translucent layers with pre-calibrated stiffness
for obtaining quantitative estimates of the Young modulus.
3. Local estimates of strains in phase-sensitive OCE using
the “vector method”
Significant progress in strain mapping has been achieved in OCE in recent years
due to transition to the use of phase-resolved OCT data. Quite a detailed discussion
of axial strain estimation based on phase-resolved data for compared deformed and
reference OCT scans was presented in [23]. In that paper, the least-square method
(including the improved version with amplitude weighting) was considered to
estimate local gradients of function Φ zð Þ using averaging over a window with a size
significantly smaller than the entire image size. In [24, 25] another procedure for
finding phase gradients was proposed. That approach was called “vector method,”
because it operates with complex-valued OCT signals (i.e., with signals character-
ized by amplitude and phase). Such signals can be considered as vectors in the
complex plane, which explains why the method is called “vector.” The estimated
phase gradient is singled out at the very last stage of the signal processing.
Comparison with the least-square fitting of the Φ zð Þ slope (even with amplitude
weighting to suppress noisy small-amplitude pixels) for the same processing win-
dow size demonstrated superior robustness of the vector method with respect to
strain-induced speckle-decorrelation noise and other measurement noises [24]. One
of the advantages of the vector method is due to the fact that the amplitude
weighting is also intrinsically made in the vector method (since the signal amplitude
determines the absolute value of the corresponding vector) and, furthermore,
especially strong phase errors exceeding π=2 rad. are naturally suppressed in this
method even for strong signals. The increased tolerance of the method to
decorrelation noises makes this method operable under elevated interframe strains
(up to �10�2). Consequently, for comparing other noises, the possibility to operate
with elevated strains with larger phase gradients corresponds to effectively higher
signal-to-noise ratio (SNR). This makes the vector method especially suitable for
visualization of aperiodic strains (with magnitudes in the range 10�3 � 10�2), for
which enhancement of SNR via conventional periodic averaging is not possible.
Consider the main steps of signal processing in the vector method. Let the
complex-valued signal in each pixel m; jð Þ in the reference scan be written as
a1 m; jð Þ ¼ A1 m; jð Þ exp i � ϕ1 m; jð Þ½ � and a2 m; jð Þ ¼ A2 m; jð Þ exp i � ϕ2 m; jð Þ½ � corre-
spond to the deformed scan. In each scan the signal amplitudes A1,2 and phases ϕ1,2
are random because of random positions and scattering strength of scatterers.
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performing subsequent differentiation and finding strains via Eq. (1). The possibil-
ities of correlational speckle tracking in OCT imaging of deformed tissues were
analyzed in detail [19]. The conclusion was that by the abovementioned reasons, the
correlational approach to strain reconstruction in OCT can be practically feasible
for super-broadband spectrum of the illuminating source (like used in [20]), for
which the deformation-induced speckle blinking/boiling is strongly suppressed.
Otherwise the correlation approach is operable for only approximate strain estima-
tions, i.e., with averaging over large portions of the entire OCT scan. By this reason
in what follows, we will focus on another realization of compressional OCE,
based on phase-resolved measurement. This approach has proven to be rather
promising and is especially actively developed in recent years.
In OCT the phase of the backscattered signal is naturally available and can be
readily used to track the displacements of scatterers using the well-known relation-





where λ0 is the optical wavelength in vacuum and n is refractive index of the
material. It can be shown that the phase of the OCT signal can be more tolerant to
strain-induced decorrelation [21]. Consequently, even for “typical” OCT systems
(i.e., without the need to ensure a super-broadband spectrum for reduction of
deformation-induced decorrelation), phase measurements related to the
displacements of scatterers can be made much more reliably than the correlational
speckle tracking. This is an important advantage of phase-sensitive approaches to
estimation of strains.
Thus, estimation of the axial gradient of phase variations Φ zð Þ makes it possible
to estimate local strains via Eq. (1). It is important to point out that for pixelated
OCT images, both the displacements and distances are naturally measured in pixels
(the physical values of both quantities being dependent on the refractive index).
Therefore, the gradients of the phase variations, also calculated in pixels, give
correct values of strain without the necessity to know the refractive index, which is
a positive feature of phase-sensitive OCT-based strain measurements.
Another important point is that, for unambiguous relation between the observed
interframe phase variation Φ zð Þ and displacements U zð Þ of scatterers in the obser-
vation point, the condition U zð Þ < λ=4 should be fulfilled. For larger displacements
the phase wrapping occurs because of periodicity of the dependence of parameters
of a wave on its phase. In view of this, the interframe displacement can be directly
extracted from the interframe phase variation only with an uncertainty to the
unknown integer number of wave periods. To exclude this ambiguity in estimations
of the displacements, the conventional approach to realization of unambiguous
estimation is to ensure sufficiently small interframe displacements that do not
exceed �λ=4 [22].
Alternatively, in the cases when the displacement of scatterers is caused by the
material straining, the displacements may gradually increase over the OCT scan in a
wide range from essentially sub-wavelength (without phase wrapping) to super-
wavelength values (with phase wrapping). Although multiple phase wrappings may
occur over the entire imaged depth, in order to reconstruct a continuous function
U zð Þ even for super-wavelength displacements, the gradual increase in the phase
variation makes it possible to apply conventional phase unwrapping procedures by
adding 2π rad. at every depth where the phase variation exhibits a 2π jump. How-
ever, the unwrapping procedure is error-prone, so that because of measurement
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noises always present in real measurements (especially in areas with weaker scat-
tering and reduced signal-to-noise ratio (SNR)), the unwrapped phase may be
rather noisy. Consequently, numerical differentiation of such a noisy function Φ zð Þ
(or equivalently U zð Þ) can be made with a reasonable accuracy only with averaging
over large portions of the entire imaged depth.
In what follows we consider an efficient recently developed approach to strain-
reconstruction phase-sensitive OCE based on local estimation of the gradient
dU zð Þ=dz without preliminary reconstruction of the displacement function in the
depth ranges where the estimates of the total displacement U zð Þ may be ambiguous
because of phase wrapping. Then some examples of the application of the phase-
sensitive strain visualization for mapping both fairly rapidly varying strains and
very slow varying ones (with special optimizations of the measurement procedures)
will be considered. Finally, we will discuss a realization of quasistatic compressional
OCE with application of reference translucent layers with pre-calibrated stiffness
for obtaining quantitative estimates of the Young modulus.
3. Local estimates of strains in phase-sensitive OCE using
the “vector method”
Significant progress in strain mapping has been achieved in OCE in recent years
due to transition to the use of phase-resolved OCT data. Quite a detailed discussion
of axial strain estimation based on phase-resolved data for compared deformed and
reference OCT scans was presented in [23]. In that paper, the least-square method
(including the improved version with amplitude weighting) was considered to
estimate local gradients of function Φ zð Þ using averaging over a window with a size
significantly smaller than the entire image size. In [24, 25] another procedure for
finding phase gradients was proposed. That approach was called “vector method,”
because it operates with complex-valued OCT signals (i.e., with signals character-
ized by amplitude and phase). Such signals can be considered as vectors in the
complex plane, which explains why the method is called “vector.” The estimated
phase gradient is singled out at the very last stage of the signal processing.
Comparison with the least-square fitting of the Φ zð Þ slope (even with amplitude
weighting to suppress noisy small-amplitude pixels) for the same processing win-
dow size demonstrated superior robustness of the vector method with respect to
strain-induced speckle-decorrelation noise and other measurement noises [24]. One
of the advantages of the vector method is due to the fact that the amplitude
weighting is also intrinsically made in the vector method (since the signal amplitude
determines the absolute value of the corresponding vector) and, furthermore,
especially strong phase errors exceeding π=2 rad. are naturally suppressed in this
method even for strong signals. The increased tolerance of the method to
decorrelation noises makes this method operable under elevated interframe strains
(up to �10�2). Consequently, for comparing other noises, the possibility to operate
with elevated strains with larger phase gradients corresponds to effectively higher
signal-to-noise ratio (SNR). This makes the vector method especially suitable for
visualization of aperiodic strains (with magnitudes in the range 10�3 � 10�2), for
which enhancement of SNR via conventional periodic averaging is not possible.
Consider the main steps of signal processing in the vector method. Let the
complex-valued signal in each pixel m; jð Þ in the reference scan be written as
a1 m; jð Þ ¼ A1 m; jð Þ exp i � ϕ1 m; jð Þ½ � and a2 m; jð Þ ¼ A2 m; jð Þ exp i � ϕ2 m; jð Þ½ � corre-
spond to the deformed scan. In each scan the signal amplitudes A1,2 and phases ϕ1,2
are random because of random positions and scattering strength of scatterers.
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However, the strain-induced variations in the phase are caused by fairly regular
displacements of scatterers and can be found by singling out the phase in the
product:
a2 m; jð Þa ∗1 m; jð Þ � b m; jð Þ ¼ B m; jð Þ exp i �Φ m; jð Þ½ � (3)
Here, the asterisk denotes complex conjugation, B m; jð Þ ¼ A2 m; jð ÞA1 m; jð Þ and
Φ m; jð Þ � ϕ2 m; jð Þ � ϕ1 m; jð Þ. Phase variation Φ m; jð Þ for pixel m; jð Þ is related to the
axial displacements U m; jð Þ of the scatterers with coordinates close to pixel j;mð Þ
via Eq. (2).
Usually the axial strain ∂U=∂z is evaluated by finding axial gradient of the
discreet phase variation Φ m; jð Þ with averaging within a processing window
Nx �Nz pixels in size (e.g., using the least-square method [23]). Alternatively, the
averaging procedures can be performed with complex-valued quantities (3) con-
sidered as vectors in the complex plane. Then the phase gradients can be singled out
only at the very final stage.
In [24] the vector approach was considered for laterally weakly inhomogeneous
phase variations (i.e., for nearly uniaxial straining of the material along z axis). In
such a case, the complex-valued quantities b m; jð Þ (which may exhibit phase fluc-
tuations due to various measurement noises and strain-induced decorrelation) can
be laterally averaged within a chosen processing window to obtain an array
bðjÞ � B jð Þ exp i �Φ jð Þ½ � with more regular phase Φ jð Þ:
b jð Þ ¼ ∑Nxm¼1b m; jð Þ ¼ ∑Nxm¼1A2 m; jð ÞA1 m; jð Þ exp i � ϕ2 m; jð Þ � ϕ1 m; jð Þ½ �f g (4)
Here m ¼ 1::Nx is the horizontal index of the vertical columns in the processing
window, and j ¼ 1::Nz is the index of the horizontal rows (see schematic Figure 1).
For the averaged vector b jð Þ, contributions of noisy small-amplitude pixels become
significantly suppressed, such that they do not strongly distort the phases Φ jð Þ of
the resultant vectors b jð Þ. Furthermore, Figure 1, where Eq. (4) is represented as
the summation of vectors, illustrates that the strongest phase errors give minimal
distortions of the averaged phaseΦ jð Þ. (See the second panel in Figure 1, where it is
shown that the individual noisy vectors b m; jð Þ with almost opposite directions with
respect to the direction of the averaged vector b jð Þ weakly affect the orientation of
b jð Þ.) For nonzero strain, the so-constructed phase variation Φ jð Þ depends on the
discrete (pixelated) vertical coordinate j. In principle, similarly to [23], the vertical
phase gradient then can be found by conventional least-square fitting of Φ jð Þ
within the vertical size Nz of the processing window as was used in [26].
Figure 1.
Schematic of evaluation of the axial phase gradient in the vector approach for laterally nearly homogeneous
strains. In the vector diagrams, the complex-valued summands b m; jð Þ and c jð Þ are shown as vectors in the
complex plane. All intermediate transformations are performed with complex-valued signals, and the sought
phase gradient is singled out at the last stage.
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However, by analogy with the initial vector averaging, the next step of finding
the vertical gradient of function Φ jð Þ can also be done without explicit extraction of
the phases Φ jð Þ. Namely, one can define complex-valued quantities c jð Þ that con-
tain vertical increments ΔΦ jð Þ ¼ Φ jþ 1ð Þ �Φ jð Þ of the horizontally averaged
interframe phase variations Φ jð Þ (see the third panel in Figure 1):
c jð Þ ¼ b jþ 1ð Þ�b jð Þ ∗ � B jþ 1ð ÞB jð Þ exp i � Φ jþ 1ð Þ �Φ jð Þ½ �f g (5)
The quantity c jð Þ can also be used in the normalized form cnorm jð Þ ¼ c jð Þ= c jð Þj jα.
It was verified that good results can be obtained using normalization with α ¼ 1
cnorm jð Þ ¼ exp i � ΔΦ jð Þ½ �, (6)
which corresponds to retaining information about the phase increment only.
The complex-valued quantities c jð Þ (or cnorm jð Þ) can also be considered as vec-
tors and vertically averaged in the vector sense. If the vertical size of the processing
window is smaller than the characteristic vertical scale of the strain inhomogeneity,
the phase-variation increments ΔΦ jð Þ are nearly identical (but in reality may be
distorted by decorrelation and other noises). Vector averaging over the vertical size
of the processing window then gives a complex quantity with a much more stable
phase ΔΦ:
c � C exp i � ΔΦ  ¼ ∑Nz�1j¼1 c jð Þ= c jð Þj jα: (7)
Summations in Eqs. (4) and (7) actually correspond to obtaining of averaged
real and imaginary parts of the complex-valued signals b j;mð Þ and c jð Þ, with sub-
sequent singling out the resultant phase instead of direct averaging of individual
phases for b j;mð Þ and c jð Þ. As is clear from Figure 1, the vector summation makes
the phases of the averaged vectors especially tolerant to small-amplitude erroneous
vectors and signals with especially strong phase errors � π rad which may occur for
individual summands b j;mð Þ or c jð Þ.
For the vertical inter-pixel distance dp in the imaged tissue, the so-found
vertical phase increment ΔΦ is proportional to the sought strain
∂U=∂z ¼ γΔΦ=dp ¼ ΔΦ λ0=4πd0p
 
and does not depend on the refractive index.
Indeed, according to Eq. (2), the coefficient γ ¼ λ0=4πn, and the inter-pixel dis-
tance in the material is dp ¼ d0p=n (since for a material with refractive index n, the
same phase of the probing optical wave is accumulated along n times smaller
distance than in vacuum).
The above-considered averaging procedures are well applicable for fairly hori-
zontal plane-parallel phase-variation isolines. However, in many case of practical
interest, noticeable lateral inhomogeneities of the strain distribution may occur, so
that the interframe isophase lines may be noticeably inclined within the processing
window. Consequently, the directions of vectors b j;mð Þ in Eq. (4) may strongly
differ as a function of horizontal index. Thus, the straightforward lateral averaging
like in Eq. (4) instead of improvement may significantly distort the visualized strain
distribution.
To suppress this negative effect of averaging and retain advantages of the vector
method, the following improvements can be proposed [25]. At the first stage, the
complex-valued interframe signal b m; jð Þ is averaged over small regions (having
lateral and horizontal sizes Nsmall � 2� 3 pixels only (see Figure 2)). This initial
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However, the strain-induced variations in the phase are caused by fairly regular
displacements of scatterers and can be found by singling out the phase in the
product:
a2 m; jð Þa ∗1 m; jð Þ � b m; jð Þ ¼ B m; jð Þ exp i �Φ m; jð Þ½ � (3)
Here, the asterisk denotes complex conjugation, B m; jð Þ ¼ A2 m; jð ÞA1 m; jð Þ and
Φ m; jð Þ � ϕ2 m; jð Þ � ϕ1 m; jð Þ. Phase variation Φ m; jð Þ for pixel m; jð Þ is related to the
axial displacements U m; jð Þ of the scatterers with coordinates close to pixel j;mð Þ
via Eq. (2).
Usually the axial strain ∂U=∂z is evaluated by finding axial gradient of the
discreet phase variation Φ m; jð Þ with averaging within a processing window
Nx �Nz pixels in size (e.g., using the least-square method [23]). Alternatively, the
averaging procedures can be performed with complex-valued quantities (3) con-
sidered as vectors in the complex plane. Then the phase gradients can be singled out
only at the very final stage.
In [24] the vector approach was considered for laterally weakly inhomogeneous
phase variations (i.e., for nearly uniaxial straining of the material along z axis). In
such a case, the complex-valued quantities b m; jð Þ (which may exhibit phase fluc-
tuations due to various measurement noises and strain-induced decorrelation) can
be laterally averaged within a chosen processing window to obtain an array
bðjÞ � B jð Þ exp i �Φ jð Þ½ � with more regular phase Φ jð Þ:
b jð Þ ¼ ∑Nxm¼1b m; jð Þ ¼ ∑Nxm¼1A2 m; jð ÞA1 m; jð Þ exp i � ϕ2 m; jð Þ � ϕ1 m; jð Þ½ �f g (4)
Here m ¼ 1::Nx is the horizontal index of the vertical columns in the processing
window, and j ¼ 1::Nz is the index of the horizontal rows (see schematic Figure 1).
For the averaged vector b jð Þ, contributions of noisy small-amplitude pixels become
significantly suppressed, such that they do not strongly distort the phases Φ jð Þ of
the resultant vectors b jð Þ. Furthermore, Figure 1, where Eq. (4) is represented as
the summation of vectors, illustrates that the strongest phase errors give minimal
distortions of the averaged phaseΦ jð Þ. (See the second panel in Figure 1, where it is
shown that the individual noisy vectors b m; jð Þ with almost opposite directions with
respect to the direction of the averaged vector b jð Þ weakly affect the orientation of
b jð Þ.) For nonzero strain, the so-constructed phase variation Φ jð Þ depends on the
discrete (pixelated) vertical coordinate j. In principle, similarly to [23], the vertical
phase gradient then can be found by conventional least-square fitting of Φ jð Þ
within the vertical size Nz of the processing window as was used in [26].
Figure 1.
Schematic of evaluation of the axial phase gradient in the vector approach for laterally nearly homogeneous
strains. In the vector diagrams, the complex-valued summands b m; jð Þ and c jð Þ are shown as vectors in the
complex plane. All intermediate transformations are performed with complex-valued signals, and the sought
phase gradient is singled out at the last stage.
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However, by analogy with the initial vector averaging, the next step of finding
the vertical gradient of function Φ jð Þ can also be done without explicit extraction of
the phases Φ jð Þ. Namely, one can define complex-valued quantities c jð Þ that con-
tain vertical increments ΔΦ jð Þ ¼ Φ jþ 1ð Þ �Φ jð Þ of the horizontally averaged
interframe phase variations Φ jð Þ (see the third panel in Figure 1):
c jð Þ ¼ b jþ 1ð Þ�b jð Þ ∗ � B jþ 1ð ÞB jð Þ exp i � Φ jþ 1ð Þ �Φ jð Þ½ �f g (5)
The quantity c jð Þ can also be used in the normalized form cnorm jð Þ ¼ c jð Þ= c jð Þj jα.
It was verified that good results can be obtained using normalization with α ¼ 1
cnorm jð Þ ¼ exp i � ΔΦ jð Þ½ �, (6)
which corresponds to retaining information about the phase increment only.
The complex-valued quantities c jð Þ (or cnorm jð Þ) can also be considered as vec-
tors and vertically averaged in the vector sense. If the vertical size of the processing
window is smaller than the characteristic vertical scale of the strain inhomogeneity,
the phase-variation increments ΔΦ jð Þ are nearly identical (but in reality may be
distorted by decorrelation and other noises). Vector averaging over the vertical size
of the processing window then gives a complex quantity with a much more stable
phase ΔΦ:
c � C exp i � ΔΦ  ¼ ∑Nz�1j¼1 c jð Þ= c jð Þj jα: (7)
Summations in Eqs. (4) and (7) actually correspond to obtaining of averaged
real and imaginary parts of the complex-valued signals b j;mð Þ and c jð Þ, with sub-
sequent singling out the resultant phase instead of direct averaging of individual
phases for b j;mð Þ and c jð Þ. As is clear from Figure 1, the vector summation makes
the phases of the averaged vectors especially tolerant to small-amplitude erroneous
vectors and signals with especially strong phase errors � π rad which may occur for
individual summands b j;mð Þ or c jð Þ.
For the vertical inter-pixel distance dp in the imaged tissue, the so-found
vertical phase increment ΔΦ is proportional to the sought strain
∂U=∂z ¼ γΔΦ=dp ¼ ΔΦ λ0=4πd0p
 
and does not depend on the refractive index.
Indeed, according to Eq. (2), the coefficient γ ¼ λ0=4πn, and the inter-pixel dis-
tance in the material is dp ¼ d0p=n (since for a material with refractive index n, the
same phase of the probing optical wave is accumulated along n times smaller
distance than in vacuum).
The above-considered averaging procedures are well applicable for fairly hori-
zontal plane-parallel phase-variation isolines. However, in many case of practical
interest, noticeable lateral inhomogeneities of the strain distribution may occur, so
that the interframe isophase lines may be noticeably inclined within the processing
window. Consequently, the directions of vectors b j;mð Þ in Eq. (4) may strongly
differ as a function of horizontal index. Thus, the straightforward lateral averaging
like in Eq. (4) instead of improvement may significantly distort the visualized strain
distribution.
To suppress this negative effect of averaging and retain advantages of the vector
method, the following improvements can be proposed [25]. At the first stage, the
complex-valued interframe signal b m; jð Þ is averaged over small regions (having
lateral and horizontal sizes Nsmall � 2� 3 pixels only (see Figure 2)). This initial
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averaging does not yet noticeably affect the resolution but yields less noisy
interframe matrix b m; jð Þ ! ~b m; jð Þ by suppressing distorting contributions of
weakest amplitude and most noisy pixels. At the next step, one creates a matrix
containing vertical increments of interframe phase variations (similarly to Eq. (5)
but without horizontal averaging over the processing window):
d m; jð Þ ¼ ~b m; jþ 1ð Þ~b ∗ m; jð Þ (8)
To avoid confusion in the notations instead of array c jð Þ, here we introduced the
matrix of complex-value quantities d m; jð Þ. The so-constructed matrix
d m; jð Þ ¼ D m; jð Þ exp iΦ m; jð Þ½ � contains the sought vertical inter-pixel increments
Φ m; jð Þ of the interframe phase variations. The vertical increments Φ m; jð Þ of the
interframe phase variations should already be nearly identical even if the isolines of
the interframe phase variations are inclined within the processing window. There-
fore, the quantities d m; jð Þ can be efficiently averaged in the horizontal direction
even for noticeably inclined interframe phase-variation isolines. Thus, the next
steps are performing the vector averaging of d m; jð Þ over the processing window
with the size Nx �Nz pixels. For this procedure, the order of averaging over indices
m and j is not essential, so that we first average over index m and then over j.
Note that, by analogy with the previously considered normalization of vectors
cnorm jð Þ containing vertical phase-variation increments, the utilization of normal-
ized quantity d m; jð Þ can be useful, so that with normalization the averaging over
index m takes the form
d jð Þ ¼ ∑Nx�1j¼1 d m; jð Þ= d m; jð Þj jα (9)
Here, notation d jð Þ is introduced to denote averaging over the horizontal
dimension of the processing window. By analogy with Eq. (7), it was verified that
the simplest choice α ¼ 1 yields quite good results.
Similarly, averaging over the vertical index j ¼ 1:: Nz � 1ð Þ yields better results
with additional normalization:
d ¼ ∑Nz�1j¼1 d jð Þ=d jð Þ
β
: (10)
Here, normalization exponent β ¼ 1 can also be recommended. Equation (10)
represents a complex-valued quantity d ¼ D exp iΔΦ  (averaged over the
processing window), in which ΔΦ is the sought vertical inter-pixel phase variation
for the current position of the processing window. Phase increment ΔΦ is directly
Figure 2.
Schematic of evaluation of the axial phase gradient in the vector approach adapted for laterally inhomogeneous
strains with non-horizontal phase-variation isolines. All intermediate transformations are performed with
complex-valued signals, and the sought phase gradient is singled out at the last stage.
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analogous to the angle estimated in Eq. (7) and is also similarly linked to the sought
axial strain. Geometric interpretation of Eqs. (8)–(10) is illustrated in Figure 2.
To illustrate the applicability of the vector approach in the most clear form, we
first consider a numerically simulated example in which the reference and
deformed OCT scans are simulated using model [27]. The simulation parameters for
Figure 3 correspond to a typical OCT system, for which the central wavelength is
1300 nm, spectral width 90 nm, and A-scan of 256 pixels corresponds to the
imaging depth 2 mm in air. The inhomogeneity of scattering amplitudes in the
simulated structural image (Figure 3a) are chosen similar to typical experimental
scans (compared with Figure 6). In the simulations initially 1024 scatterers were
randomly distributed over each A-scan, and then the initial positions of the scat-
terers were displaced according to the assumed strain distribution shown in
Figure 3b. Figure 3c shows the color map for interframe phase variations
corresponding to the strain distribution in Figure 3b showing pronounced lateral
inhomogeneity and tilting of isophase lines.
The reconstructed strain obtained using the above-described vector approach is
shown in Figure 3c and d. The processing window size is 16  16 pixels. The noisy
areas in Figure 3d correspond to the regions of strongly inclined isophase lines, for
which the straightforward lateral averaging Eq. (4) worsens the quality of
elastographic mapping. Figure 3e shows much better strain-reconstruction quality
for the modified vector method corresponding to Eqs. (8)–(10). We note that for
Figure 3, only strain-induced decorrelation noise is taken into account. Figure 4
illustrates the vector method tolerance to other measurement noises. The latter
were simulated by adding to each pixel of the image random complex-valued
numbers with Gaussian distribution in order to obtain a preselected ratio between
the average intensity of the OCT image and the added noise. Figure 4 demonstrates
Figure 3.
Simulation of OCT-based mapping of laterally inhomogeneous strain field based on model [27]. (a) Is the
simulated structural image; (b) shows the strain distribution adopted in the model; (c) color map corresponding
to the interframe phase variations shown in (b); (d) is the reconstructed strain map using the vector method
with straightforward horizontal averaging showing good results in laterally fairly homogeneous areas but prone
to errors in the regions of inclined isophase lines; (e) is the reconstructed strain map based on the modified vector
method adapted to averaging in regions of inclined isophase lines. The processing window is 16  16 pixels in
size and the preliminary averaging area for panel (e) 2  2 pixels. In this example only strain-induced
decorrelation noise is present.
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averaging does not yet noticeably affect the resolution but yields less noisy
interframe matrix b m; jð Þ ! ~b m; jð Þ by suppressing distorting contributions of
weakest amplitude and most noisy pixels. At the next step, one creates a matrix
containing vertical increments of interframe phase variations (similarly to Eq. (5)
but without horizontal averaging over the processing window):
d m; jð Þ ¼ ~b m; jþ 1ð Þ~b ∗ m; jð Þ (8)
To avoid confusion in the notations instead of array c jð Þ, here we introduced the
matrix of complex-value quantities d m; jð Þ. The so-constructed matrix
d m; jð Þ ¼ D m; jð Þ exp iΦ m; jð Þ½ � contains the sought vertical inter-pixel increments
Φ m; jð Þ of the interframe phase variations. The vertical increments Φ m; jð Þ of the
interframe phase variations should already be nearly identical even if the isolines of
the interframe phase variations are inclined within the processing window. There-
fore, the quantities d m; jð Þ can be efficiently averaged in the horizontal direction
even for noticeably inclined interframe phase-variation isolines. Thus, the next
steps are performing the vector averaging of d m; jð Þ over the processing window
with the size Nx �Nz pixels. For this procedure, the order of averaging over indices
m and j is not essential, so that we first average over index m and then over j.
Note that, by analogy with the previously considered normalization of vectors
cnorm jð Þ containing vertical phase-variation increments, the utilization of normal-
ized quantity d m; jð Þ can be useful, so that with normalization the averaging over
index m takes the form
d jð Þ ¼ ∑Nx�1j¼1 d m; jð Þ= d m; jð Þj jα (9)
Here, notation d jð Þ is introduced to denote averaging over the horizontal
dimension of the processing window. By analogy with Eq. (7), it was verified that
the simplest choice α ¼ 1 yields quite good results.
Similarly, averaging over the vertical index j ¼ 1:: Nz � 1ð Þ yields better results
with additional normalization:
d ¼ ∑Nz�1j¼1 d jð Þ=d jð Þ
β
: (10)
Here, normalization exponent β ¼ 1 can also be recommended. Equation (10)
represents a complex-valued quantity d ¼ D exp iΔΦ  (averaged over the
processing window), in which ΔΦ is the sought vertical inter-pixel phase variation
for the current position of the processing window. Phase increment ΔΦ is directly
Figure 2.
Schematic of evaluation of the axial phase gradient in the vector approach adapted for laterally inhomogeneous
strains with non-horizontal phase-variation isolines. All intermediate transformations are performed with
complex-valued signals, and the sought phase gradient is singled out at the last stage.
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analogous to the angle estimated in Eq. (7) and is also similarly linked to the sought
axial strain. Geometric interpretation of Eqs. (8)–(10) is illustrated in Figure 2.
To illustrate the applicability of the vector approach in the most clear form, we
first consider a numerically simulated example in which the reference and
deformed OCT scans are simulated using model [27]. The simulation parameters for
Figure 3 correspond to a typical OCT system, for which the central wavelength is
1300 nm, spectral width 90 nm, and A-scan of 256 pixels corresponds to the
imaging depth 2 mm in air. The inhomogeneity of scattering amplitudes in the
simulated structural image (Figure 3a) are chosen similar to typical experimental
scans (compared with Figure 6). In the simulations initially 1024 scatterers were
randomly distributed over each A-scan, and then the initial positions of the scat-
terers were displaced according to the assumed strain distribution shown in
Figure 3b. Figure 3c shows the color map for interframe phase variations
corresponding to the strain distribution in Figure 3b showing pronounced lateral
inhomogeneity and tilting of isophase lines.
The reconstructed strain obtained using the above-described vector approach is
shown in Figure 3c and d. The processing window size is 16  16 pixels. The noisy
areas in Figure 3d correspond to the regions of strongly inclined isophase lines, for
which the straightforward lateral averaging Eq. (4) worsens the quality of
elastographic mapping. Figure 3e shows much better strain-reconstruction quality
for the modified vector method corresponding to Eqs. (8)–(10). We note that for
Figure 3, only strain-induced decorrelation noise is taken into account. Figure 4
illustrates the vector method tolerance to other measurement noises. The latter
were simulated by adding to each pixel of the image random complex-valued
numbers with Gaussian distribution in order to obtain a preselected ratio between
the average intensity of the OCT image and the added noise. Figure 4 demonstrates
Figure 3.
Simulation of OCT-based mapping of laterally inhomogeneous strain field based on model [27]. (a) Is the
simulated structural image; (b) shows the strain distribution adopted in the model; (c) color map corresponding
to the interframe phase variations shown in (b); (d) is the reconstructed strain map using the vector method
with straightforward horizontal averaging showing good results in laterally fairly homogeneous areas but prone
to errors in the regions of inclined isophase lines; (e) is the reconstructed strain map based on the modified vector
method adapted to averaging in regions of inclined isophase lines. The processing window is 16  16 pixels in
size and the preliminary averaging area for panel (e) 2  2 pixels. In this example only strain-induced
decorrelation noise is present.
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Figure 4.
Illustration of the vector method tolerance to measurement noises (other than strain-induced decorrelation
noises) for the same simulated data as in Figure 3 but with additional noise (in the form of Gaussian random
complex values added to each pixel). Panels (a) and (c) show the interframe phase-variation maps in the
presence of noises for SNR = 6 dB and SNR = 0 dB, respectively. Panels (b) and (d) show the corresponding
strain maps reconstructed using the vector method adapted for inclined phase-variation isolines.
Figure 5.
Schematic of OCT imaging setup: 1 is the OCT scanner (λ = 1.3 μm); 2 is the soft silicone layer; 3 is the studied
biopolymer sample (e.g., samples of cartilaginous or corneal tissues); 4 is the source of the heating infrared
irradiation (erbium fiber laser operating at λ = 1.56 μm).
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that the vector approach ensures fairly satisfactory reconstructions of strain maps
down to average SNR1 (i.e., 0 dB) over the image area.
4. Examples of the vector method application for strain mapping
by elastographic processing real OCT scans
To illustrate operability of the vector method for elastographic processing of real
phase-sensitive OCT scans, we demonstrate some examples of mapping thermally
induced interframe strains which were produced in samples of biopolymers (col-
lagenous samples of cartilage and eye cornea) by pulse-periodic irradiation of the
sample by an infrared laser operating at a wavelength of 1.56 μm that is efficiently
absorbed in the water that is present in the tissue. The heating pulses had duration
 a few seconds and the temperature reached 50–60°C in the corneal tissue and
60–80°C in cartilaginous samples. In more detail the experimental conditions are
described in papers [28–30]. The used custom-made OCT device had parameters
close to those assumed for the simulated examples in Figures 3 and 4. A typical
experimental configuration is shown in Figure 5. The measurements were made in
contact mode such that the OCT-probe surface contacted the studied sample though
an intermediate layer of translucent silicone with pre-calibrated Young modulus.
Certainly, measurements in the noncontact mode when the studied samples had
free boundaries were also possible. However, during the irradiation of the water-
saturated biopolymers, the silicone layer played a useful auxiliary role to protect the
sample from drying during the heating. Furthermore, the main destination of such a
layer was to play the role of compliant sensor to estimate the pressure exerted by
the deformed silicone onto the studied sample (similarly to the discussion in [31]).
OCT-based monitoring of strains in the pre-calibrated reference silicone and stud-
ied sample during mechanical compression of the silicone-sample sandwich was
used to obtain stress-strain curves for the studied samples and estimate their Young
modulus.
Figure 6.
Experimental demonstrations of OCT-based mapping of interframe strains. (a) is a structural OCT image of a
biopolymer layer I (rabbit cornea sample) placed between translucent silicone layers (II); (b) is a typical color
map of interframe phase difference, where the heated region is characterized by pronounced lateral
inhomogeneity; (c) and (d) are the strain maps obtained with straightforward horizontal averaging over the
processing window and using the vector method adapted for processing tilted isophase lines, respectively; (e) is a
waterfall image showing the time evolution of the interframe-strain profile at the depth labeled by the dashed
line in panel (d).
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Figure 4.
Illustration of the vector method tolerance to measurement noises (other than strain-induced decorrelation
noises) for the same simulated data as in Figure 3 but with additional noise (in the form of Gaussian random
complex values added to each pixel). Panels (a) and (c) show the interframe phase-variation maps in the
presence of noises for SNR = 6 dB and SNR = 0 dB, respectively. Panels (b) and (d) show the corresponding
strain maps reconstructed using the vector method adapted for inclined phase-variation isolines.
Figure 5.
Schematic of OCT imaging setup: 1 is the OCT scanner (λ = 1.3 μm); 2 is the soft silicone layer; 3 is the studied
biopolymer sample (e.g., samples of cartilaginous or corneal tissues); 4 is the source of the heating infrared
irradiation (erbium fiber laser operating at λ = 1.56 μm).
174
Optical Coherence Tomography and Its Non-medical Applications
that the vector approach ensures fairly satisfactory reconstructions of strain maps
down to average SNR1 (i.e., 0 dB) over the image area.
4. Examples of the vector method application for strain mapping
by elastographic processing real OCT scans
To illustrate operability of the vector method for elastographic processing of real
phase-sensitive OCT scans, we demonstrate some examples of mapping thermally
induced interframe strains which were produced in samples of biopolymers (col-
lagenous samples of cartilage and eye cornea) by pulse-periodic irradiation of the
sample by an infrared laser operating at a wavelength of 1.56 μm that is efficiently
absorbed in the water that is present in the tissue. The heating pulses had duration
 a few seconds and the temperature reached 50–60°C in the corneal tissue and
60–80°C in cartilaginous samples. In more detail the experimental conditions are
described in papers [28–30]. The used custom-made OCT device had parameters
close to those assumed for the simulated examples in Figures 3 and 4. A typical
experimental configuration is shown in Figure 5. The measurements were made in
contact mode such that the OCT-probe surface contacted the studied sample though
an intermediate layer of translucent silicone with pre-calibrated Young modulus.
Certainly, measurements in the noncontact mode when the studied samples had
free boundaries were also possible. However, during the irradiation of the water-
saturated biopolymers, the silicone layer played a useful auxiliary role to protect the
sample from drying during the heating. Furthermore, the main destination of such a
layer was to play the role of compliant sensor to estimate the pressure exerted by
the deformed silicone onto the studied sample (similarly to the discussion in [31]).
OCT-based monitoring of strains in the pre-calibrated reference silicone and stud-
ied sample during mechanical compression of the silicone-sample sandwich was
used to obtain stress-strain curves for the studied samples and estimate their Young
modulus.
Figure 6.
Experimental demonstrations of OCT-based mapping of interframe strains. (a) is a structural OCT image of a
biopolymer layer I (rabbit cornea sample) placed between translucent silicone layers (II); (b) is a typical color
map of interframe phase difference, where the heated region is characterized by pronounced lateral
inhomogeneity; (c) and (d) are the strain maps obtained with straightforward horizontal averaging over the
processing window and using the vector method adapted for processing tilted isophase lines, respectively; (e) is a
waterfall image showing the time evolution of the interframe-strain profile at the depth labeled by the dashed
line in panel (d).
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Figure 6 gives an example of experimentally reconstructed maps of interframe
(“instantaneous”) strain obtained using the experimental configuration shown in
Figure 5 for a rabbit cornea layer during one of the heating pulses. Structural image
in Figure 6a demonstrates that the irradiated region exhibits visually appreciable
local expansion after a series of heating pulses, and Figure 6b shows the interframe
phase-variation map with pronounced inhomogeneity in the lateral direction with
regions of very steep isophase lines. Similarly to simulated Figure 3, the strain map
Figure 6c demonstrates the interframe-strain map found using straightforward
horizontal averaging within the processing window (with sizes 1/20 of the entire
image sizes), and Figure 6d is obtained using the method variant adapted for
processing regions of steep isophase lines. Figure 6c and d clearly demonstrates that
the irradiation-induced expansion of the heated water-saturated sample causes
straining with the opposite sign (contraction) of the surrounding silicone layers.
Figure 6e for one of the heating pulses demonstrates a pseudo-3D waterfall image
showing the complex spatiotemporal evolution of the interframe-strain profile
corresponding to the depth marked by the dashed line in the B scans in Figure 6d.
We emphasize that the robustness of the vector method to measurement noises
makes it possible to obtain rather clear quantitative strain maps for aperiodic strain
evolution when periodic averaging for enhancement of SNR is impossible.
It can be said that in the above examples, strains were “instantaneous,”
corresponding to the time interval between the neighboring scans (for the examples
in Figure 6, this interval was 50 ms). However, in other biomedical and technical
applications, it may be interesting to monitor cumulative strains over larger time
intervals, during which the studied sample may be subjected to an external action
(like laser irradiation in the above examples) or may exhibit other structural varia-
tions, e.g., chemical curing of polymers, influence of drying or impregnation by a
liquid, etc.
The developed technique readily makes it possible to perform the summation of
interframe strains in order to find the resultant cumulative strain. The issue of
finding cumulative strains is discussed in more detail in [1] since this can be done in
somewhat different ways, the result of which do not strongly differ for fairly small
strains, but this difference may become appreciable for larger strains (10%). It
can be said that the choice of the method of strain cumulation depends on the
particular problem. For example, straightforward summation of interframe strains
on larger interval may give a biased estimate of the total change in the sample
thickness but may be preferable if the difference in strain over the imaged area
Figure 7.
Experimental demonstrations of OCT-based mapping of cumulative strains in the same experimental
configuration as for Figure 6. (a) is a waterfall image showing the time evolution of the cumulative-strain
profile at the depth labeled by the dashed line in Figure 6d; (b) is a representative graph showing the
cumulative strain as a function of time for a particular lateral coordinate and depth.
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should be used for estimating the differences in the elastic modulus in different
image regions. Referring to [32] for details, for illustration purposes we will use
simple straightforward summation of interframe strain. Figure 7a shows an exam-
ple of the so-found evolution of lateral profile of cumulative strain (in the same
experimental configuration as for evolution of interframe strains along a particular
depth shown in Figure 6e). Figure 7b shows a representative graph for the time
dependence of cumulative strain for a given lateral position. The profile demon-
strates that during the heating, the tissue experiences internal structural changes
with changes in the functional behavior upon reaching certain threshold tempera-
tures (see peculiar inflection points in the dependence in panel Figure 7b). These
changes are related to heating-induced active generation of pores as discussed in
more detail in [30].
In examples shown in Figures 6 and 7, we showed the results for only 2D
mapping of evolving strain that evolved fairly rapidly, so that their 3D mapping via
comparison between entire 3D sets of OCT data was impossible for a conventional
scanning OCT system with a moderate rate of obtaining A-scans of 20–80 kHz.
Utilization of a much faster scanning system may be also problematic for suffi-
ciently long-time monitoring because of huge data flows and total amounts of OCT
data that would require special means for signal acquisition and storage, as well as
supercomputing performance for real-time processing. However, there are many
processes of high interest, for which strains evolve much slower (e.g., drying of a
sample, gradual curing of a polymer, various osmotic phenomena [33], etc.) To
monitor such slow processes with acceptable time resolution, much larger time
steps 1 sec and even greater may be sufficient. Furthermore, it can be shown that
Figure 8.
Monitoring of slow-rate strains arising in the near-surface layer of porcine eye cornea due to its drying in open
air. Panel (a) is a typical structural OCT scan of the near-surface cornea region; (b) is the time dependence of
interframe strains found with averaging over the rectangle area shown in panel (a); (c) is an example of the
spatially resolved map of cumulative strain after 20 min of drying; (d) is the time dependence of cumulative
strain corresponding to interframe strain shown in (a).
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Figure 6 gives an example of experimentally reconstructed maps of interframe
(“instantaneous”) strain obtained using the experimental configuration shown in
Figure 5 for a rabbit cornea layer during one of the heating pulses. Structural image
in Figure 6a demonstrates that the irradiated region exhibits visually appreciable
local expansion after a series of heating pulses, and Figure 6b shows the interframe
phase-variation map with pronounced inhomogeneity in the lateral direction with
regions of very steep isophase lines. Similarly to simulated Figure 3, the strain map
Figure 6c demonstrates the interframe-strain map found using straightforward
horizontal averaging within the processing window (with sizes 1/20 of the entire
image sizes), and Figure 6d is obtained using the method variant adapted for
processing regions of steep isophase lines. Figure 6c and d clearly demonstrates that
the irradiation-induced expansion of the heated water-saturated sample causes
straining with the opposite sign (contraction) of the surrounding silicone layers.
Figure 6e for one of the heating pulses demonstrates a pseudo-3D waterfall image
showing the complex spatiotemporal evolution of the interframe-strain profile
corresponding to the depth marked by the dashed line in the B scans in Figure 6d.
We emphasize that the robustness of the vector method to measurement noises
makes it possible to obtain rather clear quantitative strain maps for aperiodic strain
evolution when periodic averaging for enhancement of SNR is impossible.
It can be said that in the above examples, strains were “instantaneous,”
corresponding to the time interval between the neighboring scans (for the examples
in Figure 6, this interval was 50 ms). However, in other biomedical and technical
applications, it may be interesting to monitor cumulative strains over larger time
intervals, during which the studied sample may be subjected to an external action
(like laser irradiation in the above examples) or may exhibit other structural varia-
tions, e.g., chemical curing of polymers, influence of drying or impregnation by a
liquid, etc.
The developed technique readily makes it possible to perform the summation of
interframe strains in order to find the resultant cumulative strain. The issue of
finding cumulative strains is discussed in more detail in [1] since this can be done in
somewhat different ways, the result of which do not strongly differ for fairly small
strains, but this difference may become appreciable for larger strains (10%). It
can be said that the choice of the method of strain cumulation depends on the
particular problem. For example, straightforward summation of interframe strains
on larger interval may give a biased estimate of the total change in the sample
thickness but may be preferable if the difference in strain over the imaged area
Figure 7.
Experimental demonstrations of OCT-based mapping of cumulative strains in the same experimental
configuration as for Figure 6. (a) is a waterfall image showing the time evolution of the cumulative-strain
profile at the depth labeled by the dashed line in Figure 6d; (b) is a representative graph showing the
cumulative strain as a function of time for a particular lateral coordinate and depth.
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should be used for estimating the differences in the elastic modulus in different
image regions. Referring to [32] for details, for illustration purposes we will use
simple straightforward summation of interframe strain. Figure 7a shows an exam-
ple of the so-found evolution of lateral profile of cumulative strain (in the same
experimental configuration as for evolution of interframe strains along a particular
depth shown in Figure 6e). Figure 7b shows a representative graph for the time
dependence of cumulative strain for a given lateral position. The profile demon-
strates that during the heating, the tissue experiences internal structural changes
with changes in the functional behavior upon reaching certain threshold tempera-
tures (see peculiar inflection points in the dependence in panel Figure 7b). These
changes are related to heating-induced active generation of pores as discussed in
more detail in [30].
In examples shown in Figures 6 and 7, we showed the results for only 2D
mapping of evolving strain that evolved fairly rapidly, so that their 3D mapping via
comparison between entire 3D sets of OCT data was impossible for a conventional
scanning OCT system with a moderate rate of obtaining A-scans of 20–80 kHz.
Utilization of a much faster scanning system may be also problematic for suffi-
ciently long-time monitoring because of huge data flows and total amounts of OCT
data that would require special means for signal acquisition and storage, as well as
supercomputing performance for real-time processing. However, there are many
processes of high interest, for which strains evolve much slower (e.g., drying of a
sample, gradual curing of a polymer, various osmotic phenomena [33], etc.) To
monitor such slow processes with acceptable time resolution, much larger time
steps 1 sec and even greater may be sufficient. Furthermore, it can be shown that
Figure 8.
Monitoring of slow-rate strains arising in the near-surface layer of porcine eye cornea due to its drying in open
air. Panel (a) is a typical structural OCT scan of the near-surface cornea region; (b) is the time dependence of
interframe strains found with averaging over the rectangle area shown in panel (a); (c) is an example of the
spatially resolved map of cumulative strain after 20 min of drying; (d) is the time dependence of cumulative
strain corresponding to interframe strain shown in (a).
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from the viewpoint of enhancing SNR in problems of monitoring of slow processes,
temporal rarefaction of OCT data may be even more advantageous than acquisition
with the maximal rate (see details of the corresponding discussion in [34]).
In such situations, even systems with moderate acquisition rate can be quite
sufficient for realization of efficient monitoring of slow deformations. Figure 8
gives an example monitoring of fairly slow strains for drying cornea of a porcine eye
(total duration of the record in 20 min with 1 s time step). The development of
pronounced shrinking of the drying near-surface layer is clearly seen.
Figure 9 shows a 3D example of monitoring of slow strain caused by mechanical
relaxation of a cartilaginous sample, in which initially a local compression was
produced by an inserted needle. In this example the strain was reconstructed via
comparison of entire 3D sets of complex-valued OCT data (acquisition of one 3D
data set required 1.6 s). The signal processing, as in the other previous examples,
was made using the above-described vector method for estimating gradients of
interframe phase variations. More detailed discussion of optimizations for the
monitoring of slow strains can be found in [34].
5. Obtaining of quantitative stress-strain curves and estimation
of Young modulus in phase-sensitive compressional OCE
Consider now possibilities of the developed approach to mapping strains for
quantitative mapping of the Young modulus in the studied samples. As was
discussed in paper [7] related to ultrasound-based elastography and pointed out in
the Introduction to this chapter, if a rigid piston compresses a material that can
fairly freely expand in the lateral directions, the stress distribution near the piston
can be close to uniaxial. Consequently, the reaction to such compression is deter-
mined by the Young modulus of the material. This statement is the basic principle
of compression (or compressional) quasistatic elastography [8]. Thus, the Young
modulus can be estimated by measuring strain produced by a known stress applied
to the sample by a compressing piston. It was also mentioned in paper [7] that a
reference pre-calibrated layer overlaying the studied material can be used as a kind
of compliant sensor to control the stress by measuring the strain within the refer-
ence layer. This idea has not found application in the ultrasound-based
Figure 9.
3D visualization of cumulative strains for a cartilaginous sample (porcine rib cartilage). Drying of the near-
surface layer causes its gradual shrinking (negative sign of strain). The presented snapshots correspond a
monitoring interval of 145 s. Panel (a) is the horizontal CT scan of cumulative-strain distribution
corresponding to the plane marked by dashed lines in an isometric 3D view in panel (b). The localized area
with positive strain sign is related to dilatation of the tissue area preliminary subjected to compression by
inserting a needle.
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compressional elastography (where the compression approach is mostly used for
visualization of relative distribution of stiffness); however, the application of a
reference layer has proven to be useful in OCT-based quantitative elastography
[31, 35]. In [35] special attention was paid to the effects of stiction between the
compressing rigid piston (usually, the output window if the OCT probe) and the
reference silicone layer. The stiction impedes free lateral expansion of the com-
pressed layer. Consequently, its compressibility becomes lower (in other words, the
distorted apparent Young modulus seems to be greater), because under constrained
lateral expansion, the layer reaction to loading is determined by some mixture of the
Young modulus and much greater bulk modulus (the proportion of their contribu-
tions being determined by the strength of stiction). If the possibility to observe
inhomogeneity of the local strain inside the translucent reference layer is ensured,
this makes it possible to detect the presence of stiction and take the necessary
measures to reduce its distorting effect (e.g., to add a lubricant liquid between the
compressing solid surface and the silicone layer). For a non-scattering, very trans-
parent reference layer, its strain can be estimated only by observing its total thick-
ness, so that the strain distribution inside the layer is impossible to detect optically.
Besides, the accuracy of strain estimation via changes in the total thickness usually
is lower, so that the usage of translucent layers is preferable in practice. Panels (a)
and (b) in Figure 10 illustrate the application of a reference layer as a compliant
sensor. The interframe phase-variation distribution in Figure 10b demonstrates
evident inhomogeneity of the vertical phase-variation gradient, although the mate-
rial of the layer is mechanically homogeneous. The layer region contacting with the
stiff surface of the OCT probe looks more stiff because of the silicone-glass stiction.
Figure 10c and d demonstrates the interframe-strain profiles within the mechani-
cally compressed reference silicone layer and the underlying tissue in the experi-
mental configuration shown in Figure 5 for two different degrees of silicone-glass
stiction. In Figure 10c pronounced inhomogeneity of strain is visible, which looks
Figure 10.
Elucidation of principle of OCE-based quantitative compressional elastography and potential stiction-related
distortions. Panel (a) schematically shows the reference silicone layer over the studied tissue; (b) is a real
example of interframe phase variation with inhomogeneous phase-variation gradient within the homogeneous
silicone layer; (c) is an example of pronouncedly inhomogeneous phase variation as a function of depth because
of noticeable stiction at the silicone-glass interface; (d) is a similar graph obtained in the same configuration
after adding a drop of lubricating liquid at the silicone-glass interface for reduction of stiction.
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of compression (or compressional) quasistatic elastography [8]. Thus, the Young
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with positive strain sign is related to dilatation of the tissue area preliminary subjected to compression by
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compressional elastography (where the compression approach is mostly used for
visualization of relative distribution of stiffness); however, the application of a
reference layer has proven to be useful in OCT-based quantitative elastography
[31, 35]. In [35] special attention was paid to the effects of stiction between the
compressing rigid piston (usually, the output window if the OCT probe) and the
reference silicone layer. The stiction impedes free lateral expansion of the com-
pressed layer. Consequently, its compressibility becomes lower (in other words, the
distorted apparent Young modulus seems to be greater), because under constrained
lateral expansion, the layer reaction to loading is determined by some mixture of the
Young modulus and much greater bulk modulus (the proportion of their contribu-
tions being determined by the strength of stiction). If the possibility to observe
inhomogeneity of the local strain inside the translucent reference layer is ensured,
this makes it possible to detect the presence of stiction and take the necessary
measures to reduce its distorting effect (e.g., to add a lubricant liquid between the
compressing solid surface and the silicone layer). For a non-scattering, very trans-
parent reference layer, its strain can be estimated only by observing its total thick-
ness, so that the strain distribution inside the layer is impossible to detect optically.
Besides, the accuracy of strain estimation via changes in the total thickness usually
is lower, so that the usage of translucent layers is preferable in practice. Panels (a)
and (b) in Figure 10 illustrate the application of a reference layer as a compliant
sensor. The interframe phase-variation distribution in Figure 10b demonstrates
evident inhomogeneity of the vertical phase-variation gradient, although the mate-
rial of the layer is mechanically homogeneous. The layer region contacting with the
stiff surface of the OCT probe looks more stiff because of the silicone-glass stiction.
Figure 10c and d demonstrates the interframe-strain profiles within the mechani-
cally compressed reference silicone layer and the underlying tissue in the experi-
mental configuration shown in Figure 5 for two different degrees of silicone-glass
stiction. In Figure 10c pronounced inhomogeneity of strain is visible, which looks
Figure 10.
Elucidation of principle of OCE-based quantitative compressional elastography and potential stiction-related
distortions. Panel (a) schematically shows the reference silicone layer over the studied tissue; (b) is a real
example of interframe phase variation with inhomogeneous phase-variation gradient within the homogeneous
silicone layer; (c) is an example of pronouncedly inhomogeneous phase variation as a function of depth because
of noticeable stiction at the silicone-glass interface; (d) is a similar graph obtained in the same configuration
after adding a drop of lubricating liquid at the silicone-glass interface for reduction of stiction.
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as if the Young modulus of silicone varied 4 times over the layer thickness. In
Figure 10d obtained in the same configuration by adding a lubricating liquid
between the glass and silicone, the stiction is strongly reduced, so that the distribu-
tion of strain within the layer becomes rather homogeneous (as should be expected
for the homogeneous silicone). Thus, one should pay due attention to controlling
the stiction in order to avoid possible strong distortions in the apparent Young
modulus of the reference layer.
If sufficiently low stiction at the interface with the glass is ensured, by measuring
strain within pre-calibrated silicone layers, one can estimate stress applied to the
studied underlying material. In this context another essential point is whether it is
possible to neglect the dependence of the Young modulus of the silicone on the
degree of silicone straining. In other words, what is the strain range within which
silicone behaves as fairly linear material with stiffness independent of the applied
stress? This is an important point, because unlike acoustics with typical strains
below 104  103, in mechanical tests of polymers and biological samples, their
strains may reach several percent and even 10%. In this context, Figure 11a demo-
nstrates the results of a kind of “self-calibrating” tests allowing to verify linearity of
mechanical behavior of silicones. In this test, sandwich structures composed of
silicone layers with different Young moduli were used. The stiffer layer experienced
smaller strain for the same stress remaining within an expectedly more linear region.
If both compressed materials are linear, then for one strain plotted against another,
one should expect a linear function. The curves shown in Figure 11a obtained for
various combinations of softer/stiffer silicones are fairly linear with a rather broad
strain ranging up to several tens of percent. This confirms that silicone is a good
candidate for linear reference material in which strain is proportional to stress.
Consequently, if the dependence of strain in a studied tissue plotted against
strain in the reference silicone layer looks nonlinear, the reason for this is that the
stress-strain dependence for this tissue is nonlinear. For pre-calibrated reference
layers, this opens the possibility to obtain quantified stress-strain dependences as
illustrated in Figure 11b. The example in Figure 11b demonstrates the importance
of the tissue pre-straining: even for apparently insignificant pre-straining within
2.5%, the apparent Young modulus may vary several times because of possible
nonlinearity of the studied sample.
Further, we demonstrate that the described OCT-based technique opens the
possibility to observe spatially localized inhomogeneities of the material stiffness.
Figure 11.
Panel (a) shows cumulative strain in one silicone layer plotted against strain in another layer. The numbers
near the curves indicate the corresponding ratios of the Young moduli for the compared silicone types. The
dependences in panel (a) remain fairly linear up to strains of 10%. Panel (b) shows another example of a
pronounced nonlinear stress-strain curve, for which the strain in pre-calibrated silicone is recalculated in stress
and the horizontal axis shows the strain in an excised sample of breast cancer. Note that the slope of this curve
(corresponding to the Young modulus of the tissue) strongly varies from 400 kPa to 1400 kPa for the strain
range in the tissue <2.5%.
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The examples presented in Figure 12 are also obtained in the experimental config-
uration shown in Figure 5. Figure 12a and b shows structural images of the silicone-
cornea-silicone sandwich before and after pulse-periodic infrared irradiation. The
latter causes deformation (expansion) of the irradiated region such that after
postirradiation cooling the residual expansion persists. It is slightly visible in the
structural image Figure 12b and can be quantitatively estimated and clearly visual-
ized as shown in Figure 12c. For the pre-compression used in the discussed exper-
iment, the Young modulus of the corneal tissue is close to the Young modulus of the
silicone (200 kPa). Consequently, before the irradiation the reconstructed distri-
bution of the compressibility (inverse Young modulus) over the image found via
comparison of spatial distribution of mechanically produced small straining 0.5%
is fairly uniform and does not vary laterally in the cornea (see Figure 12d). In
contrast, after laser heating, the compressibility of cornea demonstrates strong
increase in the center of the heated region (see Figure 12e). This local increase in
the compressibility of the heated region is attributed to the laser-induced appear-
ance of crack-like microscopic pores that are not directly resolved in the OCT
images, but due to enhanced deformability, they manifest themselves via reduction
of the tissue Young modulus. Analysis of the post-heating local dilatation of the
tissue and the complementary reduction in the Young modulus makes it possible to
make quantitative conclusions about the volume content and averaged geometrical
parameters of the pores. These results well agree with independent data of micro-
scopic examination of the tissue (see details in [30]).
6. Conclusions
The described elastographic OCT-based approach can be viewed as an optical
counterpart of the elastographic approach [7] proposed in medical ultrasound.
Figure 12.
Demonstration of complementary irradiation-induced residual strain and reduction in the Young modulus in
the irradiated region of corneal sample. Panel (a) is a structural OCT image before irradiation, and (b) is a
similar postirradiation structural image, in which slight expansion of the corneal tissue is distinguishable in the
encircled zone. Panel (c) is an elastographic map of the postirradiation cumulative strain, where expansion of
the heated region is clearly visible. Panel (d) is the elastographic map of spatially fairly uniform distribution of
the inverse Young modulus (compressibility) before irradiation. Similar map (e) obtained after irradiation
clearly demonstrates appearance of local increase in compressibility (reduction in the Young modulus) in the
center of irradiation region.
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tion of strain within the layer becomes rather homogeneous (as should be expected
for the homogeneous silicone). Thus, one should pay due attention to controlling
the stiction in order to avoid possible strong distortions in the apparent Young
modulus of the reference layer.
If sufficiently low stiction at the interface with the glass is ensured, by measuring
strain within pre-calibrated silicone layers, one can estimate stress applied to the
studied underlying material. In this context another essential point is whether it is
possible to neglect the dependence of the Young modulus of the silicone on the
degree of silicone straining. In other words, what is the strain range within which
silicone behaves as fairly linear material with stiffness independent of the applied
stress? This is an important point, because unlike acoustics with typical strains
below 10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 103, in mechanical tests of polymers and biological samples, their
strains may reach several percent and even 10%. In this context, Figure 11a demo-
nstrates the results of a kind of “self-calibrating” tests allowing to verify linearity of
mechanical behavior of silicones. In this test, sandwich structures composed of
silicone layers with different Young moduli were used. The stiffer layer experienced
smaller strain for the same stress remaining within an expectedly more linear region.
If both compressed materials are linear, then for one strain plotted against another,
one should expect a linear function. The curves shown in Figure 11a obtained for
various combinations of softer/stiffer silicones are fairly linear with a rather broad
strain ranging up to several tens of percent. This confirms that silicone is a good
candidate for linear reference material in which strain is proportional to stress.
Consequently, if the dependence of strain in a studied tissue plotted against
strain in the reference silicone layer looks nonlinear, the reason for this is that the
stress-strain dependence for this tissue is nonlinear. For pre-calibrated reference
layers, this opens the possibility to obtain quantified stress-strain dependences as
illustrated in Figure 11b. The example in Figure 11b demonstrates the importance
of the tissue pre-straining: even for apparently insignificant pre-straining within
2.5%, the apparent Young modulus may vary several times because of possible
nonlinearity of the studied sample.
Further, we demonstrate that the described OCT-based technique opens the
possibility to observe spatially localized inhomogeneities of the material stiffness.
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Panel (a) shows cumulative strain in one silicone layer plotted against strain in another layer. The numbers
near the curves indicate the corresponding ratios of the Young moduli for the compared silicone types. The
dependences in panel (a) remain fairly linear up to strains of 10%. Panel (b) shows another example of a
pronounced nonlinear stress-strain curve, for which the strain in pre-calibrated silicone is recalculated in stress
and the horizontal axis shows the strain in an excised sample of breast cancer. Note that the slope of this curve
(corresponding to the Young modulus of the tissue) strongly varies from 400 kPa to 1400 kPa for the strain
range in the tissue <2.5%.
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The examples presented in Figure 12 are also obtained in the experimental config-
uration shown in Figure 5. Figure 12a and b shows structural images of the silicone-
cornea-silicone sandwich before and after pulse-periodic infrared irradiation. The
latter causes deformation (expansion) of the irradiated region such that after
postirradiation cooling the residual expansion persists. It is slightly visible in the
structural image Figure 12b and can be quantitatively estimated and clearly visual-
ized as shown in Figure 12c. For the pre-compression used in the discussed exper-
iment, the Young modulus of the corneal tissue is close to the Young modulus of the
silicone (200 kPa). Consequently, before the irradiation the reconstructed distri-
bution of the compressibility (inverse Young modulus) over the image found via
comparison of spatial distribution of mechanically produced small straining 0.5%
is fairly uniform and does not vary laterally in the cornea (see Figure 12d). In
contrast, after laser heating, the compressibility of cornea demonstrates strong
increase in the center of the heated region (see Figure 12e). This local increase in
the compressibility of the heated region is attributed to the laser-induced appear-
ance of crack-like microscopic pores that are not directly resolved in the OCT
images, but due to enhanced deformability, they manifest themselves via reduction
of the tissue Young modulus. Analysis of the post-heating local dilatation of the
tissue and the complementary reduction in the Young modulus makes it possible to
make quantitative conclusions about the volume content and averaged geometrical
parameters of the pores. These results well agree with independent data of micro-
scopic examination of the tissue (see details in [30]).
6. Conclusions
The described elastographic OCT-based approach can be viewed as an optical
counterpart of the elastographic approach [7] proposed in medical ultrasound.
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Demonstration of complementary irradiation-induced residual strain and reduction in the Young modulus in
the irradiated region of corneal sample. Panel (a) is a structural OCT image before irradiation, and (b) is a
similar postirradiation structural image, in which slight expansion of the corneal tissue is distinguishable in the
encircled zone. Panel (c) is an elastographic map of the postirradiation cumulative strain, where expansion of
the heated region is clearly visible. Panel (d) is the elastographic map of spatially fairly uniform distribution of
the inverse Young modulus (compressibility) before irradiation. Similar map (e) obtained after irradiation
clearly demonstrates appearance of local increase in compressibility (reduction in the Young modulus) in the
center of irradiation region.
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However, an important distinction is that in contrast to the initially proposed
correlational tracking in ultrasound, in OCT the speckle tracking based on analysis
of the scattered signal phase appeared to be more advantageous. The difficulties in
realization of correlational speckle tracking in OCT arise because of strain-induced
decorrelation of speckle patterns in OCT scans, so that super-broadband sources are
required to reduce the strain-induced speckle blinking/boiling as discussed in detail
in [19].
It can be shown that the phase-sensitive OCT-based speckle tracking is more
tolerant to strains [21], so that phase-resolved tracking of axial displacements can be
efficiently realized even using OCT systems with “typical” parameters. In problems
of mapping strains, the difficulties in phase unwrapping for super-wavelength
displacements of scatterers can be efficiently obviated by direct estimation of
interframe phase-variation gradients within a chosen processing window. This can
be done using the proposed robust “vector” method [24, 25]. The resolution of the
resultant strain maps is mostly determined by the dimensions of the used processing
window, the size of which should usually be at least 5–10 times greater (depending
on the noise level) than the resolution scale in the initial structural OCT images to
ensure sufficient SNR.
Additional ways of SNR enhancement can be based on application of stable
periodic actuators producing strain and periodic averaging (e.g., see [11]; however,
this solution cannot be used to determine the quasistatic Young modulus). Alterna-
tively in the case of aperiodic strains, efficient averaging can be obtained by finding
cumulative strains as discussed in [32], which is also a key point allowing for
obtaining nonlinear stress-strain curves as demonstrated above. Additional
improvements in terms of optimization of interframe intervals may be required in
the case of long-term monitoring of slowly varying small strains [34]. In the context
of biomedical applications, some examples related to biomechanics of such bio-
polymers such as cartilaginous and corneal tissues were given above (a more
detailed discussion can be found in [28–30]). Other examples related to oncological
applications can be found in [11, 12]. It is likely that monitoring of slow strains
(as discussed in [34]) may be of special interest for technical applications related
to studies of curing of polymers, etc.
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Abstract
Optical coherence tomography with a visible broadband light source (vis-OCT) 
was developed for high-resolution and nondestructive measurements of semicon-
ductor optical devices. Although a near-infrared (NIR) light source should be used 
for medical OCT to obtain deep penetration of biological samples, a visible broad-
band light source is available as a low-coherence light source for industrial products. 
Vis-OCT provides higher axial resolution than NIR-OCT, because the axial resolu-
tion of an OCT image is proportional to the square of the center wavelength of the 
light source. We developed vis-OCT with an axial resolution of less than 1 μm in air 
and obtained cross-sectional profiles and images of ridge-type waveguides hav-
ing heights and widths of several μm. Additionally, we performed cross-sectional 
measurements and imaging of a stacked semiconductor thin layer. The measured 
values were similar to those measured by scanning electron microscopy, and the 
effectiveness of vis-OCT for nondestructive inspection of semiconductor optical 
devices was demonstrated.
Keywords: vis-OCT, nondestructive inspection, optical device fabrication, 
semiconductor optical device, high-resolution imaging
1. Introduction
Nondestructive inspection technologies have become mandatory for fabrication 
and evaluation of various industrial products [1]. In particular, as products are 
miniaturized into μm and nm scales, high-resolution measurement methods are 
necessary. For semiconductor optical devices, photonic integrated circuits (PICs) 
[2] have been developed from the recent progress of fabrication techniques. For 
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Abstract
Optical coherence tomography with a visible broadband light source (vis-OCT) 
was developed for high-resolution and nondestructive measurements of semicon-
ductor optical devices. Although a near-infrared (NIR) light source should be used 
for medical OCT to obtain deep penetration of biological samples, a visible broad-
band light source is available as a low-coherence light source for industrial products. 
Vis-OCT provides higher axial resolution than NIR-OCT, because the axial resolu-
tion of an OCT image is proportional to the square of the center wavelength of the 
light source. We developed vis-OCT with an axial resolution of less than 1 μm in air 
and obtained cross-sectional profiles and images of ridge-type waveguides hav-
ing heights and widths of several μm. Additionally, we performed cross-sectional 
measurements and imaging of a stacked semiconductor thin layer. The measured 
values were similar to those measured by scanning electron microscopy, and the 
effectiveness of vis-OCT for nondestructive inspection of semiconductor optical 
devices was demonstrated.
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1. Introduction
Nondestructive inspection technologies have become mandatory for fabrication 
and evaluation of various industrial products [1]. In particular, as products are 
miniaturized into μm and nm scales, high-resolution measurement methods are 
necessary. For semiconductor optical devices, photonic integrated circuits (PICs) 
[2] have been developed from the recent progress of fabrication techniques. For 
the PICs, highly dense optical devices are connected using optical waveguides 
[e.g., ridge-type optical waveguides (RWGs)] having several to sub-μm scales to 
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propagate light [3, 4]. Thus, the structural accuracy of the fabricated waveguides 
becomes significant for reducing their propagation loss and increasing PIC effi-
ciency and reliability. The waveguides are typically carved on semiconductor mate-
rials using fine-processing technologies such as photolithography and dry etching 
[5]. To optimize the process conditions, it is necessary to measure the thickness of a 
photoresist coating on semiconductor wafers: several to sub-μm. Furthermore, the 
fabricated waveguides should be inspected as designed. To measure the photoresist 
thickness or fabricated waveguides, scanning electron microscopy (SEM) or step 
profiler has been frequently used [6]. However, these measurement methods are 
destructive or require contact with the sample. Development of a nondestruc-
tive and non-contact measurement method with a high spatial resolution is thus 
required.
Optical techniques enable nondestructive, contactless characterization of thin 
films. For instance, ellipsometry [7] is commonly used to measure thicknesses of 
thin films. However, it has a relatively large spot size (>40 μm) and is not suitable 
for a lateral local measurement of wafers. On the other hand, an optical cross-
sectional imaging technique, called optical coherence tomography (OCT) [8], 
has been developed. OCT is commonly used in medical fields (e.g., ophthalmol-
ogy). It is based on low-coherence interferometry, and the reflectivity profile of a 
sample along an optical axis can be obtained using a focused probe. By scanning 
the probe in the lateral directions, two-dimensional (2D) and three-dimensional 
(3D) profile imaging can be achieved. The axial resolution of an OCT image 
is governed by the central wavelength (λ0) and bandwidth (Δλ) of the low-
coherence light source. The axial resolution can be expressed as 0.44λ02/Δλ when 
a broadband light source has a Gaussian spectral shape [9]. For conventional 
medical OCT, λ0 should be in the near-infrared (NIR) range to allow deep pen-
etration of biological samples [10, 11]. However, when industrial products are 
observed by OCT, a visible broadband light can be used as an OCT light source, 
and the axial and lateral resolutions of an OCT image can be further improved 
beyond that of the NIR-OCT images, owing to the shorter λ0. For instance, when 
the λ0 is 650 nm and Δλ is beyond 200 nm, the axial resolution can be expected 
to be less than 1 μm. This value is comparable to the dimension of optical semi-
conductor devices included in PICs. Furthermore, the visible-range optical 
components, such as light source and detector, are widely used and are relatively 
cost-effective, and there are many options. Therefore, we developed vis-OCT 
as a nondestructive high-resolution inspection tool [12, 13]. In this chapter, the 
vis-OCT system and its inspections of optical components, semiconductor-based 
optical waveguides, polymer-based integrated patterns, and semiconductor thin 
film are introduced.
2. Spectral-domain OCT with a visible broadband light source
A spectral-domain (SD)-OCT [14], having a visible broadband light, was con-
structed as shown in Figure 1(a). SD-OCT, categorized as a Fourier-domain OCT 
[15], enables a distribution of spatial reflectivities along the optical axis through 
an inverse Fourier-transformed (IFT) spectrum of interference among reflections 
from the sample and a reference mirror. We utilized a halogen lamp unit (ANDO 
AQ4305) coupled with a single-mode fiber of ~4.0 μm core diameter as the visible 
broadband light source. The integrated output power from the SMF in the visible 
spectral range was approximately 220 nW. The introduced light was collimated 
using an objective lens (f = 11.7 mm) and split by a beam splitter (BS) into sample 
and reference arms. Each split light was focused on the sample and the reference 
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mirror by a high numerical aperture (0.50) objective lens with a plan apochromatic 
aberration correction from visible to near-infrared wavelength region (Mitutoyo 
M Plan Apo NIR 100×) (f = 2.0 mm). By using this objective lens, the spot size of 
each focused beam could be reduced, estimated to be approximately 0.68 μm in 
diameter without degradation of the axial resolution caused by aberrations. The 
reflections from the sample and the reference mirror were recombined at the BS, 
and the interfered signal was focused by an achromatic lens (f = 80 mm) into the 
spectrometer. The interference spectrum was detected by the spectrometer (Ocean 
Optics USB4000) with a Si-based charge-coupled device detector (3648 pixels) 
with an exposure time of approximately 100 ms. By calculating the IFT interference 
spectrum, a depth profile of the sample along the optical axis was obtained [16]. A 
2D OCT image was then produced by scanning the probe light in steps of 0.2 μm in 
the lateral direction.
Figure 1(b) shows a spectrum of the light source reflecting from the reference 
mirror detected with the spectrometer. The center wavelength was approximately 
662 nm, and the full width at half maximum (FWHM) was approximately 287 nm. 
The axial resolution of the SD-OCT system can be estimated from the point spread 
function (PSF) of the light source obtained from the IFT interference spectrum 
between the reflections from the reference mirror and an identical mirror set on the 
sample stage. The PSF of the light source is presented in Figure 1(c), and the FWHM 
of the PSF, which corresponds to the axial resolution, was approximately 0.93 μm.
Figure 1. 
(a) Schematic of the Vis-OCT setup. (b) Spectrum of the light source in the Vis-OCT. (c) PSF obtained from 
the IFT interference spectrum between the reflections from the reference and sample mirrors. (Reprinted with 
permission from Ref. [13]. Copyright 2018, The Japan Society of Applied Physics).
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propagate light [3, 4]. Thus, the structural accuracy of the fabricated waveguides 
becomes significant for reducing their propagation loss and increasing PIC effi-
ciency and reliability. The waveguides are typically carved on semiconductor mate-
rials using fine-processing technologies such as photolithography and dry etching 
[5]. To optimize the process conditions, it is necessary to measure the thickness of a 
photoresist coating on semiconductor wafers: several to sub-μm. Furthermore, the 
fabricated waveguides should be inspected as designed. To measure the photoresist 
thickness or fabricated waveguides, scanning electron microscopy (SEM) or step 
profiler has been frequently used [6]. However, these measurement methods are 
destructive or require contact with the sample. Development of a nondestruc-
tive and non-contact measurement method with a high spatial resolution is thus 
required.
Optical techniques enable nondestructive, contactless characterization of thin 
films. For instance, ellipsometry [7] is commonly used to measure thicknesses of 
thin films. However, it has a relatively large spot size (>40 μm) and is not suitable 
for a lateral local measurement of wafers. On the other hand, an optical cross-
sectional imaging technique, called optical coherence tomography (OCT) [8], 
has been developed. OCT is commonly used in medical fields (e.g., ophthalmol-
ogy). It is based on low-coherence interferometry, and the reflectivity profile of a 
sample along an optical axis can be obtained using a focused probe. By scanning 
the probe in the lateral directions, two-dimensional (2D) and three-dimensional 
(3D) profile imaging can be achieved. The axial resolution of an OCT image 
is governed by the central wavelength (λ0) and bandwidth (Δλ) of the low-
coherence light source. The axial resolution can be expressed as 0.44λ02/Δλ when 
a broadband light source has a Gaussian spectral shape [9]. For conventional 
medical OCT, λ0 should be in the near-infrared (NIR) range to allow deep pen-
etration of biological samples [10, 11]. However, when industrial products are 
observed by OCT, a visible broadband light can be used as an OCT light source, 
and the axial and lateral resolutions of an OCT image can be further improved 
beyond that of the NIR-OCT images, owing to the shorter λ0. For instance, when 
the λ0 is 650 nm and Δλ is beyond 200 nm, the axial resolution can be expected 
to be less than 1 μm. This value is comparable to the dimension of optical semi-
conductor devices included in PICs. Furthermore, the visible-range optical 
components, such as light source and detector, are widely used and are relatively 
cost-effective, and there are many options. Therefore, we developed vis-OCT 
as a nondestructive high-resolution inspection tool [12, 13]. In this chapter, the 
vis-OCT system and its inspections of optical components, semiconductor-based 
optical waveguides, polymer-based integrated patterns, and semiconductor thin 
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A spectral-domain (SD)-OCT [14], having a visible broadband light, was con-
structed as shown in Figure 1(a). SD-OCT, categorized as a Fourier-domain OCT 
[15], enables a distribution of spatial reflectivities along the optical axis through 
an inverse Fourier-transformed (IFT) spectrum of interference among reflections 
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mirror by a high numerical aperture (0.50) objective lens with a plan apochromatic 
aberration correction from visible to near-infrared wavelength region (Mitutoyo 
M Plan Apo NIR 100×) (f = 2.0 mm). By using this objective lens, the spot size of 
each focused beam could be reduced, estimated to be approximately 0.68 μm in 
diameter without degradation of the axial resolution caused by aberrations. The 
reflections from the sample and the reference mirror were recombined at the BS, 
and the interfered signal was focused by an achromatic lens (f = 80 mm) into the 
spectrometer. The interference spectrum was detected by the spectrometer (Ocean 
Optics USB4000) with a Si-based charge-coupled device detector (3648 pixels) 
with an exposure time of approximately 100 ms. By calculating the IFT interference 
spectrum, a depth profile of the sample along the optical axis was obtained [16]. A 
2D OCT image was then produced by scanning the probe light in steps of 0.2 μm in 
the lateral direction.
Figure 1(b) shows a spectrum of the light source reflecting from the reference 
mirror detected with the spectrometer. The center wavelength was approximately 
662 nm, and the full width at half maximum (FWHM) was approximately 287 nm. 
The axial resolution of the SD-OCT system can be estimated from the point spread 
function (PSF) of the light source obtained from the IFT interference spectrum 
between the reflections from the reference mirror and an identical mirror set on the 
sample stage. The PSF of the light source is presented in Figure 1(c), and the FWHM 
of the PSF, which corresponds to the axial resolution, was approximately 0.93 μm.
Figure 1. 
(a) Schematic of the Vis-OCT setup. (b) Spectrum of the light source in the Vis-OCT. (c) PSF obtained from 
the IFT interference spectrum between the reflections from the reference and sample mirrors. (Reprinted with 
permission from Ref. [13]. Copyright 2018, The Japan Society of Applied Physics).
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3.  Surface-structure observations and measurements of RWGs and 
periodic patterns with Vis-OCT
We first measured optical waveguides and periodic patterns as typical opti-
cal device components to evaluate the axial and lateral resolutions of developed 
vis-OCT. In this section, the performance of the vis-OCT for surface-structure 
measurement and observation is described.
3.1 Sample preparations
For the test samples of surface-structure observations, we prepared semicon-
ductor-based straight RWGs. The RWG was formed on typical optical confinement 
layers, which consisted of a core layer of GaAs and upper- and lower-cladding layers 
of AlGaAs [17]. After the epitaxial growth of the semiconductor layers on a GaAs 
substrate via molecular beam epitaxy (MBE), RWGs were separately fabricated 
on the wafer with 1.5-μm nominal height and various nominal widths (3–100 μm) 
using conventional photolithography and dry etching processes (Figure 2).
We prepared periodic patterned structures fabricated on a soft mold made 
of polydimethylsiloxane (PDMS) with several to sub-μm scale for nano-imprint 
lithography (NIL) [18], as shown in Figure 3. Three laterally periodic patterns, line 
and space (L/S), hexagonal lattice pillars, and hexagonal lattice holes, were formed 
on the soft mold with nominal 4-μm pitch and 0.5-μm height (or depth). These 
are typically designed for optical micro- and nano-waveguides, photonic crystal 
structures, or micro-channels for lab-on-a-chip, etc. We investigated the capability 
of the vis-OCT with these high-dense patterns for lateral and axial high-resolution 
measurements.
The light probe was introduced from the above sample surface and scanned 
in-plane direction across the RWG or periodic patterns to obtain the depth profile 
and profile images.
Figure 2. 
Schematic of semiconductor RWG fabrication processes and a typical SEM image of the fabricated RWG with 
a nominal width of 3 μm. (Reprinted with permission from Ref. [13]. Copyright 2018, The Japan Society of 
Applied Physics).
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3.2 Height and width measurements of isolated RWGs
Figure 4(a) shows depth profile curves obtained with a probe fixed on the RWG 
(black line) and the substrate aside the RWG (red line) [13]. Each profile indicates 
a peak with a line width of approximately 0.95–0.96 μm, which can be caused by 
the reflection from the surfaces of the RWG and the substrate, and the line width 
almost corresponds to that of the PSF of the light source, as shown in Figure 1(c). 
The peak intensity at the surface of the substrate was smaller (approximately 
−5 dB) than that at the surface of the RWG. This might have resulted from a 
reduction in the back reflection caused by light scattering at the dry-etched rough 
surface. The peak positions at the surfaces were shifted, suggesting that the RWG 
height can be estimated from the peak-shift value. From this case, the RWG height 
was estimated at ~1.52 μm. We then obtained the depth profile curves by scanning 
with the light probe at intervals of 0.2 μm in the lateral direction across the RWG 
with 3-μm width and summarized the profile curves in Figure 4(b).
As seen in Figure 4(b), the reflection peaks at the surfaces of the substrate and 
the RWG can be clearly distinguished. At the boundary between the RWG and the 
substrate, the incident light probe spanned both surfaces, and the signal intensi-
ties were overlapped in a short range of the lateral direction. Thus, we defined the 
boundary position where the peak intensity dropped 3 dB from the peak intensity 
of the RWG surface. Based on the depth profile curves, signal intensity was scaled 
Figure 3. 
Optical microscopic and schematics of soft molds for NIL with various lateral patterns.
Figure 4. 
(a) Depth profile curves obtained from the surface of the RWG with 3-μm width (black line) and the substrate 
(red line). (b) Summarized profile curves. (Reprinted with permission from Ref. [13]. Copyright 2018, The 
Japan Society of Applied Physics).
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3.  Surface-structure observations and measurements of RWGs and 
periodic patterns with Vis-OCT
We first measured optical waveguides and periodic patterns as typical opti-
cal device components to evaluate the axial and lateral resolutions of developed 
vis-OCT. In this section, the performance of the vis-OCT for surface-structure 
measurement and observation is described.
3.1 Sample preparations
For the test samples of surface-structure observations, we prepared semicon-
ductor-based straight RWGs. The RWG was formed on typical optical confinement 
layers, which consisted of a core layer of GaAs and upper- and lower-cladding layers 
of AlGaAs [17]. After the epitaxial growth of the semiconductor layers on a GaAs 
substrate via molecular beam epitaxy (MBE), RWGs were separately fabricated 
on the wafer with 1.5-μm nominal height and various nominal widths (3–100 μm) 
using conventional photolithography and dry etching processes (Figure 2).
We prepared periodic patterned structures fabricated on a soft mold made 
of polydimethylsiloxane (PDMS) with several to sub-μm scale for nano-imprint 
lithography (NIL) [18], as shown in Figure 3. Three laterally periodic patterns, line 
and space (L/S), hexagonal lattice pillars, and hexagonal lattice holes, were formed 
on the soft mold with nominal 4-μm pitch and 0.5-μm height (or depth). These 
are typically designed for optical micro- and nano-waveguides, photonic crystal 
structures, or micro-channels for lab-on-a-chip, etc. We investigated the capability 
of the vis-OCT with these high-dense patterns for lateral and axial high-resolution 
measurements.
The light probe was introduced from the above sample surface and scanned 
in-plane direction across the RWG or periodic patterns to obtain the depth profile 
and profile images.
Figure 2. 
Schematic of semiconductor RWG fabrication processes and a typical SEM image of the fabricated RWG with 
a nominal width of 3 μm. (Reprinted with permission from Ref. [13]. Copyright 2018, The Japan Society of 
Applied Physics).
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3.2 Height and width measurements of isolated RWGs
Figure 4(a) shows depth profile curves obtained with a probe fixed on the RWG 
(black line) and the substrate aside the RWG (red line) [13]. Each profile indicates 
a peak with a line width of approximately 0.95–0.96 μm, which can be caused by 
the reflection from the surfaces of the RWG and the substrate, and the line width 
almost corresponds to that of the PSF of the light source, as shown in Figure 1(c). 
The peak intensity at the surface of the substrate was smaller (approximately 
−5 dB) than that at the surface of the RWG. This might have resulted from a 
reduction in the back reflection caused by light scattering at the dry-etched rough 
surface. The peak positions at the surfaces were shifted, suggesting that the RWG 
height can be estimated from the peak-shift value. From this case, the RWG height 
was estimated at ~1.52 μm. We then obtained the depth profile curves by scanning 
with the light probe at intervals of 0.2 μm in the lateral direction across the RWG 
with 3-μm width and summarized the profile curves in Figure 4(b).
As seen in Figure 4(b), the reflection peaks at the surfaces of the substrate and 
the RWG can be clearly distinguished. At the boundary between the RWG and the 
substrate, the incident light probe spanned both surfaces, and the signal intensi-
ties were overlapped in a short range of the lateral direction. Thus, we defined the 
boundary position where the peak intensity dropped 3 dB from the peak intensity 
of the RWG surface. Based on the depth profile curves, signal intensity was scaled 
Figure 3. 
Optical microscopic and schematics of soft molds for NIL with various lateral patterns.
Figure 4. 
(a) Depth profile curves obtained from the surface of the RWG with 3-μm width (black line) and the substrate 
(red line). (b) Summarized profile curves. (Reprinted with permission from Ref. [13]. Copyright 2018, The 
Japan Society of Applied Physics).
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on an 8-bit grayscale, where white denotes maximum and black denotes minimum, 
and a cross-sectional OCT image was constructed. Figure 5 summarizes the OCT 
images obtained from RWGs with various widths and cross-sectional SEM images 
of the RWGs obtained from a cleaved edge. The surface line of the substrate and 
the RWG indicated by a red dashed line in each OCT image was determined at the 
reflection peak position. The RWG height and width measured by vis-OCT corre-
spond well with the values measured via SEM observation. Figure 6(a), (b) shows 
the comparison of the measured heights and widths of various RWGs between 
vis-OCT and SEM.
3.3 Soft mold for NIL
We then observed soft molds with periodically integrated patterns, such as line 
and space, hexagonal lattice of pillars, and holes. Figure 7 shows optical micro-
scopic (plan-view) and vis-OCT (cross-sectional) images of the molds. The OCT 
images clearly show the profile image of the periodic patterns, indicating the height 
and pitch of the patterns. Despite the slight variation of dimensions, the measured 
height and depth of approximately 0.5 μm and the pitch of approximately 4 μm 
were reasonable values.
These results demonstrated the effectiveness of the vis-OCT for measurements 
and imaging of integrated structures with several to sub-μm scale. Furthermore, 
the mold is made of polymer (PDMS) and difficult to be observed by SEM because 
of charging. Vis-OCT can avoid the problem and realize nondestructive and high-
resolution inspection even for the polymer-based material.
Figure 6. 
Summarized measured values of (a) height and (b) width of RWGs with various nominal widths using 
Vis-OCT and SEM. (Reprinted with permission from Ref. [13]. Copyright 2018, The Japan Society of Applied 
Physics).
Figure 5. 
Comparison of profile images using Vis-OCT and SEM for RWGs with various widths.
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4. Profile imaging of semitransparent thin films
As shown in the previous section, the availability of the vis-OCT was demon-
strated for nondestructive inspection for surface structures with high axial resolu-
tion (less than 1 μm) and lateral resolution (less than 2 μm). We then attempted to 
obtain a profile imaging of stacked layers underneath the sample surface. Generally, 
thin semiconductor layers are stacked in optical devices, and an inspection method 
for the layer embedded in a device, such as the thickness or interface flatness of the 
layers, is beneficial. Although a layer of transparency for visible light can be easily 
imaged with vis-OCT, a nontransparent or partial transparent layer, which is an 
optical absorbent layer for a whole or partial of the visible light, should be difficult 
to be measured. In this section, our proposed method to determine the physical 
thickness of such a layer using the vis-OCT is introduced.
4.1 Sample of stacked thin layers
An epitaxial AlGaAs thin layer was grown on a GaAs wafer by MBE as a test 
sample. As shown in Figure 8, a nominal 0.5-μm-thick Al0.35Ga0.65As layer was 
prepared and was coated with an approximately 2-μm-thick layer of photoresist 
(AZ 5214E, Microchemicals GmbH). The cross-sectional SEM image was obtained 
from a cleaved sample edge. A photoresist layer is typically spin-coated before 
patterns are drawn with a photolithography process. The measurement of thickness 
of the photoresist layer is important for optimizing the condition of pattern draw-
ing. The refractive index of the photoresist layer (npr) was approximately 1.62 for 
Figure 7. 
NIL soft-mold profile images obtained via Vis-OCT and plan-view images with an optical microscope.
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on an 8-bit grayscale, where white denotes maximum and black denotes minimum, 
and a cross-sectional OCT image was constructed. Figure 5 summarizes the OCT 
images obtained from RWGs with various widths and cross-sectional SEM images 
of the RWGs obtained from a cleaved edge. The surface line of the substrate and 
the RWG indicated by a red dashed line in each OCT image was determined at the 
reflection peak position. The RWG height and width measured by vis-OCT corre-
spond well with the values measured via SEM observation. Figure 6(a), (b) shows 
the comparison of the measured heights and widths of various RWGs between 
vis-OCT and SEM.
3.3 Soft mold for NIL
We then observed soft molds with periodically integrated patterns, such as line 
and space, hexagonal lattice of pillars, and holes. Figure 7 shows optical micro-
scopic (plan-view) and vis-OCT (cross-sectional) images of the molds. The OCT 
images clearly show the profile image of the periodic patterns, indicating the height 
and pitch of the patterns. Despite the slight variation of dimensions, the measured 
height and depth of approximately 0.5 μm and the pitch of approximately 4 μm 
were reasonable values.
These results demonstrated the effectiveness of the vis-OCT for measurements 
and imaging of integrated structures with several to sub-μm scale. Furthermore, 
the mold is made of polymer (PDMS) and difficult to be observed by SEM because 
of charging. Vis-OCT can avoid the problem and realize nondestructive and high-
resolution inspection even for the polymer-based material.
Figure 6. 
Summarized measured values of (a) height and (b) width of RWGs with various nominal widths using 
Vis-OCT and SEM. (Reprinted with permission from Ref. [13]. Copyright 2018, The Japan Society of Applied 
Physics).
Figure 5. 
Comparison of profile images using Vis-OCT and SEM for RWGs with various widths.
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4. Profile imaging of semitransparent thin films
As shown in the previous section, the availability of the vis-OCT was demon-
strated for nondestructive inspection for surface structures with high axial resolu-
tion (less than 1 μm) and lateral resolution (less than 2 μm). We then attempted to 
obtain a profile imaging of stacked layers underneath the sample surface. Generally, 
thin semiconductor layers are stacked in optical devices, and an inspection method 
for the layer embedded in a device, such as the thickness or interface flatness of the 
layers, is beneficial. Although a layer of transparency for visible light can be easily 
imaged with vis-OCT, a nontransparent or partial transparent layer, which is an 
optical absorbent layer for a whole or partial of the visible light, should be difficult 
to be measured. In this section, our proposed method to determine the physical 
thickness of such a layer using the vis-OCT is introduced.
4.1 Sample of stacked thin layers
An epitaxial AlGaAs thin layer was grown on a GaAs wafer by MBE as a test 
sample. As shown in Figure 8, a nominal 0.5-μm-thick Al0.35Ga0.65As layer was 
prepared and was coated with an approximately 2-μm-thick layer of photoresist 
(AZ 5214E, Microchemicals GmbH). The cross-sectional SEM image was obtained 
from a cleaved sample edge. A photoresist layer is typically spin-coated before 
patterns are drawn with a photolithography process. The measurement of thickness 
of the photoresist layer is important for optimizing the condition of pattern draw-
ing. The refractive index of the photoresist layer (npr) was approximately 1.62 for 
Figure 7. 
NIL soft-mold profile images obtained via Vis-OCT and plan-view images with an optical microscope.
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625-nm light, and there is not a large dispersion of npr for visible light (1.61–1.66 
for λ = 830–400 nm) [19], as shown in the lower part of Figure 9(a). The physical 
thickness of the photoresist film, therefore, can be estimated from the optical thick-
ness divided by npr.
Measuring the AlGaAs layer thickness is also important, because the etched 
AlGaAs layer thickness should be monitored when the RWG is fabricated, as shown 
in Figure 2. However, the refractive index of AlGaAs (nAlGaAs) has a large disper-
sion, unlike the photoresist layer. The refractive index of the Al0.3Ga0.7As layer varies 
in the range of 3.5–4.8 as a function of the wavelength of visible broadband light, 
as shown in the upper part of Figure 9(a). Moreover, the Al0.3Ga0.7As layer exhibits 
optical absorbance, depending on the wavelength, because of the bandgap energy. 
Figure 9(b) presents simulated spectra of the visible broadband light source 
transmitted through an Al0.3Ga0.7As layer with various thicknesses in the range of 
250–2000 nm. This indicates variations of the transmitted spectral shape of the 
visible broadband light with the thickness of the Al0.3Ga0.7As layer resulting in the 
variation of nAlGaAs with the spectral changes.
4.2 Numerical simulations
As described in the previous section, the semiconductor layer has a dispersion 
relation of its refractive index, and the transmitted spectrum is varied with the thick-
ness of the layer. Thus, it should be difficult to determine the physical thickness of the 
Figure 8. 
Cross-sectional SEM image and profiles of a fabricated sample. (Reprinted with permission from Ref. [12]. 
Copyright 2016, The Japan Society of Applied Physics).
Figure 9. 
(a) Dispersion refractive indices of Al0.3Ga0.7As and photoresist. (b) Simulated transmitted spectra through 
Al0.3Ga0.7As films with various thicknesses. (Reprinted with permission from Ref. [12]. Copyright 2016, The 
Japan Society of Applied Physics).
195
OCT with a Visible Broadband Light Source Applied to High-Resolution Nondestructive…
DOI: http://dx.doi.org/10.5772/intechopen.90117
AlGaAs layer from a value of optical thickness obtained with vis-OCT. To determine 
the physical thickness of thin semiconductor layers, we propose the utilization of 
numerical simulations based on the finite-difference time-domain (FDTD) method 
[20, 21]. This simulation provides the propagation of an optical wave of visible broad-
band light in the sample. The FDTD method is a time-domain simulation for modeling 
electrodynamics and is useful for predictions of light propagation in a wide frequency 
range in an arbitrary material. The variations in intensity and shape of a spectrum as 
broadband light travels in the material can be numerically reproduced based on succes-
sive calculations of Maxwell’s equations in time and space. This enables the estimation 
of a precise optical length of a broadband light beam traveling in a material having 
wavelength dispersion of optical absorbance and refractive index.
We executed the FDTD simulation on a 2D model using commercial software 
(Rsoft Design Group, FullWAVE). As shown in Figure 10(a), a 2D model of 
stacked layers was prepared, and a pulse light was introduced from the left side of 
the model. Figure 10(b) shows plots of intensity of the incident pulse recorded 
as a function of time (converted to optical length) at each layer boundary (#1–3). 
The appearance of peaks in the plot indicates that the light propagated, and the 
distance between two peaks indicates a traveling length of light corresponding to 
an optical thickness of the layer. We calculated the optical thickness for simulation 
models with different physical thicknesses of the AlGaAs layer set around 500 nm. 
The calculated optical thickness was then compared with the optical thickness 
experimentally obtained via vis-OCT. The physical thickness was determined as a 
corresponding thickness set in the simulation model.
4.3 Profile measurements and imaging with the Vis-OCT
Figure 11(a) shows the depth profile of the sample obtained with the vis-
OCT. Three clear peaks appear in the profile, which can be attributed to reflections 
at the boundaries of each layer: (1) the surface of the photoresist, (2) the interface 
between the photoresist and AlGaAs layer, and (3) the interface between the 
AlGaAs layer and the GaAs substrate. The distance between peaks (1) and (2) of the 
sample is 3.69 μm, which is nearly the same as the product (3.4 μm) of the photo-
resist thickness (2.1 μm) and its approximate npr of 1.62. Considering that the OCT 
depth profiles indicate the optical path lengths, peaks (1) and (2) can be interpreted 
as reflections at the surface and at the interface of the photoresist layer. However, 
the distance between peaks (2) and (3) cannot be analyzed in the same manner, 
because the refractive index of AlGaAs is not predictable, as described in the previ-
ous section. We thus compared the experimental value with the FDTD simulations 
for models having various values of physical thickness of the AlGaAs layer. The 
simulation result, which provided the most comparable optical length, is shown 
in Figure 11(b). The physical thickness of the AlGaAs layer was set at 512 nm in 
Figure 10. 
(a) 2D model for the FDTD simulation. (b) Example of the recorded incident light intensity at layer boundaries 
#1–3. (Reprinted with permission from Ref. [12]. Copyright 2016, The Japan Society of Applied Physics).
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625-nm light, and there is not a large dispersion of npr for visible light (1.61–1.66 
for λ = 830–400 nm) [19], as shown in the lower part of Figure 9(a). The physical 
thickness of the photoresist film, therefore, can be estimated from the optical thick-
ness divided by npr.
Measuring the AlGaAs layer thickness is also important, because the etched 
AlGaAs layer thickness should be monitored when the RWG is fabricated, as shown 
in Figure 2. However, the refractive index of AlGaAs (nAlGaAs) has a large disper-
sion, unlike the photoresist layer. The refractive index of the Al0.3Ga0.7As layer varies 
in the range of 3.5–4.8 as a function of the wavelength of visible broadband light, 
as shown in the upper part of Figure 9(a). Moreover, the Al0.3Ga0.7As layer exhibits 
optical absorbance, depending on the wavelength, because of the bandgap energy. 
Figure 9(b) presents simulated spectra of the visible broadband light source 
transmitted through an Al0.3Ga0.7As layer with various thicknesses in the range of 
250–2000 nm. This indicates variations of the transmitted spectral shape of the 
visible broadband light with the thickness of the Al0.3Ga0.7As layer resulting in the 
variation of nAlGaAs with the spectral changes.
4.2 Numerical simulations
As described in the previous section, the semiconductor layer has a dispersion 
relation of its refractive index, and the transmitted spectrum is varied with the thick-
ness of the layer. Thus, it should be difficult to determine the physical thickness of the 
Figure 8. 
Cross-sectional SEM image and profiles of a fabricated sample. (Reprinted with permission from Ref. [12]. 
Copyright 2016, The Japan Society of Applied Physics).
Figure 9. 
(a) Dispersion refractive indices of Al0.3Ga0.7As and photoresist. (b) Simulated transmitted spectra through 
Al0.3Ga0.7As films with various thicknesses. (Reprinted with permission from Ref. [12]. Copyright 2016, The 
Japan Society of Applied Physics).
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AlGaAs layer from a value of optical thickness obtained with vis-OCT. To determine 
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numerical simulations based on the finite-difference time-domain (FDTD) method 
[20, 21]. This simulation provides the propagation of an optical wave of visible broad-
band light in the sample. The FDTD method is a time-domain simulation for modeling 
electrodynamics and is useful for predictions of light propagation in a wide frequency 
range in an arbitrary material. The variations in intensity and shape of a spectrum as 
broadband light travels in the material can be numerically reproduced based on succes-
sive calculations of Maxwell’s equations in time and space. This enables the estimation 
of a precise optical length of a broadband light beam traveling in a material having 
wavelength dispersion of optical absorbance and refractive index.
We executed the FDTD simulation on a 2D model using commercial software 
(Rsoft Design Group, FullWAVE). As shown in Figure 10(a), a 2D model of 
stacked layers was prepared, and a pulse light was introduced from the left side of 
the model. Figure 10(b) shows plots of intensity of the incident pulse recorded 
as a function of time (converted to optical length) at each layer boundary (#1–3). 
The appearance of peaks in the plot indicates that the light propagated, and the 
distance between two peaks indicates a traveling length of light corresponding to 
an optical thickness of the layer. We calculated the optical thickness for simulation 
models with different physical thicknesses of the AlGaAs layer set around 500 nm. 
The calculated optical thickness was then compared with the optical thickness 
experimentally obtained via vis-OCT. The physical thickness was determined as a 
corresponding thickness set in the simulation model.
4.3 Profile measurements and imaging with the Vis-OCT
Figure 11(a) shows the depth profile of the sample obtained with the vis-
OCT. Three clear peaks appear in the profile, which can be attributed to reflections 
at the boundaries of each layer: (1) the surface of the photoresist, (2) the interface 
between the photoresist and AlGaAs layer, and (3) the interface between the 
AlGaAs layer and the GaAs substrate. The distance between peaks (1) and (2) of the 
sample is 3.69 μm, which is nearly the same as the product (3.4 μm) of the photo-
resist thickness (2.1 μm) and its approximate npr of 1.62. Considering that the OCT 
depth profiles indicate the optical path lengths, peaks (1) and (2) can be interpreted 
as reflections at the surface and at the interface of the photoresist layer. However, 
the distance between peaks (2) and (3) cannot be analyzed in the same manner, 
because the refractive index of AlGaAs is not predictable, as described in the previ-
ous section. We thus compared the experimental value with the FDTD simulations 
for models having various values of physical thickness of the AlGaAs layer. The 
simulation result, which provided the most comparable optical length, is shown 
in Figure 11(b). The physical thickness of the AlGaAs layer was set at 512 nm in 
Figure 10. 
(a) 2D model for the FDTD simulation. (b) Example of the recorded incident light intensity at layer boundaries 
#1–3. (Reprinted with permission from Ref. [12]. Copyright 2016, The Japan Society of Applied Physics).
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the simulation model, and the propagation distance (optical length) between layer 
boundaries #2 and #3 was 2.55 μm. The physical thickness of 512 nm in the model 
is close to the value measured by the cross-sectional SEM (0.51 μm), as shown in 
Figure 8, demonstrating the effectiveness of the proposed method.
The above results show that vis-OCT, combined with the FDTD simulation, is 
useful for the profile measurement of not only a transparent film but also the opti-
cally absorbent epitaxial semiconductor layer. Although the sample cleaved for the 
SEM observation was the same wafer used in the vis-OCT measurements, the site 
for vis-OCT measurement was not at exactly the same position. Thus, the thick-
ness of the grown layer might have been slightly different. Additionally, the visible 
broadband light spectrum used in the FDTD simulation had an ideal Gaussian 
shape (symmetric at the central wavelength), which is different from the actual 
spectrum of the light source used in vis-OCT. This difference in spectral shape 
should have affected the simulation result, and further optimization of the FDTD 
simulation parameter could have increased the accuracy.
Furthermore, we obtained a 2D profile image of the sample by collecting profiles 
in a lateral direction, as shown in Figure 12. This image clearly shows the cross-sec-
tional structure of the sample, which could be utilized for inspecting the homogene-
ity of the film thickness and lateral structures after the etching process. In particular, 
the clear visualization of the boundary between the AlGaAs and GaAs layers should 
be useful when a ridge-type waveguide is fabricated on the wafer, because precise 
measurements of the height of the waveguide and the distance between the bottom 
Figure 11. 
(a) Depth profile of the sample obtained via Vis-OCT. (b) FDTD simulation result obtained from the most 
comparable optical length to the experimentally measured profile. (Reprinted with permission from Ref. [12]. 
Copyright 2016, The Japan Society of Applied Physics).
Figure 12. 
Profile image of the sample with the Vis-OCT. (Reprinted with permission from Ref. [12]. Copyright 2016, The 
Japan Society of Applied Physics).
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of the waveguide and the GaAs active layer are important requirements for attaining 
high transmission efficiency in the waveguide. These results demonstrate the effec-
tiveness of vis-OCT for high-resolution, nondestructive profile measurement and 
imaging in the fabrication of semiconductor optical devices.
5. Conclusions
We demonstrated a nondestructive and non-contact inspection for semiconduc-
tor optical devices using vis-OCT with high axial and lateral resolutions of less than 
1 μm. Profiles of RWGs and patterned soft molds were obtained, and measurements 
of the heights and widths of the structures were performed. Furthermore, the 
physical thickness measurements of an opaque epitaxially grown AlGaAs layer were 
demonstrated by combining the vis-OCT with FDTD-based numerical simulation. 
These results offer a novel application of OCT for nonmedical fields.
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(a) Depth profile of the sample obtained via Vis-OCT. (b) FDTD simulation result obtained from the most 
comparable optical length to the experimentally measured profile. (Reprinted with permission from Ref. [12]. 
Copyright 2016, The Japan Society of Applied Physics).
Figure 12. 
Profile image of the sample with the Vis-OCT. (Reprinted with permission from Ref. [12]. Copyright 2016, The 
Japan Society of Applied Physics).
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for Non-Contact Evaluation of
Fastener Flushness
James H. Wang and Michael R. Wang
Abstract
Outside of the medical field, spectral domain optical coherence tomography
(SD-OCT) is sparsely used. As such, we explored the possibility and practicality of
using SD-OCT as a tool to evaluate fastener flushness and countersink surface pro-
files. A SD-OCT device was built with a handheld galvanometer scanner that
weighed only 0.5 lb. Not only it does not require scan center alignment, but it is also
capable of quickly producing measurements of fastener flushness, radius, slant
angle, countersink edge radius, and surface angle. With the X-Y two-line scanning
method, measurements take only 90 ms. The SD-OCT device used to obtain these
measurements uses a lens with 60 mm focal length and a broadband light source of
840 nm center wavelength and 45 nm spectral bandwidth. With these components,
the SD-OCT device is able to provide an axial depth resolution of 8.5 μm and a
lateral resolution of 19 μm. The axial depth resolution can be improved by using a
wider bandwidth light source. Furthermore, the device is able to produce 3D
surface profiles of fasteners and countersinks using multi-line scans.
Keywords: optical coherence tomography, fastener flushness, countersink,
optical imaging, 3D surface profile
1. Introduction
High-speed objects such as racecars, bullet trains, aircrafts, and space crafts are
dependent on flush surfaces in order to reach the desired aerodynamic perfor-
mance. As such, inspection techniques are especially important to ensure fastener
flushness. Available technology used to inspect fastener flushness and countersink
surface profiles include handheld calipers and its modified version [1], laser line
scanners [2], and structured light [3]. The contact caliper inspection suffers from
gauge contact positioning error, visual gauge angular alignment error, measurement
readout error, and inability of producing an instant inspection report. It is also
difficult to translate the measurement data into a 3D surface profile. The laser line
scanner measurement is a faster technique for accessing the fastener flushness, but
it suffers from limited measurement precision and 3D surface profiling ability. The
structured light measurement, in particular the fastCHECK introduced by 8tree
Inc., offers impressive 5 μm axial measurement resolution and can check the flush-
ness of multiple fasteners. However, it is not capable of 3D surface profiling
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1. Introduction
High-speed objects such as racecars, bullet trains, aircrafts, and space crafts are
dependent on flush surfaces in order to reach the desired aerodynamic perfor-
mance. As such, inspection techniques are especially important to ensure fastener
flushness. Available technology used to inspect fastener flushness and countersink
surface profiles include handheld calipers and its modified version [1], laser line
scanners [2], and structured light [3]. The contact caliper inspection suffers from
gauge contact positioning error, visual gauge angular alignment error, measurement
readout error, and inability of producing an instant inspection report. It is also
difficult to translate the measurement data into a 3D surface profile. The laser line
scanner measurement is a faster technique for accessing the fastener flushness, but
it suffers from limited measurement precision and 3D surface profiling ability. The
structured light measurement, in particular the fastCHECK introduced by 8tree
Inc., offers impressive 5 μm axial measurement resolution and can check the flush-
ness of multiple fasteners. However, it is not capable of 3D surface profiling
inspection of fastener tilting angle, fastener radius, and countersink surface angle.
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Optical coherence tomography (OCT) is a low-coherence interferometry tech-
nique [4]. With the capability of high axial resolution and fast lateral scan imaging,
OCT has been used to perform cross-sectional imaging of biological tissues [5] as
well as topographic evaluation of surface roughness [6]. OCT has also been used for
fingerprint acquisition [7, 8], inspection of fiber coils [9], surface and coating
evaluation [10], evaluation of metallic material fractures [11], and nondestructive
metrology of layered polymeric material [12]. We report the use of the spectral
domain OCT (SD-OCT) [13–16], a faster OCT, for fastener flushness and counter-
sink surface profile evaluation.
2. SD-OCT configuration, scanning, and resolution
SD-OCT utilizes a Michelson interferometer configuration to examine the inter-
ference between two split broadband light beams [4, 14, 15]. Figure 1 shows the
fiber-optic-based SD-OCT configuration which employs a superluminescent diode
(SLD) light source; a fiber isolator; a 2  2 fiber coupler; a fiber-coupled OCT
spectrometer; a reference arm with a collimation lens, a focusing lens, and a reflec-
tion mirror; and a measurement arm with a collimation lens, a mirror, galvanometer
scanners, and a focusing lens. The SLD light is split by the fiber coupler to illumi-
nate the reference mirror and the fastener as shown in Figure 1. The surface
scattered light from the fastener and the reflected light from the reference arm
mirror are combined by the 2  2 fiber coupler to form spectral-dependent inter-
ference signals at the OCT spectrometer. The signals are acquired and processed by
Fourier transform to extract the fastener surface depth (Z) scattering information,
which is the A-scan depth profile information. A lateral scan (B-scan) on X direc-
tion on the fastener will yield a fastener surface X-Z profile in the scanned line
direction. A multi-line scan (C-scan), which takes multiple X scan lines at different
Y positions, can produce a 3D (X-Y-Z) surface profile of the measurement sample.
When the fastener is absent in Figure 1, the SD-OCT can be used to evaluate the 3D
countersink surface profile for countersink production quality inspection.
Figure 1.
Schematic of SD-OCT system for fastener flushness evaluation.
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We constructed a SD-OCT with a handheld scanner of only 0.5 lb. in weight as
shown in Figure 2 to facilitate easier fastener flushness evaluation. The schematic of
the interior of the handheld scanner is also shown. The circular ring will have soft
contact (using a mounted plastic or rubber ring) with the surrounding surface to
help the user stabilize and align the scanner properly. As to be discussed in the
following sections, the scanner circular ring does not need to be centered with the
fastener or countersink. An X and Y two-axis scan would automatically determine
the fastener or countersink center and evaluate the fastener slant angle or
countersink surface angle.
The SD-OCT system (BIOptoscan OS-184, New Span Opto-Technology) is
constructed in-house. An SLD (IPSDD0808, InPhenix) light source is used which
has a center wavelength of 840 nm and a full width at half maximum spectral
bandwidth of 45 nm. The selection of this light source is due to its availability in-
house. For fastener flushness evaluation, it would be desirable in principle to select
shorter SLD center wavelength yet with reasonable wide spectral bandwidth to
attain a better axial resolution [17]. However, the choice of SLD (e.g., InPhenix) is
quite limited. The OCT spectrometer using a line scan camera with 2048 pixels
supports an axial depth measurement range of 3.65 mm in the air. The two-axis
handheld galvanometer scanner in Figure 2 is connected to the SD-OCT main unit
through a control cable with a single-mode optical fiber. A data acquisition card
(PCI-6251, National Instruments) and a camera link card (PCIe-1427, National
Instruments) are used. The SD-OCT is operating at a line scan rate of 28 kHz. The
Fourier transform data processing is performed by a computer. The handheld
scanner’s circular ring has a diameter of 3.6 cm, and the focusing lens has a
focal length of 60 mm, which produces a focused beam spot size of 19 μm on
the sample.
For fast scan measurement, the line scan uses 512 measurement spot positions
with 19 μm scan spot center-to-center separation, producing no gap between adja-
cent spots. The field of view (FOV) is 9.73 mm which is enough for most fastener
evaluation. When larger fasteners need to be evaluated, more measurement spots or
some spot spacing can be included with a change in the programming of the scanner
control voltage matrix. For the present line scan of 512 spots, it takes 22 ms. An X-Y
perpendicular two-line scan takes 44 or 90 ms if including OCT image processing.
This speed is fast enough for handheld fastener scan measurement without the
concern of hand instability provided that the handheld scanner is resting on the
measurement surface with a soft plastic or rubber ring spacer. If we need to perform
multi-line C-scan of 128 lines of 128 spots per line, it takes 2.2 seconds. A 256  256
Figure 2.
Picture and schematic of the SD-OCT handheld scanner.
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Optical coherence tomography (OCT) is a low-coherence interferometry tech-
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contact (using a mounted plastic or rubber ring) with the surrounding surface to
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concern of hand instability provided that the handheld scanner is resting on the
measurement surface with a soft plastic or rubber ring spacer. If we need to perform
multi-line C-scan of 128 lines of 128 spots per line, it takes 2.2 seconds. A 256  256
Figure 2.
Picture and schematic of the SD-OCT handheld scanner.
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C-scan takes about 7.6 seconds. This speed, which includes the OCT image
processing time, is also reasonably fast.
The axial measurement resolution is set by the spectral bandwidth of the SLD
light source. Due to the non-Gaussian spectral distribution of the SLD light source,
the present axial resolution is determined to be 8.5 μm in the air, which is better
than most laser light scan measurements [2]. If using a 100 nm bandwidth light
source, the SD-OCT axial resolution could be improved to 4.3 μm in the air. The
axial resolution can be further improved to �3 μm by using a 150 nm bandwidth
light source instead. The lateral resolution is currently set by the focused beam spot
size to be 19 μm, which is enough for fastener flushness evaluation. The lateral
resolution may be improved by using shorter focal length lens on the scanner with
the trade-off of a smaller FOV or by using a super-resolution technique with the
trade-off of a longer scanning and image processing time [17].
3. Evaluation of fastener flushness
To perform fast fastener flushness evaluation using the SD-OCT without
demanding center alignment of the scanner and fastener, we developed an X-Y
perpendicular two-line scan pattern to determine the fastener’s center position,
radius, relative tilting angle, and flushness with the surrounding surface. As sche-
matically illustrated in Figure 3, the red X-Y scan line is off-center. With the
determination of fastener edge coordinate information (x1, 0, hx1), (x2, 0, hx2),
(0, y1, hy1), and (0, y2, hy2), where height h is in respect to surrounding surface, we
can determine the fastener surface center and height as.
xcenter, ycenter, hcenter
















The height of the fastener surface center position is calculated under the
assumption that the fastener head is a flat circle. Hence, the height does not account
for the cavity. Using the center position calculated above, the radius of the fastener
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By using the four edge coordinates established earlier, two vectors can be
generated for the two scan lines. With these two vectors, taking the cross product
will result in the normal vector, N̂. Taking the dot product of this vector N̂ with the
normal vector of the surrounding surface Ẑ will result in the tilting angle θ of the
fastener. Since the scans conducted with the handheld scanner utilize the circular
ring, it is assumed that the surrounding surface is flat. Thus, the tilting angle θ can
be calculated as
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To determine the flushness of the fastener, we can find the minimum and
maximum heights ha and hb as shown in Figure 3. To do so, we first find the blue
line slant angle α as




hx2 � hx1ð Þ
 !
(4)










� � ¼ xcenter þ Rcos θð Þ cos αð Þ, ycenter þ Rcos θð Þ sin αð Þ
� �
(6)
Knowing these two points a and b, the minimum and maximum heights of the
fastener with the surrounding surface can be calculated. The equations to calculate
the height for both points are
ha ¼ hx1 þ hx2 � hx1x2 � x1 xa þ
hy2 � hy1
y2 � y1
ya and hb ¼ hx1 þ
hx2 � hx1





To demonstrate the effectiveness of the fastener flushness evaluation, we
acquired SD-OCT X-Y scan images of a fastener as shown in Figure 4. To minimize
image line saturation and formation of image echo, the light source power and thus
the image brightness are reduced. Based on the off-center information of the
images, we obtained the coordinates x1, x2, y1, and y2 and flushnesses hx1, hx2, hy1,
and hy2. Using the measurement technique mentioned above, we obtained the
fastener radius of 3.53 mm which is close to the actual radius of 3.54 mm. The
measured minimum and maximum flushness were 244.4 and 549.3 μm, respec-
tively. The determined tilting angle θ and α were 2.47° and �19.45°, respectively.
Figure 5 shows a C-scan 3D image of the same fastener [18] acquired by 256 � 256
scan matrix showing the capability of the SD-OCT system. The saved and
Figure 3.
Schematic for the measurement of fasteners.
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C-scan takes about 7.6 seconds. This speed, which includes the OCT image
processing time, is also reasonably fast.
The axial measurement resolution is set by the spectral bandwidth of the SLD
light source. Due to the non-Gaussian spectral distribution of the SLD light source,
the present axial resolution is determined to be 8.5 μm in the air, which is better
than most laser light scan measurements [2]. If using a 100 nm bandwidth light
source, the SD-OCT axial resolution could be improved to 4.3 μm in the air. The
axial resolution can be further improved to �3 μm by using a 150 nm bandwidth
light source instead. The lateral resolution is currently set by the focused beam spot
size to be 19 μm, which is enough for fastener flushness evaluation. The lateral
resolution may be improved by using shorter focal length lens on the scanner with
the trade-off of a smaller FOV or by using a super-resolution technique with the
trade-off of a longer scanning and image processing time [17].
3. Evaluation of fastener flushness
To perform fast fastener flushness evaluation using the SD-OCT without
demanding center alignment of the scanner and fastener, we developed an X-Y
perpendicular two-line scan pattern to determine the fastener’s center position,
radius, relative tilting angle, and flushness with the surrounding surface. As sche-
matically illustrated in Figure 3, the red X-Y scan line is off-center. With the
determination of fastener edge coordinate information (x1, 0, hx1), (x2, 0, hx2),
(0, y1, hy1), and (0, y2, hy2), where height h is in respect to surrounding surface, we
can determine the fastener surface center and height as.
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By using the four edge coordinates established earlier, two vectors can be
generated for the two scan lines. With these two vectors, taking the cross product
will result in the normal vector, N̂. Taking the dot product of this vector N̂ with the
normal vector of the surrounding surface Ẑ will result in the tilting angle θ of the
fastener. Since the scans conducted with the handheld scanner utilize the circular
ring, it is assumed that the surrounding surface is flat. Thus, the tilting angle θ can
be calculated as
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To determine the flushness of the fastener, we can find the minimum and
maximum heights ha and hb as shown in Figure 3. To do so, we first find the blue
line slant angle α as
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Knowing these two points a and b, the minimum and maximum heights of the
fastener with the surrounding surface can be calculated. The equations to calculate
the height for both points are
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hy2 � hy1
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ya and hb ¼ hx1 þ
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To demonstrate the effectiveness of the fastener flushness evaluation, we
acquired SD-OCT X-Y scan images of a fastener as shown in Figure 4. To minimize
image line saturation and formation of image echo, the light source power and thus
the image brightness are reduced. Based on the off-center information of the
images, we obtained the coordinates x1, x2, y1, and y2 and flushnesses hx1, hx2, hy1,
and hy2. Using the measurement technique mentioned above, we obtained the
fastener radius of 3.53 mm which is close to the actual radius of 3.54 mm. The
measured minimum and maximum flushness were 244.4 and 549.3 μm, respec-
tively. The determined tilting angle θ and α were 2.47° and �19.45°, respectively.
Figure 5 shows a C-scan 3D image of the same fastener [18] acquired by 256 � 256
scan matrix showing the capability of the SD-OCT system. The saved and
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Schematic for the measurement of fasteners.
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documented 3D image data can be extracted to obtain any portion of the B-scan
image for inspection reporting.
4. Evaluation of countersink surface profile
The seating of the fastener would depend on the quality of the countersink and
underlying structure. For a cone shape countersink, it is important to evaluate its
slant surface angle β as shown in Figure 6. To do so, we performed X-Y perpendic-
ular two-line scan with scan center to be on any part of the cone shape slant surface
without scanning through the countersink center screw hole. This can be ensured
by not seeing a deep hole in the two line scan images. Instead, we should observe a
curved scan surface line in each X and Y line scan image as illustrated in Figure 6.
By taking the derivative on the X and Y scan data at the scan center O, we obtain
Figure 4.
OCT X-Y scan image of a fastener with scanner center not aligned to the fastener center. (a) Image of X scan
and (b) image of Y scan. The lateral scan range is 12 mm and the scan depth is 3.65 mm in the air. A is the
fastener, B is the countersink, and C is the reflection image of the fastener edge by the countersink.
Figure 5.
3D OCT image of the fastener [18].
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2. The cross product of the two
vectors gives us the countersink slant surface normal vector V
*
.
This surface normal vector V
*
is obtained from the X and Y scan data which is in
reference to the handheld scanner’s circular ring surface. This surface may be not
exactly the same as the countersink outside surface. To determine the outside flat
surface normal N
*
c for slant surface angle β determination, we first determine the
countersink edge coordinates (xc1, 0, zxc1), (xc2, 0, zxc2), (0, yc1, zyc1), and (0, yc2, zyc2).





c ¼ yc2 � yc1
� �
zxc1 � zxc2ð Þ, xc2 � xc1ð Þ zyc1 � zyc2
� �
, xc2 � xc1ð Þ yc2 � yc1
� �� �
(8)
Using this vector and the previously found surface normal vector, the slant angle
of the countersink surface can be calculated by
















Similar to the equation used to calculate the radius of the fastener head, the
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 !2vuut
(10)
To demonstrate the effectiveness of countersink surface profile evaluation, we
acquired SD-OCT X-Y scan images of a countersink as shown in Figure 7. The
countersink slant surface angle β and radius Rc were found to be 50.9° and 4.59 mm
Figure 6.
Schematic of X-Y line scan measurement of a countersink.
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documented 3D image data can be extracted to obtain any portion of the B-scan
image for inspection reporting.
4. Evaluation of countersink surface profile
The seating of the fastener would depend on the quality of the countersink and
underlying structure. For a cone shape countersink, it is important to evaluate its
slant surface angle β as shown in Figure 6. To do so, we performed X-Y perpendic-
ular two-line scan with scan center to be on any part of the cone shape slant surface
without scanning through the countersink center screw hole. This can be ensured
by not seeing a deep hole in the two line scan images. Instead, we should observe a
curved scan surface line in each X and Y line scan image as illustrated in Figure 6.
By taking the derivative on the X and Y scan data at the scan center O, we obtain
Figure 4.
OCT X-Y scan image of a fastener with scanner center not aligned to the fastener center. (a) Image of X scan
and (b) image of Y scan. The lateral scan range is 12 mm and the scan depth is 3.65 mm in the air. A is the
fastener, B is the countersink, and C is the reflection image of the fastener edge by the countersink.
Figure 5.
3D OCT image of the fastener [18].
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is obtained from the X and Y scan data which is in
reference to the handheld scanner’s circular ring surface. This surface may be not
exactly the same as the countersink outside surface. To determine the outside flat
surface normal N
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c for slant surface angle β determination, we first determine the
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Using this vector and the previously found surface normal vector, the slant angle
of the countersink surface can be calculated by
















Similar to the equation used to calculate the radius of the fastener head, the
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To demonstrate the effectiveness of countersink surface profile evaluation, we
acquired SD-OCT X-Y scan images of a countersink as shown in Figure 7. The
countersink slant surface angle β and radius Rc were found to be 50.9° and 4.59 mm
Figure 6.
Schematic of X-Y line scan measurement of a countersink.
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close to the actual value of 50.5° and 4.57 mm, respectively. Figure 8 shows a C-scan
3D image of the same countersink [18] acquired by a 256  256 scan matrix.
5. Conclusion
Considering that high–speed vehicles and aircraft demand high-quality inspec-
tion of fastener flushness and countersinks, the SD-OCT scanner would be a valu-
able inspection device. Using an X-Y scanning pattern with vector calculation not
Figure 7.
OCT X-Y scan image of a countersink with scanner center on any part of a countersink slant surface. (a) Image
of X scan and (b) image of Y scan with lateral scan range of 16 mm and scan depth of 3.65 mm in the air. The
countersink edge coordinates are xc1, xc2, yc1, and yc2. (c) Through center scan image of the countersink with
lateral scan range of 12 mm.
Figure 8.
3D OCT image of the countersink [18].
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only avoids center alignment of the scanner and fastener but also allows for quick
evaluation of the fastener’s radius, tilt angle, and flushness. Similarly, countersink
evaluation also uses the X-Y scanning pattern to determine the countersink’s radius
and surface angle. In addition, the SD-OCT device is capable of producing 3D
surface profiles by using multi-line C-scans. With all of these features, its high axial
resolution on top of all these measurements show that this device has potential for
practical use in fastener flushness and countersink evaluation.
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Optical coherence tomography (OCT) is a promising non-invasive non-contact 
3D imaging technique that can be used to evaluate and inspect material surfaces, 
multilayer polymer films, fiber coils, and coatings. OCT can be used for the 
examination of cultural heritage objects and 3D imaging of microstructures. With 
subsurface 3D fingerprint imaging capability, OCT could be a valuable tool for 
enhancing security in biometric applications. OCT can also be used for the evaluation 
of fastener flushness for improving aerodynamic performance of high-speed aircraft.  
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some recent advancements in OCT technology and non-medical applications.
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