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PARTIAL REGULARITY OF ALMOST MINIMIZING
RECTIFIABLE G CHAINS IN HILBERT SPACE
THIERRY DE PAUW AND ROGER ZÜST
Abstract. We adapt to an infinite dimensional ambient space E.R. Reifen-
berg’s epiperimetric inequality and a quantitative version of D. Preiss’ second
moments computations to establish that the set of regular points of an almost
mass minimizing rectifiable G chain in ℓ2 is dense in its support, whenever the
group G of coefficients is so that {‖g‖ : g ∈ G} is discrete and closed.
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2 THIERRY DE PAUW AND ROGER ZÜST
1. Introduction
Let (X, | · |) be a separable Hilbert space, and (G, ‖ · ‖) be a complete normed
Abelian group, and m be a nonnegative integer. We consider m dimensional rec-
tifiable G chains in X , T ∈ Rm(X ;G), introduced in [13]. Such T is associated
with an m dimensional rectifiable Borel subset M ⊂ X and a Borel measurable
G orientation g(x) corresponding to H m almost every x ∈ M . Specifically at al-
most every x ∈ M where M admits an approximate m dimensional tangent space
W ⊂ X , g(x) is an equivalence class (ξ, g) where ξ is an orientation of W and
g ∈ G. Here (ξ, g) and (ξ′, g′) are equivalent if either they are equal or ξ and ξ′
are opposite orientations of W and g = −g′. We set ‖g‖ = ‖(ξ, g)‖ = ‖g‖. For
the data consisting of M and g to correspond to a member T ∈ Rm(X ;G) we also
require that its mass be finite:
M(T ) =
∫
M
‖g(x)‖dH m(x) <∞.
In [13] m dimensional rectifiable G chains are understood as members of the larger
groups Fm(X ;G) of m dimensional flat G chains. This allows for introducing
the standard tools of Geometric Measure Theory : Boundary Operator; Push-
Forward by Lipschitzian Mappings; Restriction; Slicing by Lipschitzian Mappings;
Support of a Chain; Convergence in Flat Norm; Constancy Theorem, see [14];
Approximation by Polyhedral G chains, see [10]. We will use all of these in the
present paper.
The support spt(T ) of T ∈ Rm(X ;G) consists of those x ∈ X such that
TxB(x, r) 6= 0 for all r > 0. Without further restriction it may be the case
that spt(T ) = X ; this can be achieved for T consisting of a mass convergent series
of properly chosen G oriented circles whose collection of centers is dense. We say
a ∈ spt(T )\spt(∂T ) is a regular point of T whenever there exists a neighborhood U
of a in X such that spt(T )∩U is an embedded m dimensional Hölder continuously
differentiable submanifold of X . In this situation there exists a possibly smaller
neighborhood V ⊂ U of a with the following property. There are C ≥ 0, α > 0 and
0 < δ ≤ ∞ such that for every x ∈ V , every 0 < r < min{δ, dist(x, spt(∂T ))}, and
every S ∈ Rm(X ;G), if spt(S) ⊂ B(x, r) and ∂S = 0, then
M(TxB(x, r)) ≤ (1 + Crα)M(TxB(x, r) + S) .
If T verifies the property stated in the last sentence, we say T is (M, Crα, δ) min-
imizing in V . If the specific C, α and δ are irrelevant we simply say T is almost
mass minimizing in V . This class of geometric variational objects was introduced,
and their regularity studied, by F.J. Almgren [2] in the framework of subsets of
X = ℓn2 rather than chains. Still in a finite dimensional ambient space, E. Bombieri
[8] adapted Almgren’s definition to rectifiable Z chains, essentially as that given
above, and studied their regularity following [2].
Examples of (M, Crα, δ) minimizing chains T ∈ Rm(X ;G) in V encompass the
case when C = 0, δ = ∞ and V = X \ spt(∂T ). These include mass minimizing
G chains in the sense that M(T ) = inf{M(S) : S ∈ Rm(X ;G) and ∂S = ∂T }.
If a is a regular point of such mass minimizing T and Wa is the tangent space
of spt(T ) at a then spt(T ) is, in a neighborhood of a, the (translated) graph of a
smooth f : Wa →W⊥a (with f(0) = 0). Furthermore, near the origin, f satisfies the
minimal surface equation in casem+1 = dimX , the minimal surface system in case
m + 1 < dimX < ∞, and a corresponding infinite dimensional system of Partial
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Differential Equations in case dimX = ∞. Since Df(0) = 0 (as Wa is tangent
to spt(T ) at a) the so-called blow-up f̂ of f , i.e. the weak limit in the Hilbert
Sobolev space of properly rescaled and renormalized versions of f , is harmonic :
△〈f̂ , e〉 = 0 whenever e is a unit vector in W⊥a . A weak version of this observation
applied to Lipschitzian maps f that approximate the support of T near points
a that verify additional “closeness to flat” assumptions, is at the heart of many
proofs of Regularity Theorems for either minimizers of mass or stationary chains.
This technique goes back to E. De Giorgi [9]. However in case T is (M, Crα, δ)
minimizing, a is a regular point of spt(T ) and the latter is, near a, the graph of
some Hölder continuously differentiable f : Wa → W⊥a , then f need not solve any
Partial Differential Equation whatsoever, as indeed the graph of any such f has the
almost mass minimizing property. Our main result is as follows.
1.1. Theorem. Assume G is such that {‖g‖ : g ∈ G} is discrete and closed and
T ∈ Rm(X ;G) is almost mass minimizing in an open set V ⊂ X \ spt(∂T ). It
follows that there exists a relatively open set U ⊂ spt(T )∩ V which is an embedded
m dimensional Hölder continuously differentiable submanifold of X, and which is
dense in spt(T )∩ V . If one further assumes that ‖g‖ = 1 for all g ∈ G \ {0G} then
H m(spt(T ) ∩ V \ U) = 0.
We now review relevant earlier results in this vein.
• The case of minimizers in the finite dimensional setting. Here T ∈
Rm(ℓ
n
2 ;G) is mass minimizing. If m + 1 = n and G = Z, this is E. De
Giorgi’s Theorem [9] established in the framework of oriented frontiers.
In case m is arbitrary the result has been established by E.R. Reifenberg
[20, 21] in a different setting than ours. E.R. Reifenberg [19] considers
some compact groups of coefficients, he considers sets rather than rectifi-
able chains and the boundary conditions are expressed by means of Čech
homology groups, finally his sets minimize size rather than mass, i.e. Haus-
dorff measure not weighted by coefficients norm. His method differs from
the analysis of blow-up set forth by E. De Giorgi and has inspired the
present paper. F.J. Almgren establishes the result in the framework of
rectifiable chains minimizing the integral of some elliptic integrands, [1].
• The case of almost minimizers in the finite dimensional setting. Here T ∈
Rm(ℓ
n
2 ;Z) is almost mass minimizing. The regularity has been established
by E. Bombieri [8] following the scheme of proof set forth by F.J. Almgren
[2] in the framework of sets rather than chains.
• The case of minimizers in the infinite dimensional setting. Here T ∈
Rm(ℓ2;Z) is mass minimizing. L. Ambrosio, C. De Lellis and T. Schmidt [4]
have established the result in the framework of “currents in metric spaces”
[6].
A C1 version of the regularity theorem holds when the bound Crα quantifying the
almost minimizing property is replaced by a coarser bound that decays fast enough,
see the remark after Theorem 5.13. In Section 6 we show that the discreteness of
G is necessary and give an example of a mass minimizing chain, with coefficients
in a totally disconnected compact normed group, and without any regular point,
Example 6.1. Proposition 6.2 shows that any chain induced by a C1,α submanifold
of X is almost mass minimizing, as we claimed above, and more generally the sum
of finitely many C1,α submanifolds that “nicely” intersect in a common set Σ is
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almost mass minimizing as well. Taking for Σ a Cantor set of positive H m measure
we show that the set of regular points need not be co-null in general, Example 6.3.
One serious difficulty with working in infinite dimension is the lack of certain
compactness results that are specific to a finite dimensional ambient space. Specif-
ically, the essential Excess Decay Lemma is established in [2] and [8] by contradic-
tion, a delicate argument based on compactness. Such reasoning seems to be bound
to fail in ℓ2. We now turn to briefly describing the scheme of proof of Theorem 1.1.
Let T ∈ Rm(X ;G). We let ‖T ‖ denote the finite Borel measure in X associated
with T , i.e. ‖T ‖(B) =
∫
B
‖gT ‖dH mxMT where MT and gT are respectively the
m dimensional rectifiable set and the G orientation of T . Let a ∈ X , r > 0 and
W ∈ G(X,m). Assume for definiteness Θm(‖T ‖, a) = 1. We consider the following
two quantities.
excm(‖T ‖, a, r) = ‖T ‖(B(a, r))
α(m)rm
− 1
and
β22(‖T ‖, a, r,W ) =
1
rm+2
∫
B(a,r)
dist2(y − a,W )d‖T ‖(y) .
The first one we call the spherical excess. To get a sense of what these quantify,
assume spt(T ) ∩ B(a, r) coincides with (a + Γf ) ∩ B(a, r) where Γf is the graph
of some f : W → W⊥ with small Lipschitz constant so that (a + Γf ) ∩ B(a, r) is
contained in a slab around a+W whose height is small with respect to r. Upon con-
sidering cylindrical versions of excm and β2, and calculating the Taylor expansion
of the Hilbertian Jacobian of f , one can check that
excm(‖T ‖, a, r) ∼= 1
α(m)rm
∫
W∩B(0,r)
‖Df‖2
HS
dH m
(where ‖ · ‖HS stands for the Hilbert-Schmidt norm), and
β22(‖T ‖, a, r,W ) ∼=
1
rm+2
∫
W∩B(0,r)
|f |2dH m .
It is classical to check that if T is mass minimizing then excm(‖T ‖, a, r) is a
nondecreasing function of 0 < r < dist(a, spt(∂T )), for every a 6∈ spt(∂T ). In
case T is almost mass minimizing, the spherical excess is almost nondecreasing in
the sense that exp[Crα]‖T‖(B(a,r))α(m)rm − 1 is nondecreasing. This is a useful fact used
throughout the paper. The three steps of the proof are now the following.
(H) Identifying a set of hypotheses called “closeness to flat” that guarantee that
T is sufficiently close to flat in some ball B(a, r), both in the sense that
spt(T )∩B(a, r) is close in Hausdorff distance to (a+W )∩B(a, r) for some
W ∈ G(X,m), and in the sense that ‖T ‖(B(a, r)) is close to the measure
α(m)rm of the m dimensional disk (a+W )∩B(a, r) weighted by the “local
coefficient” of T near a. The existence of such W by no means implies
that it is the “tangent space” to spt(T ) at a and the remaining part of the
analysis consists in estimating how much these W may vary as r tends to
0. Another feature of the “closeness to flat” assumption is that it should
be verified by an open dense set of points in the support. This is where the
assumption that G be discrete comes into play.
(1) Showing that, under (H), for a ∈ spt(T ) the spherical excess decays fast
enough, specifically excm(‖T ‖, a, r) ≤ Crγ for some γ > 0.
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(2) Showing that, under (H), there exists Wa,r ∈ G(X,m) (not necessar-
ily the same as in the assumption (H)) such that β22(‖T ‖, a, r,Wa,r) ≤
C excm(‖T ‖, a, r)β. It will then ensue from (2) that Wa = limr→0Wa,r
exists, and that Wa and Wb are close to one another according to how a
and b are close. This is enough to finish off the proof.
Let us now briefly comment on steps (1) and (2). To keep the notations short we
assume a = 0 and we abbreviate φT (r) = ‖T ‖(B(0, r)), eT (r) = excm(‖T ‖, 0, r),
and for convenience we introduce the non normalized version of the spherical excess,
namely eT (r) = exc
m(‖T ‖, 0, r) = α(m)rm excm(‖T ‖, 0, r) = φT (r)−α(m)rm. We
ought to determine whether eT (r) ≤ Crγ , which is equivalent to eT (r) ≤ Crm(1+ǫ)
where we have abbreviated ǫ = γm−1. In case T is mass minimizing eT (r) is
nondecreasing and nonnegative. In case T is merely almost mass minimizing we
would have to introduce a multiplicative factor exp[Crα] in the computations, which
we omit in these introductory remarks. Thus assuming that eT (r) ≥ 0, the growth
eT (r) ≤ Crm(1+ǫ) will follow from the differential inequality
m(1 + ǫ)
d
dr
log r ≤ d
dr
log eT (r) ,
which is thus equivalent to
(1 + ǫ)eT (r) ≤
r
m
e′T (r) .
In estimating rm−1e′T (r) = rm
−1(φ′T (r) −mα(m)rm−1) = rm−1φ′T (r) − α(m)rm
we observe that
r
m
φ′T (r) ≥
r
m
M(〈T, | · |, r〉) = M([[0]]×〈T, | · |, r〉) =: φCr (r)
is the measure in B(0, r) of the cone Cr with vertex 0 and with base the slice
〈T, | · |, r〉 = ∂(TxB(0, r)). In other words Cr = [[0]]×∂(TxB(0, r)). Thus we are
asking whether
(1 + ǫ)eT (r) ≤ φCr(r) −α(m)rm = eCr(r) .
The inequality eT (r) ≤ θeCr(r), for some 0 < θ < 1, is the quantitative im-
provement on the monotonicity inequality that we call the “Reifenberg epiperi-
metric inequality”. In order to evoke its proof let us assume that r = 1 and
that spt(T ) ∩ ZW (0, 1) = ΓfW ∩ ZW (0, 1) for some W ∈ G(X,m) and some
fW :W →W⊥, where ZW (0, 1) denotes the cylinder π−1W (W ∩B(0, 1)). We let hW
be the homogeneous extension of degree 1, to W ∩ B(0, 1), of fW |Bdry(W∩B(0,1)).
The question is then (up to error terms due to the replacement of a ball by a
cylinder, and which are small with respect to eT (1)) whether the following holds:
(1.1)
∫
W∩B(0,1)
‖DfW ‖2HSdH m ≤ θ
∫
W∩B(0,1)
‖DhW ‖2HSdH m .
To see that this cannot be true in general it suffices to observe that if hW is linear
and nonzero then it is harmonic and hence a solution of the Dirichlet problem: It
minimizes its Dirichlet energy among those maps having the same boundary values
and thus fW cannot have strictly less Dirichlet energy. This drawback can be
overcome if we can make sure hW is far enough from being linear, which amounts
to choosing W initially so as to cancel the linear part of hW . This should mean
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that, if possible, hW is orthogonal to linear functions in the Lebesgue space L2(W ∩
B(0, 1),H m). In other words we seek for a W ∈ G(X,m) such that
(1.2)
∫
W∩B(0,1)
〈hW (x), v〉〈x, u〉dH m(x) = 0
for every unit vectors u ∈W and v ∈ W⊥. E.R. Reifenberg solves this problem by
minimizing a functional over the Grassmannian G(ℓn2 ,m). In the infinite dimen-
sional setting the Grassmannian lacks the compactness required to make this work
and instead we argue as follows. Abbreviating C = C1 = [[0]]×∂(TxB(0, 1)), we
consider the quadratic form
QC(x) =
∫
B(0,1)
〈x, y〉2d‖C‖(y) = 〈x, LC(x)〉
where
LC(x) =
∫
B(0,1)
y〈x, y〉d‖C‖(y) .
We notice that LC is a positive self-adjoint compact operator on X and there-
fore X admits an orthonormal basis of eigenvectors e1, e2, ... of LC , according to
the spectral theorem. We order these as usual so that λ1 ≥ λ2 ≥ ... ≥ 0 for
the corresponding eigenvalues. In fact, since we assume T (and hence C) to be
sufficiently close to flat in B(0, 1), QC is close to a multiple of |πW (·)|2. Thus
if Ŵ ∈ G(X,m) is generated by e1, ..., em then Ŵ is close to W (appearing in
(H)). Moreover LC(ek) = λkek for every k, and therefore 〈ej , LC(ek)〉 = 0 for all
j = 1, ...,m and all k = m+1,m+2, ..., which is (1.2) up to some small error terms
depending on the initial closeness to flat. With W replaced by Ŵ it will be possible
to find fŴ with boundary values same as hŴ and achieving the improvement of
(1.1). Of course the graph of fŴ may not meet at all the support of T in B(0, 1),
yet
∫
Ŵ∩B(0,1)
‖DfŴ ‖2HSdH m ' eT (1)
according to the almost mass minimizing property of T . We can now infer that
eT (1) ≤ θeC(1). Our proof follows very closely the arguments of E.R. Reifenberg
in [20]. The essential differences are the averaging of the different layers to account
for the elements of the normed group G and the use of the quadratic form QC as
explained above.
At this point it is perhaps worth saying a word on how to obtain fW in (1.1)
provided (1.2) holds. One way would be to find the optimal fW for the problem, i.e.
the mapping fW each of whose coordinates is harmonic. This is indeed how E.R.
Reifenberg proceeded. Nevertheless the computations that establish (1.1), involving
identities for spherical harmonics, work as well for any homogeneous extension of
hW , of degree 1+t > 1 (with θ depending on t). In other words, contrary to popular
belief, there exist proofs of partial regularity for (almost) mass minimizing chains
that do not involve at any stage the use of harmonic functions. Sure enough, after
we realized this, we found out that C.B. Morrey had also reported this fact in [17,
Lemma 10.6.13].
Finally we turn to briefly discussing step (2) of our proof, i.e. the sort of Poincaré
inequality with an exponent, β22(‖T ‖, a, r,W ) ≤ C excm(T, a, r)β whenever (H)
holds. In fact, according to the Ahlfors regularity of spt(T ) (a consequence of almost
monotonicity), this is equivalent to β∞(‖T ‖, a, r,W ) ≤ excm(‖T ‖, a, r)β (for some
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different 0 < β < 1). Readers familiar with regularity proofs will recognize here a
height bound, usually obtained as a corollary of graphical Lipschitz approximation
of the support, and that would definitely be one way to go about it for instance
when G = Z. Here, as we used a quadratic form Q associated to T already, we
choose to be consistent and keep using it. This sort of moments computations has
been set forth in [18], and a quantitative version was described in [11]. We review
the idea behind it and point out the differences with [11].
Assume for simplicity a = 0 ∈ spt(T ). We notice that according to Cavalieri’s
principle, information about the growth of ‖T ‖(B(0, r)) is equivalent to information
about the growth of
V̂ (‖T ‖, x, r) =
∫
B(x,r)
(
r2 − |x− y|2
)2
d‖T ‖(y) .
As its variable x appears in the moving domain of integration, this function V̂ does
not immediately occur as being differentiable in x. We therefore introduce a slight
variation of V̂ , the polynomial function
V (‖T ‖, x, r) =
∫
B(0,r)
(
r2 − |x− y|2
)2
d‖T ‖(y) =
4
∑
k=0
Pk(‖T ‖, x, r)
which is expanded in a sum of Pk’s, polynomials in x homogeneous of degree k. A
simple computation yields
∣
∣
∣V (‖T ‖, x, r)− V̂ (‖T ‖, x, r)
∣
∣
∣ ≤ C
(
rm+1|x|3 + rm+2+β |x|2
)
.
From this we infer that if we divide V and V̂ by rm+2 the corresponding functions
will be close up to O(|x|2) when |x| ≤ r, and up to o(|x|2) when |x| = o(1)r, so that
information about the variations of ‖T ‖(B(0, r)), and in turn about the variations
of V̂ , translates to information about the polynomials Pk. We then use the fact
that P2 normalizes to a dimensionless quantity when divided by r
m+2, and contains
a term akin to Q defined above. Specifically,
P2(‖T ‖, x, r) = 4QT (x, r) − 2|x|2
∫
B(0,r)
(
r2 − |y|2
)
d‖T ‖(y)
where, as above,
QT (x, r) =
∫
B(0,r)
〈x, y〉2d‖T ‖(y) ,
and if
P2 =
m+ 2
α(m)rm+2
P2 and QT =
m+ 2
α(m)rm+2
QT
then, for instance,
(1.3) |trQT (·, r) −m| ≤ Crγ
′
,
under (H), where γ′ is a function of γ appearing in step (1). Assuming for now
that the first moment P1, which is a version of a center of mass of ‖T ‖ in B(0, r)
that initially normalizes as rm+1, can be made as small as Crγ
′
when divided by
rm+2, we end up showing that
∣
∣QT (x, r) − |x|2
∣
∣ ≤ Crγ′ |x|2
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whenever x ∈ spt(T ), Θm(‖T ‖, x) = 1 and |x| = r1+γ′ . If we manage to find
orthogonal vectors x1, ..., xm ∈ spt(T ) such that |xi| = r1+γ
′
and Θm(‖T ‖, xi) = 1,
then we infer from the inequality above, from the definition of P2 and from (1.3)
that
(1.4)
1
rm+2
∫
B(0,r)
dist2(y,W )d‖T ‖(y) ≤ Crγ′
and we will be done. In [11] the orthogonal frame x1, ..., xm in spt(T ) was found be-
cause spt(T ) was shown to be Reifenberg flat under (H), and therefore a topological
m disk according to [20]. The Reifenberg flatness however followed by a compact-
ness argument not available in infinite dimension. Instead we take advantage of the
fact that T is rectifiable and hence for ‖T ‖ almost every a we can assume we look at
a scale r(a) small enough to start with that spt(T ) ∩B(a, r) is close to its tangent
space Wa at a (notice a tangent space exists because ℓ2 has the Radon-Nikodým
property, and closeness occurs in Hausdorff distance thanks to Ahlfors regularity).
At that small scale r(a) (and all smaller scales) we can find x1, ..., xm with the
required properties. We then show in 5.8, using a backward bootstrap argument
that the same holds at larger scales r provided the density ratio at scale r is not
much larger than 1. This can be done at neighboring points up the same largest
scale r0 thanks to almost monotonicity, see 5.7. To summarize, we establish that
(1.4) now holds at scales uniformly small 0 < r ≤ r0 and that spt(T )∩B(a, r) is in
fact Reifenberg flat, 5.9. It then classically follows from (1.4) that spt(T )∩B(a, r)
is C1,γ
′′
.
2. Preliminary results for chains in a Hilbert space
Throughout these notes (X, 〈·, ·〉) is a separable Hilbert space with dim(X) > m,
and T ∈ Rm(X ;G) is a chain with coefficients in a complete normed Abelian group
(G, ‖ · ‖). A norm on an Abelian group is a function ‖ · ‖ : G → [0,∞) such that
for all g, h ∈ G,
(1) ‖ − g‖ = ‖g‖,
(2) ‖g + h‖ ≤ ‖g‖+ ‖h‖,
(3) ‖g‖ = 0 if and only if g = 0G.
The vector space norm on X is denoted by | · | to distinguish it from the one on G.
Since the support of T is a separable subset of X , the statements we make remain
true for any Hilbert ambient space because we can always restrict to a separable
complete subspace thereof. The Grassmannian of m-dimensional subspaces of X
is denoted by G(X,m). Given an m-plane W ∈ G(X,m) we denote by πW the
orthogonal projection ofX ontoW . We often use these projections as push-forwards
for chains. In order to speak about chains on a plane W ∈ G(X,m) it is necessary
that we choose an orientation on W . This orientation is mostly not so important
since we are interested in the mass of the chains which is independent of this
choice. In case we work with a collection of planes that are close to each other,
we implicitly assume that these orientations are compatible in the sense that the
orthogonal projection from one to the other is orientation preserving.
With B(x, r) and U(x, r) we denote the closed, respectively open, ball of radius
r ≥ 0 around x ∈ X . Sometimes we may also use B(r) := B(0, r), U(r) := U(0, r),
B := B(0, 1) and U := U(0, 1). Similarly, for A ⊂ X we denote by B(A, r) and
U(A, r) the closed, respectively open, tubular neighborhood of radius r around A.
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For intersections we use BA(x, r) := B(x, r) ∩A and UA(x, r) := U(x, r) ∩A. The
cylinder around x ∈ X of radius r above an m-dimensional plane W ∈ G(X,m) is
given by ZW (x, r) := πW
−1(BW (πW (x), r)), or in special cases ZW (r) := ZW (0, r)
and ZW := ZW (0, 1). α(m) denotes the volume of the unit ball in R
m. For two
nonempty subsets A,A′ ⊂ X the Hausdorff distance is
dH(A,A
′) := inf{r > 0 : A ⊂ B(A′, r), A′ ⊂ B(A, r)}
= max
{
sup
x∈A
dist(x,A′), sup
x′∈A′
dist(x′, A)
}
.
In the rest of this section we describe some of the basic tools we need in the process.
2.1. Grassmannian and Hausdorff distance. The Grassmannian G(X,m) can
be equipped with a complete metric. Two natural definitions of a metric are shown
to be equivalent in the following lemma. Here ‖ · ‖ denotes the operator norm.
2.1. Lemma. Let m ≥ 1 be an integer and V1, V2 ∈ G(X,m). The following hold:
(1) ‖πV1 − πV2‖ = dH(V1 ∩B(0, 1), V2 ∩B(0, 1));
(2) ‖πV1 − πV2‖ = max{|v − πV2 (v)| : v ∈ V1 ∩B(0, 1)};
(3) ‖πV ⊥2 ◦ πV1‖ ≤ ‖πV1 − πV2‖.
Proof. We start with the trivial observation that dist(v, Vi ∩B(0, 1)) = dist(v, Vi)
whenever v ∈ B(0, 1), i = 1, 2, which will be used repeatedly without further notice.
Next we observe that
(2.1) max{dist(v, V2) : v ∈ V1 ∩B(0, 1)} ≤ ‖πV1 − πV2‖ .
Indeed suppose v ∈ V1 ∩B(0, 1), then
dist(v, V2) = |πV ⊥2 (v)| = |idX(v) − πV2(v)| = |πV1(v) − πV2(v)| ≤ ‖πV1 − πV2‖
which establishes (2.1). Swapping V1 and V2 in (2.1) we obtain
(2.2) dH(V1 ∩B(0, 1), V2 ∩B(0, 1)) ≤ ‖πV1 − πV2‖ .
In order to prove conclusion (1) it remains to prove the reverse inequality:
(2.3) ‖πV1 − πV2‖ ≤ max
{
max
v∈V1∩B(0,1)
dist(v, V2), max
v∈V2∩B(0,1)
dist(v, V1)
}
.
We prove inequality (2.3) first in case m = 1 and dim(X) = 2. We leave to
the reader the simple computation showing that, in this special case, the map
X ∩ S(0, 1) → R : x 7→ |πV1(x)− πV2(x)| is constant. Therefore
(2.4) ‖πV1 − πV2‖ = |πV1(v)− πV2(v)| = |πV ⊥2 (v)| = dist(v, V2) ,
for every v ∈ V1 ∩ S(0, 1).
Next we assume m ≥ 2 and dim(X) < ∞. We choose v∗ which maximizes
S(0, 1) → R : v 7→ |πV1(v) − πV2(v)|2, so that ‖πV1 − πV2‖ = |πV1(v∗) − πV2(v∗)|.
According to the Lagrange Multiplier Theorem there exists λ ∈ R such that λv∗ =
πV1(v
∗) − πV2(v∗). If λ = 0 then ‖πV1 − πV2‖ = 0 and (2.3) clearly holds. We
henceforth assume λ 6= 0. If πV1(v∗) = 0 then v∗ ∈ V2, consequently ‖πV1 − πV2‖ =
|πV2(v∗)| = |v∗| = 1 = |v∗ − πV1(v∗)| ≤ max{dist(v, V1) : v ∈ V2 ∩ B(0, 1)},
thus (2.3) holds. Similarly if πV2(v
∗) = 0 then ‖πV1 − πV2‖ ≤ max{dist(v, V2) : v ∈
V1∩B(0, 1)}, and (2.3) holds as well. Assuming now that πV1(v∗) 6= 0 6= πV2(v∗) we
define V := span{πV1(v∗), πV2(v∗)}, so that v ∈ V . We note dimV = 2 (assuming
if possible that dimV = 1, it would ensue πV1(v
∗) = t.πV2(v
∗) for some t 6= 0, and
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in turn v∗ = λ−1(t − 1)πV2(v∗) ∈ V2, thus also v∗ = πV2(v∗) = t−1πV1(v∗) ∈ V1,
whence λv∗ = v∗−v∗ = 0, a contradiction), as well as dimV ∩V1 = 1 = dimV ∩V2.
In other words we may apply the previous 2 dimensional case applies to V , V ∩ V1
and V ∩ V2. To this end we notice that πvi(v) = πV ∩Vi(v) whenever v ∈ V (it
suffices to observe that πVi(v) ∈ V for v = πVj (v∗), j = 1, 2, which is obvious if
j = i whereas if j = 2, i = 1 then πV2(πV1 (v
∗)) = (λ+1)πV2(v
∗) ∈ V , and the other
case is similar). Thus,
‖πV1 − πV2‖ = |πV1(v∗)− πV2(v∗)|
= |πV ∩V1(v∗)− πV ∩V2(v∗)|
≤ ‖πV ∩V1 ↾ V − πV ∩V2 ↾ V ‖
≤ max
{
max
v∈V ∩V1∩B(0,1)
dist(v, V ∩ V2), max
v∈V ∩V2∩B(0,1)
dist(v, V ∩ V1)
}
= max
{
max
v∈V ∩V1∩B(0,1)
dist(v, V2), max
v∈V ∩V2∩B(0,1)
dist(v, V1)
}
≤ max
{
max
v∈V1∩B(0,1)
dist(v, V2), max
v∈V2∩B(0,1)
dist(v, V1)
}
≤ ‖πV1 − πV2‖ .
This completes the proof of (2.3) in case dim(X) <∞ and we leave it to the reader
to check it also holds when dim(X) = ∞. Conclusion (1) now readily follows,
whereas conclusion (2) holds because it holds in case dimX = 2 and all inequalities
above are equalities.
In order to prove (3) we simply notice that
‖πV ⊥2 ◦ πV1‖ = ‖(idX − πV2) ◦ πV1‖
= ‖(idX − πV2) ◦ (πV1 − πV2) + (idX − πV2) ◦ πV2)‖
≤ ‖πV ⊥2 ‖ ‖πV1 − πV2‖ .

We will need some estimates on the closeness of different planes that approximate
some set S ⊂ X . Such estimates are established in the results below.
2.2. Definition. Let m > 0 be an integer, S ⊂ X , x ∈ S, r > 0 and ǫ > 0. We say
that S is ǫ flat at (x, r) if there exists V ∈ G(X,m) such that
dH (S ∩B(x, r), (x + V ) ∩B(x, r)) ≤ ǫr .
We also define
G(S, x, r, ǫ) := {V ∈ G(X,m) : dH(S ∩B(x, r), (x + V ) ∩B(x, r)) ≤ ǫr} .
The dimension m does not appear either in the notation or in the terminology
since it will always be clear from the context. We leave it to the reader to check
the trivial and useful fact that G(X,m) ⊂ G(S, x, r, ǫ) whenever ǫ ≥ 1.
2.3. Lemma. Assume that
(1) S ⊂ X, x ∈ S, R > 0, ǫ > 0 and 0 < λ ≤ 1;
(2) V ∈ G(S, x,R, ǫ).
Then V ∈ G(S, x, λR, 2ǫλ−1).
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Proof. If λ ≤ ǫ then there is nothing to prove, according to the remark right before
the Lemma. Thus we assume from now on that ǫ < λ. Let ζ ∈ S ∩ B(x, λR) ⊂
S ∩B(x,R). Define ξ := x+ πV (ζ − x). Since |ξ − x| = |πV (ζ − x)| ≤ |ζ − x| ≤ λR
one has ξ ∈ (x + V ) ∩B(x, λR). Furthermore,
|ξ − ζ| = dist(ζ, x+ V ) ≤ dist(ζ, (x + V ) ∩B(x,R)) ≤ ǫR
by assumption (2). It follows that
S ∩B(x, λR) ⊂ B
[
(x + V ) ∩B(x, λR),
(
ǫλ−1
)
λR
]
.
Let now ξ ∈ (x+V )∩B(x, λR) and ǫ < ǫ̂ < λ. Define ξ′ = x+λ−1(λ− ǫ̂)(ξ−x)
and observe that |ξ′ − x| = λ−1(λ − ǫ̂)|ξ − x| ≤ (λ − ǫ̂)R ≤ R. In particular
ξ′ ∈ (x+V )∩B(x,R) and according to assumption (2) there exists ζ ∈ S∩B(x,R)
such that |ξ′ − ζ| ≤ ǫ̂R. Note that
|ζ − x| ≤ |ζ − ξ′|+ |ξ′ − x| ≤ ǫ̂R+ (λ− ǫ̂)R = λR ,
whence in fact ζ ∈ S ∩B(x, λR), and also
|ζ − ξ| ≤ |ζ − ξ′|+ |ξ′ − ξ| ≤ ǫ̂R+
∣
∣1− λ−1(λ − ǫ̂)
∣
∣ .|ξ − x|
≤ ǫ̂R+ ǫ̂λ−1λR = 2ǫ̂R .
Therefore
(x+ V ) ∩B(x, λR) ⊂ B
[
S ∩B(x, λR),
(
2ǫ̂λ−1
)
λR
]
and the conclusion follows from the arbitrariness of ǫ̂ > ǫ. 
2.4. Corollary (Same center, different scales). Assume that
(1) S ⊂ X, x ∈ S, ǫ > 0 and 0 < r < R;
(2) Vr ∈ G(S, x, r, ǫ) and VR ∈ G(S, x,R, ǫ).
Then
dH(Vr ∩B(0, 1), VR ∩B(0, 1)) ≤ ǫ
(
1 + 2Rr−1
)
.
Proof. We put λ = rR−1 and we infer from Lemma 2.3 that dH
(
(x + VR) ∩
B(x, r), S ∩B(x, r)
)
≤ 2ǫλ−1r . Since also dH
(
(x+ Vr)∩B(x, r), S ∩B(x, r)
)
≤ ǫr,
it follows from the triangle inequality for the Hausdorff distance, and from its in-
variance under translation, that dH
(
Vr ∩B(0, r), VR ∩B(0, r)
)
≤ ǫ(1+ 2λ−1)r . 
2.5. Lemma (Different centers, same scale). Assume that
(1) S ⊂ X, x1, x2 ∈ S, ǫ > 0, ν > 1, R > 0, 0 < λ < 1, |x1 − x2| ≤ (1 − λ)R;
(2) 1− λ+ ǫ+ ν−1 < 1;
(3) Vi ∈ G(S, xi, R, ǫ), i = 1, 2.
Then
dH(V1 ∩B(0, 1), V2 ∩B(0, 1)) ≤ 3ǫν .
Proof. We let the relation R = νr define r > 0. Choose ǫ̂ > ǫ such that 1− λ+ ǫ̂+
ν−1 < 1. Let h1 ∈ V1 ∩B(0, r) and define ξ1 := x1 + h1 ∈ (x1 + V1) ∩B(x1, r) ⊂
(x1 + V1) ∩B(x1, R). Choose y ∈ S ∩B(x1, R) such that |y − ξ1| ≤ ǫ̂R, according
to hypothesis (3). Observe that
|y − x2| ≤ |y − ξ1|+ |ξ1 − x1|+ |x1 − x2| ≤ ǫ̂R+ ν−1R+ (1− λ)R ≤ R
and define ξ2 := x2+πV2(y−x2). Since y ∈ S∩B(x2, R) it follows from assumption
(3) that |y−ξ2| ≤ ǫR. Define also c2 := x2+πV2(x1−x2). Since x2 ∈ S∩B(x1, (1−
λ)R) ⊂ S ∩ B(x2, R) it follows again from assumption (3) that |c2 − x1| ≤ ǫR.
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Finally we let h2 := ξ2 − c2 ∈ V2. Since |h2| = |πV2(y − x1)| ≤ |y − x1| ≤ r one has
h2 ∈ V2 ∩B(0, r). Furthermore,
|h1 − h2| = |ξ1 − x1 − ξ2 + c2|
≤ |ξ1 − y|+ |y − ξ2|+ |x1 − c2|
≤ ǫ̂R+ ǫR+ ǫR
≤ 3ǫ̂νr
so that
V1 ∩B(0, r) ⊂ B
[
V2 ∩B(0, r), 3ǫ̂νr
]
.
The conclusion follows from the arbitrariness of ǫ̂ > ǫ and Lemma 2.1(2). 
2.2. Jacobians in Hilbert space. Let V ∈ G(X,m) be an m-plane. For a linear
map L : V → V ⊥ we define JL to be the non-negative number such that
1 + (JL)2 = det(idV + L∗L) = det(L̄∗L̄) ,
where L̄ = idV + L : V → X is the direct sum of idV and L. If (e1, . . . , em) is an
orthonormal basis of V , we can define the matrix Mij := 〈Lei, Lej〉 and for any
K ⊂ {1, . . . ,m} we denote byMK the submatrix ofM corresponding to the indices
in K. The determinant in question calculates as
1 + (JL)2 = det(δij +Mij)
=
∑
σ∈Sm
(−1)|σ|
m
∏
i=1
(δiσ(i) +Miσ(i))
= 1 +
∑
K 6=∅
det(MK) .
The Hilbert-Schmidt norm of L is given by
‖L‖HS := tr(L∗L)
1
2 .
The following identity relates the Hilbert-Schmidt norm to JL,
(2.5) (JL)2 = ‖L‖2
HS
+
∑
#K≥2
det(MK) .
Further, if 0 ≤ λ21 ≤ · · · ≤ λ2m are the eigenvalues of L∗L and ‖L‖ is the usual
operator norm of L, then
(2.6) Lip(L) = ‖L‖ = λm ≤ (λ21 + · · ·+ λ2m)
1
2 = ‖L‖HS ≤
√
m‖L‖ .
If f : A ⊂ V → V ⊥ is a map that is differentiable at x ∈ A we also use the
abbreviation J fx instead of JDfx.
2.3. Chains, Slicing and tangent planes. With Pm(X ;G) and Rm(X ;G) we
denote the m-dimensional polyhedral, respectively rectifiable, chains in the Hilbert
space X with coefficients in G. We refer to [13] and [14] for precise definitions
and properties of these spaces. Here is a sketch and some basic results we will
use later on. Consider a rectifiable G-chain T ∈ Rm(X ;G). According to the
definition, T can be represented by a sequence of bi-Lipschitz maps γi : Ki → X
defined on compact sets Ki ⊂ Rm and measurable maps gi : Ki → G such that
γi(Ki) ∩ γj(Kj) = ∅ for i 6= j. The set MT :=
⋃
i γi(Ki) is H
m-rectifiable and
g : X → G is defined by g(x) := 0G for x /∈ MT and g(x) := gi(γ−1i (x)) if
x ∈ γi(Ki). Clearly, g is H m-measurable and it is further assumed to be integrable,
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respectively that the corresponding measure ‖T ‖ := H mx‖g‖ is finite. The mass
of T is the total measureM(T ) = ‖T ‖(X). For any Borel set B ⊂ X , the restriction
TxB is well defined by the weight function χBg : X → G. Obviously,
M(TxB) =
∫
B∩MT
‖g(x)‖ dH m(x) .
Since the metric differential (in the sense of Kirchheim [16]) of each γi is represented
by a scalar product at almost every point, we can further assume that the γi are
close to isometries, i.e. given a λ > 1 we can find parametrizations γi as above such
that max{Lip(γi),Lip(γ−1i )} ≤ λ, see [16, Lemma 4] and [15, Lemma 3.2.2].
The m-density of ‖T ‖ at a point x is defined by
Θm(‖T ‖, x) := lim
r↓0
‖T ‖(B(x, r))
α(m)rm
,
in case the limit exists. It can be shown that for ‖T ‖-a.e. point x ∈ X , there holds
Θm(‖T ‖, x) = ‖g(x)‖.
Let f : X → Rn be a Lipschitz map for some n ≤ m. Following [13, Section 3.7],
the slice 〈T, f, y〉 is an element of Rm−n(X ;G) for almost every y ∈ Rn. In par-
ticular, for almost every y, the set MT ∩ f−1{y} is H m−n-rectifiable and has a
G-orientation given by ±g. On a given chart Ki define Ti as the m-dimensional
G-chain equipped with G-orientation gi. For almost all y it follows from [13, The-
orem 3.8.1] that
〈T, f, y〉xγi(Ki) = 〈Txγi(Ki), f, y〉 = γi#〈Ti, f ◦ γi, y〉 .
Hence by the coarea formula [15, Theorem 3.2.12],
∫
Rn
M(〈T, f, y〉xγi(Ki)) dy
=
∫
Rn
M(γi#〈Ti, f ◦ γi, y〉) dy
≤ Lip(γi)m−n
∫
Rn
M(〈Ti, f ◦ γi, y〉) dy
= Lip(γi)
m−n
∫
Rn
∫
Ki∩(f◦γi)−1{y}
‖gi(z)‖ dH m−n(z) dy
= Lip(γi)
m−n
∫
Ki
‖gi(x)‖Cn(D(f ◦ γi)x) dx ,
where Cn(L) denotes the coarea factor of a linear map L : R
m → Rn. In [5, Lemma
9.3] or the proof of [15, Lemma 3.2.10] it is shown that in case the kernelK of L has
dimension m − n, then Cn(L) = Jm(q)/Jm−n(p|K) (otherwise Cn(L) = 0), where
q = L + p : Rm → Rm is linear and p is injective on K. In the setting of Hilbert
spaces we have Jk(q)Jk′ (q
′) = Jk+k′ (q ⊕ q′) in case q : W → Rk, q′ : W ′ → Rk
′
and W ⊕W ′ is a direct sum of Hilbert spaces of dimension k and k′ respectively.
Hence, Cn(L) = Jn(L|K⊥) and in particular Cn(L) ≤ ‖L‖n = Lip(L)n. Applied to
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the situation above and assuming that max{Lip(γi),Lip(γ−1i )} ≤ λ we get
∫
Rn
M(〈T, f, y〉xγi(Ki)) dy ≤ λm−n Lip(f ◦ γi)n
∫
Ki
‖gi(x)‖ dx
≤ λm Lip(f)nM(γ−1i #(Txγi(Ki)))
≤ λ2m Lip(f)nM(Txγi(Ki)) .
Summing over all i and taking the limit for λ→ 1 we get
(2.7)
∫
Rn
M(〈T, f, y〉) dy ≤ Lip(f)nM(T ) .
Another important tool we need is the cone construction. For a rectifiable chain
T ∈ Rm−1(X ;G) one can construct the cone over T with center x ∈ X , [[x]]×T ∈
Rm(X ;G). In case T is a polyhedral chain we can write T =
∑
i gi[[Si]] for finitely
many oriented simplices Si. If x = 0, then [[0]]×T =
∑
i gi[[S
′
i]] where S
′
i := {tx :
t ∈ [0, 1], x ∈ Si} and an appropriate orientation. For general rectifiable chains
we may define [[0]]×T := ψ#([[0, 1]] × T ) where ψ(t, x) = tx. If B ⊂ ∂B(0, r)
has H m−1-finite measure, then the set B′ = {tx : t ∈ [0, 1], x ∈ B} satisfies
H m(B′) = rmH
m−1(B) as one can verify easily. Hence if spt(T ) ⊂ ∂B(0, r) and
∂T = 0, then ∂([[0]]×T ) = T and
(2.8) M([[0]]×T ) = r
m
M(T ) .
In case B ⊂ X \ U(0, r) we get H m(B′ ∩ B(0, r)) ≤ rmH m−1(B) since the or-
thogonal projection of X \ B(0, r) onto ∂B(0, r) is 1-Lipschitz. Hence if spt(T ) ⊂
X \U(0, r) and ∂T = 0, then spt(∂([[0]]×T )) ⊂ X \U(0, r) and
(2.9) M([[0]]×T ) ≤ r
m
M(T ) .
The basic idea in order to establish a regularity result for some chain T is to show
that spt(T ) can be uniformly approximated by planes. Rectifiable measures in Rn
have weak tangent planes almost everywhere. It is then a classical observation that
this tangent plane is actually a tangent plane for the support of the measure in case
the measure is Ahlfors regular. Here we show this fact for chains in X . For this it
is crucial that Hilbert spaces have the Radon-Nikodým property, which allows to
differentiate Lipschitz maps Rm → X at almost every point. For a Radon measure
φ in X and V ∈ G(X,m) we define
β∞(φ, x, r, V ) := r
−1 sup{|πV ⊥(y − x)| : y ∈ spt(φ) ∩B(x, r)} .
2.6. Lemma. Let X be a Hilbert space, T ∈ Rm(X ;G) and let U ⊂ spt(T ) be a
relatively open set with dist(U, spt(∂T )) ≥ r0 > 0. Assume that there are constants
c2 ≥ c1 > 0 such that ‖T ‖ is Ahlfors regular in U in the sense that for all x ∈ U
and 0 < r < r0,
(2.10) c1α(m)r
m ≤ ‖T ‖(B(x, r)) ≤ c2α(m)rm .
Then for ‖T ‖-a.e. x ∈ U there is a plane Wx ∈ G(X,m) such that
lim
r↓0
β∞(‖T ‖, x, r,Wx) = 0 .
Moreover, there is some rx > 0 such that for all 0 < r < rx, there holds
β∞(‖T ‖, x, r,Wx) ≤ 2−1 and
πWx#
(
Tx(B(x, r) ∩ ZWx(x, 2−1r))
)
= gx[[BWx(πWx (x), 2
−1r)]] ,
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for some gx ∈ G with ‖gx‖ = Θm(‖T ‖, x).
Proof. The bounds on volumes of balls (2.10) imply that c1 ≤ Θm∗(‖T ‖, x) ≤ c2
for all x ∈ U and by a standard result of measure theory
(2.11) c1H
m(B) ≤ ‖T ‖(B) ≤ 2mc2H m(B)
for all Borel measurable subsets B ⊂ U , see e.g. [7, Theorem 2.4.3]. As in Subsec-
tion 2.3 let γi : Ki → U be countably many bi-Lipschitz maps defined on compact
sets Ki ⊂ Rm with pairwise disjoint images and H m(U \
⋃
i γ
i(Ki)) = 0. Let
gi : Ki → G be H m-measurable functions such that TxU = ∑∞i=1 γi#(gi[[Ki]])
and ‖gi‖ ∈ [c1, c2]. The H m-measurable function g : X → G is defined to be
gi ◦ (γi)−1 on γi(Ki) and equal to 0G on the complement of the union of all these
sets. We can further assume that for each i the inverse of γi is extended to a Lip-
schitz map ψi : X → Rm. Kirszbraun’s Theorem allows to extend γi to a Lipschitz
map γi : Rm → X . In what follows we don’t need a sharp control on the Lipschitz
constant of these extensions and just assume that Lip(γi),Lip(ψi) ≤ L for some
L > 1. The extended maps γi are differentiable almost everywhere since Hilbert
spaces have the Radon-Nikodým property. For a proof of this see for example [12,
1.2]. The Radon-Nikodým property implies as in a standard proof of Rademacher’s
Theorem that each γi is differentiable at almost every point of Rm. With the help
of the area formula we see that for H m-almost every point x ∈ U there is an index
i and y ∈ Ki such that
(1) γi(y) = x,
(2) Dγiy exists and has rank m,
(3) Θm(H mxKi, y) = Θm(H mxγi(Ki), x) = Θm(H mxU, x) = 1,
(4) ‖gi‖ : Ki → R has an approximate point of continuity at y.
LetWx ∈ G(X,m) be the image of Dγiy. The differentiability of γi at y and the fact
that γi is L-bi-Lipschitz on Ki imply that for any 0 < ǫ <
1
4 there is a 0 < rǫ < r0
such that B(x, rǫ) ∩ spt(T ) ⊂ U and for all 0 < r < rǫ,
(2.12) dist(γi(B(y, Lr)), x+Wx) ≤ ǫr , and γi(Ki \B(y, Lr)) ⊂ U \B(x, r) ,
and with (3),
(1− 3−1(2mc2)−1c1ǫm)α(m)rm ≤ H m(γi(Ki) ∩B(x, r))
≤ H m(U ∩B(x, r))
≤ (1 + 3−1(2mc2)−1c1ǫm)α(m)rm .(2.13)
The inclusions in (2.12) imply
(2.14) γi(Ki) ∩B(x, r) ⊂ N(x, ǫr) ,
where N(x, t) := {z ∈ U : dist(z, x+Wx) ≤ t} for t ≥ 0. Assume by contradiction
that for some 0 < r < rǫ there is a point
(2.15) x′ ∈ U ∩B(x, r/2) \N(x, 2ǫr) .
Then obviously B(x′, ǫr) ⊂ B(x, r) and dist(B(x′, ǫr), x + Wx) > ǫr as well as
H m(U ∩B(x′, ǫr)) ≥ (2mc2)−1c1α(m)(ǫr)m by (2.10) and (2.11). Hence with the
first estimate of (2.13) and (2.14),
H
m(U ∩B(x, r)) ≥ H m(γi(Ki) ∩B(x, r)) + H m(U \N(x, ǫr))
> (1 + 3−1(2mc2)
−1c1ǫ
m)α(m)rm .
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This contradicts the last estimate of (2.13). Thus (2.15) is wrong and
lim supr↓0β∞(‖T ‖, x, r,Wx) ≤ 4ǫ for all ǫ > 0. This proves the first statement.
To establish the statement about the projections, let rx := 2
−1r8−1 . Then
β∞(‖T ‖, x, r,Wx) ≤ 2−1 for all 0 < r < rx. For almost every such r, 〈T, dx, r〉 =
∂(TxB(x, r)) ∈ Rm−1(X ;G), where dx(z) = |x − z|. Since spt(〈T, dx, r〉) ⊂
∂B(x, r) ∩ N(x, 2−1r) we get that |πWx(z − x)| > 2−1r for all z ∈ spt(〈T, dx, r〉).
Hence the constancy theorem [14, Theorem 6.4] implies that for 0 < s ≤ 2−1r,
πWx#
(
Tx(B(x, r) ∩ ZWx(x, s)
)
=
(
πWx#(TxB(x, r))
)xB(πWx(x), s) ,
and this chain is equal to gr,s[[B(πWx (x), s)]] for some gr,s ∈ G. The map (r, s) 7→
gr,s is locally constant by the constancy theorem and since the domain {(r, s) ∈
(0, rx)× (0, rx) : 2s ≤ r} is connected, this function is constant. Therefore we find
a unique gx ∈ G as in the second statement of the lemma. It remains to show that
Θm(‖T ‖, x) = ‖gx‖.
Since ‖T ‖(B(x, r)) = ∑j
∫
B(x,r)∩γj(Kj) ‖gj ◦ (γ
j)−1‖ dH m and ‖gj‖ ∈ [c1, c2],
it follows directly from (3) and (4) that ‖g‖ is H m-approximately continuous at x
and
(2.16) Θm(‖T ‖, x) = Θm(‖T ‖xγi(Ki), x) = ‖g(x)‖ .
Consider the L-Lipschitz function f : X → R given by
f(z) := max{|ψi(z)− ψi(x)|, L−1|z − x|} .
If z ∈ γi(Ki), then f(z) = |ψi(z)− ψi(x)| and also
B(x, L−1r) ⊂ {f ≤ r} ⊂ B(x, Lr) .
As before, 〈T, f, r〉 = ∂(Tx{f ≤ r}) ∈ Rm−1(X ;G) for almost every r > 0. With
(3) and the coarea formula we find a sequence rk ∈ [2−k−1, 2−k] such that
lim
k→∞
H m−1(∂B(y, rk) ∩Ki)
H m−1(∂B(y, rk))
= 1 ,
as well as 〈T, f, rk〉 = ∂(Tx{f ≤ rk}) ∈ Rm−1(X ;G) for all k. From this
it follows that 1rk dH(∂B(y, rk) ∩ Ki, ∂B(y, rk)) → 0. Because γ
i : Rm → X
is Lipschitz, differentiable at y and limr↓0β∞(‖T ‖, x, r,Wx) = 0, it follows
from (3) that 1rk dist(spt(〈T, f, rk〉), γ
i(Ki)) → 0 and further 1rk dH
(
γi(∂B(y, rk) ∩
Ki), spt(〈T, f, rk〉)
)
→ 0. Thus
1
rk
dH(∂B(y, rk), spt(∂Tk)) → 0 ,
for the push-forward Tk := ψ
i
#(Tx{f ≤ rk}) ∈ Rm(Rm;G). The constancy theo-
rem implies now that there are gk ∈ G and a sequence 0 < sk < rk with sk/rk → 1
and
(2.17) TkxB(y, sk) = gk[[B(y, sk)]] .
From the construction of the push-forward as in [13, 3.5], it follows that
Tk = gi[[Ki ∩B(y, rk)]] + ψi#(TxAk) ,
for some H m-measurable set Ak ⊂ U \ γi(Ki). From (3) and (2.16) it follows that
1
rmk
H m(ψi(Ak)) → 0 and also 1rmk M(ψ
i
#(TxAk)) → 0. With (2.17) we conclude
that gi = gk on B(y, rk/2) \ ψi(Ak). Since rk ∈ [2−k−1, 2−k], this shows that
gk = gk+1 if k is large enough. Hence gi is approximately equal to some g
′
x ∈ G
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at y ∈ Ki with ‖g′x‖ = ‖g(x)‖ = Θm(‖T ‖, x) by (4) and (2.16). It follows that
1
rmk
M(Tk − g′x[[B(y, rk)]]) → 0. Thus, 1rmk M(Tx{f ≤ rk} − γ
i
#(g
′
x[[B(y, rk)]])) → 0
and further
(2.18)
1
rmk
M
(
πWx#(Tx{f ≤ rk})− (πWx ◦ γi)#(g′x[[B(y, rk)]])
)
→ 0 .
From the fact that πWx ◦ γi is differentiable at y and (2.17),
(2.19) M
(
g′x[[x
′ +D(πWx ◦ γi)y(B(0, 1))]]− (ηrk ◦ πWx ◦ γi)#(g′x[[B(y, rk)]])
)
→ 0 ,
for k → ∞, where ηr(z) := 1r (z − x′) + x′ and x′ = πWx(x). We already know that
πWx projects T around x to a chain with weight gx, hence gx = g
′
x follows from
(2.18) and (2.19). This concludes the proof. 
The following lemma shows that the group element associated with a projection
doesn’t change for projections to nearby planes. This is a direct consequence of the
constancy theorem.
2.7. Lemma. Let T ∈ Rm(X ;G) be rectifiable chain. Assume that there is an
m-plane V ∈ G(X,m) such that,
(1) spt(T ) ⊂ B(0, 1) and spt(∂T ) ⊂ ∂B(0, 1),
(2) |πV ⊥(x)| ≤ 15 for x ∈ spt(T ),
(3) πV#(TxZV (0, 12 )) = g0[[BV (0, 12 )]].
Then for any W ∈ G(X,m) that satisfies ‖πW − πV ‖ ≤ 15 ,
πW#(TxZW (0, 2−1)) = g0[[BW (0, 2−1)]] .
We assume that W and V are given orientations such that the projection πW :
W → V is orientation preserving.
Proof. There is a Lipschitz family of m-planes t 7→Wt connecting V with W such
that ‖πWt − πWs‖ ≤ L|s − t| and |πV (w) − w| ≤ 5−1|w| for all s, t ∈ [0, 1] and
w ∈ Wt. With Lemma 2.1, the latter is equivalent to ‖πV − πWt‖ ≤ 5−1 for all
t. Such a family of planes is for example given by im(Lt) where Lt : W → X is
defined by Lt(w) := πV (w) + tπV ⊥(w). With a reparametrization, we may assume
that Wt = V , W1−t = W for t ≤ 4−1. Let S := [[0, 1]] × T ∈ Rm+1(R ×X ;G) and
ψ : [0, 1]×X → [0, 1]×V be the Lipschitz map given by ψ(t, x) = (t, πV ◦ πWt(x)).
We identify [0, 1]× V isometrically (in an orientation preserving way) with [0, 1]×
R
m ⊂ Rm+1. The boundary of S is given by, see [15, 4.1.8] and the definition of
the boundary in [13, Section 5.1],
(2.20) ∂S = [[1]]× T − [[0]]× T − [[0, 1]]× ∂T .
Let x ∈ spt(T ). By assumption, x can be written as x = v + v⊥ with v ∈ BV (0, 1)
and |v⊥| ≤ 5−1. It follows by the closeness of Wt to V ,
|πW⊥t (x)| = |πWt(x) − x| ≤ |πWt(v)− v|+ |πWt(v
⊥)− v⊥|
≤ |v|
5
+
2
5
≤ 3
5
.(2.21)
In particular if |x| = 1,
|πV ◦ πWt(x)| ≥ |πV (x)| − |πV (πWt(x) − x)| ≥ 1− |πV ⊥(x)| − |πW⊥t (x)|
≥ 1− 4
5
≥ 1
5
.(2.22)
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Fix some t0 ∈ (0, 14 ) and let B := (t0, 1− t0)×UV (0, 15 ). Because of (2.20) and
(2.22), the set B lies outside the support of the boundary ∂ψ#S. The constancy
theorem implies that (ψ#S)xB = g[[B]] for some g ∈ G. For almost all t ∈ [t0, 1−t0]
we have for the projection π(t, x) := t,
〈(ψ#S)xB, π, t〉 = 〈g[[B]], π, t〉 = g([[t]]× [[UV (0, 5−1)]]) .
Considering t0 < t < 4
−1 we infer g = g0. The same slicing argument shows that
((πV ◦ πWt)#T )xUV (0, 5−1) = g0[[UV (0, 5−1)]] ,
for almost all t ∈ [t0, 1−t0]. πV : Wt → V is bi-Lipschitz and orientation preserving
(by assumption). Hence we get for some small ρ > 0 (such that UWt(0, ρ) ⊂
πV
−1(UV (0,
1
5 ))),
(πWt#T )xUWt(0, ρ) = (πWt#T )xUWt(0, ρ) = g0[[UWt(0, ρ)]] .
Since (35 )
2 + (12 )
2 < 1 and (2.21), we again see by the constancy theorem on W
that the conclusion of the lemma holds for W =W1.

2.4. Excess over a plane. For a chain T ∈ Rm(X ;G), an m-plane V ∈ G(X,m)
and an H m-measurable set B ⊂ V the excess over B is defined by
Exc(T, V,B) := M
(
Txπ−1V (B)
)
−M
(
πV#(Txπ−1V (B))
)
.
Since Lip(πV ) = 1, this number is non-negative and for disjoint Borel measurable
sets B,B′ ⊂ V it is Exc(T, V,B) + Exc(T, V,B′) = Exc(T, V,B ∪ B′). From this
it follows that Exc is subadditive on the Borel σ-algebra on V . We also use the
notation
Exc(T, V, x, r) := Exc(T, V,BV (πV (x), r)) ,
and for x at the origin we abbreviate Excr(T, V ) for Exc(T, V, 0, r). We will occa-
sionally calculate the excess for different masses. For example S(T ) denotes the size
of T and is just the Hausdorff measure of the underlying set MT . Alternatively,
S(T ) is the mass with respect to the discrete norm on G taking only the values 0
and 1. The excess with respect to S is denoted by Exc(T, V,B,S), and similarly if
we work with another mass. Here we give some first implications of small excess.
For a given T ∈ Rm(X ;G) and V ∈ G(X,m) we denote by E2 the set of points
x ∈ BV (0, 1) for which Mx := πV −1{x} ∩MT contains more than one point. One
can show that this set is Lebesgue measurable and hence E2 contains a Borel set
E′2 with L
m(E2 \ E′2) = 0.
2.8. Lemma ([20, Lemma 5]). Let T ∈ Rm(X ;G) and assume there is an m-plane
V ∈ G(X,m) such that Exc1(T, V,S) ≤ ǫ. Then,
H
m(E2) ≤
∫
E2
#Mx dx ≤ 2ǫ .
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Proof. The Jacobian of a map on an m-rectifiable set is bounded by the mth power
of its Lipschitz constant. The area formula leads to,
∫
E′2
#Mx dx ≤ 2
∫
E′2
#Mx − 1 dx
= 2
∫
πV −1(E′2)∩MT
J(πV |MT )(z) dH m(z)− 2H m(E′2)
≤ 2(H m(πV −1(E′2) ∩MT )− H m(E′2))
= 2Exc(T, V,E′2,S) ≤ 2ǫ .

A similar estimate is obtained by summing over the normed group elements in
the preimage.
2.9. Lemma. Let T ∈ Rm(X ;G) and assume there is an m-plane V ∈ G(X,m)
with spt(∂T )∩ZV = ∅. Let g0 ∈ G be such that πV#(TxZV ) = g0[[BV (0, 1)]], then
∑
y∈Mx
‖g(y)‖ ≥ ‖g0‖
for almost every x ∈ BV (0, 1). If further
max{Exc1(T, V ), ‖g0‖Exc1(T, V,S)} ≤ ‖g0‖ǫ ,
then,
∫
E2
∑
y∈Mx
‖g(y)‖ dx ≤ 3‖g0‖ǫ .
Proof. The slices 〈T, πV , x〉 are defined for almost every x and concentrated on the
finite set Mx, i.e. 〈T, πV , x〉 =
∑
y∈Mx ±g(y)[[y]] with + if πV : Tan(MT , y) → V is
orientation preserving and − otherwise. By [13, Theorem 3.8.1] we have
∑
y∈Mx
±g(y)[[x]] = πV#〈T, πV , x〉 = 〈πV#T, πV , x〉 = g0[[x]]
for almost all x ∈ BV (0, 1) since on BV (0, 1) the chain πV#T is a multiple of g0.
The first statement of the lemma now follows from the triangle inequality of the
norm. By the assumption on the mass excess,
∫
E′2
∑
y∈Mx
‖g(y)‖ − ‖g0‖ dx
=
∫
π−1V (E
′
2)∩MT
‖g(z)‖J(πV |MT )(z) dH m(z)− ‖g0‖H m(E′2)
≤
∫
π−1V (E
′
2)∩MT
‖g(z)‖ dH m(z)− ‖g0‖H m(E′2)
= Exc(T, V,E′2) ≤ ‖g0‖ǫ .
By Lemma 2.8 it is also
∫
E′2
‖g0‖dx ≤ 2‖g0‖ǫ, hence the result follows. 
Often we assume that we are away from the boundary and close to a plane, i.e. by
truncating, translating and scaling we are in the situation where spt(∂T )∩ZV = ∅.
By the constancy theorem for G chains [14, Theorem 6.4] it follows that there is an
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element g0 ∈ G such that πV#(TxZV ) = g0[[BV (0, 1)]]. Next we give conditions
such that the size excess is small if the mass excess is small.
2.10. Lemma. Let T ∈ Rm(X ;G), V ∈ G(X,m) and ǫ > 0 such that
(1) spt(∂T ) ∩ ZV = ∅,
(2) πV#(TxZV ) = g0[[BV (0, 1)]] for some g0 ∈ G \ {0G},
(3) Θm(‖T ‖, x) ≥ 34‖g0‖ for ‖T ‖-almost every x ∈ X,
(4) Exc1(T, V ) ≤ ‖g0‖ǫ.
Then Exc1(T, V,S) ≤ 5ǫ.
Proof. Let MT ⊂ ZV be an H m-rectifiable set with ‖T ‖(ZV \ MT ) = 0 and
g(x) = 0G for x /∈ MT . Since Θm(‖T ‖, x) = ‖g(x)‖ for ‖T ‖-almost every x ∈ X ,
assumption (3) is equivalent to ‖g(x)‖ ≥ 34‖g0‖ for ‖T ‖-almost every x ∈ X .
As before let E2 be the set of those x ∈ BV (0, 1) for which Mx := π−1V {x}∩MT
contains more than one point. For almost every x ∈ BV (0, 1) \ E2, the set Mx
consists of exactly one point y for which ‖g(y)‖ = ‖g0‖. Using the area formula
and the first part of Lemma 2.9,
‖g0‖ǫ ≥
∫
MT
‖g(x)‖ dH m(x) − ‖g0‖α(m)
≥
∫
MT
‖g(x)‖J(πV |MT )(x) dH m(x)−
∫
BV (0,1)
‖g0‖ dx
=
∫
BV (0,1)
∑
y∈Mx
‖g(y)‖ − ‖g0‖ dx
=
∫
E2
∑
y∈Mx
‖g(y)‖ − ‖g0‖ dx
≥
∫
E2
6
4
‖g0‖ − ‖g0‖ dx
=
1
2
‖g0‖H m(E2) .
If E ⊂ BV (0, 1) is Borel measurable with H m(E) ≤ δ, then
‖g0‖H m(MT ∩ π−1V (E)) ≤
4
3
M(Txπ−1V (E))
≤ 4
3
(Exc(T, V,E) + ‖g0‖H m(E))
≤ 4
3
‖g0‖(ǫ+ δ) .
Let B2 ⊃ E2 be a Borel set with Lm(B2 \ E2) = 0 and set B1 := BV (0, 1) \B2, .
As shown above, it is H m(B2) ≤ 2ǫ and hence
Exc1(T, V,S) = H
m(MT )−α(m)
= H m(MT ∩ π−1V (B1))− H m(B1)
+ H m(MT ∩ π−1V (B2)) − H m(B2)
≤ ‖g0‖−1Exc(T, V,B1) + H m(MT ∩ π−1V (B2))
≤ ǫ+ 4
3
(ǫ+ 2ǫ) ≤ 5ǫ .
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
2.5. Quadratic forms associated to a chain. In order for a chain to be close
to a submanifold near some point, it is necessary that it can locally be well ap-
proximated by planes. The quadratic form associated to a G-chain we introduce
below will actually be used twice in these notes. First in the proof of the epiperi-
metric inequality in Section 3, and second, as part of the moments computations
in Section 4.
For T ∈ Rm(X ;G), x ∈ X and r > 0 we define the quadratic form
Q(T, x, r)(y) :=
m+ 2
α(m)rm+2
∫
B(x,r)
〈z − x, y〉2 d‖T ‖(z) .
The reason for this particular normalization is that in case T = g[[V ]] for some
oriented m-plane V ∈ G(X,m), then Q(T, x, r)(y) = ‖g‖|πV (y)|2 for all x ∈ V and
r > 0. This is demonstrated in Lemma 2.11 below. With LQ : X → X we denote
the self-adjoint operator associated to a quadratic form Q, i.e. Q(y) = 〈y, LQ(y)〉.
We now show that in case a chain is close to a plane V near x, then LQ(T,x,r) is
close to the orthogonal projection πV .
2.11. Lemma. There is a constant c2.11(m) > 0 with the following property. Let
T ∈ Rm(X ;G) and x ∈ spt(T ). Assume there is an m-plane V ∈ G(X,m) and
0 < ρ < 1, 0 < ǫ < 1 with
(1) spt(∂T ) ∩ ZV (x, r) = ∅,
(2) πV#(TxZV (x, r)) = g0[[BV (πV (x), r)]] for some g0 ∈ G \ {0G},
(3) |πV ⊥(y − x)| ≤ ρr for all y ∈ spt(T ) ∩ ZV (x, r),
(4) Θm(‖T ‖, x′) ≥ 34‖g0‖ for ‖T ‖-a.e. x′,
(5) Exc(T, V, x, r) ≤ ‖g0‖ǫrm.
Then
tr(Q(T, x, r)) −m‖g0‖ ≤ c2.11‖g0‖(ρ2 + ǫ) ,
‖LQ(T,x,r) − ‖g0‖πV ‖ ≤ c2.11‖g0‖(ρ+ ǫ) .
Proof. By translating and rescaling T we can assume that x = 0 and r = 1. This
is justified by the scaling factor in the definition of Q(T, x, r). Let (ei)i≥1 be an
orthonormal basis of X such that e1, . . . , em ∈ V . We define the quadratic form Q′
on X by
Q′(y) :=
m+ 2
α(m)
‖g0‖
∫
BV (0,1)
〈y, z〉2 dz .
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Q′ is indeed a quadratic form with corresponding bilinear form Q′(y, y′) =
m+2
α(m)‖g0‖
∫
BV (0,1)
〈y, z〉〈y′, z〉 dz. If y ∈ V with |y| = 1, the symmetry of Q′ im-
plies that
∫
BV (0,r)
〈y, z〉2 dz = 1
m
m
∑
i=1
∫
BV (0,r)
〈ei, z〉2 dz
=
1
m
∫
BV (0,r)
|z|2 dz
=
1
m
∫ r
0
s2H m−1(Sm−1(0, s)) ds
=
1
m
∫ r
0
sm+1α(m)mdr =
α(m)
m+ 2
rm+2 .(2.23)
Therefore, Q′(y) = ‖g0‖|πV (y)|2 for all y ∈ X and by the formula 2Q′(y, y′) =
Q′(y + y′)−Q′(y)−Q′(y′) we get
Q′(y, y′) = ‖g0‖〈πV (y), πV (y′)〉 = 〈y, ‖g0‖πV (y′)〉
for all y, y′ ∈ X . Hence, LQ′ = ‖g0‖πV . We show next that Q′ is close to Q(T, 0, 1).
By assumption spt(TxZV (
√
1− ρ2)) ⊂ spt(TxB(0, 1)) and hence
the constancy theorem implies (πV#(TxB(0, 1)))xBV (0,
√
1− ρ2) =
g0[[BV (0,
√
1− ρ2)]]. Thus with the smallness of the excess,
‖g0‖α(m)(1 − ρ2)
m
2 ≤ M(TxB(0, 1)) ≤ ‖g0‖(α(m) + ǫ) .
As before let MT ⊂ spt(T ) ∩ ZV be a σ-compact H m-rectifiable set on which
‖TxZV ‖ is concentrated, and g : MT → G is a measurable function characterizing
T . For y ∈ B(0, 1) write the orthogonal decomposition with respect to V as y =
yv + y
⊥
v . The area formula leads to
∫
B(0,1)
〈y, z〉2 d‖T ‖(z) =
∫
B(0,1)∩MT
‖g(z)‖〈y, z〉2 dH m(z)
≥
∫
B(0,1)∩MT
‖g(z)‖〈y, z〉2J(πV |MT )(z) dH m(z)
≥
∫
BV (0,
√
1−ρ2)
∑
z∈π−1V (z′)∩MT
‖g(z)‖〈y, z〉2 dz′
=
∫
BV (0,
√
1−ρ2)
∑
z∈π−1V (z′)∩MT
‖g(z)‖(〈yv, zv〉+ 〈y⊥v , z⊥v 〉)2 dz′
≥
∫
BV (0,
√
1−ρ2)

‖g0‖〈yv, z′〉2 − 2ρ
∑
z∈π−1V (z′)∩MT
‖g(z)‖

 dz′ .
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Similarly,
∫
BV (0,1)
∑
z∈π−1V (z′)∩MT
‖g(z)‖ dz′ =
∫
MT
‖g(z)‖J(πV |MT ) dH m(z)
≤
∫
MT
‖g(z)‖ dH m(z)
= M(TxZV )
≤ ‖g0‖(ǫ+α(m)) .
With (2.23),
Q(T, 0, 1)(y) =
m+ 2
α(m)
∫
B(0,1)
〈y, z〉2 d‖T ‖(z)
≥ m+ 2
α(m)
‖g0‖
[
∫
BV (0,
√
1−ρ2)
〈yv, z′〉2 dz′ − (ǫ+α(m))2ρ
]
= ‖g0‖(1− ρ2)
m+2
2 |yv|2 −
m+ 2
α(m)
‖g0‖(ǫ+α(m))2ρ
≥ ‖g0‖|πV (y)|2 − c‖g0‖ρ ,
for some c(m) > 0. To obtain an upper bound, a similar calculation shows,
∫
B(0,1)
〈y, z〉2 d‖T ‖(z) ≤
∫
MT
‖g(z)‖〈y, z〉2 dH m(z)
=
∫
MT
‖g(z)‖(〈yv, zv〉+ 〈y⊥v , z⊥v 〉)2 dH m(z)
≤
∫
MT
‖g(z)‖(〈yv, zv〉2 + 2ρ+ ρ2) dH m(z) .(2.24)
Lemma 2.8 and Lemma 2.10 imply that H m(E2) ≤ 10ǫ where E2 ⊂ BV (0, 1) is
the set of those x for which Mx = π
−1
V {x} ∩MT contains more than one point.
By the first part of Lemma 2.9 we can find a Borel set E1 such that Mx = {yx}
and ‖g(yx)‖ = ‖g0‖ for x ∈ E1 and E1 ∪ E2 has full measure in BV (0, 1). We
can find countable many pairwise disjoint compact sets Ki ⊂ πV −1(E1)∩MT such
that πV : Ki → K ′i := πV (Ki) ⊂ BV (0, 1) is bi-Lipschitz with inverse ϕi such
that supJϕi ≤ 1 + ǫ and the remaining set M ′ :=MT ∩ πV −1(E1) \ ∪iKi satisfies
H m(πV (M
′)) = 0. By replacing E1 with ∪iK ′i if necessary, we can assume that
M ′ = ∅. The compact sets K ′i are pairwise disjoint since every x ∈ E1 has only one
preimage in MT . Using the additivity of the excess,
‖g0‖ǫ ≥ Exc(T, V,E1) =
∑
i
∫
Ki
‖g(z)‖ dH m(z)−
∫
K′i
‖g0‖ dz′
= ‖g0‖
∑
i
∫
K′i
(Jϕi(z
′)− 1) dz′
≥ 4−1‖g0‖
∑
i
∫
K′i
(〈yv, z′〉2 + 3ρ)(Jϕi(z′)− 1) dz′ .
Similarly,
M(TxπV −1(BV (0, 1) \ E1)) ≤ ‖g0‖(H m(E2) + ǫ) ≤ 11‖g0‖ǫ .
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Combining these estimates with (2.24) leads to
∫
B(0,1)
〈y, z〉2 d‖T ‖(z) ≤
∫
MT
‖g(z)‖(〈yv, zv〉2 + 2ρ+ ρ2) dH m(z)
≤
∫
πV −1(E1)∩MT
‖g(z)‖(〈yv, zv〉2 + 3ρ) dH m(z)
+M(TxπV −1(BV (0, 1) \ E1))(1 + 3ρ)
≤ ‖g0‖
∑
i
∫
K′i
(〈yv, z′〉2 + 3ρ)Jϕi(z′) dz′ + 44‖g0‖ǫ
≤ ‖g0‖
∑
i
∫
K′i
(
〈yv, z′〉2 + 3ρ
)
dz′ + 48‖g0‖ǫ
≤ ‖g0‖
∫
BV (0,1)
〈yv, z′〉2 dz′ + 3‖g0‖α(m)ρ+ 48‖g0‖ǫ .
Hence, Q(T, 0, 1)(y) ≤ Q′(y)+ c‖g0‖(ρ+ ǫ) for some c(m) > 0. And with the lower
bound we obtain |Q(T, 0, 1)(y)−Q′(y)| ≤ c‖g0‖(ρ+ ǫ)|y|2 for all y ∈ X . It follows
directly that
|〈y′, (LQ(T,0,1) − LQ′)(y)〉| = |Q(T, 0, 1)(y′, y)−Q′(y′, y)| ≤ c‖g0‖(ρ+ ǫ) ,
for all y, y′ ∈ B(0, 1). If we set y′ = (LQ(T,0,1) − LQ′)(y)/|(LQ(T,0,1) − LQ′)(y)| we
get the result about the projection.
Next we estimate the trace of the quadratic form. By the monotone convergence
theorem,
trQ(T, 0, 1) =
∑
i≥1
Q(T, 0, 1)(ei) =
m+ 2
α(m)
∫
B(0,1)
∑
i≥1
〈z, ei〉2 d‖T ‖(z)
=
m+ 2
α(m)
∫
B(0,1)
|z|2 d‖T ‖(z) .
With similar calculations as before,
∫
B(0,1)
|z|2 d‖T ‖(z) ≤
∫
MT
‖g(z)‖(|zv|2 + ρ2) dH m(z)
≤
∫
πV −1(E1)∩MT
‖g(z)‖(|zv|2 + ρ2) dH m(z)
+M(TxπV −1(BV (0, 1) \ E1))(1 + ρ2)
≤ ‖g0‖
∑
i
∫
K′i
(|z′|2 + ρ2)Jϕi(z′) dz′ + 22‖g0‖ǫ
≤ ‖g0‖
∑
i
∫
K′i
|z′|2 + ρ2 dz′ + 24‖g0‖ǫ
≤ ‖g0‖
∫
BV (0,1)
|z′|2 dz′ +α(m)‖g0‖ρ2 + 24‖g0‖ǫ .
Since trQ′ = m‖g0‖, the result follows. 
It is easy to check that the quadratic forms Q(T, x, r) are compact. Without loss
of generality assume that x = 0 and r = 1. If (yi) is a sequence in X converging
weakly to y, then there is a finite constant C > 0 such that |yi| ≤ C for all i. For
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any z ∈ B(0, 1) we get 〈yi, z〉2 ≤ C2. So, by Lebesgue’s Dominated Convergence
Theorem and using the fact that ‖T ‖ is a finite measure,
lim
i→∞
Q(T, 0, 1)(yi) = lim
i→∞
m+ 2
α(m)
∫
B(0,1)
〈yi, z〉2 d‖T ‖(z)
=
m+ 2
α(m)
∫
B(0,1)
lim
i→∞
〈yi, z〉2 d‖T ‖(z)
=
m+ 2
α(m)
∫
B(0,1)
〈y, z〉2 d‖T ‖(z) = Q(T, x, r)(y) .
It follows from the spectral theorem that there is an orthonormal basis (ek) ⊂ X
of eigenvectors of LQ(T,x,r). The only accumulation point of the set of eigenvalues
(λk) corresponding to (ek) is 0 and we can assume that this sequence is ordered as
λ1 ≥ λ2 ≥ · · · ≥ 0. Let Wx,r ∈ G(X,m) be the m-plane spanned by e1, . . . , em.
2.12. Lemma. Assume T satisfies the same assumptions as in Lemma 2.11 for
x ∈ X, r > 0 and an m-plane V ∈ G(X,m). If c2.11(ρ+ ǫ) < 1, then |λi−‖g0‖| ≤
c2.11‖g0‖(ρ+ ǫ) for i = 1, . . . ,m and Wx,r is close to V in the sense that
∥
∥πWx,r − πV
∥
∥ ≤ 2√mc2.11(ρ+ ǫ) .
Proof. Again we assume that x = 0 and r = 1. Let v be a unit vector in V
orthogonal to V ′ := span{e1, . . . , em−1}. Such a vector exists since orthogonal
projection πV ′ : V → V ′ has nontrivial kernel. We can write v =
∑
i≥m viei
with 1 = |v|2 = ∑i≥m v2i . By Lemma 2.11 we get ‖g0‖|v| − |LQ(T,x,r)(v)| ≤
c2.11‖g0‖(ρ+ ǫ)|v| and further,
‖g0‖2(1− c2.11(ρ+ ǫ))2 ≤ |LQ(T,x,r)(v)|2 =
∑
i≥m
|λivi|2 ≤ λ2m .
Hence, ‖g0‖(1− c2.11(ρ+ ǫ)) ≤ λm ≤ · · · ≤ λ1. To obtain the upper bound we use
again Lemma 2.11,
λ1 ≤ |‖g0‖πV (e1)− λ1e1|+ ‖g0‖|πV (e1)|
≤ |‖g0‖πV (e1)− LQ(T,x,r)(e1)|+ ‖g0‖
≤ c2.11‖g0‖(ρ+ ǫ) + ‖g0‖ .
This shows the first estimate of the lemma. For i = 1, . . . ,m, this implies that
‖g0‖|ei − πV (ei)| ≤ |‖g0‖ei − λiei|+ |LQ(T,x,r)(ei)− ‖g0‖πV (ei)|
≤ 2c2.11‖g0‖(ρ+ ǫ) ,
and therefore |w−πV (w)| ≤ 2
√
mc|w| for all w ∈ Wx,r. With Lemma 2.1, the proof
is finished. 
3. Reifenberg’s epiperimetric inequality for a polyhedral cone
This section essentially contains the results covered by Reifenberg in [20]. In
the setting of manifolds they can also be found in the book [17] of Morrey. The
proofs here often contain a bit more detail, and where appropriate we use the tools
for chains such as slicing and push-forwards to clarify the arguments. The main
object in this section is a polyhedral cone P ∈ Pm(X ;G) in a Hilbert space X
with coefficients in a normed Abelian group G. We assume that spt(P ) has finite
diameter but we could as well work with the infinite cone generated by P . The main
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statement of this section is Theorem 3.18 which essentially states that if P is close
to an m-plane V ∈ G(X,m), then there is a comparison surface S ∈ Pm(X ;G)
with ∂(SxB(0, 1)) = ∂(PxB(0, 1)) and
M(SxB(0, 1))− ‖g0‖α(m) ≤ λ(M(PxB(0, 1))− ‖g0‖α(m)) ,
for some constant 0 < λ(m) < 1 and some g0 ∈ G representing the group element
of the projection from P to V . We will apply this theorem in Proposition 5.4 to
a rectifiable chain by approximating it with polyhedral chains which is justified by
[10].
3.1. Assumptions and preliminaries. Until further notice we assume that 0 ≤
ρ < 12 , 0 ≤ ǫ < 12 and V ∈ G(X,m) is an m-plane with:
(1) P is in general position with respect to V , i.e. P can be written as a finite
formal sum
∑
i gi[[Si]] of oriented m-simplices Si and gi ∈ G such that πV
restricted to Si is one-to-one and orientation preserving.
(2) spt(∂P ) ∩ ZV (2) = ∅.
(3) PxZV is 1-homogeneous in its domain, i.e. ηr#(PxZV ) = PxZV (r) where
ηr(p) = rp is the scaling by r ∈ [0, 2] in X .
(4) πV#(PxZV ) = g0[[BV (0, 1)]] for some g0 ∈ G \ {0G}.
(5) ‖gi‖ ≥ 34‖g0‖.
(6) Exc1(P, V ) ≤ ‖g0‖ǫ.
(7) |πV ⊥(x)| ≤ ρ for all x ∈ spt(P ) ∩ ZV .
(8) ǫ ≤ ρ6m.
Combining (4) and (6) we get
M(PxZV )− ‖g0‖α(m) ≤ ‖g0‖ǫ .
Similarly, it follows directly from Lemma 2.10 that
(3.1) Exc1(P, V,S) = H
m(spt(P ) ∩ ZV )−α(m) ≤ 5ǫ .
For the most part of this section we could replace (5) by a bound like Exc1(P, V,S) ≤
ǫ. The properties for P stated above are scaling invariant with respect to ‖g0‖ and
by replacing the group norm ‖ · ‖ with ‖ · ‖/‖g0‖ if necessary we may assume that
‖g0‖ = 1.
By the general position assumption (1) we can write P =
∑
i gi[[Si]] for finitely
many almost disjoint oriented m-simplices Si and gi 6= 0G. Because P is 1-
homogeneous we can assume that Si is the convex hull of S
′
i ∪ {0} where S′i is
some (m − 1)-simplex in X \ ZV (2). It follows that spt(P ) =
⋃
i Si and therefore
the set Px := π
−1
V (x) ∩ spt(P ) is finite for all x ∈ BV (0, 1). Any such simplex
Si can be uniquely expressed as the graph of an affine map y
i : πV (Si) → V ⊥.
Let Ix be the collection of all i for which x ∈ πV (Si). Note that for almost every
x ∈ BV (0, 1), x+ yi(x) is in the interior of Si for every i ∈ Ix. Further, for almost
every x ∈ BV (0, 1),
∑
i∈Ix
gi = g0 ,
since we assume that πV : Si → V is orientation preserving. The map yi is defined
in a neighborhood of x if x + yi(x) is in the interior of Si. As in Subsections 2.4
and 2.5 let E1 be the points in BV (0, 1) where πV has only one preimage in spt(P )
lying in the interior of some simplex Si and E2 = BV (0, 1)\E1 be the complement.
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For a point x ∈ E1 we write y(x) for the only element in V ⊥ with x+y(x) ∈ spt(P ).
Some immediate consequences of Lemma 2.8, Lemma 2.9 and (3.1) are
(3.2) H m(E2) ≤
∫
E2
#Ix dx ≤ 10ǫ ,
(3.3)
∫
E2
∑
i∈Ix
‖gi‖ dx ≤ 15‖g0‖ǫ .
Further, by our assumptions on P and the area formula, there holds for any
Borel set B ⊂ V ,
H
m(spt(P ) ∩ π−1V (B)) =
∑
i
H
m(Si ∩ π−1V (B)) =
∫
B
∑
i∈Ix
(1 + (J yix)2)
1
2 dx ,
and
M
(
Pxπ−1V (B)
)
=
∑
i
M
(
gi[[Si]]xπ−1V (B)
)
=
∫
B
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dx .
We know that 〈P, πV , x〉 is in P0(X ;G) for almost every x ∈ V and because of the
observation above we get that
〈P, πV , x〉 =
∑
i∈Ix
gi[[x+ y
i(x)]] .
As in [20] we often use orthogonal coordinates x ∈ V and y ∈ V ⊥.
We define for any x ∈ BV (0, 1),
‖Dy‖(x) :=
∑
i∈Ix
‖Dyix‖ ,
and similarly ‖Dy‖HS(x) is defined.
Here are some basic estimates we will need later on.
3.1. Lemma ([20, Lemma 1]). Let a, b ≥ 0, a1, . . . , ak ≥ 0, λ1, . . . , λk ≥ 0 with
λ1 + · · ·+ λk = 1 and δ ∈ (0, 1]. Then
(
1 + a2 + b2
)
1
2 ≤
(
1 + a2
)
1
2 +
(
(
1 + b2
)
1
2 − 1
)
,(3.4)
(
1 + (λ1a1 + · · ·+ λkak)2
)
1
2 ≤ λ1
(
1 + a21
)
1
2 + · · ·+ λk
(
1 + a2k
)
1
2 ,(3.5)
(
1 + δ2a2
)
1
2 − 1 ≤ δ
(
(
1 + a2
)
1
2 − 1
)
,(3.6)
(1 + ab)
1
2 − 1 ≤ 1
2
δ−2b2 + δ
(
(
1 + a2
)
1
2 − 1
)
.(3.7)
Proof. Abbreviating α2 = 1 + a2, β2 = 1 + b2 and squaring both sides of (3.4) we
notice it is equivalent to α+ β ≤ 1 + αβ, which readily holds as α ≥ 1 and β ≥ 1.
Next, introducing h(t) =
√
1 + t2, t ≥ 0, we notice (3.5) expresses the convexity
of h. Letting g(s) = s−1
∫ s
0
h′ = s−1(h(s) − h(0)) we note (3.6) is equivalent to g
being nondecreasing. Computing g′ this in turn is equivalent to s−1
∫ s
0
h′ ≤ h′(s), a
consequence of the fact that h′ is nondecreasing. In order to establish (3.7) we notice
h is nondecreasing, convex, h(t) ≤ 1+ t22 and we apply (3.6) as follows : h(
√
ab)−1 ≤
h
(
1
2
b
δ +
1
2δa
)
− 1 ≤ 12
(
h
(
b
δ
)
− 1
)
+ 12 (h(δa)− 1) ≤ 14 b
2
δ2 +
1
2δ (h(δa)− 1). 
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Now, letW be a k-dimensional subspace of V andW⊥ its orthogonal complement
in V . Then for all w′ ∈ W⊥ the slice 〈P, πW⊥ , w′〉 is defined and an element of
Pk(X ;G). Writing x = w + w
′ ∈ W +W⊥ for some x ∈ BV (0, 1), we have by
iterated slicing and the assumption on P ,
〈〈P, πW⊥ , w′〉, πW , w〉 = 〈P, (πW⊥ , πW ), (w′, w)〉 = 〈P, πV , x〉 .
So, for some fixed w′ ∈ W⊥ ∩ BV (0, 1) the slice P ′ := 〈P, πW⊥ , w′〉 satisfies
χ〈P ′, πW , w〉 = χ〈P, πV , x〉 = g0 (where χ denotes the augmentation map) for
all w ∈W with w + w′ ∈ BV (0, 1). Further,
∂P ′ = (−1)m−k〈∂P, πW⊥ , w′〉 ,
and hence
spt(∂P ′) ∩ ZV = spt(〈∂P, πW⊥ , w′〉) ∩ ZV ⊂ spt(∂P ) ∩ ZV = ∅ .
As a result spt(∂(P ′xZV )) ⊂ ∂ZV .
3.2. Mass estimate of the averaged cone. Let [x1, x2] be the straight line
segment connecting two different points x1, x2 ∈ BV (0, 1). Let W be the oriented
(m− 1)-dimensional subspace of V orthogonal to x2 − x1. By the general position
assumption the set spt(P ) ∩ π−1V ([x1, x2]) is a union of finitely many straight lines
each lying in some simplex Si. We define the truncated slice,
P (x1, x2) := 〈P, πW , w〉xπ−1V ([x1, x2]) ,
where w ∈ W ∩ BV (0, 1) is the vector with πW (x2) = πW (x1) = w. By the
observations above and some general facts about slices, P (x1, x2) ∈ P1(X ;G),
πV#P (x1, x2) = g0[[x1, x2]] (given the right orientation on W ) and hence
πV#∂P (x1, x2) = g0[[x2]]− g0[[x1]].
3.2. Lemma ([20, Lemma 2]). If x1, x2 ∈ E1, then
|y(x1)− y(x2)| ≤
∫
[x1,x2]
‖Dy‖(x) dH 1(x) .
Proof. As noted above, P (x1, x2) is a well-defined non-zero polyhedral 1-chain with
support in spt(P )∩π−1V ([x1, x2]) and ∂P (x1, x2) = g0[[x2 + y(x2)]]−g0[[x1 + y(x1)]].
We want to show that there is a curve in spt(P (x1, x2)) connecting x1 + y(x1) and
x2 + y(x2). As a polyhedral 1-chain, P (x1, x2) is a finite sum of loops gi[[Li]] and
curves gj [[Cj ]] connecting x1+y(x1) with x2+y(x2). For any loop, πV#(gi[[Li]]) = 0
by the constancy theorem, since ∂(gi[[Li]]) = 0. Since πV#
∑
j gj[[Cj ]] = g0[[x1, x2]] 6=
0, the set of Cj ’s is not empty.
Thus there is a piecewise linear curve γ : [0, L] → spt(P (x1, x2)) connecting
x1+y(x1) and x2+y(x2) that is injective and satisfies ‖γ′‖ = 1 almost everywhere.
By the area formula
∫ L
0
f(t)|(πV ◦ γ)′(t)| dt =
∫
[x1,x2]
∑
t∈(πV ◦γ)−1(x)
f(t) dH 1(x) ,
for all measurable functions f . Set f(t) := |(πV ◦γ)′(t)|−1. If γ(t) is in some simplex
Si(t) in a neighborhood of t, then by (2.6)
f(t) = |πV (γ′(t))|−1 ≤ Lip
(
yi(t)
)
=
∥
∥Dyi(t)
∥
∥ .
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Finally,
|y(x1)− y(x2)| ≤ L =
∫ L
0
f(t)|(πV ◦ γ)′(t)| dt
≤
∫
[x1,x2]
∑
t∈(πV ◦γ)−1(x)
∥
∥Dyi(t)x
∥
∥ dH 1(x)
≤
∫
[x1,x2]
∑
i∈Ix
∥
∥Dyix
∥
∥ dH 1(x) ,
and by definition this is exactly the integral of ‖Dy‖. 
3.3. Lemma ([20, Lemma 3]). There is a constant c3.3(m) > 0 with the following
property. If f is a measurable nonnegative homogeneous function of degree 0 on V
(i.e. f(tx) = f(x) for all t > 0), then
∫
BV (0,1)
dx
∫
BV (x,ρ|x|)
dx′
∫
[x,x′]
dz ρ−m|x|−mf(z) ≤ c3.3ρ
∫
BV (0,1)
f(x) dx .
Proof. Let
Z := {|x| ≤ 1} × {|x′| ≤ 1} × {λ ∈ [0, ρ]} ⊂ V 2 × R ,
Z ′ := {(x, x′, x′′) ∈ V 3 : |x| ≤ 1, |x− x′| ≤ ρ|x|, x′′ ∈ [x, x′]} ⊂ V 3 ,
and define ϕ : Z → Z ′ by ϕ(x, x′, λ) := (x, x + ρ|x|x′, x + λ|x|x′) and g : Z → R
by g(x, x′, λ) := f(x + λ|x|x′). ϕ is bi-Lipschitz onto its image and Jϕ(x,x′,λ) =
ρm|x|m+1|x′| ≤ ρm|x|m holds almost everywhere on Z. By the area formula,
∫
|x|≤1
∫
|x−x′|≤ρ|x|
∫
z∈[x,x′]
ρ−m|x|−mf(z) ≤
∫
|x|≤1
∫
|x′|≤1
∫
λ∈[0,ρ]
g(x, x′, λ)
=
∫
|x′|≤1
∫
λ∈[0,ρ]
∫
|x|≤1
g(x, x′, λ)
≤ α(m)ρ max
|x′|≤1,λ∈[0,ρ]
∫
|x|≤1
f(x+ λ|x|x′) .
By assumption λ ≤ ρ < 12 . For fixed λ and x′, the map ψ : x 7→ x + λ|x|x′ is a
bijection of BV (0, 1) onto a subset of BV (0, 2) with
(3.8) Dψx(v) = v +
1
|x| 〈x, v〉λx
′ .
Hence detDψx = 1 + λ
1
|x| 〈x, x′〉 ∈ [ 12 , 32 ] since we assume that ρ ≤ 12 . Therefore,
∫
|x|≤1
f(x+ λ|x|x′) =
∫
BV (0,1)
f(ψ(x)) dx
=
∫
ψ(BV (0,1))
f(x)(detDψx)
−1 dx
≤ 2
∫
BV (0,2)
f(x) dx .
Finally,
∫
BV (0,2)
f(x) dx =
∫
BV (0,1)
2mf(2x) dx =
∫
BV (0,1)
2mf(x) dx ,
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and the statement follows. 
The next estimate and its proof is directly taken from [20].
3.4. Lemma ([20, Lemma 4]). Let µ be a finite measure on E and f ∈ L∞(E, µ)
a positive function. Then
min
{
(∫
E
f dµ
)2
,
(∫
E
1 dµ
)2
}
≤ 3
(∫
E
1 dµ
)(∫
E
(1 + f2)
1
2 − 1 dµ
)
.
Proof. The Cauchy-Schwarz inequality implies that
(∫
E
f dµ
)2
=
(∫
E
f
((1 + f2)
1
2 + 1)
1
2
((1 + f2)
1
2 + 1)
1
2 dµ
)2
≤
(∫
E
f2
(1 + f2)
1
2 + 1
dµ
)(∫
E
(1 + f2)
1
2 + 1 dµ
)
=
(∫
E
(1 + f2)
1
2 − 1 dµ
)(∫
E
2 + ((1 + f2)
1
2 − 1) dµ
)
.
If
∫
E(1 + f
2)
1
2 − 1 dµ ≤
∫
E 1 dµ, it follows that
(∫
E
f dµ
)2
≤
(∫
E
(1 + f2)
1
2 − 1 dµ
)(∫
E
3 dµ
)
,
and otherwise,
(∫
E
1 dµ
)2
≤
(∫
E
1 dµ
)(∫
E
(1 + f2)
1
2 − 1 dµ
)
.

We define an average function ȳ : BV (0, 2) → V ⊥ by
ȳ(x) :=
∑
i∈Ix
δiy
i(x) :=
(
∑
i∈Ix
‖gi‖
)−1 ∑
i∈Ix
‖gi‖yi(x) .
Note that for H m-a.e. x ∈ BV (0, 1) it is ‖g0‖ ≤
∑
i∈Ix ‖gi‖. Obviously, |ȳ(x)| ≤ ρ
for H m-a.e. x ∈ BV (0, 1) and for x ∈ E1 we have ȳ(x) = y(x). A suitable
smoothed version of y is obtained by the map v : BV (0, 1) → V ⊥ with
v(x) := (α(m)ρm|x|m)−1
∫
BV (x,ρ|x|)
ȳ(z) dz .
Because P is 1-homogeneous, so are ȳ and v. Here are first estimates of v.
3.5. Lemma ([20, Lemma 7]). For all x ∈ BV (0, 1),
|v(x)| ≤ 2ρ ,
and there is a constant c3.5(m) > 0 such that
∫
BV (0,1)
∑
i∈Ix
|v(x) − yi(x)|2 dx ≤ c3.5ρ2ǫ .
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Proof. By the definition of ȳ and the assumption on the height bound of P it is
clear that |ȳ(x)| ≤ ρ for x ∈ BV (0, 1). Fix some x ∈ BV (0, 12 ). To obtain shorter
formulas we abbreviate Bx,ρ := BV (x, ρ|x|) and |Bx,ρ| = H m(Bx,ρ). Clearly,
Bx,ρ ⊂ BV (0, 1) and hence
|v(x)| ≤ (α(m)ρm|x|m)−1
∫
BV (x,ρ|x|)
|ȳ(z)| dz
≤ |Bx,ρ|−1|Bx,ρ|ρ = ρ .(3.9)
This immediately implies the first statement of the lemma. By (3.9) and (3.2) we
have on E2 ⊂ BV (0, 1),
∫
E2
∑
i∈Ix
|v(x) − yi(x)|2 dx ≤
∫
E2
∑
i∈Ix
4max{|v(x)|, |yi(x)|}2 dx .
≤ 4ρ2
∫
E2
#Ix dx
≤ 40ǫρ2.(3.10)
Using that E2 is a cone, it follows with (3.2) and the bounds
√
ǫ ≤ ρm ≤ 1 that
|Bx,ρ|−1H m(E2 ∩BV (x, ρ|x|)) ≤ |Bx,ρ|−1H m(E2 ∩BV (0, (1 + ρ)|x|))
≤ |Bx,ρ|−110ǫ(1 + ρ)m|x|m
≤ 10 · 2mα(m)−1√ǫ .(3.11)
With (3.10) and (3.11) it follows that there is some c(m) > 0 with
∫
BV (0,
1
2 )
∑
i∈Ix
|v(x) − yi(x)|2 dx
≤ cǫρ2 +
∫
E1∩BV (0, 12 )
∑
i∈Ix
[
|Bx,ρ|−1
∫
Bx,ρ
ȳ(x′) dx′ − yi(x)
]2
dx
≤ cǫρ2 +
∫
E1∩BV (0, 12 )
[
|Bx,ρ|−1
∫
Bx,ρ
|ȳ(x′)− y(x)| dx′
]2
dx
≤ cǫρ2 +
∫
E1∩BV (0, 12 )
[∣
∣
∣|Bx,ρ|−1
∫
E1∩Bx,ρ
|y(x′)− y(x)| dx′
∣
∣
∣+ c
√
ǫρ
]2
dx .
Because (a+ b)2 ≤ 2(a2 + b2) we get that the expression above is bounded by
(3.12) c′ǫρ2 + 2
∫
E1∩BV (0, 12 )
[
|Bx,ρ|−1
∫
E1∩Bx,ρ
|y(x′)− y(x)| dx′
]2
dx ,
for some c′(m) > 0. Since |x′| ≤ 2|x| ≤ 1 for x′ ∈ Bx,ρ and y is 1-homogeneous,
∫
E1∩Bx,ρ
|y(x′)− y(x)| dx′ ≤
∫
Bx,ρ
3ρ|x| dx′ ≤ 3
(
1 +
1
m
)∫
Bx,ρ
dx′
∫
[x,x′]
1 .
By Lemma 3.2,
∫
E1∩Bx,ρ
|y(x′)− y(x)| dx′ ≤
∫
Bx,ρ
dx′
∫
[x,x′]
‖Dy‖ ,
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and hence the second term of (3.12) is bounded by
(3.13) c(m)
∫
E1
[
|Bx,ρ|−1 min
{
∫
Bx,ρ
dx′
∫
[x,x′]
‖Dy‖,
∫
Bx,ρ
dx′
∫
[x,x′]
1
}]2
dx .
Hence we can apply Lemma 3.4 and (3.13) is smaller or equal
3c(m)
∫
E1
|Bx,ρ|−2
(
∫
Bx,ρ
dx′
∫
[x,x′]
1
)(
∫
Bx,ρ
dx′
∫
[x,x′]
(1 + ‖Dy‖2) 12 − 1
)
≤ 3c(m)
∫
E1
|Bx,ρ|−2|Bx,ρ|ρ|x|
(
∫
Bx,ρ
dx′
∫
[x,x′]
(1 + ‖Dy‖2) 12 − 1
)
≤ 3c(m)
∫
BV (0,1)
|Bx,ρ|−1ρ|x|
∫
Bx,ρ
dx′
∫
[x,x′]
(1 + ‖Dy‖2) 12 − 1 .
Because ‖Dy‖ is 0-homogeneous, so is (1 + ‖Dy‖2) 12 − 1 and by Lemma 3.3 the
term above is smaller than or equal to
3c(m)α(m)−1c3.3ρ
2
∫
BV (0,1)
(1 + ‖Dy‖2) 12 − 1 .
Using (1 + (
∑
i ai)
2)
1
2 ≤∑i(1 + a2i )
1
2 , ‖Dyix‖ ≤ J yix for almost all x and (3.1) we
see that
∫
BV (0,1)
(1 + ‖Dy‖2) 12 − 1 =
∫
BV (0,1)
(
1 +
(
∑
i∈Ix
‖Dyix‖
)2
)
1
2
− 1 dx
≤
∫
BV (0,1)
∑
i∈Ix
(
1 + ‖Dyix‖2
)
1
2 − 1 dx
≤
∫
BV (0,1)
∑
i∈Ix
(
1 + (J yix)2
)
1
2 − 1 dx
= H m(spt(P ) ∩ ZV )−α(m) ≤ 5ǫ .
Plugging this back into (3.12) gives that
∫
BV (0,
1
2 )
∑
i∈Ix |v(x)− yi(x)|2 dx ≤ c′′ρ2ǫ
for some c′′(m) > 0. By homogeneity the lemma follows. 
Next we want to estimate the differential Dvx. It will also become clear from
the following proof that v is differentiable at all x 6= 0.
3.6. Lemma ([20, Lemma 8]). There is a constant c3.6(m) > 0 such that for all
x ∈ BV (0, 1) \ {0},
‖Dvx‖HS ≤ (1 + c3.6ρ)(α(m)ρm|x|m)−1
∫
BV (x,ρ|x|)
‖Dȳz‖HS dz .
Proof. By definition
v(x) = (α(m)ρm|x|m)−1
∫
BV (x,ρ|x|)
ȳ(z) dz = α(m)−1
∫
BV (0,1)
ȳ(x+ zρ|x|) dz .
The map ȳ is piecewise linear and in particular differentiable outside a set of mea-
sure zero. Let v ∈ BV (0, 1) and t ≥ 0. The Lebesgue Dominated Convergence
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Theorem implies that
1
t
(v(x + tv)− v(x))
= α(m)−1
∫
BV (0,1)
1
t
(ȳ(x + tv + zρ|x+ tv|)− ȳ(x+ zρ|x|)) dz
→ α(m)−1
∫
BV (0,1)
Dȳx+zρ|x|(v + zρ〈x, v〉) dz ,(3.14)
for t→ 0. Hence with (2.6),
(3.15) |Dvx(v)| ≤ α(m)−1
∫
BV (0,1)
|Dȳx+zρ|x|(v)|+ ρ‖Dȳx+zρ|x|‖HS dz .
For an orthonormal basis (e1, . . . , em) of V , using the multivariate Jensen inequality
(
(
−
∫
a1
)2
+ · · ·+
(
−
∫
am
)2
)
1
2
≤ −
∫
(
a21 + · · ·+ a2m
)
1
2 ,
to (3.15) leads to
‖Dvx‖HS =
(
∑
i
|Dvx(ei)|2
)
1
2
≤ α(m)−1
∫
BV (0,1)
(
∑
i
(
|Dȳx+zρ|x|(ei)|+ ρ‖Dȳx+zρ|x|‖HS
)2
)
1
2
dz
≤ α(m)−1
∫
BV (0,1)
(
‖Dȳx+zρ|x|‖2HS + (mρ2 + 2
√
mρ)‖Dȳx+zρ|x|‖2HS
)
1
2 dz
≤ (1 +√mρ)α(m)−1
∫
BV (0,1)
‖Dȳx+zρ|x|‖HS dz
≤ (1 +√mρ)(α(m)ρm|x|m)−1
∫
BV (x,ρ|x|)
‖Dȳz‖HS dz .

In the next Lemma we estimate the derivatives of v pointwise.
3.7. Lemma ([20, Lemma 9]). There is a constant c3.7(m) > 0 such that
‖Dvx‖HS ≤ c3.7ǫ
1
3 and hence |v(x)| ≤ c3.7ǫ
1
3 |x| for all x ∈ BV (0, 1).
Proof. Fix a point x ∈ BV (0, 1). For shorter formulas we abbreviate Bx,ρ :=
BV (x, ρ|x|). The Cauchy-Schwarz inequality implies
∫
Bx,ρ
‖Dȳ‖HS =
∫
Bx,ρ
(‖Dȳ‖2
HS
)
1
2
=
∫
Bx,ρ
(
(1 + ‖Dȳ‖2
HS
)
1
2 − 1
)
1
2
(
(1 + ‖Dȳ‖2
HS
)
1
2 + 1
)
1
2
≤
(∫
Bx,ρ
(1 + ‖Dȳ‖2
HS
)
1
2 − 1
)
1
2
(∫
Bx,ρ
(1 + ‖Dȳ‖2
HS
)
1
2 + 1
)
1
2
=
(
∫
Bx,ρ
(1 + ‖Dȳ‖2HS)
1
2 − 1
)
1
2
(
2|Bx,ρ|+
∫
Bx,ρ
(1 + ‖Dȳ‖2HS)
1
2 − 1
)
1
2
.(3.16)
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By definition ȳ(z) =
∑
i∈Iz δi(z)y
i(z), where δi(z) = ‖gi‖(
∑
j∈Ix ‖gj‖)−1 ≤
‖gi‖‖g0‖−1. For almost every ξ ∈ BV (0, 1) there holds,
‖Dȳξ‖HS =
∥
∥
∥D
(
∑
i∈Iξ
δiy
i
)
ξ
∥
∥
∥
HS
=
∥
∥
∥
∑
i∈Iξ
δi(ξ)Dy
i
ξ
∥
∥
∥
HS
≤
∑
i∈Iξ
δi(ξ)‖Dyiξ‖HS .
Using Lemma 3.1 and the fact that ‖Dyiz‖HS ≤ Jyiz for almost all z,
∫
Bx,ρ
(1 + ‖Dȳ‖2
HS
)
1
2 − 1 ≤
∫
Bx,ρ
(
1 +
(
∑
i∈Iz
δi(z)‖Dyiz‖HS
)2
)
1
2
− 1 dz
≤ 1‖g0‖
∫
Bx,ρ
∑
i∈Iz
‖gi‖
(
1 + ‖Dyiz‖2HS
)
1
2 − ‖g0‖ dz
≤ 1‖g0‖
∫
BV (0,(1+ρ)|x|)
∑
i∈Iz
‖gi‖
(
1 + (J yiz)2
)
1
2 − ‖g0‖ dz
= (1 + ρ)m|x|m‖g0‖−1Exc1(P, V )
≤ 2m|x|mǫ .(3.17)
Hence
∫
Bx,ρ
‖Dȳ‖HS ≤ (2m|x|mǫ)
1
2 (2m|x|mǫ+ 2|Bx,ρ|)
1
2
= (2m|x|mǫ) 12 (2m|x|mǫ+ 2α(m)ρm|x|m) 12
≤ c(m)|x|mǫ 12 ,
for some constant c(m) > 0. By Lemma 3.6 and because ǫ
1
6 ≤ ρm we get for x 6= 0,
‖Dvx‖HS ≤ (1 + c3.6ρ)(α(m)ρm|x|m)−1c|x|mǫ
1
2
= c(1 + c3.6ρ)α(m)
−1ǫ−
1
6 ǫ
1
2
= c′ǫ
1
3 ,
for some constant c′(m) > 0. 
Because ‖Dvx‖ ≤ ‖Dvx‖HS ≤
√
m‖Dvx‖ the statement in the lemma above
is true for both norms. Further estimates on the integral of this differential is
needed. In the following lemma the particular definition of the averaging function
ȳ(x) = (
∑
j∈Ix ‖gj‖)−1
∑
i∈Ix ‖gi‖yi(x) is used in an essential way.
3.8. Lemma ([20, Lemma 10]). There is a constant c3.8(m) > 0 such that
∫
BV
∑
i∈Ix
‖gi‖(1 + ‖Dvx‖2HS)
1
2 dx ≤ c3.8‖g0‖ρǫ+
∫
BV
∑
i∈Ix
‖gi‖(1 + ‖Dyix‖2HS)
1
2 dx .
Proof. For x ∈ BV abbreviate again Bx,ρ := BV (x, ρ|x|). Combining (3.16) and
(3.17) as obtained in the proof of Lemma 3.7 above with the estimate ǫ ≤ ρm+1,
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we get,
(∫
Bx,ρ
‖Dȳ‖HS
)2
≤
(∫
Bx,ρ
(1 + ‖Dȳ‖2HS)
1
2 − 1
)(
2|Bx,ρ|+
∫
Bx,ρ
(1 + ‖Dȳ‖2HS)
1
2 − 1
)
≤
(∫
Bx,ρ
(1 + ‖Dȳ‖2
HS
)
1
2 − 1
)(
2α(m)ρm|x|m + 2m|x|mǫ
)
≤ 2α(m)ρm|x|m(1 + cρ)
∫
Bx,ρ
(1 + ‖Dȳ‖2
HS
)
1
2 − 1 ,(3.18)
for some constant c(m) > 0. Using the fact that (1 + a2)
1
2 ≤ 1 + 12a2, it follows
from Lemma 3.6 and (3.18) that for c′ = max{c3.6, c},
∫
BV
(1 + ‖Dv‖2
HS
)
1
2 − 1 ≤ 1
2
∫
BV
‖Dv‖2
HS
≤ 1
2
∫
BV
[
(1 + c3.6ρ)(α(m)ρ
m|x|m)−1
∫
Bx,ρ
‖Dȳ‖HS
]2
≤ 1
2
∫
BV
2(1 + c′ρ)3(α(m)ρm|x|m)−1
∫
Bx,ρ
(1 + ‖Dȳ‖2HS)
1
2 − 1
=
∫
BV
(1 + c′ρ)3α(m)−1
∫
BV
(1 + ‖Dȳx+ρ|x|z‖2HS)
1
2 − 1 dz
≤ (1 + c′ρ)3 max
z∈BV
∫
BV
(1 + ‖Dȳx+ρ|x|z‖2HS)
1
2 − 1 dx .(3.19)
As in (3.8), for fixed z ∈ BV (0, 1) the map ψ : x 7→ x+ρ|x|z is a bijection ofBV (0, 1)
and a subset ofBV (0, 1+ρ) withDψx(v) = v+
ρ
|x|〈x, v〉z and detDψx = 1+
ρ
|x|〈x, z〉
for x 6= 0. It is detDψx ≥ 1− ρ and since we assume that ρ ≤ 12 we obtain
detD(ψ−1)ξ ≤ 11−ρ ≤ 1 + 2ρ ,
for almost all ξ ∈ ψ(BV (0, 1)). By the homogeneity of ‖Dȳ‖HS,
∫
BV (0,1)
(1 + ‖Dȳx+ρ|x|z‖2HS)
1
2 − 1 dx
=
∫
ψ(BV (0,1))
((1 + ‖Dȳξ‖2HS)
1
2 − 1) detD(ψ−1)ξ dξ
≤ (1 + 2ρ)
∫
BV (0,1+ρ)
(1 + ‖Dȳξ‖2HS)
1
2 − 1 dξ
= (1 + 2ρ)(1 + ρ)m
∫
BV (0,1)
(1 + ‖Dȳξ‖2HS)
1
2 − 1 dξ
≤ (1 + c′′ρ)
∫
BV (0,1)
(1 + ‖Dȳξ‖2HS)
1
2 − 1 dξ ,(3.20)
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for some constant c′′(m) > 0. By the excess bound in term of ǫ, we obtain as in
(3.17),
∫
BV
(1 + ‖Dȳ‖2HS)
1
2 − 1 ≤
∫
BV
(
1 +
(
∑
i∈Iξ
δi(ξ)‖Dyiξ‖HS
)2
)
1
2
− 1 dξ
≤
∫
BV
∑
i∈Iξ
δi(ξ)
(
1 + ‖Dyiξ‖2HS
)
1
2 − 1 dξ
≤ ‖g0‖−1
∫
BV
∑
i∈Iξ
‖gi‖
(
1 + (Jyiξ)2
)
1
2 − ‖g0‖ dξ
= ‖g0‖−1Exc1(P, V ) ≤ ǫ .(3.21)
Combining (3.19),(3.20) and (3.21) we see that for c′′′ = max{c′′, c′},
∫
BV
(1 + ‖Dv‖2
HS
)
1
2 − 1 ≤ (1 + c′′′ρ)4
∫
BV
(1 + ‖Dȳξ‖2HS)
1
2 − 1 dξ
≤ c′′′′ρǫ+
∫
BV
(1 + ‖Dȳξ‖2HS)
1
2 − 1 dξ ,
for some constant c′′′′(m) > 0. With (3.5) of Lemma 3.1 we obtain,
∫
BV
(1 + ‖Dv‖2HS)
1
2 ≤ c′′′′ρǫ+
∫
BV
(
∑
j∈Iξ
‖gj‖
)−1
∑
i∈Iξ
‖gi‖(1 + ‖Dyiξ‖2HS)
1
2 dξ .
Applying (3.3), Lemma 3.7 and ǫ
2
3 ≤ ρ to the estimate above leads to,
∫
BV
∑
i∈Ix
‖gi‖
(
(
1 + ‖Dvx‖2
)
1
2 − 1
)
dx
≤ ‖g0‖
∫
E1
(
1 + ‖Dvx‖2HS
)
1
2 − 1 dx+
∫
E2
∑
i∈Ix
‖gi‖‖Dvx‖2HS dx
≤ ‖g0‖
∫
BV
(
1 + ‖Dvx‖2HS
)
1
2 − 1 dx+ 15‖g0‖ǫc3.7ǫ
2
3
≤ 15c3.7‖g0‖ǫ
5
3 + c′′′′‖g0‖ρǫ
+ ‖g0‖
∫
BV
(
∑
j∈Ix
‖gj‖
)−1
∑
i∈Ix
‖gi‖
(
(1 + ‖Dyix‖2HS)
1
2 − 1
)
dx
≤ (15c3.7 + c′′′′)‖g0‖ρǫ+
∫
BV
∑
i∈Ix
‖gi‖
(
(1 + ‖Dyix‖2HS)
1
2 − 1
)
dx .
Adding
∫
BV
∑
i∈Ix ‖gi‖ to both sides, the lemma follows. 
By assumption (4) we have πV#(PxZV ) = g0[[BV (0, 1)]]. Define the rectifiable
G-chain T ′ := (idV + v)#(g0[[BV (0, 1)]]) ∈ Rm(X ;G). Lemma 3.5 implies that
dH((spt(P ) ∪ spt(T ′)) ∩ ZV ,BV (0, 1)) ≤ 2ρ < 1 .
Let ϕ : X → X be some Lipschitz map with the following properties: for x ∈ V
and y ∈ V ⊥,
(1) ϕ(x + y) = x+ y, if |x| ≥ 34 or |y| ≥ 2,
(2) ϕ(x + y) = x+ v(x), if |x| ≤ 12 and |y| ≤ 1,
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(3) ϕ(x + y) = x+ (4|x| − 2)y + (3− 4|x|)v(x)), if 12 ≤ |x| ≤ 34 and |y| ≤ 1,
Define T := ϕ#P ∈ Rm(X ;G). It is easy to check that
(1) ∂(TxZV (34 )) = ∂(PxZV (34 )),
(2) πV#(TxZV ) = g0[[BV (0, 1)]],
(3) TxZV (12 ) = T ′xZV (12 ),
(4) for 12 ≤ |x| ≤ 34 ,
spt(T ) ∩ π−1V (x) =
⋃
i∈Ix
{
x+ (3− 4|x|)v(x) + (4|x| − 2)yi(x)
}
.
3.9. Lemma ([20, Lemma 11]). There are constants c3.9(m), ρ3.9(m), ǫ3.9(m) > 0
such that if 0 < ρ ≤ ρ3.9(m) and 0 < ǫ ≤ ǫ3.9(m) (recall we also always assume
ǫ ≤ ρ6m), then
∫
A
∑
i∈Ix
‖gi‖(1 + (J zix)2)
1
2 dx ≤ c3.9‖g0‖ρ
1
2 ǫ+
∫
A
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 dx ,
where zi := (4r − 2)yi + (3− 4r)v, r(x) := |x| and A := {x ∈ V : 12 ≤ |x| ≤ 34}.
Proof. We start by noticing that 0 ≤ 4|x| − 2 ≤ 1 as well as 0 ≤ 3 − 4|x| ≤ 1, two
facts we will freely use without further reference in the course of this proof. For
almost all x ∈ A it is
(3.22) Dzix(v) = (4|x| − 2)Dyix(v) + (3− 4|x|)Dvx(v) +
4〈x, v〉
|x| (y
i(x)− v(x)) .
Fix a point x for which all the differentials in the formula above exist and consider
the matrix M ikl := 〈Dzix(ek), Dzix(el)〉 for some orthonormal basis (e1, . . . , em) of
V . Applying (2.5),
(J zix)2 =
∑
K 6=∅
det(M iK) .
For simplicity we assume that the ek = e
i
k’s are eigenvectors of Dy
i
x
∗
Dyix with
eigenvalues (λik)
2, for λik ≥ 0, and Λi is the corresponding diagonal matrix (i.e.
Λikl = 〈Dyix(eik), Dyix(eil)〉 = (λik)2δkl). We can write
M ikl = (4|x| − 2)2Λikl + (3− 4|x|)2〈Dvx(eik), Dvx(eil)〉+Rikl ,
where
|Rikl| ≤ 16|yi(x)− v(x)|2 + 8‖Dvx‖|yi(x) − v(x)|
+ (‖Dvx‖+ 4|yi(x) − v(x)|)(λik + λil) .
(3.23)
Next we estimate the minors of M i corresponding to some nonempty subset K ⊂
{1, . . . ,m}. Using (3.22) to expand each M ikk = det(M i{k}) we find that for subsets
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with one element K = {k},
‖Dzix‖2HS =
m
∑
k=1
det
(
M i{k}
)
≤ (4|x| − 2)2
m
∑
k=1
Λikk + (3− 4|x|)2
m
∑
k=1
|Dvx(ek)|2
+ 2(4|x| − 2)(3− 4|x|)
m
∑
k=1
〈Dyix(ek), Dvx(ek)〉
+ 16|yi(x) − v(x)|2 + 8|yi(x) − v(x)|
(
‖Dvx‖+ ‖Dyix‖
)
=
(
(4|x| − 2)‖Dyix‖HS + (3 − 4|x|)‖Dvx‖HS
)2
+ 16|yi(x) − v(x)|2 + 8|yi(x) − v(x)|
(
‖Dvx‖+ ‖Dyix‖
)
.
(3.24)
Furthermore the exists a constant c = c(m) > 0 such that if #K ≥ 2 then,
det(M iK) ≤ (4|x| − 2)2 det(ΛiK) + c‖Dvx‖4
+ c(|yi(x)− v(x)|2 + ‖Dvx‖|yi(x)− v(x)|)
+ c(|yi(x)− v(x)| + ‖Dvx‖)(J yix)2 ,
(3.25)
We now indicate how to obtain the above inequality:
det(M iK) =
∑
σ∈Sq
(−1)|σ|
∏
k∈K
M ikσ(k)
=
∑
σ∈Sq
(−1)|σ|
∏
k∈K
(
(4|x| − 2)2Λikσ(k) + (3− 4|x|)2〈Dvx(eik), Dvx(eiσ(k))〉+Rikσ(k)
)
=
∑
σ∈Sq
(−1)|σ|
∑
K1,K2,K3
(
∏
k∈K1
(4|x| − 2)2Λikσ(k)
)
(
∏
k∈K2
(3− 4|x|)2〈Dvx(eik), Dvx(eiσ(k))〉
)(
∏
k∈K3
Rikσ(k)
)
,
where the last sum extends over all partitions {K1,K2,K3} ofK. Letting q := #K,
the term corresponding to K2 = K3 = ∅ equals (4|x| − 2)2q det(ΛiK) when σ = idK
and zero otherwise, whereas the term corresponding to K1 = K3 = ∅ is bounded
above by (3−4|x|)2q‖Dvx‖2q regardless of σ. These are respectively bounded above
by (4|x|−2)2 det(ΛiK) and by ‖Dvx‖4 since 0 ≤ det(ΛiK), since q ≥ 2, and since we
may assume ‖Dvx‖ ≤ c3.7(m)ǫ
1
3 ≤ 1 provided ǫ is small enough depending upon
ǫ. Thus these two terms, corresponding to all σ ∈ Sq, are accounted for in the first
line of (3.25). In order to bound from above the other terms, we start by observing
that if ∅ 6= K̂ ⊂ {1, . . . ,m} then
∏
k∈K̂
(λik)
2 ≤ det(I + Λi)− 1 = (J yix)2 ,
Furthermore a product
∏
k∈K̂ Λ
i
kσ(k) is either zero (when σ 6= idK) or equal to
∏
k∈K̂(λ
i
k)
2, thus in both cases it is less than or equal to (Jyix)2. Now the remaining
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terms corresponding to K3 = ∅ have necessarily K1 6= ∅ 6= K2 and are therefore
bounded above by
(
∏
k∈K1
Λikσ(k)
)(
∏
k∈K2
‖Dvx‖2
)
≤ ‖Dvx‖(J yix)2 ,
and are accounted for in the last line of (3.25). Next we consider the terms corre-
sponding to K3 6= ∅ and we define aix and bix in the obvious way, according to (3.23),
so that |Rikl| ≤ aix+ bix(λik +λil) and we notice that we may assume 0 ≤ aix ≤ 1 and
0 ≤ bix ≤ 1 provided ǫ is small enough depending on m. Now
∣
∣
∣
∣
∣
∏
k∈K3
Rikσ(k)
∣
∣
∣
∣
∣
≤
∏
k∈K3
(
aib + b
i
x(λ
i
k + λ
i
σ(k))
)
=
∑
K3,1,K3,2
(aix)
#K3,1(bix)
#K3,2
∏
k∈K3,2
(λik + λ
i
σ(k))
≤
{
aix if K3,2 = ∅
bix
∏
k∈K3,2(λ
i
k + λ
i
σ(k)) if K3,2 6= ∅
,
where the sum extends over partitions {K3,1,K3,2} of K3. Thus the terms corre-
sponding to K3 6= ∅, K3,2 = ∅ and K1 = ∅ are accounted for in the second line of
(3.25), whereas the terms where K3 6= ∅, K3,2 = ∅ and K1 6= ∅ are accounted for in
the third line of (3.25) because |yi(x)−v(x)| ≤ 1. It remains to consider the terms
for which K3,2 6= ∅. The following sum extends over partitions {L1, L2} of K3,2:
∏
k∈K3,2
(λik + λ
i
σ(k)) =
∑
L1,L2
(
∏
k∈L1
λik
)


∏
k∈σ(L2)
λik


=
∑
L1,L2


∏
k∈L1∩σ(L2)
(λik)
2




∏
k∈L1⊖σ(L2)
λik


≤
∑
L1,L2


∏
k∈L1∩σ(L2)
(λik)
2







∏
k∈L1⊖σ(L2)
λik≥1
(λik)
2





We first analyze the various subcases occurring as K1 = ∅. If L1 ∩ σ(L2) 6= ∅,
the corresponding term is bounded above by bix(J yix)2 and thus is accounted for
in the third line of (3.25). The same occurs if L1 ∩ σ(L2) = ∅ but there exists
k ∈ L1 ⊖ σ(L2) such that λik ≥ 1. Now if λik < 1 for all k ∈ L1 ⊖ σ(L2), and
L1 ∩ σ(L2) = ∅, we pick two λik1 , λik2 ∈ L1 ⊖ σ(L2) with k1 6= k2 (this is possible
since #(L1⊖σ(L2)) ≥ 2 because L1∩σ(L2) = ∅) and we observe that we can bound
a factor λik1λ
i
k2
≤ 12
(
(λik1 )
2 + (λik2)
2
)
≤ (J yix)2 and, again, the corresponding term
is bounded above by bix(J yix)2 and thus is accounted for in the third line of (3.25).
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Finally it remains only to consider the case when K3,2 6= ∅ and K1 6= ∅. We
observe these terms are bounded above by
bix
(
∏
k∈K1
Λikσ(k)
)


∏
k∈L1∩σ(L2)
(λik)
2







∏
k∈L1⊖σ(L2)
λik≥1
(λik)
2





Clearly K1 ∩ L1 ⊂ K1 ∩ K3 = ∅. If σK1 6= idK1 then the second factor above
(corresponding to k ∈ K1) vanishes, thus we may assume K1 ∩ σ(L2) = ∅ but then
the product is of the type bix
∏
k∈K̂(λ
i
k)
2 with K̂ 6= ∅ and (3.25) is established.
Summing up (3.25) over all K with #K ≥ 2 we find that
(J zix)2 − ‖Dzix‖2HS =
∑
K⊂{1,...,m}
#K≥2
det(M iK)
≤ (4|x| − 2)2
(
(J yix)2 − ‖Dyix‖2HS
)
+ c′‖Dvx‖4
+ c′(|yi(x) − v(x)|2 + ‖Dvx‖|yi(x)− v(x)|)
+ c′(|yi(x) − v(x)| + ‖Dvx‖)(Jyix)2 ,
and with the help of (3.24), recalling that ‖Dyix‖HS ≤ J yix,
(J zix)2 ≤ (4|x| − 2)2
(
(J yix)2 − ‖Dyix‖2HS
)
+
(
(4|x| − 2)‖Dyix‖HS + (3− 4|x|)‖Dvx‖HS
)2
+ c′‖Dvx‖4
+ c′(|yi(x)− v(x)|2 + ‖Dvx‖|yi(x)− v(x)|)
+ c′(|yi(x)− v(x)| + ‖Dvx‖)(J yix)2
+ c′|yi(x)− v(x)|‖Dyix‖
≤
(
(4|x| − 2)Jyix + (3− 4|x|)‖Dvx‖HS
)2
+ c′‖Dvx‖4
+ c′(|yi(x)− v(x)|2 + ‖Dvx‖|yi(x)− v(x)|)
+ c′(|yi(x)− v(x)| + ‖Dvx‖)(J yix)2
+ c′|yi(x)− v(x)|‖Dyix‖
=
(
(4|x| − 2)Jyix + (3− 4|x|)‖Dvx‖HS
)2
+
6
∑
j=1
Rij(x) ,
for some c′(m) > 0, where the Rij(x), j = 1, . . . , 6, are readily defined by the last
equality.
Now from the above inequality, applying seven times (3.4) of Lemma 3.1, and
one time (3.5), we see that
(3.26)
(
1 + (J zix)2
)
1
2 ≤ (4|x| − 2)
(
1 + (J yix)2
)
1
2 + (3 − 4|x|)
(
1 + ‖Dvx‖2HS
)
1
2
+
6
∑
j=1
(
(
1 +Rij(x)
)
1
2 − 1
)
.
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Since the maps x 7→ ‖gi(x)‖, x 7→ ‖Dvx‖HS and x 7→ J yix are 0-homogeneous for
all i we obtain, thanks to Lemma 3.8,
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + ‖Dvx‖2HS
)
1
2 dH m−1(x)
=
d
dr
∫
BV (0,r)
∑
i∈Ix
‖gi‖
(
1 + ‖Dvx‖2HS
)
1
2 dx
= mrm−1
∫
BV (0,1)
∑
i∈Ix
‖gi‖
(
1 + ‖Dvx‖2HS
)
1
2 dx
≤ mrm−1
∫
BV (0,1)
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dx+mrm−1c3.8‖g0‖ρǫ
=
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dH m−1(x) +mrm−1c3.8‖g0‖ρǫ .
Therefore,
∫
A
∑
i∈Ix
‖gi‖
(
(4|x| − 2)
(
1 + (J yix)2
)
1
2 + (3− 4|x|)
(
1 + ‖Dvx‖2HS
)
1
2
)
dx
=
∫ 3
4
1
2
(
(4r − 2)
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dH m−1(x)
+ (3 − 4r)
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + ‖Dvx‖2HS
)
1
2 dH m−1(x)
)
dr
≤
∫ 3
4
1
2
(
(4r − 2)
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dH m−1(x)
+ (3 − 4r)
∫
|x|=r
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dH m−1(x)
+ (3 − 4r)mrm−1c3.8‖g0‖ρǫ
)
dr
≤ mc3.8‖g0‖ρǫ+
∫
A
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 dx .
Thus it follows from (3.26) that
∫
A
∑
i∈Ix
‖gi‖
(
1 + (J zix)2
)
1
2 dx ≤ mc3.8‖g0‖ρǫ+
∫
A
∑
i∈Ix
‖gi‖
(
1 + (Jyix)2
)
1
2 dx
+
6
∑
j=1
∫
A
∑
i∈Ix
‖gi‖
(
(
1 +Rij(x)
)
1
2 − 1
)
dx .
In order to complete the proof of the Lemma it is therefore sufficient to establish
that
∫
A
∑
i∈Ix
‖gi‖
(
(
1 +Rij(x)
)
1
2 − 1
)
dx ≤ c′′′(m)‖g0‖ρ
1
2 ǫ
for some c′′′(m) > 0 and all j = 1, . . . , 6.
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Clearly,
(
1 +Ri1(x)
)
1
2 − 1 ≤ Ri1(x) ≤ c′‖Dvx‖4 ≤ c′c43.7ǫ
4
3 ,
(
1 +Ri2(x)
)
1
2 − 1 ≤ Ri2(x) ≤ c′|yi(x)− v(x)|2 .
Setting δ := ρ
1
2 < 1 we obtain with (3.7) of Lemma 3.1,
(
1 +Ri3(x)
)
1
2 − 1 =
(
1 + c′‖Dvx‖|yi(x)− v(x)|
)
1
2 − 1 ,
≤ 1
2
δ−2c′2|yi(x) − v(x)|2 + δ
(
(
1 + ‖Dvx‖2
)
1
2 − 1
)
,
≤ 1
2
c′2ρ−1|yi(x) − v(x)|2 + ρ 12
(
(
1 + ‖Dvx‖2
)
1
2 − 1
)
.
Setting δ := c′|yi(x) − v(x)| ≤ c′3ρ ≤ 1 provided ρ is small enough depending on
m, we infer from (3.6) of Lemma 3.1 that
(
1 +Ri4(x)
)
1
2 − 1 =
(
1 + c′|yi(x)− v(x)|(J yix)2
)
1
2 − 1
≤ (3c′ρ) 12
(
(
1 + (J yix)2
)
1
2 − 1
)
.
Similarly, if ǫ is small enough such that c′c3.7ǫ
1
3 ≤ 1, then Lemma 3.7 implies that
c′‖Dvx‖ ≤ 1 and it follows from (3.6) of Lemma 3.1 that
(
1 +Ri5(x)
)
1
2 − 1 =
(
1 + c′‖Dvx‖(Jyix)2
)
1
2 − 1
≤ (c′c3.7)
1
2 ǫ
1
6
(
(
1 + (J yix)2
)
1
2 − 1
)
.
Finally, applying again (3.7) of Lemma 3.1 with δ := ρ
1
2 ,
(
1 +Ri6(x)
)
1
2 − 1 =
(
1 + c′|yi(x)− v(x)|‖Dyix‖
)
1
2 − 1 ,
≤ 1
2
δ−2c′2|yi(x) − v(x)|2 + δ
(
(
1 + ‖Dyix‖2
)
1
2 − 1
)
,
≤ 1
2
c′2ρ−1|yi(x) − v(x)|2 + ρ 12
(
(
1 + (J yix)2
)
1
2 − 1
)
.
We next integrate these over x ∈ A. By (3.3),
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri1(x)
)
1
2 − 1
]
dx ≤ c′ǫ 43
∫
A
∑
i∈Ix
‖gi‖ dx
= c′ǫ
4
3
∫
E1
‖g0‖ dx+ c′ǫ
4
3 15‖g0‖ǫ
≤ (α(m) + 15)c′‖g0‖ǫ
4
3 .
For the remaining terms note that by (3.3) and Lemma 3.5,
∫
A
∑
i∈Ix
‖gi‖|v(x)− yi(x)|2 dx ≤
∫
E1
‖g0‖|y(x) − v(x)|2 dx+ 9ρ2
∫
E2
∑
i∈Ix
‖gi‖ dx
≤ (c3.5 + 135)‖g0‖ρ2ǫ .
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Further by Lemma 3.8,
∫
A
∑
i∈Ix
‖gi‖
(
(
1 + ‖Dvx‖2
)
1
2 − 1
)
dx
≤ c3.8‖g0‖ρǫ+
∫
BV
∑
i∈Ix
‖gi‖
(
(
1 + ‖Dyix‖2
)
1
2 − 1
)
dx
≤ c3.8‖g0‖ρǫ+
∫
BV
∑
i∈Ix
‖gi‖
(
1 + ‖Jyix‖2
)
1
2 − ‖g0‖ dx
≤ (c3.8ρ+ 1)‖g0‖ǫ ,
and obviously,
∫
A
∑
i∈Ix
‖gi‖
(
(
1 + (J yix)2
)
1
2 − 1
)
dx ≤
∫
BV
∑
i∈Ix
‖gi‖
(
1 + (J yix)2
)
1
2 − ‖g0‖ dx
≤ ‖g0‖ǫ .
Combining these estimates we obtain
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri1(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ǫ
4
3 ,
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri2(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ρ2ǫ ,
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri3(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ρ
1
2 ǫ ,
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri4(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ρ
1
2 ǫ ,
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri5(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ǫ
7
6 ,
∫
A
∑
i∈Ix
‖gi‖
[
(
1 +Ri6(x)
)
1
2 − 1
]
dx ≤ c′′(m)‖g0‖ρ
1
2 ǫ ,
for some constant c′′(m) > 0. Since we assume that ǫ ≤ ρ6m ≤ ρ6 ≤ 1, the sum
of all the integrals involving the R-terms is bounded by c′′′(m)‖g0‖ρ 12 ǫ for some
constant c′′′(m) > 0. 
3.10. Lemma ([20, Lemma 12]). There is a constant c3.10(m) > 0 such that
∫
BV (0,1)
(1 + (J vx)2)
1
2 dx ≤
∫
BV (0,1)
(1 + ‖Dvx‖2HS)
1
2 dx+ c3.10ǫ
4
3 .
Proof. By Lemma 3.7 we know that ‖Dvx‖ ≤ c3.7ǫ
1
3 . Hence letting M denote the
matrix of Dv∗xDvx with respect to some orthonormal basis of V ,
(J vx)2 = ‖Dvx‖2HS +
∑
#K≥2
det(MK) ≤ ‖Dvx‖2HS + cǫ
4
3 ,
for some constant c(m) > 0, and the statement follows by Lemma 3.1, i.e. by
integrating the estimate
(1 + (J vx)2)
1
2 ≤ (1 + ‖Dvx‖2HS + cǫ
4
3 )
1
2 ≤ (1 + ‖Dvx‖2HS)
1
2 + cǫ
4
3 .
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
Combining the results of this subsection we get:
3.11. Proposition. There is a constant c3.11(m) > 0 with the following property.
If ρ ≤ ρ3.9 and ǫ ≤ ǫ3.9, then
M(TxZV (2−1)) ≤ c3.11‖g0‖ρǫ+M(PxZV (2−1)) ,
M(T ) ≤ c3.11‖g0‖ρ
1
2 ǫ +M(P ) .
Proof. By the construction of T , it is TxZV (34 )c = PxZV (34 )c. By Lemma 3.9
M (Tx{ 12 ≤ |πV (x)| ≤ 34}) ≤ M (Px{ 12 ≤ |πV (x)| ≤ 34}) + c3.9‖g0‖ρ
1
2 ǫ .
Further, by the definition of T , Lemma 3.10 and Lemma 3.8 (note that ǫ
1
3 ≤ ρ)
applied to the integration domain BV (0, 1),
M
(
TxZV (2−1)
)
= M
(
(idV + v)#(g0[[BV (0, 2
−1)]]
)
= ‖g0‖
∫
BV (0,2−1)
(1 + (J vx)2)
1
2 dx
≤ ‖g0‖
∫
BV (0,2−1)
(1 + ‖Dvx‖2HS)
1
2 dx+ c3.10‖g0‖ǫ
4
3
≤
∫
BV (0,2−1)
∑
i∈Ix
‖gi‖(1 + ‖Dyix‖2HS)
1
2 dx+ (c3.10 + c3.8)ρ‖g0‖ǫ
≤
∫
BV (0,2−1)
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 dx+ (c3.10 + c3.8)ρ‖g0‖ǫ
= M
(
PxZV (2−1)
)
+ (c3.10 + c3.8)ρ‖g0‖ǫ .
Adding up the masses of these two regions gives the result. 
3.3. Plane selection via a quadratic form. Additionally to the assumptions
on P in the beginning of Subsection 3.1 we further assume that ρ ≤ ρ3.9 (without
mentioning it repeatedly) and that ǫ ≤ ǫ3.9. With Tv := (idV + v)#(g0[[BV (0, 2)]])
we denote the cone generated by the graph of v over V and weight g0. Let
Q = Q(Tv, 0, 1) be the quadratic form associated to the chain Tv as defined in
Subsection 2.5, i.e.
Q(y) :=
m+ 2
α(m)
‖g0‖
∫
B(0,1)∩spt(Tv)
〈y, x〉2 dH m(x) .
As noted before Lemma 2.12, the quadratic form Q is compact and hence X has
an orthonormal basis (ek)k of eigenvectors of Q. Let W ∈ G(X,m) be the m-plane
spanned by e1, . . . , em corresponding to the m largest eigenvalues of Q.
3.12. Lemma. There are constants c3.12(m) > 0 and 0 < ǫ3.12 ≤ ǫ3.9 with
c3.12(ǫ3.12)
1
3 < 120 and the following property. If 0 < ǫ < ǫ3.12, then:
(1) ‖πW − πV ‖ ≤ c3.12ǫ 13 .
(2) πW : spt(Tv) → W is injective and the map w : BW (0, 1) → W⊥ with
graph(w) = spt(TvxZW ) is 1-homogeneous, continuously differentiable in
BW (0, 1) \ {0} with ‖Dwx‖ ≤ c3.12ǫ
1
3 .
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(3) For x ∈ BW (0, 1), y ∈W⊥ with |x|, |y| ≤ 1,
(3.27)
∣
∣
∣
∣
∫
SW
〈y,w(z)〉〈x, z〉 dH m−1(z)
∣
∣
∣
∣
≤ c3.12ǫ ,
Proof. By Lemma 3.7 we have a height bound for Tv overBV (0, 1) of c3.7ǫ
1
3 and by
Proposition 3.11 the excess is bounded by Exc1(Tv, V ) ≤ 2mc3.11‖g0‖ρǫ + ‖g0‖ǫ.
The first statement is now a direct consequence of Lemma 2.12 and there is some
c(m) > 0 such that ‖πW − πV ‖ ≤ cǫ
1
3 . We may assume that ǫ is small enough
such that max{c, c3.7}ǫ
1
3 ≤ 14 . For v ∈ V we have |v − πW (v)| ≤ cǫ
1
3 |v| ≤ 12 |v|,
respectively, 12 |v| ≤ |πW (v)|. Now, consider two points p, p′ ∈ spt(Tv), i.e. p =
v + v(v) and p′ = v′ + v(v′) for v, v′ ∈ V . By Lemma 3.7, v is Lipschitz with
constant c3.7ǫ
1
3 and hence
|πW⊥(p− p′)| = |p− p′ − πW (p− p′)|
≤ |v − v′ − πW (v − v′)|+ |v(v) − v(v′)− πW (v(v) − v(v′))|
≤ cǫ 13 |v − v′|+ 2c3.7ǫ
1
3 |v − v′|
≤ 2(c+ 2c3.7)ǫ
1
3 |πW (v − v′)| .
Also
|πW (p− p′)| ≥ |πW (v − v′)| − |πW (v(v) − v(v′))|
≥ |πW (v − v′)| − c3.7ǫ
1
3 |v − v′|
≥ (1 − 2c3.7ǫ
1
3 )|πW (v − v′)|
≥ 1
2
|πW (v − v′)| .
Combined we get
|πW⊥(p− p′)| ≤ c′ǫ
1
3 |πW (p− p′)| ,
for some constant c′(m) > 0. This in turn implies that w is well defined and
Lipschitz with the constant as stated in (2). Since πW ◦ (idV + v) is of class C1
outside the origin, it follows from the inverse function theorem that the same holds
for w and ‖Dwx‖ ≤ Lip(w) ≤ c′ǫ 13 . This shows (2).
Let D := B(0, 1) ∩ spt(Tv). For x ∈W and y ∈ W⊥ with |x|, |y| ≤ 1,
0 =
α(m)
‖g0‖(m+ 2)
Q(x, y) =
∫
D
〈x, z〉〈y, z〉 dH m(z)
=
∫
πW (D)
〈x,w +w(w)〉〈y, w +w(w)〉(1 + (Jww)2)
1
2 dw
=
∫
πW (D)
〈x,w〉〈y,w(w)〉(1 + (Jww)2)
1
2 dw .
Because of ‖Dwx‖ ≤ c′ǫ 13 , we note as in the proof of Lemma 3.10 that
1 ≤ (1 + (Jwz)2)
1
2 ≤ 1 + c′′ǫ 23 ,
for some constant c′′(m) > 0. Hence |s(w)| ≤ c′′ǫ 23 for s(w) := (1 + (Jww)2) 12 − 1
and w ∈ BW (0, 1). Further, H m(BW (0, 1)\πW (D)) ≤ c′ǫ
2
3 since the height bound
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obtained above implies BW (0,
√
1− c′2ǫ 23 ) ⊂ πW (D) and |w(w)| ≤ c′ǫ 13 ≤ 1 if ǫ is
small enough. Hence,
∣
∣
∣
∣
∫
BW (0,1)
〈y,w(w)〉〈x,w〉 dw
∣
∣
∣
∣
≤
∣
∣
∣
∣
∫
BW (0,1)
〈y,w(w)〉〈x,w〉(1 + s(w)) dw
∣
∣
∣
∣
+
∣
∣
∣
∣
∫
BW (0,1)
〈y,w(w)〉〈x,w〉s(w) dw
∣
∣
∣
∣
≤
∣
∣
∣
∣
∫
BW (0,1)\πW (D)
〈y,w(w)〉〈x,w〉(1 + s(w)) dw
∣
∣
∣
∣
+α(m)‖w‖∞‖s‖∞
≤ H m(BW (0, 1) \ πW (D))‖w‖∞2 +α(m)‖w‖∞‖s‖∞
≤ c′′′ǫ ,
for some constant c′′′(m) > 0. By the homogeneity of w the last statement of the
lemma follows. 
Let
(3.28) w0 :=
1
α(m)m
∫
SW
w(x) dH m−1(x) ∈W⊥ ,
and note that α(m)m = H m−1(SW ). Instead of taking the harmonic extension of
w over SW as in [20], we follow [17] and define h : BW (0, 1) →W⊥ by
h(tx) := w0 + t
2 (w(x) −w0) ,
for |x| = 1 and t ∈ [0, 1]. For a point x ∈ SW we denote with DSwx the derivative of
the restriction of w to SW at the point x. The following calculations are contained
in [17].
3.13. Lemma. There is a constant c3.13(m) > 0 such that if 0 < ǫ < ǫ3.12, then
∫
BW (0,1)
(1 + (Jh)2) 12 ≤ c3.13ǫ
4
3 +
∫
BW (0,1)
(1 + ‖Dh‖2HS)
1
2 ,
and further
∫
BW (0,1)
‖Dh‖2
HS
=
1
m+ 2
∫
SW
4|w(x) −w0|2 + ‖DSwx‖2HS dH m−1(x) ,
∫
BW (0,1)
‖Dw‖2
HS
=
1
m
∫
SW
|w(x)|2 + ‖DSwx‖2HS dH m−1(x) .
Proof. By definition and the 1-homogeneity of w it is
h(x) = w0 + |x|2 (w (x/|x|)−w0) = w0
(
1− |x|2
)
+ |x|w(x) .
Hence,
Dhx(w) = −2〈x,w〉w0 + 〈x/|x|, w〉w(x) + |x|Dwx(w) .
If x 6= 0 and e1, . . . , em is an orthonormal basis of W with e1 = |x|−1x, then
|x|Dwx(e1) = w(x) and further
Dhx(e1) = −2|x|w0 +w(x) + |x|Dwx(e1) = 2(w(x)− |x|w0)
= 2|x|(w(x/|x|) −w0) .
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For k ≥ 2 by the 1-homogeneity of w,
Dhx(ek) = |x|Dwx(ek) = |x|DSw|x|−1x(ek) .
Hence,
‖Dhx‖2HS =
∑
k
|Dhx(ek)|2
= |Dhx(e1)|2 + |x|2
∑
k≥2
|DSwx/|x|(ek)|2
= 4|x|2|w(x/|x|) −w0|2 + |x|2‖DSwx/|x|‖2HS ,
and in particular with the definition of w0 and Lemma 3.12,
‖Dhx‖2HS ≤ 16Lip(w)2 + ‖Dwx‖2HS ≤ 17c3.12ǫ
2
3 .
The first statement follows now exactly as in Lemma 3.10. Similarly,
‖Dwx‖2HS = |w(x/|x|)|2 + ‖DSwx/|x|‖2HS .
Integrating gives
∫
BW (0,1)
‖Dh‖2
HS
=
∫ 1
0
dr
∫
SW (r)
‖Dhx‖2HS dH m−1(x)
=
∫ 1
0
r2 dr
∫
SW (r)
4|w(x/r) −w0|2 + ‖DSwx/r‖2HS dH m−1(x)
=
∫ 1
0
rm+1 dr
∫
SW
4|w(x)−w0|2 + ‖DSwx‖2HS dH m−1(x)
=
1
m+ 2
∫
SW
4|w(x)−w0|2 + ‖DSwx‖2HS dH m−1(x) .
And similarly,
∫
BV (0,1)
‖Dw‖2HS =
∫ 1
0
rm−1 dr
∫
SW
|w(x)|2 + ‖DSwx‖2HS dH m−1(x)
=
1
m
∫
SW
|w(x)|2 + ‖DSwx‖2HS dH m−1(x) .

It is L2(SW ) = ⊕∞i=0Hi(SW ) where Hi(SW ) denotes the Hilbert space of har-
monic polynomials of degree i on SW = S
m−1. Hence for a fixed orthonormal basis
(el)l>m of W
⊥ we can write the restriction wl = 〈w, el〉 as a sum
∑
i≥0 w
l
ip
l
i with
wli ∈ R and pli ∈ Hi(SW ) of unit L2-norm. It is understood that the partial sums
converge in L2 to wl : BW (0, 1) → R. Every pli is the restriction of a harmonic
homogeneous polynomial of degree i (the extension is just given by pli(rx) = r
ipli(x)
for r ≥ 0), which is for simplicity also denoted by pli. Thus
∫
SW
|w(x)|2 =
∫
SW
∑
m<l
|wl(x)|2 =
∑
m<l
∫
SW
|wl(x)|2
=
∑
m<l
∞
∑
i=0
∫
SW
(wli)
2|pli(x)|2 =
∑
m<l
∞
∑
i=0
(wli)
2
≤ α(m)mc23.12ǫ
2
3 ,
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if we assume that ǫ is small enough. In particular, for each fixed i,
∑
m<l(w
l
i)
2 <
∞. Furthermore, since Hi(SW ) is finite dimensional, there is a constant C(i,m)
depending only on i and m such that |pli(x)| ≤ C(i,m) for all |x| ≤ 1. Hence,
sup
|x|≤1
∣
∣
∣
∣
∑
m<N<l≤N ′
wlip
l
i(x)el
∣
∣
∣
∣
2
≤ C(i,m)2
∑
m<N<l≤N ′
(wli)
2 → 0 ,
as N,N ′ → ∞, and the partial sums
(
x 7→
∑
m<l≤N
wlip
l
i(x)el
)
N>m
converge uniformly with respect to the norm in X for N → ∞ to some wi :
BW (0, 1) → W⊥. Similarly, the norms of the derivatives up to some fixed order
of these partial sums converge uniformly as well, hence wi is smooth because the
partial sums are. Note that w0 is the constant map with value as defined in
(3.28). Finally, it is not hard to see that the partial sums
∑
iwi converge to w in
L2(SW ,W
⊥).
3.14. Lemma. There is a constant c3.14(m) > 0 with the following property. If
0 < ǫ < ǫ3.12, then ‖w1‖∞ := sup|x|≤1 |w1(x)| ≤ c3.14(m)ǫ.
Proof. For i 6= 1, x ∈W and y ∈W⊥,
∫
SW
〈y,wi(z)〉〈x, z〉 dH m−1(z) = 0 ,
since H1 ⊥ Hi if i 6= 1 and z 7→ 〈x, z〉 ∈ H1. Because
∑
iwi converge to w in L
2
and (3.27) we get
∣
∣
∣
∣
∫
SW
〈y,w1(z)〉〈x, z〉 dH m−1(z)
∣
∣
∣
∣
≤ c3.12ǫ ,
for all x ∈ W and y ∈ W⊥ with |x|, |y| ≤ 1. Since wl1pl1 : W → R is a linear
functional it is represented by some vector wl ∈ W with 〈el,w1(z)〉 = 〈wl, z〉. If we
set x =
∑
k κ
kek, y =
∑
l λ
lel and wl =
∑
k′ w
k′
l ek′ ∈ X it follows
∫
SW
〈y,w1(z)〉〈x, z〉 dH m−1(z) =
∑
k,l,l′
∫
SW
〈λlel, 〈wl′ , z〉el′〉〈κkek, z〉 dH m−1(z)
=
∑
k,l
∫
SW
κkλl〈wl, z〉〈ek, z〉 dH m−1(z)
=
∑
k,k′,l
∫
SW
κkλlwk
′
l 〈ek′ , z〉〈ek, z〉 dH m−1(z)
=
∑
k,l
∫
SW
κkλlwkl 〈ek, z〉2 dH m−1(z)
=
∑
k,l
c(m)κkλlwkl = c(m)
∑
k,l,l′
〈λlel, κkwkl′el′〉
= c(m)
∑
l,l′
〈λlel, 〈wl′ , x〉el′ 〉 = c(m) 〈y,w1(x)〉 ,
PARTIAL REGULARITY OF ALMOST MINIMIZING G CHAINS 49
for some c(m) > 0 depending only on m. Hence letting y = w1(x) and referring to
(3.27),
|w1(x)| =
〈
w1(x)
|w1(x)|
,w1(x)
〉
≤ c(m)−1c3.12ǫ .
Since x is arbitrary the proof is complete. 
For p, q ∈ Hk(Sm−1) it is a standard exercise using the divergence theorem to
show that (with ∇ we understand the gradient in Rm)
∫
Sm−1
∇p · ∇q dH m−1 = k(m+ 2k − 2)
∫
Sm−1
pq dH m−1 ,
whereas for harmonic polynomials p and q of different degree both integrals are
zero. With ∂rp = kp we get (for |x| = 1)
∇p · ∇p = ‖Dp‖2
HS
= k2p2 + ‖DSp‖2HS ,
and hence
∫
Sm−1
‖DSp‖2HS dH m−1 = k(m+ 2k − 2)
∫
Sm−1
p2 dH m−1 − k2
∫
Sm−1
p2 dH m−1
= k(m+ k − 2)
∫
Sm−1
p2 dH m−1 .
More generally, if f =
∑
k fkpk is a finite sum of homogeneous harmonic polyno-
mials pk of degree k and L
2-norm 1 we get as in [17]
(3.29)
∫
Sm−1
‖DSf‖2HS dH m−1 =
∑
k
f2kk(m+ k − 2) .
The restriction of any polynomial to the sphere is the finite sum of homogeneous
harmonic polynomials and the formula remains true for f in C1(Sm−1,R) by ap-
proximation.
Let w = w0 + w1 +
∑
k≥2 wk as before with convergence in L
2(Sm−1,W⊥),
whereas with uniform convergence on Sm−1,
wk =
∑
l>n
wlkp
l
kel .
Note that pl0 = H
m−1(Sm−1)−
1
2 = (α(m)m)−
1
2 by normalization. As in [17],
although there without the error term in ǫ, we get the following estimate.
3.15. Lemma. There is some constant c3.15(m) > 0 such that if 0 < ǫ < ǫ3.12,
then
∫
BW (0,1)
‖Dh‖2
HS
≤ c3.15ǫ2 +
2m
2m+ 1
∫
BW (0,1)
‖Dw‖2
HS
.
Proof. With Lemma 3.13 and (3.29) we get
∫
BW (0,1)
‖Dh‖2HS =
1
m+ 2
∫
SW
4|w(x)−w0|2 + ‖DSwx‖2HS dH m−1(x)
=
1
m+ 2
[
4
∑
l>m,k≥1
(wlk)
2 +
∑
l>m,k≥1
(wlk)
2k(m+ k − 2)
]
.
By Lemma 3.14 it is
∑
l>m
(wl1)
2 = ‖w1‖2L2 ≤ c′‖w1‖2∞ ≤ cǫ2 ,
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for some constants c′(m) > 0 and c(m) = c3.14(m)c
′(m) > 0. Hence,
∫
BW (0,1)
‖Dh‖2HS ≤ cǫ2 +
1
m+ 2
∑
l>m,k≥2
(wlk)
2[4 + k(m+ k − 2)] .
Similarly by Lemma 3.13,
∫
BW (0,1)
‖Dw‖2
HS
=
1
m
∑
l>n,k≥0
(wlk)
2[1 + k(m+ k − 2)] .
As in [17],
∫
BW (0,1)
‖Dh‖2HS ≤ cǫ2 +
1
m+ 2
∑
l>m,k≥2
(wlk)
2[4 + k(m+ k − 2)]
= cǫ2 +
1
m+ 2
∑
l>m,k≥2
(wlk)
2[1 + k(m+ k − 2)]
[
1 +
3
1 + k(m+ k − 2)
]
≤ cǫ2 + m
m+ 2
[
1 +
3
1 + 2m
] ∫
BW (0,1)
‖Dw‖2HS
= cǫ2 +
2m
2m+ 1
∫
BW (0,1)
‖Dw‖2
HS
.

3.4. A competitor better than the cone. In Subsection 3.2 we defined the
comparison surface T and in Proposition 3.11 we saw that M(T ) can’t be much
bigger than M(P ). We now modify T on the cylinder ZV (
1
4 ) to get a new chain S.
We work on a 4-times smaller scale than in the last subsection, so we replace the h
constructed there by h4 := 4
−1h(4x). The new chain S is defined by
(1) SxZW (14 )c := TxZW (14 )c,
(2) SxZW (14 ) := (idW + h4)#(g0[[BW (0, 14 )]]).
The planeW is close to V by Lemma 3.12. So we can assume that ǫ is small enough
such that
(3.30) spt(T ) ∩ ZW (4−1) ⊂ spt(T ) ∩ ZV (2−1) , and
(3.31) SxB(0, 1)c = TxB(0, 1)c = PxB(0, 1)c .
By the construction of h and because w is 1-homogeneous we have h4(x) = w(x)
for |x| = 14 and hence ∂P = ∂T = ∂S. Note that the comparison surface S is
obtained via a push-forward from T and hence also from P , i.e. S = ψ#P for
some Lipschitz map ψ : X → X with spt(ψ) contained in a neighborhood of 0 (for
example, BV (0, 1) +BV ⊥(0, 2ρ) would be okay).
Before we give the main result, we compare the mass over the planes W and V .
The Lemma is essentially contained in [20].
3.16. Lemma ([20, Lemma 14]). There are constants c3.16(m) > 0 and 0 < ǫ3.16 ≤
ǫ3.12 such that if 0 < ρ, ǫ < ǫ3.16, then
M(TvxZW ) ≤ M(TvxZV )
implies
∣
∣M(PxZW )−M(PxZV )− [M(TvxZW )−M(TvxZV )]
∣
∣ ≤ c3.16‖g0‖ρǫ .
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Proof. As noted in [20, Lemma 13], an elementary calculation shows that
M(TvxZW ) =
∫
BV
‖g0‖(1 + (J vx)2)
1
2
( |x|2 + |v(x)|2 − k(x)2
|x|2
)−m2
dx ,
M(PxZW ) =
∫
BV
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2
( |x|2 + |yi(x)|2 − ki(x)2
|x|2
)−m
2
dx ,
where k(x) := |πW⊥(x+ v(x))| and ki(x) := |πW⊥(x+ yi(x))|. It is |yi(x)| ≤ ρ for
|x| ≤ 1 by the assumption on P . Using ǫ ≤ ρ3,
ki(x) = |x+ yi(x)− πW (x+ yi(x))| ≤ 2ρ+ |x− πW (x)| ≤ 2ρ+ c3.12ǫ
1
3
≤ (2 + c3.12)ρ .
Similarly, k(x) ≤ (2c3.7 + c3.12)ǫ
1
3 . For i ∈ Ix let
δ(x) :=
( |x|2 + |v(x)|2 − k(x)2
|x|2
)−m2
− 1 ,
δi(x) :=
( |x|2 + |yi(x)|2 − ki(x)2
|x|2
)−m2
− 1 .
The Taylor polynomial approximation for t ∈ [− 12 , 12 ] implies that (1 + t)−
m
2 =
1− m2 t+ R(t) and R(t) =
m(m+2)
8 (1 + ξ)
−m+22 t2 for some ξ ∈ [− 12 , 12 ]. So, if ǫ and
ρ are small, there is a constant c(m) > 0 such that
∣
∣
∣
∣
δ(x) − m
2
k(x)2 − |v(x)|2
|x|2
∣
∣
∣
∣
≤ cǫ 43 ,(3.32)
∣
∣
∣
∣
δi(x) − m
2
ki(x)2 − |yi(x)|2
|x|2
∣
∣
∣
∣
≤ cρ4 .(3.33)
Hence, for some c′(m) > 0, both |δi(x)| and |δ(x)| are bounded by c′ρ2. It is
M(PxZW )−M(PxZV ) =
∫
BV
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 δi(x) dx
=
∫
BV
∑
i∈Ix
‖gi‖δi(x) dx
+
∫
BV
∑
i∈Ix
‖gi‖δi(x)
(
(1 + (J yix)2)
1
2 − 1
)
dx ,
and therefore
(3.34)
∣
∣
∣
∣
M(PxZW )−M(PxZV )−
∫
BV
∑
i∈Ix
‖gi‖δi(x) dx
∣
∣
∣
∣
≤ c′‖g0‖ρ2ǫ ,
52 THIERRY DE PAUW AND ROGER ZÜST
by the excess estimate on P and the bound on |δi(x)| above. Similarly it follows
from Lemma 3.8 and Lemma 3.10,
∣
∣
∣
∣
M(TvxZW )−M(TvxZV )−
∫
BV
‖g0‖δ(x) dx
∣
∣
∣
∣
≤
∫
BV
|δ(x)|‖g0‖
(
(1 + (J vx)2)
1
2 − 1
)
dx
≤ c′ρ2
(
(c3.8 + c3.10)‖g0‖ǫ+
∫
BV
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 − ‖g0‖ dx
)
≤ c′′‖g0‖ρ2ǫ ,(3.35)
for some constant c′′(m) > 0. Since we assume that M(TvxZW ) ≤ M(TvxZV ) it
follows from (3.35) that
∫
BV
‖g0‖δ(x) dx ≤ c′′‖g0‖ρ2ǫ. Then by (3.32),
‖g0‖
∫
BV
m
2
k(x)2 − |v(x)|2
|x|2 dx ≤ ‖g0‖
∫
BV
δ(x) + cǫ
4
3 dx
≤ (c′′ +α(m)c)‖g0‖ρ2ǫ .
By 1-homogeneity of k and v,
‖g0‖
∫
BV
k(x)2 − |v(x)|2 dx = ‖g0‖
m
m+ 2
∫
BV
k(x)2 − |v(x)|2
|x|2 dx
≤ 2
m
(c′′ +α(m)c)‖g0‖ρ2ǫ
≤ c′′′‖g0‖ρǫ ,(3.36)
for some c′′′(m) > 0. Because of (3.2), Lemma 3.7, Lemma 3.8 and the assumption
on P and assuming ǫ is small,
‖g0‖
∫
BV
∑
i∈Ix
|v(x)|2 dx ≤ ‖g0‖
∫
E2
#Ix|v(x)|2 dx+ ‖g0‖
∫
E1
|v(x)|2 dx
≤ 10c3.7‖g0‖ǫ
5
3 + ‖g0‖
∫
BV
|v(x)|2 dx
≤ 10c3.7‖g0‖ǫ+ 4‖g0‖
∫
BV
(1 + |v(x)|2) 12 − 1 dx
≤ 10c3.7‖g0‖ǫ+ 4‖g0‖
∫
BV
(1 + ‖Dvx‖2HS)
1
2 − 1 dx
≤ (10c3.7 + 4c3.8)‖g0‖ǫ
+ 4
∫
BV
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 − ‖g0‖ dx
≤ c′′′′‖g0‖ǫ ,(3.37)
for some c′′′′(m) > 0. Using a similar calculation, the bound k(x) ≤ (2c3.7 +
c3.12)ǫ
1
3 and (3.36), c′′′′ can be assumed big enough such that also
‖g0‖
∫
BV
∑
i∈Ix
k(x)2 dx ≤ c′′′′‖g0‖ǫ .(3.38)
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There is a Lipschitz constant L(m) > 0 for which |(1+s)−m2 −(1+t)−m2 | ≤ L|s−t|
if |s|, |t| ≤ 12 . The assumption on P and the 1-homogeneity of v,yi,k and ki imply
with (3.2), (3.3), (3.32) and (3.33),
∫
BV
∣
∣
∣
∣
‖g0‖δ(x)−
∑
i∈Ix
‖gi‖δi(x)
∣
∣
∣
∣
dx
= ‖g0‖
∫
BV
|(1−#Ix)δ(x)| dx +
∫
BV
∣
∣
∣
∣
∑
i∈Ix
‖g0‖δi(x) − ‖gi‖δi(x)
∣
∣
∣
∣
dx
+ ‖g0‖
∫
BV
∑
i∈Ix
|δ(x) − δi(x)| dx
≤ c′ρ2‖g0‖
∫
E2
#Ix dx+ c
′ρ2
∫
E2
#Ix‖g0‖+
∑
i∈Ix
‖gi‖ dx
+ L‖g0‖
∫
BV
∑
i∈Ix
∣
∣
∣
∣
k(x)2 − |v(x)|2
|x|2 −
ki(x)2 − |yi(x)|2
|x|2
∣
∣
∣
∣
dx
≤ 35c′‖g0‖ρ2ǫ+ 3L‖g0‖
∫
BV
∑
i∈Ix
∣
∣|v(x)|2 − |yi(x)|2
∣
∣+
∣
∣k(x)2 − ki(x)2
∣
∣ dx .
Instead of the factor 3 above we could use m+2m . Since |k(x)−ki(x)| ≤ |v(x)−yi(x)|
by the definition of k and ki, there holds
∣
∣|v(x)|2 − |yi(x)|2
∣
∣ +
∣
∣k(x)2 − ki(x)2
∣
∣
≤ |v(x) − yi(x)|2 + 2|v(x)||v(x) − yi(x)|
+ |k(x)− ki(x)|2 + 2k(x)|k(x) − ki(x)|
≤ 2|v(x) − yi(x)|2 + 2(|v(x)| + k(x))|v(x) − yi(x)| .
Hence by Lemma 3.5, the fact that 2ab ≤ ρa2 + ρ−1b2, (3.37) and (3.38),
∣
∣
∣
∣
∣
∫
BV
‖g0‖δ(x)−
∑
i∈Ix
‖gi‖δi(x) dx
∣
∣
∣
∣
∣
≤ 35c′‖g0‖ρ2ǫ
+ 3L‖g0‖
∫
BV
∑
i∈Ix
2|v(x)||v(x) − yi(x)| + 2k(x)|v(x) − yi(x)| dx
≤ 35c′‖g0‖ρ2ǫ+ 3L‖g0‖
∫
BV
∑
i∈Ix
ρ|v(x)|2 + ρk(x)2 + 2ρ−1|v(x) − yi(x)|2 dx
≤ (35c′ + 6c′′′′L+ 6c3.5L)‖g0‖ρǫ .
If we apply this in (3.34) and (3.35), the lemma follows. 
Next we give another technical lemma that will be used in the main result of this
section. It essentially tells that if a rather flat cone is far away from some plane,
then the cylindrical excess over this plane is large.
3.17. Lemma. Let C ∈ Pm(X ;G) be an infinite (or large enough) cone with center
0. Assume that there is some 0 < δ < 15 and V ∈ G(X,m) such that,
(1) spt(∂(CxZV (0, 2))) ⊂ X \ ZV (0, 2),
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(2) πV#(CxZV ) = g0[[BV (0, 1)]],
(3) |πV ⊥(x)| ≤ δ for x ∈ spt(C) ∩ ZV .
If for some λ ≥ 2 and U ∈ G(X,m) there holds
1
5
> ‖πU − πV ‖ > 6λδ ,
then |πU⊥(x)| > 2(λ− 2)δ for some x ∈ spt(C) ∩ ZU and
Exc1(C,U) ≥ ‖g0‖
α(m)
3m+1
λ2δ2 .
Proof. Note first that Lemma 2.7 implies πU#(CxZU ) = g0[[BU (0, 1)]] for the same
group element g0 ∈ G. Let A be the set of points u ∈ BU (0, 1) for which |πV ⊥(u)| ≤
2λδ. A is closed, contains the origin and by the triangle inequality it is also convex.
By assumption and Lemma 2.1 there is some u ∈ BU (0, 1) such that |πV ⊥(u)| =
|πV (u)− u| > 6λδ. Hence 13u /∈ A. By the hyperplane separation theorem there is
a half-plane U0 of U that contains
1
3u and is disjoint from A. Hence there is some
ball A′ := BU (u0,
1
3 ) ⊂ BU (0, 1) \ A. Let x ∈ spt(C) ∩ ZU with πU (x) ∈ A′ and
|πU⊥(x)| ≤ 2λδ. Then |x| ≤ 1 + 2λδ ≤ 2 and hence |πV ⊥(x)| ≤ dist(V, spt(C) ∩
ZV (0, 2)) ≤ 2δ. Further,
|πV ⊥(x)| + |πU⊥(x)| ≥ |πV ⊥(x)|+ |πV ⊥(πU⊥(x))| ≥ |πV ⊥(x− πU⊥(x))|
≥ |πV ⊥(πU (x))| > 2λδ ,
and because λ ≥ 2,
|πU⊥(x)| > 2λδ − 2δ ≥ λδ .
This shows the first conclusion and further that if x ∈ spt(C) with πU (x) ∈ A′,
then |πU⊥(x)| ≥ 2δ.
Set C′ =
∑
i gi[[Si]] as a finite sum over oriented simplices Si for which one vertex
is at the origin and the other vertices outside ZU such that CxZU = C′xZU . Let
A′′ be the subset of those points u ∈ A′ for which the set πU−1{u} ∩ spt(C′) is
finite and contained in the interior of any simplex it intersects. πU (A
′′) has full
measure in A′. For x ∈ A′′ let Ix be the collection of those i for which x ∈ πU (Si)
and as we did for P in the first sections, let yi : U → U⊥ be the affine map
such that x′ + yi(x′) is in Si if x′ is close to x. From Lemma 2.9 it follows that
∑
i∈Ix ‖gi‖ ≥ ‖g0‖. It is Jyix ≥ ‖Dyix‖ ≥ |yi(x)| ≥ 2δ for x ∈ A′′ by (2.5) and
(2.6). Using (1 + a2)
1
2 ≥ 1 + 13a2 for a ≤ 1 we get
Exc1(C,U) ≥ Exc(C,U,A′′) =
∫
A′′
∑
i∈Ix
‖gi‖(1 + (J yix)2)
1
2 − ‖g0‖ dx
≥
∫
A′′
∑
i∈Ix
‖gi‖(1 + (λδ)2)
1
2 − ‖g0‖ dx
≥ ‖g0‖H m(A′′)
[
(1 + (λδ)2)
1
2 − 1
]
≥ ‖g0‖
α(m)
3m+1
λ2δ2 .

Below is the main result of this section, the epiperimetric inequality of Reifenberg
[20] adapted to G-chains in Hilbert spaces.
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3.18. Theorem. There is a constant ǫ3.18(m) > 0 with the following property. Let
P ∈ Pm(X ;G) be a cone with center 0 and V be an m-plane such that:
(1) spt(∂P ) ∩ ZV (2) = ∅,
(2) πV#(PxZV ) = g0[[BV (0, 1)]] for some g0 ∈ G \ {0G},
(3) ‖g(x)‖ ≥ 34‖g0‖ for ‖P‖-almost every x ∈ X
(4) |πV ⊥(x)| < ǫ3.18 for x ∈ spt(P ) ∩ ZV ,
(5) Exc1(P, V ) < ‖g0‖ǫ3.18.
Then there is some S ∈ Rm(X ;G) with ∂(SxB(0, 1)) = ∂(PxB(0, 1)) and
M(SxB(0, 1))− ‖g0‖α(m) ≤ λ3.18
(
M(PxB(0, 1))− ‖g0‖α(m)
)
for λ3.18 :=
2m+1−4−m−1
2m+1 < 1.
Proof. As noted in the beginning of this section, the group norm can be normalized
such that ‖g0‖ = 1. Let ǫ3.18 > 0 be small enough such that
24λ
√
ǫ3.18 < (2ǫ3.18)
1
6m ≤ ǫ3.12 <
1
20
.
where λ2 := 2α(m)−13m+1 ≥ 3m2m 6 ≥ 22. Let V ′ ∈ G(X,m) be such that
Exc1(P, V
′) < 2 inf
{
Exc1(P,U) : ‖πV − πU‖ < 110
}
.
Then ǫ := Exc1(P, V
′) < 2ǫ3.18 ≤ ǫ3.12 and hence ‖πV − πV ′‖ ≤ 6λ
√
ǫ3.18 <
1
20 by
Lemma 3.17. Since spt(P ) ∩ ZV ′ ⊂ B(0, 2), there holds |πV ′⊥(x)| ≤ 24λ
√
ǫ3.18 <
ρ := (2ǫ3.18)
1
6m ≤ ǫ3.12. In particular
Exc1(P, V
′) < 2 inf
{
Exc1(P,U) : ‖πV ′ − πU‖ < 120
}
,
and Lemma 3.12 implies ‖πV ′ −πW ‖ < 120 for the planeW used in the construction
of the competitor S. By changing V ′ slightly we can assume that P is in general
position with respect to V ′ (Exc1(P,U) is continuous in U and the m-planes for
which P is in general position are dense in G(X,m)). Hence ǫ, ρ and V ′ satisfy
all the conditions at the beginning of Subsection 3.1 and the subsequent estimates.
For the rest of this proof we identify V ′ with V . Let S be the comparison surface as
described in the beginning of this subsection. Lemma 3.13 and Lemma 3.15 imply
M(SxZW (4−1))− 4−mα(m) = 4−m
∫
BW
(1 + (Jhx)2)
1
2 − 1 dx
≤ c3.13ǫ
4
3 + 4−m
∫
BW
(1 + ‖Dhx‖2HS)
1
2 − 1 dx
≤ c3.13ǫ
4
3 + 4−m
∫
BW
1
2
‖Dhx‖2HS dx
≤ (c3.13 + c3.15)ǫ
4
3
+ 4−m
2m
2m+ 1
∫
BW
1
2
‖Dwx‖2HS dx .
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Because 12a
2 ≤ 18a4 + (1 + a2)
1
2 − 1 for a ∈ [0, 1] and ‖Dwx‖4HS ≤ c3.12ǫ
4
3 , we get
for some c(m) > 0,
M(SxZW (4−1))− 4−mα(m)
≤ cǫ 43 + 4−m 2m
2m+ 1
∫
BW
(1 + ‖Dwx‖2HS)
1
2 − 1 dx
≤ cǫ 43 + 4−m 2m
2m+ 1
∫
BW
(1 + (Jwx)2)
1
2 − 1 dx
= cǫ
4
3 +
2m
2m+ 1
[
M(TxZW (4−1))− 4−mα(m)
]
.
Hence,
M(SxZV ) = M(Tx(ZV \ ZW (4−1))) +M(SxZW (4−1))
≤ cǫ 43 +M(Tx(ZV \ ZW (4−1)))
+
2m
2m+ 1
M(TxZW (4−1)) + 4
−mα(m)
2m+ 1
= cǫ
4
3 +M(TxZV )− 1
2m+ 1
[
M(TxZW (4−1))− 4−mα(m)
]
.
If M(TxZW (4−1)) ≥ M(TxZV (4−1)) we estimate using Proposition 3.11,
M(SxZV ) ≤ cǫ 43 +M(TxZV )− 1
2m+ 1
[
M(TxZW (4−1))− 4−mα(m)
]
≤ cǫ 43 +M(Tx(ZV \ ZV (4−1)))
+
2m
2m+ 1
M(TxZV (4−1)) + 4
−mα(m)
2m+ 1
≤ (c + c3.11)ρ
1
2 ǫ+M(Px(ZV \ ZV (4−1)))
+
2m
2m+ 1
M(PxZV (4−1)) + 4
−mα(m)
2m+ 1
= (c + c3.11)ρ
1
2 ǫ+M(PxZV )
− 1
2m+ 1
[
M(PxZV (4−1))− 4−mα(m)
]
= (c + c3.11)ρ
1
2 ǫ+
2m+ 1− 4−m
2m+ 1
M(PxZV ) + 4
−m
2m+ 1
α(m) .
On the other hand, if M(TxZW (4−1)) ≤ M(TxZV (4−1)) it follows from
Lemma 3.16 and the almost minimality of the plane V with respect to the excess
of P ,
Exc4−1(T, V ) ≤ c3.16ρǫ+ Exc4−1(T,W ) + Exc4−1(P, V )− Exc4−1(P,W )
≤ c3.16ρǫ+ Exc4−1(T,W ) + 2−1 Exc4−1(P, V ) .
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Hence, with the same derivations as in the other case above,
M(SxZV ) ≤ cǫ 43 +M(TxZV )− 1
2m+ 1
Exc4−1(T,W )
≤ (c+ c3.16)ρǫ +M(TxZV )
− 1
2m+ 1
[
Exc4−1(T, V )− 2−1Exc4−1(P, V )
]
≤ (c+ c3.11 + c3.16)ρ
1
2 ǫ +
2m+ 1− 4−m
2m+ 1
M(PxZV )
+
4−m
2m+ 1
α(m) +
2−14−m
2m+ 1
Exc1(P, V ) .
By subtracting α(m) from these estimates we obtain in both cases
Exc1(S, V ) ≤ c′ρ
1
2 ǫ+
2m+ 1− 2−14−m
2m+ 1
Exc1(P, V ) ,
for some c′(m) > 0. If we assume that ǫ3.18 is small enough such that for ρ =
(2ǫ3.18)
1
6m ,
c′ρ
1
2 +
2m+ 1− 2−14−m
2m+ 1
≤ 2m+ 1− 4
−m−1
2m+ 1
= λ,
we obtain Exc1(S, V ) ≤ λ Exc1(P, V ). Finally, by (3.31),
M(SxB(0, 1))−α(m) = M(SxZV )−M(Px(ZV \B(0, 1)))−α(m)
≤ λ [M(PxB(0, 1)) +M(Px(ZV \B(0, 1)))−α(m)]
−M(Px(ZV \B(0, 1)))
≤ λ(M(PxB(0, 1))−α(m)) .

4. Moments computations and good approximations by planes
4.1. Nearly monotonic, almost monotonic and epiperimetric chains. Let
φ be a finite Borel measure on X . For x ∈ X and r > 0 we define
excm∗ (φ, x, r) := sup
{
(
φ(B(x, t))
α(m)tm
− φ(B(x, s))
α(m)sm
)
−
: 0 < s ≤ t ≤ r
}
,
excm∗(φ, x, r) := sup
{
(
φ(B(x, t))
α(m)tm
− φ(B(x, s))
α(m)sm
)
+
: 0 < s ≤ t ≤ r
}
,
excm(φ, x, r) := max{excm∗ (φ, x, r), excm∗(φ, x, r)} .
Throughout the rest of these notes we use the term gauge or gauge function for
an increasing function ξ : (0, δ] → R+ for some δ > 0 with limr→0 ξ(r) = 0. Let
T ∈ Rm(X ;G). For a subset A ⊂ X \ spt(∂T ) we say that T is nearly monotonic
in A if there is a gauge ξ∗ : (0, δ] → R+ such that
excm∗ (‖T ‖, x, r) ≤ ξ∗(r) ,
for all x ∈ A and 0 < r < min{δ, dist(x, spt(∂T ))}. We say that T is almost
monotonic in A if there is a gauge ξ : (0, δ] → R+ such that
r 7→ exp(ξ(r))‖T ‖(B(x, r))
α(m)rm
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is an increasing function for all x ∈ A and all 0 < r < min{δ, dist(x, spt(∂T ))}.
The following Lemma is an adaptation of [11, Lemma 3.2.3] to the setting of
rectifiable chains Hilbert spaces. The proof goes through unchanged.
4.1. Lemma. If T ∈ Rm(X ;G) is nearly monotonic in A ⊂ X \ spt(∂T ), then
the density Θm(‖T ‖, x) exists for all x ∈ A and is finite. Further, the function
x 7→ Θm(‖T ‖, x) is upper semicontinuous in A.
Proof. Let ξ∗ : (0, δ] → R+ be a gauge with respect to which T is nearly
monotonic. For x ∈ A and 0 < r < min{δ, dist(x, spt(∂T ))} we abbreviate
fx(r) := α(m)
−1r−m‖T ‖(B(x, r)). By assumption
−ξ∗(R) ≤ fx(R)− fx(r) ,
for all x ∈ A and 0 < r ≤ R < min{δ, dist(x, spt(∂T ))}. Therefore,
−ξ∗(R) ≤ lim inf
r↓0
(fx(R)− fx(r)) = fx(R)− lim sup
r↓0
fx(r) ,
and, in turn,
0 ≤ lim inf
R↓0
fx(R)− lim sup
r↓0
fx(r) .
This shows that the densities Θm(‖T ‖, x) exist for all x ∈ A. Let (xi) be a se-
quence in A with limi→∞ xi = x ∈ A and |xi − x| < 2−1min{δ, dist(x, spt(∂T ))}
for all i. Since ‖T ‖ is a finite Borel measure, the function ρ 7→ ‖T ‖(B(x, ρ)) is
continuous in all but countably many r > 0. If we pick a point of continuity
0 < r < 2−1 min{δ, dist(x, spt(∂T ))}, then
Θm(‖T ‖, xi) ≤ fxi(r) + ξ∗(r)
≤ fx(r + |xi − x|)
(
1 +
|xi − x|
r
)m
+ ξ∗(r) ,
for all i. Hence for all such r,
lim sup
i→∞
Θm(‖T ‖, xi) ≤ fx(r) + ξ∗(r) .
Taking the limit for r → 0, we see that lim supi→∞ Θm(‖T ‖, xi) ≤ Θm(‖T ‖, x). 
The following observation is essentially [11, Lemma 3.4.1]. For the reader’s
convenience we repeat the proof here.
4.2. Lemma. If T ∈ Rm(X ;G) is almost monotonic in A ⊂ X \ spt(∂T ) with
gauge ξ : (0, δ] → R+, then T is nearly monotonic in A with gauge ξ∗ := c4.2ξ, for
some constant c4.2(m, δ, ξ(δ),M(T )) > 0.
Proof. For x ∈ A and 0 < r < min{δ, dist(x, spt(∂T ))} we abbreviate again fx(r) :=
α(m)−1r−m‖T ‖(B(x, r)). Because T is almost monotonic,
fx(r) ≤ c1 := exp(ξ(δ))
M(T )
α(m)δm
.
Let c2 := ξ(δ)
−1(exp(ξ(δ)) − 1). Then for x ∈ A and 0 < r ≤ s ≤ δ,
fx(r) ≤ exp(ξ(r))fx(r) ≤ exp(ξ(s))fx(s)
≤ (1 + c2ξ(s))fx(s) ≤ fx(s) + c1c2ξ(s) .

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A rather simple consequence of nearly monotonicity and lower density bounds
is the compactness of the support away from the boundary and Ahlfors-regularity
of the associated measure. The latter observation will be important in connection
with Lemma 2.6 about tangent planes.
4.3. Lemma. Let T ∈ Rm(X ;G) and U ⊂ X be an open set with dist(U, spt(∂T )) >
r0 > 0. Assume that there is a constant θ > 0 such that:
(1) Θm(‖T ‖, x) ≥ θ for ‖T ‖-almost all x ∈ cl(U).
(2) excm∗ (‖T ‖, x, r0) ≤ θ2 for all x ∈ cl(U).
(3) T is nearly monotonic in cl(U).
Then spt(T )∩ cl(U) is compact and for all 0 < r < r0 and x ∈ spt(T )∩ cl(U) there
holds
θ
2
≤ ‖T ‖(B(x, r))
α(m)rm
≤ c(M(T ), r0, θ,m) .
Proof. As a closed subset of a complete space, spt(T ) ∩ cl(U) is itself complete. It
remains to show that this set is totally bounded. By assumption, for ‖T ‖-almost
all x ∈ cl(U) and all 0 < r < r0,
(4.1) θ ≤ Θm(‖T ‖, x) ≤ ‖T ‖(B(x, r))
α(m)rm
+
θ
2
,
and hence θ2 α(m)r
m ≤ ‖T ‖(B(x, r)). The nearly monotonicity of T and Lemma
4.1 show that (4.1) holds for every x ∈ spt(T ) ∩ cl(U). Let x1, . . . , xk be points in
spt(T ) ∩ cl(U) with d(xi, xj) > 2r for i 6= j. Then
k
θ
2
α(m)rm ≤
k
∑
i=1
‖T ‖(B(xi, r)) ≤ M(T ) .
Thus there is an upper bound on the number of points that are 2r-separated. Taking
a maximal collection of such points it follows that spt(T ) ∩ cl(U) can be covered
by ⌊M(T )( θ2α(m)rm)−1⌋ closed balls of radius 2r. This is true for any r < r0 and
spt(T ) ∩ cl(U) is therefore totally bounded and hence compact.
The first inequality of the second conclusion follows from (4.1). Finally, for all
x ∈ spt(T ) ∩ cl(U) and 0 < r < r0,
‖T ‖(B(x, r))
α(m)rm
≤ ‖T ‖(B(x, r0))
α(m)rm0
+ excm∗ (‖T ‖, x, r0) ≤
M(T )
α(m)rm0
+
θ
2
.

4.2. Moments computations. Let φ be a finite Borel measure on X . As defined
in the introduction of the seminal paper [18] by Preiss and later used in [11], we
define some integrals for r > 0, compare with [11, §4.1]. First,
V (φ, x, r) :=
∫
B(0,r)
(r2 − |x− y|2)2 dφ(y) .
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This can be written as a sum V (φ, x, r) =
∑4
k=0 Pk(φ, x, r), where
P0(φ, x, r) :=
∫
B(0,r)
(r2 − |y|2)2 dφ(y) ,
P1(φ, x, r) := 4
〈
x,
∫
B(0,r)
y(r2 − |y|2) dφ(y)
〉
,
P2(φ, x, r) := 4
∫
B(0,r)
〈x, y〉2 dφ(y) − 2|x|2
∫
B(0,r)
r2 − |y|2 dφ(y) ,
P3(φ, x, r) := −4|x|2
∫
B(0,r)
〈x, y〉 dφ(y) ,
P4(φ, x, r) := |x|4φ(B(0, r)) .
We further define
b(φ, r) :=
∫
B(0,r)
y(r2 − |y|2) dφ(y),
Q(φ, r)(x) :=
∫
B(0,r)
〈x, y〉2 dφ(y) .
We have already encountered the quadratic form Q in Subsection 2.5 although with
a particular renormalization. This same renormalization of the quantities above is
what we define next and use boldface letters for those. Let ν(m) := α(m)m+2 and
define:
V(φ, x, r) := ν(m)−1r−m−2V (φ, x, r) ,
Pk(φ, x, r) := ν(m)
−1r−m−2Pk(φ, x, r), k = 0, . . . , 4 ,
b(φ, r) := ν(m)−1r−m−2b(φ, r) ,
Q(φ, r) := ν(m)−1r−m−2Q(φ, r) .
Further let
ω(m, q) :=
∫
Bm(0,1)
(1− |y|2)q dLm(y), q = 0, 1, 2, . . . .
The following simple identities will be important,
(4.2)
α(m)
m+ 2
= ν(m) =
ω(m, 0)−ω(m, 1)
m
=
α(m)−ω(m, 1)
m
,
and hence
(4.3) ω(m, 1) =
2α(m)
m+ 2
= 2ν(m) .
The following results in this section are from [11], the proofs below are almost
the same with the minor difference that ξ is a continuous increasing function for
which we don’t require that limr→0 ξ(r) = 0. This will be important when applied
in Lemma 5.8, where only small bounds on the spherical excess are assumed. For
the reader’s convenience we repeat the proofs here.
4.4. Lemma. [11, Lemma 4.1.1] Let x ∈ X and r, ǫ > 0 be such that
∣
∣
∣
∣
φ(B(x, ρ))
α(m)ρm
− 1
∣
∣
∣
∣
≤ ǫ ,
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for every 0 < ρ < r. Then for every q = 0, 1, 2, . . . one has
∣
∣
∣
∣
∣
∫
B(x,r)
(r2 − |x− y|2)q dφ(y) −ω(m, q)r2q+m
∣
∣
∣
∣
∣
≤ ǫω(m, q)r2q+m .
Proof. It suffices to observe that with Cavalieri’s principle,
∫
B(x,r)
(r2 − |x− y|2)q dφ(y) =
∫ r2q
0
φ
(
B
(
x,
(
r2 − t 1q
)
1
2
))
dL 1(t)
≤ (1 + ǫ)
∫ r2q
0
L
m
(
B
(
0,
(
r2 − t 1q
)
1
2
))
dL 1(t)
= (1 + ǫ)
∫
Bm(0,r)
(r2 − |y|2)q dLm(y)
= (1 + ǫ)ω(m, q)r2q+m .
The other inequality is proved exactly the same way. 
Next is an a priori bound on the trace of Q(φ, r).
4.5. Lemma. [11, Lemma 4.1.2] Let r, ǫ > 0 be such that
∣
∣
∣
∣
φ(B(0, ρ))
α(m)ρm
− 1
∣
∣
∣
∣
≤ ǫ ,
for every 0 < ρ < r. Then
| trQ(φ, r) −m| ≤ ǫ(m+ 4) .
Proof. Let e1, e2, . . . be an orthonormal basis of X . Then
trQ(φ, r) =
∑
i≥1
Q(φ, r)(ei) =
∫
B(0,r)
|y|2 dφ(y) .
Therefore we have with (4.2) and Lemma 4.4,
∣
∣mν(m)rm+2 − trQ(φ, r)
∣
∣ =
∣
∣
∣mν(m)rm+2 −
∫
B(0,r)
|y|2 dφ(y)
∣
∣
∣
≤
∣
∣
∣
ω(m, 1)rm+2 −
∫
B(0,r)
(r2 − |y|2) dφ(y)
∣
∣
∣
+
∣
∣
∣ω(m, 0)rm+2 − r2φ(B(0, r))
∣
∣
∣
≤ ǫω(m, 1)rm+2 + ǫω(m, 0)rm+2 .
Dividing both sides by ν(m)rm+2 gives the result. 
In Proposition 4.12 the quadratic form Q(φ, r) is controlled in terms of the
excess. In order to do so we need some bound on the length of b(φ, r) in terms of
the spherical excess. Define
V̂ (φ, x, r) :=
∫
B(x,r)
(r2 − |x− y|2)2 dφ(y) .
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4.6. Lemma. [11, Lemma 4.2.1] There is a constant c4.6(m) > 0 with the following
property. Whenever 2|x| < r, then
∣
∣V (φ, x, r) − V̂ (φ, x, r)
∣
∣ ≤ c4.6(m)ν(m)rm
(
r|x|3(r−mφ(B(0, r)))
+ r2|x|2 excm∗(φ, 0, 2r)
)
.
Proof. The following statements are easy to check:
(1) (B(x, r) \B(0, r)) ∪ (B(0, r) \B(x, r)) ⊂ B(x, r + |x|) \B(x, r − |x|);
(2) If y ∈ (B(x, r) \B(0, r)) ∪ (B(0, r) \B(x, r)), then |r2 − |x− y|2| ≤ 3r|x|;
(3) B(0, r − 2|x|) ⊂ B(x, r − |x|) ⊂ B(x, r + |x|) ⊂ B(0, r + 2|x|).
The statements (1) and (3) are obvious. To see (2), note that because of (1),
0 ≤ r − |x| ≤ |x− y| ≤ r + |x| ,
whence
r2 − 2r|x|+ |x|2 ≤ |x− y|2 ≤ r2 + 2r|x|+ |x|2 .
Statement (2) now follows by noting that |x|2 ≤ r|x|. Using these properties we
see that
∣
∣V (φ, x, r) − V̂ (φ, x, r)
∣
∣ ≤ 9r2|x|2φ
[
(B(x, r) \B(0, r)) ∪ (B(0, r) \B(x, r))
]
≤ 9r2|x|2
(
φ(B(x, r + |x|)) − φ(B(x, r − |x|))
)
≤ 9r2|x|2
(
φ(B(0, r + 2|x|))− φ(B(0, r − 2|x|))
)
.(4.4)
Since r + 2|x| < 2r, we have that
φ(B(0, r + 2|x|))
α(m)(r + 2|x|)m ≤
φ(B(0, r))
α(m)rm
+ excm∗(φ, 0, 2r) ,
so that
φ(B(0, r + 2|x|)) ≤
(
1 +
2|x|
r
)m
φ(B(0, r)) +α(m)(r + 2|x|)m excm∗(φ, 0, 2r) .
Similarly,
φ(B(0, r − 2|x|))
α(m)(r − 2|x|)m ≥
φ(B(0, r))
α(m)rm
− excm∗(φ, 0, r) ,
so that
φ(B(0, r − 2|x|)) ≥
(
1− 2|x|
r
)m
φ(B(0, r))−α(m)(r − 2|x|)m excm∗(φ, 0, r) .
From this we deduce that
φ(B(0, r + 2|x|))− φ(B(0, r − 2|x|))
≤ φ(B(0, r))
((
1 +
2|x|
r
)m
−
(
1− 2|x|
r
)m)
+ (1 + 2m)α(m)rm excm∗(φ, 0, 2r)
≤ φ(B(0, r))m2m 2|x|
r
+ (1 + 2m)α(m)rm excm∗(φ, 0, 2r) .
Plugging this into (4.4) gives the result. 
4.7. Definition. Given x1, x2 ∈ X and r > 0 we define the deviation as
devm(φ, x1, x2, r) :=
φ(B(x1, r)) − φ(B(x2, r))
rm
.
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4.8. Lemma. [11, Lemma 4.2.3] There is a constant c4.8(m) > 0 such that
V̂ (φ, x, r) − V̂ (φ, 0, r) ≤ c4.8(m)ν (m)rm+4
(
devm(φ, x, 0, r)
+ excm∗ (φ, x, r) + exc
m∗(φ, 0, r)
)
,
∣
∣V̂ (φ, x, r) − V̂ (φ, 0, r)
∣
∣ ≤ c4.8(m)ν (m)rm+4
(
|devm(φ, x, 0, r)|
+ excm(φ, x, r) + excm(φ, 0, r)
)
.
Proof. As in the proof of Lemma 4.4,
V̂ (φ, x, r) =
∫
B(x,r)
(r2 − |x− y|2)2 dφ(y)
=
∫ r2
0
φ
(
B
(
x,
(
r2 − t 12
)
1
2
))
dL 1(t)
=
∫ r
0
φ(B(x, ρ))4ρ(r2 − ρ2) dL 1(ρ) .
Similarly for V̂ (φ, 0, r), so that
(4.5) V̂ (φ, x, r) − V̂ (φ, 0, r) =
∫ r
0
(φ(B(x, ρ)) − φ(B(0, ρ)))4ρ(r2 − ρ2) dL 1(ρ) .
For 0 < ρ < r we have
φ(B(x, ρ))
α(m)ρm
≤ φ(B(x, r))
α(m)rm
+ excm∗ (φ, x, r) ,
so that
(4.6) φ(B(x, ρ)) ≤ ρmφ(B(x, r))
rm
+α(m)ρm excm∗ (φ, x, r) .
Similarly,
(4.7) − φ(B(0, ρ)) ≤ −ρmφ(B(0, r))
rm
+α(m)ρm excm∗(φ, 0, r) .
One also checks that
(4.8)
∫ r
0
4ρm+1(r2 − ρ2) dL 1(ρ) = 8(m+ 2)−1(m+ 4)−1rm+4 .
Plugging (4.6) and (4.7) into (4.5) and using (4.8) yields the first estimate. To
obtain the second it suffices to apply the first one with x and 0 swapped. 
Next we obtain a trivial bound on |b(φ, r)| due to the normalization.
4.9. Lemma. [11, Lemma 4.3.1] There is a constant c4.9(m) > 0 with the following
property. If Θm(φ, 0) = 1, then
|b(φ, r)| ≤ 2r(1 + excm(φ, 0, r)) .
Proof. It suffices to apply Lemma 4.4:
|b(φ, r)| ≤
∫
B(0,r)
|y|(r2 − |y|2) dφ(y)
≤ r(1 + excm(φ, 0, r))ω(m, 1)rm+2 ,
and divide by ν(m)rm+2. 
We will also need to control the deviation in the following way.
64 THIERRY DE PAUW AND ROGER ZÜST
4.10. Lemma. [11, Lemma 4.3.2] Assume that Θm(φ, 0) = 1, 0 < r ≤ R and
|x| = ǫR for some 0 < ǫ ≤ 1. Then
α(m)−1 devm(φ, x, 0, r) ≤ m2m−1ǫ(1 + excm(φ, 0, 2R))
+ excm∗(φ, 0, 2R) + excm∗ (φ, x,R) .
Proof. It suffices to compute:
α(m)−1 devm(φ, x, 0, r) =
φ(B(x, r))
α(m)rm
− φ(B(0, r))
α(m)rm
≤ φ(B(x,R))
α(m)Rm
+ excm∗ (φ, x,R)−
φ(B(0, r))
α(m)rm
≤ (R+ |x|)
m
Rm
φ(B(0, R+ |x|))
α(m)(R + |x|)m −
φ(B(0, r))
α(m)rm
+ excm∗ (φ, x,R)
≤ ((1 + ǫ)m − 1) φ(B(0, R+ |x|))
α(m)(R + |x|)m
+
φ(B(0, R+ |x|))
α(m)(R + |x|)m −
φ(B(0, r))
α(m)rm
+ excm∗ (φ, x,R)
≤ m2m−1ǫ(1 + excm(φ, 0, R+ |x|))
+ excm∗(φ, 0, R + |x|) + excm∗ (φ, x,R)

The following is an improvement on Lemma 4.9. Note that compared with [11,
Proposition 4.3.3] we don’t assume that limt→0 ξ(t) = 0.
4.11. Lemma. [11, Proposition 4.3.3] There is a constant c4.11(m) > 0 with the
following property. Let 0 < 2
√
r ≤ r0 ≤ 1 and assume there is a continuous
increasing function ξ : (0, r0] → [0, 1] with
(1) Θm(φ, 0) = 1,
(2) excm∗ (φ, x, ρ) ≤ ξ(ρ) for 0 < ρ ≤
√
r and x ∈ B(0, r),
(3) excm(φ, 0, ρ) ≤ ξ(ρ) for 0 < ρ ≤ 2√r.
Then
|b(φ, r)| ≤ c4.11(m)rmax
{
4
√
r,
√
ξ(2
√
r)
}
.
Proof. We start by choosing 0 < γ(m) ≤ 18 and η(m) such that
(4.9) η(m) := 4γ(m)− γ(m)2(2c4.6 + 8 + 8(m+ 2)) > 0 .
We define a continuous increasing function ǫ : (0, r0] → R+ by ǫ(ρ) := max{ρ, ξ(ρ)}.
Now either |γ(m)b(φ, r)| ≤ r
√
ǫ(
√
r) or |γ(m)b(φ, r)| > r
√
ǫ(
√
r). We will sub-
sequently derive an estimate for |b(φ, r)| in the latter case. We first observe that
since 2r ≤ √r,
(4.10) rǫ(2r) ≤ rǫ(√r) ≤ r
√
ǫ(
√
r) < |γ(m)b(φ, r)| .
According to Lemma 4.9, |b(φ, r)| ≤ 4r and hence |γ(m)b(φ, r)| ≤ r2 ≤ r as well.
Since ǫ(
√
r) ≥ √r we see that
(4.11) |γ(m)b(φ, r)| ≤ r ≤ √rǫ(2√r) .
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According to (4.10) and (4.11), the intermediate value theorem applied to the func-
tion
[r,
√
r] → R+, ρ 7→ ρǫ(2ρ)
ensures that there exists some r ≤ R ≤ √r with Rǫ(2R) = |γ(m)b(φ, r)|. For
the point x := γ(m)b(φ, r) we have x ∈ B
(
0, r2
)
. Since P0(φ, x, r) = V (φ, 0, r) =
V̂ (φ, 0, r) we deduce from Lemma 4.6, Lemma 4.8 and Lemma 4.10 together with
|x| = Rǫ(2R) that
P1(φ, x, r) + P2(φ, x, r) + P3(φ, x, r) + P4(φ, x, r)
= V (φ, x, r) − P0(φ, x, r)
≤
∣
∣
∣V (φ, x, r) − V̂ (φ, x, r)
∣
∣
∣ + V̂ (φ, x, r) − V̂ (φ, 0, r)
≤ c4.6(m)ν (m)rm(2r|x|3 + r2|x|2)
+ c4.8(m)ν(m)r
m+4
(
α(m)m2m−1ǫ(2R)2
+ (1 +α(m))(excm∗(φ, 0, 2R) + excm∗ (φ, x,R))
)
.
Define
c(m) := 3max{α(m)m2m,α(m) + 1} ,
and divide the estimate above by ν(m)rm+2. Recalling the definition of ǫ, hypothe-
ses (2), (3) and 2|x| ≤ r,
P1(φ, x, r) +P2(φ, x, r) +P3(φ, x, r) +P4(φ, x, r)
≤ |x|2c4.6(m)
(
2|x|
r
+ 1
)
+ c4.8(m)3
−1c(m)r2
(
ǫ(2R) + excm∗(φ, 0, 2R) + excm∗ (φ, x,R))
)
≤ |x|22c4.6(m) + c4.8(m)c(m)r2ǫ(2R) .(4.12)
We further observe that according to Lemma 4.4,
P2(φ, x, r) ≥ −2|x|2ν(m)−1r−m−2
∫
B(0,r)
r2 − |y|2 dφ(y)
≥ −8|x|2 ,
as well as,
|P3(φ, x, r)| ≤ 4|x|2ν(m)−1r−m−2
∫
B(0,r)
|x|2|y|2 dφ(y)
≤ 8(m+ 2)|x|2 ,
and P4(φ, x, r) ≥ 0. Together with (4.12) this yields
(4.13) P1(φ, x, r) ≤ |x|2(2c4.6(m) + 8 + 8(m+ 2)) + c4.8(m)c(m)r2ǫ(2R) .
Finally recall that x = γ(m)b(φ, r) so that |x|2 = γ(m)2|b(φ, r)|2 and
P1(φ, x, r) =
4
ν(m)rm+2
〈
x,
∫
B(0,r)
y(r2 − |y|2) dφ(y)
〉
= 4〈x,b(φ, r)〉 = 4γ(m)|b(φ, r)|2 .
Therefore, by (4.9), (4.13) becomes,
η(m)|b(φ, r)|2 ≤ c4.8(m)c(m)r2ǫ(2R) ,
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and in turn with (4.10):
|b(φ, r)| ≤
√
η(m)−1c4.8(m)c(m)r
√
ǫ(2
√
r) .(4.14)
We recall that according to the initial dichotomy either (4.14) holds true or
|b(φ, r)| ≤ γ(m)−1r
√
ǫ(
√
r) .
This proves the lemma. 
The following proposition is the key estimate of these moment computations.
4.12. Proposition. [11, Proposition 4.4.1] There is a constant c4.12(m) > 0 with
the following property. Let x ∈ X, 0 < 2√r ≤ r0 ≤ 1 and ξ : (0, r0] → [0, 1] be a
continuous increasing function and assume that
(1) Θm(φ, 0) = Θm(φ, x) = 1,
(2) |x| = rmax
{
8
√
r, 4
√
ξ(2
√
r)
}
,
(3) excm∗ (φ, y, ρ) ≤ ξ(ρ) for 0 < ρ ≤
√
r and y ∈ B(0, r),
(4) excm(φ, y, ρ) ≤ ξ(ρ) for 0 < ρ ≤ 2√r and y ∈ {0, x}.
Then
∣
∣Q(φ, r)(x) − |x|2
∣
∣ ≤ c4.12(m)|x|2 max
{
8
√
r, 4
√
ξ
(
2
√
r
)
}
.
Proof. First note that as in the proof of Lemma 4.11 above, Lemma 4.6 together
with Lemma 4.8 imply that
|P1(φ, x, r) + P2(φ, x, r) + P3(φ, x, r) + P4(φ, x, r)|
= |V (φ, x, r) − P0(φ, x, r)|
≤
∣
∣
∣V (φ, x, r) − V̂ (φ, x, r)
∣
∣
∣ +
∣
∣
∣V̂ (φ, x, r) − V̂ (φ, 0, r)
∣
∣
∣
≤ c4.6(m)ν (m)rm(r|x|3(1 + ξ(r)) + r2|x|2ξ(2r))
+ c4.8(m)ν(m)r
m+4
(
|devm(φ, x, 0, r)| + 2ξ(r)
)
.(4.15)
Next we estimate |devm(φ, x, 0, r)| by
|α(m)−1 devm(φ, x, 0, r)| =
∣
∣
∣
∣
φ(B(0, r))
α(m)rm
− φ(B(x, r))
α(m)rm
∣
∣
∣
∣
≤
∣
∣
∣
∣
φ(B(0, r))
α(m)rm
−Θm(φ, 0)
∣
∣
∣
∣
+
∣
∣
∣
∣
Θm(φ, x) − φ(B(x, r))
α(m)rm
∣
∣
∣
∣
≤ excm(φ, 0, r) + excm(φ, x, r)
≤ 2ξ(r) .(4.16)
To simplify the writing, we introduce the following notation:
η(r) := max
{
8
√
r, 4
√
ξ(2
√
r)
}
.
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Dividing (4.15) by ν(m)rm+2 and using (4.16) and hypothesis (2), we obtain
|P1(φ, x, r) +P2(φ, x, r) +P3(φ, x, r) +P4(φ, x, r)|
≤ c4.6(m)|x|2
( |x|
r
(1 + ξ(r)) + ξ(2r)
)
+ c4.8(m)r
2
(
|devm(φ, x, 0, r)| + 2ξ(r)
)
≤ c4.6(m)|x|2 (η(r)(1 + ξ(r)) + ξ(2r))
+ c4.8(m)2(1 +α(m))|x|2η(r)−2ξ(r) .(4.17)
According to Lemma 4.11 we also have that
|P1(φ, x, r)| = 4|〈x,b(φ, r)〉|
≤ 4c4.11(m)|x|rmax
{
4
√
r,
√
ξ(2
√
r)
}
= 4c4.11(m)|x|2η(r) .(4.18)
Furthermore,
|P3(φ, x, r)| ≤ 4|x|2ν(m)−1r−m−2
∫
B(0,r)
|x||y| dφ(y)
≤ 4|x|2ν(m)−1r−m−2rη(r)rφ(B(0, r))
≤ 4(m+ 2)|x|2η(r)(1 + ξ(r)) ,(4.19)
as well as
|P4(φ, x, r)| = |x|4ν(m)−1r−m−2φ(B(0, r))
≤ |x|2η(r)2r2ν(m)−1r−m−2φ(B(0, r))
≤ (m+ 2)|x|2η(r)2(1 + ξ(r)) .(4.20)
Plugging (4.18),(4.19) and (4.20) into (4.17), and observing that ξ(2r) ≤ η(r) as
well as η(r)−2ξ(r) ≤
√
ξ(r), we find that
|P2(φ, x, r)| ≤ c4.6(m)|x|2 (η(r)(1 + ξ(r)) + ξ(2r))
+ 2(1 +α(m))c4.8(m)|x|2η(r)−1ξ(r)
+ 4c4.11(m)|x|2η(r)
+ 5(m+ 2)|x|2η(r)(1 + ξ(r))
≤ c(m)|x|2η(r) ,(4.21)
for some c(m) > 0 depending only on m. Finally, recalling the definition of
P2(φ, x, r) and referring to Lemma 4.4, it is an easy matter to check that
(4.22) 4|Q(φ, r)(x) − |x|2| ≤ 4 excm(φ, 0, x)|x|2 + |P2(φ, x, r)| .
Plugging (4.21) into (4.22) yields the expected estimate. 
The lack of local compactness of the Hilbert space X prevents us from showing
that spt(φ) is Reifenberg flat in a neighborhood of the origin as done in [11]. But
if φ = ‖T ‖ is Ahlfors regular we have additional structure. First we know that
tangent planes exist almost everywhere by Lemma 2.6 and a slicing argument as
used in the proof of Lemma 4.13 below allows us to find orthogonal frames in the
support of φ = ‖T ‖ at all small scales around a point that possesses a tangent
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plane. A priori, the closeness to a tangent plane at a given scale depends on the
particular point, but the moment computations above can be used to make this
scale uniform in some small neighborhood.
4.3. Uniform closeness to planes. We now show how to find an orthogonal
family in the support of a rectifiable chain. This is similar to [11, Proposition
4.6.2], although simpler, because of the additional structure of a rectifiable chain
we don’t need to assume that the support is Reifenberg flat. We actually will use
this family in order to show that the support of some almost monotonic chain is
Reifenberg flat. Given a Radon measure φ in X , x ∈ X , r > 0 and W ∈ G(X,m)
we define
β2(φ, x, r,W ) :=
(
r−m−2
∫
B(x,r)
|πW⊥(y − x)|2 dφ(y)
)
1
2
,
β∞(φ, x, r,W ) := r
−1 sup{|πW⊥(y − x)| : y ∈ spt(φ) ∩B(x, r)} .
4.13. Lemma. Let T ∈ Rm(X ;G) and assume that W ∈ G(X,m) and 0 < ρ ≤
(25
√
m)−1 are such that
(1) spt(T ) ⊂ B(0, 1) and spt(∂T ) ⊂ ∂B(0, 1),
(2) πW#(TxZW (0, 2−1)) 6= 0,
(3) β∞(‖T ‖, 0, 1,W ) < ρ.
Let ρ′ := m
1
4 ρ
1
2 . Then ρ′ ≤ 15 and for every s ∈ (2ρ′, 1] there is an orthonormal
family e1, . . . , em ∈ X with sei ∈ spt(T ), i = 1, ...,m.
Proof. Note that if v1, . . . , vm ∈ X are orthonormal vectors with |πW⊥(vi)| ≤ c and
V := span{v1, . . . , vm} ∈ G(X,m), then
(4.23) dH(BV (0, 1),BW (0, 1)) ≤ sup{|πW⊥(x)| : x ∈ BV (0, 1)} ≤
√
mc .
By hypothesis (3) (and since 1 − ρ ≤
√
1− ρ2), spt(∂T ) ∩ ZW (1 − ρ) = ∅ and the
constancy theorem implies together with (2) that there is some g0 6= 0 with
πW#(TxZW (1− ρ)) = g0[[BW (0, 1− ρ)]] .
For an m-plane V and r > 0 let ψV,r : B(0, 1) \ ZV (r) → V be the Lipschitz
map given by ψV,r(x) := |x||πV (x)|−1πV (x). This map preserves the norm and
orthogonality in the following sense,
(4.24) |ψV,r(x)| = |x| , and for y ∈ V ψV,r(x) ⊥ y ⇔ x ⊥ y .
The fist statement is obvious, for the second note that if x = v + v⊥ with v ∈ V
and v ∈ V ⊥, then ψV,r(x) = λv for some λ 6= 0 and hence
〈ψV,r(x), y〉 = λ〈v, y〉 = λ〈x, y〉 ,
for y ∈ V . Let HV,r : [0, 1] × (B(0, 1) \ ZV (r)) → V be the Lipschitz homotopy
HV,r(t, x) = tπV (x) + (1 − t)ψV,r(x) between ψV,r and πV . By assumption πW :
spt(T ) ∩ ZW (1− ρ) → BW (0, 1− ρ) is surjective. We next show that
(4.25) BW (0, 1) \BW (0, 2ρ) ⊂ ψW,ρ(spt(T ) \ ZW (ρ)) .
This is essentially a consequence of the constancy theorem. More precisely, consider
the rectifiable chain S := [[0, 1]] × (TxZW (ρ)c) ∈ Rm+1(R × X ;G) and the set
Bρ := BW (0, 1− ρ) \BW (0, 2ρ). Clearly, HW,ρ#S = 0 because the image lies in an
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m-dimensional plane. By the homotopy formula for G-chains (compare with the
proof of Lemma 2.7),
0 = ∂(HW,ρ#S) = HW,ρ#∂S
= HW,ρ#
(
[[1]]× (TxZW (ρ)c)− [[0]]× (TxZW (ρ)c)− [[0, 1]]× ∂(TxZW (ρ)c)
)
= πW#(TxZW (ρ)c)− ψW,ρ#(TxZW (ρ)c)−HW,ρ#
(
[[0, 1]]× ∂(TxZW (ρ)c)
)
.
Because of hypothesis (1) and (3), HW,ρ#(spt([0, 1] × ∂(TxZW (ρ)c)) ⊂ W \ Bρ
and on Bρ, (πW#(TxZW (ρ)c))xBρ = g0[[Bρ]]. So the same must be true for
ψW,ρ#(TxZW (ρ)c), and since g0 6= 0, the inclusion in (4.25) holds by the constancy
theorem because ψW,ρ(∂(TxZW (ρ)c)) ⊂ ∂BW (0, 1) ∪BW (0, 2ρ).
Pick some w1 ∈ W with |w1| = s, where s ∈ (2ρ′, 1]. Since 2ρ ≤ 2ρ′ < s,
(4.25) implies the existence of some e1 ∈ X with se1 ∈ spt(T ) and ψW,ρ(se1) =
w1. Because ψW,ρ preserves the norm by (4.24), e1 is of unit length. Let V1
be the orthogonal complement of w1 in W . Again by (4.24), the vector e1 is also
orthogonal to V1 ⊂W . Consider the new m-planeW1 spanned by e1 and V1. There
holds |πW⊥(se1)| ≤ ρ because se1 ∈ spt(T ) and hence dH(BW (0, 1),BW1(0, 1)) ≤√
mρs−1 by (4.23). Accordingly,
β∞(‖T ‖, 0, 1,W1) ≤ β∞(‖T ‖, 0, 1,W ) + dH(BW (0, 1),BW1(0, 1))
< (1 +
√
ms−1)ρ ≤ 2√mρs−1 ≤ √mρρ′−1
= ρ′ ≤ 5−1 .
Because of Lemma 2.7, the new plane W1 satisfies the same hypotheses as W with
ρ′ in place of ρ.
Assume that for k < m we have already constructed some orthonormal vectors
e1, . . . , ek orthogonal to somem−k dimensional subspace Vk ⊂W with sei ∈ spt(T )
for all i. With Wk we denote the m-plane spanned by e1, . . . , ek and Vk. Now, pick
a wk+1 ∈ Vk with |wk+1| = s and s ∈ (2ρ′, 1]. The same calculation as for W1 gives
that
max{β∞(‖T ‖, 0, 1,Wk), dH(BW (0, 1),BWk(0, 1))} < ρ′ ≤ 5−1 ,
and as in (4.25) there is some ek+1 ∈ X with sek+1 ∈ spt(T ) and ψWk,ρ′(sek+1) =
wk+1. Let Vk+1 be the orthogonal complement of wk+1 in Vk. Since wk+1 is
orthogonal to each of the vectors e1, . . . , ek and to Vk+1 the same holds for ek+1 by
(4.24) applied to the map ψWk,ρ′ . The new plane Wk+1 has the same properties
we obtained for Wk. Proceeding this way we get the desired orthonormal vectors
e1, . . . , em. 
Lemma 4.5 together with Proposition 4.12 allow us to control β2 with respect
to some plane that is spanned by an orthogonal frame in the support of φ. This
corresponds to Lemma 4.7.2 and Proposition 4.7.3 in [11].
4.14. Proposition. There is a constant c4.14(m) > 0 with the following property.
Let φ be a finite Borel measure on X, xi, xi,k ∈ X for i = 1, . . . ,m and k ≥ 1 be a
sequence of points. Further assume that 0 < 4
√
r < r0 ≤ 1 and ξ : (0, r0] → (0, 12 ]
is a continuous increasing function such that
(1) φ(∂B(0, r)) = 0,
(2) limk→∞ |xi,k − xi| = 0 for all i,
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(3) xi ⊥ xj for i 6= j, and |xi| = rη(r) for
η(r) := max
{
8
√
r, 4
√
ξ
(
2
√
r
)
}
,
(4) Θm(φ, 0) = Θm(φ, xi,k) = Θ
m(φ, y) = 1 for all i, k and φ-almost all y ∈
B(0, r),
(5) excm∗ (φ, y, ρ) ≤ ξ(ρ) for 0 < ρ ≤ 4
√
r and y ∈ B(0, 2r),
(6) excm∗(φ, y, ρ) ≤ ξ(ρ) for 0 < ρ ≤ 4√r and y ∈ {0, xi,k : i, k ≥ 1}.
Then
β∞(φ, 0, r/2,W ) < c4.14(m)η(r)
1
m+2 ,
where W := span{x1, . . . , xm}.
Proof. If k is big enough, then Wk := span{x1,k, . . . , xm,k} is an m-dimensional
subspace of X and Wk converges to W . Without loss of generality we assume
that Wk ∈ G(X,m) for all k and 0 < |xi,k| < 2rη(r) ≤ 2r for all i and k. Let
ei, fi,k ∈ X be the unit vectors such that |xi,k|fi,k = xi,k and |xi|ei = xi and
let em+1,k, em+2,k, em+3,k, . . . be an orthonormal basis of W
⊥
k . By assumption
s 7→ sη(s) is continuous, strictly increasing and satisfies lims↓0 sη(s) = 0. Hence
there is a unique ri,k > 0 for which |xi,k| = ri,kη(ri,k) for some 0 < ri,k < 2r and
(4.26) lim
k→∞
max
1≤i≤m
|ri,k − r| = lim
k→∞
max
1≤i≤m
|η(ri,k)− η(r)| = 0 .
Further, there is an orthonormal basis e1,k, . . . , em,k of Wk with
(4.27) lim
k→∞
max
1≤i≤m
|rη(r)ei,k − xi,k| = lim
k→∞
max
1≤i≤m
|ei,k − fi,k| = 0 .
ei,k can for example be constructed via the Gram-Schmidt procedure from ei,k.
From hypothesis (1) it follows that
(4.28) lim
ǫ↓0
φ(B(0, r + ǫ))− φ(B(0, r − ǫ)) = 0 .
By the assumption on ξ we have for all 0 < ρ ≤ r,
∣
∣
∣
∣
φ(B(0, ρ))
α(m)ρm
− 1
∣
∣
∣
∣
≤ max{excm∗ (φ, 0, r), excm∗(φ, 0, r)} ≤ ξ(r) .
Lemma 4.5 then implies that for all k,
(4.29)
∣
∣
∣
∣
∣
m−
∑
i≥1
1
ν (m)rm+2
∫
B(0,r)
〈ei,k, y〉2 dφ(y)
∣
∣
∣
∣
∣
= |m−trQ(φ, r)| ≤ (m+4)ξ(r) .
Additionally, Proposition 4.12 implies that for all i, k,
∣
∣
∣
∣
∣
1− 1
ν (m)rm+2i,k
∫
B(0,ri,k)
〈fi,k, y〉2 dφ(y)
∣
∣
∣
∣
∣
=
1
|xi,k|2
∣
∣|xi,k|2 −Q(φ, ri,k)(xi,k)
∣
∣
≤ c4.12(m)η(ri,k) .(4.30)
From (4.26), (4.27) and (4.28) we get
ǫk := max
1≤i≤m
∣
∣
∣
∣
1
ν(m)rm+2i,k
∫
B(0,ri,k)
〈fi,k, y〉2 dφ(y)
− 1
ν(m)rm+2
∫
B(0,r)
〈ei,k, y〉2 dφ(y)
∣
∣
∣
∣
→ 0 ,(4.31)
for k → ∞.
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Since ξ(r) ≤ η(r) it follows from (4.26), (4.29), (4.30) and (4.31) that for c(m) :=
ν(m)(mc4.12(m) + 2m+ 4),
β2(φ, 0, r,Wk)
2 =
1
rm+2
∫
B(0,r)
|πW⊥k (y)|
2 dφ(y)
=
∑
i>m
1
rm+2
∫
B(0,r)
〈ei,k, y〉2 dφ(y)
≤ ν(m) trQ(φ, r) −
∑
i≤m
1
rm+2
∫
B(0,r)
〈ei,k, y〉2 dφ(y)
≤ ν(m)((m + 4)ξ(r) +mc4.12(m)η(ri,k) +mǫk)
≤ c(m) max
1≤i≤m
{η(r), η(ri,k), ǫk} → c(m)η(r) ,(4.32)
for k → ∞. Let δ := β2(φ, 0, r,Wk) and define
qm :=
2
m+ 2
,
cm := 1 + (4α(m)
−1)
1
m ,
δm := (2(cm − 1))−
1
qm .
If δ ≥ δm, then
β∞(φ, 0, r/2,Wk) ≤ 1 ≤ (δ−1m δ)qm ≤ δ−qmm δqm .
We therefore assume that δ < δm. Consider the set
B :=
{
y ∈ B(0, r) ∩ spt(φ) : |πW⊥k (y)| ≥ δ
qmr
}
.
Observe that
δ2 =
1
rm+2
∫
B(0,r)
|πW⊥k (y)|
2 dφ(y)
≥ 1
rm+2
φ(B)δ2qmr2 ,
and therefore
(4.33) φ(B) ≤ rmδ2(1−qm) .
Now assume there exists y ∈ B(0, r/2) ∩ spt(φ) with
|πW⊥k (y)| > cmδ
qmr .
Put ρ := (cm − 1)δqmr and notice that B(y, ρ) ⊂ U(0, r) since
ρ = (cm − 1)δqmr < (cm − 1)δqmm r = (cm − 1) (2(cm − 1))−1 r ≤ 12r .
By our assumption on the densities we can assume that Θm(φ, y) = 1. The above
implies that spt(φ) ∩B(y, ρ) ⊂ B and with (4.33) we obtain
(4.34) φ(B(y, ρ)) ≤ φ(B) ≤ rmδ2(1−qm) .
Since ξ(ρ) ≤ ξ(r0) ≤ 12 , the bound on excm∗ (φ, y, ρ) implies that
φ(B(y, ρ))
α(m)ρm
≥ 1− ξ(ρ) ≥ 12 .
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Combining this with (4.34) we obtain
1
2α(m)(cm − 1)mδmqmrm = 12α(m)ρm ≤ φ(B(y, ρ)) ≤ rmδ2(1−qm) .
Since mqm =
2m
m+2 = 2(1− 2m+2 ) = 2(1− qm), this gives a contradiction,
1 ≥ 12α(m)(cm − 1)m = 12α(m)4α(m)−1 = 2 .
Therefore
β∞(φ, 0, r/2,Wk) ≤ max{δ−qmm , cm}δqm = max{2(cm − 1), cm}δ
2
m+2 .
Since δ = β2(φ, 0, r,Wk), (4.32) implies that
lim sup
k→∞
β∞(φ, 0, r/2,Wk) ≤ c′(m)η(r)
1
m+2 ,
for some constant c′(m) > 0 depending only on m. BecauseWk ∩B(0, 1) converges
in Hausdorff distance to W ∩B(0, 1), we get β∞(φ, 0, r/2,Wk) → β∞(φ, 0, r/2,W )
and the proposition follows.

This is the special case of the proposition above in case ξ is the constant function.
4.15. Corollary. There is a constant c4.15(m) > 0 with the following property. Let
φ be a finite Borel measure on X, xi, xi,k ∈ X for i = 1, . . . ,m and k ≥ 1 and
assume that ǫ, r0, r > 0 are such that:
(1) 0 < 4
√
r ≤ r0 ≤ ǫ ≤ 12 ,
(2) φ(∂B(0, r)) = 0,
(3) limk→∞ |xi,k − xi| = 0 for all i,
(4) xi ⊥ xj for i 6= j and |xi| = rǫ 14 ,
(5) Θm(φ, 0) = Θm(φ, xi,k) = Θ
m(φ, y) = 1 for all i, k and φ-almost all y ∈
B(0, r0).
(6) excm∗ (φ, y, r0) ≤ ǫ for y ∈ B(0, 2r0),
(7) excm∗(φ, y, r0) ≤ ǫ for y ∈ {0, xi,k : i, k ≥ 1}.
Then
β∞(φ, 0, r/2,W ) < c4.15(m)ǫ
1
4(m+2) ,
where W := span{x1, . . . , xm}.
5. Regularity of almost minimizer
First we define the main objects of this paper, namely almost mass minimizing
rectifiable chains with respect to some gauge ξ. This is an adaptation of the original
definition of Almgren in [2] to chains. Almgren’s original definition is harder to
work with since competing surfaces have to be obtained by Lipschitz deformations
of the original one and cut and paste constructions are not allowed. Due to slicing,
such cut and paste constructions are easily available for rectifiable G-chains and
this simplifies the arguments greatly. For this reason we follow Bombieri and his
definition of almost mass minimizing integral currents [8].
5.1. Definition. A rectifiable chain T ∈ Rm(X ;G) is (M, ξ, δ)-minimal in a set
A ⊂ X \ spt(∂T ) if ξ : (0, δ] → R+ is a gauge and the following holds: For every
x ∈ A, 0 < r < min{δ, dist{x, spt(∂T )}} and every S ∈ Rm(X ;G) with
(1) spt(S) ⊂ B(x, r),
(2) ∂S = 0,
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there holds
M(TxB(x, r)) ≤ (1 + ξ(r))M(TxB(x, r) + S) .
We will further assume that ξ is continuous and satisfies the Dini condition,
∫ δ
0
ξ(t)
t
dt <∞ .
The next result is a simple adjustment of [11, Proposition 3.4.5] to the setting of
rectifiable G-chains. Note that because of the definition of almost minimality we
use here, radius of balls instead of diameter of sets, there is no factor 2 appearing
in the lemma below.
5.2. Lemma. Let T ∈ Rm(X ;G) be (M, ξ, δ)-minimal in A ⊂ X \ B(spt(∂T ), δ)
and define
Ξ(r) := m
∫ r
0
ξ(t)
t
dt ,
for every 0 < r ≤ δ. Then T is almost monotonic in A with gauge Ξ.
Proof. For x ∈ A and 0 < r < δ define fx(r) := ‖T ‖(B(x, r)). Let dx : X → R be
the distance function to x and assume that r is such that 〈T, dx, r〉 ∈ Rm−1(X ;G)
as well as ∂(TxB(x, r)) = 〈T, dx, r〉 ∈ Rm−1(X ;G). This holds for almost all
0 < r < δ because of [13, Theorem 5.2.4] and by (2.7),
∫ r
0
M(〈T, dx, s〉) ds ≤ M(TxB(x, r)) = fx(r) .
Hence for almost all r,
(5.1) M(〈T, dx, r〉) ≤ f ′x(r) .
Let [[x]]×〈T, dx, r〉 ∈ Rm(X ;G) be the cone over 〈T, dx, r〉 with center x. There
holds ∂([[x]]×〈T, dx, r〉) = 〈T, dx, r〉 and by (2.8),
(5.2) M([[x]]×〈T, dx, r〉) =
r
m
M(〈T, dx, r〉) .
The almost minimality of T implies in combination with (5.1) and (5.2) that for
almost all r,
fx(r) = M(TxB(x, r)) ≤ (1 + ξ(r))M([[x]]×〈T, dx, r〉)
= (1 + ξ(r))
r
m
M(〈T, dx, r〉) ≤ (1 + ξ(r))
r
m
f ′x(r) .
Hence, for almost all r with fx(r) > 0,
(log ◦fx)′(r) =
f ′x(r)
fx(r)
≥ m
r
1
1 + ξ(r)
≥ m
r
(1− ξ(r)) .
Integrating shows that for all 0 < r1 < r2 < δ with fx(r1) > 0,
log
(
fx(r2)
fx(r1)
)
≥
∫ r2
r1
m
r
(1− ξ(r)) dr = log
(
rm2
rm1
)
− Ξ(r2) + Ξ(r1) ,
respectively that
exp(Ξ(r1))r
−m
1 fx(r1) ≤ exp(Ξ(r2))r−m2 fx(r2) .
If fx(r1) = 0, the statement is trivial. Hence T is almost monotonic in A with
gauge function Ξ. 
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We will encounter a similar differential equation in connection with the epiperi-
metric inequality in Lemma 5.5.
5.1. Polyhedral approximation and a differential inequality. Because of the
formulation of Reifenberg’s epiperimetric inequality with polyhedral chains we first
need some results that justify this assumption. The required results about polyhe-
dral approximation are contained in [10]. With θ > 0 and the group norm ‖·‖ we as-
sociate a new group norm ‖·‖θ defined on G by ‖0G‖θ = 0 and ‖g‖θ := max{‖g‖, θ}
whenever g 6= 0G.
5.3. Lemma. Let T ∈ Rm(X ;G) and r0 ∈ (0, 1] such that spt(∂T ) ∩B(0, r0) = ∅.
Further let θ > 0 and assume that,
(A) Θm(‖T ‖, x) ≥ θ for ‖T ‖-a.e. x ∈ B(0, r0),
(B) spt(T ) ∩B(0, r0) is compact.
Let Mθ be the mass on rectifiable G-chains induced by the norm ‖ · ‖θ (defined
right before the Lemma). For all s > 0 and almost every r ∈ [0, r0], Tr :=
∂(TxB(0, r)) ∈ Rm−1(X ;G) and there is a polyhedral chain Pr,s ∈ Pm−1(X ;G)
and a rectifiable chain Rr,s ∈ Rm(X ;G) such that
(1) ∂(Rr,s + [[0]]×Pr,s) = Tr,
(2) Mθ(Rr,s) < s and spt(Rr,s) ⊂ U(spt(Tr), s),
(3) max{Mθ(P̄r,s)xB(0, r)),Mθ([[0]]×Pr,s)} ≤ M([[0]]×Tr) + s, where P̄r,s is
the infinite cone generated by [[0]]×Pr,s.
Proof. Let f : X → R be the 1-Lipschitz function given by f(x) := |x|. As
noted before, the slice 〈T, f, r〉 exists for almost every r ∈ R and is an element of
Rm−1(X ;G). By [13, Theorem 5.2.4] we have that 〈T, f, r〉 = ∂(Tx{f < r}) =
∂(TxB(0, r)) = Tr for almost every r ≤ r0. By the compactness assumption on T ,
the chain Tr has also compact support. It follows from [10, Theorem 4.2 (E)] that
there are Pr,s ∈ Pm−1(X ;G) and Rr,s ∈ Rm(X ;G) such that Pr,s − Tr = ∂Rr,s,
Mθ(Pr,s) ≤ Mθ(Tr)+ s, Mθ(Rr,s) < s and spt(Rr,s) ⊂ U(spt(Tr), s). In particular
we have that ∂Pr,s = 0. (1) and (2) hold by construction. By the lower bound on
the densities there holds M(Tr) = Mθ(Tr) for almost all r because slices inherit the
group elements from the original chain. From now on we also assume that 2s ≤ r.
As stated in (2.8) and (2.9), M([[0]]×Tr) = rm M(Tr) and also,
Mθ([[0]]×Pr,s)xB(0, r − s)) ≤ r − s
m
Mθ(Pr,s) ≤
r
m
Mθ(Tr) +
rs
m
= M([[0]]×Tr) +
rs
m
≤ M([[0]]×Tr) + s.(5.3)
Let P̄r,s be a large enough (or infinite) scaled version of [[0]]×Pr,s that has its bound-
ary outside U(0, 2r). Since spt(Pr,s) ⊂ B(spt(Tr), s), we have spt([[0]]×Pr,s) ⊂
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spt(P̄r,s) ∩B(0, r + s) and hence with (5.3) (note that 2s ≤ r),
max{Mθ(P̄r,sxB(0, r)),Mθ([[0]]×Pr,s)}
≤ Mθ(P̄r,sxB(0, r + s))
≤ (r + s)
m
(r − s)m Mθ(P̄r,sxB(0, r − s))
≤ (r + s)
m
(r − s)m (M([[0]]×Tr) + s) .
This converges to M([[0]]×Tr) for s→ 0 and by replacing s with a smaller value if
necessary, we obtain (3). 
Next we use Reifenberg’s epiperimetric inequality of Theorem 3.18 to obtain a
differential inequality for f(r) := M(TxB(x, r)), where T is an almost minimizing
G-chain.
5.4. Proposition. There is a constant 0 < ǫ5.4(m) ≤ 14 with the following property.
Let T ∈ Rm(X ;G), g0 ∈ G \ {0G}, 0 < r0 < 1, 0 < ǫ ≤ ǫ5.4(m) and assume that
for any 0 < r ≤ r0 there is some Wr ∈ G(X,m) such that:
(1) spt(∂T ) ⊂ X \B(0, 3r0),
(2) T is (M, ξ, 2r0)-minimal in B(0, r0) for a continuous gauge ξ,
(3) Θm(‖T ‖, x) ≥ 34‖g0‖ for ‖T ‖-a.e. x ∈ B(0, r0),
(4) dH(B(0, 2r) ∩ spt(T ),B(0, 2r) ∩Wr) ≤ ǫr,
(5) Exc(TxB(0, 2r), 0, r,Wr) ≤ ‖g0‖ǫrm,
(6) πWr# (Tx(B(0, 2r) ∩ ZWr(r))) = g0[[BWr (0, r)]].
If we set f(r) := M(TxB(0, r)) and λ := λ3.18(m), then for almost every r ∈
[0, r0],
f(r) ≤ (1 + ξ(r)) r
m
(
λf ′(r) + (1− λ)‖g0‖α(m)mrm−1
)
.
Proof. As in Lemma 5.3 we use the notation Tr := ∂(TxB(0, r)) for r ∈ [0, r0].
Assume that
s ≤ min
{
‖g0‖ǫrm, 2−1r
}
,
and for the application of Lemma 5.3 let θ := 34‖g0‖ (notice spt(T ) ∩ B(0, r0) is
compact according to Lemma 4.3) and consider the two chains Rr,s and Pr,s as
constructed there. The constant θ is justified by our assumption on the densities
of ‖T ‖. We also abbreviate ‖g‖θ := max{‖g‖, θ} if g 6= 0G and Mθ the associated
mass. Note that M ≤ Mθ, ‖g0‖θ = ‖g0‖ and M(TxB) = Mθ(TxB) for every
Borel set B ⊂ B(0, r0). Let P̄r,s and T̄r be the infinite cones generated by [[0]]×Pr,s
and [[0]]×Tr respectively. The following holds for almost all r:
(5.4) spt(Rr,s) ⊂ U(spt(Tr), s) ⊂ U(0, r + s) \B(0, r − s) ,
(5.5) spt([[0]]×Pr,s +Rr,s) ⊂ U(0, r + s) ,
(5.6) ∂([[0]]×Pr,s +Rr,s) = Tr ,
(5.7) Mθ([[0]]×Pr,s) ≤ M([[0]]×Tr) + s, Mθ(Rr,s) ≤ s ,
(5.8) Mθ(P̄r,sxB(0, r)) ≤ M([[0]]×Tr) + s .
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We want to show that
(5.9) f(r) ≤ (1 + ξ(r)) (λM([[0]]×Tr) + (1− λ)‖g0‖α(m)rm) ,
for λ = λ3.18 ∈ (12 , 1). In order to apply Theorem 3.18 it is necessary that the
cone T̄r has small cylindrical excess, but this may not hold for almost all r. So we
consider two cases. First assume that λM([[0]]×Tr) ≥ ‖g0‖(ǫrm + λα(m)rm). For
W :=Wr, assumptions (5) and (6) imply,
f(r) ≤ M(Tx(B(0, 2r) ∩ ZW (r)))
≤ Exc(TxB(0, 2r), 0, r,W ) + ‖g0‖α(m)rm
≤ ‖g0‖(ǫrm +α(m)rm)
≤ λM([[0]]×Tr) + (1− λ)‖g0‖α(m)rm
≤ (1 + ξ(r)) (λM([[0]]×Tr) + (1− λ)‖g0‖α(m)rm) .
In the second case M([[0]]×Tr) ≤ ‖g0‖(λ−1ǫrm + α(m)rm) ≤ ‖g0‖(2ǫ + α(m))rm.
By assumption (4), |πW⊥(x)| ≤ ǫr for x ∈ spt(T )∩B(0, 2r) and hence |x| ≤ (1+ǫ)r
for all x ∈ spt(T )∩B(0, 2r)∩ZW (r). Since we assume s ≤ ‖g0‖ǫrm, it follows from
(5) and (5.8) that
Mθ(P̄r,sxZW (r)) ≤ Mθ(P̄r,sxB(0, (1 + ǫ)r))
= (1 + ǫ)mMθ(P̄r,sxB(0, r))
≤ (1 + ǫ)m(M([[0]]×Tr) + s)
≤ (1 + ǫ)m‖g0‖((2ǫ+α(m))rm + ǫrm)
≤ c(m)‖g0‖ǫrm + ‖g0‖α(m)rm ,(5.10)
for some constant c(m) > 0. By the constancy theorem it is πW#(P̄r,sxZW (r)) =
g[[B(0, r)]] for some g ∈ G. It is indeed g = g0 as we will see. From (5.6) it follows
that ∂([[0]]×Pr,s + Rr,s − (TxB(0, r))) = 0 and hence πW#([[0]]×Pr,s + Rr,s) =
πW#(TxB(0, r)) by the constancy theorem. From assumptions (4), (6) and the fact
that ǫ ≤ 14 it follows that the chain πW#(TxB(0, r)) has weight g0 on BW (0, 4−1r).
From (5.4), (4), s ≤ r2 and ǫ ≤ 14 it follows that
spt(πW#Rr,s) ⊂ BW (0, r + s) \BW (0, r − s− ǫr) ⊂ BW (0, r + s) \BW (0, 4−1r) .
So πW#([[0]]×Pr,s) has the same weight as πW#(TxB(0, r)) on BW (0, 4−1r) which
is g0. Hence, if c(m)ǫ5.4 < ǫ3.18, it follows from (5.10) that
Exc1(P̄r,s,W ) < ‖g0‖ǫ3.18 ,
and if ǫ5.4 <
1
4ǫ3.18, it follows from (4) and (5.4) that for all x ∈ spt(P̄r,s) ∩ ZW ,
|πW⊥(x)| ≤ sup
y∈spt(Tr)
|πW⊥(y)|+ s
r − s− |πW⊥(y)|
≤ 2ǫ5.4r
r − 2ǫ5.4r
≤ 4ǫ5.4 < ǫ3.18 .
Hence we can apply Theorem 3.18 to the cone P̄r,s. This gives a new chain Sr,s ∈
Rm(X ;G) with ∂Sr,s = ∂(P̄r,sxB(0, r − s)) = ∂(([[0]]×Pr,s)xB(0, r − s)) and
Mθ(Sr,s) ≤ λMθ(([[0]]×Pr,s)xB(0, r − s)) + (1− λ)‖g0‖α(m)(r − s)m .
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Let S′r,s := Sr,s+Rr,s+([[0]]×Pr,s)xB(0, r− s)c. By (5.6), ∂S′r,s = Tr and by (5.7)
and (5.8),
e(r, s) := Mθ(Rr,s + ((0×Pr,s)xB(0, r − s)c))
≤ s+ ((1 + sr−1)m − (1− sr−1)m)(Mθ([[0]]×Tr) + s) ,
and this converges to 0 for s → 0. By the almost minimality of T , (5.5) and (5.7)
it follows for almost all r and small enough s,
f(r) = M(TxB(0, r)) ≤ (1 + ξ(r + s))Mθ(S′r,s)
≤ (1 + ξ(r + s))(Mθ(Sr,s) + e(r, s))
≤ (1 + ξ(r + s))
(
λMθ(([[0]]×Pr,s)xB(0, r − s))
+ (1 − λ)‖g0‖α(m)(r − s)m + e(r, s)
)
≤ (1 + ξ(r + s))
(
λ(M([[0]]×Tr) + s) + (1− λ)‖g0‖α(m)(r − s)m + e(r, s)
)
.
Taking the limit for s → 0 we obtain (5.9) for almost all r ∈ [0, r0]. f(r) =
M(TxB(0, r)) is monotonically increasing and hence differentiable almost every-
where. By the integral slice estimate (2.7) we obtain for all 0 < a ≤ b ≤ r0,
∫ b
a
M(Tr) dr ≤ M(Tx(B(0, b) \U(0, a))) = f(b)− f(a) .
If r is a Lebesgue point of s 7→ M(Ts) and also a point of differentiability for f , then
M(Tr) ≤ f ′(r). Almost every r is such a point, hence M([[0]]×Tr) = rm M(Tr) ≤
r
mf
′(r) for almost all r. Applied to formula (5.9) we obtain the result. 
Next we state a lemma that treats the differential inequality obtained in Propo-
sition 5.4.
5.5. Lemma. Let f, ξ,Ξ : (0, r0] → [0,∞) be gauges and λ ∈ (0, 1), θ > 0. Assume
that ξ is continuous and for almost all r ∈ [0, r0],
Ξ(r) = m
∫ r
0
ξ(t)
t
dt <∞ ,
θrm ≤ exp(Ξ(r))f(r) ,
f(r) ≤ (1 + ξ(r)) r
m
(
λf ′(r) + (1− λ)θmrm−1
)
.
Assume further that (1 + ξ(r0))
√
λ ≤ λ0 < 1, exp(Ξ(r0)) ≤ 2, ξ(r) ≤ Ξ(r) and
λ0 ≤
Ξ(r)
Ξ(r) + ξ(r)
, for all r .
Then for all 0 < r ≤ r0,
exp(Ξ(r))
f(r)
rm
− θ ≤ Ξ(r)
(
Ξ(r0)
−1
(
exp(Ξ(r0))
f(r0)
rm0
− θ
)
+ 8θ
)
.
Proof. Define the function e(r) := exp(Ξ(r))f(r) − θrm. By assumption e(r) ≥ 0
and w.l.o.g. we assume that e(r) > 0 for all r > 0. Otherwise we replace ξ(r) with
ξa(r) := ξ(r)+ ar for a > 0. Since the final estimate is continuous in a we then can
take the limit for a ↓ 0 afterwards.
78 THIERRY DE PAUW AND ROGER ZÜST
Since f and Ξ are differentiable almost everywhere, the same is true for e and
therefore,
e′(r) = exp(Ξ(r))f ′(r) + Ξ′(r) exp(Ξ(r))f(r) − θmrm−1
= exp(Ξ(r))f ′(r) +m
ξ(r)
r
(e(r) + θrm)− θmrm−1
= exp(Ξ(r))f ′(r) +m
ξ(r)
r
e(r) − (1− ξ(r))θmrm−1 .
Hence,
e(r) = exp(Ξ(r))f(r) − θrm
≤ exp(Ξ(r))(1 + ξ(r)) r
m
(
λf ′(r) + (1− λ)θmrm−1
)
− θrm
= (1 + ξ(r))
λr
m
(
e′(r) + (1− ξ(r))θmrm−1 −mξ(r)
r
e(r)
)
+ exp(Ξ(r))(1 + ξ(r))
r
m
(1− λ)θmrm−1 − θrm
= (1 + ξ(r))
λr
m
e′(r) − λ(1 + ξ(r))ξ(r)e(r)
+ θrm
(
exp(Ξ(r))(1 + ξ(r))(1 − λ) + (1 − ξ(r))(1 + ξ(r))λ − 1
)
≤ (1 + ξ(r))λr
m
e′(r) − λ(1 + ξ(r))ξ(r)e(r)
+ θrm(1− λ) (exp(Ξ(r))(1 + ξ(r)) − 1) .
We look at two cases. First assume that for some r,
(5.11) (1−
√
λ)e(r) ≤ θrm(1− λ)
(
exp(Ξ(r))(1 + ξ(r)) − 1
)
.
Since we assume that exp(Ξ(r0)) ≤ 2 and ξ(r) ≤ Ξ(r) for all r, we get
e(r) ≤ θrm(1 +
√
λ)
(
exp(Ξ(r))(1 + ξ(r)) − 1
)
≤ θrm(1 +
√
λ)
(
exp(Ξ(r0))Ξ(r) + 2ξ(r)
)
≤ 2θrm (2Ξ(r) + 2Ξ(r))
≤ 8θrmΞ(r) =: g(r) .(5.12)
For this function g the derivative calculates as
g′(r) = 8θmrm−1Ξ(r) + 8θrm−1mξ(r) = 8θrm−1m(Ξ(r) + ξ(r))
=
Ξ(r) + ξ(r)
Ξ(r)
m
r
g(r) .(5.13)
For almost all r at which (5.11) doesn’t hold,
√
λe(r) ≤ (1 + ξ(r))λr
m
e′(r) ,
because the sum of this inequality with the one in (5.11) has to be satisfied for
almost every r by our bound on e(r) established before. In this case,
e(r) ≤ (1 + ξ(r0))
√
λr
m
e′(r) ≤ λ0r
m
e′(r) ≤ Ξ(r)
Ξ(r) + ξ(r)
r
m
e′(r) .
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Let h(r) := max{e(r), g(r)}. Then for almost every r ∈ {g ≥ e},
h′(r) = g′(r) =
Ξ(r) + ξ(r)
Ξ(r)
m
r
g(r) =
Ξ(r) + ξ(r)
Ξ(r)
m
r
h(r) .
and for almost every r ∈ {g < e},
h′(r) = e′(r) ≥ Ξ(r) + ξ(r)
Ξ(r)
m
r
e(r) =
Ξ(r) + ξ(r)
Ξ(r)
m
r
h(r) .
Hence for almost every r,
Ξ(r) + ξ(r)
Ξ(r)
m
r
h(r) ≤ h′(r) .
Because Ξ′(r) = mr ξ(r),
∂
∂r
log(rmΞ(r)) =
∂
∂r
(m log(r) + log(Ξ(r))) =
(
1 +
ξ(r)
Ξ(r)
)
m
r
≤ h
′(r)
h(r)
=
∂
∂r
log(h(r)) .
Integrating gives for all 0 < r ≤ r0,
rm0 Ξ(r0)
rmΞ(r)
≤ h(r0)
h(r)
,
respectively,
e(r)
rm
≤ h(r)
rm
≤ Ξ(r)
Ξ(r0)
h(r)
rm0
≤ Ξ(r)
rm0 Ξ(r0)
(exp(Ξ(r0))f(r0)− θrm0 + 8θrm0 Ξ(r0)) .
This shows the lemma. 
Before we proceed we give some remarks on the assumptions on ξ in the lemma
above.
5.6. Lemma. The following properties hold for a gauge ξ : (0, r0] → R+:
(1) If ξ is concave, then Ξ(r) ≥ mξ(r) ≥ ξ(r) for all r.
(2) If ξ(r)rα ≥
ξ(s)
sα for all 0 < r ≤ s ≤ r0 and some 0 < α ≤ 1. Then the same
holds for β ∈ [α, 1] in place of α and Ξ(r) ≥ mα ξ(r) is satisfied for all r.
Additionally,
λ ≤ Ξ(r)
Ξ(r) + ξ(r)
holds for all r ,
if λ ≤ mm+α , respectively, α ≤ m 1−λλ .
Proof. If ξ is concave, then for 0 < r ≤ r0 and 0 < s ≤ 1 there holds ξ(sr) ≥ sξ(r),
respectively, (sr)−1ξ(sr) ≥ r−1ξ(r). This shows that
Ξ(r) = m
∫ r
0
ξ(t)
t
dt ≥ m
∫ r
0
ξ(r)
r
dt = mξ(r) ≥ ξ(r) .
Let α and β be as in (2), then
ξ(s)
sβ
=
ξ(s)
sβ−αsα
≤ ξ(r)
sβ−αrα
=
rβ−α
sβ−α
ξ(r)
rβ
≤ ξ(r)
rβ
.
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Similarly to the concave case,
Ξ(r) = m
∫ r
0
ξ(t)
t
dt ≥ m
∫ r
0
tα−1
ξ(r)
rα
dt
=
m
α
ξ(r) .
For all r we get
Ξ(r)
Ξ(r) + ξ(r)
≥ Ξ(r)
Ξ(r) + αmΞ(r)
=
m
m+ α
.

5.2. Upper excess bounds and Reifenberg flatness. First we give conditions
that allow to estimate the excess in a neighborhood of a point with small excess.
5.7. Lemma. Let φ be a finite Borel measure on X, 0 < r0, ǫ, η ≤ 1, ξ : (0, 2r0] →
(0, ǫ] be a gauge and |x| ≤ r0η. Assume that
(1) Θm(φ, 0) = Θm(φ, x) = 1,
(2) excm(φ, 0, 2r0) ≤ 1,
(3) for 0 < s ≤ t ≤ r0 and y ∈ {0, x},
exp(ξ(s))
φ(B(y, s))
α(m)sm
≤ exp(ξ(t))φ(B(y, t))
α(m)tm
.
Then
excm(φ, x, r0) ≤ excm(φ, 0, r0(1 + η)) + 2m+6max{η, ǫ} .
Proof. Because of (1) and (2), the following estimate holds for all 0 < r ≤ 2r0,
(5.14)
φ(B(0, r))
α(m)rm
≤ excm(φ, 0, 2r0) + 1 ≤ 2 .
Let 0 < r ≤ r0 be such that |x| = ηr (if |x| = 0 there is nothing to show). We first
assume that the functions in (3) are strictly increasing on (0, r0]. Clearly,
φ(B(x, r))
α(m)rm
≤ φ(B(0, |x|+ r))
α(m)(|x| + r)m
(|x| + r)m
rm
=
φ(B(0, r(1 + η)))
α(m)(r(1 + η))m
(1 + η)m .
Hence for 0 < t ≤ r,
exp(ξ(t))
φ(B(x, t))
α(m)tm
≤ exp(ξ(r))φ(B(x, r))
α(m)rm
≤ exp(ξ(r))(1 + η)mφ(B(0, r(1 + η)))
α(m)(r(1 + η))m
.(5.15)
Since
lim
s↓0
exp(ξ(s))
φ(B(x, s))
α(m)sm
= lim
s↓0
exp(ξ(s))
φ(B(0, s))
α(m)sm
,
and these functions are strictly increasing, there is for any s ∈ (0, r] some s′ ∈ (0, s]
with
exp(ξ(s′))
φ(B(0, s′))
α(m)s′m
≤ exp(ξ(s))φ(B(x, s))
α(m)sm
.
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Thus,
(5.16) − φ(B(x, s))
α(m)sm
≤ − exp(ξ(s′)− ξ(s))φ(B(0, s
′))
α(m)s′m
≤ − exp(−ξ(s))φ(B(0, s
′))
α(m)s′m
.
If we assume that exp(ξ(r))(1+η)m ≤ 1+δ and exp(−ξ(r)) ≥ 1−δ for some δ > 0,
and combine (5.14), (5.15) with (5.16), we get for s, t ∈ (0, r],
φ(B(x, t))
α(m)tm
− φ(B(x, s))
α(m)sm
≤ (1 + δ)φ(B(0, r(1 + η)))
α(m)(r(1 + η))m
− (1− δ)φ(B(0, s
′))
α(m)s′m
≤ excm(φ, 0, r(1 + η)) + 4δ .
Since η ≤ 1 and ξ(2r0) ≤ ǫ ≤ 1, there holds
exp(ξ(r))(1 + η)m − 1 ≤ (1 + 4ǫ)(1 + 2mη)− 1
≤ (4 + 2m + 2m+2)max{ǫ, η}
≤ 2m+4max{ǫ, η} ,
and similarly, exp(−ξ(r)) ≥ 1− ǫ. Hence
excm(φ, x, r) ≤ excm(φ, 0, r(1 + η)) + 2m+6max{ǫ, η} .
This shows the lemma assuming that s 7→ exp(ξ(s))φ(B(x,s))α(m)sm is strictly increasing.
The general case follows by replacing ξ(s) with ξ(s) + as and taking the limit
a ↓ 0. 
The following bootstrap argument is an application of the moments computa-
tions. It is the key lemma for showing Reifenberg flatness of the support of a chain
in a neighborhood of small excess.
5.8. Lemma. Let T ∈ Rm(X ;G) and 0 < r0, s0, ǫ ≤ 1 be such that:
(1) 0 < 4
√
s0 ≤ r0 ≤ ǫ ≤ 181 .
(2) spt(∂T ) ⊂ X \B(0, 2r0).
(3) Θm(‖T ‖, x) = θ > 0 for ‖T ‖-almost all x ∈ spt(T ) ∩B(0, 2r0).
(4) There is a plane W ∈ G(X ;G) and g0 ∈ G with ‖g0‖ = Θm(‖T ‖, 0) = θ,
such that limr↓0β∞(‖T ‖, 0, r,W ) = 0 and for all sufficiently small r,
πW#
(
Tx(B(x, r) ∩ ZW (πW (x), 2−1r))
)
= g0[[BW (πW (x), 2
−1r)]] .
(5) there holds,
excm∗ (‖T ‖, x, r0) ≤ θǫ for all x ∈ B(0, 2r0) ,
excm∗(‖T ‖, x, r0) ≤ θǫ for ‖T ‖ − almost every x ∈ B(0, 2r0ǫ
1
4 ) .
If
c4.15(m)ǫ
1
4(m+2) ≤ 1
25
√
m
,
then for all r ∈ (0, s0) there is a plane Wr ∈ G(X,m) such that
dH(spt(T ) ∩B(0, r),Wr ∩B(0, r)) < 2c4.15(m)rǫ
1
4(m+2) .
and
πWr#
(
TxB(0, r) ∩ ZWr (0, r2 )
)
= g0[[BWr (0,
r
2 )]] .
Further, for any r ∈ (0, s0) there is an orthogonal frame x1, . . . , xm ∈ spt(T ) ∩
∂B(0, r) with xi ⊥ xj for i 6= j.
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Proof. Let φ := θ−1‖T ‖. By assumption, s0 satisfies the bounds of Corollary 4.15.
Consider the sequence sk defined by sk+1 := 2skǫ
1
4 . The factor 2 in this definition
is to compensate for the fact that the β∞ estimate in Corollary 4.15 is at scale 1/2.
This is a monotone sequence with limk→∞ sk = 0 since by definition
sk+1 ≤ 2skǫ
1
4 ≤ 23sk .
Because of (4) there is some k ≥ 1 such that for any s ∈ (0, sk),
(5.17) β∞(φ, 0, s,W ) <
1
25
√
m
,
and
(5.18) πW#
(
Tx(B(0, s) ∩ ZW (0, s2 ))
)
= g0[[BW (0,
s
2 )]] .
From Lemma 4.13 we obtain that for all s ∈ (0, sk) there is an orthogonal frame
x1(s), . . . , xn(s) ∈ X such that
(5.19) xi(s) ∈ spt(T ) , |xi(s)| = s and xi(s) ⊥ xj(s) if i 6= j .
For any r ∈ (0, sk−1) set s := 2rǫ 14 < sk. Corollary 4.15 implies that for all
but countably many r (i.e. those r with ‖T ‖(∂B(0, r)) = 0) there is some plane
Wr ∈ G(X,m) with
(5.20) β∞(‖T ‖, 0, r,Wr) < c4.15(m)ǫ
1
4(m+2) ≤ 1
25
√
m
.
More precisely, the plane Wr is spanned by the vectors xi(s), i = 1, . . . ,m, from
(5.19) and because of hypothesis (3) we can approximate xi(s) as necessary for
Corollary 4.15. In order to proceed the argument we show that
(5.21) πWr#
(
Tx(B(0, r) ∩ ZWr (0, r2 ))
)
= g0[[BWr (0,
r
2 )]] .
This is achieved with Lemma 2.7 by estimating the distance from Wr to W . Since
xi(s) ∈ spt(T ) ∩B(0, s) by (5.19), we obtain from (5.20),
|πW (xi(s))− xi(s)| = |πW⊥(xi(s))| ≤ β∞(‖T ‖, 0, s,W )s <
s
25
√
m
.
For all w ∈Wr, if we write w =
∑
i λixi(s) with |w|2 = s2
∑
i |λi|2,
|πW (w) − w| <
s
25
√
m
∑
i
|λi| ≤
|w|
25
.
Hence ‖πW − πWr‖ ≤ 15 from Lemma 2.1 and Lemma 2.7 implies together with
(5.18) that (5.21) holds for Wr if r ∈ (0, sk−1) and ‖T ‖(∂B(0, r)) = 0. Because
the inequality in (5.20) is strict, (5.20) and (5.21) hold for all r ∈ (0, sk−1). Again
from Lemma 4.13 it follows that we can find an orthogonal frame as in (5.19) for
all r ∈ (0, sk−1).
Proceeding this way we conclude by induction on k that for all r ∈ (0, s0) there
is such a plane Wr ∈ G(X,m). To obtain the estimate on the Hausdorff distance
note that for all x ∈ spt(T ) ∩B(0, r),
dist(x,Wr ∩B(0, r)) < c4.15(m)rǫ
1
4(m+2) .
On the other side, (5.21) implies that for any
x ∈Wr ∩B
(
0, r
(
1− c4.15(m)ǫ
1
4(m+2)
))
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there is an x′ ∈ spt(T ) ∩B(0, r) with |x− x′| < c4.15rǫ
1
4(m+2) . Hence
dH(spt(T ) ∩B(0, r),Wr ∩B(0, r)) < 2c4.15(m)rǫ
1
4(m+2) .

The following result shows that almost monotonic chains have neighborhoods
that are Reifenberg flat. The assumption on the almost constant densities will be
justified below in Lemma 5.11 for nearly monotonic chains if we have a discreteness
assumption onG. Moreover an almost monotonic chain is nearly monotonic because
of Lemma 4.2.
5.9. Theorem. Let T ∈ Rm(X ;G) and assume that there are x0 ∈ X, θ > 0, r0 ∈
(0, 1] with
(1) spt(∂T ) ⊂ X \B(x0, 2r0),
(2) Θm(‖T ‖, x) = Θm(‖T ‖, x0) = θ for ‖T ‖-almost every x ∈ B(x0, r0),
(3) T is almost monotonic in B(x0, r0) for some gauge ξ : (0, r0] → (0,∞).
Then for any ǫ > 0 there is a rǫ ∈ (0, r0] such that for all x ∈ spt(T ) ∩ B(x0, rǫ)
and all r ∈ (0, rǫ] there is a plane W ∈ G(X,m) and gx ∈ G with the properties,
excm(‖T ‖, x, rǫ) ≤ θǫ ,
dH
(
spt(T ) ∩B(x, r), (x +W ) ∩B(x, r)
)
≤ rǫ ,
πW#
(
Tx(B(x, r) ∩ ZW (πW (x), r2 )
)
= gx[[BW (πW (x),
r
2 )]] ,
and ‖gx‖ = θ. Further, for any x ∈ spt(T ) ∩ B(x0, rǫ) and r ∈ (0, rǫ] there is an
orthogonal frame x1, . . . , xm with |xi| = r and x+ xi ∈ spt(T ).
Proof. Fix some ǫ > 0 with
ǫ ≤ 1
2m+7
min
{
1
81
,
1
(25
√
mc4.15(m))
4(m+2)
}
.
The finite Borel measure φ := θ−1‖T ‖ is almost monotonic inB(x0, r0) with respect
to the same gauge as ‖T ‖. From Lemma 4.2 it follows that excm∗ (‖T ‖, x, r) ≤
c4.2ξ(r) for all x ∈ B(x0, r0) and 0 < r ≤ r0. Since Θm(φ, x0) = 1 there is a
r1 ∈ (0, r06 ] such that
max{θ−1c4.2ξ(6r1), excm(φ, x0, 6r1)} ≤ ǫ .
According to Lemma 5.7, any x ∈ B(x0, 3r1ǫ) with Θm(φ, x) = 1 satisfies
excm(φ, x, 3r1) ≤ excm(φ, x0, 6r1) + 2m+6 max{ǫ, ǫ} ≤ 2m+7ǫ
≤ min
{
1
81
,
1
(25
√
mc4.15(m))
4(m+2)
}
.(5.22)
Let r2 :=
1
16 (r1ǫ)
2, respectively, 4
√
r2 ≤ r1ǫ. Since c4.2ξ(6r1) ≤ θ2 , it follows from
Lemma 4.3, that ‖T ‖ is Ahlfors-regular in U(x0, 6r1) and hence tangent planes for
T exist for ‖T ‖-a.e. x ∈ U(x0, 6r1) by Lemma 2.6. Consider a point x ∈ B(x0, r2)
with Θm(‖T ‖, x) = θ at which such a tangent plane exists. Note that B(x, 2r1ǫ) ⊂
B(x0, 3r1ǫ) and max{excm∗(φ, y, r), excm∗ (φ, z, r)} ≤ 2m+7ǫ if 0 < 4
√
r ≤ r1ǫ,
y ∈ B(x, 2r1ǫ) and z ∈ B(x, 2r1ǫ) with Θm(φ, x) = 1. From Lemma 5.8 and (5.22)
we obtain that for any 0 < r < r2 there is a plane Wx,r ∈ G(X,m) such that,
(5.23) dH(spt(T ) ∩B(x, r),Wx,r ∩B(x, r)) < 2c4.15(m)r
(
2m+7ǫ
)
1
4(m+2) ≤ 2r
25
.
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and
(5.24) πWx,r#
(
Tx(B(x, r) ∩ ZWx,r (πWx,r (x), r2 )
)
= gx[[BWx,r (x,
r
2 )]] .
with ‖gx‖ = θ. Moreover, there is an orthogonal frame centered at x for all scales
0 < r < r2 as described in the theorem. The set of those points x ∈ spt(T ) ∩
U(x0, r2) at which tangent planes exist and Θ
m(‖T ‖, x) = θ is dense. Thus for all
x ∈ U(x0, r2) ∩ spt(T ) and all 0 < r < r2 there is a Wx,r ∈ G(X,m) such that
(5.23) holds as well as (5.24) for some gx,r ∈ G with ‖gx,r‖ = θ. gx,r does not
depend on r because of Corollary 2.4 and Lemma 2.7. Lemma 4.3 and Lemma 4.2
imply that spt(T )∩B(x, r) is compact if x ∈ U(x0, r2) and r is small enough. Thus
the statement about the orthogonal frames holds for all points in spt(T )∩U(x0, r2).
Let x ∈ spt(T ) ∩U(x0, r2) and xi be a sequence in U(x0, r2) with Θm(‖T ‖, x) = θ
that converges to x0. Let 0 < r < 3r1 and λ > 1 with λr < 3r1. Applying (5.22)
to the sequence xi,
‖T ‖(B(x, r))
α(m)rm
− θ ≤ lim sup
i→∞
‖T ‖(B(xi, λr))
α(m)rm
− θ
≤ lim sup
i→∞
∣
∣
∣
∣
‖T ‖(B(xi, λr))
α(m)(λr)m
− θ
∣
∣
∣
∣
λm + |θλm − θ|
≤ excm(‖T ‖, x, 3r1) + (λm − 1)θ
≤ θ2m+7ǫλm + (λm − 1)θ .
Similarly we obtain a lower bound of −θ2m+7ǫλ−m+(λ−m− 1)θ. Taking the limit
for λ ↓ 1, it follows that excm(‖T ‖, x, r) ≤ θ2m+8ǫ for all x ∈ spt(T ) ∩U(x0, r2)
and 0 < r < 3r1. This concludes the proof. 
5.3. Main regularity results. Combining Theorem 5.9, Lemma 4.2, Lemma 5.1,
Proposition 5.4, Lemma 5.5 and Lemma 5.6 we obtain.
5.10. Proposition. Assume that T ∈ Rm(X ;G), x0 ∈ spt(T ) and r0 > 0 satisfy:
(1) spt(∂T ) ⊂ X \B(x0, 2r0).
(2) T is (M, ξ, r0)-minimal in B(x0, r0) for a continuous gauge ξ with Ξ(δ) =
m
∫ r0
0
ξ(s)
s ds <∞.
(3) Θm(‖T ‖, x) = Θm(‖T ‖, x0) = θ for ‖T ‖-almost every x ∈ B(x0, r0).
(4) Set λ0 := 4
√
λ3.18. Assume that (1 + ξ(r0))λ0 ≤ 1, exp(Ξ(r0)) ≤ 2 and
s 7→ ξ(s)sα is decreasing for some α ≤ m 1−λ0λ0 .
Then there are constants r1 > 0 and c5.10(m, r0,Ξ(r0), θ,M(T )) > 0 such that for
all 0 < r ≤ r1,
exp(Ξ(r))
‖T ‖(B(x, r))
α(m)rm
− θ is increasing in r if x ∈ U(x0, r1) ,
excm∗ (‖T ‖, x, r) ≤ c5.10 Ξ(r) , if x ∈ U(x0, r1) ,
exp(Ξ(r))
‖T ‖(B(x, r))
α(m)rm
− θ ≤ c5.10 Ξ(r) , if x ∈ spt(T ) ∩U(x0, r1) ,
excm∗(‖T ‖, x, r) ≤ c5.10 Ξ(r) , if x ∈ spt(T ) ∩U(x0, r1) .
In particular Θm(‖T ‖, x) = θ for all x ∈ spt(T ) ∩U(x0, r1).
Proof. From Lemma 5.1 it follows that T is almost monotonic in B(x0, r0) with
gauge Ξ : (0, r0] → R+. From Lemma 4.2 it follows that ‖T ‖ is nearly monotonic in
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B(x0, r0) with some gauge c∗ Ξ where c∗ := c4.2(m, r0,Ξ(r0),M(T )). This shows
the first two conclusions.
From Theorem 5.9 it follows that for any 0 < ǫ < 1 there is a scale 0 < rǫ ≤ r02
such that for all x ∈ spt(T )∩B(x0, rǫ) and 0 < r ≤ rǫ there is a plane W =Wx,r ∈
G(X,m) and gx ∈ G with ‖gx‖ = θ and
excm(‖T ‖, x, 2rǫ) ≤ θǫ ,
dH(spt(T ) ∩B(x, 2r), (x +W ) ∩B(x, 2r)) ≤ rǫ ,
πW# (Tx(B(πW (x), 2r) ∩ ZW (πW (x), r)) = gx[[BW (πW (x), r)]] .
In order to apply Proposition 5.4 we need to check that T has small cylindrical
excess over W . But this is rather simple using the two properties above. Let
x ∈ B(0, rǫ). For simplicity we translate the chain to the origin T ′ := τ−x#T ,
where τ−x(y) = y − x. Then for any y ∈ spt(T ′) ∩B(0, 2r) ∩ ZW (0, r) there holds
|y| ≤ r + rǫ and thus
spt(T ′) ∩B(0, 2r) ∩ ZW (0, r) ⊂ B (0, r (1 + ǫ)) .
Therefore,
1
α(m)rm
Exc(T ′xB(0, 2r), 0, r,W )
=
1
α(m)rm
(‖T ′‖(B(0, 2r) ∩ ZW (r)) − θα(m)rm)
≤ 1
α(m)rm
(‖T ′‖(B (0, r (1 + ǫ)))− θα(m)rm)
=
‖T ′‖(B (0, r (1 + ǫ)))
α(m)(1 + ǫ)mrm
(1 + ǫ)m − θ
≤ (θ + excm(‖T ′‖, 0, 2rǫ))(1 + ǫ)m − θ
≤ (θ + ǫθ)(1 + 2mǫ)− θ
≤ θ(2m + 2mǫ+ 1)ǫ .
So if ǫ is small enough we can apply Proposition 5.4. It follows that for all x ∈
B(x0, rǫ) with Θ
m(‖T ‖, x) = θ and for almost all 0 < r ≤ rǫ,
fx(r) ≤ (1 + ξ(r))
r
m
(
λf ′x(r) + (1− λ)θα(m)mrm−1
)
,
where fx(r) := ‖T ‖(B(x, r)) and 0 < λ := λ3.18 < 1. Note that (4) implies that
(1 + ξ(r0))
√
λ3.18 ≤ λ0 = 4
√
λ3.18. Hence with the help of Lemma 5.6 we can
apply Lemma 5.5 and obtain
fx(r)
α(m)rm
− θ ≤ exp(Ξ(r)) fx(r)
α(m)rm
− θ ≤ c∗ Ξ(r) ,
for all 0 < r ≤ rǫ and some c∗ = c∗(m, r0,Ξ(r0), θ,M(T )). Accordingly,
excm∗(‖T ‖, x, r) ≤ (c∗ + c∗)Ξ(r) if x ∈ B(x0, rǫ) satisfies Θm(‖T ‖, x) = θ and
0 < r ≤ rǫ.
Now assume that x ∈ spt(T )∩U(x0, rǫ) and let 0 < r < rǫ. Let xk be a sequence
in B(x0, rǫ) with |xk − x| = rδk → 0 and Θm(‖T ‖, xk) = θ for all k. Since Ξ is
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continuous,
c∗Ξ(r) ≥ ‖T ‖(B(x, r))
α(m)rm
− θ = (1 + δk)m
‖T ‖(B(x, r))
α(m)rm(1 + δk)m
− θ
≤ (1 + δk)m
‖T ‖(B(xk, r(1 + δk)))
α(m)rm(1 + δk)m
− θ
≤ (1 + δk)m (c∗Ξ(r(1 + δk)) + θ)− θ
→ c∗Ξ(r) ,
for k → ∞. Hence Θm(‖T ‖, x) = θ for all x ∈ spt(T ) ∩ U(x0, rǫ) and we ob-
tain the third conclusion. If 0 < r ≤ s < rǫ are such that (α(m)sm)−1fx(s) ≥
(α(m)rm)−1fx(r), then
‖T ‖(B(x, s))
α(m)sm
− ‖T ‖(B(x, r))
α(m)rm
=
(‖T ‖(B(x, s))
α(m)sm
− θ
)
−
(‖T ‖(B(x, r))
α(m)rm
− θ
)
≤ c∗Ξ(s) + c∗Ξ(r) ≤ (c∗ + c∗)Ξ(s) .

Before we can apply Proposition 5.10 we need to find an open set in spt(T ) \
spt(∂T ) where the densities are almost constant. This is possible assuming the
normed Abelian group (G, ‖ · ‖) is such that {‖g‖ : g ∈ G} is a discrete and closed
subset of R, or equivalently that
δL(G) := inf{|‖g‖ − ‖h‖| : g 6= h, ‖g‖, ‖h‖ ≤ L} > 0
for all L > 0.
5.11. Lemma. Let X be a Hilbert space, (G, ‖ · ‖) be a normed Abelian group such
that {‖g‖ : g ∈ G} is discrete, and T ∈ Rm(X ;G) be a rectifiable G-chain that is
nearly monotonic in an open set U ⊂ X \ spt(∂T ). Then there is a dense open
subset Ud of spt(T ) ∩ U with the property that the map x 7→ Θm(‖T ‖, x) is locally
‖T ‖-almost constant on Ud. Moreover, if g 7→ ‖g‖ is constant on G \ {0G}, then
x 7→ Θm(‖T ‖, x) is ‖T ‖-almost constant on U .
Proof. Without loss of generality we can assume that ‖T ‖(U) > 0, otherwise
spt(T )∩U = ∅. It follows from Lemma 4.1 that Θm(‖T ‖, x) exists for all x ∈ U and
the function x 7→ Θm(‖T ‖, x) is upper semicontinuous on U . Let A be the subset
of those x ∈ U for which Θm(‖T ‖, x) = ‖g(x)‖ > 0, where g : X → G is some
H m-measurable G-orientation representing T . The set A satisfies ‖T ‖(U \A) = 0
as we have seen in Subsection 2.3. For L := 2 · essinf‖T‖{‖g(z)‖ : z ∈ A} > 0 it
holds that 0 < δL(G) ≤ essinf‖T‖{‖g(z)‖ : z ∈ A} by the discreteness assumption
on G. Now fix some point x ∈ A with
‖g(x)‖ < δL(G)/2 + essinf‖T‖{‖g(z)‖ : z ∈ A} .
Because x 7→ ‖g(x)‖ is upper semicontinuous on A, there is some r > 0 such that
B(x, r) ⊂ U and for ‖T ‖-a.e. y ∈ B(x, r) ∩ A,
essinf‖T‖{‖g(z)‖ : z ∈ A} ≤ ‖g(y)‖ < ‖g(x)‖ + δL(G)/2
< δL(G) + essinf‖T‖{‖g(z)‖ : z ∈ A} .
Hence for ‖T ‖-a.e. y ∈ B(x, r),
Θm(‖T ‖, y) = ‖g(y)‖ = essinf‖T‖{‖g(z)‖ : z ∈ A} .
PARTIAL REGULARITY OF ALMOST MINIMIZING G CHAINS 87
This shows that Θm(‖T ‖, y) is equal to some constant θ > 0 for ‖T ‖-a.e. y ∈ B(x, r).
The same argument shows that for any open subset U ′ ⊂ U with ‖T ‖(U ′) > 0 we
can find an open subset V ′ ⊂ U ′ with ‖T ‖(V ′) > 0 on which x 7→ Θm(‖T ‖, x) is
constant. This shows the first statement. If we further assume that ‖g‖ = θ > 0 for
all g 6= 0G, then obviously Θm(‖T ‖, x) = ‖g(x)‖ = θ for ‖T ‖-almost every x ∈ U .
Hence we can take Ud = U . 
This assumption on the group is indeed a necessary one in order to obtain points
of almost constant densities as we will see in Example 6.1. The following lemma is a
standard result for representing sets as graphs. We say that a map f : U ⊂ Rm → X
is of class C1,ξ for some gauge ξ if there is a constant C > 0 such that for all x, y ∈ U
there is a linear map Dfx : R
m → X such that
|f(y)− f(x)−Dfx(y − x)| ≤ C|x− y|ξ(C|x − y|) .
5.12. Lemma. Let S ⊂ X be a closed set with 0 ∈ S and assume that r0 > 0 and
η : (0, 2r0] → R+ is a gauge with the following properties:
(1) For all x ∈ B(0, r0) and all 0 < r ≤ r0 there is a plane Wx,r ∈ G(X,m)
with
dH(S ∩B(x, r), (x +Wx,r) ∩B(x, r)) ≤ rη(r) .
(2) For W :=W0,r0 assume that πW (S ∩B(0, r04 ) ∩ ZW (0, r08 )) = BW (0, r08 ).
(3)
∫ 2r0
0
η(r)
r dr ≤ 1120 .
(4) r 7→ η(r)r is decreasing.
Set η̂(r) :=
∫ r
0
η(s)
s ds. Then there is a unique map f : BW (0,
r0
8 ) → W⊥0 with
graph(f) = S ∩B(0, r04 ) ∩ ZW (0, r08 ) and f is of class C1,η̂.
Proof. Recall that for the distance on G(X,m) there holds ‖πV1 − πV2‖ =
dH(BV1(0, 1),BV2(0, 1)) as observed in Lemma 2.1. Since r 7→ η(r)r is assumed
to be decreasing,
(5.25) η̂(r) =
∫ r
0
η(s)
s
ds ≥
∫ r
0
η(r)
r
ds = η(r) .
Fix a point x ∈ S ∩B(0, r0) and some 0 < r ≤ r0. Comparing the planes Wx,r and
Wx,r/2 it follows from Corollary 2.4 and η(r/2) ≤ η(r) that
(5.26)
∥
∥πWx,r − πWx,r/2
∥
∥ ≤ η(r)(2 + r(r/2)−1) = 4η(r) .
Similarly, it follows from Lemma 2.5 and η(r) ≤ η(r0) ≤ 14 that for x, y ∈ S ∩
B(0, r0) and 0 < r ≤ r0 with |x− y| ≤ r/2,
(5.27)
∥
∥πWx,r − πWy,r
∥
∥ ≤ 24η(r) .
To see this let λ = 12 , ǫ = η(r) ≤ 14 and ν = 4 in the setting of Lemma 2.5. Let
rk := 2
−kr0. It follows from (5.26) and hypothesis (4) that for 0 ≤ k ≤ l,
∥
∥πWx,rk − πWx,rl
∥
∥ ≤
∑
i≥k
∥
∥πWx,ri − πWx,ri+1
∥
∥ ≤ 4
∑
i≥k
η(ri)
= 4
∑
i≥k
∫ 2ri
ri
η(ri)
ri
≤ 4
∫ 2rk
0
η(r)
r
dr = 4η̂(2rk) .(5.28)
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Because the Grassmannian G(X,m) is complete, there is for any x ∈ S ∩B(x0, r0)
a plane Wx = limk→∞Wx,k. Moreover, if x, y ∈ S ∩ B(0, r0) and k ≥ 1 are such
that |x− y| ≤ rk/2, then with (5.25), (5.27) and (5.28),
∥
∥πWx − πWy
∥
∥ ≤
∥
∥πWx,rk − πWx
∥
∥+
∥
∥πWx,rk − πWy,rk
∥
∥+
∥
∥πWy,rk − πWy
∥
∥
≤ 24η(rk) + 8η̂(2rk) ≤ 32η̂(2rk) .(5.29)
With (5.28) and hypothesis (1),
dH(S ∩B(x, rk),(x+Wx) ∩B(x, rk))
≤ dH(S ∩B(x, rk), (x+Wx,rk) ∩B(x, rk))
+ dH((x+Wx,k) ∩B(x, rk), (x +Wx) ∩B(x, rk))
≤ rkη(rk) + rk
∥
∥πWx,rk − πWx
∥
∥
≤ 5rkη̂(2rk) .(5.30)
Further, if |x| ≤ r0/2, then with (5.25), (5.27), (5.28) and hypothesis (3),
∥
∥πW − πWx,rk
∥
∥ ≤
∥
∥πW0,r0 − πWx,r0
∥
∥+
∥
∥πWx,r0 − πWx,rk
∥
∥
≤ 24η(r0) + 4η̂(2r0) ≤ 30η(2r0)
≤ 1
4
.(5.31)
So let x, y ∈ S∩B(0, r0/4) and k ≥ 1 such that rk+1 < |x−y| ≤ rk. By assumption
there is a v ∈Wx,rk with |x+ v − y| ≤ rkη(rk). Because of (5.31),
∣
∣πW (x− y)
∣
∣ ≥
∣
∣πWx,rk (v)
∣
∣ −
∣
∣πWx,rk (x+ v − y)
∣
∣−
∥
∥πW − πWx,rk
∥
∥|x− y|
≥ |v| − rkη(rk)− 14 |x− y|
≥ 34 |x− y| − 2rkη(r0)
≥ 34 |x− y| − 4η̂(2r0)|x− y|
≥ 1√
2
∣
∣x− y
∣
∣ .
Together with hypothesis (2) this shows that πW : S ∩B(0, r0/4)∩ZW (0, r0/8)) →
BW (0, r0/8) is a bi-Lipschitz map. Let f : BW (0, r0/4) → W⊥ be the map
that represents S ∩ B(0, r0/4) ∩ ZW (0, r0/8)) as a graph over BW (0, r0/8). Since√
2|πW (x − y)| ≥ |x − y| for x, y ∈ S ∩ B(0, r0/4), we can estimate the Lipschitz
constant by Lip(f) ≤ 1. (5.31) also implies that for v ∈Wx,
∣
∣πW (v)
∣
∣ ≥ |v| − 14 |v| ≥ 1√2
∣
∣v
∣
∣ .
This shows that πW :Wx →W is injective and there is a linear map Lx :W →W⊥
with ‖Lx‖ ≤ 1 which represents Wx as a graph over W .
Let w,w′ ∈ BW (0, r0/8) with rk+1 < |w − w′| ≤ rk for some k ≥ 2 and set
x := w + f(w), x′ := w′ + f(w′) ∈ S. Since f is 1-Lipschitz,
rk+1 ≤ |w − w′| ≤ |x− x′| ≤ |w − w′|+ |f(w)− f(w′)| ≤ 2|w − w′| ≤ rk−1 .
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In particular x, x′ ∈ S ∩ B(0, r0/4) and by (5.30) there is some v ∈ Wx with
|x+ v − x′| ≤ 5rk−1η̂(2rk−1). Because πW⊥(v) = Lx(πW (v)), we conclude
|f(w′)− f(w)− Lx(w′ − w)| ≤ |f(w′)− f(w) − πW⊥(v)|+ |Lx(πW (v) + w − w′)|
= |πW⊥(x′ − x− v)|+ |Lx(πW (v + x− x′))|
≤ 2|x′ − x− v| ≤ 10rk−1η̂(2rk−1)
≤ 40|w − w′|η̂(8|w − w′|) .
This shows the result. 
Note that if η(r) = crα for some 0 < α ≤ 1, then η̂(r) = cαrα and hypothesis
(4) is satisfied because of Lemma 5.6(2). Combining Proposition 5.10, Lemma 5.11
and Lemma 5.12 we obtain our main regularity result.
5.13. Theorem. Let X be a Hilbert space with dim(X) > m ≥ 1 and let (G, ‖ · ‖)
be a normed Abelian group such that {‖g‖ : g ∈ G} is discrete. There is a constant
0 < α0 < 1 with the following property. Let T ∈ Rm(X ;G) and U ⊂ X \ spt(T ) be
an open set. Assume that T is (M, ξ, δ)-minimal in U for some gauge ξ(r) = crα,
where α > 0. Then there is an open dense subset Ureg of spt(T ) ∩ U that is a
C1,β-submanifold of X with
β :=
min{α0, α}
8(m+ 2)
.
Moreover, if g 7→ ‖g‖ is constant on G \ {0G}, then
H
m(spt(T ) ∩ U \ Ureg) = ‖T ‖(U \ Ureg) = 0 .
Proof. We can assume that δ ≤ 1, and hence T is almost minimal with respect to
the gauge r 7→ crmin{α0,α}, where α0 := m
1− 4
√
λ3.18
4
√
λ3.18
< 1. By restricting to the
smaller of the two values we can further assume that α ≤ α0. As before we define
Ξ(r) := m
∫ r
0
ξ(s)
s ds =
m
α r
α.
Without loss of generality we can assume that spt(T )∩U 6= ∅ and by exhaustion
we may also assume that dist(U, spt(∂T )) > 0. Due to Lemma 5.2 and Lemma 4.2,
T is nearly monotonic in U . Because of Lemma 5.11 there is a dense open set Ud of
spt(T ) ∩ U that has locally ‖T ‖-almost constant densities. With Proposition 5.10
and Lemma 5.6 we deduce that for ‖T ‖-a.e. x0 ∈ Ud there are c′, r1 > 0 such that
excm∗ (‖T ‖, x, r) ≤ c′rα , if x ∈ U(x0, r1) ,
excm∗(‖T ‖, x, r) ≤ c′rα , if x ∈ spt(T ) ∩U(x0, r1) .
The assumption α ≤ α0 is needed for Proposition 5.10. With Theorem 5.9 we can
further assume that r1 is small enough such that we have orthogonal frames in the
support of T around all points x ∈ spt(T )∩U(x0, r1) and for all scales 0 < r < r1.
Let us assume that Θm(‖T ‖, x) = θ > 0 for ‖T ‖-a.e. x ∈ U(x0, r1). Applying
the moments computations we obtain from Proposition 4.14 that there is a scale
0 < r2 ≤ r1 and c′′ > 0 such that for all x ∈ spt(T )∩U(x0, r2) with Θm(‖T ‖, x) = θ
and all 0 < r < r2 there is a plane W ∈ G(X,m) with
β∞(‖T ‖, x, r,W ) < c4.14 max
{
8
√
2r, 4
√
Ξ
(
2
√
2r
)
}
1
m+2
≤ c′′rβ ,
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and further if r2 is small enough, Theorem 5.9 and Lemma 2.7 imply that
(5.32) πW#
(
Tx(B(x, r) ∩ ZW (πW (x), r2 )
)
= gx[[BW (πW (x),
r
2 )]] ,
for some gx ∈ G with ‖gx‖ = θ. As in the last part of the proof of Lemma 5.8 we
obtain that
(5.33) dH(spt(T ) ∩B(x, r), (x +W ) ∩B(x, r)) < 2c′′r1+β .
These points x are dense spt(T )∩U(x0, r2) and as in the proof of Theorem 5.9 we
conclude that for all x ∈ spt(T ) ∩U(x0, r2) and 0 < r < r2 there is a plane with
(5.32) and (5.33). If W is such a plane at x0 and scale 0 < r < r2, the constancy
theorem implies further that that πW : spt(T ) ∩ B(x0, r) ∩ ZW (πW (x0), r2 ) →
BW (πW (x0),
r
2 ) is surjective. This allows to apply Lemma 5.12 and we see that
spt(T ) ∩ U(x0, r) is a C1,β-submanifold of X if r is small enough. Let Ureg be
the set of points in spt(T ) ∩ U with a relatively open neighborhood which is a
C1,β-submanifold of X . The observations above show that any x0 ∈ Ud with
Θm(‖T ‖, x0) = θ is contained in Ud. Hence ‖T ‖(Ud\Ureg) = 0 and since spt(T )∩Ud
is dense in spt(T )∩U , Ureg is dense in spt(T )∩U . In case g 7→ ‖g‖ = θ is constant
on G \ {0G}, the set of points x0 ∈ spt(T ) ∩ Ud with Θm(‖T ‖, x0) = θ forms a set
of full ‖T ‖-measure, hence ‖T ‖(X \ Ureg) = 0 because ‖T ‖(X \ Ud) = 0. 
This theorem can be formulated for other gauge functions ξ. If we assume that
ξ is a continuous gauge such that:
(1) r 7→ ξ(r)rα is decreasing, where α ≤ α0 := min{m
1− 4
√
λ3.18
4
√
λ3.18
, 18(m+2)};
(2) Ξ(r) := m
∫ r
0
ξ(s)
s ds <∞ for all r;
(3) η̂(r) :=
∫ r
0
η(s)
s ds <∞ for all r where η(r) := Ξ (2
√
r)
1
4(m+2) .
Under the same assumptions as in the theorem above we obtain a C1,η̂ regularity
result.
By hypothesis (1) and Lemma 5.6 there is some constant c > 0 such that
Ξ(r) ≥ mξ(r) ≥ ξ(r) ≥ cr 18(m+2) ,
for all small r > 0. Hence
η(r) ≥ max{1, c}max
{
8
√
r, 4
√
Ξ
(
2
√
r
)
}
1
m+2
.
In order to establish the technical assumption (4) in Lemma 5.12, note that,
∂r
η(r)
r
= − 1
r2
Ξ
(
2
√
r
)
1
4(m+2) +
1
r
1
4(m+ 2)
Ξ
(
2
√
r
)
1
4(m+2)−1 m
2
√
r
ξ(2
√
r)
1√
r
≤ −m
1
4(m+2)
r2
ξ
(
2
√
r
)
1
4(m+2) +
1
r2
m
1
4(m+2)
4(m+ 2)
ξ
(
2
√
r
)
1
4(m+2)
−1
ξ(2
√
r)
=
m
1
4(m+2)
r2
ξ(2
√
r)
1
4(m+2)
(
1
4(m+ 2)
− 1
)
≤ 0 .
This shows that r 7→ η(r)r is decreasing and with the help of Lemma 5.5, Lemma 5.6
and Lemma 5.12, the regularity result follows as in the proof of Theorem 5.13.
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6. Examples and Counterexamples
In this section we give examples indicating the sharpness of our results. In the
example below we show that in case {‖g‖ : g ∈ G} is not discrete, there is in general
no uniform lower density bound and mass minimizing G-chains may have no point
of regularity.
6.1. Example (Discreteness of the group). Let G = (Z/2Z)∞ be the Abelian group
with coordinatewise addition in Z/2Z and norm
‖(a1, a2, a3, . . . )‖ :=
∞
∑
i=1
1
3i
|ai| ,
where |1Z/2Z| = 1 and |0Z/2Z| = 0. As a metric space (G, ‖ · ‖) is bi-Lipschitz
equivalent to the standard Cantor set and therefore totally disconnected but not
discrete. Let gi ∈ G be the sequence (a1, a2, a3, . . . ) with ai = 1 and aj = 0 for
j 6= i. Let {pi}i≥1 ⊂ [0, 1] be a countable dense subset and consider the G-chain
T =
∑
i
gi[[(0, pi), (1, pi)]] ∈ R1(R2;G) .
Let π(x, y) = x be the projection onto the first coordinate. A straightforward
calculation shows that for g = (1, 1, . . . ),
M(π#T ) = M(g[[(0, 0), (1, 0)]]) = ‖g‖ =
∑
i≥1
‖gi‖
=
∑
i≥1
M(gi[[(0, pi), (1, pi)]]) = M(T ) .
The constancy theorem implies that for any filling S ∈ R1(R2;G) of ∂T there holds
π#S = g[[(0, 0), (1, 0)]] and since π is 1-Lipschitz,
M(T ) = M(π#T ) = M(π#S) ≤ M(S) .
Thus T is a mass minimizing filling of ∂T , but spt(T ) = [0, 1]2 is not H 1-rectifiable
and in particular contains no point of regularity and no lower bound on 1-densities.
Under suitable conditions, the set of regular points of an almost minimizing chain
is a C1 submanifold. The converse is true too, even allowing for nice unions of such
submanifolds as we show in the proposition below. Let M ⊂ X be an oriented m-
dimensional submanifold of regularity C1 possibly with boundary. At any x ∈ M
there is a tangent plane Tan(M,x) ∈ G(X,m). Since M is oriented, there is a
unique choice of orientation for Tan(M,x) such that πTan(M,x) : M ∩ B(0, r) →
Tan(M,x) is an orientation preserving homeomorphism onto its image for all small
enough r.
6.2. Proposition. Let 0 < α ≤ 1 and M1, . . . ,Mk ⊂ X be compact oriented m-
dimensional submanifolds in X of regularity C1,α. Let T := [[M1]] + · · · + [[Mk]] ∈
Rm(X ;Z). Further assume that there are C, δ > 0 such that:
(1) If x ∈Mi and y ∈Mj for some i, j, then
∥
∥πTan(Mi,x) − πTan(Mj ,y)
∥
∥ ≤ C|x− y|α .
(2) If x ∈ Mi, y ∈ Mj and |x − y| ≤ δ for some i, j, then the orthogonal
projection from Tan(Mj , y) to Tan(Mi, x) is orientation preserving.
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Then there are constants C′, δ′ > 0 such that T is (M, ξ, δ′)-minimal with ξ(t) :=
C′t2α.
Note that if we consider only one submanifold, then these two conditions are
trivially satisfied. See [11, Lemma 2.2.3] for two different characterizations of C1,α
manifolds in Rn which easily generalize to Hilbert spaces.
Proof. Since all theMi are Hölder regular and compact there are constants C1, δ1 >
0 with the following property: If x ∈Mi \ ∂Mi for some i and W ∈ G(X,m) is an
m plane with dW,i,x := ‖πTan(Mi,x) − πW ‖ ≤ δ1, then
(1) for all r > 0 with Crα ≤ δ1, the orthogonal projection πW :Mi∩B(x, r) →
BW,i,x,r ⊂W is a homeomorphism onto a neighborhood BW,i,x,r of πW (x)
in W .
(2) If w : BW,i,x,r →W⊥ is the map with the defining property w+w(w) ∈M
in case w ∈ UW,i,x,r, then
sup
w∈BW,i,x,r
‖Dww‖ ≤ C1(dW,i,x + rα) .
For (2) compare with the proof of Lemma 5.12 or [11, Lemma 2.2.3]. If we assume
that W satisfies dW,i,x = ‖πTan(Mi,x) − πW ‖ ≤ Crα ≤ δ1, then there is a constant
C2 > 0 such that for all w ∈ BW,i,x,r,
(Jww)2 = ‖Dww‖2HS +
∑
#K≥2
det((Dw∗wDww)K) ≤ C2r2α .
See (2.5) and (2.6). Hence
(1 + (Jww)2)
1
2 ≤ (1 + C2r2α)
1
2 ≤ 1 + C2r2α .
Because πW : Mi ∩ B(x, r) → BW,i,x,r ⊂ W is a homeomorphism by (1), the
cylindrical excess of a compact subset A ⊂Mi∩B(x, r) over the planeW estimates
as
0 ≤ H m(A)− H m(πW (A)) =
∫
πW (A)
(1 + (Jww)2)
1
2 − 1 dw
≤ C2
∫
πW (A)
r2α dw
= C2r
2α
H
m(πW (A)) .(6.1)
Let 0 < δ2 ≤ 12δ be small enough such that C(2δ2)α ≤ δ1 and consider some
scale 0 < r ≤ δ2 and some x ∈ X . Note that by the compatibility of orientations,
spt(∂T ) = ∂M1 ∪ · · · ∪ ∂Mk. Assume that B(x, r) intersects Mi(1), . . . ,Mi(l) in a
set of positive measure and fix some points xj ∈ Aj := Mi(j) ∩B(x, r) \ ∂Mi(j) as
well as W := Tan(Mi(1), x1). Since 2r ≤ δ, for all j = 1, . . . , l there holds,
‖πTan(Mi(j),xj) − πW ‖ ≤ C|x1 − xj |α ≤ C(2r)α ≤ δ2 .
Because Aj ⊂Mi(j) ∩B(xj , 2r) it follows from (6.1) that
H
m(Aj) ≤ (1 + C2(2r)2α)H m(πW (Aj)) = (1 + C3r2α)H m(πW (Aj)) ,
for C3 := 4C2. With the hypothesis on the orientation and relative position of the
submanifolds, M(T ) = M([[M1]]) + · · ·+M([[Mk]]). More precisely, at every point
where two submanifolds meet, they have the same tangent plane with compatible
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orientations and thus their multiplicities do not cancel. Since all the projections
πW : Aj →W are injective and orientation preserving,
M(TxB(x, r)) = M([[A1]]) + · · ·+M([[Al]])
≤ (1 + C3r2α)M(πW#[[A1]]) + · · ·+ (1 + C3r2α)M(πW#[[Al]])
= (1 + C3r
2α)M(πW#(TxB(x, r))) .
Let S ∈ Rm(X ;Z) with spt(S) ⊂ B(x, r) and ∂S = 0. The constancy theorem
implies πW#S = 0 and hence
M(TxB(x, r)) ≤ (1 + C3r2α)M(πW#(TxB(x, r)))
= (1 + C3r
2α)M(πW#(TxB(x, r) + S))
≤ (1 + C3r2α)M(TxB(x, r) + S) .
This shows that T is almost minimizing. 
The following example illustrates the proposition above showing that if G = Z,
then the set of regular points of an almost minimizing rectifiable G-chain is in
general not of full measure. The same construction also works for an arbitrary
normed Abelian group G if there are g1, g2 ∈ G\{0G} with ‖g1‖+‖g2‖ = ‖g1+g2‖.
6.3. Example (Size of the regular set). Let C ⊂ [0, 1] be a topological Cantor
set with H 1(C) > 0 and {0, 1} ⊂ C. Let γ : R → R be a smooth function with
γ(t) > 0 for |t| < 1 and γ(t) = 0 for |t| ≥ 1. We could for example take
γ(t) :=
{
exp(−1/(1− t2)) if |t| < 1 ,
0 if |t| ≥ 1 .
Fix an enumeration Ui of the connected components of [0, 1] \C. Since {0, 1} ⊂ C
each Ui is of the form (ai− bi, ai+ bi) for some 0 < ai, bi < 1. We define γi : R → R
by γi(t) := ciγ(b
−1
i (t − ai)) for some ci > 0 such that |Dkγi| ≤ 2−i for all k ≤ i.
Set f : R → R to be the sum f :=∑i γi. Then the partial sums
∑
iD
kγi converge
uniformly for all k and hence f is smooth and satisfies f(t) = 0 for t ∈ C and
f(t) > 0 for t ∈ [0, 1] \ C.
Consider
T := (idR × 0)#[[0, 1]] + (idR × f)#[[0, 1]] ∈ R1(R2;Z) .
Clearly, ∂T = (g1 + g2)([[1]] − [[0]]) and the set C is the complement of the set of
regular points. Since ‖T ‖(C) = 2H 1(C) > 0, the set of regular points doesn’t have
full measure. It remains to check that T is almost minimizing. Since f ∈ C2 has
compact support, there is a constant L > 0 such that for all x, y ∈ R,
|f(y)− f(x)− f ′(x)(y − x)| ≤ L|y − x|2 .
Assume that f ′(x)2 > 4Lf(x) for some ǫ > 0. If f ′(x) > 0 let y ∈ R be such that
x− y = f ′(x)(2L)−1, and y − x = f ′(x)(2L)−1 otherwise. We get
f(y) ≤ f(x) + f ′(x)(y − x) + L|y − x|2
< f ′(x)(4L)−1 − f ′(x)2(2L)−1 + f ′(x)2(4L)−1
= 0 .
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This contradicts f(y) ≥ 0 and hence f ′(x)2 ≤ 4Lf(x) for all x ∈ [0, 1] \ C. Let
W1 = {(t, tf ′(x)) : t ∈ R} be the tangent line at (x, f(x)) to T and W0 = {(t, 0) :
t ∈ R} the tangent line to T at (x, 0). A simple calculation shows that
‖πW0 − πW1‖ ≤ f ′(x) ≤ (4L)
1
2 f(x)
1
2 ,
and hence for all p, q ∈ spt(T ),
‖πTan(T,p) − πTan(T,q)‖ ≤ L′|p− q|
1
2 ,
for some L′ > 0. Proposition 6.2 now shows that T is almost minimizing with a
linear gauge ξ(r) = L4r. A more careful analysis shows that T is actually almost
minimizing with respect to a quadratic gauge function. But since Theorem 5.13
certainly applies to a linear gauge, this is enough to show that almost minimizing
chains can have a branching set of positive measure.
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