Abstract. In this paper we propose a generalization of the Kontsevich-Soibelman conjecture on the degeneration of Hochschild-to-cyclic spectral sequence for smooth and compact DG category. Our conjecture states identical vanishing of a certain map between bi-additive invariants of arbitrary small DG categories over a field of characteristic zero.
Introduction
It is well known ( [Ho] , [GH] ) that de Rham cohomology of a compact Kähler manifold X carries the Hodge decompositions:
where H p,q (X) = H q (X, Ω p X ). This implies the following theorem.
Theorem 1.1. ( [De] ) Let Y be a smooth projective algebraic variety over a field k of characteristic zero. Then the spectral sequence Theorem 1.1 was also proved algebraically by Deligne and Illusie [DI] , using reduction to positive characteristic and the Cartier isomorphism. It follows from the paper [Ke1] that Conjecture 1.2 in the case A = D b coh (X) is indeed equivalent to Theorem 1.1 for the variety X.
This conjecture was proved by Kaledin for DG algebras concentrated in non-negative degrees [Ka] , via the method of Delifne-Illusie.
We propose a certain generalization of Conjecture 1.2, which states identical vanishing of a certain map between bi-additive invariants of small DG categories.
In Section 3 (see (3.3)) we define for a small DG category A the boundary map
where HC −
• (A) denotes the negative cyclic homology. We put K n (A) = K n (Perf(A)) for all n ∈ Z, where we consider Waldhausen K-theory [W] . Recall that we have a functorial Chern character on K-theory with values in Hochschild homology [CT] :
This Chern character passes through HC − • (A) (see [CT] ), but we will not need this.
Conjecture 1.3. Let B and C be small DG categories over a field k of characteristic zero. We denote by ϕ n the following composition:
It is not hard to check (see Proposition 4.4) that Conjecture 1.3 implies Conjecture 1.2.
Recall a conjecture on smooth categorical compactification. Denote by Ho M (dgcat k ) the homotopy category of small DG categories over k with respect to Morita model structure [Tab] . The notion of homotopically finite DG category is defined in [TV] , Definition 2.4.
Conjecture 1.4. For any homotopically finite DG category A there exist a smooth and compact DG categorỹ
To explain why we call Conjecture 1.4 a conjecture on smooth categorical compactification, we consider the following example. Let X be a smooth algebraic variety over a field k of characteristic zero. According to theorems of Nagata [N] and Hironaka [Hi1] , [Hi2] , there exists an open embedding X ֒→X, whereX is a smooth and proper variety over k. Then we have an equivalence
(X) we have a Morita equivalence A ≃Ã/E. SinceÃ is smooth and compact, we can treat the DG categoryÃ as "smooth categorical compactification" of the DG category A.
The main result of this paper is the following theorem. The paper is organized as follows.
In Section 2 we recall some basic constructions related with DG categories and their derived categories.
Section 3 is devoted to the mixed Hochschild complex and cyclic homology. It consists mainly of definitions.
In Section 4 we first proved that Conjecture 1.3 implies Conjecture 1.2 (Proposition 4.4). Then we prove Theorem 1.5.
DG categories
We refer the reader to the papers [Ke3] , [Ke4] for a general introduction to DG categories and DG modules.
DG quotients of DG categories are introduced in the paper [Dr] . The notion of homotopically finite DG algebras and DG categories is introduced in the paper [TV] .
Fix some basic field k. All DG categories under consideration will be defined over k. Moreover, in this and other sections we put
All DG modules in this paper are right by default. If A is a small DG category, then for any DG modules
For any small DG category A we denote by I A ∈ Mod-(A ⊗ A op ) the diagonal bimodule, which is given by the formula
We also consider I A as an object of the category Mod-(A ⊗ A op ) op , via the obvious equivalence ( 2) Suppose that a DG functor F : A → A ′ induces a localization up to direct summands
3) Suppose that a DG functor F :
Proof. 1) follows from [Dr] , Theorem 1.6.2.
2) follows from [E] , Proposition 3.7.
3) follows from [E] , Proposition 3.5.
Recall the notions of smoothness and compactness for DG categories.
2) compact if for any two objects X, Y ∈ Ob(A) we have
Recall the notion of (semi-orthogonal) gluing of DG categories.
Definition 2.4. Let A and B be small DG categories, and M ∈ Mod-(A ⊗ B op ) a DG bimodule. The gluing of A and B via the bimodule M is a DG category which is denoted by A ⊔ M B, and which is defined as follows.
1) The objects are defined by the equality
2) The morphisms are defined by the formula
3) The composition in A⊔ M B comes from the composition in A and B, and from the structure of A⊗B opmodule on M.
We will need the following facts about homotopically finite DG categories.
Proposition 2.5. 1) Let A and B be small DG categories-which are Morita equivalent. If A is homotopically finite, then B is also homotopically finite.
2) Let A be a smooth and compact DG category. Then A is homotopically finite.
3) Let A be a homotopically finite DG category. Then A is smooth.
4) Let A be a homotopically finite DG category, and E ∈ Ob(A) an object. Then the DG quotient A/E is also homotopically finite.
5) Let A and B be homotopically finite DG categories, and M ∈ Perf(A ⊗ B op ) a perfect bimodule. Then the gluing A ⊔ M B is also homotopically finite.
Proof. The statements 1)-3) are proved in the paper [TV] , Corollary 2.12, Corollary 2.13, Proposition 2.14.
The statements 4)-5) are proved in the paper [E] , Proposition 2.9, Proposition 4.9.
Mixed Hochschild complex
We identify homological and cohomological complexes in the standard way: if V • is a homological complex, then the corresponding cohomological complex is given by V n = V −n . The same identification takes place for graded vector spaces. The shift functor [n] is always cohomological:
Let A be a small DG category. Its Hochschild homology is defined by the formula
It follows directly from the definition that Hochschild homology is multiplicative (Künneth formula, see [L] , Section 4.3):
Bar resolution of the diagonal bimodule gives the Hochschild chain complex which is denoted by C • (A). As a graded vector space, this complex is defined by the equality
The differential is the sum of 2 components:
It will be convenient for us to use the reduced Hochschild complex, which we denote by C red • (A). As a graded vector space, this complex is given by equality
It is easy to see that the differential b on C • (A) induces a well defined differential on C red • (A), which we also denote by b. Moreover, the projection
In other words, a mixed complex is a DG module over the DG algebra k The complex (C red • (A), b) is equipped by an additional Connes-Tsygan differential [Co] , [Ts] , [FT] . This differential is denoted by B and is given by equality
where a i ∈ A(X i , X i+1 ), 0 ≤ i ≤ n, and we put X n+1 := X 0 for convenience.
It is easy to check that B 2 = 0 and bB + Bb = 0. Hence, we have a mixed complex (C red • (A), b, B). Any DG functor F : A → B between small DG categories induces a morphism of mixed Hochschild complexes which we denote by
. We also denote by F * the induced map on Hochschild homology and negative cyclic homology (see definition below). 
is a quasi-isomorphism of mixed complexes.
We will need the following observation.
Lemma 3.3. Let A, B and M be as in Definition 2.4. Then we have a natural isomorphism of mixed complexes
Proof. Indeed, let us put C := A ⊔ M B, and consider a sequence of objects X 0 , . . . , X n ∈ Ob(C), such that
Note that C(X, Y ) = 0 for X ∈ Ob(B), Y ∈ Ob(A). It follows that either X 0 , . . . , X n ∈ Ob(A), or X 0 , . . . , X n ∈ Ob(B). This implies the isomorphism (3.1).
From now on, we denote by u a formal variable of (cohomological) degree 2. For any graded vector space
For any homogeneous endomorphism of the space K • we denote by the same symbol the corresponding
Definition 3.4. Let A be a small DG category. 1) The negative cyclic complex of A is defined by the formula
Its homology is called negative cyclic homology, and is denoted by HC − • (A).
2) The cyclic complex A is defined by the formula
Its homology is called cyclic homology, and is denoted by HC • (A).
It follows directly from the definition that both HC − • (A) and HC • (A) are k[u] -modules. By the definition of negative cyclic complex, we have a short exact sequence of complexes
It gives a long exact sequence in homology, which is of the form
From now on we denote by δ the boundary map from (3.3).
Lemma 3.5. 1) Let F : A → B be a DG functor between small DG categories. Then we have commutative diagrams
and (3.5)
HH n (A)
. 2) Recall that for any small DG categories C and D we denote by ϕ n the composition
Let F 1 : A 1 → B 1 , F 2 : A 2 → B 2 be DG functors between small DG categories. Then we have a commutative diagram (3.6)
Commutativity of the diagram (3.4) is exactly the functoriality of Chern character [CT] . Commutativity of the diagram (3.5) follows from the fact that DG functor F : A → B induces a morphism of short exact sequences of complexes (3.2) for A and B. Finally, commutativity of the diagram (3.6) immediately follows from the commutativity of (3.4) and (3.5).
Generalized degeneration conjecture
From now on we assume that the basic field k is of zharacteristic zero.
The conjecture of Kontsevich and Soibelman, which was formulated in the introducton (Conjecture 1.2), admits the following reformulation. Proof. Note that the differentials in the spectral sequence
are the same as differentials in the spectral sequence
Further, degeneration of the latter spectral sequence is equivalent to the existence of a (non-canonical) isomor-
This in turn is equivalent to the existence of a k -linear section of the projection HC − • (A) → HH • (A). From the long exact sequence (3.3) we obtain that the existence of such section is equivalent to vanishing of the boundary map δ :
Recall a well known statement about non-degeneracy of the Chern character of diagonal bimodule. 
induces an isomorphism Proof. Indeed, let us put B := A op , C := A, and consider the class [
where β :
This proves the proposition.
Before we prove the main result, we will prove one more lemma. Denote by Vect ∞ the category of at most countable-dimensional vector spaces over k.
Lemma 4.5. We have HH • (Vect ∞ ) = 0. Moreover, for any small DG category A we have
Proof. Note that any k -linear endofunctor F : Vect ∞ → Vect ∞ acts on the invariants K • (Vect ∞ ⊗ A) and
Moreover, k -linear endofunctors of the category Vect ∞ form an additive category, and the direct sum of endofunctors gives the sum of maps on invariants.
Let V be a countable-dimensional vector space. We have an endofunctor V ⊗− : Vect ∞ → Vect ∞ . Choosing
in the category of endofunctors Vect ∞ . It follows that the identity functor acts by zero on our invariants, which implies their vanishing.
Now we prove the main result of this paper. Recall that for small DG categories B and C we denote by ϕ n the composition
Consider the following intermediate statements.
(i) For any homotopically finite DG category A, we have ϕ 0 ([I A ]) = 0, where
Recall that according to Proposition 2.5 homotopy finiteness of A implies smoothness, hence the class
(ii) For any homotopically finite DG categories B and C, the map
equals to 0.
(iii) For any small DG categories B and C, the map ϕ 0 :
We will divide the proof into several steps.
Step 1. First we will show that Conjectures 4.1 and 1.4 imply (i). Step 2. We show that (i) implies (ii). Let B and C be homotopically finite DG categories, and M ∈ Perf ( 
In particular, we have a decomposition of the tensor product of Hochschild homology:
We have a distinguished triangle in Perf(D ⊗ D op ) (see e.g. [LS] ): Step 3. Let us show that (ii) implies (iii). Let B and C be arbitrary small DG categories. According to [TV] , Proposition 2.2, wecan represent B and C as filtered colimits of homotopically finite DG categories:
It follows from [TV] , Lemma 2.10, that K 0 commutes with filtered colimits of DG categories. In particular, we have
Denote by f i : B i → B, g j : C j → C the natural DG functors. Take an arbitrary class α ∈ K 0 (B ⊗ C). Then (4.3) implies that there exist i ∈ I, j ∈ J, and γ ∈ K 0 (B i ⊗ C j ), such that α = (f i ⊗ g j ) * (γ). From (ii) we have ϕ 0 (γ) = 0. From this and from Lemma 3.5 we obtain ϕ 0 (α) = (f * i ⊗ g * j )(ϕ 0 (γ)) = 0. This proves (iii).
Step 4. Let us show that (iii) implies Conjecture 1.3. Let B and C be small DG categories. We prove by induction on n ≥ 0 that the map Suppose that the statement of induction is proved for n = l ≥ 0. Let us prove it for n = l + 1. . Indeed, commutativity of the right square is obvious, and commutativity of the left square follows from the fact that Chern character gives a morphism of long exact sequences of localization in K-theory and Hochschild homology [Ke2] , [CT] .
By the inductive hypothesis, the composition of the lower horizontal arrows equals to zero. Since the vertical arrows are isomorphisms, the composition of upper horizontal arrows equals to zero. This proves the inductive step.
Theorem is proved.
