We prove that a finitely generated group G that is (strongly) relatively hyperbolic with respect to a collection of finitely generated subgroups {H 1 , . . . , H m } has the Rapid Decay property if and only if each H i , i = 1, 2, . . . , m, has the Rapid Decay property.
• The amalgamated product of two groups A and B with finite amalgamated subgroup F satisfies RD provided A and B satisfy RD [J] (take G = A * F B, H 1 = A, H 2 = B).
• A group G relatively hyperbolic with respect to the subgroups H 1 , . . . , H m , has the RD property provided that H 1 , . . . , H m have polynomial growth [ChR] . The fact that polynomial growth implies RD follows from the definition of RD [J] .
Not all groups have RD: a group that contains an amenable subgroup of superpolynomial growth (with respect to the word metric of the whole group) does not have RD [J] . Note that it is the only known obstruction to RD.
Preliminaries 2.1 Property RD
Recall that a length-function on a group G is a map L from G to the set of non-negative real numbers R + satisfying:
(3) L(1) = 0.
Notations:
We denote by B L (r) the L-ball of radius r, that is the set {g ∈ G | L(g) ≤ r} and by S L (r) the L-sphere of radius r, that is the set {g ∈ G | L(g) = r}.
We say that a length-function L 1 : G → R + dominates another length-function L 2 : G → R + if there exist a, b ∈ R + such that L 2 ≤ aL 1 + b. If L 1 dominates L 2 and L 2 dominates L 1 then L 1 and L 2 are said to be equivalent.
Remark 2.1. If L 1 dominates L 2 then there exists c ∈ R + such that for every r ≥ 1 we have B L 1 (r) ⊂ B L 2 (cr).
If G is a finitely generated group, the length-functions corresponding to two finite generating sets are equivalent. All such length-functions are called word length-functions.
Lemma 2.2 ([J], Lemma 1.1.4). If G is a finitely generated group then any word lengthfunction dominates all length-functions on G.
We first give the traditional analytic version of the RD property with respect to a lengthfunction L, and then present a more geometric one. For every s ∈ R the Sobolev space of order s with respect to L is the set H s L (G) of functions φ on G such that the function (1 + L) s φ is in l 2 (G). The space of rapidly decreasing functions on G with respect to L is the set
The group algebra of G, denoted by CG, is the set of functions with finite support on G, i.e. it is the set of formal linear combinations of elements of G with complex coefficients. We denote by R + G its subset consisting of functions taking values in R + .
With every element g ∈ G we can associate the linear convolution operator φ → g * φ on l 2 (G), where
This is just the left regular representation of G on l 2 (G), it can be extended to a representation of CG on l 2 (G) by linearity. This representation is faithful and every convolution operator induced by an element of CG is bounded. Therefore we can identify CG with a subspace in the space of bounded operators B(l 2 (G)) on l 2 (G). For every x ∈ CG we denote by x * its operator norm, that is x * = sup{ x * φ ; φ = 1} .
The closure C * r (G) of CG in the operator norm is called the reduced C * -algebra of G.
Definition 2.3. The group G is said to have the RD property with respect to the length-function
We recall an equivalent way of defining RD. The following result is a slight modification of Proposition 1.4 in [ChR] . (ii) There exists a polynomial P such that for every r > 0, every x ∈ R + G such that x vanishes outside B L (r), and every φ ∈ l 2 (G) such that φ(G) ⊆ R + , we have
Proof. In [ChR, Proposition 1.4 ] it is proved that (i) is equivalent to (ii) for x ∈ R + G and φ ∈ l 2 (G). We prove that if (ii) is satisfied for φ with φ(G) ⊆ R + then it is satisfied for every φ ∈ l 2 (G). Let φ ∈ l 2 (G). Then we can write
where φ i take values in R + and φ 2 = 4 i=1 φ i 2 . We have the inequalities
Definition 2.5. A group is said to have the RD property if it satisfies the RD property with respect to some length-function.
Remark 2.6. Lemma 2.2 and Remark 2.1 imply that if a finitely generated group satisfies RD with respect to some length-function, then it satisfies RD with respect to a word length-function (for some generating set). Hence, a finitely generated group satisfies RD if and only if it satisfies RD with respect to every word length-function.
In the case of finitely generated groups, it suffices to show (1) for functions with finite support, as shown by the following lemma.
Notation: For a function f ∈ l 2 (G) and a constant p ≥ 0, f p denotes the function which coincides with f on S L (p) and which vanishes outside S L (p).
Lemma 2.7. Let G be a finitely generated group and let L be a word length-function on it. The following statements are equivalent:
The group G has the RD property.
(ii) There exists a polynomial P such that for every r 1 , r 2 ≥ 0,
, and every
Proof. The equivalence is true according to the argument in the proof of Theorem 5, [C, §III.5 .α].
For details on the RD property we refer to [C] , [J] , [L 1 ], [ChR] .
(*)-relative hyperbolicity
Notation: For a subset Y in a metric space we denote by
Definition 2.8. Let G be a group and let H 1 , ..., H m be subgroups in G. We say that G is (*)-relatively hyperbolic with respect to H 1 , ..., H m if there exists a finite generating set S of G, and two constants σ and δ such that the following property holds:
(*) For every geodesic triangle ABC in the Cayley graph of G with respect to S, there exists a coset gH i such that N σ (gH i ) intersects each of the sides of the triangle, and the entrance (resp. exit) points
Note that H 1 , ..., H m need not be finitely generated.
The following statement is proved in [DS] . Note that the converse statement is not true. For example, every hyperbolic group G is obviously (*)-relatively hyperbolic with respect to any subgroup H < G. But it is well known that for strong relative hyperbolicity to hold H must be quasiconvex.
Problem 2.10. Is it true that every group that is (*)-relatively hyperbolic with respect to certain subgroups H 1 , ..., H m is also strongly relatively hyperbolic with respect to some subgroups H ′ 1 , ..., H ′ n such that each H ′ i is inside some H j ? Note that there exists a version of the definition of the strong relative hyperbolicity which also makes sense without H 1 , ..., H m being finitely generated [Os] .
Problem 2.11. Can one remove the hypothesis that the subgroups H 1 , ..., H m are finitely generated from the Proposition 2.9 ?
3 Proof of the main result Proof. Only the "if" part needs a proof. Consider a finite generating set S of G with respect to which the property (*) is satisfied, and consider the word length-function L on G corresponding to S. By hypothesis and the fact that two word length-functions are equivalent, we may suppose that H 1 , ..., H m have RD with respect to L.
Convention:
In what follows we fix two arbitrary positive numbers r 1 , r 2 and we fix p ∈ [|r 1 − r 2 | , r 1 + r 2 ].
Let P i (r) be the polynomial given by Lemma 2.4, (ii), for the group H i , i = 1, 2, . . . , m, and the length function L, and let P (r) = 1 + m i=1 P i (r + 2κ) 2 , where κ is a constant to be chosen later. We shall prove that for every x with support in S L (r 1 ) and every y with support in S L (r 2 ), we have the inequality
where Q is a polynomial of degree 3. That will imply inequality (2). For every g ∈ S L (r) we choose one geodesic q g joining it to 1. We thus obtain a set of geodesics of length r indexed by elements in S L (r). We denote this set of geodesics by G(r) and we identify it with the set S L (r).
Consider a geodesic q g in G(p), and an arbitrary geodesic triangle with q g as an edge and the other two edges q h ∈ G(r 1 ) and hq k , where q k ∈ G(r 2 ). Such a triangle corresponds to a decomposition g = hk, where h ∈ S L (r 1 ) and k ∈ S L (r 2 ). Let us apply property (*) to this geodesic triangle. There exists γH i , i ∈ {1, 2, . . . m}, such that N σ (γH i ) intersects the three edges of the triangle. We denote as in the picture the respective entrance and exit points of the edges into N σ (γH i ) by A 1 , A 2 , B 1 , B 2 , C 1 , C 2 .
We can write g = g 1 ηg 2 , where g 1 ∈ γH i , g 1 is at distance at most σ from A 2 , η ∈ H i and g 1 η is at distance at most σ from C 1 . Property (*) implies that g 1 is at distance at most δ + σ from A 1 and that g 1 η is at distance at most δ + σ from C 2 . It follows that there exists η ′ ∈ H i such that g 1 η ′ is at distance at most σ from B 2 and at distance at most δ + σ from B 1 . If we denote by η ′′ the element (η ′ ) −1 η then we have that h = g 1 η ′ g 3 and that k = g −1 3 η ′′ g 2 . Notation: We denote by κ the constant σ + δ.
The previous considerations justify the following notations and definitions.
Notations: We denote by ∆ the set of all (g
1 , g 2 , g 3 , η, η ′ , η ′′ ) ∈ G 3 × m i=1 (H i ) 3 such that: (1) g = g 1 ηg 2 ∈ S L (p), h = g 1 η ′ g 3 ∈ S L (r 1 ) and k = g −1 3 η ′′ g 2 ∈ S L (r 2 ); (2) η = η ′ η ′′ ; (3) If (η, η ′ , η ′′ ) ∈ (H i ) 3 for some i ∈ {1, 2, . .
. , m}, then the following hold:
-g 1 is at distance at most κ from the entrance point A 2 of q g into N σ (g 1 H i ) and from the entrance point
-g 1 η is at distance at most κ from the exit point C 1 of q g from N σ (g 1 H i ) and from the exit point C 2 of q k from N σ (g 1 H i );
-g 1 η ′ is at distance at most κ from the exit point B 2 of q h from N σ (g 1 H i ) and from the entrance point B 1 of q k into N σ (g 1 H i ).
Definition 3.2. The set ∆ is called the set of central decompositions of geodesic triangles with edges in G(p) × G(r 1 ) × G(r 2 ).
Definitions 3.3. Given a geodesic q g in G(r) with r ∈ {p , r 2 }, we call every decomposition g = g 1 ηg 2 of g corresponding to a central decomposition in ∆ a central decomposition of g. We call g 1 and g 2 the left and right parts of the decomposition; η is called the middle part of the decomposition of g. For the fixed g (and q g ) we denote by L g the set of left parts of central decompositions of g, by R g the set of right parts of central decompositions of g and by D g the set of triples (g 1 , η, g 2 ) corresponding to central decompositions of g. We also denote by LR g the set of pairs of left and right parts that can appear in a central decomposition of g.
We denote by D p the set of all D g with g ∈ S L (p). The sets LR p , L p , R p are defined similarly.
Notations: Let C be a subset of n i=1 X i . Let a i be a point in the i-th projection of C, let I be a subset in {1, 2, . . . , n} \ {i} and let X I = i∈I X i . We denote by C I (a i ) the set of elementsx in X I such that (x, a i ) occurs in the projection of C in X I × X i . Whenever there is no risk of confusion, we drop the index I in C I (a i ).
For every fixed decomposition d = (g 1 , η, g 2 ) ∈ D g we also denote by C d the set ∆(d), that is, the set of triples (η ′ , η ′′ , g 3 ) such that (g 1 , g 2 , g 3 , η, η ′ , η ′′ ) is in ∆. We denote by U d the set of projections on the last component of the triples in C d , by E d the set of projections (η ′ , η ′′ ) on the first two components of the triples in C d and by E ′ d and E ′′ d the respective sets of η ′ and η ′′ . Lemma 3.4. Every g ∈ S L (r), with r ∈ {p , r 2 }, has at most C 1 r 1 + C 2 central decompositions, where C 1 and C 2 are universal constants.
Proof. Suppose that g 1 is the left part of a central decomposition of g. Then g 1 is at distance at most κ from a point in a geodesic of length r 1 . It follows that g 1 has length at most r 1 + κ. On the other hand g 1 is at distance at most κ from a vertex g ′ 1 on q g , whence L(g ′ 1 ) ≤ r 1 + 2κ. Thus, we have at most r 1 + 2κ possibilities for g ′ 1 . For each such g ′ 1 the number of left cosets γH i at distance at most σ from it is bounded by an universal constant, so g ′ 1 can be the entrance point of q g in N σ (γH i ) for at most a constant number of left cosets γH i . The exit point g ′ 2 of q g from N σ (γH i ) is uniquely defined each time the left coset is fixed. For each left coset, the number of points in it at distance at most σ from g ′ 1 is bounded by a universal constant, and likewise for g ′ 2 . Thus, the number of possibilities for g 1 and g 1 η, once g ′ 1 is fixed, is bounded by a constant. We deduce that on the whole there are at most K(r 1 + 2κ) possible central decompositions of g, for some constant K.
We continue the proof of Theorem 3.1. We can write that
We use the following easy consequence of the Cauchy-Schwartz inequality:
This inequality, applied to the first sum in the brackets in the last term of (4), together with Lemma 3.4, gives
We re-write the term in the brackets on the right hand side of inequality (6) and we apply the Cauchy-Schwartz inequality as follows:
We now define, for every g ∈ S L (p),ḡ = (g 1 , g 2 ) ∈ LR g , i ∈ {1, 2, . . . , m} and for η = g
and X ī g (η ′ ) = 0 for all the other η ′ ∈ H i . Likewise we define the function Y ī g :
and Y ī g (η ′′ ) = 0 for all the other η ′′ ∈ H i . Then the sum in (7), if the middle part η of d is in H i , can be written as
Therefore inequality (6) gives
We denote by S the sum in the second term of the inequality (8), without the factor C 1 r 1 +C 2 . We have
The latter sum is smaller than
Every x(g) 2 with g ∈ S L (r 1 ) appears at most K 1 r 1 times in the first sum above, where K 1 is an universal constant, hence the first sum is at most K 1 r 1 x 2 . Lemma 3.4 applied to every g ∈ S L (r 2 ) implies that every y(g) 2 with g ∈ S L (r 2 ) appears at most C 1 r 1 + C 2 times in the second sum above, hence the second sum is at most (C 1 r 1 + C 2 ) y 2 .
We deduce that
where Q 1 is an universal polynomial of degree 2. We may conclude that
where Q is an universal polynomial of degree 3.
Remark 3.5. Theorem 3.1 holds if we replace property (*) in the definition of (*)-relative hyperbolicity by the following weaker property. We say that a countable group G endowed with a length-function L is (**)-relatively hyperbolic with respect to the subgroups H 1 , ..., H m if there exist two polynomials Q 1 (r) and Q 2 (r) such that the following condition holds.
One can interpret a pair (g, h) as two sides of the triangle with vertices x, xg, xh (for any basepoint x ∈ G). The image T (g, h) gives three vertices of a triangle xa, xag ′ , xah ′ from a coset of H i . Condition (i) means that the set {a, ag ′ , ah ′ } is stable under permutations of the vertices x, xg, xh. Condition (ii) means that the sides of the resulting triangle are not too large. The pair (a, g ′ ) can be interpreted as a central decomposition of g corresponding to the triangle (1, g, h) (more precisely the left and the middle part of the decomposition, the right part is uniquely determined by the other two). Condition (iii) means that the number of central decompositions of g corresponding to triangles (x, xg, xh) with L(h) = r is bounded by a polynomial in r. Condition (iii) replaces Lemma 3.4, the proof of Theorem 3.1 carries almost verbatim.
The class of (**)-relatively hyperbolic groups is certainly wider than the class of relatively hyperbolic groups. For example Z 2 is (**)-relatively hyperbolic with respect to the trivial subgroup. To construct a map T , consider the two Γ-shaped geodesics in Z 2 connecting any two points A, B. For every pair {g, h} choose one of the two possible geodesics for each pair (1, g), (1, h), (g, h) so that the three geodesics intersect in a point a. The map T takes (g, h) to (a, 1, 1). One should choose the point a so that condition (i) is satisfied: if we choose a certain a for the pair (g, h) then the corresponding a ′ s for (h, g) and (h −1 , h −1 g) are determined uniquely. Then the conditions (ii) and (iii) are also satisfied, for Q 1 (r) = 0, Q 2 (r) = 2r. Similarly, for every k, Z k is (**)-relatively hyperbolic with respect to the trivial subgroup.
More generally, every group with polynomial growth function f (n) is (**)-relatively hyperbolic with respect to the trivial subgroup: for every pair g, h pick a shortest side of the triangle with vertices 1, g, h. Let a be g if g is a vertex of the chosen shortest side, or 1 otherwise (again
