We give a linear lower bound on the exponential growth rate of a non-elementary subgroup of a word hyperbolic group, with respect to the number of generators for the subgroup.
G = Z p * F k with prime p (see [15] ). For a fundamental group S g of an orientable surface of genus g 2, only a lower bound for λ(G) is known, namely, λ(S g ) 4g−3 (see [8, Proposition VII.15] ).
Sambusetti [13] has shown that λ(G, A) > λ(G) for any finite A when G is a free product G = G 1 * G 2 with G 1 non-Hopfian and G 2 non-trivial. It is an open question whether the same holds for non-Hopfian groups G themselves, in particular, for Baumslag-Solitar groups.
By a recent result of Wilson [16] (see also [2] ), there are finitely generated groups of exponential growth with λ(G) = 1 (these are said to have non-uniform exponential growth). This answers a known question due to Gromov [6] . On the other hand, there are known several classes of groups of uniform exponential growth, that is, with λ(G) > 1, (see [8, Ch. VIIB] ). In particular, non-elementary word hyperbolic groups are of this class [9] . (Note that a word hyperbolic group has exponential growth if and only if it is non-elementary.)
As the class of word hyperbolic groups is, in a geometric sense, a generalization of free groups, it is natural to conjecture that word hyperbolic groups realize their uniform exponential growth rate. However, even for this case, the question seems to be highly non-trivial. In particular, as observed in [1] , an affirmative answer to the question would imply that a non-elementary word hyperbolic group be Hopfian. Note that word hyperbolic groups that are torsion free are known to be Hopfian [14] .
In this paper, we try to do a step towards the proof of the conjecture that for non-elementary word hyperbolic groups the infimum of the exponential growth rate is achieved on some of its generating sets. Namely, our main result is the following.
Theorem 1. Let G be a word hyperbolic group. Then there is a number α > 0, effectively calculated from G, such that, for any finitely generated non-elementary subgroup H of G and a finite generating set C for H, λ(H, C) α#C.
Note on the Effectiveness. There are several natural ways to present a word hyperbolic group as a finite object. All of them are known to be algorithmically equivalent. For example, G can be given by a finite presentation supplied with a constant of hyperbolicity. (Even just a finite presentation of G is enough, see [11] .)
As an immediate consequence of Theorem 1, we get the following.
Corollary. Let G be a non-elementary word hyperbolic group. Then there is a number N , effectively calculated from G, with the following property: if the uniform exponential growth λ(G) is achieved on some generating set A for G then #A < N.
Another result, which, in fact, is also an easy consequence of Theorem 1, restricts generating sets A as in the Corollary in even a stronger way. To formulate it we treat an n-element generating set A for a group G as an epimorphism γ : F n → G of a free group F n with a fixed basis (x 1 , x 2 , . . . , x n ). In other words, A is viewed as an ordered list of elements (x 
This theorem raises an intriguing question of how the growth rate λ(G, A) behaves inside an orbit under the action of Aut F n . For example, what happens with λ(G, A) when applying an elementary Nielsen transformation to A?
Word hyperbolic groups
Let X be a metric space with length function |x − y|. The Gromov inner product x, y z of two points x, y ∈ X with respect to a point z ∈ X is defined by
Given a group G and its generating set A, the Cayley graph C(G, A) is naturally viewed as a metric space with the path metric with edges of length 1. A group G is word hyperbolic [7] if its Cayley graph C(G, A) with respect to a finite generating set A is δ-hyperbolic for some δ 0.
For the rest of the paper, we fix a group G, a finite set A of generators for G and a constant δ of hyperbolicity. As δ-hyperbolicity is preserved under enlarging δ, we assume for convenience that δ > 0.
We start with listing several well-known facts about a δ-hyperbolic geodesic metric space X. We use a notation [x, y] for a (possibly non-unique, but fixed once chosen) geodesic segment joining two points x, y ∈ X. We call two subsets U, V ⊆ X r-close if U and V lie in the Hausdorf r-neighbourhood of each other; that is, for any x ∈ U there is y ∈ V with |x − y| r and vice versa.
An easy consequence of Fact 1 is the following. For technical convenience, we introduce a stronger 'directed' version of closeness for paths. (ii) For any x ∈ I there is at least one y ∈ J with xRy and vice versa, for any y ∈ J there is at least one x ∈ I with xRy.
(iii) If xRx , yRy and x x , then y y .
The following properties of this notion are obvious from the definition. If p, q are strictly r-close and q, t are strictly s-close, then p and t are strictly (r + s)-close. If p : I → X and q are r-close and p : I → X, I ⊆ I, is a subpath of p, then p is r-close to a subpath q of q.
We consider only paths that come in the natural way from broken geodesics of the form
. We simply say in that case that two broken geodesics S and S are strictly r-close.
The following fact is an immediate consequence of Fact 1. 
The following is a variant of a known 'broken geodesics' lemma.
be points in a δ-hyperbolic geodesic metric space X. Suppose that
Then the following assertions are true:
Proof. First we prove that
Indeed, this is trivial when k = 3. For k > 3, using the inductive hypothesis and (1) we have
Now from
we get (2) . If k = 3, part (a) becomes an equality. To prove part (a) for k > 3, by (2) we have
and one can use an easy induction.
We now prove part (b). First, for any point
By (2),
Hence
By (2) with (
By (1), the right-hand side of (4) is greater than x i−1 , x i+1 xi +2δ and we conclude that
and hence (3) . In fact, from the way we choose y we easily conclude that [
Now consider the case when
As we have seen above, if Now we turn to our word hyperbolic group G. We always identify elements of G with vertices of its Cayley graph C(G, A). In particular, if g, h ∈ G then [g, h] denotes a geodesic segment in C(G, A) joining the vertices g and h. We also use the notation |g| for the word length of an element g ∈ G in our fixed generating set A, and g, h for the Gromov product of g and h with respect to the identity element 1 of G, that is,
By g we denote the length of a shortest element in the conjugacy class of an element g ∈ G. It is easy to see that
where x ∈ C(G, A) runs over all points in C(G, A), not only the vertices. We say that g is cyclically minimal if g = |g|.
We apply Lemma 1 to the sequence 1, g, g 2 , . . . , g n . This immediately gives the following.
In particular, if g is cyclically minimal, then g, g
n | g and the assertion follows from Corollary 1.
Hence,
which implies that
Now from g > 4δ we get t < 
On the other hand,
Similarly we get
Now application of Lemma 1(a) to the points 1, h, gh, g yields
Definition 2. Let g ∈ G be an element of infinite order. We set
εt for some integer t = 0 and ε = ±1},
and
Lemma 4. For any g ∈ G of infinite order:
Proof. (a) Clearly, E(g) stabilizes the two-point set {g
(g).
(b) By part (a), g has finite index in E(g). For some t > 0, the subgroup g t is normal and hence central in E + (g). By a theorem of Schur (see [12, Theorem 7 .57]), in a group with the centre of finite index, the set of torsion elements is a normal subgroup. Hence, E * (g) is a normal subgroup of E + (g). It is finite as a torsion subgroup in a finite extension of an infinite cyclic group. As |E(g) :
g). (c) By definition, for h ∈ E
− (g) we have h −1 g t h = g −t for some t = 0. As g has finite index in E(g), for any h ∈ E(g) of infinite order we have g m = h n for some m, n = 0. This implies that E − (g) cannot contain elements of infinite order.
Lemma 5. Let g ∈ G be cyclically minimal and |g| > 7δ. Then |h| 140δ for any h ∈ E * (g). n x we see that |h n x − x| > 0 for any n > 0. This means that h has infinite order. However, this is a contradiction with h ∈ E * (g). Hence, |h| 140δ.
Proofs
Observe in advance that all the numerical parameters in the formulation of lemmas in this section are effectively computed from the given word hyperbolic group G. With this observation, 'the effectiveness' part in Theorems 1 and 2 will immediately follow from the proof of 'the existence' part. Below we are only concerned about 'the existence' part.
The main point in the proof of Theorem 1 is the following. Given a non-elementary subgroup H of G generated by a finite set C, we construct a finite set Y ⊆ H with the following properties.
(i) Every y ∈ Y is expressed as a product of at most D generators in C ±1 where
(G). (iii) Y freely generates a free subgroup of H.

It is easy to see that this is enough for proving Theorem 1. Indeed, properties (i)-(iii) imply that B C (t) ∩ H contains at least ((3β/D)#C)
t−1 elements and hence
To construct Y we use a 'big powers' approach. This means that we choose a certain hyperbolic element d ∈ H and use big powers of d as 'blocks' to construct a basis Y for a free subgroup in H. We perform the choice of d in two steps. The first step (Lemma 7) is simply to pick up a hyperbolic element b ∈ H given by a product of at most two generators in C. However, taking d = b is not enough for our purpose because the construction of Y is based on the fact that the length of any element of E + (d)\E * (d) is large enough compared with the lengths of elements in C in the generators A. To achieve this we use a big power of b (in fact, d = b R v for R large enough and some v ∈ C). This is done at the second step, Lemma 8.
The main technical tool for dealing with big powers is the following lemma. Again, it can be treated as a variant of a known fact on word hyperbolic groups; see, for example, [ 
Proof. Let and, hence, to T 0 . Now we prove that
Fix t k − 1. As both τ (yg εt y −1 v) and τ (yg j0 ) lie on the geodesic segment
Using the shorthand 'α ≈ β up to γ' for '|α − β| γ' we observe that
as required.
Now observe that we may assume v in (6) to be a graph vertex, that is, v ∈ G.
This finally gives
Then, after conjugation of H and C by an appropriate element of G, there is cyclically minimal
In addition, max x∈C |x| L + 26δ after the conjugation.
Proof. We apply an inner automorphism of G to H and C to obtain L = max x∈C |x|. Let y ∈ C such that |y| = L.
Our first step is to find b ∈ H such that |b| C 2, |b| L − 8δ and b |b|− 16δ. If y L − 16δ, then we take y as b. Suppose that y < L − 16δ. Then, by Lemma 3(a),
We prove that for some x ∈ C ±1 , x = y ±1 , we have |x| L − 8δ and x, y < 4δ. Assume the converse, that is, for any x ∈ C ±1 , x = y ±1 , either |x| < L − 8δ or x, y 4δ. Let w be the initial segment of y with |w| = 4δ. We reach a contradiction with the definition of L by proving that |w −1 xw| < L for any x ∈ C.
, y, w = |w| = 4δ and y, y −1 > 4δ we deduce by δ-hyperbolicity 3δ. As |x| > 7δ we have xw, x > 3δ, which gives xw, w 2δ. Hence,
and we conclude that |w −1 xw| < |x| L. We have proved that |x 0 | L − 8δ and x 0 , y < 4δ for some x 0 ∈ C ±1 , x 0 = y ±1 . Now if x 0 |x 0 | − 16δ we take x 0 as b. Let x 0 < |x 0 | − 16δ. Then, by Lemma 3(a), 
This implies that
we can take x In addition, max x∈C |x| < (4N + 10)L after the conjugation.
Proof. We find b by Lemma 7, after an appropriate conjugation of H and C. As H is non-elementary, v ∈ E(b) for some v ∈ C. We take R = 4M + 200N + 300 and set
2δ. As |b| L − 24δ, by Corollary 1,
If
Consider an infinite broken geodesics
Hence, there is an infinite geodesics
Hence, the infinite broken geodesics
is r 1 -close to T with
Since T and hT are 16δ-close (see [5, Ch. 7 , Corollary 3(b)]), S and hS are both r 2 -close to T , for 
. However this contradicts the choice of v.
Now, as in the final step of the proof of Lemma 7, we conjugate H and C to make d cyclically minimal. By (7), (8) N |d| + 2(|v| + |w|).
Using Corollary 1 we also get
Switching to the notation (9) and using the bound (4N +10)L for lengths of elements of C we obtain where '∼' stands for the equivalence under the action of Aut F n .
