We survey and announce some current results on the existence, the viability, and the topological structure of the viable solutions of differential equations and inclusion in Banach spaces under set constraints. Some new results concerning semilinear differential inclusions with state variables constrained to the so-called regular and strictly regular sets, together with their applications, are presented and discussed.
Introduction
It is our purpose to study solutions of the Cauchy problem for a semilinear differential inclusion u (t) ∈ Au(t) + ϕ t,u(t) , t ∈ J, u ∈ D, (1.2) (H 3 ) ϕ transforms precompact subsets of J × D into compact ones. This assumption is automatically satisfied if ϕ is (jointly) upper semicontinuous or if dim E < ∞ and c ≡ const and seems to be a minimal compactness condition required in an infinite dimensional setting and in the presence of constraints.
(H 4 ) A closed densely defined linear operator A : E ⊃ D(A) → E is the infinitesimal generator of a C 0 -semigroup ᐁ = {U(t)} t≥0 such that U(t) ≤ exp(ωt) where ω ∈ R for t ≥ 0.
It is clear (using an appropriate renorming procedure) that this does not restrict generality (for details, cf. [50, Chapter VII] and [53, 58] is, by definition, the mild solution of the initial value problem u (t) = Au(t) + f (t), u t 0 = x 0 .
(1.5)
Note that even the continuity of f does not imply that (1.5) has a strong solution, that is, an almost everywhere (a.e.) differentiable function u : J → E such that u ∈ L 1 loc (J, E), u(t 0 ) = x 0 , and u (t) = Au(t) + f (t) a.e. on J; however, if ᐁ is uniformly continuous (i.e., I − U(t) → 0 when t → 0 + ), or the function v : t → t t0 U(t − s) f (s)ds is differentiable a.e. with v ∈ L 1 loc and x 0 ∈ D(A), then the mild solution is a (unique) strong solution (see [53] ).
A continuous function u : J → D is a mild solution to (1.1) if there is w ∈ N ϕ (u) such that u = M(x 0 ,t 0 ;w); hence, the set S(x 0 ,t 0 ) of all mild solutions of (1.1) coincides with the set of fixed points of the set-valued operator M(x 0 ,t 0 ;·) • 
N ϕ defined on C(J, D).
To state the results, we need to recall some other concepts. By the Bouligand and Clarke tangent cones to D at x ∈ D, we understand the cones [8] for details).
Given a locally Lipschitz continuous function f : E → R, by f • (x;u) we denote the Clarke generalized directional derivative of f at x ∈ E in the direction u ∈ E. The Clarke generalized gradient of f at x, ∂ f (x) := {p ∈ E * | p,u ≤ f
• (x;u) for all u ∈ E}, is a nonempty w * -compact convex subset of E * and f
• (x;u) = sup p∈∂ f (x) p,u . It is clear that u ∈ ∂ f (x) − (where ∂ f (x) − := {u ∈ E | p,u ≤ 0 for all p ∈ ∂ f (x)} is the negative polar cone) if and only if f
• (x;u) ≤ 0. In particular, C D (x) = ∂d D (x) − for all x ∈ D (see [21] for details). 
It is also easy to see that S is homeomorphic to the inverse limit liminv k→∞ S k of the inverse system {S k ,π kl }, where π kl is the restriction of functions from S k to J l (l ≤ k).
Existence
Among many existence results (see, e.g., [43, 44, 51, 57] or [46] with huge bibliography), the one due to Bothe [16 
where
for bounded Ω ⊂ D (i.e., (2.2) with J(t,h) = {t}) is also sufficient for the assertion of Theorem 2.1 (see [46] ). If D = E, then (2.3), together with (H 3 ), is also sufficient provided we know more about D-see Theorems 5.4 and 6.6.
(2) In particular, if f : J × D → E is single valued, for any x ∈ D, t ∈ J, f (·,x) is measurable and maps compact subsets of J into compact sets, f (t,·) is locally Lipschitz (uniformly with respect to t from compact subsets of J) and satisfies (2.1), then (1.1) has a unique mild solution which depends continuously on (x 0 ,t 0 ) ∈ D × J. Indeed, under these assumption, f satisfies all hypotheses of Theorem 2.1 locally; hence, a local unique mild solution exits. To establish the result, we apply the usual continuation method.
Observe that, for any x ∈ D, y ∈ E, and h > 0,
thus, condition (2.1) implies
is not a cone). Theorem 2.1 has been proved under assumption (2.5) instead of (2.1). Condition (2.5) is strictly weaker than our (2.1). To see this, consider E = R, U(t) = e −t for t ≥ 0, and let Next, in view of the inequality
valid for all x ∈ D(A), we see that (2.5) implies
In case E = R N , (then, A is defined everywhere and bounded) condition (2.8) is sufficient and necessary for the existence. Simple, constructive and based on the technique of the so-called proximal aiming, proof of this fact is given in [14] .
Moreover, (2.8) may be relaxed (instead of T D (·), we can consider the convex envelope conv T D (·)). Some other tangency conditions leading to the existence in the unconstrained case are considered, for example, in [19, 32] or [51] .
Solution sets of the semilinear system
A classical result of Aronszajn [4] states that the solution set for the Cauchy problem in R N is a compact R δ -set; it is also true for differential inclusions-see for example, [25, 40, 41] (autonomous systems), [26, 38] (nonautonomous), cf.
[7, Corollary 5, page 109] and the surveys [33, 38] ; asymptotic problems have been studied recently for example in [2, 3] . (This paper provides an extensive survey on the characterization of the fixed-point set of set-valued maps.)
Recall that a compact metric space X is an R δ -set if there is an ANR (absolute neighborhood retract) Y containing X as a closed subspace such that X is contractible in each of its open neighborhoods (i.e., given an open neighborhood V of X in Y , there is a continuous map h :
The R δ -property is a homotopy invariant: if compacta X 1 and X 2 are homotopy equivalent and X 1 ∈ R δ , then so is X 2 . Similarly, given an ANR Z containing X as a closed subspace, if X ∈ R δ , then X is contractible in each of its neighborhoods in Z. It is clear that if X is a subset of a metric space T and there is a decreasing family {X n } n≥1 of closed contractible sets such that γ(X n ) → 0, where γ is a regular, monotone and nonsingular measure of noncompactness on T, then X ∈ R δ . The celebrated result of Hyman [45] states that if X ∈ R δ , then there is a decreasing sequence of contractible compacta {X n } containing X as a closed subspace such that X = n≥1 X n . R δ -sets are connected, have trivial shape, and are acyclic with respect to any continuous (co)homology theory, that is, they have the same (co)homology as a one-point space. Recall (see [35] ) that if X is homeomorphic to the inverse limit liminv n≥1 X n of the countable inverse system {X n ;π nm : X m → X n , n ≤ m} and X n ∈ R δ for all n, then X ∈ R δ . In particular, S ⊂ C(J, E) is R δ if and only if, for all n ≥ 1, the set S k = π k (S) of restrictions of functions from S to J k is R δ .
We establish the R δ -structure of the set S(x 0 ,t 0 ) of mild solutions of the constrained semilinear system (1.1). This result is known when D = E (see [16, 46] ); it is also believed that, in fact, the existence implies the R δ -structure (see [20] ). See also [22, 43, 44] for other results and many bibliographical comments. The constrained case seems to be more involved. The result holds if D is invariant with respect to ᐁ, convex, and intD = ∅, or if D is convex proximinal (i.e., each x ∈ E admits a nearest point in D) and ᐁ is nonexpansive (see [11, 17, 43, 44] ) and ϕ obeys the tangency condition (2.1). For the finite-dimensional situation, see [13, 29, 30, 31, 42] .
To see that even in the convex case the situation is more complicated, we consider the following example.
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Example 3.1 (see [31] ). Let D = [0,∞), f (x) = 2 |x| sgnx, and
is a solution of (1.1) (with ϕ = f , A ≡ 0, and t 0 = 0).
The example shows that even a stronger tangency condition
Hence, in the case ϕ is defined on J × E, the "unconstrained" results fail to help in the characterization of the set of solutions surviving in D: to get convex-constrained results, we need slightly more involved arguments. In the next section, we provide a result valid for a general convex closed D.
The topological structure of S(t 0 ,x 0 ) changes dramatically in case the set D is not convex. We study some examples (for simplicity, we consider a finitedimensional situation with D (automatically) invariant with respect to the semigroup generated by A ≡ 0).
But it is easy to see that S(x 0 ,t 0 ) (with t 0 = 0, x 0 = 0) is homeomorphic to the unit sphere S 1 := {x ∈ R 2 | x = 1}; hence, it is not an R δ -set. Notice that, for all x ∈ D, x = 0, the Bouligand and the Clarke tangent cones
In the above example, if we consider ϕ satisfying (2.1) with the Clarke cone replacing the Bouligand one, then the situation becomes clear. However, it is not true that such a procedure would be the general remedy.
Example 3.4 (see [14] ). Let
It seems, therefore, that in order to state the correct tangency condition which implies the expected topological structure of solution sets to (1.1), we should replace in (2.1) the Bouligand cones by the Clarke ones, that is, assume that
and take care of the geometry of the involved set D. The first attempt in this direction (for E = R N and A ≡ 0) was done by Plaskacz [54] , where he studies the class ρ of sets (called proximate retracts in [37] ) and assumes (3.1); Plaskacz's result was extended to the Hilbert space context (see [39] ). Up to now, the most general results for the finite dimensional case were given in [13] . Below, we will generalize them to the present infinite dimensional situation.
Convex case
The general strategy to obtain the R δ -structure of solution sets is to approximate ϕ in an appropriate way by a sequence of auxiliary set-valued maps {ϕ n } possessing locally Lipschitz selections and, then, to show that S(x 0 ,t 0 ) is an intersection of solution sets corresponding to ϕ n . In the constrained case, the main difficulty is to assure that maps ϕ n and their locally Lipschitz selections obey the necessary tangency condition implying existence. We first deal with the general convex case. We state the result with a sketch of the proof in order to show how the above described procedure works.
For a convex closed subset X of a normed space Y and x ∈ X,
Our improvement of the mentioned results on the structure of solutions living in convex sets (cf. [11, 18] ) is based upon the following lemma. 
then, for any ε > 0, there is a locally Lipschitz map F :
(where B X (x,r) := {y ∈ X | d(x, y) < r} is the ball in X; usually the subindex X is suppressed from the notation) and
Remark 4.2. If Y is complete, then the existence of a continuous (single-valued) map F : X → Y satisfying conditions (4.4) and (4.5) follows from a general result from [14] . Here, we need no completeness and improve this result obtaining a locally Lipschitzian ε-selection.
Proof. Take ε > 0 and
in view of (4.3) and (4.1). Hence, by (4.2), there is α(x) > 0 such that
By upper semicontinuity, choose γ(x), 0 < γ(t,x) < ε/4 such that 
in view of (4.7); hence,
Clearly, F s , s ∈ S, is Lipschitz continuous (with the Lipschitz constant α 12) satisfies the requirements of Lemma 4.1.
Remark 4.3.
In the course of the proof, we have not used the lower semicontinuity of T X (·). Instead, the following astonishingly simple observation (already employed in a different situation in [24] ) has been used. If X is a convex closed subset of a normed space Y , then, for every x 0 ∈ X, v 0 ∈ S X (x 0 ) and α 0 > 0 such that x 0 + α 0 v 0 ∈ X, an affine mapping g(x) = (1/α 0 )(x 0 − x) + v 0 , x ∈ X, provides a selection of S X (x). This proves the lower semicontinuity of both S X (·) and T X (·).
Proof. To illustrate the setting, we consider an upper-semicontinuous ϕ.
where S k (x 0 ,t 0 ) (resp., S k n (x 0 ,t 0 )) stands for the set of all mild solutions on J k of (1.1) (resp., of (1.1) with ϕ replaced by ϕ n ).
Let u n ∈ S k n (x 0 ,t 0 ) for all n ≥ 1. We then show that there exists a subsequence
where β 0 stands for the Hausdorff measure of noncompactness in C(J k ,E). For each n ≥ 1, z ∈ J k , and y ∈ D, the problem
Hence, S k (x 0 ,t 0 ) ∈ R δ and so is S(x 0 ,t 0 ).
Epi-Lipschitz case
An important role in optimization is played by the so-called epi-Lipschitz sets. This notion (in the finite-dimensional context) has been introduced by Rockafellar [56] . The corresponding notion for subsets of a Banach space has been studied in [14] .
, and a locally Lipschitz function g : Z → R such that
where Epig :
Proposition 5.2 (see [21, 23, 56] ). If D ⊂ E = R n is closed, then the following conditions are equivalent:
and N D (x) is pointed. Both these facts hold if dimE = ∞. In order to prove implications (ii)⇒(i) and (ii)⇒(iii), we need typically finite-dimensional arguments. The author does not know whether they hold when dim E = ∞. The partial answer is given in the following result. 
and the first part of the theorem applies.
As concerns the first part, we again construct, for each n ≥ 1, a map f n : J × D → E such that f n (·,x) is measurable, f n (t,·) is locally Lipschitz (uniformly with respect to t), each point x ∈ D has a neighborhood W with f n (J k × W) lying in a compact subset of E, f n (t,x) ∈ C D (x), and
for all t ∈ J and x ∈ D. The construction recalls that from Lemma 4.1, but it also makes a strong use of the facts that
where {λ s } s∈S is an appropriate locally Lipschitz partition of unity and, for ∈ S, w s : J → E is a measurable finite-valued function such that ∆
• D (y;w s (t)) < 0 for all t ∈ J and y ∈ suppλ s . Having this, the proof concludes similarly as above.
Regular case
It is clear that epi-Lipschitz sets have nonempty interiors, and, therefore, neither convex sets nor Plaskacz's proximate retracts are epi-Lipschitz in general. We introduce a class of sets that encompasses epi-Lipschitz or convex sets as well as proximate retracts. Namely, we will deal with the so-called regular domains. It is clear that
Observe that regularity of D means that the distance function d D has no critical points in a neighborhood of D intersected with the complement of D. If there is a neighborhood U of D such that inf y∈U\D | ∂d D (y) | > 0, then D is regular; if D is regular compact (or ∂D is compact), then such a neighborhood exists. It appears that regular sets are well designed to study solutions of (1.1) in case of a nonexpansive semigroup ᐁ. In order to study a general situation we will also deal with the so-called strictly regular sets. Clearly, strictly regular sets are regular and compact regular sets are strictly regular.
The class of (strictly) regular sets has been introduced in [24] in a different (and a bit more general) setting and studied in the context of equilibria. This class is rich: for instance, the set D in Example 3.3 is strictly regular and the set D from Example 3.4 is not regular. 
(iii) In particular, all proximate retracts (i.e., proximinal closed sets for which π D (x) is a singleton for all x ∈ U) are regular, π D , in this case, is continuous.
(iv) If D is epi-Lipschitz, then it is regular. (v) A smooth (i.e., C 1 ) Banach submanifold M ⊂ E of codimension 1 is regular. Now, we will discuss in detail the proper tangency condition which leads to the R δ -characterization of the solution set of (1.1). Since values of ϕ are compact and 
Note that the implication (3.4)⇒(6.8) always holds, while the implication (3.4)⇒(6.10) is true if D is compact. Our assumptions on ϕ imply that (6.10)⇒ (6.8)⇒(3.4).
In order to compensate the lack of compactness as concerns D (which seems to be an intrinsic problem in an infinite-dimensional setting), we consider the following condition. ϕ(t,x) . Take arbitrary sequences y n → y and h n → 0 + . There is a sequence x n ∈ π D (y n ) such that x n → x, and since z t ∈ C D (x), there is a sequence z n → z t such that x n + h n z n ∈ D. Hence,
Thus, z t ∈ ∂d D (y) − ; hence, σ ϕ (y;x) ≤ 0 as required. Situation (ii) is similar. The set D, being convex in a reflexive space E, is proximinal (with U = E); however, it is not clear whether the Liminf property (from Example 6.3) of π D is satisfied. Nevertheless, choose an arbitrary ε > 0; take η = ε/2, x ∈ D, y ∈ B(x,η), and t ∈ J. There is
There exist sequences h n → 0 + and z n → z t such that x + h n z n ∈ D. Therefore,
(6.13)
Theorem 6.6. Suppose that condition (6.11) is satisfied and (i) either D is strictly regular, or (ii) D is regular and the semigroup ᐁ is nonexpansive. (ᐁ is nonexpansive if
The proof of Theorem 6.6 is technically involved and long. It resembles the above sketched arguments with important modifications: we show that ϕ may be appropriately extended to a map ϕ n defined on a neighborhood (6.14)
It seems that condition (6.14) is better designed to study the viability issues than (6.11) for it is simpler but requires that ϕ is defined outside D.
The periodic problem
Let 0,T ∈ J where T > 0. We now apply the preceding results in order to study the periodic problem considered as the two-point boundary value problem
(by a solution of (7.1), we mean a mild solution of
In that, the method of the translation operator plays an important role, see, for example, [14, 37, 48] . The extension of this method to the case of differential inclusions (or equations) in infinite dimensional spaces is limited by the fact that the translation operator possesses the sufficient compactness properties only in exclusive cases (see [47] ). In view of Theorem 2.1, if (2.1) and (2.2) hold or the semigroup ᐁ is compact, then we associate with (7.1) the set-valued Poincaré translation operator along trajectories 0) , is the solution operator and e T : C(J, D) → D is the evaluation mapping e T (u) := u(T). Observe that P maps bounded sets onto bounded ones. Clearly, the existence of periodic solutions is equivalent to the existence of fixed points of P.
Suppose that there is θ ∈ R such that, for any t > 0,
Since U(t) β ≤ U(t) , the number θ always exists and θ ≤ ω. Note that, for a bounded
Theorem 7.1. Assume that P is well defined, and let Ω ⊂ E be bounded.
(i) If the semigroup ᐁ is compact, then P(Ω) is precompact. Thus, P is a compact operator.
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(ii) Suppose that (2.3) holds. Then,
This result improves some results obtained in [10] (see also [46] for analytic semigroups) and gives means to establish conditions necessary for P to be a ν-set contraction. If θT + k L 1 < 0, then P (if defined) is a ν-set contraction (with respect to β) with ν := exp(θT + k L 1 ). Moreover, in the situation of Theorems 4.4, 5.4, and 6.6 or Remark 6.7, P is a decomposable map.
Let X be a metric space. A set-valued map Φ : X X is decomposable (see [37, 49] ) if there are a metric ANR M, an upper-semicontinuous set-valued map ψ : X M such that, for every x ∈ X, the set ψ(x) ⊂ M is R δ and a continuous
If, for any x ∈ D, S(x) is an R δ -set, then P is a decomposable map. Additionally, P is homotopic (through a decomposable homotopy) to the identity id D : D → D; the homotopy is provided by the composition
where e λT is the evaluation e λT (u) :
The class of decomposable maps falls into a much broader class of admissible maps (see [36] ) particularly well-designed for the fixed-point problems. Roughly speaking, an upper semicontinuous map Φ : X X is admissible if it admits a set-valued selection being a finite composition of acyclic maps (a map is acyclic if it is upper semicontinuous with nonempty compact acyclic values). Clearly, a decomposable map Φ = f • ψ, where ψ is as above, is admissible.
We have the following fixed-point result.
Proposition 7.2 [36, Chapter V]. If X is an ANR and Φ : X X is a decomposable map, then Φ has a fixed point provided (i) X is compact and χ(X) = 0 (where χ(X) stands for the Euler characteristic of X defined in terms of the rationalČech homology with compact supports. For any compact ANR X, χ(X) is a well-defined integer. In particular, if X is a compact absolute retract, then χ(X) = 1), or (ii) X is acyclic (e.g., contractible) and Φ is compact (here, it means that Φ(X) is compact).
Observe that, in Theorems 4.4, 5.4, 6.6, and Remark 6.7, assumptions concerning D always imply that D is a regular set. In [24] , it was shown that strictly regular sets are neighborhood retracts (we construct a neighborhood retraction r : U → D, where U is a neighborhood of D via some variational arguments); so, they are compact regular sets. If D is epi-Lipschitz, then, by the very definition, each point in D has a neighborhood which is an ANR; hence, by the Hanner theorem (see, e.g., [15, Then problem (7.1) 
admits a solution.
In the case A ≡ 0, the above theorem gives a positive answer to the open problem 13.1 in [31] .
In order to dispense with the compactness of D, we need to impose compactness of ᐁ (observe that given a closed and bounded set D and a compact map f : J × D → E, the translation operator along trajectories associated with the equation x = f (t,x) is easily seen to be only a 1-set-contraction, and, therefore, Proposition 7.2 does not apply; Deimling has given an example of such a map without any periodic solutions-see [27] and Remark 6.7 below). The compactness assumption on ᐁ may still be relaxed. Proof. Theorems 4.4 and 7.1 imply that P is a decomposable ν-set contraction with ν < 1. In order to complete the proof, we will evoke the following result (see, e.g., [9, 57] ).
If D is convex, closed and bounded, Φ : D D is a decomposable ν-set contraction with respect to some regular, monotone and nonsingular measure of noncompactness γ with ν < 1, then Φ has a fixed point. Remark 7.6 . In fact, we can do much better. Following Nussbaum [52] , we suppose that a bounded and closed set D ∈ Ᏺ, that is, assume that D = i∈I D i where {D i } i∈I is a locally finite family of closed convex subsets of E. Combining methods of [52] with those from [36] and given a decomposable ν-set contrac- union of closed convex sets is strictly regular.) and condition (6.11) is satisfied, we obtain a generalization of Theorem 7.5.
In Theorem 7.5, θ < 0 (this holds, e.g., if ω < 0). In the next result, we may also consider the case ω = 0. 
(U(T)) of U(T).
Proof. For ε > 0, we consider the equation y ∈ Ay − y + ϕ(t, y). Then, the C 0 -semigroup ᐁ ε := {U ε (t)} t≥0 , where U ε (t) = e −εt U(t), generated by A − εI, satisfies U ε (t)D ⊂ D for any t ≥ 0 since 0 ∈ D. By Theorem 7.5, we thus get the existence of a periodic solution u to the perturbed equation. Since the resolvent set ρ(U (T) ) is open, we have the invertibility of I − U (T) for > 0 sufficiently small. Thus, the following representation holds:
for each t ∈ J with some w ε ∈ N ϕ (u ).
Let ε n 0. Since ϕ is compact and using (7.4), the Arzela-Ascoli theorem shows that {u εn : n ≥ 1} is relatively compact in C(J, E). Hence, without loss of generality, u εn → u ∈ C(J, E). Clearly, u is a mild solution of (7.1).
Remark 7.8. (1) Theorems 7.1, 7.3, 7.4, 7.5, and 7.7 contain the results on periodic solutions given in [11] as particular cases. Specialized to single-valued maps, our Theorems 7.5 and 7.7 improve [55, Theorems 3 and 4], where, as additional conditions, "D has nonempty interior" and "the metric projection on D exists," respectively, were considered.
(2) We may formulate the following periodic existence theorem of the Browder type. Suppose now that E is a separable Hilbert space with the inner product ·, · . If (2.3) holds and there is r > 0 such that f 0 := f + g is uniformly continuous and bounded and satisfies (2.1); the functions k 1 ,k 2 ∈ L 1 (J) and k := T 0 (k 1 (s) + k 2 (s))ds < 0. In [28] , existence of periodic orbits is shown in case D as having nonempty interior. We may dispense with this assumption: as in the proof of Theorem 4.4, we also show that in this situation where the set of continuously differentiable solutions is an R δ -set. The translation operator along the trajectories P : [28] ). Hence, we may again apply the fixed-point result stated in the proof of Theorem 7.5 to show the existence of a fixed point of P, that is, a periodic solution.
Assumptions in Theorems 7.4, 7.5, and 7.7 implicitly require that the linear part A is nonzero (except for Theorem 7.3 where D is compact). We now deal with a noncompact domain not excluding the case A ≡ 0, but our discussion will be specialized to strongly continuous nonlinearities.
A set-valued map Φ : D E is strongly upper semicontinuous if, for every weakly convergent sequence x n x 0 in D, a sequence y n ∈ Φ(x n ) has a subsequence y nk → y 0 ∈ Φ(x 0 ).
The notion of a strongly upper semicontinuous map was first introduced in [34] under the name of completely continuous maps (however not in connection with differential equations or inclusions). Obviously, strong upper semicontinuity implies upper semicontinuity.
Example 7.9. If E is a Banach space, j : E → E is a compact bounded linear map, and ψ : E E is upper semicontinuous, then Φ := ψ • j | D : D E is strongly upper semicontinuous. For if x n x 0 ∈ D, then j(x n ) → j(x 0 ) and the strong upper semicontinuity follows from the upper semicontinuity of ψ. In particular, if E E (i.e., E is compactly embedded into E ) and ψ : E E is upper semicontinuous, then Φ = ψ | D is strongly upper semicontinuous.
Our interest in strongly upper semicontinuous maps is motivated by the following fixed-point result. 
Then, Φ has a fixed point.
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The proof follows arguments given in [9, Corollary 11] . Note that in Proposition 7.10, we cannot replace the strong upper semicontinuity of ψ by the upper semicontinuity and compactness of ψ. To see this, let E := 2 As stated above, the case A = 0 is not excluded. Thus, in view of the remark following Theorem 7.3, compactness of the nonlinearity is not sufficient for the existence of periodic solutions. This is why the stronger assumption is considered here.
Proof. We apply Proposition 7.10; to this end, introduce the map ψ : D E,
for x ∈ D, and let U := U(T). We easily see that
(7.10)
Our assumptions concerning ϕ imply that all the assumptions of Theorem 4.4 are fulfilled; hence, P (and ψ) is decomposable. In view of representation (7.10), we conclude the proof of the existence of a mild solution of (7.1) by showing that ψ is strongly upper semicontinuous. In order to get a strong solution, we use the uniform continuity of ᐁ.
Remark 7.12.
If ϕ is single-valued, then we do not need the uniform continuity of ᐁ. In this case, we assume that E is reflexive and D is convex bounded (thus weakly compact), and, in order to get the existence of a mild solution, the weak equicontinuity of {U(·)x} x∈D is shown and employed. In particular, if ϕ is single-valued and (jointly) strongly continuous and A ≡ 0, then the existence of a classical solution of the problem u = f (t,u), u(0) = u(T) (7.11) is easily obtained (reflexivity is not relevant for it was necessary only to establish the weak equicontinuity of {U(·)} x∈D ).
Equilibria
Let F : D E. A stationary solution of the autonomous inclusion u (t) ∈ Au(t) + Φ u(t) , (8.1) that is, a point u 0 ∈ D(A) ∩ D satisfying 0 ∈ Au 0 + F(u 0 ), is called an equilibrium of (8.1). The existence of equilibria (for A ≡ 0) has been carefully studied in [24] by different methods and in [13] in a finite-dimensional setting (see also [8] and others). Here, we assume that Φ is upper semicontinuous and have nonempty, convex and compact values. Moreover, we assume that Φ is subject to one of the following tangency conditions:
∀x ∈ D, Φ(x) ∩ T D (x) = ∅; (8.2) ∀x ∈ D, Φ(x) ∩ C D (x) = ∅; (8.3) that is, "autonomous" analogs of conditions (2.1) and (3.4), respectively. 
Final remarks
We observe that, in most of the above results, we can do without the separability of E assuming that ϕ is upper semicontinuous or even almost upper semicontinuous in the sense of Deimling (see [31] ) although the proofs are a bit more involved. The important changes have to be done in Theorem 7.1, if E is an arbitrary (resp., weakly compactly generated) Banach space, then the Poincaré operator is a ν-set contraction with respect to the measure of noncompactness β 0 on E given by β 0 (Ω) := sup β(C) | C ⊂ Ω countable (9.1) for a bounded Ω ⊂ E ( β 0 is regular, monotone and nonsingular (see [1, Section 1.4]) with ν = θT + 4 k L 1 (resp., ν = θT + 2 k L 1 ). Consequently, changing assumptions in Theorems 7.5 and 8.3(i), we obtain other criteria for the existence of periodic orbits or equilibria. The detailed proofs of the main results of this paper will appear in the forthcoming paper [12] .
