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Abstract
The usual formulas relating the dot and cross products of vectors to
their angle are generalized for products of real or complex blades (simple
or decomposable multivectors). The inner product and contraction of
blades are connected to the Grassmann angle between their subspaces, and
the exterior product to the complementary Grassmann angle. Products
from Clifford geometric algebra are also described in terms of such angles,
and we obtain geometric interpretations for the geometric product. The
relations between blade products and Grassmann angles bring new ways
to understand properties of both.
Keywords: Grassmann algebra, exterior algebra, geometric algebra, Clif-
ford algebra, product of multivectors, angle between subspaces.
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1 Introduction
Much of the usefulness of the dot and cross products of vectors comes
from the formulas relating them to norms and angles. We obtain similar
formulas expressing contractions, inner, exterior and geometric products
of real or complex blades (simple or decomposable multivectors) in terms
of their norms, relative orientations, and Grassmann angles.
The Grassmann angle, introduced in [23], refines and extends other
concepts of angle between subspaces [9, 12, 13, 14, 17, 26]. It works for real
or complex spaces of equal or distinct dimensions, linking various ideas:
principal angles, angles in the exterior algebra, projections of Lebesgue
measures, etc. Essentially, it codifies information about projection factors
[24], describing how volumes contract when orthogonally projected.
The formulas we obtain provide geometric interpretations for the prod-
ucts, giving in particular interesting new ways to understand the geometric
product of Clifford algebra. They also shed new light into known proper-
ties, like the fact that contractions, inner and exterior products of blades
are submultiplicative, while the geometric one satisfies ‖AB‖ = ‖A‖‖B‖.
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Moreover, they provide new insights into some features of the Grass-
mann angle. Its asymmetry, for subspaces of different dimensions, is
reflected in its relation with contractions, while its symmetry for equal
dimensions, and that of the complementary Grassmann angle (with the
orthogonal complement of a subspace), are linked to the inner and exterior
products, respectively.
The results presented here are used in [25] to get several identities for
Grassmann angles and practical formulas for computing them. In [24]
they give properties of projection factors.
Section 2 reviews several concepts and results which will be needed.
Section 3 describes different ways to decompose blades. Section 4 relates
contractions, inner and exterior products of blades to Grassmann angles.
Section 5 does the same for geometric algebra products.
2 Preliminaries
This section reviews concepts and results which will be used. Most have
been discussed in [23], and we refer to that article for proofs and more
details.
In this article, X is a n-dimensional vector space over R (real case)
or C (complex case), with inner product 〈·, ·〉 (Hermitian product in the
complex case, with conjugate-linearity in the first argument). In the geo-
metric algebra sections, we consider only the real case.
Given subspaces V,W ⊂ X, ProjW and ProjVW denote the orthogonal
projections X →W and V →W , respectively.
A line is a 1-dimensional subspace. For v ∈ X, Rv = {cv : c ∈ R},
and in the complex case Cv = {cv : c ∈ C}.
2.1 Grassmann algebra
The Grassmann or exterior algebra [33, 34] of a vector space V is a graded
algebra ΛV =
⊕m
p=0 Λ
pV , where m = dimV , Λ0V = {scalars} (R or C,
depending on the case), and Λ1V = V . For convenience, we set ΛpV = {0}
for p < 0 or p > m. Elements of ΛV are multivectors, and those in the pth
exterior power ΛpV are homogeneous of grade p, being called p-vectors.
The algebra has a bilinear associative exterior product ∧ : ΛpV ×
ΛqV → Λp+qV , which is alternating on elements of V . For 1 ≤ p ≤ m,
p-vectors are linear combinations of elements of the form v1 ∧ . . . ∧ vp,
where v1, . . . , vp ∈ V , which are called decomposable or simple p-vectors,
or simply p-blades. Scalars are considered 0-blades.
The annihilator of a nonzero blade ν = v1 ∧ . . . ∧ vp ∈ ΛpV is the
p-dimensional subspace Ann(ν) = {v ∈ V : v ∧ ν = 0} = span(v1, . . . , vp).
We say ν represents such subspace, and any ν ∈ Λ0V represents {0}.
If ν represents a p-dimensional subspace U ⊂ V then ΛpU = span(ν).
Conversely, any nonzero ν ∈ ΛpU represents U .
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The inner product of ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧ wp is
〈ν, ω〉 = det(〈vi, wj〉) =
∣∣∣∣∣∣∣
〈v1, w1〉 · · · 〈v1, wp〉
...
. . .
...
〈vp, w1〉 · · · 〈vp, wp〉
∣∣∣∣∣∣∣ .
It is extended linearly (sesquilinearly, in the complex case) for arbitrary
multivectors, with blades of distinct grades being mutually orthogonal,
and 〈ν, ω〉 = ν¯ · ω for ν, ω ∈ Λ0V .
The norm ‖ν‖ = √〈ν, ν〉 of a p-blade ν = v1∧ . . .∧vp gives, in the real
case, the p-dimensional volume of the parallelotope spanned by v1, . . . , vp.
In the complex case, its square gives the 2p-dimensional volume of the
parallelotope spanned by v1, iv1, . . . , vp, ivp.
Given a subspace W ⊂ X, let P = ProjW . The orthogonal projection
of ν = v1 ∧ . . . ∧ vp ∈ ΛX on ΛW ⊂ ΛX is Pν = Pv1 ∧ . . . ∧ Pvp.
2.2 Principal Angles and Vectors
Definition. The (Euclidean) angle θv,w ∈ [0, pi] between nonzero vectors
v, w ∈ X is given by cos θv,w = Re〈v,w〉‖v‖‖w‖ . In the complex case, there is also
a Hermitian angle γv,w ∈ [0, pi2 ] defined by cos γv,w = |〈v,w〉|‖v‖‖w‖ .
In the complex case, Re〈v, w〉 is a real inner product in the underlying
real vector space, and θv,w is the angle between v and w as real vectors,
while γv,w is the angle v makes with Cw, i.e. γv,w = θv,Pv, where P =
ProjCw. For details, see [8, 29].
In high dimensions, no single (scalar) angle fully describes how two
subspaces are separated. This requires a list of principal angles, also
called Jordan or canonical angles [2, 8, 9, 18].
Definition. Let V,W ⊂ X be nonzero subspaces, p = dimV , q = dimW
and m = min{p, q}. Orthonormal bases (e1, . . . , ep) of V and (f1, . . . , fq)
of W , and angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ pi2 , constitute associated principal
bases and principal angles of V and W if
〈ei, fj〉 =
{
cos θi if i = j,
0 if i 6= j. (1)
The ei’s and fi’s are principal vectors. We also say that (f1, . . . , fq) is a
principal basis of W w.r.t. V .
Hence θi = θei,fi . In the complex case, θi = γei,fi too.
Such bases and angles can be obtained via a singular value decomposi-
tion [8, 10]: for P = ProjVW , the ei’s and fi’s are orthonormal eigenvectors
of P ∗P and PP ∗, respectively, and the cos θi’s are the square roots of the
eigenvalues of P ∗P , if p ≤ q, or PP ∗ otherwise.
The θi’s are uniquely defined, but the ei’s and fi’s are not. If i ≤ m
and θi is not a repeated principal angle, they are defined up to a sign or,
in the complex case, a phase factor (unit complex number). If θi 6= pi2 ,
any such change made to ei must also happen to fi, and vice-versa.
For i ≤ d = dimV ∩W we have ei = fi and θi = 0.
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Proposition 2.1. If P = ProjVW then Pei =
{
fi · cos θi if i ≤ m,
0 if i > m.
Definition. For i ≤ m, Pi = span(ei, fi) is a principal plane, with a
principal bivector (oriented from V to W ) given by
ii =
{
0 if i ≤ d,
ei∧fi
‖ei∧fi‖ if d < i ≤ m.
(2)
Orthoprincipal vectors are unit vectors e⊥i , f⊥i ∈ Pi, for d < i ≤ m, such
that e⊥i ⊥ ei, f⊥i ⊥ fi and ei ∧ e⊥i = f⊥i ∧ fi = ii.
Principal planes are mutually orthogonal. For i ≤ d, Pi degenerates
to a line. If θi is not repeated then Pi is uniquely determined and, in the
real case, so is ii, if θi 6= pi2 . If p ≤ q then {f1, . . . , fq, f⊥d+1, . . . , f⊥p } is an
orthonormal basis of V +W .
2.3 Partial orthogonality
Let V,W ⊂ X be subspaces. As usual, we write V ⊥ W if 〈v, w〉 = 0 for
all v ∈ V and w ∈ W , and W⊥ is the orthogonal complement of W . We
will also need a weaker concept of orthogonality [23].
Definition. V is partially orthogonal to W if there is a nonzero v ∈ V
such that 〈v, w〉 = 0 for all w ∈ W . In such case we write V ⊥/ W ,
otherwise V 6⊥/ W .
In general, ⊥/ is not a symmetric relation when dimensions are distinct:
any plane is partially orthogonal to a line, but the converse is not true.
Proposition 2.2. For any subspaces V,W ⊂ X:
i) V ⊥/ W ⇔ dimV > dimW or a principal angle is pi
2
.
ii) V ⊥/ W ⇔ dimP (V ) < dimV , where P = ProjW .
iii) If dimV = dimW then V ⊥/ W ⇔W ⊥/ V .
Proposition 2.3. Let V and W be nonzero subspaces, p = dimV , P =
ProjW , and (f1, . . . , fq) be a principal basis of W with respect to V . If
V 6⊥/ W then P (V ) = span(f1, . . . , fp).
Definition. Let ν, ω ∈ ΛX be blades representing subspaces V,W ⊂ X,
respectively.
i) If V ⊂W we say ν is a subblade of ω.
ii) If V ⊥/ W we say ν is partially orthogonal to ω, and write ν ⊥/ ω.
iii) If V ⊥W we say ν and ω are completely orthogonal.
This last condition is stronger than ν and ω being orthogonal in the
sense of 〈ν, ω〉 = 0. In fact, for nonzero blades of same grade, 〈ν, ω〉 = 0
is equivalent to V ⊥/ W , so orthogonality in ΛX corresponds to partial
orthogonality in X.
Proposition 2.4. For nonzero blades ν, ω ∈ ΛpX, ν ⊥/ ω ⇔ 〈ν, ω〉 = 0.
Corollary 4.7 gives a similar result for blades of distinct grades.
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2.4 Grassmann angle
Using a list of principal angles to completely describe the relative position
of subspaces can be inconvenient and in many cases unnecessary, and they
are usually combined into a single number describing whatever relation
between the subspaces is more relevant in a given application.
An important relation between subspaces V and W is their projection
factor, which measures how volumes in V contract when orthogonally
projected on W [23, 24].
Definition. For subspaces V,W ⊂ X, the projection factor of V on W is
piV,W =
volp P (S)
volp S
, (3)
where p = dimR V (i.e. as a real vector space), volp is the p-dimensional
volume, S ⊂ V is a p-dimensional parallelotope, and P = ProjVW .
Grassmann angles codify information about such factors, refining and
generalizing various similar angles [1, 8, 9, 11, 12, 17, 27, 30, 32]. In
section 2.5.1 we relate them to geometric algebra angles. The equivalence
of the following characterizations, and other properties, are proven in [23].
Definition. Let V,W ⊂ X be nonzero subspaces, with principal angles
θ1, . . . , θm, where m = min{p, q} for p = dimV and q = dimW . The
Grassmann angle ΘV,W ∈ [0, pi2 ] of V with W can be defined in any of the
following equivalent ways:
i) ΘV,W = angle1 in ΛpX between the line ΛpV and the subspace ΛpW .
ii) If ν is a blade representing V and P = ProjVW ,
cos ΘV,W =
‖Pν‖
‖ν‖ . (4)
iii) cos ΘV,W =
{
piV,W in the real case,
√
piV,W in the complex case.
iv) If p > q then ΘV,W = pi2 , otherwise
cos ΘV,W =
m∏
i=1
cos θi. (5)
v) cos2 ΘV,W = det(P¯TP), where P is a matrix for P in orthonormal
bases of V and W .
We also define Θ{0},{0} = 0, Θ{0},V = 0 and ΘV,{0} = pi2 .
In some simple cases, in which there is an unambiguous concept of
angle between subspaces, ΘV,W coincides with it, as, for example, when
V is a line, or both V and W are hyperplanes.
Proposition 2.5. For any subspaces V,W ⊂ X and nonzero v, w ∈ X:
i) ΘV,W = 0 ⇔ V ⊂W .
1If p > q then ΛpW = {0}, and the angle is defined to be pi
2
.
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ii) ΘV,W = pi2 ⇔ V ⊥/ W .
iii) ΘRv,Rw = min{θv,w, pi − θv,w} in the real case, and ΘCv,Cw = γv,w
in the complex one.
iv) If dimV = dimW then ΘV,W = ΘW,V .
An important characteristic of the Grassmann angle, differing it from
similar angles, is that it is asymmetric: ΘV,W = pi2 if dimV > dimW , so,
in general, ΘV,W 6= ΘW,V if dimV 6= dimW . This may seem detrimental,
but there is no symmetry between subspaces of distinct dimensions, and
it is good that ΘV,W reflects this. It leads to more general results with
simpler proofs, as the angle ‘keeps track’ of special cases depending on
which dimension is larger. For example, this allows ΘV,W to satisfy a
triangle inequality which holds even for distinct dimensions [23].
In theorem 4.5 we show the asymmetry of ΘV,W is related to that of
contractions. When dimensions are equal ΘV,W is symmetric, and this is
linked to the symmetry of the inner product.
Proposition 2.6. If ν, ω ∈ ΛpX are blades representing subspaces V,W ⊂
X, then |〈ν, ω〉| = ‖ν‖‖ω‖ cos ΘV,W .
In corollary 4.6 we give a generalization for blades of different grades.
Other angles defined in terms of ΘV,W are useful at times.
Definition. The max- and min-symmetrized Grassmann angles are
ΘˆV,W = max{ΘV,W ,ΘW,V },
ΘˇV,W = min{ΘV,W ,ΘW,V }.
Symmetrizing by the minimum leads to worse properties, and ΘˇV,W
does not satisfy a triangle inequality, while ΘˆV,W gives a metric in the
total Grassmannian of all subspaces of X [23]. On the other hand, for
subspaces of different dimensions we always get ΘˆV,W = pi2 , which is not
very helpful. The asymmetric ΘV,W strikes a good balance between nice
properties and useful information.
Definition. The complementary Grassmann angle Θ⊥V,W ∈ [0, pi2 ] of sub-
spaces V,W ⊂ X is the Grassmann angle of V with the orthogonal com-
plement of W , i.e. Θ⊥V,W = ΘV,W⊥ .
If V is a line this is the usual complement, Θ⊥V,W = pi2 − ΘV,W , and
cos Θ⊥V,W = sin ΘV,W , but in general there is no simple relation between
these angles. The following properties, and others, are proven in [23].
Proposition 2.7. Let V,W ⊂ X be subspaces.
i) Θ⊥V,W = 0 ⇔ V ⊥W .
ii) Θ⊥V,W = pi2 ⇔ V ∩W 6= {0}.
iii) Θ⊥V,W = Θ⊥W,V .
iv) 0 ≤ cos2 ΘV,W + cos2 Θ⊥V,W ≤ 1, if V 6= {0}.
In section 4.3 we relate Θ⊥V,W to the exterior product, obtaining a
simple explanation for why it has the symmetry (iii) that ΘV,W does not.
We also give an easy proof of the following result, used in [23] to obtain
(iii), and whose demonstration was somewhat laborious.
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Proposition 2.8. If V,W ⊂ X are nonzero subspaces, with principal
angles θ1, . . . , θm, then
cos Θ⊥V,W =
m∏
i=1
sin θi. (6)
2.5 Geometric algebra
Geometric algebra [13, 6, 15, 21] is based on Clifford algebra, with a focus
on real inner product spaces of any signature (we treat here only the
Euclidean case). It can be seen as the exterior algebra with new products,
although in some constructions that algebra is built out of the Clifford
one. In it, multivectors are usually represented with capital letters, and
the annihilator is called outer product null space.
The geometric product ΛX × ΛX → ΛX, (A,B) 7→ AB, is bilinear,
associative, and for v, w ∈ X gives vw = 〈v, w〉 + v ∧ w. If v ‖ w then
vw = 〈v, w〉 = wv, and if v ⊥ w then vw = v∧w = −wv. If v1, . . . , vk ∈ X
are orthogonal then v1v2 . . . vk = v1 ∧ v2 ∧ . . . ∧ vk.
The reversion is a linear involution A 7→ A˜ of ΛX, which, for a p-
blade A = v1 ∧ . . .∧ vp, gives A˜ = vp ∧ . . .∧ v1 = (−1)
p(p−1)
2 A. It satisfies
(A˜)∼ = A and (AB)∼ = B˜A˜.
Non-null vectors are invertible, with v−1 = v/‖v‖2, and so are their
products, including any non-null blade, for which A−1 = A˜/‖A‖2.
Rotations are described by rotors, which specify not only the rotation
angle φ but also the oriented plane of rotation, represented by its unit
bivector i, which satisfies i2 = −1. If a and b are unit vectors (a2 = b2 = 1)
in such plane, separated by an angle φ
2
, and ordered so that a∧b‖a∧b‖ = i, the
rotor is R = ab = cos φ
2
+i sin φ
2
= eiφ/2. Rotation of v ∈ X is acomplished
by v 7→ R−1vR, withR−1 = ba = e−iφ/2. A product of rotorsR1 = ei1φ1/2
and R2 = ei2φ2/2 is a rotor R = R1R2 representing the composition of
their rotations, and if i1 and i2 commute then R = e(i1φ1+i2φ2)/2.
For A ∈ ΛpX and B ∈ ΛqX, the product AB can have components
of grades |q − p|, |q − p|+ 2, . . . , p+ q − 2, p+ q. With 〈 · 〉r denoting the
component of grade r, the scalar product, (fat) dot product, left and right
contractions, and outer product are, respectively,
A ∗B = 〈AB〉0, (7a)
A •B = 〈AB〉|q−p|, (7b)
AcB = 〈AB〉q−p, (7c)
AbB = 〈AB〉p−q, (7d)
A ∧B = 〈AB〉p+q. (7e)
As these products correspond to components of the geometric product,
we call them component subproducts.
The outer product is just the exterior product under a different name.
The scalar product vanishes unless p = q, in which case A ∗ B =
B ∗ A = A • B = AcB = AbB, corresponding to our inner product, but
with a reversion:
A ∗B = 〈A˜, B〉 = (−1) p(p−1)2 〈A,B〉. (8)
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Another reversion is used in the norm to compensate: ‖A‖2 = A˜ ∗A.
The fat dot product gives a |q − p|-vector, and satisfies A • B =
(−1)p(q−p)B • A. It is an alternative [5] to the Hestenes inner product
A ·B, which differs from it in that A ·B = 0 if A or B is a scalar. As A ·B
appeared in the bible of geometric algebra [13], it was widely adopted, but
both products have the inconvenient of causing a proliferation of grade
conditionals, and not being linear over nonhomogeneous multivectors.
The dot product corresponds to one of the contractions,
A •B =
{
AcB if p ≤ q,
AbB if p > q,
and Lounesto [20] and Dorst [5] advocate for their use instead. Contrac-
tions ‘switch off’ automatically when conditions fail to hold: if p > q then
AcB = 0, and AbB = 0 if p < q. With them, “known results are simul-
taneously generalized and more simply expressible, without conditional
exceptions” [4, p.136]. In [22] we discuss these contractions in comparison
with that of section 4.2 and others. The left one satisfies
〈C,AcB〉 = 〈A˜ ∧ C,B〉, (9)
for any A ∈ ΛpX, B ∈ ΛqX and C ∈ Λq−pX, and is related to the right
one by AcB = (−1)p(q−p)BbA.
2.5.1 Geometric algebra angles
The geometric algebra literature has slightly different definitions for the
angle between blades or subspaces. Here we show how they relate to
Grassmann angles.
Hestenes [13] defines an angle φ between multivectors A and B by
cosφ = A˜∗B‖A‖‖B‖ . He says it has a simple geometric interpretation for
blades of same grade, but only describes it for intersecting planes, as their
dihedral angle. For blades, it corresponds to the max-symmetrized ΘˆV,W
(or pi − ΘˆV,W , as we are not using oriented subspaces).
Dorst [6] uses the same definition for blades of same grade, and when
A has lower grade he takes the angle with its projection on B. This
amounts to using ΘV,W , but only with dimV ≤ dimW . He interprets
it as an angle between subspaces, but erroneously sees it as analogous to
dihedral angles: if, after taking out common factors, there is at most one
vector left in each blade, it is the angle between these vectors. Otherwise,
“no single scalar angle can be defined geometrically, and this geometric
nonexistence is reflected in the algebraic answer of 0 for the scalar product”
[6, p.70]. This is incorrect: if (e1, e2, e3, e4) is the canonical basis of R4
then A = (e1 + e2) ∧ (e3 + e4) and B = e1 ∧ e3 have no common factors
(since A ∧B 6= 0), and yet A ∗B 6= 0.
Hitzer [14] defines the angle between subspaces of same dimension as
in (5). Later he changes the definition to exclude any θi = pi2 , and uses
it for subspaces of different dimensions, what corresponds (if there is no
θi =
pi
2
) to using the min-symmetrized ΘˇV,W .
In a survey of the theory [21], the angle is defined in terms of a ratio
of volumes, by cosφ = ‖PB(A)‖‖A‖ =
‖AcB‖
‖A‖‖B‖ , which would make it equal to
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ΘV,W . But it is not clear if the case of A having larger grade is admitted,
as the angle is not used for anything.
3 Blade decompositions
This section presents different ways to decompose blades, which can be
useful in various situations. We also extend the concept of orientation.
3.1 Principal decomposition and orientation
Definition. ν, ω ∈ ΛX have the same orientation if ν = c ω for some
c > 0, opposite orientations if ν = c ω for some c < 0, and compatible
orientations if 〈ν, ω〉 ≥ 0.
Note that having compatible orientations is not an equivalence rela-
tion, as it is not transitive.
Definition. For ν, ω ∈ ΛX with 〈ν, ω〉 6= 0, the relative orientation from
ν to ω is
σν,ω =
〈ν, ω〉
|〈ν, ω〉| . (10)
In the real case σν,ω = ±1, and in the complex case it is a phase factor.
If P = ProjΛW then σν,ωPν and ω have the same orientation.
It may seem strange to use the term ‘orientation’ in the complex case,
in which σν,ω is not even discrete. But it is convenient to extend the
meaning of such term, as in both cases many properties are similar, even
if there are important differences as well.
Definition. Let ν ∈ ΛpX and ω ∈ ΛqX be nonzero blades, representing
subspaces V and W , with principal bases (e1, . . . , ep) and (f1, . . . , fq),
respectively. A principal decomposition of ν and ω is
ν = σν · ‖ν‖ · e1 ∧ . . . ∧ ep,
ω = σω · ‖ω‖ · f1 ∧ . . . ∧ fq,
(11)
where σν and σω are signs, in the real case, or phase factors, in the complex
one.
Note that σν and σω depend on the choice of principal bases. If ν
and ω have compatible orientations, these factors can be eliminated by an
appropriate change of principal bases.
If 〈ν, ω〉 6= 0 then
σν,ω = σ¯ν · σω. (12)
We use this to extend the definition of σν,ω for any nonzero blades, noting
that it will depend on the principal bases if 〈ν, ω〉 = 0, so in such case we
avoid calling it relative orientation.
3.2 Projective-orthogonal decomposition
Definition. Given nonzero subspaces V,W ⊂ X, with dimV = p ≤
q = dimW , and a principal basis (f1, . . . , fq) of W with respect to V , a
projective-orthogonal decomposition of W w.r.t. V is
W = WP ⊕W⊥, (13)
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where WP = span(f1, . . . , fp) and W⊥ = span(fp+1, . . . , fq) are, respec-
tively, projective and orthogonal subspaces of W w.r.t. V .
By proposition 2.3, if V 6⊥/ W then WP = P (V ) and W⊥ = W ∩ V ⊥,
where P = ProjW . If V ⊥/ W then P (V ) ( WP and W⊥ ( W ∩ V ⊥, and
in this case the decomposition depends on the choice of principal basis.
Definition. Given nonzero blades ν ∈ ΛpX and ω ∈ ΛqX, with p ≤ q,
and a principal basis (f1, . . . , fq) of W = Ann(ω) w.r.t. V = Ann(ν), a
projective-orthogonal decomposition of ω w.r.t. ν is
ω = ωPν ∧ ω⊥ν , (14)
where ωPν ∈ ΛpWP and ω⊥ν ∈ Λq−pW⊥ are, respectively, projective and
orthogonal subblades of ω w.r.t. ν, given by
ωPν = σν · f1 ∧ . . . ∧ fp,
ω⊥ν = σν,ω‖ω‖ · fp+1 ∧ . . . ∧ fq,
with σν and σν,ω as in (11) and (12).
Note that ‖ωPν‖ = 1 and ‖ω⊥ν‖ = ‖ω‖. By proposition 2.1, if ν 6⊥/ ω
this decomposition is uniquely defined, with ωPν =
Pν
‖Pν‖ , where P =
ProjW (in corollary 4.4 we give a formula for ω⊥ν ).
This decomposition gives a nice formula for the inner product of a
blade with the exterior product of a blade and a multivector.
Proposition 3.1. Given nonzero blades ν ∈ ΛpX and ω ∈ ΛqX, with
p ≤ q, and a projective-orthogonal decomposition of ω w.r.t. ν, for any
µ ∈ Λq−pX we have
〈ν ∧ µ, ω〉 = 〈ν, ωPν 〉 · 〈µ, ω⊥ν 〉.
Proof. Without loss of generality, we can assume µ is a blade. As ν is
completely orthogonal to ω⊥ν , 〈ν ∧µ, ωPν ∧ω⊥ν 〉 is given by the determi-
nant of a block triangular matrix, with the determinants of the diagonal
blocks being 〈ν, ωPν 〉 and 〈µ, ω⊥ν 〉.
Note that ν and ω must be blades: as the decomposition depends on
both, the right-hand side of the formula is not linear in them.
3.3 Coordinate decomposition
We will use the following multi-index notation throughout this article.
Definition. For integers a ≤ b let Ia,b0 = {0} and, for 1 ≤ k ≤ b− a+ 1,
Ia,bk = {(i1, . . . , ik) ∈ Zk : a ≤ i1 < . . . < ik ≤ b}.
Also, Ibk = I1,bk for k ≥ 0. For I = (i1, . . . , ik) ∈ Ibk let |I| = i1 + . . .+ ik
and Iˆ = (1, . . . , iˆ1, . . . , iˆk, . . . , b) ∈ Ibb−k, where iˆj indicates that index is
removed. For I ∈ Ib0, |I| = 0 and Iˆ = (1, . . . , b) ∈ Ibb .
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Definition. Given a basis β = (w1, . . . , wq) of a subspace W ⊂ X, and
1 ≤ p ≤ q, the p-dimensional coordinate subspaces of β are the (q
p
)
sub-
spaces given, for each I = (i1, . . . , ip) ∈ Iqp , by WI = span(wi1 , . . . , wip).
They are represented by the coordinate p-blades of β,
ωI = wi1 ∧ . . . ∧ wip ∈ ΛpWI . (15)
For I ∈ Iq0 we have the 0-dimensional coordinate subspace WI = {0} and
ωI = 1 ∈ Λ0WI .
When β is orthonormal, {ωI}I∈Iqp is an orthonormal basis of ΛpW . In
[25] we use this to get the following identity.
Proposition 3.2. Let V ⊂ Y ⊂ X be subspaces, p = dimV , m = dimY ,
and βY be an orthogonal basis of Y . Then∑
I∈Imp
cos2 ΘV,YI = 1,
where the YI ’s are all p-dimensional coordinate subspaces of βY .
Definition. Given a decomposed nonzero blade ω = w1∧ . . .∧wq ∈ ΛqX,
consider the basis β = (w1, . . . , wq) of W = Ann(ω). For any I ∈ Iqp , with
0 ≤ p ≤ q, the coordinate decomposition of ω w.r.t. I and β is
ω = σI · ωI ∧ ωIˆ , (16)
with ωI and ωIˆ as in (15), and σI = (−1)|I|−
p(p+1)
2 .
The exponent in σI is due to the (i1−1) + . . .+ (ip−p) transpositions
needed to move wi1 ∧ . . . ∧ wip to the begining of ω.
This decomposition and the following result give us another formula
for the inner product of a blade with an exterior product.
Proposition 3.3 (Laplace’s Expansion [28, p.80]). Given a q× q matrix
M and J ∈ Iqp , with 1 ≤ p < q,
detM =
∑
I∈Iqp
(−1)|I|+|J| detMI,J · detMIˆ,Jˆ ,
where MI,J is the p × p submatrix formed by entries with row indices in
I and column indices in J , and MIˆ,Jˆ is the (q − p) × (q − p) submatrix
formed by entries with row indices not in I and column indices not in J .
Of course, the same holds if we switch the roles of rows and columns.
The following formula is obtained by taking row indices J = (1, . . . , p).
Proposition 3.4. If 0 ≤ p ≤ q then for any ν ∈ ΛpX, µ ∈ Λq−pX and
any decomposed nonzero blade ω = w1 ∧ . . . ∧ wq ∈ ΛqX,
〈ν ∧ µ, ω〉 =
∑
I∈Iqp
σI〈ν, ωI〉 · 〈µ, ωIˆ〉.
4 Blade products in Grassmann algebra
Here we obtain formulas relating contractions, inner and exterior products
of blades to their norms, relative orientation and Grassmann angles.
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4.1 Inner product
Theorem 4.1. Let ν, ω ∈ ΛpX be blades representing V,W ⊂ X, respec-
tively, and let σν,ω be as in (12). Then
〈ν, ω〉 = σν,ω‖ν‖‖ω‖ cos ΘV,W .
Proof. If 〈ν, ω〉 = 0 with ν, ω 6= 0 then ΘV,W = pi2 , by propositions 2.4
and 2.5ii. If 〈ν, ω〉 6= 0 the result follows from (10) and proposition 2.6.
The factor σν,ω appears because we defined ΘV,W for non-oriented
subspaces. In the real case, it can be easily eliminated with a Grassmann
angle ΘV,W ∈ [0, pi] for oriented subspaces (with orientations of ν and ω)
defined by
cos ΘV,W = σν,ω cos ΘV,W . (17)
In the complex case, ΘV,W would be a complex valued angle.
We can extend theorem 4.1 for blades ν, ω ∈ ΛX of arbitrary grades
by replacing ΘV,W with the max-symmetrized Grassmann angle ΘˆV,W , as
cos ΘˆV,W = 0 when dimensions are distinct.
4.2 Contraction
There are several closely related concepts of contraction in the literature,
which we review in [22]. The one given below, between multivectors, is a
natural extension of more familiar ones, between forms and multivectors.
The one from geometric algebra (9) differs from ours by a reversion in
the contractor, and the slightly different symbol. We focus on the left
contraction, but our results can be adapted for a right one, which is useful
at times, given by ω x ν = (−1)p(q−p)νyω.
Definition. The (left) contraction νyω of ν ∈ ΛpX on ω ∈ ΛqX is the
unique element of Λq−pX satisfying, for all µ ∈ Λq−pX,
〈µ, νyω〉 = 〈ν ∧ µ, ω〉. (18)
It is extended for arbitrary multivectors by conjugate-linearity in the con-
tractor ν and linearity in the contractee ω.
If p = q then νyω = 〈ν, ω〉, so it generalizes the inner product for
multivectors of distinct grades, giving a (q− p)-vector instead of a scalar.
If p > q then νyω = 0, and if p = 0 then νyω = ν¯ · ω. In general, the
contraction is asymmetric, νyω 6= ωy ν. If ν and ω are blades so is νyω,
as shown below.
The following formula is useful for calculations.
Proposition 4.2. For ν ∈ ΛpX and any blade ω ∈ ΛqX, with p ≤ q,
νyω =
∑
I∈Iqp
σI · 〈ν, ωI〉 · ωIˆ , (19)
where σI , ωI and ωIˆ are as in (16) for any decomposition ω = w1∧. . .∧wq.
Proof. Follows from (18) and proposition 3.4.
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Example 4.3. Let v ∈ X, ν ∈ Λ2X and ω = w1 ∧w2 ∧w3 ∈ Λ3X. Then
vyω = 〈v, w1〉w2 ∧ w3 − 〈v, w2〉w1 ∧ w3 + 〈v, w3〉w1 ∧ w2, and
νyω = 〈ν, w1 ∧ w2〉w3 − 〈ν, w1 ∧ w3〉w2 + 〈ν, w2 ∧ w3〉w1.
Corollary 4.4. In a projective-orthogonal decomposition, ω⊥ν = ωPν yω.
We can generalize theorem 4.1 for contractions.
Theorem 4.5. Given nonzero blades ν ∈ ΛpX and ω ∈ ΛqX representing
subspaces V and W , respectively, decompose them as in (11). Then2
νyω = σν,ω‖ν‖‖ω‖ cos ΘV,W · fp+1 ∧ . . . ∧ fq.
Proof. If p > q then ΘV,W = pi2 and both sides are 0. If p ≤ q the result
follows from (19) and theorem 4.1.
This shows how the asymmetry of the contraction is connected to that
of the Grassmann angle. As before, in the real case the formula can be
simplified using (17), but now ΘV,W will not be uniquely defined, since
σν,ω can change depending on the choice of fp+1, . . . , fq.
Corollary 4.6. If ν, ω ∈ ΛX are blades representing subspaces V,W ⊂ X
then ‖νyω‖ = ‖ν‖‖ω‖ cos ΘV,W .
This generalizes proposition 2.6, and gives yet another characterization
for ΘV,W . A similar formula appears in [21].
Corollary 4.7. For nonzero blades ν, ω ∈ ΛX, ν ⊥/ ω ⇔ νyω = 0.
This generalizes proposition 2.4 for arbitrary grades.
Corollary 4.8. Given nonzero blades ν ∈ ΛpX and ω ∈ ΛqX, with
1 ≤ p ≤ q, and a projective-orthogonal decomposition (14) of ω w.r.t. ν,
let P = ProjAnn(ω). Then νyω = 〈ν, ωPν 〉ω⊥ν = ‖Pν‖ω⊥ν .
So, νyω corresponds to an inner product of ν with a subblade of ω
where it projects, leaving a subblade completely orthogonal to it.
4.3 Exterior product
The following lemmas are well known and easy to prove.
Lemma 4.9. For any v, w ∈ X,
‖v ∧ w‖ =
{
‖v‖‖w‖ sin θv,w in the real case,
‖v‖‖w‖ sin γv,w in the complex case.
Corollary 4.10. If ei and fi are principal vectors associated to a principal
angle θi then ‖ei ∧ fi‖ = sin θi.
Lemma 4.11. For completely orthogonal blades ν, ω ∈ ΛX, ‖ν ∧ ω‖ =
‖ν‖‖ω‖.
2If p ≥ q the term fp+1 ∧ . . . ∧ fq is to be interpreted as absent (or as 1).
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For arbitrary blades ν and ω representing subspaces V and W , one
might guess a formula for ‖ν ∧ω‖ would involve sin θν,ω or sin ΘV,W . The
first possibility would hold if we were to consider ν ∧ ω as an element of
Λ2(ΛX), which is not the case. The second one results from interpreting
‖ν ∧ω‖ as the volume of a parallelotope with base ‖ω‖ and ‘height’ given
by the component of ν orthogonal to W . The idea is valid, but in high
dimensions such height is not given by ‖ν‖ sin ΘV,W , but by ‖ν‖ cos Θ⊥V,W .
Theorem 4.12. For any blades ν, ω ∈ ΛX, representing V,W ⊂ X,
‖ν ∧ ω‖ = ‖ν‖‖ω‖ cos Θ⊥V,W . (20)
Proof. If P⊥ = ProjW⊥ then ‖ν ∧ω‖ = ‖(P⊥ν)∧ω‖ = ‖P⊥ν‖ · ‖ω‖, and
the result follows from (4).
Of course, we could rewrite (20) in terms of the sine of a new angle
ΦV,W =
pi
2
−Θ⊥V,W , but, as noted in [23], this angle does not have such a
nice interpretation in ΛX as Θ⊥V,W does.
As cos Θ⊥V,W is a product of sines of principal angles, this theorem is
similar to results given, for the real case, in [1] (for volumes of parallelo-
topes), [26] (volumes of matrices) and [14]. In [3] an aperture angle ϕ
is defined, for real subspaces of equal dimension p, by what amounts to
(sinϕ)p = ‖ν∧ω‖‖ν‖‖ω‖ . It has the nice property that its sine is the geometric
mean of the sines of principal angles, but the p power makes it hard to
get useful results out of it.
Note that theorem 4.12 implies the symmetry of Θ⊥V,W , given in propo-
sition 2.7iii, without relying on proposition 2.8. Moreover, it provides a
simple way to prove that theorem.
Proof of proposition 2.8. Let ν = e1 ∧ . . . ∧ ep and ω = f1 ∧ . . . ∧ fq
for principal bases (e1, . . . , ep) and (f1, . . . , fq) of V and W . We can
assume, without loss of generality, p ≤ q. As principal planes are mutually
orthogonal, lemma 4.11 and corollary 4.10 give
‖ν ∧ ω‖ = ‖e1 ∧ f1‖·. . .·‖ep ∧ fp‖·‖fp+1‖·. . .·‖fq‖
= sin θ1 · . . . · sin θp · 1 · . . . · 1,
and the result follows from (20).
Also, theorem 4.12 easily shows that the exterior product is submulti-
plicative for blades.
Corollary 4.13. For any blades ν, ω ∈ ΛX, ‖ν ∧ ω‖ ≤ ‖ν‖‖ω‖.
This does not hold for general multivectors: if (e1, . . . , e6) is the canon-
ical basis of R6, take ν = ω = e1 ∧ e2 + e3 ∧ e4 + e5 ∧ e6. Besides the case
of two blades, the inequality is valid if one of them or ν ∧ ω is a blade, or
if a multiplicative constant depending on the grades or ranks of ν and ω
is included [7, 16, 19, 31].
For vectors v, w ∈ X, |〈v, w〉|2 + ‖v ∧w‖2 = ‖v‖2‖w‖2. But for blades
ν, ω ∈ ΛX we only have |〈ν, ω〉|2 + ‖ν ∧ ω‖2 ≤ ‖ν‖2‖ω‖2, as these prod-
ucts involve cos ΘV,W and cos Θ⊥V,W , which satisfy proposition 2.7 iv. By
proposition 3.2, an equality would require including the Grassmann angles
of V with other subspaces besides W and W⊥. In section 5.2 we show
the geometric product does precisely this.
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5 Blade products in Clifford algebra
Here we relate the various blade products of Clifford geometric algebra to
Grassmann angles. The geometric product is also expressed in terms of
an angle bivector, and we give a geometric interpretation for the property
that, for blades, ‖AB‖ = ‖A‖‖B‖.
5.1 Component subproducts
The component subproducts (7) are similar to those of section 4, so our
results can be readily adapted. In particular, their norms are related to
the various Grassmann angles as follows.
Proposition 5.1. Given blades A,B ∈ ΛX, with outer product null
spaces V and W , respectively, we have
|A ∗B| = ‖A‖‖B‖ cos ΘˆV,W , (21a)
‖A •B‖ = ‖A‖‖B‖ cos ΘˇV,W , (21b)
‖AcB‖ = ‖A‖‖B‖ cos ΘV,W , (21c)
‖AbB‖ = ‖A‖‖B‖ cos ΘW,V , (21d)
‖A ∧B‖ = ‖A‖‖B‖ cos Θ⊥V,W . (21e)
Similar formulas appear in the geometric algebra literature, with the
angles of section 2.5.1. Hestenes [13] angle definition corresponds to (21a)
without the absolute value, as he uses oriented subspaces. Hitzer [14]
gives the same formula for subspaces of equal dimension (but he forgets
the absolute value, which should be included as his angle is in the range
[0, pi
2
]). As we describe below, he also obtains a result corresponding to
(21e), relating the outer product to the product of sines of principal angles,
though he does not interpret this in terms of a single angle. Dorst [6]
obtains (21c) for dimV ≤ dimW .
These results support Dorst’s contention against the dot product (or
Hestenes inner product): it is related to the min-symmetrized angle ΘˇV,W ,
which has the worst properties. Contractions, on the other hand, are
related to ΘV,W , and his defense of them agrees with our experience in
using the Grassmann angle: its asymmetry leads to simpler proofs and
more general statements, in which special cases are handled automatically,
without us having to keep track of dimensions.
5.2 Geometric product
The geometric product of vectors is easy to interpret in terms of inner
and exterior products, or rotations, but for blades it is not so easy. Hitzer
[14] gives a description in terms of principal angles and vectors, which we
review here, with some modifications.
For simplicity, we start with a product A˜B of unit blades A,B ∈ ΛpX
with compatible orientations (A˜ ·B ≥ 0). A principal decomposition (11)
gives A = e1e2 . . . ep and B = f1f2 . . . fp, for associated principal bases
βV = (e1, . . . , ep) and βW = (f1, . . . , fp) of their outer product null spaces
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V andW . Let θ1, . . . , θp be the principal angles, i1, . . . , ip be the principal
bivectors (2), and define, for 1 ≤ i ≤ p, a principal rotor
Ri = eifi = ci + iisi = e
iiθi , (22)
where ci = cos θi and si = sin θi. Since principal planes are mutually
orthogonal, if i 6= j then ii and Ri commute with ej , fj , ij and Rj .
Hitzer shows that A˜B is a product of principal rotors, one for each
principal plane,
A˜B = ep . . . e2e1f1f2 . . . fp = ep . . . e2R1f2 . . . fp = R1ep . . . e2f2 . . . fp
= R1R2 . . . Rp, (23)
and expands this as
A˜B = (c1 + i1s1)(c2 + i2s2) . . . (cp + ipsp)
= c1c2 . . . cp
+ s1c2 . . . cpi1 + c1s2 . . . cpi2 + . . .+ c1c2 . . . spip
+ s1s2c3 . . . cpi1i2 + s1c2s3 . . . cpi1i3 + . . .+ c1c2 . . . sp−1spip−1ip
...
+ s1s2 . . . spi1i2 . . . ip.
This describes how terms of each grade arise in the product. With (7),
those of grades 0 and 2p relate (5) and (6) to (21a) and (21e). Note that
terms including any ii with i ≤ d = dimV ∩W vanish, as si = 0.
This formula can be simplified using Grassmann angles.
Let i0 = 1, and iI = ii1 . . . iik for I = (i1, . . . , ik) ∈ Id+1,pk . Also, build
βIW from β0W = βW by replacing, for each i ∈ I, fi with the orthoprincipal
vector f⊥i . This is a principal basis of 3 W I = spanβIW associated to βV ,
and cos ΘV,W I =
∏
i/∈I ci ·
∏
i∈I si. With this, Hitzer’s formula becomes
A˜B =
∑
I∈I
cos ΘV,W I iI ,
where I = ∪p−dk=0 Id+1,pk is the set of all multi-indices with values between
d+ 1 and p.
In terms of projection factors (3), cos ΘV,W I = piV,W I (real case). So,
for unit blades, each term in this decomposition describes how volumes
in V shrink when orthogonally projected on some W I . Those of grades 0
and 2p are most relevant since they refer to projections on W and W⊥,
while the others are related to less interesting subspaces.
Example 5.2. Let {f1, f2, g1, g2} be an orthonormal set, e1 = f1+3g1√10 and
e2 =
2f2+g2√
5
, and let V andW be subspaces represented by the unit blades
A = e1 ∧ e2 and B = f1 ∧ f2. Their principal planes are span(e1, f1) and
span(e2, f2), with f⊥1 = g1, f⊥2 = g2, i1 = g1 ∧ f1 and i2 = g2 ∧ f2. As the
scalar term in A˜B = (2 + 6i1 + i2 + 3i1i2)/5
√
2 is positive, A and B have
compatible orientations. The coefficients are, in order, projection factors
of V on W = span(f1, f2), span(f⊥1 , f2), span(f1, f⊥2 ) and span(f⊥1 , f⊥2 ).
3This W I is not to be confused with the WI of section 3.3.
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Using the full expressions from (11) and retracing our steps, we get
the following formula. Note that it has a factor σA,B and not σA˜,B .
Theorem 5.3. Let A,B ∈ ΛpX be nonzero blades, with outer product
null spaces V,W ⊂ X, respectively. Then
A˜B = σA,B‖A‖‖B‖
∑
I∈I
cos ΘV,W I iI , (24)
with I, W I and iI as above, and σA,B as in (12).
Note that, in example 5.2, all terms in A˜B were positive. In fact,
(24) shows that if A˜B is decomposed in terms of products of principal
bivectors, oriented from V to W , and A 6⊥/ B, all components will have
the same sign, given by the relative orientation of A and B.
The following variant of this formula might seem more interesting, as
it gives a ‘pure’ geometric product, without reversion:
AB = σA˜,B‖A‖‖B‖
∑
I∈I
cos ΘV,W I iI ,
However, though the difference is only a grade dependent global sign, this
makes interpreting orientations a little less immediate: signs in AB relate
orientations of A˜ and B, while A˜B directly relates A and B.
Applying a reversion on (24) we get
B˜A = σA,B‖A‖‖B‖
∑
I∈I
cos ΘV,W I i˜I , (25)
in which terms change sign depending on whether iI has an even or odd
number of principal bivectors, since i˜i = −ii.
Example 5.4. In example 5.2, B˜A = (2− 6i1 − i2 + 3i1i2)/5
√
2. Terms
with only one ii switched signs, as we are now projecting in the opposite
direction along principal planes, from W to V , span(e⊥1 , e2), span(e1, e⊥2 )
and span(e⊥1 , e⊥2 ), where e⊥1 = 3f1−g1√10 and e
⊥
2 =
f2−2g2√
5
. Projection factors
remain the same, and this is related to proposition 2.7iii.
Let BI = B i˜I = σB‖B‖f1 . . . fp i˜i1 . . . i˜ik . Since fi i˜i = f⊥i for i > d,
this is a blade representing W I , with ‖BI‖ = ‖B‖ and σA,BI = σA,B .
Proposition 5.5. If ‖B‖ = 1, multiplying any term in (25) on the left
by B gives the orthogonal projection of A on the corresponding W I .
Proof. B σA,B‖A‖ cos ΘV,W I i˜I = σA,BI‖A‖piV,W IBI is a blade in W I
with the norm and orientation of the projection.
So, as BB˜ = 1, multiplying B on the left of (25) yields a decomposition
A =
∑
AI in terms of such projections. Working the other way around,
if the projections are know, we can find the terms in (25).
Example 5.6. Let A and B be the blades in fig. 1, where {f1, f2, g2} is an
orthonormal set and e2 ∈ span(f2, g2). The principal bivectors, oriented
from A to B, are i1 = 0 (its principal plane is degenerate) and i2 = g2∧f2.
As ‖B‖ = 1, the orthogonal projections indicated in the figure show that
B˜A = −3− 4˜i2 = −3−4f2∧g2, as one can verify by obtaining expressions
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Figure 1: Geometric product. Arcs indicate orientations, and numbers inside
them are blade areas. The projections show that B˜A = −3− 4f2g2.
for the blades. There is no 4-vector component because there is only one
nonzero principal bivector (in the usual interpretation, B ∧A = 0 since A
and B intersect non-trivially).
Giving W I the orientation of BI , we can also rewrite (24) using (17),
A˜B = ‖A‖‖B‖
∑
I∈I
cos ΘV,W I iI .
Our results can be easily adapted for blades of distinct grades, as
we can use a projective-orthogonal decomposition (14) to write A˜B as
(A˜BPA) ∧B⊥A , if B has larger grade, or A˜⊥B ∧ (A˜PB B), if A does.
Example 5.7. Let {f1, f2, f3, g1, g2} be orthonormal, e1 =
√
3
2
f1 +
1
2
g1,
e2 = g2, A = e1 ∧ e2 and B = f1 ∧ f2 ∧ f3. The principal bivectors are
i1 = g1∧f1 and i2 = g2∧f2, and a calculation gives A˜B =
(√
3
2
+ 1
2
i1
)
i2f3.
The coefficients are projection factors of span(e1, e2) on span(f1, g2, f3)
and span(g1, g2, f3). The common factor i2f3 reflects the fact that A ⊥/ B
(as e2 ⊥ f2, projections of A on subspaces having f2 instead of g2 vanish),
and B has larger grade (with B⊥A along f3). In the reversion B˜A =( − √3
2
+ 1
2
i1
)
i2f3 the term with a single ii switches sign. If B had even
larger grade, we might have extra signs from reverting the extra f ’s.
5.2.1 The geometry of ‖AB‖ = ‖A‖‖B‖
The formulas for the geometric product are more complicated than those
in (21), due to its very nature, as it bundles several products together.
Surprisingly, this complexity is behind one of its nicest properties, that,
for blades, ‖AB‖ = ‖A‖‖B‖. The algebraic proof is deceivingly simple,
but not very illuminating, and does not explain what makes this product
special in this respect, when the others are submultiplicative for blades.
We can now give a geometric explanation.
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Using, if necessary, a projective-orthogonal decomposition, we can as-
sume A and B are blades of same grade p. With the same notation as
above, consider the orthonormal basis βY = (f1, . . . , fp, f⊥d+1, . . . , f
⊥
p ) of
Y = V + W . Each W I is a p-dimensional coordinate subspace of βY ,
containing one vector, fi or f⊥i , from each principal plane. Any other
p-dimensional coordinate subspace YJ of βY , for J ∈ I2p−dp , will have nei-
ther fi nor f⊥i for some i, so ei will be orthogonal to it and cos ΘV,YJ = 0.
Hence, from (24) and proposition 3.2 we obtain
‖AB‖2 = ‖A‖2‖B‖2
∑
I∈I
cos2 ΘV,W I
= ‖A‖2‖B‖2
∑
J∈I2p−dp
cos2 ΘV,YJ = ‖A‖2‖B‖2.
So the geometric product satisfies ‖AB‖ = ‖A‖‖B‖ for blades because
it includes projections on all YJ ’s, while the other products are submulti-
plicative since they involve projections on single subspaces.
5.2.2 Angle bivector
A simpler formula for the geometric product of same-grade blades can be
obtained if, instead of a scalar angle, we use a bivector to store all data
about the relative position of their subspaces.
Definition. Let V,W ⊂ X be subspaces of dimension p, with principal
angles θ1, . . . , θp and principal bivectors i1, . . . , ip oriented from V to W .
An angle bivector from V to W is θ = i1θ1 + . . .+ ipθp.
Note that θ is not uniquely defined if there are repeated θi’s or any of
them is pi
2
, as the ii’s can depend on the choice of principal bases.
Theorem 5.8. Given blades A,B ∈ ΛpX, let θ be an angle bivector from
the outer product null space of A to that of B. Then
A˜B = σA,B‖A‖‖B‖ eθ.
Proof. By (22) and (23), A˜B = ei1θ1 . . . eipθp = ei1θ1+...+ipθp , since the
ii’s commute.
This gives a geometric interpretation for the invertibility of non-null
blades (unit ones, for simplicity). If A and A˜B = σA,B eθ are known, it is
possible to ‘locate’ B = σA,BAeθ because θ carries all information about
the relative position of A and B, and σA,B gives their relative orientation.
In fact, if (e1, . . . , ep) and (f1, . . . , fp) are the principal bases used to
construct θ, the blades A = e1e2 . . . ep and B = f1f2 . . . fp representing
V and W are related by a rotor R = eθ/2, as follows.
Proposition 5.9. R−1AR = B, where R = eθ/2.
Proof. As eθ/2 = ei1θ1/2 . . . eipθp/2 and e−iiθi/2 ei eiiθi/2 = fi, the result
follows by commutativity.
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The interpretation is simple. R rotates V ontoW through independent
rotations along the principal planes, in amounts given by the principal
angles, each produced by a rotor eiiθi/2.
Comparing theorem 5.8, (7) and (21), we obtain that θ is related to
Grassmann angles by cos ΘV,W = |〈eθ〉0| and cos Θ⊥V,W = ‖〈eθ〉2p‖.
Acknowledgments
The author would like to thank Dr. K. Scharnhorst for his comments and
for suggesting some references, and the anonymous referee who pointed
links with geometric algebra, in a previous version of the manuscript.
References
[1] S. Afriat, Orthogonal and oblique projectors and the characteristics of
pairs of vector spaces, Math. Proc. Cambridge Philos. Soc. 53 (1957),
no. 4, 800–816.
[2] A. Bjorck and G. Golub, Numerical methods for computing angles
between linear subspaces, Math. Comp. 27 (1973), no. 123, 579.
[3] W. Degen, Über die Winkel zwischen Unterräumen in mehrdimen-
sionalen euklidischen Räumen [On the angles between subspaces in
multidimensional Euclidean spaces], Rev. Roum. Math. Pures Appl.
21 (1976), no. 5, 503–509.
[4] L. Dorst, Honing geometric algebra for its use in the computer sci-
ences, Geometric Computing with Clifford Algebras (G. Sommer,
ed.), Springer Berlin Heidelberg, 2001, pp. 127–152.
[5] , The inner products of geometric algebra, Applications of Ge-
ometric Algebra in Computer Science and Engineering (L. Dorst,
C. Doran, and J. Lasenby, eds.), Birkhäuser Boston, 2002, pp. 35–
46.
[6] L. Dorst, D. Fontijne, and S. Mann, Geometric algebra for computer
science: an object-oriented approach to geometry, Elsevier, 2007.
[7] H. Federer, Geometric measure theory, Springer, 1969.
[8] A. Galántai and C. J. Hegedűs, Jordan’s principal angles in complex
vector spaces, Numer. Linear Algebra Appl. 13 (2006), no. 7, 589–
598.
[9] H. Gluck, Higher curvatures of curves in Euclidean space, II, Amer.
Math. Monthly 74 (1967), no. 9, 1049–1056.
[10] G. H. Golub and C. F. Van Loan, Matrix computations, Johns Hop-
kins University Press, 2013.
[11] W. Górski, Ugólnienie pojęcia kąta dla multiwektorów [Generalization
of the concept of the angle between multivectors], Zeszyty Naukowe
Politechniki Warszawskiej 183 (1968), no. 14 (Matematyka), 113–
129.
20
[12] H. Gunawan, O. Neswan, and W. Setya-Budhi, A formula for angles
between subspaces of inner product spaces, Beitr. Algebra Geom. 46
(2005), no. 2, 311–320.
[13] D. Hestenes and G. Sobczyk, Clifford algebra to geometric calculus,
D. Reidel, Dordrecht, 1984.
[14] E. Hitzer, Angles between subspaces computed in Clifford algebra, AIP
Conference Proceedings, vol. 1281, AIP, 2010, pp. 1476–1479.
[15] , Introduction to Clifford’s geometric algebra, Journal of SICE
51 (2012), no. 4, 338–350.
[16] T. Iwaniec, J. Kauhanen, A. Kravetz, and C. Scott, The Hadamard-
Schwarz inequality, J. Funct. Space Appl. 2 (2004), no. 2, 191–215.
[17] S. Jiang, Angles between Euclidean subspaces, Geom. Dedicata 63
(1996), 113–121.
[18] C. Jordan, Essai sur la géométrie à n dimensions, Bull. Soc. Math.
France 3 (1875), 103–174.
[19] M. Kulczycki, Hadamard’s inequality in inner product spaces, Univ.
Iagel. Acta Math. 1258(40) (2002), 113–116.
[20] P. Lounesto, Marcel Riesz’s work on Clifford algebras, Clifford Num-
bers and Spinors (E. F. Bolinder and P. Lounesto, eds.), Springer
Netherlands, 1993, pp. 215–241.
[21] A. Macdonald, A survey of geometric algebra and geometric calculus,
Adv. Appl. Clifford Al. 27 (2017), 853–891.
[22] A. L. G. Mandolesi, Contractions, interior products, and the like,
Manuscript in preparation.
[23] , Grassmann angles between real or complex subspaces,
arXiv:1910.00147 [math.GM] (2019).
[24] , Projection factors and generalized real and complex
Pythagorean theorems, arXiv:1905.08057 [math.GM] (2019).
[25] , Grassmann angle formulas and identities, arXiv:2005.12700
[math.GM] (2020).
[26] J. Miao and A. Ben-Israel, On principal angles between subspaces in
Rn, Linear Algebra Appl. 171 (1992), 81–98.
[27] , Product cosines of angles between subspaces, Linear Algebra
Appl. 237/238 (1996), 71–81.
[28] T. Muir and W. H. Metzler, A treatise on the theory of determinants,
Dover Phoenix editions, Dover Publications, 2003.
[29] K. Scharnhorst, Angles in complex vector spaces, Acta Appl. Math.
69 (2001), no. 1, 95–103.
[30] G. Venticos, Elachistikai goniai dyo grammikon ypochoron [The min-
imum angles of two linear subspaces], Bull. Greek Math. Soc. 30
(1956), 85–93.
[31] A. Wach, A note on Hadamard’s inequality, Univ. Iagel. Acta Math.
(1994), no. 31, 87–92.
21
[32] P. Wedin, On angles between subspaces of a finite dimensional inner
product space, Matrix Pencils, Lecture Notes in Mathematics, vol.
973, Springer, 1983, pp. 263–285.
[33] S. Winitzki, Linear algebra via exterior products, Ludwig-
Maximilians University, Munich, Germany, 2010.
[34] T. Yokonuma, Tensor spaces and exterior algebra, Translations of
Mathematical Monographs, American Mathematical Society, 1992.
22
