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Designing and Probing Photonic Crystal Slab Resonances
A
Nanophotonic structures provide powerful ways to control light through resonance phenomena.
Among many photonic structures, dielectric photonic crystal slabs are often used because of their
ease of fabrication and integration. This thesis describes three studies that involve measuring and
designing resonances in photonic crystal slabs. The ﬁrst study provides a method to directly mea-
sure the iso-frequency contours of photonic crystal slabs using resonance-enhanced scattering. We
test this method experimentally and provide a theoretical understanding of the physical process.
The second study confronts the challenge of substrate leakage in traditional photonic structures
using class of a bioinspired nanostructures. These surface resonators support substrate-independent
resonances and have applications in light guiding and structural color. Finally, the third study pro-
poses two color ﬁlter designs that outperform current absorptive ﬁlters used in display technologies.
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Light is everywhere: visible electromagnetic waves shine through your kitchen window in the morn-
ing, telecommunication waves send news to your smartphone, and infrared waves are emitted while
your coﬀee cools. The classical behavior of light is governed by four coupled partial diﬀerential
equations that were discovered by James Clerk Maxwell in  []. These elegant equations de-
scribe how electric charges and currents create and modify electric and magnetic ﬁelds, and they
lead to the formation of classical electrodynamics and optics. Most of the objects that we interact
with daily are much larger than the wavelength of visible light, so the physics of electromagnetic
waves can be reduced to well-known ray optics: light rays bouncing and bending as they interact
with objects. However, the rapid development of microscale and nanoscale fabrication techniques
and advanced simulation tools allows us to study the interaction of visible light with matter that is
structured on length scales comparable to or smaller than its wavelength. In this regime, interesting
properties emerge, such as negative refraction [, ], optical cloaking [, ], and light propagation
without diﬀraction [] or in only one direction [, ].
Among the many nanostructures used to manipulate light, photonic crystal (PhC) slabs are one

Figure 1: Example of a Photonic Crystal Slab. A commonly used photonic crystal slab: a slab of high-index
material with periodic air holes. A true slab would include many more periods.
of the most widely used geometries due to their ease of fabrication and integration [, Chapter ].
A PhC slab consists of a layer of material with high dielectric constant that has periodic in-plane
patterns on the wavelength-scale: for example, a slab of silicon with periodic air holes or an array of
gallium nitride rods embedded in plastic [Fig. ]. Light can interact with PhC slabs in interesting
and useful ways due to their periodic nature []. Based on the geometry and materials of the slab,
light with certain wavelengths and directions can be conﬁned to the slab but can also leak into
the surrounding environment and interact with external electromagnetic radiation. This resonance
property has been used for many applications, including PhC surface emitting lasers [], light-
emitting diodes [], and waveguides for photonic circuits [, ]. The resonances supported by
a given PhC slab depend on the length scale of the patterning, so PhC slabs that interact with
visible light must be patterned on the hundred-nanometer scale: about 1=10th of the diameter of a
red blood cell!
To understand the interaction of light with wavelength-scale structures, we must solve Maxwell’s
equations in full. This task is too complicated and time-consuming to do by hand, so we use well-
established computational algorithms that solve coupled partial diﬀerential equations in both the
time and frequency domain []. The computational solutions to Maxwell’s equations are nearly ex-
The simulation tools used in this thesis are covered in Appendix A. See Appendix D in [] for a more
complete overview of computational techniques.

act for PhCs, so the predicted optical properties are derived ab initio, meaning from ﬁrst principles.
Because these techniques do not rely on signiﬁcant simplifying assumptions, the computational tools
become powerful design tools. As the authors of [] say, ”the computer becomes the prelaboratory.”
To compliment the computational studies, nanoscale fabrication technologies allow for the experi-
mental realization of complex photonic structures. This thesis relies on two fabrication techniques.
Interference lithography, a common technique for patterning periodic structures, is used to create
simple PhC slabs, while direct laser writing, a new hundred-nanometer-scale D printing technique,
is used to create more complex structures [, ].
This thesis describes three research projects that involve probing and designing resonances sup-
ported by PhC slabs. In Chapter , I develop the electromagnetic theory of PhC slabs from
Maxwell’s equations and symmetry arguments. This chapter will provide the background and intu-
ition necessary for the rest of the thesis. In the following three chapters, I describe the motivation
for the research projects and the accompanying results. Chapter  proposes a new method for
directly measuring the iso-frequency contours of a large-area PhC slab. Iso-frequency contours are
useful for understanding and predicting the optical properties of PhCs, but simulating the contours
is time and resource intensive. This method uses the large scattering enhancement for photons
whose frequency and direction match a resonance in the PhC slab to directly image iso-frequency
contours using only unavoidable fabrication disorder in the sample. I discuss experimental results
and the underlying theory for resonance-enhanced scattering. In Chapter , I introduce a class of
bioinspired PhC slabs with substrate-independent resonance properties. Generally, the presence of
a substrate reduces light conﬁnement and modiﬁes the resonant frequency. I use the microscopic
wing structure of a butterﬂy to design a PhC with substrate independent resonances and conﬁrm
the results experimentally. This concept has applications in structural color and light guiding using
a single, low-index material. In Chapter , I discuss a numerical study on high-performance optical
transmission ﬁlters for display technologies. I optimize two sets of structures and show that it is
possible to outperform current widely-used transmission ﬁlters. I also comment on further work
in inverse design of transmission ﬁlters. Finally, Chapter  provides concluding thoughts and an
outlook on future research.

This chapter is based on Photonic Crystals: Molding the Flow of
Light by Joannopoulos et al. () [].
1
Theory
To predict, understand, and interpret the properties of electromagnetic waves supported by pe-
riodic photonic structures, we rely heavily on mathematical tools developed for other ﬁelds in
physics: quantum mechanics and condensed matter. In the following chapter, I introduce the elec-
tromagnetic theory that describes periodic photonic structures, starting with undergraduate-level
electromagnetism. I then provide a high-level overview of two-dimensional photonic crystals and
photonic crystal slabs to explain important properties that will appear later in this thesis.
E   E P
The behavior of light in a material is described by four macroscopic Maxwell’s equations []
r B = 0 rE+ @B@t = 0
r D = ρ rH  @D@t = J
(.)

where E and H are the electric and magnetic ﬁelds, D and B are the displacement and magnetic
induction ﬁelds, and ρ and J are the free charge and current densities. Our goal in this section is
to rewrite these four coupled diﬀerential equations as a generalized eigenvalue problem, which will
allow us to derive properties of the electromagnetic ﬁelds in periodic structures.
To begin, we can simplify Maxwell’s equations if we only consider a mixed dielectric medium,
one that contains regions of homogeneous dielectric material and no free charges or currents (ρ = 0
and J = 0). We can now relate D to E and B to H using material properties. A general component
Di of the displacement ﬁeld can be written in terms of the components of the electric ﬁeld using










where ε0 is the vacuum permittivity, ε is the relative permittivity, and χ is a second order suscepti-
bility of the medium. For simple dielectric materials, we can make several additional assumptions
that simplify this relationship.
. Assume the ﬁeld strengths are small and thus χijk and higher order terms can be safely
ignored. This is the linear regime. For small electric ﬁelds, this is valid.
. Assume the material is isotropic, so the relative permittivity ε is simply a function of position
and frequency: ε(r;ω).
. Assume the material’s relative permittivity does not have an explicit frequency dependence;
instead, choose the value of ε for the frequency range of interest. We often refer to ε as the
dielectric constant.
. Assume the material is transparent and lossless, so ε(r) is real and positive.
While these assumptions are signiﬁcant, we can gain powerful insights from studying simple linear
and lossless materials. Now, D(r) = ε0ε(r)E(r), and similarly, B(r) = μ0μ(r)H(r). Note that
Negative dielectric constants describe metals and can easily be incorporated into this formalism. Com-
plex dielectric constants account for material absorption. We can consider small absorptive losses using
perturbation theory. When considering metals, the frequency dependence of the dielectric constant also
becomes more signiﬁcant.

B(r)  μ0H(r) because μ(r)  1 for most dielectrics. Maxwell’s equations become
r H(r; t) = 0 rE(r; t) + μ0 @H(r;t)@t = 0
r  ε(r)E(r; t) = 0 rH(r; t)  ε0ε(r)@E(r;t)@t = 0:
(.)
Because Maxwell’s equations are linear, we can separate the spatial dependence and the time
dependence by expanding the ﬁelds into a set of harmonic modes, or ﬁelds that vary sinusoidally
with time. Thanks to Fourier analysis, we can construct any solution with appropriate combination
of harmonic modes, so this restriction is not limiting. We write the time component as a complex
exponential for mathematical simplicity, where it is understood that the real part of the equations
below describe the physical ﬁelds.
H(r; t) = H(r)e iωt
E(r; t) = E(r)e iωt
(.)
Then for a given frequency, the ﬁrst two Maxwell’s equations require
r H(r) = 0;
r  ε(r)E(r) = 0:
(.)
If H(r) is a plane wave with H(r) = aeikr for some wavevector k, then equations . require that
a  k = 0. In words, the oscillations are perpendicular to the direction of energy transfer, and
thus the ﬁeld is built up of transverse electromagnetic waves. We can now focus on the other two
Maxwell’s equations,
rE(r)  iωμ0H(r) = 0;
rH(r) + iωε0ε(r)E(r) = 0;
(.)










For a given dielectric spatial proﬁle ε(r), we solve this equation to ﬁnd the modes H(r) and the
corresponding frequencies (subject to the transversality requirement), and then ﬁnd E(r) using

equations .. The electric ﬁeld is
E(r) = iωε0ε(r)
rH(r): (.)
Because the divergence of a curl is always zero, E(r) automatically satisﬁes the transversality
requirement. In this formalism, we ﬁrst ﬁnd H(r) instead of E(r) because of mathematical conve-
nience that will become apparent soon.
The form of the master equation should look familiar. FindingH(r) is now an eigenvalue problem






The eigenvectors H(r) are the spatial proﬁles of the harmonic modes, and the eigenvalues (ω=c)2
relate to the square of the frequency. The properties of this operator give further information about
the eigenvectors and eigenvalues. First, note that Θ^ is a linear operator, so any linear combination
of solutions is also a solution. Secondly, Θ^ is a Hermitian operator: (F; Θ^G) = (Θ^F;G) for any
vector ﬁeld F(r) and G(r). In quantum mechanics, the Hamiltonian is a Hermitian operator, which
guarantees that the energies (eigenvalues) are real and that the wavefunctions (eigenvectors) are
orthogonal. The same properties hold for Θ^. The frequencies of the electromagnetic waves are real,
and any two harmonic modes are orthogonal. At this point, we can understand why we chose to
ﬁnd an operator for H(r) instead of for E(r): the operator for E(r) is not Hermitian.
The orthogonality requirement also sheds light on the spectrum of harmonic modes. Suppose
that there are a continuous range of eigenvalues such that there is a corresponding Hω(r) for each
ω. Then we should be able to change the ﬁelds continuously as well: a small change in frequency δω
leads to a small change in the ﬁeld δH. However, two modes that are spatially similar cannot also
be orthogonal. Therefore, a system cannot support a continuous spectrum of harmonic modes unless
they are spatially unbounded. This conclusion is familiar for those who have studied Hermitian
This notation represents an inner product.
We show below that a large change in ﬁeld proﬁle results in a change to the energy functional, which
is related to the energy of the ﬁeld itself and thus the frequency. Therefore, a small change in the ﬁeld is
generally required for a small change in the frequency. An exception is made for systems with symmetries
that allow for degenerate modes.

systems in quantum mechanics – conﬁning an electron to an atomic orbit, or a box, leads to a
discrete spectrum of states.
The electromagnetic variational theorem, an analog of the variational principle from quantum
mechanics, oﬀers a qualitative description of the spatial characteristics of harmonic modes. The




To emphasize the analogy to quantum mechanics, Uf(H) is called the electromagnetic energy func-









To minimize Uf(H), equation . tells us that we need to concentrate the electric ﬁeld in regions of
high dielectric constant (maximizes denominator) and minimize the number of spatial oscillations
(minimize numerator), while remaining orthogonal to other modes. This feature will appear many
times in this thesis: photonic modes tend to have their energy concentrated in regions of high
dielectric constant.
Another interesting feature of the master equation is the lack of fundamental length scale. Sup-
pose we have an electromagnetic eigenmode H(r) described by equation .. Scaling the dielectric
structure by a constant s, such that ε0(r) = ε(r=s), gives a new mode H0(r0) = H(r0=s) with fre-
quency ω0 = ω=s. Therefore, the new mode and frequency correspond to a simple scaling. Similarly,
scaling the dielectric constant by a constant s2 simply scales the frequency of the harmonic modes
by s. Unlike in quantum mechanics, there is no fundamental length scale where electromagnetic
eﬀects arise. By scaling the system, we simply scale the frequencies and ﬁelds. This is an important
conclusion for practical purposes: if a structure that interacts with visible light is too small to fab-
ricate with current technologies, we can scale up the structure and study it in a longer wavelength
The quantum mechanical analogy involves concentrating the wavefunction in regions of low potential
and minimizing the kinetic energy, while remaining orthogonal to other eigenstates.

regime.
From the mathematical structure of Maxwell’s equations, it is clear that harmonic modes can
exist and that their spatial and energetic properties depend on the structure in question. In the
next section, we will borrow tools from solid state physics to give intuition about the states in a
special class of mixed dielectric media: periodic photonic structures.
P P S
Just as atoms in a solid can be arranged in a periodic fashion to form a crystal, dielectric materials
can be arranged in a lattice with discrete translational symmetry. Therefore, we can use ideas
from condensed matter physics to understand the modes that can propagate in a photonic crystal
(PhC). Suppose we have a dielectric structure that is periodic in the y-direction and continuous
in the x-direction, known as a grating [Fig. .]. The grating is deﬁned by a lattice constant a,
and the dielectric function obeys ε(r) = ε(r +R), where R is an integer multiple of a: R = ma
for m 2 Z. In other words, the system is invariant under a translation by a distance R in the y^
direction.
We can deﬁne a translation operator T^R that shifts the argument by a lattice vector R. Because




= 0. Analogously, a
continuous translation operator T^d shifts the argument by an arbitrary lattice vector d in the x-




= 0. We can then identify allowed modes of Θ^ as simultaneous
Figure 1.1: Grating with Discrete Translational Symmetry. A one-dimensional periodic structure with lattice
constant a. Note that a has units of length and determines the wavelengths of light that interact with the
structure.

eigenfunctions of both translation operators: plane waves.
T^deikxx = eikx(x d) = (e ikxd)eikxx
T^Reikyy = eiky(y la) = (e ikyla)eikyy:
(.)
However, the wavevectors ky and ky + m(2π=a) for m 2 Z give the same T^R eigenvalue: e ikyla.
Therefore, the system is periodic in k-space with periodicity 2π=a. b = 2π=ay^ is called the reciprocal
lattice vector. It represents the periodicity of the system in k-space, just as a represents the
periodicity of the system in real space.
A linear combination of these degenerate eigenfunctions is also an eigenfunction with the same










for expansion coeﬃcients c. The summation term is simply a periodic function in y with the same
period as the lattice. Call this function u(y; z). Then,
Hkx;ky(r) = eikxx  eikyy  uky(y; z): (.)
Therefore, we can think of a H(r) as a plane wave modulated by a periodic function because of
the periodic lattice. This is Bloch’s theorem, and H(r) is called a Bloch state. Note that a Bloch
state with wave vector ky and a Bloch state with wave vector ky +mb are the same, so values of ky
that diﬀer by an integer multiple of the reciprocal lattice vector are the same physically. Therefore,
we only need to consider values of ky in the range  π=a < ky  π=a, which is called the Brillouin
zone. This formalism extends into three dimensions. In three dimensions, each value of k inside
the Brillouin zone gives an eigenstate of Θ^ with frequency ω(k) and eigenvector of the form
Hk(r) = eikruk(r): (.)

for a periodic function uk(r) such that uk(r) = uk(r+R).
For each value of k, we can solve for an inﬁnite set of modes with discretely spaced frequencies.
In other words, the modes of a PhC are given by a set of continuous functions ωn(k), where n is an
index number that speciﬁes the bands in order of increasing frequency. The curves ωn(k) form the
band structure of a PhC. In a more intuitive sense, the bands give the allowed states for a given
direction and energy subject to constructive and destructive interference in the photonic crystal.
E: D P C
Until now, our study of photonic structures have been abstract. To understand some of the most
important and relevant features of PhCs, we consider a two-dimensional PhC: a square lattice of
dielectric columns [Fig. .(a)]. This structure extends inﬁnitely in all directions and is periodic
along two axes (x and y) and homogeneous along the third axis (z). There is discrete translational
symmetry in the xy plane, so kjj = (kx; ky) is restricted to the Brillouin zone, and kz is unrestricted.
The modes oscillate in the z direction and take the form of Bloch states. For given n; kz; and kjj,
H(n;kz;kjj)(r) = eikjjρeikzzu(n;kz;kjj)(ρ); (.)
(a) (b) 
Figure 1.2: 2D Photonic Crystal (a) A 2D photonic crystal consisting of a square lattice of dielectric columns.
The corresponding band structure (b) is for a alumina columns with r = 0:2a and ε = 8:9 surrounded by air.
Notice that we deﬁne frequency in terms of the lattice constant a due to the scale invariance of Maxwell’s
equations. This ﬁgure is from Photonic Crystals: Molding the Flow of Light by Joannopoulos et al. (2011)
[9].

where ρ is the usual projection of r in the xy plane and u(ρ) is a periodic function such that
u(ρ) = u(ρ +R) for all lattice vectors R.
Modes with kz = 0 are symmetric under reﬂections through the z = 0 plane, which allows us
categorize modes as transverse-electric (TE) or transverse magnetic (TM). TE modes have H(r)
normal to the plane and E(r) in the plane, and TM has the reverse. The band structures for TE
and TM modes can be remarkably diﬀerent because the boundary conditions at material interfaces
are diﬀerent for parallel and perpendicular electric ﬁelds. Consider the band diagram for the square
lattice of dielectric columns [Fig. .(b)]. As we move from left to right in the diagram, the band
diagram shows frequencies of the allowed electromagnetic modes as kjj moves around the edge of
the irreducible Brillouin zone (see inset of Fig. .(b)). It is helpful to remember that each point
on the bands corresponds to a particular electric ﬁeld distribution that is a solution to the master
equation . for a given frequency (energy) and direction. We only consider the edge of the Brillouin
zone because the minima and maxima of a given band often occur there; however, as we will see in
Chapter , this does not always provide enough information about the PhC slab.
An interesting and important property of this band diagram is the absence of TM modes for a
certain frequency range. The feature, called a band gap, implies that no waves can propagate in the
PhC at these frequencies. Photonic band gap engineering has led to many applications, including
photonic band gap ﬁbers [, ] and lasers []. In this particular structure, a large band gap
exists between the ﬁrst and second TM bands due to the large diﬀerence in ﬁeld concentration.
As we discussed previously, lower-frequency modes concentrate their energy in high-ε regions. If
most of the energy in the ﬁrst band is concentrated in the dielectric regions, the second band must
have a node in the dielectric region to be orthogonal to the ﬁrst. For a band gap to exist, the two
bands must have large diﬀerences in ﬁeld concentrations, which is the case for TM bands but not
TE bands for this PhC. Structures with continuous dielectric regions, such as the hole array, can
support TE band gaps. For a more complete discussion of this topic, refer to Chapter  in [].
The rest of the Brillouin zone is related to the irreducible Brillouin zone through rotational symmetry,
so we only need to consider this section.

Figure 1.3: Common Photonic Crystal Slab. A commonly used photonic crystal slab: a slab of high-index
material with square lattice of air holes characterized by the periodicity a, hole radius r, and thickness t. An
ideal slab extends inﬁnitely in two directions (x and y) but has limited width in the third direction (z).
P C S
Photonic crystal slabs are D photonic crystals with ﬁnite thickness, or in other words, a high-index
slab of material with periodic in-plane patterns on the wavelength-scale [Fig. .]. Like D PhCs,
PhC slabs can support in-plane guided modes that are completely conﬁned to the slab. However,
because a PhC slab has ﬁnite thickness, other modes exist that interact with external radiation due
to their ﬁnite lifetimes in the crystal []. In particular, a guided resonance has its power strongly
conﬁned to the slab, but the resonant light can also couple to external radiation. The ability to
channel light from the slab to the external environment has been used to design optical devices
such as photonic crystal surface emitting lasers [] and light-emitting diodes [].
In this section, we consider two geometries: a square lattice of dielectric rods and a triangular
lattice of air holes in a dielectric slab [Fig. .]. Because of the discrete translational symmetry
in two directions, the in-plane wave vector kjj = (kx; ky) is conserved, but the out-of-plane wave
vector kz is not. In this case, we plot the band structure, which shows ω as a function of kjj in the
irreducible Brillouin zone for the D lattice [Fig. .]. The region for which ω  cjkjjj is referred to
as the light cone. Below the light cone, discrete guided modes are contained in the slab and decay
exponentially away from the slab. Above the light cone, modes can couple to radiation modes and
have ﬁnite lifetimes; these are guided resonances.
The slabs are up-down symmetric; that is, they are invariant under reﬂections in the z = 0 plane.
This is true for any PhC slab surrounded by material(s) of the same dielectric constant. We can

(b) (a) 
Figure 1.4: Photonic Crystal Slab Band Structure. Band diagrams for photonic crystal slabs suspended in
air for (a) a rod slab and (b) a hole slab. The rods have radius r = 0:2a and thickness t = 2a, where a is
the periodicity. The holes have radius r = 0:3a and the slab has thickness 0:6a. The shaded blue area is the
light cone, and the lines are guided bands. Blue and red bands indicate TM-like modes and TE-like modes,
respectively. This ﬁgure is from Photonic Crystals: Molding the Flow of Light by Joannopoulos et al. (2011)
[9].
then describe modes as TE-like (even) or TM-like (odd) with respect to the z = 0 plane. As with a
D PhC, certain slab geometries can support band-gaps for TM-like modes or TE-like modes. We
will discuss the inﬂuence of a substrate on PhC slab resonances in Chapter .
Because modes above the light cone can interact with external radiation, they strongly aﬀect
the transmission and reﬂection of incident light [, ]. Consider reﬂection as an example. Two
pathways contribute to this process: a portion of the incident light is directly reﬂected from the
surface of the structure, while another portion of the light excites a resonance. The resonance
ﬁeld is concentrated in the slab but also extends into the surrounding environment. Interference
between directly reﬂected light and resonant light results in asymmetric Lorentzian line shapes in
the reﬂectance spectrum. For a given frequency ω, the reﬂected amplitude is []
r = rd  f γi(ω   ω0) + γ ; (.)
where rd is the direct reﬂection coeﬃcient, ω0 is the center frequency and γ is the width of the

Lorentzian caused by the resonance, and f is the complex amplitude of the resonant mode. The plus
and minus sign indicates resonances that are even or odd with respect to the z = 0 plane. From
equation ., it is clear that the reﬂection spectrum shows a large peak or dip when the incident
light is on-resonance. A similar process occurs for transmitted light. The interference between
a plane wave and a radiation channel is generally known as Fano resonance. In this thesis, we
will use the optical Fano resonance phenomenon to understand resonances supported by photonic
structures (Chapter ) and to design optical transmission and reﬂection ﬁlters (Chapter ).
In atomic physics, a Fano resonance generally refers to interference between two states: one with a
continuum of states and one with discrete states [].

This chapter is based on: Regan et al. Direct Imaging of
Iso-frequency Contours in Large-area Photonic Crystal Slabs via
Resonance-Enhanced Scattering. Manuscript in preparation.
2
Direct Mapping of Iso-frequency Contours
via Resonance-Enhanced Scattering
As we saw in the previous chapter, band structures are useful for understanding and predicting
the optical properties of PhC slabs. However, they are typically calculated or measured only along
high-symmetry directions because of computation and time constraints. A more comprehensive
understanding of a PhC slab lies in its iso-frequency contours: slices in ω(kx; ky) showing curves
of constant ω [Fig. .]. In particular, iso-frequency contours are essential for understanding
phenomena that depend on the direction of group velocities, such as negative refraction [], super-
collimation [, ] and super-lensing [], because the group velocity of an electromagnetic wave is
perpendicular to the iso-frequency contour for a given k and ω. However, obtaining iso-frequency
contours numerically is time-intensive, and current experimental techniques require added disorder
[], additional fabrication steps [], or sophisticated experimental setups [].
As an alternative, we demonstrate direct mapping of iso-frequency contours using photon scatter
from intrinsic fabrication disorder. We show that scattering is enhanced for on-resonance photons

Figure 2.1: Examples of Iso-frequency Contours. Iso-frequency contour plots showing ω(kx; ky) for the ﬁrst
two TM bands of a square lattice of rods with radius r = 0:2a and dielectric constant ε = 11:4 in air. The
black square shows the ﬁrst Brillouin zone. This ﬁgure is from Photonic Crystals: Molding the Flow of Light
by Joannopoulos et al. (2011) [9].
and that the angular distribution of scattered photons recreates the iso-frequency contours in the
far ﬁeld. This method shows good quantitative agreement with numerical results throughout the
visible wavelength regime.
Additionally, our results show features that reﬂect information about the major sources of error
and roughness in the PhC fabrication process and thus serve as a feedback method for improving
fabrication. This technique may also be extended to quasicrystals and provide an experimental
route to obtain their iso-frequency contours, which are extremely challenging, if not impossible, to
obtain using current numerical tools.
D I  I- C
The direct imaging mechanism takes advantage of a simple process [Fig. .]. We excite a PhC
slab resonance using incident light at the proper frequency and wavevector. The natural disorder
in the sample scatters light in this resonance to resonances at other wavevectors, depending on
the spatial Fourier coeﬃcients of the fabrication disorder. These resonances then radiate photons,
Quasicrystals have structure that is ordered, but not periodic [].


















kout = kin+ Δk 
Δk kin 
Figure 2.2: Resonance-Enhanced Scattering Concept and Experimental Setup. (a) Scattering of light with
incident wavevector kin to wavevector kin +Δk due to disorder in sample. (b) Scanning electron microscope
images of the PhC samples: top view (upper panel) and side view (lower panel). (c) Schematic drawing of
the experimental setup. The removable screen has slits for the incident and reﬂected beams, but it blocks
scattered light to make the iso-frequency contours visible. For a later experiment, the screen and bandpass
ﬁlter are removed so broadband scattered light can couple into the spectrometer for enhanced scattering
measurements. (SCS: supercontinuum source, SCS and bandpass ﬁlter can be replaced with a laser.)
which recreates the iso-frequency contour in the far ﬁeld. By tuning the angle and frequency of the
light source, we can visualize iso-frequency contours throughout the visible spectrum.
To demonstrate this technique, we fabricated a hole-array PhC slab and observed the distribution
of scattered photons. A large-area PhC slab was fabricated using interference lithography, which
uses interference fringes between several beams to cure a photoresist in a given pattern []. A
square lattice of cylindrical air holes with radius 103 nm and periodicity 336 nm were patterned
into a Si3N4 slab of thickness 180 nm on top of a SiO2 substrate [Fig. .(b)]. The Si3N4 layer
was grown with the low-pressure chemical vapor deposition method on a 6 μm-thick cladding of
SiO2 on the backbone of a silicon wafer (LioniX). Before exposure, the wafer was coated with a
layer of polymer as anti-reﬂection coating, a thin layer of SiO2 as an intermediate layer for etching,
and a layer of negative photoresist for exposure. The square lattice pattern was created with Mach

Zehnder interference lithography using a -nm He-Cd laser. The angle between the two arms
of the laser beam was chosen for a periodicity of  nm. After exposures, the pattern in the
photoresist was transferred to Si3N4 by reactive-ion etching.
The sample was then mounted in a liquid cell ﬁlled with oil of refractive index n = 1:46, which
was then placed on a rotation stage (Newport) for precise control over the incident angle [Fig.
.(c)]. Because we use refractive index oil with noil = nSiO2 , our sample has up-down mirror
symmetry and thus we can separate the resonances into TM-like and TE-like modes. The sample
can be excited with a broadband supercontinuum source (SuperK, NKT) and a narrow (10 nm)
band-pass ﬁlter, as shown in Figure .(c), or with a narrow-linewidth laser. A polarizer was
placed along the beam path to select either s- or p-polarization. For this experiment, we chose
an s polarized source and chose the incident angle to excite the TM-like resonance. We placed a
removable paper screen in front of the sample, with a slit for the incident and reﬂected beams to
pass through. For each wavelength, we used a CMOS camera (Thorlabs DDCC) to take an
image of the screen that clearly shows the angular distribution of the scattered photons. Examples
of photon distribution are shown in Figure . with excitation wavelengths of 488 nm, 514 nm,
532 nm, 550 nm, 580 nm, 600 nm, 610 nm, and 620 nm. Contours for 488 nm and 514 nm
were created with an Argon laser (Modu-laser, Stellar-Pro), and the others were created with the
supercontinuum source.
We also computed iso-frequency contours for the same frequencies by simulating the band struc-
ture ω(kx; ky) using MEEP [], a freely-available ﬁnite diﬀerence time domain (FDTD) software
package and COMSOL, a ﬁnite element analysis (FEA) software package (Appendix A). Both
MEEP and COMSOL exhibit unwanted simulation artifacts at diﬀerent points in the band struc-
ture, so the two methods were used for diﬀerent frequency ranges. MEEP only recognizes resonance
modes if they have a harmonic time dependence, so the band structure does not include resonances
at certain degeneracy points. On the other hand, COMSOL results show unexpected resonances
The use of oil is not necessary to obtain resonance-enhanced photon scattering; however, choosing the
oil with the same refractive index as the substrate makes the system up-down symmetric, which simpliﬁes
our analysis.
A supercontinuum source uses a series of nonlinear processes to severely broaden the spectrum of a pump
laser. This source serves as a well-collimated, broadband source (i.e. 450  2400 nm), while being orders of
magnitude brighter than a traditional incandescent lamp.

near the light line, which make higher frequency bands diﬃcult to identify. We use periodic bound-
ary conditions in the plane of the PhC slab and absorbing boundary conditions above and below the
structure. Our experimental results (lower panels) show quantitative agreement with the numerical
iso-frequency contours for the same wavelengths (upper panels).
angle (degree) angle (degree) angle (degree) angle (degree)


















15 1515 0-15 15
0-15 15 0-15 150-15 15 0-15 15
Iso-frequency Contours
angle (degree) angle (degree) angle (degree) angle (degree)
0 13-130 13-130 13-13









488 nm 514 nm 532 nm 550 nm





















0 0.05 0.1-0.05-0.1 0.15-0.15
(a)
Figure 2.3: Direct Visualization of Iso-frequency Contours. (a) Numerical simulation (COMSOL) of band
structure with the colored horizontal lines corresponding to wavelengths of the iso-frequency contours on the
right. TE-like bands are dashed and TM-like bands are solid. Numerical (MEEP for top panel, COMSOL for
bottom panel) and experimental iso-frequency contours at (b) 488 nm, (c) 514 nm, (d) 532 nm, (e) 550 nm,
(f) 580 nm, (g) 600 nm, (h) 610 nm, and (i) 620 nm. TM-like contours are solid and TE-like contours
are dashed. In all cases, the incident beam excited a TM-like resonance. Experimental data uses incident
light with s polarization at angles of (b)  14:4, (c)  8:0, (d)  2:6, (e)  5:6, (f)  5:1, (g)  9; 8, (h)








Figure 2.4: Temporal Coupled Mode Theory. Schematic of a resonator with input channel s1+, output
channels s1  and s2 , and resonant decay channels with lifetimes τ1, τ2, and τscat.
R-E S: T
To better understand the imaging technique, we present a theoretical treatment of the resonance-
enhanced scattering. It is well known that macroscopic optical resonances can be used to trap light
and therefore enhance non-radiative processes, like optical absorption. This leads to intriguing
physical phenomena, such as coherent perfect absorption [, ], critically coupled resonators [],
and complete photon absorption in a graphene monolayer []. Meanwhile, the possibility of using
macroscopic resonances to enhance scattering, another loss mechanism, remains largely unstudied.
In this section, we consider a general PhC slab in air and compute the enhancement of scattered
light from fabrication errors and surface roughness under both on-resonance and oﬀ-resonance
conditions.
An eﬀective tool to study this problem is temporal coupled-mode theory (TCMT) [, , ].
TCMT uses abstract components, such as localized and propagating modes, to build a generalized
description of systems made with these building blocks. In this case, we model the resonant scat-
tering process using a localized mode (the PhC slab resonance), propagating modes that represent
input and output channels, and a non-radiative decay channel that represents the Rayleigh scat-
tering from the slab disorder [Fig. .]. This formalism relies on weak coupling between modes
but is otherwise general.
Rayleigh scattering refers to elastic scattering of electromagnetic waves from particles that are smaller
than the wavelength of light. In this case, the disorder in the sample serves as the scatterers. This process
is a non-radiative channel because the resonant light is scattered into other resonances, rather than directly
into the far ﬁeld like in the case of reﬂection and transmission.

Consider a collimated beam incident on the PhC slab that excites a resonance. We treat the
Rayleigh scattering from the disorder of the slab as a non-radiative decay channel for the resonance.
When the scattering is weak and lifetimes of the resonance is suﬃciently high, we can express the





(ω   ω0)2 + (γr + γscat)2
; (.)
where Pscat is the scattered power, Pin is the incident power, ω is the incoming photon frequency,
ω0 is the resonance frequency, γr is the radiative decay rate of the resonance, and γscat is decay rate
due to scattering from disorder (see Appendix B for derivation). For high-quality PhC slabs made
of low-loss dielectrics, the absorption is negligible [, ]. Here we consider only one resonance in
the PhC slab, but the generalization into multiple resonances is straightforward. We can now show
that scattering is maximized for on-resonance photons. From Eq. (.), the scattering rate is most
eﬃcient (Pscat=Pin = 50%) when the system is driven on resonances (ω = ω0) and the radiative





(ω   ω)2 + (γ + γ)2 =
2γ2
(γ + γ)2 = 0:5: (.)
This result agrees with the well-known results in critical coupling for absorption enhancement
[, , ].
Next, we consider the angular distribution of the scattered photons, which leads to the formation
of iso-frequency contours in the far ﬁeld. The resonance-enhanced scattering can be modeled as
a three-step process. In the ﬁrst step, incoming light at wavevector kin excites a resonance at
this wavevector. In the second step, disorders couple the resonance at kin to resonances at other
wavevectors kout = kin+Δk. The strength of this coupling depends on the spatial Fourier coeﬃcient
of the disorder at Δk, jFΔkj2. In the third step, resonances at kout radiate photons into the far ﬁeld
with outgoing angles given by kout. Since these scattered photons lose part of their coherence due to
random disorder, we can approximate them as the radiation from a collection of randomly polarized
dipoles with number density of N0 and dipole strength of μ. As a result, the decay rate into the
radiation channel with in-plane wavevector k and frequency ω depends on spectral density of states











(ω   ωnk )2 + (Δωnk )2
: (.)
Here, μ is the electric dipole strength depending on the total power in the scattered photons, n
labels diﬀerent PhC resonances at a given ω, αn represents the coupling between the initially excited
resonance and the ﬁnal resonance mediated by the surface roughness, Δωnk are the linewidths of the
resonances (Δωnk = γr+γscat), and ωnk are the central frequencies of the resonances (see appendix B
for derivation). From Eq. (.), it is clear that scattering is maximized when the emission frequency
is on-resonance with one of the resonance frequencies for a given momentum (ω = ωnk ) because the
denominator of the second fraction is minimized. Therefore, for incident light with frequency ω0,
we expect large scattering for the momenta k that provide resonances at ω0. Accordingly, the
highest intensity positions in the far ﬁeld will correspond to the iso-frequency contours of this PhC
at the frequency of ω0.
R-E S: E
To experimentally demonstrate that this technique relies on resonance-enhanced scattering, we
measured the spectrum of scattered photons. We removed the paper screen and bandpass ﬁlter in
the experimental setup shown in Figure .(c). Then, the sample was excited with the supercon-
tinuum source (SuperK, NKT), and scattered photons were collected using a lens with numerical
aperture NA = 0:25 and focal length of 5 cm that was placed in front of a spectrometer with spec-
tral resolution of 0:03 nm (Ocean Optics HR). The distance between the spectrometer and the
lens was optimized to maximize the coupling of the scattered photons into the spectrometer. While
the positions of the spectrometer and the lens were ﬁxed throughout the experiment, the sample
was rotated between 0 and 8 degrees from the normal direction with a step size of 0:1 degrees.
The experimental scattering spectra are shown in the middle column of Figure .. The scattering
peaks show good quantitative agreement with the numerical results for the locations of the reso-
nances obtained from COMSOL (shown in the left column). This can be understood from Eq. (.):
In general terms, the spectral density of states describes the number of states for a given frequency and
wavevector.

the enhancement is maximized when the incident light frequency is on resonance. s-polarized light
and p-polarized light excite diﬀerent resonances due to symmetry: the incident beam and the struc-
ture are both mirror symmetric in the y direction. Therefore, the even (odd) incident beam can
only excite even (odd) resonances with respect to y, as is described in [, ]. Exemplary line-cuts
of the scattering spectra at 4:3 are shown in the right column, which show that the experimental
results agree well with the expected Lorentzian lineshapes from Fano features.
As we can see in Figure ., the resonance-enhanced scattering process is an eﬃcient way to
measure PhC band structures, avoiding the shortcomings of other standard techniques. For ex-





































Figure 2.5: Experimental Veriﬁcation of Resonance-Enhanced Scattering. Numerically calculated band
structure (left) and experimentally measured scattering spectrum (middle) for (a) s-polarized and (b) p-
polarized light. The right column shows linecuts at 4:3 from the experimental scattering spectrum.

in the spectrum indicate resonances. However, reﬂection measurements require constantly moving
the spectrometer to maintain overlap with the specularly reﬂected beam. On the other hand, en-
hanced ﬂuorescence measurements require additional incorporation of emitters and are limited by
their emission bandwidth. Finally, enhanced absorption measurements inevitably lower the quality
factors of the resonances due to the incorporation of lossy medium. The method that we present
takes advantage of the generic fabrication errors and surface roughness in any high quality res-
onator, does not require moving the spectrometer, and allows for a fast and direct measurement of
the resonance central frequencies and the quality factors.
D C
The experimental iso-frequency contours also give information about the characteristic fabrication
errors in the PhC slab, which is diﬃcult to determine using standard imagining techniques. For a
given frequency, the contours corresponding to TM-like resonances are brighter than the contours
corresponding to the TE-like resonances [Fig. .]. This means that the disorder only couples the
initial TM-like resonance to TM-like resonances, which suggests that the major source of fabrication
errors also satisﬁes up-down mirror symmetry. Therefore, we know that the fabrication errors that
do not break up-down mirror symmetry (for example, distortions of the air-hole shape in the
interference process) dominate over those errors that break the up-down mirror symmetry (for
example, oblique walls in the etching process).
Furthermore, we can determine the characteristic length scale of the disorder. We note that the
intensity of the iso-frequency contours drops oﬀ as the change of momentum Δk increases. The
intensity I at each point in the contour depends on two factors: the spatial Fourier coeﬃcient of
the disorder F(jΔkj) and the spatial mode overlap between the initially excited resonance and the
ﬁnal resonance.
I(kx; ky) / jF(jΔkj)j2  jhukin(r)jε(r)ukout(r)ij2 ; (.)
where ukin and ukout are the normalized electric ﬁelds of the initially excited resonance and scat-
tered resonance, respectively. Therefore, using the intensity in the experimental contours, we can
The quality factor describes how long the resonant light stays in the structure before decaying away.
Q-factor  ω0=γ, where ω0 and γ are the frequency and width of the resonance.

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Figure 2.6: Spatial Characterization of Disorder. The top row shows numerical (FDTD) simulations of the
mode overlap between resonant electric ﬁelds at kin (blue cross in inset contours) and kout = kin + Δk (red
crosses in inset contours) for four points in the (a) 580 nm and (b) 600 nm contours. The bottom row shows
calculated spatial Fourier coeﬃcients for the same four points in (c) 580 nm and (d) 600 nm contours. The
580 nm contours have a smaller spread in k, so the studied points represent the low end of Δk, while the
600 nm contours show a large range.
determine the characteristic Fourier coeﬃcients of the disorder by computing the mode overlap
using FDTD methods []. Preliminary results for 580 nm and 600 nm contours indicate that the
spatial overlap between incoming and outgoing resonances decreases greatly as Δk increases [Fig.
.(a,b)]. However, the intensity of the iso-frequency contours drops oﬀ at a slower rate, so the
spatial Fourier coeﬃcient of the disorder increases with Δk [Fig. .(c,d)]. The peak in the Fourier
coeﬃcient indicates that the characteristic length scale of the disorder is on the order of a. In future
work, we will conﬁrm this result using a similar analysis of other contours.
Overall, we present theoretical and experimental results on enhanced photon scattering in the
presence of a large-area PhC slab. We use this phenomenon to measure the band structure of a
PhC slab and to directly reconstruct its iso-frequency contours. The iso-frequency contours also
give information about the dominant fabrication errors in a sample, and can thus be a useful tool

for improving the fabrication process. In the following chapters, we will focus on engineering PhC
slab resonances.

This chapter is based on: Regan et al. Substrate-Independent Light
Conﬁnement in Bioinspired All-Dielectric Surface Resonators.




Photonic crystal slabs can support resonances that are strongly conﬁned to the slab but also couple
to external radiation. However, when a PhC slab is in direct contact with a substrate, the resonant
light leaks into the substrate and becomes less conﬁned as the refractive index contrast between
the structure and the substrate decreases. In response to this problem, additional fabrication
steps are required to isolate photonic structures from the substrate, either with extra low-index
materials or etching steps [, ]. In this chapter, we present an all-dielectric surface structure that
supports well-conﬁned resonance modes without index contrast between structure and substrate;
these resonances are eﬀectively substrate-independent.

L L  T P S
Typically, when a PhC slab is on a substrate that has a higher dielectric constant than the en-
vironment, the resonance modes inside the slab couple to the substrate, reducing their lifetimes.
To illustrate this phenomenon, consider a D dielectric grating in vacuum [Fig. .]. With no
substrate, the grating supports a ﬁrst-order resonance mode whose energy is concentrated within
the slab. Reﬂection spectra provide experimental evidence of these resonance modes: when the
PhC slab is illuminated from above, the radiated light from the resonance mode interferes with the
directly reﬂected light, forming a sharp optical Fano resonance reﬂection peak [, , ]. As the
dielectric constant of the substrate increases, two factors increase the radiation rate of the resonance
The refractive index n = pε for lossless materials. We use ”index contrast” and ”diﬀerence in dielectric
constant” interchangeably.























(a) Traditional photonic crystal slab























Figure 3.1: Illustration of resonance mode in grating. Left panel shows rigorous coupled wave analysis
(RCWA) simulation of normal incidence reﬂectance of a grating with dielectric constant εslab = 2:235 on
substrates with dielectric constant (i) εsubstrate = 1, (ii) εsubstrate = 1:3, and (iii) εsubstrate = 2:235 [46, 47].
In each case, the grating is identical, with periodicity a, thickness t = 0:25a, and width w = 0:25a, and
the incident light polarized in the y-direction. In the right panel (i-ii) shows ﬁnite diﬀerence time domain
(FDTD) mode proﬁle (Ey) [48, 32]. (iii) shows no resonance mode is supported due to strong leakage to the
substrate.

[]. First, the number of open diﬀraction channels increases. Second, the impedance mismatch
between the slab and the substrate decreases, making the radiation stronger for each channel. As
a result, the lifetime of the resonance mode is typically reduced. The mode leakage increases with
the dielectric constant of the substrate until no resonance modes are supported once the dielectric
constant of the substrate equals that of the slab. At this point, the resonant properties of the slab
are no longer observable, as shown in Figure .(iii). Furthermore, the resonances shift spectrally
when a substrate is introduced due to the modiﬁed eﬀective dielectric constant.
To reduce the substrate leakage, metals or high-index dielectric materials are typically used.
Plasmonics promise control of light on the subwavelength scale through interactions between light
and conducting electrons in metals, but absorptive losses in the optical and infrared regions often
signiﬁcantly limit mode lifetimes and device performance []. A small number of high-index
dielectrics, such as silicon, are used to eﬃciently guide light in the telecommunication wavelength
regime, but these materials are also lossy at visible wavelengths. Materials that have low absorption
in the visible spectrum, such as SiN and TiO, have comparatively low dielectric constants. While
low-index waveguides have been demonstrated using photonic band gaps or index contrast [,
, , ], the tradeoﬀ between substrate leakage and optical loss seems inevitable for surface
resonators in the visible spectrum. Overcoming this constraint is important for many applications,
such as on-chip biosensing, which relies on low absorption of visible light in water []. In light of the
limitations of traditional PhC slabs and their alternatives, we introduce a new class of bioinspired,
low-index surface resonators that uses periodic air gaps to support resonance modes without index
contrast between the structure and the substrate.
In general, the number of channels is given by N = 2b naλ c + 1 where n is the refractive index, a is the
periodicity of the structure, and λ is the wavelength of light.
When the dielectric constant of the substrate is larger than the slab, the substrate will reﬂect some light
because of the index contrast between the slab and the substrate. At the same time, there are more allowed
diﬀraction channels into the substrate due to the high index. The combination of these eﬀects determines
the mode leakage and thus quality factor. In general, the system can support a resonance mode, but quality
factor is low and the wavelength is shifted signiﬁcantly. Further, the resonance wavelength is shifted from
the no-substrate condition and therefore follows the trend shown in Fig. .
To understand the spectral shift, consider the eigenvalue problem formalism. The Maxwell operator
includes ε, so ω must depend on the local dielectric function, which now includes the substrate.
























(a) Traditional photonic crystal slab























Figure 3.2: Bioinspired Zigzag Structure. (i) Photograph of the Dione Juno Butterﬂy’s wings. (ii) Scanning
electron microscope image of the cross section (focus ion beam milled) of a cut silver scale and wing substrate,
showing that the scale body forms a periodic pattern on a substrate with air gaps. Scale bar is 2 μ m
(iii) Schematic illustration of the abstracted zigzag structure characterized by periodicity a, height h, and
thickness t.
S-I S S: B I
Photonic crystal structures in butterﬂy wings use low-index biological materials to produce dramatic
colors [] and have been fabricated for optical devices [, ]. We studied the silver scales on the
Dione juno butterﬂy as an inspiration for a surface resonator with low index contrast. A scanning
electron micrograph of the cross section of the silver scales and wing substrate shows two ridged
cellular lamina with periodic connections [Fig. .(ii)]. If the periodic structure interacts with
light, the air gaps between the two laminae may reduce the radiation of a top-layer resonance into
the underlying lamina structure, despite the low index contrast between the two.
Inspired by the scales, we abstracted the microscopic structure to a zigzag surface structure
characterized by its height (h), thickness (t), and periodicity (a), whose structure mimics the
periodic air gaps in the scales [Fig. .(iii)]. We chose a zigzag abstraction because this structure
can be fabricated using direct laser writing or with controlled buckling for large scale fabrication
[, ]. Moreover, the zigzag structure may support dynamically tunable resonances if fabricated
on a stretchable substrate, which merits further investigation.

N E  S S
We studied the resonant properties of the zigzag structure with the ﬁnite diﬀerence time domain
(FDTD) method [], using MEEP, a freely-available software package [] (Appendix A). We use
periodic boundary conditions in the plane of the periodicity and perfectly matched layer (PML)
boundary conditions above and below the structure. A low-index acrylic (ε = 2:235) zigzag structure
was chosen that produces a strong reﬂection peak on high-index substrates. The structure has
periodicity a, height h = 0:88a, and thickness t = 0:22a. We calculated reﬂection spectra for the
zigzag structure on three substrates: vacuum (ε = 1), acrylic (ε = 2:235), and high-index (ε = 6)
[Fig. .]. Using a low-storage ﬁlter diagonalization method, the spectral location and quality
factors  of the supported resonance modes were determined for each zigzag-substrate combination
[]. The wavelengths of the resonances agree well with the resonant reﬂection peaks, indicating
that the peaks are caused by optical Fano resonance. The mode proﬁles of the resonances are shown
in the inset of Figure ..
Q-factor  ω0=γ, where ω0 and γ are the frequency and width of the resonance.
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Figure 3.3: Numerical Simulation of the Zigzag Structure. FDTD simulation of the reﬂectance of acrylic
εzigzag = 2:235 zigzag structure with periodicity a, height h = 0:88a, thickness t = 0:22a, and dielectric
constants (a) εsubstrate = εair = 1, (b) εsubstrate = εzigzag = 2:235, (c) εsubstrate = 6 > εzigzag. The incident light is
polarized in the y-direction. Inset in each ﬁgure: FDTD mode proﬁles (Ey) and Q-factors of the resonance
modes at wavelength equal to the ﬁrst-order Fano resonance peaks indicated.

The numerical results show that for εsubstrate = 1, the acrylic zigzag structure supports two
resonance modes at wavelengths λ1 = 1:016a and λ2 = 1:048a. For εsubstrate > 1, one resonance
remains near this wavelength range, whose spectral location is approximately constant for diﬀerent
substrate dielectric constants: on the acrylic substrate, λ = 1:033a, and on the high index substrate,
λ = 1:035a. This resonance remains for substrates with εsubstrate  εslab, which is not possible in
traditional PhC slabs. The other resonance leaks into the substrate. Additionally, in traditional
PhC slabs, the resonant wavelength undergoes a large shift as the substrate index increases because
the dielectric environment determines the resonant wavelengths [Fig. .]. The constant mode
location in the zigzag structure suggests that the resonance mode is weakly interacting with the
substrate. This is conﬁrmed by the mode proﬁles inside the zigzag structure, which show that the
resonance mode is localized away from the substrate and is concentrated around the horizontal plane
containing the top points of the zigzag due to the large volume of high-index material contained
away from the substrate. Therefore, the coupling is reduced and the eﬀective index that the mode
experiences is roughly constant [Fig. .(b-c)]. The Q-factor increases slightly for higher-index
substrates because the reﬂection at the air/substrate interface increases. The robustness of the
Q-factor and the resonance peak location suggest that these resonances may be useful for devices
that work on a variety of substrates.
The substrate-independent resonance property is not unique to the zigzag geometry. A diﬀerent
abstraction of the wing structure, a lamina with periodic connections to the substrate, also shows a
sustained resonance on high-index substrates [Fig. .]. Again, this structure supports a resonance
mode away from the substrate with low coupling because the slab material is concentrated away
from the substrate []. To better understand this physical system, we note that this structure
and the zigzag both contain periodic air gaps between the mode and the substrate. Therefore, the
surface resonator with self-contained air gaps is similar to a suspended traditional PhC slab, where
the distance between the slab and the substrate determines the coupling [Fig. .].
E V  S-I R
To verify the existence of such resonances, we experimentally measured the reﬂection spectrum of
zigzag structures on a substrate with little index contrast and observed the optical Fano resonance

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Figure 3.4: Numerical Simulation of T-bar Structure. FDTD simulation of the reﬂectance of an acrylic ε =
2:235 T-bar structure (see inset of (b)) with periodicity a, height h = 0:88a, thickness t = 0:22a on substrate
with dielectric constants (a) εsubstrate = εair = 1, (b) εsubstrate = εt-bar = 2:235, (c) εsubstrate = 6 > εt-bar. The
incident light is polarized in the y-direction. Inset in each ﬁgure: FDTD mode proﬁles (Ey) and Q-factors
of the resonance modes at wavelengths equal to the ﬁrst-order Fano resonance peaks indicated.
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Figure 3.5: Numerical Simulation of Suspended Grating. RCWA simulation of the reﬂectance of an acrylic
ε = 2:235 grating (see inset of (b)) with periodicity a, width w = 0:22a, thickness t = 0:22a suspended at
h = 0:56a above a substrate with dielectric constants (a) εsubstrate = εair = 1, (b) εsubstrate = εslab = 2:235,
(c) εsubstrate = 6 > εslab. The incident light is polarized in the y-direction. Inset in each ﬁgure: FDTD mode
proﬁles (Ey) and Q-factors of the resonance modes at wavelengths equal to the ﬁrst order Fano-resonance
peaks indicated.

peaks caused by the predicted resonance modes. The experiment was conducted in the visible
spectrum, where alternative methods (plasmonics and high-index dielectrics) typically perform
poorly because of losses. A zigzag structure with ε = 2:31 was optimized to support one set of
third-order resonances in the visible spectrum when on a fused silica (ε = 2:18) substrate [Fig.
.(a)]; third order resonances were necessary to study reﬂection peaks in the visible spectrum
because the spatial resolution of the best fabrication process is 300 nm.
The structures are fabricated using direct laser writing [], which is eﬀectively a sub-micron-
scale D printing process. Traditional layer-by-layer fabrication processes cannot make complex D
structures, so the direct laser writing scheme has opened a new fabrication regime. The technique
relies on a multiphoton polymerization of a photoresist. The laser in the direct laser writing system
[Fig. .] is chosen so that the photoresist is transparent at the center wavelength because a
single photon does not have suﬃcient energy for absorption. However, if the beam is focused to
a small volume, the intensity is large enough for a multiphoton (generally two-photon) absorption
process. The absorption causes a chemical or physical change in this small volume (a voxel), which
solidiﬁes the material. As the laser is scanned through the sample using galvo mirrors or a scanning
piezoelectric stage, arbitrary D nanostructures can be made. The voxel is usually ellipsoidal and
determines the spatial resolution of the fabrication.
Zigzag structures with thickness t = 0:3 μm, height h = 1:6 μm and periods 1:6 μm, 1:7 μm,
1:75 μm, 1:8 μm were fabricated using direct laser writing. A fused silica substrate (ε = 2:18) was
Figure 3.6: Direct Laser Writing. (a) A bench-top direct laser writing system, Nanoscribe. (b) Schematic
showing the direct laser writing process. The AOM, acousto-optic modulator, is used for laser source stabi-
lization. Figure from Anscombe, N. (2010). [63]

coated with a liquid IP-L  photoresist, which was exposed to a 780 nm excitation laser with
pulse width of 100 fs and repetition rate of 80 MHz []. The sample was then developed with
-methoxy--propanol-acetate. The photoresist, which forms the zigzag structure, has dielectric
constant ε = 2:31 after laser exposure. 50 μm  50 μm samples were fabricated, which includes
about 30 periods. Scanning electron micrographs show that zigzag patterns were achieved [.(b-c)].
Alternatively, large-area fabrication of zigzag surface structures may be possible using controlled
buckling, which has produced PDMS zigzag micropatterns with periodicity of  50 μm []. If
the micropattern is attached to a substrate, this fabrication technique could be used to create
large-scale spectrum ﬁlters.
Reﬂection measurements near the normal incidence of the zigzag structures were performed using
a microspectromer (CRAIC QDI ) with a collection range of 2 [Fig. .]. The imaging spot
size was approximately 40 μ m 40 μ m. The color of each structure is easily visible through the
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Figure 3.7: Experimental Design and Measurement. (a) RCWA simulation of the reﬂectivity into the normal
direction of a zigzag structure with diﬀerent periodicities a and ﬁxed thickness t = 0:3 μ m and height
h = 1:6 μ m.Incident light is unpolarized. The black circles indicate the spectral location of third order
resonance modes inside the zigzag structure at each fabricated periodicity, determined by a low-storage ﬁlter
diagonalization method. (b-c) Scanning electron microscope image of the cross section and the top view
of a fabricated zigzag structure on a fused silica substrate. Scale bar is 2 μ m in (b) and 50 μ m in (c).
(d) RCWA simulation (dashed line) and experimental measurement (solid line) of the reﬂectivity into the
normal direction of the fabricated zigzag structures with diﬀerent periodicities. Incident light is unpolarized.
The colors of the dashed lines correspond to the perceived colors. The images inside the black boxes are the
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Figure 3.8: Microspectrometer Setup for Reﬂectance Measurement. Schematic of CRAIC QDI 2010 mi-
crospectrometer used to excite zigzag sample at normal incidence and collect reﬂected light at normal 2.
icities are shown in Fig. .(d), along with rigorous coupled wave analysis (RCWA) simulations of
normal incidence reﬂection []. The experimental reﬂection peaks are broadened due to disorder-
induced scattering and side leakage due to the ﬁnite size of the structure [, ]. Additionally, the
experimental peaks are higher than predicted due to the small range of collection angles around the
normal direction. The dimensions of the zigzag structure are at the limit of the resolution obtainable
from the direct laser writing process. Therefore, we expect some fabrication inaccuracies, which
are more signiﬁcant for smaller structures. Despite this limitation, we observe reﬂection peaks that
agree closely with the numerical reﬂection spectra. The resonance wavelength increases with the
period of the zigzag structures, as expected. The appearance of the reﬂection peaks experimentally
validates the existence of well-conﬁned substrate-independent resonances with low index contrast.
A  F W
The substrate-independent properties are useful for many applications. One application is a single-
material, low-index structural color mechanism, which generate color without using dyes or pig-
ments. Structural color has previously been produced using light interaction with bulk materials

via mechanisms that include scattering [], photonic crystals [], and multilayer interference [].
However, these techniques require thick bulk material to generate suﬃcient reﬂection. Plasmonic
resonances have also been used to produce color in nanoscopically structured metal surfaces [].
These techniques promise low thickness and a wide range of color, but the reﬂection contrast is
low because of absorption in the visible spectrum. A Fano resonance structural color mechanism
has been studied in silicon PhC slabs [], but was not previously possible with lossless, low-index
materials. This method creates strong reﬂection peaks for λ > 600 nm, but increased absorption
in silicon at smaller wavelengths reduced the spectral range of color. In contrast, the resonance
in a dielectric zigzag structure persists on a substrate of the same material and produces broad
Fano resonance peaks that are suitable for color in the full visible spectrum. The color can be
selected via the periodicity of the zigzag, as has been shown in our experiment. Similar to previous
silicon-based Fano resonance structural color results, the zigzag structure presented here could be
further optimized for even stronger reﬂection peaks [].
Substrate-independent resonances may also ﬁnd applications in photonic integrated circuits
(PICs), which perform a variety of optical functions on a single chip and have shown promise for
many applications, including next-generation optical networks, wavelength division multiplexers,
and lab-on-chip systems [, ]. While silicon dominates the semiconductor industry, PICs have
been fabricated using a variety of host material systems that provide unique functionality based
on their material properties []. A low-loss waveguide that operates using self-contained periodic
air gaps, rather than relying on high index contrast between the waveguide and the surrounding
medium, is an interesting alternative to the material-speciﬁc waveguide designs used today. Fur-
ther, while resonance modes in plasmonic structures have limited quality factors due to absorptive
losses, [, , ] the resonance mode lifetimes for substrate-independent waveguides depend only
on substrate leakage and can be optimized geometrically. Optimization of slab with periodic air
gaps that supports high-Q guided modes would further contribute to a new class of all-dielectric
structures that have substrate-independent properties and work at visible wavelengths. As PICs
become increasingly important for high-speed communication and eﬃcient sensing, new methods
for designing passive optical components may provide a way to overcome material constraints.
In this chapter, we introduce a new class of low-index bioinspired surface structures that support

resonance modes on high-index substrates and without index contrast, which was not previously
possible. We experimentally verify the existence of such resonances in the visible wavelength regime,
and we identify potential applications for structural colors and light guiding. In the next chapter,




C T F  D
Liquid crystal displays (LCD) use thousands or millions of pixels, each with a red, green, or blue
color ﬁlter that selectively transmits light at the desired wavelength range. By electrically control-
ling the orientation of a liquid crystal cell, a particular pixel can be turned on or oﬀ to display
complex images [Fig. .(a)] []. However, current pigmentary transmission ﬁlters absorb over
2=3 of the incident white light, which reduces the overall display brightness []. For example, a
green ﬁlter transmits about % of green light, while absorbing all blue and red light. More than
% of the power consumption of an LCD laptop display is attributed to the backlight [], so it is
important to increase the eﬃciency of LCD panels to reduce the overall backlight power required.
Cheap reﬂective polarizers are currently used to recycle light that does not pass through the rear
polarizer []. Improved color ﬁlter technology may provide another method for increasing the
eﬃciency of LCD displays.













Figure 4.1: LCD Displays: Traditional and Recycling. (a) A schematic of a traditional thin-ﬁlm transistor
LCD panel. The twisted liquid crystals change the polarization of light from a backlight source. With no
applied voltage, the polarization of light is aligned with the front polarizer and light is allowed through
(bright state). With an applied voltage, the light is no longer aligned with the front polarizer (dark state).
Figure from K. Kim and J. Song (2009) [76]. (b) A simpliﬁed schematic of a LCD panel with reﬂective ﬁlters
that allow for light recycling. One color of light is transmitted, while the other two colors are reﬂected back
towards the light source. The rear reﬂector and diﬀuser allow this light to be reused.
back to be reused. [Fig. .(b)]. Planar, multi-layer dielectric stacks (Bragg ﬁlters) can serve as
reﬂective transmission ﬁlters and have been used for resonant enhancement in many optical devices
[]. However, each color requires a diﬀerent number of layers, so they are incompatible with
high-throughput fabrication methods. As an alternative, plasmonic (metallic) ﬁlters can achieve
reasonable transmission (around %), but they are largely absorptive instead of reﬂective [, ,
, , ]. In this chapter, we investigate two transmission ﬁlter geometries that may circumvent
these challenges.
T M-I-M F
Metal-insulator-metal (MIM) structures have been studied as transmission ﬁlters because they
support high-quality resonances that can be tuned through the visible spectrum [Fig. .] [,
, , ]. However, the ﬁlters have poor transmission quality because of the absorptive metal
layers. While this structure looks similar to a traditional Fabry-Perot elaton, the thin metal
layers do not behave like perfect reﬂectors at visible wavelengths. Light does propagate into the
metal, and therefore the metal ﬁlm thickness and corresponding phase delay are important to ﬁlter
For a Fabry-Perot elaton, the path length in the dielectric and phase shifts at the interfaces determine






Figure 4.2: Metal-Insulator-Metal Transmission Filter. A schematic of a MIM ﬁlter with relative thicknesses
approximately to scale. The structure is characterized by the thicknesses of the top metal layer ttop, the
lossess dielectric layer ttop, and the base metal layer ttop.
performance.
Previous MIM ﬁlters have poor transmission quality because of the thin metal components, where
most optical power is absorbed []. Because the metal layers are not patterned, the absorption
is dictated by the material’s optical properties; in particular, the absorption coeﬃcient is directly
proportional the imaginary part of the dielectric constant, ε. The quality and structure of the
material partially determine the absorption and thus the quality of the ﬁlter. By increasing the
quality of certain metals, it is possible to reduce the magnitude of Im(ε) signiﬁcantly [Fig. .]. For
example, amorphous silicon strongly absorbs visible light, but crystalline silicon is almost lossless.
In this section, we study the use of high-quality, epitaxially-grown metals in the MIM geometry to
produce color ﬁlters for light-recycling displays.
We computed the transmission and reﬂection properties of MIM structures using a rigorous cou-
pled wave analysis (RCWA) simulation package for layered periodic structures [] (see Appendix
A). The MIM ﬁlter was studied in vacuum (ε = 1) because high index contrast is required to
contain the resonant light. To integrate this structure into a LCD panel, aerogel [] substrates
may provide the required index contrast. We optimized the reﬂection and transmission properties
using several algorithms in the the NLopt nonlinear-optimization package to determine the optimal
thicknesses for the metal and dielectric layers [].

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Figure 4.3: Crystalline and Amorphous Material Absorption Parameters. The imaginary part of the dielectric
constant is plotted in the visible spectrum for epitaxial (crystalline) and sputtered (amorphous) (a) silver
and [87, 88] (b) silicon [89, 90].
A common LED emission spectrum has discrete peaks in the red, green, and blue wavelength
ranges [Fig. .]. Therefore, we can cleanly deﬁne a ﬁgure of merit, F, for the optimization. For
a green ﬁlter, the optimization process must maximize the reﬂection of red and blue light, and
minimize the reﬂection and absorption of green light:
F = r (RB + RR)  (1  TG); (.)
where RB is the average reﬂected blue light (425 < λ < 480), RR is the average reﬂected red
light (600 < λ < 655), and TG is the average transmitted green light (505 < λ < 575). Here
r is the recycling factor, which describes the amount of reﬂected light that can be reused. In
this optimization, we use r = 0:5, which corresponds to the current achievable value. Because
the simulation does not directly output absorption, we deﬁne the F in terms of reﬂection and
transmission in each color range. A derivative-free global controlled random search algorithm
[, , ] was used to maximize the ﬁgure of merit with loose constraints on parameters. We then
performed a local optimization with the resulting parameters using the constrained optimization
by linear approximation alogorithm [, ]. We chose algorithms in the NLopt suite that converge
The spectrum is measured from a Macbook Air that displays an all-white image.

quickly and reliably. Each optimization was run multiple times to search for additional local
maxima.
We optimized thickness parameters for amorphous and crystalline silver ﬁlters with a lossless
dielectric spacer of ε = 4, which corresponds to a high-index polymer or crystal. The incident light
was randomly polarized and incident normal to the ﬁler. Results indicate that using high-quality
epitaxial silver, instead of commonly-studied sputtered silver, signiﬁcantly enhances transmission
of one color, while enhancing reﬂection of the other two colors for red, green, and blue color ﬁlters
[Fig. ., Table .]. Two optimal parameter sets exist for crystalline silver: one set optimizes the
transmission of the desired ﬁlter color, while the other optimizes the reﬂection of the other two
colors. Because the reﬂectivity determines the strength of the recycling system, the structures with
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Figure 4.4: Crystalline vs. Amorphous Silver MIM Transmission Filters. Reﬂection and transmission spec-
tra were computed using RCWA simulations for optimum (a) crystalline and (b) amorphous silver MIM
structures. The dashed gray curve shows the LED backlight spectrum. For (a) the crystalline MIM struc-
tures, the optimum red ﬁlter has ttop = 17:6 nm, tdielectric = 102 nm, and tbase = 20:6 nm, the optimum
green ﬁlter has ttop = 19:3 nm, tdielectric = 81 nm, and tbase = 22:1 nm, and the optimum blue ﬁlter has
ttop = 19:1 nm, tdielectric = 57:3 nm, and tbase = 21:7 nm. For (b) the amorphous silicon, the optimum red
ﬁlter has ttop = 18:9 nm, tdielectric = 98:8 nm, and tbase = 21:8 nm, the optimum green ﬁlter has ttop = 14:9 nm,
tdielectric = 206 nm, and tbase = 17:5 nm, and the optimum blue ﬁlter has ttop = 14:4 nm, tdielectric = 163 nm,
and tbase = 17:2 nm.

Red Filter Green Filter Blue Filter
amorphous top, amorphous base .% .% .%
crystalline top, crystalline base .% .% .%
amorphous top, crystalline base .% .% .%
crystalline top, amorphous base .% .% .%
Table 4.1: Maximum Transmission for Silver MIM Filters. Maximum transmission for optimized MIM color
ﬁlters using combinations of amorphous and crystalline silver shown in column 1.
high reﬂectivity were chosen as optimal and are plotted in Fig. ..
To further understand the role of material properties in determining transmittance and re-
ﬂectance, we studied combinations of amorphous and crystalline silver [Table .]. A ﬁlter with an
amorphous silver base and an epitaxial silver top has almost identical transmission characteristics
as a ﬁlter that has the reverse, an amorphous silver top and an epitaxial silver base. However,
the overall reﬂection is better for the ﬁlter with epitaxial silver on top, as expected, due to the
surface quality. While a entirely crystalline MIM ﬁlter is ideal, a combination ﬁlter may be easier
to fabricate because it is diﬃcult to grow epitaxial silver on a non-crystalline substrate.
Silicon is widely used for optical communication because it has low loss at 1:31 μm and 1:55 μm,
but it is rarely used in the visible spectrum because of high losses. However, the imaginary part
of the dielectric constant is nearly zero for epitaxially-grown silicon [Fig. .(b)]. Optimization
of a MIM transmission ﬁlter with epitaxial silicon metal layers and a fused silica dielectric layer
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Figure 4.5: Crystalline Silicon MIM Transmission Filters. Reﬂection and transmission spectra were computed
using RCWA simulations for optimum crystalline silicon MIM structures. The dashed gray curve shows the
LED backlight spectrum. The optimum red ﬁlter has ttop = 17:5 nm, tdielectric = 255 nm, and tbase = 23:6 nm,
the optimum green ﬁlter has ttop = 15:8 nm, tdielectric = 209 nm, and tbase = 22:2 nm, and the optimum blue























Figure 4.6: Angle Dependence of MIM Transmission Filters. RCWA simulations of transmittance for the
epitaxial silver MIM ﬁlter (green) with for incident angles ranging from 0o to 72o. The dashed gray curve
shows the LED backlight spectrum.
(ε = 2:18) shows high transmission and over 90% reﬂection for all ﬁlters [Fig. .]. The transmission
quality degrades for shorter wavelengths because of the spike in absorption near 400 nm [Fig.
.(b)]. A silicon ﬁlter is particularly promising because of the maturity of the silicon fabrication
industry.
Furthermore, the angular dependence of the crystalline MIM transmission ﬁlter is robust, which
is important for achieving a display with wide range of viewing angles. For an epitaxial silver MIM
ﬁlter, a 60 nm shift in peak transmission wavelength is seen over 72o [Fig. .]. The small angular
dependence is due to the high-index dielectric layer: if we just consider the dielectric slab with






for incident angle θi and ﬁnal angle θf in the dielectric. The factor of 1=2 reduces the inﬂuence
of the incident angle on the ﬁnal angle. To further reduce the angular dependence, a higher-index
dielectric could be used.
Including reﬂective color ﬁlters in LCD panels could greatly increase the brightness of the screen

for a given backlight power and therefore reduce the energy required. To quantify this improvement,
consider an LCD panel displaying a white image, so all ﬁlters are in the on-state. For an unpolarized
backlight, 50% of the incident light is reﬂected from the reﬂective polarizer. The remaining 50% of
the light goes to the reﬂective transmission ﬁlter, where some portion R is reﬂected for each color.
The amount of light reﬂected back for recycling is then
R0 = 0:5+ 0:5R: (.)
For unity incident power, the transmission after the ﬁrst pass is
T1 = (1  R0): (.)
The process continues: the reﬂected light is recycled by the diﬀusive mirror and returns to the
reﬂective polarizer and ﬁlters. For the second pass,
T2 = (1  R0)(R0  r); (.)
where r is the recycling factor. For each pass, we gain a factor of (R0  r). Representing this as a
geometric series, the total transmission is
T = (1  R0)
(1  R0r) : (.)
In Figure ., we plot this function for diﬀerent transmission ﬁlters. The optimized transmission
ﬁlters do transmit a small amount of unwanted light, so it is necessary to place the traditional
absorptive ﬁlter behind the new ﬁlter to absorb any excess transmitted light at other wavelengths.
The addition of the absorptive ﬁlter is not necessary for extremely high-quality ﬁlters. For a
recycling factor r near the current value, 0:5, using reﬂective MIM ﬁlters does not result in a
signiﬁcant increase in brightness. However, r = 0:8, the epitaxial silver MIM ﬁlters give a 8%
increase in brightness, and the combination MIM ﬁlters (epitaxial silicon for red and green, epitaxial
silver for blue) give a 10% increase. As r increases to 1, the combination ﬁlters more than double

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Figure 4.7: MIM Filter Performance in Light-Recycling Display. Brightness of display with respect to
backlight brightness for ﬁve transmission ﬁlters. Orange shows results for absorptive RGB color ﬁlters (like
those currently used) that transmit 100% of one color and absorb 100% of the other two. Because the MIM
ﬁlters include the absorptive ﬁlter after, we describe a perfect absorption ﬁlter as the reference. Green and
blue show results for sputtered MIM ﬁlters and epitaxial MIM ﬁlters, respectively, in front of absorptive
ﬁlters with reﬂection and transmission coeﬃcients from RCWA simulations. Purple shows results for a
combination set of RBG ﬁlters in front of absorptive ﬁlters: epitaxial silicon for red and green, and epitaxial
silver for blue. Again, reﬂection and transmission coeﬃcients from RCWA simulations. Black shows the
ideal reﬂective color ﬁlter, which transmits 100% of one color, while reﬂecting 100% of the other two colors.
The dotted vertical lines show the recycling factors at which the three MIM ﬁlters begin to outperform the
current absorptive color ﬁlters.
the output brightness. Therefore, if we can increase the recycling factor beyond its current value,
the epitaxially-grown MIM ﬁlters could result in enormous energy savings. MIM ﬁlters using
crystalline metals have impressive transmission and reﬂection properties and may be fabricated
using an etching process. In future work, we will fabricate and test epitaxial MIM transmission
ﬁlters.
In the next section, we propose another transmission ﬁlter design that can be optimized such
that red, green, and blue ﬁlters have the same thickness, and therefore, a single layer of material
can be deposited for the entire ﬁlter array. This structure is ideal for fast, large-scale fabrication.

O  P C S F
Another approach for designing a high-performance transmission ﬁlter involves optimizing dielectric
photonic crystal slab resonances. As we have previously discussed, the optical resonances supported
by a PhC slab inﬂuences the slab’s reﬂection and transmission characteristics due to interference
between direct and indirect pathways []. Fano resonance has been used to design color reﬂectors
using coilloidal self-assembly [], lithography [, ], and nanoimprinting []. On the other
hand, reﬂective transmission ﬁlters have been designed using stacks of PhC slabs [, ], which
have narrow transmission bandwidth and are therefore not practical for display applications. To
be best of our knowledge, high-quality reﬂective transmission ﬁlters have not been achieved using a
single layer. In this study, we optimize all-dielectric PhC slabs for broadband reﬂective transmission
ﬁlters that are inherently lossless.
We considered a selection of photonic crystal lattices with between three and ﬁve optimization
parameters: square, triangular, and rhombic lattices, along with square and triangular superlattices
[Fig. .]. High-index materials generally conﬁne resonances more strongly, so we simulated lossless
gallium nitride (εslab = 5:8) slabs in air. The reﬂection and transmission spectra of the slabs were
computed using the RCWA method [] (Appendix A) . While the MIM optimization involved three
parameters with relatively narrow ranges for their numerical values, optimizing an arbitrary lattice
requires larger parameters spaces. To save computing time, we calculated the transmission and
reﬂection at ﬁve wavelengths within the red, green, and blue LED peaks, rather than integrating
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Figure 4.8: Photonic Crystal Slab Lattices for Optimization. Two-dimensional representations of PhC slabs
that were optimized to create color ﬁlters. Five lattices were considered, each with the shown parameters
and an additional slab thickness parameter.














Again, the recycling factor is set to r = 0:5. We used the NLopt nonlinear-optimization package to
optimize each geometric parameter for a given ﬁlter color and lattice type []. We chose the global
improved stochastic ranking evolution strategy algorithm because it has heuristics to avoid local
optima [, ]. This algorithm supports nonlinear constraints, in addition to bound constraints,
so it was possible to restrict parameter relationships to yield realistic and fabricatable PhC slabs.
As before, the optimization was run several times to search for additional optimal parameters.
The transmission spectra for the best-performing ﬁlters are shown in Figure .. Because the
material is lossless in the visible spectrum, the rest of the light is reﬂected. The optimized red ﬁlter
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Figure 4.9: Optimized Filter Transmission Spectra. Optimized transmittance for (a) a red ﬁlter using a
square lattice with radius r = 173 nm, thickness t = 185 nm, and periodicity a = 395 nm; (b) a green
lattice using a triangular superlattice with radii r1 = 131 nm and r2 = 8 nm, thickness t = 216 nm, and
periodicity a = 387 nm; (c) a square lattice with radius r = 59 nm, thickness t = 337 nm, and periodicity
a = 309 nm; (d) a square lattice with radius r = 123 nm, thickness t = 189 nm, and periodicity a = 535 nm;
and (e) a square superlattice with radii r1 = 135 nm and r2 = 146 nm, thickness t = 181 nm, and periodicity
a = 404 nm.

.(a)]. This ﬁlter has nearly % transmission at red wavelengths, and less than % reﬂection
at blue and green wavelengths. The other optimized lattices produced red ﬁlters with signiﬁcantly
lower quality, except in the case when the rhombic lattice converged to the square lattice. On
the other hand, the optimized green and blue ﬁlters did not produce clean transmission spectra
[Fig. .(b-e)]. These spectra have sharp Fano resonance features, rather than the ideal broad
transmission characteristics. The current optimization techniques favor smaller parameter spaces
and therefore do not converge as eﬃciently for the rhombic lattices and the superlattices. With
diﬀerent optimization tools, it may be possible to achieve high-quality blue and green ﬁlters with a
single PhC slab. Additionally, using epitaxial materials, like in the previous section, may produce
better ﬁlters.
The PhC slab reﬂective transmission ﬁlters are especially promising if we can further optimize
the parameters such that the thickness of all ﬁlters is the same. It may be possible to use one layer
of material and pattern it using nanoimprint lithography on a large scale.
I-D O  F
Based on initial work on color ﬁlters, it is clear that a better optimization process is needed. Re-
cently, inverse-design methods have been applied to nanophotonic devices [, , ], including
wavelength demultiplexers [, ] and polarization beamsplitters []. Rather than optimizing
a parameter set for a known lattice geometry, inverse-design optimization involves a pixel-by-pixel
optimization of the dielectric function on a grid. First, the device speciﬁcations are identiﬁed, which
can include input and output electric ﬁelds, a speciﬁc device size or thickness, and the desired ma-
terials. Then a two-stage optimization process is implemented [Fig. .]. First, the dielectric
function is allowed to change continuously over the device area, and then the design is converted to
a binary representation for fabrication. This design process does not rely on a speciﬁc symmetric
lattice structure and can therefore perform a more thorough optimization search. In the case of
reﬂective transmission ﬁlter design, future work will involve optimizing an arbitary PhC slab. We
can then further constrain the problem to one thickness for all ﬁlters.
An inverse-design method may also apply to the substrate-independent reﬂectors described in
Chapter . In this case, a three-dimensional optimization of an air-gap geometry may result in

Figure 4.10: Inverse Design Procedure for a 1D Optical Structure. Once the device speciﬁcations are
identiﬁed, the optimization process involves two stages. First, the dielectric constant is allowed to vary
continuously. Then the design is converted to a binary representation for easy fabrication. n describes the
iteration number. The ﬁgure is from Piggott et al., Scientiﬁc Reports (2014) [105].
high-quality, single-material structural color or even substrate-independent waveguides. To do
an eﬃcient three-dimensional optimization, a gradient-based optimization is required to avoid a
computationally-expensive process.
Shape calculus is a simple and eﬃcient gradient-based optimization process that is directly
applicable to photonic inverse design. To understand this method, consider a simple example from
[]. Suppose we have a two-dimensional space where the dielectric function must be designed
to maximize the electric ﬁeld intensity at some point x0. The merit function, F, is given by
F = 12 jE(x0)j2. To design the dielectric function, we determine the eﬀect of a small dielectric
inclusion with radius r, dielectric constant ε, and position x0 on the merit function. The change in
the merit function, δF, is given by the diﬀerence between the old and new ﬁelds:
δF = 12 jE
new(x0)j2   12 jE
old(x0)j2: (.)
We can write the new electric ﬁeld in terms of the old electric ﬁeld and the diﬀerence between the
two: Enew(x0) = Eold(x0)+ δE(x0). Ignoring second order terms because the inclusion is small, the
This technique can easily be extended to three dimensions.




















where the overline means complex conjugation. In general, linearizing is powerful because it allows
for optimization of nonlinear electromagnetics problems.
At this point, we must choose our optimization technique. One choice, a brute force technique,
involves starting with an initial geometry, simulating the response to a change in dielectric con-
stant for every possible position, calculating δF for each change, and updating the geometry with
change that resulted in the largest increase in the ﬁgure of merit. This process is iterated many
times to check every possible inclusion with a new geometry. This type of simulation is extremely
computationally-expensive, so instead we turn to shape calculus, which exploits symmetry to gather
the same information in only two simulations per iteration [, ].
For this method, we describe the addition of a cylindrical dielectric inclusion at x0 as an induced
dipole moment pind at x0 with amplitude pind u πr2(ε   ε1)Eold(x0). The ﬁeld at x0 from the
induced dipole at x0 is given by the Green’s function G(x0;x0). Then the change in the electric
ﬁeld is given by the product of the the Green’s function and the induced dipole moment: δE(x0) =






Eold(x0) and pind(x0) can be calculated in the same simulation because pind(x0) depends only on
Eold(x0) (to ﬁrst order), which is calculated along with Eold(x0).
Now we can introduce symmetry to reduce the computational complexity of this problem. In
general, diﬀerent simulations must be used for each x0 to calculate the Green’s function G(x0;x0).
However, the Green’s function for the Maxwell operator is symmetric, so G(x0;x0) = G(x0;x0). In
A Green’s function is the impulse response function of an electromagnetic system. It can be thought
of as a weighting parameter that allows us to consider electromagnetics problems with particular boundary
conditions, rather than throughout all of space.












The ﬁrst two terms, G(x0;x0)Eold(x0), exactly describes the ﬁeld of a dipole driven with amplitude
Eold(x0). This dipole is located at x0, rather than x0. We now have a very fast method for
computing δF. First, simulate the electric ﬁeld of the structure to get the induced polarization for
all possible locations x0. Second, simulate an electric dipole at x0 with amplitude Eold(x0) (from
ﬁrst simulation), which provides G(x0;x0)Eold(x0) for every possible x0. Therefore, with only two
simulations, δF is known for all possible x0, and we can understand the shape gradient quickly.
Using this technique, we can explore a parameter space more completely than previously possible,




This thesis explores interesting optical properties of resonant nanostructures, with an emphasis on
all-dielectric, wavelength-scale, photonic structures. First, I described a new method for directly
measuring iso-frequency contours in dielectric PhC slabs using resonant-enhanced scattering. I
then proposed a class of bioinspired dielectric surface resonators that has substrate-independent
resonant properties. Finally, I described two low-loss, reﬂective transmission ﬁlter designs that
could dramatically improve display performance, and I touched on future optimization methods to
realize these ﬁlters throughout the visible spectrum.
In the past decade, there has been a rapid expansion of plasmonics research, which uses sub-
wavelength metallic nanostructures to precisely control light propagation []. However, we see
a shift towards all-dielectric materials that can oﬀer similar subwavelength control over the phase
and amplitude of a ﬁeld, without absorptive losses at visible wavelengths [, ]. This shift
has powerful implications for visible-light technologies, such as biosensing. As I show in this thesis,
simple low-loss materials can and should be used to control visible light in interesting ways, whether




This appendix provides a brief overview of the simulation tools used to compute electromagnetic
properties of photonic structures in this thesis.
R C W A
Rigorous coupled wave analysis (RCWA) [, ], also known as the Fourier modal method []
or the scattering matrix method [], is a popular frequency domain method for solving Maxwell’s
equations in layered structures. The method is characterized by expanding electromagnetic ﬁelds in
each layer into eigenmodes that are represented as a Fourier series in the plane of periodicity. The
medium permittivity is also expanded into a Fourier series, and the resulting Maxwell equations
are solved as a matrix eigenvalue problem. The eigenmodes in each layer have an exponential de-
pendence in the normal direction, and the modal expansion coeﬃcients must satisfy ﬁeld continuity
conditions at layer interfaces.
Because RCWA is a frequency-domain method, we can compute the frequency response of a
system quickly, which is useful for calculating reﬂection and transmission spectra. In this thesis, I

use S4, a free RCWA solver for layered, periodic structures []. This software can compute trans-
mission, reﬂection, and absorption spectra for such structures, along with electromagnetic ﬁelds
throughout. It has many useful predeﬁned functions, including one that computes the reﬂection
into certain diﬀraction channels (used in Chapter  to compute reﬂection into normal incidence).
Furthermore, the spectra obtained using S4 are smooth, so they are ideal for optimizations, as is
shown in Chapter . S4 includes an intuitive programming interface in Lua and Python.
F-D T-D M
The ﬁnite-diﬀerence time-domain (FDTD) method [, ] divides space and time into a grid of
discrete points. It represents an unknown function by its value at discrete points on a grid and its
derivatives by ﬁnite diﬀerences on the grid. The FDTDmethod can be used to compute transmission
and reﬂection spectra; however, unlike frequency-domain solvers, the FDTD method can simulate
the response of a linear system to many frequencies using a single calculation by taking the Fourier
transform of the response to a short pulse. Unfortunately, the uncertainty principle of the Fourier
transforms requires that a time-domain method takes a long time to resolve sharp features in a
spectrum. Additionally, if we are interested in a steady-state response of a system to a current
source, we must turn the source on slowly and wait for transient eﬀects to die away. Therefore,
in this thesis frequency-domain methods are used to calculate transmission and reﬂection spectra
whenever possible, and time-domain methods are generally reserved for simulating the temporal
evolution of a ﬁeld or band structures.
In this thesis, I use MEEP [], a free FDTD simulation software package for modeling electro-
magnetic systems. This software can compute transmission and reﬂection spectra, resonant modes
and frequencies, and ﬁeld patterns, which can then be used to calculate a wide variety of quanti-
ties. MEEP uses harmonic inversion [] to eﬃciently calculate the frequencies, decay rates, and
amplitudes of resonant modes. To do this, it uses the ﬁlter diagonalization method to decompose
the electric ﬁeld into a ﬁnite sum of sinusoids with higher eﬃciency than a traditional fast Fourier
transform technique. MEEP has an extensive scripting platform in Scheme, Python, and C++,
along with complete tutorials, references, and many predeﬁned functions.








Figure A.1: FDTD Numerical Simulation Setup. A zigzag structure is simulated with periodic boundary
conditions (PBC) in the plane of periodicity. The zigzag is in air with a substrate below. The bunching
indicates that a larger simulation cell is used in actual simulations. Perfectly matched layer (PML) conditions
above and below the cell provide an absorbing boundary condition for radiated light.
ditions because the software is predeﬁned for layered, periodic structures. However, with FDTD
simulations, we do need to consider boundary conditions. Because I use FDTD simulations exten-
sively in the Chapters  and , I have included an example computational-cell setup like the one
used in Chapter  [Fig. A.]. We use periodic boundary conditions in the plane of the PhC slab and
absorbing boundary conditions (perfectly matched layer or PML) above and below the structure.
The in-plane periodic boundary conditions allow us to deﬁne only one segment of the structure,
while studying an inﬁnite periodic slab. On the other hand, the absorbing top and bottom mimic
an inﬁnite simulation space for light to radiate into and not return. In general, we must tweak the
length of the PML and simulation space to avoid unwanted simulation artifacts, such as interference
patterns when light with large in-plane k is not absorbed by the PML.

F E M
The ﬁnite element method divides the simulation space into a set of ﬁnite geometric elements (often
irregular triangles or tetrahedra) and then represents an unknown function by approximations on
each element. This method is a generalization of the Finite Diﬀerence method. It allows for diﬀerent
spatial resolutions in diﬀerent regions of the simulation space, which is powerful when dealing with
complex geometries that include metallic and dielectric elements. The advantages of time-domain
solvers described above also apply here.
In this thesis, I use COMSOL to determine resonant frequencies and construct band structures.
Unfortunately, this software is not free, and its MATLAB programming interface is much less
intuitive. Therefore, I only use COMSOL when MEEP cannot produce reliable results: for example,
near certain degenerate points in the band structure, MEEP does not identify modes that have a
non-harmonic time dependence, so COMSOL is useful. This problem arises in Chapter , so I use





S P   P C S  D
This derivation is based on the treatment of temporal coupled-mode theory in references [] and
[]. Here, the system consists of a PhC slab resonator with one input port and two output ports
[Fig. B.]. Let the incoming wave s1+ couple to the resonator with coupling constant κ, and let
the resonant mode couple to the outgoing waves s1  and s2  with coupling constants d1 and d2,
respectively. In addition to the resonance-assisted processes, the incoming and outgoing waves are












Figure B.1: Temporal Coupled Mode Theory Schematic of a resonator with input channel s1+, output
channels s1  and s2 , and resonant decay channels with lifetimes τ1, τ2, and τscat.
where r and t are real constants with r2 + t2 = 1. In this case, the direct reﬂection is small (about
4%) because of the low index contrast between the slab and the surrounding oil, so we can set r = 0
and t = 1. Let a be the amplitude of the resonant electromagnetic ﬁeld, which is normalized such



















Here, ω0 is the center frequency of the resonance and τ is the lifetime of the resonance. τ can
be broken down into several decay channels [Fig. B.]. First, the resonance can decay into two
radiative channels, with lifetimes 1=τ1 and 1=τ2. Additionally, the resonance can decay into a
nonradiative scattering channel with lifetime τscat. For high-quality PhC slabs made of low-loss
dielectrics, absorption is negligible, so we do not need to consider an absorption decay channel.
Then 1=τ = 1=τ1 + 1=τ2 + 1=τscat.
Suppose the system is driven with input frequency ω. Frequency is conserved in a linear system,
For those of you who are more familiar with i as the imaginary number, j is used in some ﬁelds of physics
and engineering. As with i, j2 =  1. However, j =  i.







We can determine the unknown coupling constants, κ, d1, and d2, using energy conservation and
time reversal symmetry. First, we ﬁnd the output coupling constants. Consider the PhC resonance
with just one output channel s1  and no input or other decay channels. By conservation of energy,
the ﬁnite resonant ﬁeld must decay into s1  with a lifetime τ1. The ﬁeld decays exponentially with





jaj2 = js1 j2 = jγ1j2jaj2: (B.)
Therefore, d1 =
p
2=τ1. By a similar argument, d2 =
p
2=τ2. Further, due to the symmetry of
the system (same refractive index on both sides of resonator), τ1 = τ2. The total radiative lifetime
τr must then satisfy τr = τ1=2 = τ2=2, so we can write the coupling constants in terms of τr:
d1 = d2 =
p
1=τr. However, in the experiments, we excite resonances that are odd with respect to












To determine the input coupling constant κ, we use time reversal symmetry. A time-reversal
transformation is represented by feeding in an exponentially growing wave at frequency ω = ω0  
j(1=τ), such that the amplitude at t = 0 is js i. This excitation causes the resonant amplitude a
to increase exponentially with time. Time reversal symmetry requires that the input and output
coupling constants must be the same, so κ =
p
1=τ1.
For simplicity, we can deﬁne γi as the decay rate for each channel, such that γi = 1=τi. Then






























(ω   ω0)2 + γ2scat
(ω   ω0)2 + (γr + γscat)2
(B.)
The scattered power is then
Pscat
Pincident
= 1  T  R
=
2γrγscat
(ω   ω0)2 + (γr + γscat)2
:
(B.)
R D R   P C S  D
This derivation is a more intuitive version; the rigorous version involves decomposing the Green’s
function of the system in the basis of normalized Bloch modes []. Consider a electric dipole in





where μ is the dipole moment. The decay rate is proportional to the density of states D(ω) of the
system. In free space, the number of eigenmodes in a volume V with eigenfrequencies less than ω0
is


























where N0 is the number density of dipoles. We then multiply by the spectral density of states of











(ω   ωnk )2 + (Δωnk )2
; (B.)
where n labels diﬀerent PhC resonances at a given ω, αn represents the coupling between the
initially excited resonance and the ﬁnal resonance mediated by the surface roughness, Δωnk are the
linewidths of the resonances (Δωnk = γr + γscat), and ωnk are central frequencies of the resonances.
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