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Abstract
Let A be a unital commutative R-algebra, B a linear subspace of A and K a
closed subset of the character space of A. For a linear functional L : B −→
R, we investigate conditions under which L admits an integral representation
with respect to a positive Radon measure supported in K. When A is
equipped with a submultiplicative seminorm, we employ techniques from
the theory of positive extensions of linear functionals to prove a criterion for
the existence of such an integral representation for L. When no topology
is prescribed on A, we identify suitable assumptions on B, A, L and K
which allow us to construct a seminormed structure on A, so as to exploit
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our previous result to get an integral representation for L. We then use
our main theorems to obtain, as applications, several well known results
on the classical truncated moment problem, the moment problem for point
processes, and the subnormal completion problem for 2-variable weighted
shifts.
Keywords: truncated moment problem, full moment problem, measure, integral
representation, linear functional
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1. Introduction
The classical truncated moment problem (TMP) dates back to the start
of the twentieth century, and was initially developed by a number of math-
ematicians, including A.A. Markov, H. Hamburger, N.I. Akhiezer, M.G.
Krein, A.A. Nudel’man, M. Riesz and I.S. Iohvidov. Initially, the theory
ran parallel to the developments in the full moment problem, where the main
focus was placed. Many decades later, renewed interest in TMP arose in
connection with the so-called subnormal completion problem for unilateral
weighted shifts. In 1966, J. Stampfli [74] proved that for any three posi-
tive numbers a < b < c, it is always possible to build a unilateral weighted
shift Wα acting on ℓ
2(N0), with α ∈ ℓ
∞(N0), having initial weights α0 = a,
α1 = b, α2 = c, and such that Wα is subnormal. In [15, 16], R.E. Curto
and L.A. Fialkow solved the Subnormal Completion Problem for unilateral
weighted shifts, by finding necessary and sufficient conditions for a finite
collection of positive numbers to be the initial segment of weights of a sub-
normal unilateral weighted shift. Their approach was based on the fact that
subnormality is detected by the existence of a positive Radon measure on the
closed interval [0, ‖Wα‖
2] whose moments are the moments γk of the weight
sequence α, defined recursively as γ0 := 1 and γk+1 := α
2
kγk (for all k ∈ N0).
Thus, the subnormality of Wα is intrinsically related to a TMP. In the pro-
cess, Curto and Fialkow proved the so-called Flat Extension Theorem for
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moment matrices, which is an essential component of their TMP theory in
one and several real or complex variables.
A few years after the Curto-Fialkow results were published, J.B. Lasserre
discovered some significant connections between real algebraic geometry, mo-
ment problems and polynomial optimization; he introduced a method known
as semidefinite relaxations (see, e.g., [51]), which led to renewed interest in
solutions of TMP, especially those with finitely atomic representing mea-
sures. The importance of polynomial optimization problems and the conve-
nience of working with polynomials as algebraic and computational objects
as well as intensive research on this area, is one of the main motivations for
the study of moment problems for the algebra of polynomials. (For ample
information on the above mentioned developments, the reader is referred to
[1, 17, 18, 19, 20, 22, 35, 36, 41, 42, 47, 48, 51, 52, 53, 54, 55, 66, 71, 79].)
For a set A of monomials in R[X] := R[X1, . . . ,Xn], a closed subset
K of Rn, and a linear functional L on the Span(A), the A–truncated K–
moment problem is the question of establishing whether L can be represented
as an integral with respect to a positive Radon measure whose support
is contained in K. (This terminology was introduced by J. Nie in [63],
although he only considered the case when the set A is finite.) If such a
measure exists then it is called a K–representing measure for L. When
A = {Xα : α ∈ Nn0 , |α| ≤ d}, for some d ∈ N, the A–truncated K–moment
problem is usually known as the classical truncated K–moment problem.
The full K–moment problem, for closed K ⊆ Rn, corresponds to the case
when A = R[X ], that is, the question of finding a criterion for the existence
of a positive Radon measure µ whose support is contained in K such that a
given linear functional L on R[X] can represented as L(p) =
∫
p dµ, for all
p ∈ R[X ].
Partial answers to the above question are known. For example, when
K is a closed subset of Rn and A is the set of all monomials up to a certain
degree 2d or 2d + 1, the existence of such a K–representing measure is
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proved to be equivalent to the K–positive extendability of L to the set of
all polynomials of degree at most 2d + 2, [22, Theorem 2.2]. Recall that
a linear functional L is said to be K–positive when it assumes nonnegative
values in all the elements of its domain which are nonnegative on K. When
K is compact and Span(A) contains a polynomial that is strictly positive
on K, the existence of a K–representing measure is known to be equivalent
to the K–positivity of L (see [78, Theorem I, p.129], [22, p.2], [27, Theorem
2.2] and [63, Algorithm 4.2]).
In the present article, we show that all the above solutions can be con-
sidered as particular cases of a general result about the existence of positive
extensions of linear functionals to larger linear subspaces containing an el-
ement that dominates all the members of the original domain. The scope
of our study is also much broader as we consider unital commutative R–
algebras instead of R[X] and arbitrary linear subspaces of the algebra in
lieu of finite dimensional ones.
Thus, our setting is general enough to encompass also infinite dimen-
sional instances of the moment problem, e.g. when the algebra is not finitely
generated or when the representing measure is supported on an infinite di-
mensional vector space. In fact, infinite dimensional moment problems have
been studied already in the sixties (see e.g. [11, 64, 29, 59, 5, 7, 56, 6, 70])
motivated by fundamental questions in applied areas such as statistical
physics and quantum mechanics. Since then there has been an exten-
sive production on the infinite dimensional moment problems appearing
in the analysis of interacting particle systems as well as in stochastic ge-
ometry, spatial ecology, neural spike trains, heterogeneous materials and
random packing (see, e.g., [2, 57, 50, 61, 8, 75, 77]). Despite the vast lit-
erature devoted to the theory of infinite dimensional moment problem, and
more in general of the moment problem on unital commutative algebras (see
[49, 32, 3, 9, 33, 58, 37, 72, 39, 40], just to mention a few recent develop-
ments), several questions remain open (cf. [38]). Let us briefly describe our
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contribution towards a better knowledge of the TMP in this general setting.
In Section 2, notations and basic definitions are introduced. In Sec-
tion 3, we give the definition of B–truncated K–moment problems which
are generalizations of the classical truncated K–moment problem for lin-
ear functionals L defined on a linear subspace B of a unital commutative
R–algebra A and a closed subset K of characters of A (see Definition 3.1).
In Theorem 3.2, we prove a first criterion for solving this problem when a
seminormed structure is present on A. This result provides indeed a nec-
essary and sufficient condition for the existence of a positive extension of
L to the whole seminormed algebra and then the integral representation of
L is guaranteed by [34, Corollary 3.8]. The rest of the section deals with
algebras that are not necessarily equipped with a seminorm, but that are
considered in a setting which implies the existence of a seminormed struc-
ture. Theorem 3.8 solves the truncated moment problem for the case where
K is a closed subset of characters of A. When K is assumed to be compact,
a simplified argument gives another solution in Theorem 3.7.
In Section 4 we use the Choquet-Bishop-de Leeuw Theorem to determine
the nature of the support of representing measures obtained in previous
sections, in the case when B is a finite dimensional subset of the algebra of
continuous functions on a compact space.
In Section 5 we prove an analogue of J. Stochel’s theorem [76] about
the relation between the full moment problem and the truncated moment
problem (see Theorem 5.2). The notion of truncatedK–frames is introduced
to treat Stochel’s result in our general setting. We then use Theorem 3.8 and
Theorem 5.2 to obtain a new proof of the main result in M. Putinar and F.-
H. Vasilescu’s paper on dimensional extensions [67, Theorem 2.5], and also
an alternative proof of a result of M. Marshall on localization of R[X ] at the
multiplicative set of powers of a positive polynomial [60, Corollary 6.2.4].
Finally, we reserve Section 6 for a discussion of several applications of our
main results, ranging from the classical truncated moment problem to TMP
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for point processes, and to the subnormal completion problem for 2–variable
weighted shifts.
2. Notation and Preliminaries
In this article all the algebras are assumed to be commutative R–algebras
with unit. A submultiplicative seminorm on the algebra A is a map ρ :
A −→ [0,∞) satisfying:
1. for all a ∈ A and r ∈ R, ρ(ra) = |r|ρ(a) (positive homogeneous),
2. for all a, b ∈ A ρ(a+ b) ≤ ρ(a) + ρ(b) (subadditive),
3. for all a, b ∈ A ρ(ab) ≤ ρ(a)ρ(b) (submultiplicative).
Note that conditions 1, 2 and 3 above imply continuity of scalar multipli-
cation, addition and multiplication on A, respectively. The pair (A, ρ) is
called a seminormed algebra.
We denote by X (A) the set of all real valued R–algebra homomorphisms
on A (the character space of A). One can identify X (A) as a subset of RA.
It is important to add the following assumption. Throughout this article
we assume that X (A) is nonempty (this is always true when A is finitely
generated see [25, Corollary 5, p.639]). Instances when X (A) is empty are
given by the unital commutative R–algebra A := R[[X ]] of power series in
X and the Arens algebra Lω([0, 1]) :=
⋃
p>1 L
p([0, 1]).
For any subset S ⊆ A we define KS to be the common nonnegativity set
of S on X (A), i.e.,
KS := {α ∈ X (A) : α(S) ⊆ [0,∞)}.
Every a ∈ A induces a map aˆ : X (A) −→ R which is defined by aˆ(α) =
α(a) for every α in X (A). These are basically projection maps on the ath
component of X (A) as a subset of RA. We endow X (A) with the coarsest
topology which makes all maps aˆ continuous. Note that this topology
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coincides with the subspace topology on X (A) inherited from RA equipped
with the product topology. When A = R[X], the characters of A are in
one-to-one correspondence with point evaluations, i.e., X (A) ∼= Rn, and so
pˆ = p for every p ∈ A. As a result, we will routinely omit the ˆ when
dealing with elements of R[X].
We consider the Borel σ–algebra on X (A) generated by this topology
and, given a Borel set K ⊆ X (A), we say that a Radon measure µ has
support contained in K if M ∩ K = ∅ implies µ(M) = 0 for all Borel
measurable subsets M in X (A).
To any subset K ⊆ X (A) and any linear subspace B ⊆ A we associate
the cone PosB(K) defined as
PosB(K) := {b ∈ B : bˆ(α) ≥ 0, for all α ∈ K}.
We also let
∑
A2 denote the cone of sums of squares of elements of A, and we
similarly define
∑
A2d (for d ∈ N). For any integer d ∈ N, a
∑
A2d–module
S ⊆ A is a cone containing 1 such that for every a ∈ A, a2d ·S ⊆ S. A linear
functional L : B → R is said to be K–positive if L(PosB(K)) ⊆ [0,+∞).
When B = A and K = X (A), we will say that the linear functional L is
positive.
If the algebra A is equipped with a submultiplicative seminorm ρ, then
the subset spρ(A) of all ρ–continuous elements of X (A) is called the Gelfand
spectrum of (A, ρ) and defined by
spρ(A) := {α ∈ X (A) : |α(a)| ≤ ρ(a) for all a ∈ A}.
Since spρ(A) ⊆
∏
a∈A[−ρ(a), ρ(a)] is closed, and the latter set is compact
in the product topology, we see that spρ(A) is compact. Also, if K is a
nonempty compact subset of X (A), then for every a ∈ A, we have aˆ ↾K∈
Cb(K). Thus, the supremum norm
ρK(f) := sup
α∈K
|f(α)| for all f ∈ Cb(K). (2.1)
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induces a submultiplicative seminorm on A. More precisely, given a ∈ A
we will let
ρK(a) := ρK(aˆ) for all a ∈ A. (2.2)
Remark 2.1. A particularly interesting instance of the Gelfand spectrum
appears when A is a uniform algebra, i.e., when A can be realized as a
subalgebra of bounded continuous functions, Cb(X), equipped with the sup–
norm ρX for a completely regular space X. If A ⊆ Cb(X) is a unital algebra
separating points of X, then for each x ∈ X, ex (the evaluation at x) induces
a continuous R–algebra homomorphism on A; hence, ex belongs to spρX (A).
It is easy to see that x 7→ ex mapsX injectively into spρX (A) and every f ∈ A
extends continuously to spρX (A). As a result, Aˆ := {aˆ : a ∈ A} can be
regarded as a subalgebra of C(spρX (A)).) Moreover, X is dense in spρX (A).
If not, take α ∈ spρX (A) \X , where ρX denotes the supremum norm on X.
By Urysohn’s lemma, there is g ∈ C(spρX (A)) with g(α) = 1 and g ↾X= 0
(note that here we are using the map x 7→ ex, so this precisely means
that g(ex) = 0 for all x ∈ X ). Since Aˆ contains constant functions and
separates points of X (A), and in particular separates the points of spρX (A),
we have that the subalgebra Aˆ ↾spρX (A)
:= {aˆ ↾spρX (A)
: a ∈ A} of Cb(spρX (A))
satisfies the requirements of the Stone-Weierstrass Theorem. Hence, for any
ǫ > 0, there exists aǫ ∈ A such that ρX(g− aˆǫ) = supx∈X |g(ex)− aˆǫ(ex)| < ǫ.
Choosing in particular ǫ > 0 such that 1−ǫ
ǫ
> 1, we get
|g(α) − aˆǫ(α)| = |1− α(aǫ)| < ǫ,
or equivalently,
1− ǫ < α(aǫ) < 1 + ǫ.
Also, for every x ∈ X, |g(ex)− aˆǫ(ex)| = |0− aǫ(x)| < ǫ. Thus
1− ǫ ≤ sup
α∈spρX (A)
|aˆǫ(α)| ≤ ρX(aǫ) ≤ ǫ < 1− ǫ,
which is a contradiction. Therefore, X = spρX (A). Conversely, every
Hausdorff compactification of X can be realized as the Gelfand spectrum of
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a suitable subalgebra of Cb(X) (for more details see [28, Chapter I, Theorem
8.1]).
Definition 2.2. Let (A, ρ) be a seminormed algebra and C be a cone of A.
For every a ∈ A, we define
‖a‖C;ρ := inf
p∈C
ρ(a+ p).
Proposition 2.3. ‖‖C;ρ is a sublinear function on A, i.e.,
1. for all a, b ∈ A, ‖a+ b‖C;ρ ≤ ‖a‖C;ρ + ‖b‖C;ρ , and
2. for all λ ≥ 0, a ∈ A, ‖λa‖C;ρ = λ ‖a‖C;ρ .
Moreover, for all a ∈ A, ‖a‖C;ρ ≤ ρ(a).
Proof.
Let a, b ∈ A. By Definition 2.2, there are nets (pt)t>0 and (qt)t>0 in C such
that lim
t→0
ρ(a + pt) = ‖a‖C;ρ and lim
t→0
ρ(b + qt) = ‖b‖C;ρ, decreasingly. Then
we get
‖a+ b‖C;ρ = infc∈C ρ(a+ b+ c)
≤ lim inf
t→0
ρ(a+ b+ pt + qt)
≤ lim inf
ǫ→0
(ρ(a+ pt) + ρ(b+ qt))
= lim
t→0
ρ(a+ pt) + lim
t→0
ρ(b+ qt)
= ‖a‖C;ρ + ‖b‖C;ρ .
This establishes property 1. As for property 2, let a ∈ A and λ ≥ 0. If
λ = 0 then (2.3) clearly holds as ‖0‖C;ρ = 0, where 0 denotes the additive
identity in A. If λ > 0, then
‖λa‖C;ρ = inf
c∈C
ρ(λa+c) = inf
c∈C
ρ
(
λ
(
a+
c
λ
))
= |λ| inf
c∈C
ρ
(
a+
c
λ
)
= λ ‖a‖C;ρ .
Moreover, ‖a‖C;ρ ≤ infc∈C (ρ(a) + ρ(c)) = ρ(a) + infc∈C ρ(c) = ρ(a).
Proposition 2.4. Let A be a commutative R–algebra, K a nonempty com-
pact subset of X (A), and ρK be as in (2.1) and (2.2). For a ∈ A, let
aˆ+(α) := max{0, aˆ(α)}. Then
‖a‖∑A2;ρK = ρK(aˆ+) = ‖a‖PosA(K);ρK .
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Proof. Let aˆ−(α) = max{0,−aˆ(α)}. Then aˆ = aˆ+− aˆ− and both functions
aˆ+ and aˆ− are nonnegative and continuous on the compact set K. Since
Aˆ := {aˆ : a ∈ A} contains constant functions and separates points of X (A),
and in particular separates the points of K, we have that the subalgebra
Aˆ ↾K := {aˆ ↾K : a ∈ A} of Cb(K) satisfies the requirements of the Stone-
Weierstrass Theorem. Hence, for every ǫ > 0, there exists b ∈ A such
that ρK(bˆ −
√
aˆ−) < δ, where δ > 0 is chosen in a way that |r − s| < δ
implies |r2 − s2| < ǫ for r, s in a suitable compact set containing aˆ−(K).
The existence of such δ is guaranteed by uniform continuity of the square
function on compact subsets of R. Then b2 ∈
∑
A2 ⊆ PosA(K) and we
have
ρK(a+ b
2) = ρK(aˆ+ − aˆ− + bˆ
2) < ρK(aˆ+) + ǫ.
Thus, ‖a‖∑A;ρ2K
≤ ρK(aˆ+).
To see the reverse inequality, note that ρK(a) = max{ρK(aˆ+), ρK(aˆ−)}
and for each p ∈
∑
A2, clearly ρK(aˆ+) ≤ ρK(a + p), therefore, ρK(aˆ+) ≤
‖a‖∑A2;ρK . Moreover,
∑
A2
ρK
= PosA(K), so ‖a‖∑A2;ρK = ‖a‖PosA(K);ρK
for every a ∈ A.
Remark 2.5. In particular, for any β ∈ X (A), ‖a‖∑A2;ρ{β} = aˆ+(β) =
max{0, β(a)}.
3. General truncated moment problems
In this section we study the following generalization of the Classical
truncated moment problem.
Definition 3.1. Let A be a unital commutative R–algebra. Given a closed
subset K of X (A) and a linear functional L : B −→ R where B is a linear
subspace B of A, the B–truncated K−moment problem asks whether there
exists a positive Radon measure ν whose support is contained in K such
that
L(b) =
∫
bˆ dν for all b ∈ B.
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When this representation exists, ν is called a K–representing measure for
L.
The following is one of the main results of this article and provides
a necessary and sufficient condition for the existence of a solution to the
B–truncated K–moment problem, in the presence of a submultiplicative
seminorm on A.
Theorem 3.2. Let (A, ρ) be a seminormed algebra, B a linear subspace of
A, d ∈ N, S a
∑
A2d–module, and L : B −→ R a linear functional. Then L
admits an integral representation with respect to a positive Radon measure
whose support is contained in spρ(A)∩KS if and only if there exists a D > 0
such that
L(b) ≤ D‖b‖S;ρ for all b ∈ B.
Proof. (⇒) Suppose that L admits an integral representation with respect to
a positive Radon measure µ on spρ(A)∩KS . Then, in particular, L admits
a ρ–continuous extension L¯ to A which is also positive on S. Therefore,
for all p ∈ S, L¯(p) ≥ 0.
Clearly for every a ∈ A and p ∈ S, we have aˆ ≤ aˆ+ pˆ on spρ(A) ∩ KS , and
so
L¯(a) ≤ L¯(a+ p) ≤ |L¯(a+ p)| ≤ ρ′(L¯)ρ(a+ p).
(Here, ρ′(L¯) = supρ(a)≤1 |L¯(a)|, which is finite by ρ–continuity). Thus,
L¯(a) ≤ ρ′(L¯) inf
p∈S
ρ(a+ p) = ρ′(L¯) ‖a‖S;ρ (a ∈ A),
which proves the necessity part.
(⇐) Now assume that there exists D > 0 such that for every b ∈ B,
L(b) ≤ D‖b‖S;ρ. Since ‖ · ‖S;ρ is sublinear, by the Hahn-Banach Theorem
[69, Theorem 3.2] L admits an extension L¯ : A −→ R such that
−D‖ − a‖S;ρ ≤ L¯(a) ≤ D‖a‖S;ρ,
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for all a ∈ A. By Proposition 2.3, D‖ − a‖S;ρ ≤ Dρ(−a) = Dρ(a), thus
−Dρ(a) ≤ −D‖ − a‖S;ρ ≤ L¯(a) ≤ D‖a‖S;ρ ≤ Dρ(a), for all a ∈ A.
The above inequality implies that L¯ is ρ–continuous. We show that L¯ is
also positive on S. Let p ∈ S; then −L¯(p) = L¯(−p) ≤ D‖ − p‖S;ρ. By
definition, ‖ − p‖S;ρ = infq∈S ρ(q − p). In particular, p itself belongs to S,
therefore ‖−p‖S;ρ = 0. So L¯(p) ≥ 0 for each p ∈ S. Applying [34, Corollary
3.8], we find a positive Radon measure µ on spρ(A) ∩ KS such that
L¯(a) =
∫
aˆ dµ, for all a ∈ A,
and hence on B itself, as desired.
The previous result can be extended to the case when A is endowed
with a locally multiplicatively convex (lmc) topology τ , i.e., the topology
on A generated by some family Fτ of submultiplicative seminorms on A.
We denote the Gelfand spectrum of (A, τ), i.e., the set of all τ–continuous
α ∈ X(A), by spτ (A). Since any linear functional on A is τ–continuous if
and only if it is ρ–continuous for some ρ ∈ Fτ (see Lemma 4.1 in [31]), we
have that
spτ (A) =
⋃
ρ∈Fτ
spρ(A). (3.1)
Without loss of generality, we can always assume that the family Fτ is
directed. This also implies that the union in (3.1) is directed by inclusion.
Then it is easy to see that the following holds.
Corollary 3.3. Let A be a unital commutative R–algebra endowed with
the lmc topology τ generated by the directed family Fτ of submultiplicative
seminorms on A. Let B be a linear subspace of A, d ∈ N, S a
∑
A2d–
module, and L : B −→ R a linear functional. Then L admits an integral
representation with respect to a positive Radon measure whose support is
contained in spτ (A) ∩ KS if and only if there exist a D > 0 and a ρ ∈ Fτ
such that
L(b) ≤ D‖b‖S;ρ, for all b ∈ B,
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where ‖b‖S;ρ := infp∈S ρ(b+ p).
We utilize the criterion in Theorem 3.2 to study the existence of repre-
senting measures in the absence of a fixed seminorm. We begin by giving
a slight generalization of a result due to Choquet [10, Theorem 34.2]. For
the reader’s convenience, we include the proof.
Lemma 3.4. (Choquet’s Lemma) LetW be a linear subspace of an R–vector
space V , let C ⊆ V be a convex cone and let WC := (W + C) ∩ (W − C).
Let L :W −→ R be a linear functional with L(W ∩C) ≥ 0. Then L admits
an extension L¯ to WC such that L¯(WC ∩ C) ≥ 0.
Proof. It is clear that WC is a linear subspace of V containing W . We show
that the function p(v) = − sup{L(w) : w ∈ Wand v − w ∈ C}, v ∈ WC , is
a sublinear function such that p|W = −L. To see this note that there are
w,w′ ∈ W and c, c′ ∈ C such that v = w + c = w′ − c′. Thus w′ − w =
c + c′ ∈ C ∩W and hence L(w′ − w) ≥ 0, or equivalently L(w) ≤ L(w′).
Therefore the set {L(w) : w ∈ W ∧ v − w ∈ C} is nonempty and bounded
above. Hence p(v) exists. Clearly p(λv) = λp(v), so it remains to show
that p(v + v′) ≤ p(v) + p(v′). If v − w ∈ C and v′ − w′ ∈ C, then
(v + v′) − (w + w′) ∈ C + C = C. Thus −p(v) − p(v′) ≤ −p(v + v′)
or equivalently p(v + v′) ≤ p(v) + p(v′). For every v ∈ W , 0 = v − v ∈ C,
therefore p(v) ≤ −L(v). Also for every w ∈ W with v − w ∈ C, we have
L(w) ≤ L(v), because L(W ∩C) ≥ 0. Therefore −L(v) ≤ p(v) which proves
p|W = −L.
Applying the Hahn-Banach theorem, −L admits an extension −L¯ to
WC such that −L¯(v) ≤ p(v) on WC . For c ∈ C ∩WC , p(c) ≤ 0 and hence
0 ≤ −p(c) ≤ L¯(c), as desired.
Corollary 3.5. (Riesz-Krein Extension Theorem; cf. [49, Theorem 3.6])
Let V be a vector space of real valued functions on a set X and let V0 be a
linear subspace that dominates V , i.e., for every v ∈ V there exist v1, v2 ∈ V0
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such that v1 ≤ v ≤ v2. Then any positive linear functional on V0 has at
least one positive linear extension to all of V .
Proof. Let C = PosV (X). Then for every v ∈ V and v1, v2 ∈ V0 as above,
v− v1, v2− v ∈ C. Thus ±v ∈ (V0+C)∩ (V0−C). Now apply Lemma 3.4
to obtain the desired positive extension.
Remark 3.6. While the Riesz-Krein Extension Theorem can be derived
from Choquet’s Lemma, we do not know whether the converse is true.
We are now ready to state and prove the two main results of this section.
Theorem 3.7. (The Compact Case) Let A be a unital commutative R–
algebra. Suppose K ⊆ X (A) is compact and B ⊆ A is a linear subspace
such that there exists q ∈ B with qˆ strictly positive on K. Then every linear
functional L : B −→ R satisfying L(PosB(K)) ⊆ [0,∞) admits an integral
representation via a positive Radon measure supported in K.
Proof. Since qˆ is strictly positive onK andK is compact, a scalar multiple of
q, which we again denote by q, is such that qˆ ≥ 1 on K. By the compactness
of K, every b ∈ B induces a bounded continuous function bˆ on K, so we
define ι : B → C(K) by ι(b) = bˆ. Let
L˜ : ι(B) −→ R
bˆ 7→ L(b),
and note that
±|bˆ| = ρK(b)qˆ − (ρK(b)qˆ ∓ |bˆ|)
= −ρK(b)qˆ + (ρK(b)qˆ ± |bˆ|)
∈ (ι(B)− Posι(B)(K)) ∩ (ι(B) + Posι(B)(K)),
which gives a K–positive extension of L˜ toW := Span{f, |f | : f ∈ ι(B)} (by
Lemma 3.4). Taking S =
∑
C(K)2 or PosC(K)(K), and a positive D ≥ L(q)
we have, for all b ∈ B:
L˜(bˆ) = L˜(bˆ+ − bˆ−) ≤ L˜(bˆ+) ≤ L˜(ρK(bˆ+)qˆ) = ρK(bˆ+)L˜(qˆ) ≤ D‖bˆ‖S .
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Then, by Theorem 3.2 applied to A = C(K) and L˜ :W → R, there exists a
representing measure µ for L˜ supported in spρK (C(K)) = K (this equality
holds since K is compact; cf. Remark 2.1). Hence, for all b ∈ B we have
L(b) = L˜(bˆ) =
∫
bˆdµ
i.e., µ is a K–representing measure for L.
Theorem 3.8. (The Non-compact Case) Let B be a linear subspace of a
unital commutative R–algebra A, and K a closed subset of X (A). Suppose
that there exists p ∈ A \ B such that pˆ ≥ 1 on K, Bp := Span(B ∪ {p})
contains 1, Bp generates A and the following holds:
for all b ∈ B there exists λ > 0 such that λp± b ∈ PosBp(K). (3.2)
Let L : B −→ R a K–positive linear functional, i.e., L(PosB(K)) ⊆ [0,+∞),
and assume that L has a K–positive extension L¯ to Bp. Then there exists
a positive Radon measure ν whose support is contained in K such that
L(b) =
∫
bˆ dν, for all b ∈ B, (3.3)
i.e., ν is a K–representing measure for L.
Before we give the proof of Theorem 3.8, we present some related exam-
ples and remarks.
Remark 3.9. It is not hard to prove that condition (3.2) in Theorem 3.8
admits the following equivalent form:
for all b ∈ B, sup
α∈K
∣∣∣∣∣ bˆ(α)pˆ(α)
∣∣∣∣∣ <∞. (3.4)
We will often switch from one form to the other, depending upon the cir-
cumstances.
Example 3.10. In Theorem 3.8, the assumption p ∈ A \ B is needed,
as the following example shows; that is, assuming only that p ∈ A might
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lead to the wrong conclusions. For example, if B := R[X]4 (the space
of polynomials of degree at most 4), A := R[X], K = R ∼= X (A), and
if L(a0 + a1X + a2X
2 + a3X
3 + a4X
4) := a0 + a1 + a2 + a3 + 2a4, then
p(X) := X4+1 satisfies the assumptions of Theorem 3.8 with the exception
of p ∈ A \ B, but the functional L which is R–positive does not admit a
representing measure, as shown in [22, Example 2.1].
Remark 3.11. The assumption pˆ ≥ 1 on K in Theorem 3.8 is a matter of
convenience. Indeed, since A is unital it would suffice to assume that pˆ ≥ 0.
For, if there exists p ∈ A such that pˆ ≥ 0 and (3.2) holds, then p+1 always
satisfies the requirement of being at least 1. On the other hand, note that
if inf pˆ = 0 and (3.2) holds, then
1. there exists a net {xα} ⊂ K such that lim
α
pˆ(xα) = 0;
2. for all b ∈ B there exists λ ≥ 0 such that λpˆ ± bˆ ≥ 0 on K and hence
lim
α
bˆ(xα) = 0. Since Bp generates A, this holds for all elements of A.
Observe now that γ(a) := lim
α
aˆ(xα) is an R–algebra homomorphism which
vanishes on A, which is impossible since A is unital. Thus, the existence of
a p satisfying inf pˆ = 0 is inconsistent with (3.2) when A is unital.
We will now show that the requirement that the subspace Bp generates
the algebra A cannot be removed from the hypotheses in Theorem 3.8.
Example 3.12. Let A := R[X,Y ], and B := R[X]3 ⊂ R[X,Y ]. Let
K := R × {0} ⊂ R2 ∼= X (A) and p(X,Y ) := 1 + X4. Clearly, p ∈ A \ B,
pˆ ≥ 1 on K, Bp = R[X]4 contains 1, and for every b ∈ B, given as b(X, 0) ≡
b0 + b1X + b2X
2 + b3X
3 one has∣∣∣∣ b(x, 0)p(x, 0)
∣∣∣∣ ≤ 4maxi=0,1,2,3 |bi| for all (x, 0) ∈ K.
However, the subalgebra of A generated by Bp is R[X] 6= A. Consider
now the linear functional L : B → R defined by L(b) := b(1, 0). It is
straightforward to verify that L is K–positive. Now, let L¯ : Bp → R be
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given by L¯(c0+ c1X + c2X
2+ c3X
3+ c4X
4) = c0+ c1+ c2+ c3+2c4. That
is, L¯(c) = c(1, 0)+ c4 . Now observe that if c ∈ Bp satisfies c ≥ 0 on K, then
c4 ≥ 0. It follows that L¯ is a K–positive extension of L. However, L¯ does
not have a K–representing measure, as shown in [22, Example 2.1].
Proof of Theorem 3.8. According to (3.2), for each c ∈ Bp, the function
cˆ
pˆ
is bounded and continuous on K. So, we can consider the linear map:
ι : Bp −→ Cb(K)
c 7→ cˆ
pˆ
.
By assumption, there exists a linear functional L¯ : Bp → R such that L¯(b) =
L(b) (for all b ∈ B) and L¯(PosBp(K)) ⊆ [0,+∞). Note that ker(ι) ⊆
ker(L¯). To see this, let c ∈ ker(ι), which translates to ιc|K = 0 and hence
±c ∈ PosBp(K). Thus L¯(±c) ≥ 0, and hence L¯(c) = 0. Therefore, the
following linear functional is well-defined:
L˜ : ι(Bp) −→ R
cˆ
pˆ
7→ L¯(c).
Note that Posι(Bp)(K) = {f ∈ ι(Bp) : f ≥ 0 on K}. As a result,
L˜(Posι(Bp)(K)) = L˜(ιPosBp(K)) = L¯(PosBp(K)) ⊆ [0,+∞). (3.5)
Let Z := Span{f, |f | : f ∈ ι(Bp)}, and recall that ρK(f) := supK |f |.
Then for all f ∈ ι(Bp) we have ±|f | = ρK(f) − (ρK(f) ∓ |f |) = −ρK(f) +
(ρK(f)±|f |) and so ±|f | ∈ (ι(Bp)−PosZ(K))∩ (ι(Bp)+PosZ(K)). Hence,
by applying Lemma 3.4 for V = Cb(K), W = ι(Bp) and C = PosZ(K),
we get that L˜ has a K–positive extension to Z, which we will denote with
the same symbol L˜. Let us also denote by B the algebra generated by the
elements of ι(Bp) in Cb(K).
Claim 1. B separates points of K.
Proof. Take x1 6= x2 ∈ K. Note that Bp must separate elements of K since
A separates X (A) (hence K) so, if for all b ∈ Bp we have b(x1) = b(x2), then
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this is also the case for all a ∈ A (since Bp generates A), which is impossible.
Two cases arise: if pˆ(x1) = pˆ(x2), then for some b ∈ B, bˆ(x1) 6= bˆ(x2), and
ιb(x1) 6= ιb(x2); if, instead, pˆ(x1) 6= pˆ(x2), then ι1(x1) =
1
pˆ(x1)
6= 1
pˆ(x2)
=
ι1(x2). Claim 1
Therefore, by Remark 2.1, K˜ := spρK (B) is a Hausdorff compactification
of K and hence PosB(K) = PosB(K˜). If we denote by S either
∑
B2 or
PosB(K), then Proposition 2.4 implies that
‖f‖S;ρ
K˜
= ρK˜(f+), for all f ∈ B.
(Observe that, since K˜ := spρK (B) it follows that |cˆ(x)| ≤ ρK(c), and there-
fore cˆ ∈ Cb(K˜), which implies that ρK˜(cˆ) <∞.)
Since for any b ∈ Bp we have
bˆ+
pˆ
≤ ρK˜
(
bˆ+
pˆ
)
onK and since L˜(PosZ(K)) ⊆
[0,+∞), we then obtain that
L˜
(
bˆ
pˆ
)
= L˜
(
bˆ+
pˆ
−
bˆ−
pˆ
)
≤ L˜
(
bˆ+
pˆ
)
≤ ρK˜
(
bˆ+
pˆ
)
L˜(1) ≤ D‖ bˆ
pˆ
‖S;ρ
K˜
,
for all b ∈ Bp and for a positive D ≥ L˜(1). Therefore, Theorem 3.2 applies
to L˜ : ι(Bp) → R and gives a positive Radon measure µ supported in K˜
such that
L˜
(
cˆ
pˆ
)
=
∫
cˆ
pˆ
dµ, for all c ∈ Bp,
where, with abuse of notation, we have still denoted by cˆ
pˆ
the continuous
extension to K˜. The measure µ is a K˜–representing measure for L˜.
Consider now the restriction of L˜ to B, given as
L(b) = L¯(b) = L˜
(
bˆ
pˆ
)
=
∫
bˆ ·
1
pˆ
dµ.
Moreover, 1
pˆ
has a continuous extension to K˜ (see Remark 2.1). Now recall
that pˆ > 0 on K (which implies pˆ ≥ 0 on K˜), and set ν(dx) := 1
pˆ
(x)µ(dx).
Clearly, ν is a positive measure on K˜, and we have
L(b) = L¯(b) =
∫
bˆ
pˆ
dµ =
∫
bˆ ·
1
pˆ
dµ =
∫
bˆ dν, for all b ∈ B,
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which yields in particular that ν is a K˜–representing measure for L.
It remains to show that ν is supported in K, and this will imply that ν
is actually a K–representing measure for L.
Claim 2. p˜(x) = 0 for all x ∈ R = K˜ \K.
Proof . Let x ∈ R. Then there exists a net {xα}α ⊆ K such that x = lim
α
xα
in K˜ ⊆ X (B). If p˜(x) 6= 0, then by (3.2) we have that lim
α
bˆ(xα)
pˆ(xα)
<∞ for all
b ∈ B. Thus, bˆ(x) <∞ for all b ∈ B. This together with the fact that A is
generated by Bp implies that for all a ∈ A, aˆ(x) < ∞ and so we have that
x ∈ X (A). Hence, since K is a closed subset of X (A), we get that x ∈ K
which is a contradiction. This shows that p˜ is identically zero on R and
proves the claim. Claim 2
Let M be a Borel measurable subset of K˜ such that M ∩K = ∅. Since
M ⊆ K˜\K, Claim 2 implies that ν(M) = 0. This proves that ν is supported
in K.
Remark 3.13. The reader may wonder whether the integral representation
(3.3) for L can be extended to Bp; i.e., if ν is a K–representing measure for
L¯. Since Bp is the span of B and p, this would amount to extending the
representation to p. Now,
L¯(p) = L˜(1) = µ(K˜) = µ(K˜ \K) + µ(K)
= µ(K˜ \K) +
∫
K
pˆ ·
1
pˆ
dµ = µ(K˜ \K) +
∫
K
pˆ dν.
Thus, the possibility of extending (3.3) to p depends on whether µ(K˜ \K) =
0. In the following example we will see that the above mentioned integral
representation (with a measure ν supported in K) does not necessarily ex-
tend to Bp.
Example 3.14. Let A := R[X], B := R[X]3, K := R and p(X) := 1 +X
4.
Thus, Bp = R[X]4. Consider now the linear functional on B given by
evaluation at the point 1; that is, L(b) := b(1). It is clear that L admits
an integral representation, given by ν := δ1, the Dirac delta at 1. We
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now define a new linear functional L¯ on Bp, by L¯(c) := c(1) + c4, where
c4 denotes the coefficient of c in X
4. Observe that L¯ extends L (since
c4 = 0 whenever c ∈ R[X]3), and that L¯ is K–positive; for, if c ∈ R[X]4 and
c(x) ≤ 0 in R, then c4 ≥ 0, and consequently L¯(c) ≥ 0. If L¯ admitted an
integral representation over K, with measure µ, then 0 = L(X2−2X+1) =
L((X − 1)2) = L¯((X − 1)2) =
∫
K
(x− 1)2 dµ would imply that x = 1 inside
the support of µ; that is, µ ↾K= δ1. On the other hand, the polynomial
q(X) := X4 − X3 satisfies L¯(q) = 1 6= 0 =
∫
K
q dµ. This contradiction
shows that, in general, one cannot expect that (3.3) extends to L¯. In the
case at hand, the explanation lies in the support of µ, which in this case
extends beyondK into K˜ = K∪{±∞}, and therefore µ(K˜\K) = 1 > 0.
We now present a special instance of Theorem 3.8 of independent inter-
est. It deals with the case of a closed subset K of the character space X (A)
of the form K = K1 × K2, with K1 compact and K2 closed; that is, K is
of cylindrical shape with compact base. We will focus on the specific case
of polynomials in two variables X ∈ Rm and Y ∈ Rn. Concretely, we have
the following application of Theorem 3.8.
Theorem 3.15. Let A := R[X,Y ] with X ≡ (X1, . . . ,Xm) and Y ≡
(Y1, . . . , Yn), and let K := K1 × R
n ⊆ Rm × Rn ∼= X (A), with K1 com-
pact in Rm. Also, let d ∈ N, B := R[X][Y ]2d−1, i.e., the linear subspace
of polynomials in X and Y with degree in Y at most 2d − 1, and p(X,Y )
a nonnegative polynomial of degree 2d in Y . Assume that L : B → R is
a K–positive linear functional, with a K–positive extension to Bp. Then
there exists a positive Radon measure ν which is a K–representing measure
for L.
Proof. Let q(X,Y ) := 1 + p(X,Y ). Given a polynomial b ∈ B, written as
b(X,Y ) = b0(X)+ b1(X)Y + · · ·+ b2d−1(X)Y
2d−1, let Ci := supx∈K1 |bi(X)|
(i = 0, 1, · · · , 2d−1) and let C := max{C0, C1, · · · , C2d−1}. For every b ∈ B
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and (x, y) ∈ K1 × R
n, we have∣∣∣∣ b(x, y)q(x, y)
∣∣∣∣ ≤ C0 + C1 |y|+ · · ·+ C2d−1 |y|2d−1q(x, y) .
Since q has degree 2d in Y , and is bounded below by 1, it is clear that we
can find a positive constant λ (which depends upon b) such that
∣∣∣ b(x,y)q(x,y)
∣∣∣ ≤ λ,
as needed for (3.2). The result now follows from Theorem 3.8.
We conclude this section with a brief discussion of a link between The-
orems 3.7 and 3.8 and a generalization of Haviland’s Theorem (due to M.
Marshall).
Theorem 3.16. (cf. [60, 3.2.2. Generalized Haviland Theorem]) Let A
be a unital commutative R–algebra and let K be a closed subset of X (A).
Suppose that there exists p ∈ A such that pˆ ≥ 0 on K and, for each integer
i ≥ 1 the set Ki := {x ∈ K : pˆ(x) ≤ i} is compact. Then, for any K–
positive linear functional L : A → R there exists a positive Radon measure
µ on K such that L(a) =
∫
aˆ dµ, for all a ∈ A.
The element p in Theorem 3.16 creates an ascending chain of compact
subsets of K; that is, K =
⋃∞
i=1Ki. As a result, K is σ–compact. When
pˆ is bounded (as a continuous function on K), say pˆ ≤M for some positive
integer M , it is easy to see that K is compact; for, K = KM in that case.
We can then appeal to Theorem 3.7 to find the positive Radon measure µ
that represents L. However, in the general case of K non-compact, we have
not been able to apply Theorem 3.8 to obtain a new proof of Theorem 3.16.
We believe this should be possible.
4. Support of the Representing Measures
Our main results (Theorems 3.7 and 3.8) deal with the existence of a
representing measure (with prescribed support) of a positive linear func-
tional on linear subspaces of A. In practice it is usually desirable to have
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some more information about the support of the representing measure. In
fact, when dealing with a finite dimensional linear subspace B of R[X ], V.
Tchakaloff established that the support of the representing measure is finite
and its cardinality is bounded by the dimension of B (see [78, Theorem II],
[4, Theorem 2] and [68]). The main tool enabling us to provide, in this
case, a more precise description for the support is Carathe´odory’s Theorem.
In this section we aim to provide the following generalization of the
celebrated theorem of Tchakaloff [78, Theorem II].
Theorem 4.1. Let K be compact and B a linear subspace of C(K), with
dimB = N < ∞. Let L : B → R be a linear functional such that L(1) =
1 = ‖L‖ and L(b) ≥ 0 for all b ∈ B. Then there exist x1, . . . , xm ∈ K and
λ1, . . . , λm ≥ 0, m ≤ N , with
∑m
i=1 λi = 1 such that
µ :=
m∑
i=1
λiδxi ,
is a K-representing measure for L, where δx is the Dirac measure at x.
Theorem 4.1 can be derived from the Choquet-Bishop-de Leeuw Theo-
rem, as we now discuss.
The state space of B is the subset of the dual of B given by
S(B) := {L ∈ B∗ : L(1) = 1 = ‖L‖, L(b) ≥ 0 for all b ∈ B}.
S(B) is a closed and convex subset of the unit ball in B∗ and hence it is
compact in the weak-∗ topology. The evaluation map E : K −→ S(B),
which sends every x ∈ K to ex (the evaluation at x), is a topological em-
bedding.
By the Krein-Milman Theorem,
S(B) = co(ext(S(B))), (4.1)
where co(ext(S(B))) denotes the closure of the convex hull of the extreme
points of S(B). We briefly pause to give a different description of S(B).
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Lemma 4.2. For K compact and B a linear subspace of C(K), we have
S(B) = co(E(K)).
Proof. Since E(K) ⊆ S(B), and S(B) is a compact and convex subset of
the unit ball in B∗ with respect to the weak-∗ topology, it is clear that
C := co(E(K)) ⊆ S(B). For the other inclusion, recall first that since B is
a locally convex topological vector space, we know that B is isometrically
isomorphic to the dual of its dual equipped with the weak-∗ topology; in
symbols,
(B∗, w∗)∗ ∼= B (4.2)
(cf. [13, Theorem 8.1.4]). Suppose now that there exists a linear functional
L0 ∈ S(B) such that L0 /∈ C. The singleton {L0} is a weak-∗ compact set
satisfying {L0}
⋂
C = ∅. It follows that there exists ϕ ∈ (B∗, w∗)∗ and a
real number α such that ϕ(L0) < α and ϕ(L) ≥ α for every L ∈ C (cf. [26,
Corollary 2.2.3]). By (4.2), there exists f ∈ B such that ϕ(L) = L(f) for all
L ∈ B∗ and, in particular, for all ex ∈ E(K). Therefore, f(x) = L(f) ≥ α
for all x ∈ K. We then have f − α ≥ 0 on K. Since L0 ∈ S(B), we must
have L0(f − α) ≥ 0; that is, L0(f) ≥ α, a contradiction.
By Lemma 4.2 and (4.1), we now see that ext(S(B)) ⊆ E(K). For,
amongst all closed subsets F of S(B) with the property that co(F ) = S(B),
the set of extreme points is the smallest (cf. [13, Theorem 8.4.6]).
The Choquet boundary of K (with respect to B) is defined as
ChK(B) := E
−1(ext(S(B))) ⊆ K.
The Choquet-Bishop-de Leeuw Theorem states that for every L ∈ S(B)
there exists a measure (not necessarily Radon) supported in ChK(B) such
that
L(b) =
∫
bˆ dµ, for all b ∈ B
and µ(ChK(B)) = 1. Then Theorem 4.1 is an immediate consequence of the
Choquet-Bishop-de Leeuw Theorem and provides the desired generalization
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of Tchakaloff’s theorem as well as its versions in [20, 21, 22, 27]. Thus,
Lemma 4.2 and the subsequent discussion can be regarded as a generalization
of Tchakaloff’s Theorem [78, Theorem II].
On the other hand, it was proved in [4] (see also [68], [71, Corollary 1.25]
and [24, Theorem 6]) that a soluble B–truncated moment problem, with B
finite dimensional linear subspace of C(K) and K locally compact, always
admits a finitely atomic representing measure.
4.1. Classes of measures
As a prolegomenon to Theorem 4.3, we recall that for the space of poly-
nomials R[X], regarded as a linear subspace of C(K) (with K compact in
R), we know that R[X] is dense in L1(µ) if and only if µ is an extremal point
of the unit ball of the space of measures on K; that is, µ a Dirac delta. The
result below attempts to mimic this when R[X] is replaced by an arbitrary
linear subspace B of A. In other words, think of B as providing a general-
ization of the space of polynomials. This naturally leads to the notion of
equivalence relation defined below.
Let A = C(K), with K compact. It is well known that every state
L ∈ S(A) is representable via a positive Radon measure µ supported in K,
i.e., L(a) = Lµ(a) :=
∫
a dµ for all a ∈ A; this is the RieszMarkovKakutani
Theorem [13, 4.3.8. Theorem].
On the other hand, every linear subspace B of A containing 1 (not neces-
sarily finite dimensional) induces an equivalence relation on S(A), denoted
by ∼B and defined by
L1 ∼B L2 ⇔ L1|B = L2|B .
Note that if L1 ∼B L2, then for every t ∈ [0, 1] and b ∈ B, L1(b) =
tL1(b) + (1− t)L2(b) = L2(b), so equivalence classes of ∼B are convex.
Moreover, if (Lα)α is a convergent net of ∼B–equivalent states in weak-∗
topology, then for every b ∈ B and any L ∈ [Lα]∼B , limα
Lα(b) = L(b), so
equivalence classes are also closed and hence compact.
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By the Krein-Milman Theorem, [L]∼B is the closure of the convex hull of
its extreme points. The following result characterizes the extreme points of
∼B equivalence classes in terms of representing measures.
This was originally proved by Naimark [62] for the algebra of polynomials.
The proof given here is a modification of [1, Theorem 2.3.4] due to Gelfand.
In fact, Gelfand proved this for B = C[z]; here we adapt his proof to the
case of a general B.
Theorem 4.3. Let K be compact and B ⊆ C(K). The linear functional
L = Lµ is an extreme point of [L]∼B if and only if B
‖·‖1,µ = L1(µ).
Proof. (⇒) Suppose that B
‖·‖1,µ 6= L1(µ). Let B⊥ := {ℓ ∈ L1(µ)′ : ℓ|B =
0}; (B⊥)⊥ is defined accordingly.
Since B
‖·‖1,µ = (B⊥)⊥, we conclude that B⊥ 6= {0}.
Take 0 6= ℓ ∈ B⊥ ⊆ L1(µ)′ = L∞(µ). There exists a non-constant f ∈
L∞(µ) such that ℓ(g) =
∫
gf dµ for all g ∈ L1(µ).
Without loss of generality, assume ‖f‖∞ ≤ 1 and let ν± = (1± f)µ.
Observe that ν± ≥ 0. Then µ =
1
2(ν+ + ν−) and for every b ∈ B,
∫
b dν± =
∫
b(1± f) dµ =
∫
b dµ ±
∫
bf dµ =
∫
b dµ ± ℓ(b) =
∫
b dµ.
Thus Lν± ∈ [Lµ]B and Lµ can not be an extreme point, a contradiction.
Hence B
‖·‖1,µ = L1(µ).
(⇐) Suppose that Lµ is not an extreme point of [Lµ]∼B .
Then µ = 12(ν1 + ν2) for some ν1 6= ν2 whose corresponding functionals
Lν1 , Lν2 ∈ [Lµ]∼B , and as a consequence νi ≤ 2µ, i = 1, 2.
Therefore, νi ≪ 2µ and by the Radon-Nikodym Theorem there exist positive
measurable functions f1 6= f2 such that
∫
g dνi =
∫
gfi 2dµ for all g ∈ L
1(µ),
i = 1, 2.
Since Lν1 , Lν2 ∈ [Lµ]∼B we get
∫
b(f1 − f2) 2dµ = Lν1(b) − Lν2(b) = 0
for all b ∈ B. Thus, 0 6= (f1 − f2) ∈ L
∞(µ) ∩ B⊥, which implies that
(B⊥)⊥ = B
‖·‖1,µ 6= L1(µ), a contradiction.
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5. Full Moment Problem Versus Truncated Moment Problem
In this section we prove an analogue of J. Stochel’s theorem [76] about the
equivalence of the existence of the solution of the full moment problem and
truncated moment problems for finite segments of polynomials (see Theorem
5.2). Stochel proved that the full moment problem for a linear functional
L : R[X] −→ R has a solution if and only if the family of truncated moment
problems for L ↾ R[X]k has a solution for each k ∈ N. Here R[X]k denotes
the space of all polynomials in R[X ] of degree at most k.
The following gives a version of Stochel’s theorem in the more general
framework of unital commutative R–algebras.
Definition 5.1. Let Ω be a directed set. A family {Bω}ω∈Ω is said to be
subcofinal if for any infinite Γ ⊆ Ω, {Bω}ω∈Γ is cofinal in {Bω}ω∈Ω, i.e., for
every ω ∈ Ω there exists γ ∈ Γ such that Bγ ⊇ Bω.
Let K ⊆ X (A) be a locally compact closed set. A subcofinal family
{Bω}ω∈Ω of linear subspaces of A is called a truncated K–frame if
1. limω Bω = A, where limω Bω :=
⋃
ω
⋂
γ≥ω Bγ ,
2. 1 ∈ Bω for all ω ∈ Ω, and
3. for every f ∈ Bω, there exists pf ∈ PosBγ (K) for some γ ≥ ω such
that fˆ
pˆf
∈ C0(K),
where C0(K) denotes the Banach space of continuous functions onK (equipped
with the norm ‖·‖ ρK) that vanish at infinity.
For K ⊆ X (A) closed, we denote by M(K) the space of all signed
Radon measures supported in K and byM+(K) the cone of positive Radon
measures supported in K. We endow M(K) with the weak-∗ topology.
Theorem 5.2. Let K be a locally compact closed subset of X (A). The
full K–moment problem for L : A −→ R has a solution if and only if for
any truncated K–frame {Bω}ω∈Ω, every Lω = L|Bω has a K–representing
measure.
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Proof. (⇒) is trivial, so we only prove (⇐). For each ω ∈ Ω, there exists a
measure µω ∈M+(K) such that Lω(a) =
∫
aˆ dµω for all a ∈ A. Therefore,
|
∫
fˆ dµω| ≤ ρK(f)
∫
1 dµω = L(1)ρK(f) for every f ∈ C0(K), which implies
{µω}ω∈Ω lies in a compact subset of M+(K).
Let {µγ}γ∈Γ be a subnet which converges to a measure µΓ inM+(K) in the
weak-∗ topology and let g ∈ PosA(K).
By inner regularity of µΓ and by the fact that {Bγ}γ∈Γ is subcofinal, we
have
∫
gˆ dµΓ = lim sup
C⊆K
∫
C
gˆ dµΓ ≤ lim sup
C⊆K
lim
γ∈Γ
∫
C
gˆ dµγ ≤ sup
γ∈Γ
∫
gˆ dµγ <∞,
where the lim sup is taken over all compact subsets C of K.
Moreover, since C0(K) is an ideal in C(K), for every f ∈ C0(K), fg ∈
C0(K) and hence lim
γ∈Γ
∫
fg dµγ =
∫
fg dµΓ. Thus, gµΓ, gµγ ∈ M+(K) for
all γ ∈ Γ and lim
γ∈Γ
gµγ = gµΓ in the weak-∗ topology.
Now, for every q ∈ A there exists γ0 ∈ Γ such that q ∈ Bγ0 for each
γ ≥ γ0. Also, by 3 in Definition 5.1, there exists pq ∈ PosBγ (K) such that
qˆ
pˆq
∈ C0(K). Hence, we get
L(q) = lim
γ≥γ0
Lγ(q) = lim
γ≥γ0
∫
qˆ dµγ = lim
γ≥γ0
∫
qˆ
pˆq
pˆq dµγ
=
∫ qˆ
pˆq
pˆq dµΓ =
∫
qˆ dµΓ.
This proves that µΓ represents L as an integral over K.
Remark 5.3. It is clear that for any closedK ⊆ Rn, the sequence {R[X]d}d∈N
is a truncated K–frame in R[X]. Thus, Stochel’s Theorem [76, Theorem 4]
follows from Theorem 5.2.
We now establish a link with a result of M. Putinar and F.-H. Vasilescu,
dealing with truncated moment problems in Rn. More precisely, we apply
Theorems 3.8 and 5.2 to obtain a new proof of the main result in [67]. The
setup is as follows. Let g ≡ {g1, · · · , gs} be a finite collection of polynomials
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in R[X ], and define the rational function θg by
θg(x) :=
1
1 + x21 + · · ·+ x
2
n + g1(x)
2 + · · ·+ gs(x)2
(x ∈ Rn).
Moreover, denote by Rθg the R–algebra generated by R[X ] and θg. Observe
that (θg)
−1 is a polynomial of even degree d := max{2, 2 deg g1, . . . , 2 deg gs}.
Before we state and prove the Putinar-Vasilescu result, we briefly recall
a criterion for a rational function f ∈ Rθg to be nonnegative on K.
Lemma 5.4. ([60, Theorem 6.2.3]) Let S be a finite subset in R[X], T
the preorder generated by S and K := {x ∈ Rn : q(x) ≥ 0 for all q ∈ S}.
Suppose p ∈ R[X ], p 6= 0, p−1 ∈ T , and there exist integers k, ℓ ≥ 0 such that
kpℓ − Σni=1X
2
i ≥ 0. Then, for any f ∈ R[X ][
1
p
] := { f
pk
: f ∈ R[X], k ∈ N0},
the following statements are equivalent:
(1) f ≥ 0 on K;
(2) there exists an integer m such that for all real ǫ > 0, f+ǫpm ∈ T [1
p
] :=
{ t
pk
: t ∈ T, k ∈ N0} .
Theorem 5.5. (cf. [67, Theorem 2.5]) Let Λ : Rθg → R be a linear map
such that Λ satisfies Λ(r2) ≥ 0 and Λ(gkr
2) ≥ 0, whenever r ∈ Rθg and
k = 1, · · · , s. Then Λ has a positive Radon representing measure, whose
support is in the semialgebraic set
⋂s
k=1 g
−1
k (R+).
Proof. Recall the notation and terminology used in Theorem 3.8. We let
A := Rθg and K :=
⋂s
k=1 g
−1
k (R+). Observe that A is a unital commutative
R–algebra, and that K ⊆ X (A) is closed. For every N ∈ N0, we let
BN := Span{qℓ(θg)
ℓ : ℓ ∈ N0 and deg qℓ ≤ d(ℓ+N + 1)}.
Observe that BN is a linear subspace of A, that B0 ⊆ B1 ⊆ · · · ⊆ BN ,
and that 1 ∈ B0. Moreover, X1, . . . ,Xn ∈ B0, and θg ∈ B0. It follows
that the algebra generated by BN is A, for each N ∈ N0. Also, A is the
increasing union of the linear subspaces BN . We now let pN := (θg)
−(N+1);
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it is clear that pN ∈ A \BN , that pN ∈ R[X ], that pˆN ≥ 1 on K, and that
deg pN = d(N + 1). In Figure 1 below, we give a visual representation of
B0, B1 and BN .
deg qℓ
0 d 2d 3d 4d
1
θg
(θg)
2
(θg)
3
B0 ⊆ B1
deg qℓ
0 · · · d(N + 1) d(N + 2) d(N + 3)
1
θg
(θg)
2
(θg)
3
r r r
r r r r
r r r r r
r r r r r
BN
Figure 1: On the left, diagram of B0 (green dots) and B1 (blue squares); on the right,
diagram of BN (black diamonds)
We wish to apply Theorem 3.8 to BN , A, K, pN and the linear functional
LN := Λ ↾ BN . To do this, we first establish that LN is positive on K.
Observe that R[X][1
p
] coincides with Rθg if we let S := {g1, . . . , gs} and
p := 1
θg
. Let f ∈ Rθg and assume that f ≥ 0 on K. By Lemma 5.4, there
exists an integer m such that for all ǫ > 0, f + ǫpm ∈ T [1
p
]. It follows that
LN (f + ǫp
m) = LN (f) + ǫLN (p
m) ≥ 0 for all ǫ > 0. This readily implies
that LN (f) ≥ 0.
Next, we need to ensure that condition (3.2) holds for every b ∈ BN . As
we know from Remark 3.9, it suffices to prove condition (3.4). In turn, since
BN is the span of elements of A of the form qℓ(θg)
ℓ, with deg qℓ ≤ d(ℓ+N+1),
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we need to prove that quotients of the following form are bounded on K:
qˆℓ(θˆg)
ℓ
pˆN
(x) ≡
qˆℓ
(1 + x21 + · · ·+ x
2
n + g1(x)
2 + · · ·+ gs(x)2)ℓ
(1 + x21 + · · ·+ x
2
n + g1(x)
2 + · · ·+ gs(x)
2)N+1
=
qˆℓ
(1 + x21 + · · ·+ x
2
n + g1(x)
2 + · · ·+ gs(x)
2)ℓ+N+1
.
But this is clear from the requirement on deg qℓ for membership inBN . Since
LN admits a K–positive extension to (BN )p (namely LN+1), Theorem 3.8
guarantees the existence of a positive Radon measure νN whose support is
contained in K and such that
LN (b) =
∫
K
bˆ dνN , for all b ∈ BN .
Having established the existence of a K–representing measure for Λ on each
BN , we now apply Theorem 5.2 to the subcofinal family of linear subspaces
{BN}N∈N0 . We need to prove that {BN} is a truncated K–frame. Condi-
tions 1 and 2 in Definition 5.1 clearly hold; that is, limN BN =
⋃
N BN = A,
and 1 ∈ BN for all N ∈ N0. As for condition 3, we easily verify that
bˆ
pˆN+1
∈ C0(K), for all b ∈ BN . Thus, all the hypotheses in Theorem 5.2 are
satisfied (using the family of measures {νN}
∞
N=0), and therefore we obtain
a K–representing measure ν supported in K.
The approach we used to prove Theorem 5.5 works equally well to prove
a result of M. Marshall on the localization of the multiplicative set of powers
of a positive polynomial; we leave the details to the reader.
Theorem 5.6. (cf. [60, Corollary 6.2.4] With the hypotheses as in Lemma
5.4, let L : R[X][1
p
] → R be a linear functional satisfying L ≥ 0 on T [1
p
].
Then there exists a positive Radon measure µ supported in K such that
L(f) =
∫
K
f dµ, for all f ∈ R[X][1
p
] .
6. Applications
In this section we present a number of applications of our main results,
ranging from TMP for point processes, to the classical TMP (including the
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so-called triangular, rectangular and sparse TMP), and to the subnormal
completion problem for 2–variable weighted shifts.
6.1. The Truncated Moment Problem for Point Processes
Let X be a Hausdorff locally compact whose topology has a countable
basis (hence X is σ–compact). Denote by Cc(X) the space of all real valued
continuous functions compactly supported in X. Using the notation on
page 26 (right before Theorem 5.2), let N (X) be the subset of all N0–valued
measures in M(X), i.e.,
N (X) :=
{∑
i∈I
δxi : xi ∈ X, I ⊆ N with either |I| <∞
or I = N and (xi)i∈I without accumulation points}
We endow M(X) with the so-called vague topology τ , i.e., the coarsest
topology on M(X) such the map M(X) → R, ν 7→
∫
X
fdµ is continuous
for all f ∈ Cc(X). The space N (X) is a closed subset of (M(X), τ) (see
[44, Lemma 4.4]). A point process is a positive Radon probability measure
on M(X) which is supported in N (X). In this section, we will study the
problem of characterizing point processes in terms of their first few moments,
namely, the truncated N (X)–moment problem. This is a long-standing
problem in the statistical physics literature, where it is often addressed as
realizability problem (see, e.g., [64]), and recently in [49] solubility conditions
of Haviland type were obtained. We will use Theorems 3.7 and 3.8 to provide
solubility criteria for the truncated N (X)–moment problem retrieving some
of the main results in [49]. To this aim, let us first identify the algebra
involved in the truncated N (X)–moment problem.
For any n ∈ N and ν ∈ M(X), we denote by ν⊗n the (symmetric) nth
power of ν, i.e.,
ν⊗n(dx1, . . . , dxn) := ν(dx1) · · · ν(dxn)
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and for any fn ∈ Cc(X
n) we define
fnν
⊗n :=
∫
Xn
fn(x1, . . . , xn)ν
⊗n(dx1, . . . , dxn).
We also set f0ν
⊗0 := f0 for any f0 ∈ R. Then it is clear that for any
n,m ∈ N0, fn ∈ Cc(X
n) and gm ∈ Cc(X
m) we have
(fnν
⊗n)(gmν
⊗m) = (fn ⊗ gm)ν
⊗(n+m). (6.1)
Let P be the space of all polynomials in the variable η in M(X) and
coefficients in Cc(X), i.e., a ∈ P is of the following form
a(η) :=
N∑
j=0
fjη
⊗j, N ∈ N0, f0 ∈ R, fj ∈ Cc(X
j).
The space P together with the multiplication defined in (6.1) is a unital
commutative R–algebra.
Proposition 6.1. The space (M(X), τ) is topologically embedded in the
character space X (P) endowed with the coarsest topology making all Gelfand
transforms continuous.
Proof. Let us consider the following map:
φ : M(X) → X (P)
ν 7→ φ(ν)(a) :=
N∑
j=0
∫
Xj
fjdν
⊗j, ∀ a(η) :=
N∑
j=0
fjη
⊗j ∈ P.
For any ν ∈ M(X), φ(ν) ∈ X (P) since for any λ ∈ R and a, b ∈ P, say
a(η) :=
∑N
j=0 fjη
⊗j and b(η) :=
∑M
k=0 gkη
⊗k, we now compute φ(ν)(ab):
φ(ν)

 N∑
j=0
M∑
k=0
(fj ⊗ gk)η
⊗(j+k)

 = N∑
j=0
M∑
k=0
∫
Xj+k
(fj ⊗ gk)dν
⊗(j+k)
=

 N∑
j=0
∫
Xj
fjdν
⊗j


(
M∑
k=0
∫
Xk
gkdν
⊗k
)
=
(
φ(ν)(a)
)(
φ(ν)(b)
)
.
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Also,
φ(ν)(a+ λb) = φ(ν)

 N∑
j=0
fjη
⊗j + λ
M∑
k=0
gkη
⊗k


=
N∑
j=0
∫
Xj
fjdν
⊗j + λ
M∑
k=0
∫
Xk
gkdν
⊗k = φ(ν)(a) + λφ(ν)(b).
The map φ is injective as whenever ν, ν ′ ∈ M(X) satisfy
∫
X
fdν =
∫
X
fdν ′
for all f ∈ Cc(X) we have ν ∼= ν
′. The continuity of φ directly follows
from the definition of topologies on X (P) and M(X). Moreover, it is
easy to see that φ(M(X)) endowed with the topology induced by X (P) is
homeomorphic to (M(X), τ).
For N ≥ 1, let us consider now the linear subspace Q of P consisting of
all polynomials of degree at most N , i.e.
Q :=

a ∈ P : a(η) = f0 +
N∑
j=1
fjη
⊗j , f0 ∈ R, fj ∈ Cc(X
j) (j = 1, . . . , N)

 .
An immediate consequence of Theorem 3.7 is the following
Corollary 6.2. Let K ⊂M(X) be compact and L : Q → R linear. There
exists a K–representing measure for L if and only if L(PosQ(K)) ⊆ [0,+∞).
Proof. Since 1 ∈ Q, the conclusion follows by applying Theorem 3.7 for
B := Q and q(η) := 1.
In [49] the authors consider the factorial nth power η⊙n instead of the
nth power η⊗n we considered above. Denote by P˜ the set of polynomials
defined by replacing η⊗n with η⊙n in the above definition of P. Then as
sets P = P˜ and there is a bijective correspondence between N (X)–positive
linear functionals on P and N (X)–positive linear functionals on P˜. Hence,
[49, Theorem 3.4, Proposition 3.9 and Theorem 3.10] directly follow from
Corollary 6.2. In [49] the authors also study the case K = N (X) (see [49,
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Theorem 3.14] for the case when X is compact and [49, Theorem 3.17] for
X non-compact). We plan to pursue the relation between these two results
and Theorem 3.8 in a future manuscript.
6.2. The Classical Truncated Moment Problem
Theorem 3.8 can be seen as a generalization of the Curto-Fialkow’s solu-
tion of the truncated moment problem [22, Theorem 2.2] in two directions:
(1) it assumes a unital commutative R–algebra instead of R[X];
(2) it remains valid for a positive functional over any given linear subspace
of R[X], without extra assumption of finite dimensionality.
We show in Corollary 6.5 how to derive [22, Theorem 2.2] from Theorem
3.8. To see this, we need the following lemma.
Lemma 6.3. For every monomial Xα of degree 2d or 2d + 1 with d ∈ N,
there exists a polynomial p of degree 2d + 2 such that |Xα| ≤ p(X) and
p(y) ≥ 1 for all y ∈ Rn.
Proof. Decompose α = γ + 2β, such that γ = (γ1, · · · , γn) and γi ∈ {0, 1}
for each i = 1, · · · , n. So, Xα = XγX2β. If γ 6≡ 0, then by arithmetic-
geometric inequality,
|Xα| = |Xγ |X2β ≤
1
|γ|
(
n∑
i=1
γi|Xi|
|γ|
)
X2β. (6.2)
Observe now that, for any real a and any integer r, we have |ar| ≤ (1 +
a2)⌈
r+1
2
⌉. Then
|Xα| ≤ 1|γ|
(∑n
i=1 γi(1 +X
2
i )
⌈ |γ|+1
2
⌉
)
X2β
≤ 1|γ|
(∑n
i=1 γi(1 +X
2
i )
⌈ |γ|+1
2
⌉
)∏n
i=1(1 +X
2
i )
βi =: p(X).
Clearly p(y) ≥ 1 for all y ∈ Rn. Moreover:
- If |α| = 2d, then |γ| = 2l with l ≥ 1. Thus, deg(p) = 2⌈2l+12 ⌉+ 2d− 2l =
2d+ 2.
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- If |α| = 2d+ 1, then |γ| = 2l + 1 with l ∈ N0. Thus, deg(p) = 2⌈
2l+2
2 ⌉+
2d+ 1− 2l − 1 = 2d+ 2.
Last but not least, if γ ≡ 0 then p(X) :=
∏n
i=1(1 +X
2
i )
(βi) satisfies all
the required properties.
Corollary 6.4. Let P ⊂ R[X ] be a family of polynomials of degree at most
k. Then there exists a polynomial p of degree at most k + 1 when k is odd
and k + 2 if k is even, such that p ≥ 1 on Rn and supy∈Rn
∣∣∣f(y)p(y)
∣∣∣ < ∞ for
all f ∈ P.
Recall that, for any k ∈ N, we denote by R[X ]k the space of all polyno-
mials in R[X ] of degree at most k.
Corollary 6.5. Let K ⊆ Rn be closed, d ∈ N, and L be a K–positive linear
functional on R[X ]2d or R[X]2d+1. Then there exists a K–representing
measure for L if and only if L admits a K–positive extension to the linear
subspace R[X]2d+2 of polynomials of degree at most 2d+ 2.
Proof. By Corollary 6.4 applied to P = R[X ]2d (resp. to P = R[X]2d+1),
we know that there exists p ∈ R[X]2d+2 such that p ≥ 1 on K and
supy∈K
∣∣∣ b(y)p(y)
∣∣∣ < ∞ for all b ∈ R[X ]k. Then we can apply Theorem 3.8 for
B = P and such a p and get exactly the desired statement since Bp is in
this case contained in R[X]2d+2.
Using Theorem 3.7 we can also partly retrieve [27, Theorem 2.2]. This
is actually proved already in [78, Theorem I, p. 129]. However, the reader
might find useful to see it as a consequence of our results. On the other hand,
we cannot directly derive from Theorem 3.7 that the representing measure
is finitely atomic, but only that there exists a K–representing measure.
Corollary 6.6. Suppose K ⊂ Rn is compact, d ∈ N, H is a linear subspace
of R[X ]d such that there exists p ∈ H with p(x) > 0 for all x ∈ K. Let
L : H → R be a linear functional that is K–positive. Then there exists a
K–representing measure for L.
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Proof. By applying Theorem 3.7 for A = R[X ], B = H and K ⊂ Rn
compact, we get the desired conclusion.
In [27], the linear subspace H in Corollary 6.6 is called K–full.
We now study some natural connections with the TMP considered by
R.E. Curto and L.A. Fialkow ([17, 18]), by M. Putinar [66], by J. Nie [63],
and by M. Laurent and B. Mourrain [55]. We observe in passing that
Nie’s A–TMP includes all above-mentioned cases, using suitable finite sets
of monomials A.
For convenience, we focus now on the A–TMP with A ⊆ R[s, t]. Given a
collection of real numbers γ ≡ γ(2n) = {γ00, γ10, γ01, · · · , γ2n,0, γ2n−1,1, · · · ,
γ1,2n−1, γ0,2n}, with γ00 = 1, the Classical TMP consists of finding a positive
Radon measure µ supported in R2 such that
γij =
∫
sitj dµ (0 ≤ i+ j ≤ 2n);
in this case, γ is called a truncated moment sequence (of order 2n) and µ is
called a representing measure for γ.
Naturally associated with each TMP is a moment matrix M ≡M(n) ≡
M(n)(γ), given by M(i1,i2),(j1,j2) := γ(i1+j1,i2+j2). For instance, when n = 3,
M(3) ≡


γ00 γ10 γ01 γ20 γ11 γ02
γ10 γ20 γ11 γ30 γ21 γ12
γ01 γ11 γ02 γ21 γ12 γ03
γ20 γ30 γ21 γ40 γ31 γ22
γ11 γ21 γ12 γ31 γ22 γ13
γ02 γ12 γ03 γ22 γ13 γ04


.
Observe that M(n+ 1) =
(
M(n) B
B∗ C
)
, and recall that M(n + 1) ≥ 0⇔
(i)M(n) ≥ 0, (ii) B =M(n)W for some W , and (iii) C ≥W ∗M(n)W ([73];
cf. [17]).
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The matrix M(n) includes all given moments at least once. The pos-
itivity of M(n) (as a Hilbert space operator on a finite dimensional space)
corresponds to the positivity of the Riesz functional on the positive cone
generated by polynomials of the form p2, where p ∈ R[s, t]n. Recall that
the Riesz functional Λγ : R[s, t]n → R is given by p 7−→
∑
ij pijγij for all
p(s, t) ≡
∑
ij pijs
itj.
Let r := rankM(n). A fundamental result in TMP theory is the so-
called Flat Extension Theorem, which states that γ(2n) admits an r–atomic
representing measure if and only if M(n) admits a flat extension M(n+1);
that is an extension such that rankM(n + 1) = rankM(n) = r. In [17]
the columns of M(n) are labeled using monomials as indices, as follows:
1, S, T, S2, ST, T 2, S3, S2T, ST 2, T 3, · · · . In this terminology, to say that
M(n+1) is a flat extension of M(n) means that each column labeled with a
monomial of degree n+1 can be written as a linear combination of columns
labeled with monomials of degree at most n.
1 s s2
t
t2
st
s3
s2t
st2
t3
1 s s2
t st s2t
s3
s3t
s2t2st2t2
Figure 2: Diagrams of monomial powers in the Classical TMP (left) and the Rectangular
TMP (right)
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6.3. Triangular, Rectangular, Sparse Truncated Moment Problems
The reader will easily observe that the powers of monomials in R[s, t]n
can be arranged in a right-triangle configuration in N0×N0 (see Figure 2, left
diagram); this is the setup for the Classical TMP, which we can therefore
address as a triangular TMP. On the other hand, the rectangular TMP
considered by M. Putinar [66] corresponds to the right-hand side diagram in
Figure 2 (see also [47]); that is, one considers multi-indices (i, j) such that
0 ≤ i ≤ M, 0 ≤ j ≤ N . In both diagrams in Figure 2 the monomials
in blue represent the columns needed to extend M(n) and generate a flat
extension. Both diagrams are actually special cases of the TMP considered
by M. Laurent and B. Mourrain [55]. For, they focus on monomial diagrams
which are associated with sets C which are both connected and contain the
monomial 1. (A set C is connected if every monomial in C is the endpoint of a
staircase path starting at 1. For instance, {1, s, st} is connected, but {1, st}
is not.) The transition from a matrix containing the original moments to
a flat extension is provided by the so-called border of C. This is the set
C+ \ C, where C+ := C ∪ sC ∪ tC. A visual description of these sets is given
in Figure 3 for both C = {1, s, st} and for C+ = {1, s, st, t, s2, s2t, st2}.
We also wish to discuss the case when there are infinitely moments given
in one of the variables. This is illustrated in Figure 4, where we consider
the case C := {1, s, t, st, t2, s2t, s3t, · · · }.
When all of the situations described so far in this section are viewed in
our context of a linear space B inside a commutative algebra A = R[s, t],
and if we assume that the goal is to find a representing measure supported
in the unit square K := [0, 1]2, then the hypotheses in Theorem 3.7 are
satisfied, as the monomial 1 is always in B andK is compact. Therefore, the
Riesz functional Λγ admits an integral representation via a positive Radon
measure supported in K, provided one can verify that Λγ is nonnegative
when evaluated on polynomials nonnegative on K. This verification varies
from case to case, but it typically comes down to checking that, in addition
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1 s
st
s3
s2tt
st2
1 s s2
t st s2t
st2
s4
s3t
s2t2
st3
t2
Figure 3: Diagrams of monomials for C = {1, s, st} (left) and for C+ =
{1, s, st, t, s2, s2t, st2} (right).
to the positivity of the basic moment matrix associated with γ one needs the
positivity of the so-called localizing matrices, which keep track of the support
of the representing measure (see [18], [19], [21]). A related situation arises
in the TMP considered by Nie in [63]; in that case, the TMP is associated
with a finite set of monomials in the variables s and t; special attention
merits the homogeneous case, i.e., when A := {sk1tk2 : k1+k2 = m}, and m
is an even positive integer. One can still build a finite dimensional space B,
but this time the monomial 1 is not present, so one needs to add that to the
list of moments. Doing so is harmless, since we know that the associated
Riesz functional L must satisfy 0 < L(1) < +∞, and by rescaling we can
get a solution to Nie’s A–TMP. (Recall that the moment associated with
the monomial 1 is γ(0,0), which describes the total mass of a representing
measure, if it exists.) In summary, as an application of Theorem 3.7 we
can subsume some important aspects of previous results on the existence
of representing measures for the Classical (i.e., Triangular) TMP, Putinar’s
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1t2
s
st s2t s3t · · ·
t3
st2 s2t2 s3t2
s2
· · ·
t
Figure 4: Diagram of monomials for C = {1, s, t, st, t2, s2t, s3t, · · · } and for C+ \ C =
{s2, st2, t3, s2t2, s3t2, · · · }.
Rectangular TMP, Nie’s A–TMP, and the sparse-moment case covered in
[55]. All of these TMPs are concerned with finite collections of moments;
on the other hand, our results do allow for infinitely many moments as initial
data.
6.4. Connections with the Subnormal Completion Problem
We end this section with a natural connection to the so-called Subnormal
Completion Problem (SCP) for 2–variable weighted shifts, studied by R.E.
Curto, S.H. Lee and J. Yoon [23] and by D. Kimsey ([45, 46]). To easily
exemplify the connections, we will focus on TMP whose representing mea-
sures (when they exist) have support in the nonnegative quadrant R+×R+.
For the relevant terminology and basic results, we refer the reader to [23]
and [46]. Very briefly, given an initial (finite) family of weights one first
forms the associated moments. The SCP then asks for the existence of a
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positive Radon probability measure on the unit square which interpolates
these moments. Recall that, given two double-indexed positive sequences
of weights αk, βk ∈ ℓ
∞(Z2+), both bounded by 1, the 2–variable weighted
shift T ≡ (T1, T2) acts on ℓ
2(N20) and is defined by
T1ek := αkek+ε1
T2ek := βkek+ε2 ,
where {ek}k∈N20 is the canonical orthonormal basis for ℓ
2(N20), and ε1 :=
(1, 0) and ε2 := (0, 1). The pair (T1, T2) is said to be subnormal if it is
the restriction to ℓ2(N20) of a commuting pair of normal operators. Thus,
subnormality of (T1, T2) requires that T1 and T2 commute, and it is easy to
check that this is equivalent to
βk+ε1αk = αk+ε2βk for all k ∈ N
2
0. (6.3)
Subnormality of (T1, T2) also implies that each Ti is subnormal (i = 1, 2).
Hence, for each j ∈ N0 the sequence {α(m,j)}
∞
m=0 must be associated with
a subnormal unilateral weighted shift. Similarly, for each i ∈ N0 the se-
quence {β(i,n)}
∞
n=0 must be associated with a subnormal unilateral weighted
shift. As a result, the subnormality of the pair (T1, T2) gives rise to the
subnormality of two infinite families of unilateral weighted shifts, one family
corresponding to the rows of the associated weight diagram for (T1, T2), and
the other family corresponding to the columns.
A natural question arises: beyond the commutativity of T1 and T2, and
the subnormality of each row and each column in the weight diagram for
(T1, T2), what else is needed for the pair to be subnormal? This is the so-
called Lifting Problem for Commuting Subnormals, which has been studied
extensively by R.E. Curto, J. Yoon and others; see, for instance, the recent
survey [14].
We recall here a well known characterization of subnormality for unilat-
eral weighted shifts, due to C. Berger (cf. [12, III.8.16]) and independently
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established by R. Gellar and L.J. Wallen [30]: Wω is subnormal if and only
if there exists a probability measure ξ supported in [0, ‖Wω‖
2] such that
γk(ω) := ω
2
0 · ... · ω
2
k−1 =
∫
tk dξ(t) for all k ∈ N.
The sequence γk(ω) is called the sequence of moments of ω. For 2–variable
weighted shifts, the appropriate generalization is due to N.P. Jewell and
A.R. Lubin [43]: A 2–variable weighted shift (T1, T2) admits a commuting
normal extension if and only if there is a probability measure µ defined on
the 2–dimensional rectangle R = [0, a1] × [0, a2] (ai := ‖Ti‖
2) such that
γk =
∫
R
tkdµ(t) :=
∫
R
tk11 t
k2
2 dµ(t1, t2) (for all k ∈N
2
0), where the moments
γk are defined by
γk(α, β) :=
{
1 if k = 0
α2(0,0) · ... · α
2
(k1−1,0)
· β2(k1,0) · ... · β
2
(k1,k2−1)
if k ∈Z2+, k 6= 0
}
.
Definition 6.7. Given m ≥ 0 and a finite family of positive numbers Ωm ≡
{(αk, βk)}|k|≤m, we say that a 2–variable weighted shift T ≡ (T1, T2) with
weight sequences αT
k
and βT
k
is a subnormal completion of Ωm if (i) T is
subnormal, and (ii) (αT
k
, βT
k
) = (αk, βk) whenever |k| ≤ m.
Example 6.8. When m = 1, we shall let a := α200, b := β
2
00, c := α
2
10,
d := β201, e := α
2
01 and f := β
2
10. To be consistent with the commutativity
of a 2–variable weighted shifts whose weight sequences satisfy (6.3), we shall
always assume af = be. The moments of Ω1 are

γ00 := 1
γ01 := a γ10 := b
γ02 := ac γ11 := be γ20 := bd
,
and the associated moment matrix is
M(Ω1) :=


1 a b
a ac be
b be bd

 . (6.4)
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In this case, solving the SCP consists of finding a probability measure µ
supported in [0, ‖T1‖
2] × [0, ‖T2‖
2] ⊆ [0, 1]2 such that
∫
R2+
sitj dµ(s, t) =
γij (i, j ≥ 0, i+ j ≤ 2).
In what follows, and for simplicity, we will specialize to the case m = 1
in two variables, and show that the condition M(Ω1) ≥ 0 is sufficient for the
existence of a subnormal completion.
Theorem 6.9. ([23, Theorem 5.1]) Let Ω1 be a quadratic, commutative,
initial set of positive weights, and assume M(Ω1) ≥ 0. Then there exists a
quartic commutative extension Ωˆ3 of Ω1 such that M(Ωˆ3) is a flat extension
of M(Ω1), and Ms(Ωˆ3) ≥ 0 and Mt(Ωˆ3) ≥ 0. As a consequence, Ω1 admits
a subnormal completion TΩˆ∞. (The family Ω1 is shown in Figure 5.)
√
a
√
c
√
e
√
b
√
d
√
f
Figure 5: The initial family of weights Ω1
The proof of Theorem 6.9 given in [23] uses localizing matrices to identify
entries of a proposed moment matrix extension of the initial moment matrix
M(Ω1). However, the SCP is a special version of the [0, 1]
2–TMP, with the
extra requirement that all moments must be positive, and the support of a
representing measure must be in the unit square. Therefore, Theorem 3.7
will again imply the existence of a representing measure once the positivity
of the associated Riesz functional on nonnegative polynomials on the unit
square can be verified. Moreover, with the aid of Theorem 3.7, Theorem
6.9 admits a substantial generalization to the case of infinitely many weights
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α(0,0) α(1,0)
α(0,1) α(1,1) α(2,1) α(3,1) · · ·
α(0,2)
α(0,3) α(1,3) α(2,3) α(3,3) · · ·
β(0,0) β(1,0) β(2,0)
β(0,1) β(1,1)
β(0,2) β(1,2)
β(0,3)
Figure 6: Weight diagram for SCP with two infinite rows, the first and the third. (For
each complete square, the commutativity condition (6.3) must hold.) In this case, the
associated unilateral weighted shifts W (1) and W (3) must be assumed to be subnormal,
as a necessary condition for the solubility of SCP.
located in any finite number of rows and columns, provided that the natural
assumptions on the subnormality of the unilateral weighted shifts associated
with those rows and columns are made. For instance, consider the case
shown in Figure 6, in which two rows (the first and the third) are infinite
and generate subnormal unilateral weighted shifts W (1) and W (3). Since
B = {1, s, t, s2, st, t2} and the polynomial 1 is in B (observe also that we
always have the moment γ(0,0) = 1) and K is compact (being contained
in the rectangle [0, supk αk] × [0, supk βk]), the existence of a solution to
the SCP depends on the positivity of the appropriate localized matrices (to
keep track of K) or, alternatively, on the associated linear functional being
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positive on the relevant initial collection of nonnegative polynomials.
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