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INTRODUCTION 
This paper is concerned with the existence of nontrivial solutions of the 
linear third-order differential equation 
1p3[yl = ym + fy-4.y’ + Q(x) y = 0, P and Q E C[a, co), (E) 
which have at least three zeros. The discussion will be limited to the case 
where the coefficients of (E) are nonnegative, in particular, 
P(x) 3 0 and Q(X) 3 0 
but PC4 + Q(4 + 0 on any subinterval of [a, ~0). WI) 
It is well-known [l] that if (E) h as a nontrivial solution with three zeros 
on [a, co) then there is a number b E (a, co) and a solutiony(x) of(E) satisfying 
at least one of the two sets of boundary conditions: 
(i) y(a) = r’(4 = 0 = Y(b), 
(ii) y(a) = 0 =y(b) = y’(b). 
The minimum number b E (a, co) such that either (i) or (ii) is satisfied non- 
trivially by a solution of (E) is called the first conjugate point of a. The equa- 
tion (E) is said to be &conjugate on an interval I if no nontrivial solution 
has three zeros on I. 
Hanan [2] and Lazer [3] have studied extensively the oscillatory or non- 
oscillatory properties of various cases of (E) but their discussions often 
depend on one or both of the additional assumptions: 
k2[y] = y” + Py = 0 be disconjugate, i.e., no non- 
trivial solution of e,[Yl = 0 has two zeros, G--b) 
P E C’[a, co) and 2Q - P’a 0 on [a, a). Pa) 
Waltman [4] avoided the assumption (H,) and extended Hanan’s discussion 
to certain nonlinear third-order equations but used an assumption which 
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reduces to (Ha) for the linear case (E). If the latter hypothesis (Hs) is 
imposed then it is impossible to fulfill the second set (ii) of boundary condi- 
tions and, as Hanan [2] pointed out, the equation (E) is in a very special class. 
It will be shown that it is not necessary to assume either (Ha) or (H3) in 
the case where (Hi) is imposed. In fact, (Ha) turns out to be a necessary 
condition for the disconjugacy of (E). D’ff 1 erentiation of the coeflicient P(x) 
will be avoided and it will be shown that the hypothesis (Ha) is not needed. 
Consequently, a major part of Lazer’s Oscillation Theorem 3.1 [3] may be 
improved by omitting (Ha). This extension and another result, which are 
established in Section 5, are given in the following statement. 
THEOREM 1. If the coeficiezts of Equation (E) satisfy (H,) and either of the 
second-order equations 
OY 
yn + [I+) + + (2 - a) Q(x)] y = 0 
r”+[W+ jrnIZ]r=o 
5 
w 
(E,") 
is oscillatory on [a, CO) then for each c E [a, CO), (E) has a nontrivial solution 
with three zeros on [c, CO). 
QUESTION. Does the conclusion of Theorem 1 imply osciZZation of (E) 
i.e., the existence of a nontrivial solution having infinitely many zeros on 
[a, a> ? 
As pointed out by Nehari [5] an affirmative answer is known only for a 
few special cases for linear equations of orders greater than two. When either 
(Ha) or (Ha) is assumed then (E) belongs to one for Hanan’s special classes 
for which he established [3] an affirmative answer. [Dr. J. M. Dolan, 
Dr. Grant Gustafson and Prof. P. Hartman have recently communicated 
to the author examples of equation (E) which are nonoscillatory but satisfy 
the conclusion of Theorem 1.1 
Oscillation of either of the equations (E,) or (E,*) is not implied by 
oscillation of the other, as has been pointed out to the author in a private 
communication by Professor J. H. E. Cohn. It should be noted that Lazer [3] 
has also shown that if (Ha) and P(c0) = 0 are assumed then nonoscillation of 
r"+[p(,)+W j;a]Y=o &**) 
implies nonoscillation of the third-order equation (E). 
The paper concludes with other integral conditions on the coefficients of(E) 
which insure the conclusion of Theorem 1, 
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1. AN ADJOINT EQUATION 
The Lagrange Identity for Ks[y] is 
ZdJw] = {u; o}’ - d$[u], 
where 
(1) 
{u; w} = UW” - u’w’ + w D2u, Day = y” + J’y (2) 
and the adjoint operator is 
ar1 = [DZYI’ - QYyl (3) 
Note that if P E C’[a, cc) then the adjoint operator can be written in the 
familiar form 
mYI = Y”’ + PY’ - (Q - P’)Y, (4) 
but this form will not be used here since P(x) is assumed to be only contin- 
uous. 
Suppose that y(x) is a solution of the adjoint equation 
&I = [Y” + PY]’ - Qy = 0 
then yQ,+ly] = 0 yields, after several integrations-by-parts, 
(E+) 
y  D,y - q]” = s” Qy” + Iz Pyy’. 
CL a n 
(5) 
LEMMA 1.1. Ify( ) x is a solution of the adjoint equation (E+) with non- 
negutiwe coeficients (H,) such that y(x) > 0, y’(x) > 0 and D,y(x) < 0 on 
(a, co), then 
i’ aQye<co 
Q 
and 
J  ^
Pyy’ < co. 
a n 
In the next section conditions will be given which insure the existence of the 
particular solutions in the hypothesis of Lemma 1.1. Such a solution is said 
to be an extremal solution of the adjoint equation (Ei-). 
2. PRINCIPAL SOLUTIONS 
Let u~(x, a), i = 1, 2, be solutions of (E) satisfying the initial conditions, 
respectively: 
uI(x, a) : y(a) = 0, Y’(U) = 1, Y”(U) = 0, 
u&, a) : y(a) = 0, y’(a) = 0, y”(U) = 1. (6) 
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Thus any solution of(E), which has a zero at x = a, is of the form 
The solution uz(x, a) is known as the first principal solution of (E) at x = Q 
and ul(x, a), the second principal solution. It is well-known [l] that Equa- 
tion (E) is disconjugate on [a, ‘x)) if, and only if, 
u&, a> > 0 and u,*(x, a) > 0 on (4 co). (7) 
In the search for solutions of the type required in Lemma 1.1 the quotients 
are useful as they are in the study of self-adjoint fourth-order equations 
[6, 71. Derivatives and differences of the quotients (8) involve various 
“Wronskians” of ui and ua , which are identified as solutions or derivatives 
of solutions of the adjoint equation (E+), as will be seen below. 
Define u:(x, a), i = 1, 2, to be the (principal) solutions of (E+) such that 
24:(x, a) : y(u) = 0, YW = 1, D2Y(U> = 0, 
u&-q a) : y(u) = 0, Y’W = 0, D2y(u) = 1. (9) 
It is well-known [I] that a Wronskian of two solutions of (E) is a solution of 
the adjoint equation (E+). In fact, the initial conditions, (6) and (9), yield 
u,” = t& - u2u; and + +’ u2 = 241112 f fr -u2u1 . (10) 
Successive differentiations of these identities yield others, e.g., 
+ ’% = up; - u& , u; = u:D,u; -u;D,uf, 
D&f = u;u; - u&u;, D,u, = u$u;" ' -u;u: ". (11) 
The pertinent derivatives and differences of the quotients of (8) are 
and 
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Similarly, the quotients 
of the principal solutions (9) of the adjoint equation (E+) satisfy 
and 
A; - x; = -$ , 
2 2 
x: - x; = -& , 
:’ 2 2 
A; - x; = & 
2 2,’ 
3. AN EXTREMAL SOLUTION 
(14) 
(15) 
(16) 
up > 0, uf >o, u; >o, u:’ > 0, u; > 0 
D,ul>O on (a,~) (17) 
Upon examination of the formulas (15) and (16), one observes that if 
and 
then 
and 
A,+(x) > h:(x) > X,‘(x) > 0, g’(x) < 0, h:‘(x) < 0 
hi’(x) > 0 on (a, co). 
Therefore, there exists a positive constant X such that the solution 
Y(x) = z&c, u) - Au&c, a) (18) 
of the adjoint equation (E+) satisfies the inequalities 
W) > 0, Y’(x) > 0 and D,Y(x) -=c 0 on (4 a). (19) 
Thus Y(X) satisfies the hypotheses of Lemma 1.1 and is an extremal solution 
of (E+). Consequently, 
I 
mQY2 
a, 
< 4 and 
Q i 
PYYr<$. (20) 
Q 
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It turns out that not all of the inequalities of (17) need to be assumed on 
(a, co). For example: 
(a) If u~(x, LZ) > 0 then u~(x, u) > 0 and us(x, u) > 0. 
(b) If u~(x, a) > 0, then LA&(x, u) = 1 + ~~Qzc~ > 0 
(c) If u~(x, a) > 0 then x = U: satisfies z(u) = 0, Z’(U) = 1 and 
a second-order equation with nonnegative coefficients, and, as pointed out by 
Hille [2], 
x’ = qx, a) > 0. 
(d) Suppose that u$‘(tl , u) = 0 and u;f’ > 0 on (u, tr). If uz(x, u) > 0, 
and u,+(x, a) > 0 then the second formula of (10) gives that ~;‘(t, , a) < 0 
and, hence, 
X:(x) + - co, as x + t, on (a, h)* 
On the other hand, if u~(x, u) > 0 then 
h:(x) > Al(x) = yug ;; on (a, h), 
22 ’ 
which contradicts the preceding result. Therefore, if 
qx, a) > 0 and 24:(x, a) > 0 then u$‘(x, a) > 0. 
THEOREM 3.1. I f  u,f(x, a) > 0 and either z&x, u) > 0 or Qx, u) > 0 on 
(a, CD) then there exists an extmmul sohtion Y(x) of the udjoint equation (E+) 
satisfying the inequalities (19) and (20). 
The inequalities (19) and (20) have some obvious consequences: First, note 
that the second-order equation with positive coefficients 
y” + [P + qg] y  = 0 
has the nonzero solution Y(X) on (a, co) and, consequently, the equation 
y” + Py = 0 is disconjugate on (a, co) from which it follows [g] that 
I 
cc 
P<co and (x-u)/rP< 1. (21) 
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Secondly, since Y(x) is an increasing function, the first integral inequality 
of (19) gives 
COROLLARY 3.1 .l. If J; Q = a, and either s; P = 03 or 
lit+yp (x-a) jm P > 1 
I 
then either u$(x, a) OY ui(x, a) has a zero on (a, GO). 
If either P G 0 or Q = 0 it is a simple matter to show that the existence 
of a zero of u!Jx, a) implies that u,(x, a) or u:(x, a) also has a zero. However, 
the general case is not as easy and will be dealt with in the next section. 
4. ZEROS OF u,"(x, a) 
Suppose that equation (E) is disconjugate, i.e., 
4x, a) > 0 and 
and 
there exists a zero of z&(x, a) 
ul(x, a) > 0 on (a, m) P-b) 
on (a, 00). (I-&) 
Let the first such zero be pi = PI(a). 
By Lemma 3.1, u~(x, a) has a zero on (pi , co) and let the first such zero 
of U; be [I = f,(a). Since u;’ = - Pui - Qua -=c 0 as long as ui > 0 then 
u,“(x, a) has a second ZYO p2 E (fl , co). However, if u~(x, a) has a second 
zero [a = &(a) then 
52 E (CL2 9 03) and u&x, a) < 0 on (El > a 
and the identity u: = U& - U~U; of (11) yields u;( 6% , a) < 0 and 
h,(x) -+ + a3 as x- 52 on (61 t 52). 
But a contradiction is provided by 
+ 
X;(x) = - f$ < 0 on (51 > 4% 
LEMMA 4.1. Under the hypotheses (Hi), (H.,), and (Ha): 
(a) ui(x, a) has a second zero pz E (k , CO) and 
(b) U&G a) has only me ,wo & , ~5 E (pL1 , pz) and 4(x, a) -=c 0 on (& , ~0). 
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The nonnegativeness of the coefficients under hypothesis (Hi) insures that 
u~(x, a) > 0 immediately to the right of x = pz . If there exists another zero 
ps E (ps , co) of U: then the identity D ZJ s l = z&i - u&i of (11) implies that 
z&s , a) > 0 and that 
h,(x) 3 + 00 as x + p3 on (P2 I PJ’ 
But & = - [PD,u$ + Qu~]/(u~)s < 0 on (pr , ps) provides a contradiction. 
LEMMA 4.2. Under hypotheses (Hi), (H4) and (HJ: 
qx, a) > 0 on (P2 T a). 
Next note that the Lagrange Identity (3) implies that 
iu 2’; u2} = 0 on [a, 00) 
and, hence, 
t&u;1 = u;u; + u2D2u; > 0 on b2 7 4. 
LEMMA 4.3. Under hypotheses (H,), (H,), and (Hs): 
ut’(x, a) < 0 on (CL2 3 00). 
It has already been noted in Section 3 that 
D,u:= u,‘~ + Pu, > 1 
Therefore, if c E [/-1a , co) then 
on (4 a>. 
24$(x, a) - u$(c, a) + 1% Pu; 3 x - c 
G 
and jz Pui = CO. Hence, s: P = co and Corollary 3.1.2 applies. 
LEMMA 4.2. Under hypotheses (H,) and (H.,), in order that u:(x, a) have a 
zero on (a, co) it is necessury and .sqj’kient that J; P = 00. 
As the result of Lemmas 4.1, 4.2, and 4.3, all the quotients A, , A1 , and 
A2 of (12) are eventually decreasing. Therefore, there exists a number 
c E (pp , co) and a number LY such that 
X,(x) < a for i= 1,2,3 and x E (c, co). 
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Consequently the solution z =z CG+ - ur of (E) satisfies 
x > 0, x’ > 0 and Z” > 0 on (c, co). 
Following Lazer’s line of reasoning [2], let w = a’ and note that the positive 
function w satisfies a second-order equation 
wn + L P(x) + $I$+)] w = 0 on (c, co). (22) 
Consequently, the second-order equation 
4[y] = y” + Py = 0 
is disconjugate on [c, co) and nonoscillatory on [a, co), i.e., no nontrivial 
solution has infinitely many zeros on [a, co). But such a conclusion implies 
that sz P < 00 which contradicts the conclusion of Lemma 4.3. 
THEOREM 4.1. If the equation (E) is disconjugate on [a, a~) and its coefi- 
cients sutisfy (H,) then ui(x, u) > 0 on [a, 00). 
5. NECESSARY CONDITIONS FOR DISCONJUGACY 
In the preceding section it was shown that if the equation (E) whose coef- 
ficients satisfy (H,), is disconjugate, i.e., 
%2(X, a) > 0 and uf@, a) > 0 on (a, m> (H.4) 
then z/(x, a) > 0 and us(x, u) > 0 on (a, co). Therefore, the second-order 
equation 
WV $- 
[ 
P(x) + @(s)] w = 0, (22) 
with z = us(x, a), is satisfied by the positive solution w = u~(x, a) on (a, CO). 
Lazer [2] has shown by use of the auxilliary function 
G(x) = (x - u) x(x) - @- z’(x) 
2 
that 
z(x) > x - a 
z’(x)‘-’ 2 
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Therefore, the second-order equation 
yw + [P(x) + qQQ(%)] y = 0 
is disconjugate on (a, a~) and the first alternate of Theorem 1 follows. 
Since (HJ implies that the extremal solution 
Y(x) = zq(x, a) - AZ&T, a), x >o, (18) 
also exists and satisfies 
and 
Y > 0, Y’>O 
D,Y = Y” + PY < 0 on (a, co) 
then it is easy to show that under the above hypotheses, 
(19) 
LEMMA 5.1. 
lii D,Y(x) = 0 and 
s 
m(QY) = A. 
a 
Therefore, if the adjoint equation (E+) with y = Y(X) is integrated, 
D,Y(x) = Y” + P(x) Y = - Jm(QY) on (a, co). (23) 
0 
Since Y(x) is an increasing function, 
f 
mQ<~ and 
a 
Y” + [P(x) + Jrng] Y 6 0. 
s 
This inequality establishes the second alternative of Theorem 1. 
LEMMA 5.2. Under hypotheses (H,) and (H4), sz Q < co and the second- 
order equation 
Yfl + [w + J;Q] Y = 0 (24) 
is disconjugate on [a, a~). Furthermore, 
s 
?‘< 03, 
4 
j?Q(t)dt < az 
4 
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and HilIe’s disconjugacy condition [2] applies to live 
[p(t) -:- (t - X) Q(f)] dt < ,& on (a, a). 
Hanan [8] proved that 
PE C’[a, CO), Q 3 P’ on [a, a) and 
I 
?[Q(t) - P’(t)] dt -= CO 
0 
is sufficient for the oscillation of (E). But since 
/-‘t[Q(t) - P’(t)] dt = jz tQ(t) dt - xP(x) + cP(c) $ jE P(t) dt 
* c c c 
then either fz P = co or S,fftQ(t) dt = co, which is contradictory to the 
hypotheses (Hi) and (HJ. H ence, (E) is not disconjugate for large X. Since 
Q > P’, (E) is in Hanan’s class C, and, consequently, is oscillatory. Thus 
(HJ may be replaced by (H,) in Hanan’s Theorem and his conclusion by: 
(E) is not disconjugate for large x. 
Returning to the discussion of the extremal solution Y(X) note that if the 
positive decreasing function Y’(x) > K > 0 on (a, co), then Y(X) > K(x - a) 
on (a, co) and the integral inequalities (20) imply: 
LEMMA 5.3. Under the hypotheses (Hi) and (HJ, if limz+co Y’(X) > 0 
then 
J  ^
m  m  
t2Q(t) dt < co and 
I 
tP(t) dt < CO. 
” ” 
(25) 
According to a special case of T. G. Hallam [9], (25) and (Hi) are sufficient 
for disconjugacy of(E) for large x, i.e., nonoscillation of (E). In fact, Q and P 
may be replaced by their absolute values. 
If either of the integrals of (25) is infinite then Y’(x) decreases to zero as 
x - co and integration of Eq. (23) yields 
Y’(x) = (jr)’ (QY) + ,, W’> 
= rrn [(t - x) Q(t) + P(t)] Y(t) dt on [a, co). (26) 
“.r 
Using again the fact that Y(x) is increasing, 
Y’(x) 2 H(x) Y(x), (2’) 
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where 
H(x) = (ja)lQ 1. jm P = jm[(t - x)Q(t) j- P(t)] dt. (28) 
z 5 z 
Note that Lemma 5.2 gives 
1 
H(x) < __- . 
X-U 
Also, if one of the integrals of (25) is infinite then sz H = 00. The differential 
inequality may be integrated to yield 
Y(x) > Y(b) exp (1: H) , a < b < x < co, (30) 
which, when substituted into (20), yields other necessary conditions: 
jmQ(t) exp (2 1’ H) dt < co and 
n n 
jrP(t) H(t) exp (2 1” H) dt < CO. 
- ” 
(31) 
Note that, since exp (St H) < (X - a)/(b - a), the inequalities (31) follow 
from those of (25). These results may now be restated in the form of an 
oscillation theorem. 
THEOREM 5.1. If the coeflcients of equation (E) satisfy (H,), and either 
11 p(t) f{(t) exp (2 j: H) dt = ~0 o r /:Q(t ) exp (2 J’: H) dt = 30 
then for every number c E [a, co) there is a nontrivial solution of (E) having 
three zeros on [c, a~). 
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