An iterative outlier elimination procedure based on hypothesis testing, commonly known as Iterative Data Snooping (IDS) among geodesists, is often used for the quality control of the modern measurement systems in geodesy and surveying. The test statistic associated with IDS is the extreme normalised least-squares residual. It is well-known in the literature that critical values (quantile values) of such a test statistic cannot be derived from well-known test distributions, but must be computed numerically by means of Monte Carlo. This paper provides the first results about Monte Carlo-based critical value inserted to different scenarios of correlation between the outlier statistics. From the Monte Carlo evaluation, we compute the probabilities of correct identification, missed detection, wrong exclusion, overidentifications and statistical overlap associated with IDS in the presence of a single outlier. Based on such probability levels we obtain the Minimal Detectable Bias (MDB) and Minimal Identifiable Bias (MIB) for the case where IDS is in p lay. MDB and MIB are sensitivity indicators for outlier detection and identification, r espectively. The results show that there are circumstances that the larger the Type I decision error (smaller critical value), the higher the rates of outlier detection, but the lower the rates of outlier identification. F or t hat c ase, the larger the Type I Error, the larger the ratio between MIB and MDB. We also highlight that an outlier becomes identifiable when the contribution of the measures to the wrong exclusion rate decline simultaneously. In that case, we verify that the effect of the correlation between the outlier statistics on the wrong exclusion rates becomes insignificant from a certain outlier magnitude, which increases the probability of identification.
where E{.} is the expectation operator, D{.} is the dispersion operator, y ∈ R n×1 the vector of 142 measurements, A ∈ R n×u the Jacobian matrix (also called design matrix) of full rank u, x ∈ R u×1 the 143 unknown parameter vector, e ∈ R n×1 the unknown vector of measurement errors and Q e ∈ R n×n the 144 positive-definite covariance matrix of the measurements y. 145 Under normal working conditions (i.e. H 0 ), the measurement errors model is then given by: 146 e ∼ N(0, Q e ),
Here, we confine ourselves to the case that A and Q e have full column rank. 147 The best linear unbiased estimator (BLUE) of e under H 0 is the well-known estimated least-squares 148 residual vectorê ∈ R n×1 , which is given as: 
withx ∈ R u×1 being the BLUE of x under H 0 , W ∈ R n×n the known matrix of weights, taken as 150 W = σ 0 2 Q −1 e , where σ 2 0 is the variance factor, I ∈ R n×n is the identity matrix and R ∈ R n×n is known 151 as the redundancy matrix. The R matrix is an orthogonal projector that projects onto the orthogonal 152 complement of the range space of A. 153 We restrict ourselves to regular models, and therefore the degrees of freedom r (redundancy) of 
where C ∈ R n×q is the matrix relating bias parameters, i.e. the values of the outliers to observations. 161 We restrict ourselves to matrix (A C) having full column rank, such that: 162 r = rank A C = u + q ≤ n (7)
One of the most usual procedure based on hypothesis testing for outlier in linear(or linearised) 163 models is the well-known data snooping [19, 20] . This procedure consists of screening each individual 164 measurement for the presence of an outlier [33] . In that case, the data snooping is based on a local 165 model test, such that q = 1, and therefore the n alternative hypothesis is expressed as: 166 H (i)
Now, the matrix C in Equation 6 is reduced to a canonical unit vector c i , which consists exclusively 167 of elements with values of 0 and 1, where 1 means that an ith bias parameter of magnitude ∇ i affects 168 an ith measurement and 0 otherwise. In that case, the rank of (A c i ) ∈ R n×(u+1) and the vector ∇ shifting of the random error distribution under H 0 by an outlier is in fact a systematic effect (bias) 177 or merely a random effect. This approach based on hypothesis testing is called mean-shift model [20] . 6 of 39 Note that the decision rule 10 says that If the Baarda's w-test statistic is larger than some critical 189 value k, i.e. a percentile of its probability distribution, then we reject the null hypothesis in favour of 190 the alternative hypothesis. This is the a special case of testing the null hypothesis H 0 against only one 191 single alternative hypothesis H (i)
A and therefore the rejection of null hypothesis automatically implies 192 acceptance of the alternative hypothesis, and vice-versa [37, 38] . In other words, the outlier detection 193 automatically implies outlier identification, and vice versa. This is due to the fact that the formulation 194 of the alternative hypothesis H (i)
A is based on condition that an outlier exists and it is located at a 195 pre-specific position in the dataset. In other words, the alternative hypothesis in a binary testing says 196 that "a specific measurement is an outlier". 197 Because Baarda's w-test in its essence is based on binary hypothesis testing, in which one decides A . In that case, 205 given a probability of a Type I decision error α 0 , we find the critical value k 0 as follows:
where Φ −1 denotes the inverse of cumulative distribution function (cdf) of two-tailed standard normal 207 distribution N(0, 1). 
where λ 0 is the non-centrality parameter for q = 1. Note therefore that there is an outlier that causes 213 the expectation of w i to become √ λ 0 . The square-root of the non-centrality parameter
12 represents the expected mean shift of a specific w-test. In such case, the term c i T Q −1 e QêQ −1 e c i in 215 Equation 12 is a scalar and therefore it can be rewritten as follows [56]:
where |∇ i | is the Minimal Detectable Bias (MDB 0 (i) ) for the case of having only one single alternative 217 hypothesis, which can be computed for each of the n alternative hypotheses according to Equation 8.
218
For a single outlier, the variance of estimated outlier, denoted by σ 2
Thus, the MDB can also be written as:
where
is the standard-deviation of estimated outlier ∇ i .
221
The MDB in Equation 13 or 15 of an alternative hypothesis is the smallest magnitude outlier 222 that can lead to rejection of a null hypothesis H 0 for a given α 0 and β 0 . Thus, for each model of the 
The decision rule for this case is given by:
238
The decision rule in 17 says that if none of the n w-tests gets rejected, then we accept the null 239 hypothesis H 0 . If the null hypothesis H 0 is rejected in any of the n tests, then one can only assume that 240 a detection occurred. In other words, If the max-w is larger than some a percentile of its probability 241 distribution (i.e. some critical valuek), there is evidence that there is an outlier in the dataset. Therefore,
242
"outlier detection" only informs whether the null hypothesis H 0 is accepted or not. data snooping for both events are presented in Table 1 .
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The probability of accepting the null hypothesis in test i is 1−α, ∀i = 1, ..., n, where α is the significance level or size of the test for a single hypothesis testing. The classical and well-known procedure to control the FWE is Bonferroni correction [48] . If all tests are mutually independent, then the probability that a true H 0 is accepted in each test is approximately
where α' is the the Type I Error for the entire dataset. Thus, we have:
which is approximately
The quantity in Equation 21 is just equal to the upper bound of Bonferroni inequality, i.e. α ≤ nα.
264
Controlling the FWE at a pre-specified level α corresponds to controlling the probability of a coefficient between any Baarda's w-test statistics (denoted ρ w i ,w j ), say w i and w j , is given as [21] : w-test statistics ρ w i ,w j .
286
According to Equation 23, the correlation ρ w i ,w j depends on the matrices A and Q e , and therefore 287 the distribution of the max-w also depends of those matrices. In other words, the critical value depends 288 on the uncertainty of the measurement sensor and the mathematical model of the problem.
289
In order to guarantee the user-defined Type I decision error α for data snooping, the critical value 290 must be computed by Monte Carlo.
291
The key of the Monte Carlo are the artificial random numbers (ARN) [62] . Artificial because 292 the random numbers are generated using a deterministic process. A random number generator is a 293 technology designed to generate a deterministic sequence of numbers that does not have any pattern, 294 therefore appear to be random. It is 'random' in the sense that the sequence of numbers generated 295 passes the statistical tests for randomness. For this reason, random number generators are typically 296 referred to as pseudo-random number generators (PRNG).
297
A PRNG simulates a sequence of independent and identically distributed (i. The procedure to compute the critical value of max-w is given step-by-step as follows: 307 1. Specify the probability density function (pdf) to w-test statistics. The pdf assigned to the w-test 308 statistics under H 0 -distribution is: we have a sequence of m vectors of the w-test statistics as follows: 
4. Sort out in ascending order the maximum test statistic in Equation 26, getting a sorted vectorw, 319 such that: 
where [.] denotes rounding down to the next integer that indicates the position of the selected 323 elements in the ascending order ofw. This position corresponds to a critical value for a stipulated 324 overall false alarm probability α . This can be done for a sequence of values α in parallel.
325
It is important to mention that the probability of Type I decision error for multiple test α is larger 326 than Type I for a single test α 0 . This is due to the critical region of the multiple testing is larger than the 327 single hypothesis testing. Table   334 1) involves a separability analysis between the alternative hypotheses [2, 21, 23, 58] . Therefore, we are 335 now interested in the identification of the correct alternative hypothesis. In that case, the non-centrality 336 parameter in Equation 12 is not only related to the sizes Type I and Type II decision errors, but it is also 337 dependent on the correlation coefficient ρ w i ,w j given by Equation 23.
338
Based on the assumption that one outlier is in the ith position of the dataset (i.e. H
(i)
A is 'true'), the 339 probability of Type II error (also referenced as probability of "missed detection", denoted by P MD ) for 340 multiple testing is
and the size of Type III wrong decision (also called "misidentification", denoted by P W I ) is given by
On the other hand, the probability of correct identification (denoted by P CI is
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Note that the three probabilities of missed detection P MD , wrong identification P W I and correct 344 identification P CI sum up to unity, i.e. P MD + P W I + P CI = 1.
345
The probability of correct detection P CD is the sum of the probability of correct identification P CI
346
(selecting a correct alternative hypothesis) and the probability of misidentification P W I (selecting one 347 of the n-1 other hypotheses), i.e.:
348
The probability of wrong identification P W I is identically zero, P W I = 0, when the correlation 349 coefficient is exactly zero, ρ w i ,w j = 0. In that case, we have 
It is easier to detect in the case of multiple hypothesis testing than a single hypothesis testing.
358
However, the probability of correct detection P CD under multiple tests is spread out over all alternative 359 hypotheses, and therefore identifying is harder than detecting. From Equation 33 note also that the 360 detection do not depends on the identification. However, the outlier identification depends of the 361 correct outlier detection. Therefore, we have the following inequality:
Note that the probability of correct identification P CI depends on the probability of missed 363 detection P MD and wrong identification P W I for the case where data snooping is run only once, i.e. 364 a single round of estimation and testing. However, in this paper we deal with data snooping in its 365 iterative form (i.e. IDS), and therefore the probability of correct identification P CI depends on other 366 decision rules. 
On the probability levels of iterative outlier elimination and its Sensitivity Indicators

368
In the previous section the probability levels were described for the case where data snooping 369 procedure is applied only once according to the detector given by i.e. ρ w i ,w j = ±1.00, statistical overlap P ol is expected to occur. We have more to say about P ol when 391 presenting the results.
392
Different from the data snooping single run, the success rate of correct detection P CD for 393 IDS depends on the sum of the probabilities of correct identification P CI , wrong exclusion (P WE ), 394 over-identification cases (P over+ and P over− ) and statistical overlap (P ol ), i.e.:
It is important to mention that the probability of correct detection is the complement of the 396 probability of missed detection. Note from Equation 39 that the probability of correct detection P CD 397 is available even for cases where the identification rate is null,P CI = 0. However, the probability of 398 correct identification (P CI ) necessarily requires that the probability of correct detection P CD be greater 399 than zero. For the same reasons given for data snooping single run in the previous section, detecting is 400 easier than identifying. In that case, we have the following relationship for the success rate of correct 401 outlier identification P CI :
such as
It is important to mention that the wrong exclusion P WE describe the probability of identifying 403 and removing a non-outlying measurement while the 'true' outlier remains in the dataset. In other 404 words, P WE is the Type III decision error for IDS). The overall wrong exclusion P WE is the result of the 405 sum of each individual contribution to P WE , i.e.:
We can also compute a weighting factor, denoted by p i (P WE ) , for each individual contribution to 407 P WE as follows:
so that
The weighting factor p i (P WE ) is within a range of [0,1].
Based on the probability levels of correct detection P CD and correct identification P CI , the the 410 sensitivity indicators of minimal biases, Minimal Detectable Bias (MDB) and Minimal Identifiable Bias 411 (MIB), for a given α can be computed as follows:
The Equation 43 gives the smallest outlier ∇ i that leads to its detection for a given correct detection 413 rateP CD , whereas the 44 provides the smallest outlier ∇ i that leads to its identification for a given 414 correct identification rateP CI .
415
As a consequence of the inequality in 36, the MIB will be larger than MDB, i. In the case of IDS, the power does not depend only the rate of Type II and Type III decision errors, 428 but also the rate of over-identifications and probability of statistical overlap. In the next section, we 429 provide a procedure for computing the errors and success rates associated with IDS. First, random error vectors are synthetically generated based on a multivariate normal distribution, 436 because the assumed stochastic model for random errors is based on a matrix covariance of the observations. Here, we use the Mersenne Twister algorithm [64] to generate a sequence of random numbers and Box-Muller [65] to transform it into a normal distribution.
439
The magnitude intervals of simulated outliers are user-defined. The magnitude intervals are 440 based on a standard deviation of observation, e.g. |3σ| to |6σ|, where σ is the standard deviation of 441 observation. Since the outlier can be positive or negative, the proposed algorithm selects randomly 442 the signal of the outlier (for q = 1). Here, we use the discrete uniform distribution to select the signal 443 of the outlier. Thus, the total error (ε) is a combination of the random errors, and its corresponding 444 outlier as follows:
In the Equation 48, e is the random error generated from normal distribution according to Equation 446 2, and the second part c i ∇ i is the additional parameter that describes the alternative model according 
462
The probability of correct identification P CI is obtained by the ratio between the correct 463 identification cases and possible cases. Thus, if m is the total number of Monte Carlo experiments 464 (possible cases), we count the number of times that the outlier is correctly identified (denoted as n CI ), 465 and then approximate the probability of correct identification P CI as: 
where:
• n MD is the number of experiments in which the IDS does not detect the outlier (P MD corresponds 469 to the rate of missed detection);
470
• n WE is the number of experiments in which the IDS procedure flags and removes only one single 471 non-outlying measurement while the 'true' outlier remains in the dataset (P WE is the wrong 472 exclusion rate);
473
• n over + is the number of experiments where the IDS identifies and removes correctly the outlying 474 measurement and others. P over + corresponds to its probability;
475
• n over − represents the number of experiments where the IDS identifies and removes more than 476 one non-outlying measurement, whereas the 'true outlier' remains in the dataset (P over − is the 477 probability corresponding to that error probability class); and
478
• n ol is the number of experiments in which the detector in Equation 16 flagging simultaneously two 479 (or more) measurements during a given iteration of the IDS. Here, this is referred to as number of 480 statistical overlap n ol and P ol corresponds to its probability.
481
Different from [12], in this paper the probability levels associated with IDS are evaluated for each 482 observation individually and for each outlier magnitude. Furthermore, we take care to control the 483 family-wise error rate. In the next sections, we apply the algorithm described in Figure 1 to compute 484 statistical quantities for IDS. 485 6. On the probability levels of iterative outlier elimination 486 In this experiment, we consider two closed levelling network, one with low and another one 487 with high correlation between the residuals. For the low correlation case we use the network given There are several levelling lines available for a levelling geodetic network. In the absence of outliers, i.e. under H 0 , the model for levelling geodetic network can be written in the sense of standard
where ∆h i−j is the height difference measured from point i to j and e ∆h i−j is the random error associated 503 with the levelling measurement. Generally, one of these points has known height h, from which the non-stochastic variable). In that case, the matrix A is given by:
In Figure 2 involves one instrument setup and two sightings: forward and back. Thus, the standard deviation for 516 each total height difference equals to:
where p is the number of partial height differences. In that case, each total height difference between 518 external or internal connections is made of, respectively, three or five partial height differences. The 519 readings are assumed uncorrelated and with equal uncertainty. In that case, the standard deviation of 520 the measures for external and internal connections are 1.96 mm and 2.53 mm, respectively.
521
On the other hand, from network (b) in Figure 2 , there are two control station (fixed) and three 522 user stations with unknown heights. In that case, the matrix A is given by:
For network (b), we have the following measurements: ∆h 1 = ∆h CP 1 −P 2 , ∆h 2 = ∆h P 2 −P 3 , ∆h 3 = 524 ∆h P 3 −CP 4 , ∆h 4 = ∆h CP 4 −P 5 , ∆h 5 = ∆h P 5 −CP 1 and ∆h 6 = ∆h P 2 −P 5 . In that case, the covariance matrix of 525 the measurements (metro units) is given by [34] :
The correlation coefficient ρ w i ,w j between w-test statistics were computed for both network (a) 527 and network (b) according to Equation 23 . Table 2 provides the correlation ρ w i ,w j for the network (a) 528 and Table 3 for the network (b). In general, the correlation ρ w i ,w j for the network (b) are much higher 529 than network (a).
530
From Table 2 , we observe that the maximum correlation is ρ w i ,w j = ±0.4146 for network (a) (i.e. 531 ρ w i ,w j = ±41.46%). In that case, as the correlation coefficient is less than 50%, the missed detection 532 rate P MD is expected to be larger than the others decision errors of IDS.
533
From Table 3 , it is expected that wrong exclusion rate P WE will be significantly more pronounced 534 than others wrong decision of IDS. This is due to the high correlation between the test statistics 535 for the network (b). Note also that correlation coefficient between the second (∆h 2 ) and third ∆h 3 536 measurement is exactly 1.00 (i.e. ρ w i ,w j = 100%). It means that if one of these measurements were 537 an outlier, their corresponding w-test statistics would overlap. Therefore, an outlier can never be 538 identified if it occurs in one of these measurements, but can be detected. In the following subsections, we compute and analyse the probability levels associated with IDS 540 for two cases. In the first one, we consider the dataset is free of outliers, whereas the second one there 541 is an outlier in the dataset.
539
means that the smaller the correlation between the residuals, the smaller the Type I decision error rate 571 α , therefore larger are the critical values. The Figure 7 shows the cumulative distribution of max-w for 572 both networks (a) and (b). From Figure 7 , we evidenced that at the same level error probability, the 573 critical value for network (a) is always smaller than the one computed for network (b). Until now, our outcomes have been investigated under the condition that H 0 is true. In the next 575 subsection, we analyse the probability levels of IDS in the presence of an outlier. In that case, the 576 decision rule will be based on critical values from max-w distribution as detailed in Table 4 . Important 577 to note that the critical value 3 of 3σ-rule is not valid for a multiple test case. Actually, the critical 578 values for outlier identification (i.e. multiple test) depends on the geometry of the network and the 579 sensor uncertainty. Therefore, the probability associated with 3σ-rule for network (a) would be close to 580 α =0.025 and for network (b) α =0.0067. Monte Carlo. These values were presented in Table 4 . We arbitrarily define the outlier magnitude from 586 |3σ| to |8σ| for network (a) and |1σ| to |12σ| for network (b).
587
The sensitivity indicators MDB and MIB were also computed according to Equation 43 and 44, 588 respectively. The success rate for outlier detection and outlier identification were taken as equals to 0.8, 589
i.e.P CD =P CI = 0.8, respectively. 590
Geodetic network with low correlation between residuals 591
We start from network (a) with low correlation between residuals. We observe that there is a 592 high degree of homogeneity for that network (a). It is can be explained by the redundancy numbers, 593 denoted by (r i ). The redundancy number are the elements of the main diagonal of the matrix R in of P CI = 90% of an outlier of 8σ (or greater than 8σ). However, if one chose an α = 0.001 (99.9% of 622 acceptance region), a 6.6σ outlier would not be identified with the same rate for a 8σ outlier. Therefore, 623 in that case, the Type I decision error α (or the critical valuek) restricts the maximum rate of correct 624 outlier identification P CI .
625
Note also that there are no significant differences between detection P CD and identification P CI 626 rates for small Type I decision error (see e.g. α = 0.001 and α = 0.0027).
627
Furthermore, the probability of correct detection P CD and identification P CI are greater for 628 internal than external connections. For an outlier of 4.5σ and α = 0.1, for instance, the probability 629 of correct identification is P CI = 67% for external connections, whereas for internal connections is 630 P CI = 80%. Here, we compare the sensitivity indicators MDB and MIB by considering the success rate of 0.8 632 (80%) for both outlier identification and outlier detection, i.e.P CI =P CD = 80% (see Equation 43 and 633 44). The user can also find the MDB and MIB for other success rates. The result is displayed in Figure   634 9. We observe that the larger the Type I decision error α , the more MDB deviates from the MIB. It is 635 harder to identify than to detect an outlier. Therefore, the MIB will always be greater than or equal to 636 MDB. . This is true when the outlier is treated as bias.
642
In other words, if outlier is treated as bias then they act like systematic errors by shifting the random 643 error distribution by their own value [13] . The result forP CI =P CD = 0.8 is summarised in Table 5 .
644
As can be seen from error of α = 0.001 and α = 0.0027. In other words, an outlier is detected and identified with the 648 same probability level when there is low correlation between residuals and for small α . Therefore, 649 we observe the larger α , the greater the difference between MIB and MDB becomes. In that case, the 650 difference between MIB and MDB is governed by the user-defined α . From Table 6 it can be also noted that the MIB is higher for internal than external connections.
652
This is because the internal connections are less precise than external connections. Therefore, the effect 653 on the heights (model parameters) of an unidentified outlier would be greater if that outlier magnitude 654 were equal to MIB of the internal connections. However, from Figure 8 , we observed that it would be 655 easier to identify an outlier if it occurred in the measurements that constitute the internal connections 656 than external connections. Figure 10 provide the result for the Type III decision error (P WE ). In the worst case, we have 662 P WE = 0.12(12%) for |3σ|. In general, P WE is larger for external than internal connections. This is 663 linked to the fact that the residual correlation ρ w i ,w j in Table 2 Figure 10 gives only the overall rate of P WE . Figure 11 , on the other hand, displays the individual 670 contributions to the P WE according to Equation 40 for α = 0.1. As expected, the higher correlation 671 coefficient between w-test statistics ρ w i ,w j , the greater the contribution of the measurement to P WE 672 (see e.g.
[2]). In that case, we also verified from Figure 12 that the larger the redundancy number 673 r i , the smaller the P WE . Moreover, the larger the outlier magnitude, the smaller the P WE . We also 674 observe from Figure 13 that the larger ρ w i ,w j , the larger the weighting factor p i (P WE ) . The weighting 675 factors p i (P WE ) for the highest correlations (i.e. ρ w i ,w j = 0.415 for r i = 0.519 and ρ w i ,w j = 0.346 for 676 r i = 0.681) increased as the outlier magnitude has increased. However, this was not significant. While 677 the weighting factor p i (P WE ) for the highest correlation coefficient increased by around 1%, the overall 678 P WE decreased around 20%. In general, the weighting factor p i (P WE ) was relatively constant. The 679 weighting factor p i (P WE ) was obtained by Equation 41. The over-identification cases P over+ and P over− are presented in Figure 14 . In general, the larger 681 the Type I decision error α , the larger the over-identification cases for that network. The larger the 682 magnitude of the outlier, the larger the P over+ and smaller the P over− .
683
For small α we observe that P over− and P over+ were practically null (see e.g. for α = 0.001 and 684 α = 0.0027).
685
In general, the larger the correlation coefficient ρ w i ,w j , the smaller P over+ and the larger the P over− .
686
Moreover, we also observe that the larger the redundancy number r i , the larger the P over+ and the 687 smaller P over− . of that network also contributes to the non-occurrence of statistical overlap.
693
The results presented so far are valid for the case of having a system with high redundancy and 694 low residual correlation.In the next section, we present the results for a system with low redundancy 695 and high residual correlation. Now, the correlation between the residuals is very high. This is the case for network (b) detailed 698 in Figure 2 . Since the measurements are correlated for network (b), not the redundancy numbers but 699 the reliability numbers (r i ) should be given as internal reliability measure, as follows [34]:
The reliability numbers (r i ) in Equation 61 is equivalent to the redundancy numbers when 701 it is assumed that the measurements are uncorrelated. Table 7 gives the reliability numbers (r i ), 702 standard-deviation of each measurement σ ∆h i−j and the standard-deviation of each estimated outlier 703 σ ∇ i for network (b). The probabilities of correct identification (P CI ) for that network are displayed in Figure 15 . The 705 critical values (k) for network (b) were those given in Table 4 . Different from network (a),the probability 706 of correct identification (P CI ) for network (b) is different for each measurement. It was also found 707 that the larger the Type I decision error α , the higher the probability of correct identification (P CI ).
708
However, it is only true to a certain level of outlier magnitude. After that magnitude level, the larger 709 the Type I decision error α , the lower the probability of correct identification (P CI ). The user-defined 710 Type I error α has indeed become less significant to a certain outlier magnitude. Note, for example, 711 that the probability of correct identification for measurement ∆h 1 to α = 0.1 is higher than α = 0.001 712 when the outlier magnitude is between 1σ and 1.5σ. For a magnitude greater than 1.5σ, we note that 713 the larger Type I decision error α , the lower the probability of correct identification P CI . The choice of 714 Type I error α , however, had no significant effect on the probability of correct identification P CI for an 715 outlier magnitude greater than 1.5σ. This analysis can also be done to ∆h 4 , ∆h 5 and ∆h 6 . There is no any probability of identification for both measurements ∆h 2 and ∆h 3 . This is because 717 the residual correlation of those measurements is exactly equal to one (i.e. ρ w i ,w j = 1.00). Furthermore, 718 the reliability numbers (r i ) in Table 7 for those measurements are close to zero. However, if one of those 719 measurements were affected by a single outlier, the IDS would have the ability to detect it. In other 720 words, there is reliability in terms of outlier detection for ∆h 2 and ∆h 3 . The probability levels of correct 721 detection (P CD ) are provided in Figure 16 . We observed that the higher the reliability numbers in Table  3 , the higher the power of detection P CD and identification P CI . In general, the larger Type I decision 723 error α , the lower the probability of miss detection P MD and therefore the higher the probability of 724 correct detection P CD . The overall wrong exclusion probabilities (P WE ) for network (b) are provided in Figure 17 . In 735 general, we observe that the wrong exclusion rate (P WE ) increased up to a certain outlier magnitude 736 and, from this point on, the wrong exclusion rate (P WE ) started to decline and the effect of the Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 25 January 2020 doi:10.20944/preprints202001.0298.v1
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The individual contribution to overall P WE and their weighting factors for α = 0.1 are displayed 742 in Figure 18 and Figure 19 , respectively. Important to mention that the behaviour shown in Figure   743 18 and Figure 19 was similar to others α . We observe that the correlation coefficient (ρ w i ,w j ) does 744 only have direct relationship with the P WE for a certain outlier magnitude. Let us consider the case 745 where ∆h 6 was set up as outlier. In that case, the larger correlation coefficient (ρ w i ,w j ), the higher the 746 individual contribution to P WE . Of course, that only holds true if the outlier magnitude is larger than 747 3.2σ. This is also evident from the results of the weighting factors in Figure 19 . An important highlight there is association between MIB and the contribution of each 749 measurement to the probability of wrong exclusion P WE in Figure 18 . We observe that it is possible to 750 find the value of a MIB with high success rates when the individual contributions to the overall wrong 751 exclusion P WE of a given outlier start to decrease simultaneously. It is important to mention that 752 this simultaneous decay occurs when there is a direct relationship between the correlation coefficient 753 (ρ w i ,w j ) and the wrong exclusion rates P WE . In that case, the identifiability of a given outlier can 754 be verified for a given significance level α and probability of correct identification P CI . Figure 20   755 illustrates an example for measurements ∆h 1 and ∆h 4 . The black dashed line corresponds to the 756 probability of correct identification P CI and their respective MIB for α = 0.001. Note that when the 757 effect of all measurements on P WE decreases, it is possible to find an outlier magnitude which can 758 be identified. In other words, the effect of the correlation between the residuals (ρ w i ,w j ) becomes 759 insignificant from a certain outlier magnitude, which increases the probability of identification. The probability of wrong exclusion for both ∆h 2 and ∆h 3 were smaller than the other cases. This 761 is due to the correlation between the residuals (ρ w i ,w j ). In fact, we also note that although there is no 762 reliability in terms of outlier identification for cases where the correlation is ρ w i ,w j = 1.00 (i.e. 100%),
763
there is reliability for outlier detection. In that case, the outlier detection is caused by overlapping 764 w-test statistics. The result for statistical overlap (P ol ) is displayed in Figure 21 . In general, the larger 765 Type 1 decision error α , the larger the statistical overlap (P ol ). Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 25 January 2020 doi:10.20944/preprints202001.0298.v1
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The over-identification cases (P over+ and P over− ) are displayed in Figure 22 and Figure 23 , 767 respectively. We observe that the larger Type I decision error (α ), the larger the over-identification 768 cases. It should be noted that the P over− was always larger than P over− . The over-identification P over− 769 was practically null. 
Conclusions and Outlook
771
In this paper we have proposed a procedure to compute the probability levels associated with an 772 iterative outlier elimination procedure. This iterative outlier elimination procedure is known among 773 geodesists as iterative data snooping IDS. 
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