We consider the eigenvalue problem of certain kind of non-compact linear operators given as the sum of a multiplication and a kernel operator. A degenerate kernel method with piecewise linear interpolation with respect to the second variable is used to approximate eigenvalues. It is shown that the error is of order O(h). A bound for the condition number of this method is obtained. By a numerical example, we confirm the results.
Introduction
We are concerned with the numerical approximation of isolated eigenvalues of the following eigenvalue problem:
where A is a linear operator defined from the Banach space X = C 0 ([a, b]) into X as follows:
Here, k(., .) ∈ C 2 ([a, b]) and α is a real constant.
One motivation to study eigenvalue problems of the form (1) is their applications in electromagnetism, when the integral part is on the real line R . For instance, one encounters this problem in evaluation of propagation constants (or the phase and group velocity) of dielectric optical (see [1, 2] ). The idea of finite sections [3] , when applied to this model, leads us to study Problem (1) .
The operator A is the sum of an integral operator and a multiplication operator; and the latter is not compact [4, Theorem 2.1] . This means that A is not compact, too. As a result, the direct application of the projection and the Nyström methods fails because compactness of the operator is necessary for these methods.
Nevertheless, Redner [5] applied Galerkin and Nyström methods on a more general form of (1) with the aid of an equivalent eigenvalue problem with compact operator. The eigenvalue problem studied in [5] is also the sum of a kernel operator and a multiplication operator. It occurs in population genetics, which is concerned with the (micro)evolution of the genetic composition of populations, and it is so-called continuum-of-alleles (COA) model [6] . The Redner approach in [5] is also applicable to Problem (1), but it involves a lot of limitations. For example, the problem is assumed to have one and only one positive eigenelements. This assumption imposes a lot of extra conditions on the kernel [5] . Moreover, the Redner approach is rather complicated.
In this article, we develop the degenerate kernel method with piecewise linear interpolation with respect to the variable u to approximate Problem (1). This approach is also applicable to the COA model, when it is defined on the compact interval [a, b] . One of the many advantages of this method over the Galerkin and the Nyström methods, studied by Redner, is that it does not impose the limitation of uniqueness of solutions. This is because it is applied directly on the problem, and does not need any deformations of the operator or equivalent problems. In addition, this method is simpler to apply.
The rest of this paper is organized as follows: In Section 2, we describe the degenerate kernel method with piecewise linear interpolation with respect to the variable u on Problem (1). Convergence of the method and its rate are discussed in Section 3. Some notes on the stability and conditioning of the matrix related to the discussed method are brought in Section 4. In Section 5, we give some numerical results.
Throughout this paper, X denotes the Banach space of continuous functions on the interval [a, b] equipped with essential norm.
Degenerate kernel method
We begin this section by some preliminaries.
Let Y be any Banach space over the complex field C. We denote the space of bounded linear operators from Y into Y by BL(Y ). Let T ∈ BL(Y ). The resolvent set of T is given by
The spectrum of T , denoted by σ(T ), is defined as σ(T ) = C\ρ(T ). The point spectrum of T consists of all λ ∈ σ(T ) such that T − λI is not one-to-one. In this case λ is called an eigenvalue of T . If λ is an eigenvalue of T , then the smallest positive integer l such that ker(T − λI) l = ker(T − λI) l+1 is called the ascent of λ. The dimensions of ker(T − λI) and ker(T − λI) l are called geometric multiplicity and algebraic multiplicity of λ, respectively. If the algebraic multiplicity of λ equals one, then it is called a simple eigenvalue of T . Now we have all necessary definitions to describe the degenerate kernel method.
Define the operators K and M on X as follows:
and
Then
Let n be a positive integer and define h = (b − a)/n. Define the interpolation nodes in the integration interval [a, b] as follows:
where
The functions ℓ i (u) are defined on the interval [a, b], and they are sometimes called hat functions because of the shape of their graphs. Then
Approximate the function x 2 in the interval [a, b] using the piecewise constant functions s n (x) defined as follows:
Here, [.] denotes the floor function, which rounds a real number down to the next integer.
Now define the approximate operators K n and M n on X as follows:
Consider now the following approximate eigenvalue problem on X:
where A n = K n − M n . The rank of the operator A n is finite, so the eigenvalue problem (8) is equivalent to a matrix eigenvalue problem as we show in the following:
If we multiply the Equation (9) by ℓ i (x) and integrate over the interval [a, b] with respect to the variable x, then we obtain the following matrix eigenvalue problem:
Therefore, eigenvalues of the approximate Problem (8) are the eigenvalues of the matrix A = (a i,j ) of order (n + 1), defined as
where δ i,j is 1 if i = j and 0 elsewhere.
Clearly, the matrix A requires the evaluation of the integrals k i,j ; and this must often be done numerically. Therefore, ill-conditioning of the matrix A may be very harmful to the approximation of eigenvalues. However, the condition number of the matrix A can not be determined in general, so we should prevent the bad effects of possible ill-conditioning by choosing reliable algorithms for matrix eigenvalue problems such as the QZ method. In addition, observations show that balancing and scaling of the entries before the starting of any algorithms significantly decrease the condition number of most matrices [7] .
3 Convergence and the rate of convergence Theorem 1 [8] Let Y be a Banach space. Let also T and {T n } ∞ 0 be operators in BL(Y ). Assume that the sequence {T n } converges in norm to T , i.e., T n − T → 0 as n → ∞. Let λ be an isolated point of σ(T ). For each positive ǫ < dist(λ, σ(T )\{λ}), define Λ n := {λ n ∈ σ(T n ) : |λ n − λ| < ǫ}.
Then for n large enough, Λ n = ∅ and if λ n ∈ Λ n , the sequence {λ n } converges to λ.
In order to show that the degenerate kernel method proposed in previous section is convergent, it is enough to show that the operators A and {A n } satisfy conditions of Theorem 1, i.e., they are in BL(X) and {A n } converges in norm to A. The linearity of these operators is obvious. If f is any member in X, then
Therefore, the operator A is bounded. Inequality (12) also holds for the operator A n for each integer n because the kernel k n (., .) is continuous on the compact set [a, b] × [a, b]. Thus, A n is also bounded for every integer n.
For the second part, we do as follows:
In [8, Page 201 ] the convergence of k(., .) − k n (., .) ∞ to zero is proved. Thus, the Inequality (13) shows that A n converges in norm to A. Therefore, Theorem 1 proves that, roughly saying, eigenvalues of matrix A converges to isolated eigenvalues of Eigenproblem (1).
In order to study the rate of convergence, consider the following results from [8] and [9] :
With the assumptions of theorem (1), if λ is a simple eigenvalue of A, then there exists a constant c 1 such that
(for example see [8, Page 201] ).
From the relations (13), (14), and (15), we conclude that the order of convergence in the presented degenerate kernel method is O(h).
Condition number
In this part, we discuss the condition number of the matrix A defined by (11). We note that we do not determine the condition number of A; we just determine an upper bound for it which is more applicable.
The matrix A can be written as
The matrix M is diagonal, so it is easy to check that if M is invertible, i.e., the set of interpolation nodes u i does not contain 0, then
Therefore,
where B = αKM −1 . Although not very practical, there are some discussions about Cond(I − B) in Subsection 2.2.1 of [9] . Inequality (17) suggests this conjecture that the longer the length of the interval [a, b] , the larger the condition number of A. Although the matrix I − B depends on M and its condition number varies as the interval [a, b] varies, our computational observations confirm this conjecture.
Numerical results
Consider Problem (1) with the kernel
2 ), and the constant α = 1. In this section, we solve this problem using the degenerate kernel method, proposed in Section 2. For evaluation of k i,j , the five-points Gauss-Legendre rule is used.
In order to show the convergence, the problem is solved in the interval [−2, 2] for different numbers of interpolation nodes (see Table 1 ). Here, λ(i) and λ n (i) denote the exact and the approximated eigenvalues, respectively. Absolute errors in approximation of two first eigenvalues of the problem show the convergence of the method.
Then we fixed the number of interval partitions n = 100 and changed the interval [a, b] in order to see behaviour of condition numbers. We selected the intervals in a way that interpolation nodes do not coincide zero. The results are brought in Table 2 ; in the first twelve rows, the interval [a, b] is located in one side of the origin. As a result, the value of min u 2 i is either a 2 or b 2 , which is far from zero. Thus, the denominator of Cond(M) is not very small. Hence, Cond(M) can not grow. In this case, as it is seen, Cond(A) is also rather small. However, if the interval [a, b] contains zero (rows 13 and 14 of Table 2 ), the value of min u 2 i is very close to zero. This causes Cond(M) to be very large. In this case also, the Table 2 shows that Cond(A) is proportional to Cond(M). These results strongly confirm our conjecture about dependence of Cond(A) and the interval [a, b]. Table 1 Absolute errors for the first and second greatest absolute eigenvalues. 
