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In this article, we utilize machine learning to dynamically determine if a point on
the computational grid requires implicit numerical dissipation for large eddy sim-
ulation (LES). The decision making process is learnt through a priori training on
quantities derived from direct numerical simulation (DNS) data. In particular, we
compute eddy-viscosities obtained through the coarse graining of DNS quantities
and utilize their distribution to categorize areas that require dissipation. If our
learning determines that closure is necessary, an upwinded scheme is utilized for
computing the non-linear Jacobian. In contrast, if it is determined that closure is
unnecessary, a symmetric and second-order accurate energy and enstrophy preserv-
ing Arakawa scheme is utilized instead. This results in a closure framework that
precludes the specification of any model-form for the small scale contributions of
turbulence but deploys an appropriate numerical dissipation from explicit closure
driven hypotheses. This methodology is deployed for the Kraichnan turbulence
test-case and assessed through various statistical quantities such as angle-averaged
kinetic energy spectra and vorticity structure functions. Our framework thus es-
tablishes a direct link between the use of explicit LES ideologies for closure and
numerical scheme-based modeling of turbulence leading to improved statistical fi-
delity of a posteriori simulations.
Keywords: Turbulence modeling, Machine learning
I. INTRODUCTION
Over the past decade, advances in data collection and increasing access to computational
resources have led to a revolution in the use of data-driven techniques for the solution of
complex inverse problems. One such problem is that of turbulence, the multiscale nature
of which causes extreme computational demands for most practical systems. As a result,
turbulence requires the use multiple modeling approximations for the higher wavenumbers
which remain unsupported by computational degrees of freedom. One such modeling ap-
proach is that of large eddy simulation (LES)1, which attempts to simulate the evolution
of the smaller wavenumbers while the unresolved frequencies are modeled by an algebraic
or differential equation. As such, the basic premise of LES is extendable to many partial
differential equation systems with quadratic non-linearities. The procedure of modeling
these smaller scales is often denoted closure due to insufficient knowledge about higher-
order wavenumber interactions with the coarse-grained system2 and remains vital for the
accurate computation of many applications3–5. From an LES point of view, the closure
problem may be considered to be dominated by commutative errors in the calculation of
the non-linear term as well as the defects associated with commutative errors stemming
from the dynamic term. In this study, we focus on the former.
There are two main schools of thought when it comes to the LES of the Navier-Stokes
equations. The first of these promotes the use of explicit closures. Explicit LES argues
for the utilization of closures in the form of sub-grid models specified as algebraic or dif-
ferential equations for the unresolved scales. These are built on intuitive reasoning of how
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2the losses of coarse graining the Navier-Stokes equations may be incorporated into an LES
deployment. Some of the most notable sub-grid closure strategies are those given by the
eddy-viscosity hypothesis. Within the context of the Navier-Stokes equations, it is generally
accepted that the finer scales are dissipative at the Kolmogorov length scales6 and therefore,
most turbulence models seek to specify a sub-grid dissipation7. Most sub-grid models can be
traced back to the seminal work of Smagorinsky8, where a model was proposed based on the
concepts of an effective eddy-viscosity determined by an a priori specified mixing length
and a k−5/3 scaling recovery for the kinetic energy content in the wavenumber domain.
Similar hypotheses have also been used for two-dimensional turbulence9 (often utilized as
a test-bed for geophysical scenarios, for instance see works by Pearson et al.10,11), for ap-
proximating the k−3 cascade in two-dimensional turbulence and generally have their roots
in dimensional analysis related to the cascade of enstrophy. These models may also be clas-
sified as functional due to the phenomenological nature of their deployment and represent
the bulk of explicit LES turbulence models used in practical deployments. Explicit LES clo-
sures may also be specified through the specification of a low-pass spatial filter to account
for the unresolved scales12–15 where phenomenology is bypassed but ansatz are provided
for the bulk dissipative nature of the smaller scales through the control of a characteristic
filter-width. In either scenario, (i.e., whether structural or functional), the choice of the
phenomenology (or dissipation control parameter) plays a key role in the successful calcu-
lation of accurate a posteriori statistics. In contrast, the implicit LES (or ILES) approach
utilizes numerical dissipation to model the unresolved scales in a turbulent flow16–18. In
essence, the predominantly dissipative effects of the smallest scales are replicated through
an artificial numerical dissipation via a biased discretization used in the calculation of the
non-linear advective term19,20. The ILES approach is popular due to reduced algorithmic
complexity and represents a union of turbulence modeling and shock capturing mechanisms
but is often criticized due to the difficulties involved in quantifying the correct amount of
dissipation in a turbulent flow evolution. This results in ILES methods often proving robust
and stable but overly dissipative. In this work, we propose a machine learning algorithm
to enable selective dissipation within an ILES deployment through the use of explicit LES
concepts during the training of the learning framework.
The past few years have seen a rapid increase in the use of data-driven techniques for
the spatio-temporal modeling of dynamical systems21–36. When it comes to turbulence,
some widely used strategies for inference include symbolic regression37–39, where func-
tional model-forms for Reynolds-averaged Navier-Stokes (RANS) deployments were gen-
erated through evolutionary optimization against high-fidelity data. Other techniques in-
corporating Bayesian ideologies have also been used, for instance by Xiao et al.40 where an
iterative ensemble Kalman method was used to assimilate prior data for quantifying model
form uncertainty in RANS models. In Wang et al.41,42 and Wu et al.43, random-forest
regressors were utilized for RANS turbulence-modeling given direct numerical simulation
(DNS) data. In Singh and Duraisamy44 and Singh et al.45, an ANN was utilized to pre-
dict a non-dimensional correction factor in the Spalart-Allmaras turbulence model through
a field-inversion process using experimental data. Bypassing functional formulations of a
turbulence model (a focus of this study) was also studied from the RANS point of view
by Tracey et al.46. Ling and Templeton47 utilized support vector machines, decision trees
and random forest regressors for identifying regions of high RANS uncertainty. A deep-
learning framework where Reynolds-stresses would be predicted in an invariant subspace
was developed by Ling et al.48. Machine learning of invariance properties has also been
discussed in the context of turbulence modeling49. The reader is directed to a recent review
by Duraisamy et al.50, for an excellent review of turbulence modeling using data-driven
ideas.
As shown above, the use of data-driven ideologies and in particular artificial neural net-
works (ANNs) has generated significant interest in the turbulence modeling community
for addressing long-standing challenges (also see51–55 for recent progress). One motivation
for the popularity of ANNs is that a multilayered ANN may be optimally trained to uni-
versally approximate any non-linear function56. In addition, the deployment of ANNs is
3amenable to integration within existing computational frameworks. Greater accessibility
to data and ever-improving computing capabilities has also motivated the development of
advanced ANN architectures for large-scale learning of complicated physical phenomena
such as turbulence. Within the context of LES (and associated with the scope of this pa-
per) there are several investigations into sub-grid modeling using data-driven techniques.
In one of the first studies of the feasibility of using learning from DNS based high-fidelity
data, Sarghini et al.57 utilized ANNs for estimating Smagorinsky model-form coefficients
within a mixed sub-grid model for a turbulent channel flow. ANNs were also used for wall-
modeling by Milano and Koumotsakos58 where it was used to reconstruct the near wall field
and compared to standard proper-orthogonal-decomposition techniques. An alternative to
ANNs for sub-grid predictions was proposed by King et al.59 where a priori optimiza-
tion was utilized to minimize the L2-error between true and modeled sub-grid quantities
in a least-squares sense using a parameter-free Volterra series. Maulik and San60 utilized
an extreme-learning-machine (a variant of a single-layered ANN) to obtain maps between
low-pass spatially filtered and deconvolved variables in an a priori sense. This had impli-
cations for the use of ANNs for turbulence modeling without model-form specification. A
more in-depth investigation was recently undertaken by Fukami et al.61 where convolutional
ANNs were utilized for reconstructing from downsampled snapshots of turbulence. Maulik
et al.62 also deployed a data-driven convolutional and deconvolutional operation to obtain
closure terms for two-dimensional turbulence. Gamahara and Hattori63, utilized ANNs for
identifying correlations with grid-resolved quantities for an indirect method of model-form
identification in turbulent channel flow. The study by Vollant et al.64 utilized ANNs in
conjuction with optimal estimator theory to obtain functional forms for sub-grid stresses.
In Beck et al.65, a variety of neural network architectures such as convolutional and re-
current neural networks are studied for predicting closure terms for decaying homogeneous
isotropic turbulence. A least-squares based truncation is specified for stable deployments
of their model-free closures. Model-free turbulence closures are also specified by Maulik
et al.62,66 and Wang et al.67, where sub-grid scale stresses are learned directly from DNS
data and deployed in a posteriori assessments. King et al.68 studied generative-adversarial
networks and the LAT-NET69 for a priori recovery of statistics such as the intermittency of
turbulent fluctuations and spectral scaling. A detailed discussion of the potential benefits
and challenges of deep learning for turbulence (and fluid dynamics in general) may be found
in the article by Kutz70.
While a large majority of the LES-based frameworks presented above utilize a least-
squares error minimization technique for constructing maps to sub-grid stresses directly
for theoretically optimal LES71–73, this work is novel in that it utilizes sub-grid statistics
(pre-computed from DNS data) to train a classifier. This classifier determines whether
a location requires dissipation or not through a priori experience in the learning phase.
Once classified, the non-linear term at this particular point is evaluated using one of two
schemes. If it is determined that the point requires no sub-grid closure, a symmetric and
second-order accurate, energy and enstrophy conserving Arakawa-scheme74 is utilized for the
non-linear term computation. If dissipation is necessary, an upwinding scheme is utilized
instead. Therefore this study may be interpreted as a machine learning framework for
devising hybrid schemes for non-linear term computation with a view to reconstructing
turbulence statistics in a superior fashion. Therefore, this study is similar to that employed
by Ling and Kurzawski75 for adaptively determining RANS corrections. We note that the
classification framework devised in this study is also deployed in an aligned work to switch
between functional and structural explicit LES hypotheses spatio-temporally76 thus proving
that high-fidelity DNS statistics may be qualitatively utilized to inform modeling strategies
through conditional probability predictions. The article shall describe how the proposed
framework is effective in moderating the larger dissipation of an upwinded-scheme through
assessments on the Kraichnan turbulence test-case.
4II. TURBULENCE MODELING EQUATIONS
The governing equations for two-dimensional turbulence are given by the Navier-Stokes
equations in the vorticity-stream function formulation. In this formulation, our non-
dimensional governing equation for incompressible flow may be represented as
∂ω
∂t
+ J(ω, ψ) =
1
Re
∇2ω, (1)
where Re is the Reynolds number, ω and ψ are the vorticity and stream function respectively
connected to each other through the Poisson equation given by
∇2ψ = −ω. (2)
It may be noted that the Poisson equation implicitly ensures a divergence-free flow evolution.
The non-linear term (denoted the Jacobian) is given by
J(ω, ψ) =
∂ψ
∂y
∂ω
∂x
− ∂ψ
∂x
∂ω
∂y
. (3)
The stream function and the two-dimensional velocity components are related as
u =
∂ψ
∂y
, v = −∂ψ
∂x
. (4)
A reduced-order implementation of the aforementioned governing laws (i.e., an LES) is
obtained through
∂ω¯
∂t
+ J(ω¯, ψ¯) =
1
Re
∇2ω¯, (5)
where the overbarred variables are now evolved on a grid with far fewer degrees of freedom.
Due to the reduction in supported frequencies, the non-linear Jacobian fails to capture inter-
eddy interactions at different wavenumbers. If it is assumed that the finer scales of vorticity
are generally dissipative in nature for two-dimensional turbulence (based on Kraichnan’s
cascade of enstrophy77), dissipative models may be embedded into the coarse-grained evo-
lution of the vorticity evolution equation to recover some portion of the effect of the finer
scales. Explicit LES closures embed dissipation into the vorticity evolution in the form of
eddy-viscosity phenomenology or through structural arguments of scale-similarity. However
ILES manipulates the computation of the non-linear Jacobian term to add numerical dissi-
pation to mimic that of the unresolved frequencies. The latter framework, while numerically
robust, suffers from difficulties associated with directed dissipation where it is often very
easy to be over-dissipative in regions where sub-grid dissipation may not be as pronounced.
In this article, we introduce a hybrid ILES framework that focuses upwinding at areas where
high probability of sub-grid dissipation necessity is detected.
III. NON-LINEAR JACOBIAN COMPUTATION
The study utilizes two types of non-linear term computation schemes. Our first choice is
symmetric, second-order accurate and conserves energy and enstrophy to minimize numeri-
cal dissipation. This is given by the well-known second-order Arakawa scheme74 as detailed
below. The non-linear term in Equation 5 may be numerically calculated on a coarse grid
using
JA(ω¯, ψ¯) =
1
3
(
J1(ω¯, ψ¯) + J2(ω¯, ψ¯) + J3(ω¯, ψ¯)
)
(6)
5where JA(ω¯, ψ¯) will henceforth refer to the Arakawa discretization. The individual terms
on the right hand side of the above equation are given as
J1(ω¯, ψ¯) =
1
4∆x∆y
[
(ω¯i+1,j − ω¯i−1,j)(ψ¯i,j+1 − ψ¯i,j−1)
−(ω¯i,j+1 − ω¯i,j−1)(ψ¯i+1,j − ψ¯i−1,j)
]
,
(7)
J2(ω¯, ψ¯) =
1
4∆x∆y
[
ω¯i+1,j(ψ¯i+1,j+1 − ψ¯i+1,j−1)
−ω¯i−1,j(ψ¯i−1,j+1 − ψ¯i−1,j−1)− ω¯i,j+1(ψ¯i+1,j+1 − ψ¯i−1,j+1)
+ω¯i,j−1(ψ¯i+1,j−1 − ψ¯i−1,j−1)
]
,
(8)
J3(ω¯, ψ¯) =
1
4∆x∆y
[
ω¯i+1,j+1(ψ¯i,j+1 − ψ¯i+1,j)
−ω¯i−1,j−1(ψ¯i−1,j − ψ¯i,j−1)− ω¯i−1,j+1(ψ¯i,j+1 − ψ¯i−1,j)
+ω¯i+1,j−1(ψ¯i+1,j − ψ¯i,j−1)
]
.
(9)
The aforementioned scheme is utilized when our proposed classifier recognizes that no dis-
sipation is necessary.
A numerically dissipative computation of the non-linear term allows for that stabilization
of noise accumulation at the grid cut-off wavenumbers. Although there are many different
methodologies for upwind based dissipation with varying degrees of complexity, in this
article, we utilize a conventional upwind-biased scheme as detailed in the following78. Our
ILES Jacobian is computed as
JI(ω¯, ψ¯) =u¯i,j
ω¯i+1,j − ω¯i−1,j
2∆x
+
1
2
(u¯+ω¯−x + u
−ω¯+x )
+ v¯i,j
ω¯i,j+1 − ω¯i,j−1
2∆y
+
1
2
(v¯+ω¯−y + v¯
−ω¯+y ),
(10)
where
u¯− = min(u¯i,j , 0), u¯+= max(u¯i,j , 0), (11)
v¯− = min(v¯i,j , 0), v¯+ = max(v¯i,j , 0). (12)
In addition,
ω¯−x =
ω¯i−2,j − 3ω¯i−1,j + 3ω¯i,j − ω¯i+1,j
3∆x
,
ω¯+x =
ω¯i−1,j − 3ω¯i,j + 3ω¯i+1,j − ω¯i+2,j
3∆x
,
ω¯−y =
ω¯i,j−2 − 3ω¯i,j−1 + 3ω¯i,j − ω¯i,j+1
3∆y
,
ω¯+y =
ω¯i,j−1 − 3ω¯i,j + 3ω¯i,j+1 − ω¯i,j+2
3∆y
.
(13)
Note that velocity components are recovered using
u¯i,j =
ψ¯i,j+1 − ψ¯i,j−1
2∆y
v¯i,j = − ψ¯i+1,j − ψ¯i−1,j
2∆x
,
(14)
6where the second-order accurate reconstruction of the velocity leads to overall second-order
accuracy for non-linear Jacobian reconstruction using the upwinded procedure outlined
above. We also note that our Poisson equation given by Equation 2 is solved using a
spectrally-accurate scheme.
With the choice of one of the two aforementioned schemes, a point in space-time may or
may not have an artificial dissipation imparted to it numerically. However, we mention the
caveat that switching between these two schemes would mean that the kinetic energy and
enstrophy preserving property of the Arakawa scheme is lost.
IV. MACHINE LEARNING FOR SCHEME SELECTION
We now discuss the procedure of utilizing DNS data for learning to classify one of the two
dissipation scenarios. Of these two options, one is given by the choice of the Arakawa scheme
and the other by our upwinded computation of the Jacobian (i.e., when the classification
framework has determined that the point does not require sub-grid dissipation or vice-versa
respectively). This switching between scenarios is spatio-temporally dynamic. We proceed
by outlining our training strategy through the utilization of DNS data. Five equidistant
snapshots of DNS data at Re = 32000 (i.e., at t = 0, 1, 2, 3, 4) and at N2 = 20482 degrees of
freedom (from 40000 available snapshots) are utilized to compute the grid-filtered variables
(denoted FDNS) (at N2 = 2562 degrees of freedom) through the application of a spectral
cut-off filter. Perfect closure values
Π = J(ω¯, ψ¯)− J(ω, ψ) (15)
are then obtained (the reader is directed to66 for details related to the calculation of these
quantities). Note here, that the Kraichnan turbulence problem is transient with the evo-
lution of vorticity represented in Figure 1 representing different closure needs over time
evolution.
We proceed by introducing the a priori eddy-viscosity given by
νae =
Π
∇2ω¯ (16)
where the right-hand side of the above equation may be calculated from DNS snapshots.
The a priori eddy-viscosity is centered at zero (corresponding to where closure modeling is
unnecessary) and spreads out in the negative and positive directions (a hallmark of isotropic
turbulence). We segregate this a priori estimate of sub-grid effects into three categories as
follows. The a priori eddy-viscosities calculated from the DNS data are compared with a
Gaussian distribution where values lying less than a distance of 1% of the standard-deviation
from the mean (which is zero) are labeled as those requiring no dissipation (due to the low
strength of the a priori eddy-viscosity). For posterity, we label these points as k = 1.
Positive values lying beyond this range are labeled as those requiring sub-grid dissipation
and are labeled k = 2. Negative values less than 1% of the standard-deviation are also
considered to require no dissipation and are labeled k = 3. This three-category segregation
stems from a learning hypothesis that seeks to identify regions in a flow evolution that
require structural, functional or no-closure modeling hypothesis. We link labels of negative
or nearly-zero eddy-viscosities to the Arakawa classification and positive eddy-viscosities to
the upwinded classification. The positive eddy-viscosity prediction would indicate that the
sub-grid term at a point is predominantly dissipative in nature at which point the numerical
dissipation of the upwinded scheme would be utilized. We note here that the concept of
an a priori eddy-viscosity lies firmly within the explicit LES hypothesis. The classifier is
therefore instrumental in moderating ILES deployments through a decision making process
that recognizes the dissipative (or forcing) nature of the sub-grid quantities.
We note that the choice of 1% as the decision parameter for switching between hypothesis
is motivated by a sensitivity study that showed the highest classification accuracy for the
ANN framework. Larger choices of this hyper-parameter would result in a classifier that
7FIG. 1. Time evolution of the Kraichnan turbulence case with DNS (N2 = 20482) contours for
vorticity of t = 1 (top-left), t = 2 (top-right), t = 3 (bottom-left), t = 4 (bottom-right). One can
discern the dissipation of vorticity as the system evolves.
would be prone to classify most points in the ‘no-model’ zone. However, we clarify that the
choice of this value is also correlated with the architecture of the ANN. A potential exten-
sion of the proposed hypothesis is to combine architecture search algorithms with varying
value of the decision hyper-parameters for larger classification accuracies. In addition, the
three-category framework is derived from an aligned study76 where sub-grid models are
determined according to negative, positive and nearly-zero a priori eddy-viscosities and
utilizes the same learning. This enables use to determine a unified framework for switching
between turbulence model hypotheses as well as numerical dissipation scenarios. However,
we would like to emphasize that, for the purpose of switching between the Arakawa and
upwinded Jacobian computation, a simple two-class framework would also suffice.
A one-hot labeling of our eddy-viscosity classes is utilized for a classification deployment
and a schematic for this hypothesis segregation and labeling is shown in Figure 2. The labels
indicate the conditional probability of a point belonging to each possible class. As such, the
training labels are given by a value of 1 for the particular class that a point belongs to and
zeros for other choices. This is because there is no ambiguity in the class a training sample
8belongs to. Each label for the a priori eddy-viscosity is also associated with a corresponding
input kernel of grid-resolved quantities. This kernel is given by a local stencil of vorticity
and stream function. There are 9 inputs each for vorticity and stream function given by a
query of the field quantity at a point on the coarse grid, 4 adjacent points in each dimension
(x, y) and the 4 diagonally adjacent points. Each sample of our training data thus consists of
18 inputs of vorticity and stream function and outputs given by one-hot labels for the choice
of closure modeling strategy. We then utilize an ANN to establish a relationship between
these inputs and outputs. Mathematically, if our input vector P resides in a P -dimensional
space and our desired output Q resides in a Q-dimensional space, this framework establishes
a map M as follows:
M : {P1,P2, . . . ,PP } ∈ RP → {Q1,Q2, . . . ,QQ} ∈ RQ. (17)
Accordingly, the framework utilized in this article leads to the following relation:
M : {p} ∈ R18 → {P (q|p)} ∈ R3, (18)
where
pi,j = {ω¯i,j , ω¯i,j+1, ω¯i,j−1, . . . , ω¯i−1,j−1,
ψ¯i,j , ψ¯i,j+1, ψ¯i,j−1, . . . , ψ¯i−1,j−1}
(19)
is our input vector for each query of the machine learning framework and where
P (q|p)i,j = {P (Jk(ω¯, ψ¯)i,j |pi,j)}, (20)
is the conditional probability of a Jacobian computation (given by a connection to the
explicit closure hypothesis). Note that i, j refer to the spatial indices on the coarse-grid
(i.e., the point of deployment). The indices k = 1 and k = 3 refer to the Arakawa non-
linear Jacobian computation and k = 2 refers to the upwinded computation instead (see
Figure 2). Our optimal map M is then trained by minimizing the categorical cross-entropy
loss-function
E(w) = −
N∑
n=1
K∑
k=1
{tnk log(ynk) + (1− tnk) log(1− ynk)}, (21)
where w are the variable weight and bias parameters of the network, N refers to the total
number of samples and K = 3 is the total number of classification scenarios (i.e., negative,
positive or nearly-zero a priori eddy-viscosities). Here, tnk refers to the true label of class
k and sample n and ynk refers to a corresponding prediction of the learning framework.
One-hot encoding ensures that tnk values are always binary
79 and the outputs of the ANN
may be interpreted as conditional-probabilities. Our optimal architecture is given by five
40-neuron hidden layers (obtained via grid-search hyper-parameter tuning). All hidden
layers utilize ReLU units to impart non-linearity to the layer-wise transformations. For
reference, our architecture is trained using the open-source deep learning software Tensor-
flow and is optimized with the use of ADAM, a popular gradient-descent based optimizer80.
Figure 3 shows the progress to convergence for our framework with our optimally trained
network displaying approximately 79% accuracy in classifying points to their correct labels.
To summarize this section, we train a deep ANN to estimate probabilities of negative, pos-
itive or nearly-zero eddy-viscosities which are utilized to decide the choice of the Jacobian
computation. We clarify that the decision to deploy a particular hypothesis is obtained by
utilization of the classification scenario which has the highest conditional probability.
V. RESULTS
A. A posteriori deployment
In this section, we detail the results from an a posteriori deployment of the classification
framework (denoted ML henceforth) for the Kraichnan test-case. In the LES evolution
9FIG. 2. Hypothesis segregation and one-hot labeling for our proposed framework. The learning
predicts conditional probabilities for the three segregated a priori eddy-viscosity classes which are
utilized for Jacobian calculation decisions spatio-temporally.
of the problem, a considerably coarser grid is used (at N2 = 2562). We remark that
the forward deployment of our framework needs to overcome the challenge of numerical
errors and is a robust test of the generalizability and robustness of our learning. Our
LES results are assessed using angle-averaged kinetic energy spectra and through structure
functions of vorticity. In addition, qualitative comparisons are also provided through visual
examinations of the vorticity contours. We remark that the LES deployment is performed
from t = 0 to t = 4 which spans the training regime data obtained from DNS. In what
follows we note that DNS refers to a high-fidelity evolution of the governing equations (i.e.,
at N2 = 20482 degrees of freedom), UNS refers to results obtained using the Arakawa
scheme alone and ILES refers to a simulation where the non-linear Jacobian at all points in
space and time are upwinded. Figure 4 shows the a posteriori performance of the proposed
framework at Re = 32000 in terms of energy spectra predictions. The reader may find
an exact definition of the kinetic-energy spectra in Maulik and San81. We note that the
training data was obtained for the same Reynolds number as well. The prediction of the
proposed framework is seen to agree remarkably well with DNS. It is apparent that the
switching of schemes using the classifier has obtained an optimal balance between both
techniques.
Vorticity contours for LES resolution assessments are shown in Figure 5, where it is appar-
ent that the proposed framework optimally balances the energy-conserving and dissipative
natures of the Arakawa and upwinded schemes respectively. This is verified by qualitative
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FIG. 3. Learning rate and convergence of our classification framework training. 2000 epochs were
sufficient for converged validation loss.
examination with FDNS contours obtained by spectrally filtering the DNS snapshot for
Re = 32000 at t = 4.
A second statistically significant quantity of interest studied in this investigation is the
vorticity structure function82 given by
Sxω = 〈|ω(x+ r, y)− ω(x, y)|2〉 (22)
Syω = 〈|ω(x, y + r)− ω(x, y)|2〉, (23)
where the angle-brackets indicate ensemble averaging and x, y indicate a position on the
grid with r being a certain distance from this location. Figures 6 and 7 show the structure
functions obtained from a posteriori deployments of the UNS, ILES and ML frameworks
compared against those obtained from the final time FDNS snapshot. It is clear that the
proposed framework balances between UNS and ILES deployments well to recover appro-
priate trends. We can thus claim that our learning is appropriate for hybrid deployments
of dissipative and conservative frameworks for two-dimensional turbulence. Before moving
on, we would like to point out to the reader here that the proposed methodology for clo-
sure does not require any post-processing prior to deployment in the forward simulation as
utilized in several data-driven turbulence modeling studies65,66.
B. Validation of learning
In this section, we proceed with a rigorous validation of our learning for deployment in
regimes that are not a part of the training data. This is to ensure that the framework
has truly learnt a classification based on the underlying physical hypothesis used for data
11
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FIG. 4. The a posteriori performance of proposed framework (ML) for Re = 32000 and at t = 4
in terms of angle-averaged kinetic energy spectra. Comparisons with DNS, the Arakawa scheme
(UNS) and the upwinded scheme (ILES) show that ML provides directed dissipation adequately.
segregation and is not memorizing data. This ensures that our classifier can be used in a
more generalizable fashion. Figure 8 shows kinetic energy spectra obtained from the forward
deployment of the ML framework for a Re = 64000 which represents a classification task
that the framework has not previously seen (although the physics of the test-case remains
similar). As observed, the proposed method performs quite well in this out-of-training data
range as well. We note that a similar resolution (N2 = 2562) is utilized for this deployment.
In contrast, Figure 9 shows the performance of the ML technique for a reduced resolution
of N2 = 1282 but utilizing the same Reynolds number of 32000. The kinetic energy spectra
show a successful stabilization of the flow evolution at this reduced resolution although
some forcing to the large scales is observed. This suggests that the classification framework
may be improved by sampling from different resolutions.
VI. CONCLUDING REMARKS
In this article, we have proposed a neural network based classifier that enables us to
take decisions on the choice of non-linear term computation in the LES evolution of the
Kraichnan turbulence test-case. The classifier outputs conditional probabilities for the
presence (or absence) of eddy-viscosities within three different ranges during deployment and
is used to switch between the Arakawa and upwind computation of the non-linear Jacobian
for a hybrid upwinded deployment that optimally directs dissipation on the coarse-grained
flow field. Our machine learning framework is trained by calculating a priori eddy-viscosities
which are projected onto a Gaussian distribution and segregated into three categories. Each
category is devised to capture a unique behavior of the underlying sub-grid terms with
12
0 2 4 6
x
0
1
2
3
4
5
6
y
0 2 4 6
x
0
1
2
3
4
5
6
y
0 2 4 6
x
0
1
2
3
4
5
6
y
0 2 4 6
x
0
1
2
3
4
5
6
y
−25.00 −19.44 −13.89 −8.33 −2.78 2.78 8.33 13.89 19.44 25.00
FIG. 5. Contours for the vorticity at LES resolution and at t = 4. In the top-left, we have
predictions from the ML approach. The top-right field has been obtained using ILES, the bottom-
left field is obtained from UNS and the bottom right shows FDNS contours obtained by spectral
cut-off filtering of DNS.
negative and nearly-zero eddy-viscosity classes signifying absence of sub-grid dissipation. An
optimally trained classifier is then utilized to identify if a point requires sub-grid dissipation
based on if it is placed in the positive eddy-viscosity category. If so, the upwind Jacobian
is calculated for imparting numerical dissipation.
We perform a posteriori assessments on the Kraichnan turbulence test-case through sta-
tistical quantities such as the angle-averaged kinetic energy spectra and the vorticity struc-
ture functions. It is observed that the proposed framework is successful in balancing the
dissipative nature of the upwind scheme and the energy-conserving Arakawa scheme to give
excellent agreement with DNS statistics. Validation for out-of-training regimes also indicate
that the framework is able to learn the link between grid-resolved quantities at a coarse
resolution and the nature of the sub-grid forcing.
Our conclusions therefore point toward the possibility of using classifiers for the unified
deployment of numerical schemes with varying dissipation through the decision making
process described above. A key strength of our hypothesis stems from the fact that an
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FIG. 6. A posteriori vorticity structure functions in x direction of our proposed framework (ML),
the Arakawa scheme (UNS) and the upwind scheme (ILES) with statistics obtained from an FDNS
snapshot at t = 4. It is apparent that the ML method stabilizes the UNS result optimally.
ILES deployment is moderated by concepts drawn from the explicit LES ideology (i.e., that
of an a priori eddy-viscosity). The successful deployment of our method thus points towards
the possibility of deploying directed numerical dissipation that preserves the statistics of
turbulence without sacrificing the shock-capturing ability of many non-oscillatory schemes.
Our future work lies in that particular direction.
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