Abstract. various papers and conferences about EEG data can be found at present. There are various feature extraction methods reviewed oversimplified in section one, such as zerocrossing, low zero-crossing rates, coherence analysis, subspace methods, the mean absolute amplitude, standard variance, kurtosis and so on. The feature extraction methods such as self-produced mother wavelet feature extraction method, best basis-based wavelet packet entropy feature extraction, empirical mode decomposition and non-linear feature extraction using correlation dimension and Hurst exponent are detailed introduced in section two. Those feature extraction methods are complex and limited, which often used in some specific fields. In this paper, a new feature extraction is proposed named incremental value, which considers the changes in brain waves. Next LDA and classification tree are used to analyze the results of feature extraction and to predict with unequal memory error compared with the feature extraction methods, such as mean absolute amplitude, standard variance and kurtosis. The method that we proposed is concise and accurate than other methods.
(HOSA) [11] , short time fourier transform (STFT) [12] , the wavelet transform, matching pursuits (MP) [13] , entropy measures and Lyapunov exponents and so forth [14] [15] . After introducing the feature extraction, we will introduce some commonly used classification methods. Once feature extraction finished, we will use classification to evaluate the effect of feature extraction [21] . We usually use the following method to classify. The first is neural network (NN) classification or artificial neural networks (ANN) is proposed as the result of attempts to understand how the human brain learns and solves problems [1] . Using several neurons in conjunction, ANNs becoming capable of modeling very complex nonlinear systems are suitable for EEG data [16] . The second is self-organising maps (SOM) or Kohonen maps used in analysis and visualizing high dimensional data [17] . The third is linear discriminant analysis (LDA) known as fishers Linear Discriminant analysis, which is simple to implement, to interpret and generally works well in classifying linearly separable data [18] . The fourth is hidden Markov model (HMM) used in analysis non-stationary signals [19] . The fifth is fuzzy classification proposed by Zadeh in 1965 which can be effectively integrated with other classification systems for better performance [20] . In addition to the above methods, there are combined classifiers and classification tree. In this paper, linear discriminant analysis (LDA) and classification tree are used for analysis the results of feature extraction and prediction whether the subjects remember. The following is a flow chart of EEG feature extraction.
This paper is organized as follow: in section two, the state of the art about the advanced feature extraction method were introduced. In section three, a new feature extraction method will be proposed. Then an experiment is described detailed. Next is the conclusion and future work. Finally the results are depicted. 
II. State of the art
The former section introduced the various foundation feature extraction methods oversimplified. In this section some major and novel feature extraction methods are exhaustively introduced, including self-produced mother wavelet feature extraction method, best basis-based wavelet packet entropy feature extraction, empirical mode decomposition and nonlinear feature extraction using correlation dimension and hurst exponent. The following is the summary of the four feature extraction methods. [24] . The method based on the concept of Continuous Wavelet Transform compute the correlation coefficients between the wavelet and the EEG signal, and the correlation coefficients are employed as the features. The following is the definition:
2) Where c is the correlation coefficient, C ℎ is the threshold we set, w is the wavelet; E is the EEG signal segment we want to classify. Moreover, n and m are the number of samples of EEG segment and the wavelet respectively. According to above parameters, we can get a feature vector C. This method often used in motor imagery brain-computer interface and it is better than variance and FFT methods.
B. best basis-based wavelet packet entropy
Secondly, the paper named Best basis-based wavelet packet entropy feature extraction and hierarchical EEG classification for epileptic detection was written by Deng Wang, Duoqian Miao, Chen Xie, which was published in Expert Systems with Applications in 2001. He proposed the feature extraction method best basis-based wavelet packet entropy feature extraction. The procedure of feature extraction is introduced in following detailed presented in [25] .
(1) Select a wavelet function W and specify the decomposition level L. (2) Calculate the sample mean SM. 6) Compare the entropy of a parent node E i,k with the sum of the entropy of two child nodes
, then replace Bl+1,2k−1 and Bl+1,2k by Bl,k in B; else set Ei,k = (El+1,2k−1+El+1,2k), i.e., assign the sum of the childrens entropy to the parent node. (7) Repeat (6) for the next higher level until the root is reached. (8) Select a sample from training set. (9) Decompose the sample to L using W. (10) Calculate wavelet coefficients in the corresponding best basis B. (11) Calculate Max, Min, Mean and Standard deviation of the wavelet coefficients to form a 4-dimension feature. (12) Repeat steps (8) to (11) for all samples. Where this method is was successfully applied to EEG signals for the epileptic detection. When used in this memory EEG data, we should revised the method.
C. empirical mode decomposition
Thirdly, Feature extraction and recognition of ictal EEG using EMD and SVM published in Computers in Biology and Medicine in 2013, which was written by Shufang Li, Weidong Zhou who are the person in school of information science and engineering, Shandong University, Jinan, China. They presented a novel method for feature extraction and recognition of ictal EEG using EMD and SVM. Empirical mode decomposition (EMD) technique is to decompose a signal automatically into a set of the band-limited functions named Intrinsic Mode Functions, which in the whole data set, the number of extreme points and the number of zero crossings must either equal or differ at most by one, and at every point, the mean value of the envelopes defined by local maxima and local minima is zero [26] . EMD can separate a segment of EEG signal x(t) into n IMFs and r, which is reconstructed as a linear combination:
In the paper, they said that the main features of the ictal EEG are closely related to the first five IMFs, and IMF1CIMF5 of each EEG segment are used to extract the EEG features. And they defined the coefficient of variation for one IMF:
where is the variation and is the mean. 
D. non-linear feature extraction using correlation dimension and hurst exponent
Last but not the least, EEG non-linear feature extraction using correlation dimension and Hurst exponent written by Shujuan Geng and Weidong Zhou, published in Neurological Research which is a journal of progress in Neurosurgery, Neurology and Neurosciences. They proposed non-linear feature extraction using correlation dimension and Hurst exponent in the paper. The correlation dimension (CD) was delimited as follow [27] :
Where i=1,2,,N-(m-1), X(i) is the phase space vectors. Presume x to be a data sequence containing N data points, where x = [x(1),x(2),,x(N)]. is the time lag and m is the embedding dimension. Then they computed the correlation integral C(r):
Where the r is the radial distance around each reference point X(i), M is the number of data points in phase space, X(i) and X(j) are phase space vectors, (x) the Heaviside step function. According to the above statements, the CD is proposed:
This paper proposed that The Hurst exponent (H) was used to evaluate the presence or absence of long-range dependence and its extent in a time series Where C(r) is the correlation integral. The Hurst exponent was shown as following: where x n ̅̅̅ the mean of x i , R(n) is the range, S(n) is the sample standard deviation of n points, S(n)2 is the variance of n points, H is called the Hurst exponent.
In this paper the authors calculated CD and Hurst exponent to extract non-linear features of EEG signals. Then they compared epileptic EEG and interictal EEG. They said that the CD could quantify the complexity levels of the epileptic EEG and interictal EEG signals. And the Hurst exponent is used to evaluate the presence or absence of long range dependence and its degree in a time series. So the nonlinear parameters such as CD and Hurst exponent can help interpret epileptic EEG and interictal EEG. The former are just a brief overview about feature extraction in EEG data. There are so many EEG feature extraction methods have not been covered in this paper.
III. A new feature extraction method
Wherever Times is specified, Times Roman or Times New Roman may be used. If neither is available on your system, please use the font closest in appearance to Times. Avoid using bit-mapped fonts if possible. True-Type 1 or Open Type fonts are preferred. Please embed symbol fonts, as well, for math, etc. Before propose the new feature extraction method, we will define this problem. In this paper, we take the most commonly used standard electrode placement method, which is 10 to 20 system electrode. Definition 2: The EEG data that we collected will be stored in a three-dimensional array Am * n * k. where m represents the number of times each participated subjects in the experiment, n stands for the position of the electrode cap which is the value i in definition 1, k represents the time axis.
Definition 3: The i-th electrode collected signal in the t-minute is expressed as Xit.where i = 1,2,...19,20. Where t = 1,2,...,k − 1,k.
Definition 4: The subject will get a test data in each experiment. The difference between test data and the true value is called memory error presented by ξ , where ξ is a real number.
The method that we proposed is named incremental value method. In mathematical, incremental value presents the variety of a set data, and stands for the manner and extent of changes in a data set. Therefore, the incremental value can better reflect the manner and extent of EEG Changes. The detailed defined as follows.
Where xi is presented the feature extraction of the i-th electrode cap, X(it) the i-th electrode collected signal in the t-minute, t represents the time axis, i stands for the position of the electrode cap which is the value i in definition 1.
After extracting EEG feature, we dropped data Am * n * k from the three-dimensional to the two-dimensional. That is, we removed the time dimension. We use Am * (n−1) presented, which defined as follows:
Where x stands for the ith electrode cap obtained value through incremental value feature extraction methods in the jth experiment. Where m represents the number of times each participated subjects in the experiment, n stands for the position of the electrode cap which is the value i in definition 1. The following is the main idea of the algorithm with R language. is the summation of the matrix by columns in matrix * }} 9. Then each column will be composed of a matrix named * by columns 10. ϵ is the subjects experimental error, where ϵ =E-F. 11. set a threshold δ 12. if ϵ<=δ ,the objects momeried 13. else the objects did not memory 14. Divide the data set to training data and testing data. 15. Use the classification method LDA and classification tree to classify in training data.
And then predict with the testing data
When the feature extraction is finished, linear discriminant analysis (LDA) and classification tree are used for analysis the results of feature extraction and prediction whether the subjects have been remembered. Fishers classical linear discriminant analysis (LDA) is still one of the most widely used techniques for data classification. For two normal distributions with common covariance matrix γ and different means 1 and mean 2, LDA classifier achieves the minimum classification error rate [22] . Classification trees have become increasingly important due to their conceptual simplicity and their computational efficiency [23] .
IV. Experiment and results

A. experiment
The experiment was designed by department of psychology university of Oregon United State.
We will introduce this experiment in detailed. figure 3 .1 is the memory screen sustained 250 milliseconds. During this time the subjects should keep in mind the direction of the black line inside the black circle. In next 1250 milliseconds the center figure is emerged in which the slash is disappeared and the black circle is sustained. When the center black point becomes white, the subject should draw the slash just like the slash in left figure according the memory. The above is a detailed process of the experiment. A subject should complete the experiment 960 times. And there is a 1500 milliseconds blank screen between the neighboring two trails.
During the experiment we should acquire the signal every 4 milliseconds. We storage the collected signals in a three-dimensional array A 960 * 20 * 751 . 960 represents the times of experiments each subject. 20 is the electrode cap. 751 is the time axis. For example A ,2 * 1 * 1 is the signal value of PO3 at the first timestamp in the second experiment.
B. results
In this paper we have not discussed the pre-proposing about the collected signals. Figure 4 .5 is the accuracy rate of using LDA classification to predict with unequal memory error . Figure 4 .6 is the accuracy rate of using classification tree to predict with unequal memory error ε. The results of feature extraction with incremental value are compared with the mean absolute amplitude, standard deviation/variance and kurtosis in figure 4.5 and figure 4.6. Figure 4 .7 is the result of accuracy rate with LDA classification to classification tree. In figure 4.5 we find that the extraction feature with incremental value method is generally better than the mean absolute amplitude, standard deviation/variance and kurtosis. The figure 4.6 also illustrates this point. In figure 4.7 we observed the result of LDA classification is better than classification tree. But the differences of two classification methods are not so considerable. 
V. Conclusion and future work
In this paper, we firstly reviewed the various feature extraction methods. Then we proposed a new feature extraction method named incremental value method. Next we used the classification tree and LDA to classify and predict the objects memory. We found that the method we proposed has a higher accuracy rate in testing dataset. In future work, other more exotic classifiers such as support vector machines, neural networks or other hybrid pattern classifiers will be considered.
