Abstract. We introduce a simple method to obtain very accurate pointwise estimates for both solution and gradient errors of finite difference discretizations on arbitrary grids of one-dimensional Sturm-Liouville problems. Application is given to the detailed analysis of an inconsistent, 2nd-order convergent scheme.
Introduction
In this work we discuss a novel approach for the investigation of error bounds of finite difference approximations on arbitrary grids to smooth solutions of regular Sturm-Liouville problems with separated boundary conditions, and where K, q, f are given (smooth) functions, with K(x) > 0, q(x) ≥ 0 everywhere on [ a, b ] . (Actually, the analysis carries over to more general q, but to avoid nonessential details we will restrict our attention to the simpler case q ≥ 0.) Under these conditions, it is well known that problem (1.1) admits a unique solution u, whose values are typically obtained only through some sort of discrete approximations such as those provided by finite difference or finite element schemes. For the discretization of (1.1), we set up an arbitrary grid on the interval [ a, b ], picking N + 1 points a = x 0 < x 1 < · · · < x N −1 < x N = b, called nodes, which divide [ a, b ] into N subintervals [ x i−1 , x i ], or cells, with lengths L i−1/2 = x i − x i−1 , whose centers will be denoted by x i−1/2 , 1 ≤ i ≤ N . (Here, we follow notation in [1] , [5] .) Throughout the text, it will be convenient to set
≡ 0, and associate some local length with the nodes, given by h i := x i+1/2 − x i−1/2 , i.e.,
The corresponding numerical schemes to be considered are then cast in the form
for appropriate difference operators D ("discrete divergent"), G ("discrete gradient") and discrete functions K, q, f (or, in more pedantic notation, K h , q h , f h , with superscript h referring to the grid) that represent ("project") K, q, f on appropriate grid points; solving (1.3) for v h gives the approximation sought for the exact values u h . For example, the standard finite-difference formula
with 1 ≤ i ≤ N − 1, plus the boundary terms corresponding to (1.1b) above, has D, G given by 
Of foremost importance here are the errors
at the internal nodes or cell centers, according to the particular scheme, and
at the endpoints x 0 = a, x N = b. The relevance of τ h can be seen from the equations
relating τ h to e h . In particular, it is a fundamental result that, as the grid is infinitely refined ("h → 0"), condition τ h → 0 ("consistency") is sufficient to assure e h → 0 ("convergence") 5 , although it is by no means necessary [2] , [4] , [7] , [8] . One example is given by scheme (1.5), for which
for 1 ≤ i ≤ N : not only τ h does not decrease uniformly as h → 0, it may well grow unboundedly! In spite of such odd behavior, (1.5) turns out to have some nice convergence properties and even a few advantages over the more standard, consistent formula (1.4) [2] , [5] , [8] . However, it is in general extremely difficult to investigate the behavior of convergent inconsistent schemes by traditional numerical analysis, particularly on rough grids 7 [4] . One nice feature of our approach is that it can handle many such problems almost as easily as it does in case of problems that are simple enough to be satisfactorily tackled by classical analysis. In the next sections, this will be illustrated by applying our procedure to the derivation of sharp error estimates for the mimetic scheme (1.5). The results are easy to describe: one obtains
with all O(ℏ 2 ) terms having size bounded by C ℏ 2 for some positive constant C that depends on the solution u but is independent of i or the particular grid considered, where ℏ is the grid spacing parameter given by
This is precisely the exact behavior observed in numerical experiments [1] , [5] , [8] . 5 One must note that, in our present setting, consistency is also sufficient for zero-stability [8] .
. If K, u are less smooth, then these must be changed accordingly.
7 Similar comments apply to the investigation of supraconvergence phenomena in general [3] , [7] .
Error Analysis for q = 0
Our analysis of discrete schemes (1.3) begins with the fundamental case q = 0. To shorten our exposition, let us discuss the Dirichlet problem only, the other boundary problems being treated in a completely similar way. The starting point in the analysis is to estimate the quantity Ge h . Because
for all 0 ≤ i ≤ N , we obtain, using (1.7) and recalling that q = 0,
Now, from (1.8), we get
and we proceed by estimating the sums on the right hand side of (2.3): for the first one, setting w(x) = K(x)u ′′ (x), we have
so that we obtain
In a similar way, for the second term in (2.3), settingw(x) := K ′ (x)u ′′ (x), we get
that is,
Finally, for the third term in (2.3), we get
so that we have, from (2.3) and (2.4a), (2.4b), (2.4c),
Now, for (2.2) to be useful, there still remains to estimate ( Ge h ) N = − e N −1/2 /h N . Solving (1.7a) for e N −1/2 (using, say, Gaussian elimination), we obtain
where c i = K i /h i and
The sum on the right hand side of (2.6) can be computed as in (2.3) -(2.5) above: setting 8) we get
so that we have
Also, from (2.7) and (2.8),
which immediately yields, from (2.6) above,
Therefore, we obtain, for ( Ge
so that we get, from (2.1), (2.5) and (2.12), the fundamental estimate
for all 0 ≤ i ≤ N . In particular, because E h satisfies
we obtain
14)
as claimed. Finally, from the trapezoidal quadrature rule, we have
for all 1 ≤ i ≤ N + 1. so that (2.14) gives
Error Analysis for q ≥ 0
We now derive similar estimates for nonnegative q ∈ C 0 ([ a, b ]), and same smoothness assumptions on K, u. Given such q, the corresponding solution error will hereafter be denoted by e [q] , to distinguish from the case q = 0. Writing (1.7a) as
where 
Thus, we have
where q sup denotes the supnorm of q on [ a, b ]. This immediately gives 
where the size of the constant in the term O(ℏ 2 ) depends on the values of q, K, 1/K and of derivatives K
It still remains to estimate E [q] , Ge [q] , and, now that (3.6) has been obtained, this can be done as in Section 2: from (2.1), we have, for 0 ≤ i ≤ N ,
where the first sum has size O(ℏ 2 ), by (3.6), and the last has already been computed, see (2.5) above. As to K N (G e [q] ) N , we proceed as we did before, computing
N −1/2 to third order accuracy. From (3.1), we have
, where b(u) := − L h τ h ; after elimination, this becomesÂ h (0)e so that we obtain, from (2.5), (3.6), (3.7) and (3.9a),
, we finally obtain
and the argument is complete.
