Due to the inherent sensitivity of many survey questions, a number of researchers have adopted an indirect questioning technique known as the list experiment (or the item count technique) in order to minimize bias due to dishonest or evasive responses. However, standard practice with the list experiment requires a large sample size, is not readily adaptable to regression or multivariate modeling, and provides only limited diagnostics. This paper addresses all three of these issues. First, the paper presents design principles for the standard list experiment (and the double list experiment) to minimize bias and reduce variance as well as providing sample size formulas for the planning of studies. Additionally, this paper investigates the properties of a number of estimators and introduces an easy-to-use piecewise estimator that reduces necessary sample sizes in many cases. Second, this paper proves that standard-procedure list experiment data can be used to estimate the probability that an individual holds the socially undesirable opinion/behavior. This allows multivariate modeling. Third, this paper demonstrates that some violations of the behavioral assumptions implicit in the technique can be diagnosed with the list experiment data.
Introduction
Along with sex, drugs, and religion, politics is an inherently sensitive subject. One can be embarrassed, ostracized, jailed, attacked, and even killed for one's political beliefs and actions. The sensitivity of politics has even been formally recognized in the widespread use of the secret ballot within modern democracies. Despite this acknowledged sensitivity, roughly half of the empirical political science articles published in leading journals rely on survey data (see footnote 1 from King et al. (2001) ), even though these data (and the inferences made from them) are susceptible to inaccuracy when sensitive questions are included.
The inaccuracy due to sensitive questions is not trivial. For example, studies have shown that routinely a quarter or more of respondents who report voting actually did not vote (e.g., see Silver et al. (1986) ). Furthermore, the effect of sensitive questions on our inferences may become more problematic once we consider the inclusion of "don't know" answer possibilities or the effects of item nonresponse (Berinsky, 1999) .
One solution to this problem has been the use of indirect questioning techniques, which provide respondents some amount of privacy protection via randomization or aggregation.
In the classic technique of randomized response (Warner, 1965) , respondents flip a coin (or use some other randomization device) to decide which question to answer (without revealing to the researcher the result of the randomization or which question they answered). Due to known randomization probabilities, the researcher can estimate population proportions for the sensitive question, but does not know any individual's response to the sensitive question.
In aggregation techniques, respondents are typically asked how many of a list of questions apply to them. As long as the entire list does not apply, the respondent can be assured that the researcher does not know their answer to the sensitive question. Furthermore, if the lists are varied from respondent to respondent, the researcher can estimate population proportions for the sensitive question. One popular variant of aggregated response is known as block total response (Raghavarao and Federer, 1979) , of which a special case is known as the item count technique (Miller, 1984) , the unmatched count technique (Dalton et al., 1994) , or the list experiment (Sniderman and Carmines, 1997; Kuklinski et al., 1997a,b) .
Recently, the list experiment has gained in popularity over randomized response due to a least two factors.
1 First, the list experiment only requires that respondents be able to answer how many items on a list apply to them, and therefore it is easier to conduct and easier to understand than randomized response, which requires respondents to flip a coin or to utilize some other randomization device.
2 This is particularly true for phone or internet surveys, where the respondent must provide their own randomization device in order for privacy protection to be assured. Second, recent experimental results have shown that the list experiment inspires more trust and acceptance among respondents and produces more reliable answers than randomized response techniques (Hubbard et al., 1989; Coutts and Jann, 2009 ).
However, while the list experiment provides an appealing alternative to direct questioning and randomized response, there are at least three major difficulties with the list experiment that have limited its use. First, the list experiment tends to require a large sample size and budget in order to achieve reasonable levels of precision (Tsuchiya, 2005; Tsuchiya et al., 2007; Corstange, 2009 ). For example, Streb et al. (2008) used 2,056 observations in their study to achieve only a 5% standard error. Second, standard analysis of the list experiment does not allow the analyst to diagnose many violations of the behavioral assumptions implicit in the technique. Third, it is difficult to use the standard-procedure list experiment in a regression or multivariate modeling framework.
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In this paper, I address these three difficulties by asking what we can learn from the standard-procedure list experiment without additional independence assumptions. I present design principles for the standard list experiment (and the double list experiment) to minimize bias and reduce variance as well as providing sample size formulas for the planning of studies. I also present some statistical properties of a number of estimators under certain behavioral assumptions. Finally, this paper provides techniques that allow the multivariate modeling of standard-procedure list-experiment data (i.e., experimental information on the sensitive item can be used as a left-hand side variable or a right-hand side variable in a regression) and the estimation of the probability that an individual holds the socially undesirable opinion.
The Standard List Experiment
The list experiment works by aggregating the sensitive item with a list of other nonsensitive items. For example, in a 2010 study, 4 376 adult male respondents were randomized to a baseline (or control) group. These respondents were asked the following question:
I am now going to give you a list of 4 statements. Please tell me HOW MANY of them are true for you. I don't want to know which ones, just HOW MANY 1. I have money invested in an Individual Retirement Account.
2. I have sometimes been unable to pay my bills.
3. I usually choose to buy organic foods.
I usually shop at Wal-Mart.
In a separate, treatment group, 388 adult male respondents were randomized to receive the same list with the following sensitive item appended (although the list order was randomized):
4 These data were collected in conjunction with the 2010 Political Experiments Research Lab (PERL) Omnibus Study (Adam Berinsky PI).
I would not vote for a woman for President.
For this example, a respondent in the treatment group who answers the "how many" question with anything less than "five" is provided a level of privacy because they could plausibly claim that they would not say yes to the sensitive item. Furthermore, if due to the question format, respondents in both groups answer the question honestly, then the analyst can estimate the true proportion in the population that would not vote for a female presidential candidate. This is often accomplished by taking the difference between the average response among the treatment group and the average response among the baseline group (i.e., a difference-in-means estimator). If the overall sample of respondents is randomly selected from the population of interest, and all of the other survey error components are negligible, then this estimator will be unbiased for the proportion in the population that would not vote for a woman president (a proof is provided in Appendix A). Furthermore, because estimation is accomplished by taking the difference in mean responses between two independent sets of respondents, the variance of the estimator can be calculated with the standard large-sample formula for a difference-in-means, and large sample confidence intervals can be formed in the usual fashion.
Of course, the accuracy of difference-in-means estimator depends on people's responses to both the baseline and treatment lists. Previous research has pointed to the importance of list experiment design for the bias and variance of the estimator.
Design for the List Experiment

Standard Design Advice
If respondents answer the list questions honestly, then the estimator will be unbiased, and therefore most list experiment designers have tried to create lists that will give respondents the privacy protection necessary to allow for honest responses. Most importantly, Kuklinski et al. (1997a) notes that "ceiling effects" can occur when a respondent would honestly respond yes to all non-sensitive items. When this happens to a treatment group respondent, they no longer have the protection to honestly report their response to the sensitive item, and therefore this respondent may underreport their response to the treatment list. Kuklinski et al. (1997a) also notes a stark example of this problem. Their results for Non-Southern respondents showed that a large portion of their control group reported all of the nonsensitive items, and due to the consequent ceiling effects, the results in the the paper implied (non-sensically) a negative proportion for the sensitive item. Furthermore, near-ceiling effects may also be possible in addition to ceiling effects. For example, respondents who would report three non-sensitive items (with a four item baseline list) may underreport the number of items on the treatment list because they do not want to show even a likelihood of holding the socially undesirable opinion or behavior.
The concerns over ceiling effects and a lack of privacy protection have led to three generally accepted pieces of design advice. First, high prevalence non-sensitive items, which would increase the occurrence of ceiling effects, should be avoided (Droitcour et al., 1991) . Second, low prevalence non-sensitive items should be avoided (at least in abundance). If respondents are aware that all the non-sensitive items have low prevalence, they may become concerned about the level of privacy protection and underreport their answers (Tsuchiya et al., 2007) .
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Third, lists should not be too short because short lists will also tend to increase the likelihood of ceiling effects (Kuklinski et al., 1997a) .
Unfortunately, these three pieces of design advice tend to lead to increased variability in the responses to the "how many" questions and therefore increased variance of the estimator (Tsuchiya et al., 2007; Corstange, 2009) . 6 This state of affairs presents the list designer 5 In addition to concerns about perceived privacy protection, a number of authors have commented on the need for the individual baseline items to be credible in comparison to the sensitive item. Kuklinski et al. (1997a) warns against contrast effects (where the resonance of the sensitive item overwhelms the baseline items), and Droitcour et al. (1991) advises that the non-sensitive items should be on the same subject as the sensitive item. In short, the standard advice is to choose the baseline list such that the respondent is unlikely to report all non-sensitive items, and to choose baseline items that do not seem out of place with the sensitive item. 6 In addition to increased variance, Tsuchiya et al. (2007) presents evidence that longer lists may produce with an unfortunate tradeoff between ceiling effects and variable results (an apparent biasvariance tradeoff). However, while this bias-variance tradeoff will be unavoidable without at least a probabilistic reduction in privacy protection, we may be able to simultaneously minimize ceiling effects and response variability without reducing the perception of probabilistic privacy protection.
Reducing Bias and Variance with Negative Correlation
As summarized in the previous section, when designing a list experiment there are at least two goals we would like to achieve. First, we would like to limit ceiling effects and the bias that results from these effects. Second, we want to minimize the variance of the estimator. However, even if we accept that the list must not be too short, and that the list should not be largely composed of high or low prevalence items, there are still a number of design options available to increase the accuracy of the estimator.
First, the designer can allocate different sample sizes to the treatment and baseline groups. However, the benefits from this design option appear to be minimal in most cases.
For example, the list experiment described in Section 2 produced an estimated variance for the baseline list of 0.71 and an estimated variance for the treatment list of 1.04. If we assume that these estimates are accurate, and we hold the overall sample size fixed at 764, then it would have been optimal to use 346 of these observations for the control group instead of the 376 that were used. However, the standard error reduction that would have been achieved by changing from equal sample sizes to the optimal allocation is minimal (≈ .0003). Furthermore, the optimal allocation cannot be obtained prior to the experiment without the invocation of strong untestable assumptions (see Appendix B for details). Finally, as shown in the next section, there are some benefits to using equal sample sizes in each group when the double list estimator is utilized.
measurement error due to the inability of respondents to remember their responses to all items on the list.
While the optimal allocation of sample sizes typically provides limited benefits, the choice of baseline items provides the potential for more substantial variance reduction. If items are chosen for the baseline list so that negative correlation between the responses to these items limits the variability of the baseline "how many" responses, then the list can be kept relatively short while minimizing the likelihood of ceiling effects (and hence bias due to these effects). For example, consider the baseline list presented in the previous section. Notice that the two pairs of items largely accomplish our design objectives. For the first and second items, investing in an IRA is more likely to be true for high income respondents, while being unable to pay bills is more likely to be true for low income respondents, and both items will be true for only a small number of respondents. Similarly, the third and fourth items are paired to be negatively correlated. Respondents who usually choose to buy organic food are not likely to shop at Wal-Mart often. Therefore, the individual items have a non-trivial prevalence, but we expect few individuals to report all four baseline items, and bias due to ceiling effects should be minimized. Furthermore, while the reduction in variation for the baseline list represents a probabilistic reduction in privacy protection for the respondents, it is unlikely that most respondents will perceive the negative correlation designed into the list, and therefore this list should be less likely to induce underreporting than would a list containing four low prevalence items.
The benefits of negative correlation design can be seen in the list example presented in Section 2. Streb et al. (2008) to assess American support for a female president. This list was adapted by Kane et al. (2004) from the canonical three item list developed for the 1991 National Race and Politics Survey (Sniderman et al., 1992) and used in Kuklinski .
While the negative correlation between pairs of baseline items can minimize the bias for the treatment list and the variance of responses for the baseline list, it will not guarantee low variance for the difference-in-means estimator because the covariance between the baseline list and the sensitive item may be large. Additionally, while it is straightforward to calculate the sample size necessary to guarantee a maximum half width for a large sample confidence interval (see Appendix A for details), these sample sizes can be quite conservative because this calculation depends on both the unknown prevalence of the sensitive item and the unknown correlation between the sensitive item and the responses to the baseline list. Finally, the single list experiment may be not be ideal because only respondents in the treatment group receive the sensitive item, and therefore the sample size is effectively cut in half. The double list experiment, described in the next section is one way to alleviate both of these deficiencies. Droitcour et al. (1991) shows that we can present the sensitive item to all respondents by using two baseline lists. For example, denote the baseline list presented in Section 2 as baseline list A, and denote the following list as baseline list B.
Design for the Double List Experiment
Baseline List B:
1. I have money invested in a mutual fund or individual stocks.
2. I rent my home.
3. I exercise at least four times a week.
I own a gun.
In the double list experiment, the respondents are again separated randomly into two groups, but both groups function simultaneously as baseline and treatment groups. For example, in the previously cited study, 376 adult male respondents first received the A baseline list and then received the B baseline list with the sensitive item appended. The 388 adult male respondents in the other group received the B baseline list and then received the A baseline list with the sensitive item appended. In this way the first group functions as the treatment group with respect to the B baseline list, while the second group functions as the treatment group with respect to the A baseline list, and these two list experiments both provide difference-in-means estimators that can be averaged in order to maximize precision (see Appendix C for details).
The negative correlation design from the previous section can be applied to both baseline lists in the double list experiment, however, there are additional design opportunities presented by the double list experiment. Specifically, we can increase our certainty about the sensitive item by using two baseline lists that have positive correlation on the responses to the "how many" quesiton (see Appendix C for details). To understand why this works, consider the extreme case where the two baseline lists are identical. In this case, we would effectively be directly asking each respondent the sensitive question. Positive correlation between the lists is an attempt to approach this level of precision.
As an example, consider that the first item from the A baseline list, "I have money invested in an Individual Retirement Account," is similar to the first item on the B baseline list, "I have money invested in a mutual fund or individual stocks," and responses to these items are likely to be positively correlated. This relationship holds for all four items on the A and B lists, so we can expect that positive correlation will be induced between the responses to the two baseline lists. In fact, due to positive correlation between the lists, the double list experiment described above produced a standard error of 6.3% with the 764 re- This section and the previous section have demonstrated that smart design can nearly eliminate ceiling effects and can dramatically reduce the standard error of estimates for population proportions. Therefore, these techniques increase the probability of achieving significant results (i.e., increase power), and decrease necessary sample sizes (i.e., reduce costs). However, we can extract further information from the list experiment by more closely analyzing the resulting data.
Analysis of the List Experiment 4.1 The List Experiment Data and the Joint Proportion Estimates
While the difference-in-means analysis provides an unbiased estimator for the population proportion of the sensitive item, there is potentially useful information available in the list experiment data that is ignored by the difference-in-means approach. This can be most easily seen by examining the table of responses to the treatment and baseline lists. Table 2 reports the data from the Section 2 list experiment as estimated proportions. Notice that we can reconstruct the difference-in-means estimator in the following manner. For each list and for each possible number of indicated items, estimate the proportion reporting at least that number (rows 2 and 4 of Table 2 ). For each possible number of indicated items, subtract the proportion "at least" on the baseline list from the proportion "at least" on the treatment list. Finally, notice that if we sum these differences, we obtain the difference-inmeans estimator.
This result is not surprising. The procedure described above is just an arithmetic alternative for obtaining a difference-in-means. However, the table also provides information that is not being incorporated by the difference-in-means estimator. To see this, note that due to the treatment randomization, the proportion of treatment group respondents reporting five items on the treatment list (0.010) estimates the proportion in the population that would say yes to the sensitive item (if forced to be honest) and yes to all four non-sensitive items.
Similarly, the proportion of treatment group respondents reporting at least four items on the treatment list (0.041+0.010 = 0.051) minus the proportion of baseline group respondents reporting all four non-sensitive items (0.013) estimates the population proportion that would honestly say yes to the sensitive item and yes to exactly three non-sensitive items (0.038).
To see this, note that the proportion of treatment group respondents reporting at least four items on the treatment list (0.051) estimates the population proportion that would honestly say yes to the sensitive item and yes to exactly three non-sensitive items or that would honestly say no to the sensitive item and yes to all four non-sensitive items (0.041), plus the population proportion that that would honestly say yes to the sensitive item and to all four non-sensitive items (0.010). Analogously, the proportion of baseline group respondents reporting at least four items on the baseline list estimates the population proportion that would honestly say yes to the sensitive item and to all four non-sensitive items or that would honestly say no to the sensitive item and yes to all four non-sensitive items (0.013).
Therefore, if we take the difference between these two proportions (0.051 − 0.013 = 0.38),
we are left with an estimate of the population proportion that would honestly say yes to the sensitive item and yes to exactly three non-sensitive items.
The other entries in the fifth row of Table 2 can be similarly interpreted as estimates of joint population proportions that would honestly say yes to the sensitive item and yes to exactly k non-sensitive items, where k is equal to one less than the "number of reported items" for each entry (Appendix D provides a proof that the list experiment data identifies these joint proportions). 7 The remainder of this paper explores the potential uses of these joint proportions and the other information in this piecewise table.
Conditional Analysis
The estimated joint proportions in Table 2 provide the basis for a number of different conditional analyses. The most obvious of these is an analysis estimating the probability that an individual holds the sensitive belief/trait, conditional on their answer to either the treatment or baseline list. For example, the 0.038 in the fifth row of Table 2 indicates that 3.8% of the respondents in the population hold the sensitive trait and exactly three of the non-sensitive traits. Therefore, for the 10.9% of the baseline group that reports three items, we can estimate the probability of their holding the sensitive trait as 3.8%/10.9% = 34.9%. Similarly, for the 4.1% of the individuals in the treatment group that indicate four items in their response, we can estimate the probability of their holding the sensitive trait as 3.8%/4.1% = 92.7%. These conditional probabilities, reported in Table 3 , are the fundamental building blocks for treating the sensitive item as missing data (e.g. multiple imputation, the EM algorithm, or data augmentation), which allows multivariate modeling of the sensitive item. 8 These probabilities also provide an estimate of the amount of privacy protection (or lack thereof) for each possible response to the treatment and baseline lists.
The formal definition of these conditional probabilities and this estimator is presented in 7 For this table, the estimate for the proportion that indicate the sensitive item and none of the nonsensitive items is −0.002. As with the difference-in-means estimator (which can also produce negative estimates), this result either indicates a lack of comparability between the treatment and control groups (due to an insufficient sample size), or it indicates that at least some respondents are misrepresenting their answers on the "how many" questions.
8 Clearly the negative estimated probabilities are nonsensical and are again due to a small sample size or misrepresentation. There is also a simple piecewise regression estimator that can be created using the joint proportions.
9 To see this, note that if we create dummy variables to correspond with the "at least" rows of Table 2 (rows 2 and 4), then by regressing these dummy variables on the explanatory variables, we can piece together the desired regression curve by taking the differences between the row 2 and row 4 curves and and then summing. This algorithm is presented in Appendix E.
For example, suppose we want to investigate the relationship between racial resentment among males for a female presidential candidate. If we create a dummy variable to indicate when a treatment group respondent has indicated all five items, and we regress this variable (using logistic regression) on the racial resentment variable, then we can estimate the logistic regression curve that describes the predicted probability that a white male (at different levels of racial resentment) would not vote for a woman and would indicate all four nonsensitive items. Similarly, we can create a dummy variables to indicate when treatment and baseline group respondents have indicated at least four items. If we separately regress each of these dummy variables on the racial resentment variable, the difference between the curves describes the predicted probability that a white male (at different levels of racial resentment)
would not vote for a woman and would indicate three non-sensitive items. This process can be repeated with dummy variables for at least three items, at least two items, and at least one item. The resulting curves can then be added to produce the predicted probability that a male (at different levels of racial resentment) would not vote for a woman.
This curve (with 95% pointwise bootstrapped confidence intervals) is presented in Figure   1 . Notice that as we would expect, the probability of a white male not voting for a woman increases as racial resentment increases and this probability is significantly different from zero at larger values of racial resentment. At the low end of racial resentment, the curve and the confidence interval were truncated at zero in order to avoid nonsensical estimates, but this truncation did not affect the estimates or the confidence intervals for larger values of racial resentment.
Beyond the Difference-in-Means Estimator
While the previous section demonstrated that the information in Table 2 can be used to perform conditional analysis, the extra information in the table (typified by the negative number in the fifth row) suggests alternative estimators for the overall population proportion of the sensitive item. These estimators may be preferable to the difference-in-means estimator under some circumstances, however, the choice of estimators in this framework depends on a number of factors.
When discussing alternatives to the difference-in-means estimator, the first thing to note is that the difference-in-means estimator, while being unbiased, is inadmissible. It can produce negative estimates or estimates greater than one, and therefore a truncated differencein-means estimator, which forces estimates to be in the zero-one range, will always be closer to the true proportion. 10 However, while the truncated difference-in-means estimator is clearly preferable to the difference-in-means estimator, it is important to note that truncation may produce bias when the true parameter is near the zero boundary (as we sometimes expect with socially undesirable items).
10 In practice, researchers tend to use the truncated estimator (see for example the zero reported in Table  1 of Kuklinski et al. (1997b) 
Conditional Probabilities for Males
Racial Resentment Probability of Would Not Vote for a Woman Figure 1 : Piecewise regression estimate for the probability of not voting for a woman, conditional on the racial resentment measure. The shaded area represents 95% pointwise bootstrapped confidence intervals.
Because bias is somewhat unavoidable, choosing an estimator will involve a tradeoff between small bias (often induced by some kind of truncation) and variance (often induced by not efficiently using all the information available in Table 2 ). In addition to the truncated difference-in-means estimator, we might try a piecewise estimator that adjusts the joint proportion estimates in Table 2 before summing them to estimate the overall proportion.
A simple piecewise estimator would make the following two adjustments to the entries in the fifth row of Table 2 (before these values were summed to produce an estimate). First, any negative values would be changed to zero. Second, any values greater than the third row values (one column to the left) would be reduced to the corresponding third row value. This second adjustment ensures that some conditional probabilities will not exceed one. For the list experiment data in Table 2 , these adjustments do not change the estimate much (only the −0.002 in the fifth row is changed to zero) and the overall estimate only increases to 0.188. However, in some cases, this adjustment can be dramatic .
Another estimator to consider is the maximum likelihood estimator (Imai (2010) develops this along with a regression estimator). Maximum likelihood estimators are known to have a number of good properties, and may provide better estimates of the population proportion for this problem. The piecewise estimator suggests a different parameterization of the loglikelihood, and this is presented in Appendix F.
The simulation study pictured in Figure 2 presents some evidence as to the properties of these estimators (based on 1,000 Monte Carlo simulations). The data for the baseline list responses were generated using a multinomial distribution with parameters set according to the estimated baseline proportions in Glynn et al. (2010) .
11 The sensitive item was independently generated as a bernoulli random variable with probability π K . 12 The trun-11 Of the baseline respondents in this study, 28% report zero items, 54% report one item, and 18% report two items.
12 Simulations where the probability of the bernoulli random variable depended on the implied baseline response did not substantively change the findings. cated difference-in-means estimates (-) and the piecewise estimates (−−−) were calculated using the procedures described above. The maximum likelihood estimates (. . . ) were calculated with an EM algorithm as suggested in Imai (2010) and adapted for the multinomial distribution.
Two impressions are immediately apparent from the bias and root mean square error (RMSE) plots in Figure 2 . First, the truncated difference-in-means estimator has less bias than the piecewise estimator, which has less bias than the MLE. This relationship holds for all sample sizes and parameter values considered. Second, the comparison in terms of RMSE depends on the parameter value. When the sensitive item has a very small prevalence (0.01), the truncated difference-in-means estimator is preferred to the piecewise estimator, which is preferred to the MLE. When the sensitive item has a larger prevalence (0.05 or 0.10), the MLE is preferred in comparison to the difference-in-means estimator and is very similar to the piecewise estimator.
The differences between the difference-in-means estimator and the piecewise estimator are expected given the analysis in Table 2 . The difference-in-means estimator is the sum of the entries in the fifth row of that table (a negative sum would be truncated at zero). For the small parameter values in this simulation, the piecewise estimator tends to differ from the difference-in-means estimator when some of the entries in the fifth row are negative (e.g., the −.002 value discussed above). This means that when the piecewise estimator differs from the difference-in-means estimator, it will be larger, and will therefore have more positive bias (when respondents are assumed to be honestly reporting their answers). However, by constraining the estimated joint probabilities in Table 2 to be logically consistent, the piecewise estimator has less variance than the difference-in-means estimator, and therefore will have smaller RMSE in cases where the bias is not too large (e.g. π K ≥ .05).
The relationship between the piecewise estimator and the MLE is more complicated.
Intuitively, the piecewise estimator is a two step estimator that first uses the data from Comparison of bias and root mean squared error for the truncated differencein-means estimator (-), the piecewise estimator (− − −), and the maximum likelihood estimator (. . . ) at different levels of the true population proportion of the sensitive item (π K ) and different sample sizes. For each parameter value and sample size, 1,000 Monte Carlo simulations were used to generate the data. The baseline list responses were generated using a multinomial distribution with parameters set according to the estimated baseline proportions in Glynn et al. (2010) (28% reported zero items, 54% reported one item, and 18% reported two items). The sensitive item was independently generated as a bernoulli random variable with probability π K . the baseline group to estimate the parameters for the baseline list, and then backs out the sensitive item parameter using the data from the treatment group. The MLE uses the data from both the baseline and the treatment groups to simultaneously estimate all parameters. However, it is useful to note that the piecewise estimator, while extremely easy to calculate, performs nearly as well as the MLE in terms of RMSE and has smaller bias for these simulations.
Detecting Violations of the Behavioral Assumptions
Until now, we have assumed that respondents answer the list questions honestly. However, this is a strong assumption because almost no list experiment completely eliminates ceiling effects. Even for the list experiment presented in Table 2 , 0.013 of the baseline group respondents reported all four of the non-sensitive items. We might worry that some respondents in the treatment group would have said yes to all four of the non-sensitive items and were therefore directly asked the sensitive item. Some of these respondents might have underreported the answer to the treatment list question.
Furthermore, respondents near the ceiling (e.g., would say yes to three non-sensitive items) might be worried about appearing likely to hold the socially undesirable trait/opinion. These respondents might also underreport their responses to the baseline list. Finally, some respondents will be so hesitant about appearing to possibly hold the undesirable trait/opinion, that they may report zero on the treatment list regardless of what they would have reported on the baseline list.
It is possible, but unlikely, that one could detect such underreporting with a differencein-means analysis. A negative difference-in-means may indicate underreporting, but it could also reflect imbalance between the treatment and baseline groups due to the sample size.
Furthermore, even with an infinite sample size, if every respondent who would say yes to the sensitive item were to underreport by one, on average the difference-in-means would be zero, and we would be unable to tell the difference between underreporting and zero prevalence of the sensitive item.
Fortunately, the fifth row elements of the piecewise table provide a more powerful test for underreporting. If we assume that baseline group respondents answer the question honestly, and we assume that treatment group respondents only misreport their answers by underreporting, then any negative value in the fifth row of the table either indicates underreporting or an imbalance between the treatment and baseline groups. Therefore, a hypothesis test may be used to find a significantly negative number in the fifth row of the piecewise table.
If the null hypothesis of a zero can be rejected in favor of a negative proportion, then we can claim to have detected underreporting.
To avoid issues of multiple testing, a simple and reasonably powerful test for underreporting would test the proportion for those that would would say yes to the sensitive item and yes to all but one of the non-sensitive items. For the example in Table 2 this would involve testing whether 0.038 was significantly smaller than zero (obviously this test fails to reject). However, in general we might expect this test to have reasonably good properties.
First, we expect underreporting to occur due to ceiling effects or near ceiling effects, which would imply that most likely the proportions reporting five (and maybe four) on the treatment list will be underreported. Second, we can't know the magnitude of each underreport.
For example, an underreporter who would honestly report four on the treatment list could report three but might report zero instead. The proposed test would catch either of these underreports, while tests based solely on other entries in the fifth row of the table would not.
As an example, Glynn et al. (2010) finds a difference-in-means estimate of 0.061 but the estimate for the proportion that would say yes to the sensitive item and yes to all but one of the non-sensitive items is −0.046 with a standard error of 0.022 (the elements in the fifth row of the piecewise table are differences in proportions so the calculation of standard errors is straightforward). Therefore, if we believe that the treatment group never overreports and the baseline group never misreports, then this is significant evidence of underreporting.
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Finally, it is useful to note that the proposed diagnostic tests utilize the fifth row of the piecewise table, and due to the fact that the piecewise estimator adjusts negative values in the fifth row to zero, this estimator will be more robust to ceiling effects than the truncated difference-in-means estimator.
Conclusion
The list experiment represents a powerful and increasingly popular tool for indirectly asking sensitive questions on surveys. However, there are at least three major difficulties with the list experiment that limit its efficacy. First, the list experiment tends to require a large sample size. Second, standard analysis does not allow the analyst to feasibly diagnose violations of the behavioral assumptions implicit in the technique. Third, it is difficult to use the standard-procedure list experiment in a regression or multivariate modeling framework. This paper addresses all three of these issues. First, the design principles of negative within list correlation and positive between list correlation were introduced and sample size formulas were derived. These tools should improve the planning of future studies and increase the feasibility of the technique by reducing necessary sample sizes and increasing the precision of estimates. Additionally, the easy-to-use piecewise estimator was introduced and this estimator (as well as the maximum likelihood estimator) were shown to have greater precision than the traditional difference-in-means estimator at the cost of greater bias. When the true prevalence of the sensitive item is not too close to zero, these estimators appear to be preferable to the difference-in-means estimator (at least in terms of squared error loss).
Second, this paper developed a simple test for diagnosing violations of the assumption that respondents honestly report their answers to the treatment list questions. The structure of this test also shows that the piecewise estimator will be more robust to ceiling effects than the difference-in-means estimator.
Third, this paper demonstrates that conditional analysis can be performed with the standard procedure list experiment by proving that the joint proportions and the conditional proportions can be estimated with list experiment data. These proportions allow regression analysis, the treatment of the sensitive item as missing data, and a measure for the implicit privacy protection provided by the list experiment.
However, while this paper has demonstrated the potential benefits from taking design and analysis seriously within the standard framework of the list experiment, there are undoubtedly other related aggregated response designs that might improve the reliability of our information. For example, if the sensitive question is asked directly prior to the administration of the list experiment, then respondents who answer with the socially undesirable response will provide a lower bound for the prevalence. Therefore, we need only utilize the list experiment (and all advice from the previous sections) on those individuals that respond with the socially desirable opinion when directly questioned on the sensitive item.
Furthermore, while this paper has started to address violations of the behavioral assumptions implicit in the list experiment. Many of these assumptions remain untested in much of the literature. Future research should focus on developing procedures for testing these assumptions.
Appendix A: Bias and Variance of the Difference-inMeans List Experiment Estimator
To formalize notation, the simple list experiment uses two lists: a baseline list with K − 1 items, and a treatment list that includes the K − 1 baseline items plus the sensitive item.
We will assume that the individuals in the experiment are representative of the population, independent from each other, and that individuals are randomly assigned to the baseline and treatment groups. Furthermore, we define the following random variables for items k = 1, . . . , K, and individuals i = 1, . . . , n 1 for the baseline group, i = n 1 + 1, . . . , n for the treatment group, where n 2 = n − n 1 is the number of individuals in the treatment group:
1 if individual i would say yes to item k (if forced to be honest) 0 if individual i would say no to item k (if forced to be honest)
These unobservable opinions are distributed as Bernoulli random variables (dependent within individuals), where π k is the proportion of individuals in the population who would honestly say yes to item k. Therefore, the population proportion for the sensitive item (π K ) is the parameter of interest.
We further define sums over these random variables and parameters, In contrast to these unobservable opinions, we observe responses to the "how many"
questions, y
for the i = 1, ..., n 1 individuals in the baseline group, and y K i+ for the i = n 1 + 1, . . . , n individuals in the treatment group. The difference-in-means list experiment estimator can therefore be written as the following:
Assumption 1 (Honest Responses) y
for i = 1, ..., n 1 , and y
If we utilize Assumption 1 and assume that all respondents to the list experiment honestly report their answers, then (1) will be an unbiased estimator of π K :
Furthermore, the variance of (1) can be derived in terms of the variances of the sums,
where (2) is the standard difference-in-means variance formula, and the decomposition in (3) can be used for design considerations. In ( under certain assumptions we can bound these terms, which will provide a conservative sample size formula.
If we assume that Assumption 1 holds, then y iK is a bernoulli random variable, and due to the properties of covariances, we can write an expression for the necessary sample size based on a desired half-width for a confidence interval (where we assume equal sample sizes within the treatment and baseline groups):
where n * 1 should be rounded up to the nearest integer, and n 2 should be chosen to be at least as large. Therefore, the analyst need only specify the desired half width for the confidence interval (HW), the standard normal quantile corresponding to the desired confidence level (Z α/2 ), the standard deviation of answers to the baseline list (which can be estimated by pre-testing), the anticipated proportion who would honestly say yes to the sensitive item 
In practice, n opt 2 would have to be rounded to the nearest whole number, and we would need to specify plausible values for V [y 
Appendix C: Design for the Double List Experiment
In the double list experiment (Droitcour et al., 1991) where for simplicity we use the same list size K for both the A and the B lists, and where the sensitive item is the same on both lists, so that y AiK = y BiK for all i. Sums can be defined over these variables:
Bik .
In contrast to these unobservable opinions, we we observe y Under Assumption 2, we have two unbiased estimators for the parameter of interest,
and these can be averaged to produce an unbiased double list estimator. Notice that the sensitive item must be the same on each list (i.e.ỹ AiK =ỹ BiK ).
If we assume equal sample sizes (n 1 = n 2 = n/2), equal weights to the average of the estimators in 5 and 6, and we define y AiK ≡ y Bi+ to be the implied unobservable differences between the lists, then the double list estimator can be shown to have the following variance:
Ai+ , y
Bi+ , y
where (7) is the variance formula to use in the calculation of standard errors once the double list experiment has been conducted.
Due to the fact that the sensitive items are the same on both lists,ỹ AiK =ỹ BiK , when Assumption 2 holds or when we make the weaker assumption that respondents would react the same way to the inclusion of the sensitive item of both lists (i.e. y AiK = y BiK ), then the (9) and (10) terms are zero, and the variance only includes the terms in (8).
Concentrating on the (8) 
where n * should be rounded up to the nearest integer. Therefore, if pre-testing has established the aforementioned variances and covariances, the analyst need only specify the desired half width for the confidence interval (HW), the standard normal quantile corresponding to the desired confidence level (Z α/2 ), and the anticipated proportion that would honestly say yes to the sensitive item (π K = .5 maximizes the sample size).
Appendix D: The Estimator of Joint Proportions
We define the parameters γ b k to be the population proportion that would report k items on the baseline list, and we define γ If we further define π K|k to be population proportion that, conditional on saying yes to exactly k items on the baseline list, would honestly say yes to the sensitive item, then the the γ t parameters can be written in terms of the γ b and π K|k parameters in the following manner (for k=0,...,K):
where π K|−1 and π K|K are defined to be zero, and π K|j is defined to be zero whenever γ 
Appendix E: Conditional Analysis
Using the result from the previous section, it is straightforward to show that the conditional proportions π K|k−1 can be estimated using the list experiment data. In addition to these conditional proportions, the algorithm for a simple piecewise regression estimator is presented below.
Algorithm for the Piecewise Regression Estimator (with K − 1 baseline items on):
where the second term in the brackets is defined to be zero when j > K − 
In contrast, the maximum likelihood estimator calculates the values of the parameters that maximize the following log-likelihood function. Notice that the maximum likelihood estimator imposes the same constraints on the γ and π parameters as the piecewise estimator. However, unlike the piecewise estimator, the MLE simultaneously estimates all the parameters. In particular, the piecewise estimator only uses the baseline data to estimate the γ parameters, while the MLE uses both the baseline and treatment data to estimate the γ parameters.
Appendix G: Simple Test to Diagnose Underreporting
If we assume that baseline group respondents honestly report their answers to the baseline list, and we assume that treatment group respondents may underreport their answers to the treatment list, but will not overreport their answers, then we can test for underreporting in the treatment group. The formal statement of the assumption follows: test statistic is a difference between two independent proportions, the test can be conducted in the standard manner.
