In conventional digital communication systems, synchronous transmission is achieved by embedding the clocking information into the data signal. However, the implementation of this technique in molecular communication systems, which rely on the diffusion of molecules as information carriers, becomes very complex due to the randomness of the diffusion process. Hence, in this paper we consider the molecular communication between two nanoscale devices with no exchange of any clock signal. To initiate the communication, the transmitter sends a special molecular symbol called beacon in order to trigger the detection process in the receiver. Therefore, this beacon symbol is equivalent to the start bit used for framing in asynchronous serial communication systems. We assume that both transmitter and receiver clocks are perfect, but not synchronized. Accordingly, the analysis focuses on the effects of framing errors on the performance of the molecular channel, measured via the symbol error probability. These errors are inherent to the random nature of the beacon arrival instant, which tends to degrade the alignment between the transmitter and receiver frames. We also assume a molecular channel with any level of inter-symbol interference and the use of different types of molecules to encode information symbols. We validate the derived SEP expression by means of extensive simulation experiments, and finally we develop a design scheme for the beacon symbol that satisfactorily mitigates the effects of framing errors.
I. INTRODUCTION
Nano and biotechnology currently allow the practical realization of nanomachines (NMs) with tiny components that can accomplish simple sensing and computation tasks. While a single NM has very limited capabilities, the interconnection of NMs in a nanonetwork (NN) can extend their potentials to realize many sophisticated applications. Molecular Communication (MC), in which messenger molecules are used to share information, is a promising alternative for the interconnection of NMs. The concept of MC is introduced in [1] , [2] . An extensive survey on nanonetworking with MC is presented in [3] . Furthermore, recent books and survey papers substantially overview the current literature on MC paradigm ([4] - [9] ).
A key feature of diffusion-based MC channels, in contrast to traditional radio, optical or electrical communications, The associate editor coordinating the review of this manuscript and approving it for publication was Di Zhang .
is the fact that propagation delays are random. Emitted molecules randomly diffuse into the medium until eventually reach the receiver at arbitrary instants. This behavior plays a fundamental role in the performance of the molecular channel. Thus, in order to analyze standard performance metrics like noise level, symbol error probability, packet delay or channel capacity, it is very important to accurately describe the dissemination process of a symbol, which is encoded as a group of molecules emitted by the transmitter nanomachine (TN) towards the receiver nanomachine (RN). However, the very limited capabilities of NMs and the random nature of molecular transmission make it almost impossible to realize exact time-synchronization between the TN and the RN. Some recently developed methods try to reproduce this ideal scenario. In general, current mechanisms can be classified into five categories: collective pattern-based techniques, two-way message exchange, one-way message exchange, blind synchronization and partially-untimed schemes.
Collective pattern-based techniques are bio-inspired approaches that imitate the synchronized behavior exhibited by bacteria upon exchanging certain types of molecules. For instance, the work presented in [10] focuses on coordinating the course of action of several NMs by emulating the mechanism of quorum sensing, a biological process by which bacteria are able to adopt a single common behavior that makes them more effective. To achieve this coordination, bacteria secrete a special type of molecules called auto-inducers, which are capable of triggering the release of the same type of molecules by nearby bacteria. Another collective patternbased mechanism is described in [11] , where NMs release inhibitory molecules instead of auto-inducers to create a coordinated oscillation. Inhibitory molecules, once emitted by a NM, restrain the emission of the same kind of molecules by the rest of NMs. Finally, another bio-inspired approach is adopted in [12] , where a mechanism based on quorum sensing through two types of auto-inducers is proposed. This mechanism, which has been observed in the P. Aeruginosa, induces a collective oscillation between any two specimens of these bacteria (each releasing one type of auto-inducers).
As pointed out by several authors, a big disadvantage of the above bio-inspired approaches is that they try to equalize the length of the oscillation period rather than align the time between the transmitter and receiver clocks. Precisely, the subsequent categories focus on achieving this time alignment. In particular, in the two-way message exchange category, two NMs execute several rounds of control message exchanges until they achieve synchronization. This means that each NM has evaluated some maximum-likelihood estimator (MLE) from the obtained time-stamps. Examples of this two-way approach are [13] and [14] . In the first case, the propagation delay is assumed to follow an inverse Gaussian distribution (channel with drift), whereas in the second case the propagation delay is Gaussian (channel without drift). Another example is [15] , which focuses on mobile molecular communication systems. However, in spite of their theoretical support, these proposals exhibit two significant drawbacks as a result of using MLEs. Firstly, due to the low propagation speed that characterizes the molecular channel, the convergence time may be unacceptably large, as typically several tens of rounds are required to achieve accurate estimates. This becomes especially harmful if the synchronization process needs to be refreshed regularly. Secondly, the computational complexity entailed by the calculation of MLEs can largely exceed the capabilities of a single NM.
In order to reduce the overhead of two-way mechanisms, a one-way message exchange is proposed in [16] to estimate the clock offset in a MC channel with drift. In this case, the transmitter records its own clock reading and immediately sends it by using a synchronization message. Upon detecting this message, the receiver records its own clock reading too. The complete process takes several iterations of these singlemessage transmissions, after which the receiver obtains a set of time-stamp pairs. Again by using some form of MLE, an estimate of the clock offset is obtained. Compared to the two-way message exchange, the one-way alternative exhibits lower complexity and smaller convergence time, though the resulting synchronization between clocks is less accurate.
A general drawback of the one-way and two-way message exchange mechanisms is that they rely on the knowledge of some relevant channel parameters (diffusion coefficients of messenger molecules and distance between NMs) to implement the MLEs. To avoid this limitation, blind synchronization was proposed in [17] . Blind synchronization does not require any information about the channel, and no time-stamps are exchanged between transmitter and receiver. Rather, the received symbol sequence is directly used to extract clock information. This is achieved by forcing the RN to record the non-regular time instants at which peaks of molecule concentrations corresponding to successive symbols take place. Then, the channel delay (clock offset) is estimated by using a special MLE, called non-decision directed maximum likelihood criterion. Unfortunately, this becomes one of the disadvantages of blind synchronization, as the implementation of such special estimator is very complex. The authors of [18] highlight another drawback of this method, which is the assumption that the clocks of both transmitter and receiver are perfect, have identical frequencies and only a constant clock offset may exist between them. Hence, they propose a blind synchronization mechanism that uses two symbols and suboptimal estimators to determine both clock offset and clock skew from the received sequence, which does not need to be regularly timed (in fact, no clock is assumed at the transmitter side). However, they assume that the receiver periodically samples the incoming signal, which is rather contradictory with their own criticism against the perfectibility of internal clocks. Other disadvantages are the high number of molecules required to encode every symbol in order to mitigate the effects of background noise, and the need to equip the RN with almost as many receptors as molecules for each type of symbol. In [19] , another blind scheme is proposed which uses just one symbol for the clock offset estimation without channel knowledge, though combined with single-input multiple-output (MISO) diversity to increase accuracy. However, as the authors of [19] recognize, the proposed method may be too complex for the computing ability of NMs. Finally, another blind scheme is proposed in [20] , which proposes a molecular version of the widely used phase locked loop (PLL) to achieve synchronization in conventional electronic systems. However, again the complexity penalizes this scheme.
The last category encompasses mechanisms that are tailored to scenarios where there is no internal clock either at the transmitter or the receiver. These mechanisms are designed to detect the correct sequence of symbols within a reasonable time window, regardless of the specific time instants at which symbols are transmitted. In fact, some of these mechanisms are categorized as asynchronous or synchronizationfree. An example is the scheme developed in [21] , where the transmitter releases a block of molecular symbols at a constant rate, and then waits for a time period (guard time) until the next block is sent. In contrast, the receiver is assumed not to be conducted by any internal clock. Accordingly, different detection algorithms are proposed to asynchronously detect molecular information. However, only moderately good values for the bit error rate (BER) are achieved at the expense of very long symbol times, around 600 seconds. The mechanism proposed in [18] also belongs to the partiallyuntimed category, since the transmitter is neither required to be equipped with an internal clock nor restricted to release the symbols at a regular rate. The results shown in [18] outperform those obtained in [21] , because similar values of BER are obtained for much smaller symbol durations (in the order of a few milliseconds). However, these results are achieved under very strong assumptions about inter-symbol interference (ISI). The work presented in [22] proposes a MC scheme with molecular arrays in which the transmission order of two molecule types is considered for binary encoding, thus not requiring any synchronization between transmitter and receiver. Both analysis and simulation yield high transmission rates, though by neglecting background noise and by assuming that ISI takes place only between consecutive symbols. A similar strategy is proposed in [23] , where a binary molecule shift keying modulation (MoSK), consisting of mapping bit 0 and bit 1 to a single molecule of type a and type b respectively, is employed. The receiver performs an asynchronous demodulation that exploits the arrival order of molecules instead of their arrival times.
In [24] , an asynchronous communication scheme is developed by randomizing the inter-transmission times of an original type-based synchronous MC system, and utilizing the random inter-transmission times to embed additional information. It is shown that this process, called asynchronous information embedding, significantly increases the capacity of the original system. However, again the receiver design becomes quite complex. Precisely, in [25] , a receiver of low structure complexity is proposed, which only has to be equipped with two basic functions, namely molecule discrimination and molecule count. The transmitter uses a pulse position modulation scheme, where information symbols are encoded in the release time of signal molecules. Also, a burst of referential molecules is sent at a predefined time instant within the symbol period, independently of the symbol being transmitted. The receiver does not have any clock and it only has to record the number of signal molecules between every pair of consecutive arrivals of referential molecules. Though in effect the structure complexity of the receiver is reduced, the computational complexity of the decoding process may still be significant, since it relies on maximum likelihood estimators. Moreover, the transmitter is assumed to release both signal and referential molecules at very specific points in the time-slotted axis, thus requiring a very precise oscillator. Finally, two modulation schemes are proposed in [26] which neither require synchronization between transmitter and receiver. This is because information is encoded in the time between two consecutive releases of information particles, either indistinguishable (modulation B in the paper) or distinguishable (modulation C). It is shown that the asynchronous modulation based on two distinguishable particles exhibits a performance close to the synchronous scheme consisting of encoding information in the time of particle release (system A). However, both transmitter and receiver are assumed to have very precise control on the time interval between two consecutive particles, and again the detection process is based on evaluating MLEs.
In general, the above schemes lead to low symbol transmission rates and have the disadvantage of complexity, even when strong simplifying assumptions are adopted in their conception. Thus, in this paper we consider the molecular communication between two nanoscale devices that have their own internal clocks but do not exchange any clock signal. So, symbols are transmitted according to the transmitter clock and detected according to the receiver clock, in spite of the misalignment between them. Specifically, to initiate the communication, the transmitter sends a special molecular symbol called beacon in order to trigger the detection process in the receiver. Then, if the sequence of symbols is relatively short, this process does not lead to excessive errors in spite of the misalignment between clocks. Definitely, this scheme is the molecular version of the well-known asynchronous serial communication (ASC) used in conventional networks. In particular, the beacon symbol plays the role of the start bit (framing symbol). In addition to the inherent simplicity of this scheme, we believe that it fits into the requirements of many envisaged applications, especially in the field of nanomedicine, as they will probably rely on the exchange of short but effective messages between intra-body NMs.
Our initial evaluation of the proposed molecular ASC (MASC) assumes that both transmitter and receiver clocks are perfect, though not synchronized. In this way, we can focus exclusively on how beacon detection errors affect the correct detection of subsequent information symbols (via the symbol error probability -SEP). These framing errors are inherent to the random nature of the beacon arrival instant, which generally causes an undesirable shift between the actual and the ideal detection instants of information symbols. For the sake of generality, we consider a multilevel molecular encoding scheme, where each symbol is represented by a type of chemical compound. We note however that it is the complexity of implementation that will finally dictate plausible values for the number of symbols. We also assume a realistic molecular channel with any level of ISI. Then, on the basis of these assumptions, we obtain a performance function that maps beacon synchronization errors (framing errors) into information symbol errors (via the SEP). Finally, we set up the guidelines to properly design the beacon symbol such that SEP is kept very small. This design entails the selection of the emission level and diffusion coefficient of the beacon molecules. At this point, we note that the parameter selection performed in this paper is based only on communication criteria, but other factors should also be considered when transiting from theory to practice. For instance, the work presented in [27] highlights the extremely high human safety requirements imposed on the operation of inbody nanonetworks for biomedical applications, whereas the risk of altering the equilibrium between the biosphere and the atmosphere, as a consequence of human-driven changes in the emission levels of the so-called biogenic volatile organic compounds (BVOC), is discussed in [28] .
The remainder of the paper is organized as follows. In Section II, the delay distributions of the beacon and information symbols are first derived. Then, based on these distributions, the symbol error probability (SEP) is obtained as a function of the beacon detection instant. In Section III, a design scheme for the beacon symbol is introduced in order to obtain very small values for SEP. The derived SEP expression is validated by means of extensive simulation experiments in Section IV. Numerical results, including comparisons between the proposed MASC and an ideal scheme with perfect synchronization, are presented in Section V. Finally, in Section VI, concluding remarks and suggestions for further research are outlined.
II. MOLECULAR COMMUNICATION UNDER A FRAMING ERROR
An M -ary MC scheme is considered, in which each symbol S a is transmitted by emitting N a molecules of type ψ a , where a ∈ {1, . . . , M }. With no detriment on the main objective of this paper, which is the viability of a fully asynchronous molecular communication scheme, the medium is assumed to be one-dimensional for simplicity. In fact, the obtained results can be easily extended to the 3D case by simply modifying the mathematical expressions of the input distributions (hitting time distributions), fact that does not cause any change in the analytical formulation of SEP. On the other hand, the 1D case is consistent with many scenarios, such as a nanonetwork deployed in a water pipe, an oil pipeline or the human cardiovascular system. Regarding the emission of molecules, it is performed by the Transmitter Nanomachine (TN) in each inter-symbol time τ s as illustrated by the timing diagram in Fig. 1 , where s(i) denotes the i th symbol, that is,
The Receiver Nanomachine (RN) is assumed to detect the symbols by distinguishing and counting the received molecules. This detection is accomplished through a pre-specified threshold σ a , meaning that the symbol S a is correctly received if at least σ a molecules of type ψ a are detected within the inter-symbol time τ s , and the rest of symbols do not exceed their thresholds.
Any transmitted symbol is assumed to be affected by m previous symbols, where m is the level of channel memory. 1 For example, if m = 20, this means that any symbol transmission is affected by the previous twenty symbols. The communication between the TN and RN is triggered by a specific symbol called beacon, which is denoted by S bcn as illustrated in Fig. 1 . The beacon symbol is encoded by a certain type of molecule ψ bcn , different from those used for the encoding of information symbols. This molecule type is characterized by a diffusion coefficient, namely D bcn . The emission level associated to this symbol is N bcn and the corresponding detection threshold is σ bcn . After the TN transmits the beacon symbol at t = 0, the RN detects it at the random time t = τ d when it collects σ bcn molecules. Then, the MC between the TN and RN is initiated at time t = τ d without fixing the timing offset, which causes a framing error. This is shown in Fig. 1 . The cumulative distribution function of the random delay of the beacon message, i.e., τ d , can be given as
where F bcn (t) denotes the distribution function of the delay experienced by any molecule encoding the beacon. This is given by the following expression [29] : where erfc(·) and d denote the complementary error function and the distance between the TN and the RN, respectively. The probability density function and the mean of τ d can be written as follows:
After the beacon symbol is detected at t = τ d , the RN starts to count molecules during each inter-symbol time τ s and decides if the threshold σ a , a ∈ {1, . . . , M } is exceeded by a particular type at the end of τ s (see Fig. 1 ) (while the rest of thresholds are not being exceeded). Let us define the counting process r a (N a , t) , which stands for the number of molecules of type ψ a that have hit the RN until time t, given that N a molecules were emitted at t = 0. The probability mass function associated with this process, φ a (N a , l, t), is the probability that exactly l molecules have reached the RN at time t, given that a set of N a molecules were emitted at t = 0. It is as follows:
Here, l ∈ [0, N a ], t ≥ 0 and F ψ a (t) is the cumulative distribution function of the delay experienced by any single molecule ψ a to reach the RN. It is given by [29] F
where D ψ a is the diffusion coefficient of molecule type ψ a .
Let us now focus on the n th symbol s(n) = S a , a ∈ {1, . . . , M }. Symbol s(n) is transmitted at time t = nτ s by the TN by emitting N a molecules of type ψ a . Due to the timing offset τ d , the RN tries to detect s(n) within the interval from t l = τ d + (n − 1)τ s to t u = τ d + nτ s as illustrated in Fig. 2 . Here, t l and t u denote the lower and upper limits of the detection interval of symbol s(n), respectively. Note that t u can be expressed as t u = t l + τ s .
Depending on the magnitude of the timing offset τ d , the symbols interfering within the detection interval of symbol s(n) vary. These interfering symbols may be predecessor symbols like s(n − 1), s(n − 2) . . . and/or successor symbols like s(n + 1), s(n + 2) . . .. More specifically, depending on the magnitude of τ d , the interfering symbols can be identified as follows: The next step is to characterize how many molecules belonging to symbol s(n + k − i) can reach the RN within (t l , t u ]. Let us assume that s(n) = S a . If symbol s(n + k − i), with i = k, is equal to symbol S a , then it can help symbol s(n) = S a to exceed its threshold σ a . Otherwise, it does not affect the detection of symbol s(n) = S a . Hence, the random variable e a k,i denoting the amount of molecules of type ψ a coming from symbol s(n + k − i), with i = k, can be formulated as
where c a k,i is a random variable that stands for the number of molecules ψ a that were emitted at time t = (n + k − i)τ s , with i = k, and reach the RN during the detection interval of symbol s(n). Note that the condition i = k means that e a k,i excludes the contribution of current symbol s(n). The probability mass function corresponding to c a k,i is the probability that exactly l molecules reach the RN within (t l , t u ], given that N a molecules were emitted at time t = (n + k − i)τ s , with i = k. It is given by
where p a k,i (τ d ) is the probability that a molecule of type ψ a emitted at time t = (n + k − i)τ s reaches the RN during (t l , t u ]. It can be expressed as:
Note that since t u and t l are respectively given by t u = τ d + (n − 1)τ s and t l = τ d + (n − 2)τ s , equation (9) can also be written as
Now, by using the probability mass function of c a k,i in (8), we can develop the probability mass function of e a k,i , i.e. ϕ a k,i (l), as follows:
where l = 0, . . . , N a and δ(.) is the delta function. In addition to the molecules included in the counting variable e a k,i , the RN also receives the molecules emitted by the current symbol, i.e. s(n) = S a . So, let g a k denote the number of molecules ψ a that reach the RN within (t l , t u ], given that symbol s(n) = S a is emitted at time t = nτ s . Then, the probability mass function of g a k can be given by
where q a k (τ d ) is the probability that a molecule of type ψ a , which is emitted at time t = nτ s as part of symbol s(n) = S a , reaches the RN within (t l , t u ]. Similar to (9) , it can be expressed as
Now, for a given k, which means kτ s < τ d ≤ (k + 1)τ s , k ∈ {0, . . . , m}, the total number of molecules of type ψ a that reach the RN, i.e. h a k , can be written as
By employing the probability mass functions of e a k,i and g a k , given respectively in (11) and (12), the probability mass function of h a k , i.e. a k (l), can be formulated as
where * denotes the convolution operation andφ a k (l, τ d ) obeys the following expression:
All convolutions are with respect to the first variable (l). Note that it has been emphasized the fact that i = k in the above convolution. Now, let us define the following two probabilities:
Equation (17) corresponds to the probability that symbol S a exceeds its threshold given that this is the symbol transmitted in the current slot (slot n). On the other hand, expression (18) is the probability that symbol S b , with b = a, exceeds its threshold despite it has not been transmitted during the current slot. Accordingly, the probability that symbol S a is not correctly received can be expressed as follows:
This symbol error probability corresponds to a given τ d (and hence a given k). By un-conditioning with respect to τ d , the final expression for the symbol error probability of symbol S a is given by the following integral, where f τ d (t) obeys expression (3):
In our implementation, this integral is evaluated (in Mathematica) by dividing the area under the curve in many small rectangles. Two control parameters are used:
• Parameter κ, which represents the width of rectangles, that is, the granularity level.
• Parameter γ , which represents the number of rectangles, that is, the number of sampling points. The smaller the first parameter and the larger the second one, the more accurate the integral evaluation is. To decide the values of these parameters, we also evaluate the integral of expression (3) by using the same mechanism based on rectangles. This integral should converge to 1, since it represents the area of a probability density function. Therefore, the criteria to select κ and γ is that such integral is as close as possible to 1. This must be traded off with the computation time of the symbol error probability given by expression (20) , which depends on the number of points considered in the evaluation (γ ). Next, a design scheme is introduced to select the parameters of the beacon message, namely emission level N bcn and diffusion coefficient D bcn .
III. DESIGN OF THE BEACON MESSAGE
Equation (20) is the integral of a function consisting of multiplying SEP(a, τ d ) by f τ d (t). The smaller this product is, the smaller the resulting value for SEP(a) is too. Here, it is very crucial to realize that, whereas SEP(a, τ d ) depends on the information symbols, f τ d (t) only depends on the beacon symbol; accordingly, the two functions can be managed separately in order to make its product as small as possible. Next, we check the behavior of such two functions. For instance, Fig. 3 , depicts the evolution of SEP(a, τ d ) as a function of τ d (in sec.), for M = 4, D a = {1000, 1100, 1200, 1300} µm 2 /s, N a = {40, 39, 38, 37}, σ a = {14, 14, 14, 14}, m = 5, d = 0.6µm, τ s = 7ms and a = 1. These values have been taken from our previous contribution [30] , which focused on the characterization of the performance effects of any level of ISI window and the parameter selection that optimizes these effects. As it can be noticed, there is a flat region where the symbol error probability is very small. This region is defined between some relatively small value of the beacon delay and a beacon delay equal to, precisely, 7ms (the value of τ s ). At this point, a sharp increase towards another flat, but undesired region, takes place. In fact, we have observed this behavior for multiple parameter settings and all information symbols: the evolution of SEP exhibits a window of advantageous values for the symbol delay between a very small value and an upper limit given by τ s . Here, it is important to note that the performance of the MC with the framing error will be the same as the MC under perfect synchronization when τ d = τ s . This can be easily validated in the diagram shown in Fig. 1 .
In order to obtain a small value for the symbol error probability of symbol S 1 , the probability density function of the beacon delay should mostly fall within the desired flat window shown in Fig. 3 . This requirement can be extrapolated to the rest of symbols. Hence, a sufficiently narrow probability density function, approximately centered in the midpoint of all desired windows, is recommended. For instance, the probability density function of τ d is shown in Fig. 4 for four different selections of the diffusion coefficient of the beacon message diffusion. As observed, for D bcn = 20, 30, 40 µm 2 /s, very small SEP values are obtained since the corresponding probability density functions fall almost entirely into the desired flat region of Fig. 3 . However, for D bcn = 10 µm 2 /s, the probability density function of τ d hardly overlaps with the reference window and the resulting SEP is very high (55.23% as shown in the figure) .
Fortunately, with the use of a beacon symbol different from those targeted to convey information, the probability density function of the delay until the receiving process starts can be conveniently located within the window shown in Fig. 3   FIGURE 3 . Evolution of SEP for the first symbol in terms of the beacon delay. (for symbol S 1 , but equally for the rest of symbols). At this point, we can summarize some relevant results derived from an exhaustive set of experimental tests:
• Regarding the evolution of SEP(a, τ d ) in (19) , which only depends on the parameters of the information symbols, it always shows a desired flat region between a very small value and an upper limit. The former slightly increases as the value of τ s increases and, more specially, as the value of distance (d) increases. With respect to the upper limit, it always corresponds to the value of τ s .
• Regarding the distribution of the beacon delay for a given transmission distance, its expectation can be controlled through the diffusion coefficient and emission level of the molecules that encode the beacon symbol, whereas its squared coefficient of variation (directly related with the amplitude of such distribution) can be controlled by means of the emission level exclusively. So, in order to fix the location and amplitude of the probability density function of the beacon symbol, it is first recommended to adjust the emission level in order to achieve the desired amplitude, and then use the diffusion coefficient to set the final location. In Figs. 4 and 5 , the expected value of the beacon delay (E[τ d ] in (4)) is shown for different selections of the diffusion coefficient D bcn and the emission level N bcn , respectively. As explained above, by using appropriate values for these parameters, the probability density function of τ d can be almost completely inscribed into the desired flat region. Particularly, with regard to setting the appropriate value for the diffusion coefficient of the beacon symbol, we expect that the high variety of molecule types (natural or synthetic), combined with the flexibility allowed by the wideness of the flat region, will make it feasible to achieve an optimal or at least suboptimal selection for the beacon molecules. Hence, it is possible to obtain a very small average SEP for any parameter setting regarding information symbols (cardinality, diffusion coefficients, emission levels and thresholds), transmission distance, inter-symbol time and ISI window (channel memory). In the next section, we validate the analytical results via simulation.
IV. VALIDATION OF THE PERFORMANCE ANALYSIS
In this section, the symbol error probability in (20) For each parameter setting (ST i , i ∈ {1, 2, 3, 4}) and each slot time (τ s ), SEP is obtained in an analytical way by evaluating equation (20) and via simulation by applying the procedure just described in this section. The comparison between analytical and simulation results is illustrated in Fig. 6 . As observed in the figure, analytical and simulation results are very close to each other. This reveals that the analytical derivations are valid.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of a molecular channel subject to framing errors and arbitrary lengths of the ISI window (level of memory). Furthermore, we compare this performance with that of a molecular channel under the same conditions regarding the ISI window, but without framing errors (the TN and RN are assumed to be synchronized with each other). The consideration of an arbitrary ISI window (as opposed to the methods described in the review of literature) converts the latter into the synchronous counterpart of the proposed mechanism, and thus an optimal reference for comparison.
In Fig. 7 , it is shown how SEP can be reduced by appropriately regulating the diffusion coefficient of the beacon message (D bcn ). The test is done for different values of the distance (d) and by setting M = 4, m = 5 and the rest of data as in the previous section (diffusion coefficients, emission levels and thresholds). For the beacon symbol, two cases are considered:
• In the first case, the diffusion coefficient, emission level and detection threshold of the beacon symbol remain constant for all tests, that is, for all combinations of distance and inter-symbol time. Their values are arbitrarily selected with the only criterion of being close to the values used for the information symbols: D bcn = 1000, N bcn = 50 and σ bcn = 14.
• In the second case, the values of D bcn and N bcn are appropriately selected as d and τ s change by following the method introduced in Section III. As observed in the figure, the beacon message design scheme can significantly reduce the SEP values with respect to those obtained without any adjustment. In order to understand the reason of this phenomenon, let us recall that the MC scheme with a framing error has the same performance as the synchronous communication when the delay of the beacon symbol (τ d ) and the inter-symbol time (τ s ) are the same. Therefore, the performance of the former can be improved as the expectation of τ d (E[τ d ]) becomes closer to τ s . In Fig. 7 , for the case of constant D bcn and N bcn (no adjustment), which results in a constant E[τ d ], the inconsistency between the E[τ d ] and τ s increases as τ s grows. Then, this escalates to the SEP values. However, for the case in which D bcn and N bcn are appropriately selected according to the proposed design scheme, the inconsistency between E[τ d ] and τ s can be controlled and, correspondingly, the SEP values can be kept very close to those obtained under synchronous communication for all values of τ s .
The selected values for D bcn and N bcn in Fig. 7 are shown in Figs. 8 and 9 , respectively. The values of D bcn increase with d. In effect, as d increases, the beacon molecules need to difuse more quickly into the medium in order to guarantee the consistency between E[τ d ] and τ s . On the other hand, D bcn needs to be decreased as τ s increases, because slowing down the beacon molecules contributes to maintain the consistency between E[τ d ] and τ s . Regarding the evolution of N bcn , let us first take into account the following observations: the variance of τ d increases as N bcn decreases (as stated in Section III), and the variance of τ d increases as τ s increases, because larger inter-symbol times allow for larger variations of the arrival times of beacon molecules at the RN. Accordingly, N bcn needs to be increased with τ s in order to maintain the distribution of τ d within the flat region of each symbol (recall Fig. 3 for symbol S 1 ).
In Fig. 10 , the MC schemes with and without framing errors are compared in terms of SEP by applying the same setting used in Fig. 7 . Schemes with framing errors are assumed to benefit from the beacon design scheme proposed in this paper; schemes without framing errors correspond to perfectly synchronized transmissions. As it can be noticed, the beacon design allows for significantly mitigating the negative effects of framing errors, as the SEP values resulting from both types of transmissions, with and without framing errors, are very close to each other. However, if logarithmic instead of linear scales are used, as shown in Fig. 11 , we can observe a slight degradation of the molecular channel with framing errors as τ s increases. This is due to the difficulty in adjusting the beacon symbol for large inter-symbol times; actually, we could further reduce such degradation by using very large N bcn and very small D bcn values, but this might not be practical. For example, for the scenario of Fig. 11 in which d = 0.5µm and τ s = 0.0005 s, N bcn and D bcn are set to 28000 and 21, respectively; in order to match even lower SEP values, N bcn and D bcn should be further increased and decreased, respectively, which may not be feasible from a practical point of view. Anyway, since the slight degradation takes place for the large values of the inter-symbol time, which correspond to the lower transmission rates, its impact is less important.
Similar comparisons between the MC schemes with and without framing errors are presented in Figs. 12 and 13 by slightly modifying the parameter setting of Fig. 11 . Specifically, in Fig. 12 , M = 4 and d = 0.75µm, and different values of the ISI window (m) are considered; in Fig. 13 , m = 5 and d = 0.75µm, and different values of the number of symbols (M ) are applied. In all cases, by selecting appropriate values for the parameters of the beacon symbol, the performance of the MC scheme with framing errors closely approaches that of a perfectly synchronized channel. These results reveal that clock synchronization may not be required in molecular communication if a beacon symbol is introduced and properly designed.
VI. CONCLUSION
In this paper, the molecular version of the well-known ASC (asynchronous serial communication) mechanism, namely MASC, has been proposed and investigated. Whereas in ASC the relative clock drift (clock skew) between transmitter and receiver is the only component of de-synchronization, in MASC, due to the randomness of the propagation delay, both clock skew and clock offset need to be considered. Moreover, they must be treated in statistical sense. This paper has focused exclusively on clock offset, which is related to the detection instant of the beacon symbol (the molecular version of the start bit). Specifically, the effects of deviations of the actual with respect to the ideal beacon detection instant have been analyzed. This analysis has been carried out under realistic conditions by considering a molecular channel with an arbitrary ISI window (level of memory). Different types of molecules have been used to encode and send the information symbols as well as the beacon symbol. The delay distributions of the beacon and information symbols have been first derived. Then, based on these distributions, the symbol error probability has been obtained as a function of the beacon detection instant. This result has been validated via extensive simulations. The performance results have shown that SEP is highly affected by how the beacon symbol is designed. Thus, a design scheme for the beacon symbol has been introduced in order to obtain very small values for SEP. In fact, it has been shown that a proper selection of the parameters of the beacon symbol (diffusion coefficient, emission and threshold levels) can satisfactorily mitigate the effects of framing errors and provide a close performance to the molecular channel with perfect synchronization. Therefore, we conclude that there may be no need for synchronizing the transmitter and receiver clocks if a beacon symbol is introduced and properly designed.
In order to complete the development of MASC, our future work is to investigate the effects of clock skew, which is the relative drift between the transmitter and receiver local clocks. We expect that the joint effects of random propagation and clock skew will demand for structuring the transmitterreceiver communication in the form of short beacon-headed messages at a predefined frequency. Another future work would consist of extending our analysis to more realistic channel conditions, which would entail the use of mechanisms to obtain reliable channel estimates, as well as the adjustment of the emission levels of symbols in response to these estimates. These mechanisms should also account for the ISI effects caused by arbitrary levels of channel memory.
