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COMMUTATIVITY OF THE HAAGERUP TENSOR PRODUCT
AND BASE CHANGE FOR OPERATOR MODULES
TYRONE CRISP
Abstract. By computing the completely bounded norm of the flip map on the
Haagerup tensor product C0Y1 ⊗C0X C0Y2 associated to a pair of continuous
mappings of locally compact Hausdorff spaces Y1 → X ← Y2, we establish
a simple characterisation of the Beck-Chevalley condition for base change of
operator modules over commutative C∗-algebras, and a descent theorem for
continuous fields of Hilbert spaces.
It is known (cf. [Ble90]) that the canonical map B1 ⊗h B2 → B1 ⊗min B2 from
the Haagerup tensor product of two C∗-algebras to their minimal C∗-algebra tensor
product is a completely bounded isomorphism if and only if one of the Bi is finite
dimensional. In this note we shall establish a relative version of this result in the
commutative case, and draw some geometric conclusions.
Let µ1 : Y1 → X and µ2 : Y2 → X be a pair of continuous maps of locally com-
pact Hausdorff topological spaces. We wish to compare the C∗-algebraC0(Y1×XY2)
of functions on the fibred product
Y1 ×X Y2 = {(y1, y2) ∈ Y1 × Y2 | µ1y1 = µ2y2}
with the relative Haagerup tensor product C0Y1 ⊗hC0X C0Y2. The identity map on
the algebraic tensor product extends to a complete contraction
(⋆) C0Y1 ⊗hC0X C0Y2 → C0(Y1 ×X Y2),
and the question that we shall answer is: under what circumstances is (⋆) a com-
pletely bounded isomorphism?
The noncommutativity of the Haagerup tensor product presents an obvious ob-
struction: in general the flip map b1 ⊗ b2 7→ b2 ⊗ b1 is not completely bounded
with respect to the Haagerup norm, whereas this map is completely isometric for
the C∗-algebra norm. We shall prove that this noncommutativity is the only ob-
struction, and characterise the vanishing of the obstruction in terms of a finiteness
condition on the maps µi:
Theorem 1. The following are equivalent for continuous maps µ1 : Y1 → X and
µ2 : Y2 → X:
(a) The canonical map (⋆) is a completely bounded isomorphism.
(b) The flip map C0Y1 ⊗hC0X C0Y2 → C0Y2 ⊗hC0X C0Y1 is completely bounded.
(c) max
x∈X
min
i=1,2
#µ−1i x <∞.
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We in fact obtain a quantitative version of the equivalences by relating the
completely bounded norms of the flip and of the inverse of (⋆) to the quantity
appearing in (c); see Lemma 10 and Proposition 14.
The study of the map (⋆) is quite natural from the point of view of abstract
harmonic analysis: C0Y1 ⊗hC0X C0Y2 is a commutative Banach algebra, isomorphic
(by the Grothendieck inequality, see e.g. [Pis12]) to the relative projective tensor
product C0Y1⊗̂C0XC0Y2, and the map (⋆) is the Gelfand transform (cf. [Gel65,
Theorem 1]).
Our motivation for studying (⋆) comes from quite a different direction, as we
shall now explain.
Base change of operator modules. To each C∗-algebra A is associated a cat-
egory OM(A) of (nondegenerate, right) operator modules over A, with completely
bounded A-linear maps as morphisms. See [BLM04] for details. The most im-
portant property of operator modules for our purpose here is that they can be
both pushed forward and pulled back: to each continuous map of locally compact
Hausdorff spaces µ : Y → X there is associated a pair of functors
µ∗ : OM(C0Y )→ OM(C0X) and µ∗ : OM(C0X)→ OM(C0Y )
given by Haagerup tensor product with C0Y , viewed either as a C0Y -C0X bimodule
(in the case of µ∗) or as a C0X-C0Y -bimodule (in the case of µ
∗). If the map µ is
proper then the functor µ∗ is left-adjoint to µ∗: see [CH16, Theorem 2.17].
Now suppose that we have a pair of proper, continuous maps µ1 : Y1 → X and
µ2 : Y2 → X . The fibred product Y1 ×X Y2 fits into a pullback diagram
Y1 ×X Y2
pi1
vv♠♠
♠♠
♠♠
♠ pi2
((◗
◗◗
◗◗
◗◗
Y1
µ1 ((◗
◗◗
◗◗
◗◗
◗◗
Y2
µ2vv♠♠
♠♠
♠♠
♠♠
♠
X
where πi(y1, y2) := yi, and we consider the pair of functors
OM(C0Y1)
pi2∗pi
∗
1
//
µ∗
2
µ1∗
// OM(C0Y2).
The adjunction between pullbacks and pushforwards yields, as observed in [BR70],
a canonical natural transformation µ∗2µ1∗ → π2∗π∗1 called the base-change map as-
sociated to µ1 and µ2, and the maps µ1 and µ2 are said to satisfy the Beck-Chevalley
condition (for operator modules) if the base-change map is an isomorphism. This
base-change map is (⋆) by another name: the functors µ∗2µ1∗ and π2∗π
∗
1 are given
by Haagerup tensor product with the operator bimodules C0Y1 ⊗hC0X C0Y2 and
C0(Y1×X Y2), respectively, and the base-change map is the natural transformation
of functors induced by the bimodule map (⋆). Theorem 1 thus implies:
Corollary 2. The maps µ1 and µ2 satisfy the Beck-Chevalley condition for operator
modules if and only if max
x∈X
min
i=1,2
#µ−1i x <∞. 
Descent of continuous fields of Hilbert spaces. In [BR70] Be´nabou and
Roubaud showed, in a very general setting, that the Beck-Chevalley condition
leads to an identification between two approaches to the descent problem. Here
is what this means in the present context. Let µ : Y → X be a continuous, proper,
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surjective map of locally compact Hausdorff spaces, and consider the problem of
characterising the image of the pullback functor µ∗ : OM(C0X) → OM(C0Y ). In
[Cri19] we gave a solution to this problem: an operator module E over C0Y has
the form µ∗F for some operator module F over C0X if and only if there exists a
completely isometric C0Y -linear splitting E → µ∗µ∗E of the multiplication map
µ∗µ∗E → E, satisfying a coassociativity condition; see [Cri19, Theorem 4.1]. If µ
satisfies the Beck-Chevalley condition—which, by Corollary 2, is equivalent to the
condition that the fibres of µ should have uniformly bounded finite cardinality—
then we have natural isomorphisms of spaces of completely bounded module maps
(3) CBC0Y (E, µ
∗µ∗E)
∼=−→ CBC0Y (E, π2∗π∗1E)
∼=−→ CBC0(Y×XY )(π∗2E, π∗1E)
coming from base change and from the adjunction between pullback and pushfor-
ward. In this way the existence of a splitting E → µ∗µ∗E as studied in [Cri19] can
be reformulated as the existence of a completely bounded, C0(Y ×X Y )-linear map
π∗2E → π∗1E satisfying certain properties, stated explicitly below.
The advantage of this reformulation becomes apparent when one’s primary inter-
est is not in the category OM of operator modules and completely bounded maps,
but in the subcategory CM of Hilbert C∗-modules (or equivalently, as shown in
[Tak79], of continuous fields of Hilbert spaces) and adjointable maps. The pullback
of a Hilbert C∗-module along a map of spaces is again a Hilbert C∗-module, but
the same is not generally true of pushforwards, and this means that the charac-
terisation of the image of the pullback functor µ∗ : CM(C0X) → CM(C0Y ) in
terms of splittings E → µ∗µ∗E given in [Cri19, Theorem 5.6] necessarily involves
operator modules that are not Hilbert C∗-modules. Using (3) to replace splittings
E → µ∗µ∗E by maps π∗2E → π∗1E allows us to reformulate this characterisation
entirely within the category of Hilbert C∗-modules. To state the result (Corollary
5, below) we shall need some terminology, adapted from [Gro60].
Definition 4. A descent datum (in Hilbert C∗-modules) for a continuous proper
map µ : Y → X is a pair (E,ϕ) where E is a Hilbert C∗-module over C0Y ,
and where ϕ : π∗2E → π∗1E is a unitary isomorphism of Hilbert C∗-modules over
C0(Y ×X Y ) satisfying π∗12(ϕ)π∗23(ϕ) = π∗13(ϕ). Here πij is the map (y1, y2, y3) 7→
(yi, yj) from Y ×X Y ×X Y to Y ×X Y , and we are tacitly invoking isomorphisms
such as π∗23π
∗
1
∼= (π1π23)∗ = (π2π12)∗ ∼= π∗12π∗2 , etc.
A morphism of descent data (E1, ϕ1) → (E2, ϕ2) is an adjointable mapping of
Hilbert C∗-modules t : E1 → E2 satisfying π∗1(t)ϕ1 = ϕ2π∗2(t). Equipped with
these morphisms, the descent data for µ form a C∗-category which we denote by
Desµ.
For each Hilbert C∗-module F ∈ CM(C0X) we let ϕF : π∗2µ∗F → π∗1µ∗F be
the canonical unitary isomorphism coming from the equality µπ2 = µπ1. The
assignment F 7→ (µ∗F, ϕF ) extends to a ∗-functor D : CM(C0X)→ Desµ, defined
on morphisms by D(t) := µ∗(t).
Corollary 5. Let µ : Y → X be a proper, surjective mapping of locally com-
pact Hausdorff spaces satisfying maxx∈X #µ
−1x <∞. The functor D is a unitary
equivalence of C∗-categories CM(C0X) → Desµ, and consequently the image of
the pullback functor µ∗ is the same as the image of the obvious forgetful functor
Desµ→ CM(C0Y ).
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Proof. By [Cri19, Theorem 5.6] there is a unitary equivalence
F : CM(C0X)
∼=−→ CC(C0Y ⊗hC0X C0Y )
where CC(C0Y⊗hC0XC0Y ) is a C∗-category whose objects are splittings E → µ∗µ∗E
as above. As in [BR70] we can use the isomorphisms (3) to turn such splittings
into descent data, and vice versa, yielding a unitary equivalence
G : CC(C0Y ⊗hC0X C0Y )
∼=−→ Desµ.
It is then a simple matter to verify that the functor D is isomorphic to the composite
GF. 
Remarks 6. (1) The functor D : CM(C0X)→ Desµ can be an equivalence with-
out the map µ satisfying the Beck-Chevalley condition; for example, if X is a
point then D is always an equivalence. (We owe this observation to an anony-
mous referee.) It may in fact be the case that the functor D is an equivalence
for every proper surjection µ; proving this in the absence of the Beck-Chevalley
condition is beyond the scope of this note.
(2) The finiteness condition on µ in Corollary 5 is quite restrictive, but interesting
examples do exist. For instance, if G is a complex semisimple Lie group then the
Dixmier-Douady theory [DD63] combined with a theorem of Wallach [Wal71]
gives a Morita equivalence C∗rG ∼ C0(h∗/W ) between the reduced group C∗-
algebra of G and the commutative C∗-algebra of Weyl-invariant continuous
functions on the dual of a Cartan subalgebra h of the Lie algebra of G. This is
explained in [PP83]. Using this Morita equivalence, Corollary 5 says that the
functor of tempered parabolic restriction from G to H = exph introduced in
[CCH16] gives an equivalence between CM(C∗rG) and the category of descent
data for the quotient mapping h∗ → h∗/W .
The Haagerup tensor product. Turning now to the proof of Theorem 1, we
first establish some notation and recall some basic facts about the Haagerup tensor
product, referring to [BLM04] for details. Let B1 and B2 be C
∗-algebras, and let
A be a C∗-algebra equipped with nondegenerate ∗-homomorphisms A → M(B1)
and A → M(B2) into the multiplier algebras of B1 and B2. We use these homo-
morphisms to regard B1 and B2 as A-bimodules. For all positive integers n and m
we consider the ‘external’ matrix product
(Mn,m ⊗B1)⊗ (Mm,n ⊗B2) D⊗E 7→D⊙E−−−−−−−−→Mn ⊗ (B1 ⊗A B2)
(d⊗ b1)⊙ (e⊗ b2) := de⊗ (b1 ⊗ b2).
Here Mn,m means n×m complex matrices, Mn means Mn,n, and an undecorated
⊗ means the algebraic tensor product over C.
We equip each Mn ⊗B with its C∗-algebra norm, and we equip Mn,m ⊗B with
the norm that it inherits as a subspace of Mmax(n,m)⊗B. The Haagerup seminorm
on Mn ⊗ (B1 ⊗A B2) is defined by
‖F‖h := inf {‖D‖‖E‖ | m ∈ N, D ∈Mn,m ⊗B1, E ∈Mm,n ⊗B2, F = D ⊙ E} .
The Haagerup tensor product B1 ⊗hA B2 is the separated completion of B1 ⊗A B2
in the n = 1 Haagerup seminorm. The Haagerup norms extend to the spaces
Mn ⊗ (B1 ⊗hA B2), giving B1 ⊗hA B2 the structure of an operator space.
The same operator-space structure can be defined by embedding B1 ⊗A B2 into
the amalgamated free product C∗-algebra B1 ∗A B2 (cf. [CES87, Theorem 3.1],
COMMUTATIVITY OF THE HAAGERUP TENSOR PRODUCT 5
[Pis96, Lemma 1.14], [Oza04, p.515]). The universal property of the free product
then ensures that whenever ρ1 : B1 → C and ρ2 : B2 → C are ∗-homomorphisms
satisfying ρ1(b1a)ρ2(b2) = ρ1(b1)ρ2(ab2) for all b1 ∈ B1, b2 ∈ B, and a ∈ A, we
obtain a completely contractive map
(7) [ρ1ρ2] : B1 ⊗hA B2 → C, b1 ⊗ b2 7→ ρ1(b1)ρ2(b2).
Returning to the setting of Theorem 1, we let µ1 : Y1 → X and µ2 : Y2 → X be
continuous maps of locally compact Hausdorff spaces. Pullback of functions along
µ1 and µ2 gives nondegenerate ∗-homomorphisms µ∗i : C0X →M(C0Yi) which we
use to form the Haagerup tensor product C0Y1 ⊗hC0X C0Y2. Pullback along each
coordinate projection πi : Y1 ×X Y2 → Yi gives a nondegenerate ∗-homomorphism
π∗i : C0Yi → M(C0(Y1 ×X Y2)), and since µ1π1 = µ2π2 these homomorphisms
induce, as in (7), a completely contractive map
[π∗1π
∗
2 ] : C0Y1 ⊗hC0X C0Y2 →M(C0(Y1 ×X Y2)).
This map [π∗1π
∗
2 ] actually has image contained in C0(Y1×X Y2), and is precisely the
map (⋆) appearing in Theorem 1.
We let τ denote the flip map C0Y1 ⊗C0X C0Y2 → C0Y2 ⊗C0X C0Y1.
Proof that (a) implies (b) in Theorem 1. If [π∗1π
∗
2 ] is a completely bounded
isomorphism, then taking operator-space adjoints (cf. [BLM04, 1.2.25]) shows that
the map [π∗2π
∗
1 ] : C0Y2 ⊗hC0X C0Y1 → C0(Y2 ×X Y1) is also a completely bounded
isomorphism. We can factor the flip map τ as
C0Y1⊗hC0X C0Y2
[pi∗
1
pi∗
2
]−−−−→ C0(Y1×X Y2) σ
∗
−→ C0(Y2×X Y1) [pi
∗
2
pi∗
1
]−1−−−−−−→ C0Y2⊗hC0X C0Y1
where σ∗ is the ∗-isomorphism induced by the flip σ : Y1 ×X Y2 → Y2 ×X Y1.
Isomorphisms of C∗-algebras are complete isometries, and [π∗1π
∗
2 ] is a complete
contraction, so we have
(8) ‖τ‖cb ≤ ‖[π∗2π∗1 ]−1‖cb.
Proof that (b) implies (c) in Theorem 1. The following computation is in-
spired by, but distinct from, Tomiyama’s computation of the cb norm of the trans-
pose map [Tom83]; cf. Remark 15. Recall that the completely bounded norm ‖τ‖cb
is the supremum over n of the operator norms of the maps
idMn ⊗ τ :Mn ⊗ (C0Y1 ⊗hC0X C0Y2)→Mn ⊗ (C0Y2 ⊗hC0X C0Y1).
Lemma 9. ‖τ‖cb ≥
√
max
x
min
i
#µ−1i x. In particular, if the right-hand side is
infinite then so is ‖τ‖cb, and so (b) implies (c) in Theorem 1.
Proof. Fix a point x ∈ X , and suppose that #µ−1i x ≥ m for i = 1, 2. We will prove
that ‖idMm ⊗ τ‖ ≥
√
m.
Let y1, . . . , ym ∈ Y1 and z1, . . . , zm ∈ Y2 be distinct points with µ1(yi) = µ2(zi) =
x for all i. Let b1, . . . , bm ∈ C0Y1 and c1, . . . , cm ∈ C0Y2 be a collection of functions
with the following properties:
‖bi‖ = ‖ci‖ = bi(yi) = ci(zi) = 1 for all i; and bibj = cicj = 0 when i 6= j.
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Let ω ∈ C be a primitive mth root of 1, and consider the following element of
Mm ⊗ (C0Y1 ⊗C0X C0Y2):
F :=
m∑
i,j,k=1
ωk(j−i)ei,j ⊗ bj ⊗ ck.
Here ei,j denotes the matrix with 1 in the i, j position and zeros everywhere else.
We first claim that ‖F‖h ≤
√
m. To show this we write F = D ⊙ E where
D ∈M1,m ⊗Mm,m ⊗ C0Y1 and E ∈Mm,1 ⊗Mm,m ⊗ C0Y2 are defined by
D :=
m∑
i,j,k=1
ω−kie1,j ⊗ ei,k ⊗ bj , E :=
m∑
j,k=1
ωkjej,1 ⊗ ek,j ⊗ ck.
We have
‖D‖2 = ‖DD∗‖ =
∥∥∥∥∥∥m
m∑
i,j=1
ei,i ⊗ |bj|2
∥∥∥∥∥∥ = m
∥∥∥∥∥∥
m∑
j=1
|bj |2
∥∥∥∥∥∥ = m,
while
‖E‖2 = ‖E∗E‖ =
∥∥∥∥∥∥
m∑
j,k=1
ej,j ⊗ |ck|2
∥∥∥∥∥∥ =
∥∥∥∥∥
m∑
k=1
|ck|2
∥∥∥∥∥ = 1,
giving ‖F‖h ≤ ‖D‖‖E‖ ≤
√
m.
Now let ρ1 : C0Y1 →Mm and ρ2 : C0Y2 →Mm be the ∗-homomorphisms
ρ1(b) :=
m∑
i=1
b(yi)ei,i and ρ2(c) := U
(
m∑
i=1
c(zi)ei,i
)
U∗,
where U := m−1/2
∑m
i,j=1 ω
ijei,j (the unitary Fourier transform inMm). A straight-
forward computation shows that (idMm ⊗ [ρ2ρ1]τ)(F ) =
∑
i,j ei,j ⊗ ei,j , which is m
times an orthogonal projection. Since [ρ2ρ1] is a complete contraction we find that
‖(idMm ⊗ τ)F‖h ≥ ‖(idMm ⊗ [ρ2ρ1]τ)(F )‖Mm⊗Mm = m ≥
√
m‖F‖h. 
Proof that (c) implies (a) in Theorem 1.
Lemma 10. If the function x 7→ min
i=1,2
#µ−1i x is uniformly bounded on X then
[π∗1π
∗
2 ] is a completely bounded isomorphism. Explicitly,
‖[π∗1π∗2 ]‖cb ≤ 1 and ‖[π∗1π∗2 ]−1‖cb ≤
√
max
x∈X
min
i=1,2
#µ−1i x.
The proof relies on a couple of preliminary observations about the Haagerup
norm.
Lemma 11. For each x ∈ X and i = 1, 2 let ιi,x : µ−1i x → Yi be the inclusion
map, and consider the linear map
ι∗1,x ⊗ ι∗2,x : C0Y1 ⊗C0X C0Y2 → C0(µ−11 x)⊗ C0(µ−12 x).
For each n ≥ 1 and each F ∈Mn ⊗ (C0Y1 ⊗C0X C0Y2) we have
‖F‖h = sup
x∈X
∥∥(idMn ⊗ ι∗1,x ⊗ ι∗2,x)F∥∥h.
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Proof. The Haagerup tensor product C0Y1⊗hC0X C0Y2 embeds completely isometri-
cally in the amalgamated free product C0Y1∗C0XC0Y2, via the map b1⊗b2 7→ b1∗b2.
In every irreducible representation of this free product the algebra C0X acts cen-
trally, and thus by a character a 7→ a(x). So every irreducible representation of
C0Y1 ∗C0X C0Y2 factors through some ι∗1,x ∗ ι∗2,x. Taking the supremum over all of
the irreducible representations thus gives the desired formula for ‖F‖h. 
The other ingredient in our proof of Lemma 10 is the following well-known fact:
Lemma 12. For all n,m ∈ N, all C∗-algebras A, and all F ∈ Mn ⊗ Cm ⊗ A, we
have
‖F‖min ≤ ‖F‖h ≤
√
m‖F‖min
where h indicates the Haagerup norm on Mn ⊗ (Cm ⊗ A), and min indicates the
C∗-algebra norm. The same bounds hold for F ∈Mn ⊗A⊗ Cm.
The bound ‖F‖min ≤ ‖F‖h holds for tensor products of arbitrary operator spaces
[BLM04, 1.5.13]. Since we were not immediately able to find a reference for the
other inequality, let us give a proof.
Proof. Take an arbitrary element
F =
n∑
i,j=1
m∑
k=1
ei,j ⊗ εk ⊗ ai,j,k ∈Mn ⊗ Cm ⊗A
where as before ei,j denotes the matrix with 1 in the i, j position and zeros ev-
erywhere else, and ε1, . . . , εm ∈ Cm are the standard basis elements. Factor F as
D ⊙ E, where
D :=
n∑
i=1
m∑
k=1
e1,i ⊗ ei,k ⊗ εk ∈M1,n ⊗Mn,m ⊗ Cm and
E :=
n∑
i,j=1
m∑
k=1
ei,1 ⊗ ek,j ⊗ ai,j,k ∈Mn,1 ⊗Mm,n ⊗A.
(Here D⊙E is defined by using the Kronecker product to identify M1,m⊗Mm,m ∼=
Mm,m2 and Mm,1 ⊗Mm,m ∼=Mm2,m.)
We have E∗E =
∑m
k=1 F
∗
kFk, where Fk =
∑n
i,j=1 ei,j ⊗ ai,j,k ∈ Mn ⊗ A. Since
DD∗ is the identity in Mn ⊗ Cm, this computation gives the bound
‖F‖2h ≤ ‖E‖2 ≤ m sup
k
‖Fk‖2Mn⊗A = m‖F‖min.
This proves the result for Cm⊗A, and taking adjoints gives the result forA⊗Cm. 
Proof of Lemma 10. For each x ∈ X and i = 1, 2 let πi,x : µ−11 x × µ−12 x → µ−1i x
be the projection onto the ith coordinate. Consider the commuting diagram
(13) C0Y1 ⊗hC0X C0Y2
[pi∗
1
pi∗
2
]
//
d
x ι
∗
1,x⊗ι
∗
2,x

C0(Y1 ×X Y2)
d
x
(ι1,x×ι2,x)
∗
d
x∈X C(µ
−1
1 x)⊗h C(µ−12 x)
d
x
[pi∗
1,xpi
∗
2,x]
//
d
x∈X C0(µ
−1
1 x× µ−12 x)
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where
d
denotes the ℓ∞ product of operator spaces. Lemma 11 implies that the
left-hand vertical arrow in (13) is a complete isometry. The right-hand vertical
arrow is an injective ∗-homomorphism, hence it too is a complete isometry. If
the quantity mini#µ
−1
i x is uniformly bounded then Lemma 12 implies that the
bottom horizontal arrow is a completely bounded isomorphism of operator spaces:
indeed, this map is a complete contraction, and its inverse has cb norm bounded by√
maxxmini#µ
−1
i x. Hence the commutativity of the diagram ensures that [π
∗
1π
∗
2 ]
is a completely bounded isomorphism onto a closed subspace of C0(Y1 ×X Y2), and
an application of the Stone-Weierstrass theorem shows that this subspace is all
of C0(Y1 ×X Y2). Since the vertical arrows in (13) are complete isometries, the
previously noted bounds on the cb norms of the bottom horizontal arrow and its
inverse imply the same bounds for [π∗1π
∗
2 ] and its inverse. 
This completes the proof of Theorem 1. The following formula for the cb norm
of the flip τ falls out of the proof:
Proposition 14. The flip map τ : C0Y1⊗hC0X C0Y2 → C0Y2⊗hC0X C0Y1 associated
to a pair of continuous maps µ1 : Y1 → X and µ2 : Y2 → X has
‖τ‖cb =
√
max
x∈X
min
i=1,2
#µ−1i x.
(If one side of the equation is infinite, then so is the other.)
Proof. Theorem 1 shows that if one side is infinite then so is the other. When both
sides are finite Lemma 9 gives one of the required inequalities, while combining
Lemma 10 and the bound (8) gives the other. 
Remark 15. Let B be a C∗-algebra and consider the flip τ on B ⊗h B. Simple
algebraic manipulations show that
‖idMn ⊗ τ‖ = ‖T ⊗ idB⊗hB‖
where T is transposition onMn. We have an isometric embeddingMn⊗(B⊗hB) →֒
Mn ⊗ (B ∗ B), and it is interesting to compare the transpose maps on these two
matrix spaces. Take B = Cm. On the one hand, Proposition 14 shows that the
transpose on Mn ⊗ (B ⊗h B) has norm bounded by
√
m (and equal to
√
m when
n ≥ m). On the other hand, Tomiyama’s results [Tom83] show that if m ≥ 3 then
the transpose map on Mn ⊗ (B ∗B) has norm n (because B ∗B surjects on to the
C∗-algebra of PSL(2,Z), and hence has irreducible representations of arbitrarily
large dimension).
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