Representations of the optimal filter in the context of nonlinear filtering of random fields with fractional noise  by Linn, Matthew & Amirdjanova, Anna
Stochastic Processes and their Applications 119 (2009) 2481–2500
www.elsevier.com/locate/spa
Representations of the optimal filter in the context of
nonlinear filtering of random fields with fractional noise
Matthew Linn, Anna Amirdjanova∗
University of Michigan, 439 West Hall, 1085 S. University Avenue, Ann Arbor, MI 48109, United States
Received 10 June 2008; received in revised form 10 December 2008; accepted 31 December 2008
Available online 7 January 2009
Abstract
The problem of nonlinear filtering of multiparameter random fields, observed in the presence of
a long-range dependent spatial noise, is considered. When the observation noise is modelled by a
persistent fractional Wiener sheet, several pathwise representations of the optimal filter are derived.
The representations involve series of multiple stochastic integrals of different types and are particularly
important since the evolution equations, satisfied by the best mean-square estimate of the signal random
field, have a complicated analytical structure and fail to be proper (measure-valued) stochastic partial
differential equations. Several of the above optimal filter representations involve a new family of strong
martingale transforms associated to the multiparameter fractional Brownian sheet; the latter martingale
family is of independent interest in fractional stochastic calculus of multiparameter random fields.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the following spatial nonlinear filtering problem for an m-parameter random field
X = (Xz, z ∈ T), where T = [0, T1] × · · · × [0, Tm], m ≥ 2, and X is unobserved directly.
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Suppose that a noisy field Y is observed instead and that the observation model, which is of
interest in many geophysical, atmospheric and engineering applications, is given by:
Yz =
∫
Rz
h(Xζ )dζ + B Hz , z ∈ T, (1.1)
where Rz denotes a rectangle [0, z1) × · · · × [0, zm) for z = (z1, . . . , zm) ∈ T, h is a suitably
regular and integrable nonlinear function (satisfying several technical assumptions discussed
later), process B H = (B Hz , z ∈ T) is a fractional Brownian m-parameter sheet (fBs) with
Hurst multi-index H = (H1, . . . , Hm) ∈ ( 12 , 1)m (thus, the fBs is persistent, i.e. has long-range
dependence in all spatial directions), and the “signal” X is assumed to be independent of the
observation noise B H . The goal is to characterize the optimal filter, or, in other words, to study
the best mean-square estimate of the signal on the basis of the observation field Y . The latter
translates into describing the evolution of the conditional law of Xz given the observation sigma-
field FYz = σ({Yζ , 0 ≺ ζ ≺ z}), or, equivalently, identifying the dynamics of the conditional
expectation E( f (Xz)|FYz ) for a sufficiently rich class of functions f . (Throughout the paper, ≺
will indicate the partial ordering inRm , i.e. we put z ≺ z′ whenever zi ≤ z′i for all i = 1, . . . ,m.)
In general terms, spatial filtering is important in connection with the study of problems
where one needs to estimate a value of a variable of interest at an unsampled location from
noisy measurements made at other sites. Just like in the case of classical one-parameter filtering
(in time), although real life measurements are taken at a finite number of points, continuous-
parameter framework is nonetheless very useful from both mathematical and application point
of view.
Despite the existence of numerous potential applications, spatial nonlinear filtering theory
for continuous-parameter random fields with non-martingale observation noises has not been
previously studied in the mathematical literature owing largely to the following two (totally
separate) fundamental difficulties: lack of stochastic calculus for non-semimartingale random
processes in the one-parameter case, and a significantly more challenging framework for
martingale and Markov random field theories in the multiparameter case.
Yet, some progress has been made in recent years in addressing the question of stochastic
calculus for fractional Brownian motion (and for a related class of the so-called “Volterra
processes”) in the one-parameter case. At the same time, as shown in Theorem 2.1, some
multiparameter martingale notions and techniques turn out to be useful in the case of filtering
model (1.1), since one can construct a convenient family of strong martingale transforms
associated to the fractional Brownian sheet. That family of strong martingales allows to establish
a suitable multiparameter version of the Girsanov formula and the proofs can then proceed via
the reference probability method. (Recall that the theory of strong martingales resembles the
classical theory of one-parameter martingales fairly closely, whereas for (regular) two-parameter
martingales many classical martingale notions and results fail.)
Earlier results pertaining to the nonlinear filtering problem for model (1.1) were obtained
in [1], where a “fractional-spatial” version of the Bayes formula and the stochastic evolution
equations (of the Duncan–Mortensen–Zakai type) for the optimal filter were derived. Namely,
consider an m-dimensional parameter space T with m ≥ 2. Let us fix a complete filtered
probability space (Ω ,F , (Fz), P), where filtration (Fz) satisfies the following conditions:
(i) If z ≺ z′ then Fz ⊂ Fz′ ; (ii) F0 contains all P-null sets of F ; (iii) Fz = ⋂z≺≺z′ Fz′ ,
where we write z ≺≺ z′ whenever z j < z′j for all j ; (iv) If m = 2, then assume that,
for each z ∈ R2+, the sigma-fields F1z and F2z are conditionally independent given Fz , where
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F1z :=
∨
t≥0 F(z1,t) = σ
{⋃
t∈R+ F(z1,t)
}
and F2z :=
∨
s≥0 F(s,z2) = σ
{⋃
s∈R+ F(s,z2)
}
.
For m > 2 assume that the natural extension of the above condition (involving conditional
independence) to higher dimensions holds. Next assume that the processes in (1.1) are all
measurable (Fz)-adapted random fields defined on that probability space. Moreover, assume
that function h : R→ R in (1.1) satisfies the following conditions:
(A1) h is Ho¨lder-continuous of order λ on any finite subinterval in R, where λ >
2 max(H1, . . . , Hm)− 1; and
(A2) For h∗z (X)(ω) := (
∏m
j=1 z
1
2−H j
j )h(Xz(ω)) (where z = (z1, . . . , zm) ∈ T, ω ∈ Ω ),∫
T
(
m∏
j=1
ζ
2H j−1
j
)
E
[(
DH1−
1
2 ,...,Hm− 12
0+,...,0+ h
∗
. (X)
)
(ζ )
]2
dζ <∞, (1.2)
where Dα1,...,αma1+,...,am+ denotes the left-handed mixed fractional Riemann–Liouville derivative of
order α = (α1, . . . , αm) ∈ (0, 1)m defined by
(Dα1,...,αma1+,...,am+ f )(x)
= 1m∏
j=1
0(1− α j )
∂m
∂x1 . . . ∂xm
∫ x1
a1
. . .
∫ xm
am
f (ζ1, . . . , ζm)
m∏
j=1
(x j − ζ j )α j
dζ1 . . . dζm,
for all x = (x1, . . . , xm) (where a = (a1, . . . , am) ≺ x).
Assume also that the following condition on the signal holds:
(A3) X has Ho¨lder-continuous trajectories of order (λ0, . . . , λ0), where
λ0 >
max{H1, . . . , Hm} − 12
λ
,
where λ is as given in condition (A1) above.
For almost all ω ∈ Ω define function (δz(X), z = (z1, . . . , zm) ∈ T) by
δz(X)(ω) := 1m∏
j=1
c∗H j
(
m∏
j=1
z
H j− 12
j
)(
DH1−
1
2 ,...,Hm− 12
0+,...,0+ h
∗· (X)(ω)
)
(z), z ∈ T, (1.3)
where c∗H j = 0(H j + 12 )
√
2H j0( 32−H j )
0(H j+ 12 )0(2−2H j )
. By the same argument as in [1], one can show the
following property:∫
Rz
(
m∏
j=1
K−1H j (z j ; ζ j )
)
h(Xζ )dζ =
∫
Rz
δζ (X)dζ a.s.,
where
K−1H j (t; s) = c′H j
((
t
s
)H j− 12
(t − s) 12−H j −
(
H j − 12
)
s
1
2−H j
×
∫ t
s
u H j−
3
2 (u − s) 12−H j du
)
, (1.4)
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where c′H j = 10( 32−H j )
√
0(2−2H j )
2H j0( 32−H j )0(H j+ 12 )
. Next define the following random fields:
W Yz :=
∫
Rz
m∏
j=1
K−1H j (z j ; ζ j )dYζ , z ∈ T, (1.5)
Vz = exp
{
−
∫
Rz
δζ (X)dW Yζ +
1
2
∫
Rz
(δζ (X))
2dζ
}
, z ∈ T. (1.6)
Then, according to [1], the following Bayes-type result holds:
Lemma 1.1. Let P˜ be a new probability measure on (Ω ,F) given by:
dP˜
dP
= V(T1,...,Tm ) a.s.(P). (1.7)
Then P˜ is equivalent to P and, under P˜, (1.1) holds a.s., Y is a standard fBs with Hurst
multi-index H = (H1, . . . , Hm), X has the same law as under P, and processes X and Y are
independent under P˜. Moreover, the following “spatial-fractional” version of the Bayes formula
holds: For any F ∈ Cb(R),
E
(
F(Xz)|FYz
)
= E˜
[
F(Xz)V−1z |FYz
]
E˜
[
V−1z |FYz
] a.s. (1.8)
where E˜ denotes the mathematical expectation under P˜.
We will make use of the above version of the Bayes formula when deriving the pathwise
representation of the optimal filter in Theorem 3.4.
Next, in order to motivate pathwise representations of the optimal filter given in Section 3,
let us make a few comments on the structure of the stochastic filtering evolution equations
corresponding to model (1.1). In [1], for the case of 2-dimensional parameter space
T (i.e. m = 2), two types of evolution equations were obtained. The first and simpler evolution
equation provided the description of the unnormalized optimal filter in terms of its dynamics
along an arbitrary monotone increasing (in the sense of partial ordering) 1-dimensional curve,
while the second and more complicated stochastic evolution equation tracked the optimal filter
along truly 2-dimensional paths. Yet, even in the simplest case, the filter dynamics is non-
standard due to the long memory (or long-range dependence) of the noise and the resulting
evolution equation fails to be a proper measure-valued stochastic partial differential equation.
Therefore, derivation of a density-valued version of the Zakai equation for (1.1) is impossible,
and numerous useful recursive approaches, derived in the classical theory on the basis of density-
valued Zakai SPDE, are clearly not applicable in the long-memory/long-range dependent case.
On the other hand, in [2] it was shown that, in the one-parameter case, it is possible
to derive explicit pathwise representations of the optimal filter in the case of long-memory
observation noise by taking ratios of infinite series of multiple stochastic fractional integrals
of Itoˆ and Stratonovich type (defined with respect to observation Y ), and these representations
can subsequently be used to compute approximations to the optimal filter. (Similar results were
also known earlier in the one-parameter case for the classical filtering problem with martingale
observation noise. See e.g. [3–5]. However, in the martingale (observation) noise case, multiple
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integrals involved in the series are the classical ones, rather than fractional. Some additional
related expansions of the optimal filter in the martingale case can also be found in [6,7].)
Since the filtering evolution equations for the multiparameter case are progressively more
complex and do not appear to be easily tractable analytically and numerically, finding more
explicit descriptions of the optimal filter is clearly important. In view of the above, in this
paper we focus on derivation of pathwise representations of the optimal filter (in the framework
of model (1.1)) involving multiple stochastic fractional integrals defined with respect to the
multiparameter observation random field Y (or, alternatively, as in the case of Theorem 3.4,
with respect to random field W Y ).
The paper is organized as follows. Section 2 presents construction of a rich family of strong
multiparameter martingales associated to the fractional m-parameter Brownian sheet of Hurst
index H = (H1, . . . , Hm) ∈ ( 12 , 1)m . While this result is of independent interest in a variety of
contexts, it is useful in particular for derivation of several pathwise representations of the optimal
filter which are given in Section 3. Section 3 also contains an approximation to the optimal filter
based on truncation and discretization of series of multiple stochastic integrals of Stratonovich
type, defined with respect to the observation m-parameter field Y , which allows for a numerical
implementation of the spatial filter.
2. Strong multiparameter martingale transforms associated to a persistent fractional
Brownian sheet
Denote the space of continuous, real-valued functions mapping [0, T1] × · · · × [0, Tm] to R
by C([0, T1] × · · · × [0, Tm],R).
Lemma 2.1. For an arbitrary continuous curve C ∈ C([0, T1] × · · · × [0, Tm],R) and ∀z =
(z1, . . . , zm) ∈ [0, T1] × · · · × [0, Tm], ∀ζ = (ζ1, . . . , ζm) ∈ (0, z1) × · · · × (0, zm), ∀H =
(H1, . . . , Hm) ∈ (0.5, 1)m , define kernel kzC;H (·) by
kzC;H (ζ ) = αH (ζ )
∂m
∂ζ1 . . . ∂ζm
[∫ z1
ζ1
. . .
∫ zm
ζm
AC;H (v1, . . . , vm)
×
m∏
j=1
v
2H j−1
j (v j − ζ j )
1
2−H j dv1 . . . dvm
]
, (2.1)
where
AC;H (v) := ∂
m
∂v1 . . . ∂vm
∫ v1
0
. . .
∫ vm
0
(
m∏
j=1
u
1
2−H j
j (v j − u j )
1
2−H j
)
× C(u1, . . . , um)du1 . . . dum,
αH (ζ ) := (−1)
m
ρH
m∏
j=1
ζ
1
2−H j
j , ρH :=
m∏
j=1
[
0
(
3
2
− H j
)]2
0(2H j + 1) sin(piH j ).
Then the following equation holds: ∀0 < r j < z j ,∫ z1
0
. . .
∫ zm
0
kzC;H (v1, . . . , vm)
m∏
j=1
φH j (v j , r j )dv1 . . . dvm = C(r1, . . . , rm), (2.2)
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for all z = (z1, . . . , zm) ∈ [0, T1] × · · · × [0, Tm], where
φH j (v j , r j ) := H j (2H j − 1)|v j − r j |2H j−2, j = 1, . . . ,m.
Moreover, for all z, z′ ∈ T,∫
Rz×Rz′
kzC;H (v)k
z′
C;H (v
′)φH (v, v′)dvdv′ =
∫
Rz∧z′
C(ζ )kz∧z′C;H (ζ )dζ, (2.3)
where z ∧ z′ := (min(z1, z′1), . . . ,min(zm, z′m)), Rz := [0, z1) × · · · × [0, zm) for all z =
(z1, . . . , zm) ∈ T, and
φH (z, z
′) :=
m∏
j=1
φH j (z j , z
′
j ).
Proof. First let us show that (2.2) holds for arbitrary C ∈ C([0, T1]×· · ·×[0, Tm],R) of the form
C(r1, . . . , rm) = C1(r1, . . . , rm−1)C2(rm). When m = 1, (2.2) is valid by [8]. Assume that (2.2)
is true for an arbitrary continuous function of m − 1 variables. Then∫ z1
0
. . .
∫ zm
0
kzC;H (v1, . . . , vm)
m∏
j=1
φH j (v j , r j )dv1 . . . dvm
=
[∫ z1
0
. . .
∫ zm−1
0
k(z1,...,zm−1)C1;(H1,...,Hm−1)(v1, . . . , vm−1)
m−1∏
j=1
φH j (v j , r j )dv1 . . . dvm−1
]
×
[∫ zm
0
kzmC2;Hm (vm)φHm (vm, rm)dvm
]
= C1(r1, . . . , rm−1)C2(rm) = C(r1, . . . , rm)
for all 0 < r j < z j , j = 1, . . . ,m. Thus, the desired result holds by induction. In the case of
a more general C, the required equality follows by the polarization technique (for details on the
polarization technique see [9]). Proof of Eq. (2.3) follows by similar arguments. 
Theorem 2.1. Put T = [0, T1]×· · ·×[0, Tm] and let (B Hz , z ∈ T) be a normalized m-parameter
fractional Brownian sheet of Hurst index H = (H1, . . . , Hm) ∈ (0.5, 1)m , defined on a complete
filtered probability space (Ω ,F , (Fz)z∈T, P). Let
NCz :=
∫
[0,z1)×···×[0,zm )
kzC;H (ζ )dB
H
ζ (2.4)
for all z = (z1, . . . , zm) ∈ T, where kzC;H (·) is given by (2.1). Then NC = (NCz )z∈T is a Gaussian
strong m-parameter martingale with variance function given by
〈NC〉z =
∫
[0,z1)×···×[0,zm )
kzC;H (ζ )C(ζ )dζ,
and (FNCz ) = (F B Hz ), where (FNCz ) and (F B Hz ) are the natural filtrations generated by the
processes NC and B H , respectively. Moreover, let id(z) ≡ 1, i.e. id(·) denotes a function on T
which is identically equal to 1. Then
〈NC, N id〉z ≡ Cov(NCz , N idz ) =
∫
[0,z1)×···×[0,zm )
kzid;H (ζ )C(ζ )dζ, (2.5)
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where kzid;H (·) reduces to
kzid;H (ζ ) =
m∏
j=1
ζ
1
2−H j
j (z j − ζ j )
1
2−H j
2H j0( 32 − H j )0(H j + 12 )
. (2.6)
Moreover,
NCz =
∫
[0,z1)×···×[0,zm )
qCζ dN idζ and 〈NC〉z =
∫
[0,z1)×···×[0,zm )
(
qCζ
)2
d〈N id〉ζ , (2.7)
where
qCz :=
d〈NC, N id〉z
d〈N id〉z . (2.8)
Proof. Let L2H,1(T) denote the pre-Hilbert separable space of Borel measurable functions f on
T, such that ‖ f ‖L2H,1(T) < ∞ where ‖ · ‖L2H,1(T) is induced by the scalar product 〈·, ·〉L2H,1(T),
defined by
〈 f, g〉L2H,1(T) :=
∫
T2
f (ζ )g(ζ ′)φH (ζ, ζ ′)dζdζ ′.
Clearly, NC is a mean-zero Gaussian process with
E
(
NCz NCz′
)
=
〈
kzC;H 1Rz , k
z′
C;H 1Rz′
〉
L2H,1(T)
=
∫
Rz×Rz′
kzC;H (ζ )k
z′
C;H (ζ
′)φH (ζ, ζ ′)dζdζ ′
=
∫
Rz∧z′
C(v)kz∧z′C;H (v)dv, ∀z, z′ ∈ T, (2.9)
by Lemma 2.1. Note also that
Cov(NCz , N idz ) =
〈
kzC;H 1Rz , k
z
id;H 1Rz
〉
L2H,1(T)
=
∫
Rz×Rz
kzC;H (ζ )k
z
id;H (ζ
′)φH (ζ, ζ ′)dζdζ ′
=
∫
Rz
{∫
Rz
kzC;H (ζ )φH (ζ, ζ
′)dζ
}
kzid;H (ζ
′)dζ ′
=
∫
Rz
C(ζ ′)kzid;H (ζ ′)dζ ′
by Lemma 2.1, where kzid;H satisfies (2.6), since
Aid;H (v) = ∂
m
∂v1 . . . ∂vm
∫ v1
0
. . .
∫ vm
0
m∏
j=1
u
1
2−H j
j (v j − u j )
1
2−H j du1 . . . dum
=
m∏
j=1
∂
∂v j
∫ v j
0
u
1
2−H j
j (v j − u j )
1
2−H j du j
2488 M. Linn, A. Amirdjanova / Stochastic Processes and their Applications 119 (2009) 2481–2500
=
m∏
j=1
∂
∂v j
v
2−2H j
j B
(
3
2
− H j , 32 − H j
)
=
m∏
j=1
(2− 2H j )
[
0( 32 − H j )
]2
0(3− 2H j ) v
1−2H j
j ≡ cˆH
m∏
j=1
v
1−2H j
j ,
with
cˆH =
m∏
j=1
(2− 2H j )
[
0( 32 − H j )
]2
0(3− 2H j ) ,
which implies that
kzid;H (ζ ) = αH (ζ )
∂m
∂ζ1 . . . ∂ζm
[∫ z1
ζ1
. . .
∫ zm
ζm
cˆH
(
m∏
j=1
v
1−2H j
j
)
×
(
m∏
j=1
v
2H j−1
j (v j − ζ j )
1
2−H j
)
dv1 . . . dvm
]
= cˆHαH (ζ )
m∏
j=1
∂
∂ζ j
∫ z j
ζ j
(v j − ζ j ) 12−H j dv j
= cˆHαH (ζ )
m∏
j=1
∂
∂ζ j
[
(z j − ζ j ) 32−H j
3
2 − H j
]
= cˆH (−1)
m
ρH
(
m∏
k=1
ζ
1
2−Hk
k
)
(−1)m
m∏
j=1
(z j − ζ j ) 12−H j
= cˆH
ρH
m∏
j=1
ζ
1
2−H j
j (z j − ζ j )
1
2−H j ,
where
cˆH
ρH
=
m∏
j=1
2− 2H j
0(3− 2H j )0(2H j + 1) sin(piH j ) =
m∏
j=1
1
2H j0(H j + 12 )0( 32 − H j )
and the last equality follows from the properties of gamma-function, namely, 0(z + 1) = z0(z),
0(z)0(1− z) = pi/ sin(zpi) and the Legendre formula:
0(2z) = 2
2z−1
√
pi
0(z)0
(
z + 1
2
)
.
Therefore representation (2.6) is proved.
Next let us show that NC is a strong m-parameter martingale. First let us focus on the case
when m = 2. Define an “increment” of NC over an arbitrary rectangle (z, z′] := {x = (x1, x2) ∈
[0, T1] × [0, T2] : x1 ∈ (z1, z′1], x2 ∈ (z2, z′2]}, where z ≺ z′, by
NC((z, z′]) := NCz′ − NCzz′ − NCz′z + NCz ,
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where a  b := (a1, b2) for arbitrary a = (a1, a2), b = (b1, b2) ∈ R2. Then for all
ζ = (ζ1, ζ2) ∈ [0, T1] × [0, T2] such that either 0 ≤ ζ1 ≤ min(z1, z′1) or 0 ≤ ζ2 ≤ min(z2, z′2) it
follows by (2.9) that
E
[
NC((z, z′])NCζ
]
= 0. (2.10)
Since NC((z, z′]) and NCζ are mean-zero Gaussian random variables, (2.10) implies that
NC((z, z′]) and NCζ are independent for all ζ such that 0 ≤ ζ1 ≤ min(z1, z′1) or 0 ≤ ζ2 ≤
min(z2, z′2). Therefore, NC((z, z′]) is independent of FN
C ,1
z ∨ FNC ,2z for all z ≺≺ z′, where
FNC ,1z := σ(NCζ : ζ ∈ [0, z1] × [0, T2]) and FN
C ,2
z := σ(NCζ : ζ ∈ [0, T1] × [0, z2]). Thus,
E
[
NC((z, z′])|FNC ,1z
∨
FNC ,2z
]
= E
[
NC((z, z′])
]
= 0 a.s. ∀z ≺≺ z′. (2.11)
Moreover, note that FNCz = F B Hz = FWz , where W is the standard Wiener sheet associated
to B H , i.e. Wz =
∫
Rz
K−1H1 (z1; ζ1)K−1H2 (z2; ζ2)dB Hζ , z ∈ T. Therefore, (FN
C
z )z∈T satisfies the
“usual” conditions of the multiparameter martingale theory, i.e. (F1) FNCz ⊂ FNCz′ for all z ≺ z′;
(F2) FNC0 contains all P-null sets of F ; (F3) FN
C
z =
⋂
z≺≺z′ FN
C
z′ ; (F4) FN
C ,1
z and FN
C ,2
z are
conditionally independent given FNCz . By (2.11) we conclude that NC is a strong two-parameter
martingale. For m > 2 analogous arguments show that NC is a strong m-parameter martingale.
Since NC and N id are Gaussian strong martingales with (FNCz ) = (FWz ) = (FN idz ), then, by
the multiparameter version of martingale representation theorem, there exists qC = (qCz , z ∈ T)
such that
∫
T
(
qCz
)2
d〈N id〉z <∞ and
NCz =
∫
Rz
qCζ dN idζ , ∀z ∈ T. (2.12)
Moreover, it follows that
〈NC, N id〉z =
∫
Rz
qCζ d〈N id〉ζ , implying that qCz =
d〈NC, N id〉z
d〈N id〉z a.e.
and also 〈NC〉z =
∫
Rz
(qCζ )2d〈N id〉ζ . 
3. Representations of the optimal filter
Throughout this section assume that observation model (1.1) holds, along with conditions
(A1)–(A3) and all other assumptions stated in Section 1.
Theorems 3.1–3.3, presented below, generalize representations found in [2] for the one-
parameter filtering problem to the case of multiparameter random fields. The proof of the second
“spatial-fractional” Bayes formula, given in Theorem 3.1, is based on the strong martingale
structure established in Theorem 2.1 but the general method is analogous to the proof of the first
“spatial-fractional” Bayes formula from Lemma 1.1, thus, the details of the proof are omitted.
By standard arguments it is clear that under the reference probability measure P0, where
dP
dP0
= exp
{∫
T
kTh(X .);H (ζ )dYζ −
1
2
∫
T
kTh(X .);H (ζ )h(Xζ )dζ
}
, (3.1)
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Y is a normalized fractional Wiener sheet with Hurst multi-index H = (H1, . . . , Hm) ∈ ( 12 , 1)m ,
Y and X are independent, and the law of X is the same under P and P0. Let µX denote the
probability law induced by X on B(C(T)), where B(C(T)) denotes the σ -field generated by
all finite-dimensional Borel cylinder subsets of C(T). Also let µH denote the probability law
induced by a normalized fBm on B(C(T)). It is convenient, for the purpose of Theorems 3.1–3.3,
to choose the probability space (Ω ,F , P) in such a way that the space (Ω ,F , P0) coincides with
the canonical space (C(T)×C(T),B(C(T))× B(C(T)), µX×µH ), where B(C(T))× B(C(T))
denotes the completion of the Borel product sigma field. In this case Xz(ω) = Xz(ω1, ω2) :=
ω1(z) and Yz(ω) = Yz(ω1, ω2) := ω2(z) for all ω = (ω1, ω2) ∈ C(T) × C(T). Then the
following version of the Bayes formula is valid.
Theorem 3.1. Assume the filtering model (1.1) and conditions (A1)– (A3) of Section 1. Then
∀ f ∈ Cb(R),
E
[
f (Xz)|FYz
]
(ω) = EµX [ f (Xz)L z(·, ω2)]
EµX [L z(·, ω2)]
, ∀z ∈ T = [0, T1] × · · · × [0, Tm], (3.2)
for almost all ω = (ω1, ω2) ∈ Ω , where
L z(ω1, ω2) = e
∫
Rz
kzh(X.(ω1));H (ζ )dYζ (ω2)−
1
2
∫
Rz
kzh(X.(ω1));H (ζ )h(Xζ (ω1))dζ , z ∈ T,
where kzh(X .(ω1));H (·) is the kernel kzC;H (·) (given by Eq. (2.1)) with C(z) = h(Xz(ω1)), and Rz
denotes the rectangle [0, z1)× · · · × [0, zm).
Note: For fixed ω1, using the notation of Section 2, L z(ω1, ·) can be written as
L z(ω1, ·) = exp
{
N h(X .(ω1))z −
1
2
〈
N h(X .(ω1))
〉
z
}
,
i.e. in terms of NC with curve C = h(X .(ω1)).
Theorem 3.2. Assume the filtering model (1.1) and conditions (A1)–(A3) of Section 1.
Moreover, assume that f ∈ Cb(R) and the following conditions hold:
E
[
f 2(Xz)e
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
]
<∞ (3.3)
and
E
[
e
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
]
<∞. (3.4)
Then the following pathwise representation holds:
E
[
f (Xz)|FYz
]
a.s.=
∞∑
p=0
1
p!IY,zp
(
E
[
f (Xz)e
− 12
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ (kzh(X .);H (·))⊗p
])
∞∑
p=0
1
p!IY,zp
(
E
[
e−
1
2
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ (kzh(X .);H (·))⊗p
]) , (3.5)
where the series converge in L2(P0) (and in L1(P)) and IY,zp denotes the pth order multiple
stochastic fractional integral of the Stratonovich type (defined as in [10]) with respect to the
observation m-parameter field Y taken over the rectangle Rz = [0, z1)× · · · × [0, zm).
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Theorem 3.3. Under the assumptions of Theorem 3.2, ∀ f ∈ Cb(R),
E
[
f (Xz)|FYz
]
a.s.=
∞∑
p=0
1
p! I
Y,z
p
(
E
[
f (Xz)(k
z
h(X .);H (·))⊗p
])
∞∑
p=0
1
p! I
Y,z
p
(
E
[
(kzh(X .);H (·))⊗p
]) , (3.6)
where the series converge in L2(P0) (and in L1(P)) and I
Y,z
p denotes the pth order multiple
stochastic fractional integral of the Itoˆ type (defined as in [11,12]) with respect to the observation
m-parameter field Y taken over the rectangle Rz = [0, z1)× · · · × [0, zm).
Before presenting proofs of the above theorems, let us introduce one more pathwise
representation. It arises from the first Bayes formula (1.8) and has the advantage that the multiple
stochastic integrals involved in it are the classical (rather than fractional) multiple integrals
defined with respect to a standard Wiener sheet, since the integrals are defined with respect to
W Y = (W Yz )z∈T, where
W Yz =
∫
Rz
m∏
j=1
K−1H j (z j ; ζ j )dY(ζ1,...,ζm ), (3.7)
with kernels K−1H j defined by (1.4), and W
Y becomes a standard Wiener sheet under reference
probability measure P˜ . Note also that (FYz ) = (FW Yz ), that is Y and W Y generate the same
natural filtration (i.e. the same information).
Theorem 3.4. Assume the filtering model and conditions of Section 1. Moreover, assume that
f ∈ Cb(R) and the following conditions hold:
E
[
f 2(Xz)e
∫
Rz
(δζ (X))2dζ
]
<∞ (3.8)
and
E
[
e
∫
Rz
(δζ (X))2dζ
]
<∞, ∀z ∈ T. (3.9)
Then the following representation for the optimal filter holds:
E
[
f (Xz)|FYz
]
a.s.=
∞∑
p=0
1
p! I
W Y ,z
p
(
E
[
f (Xz)(δ.(X))⊗p
])
∞∑
p=0
1
p! I
W Y ,z
p
(
E
[
(δ.(X))⊗p
]) , (3.10)
where the series converge in L2(P˜) (and in L1(P)) and I W
Y ,z
p denotes the pth order multiple
stochastic fractional integral of the Itoˆ type with respect to m-parameter field W Y , given by (3.7),
with the integral taken over rectangle Rz = [0, z1)×· · ·× [0, zm), and where δ is given by (1.3).
Proofs of Theorems 3.2–3.4 use the following easily established result:
Lemma 3.1. (i) Let (L z, z ∈ T) be defined as in Theorem 3.1 and let f be a Borel measurable
function satisfying:
E
(
f 2(Xz)e
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
)
<∞, ∀z ∈ T. (3.11)
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Then
f (Xz)L z =
∞∑
n=0
1
n! f (Xz)e
− 12
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
[∫
Rz
kzh(X .);H (ζ )dYζ
]n
=
∞∑
n=0
1
n! f (Xz)
(∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ
)n/2
×Hn
 ∫Rz kzh(X .);H (ζ )dYζ√∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ
 ,
where Hn denotes the nth Hermite polynomial and both series converge in L2(P0).
(ii) Let (Vz, z ∈ T) be defined by (1.6) and let F be a Borel measurable function satisfying
E
(
F2(Xz)e
∫
Rz
(δζ (X))2dζ
)
<∞, ∀z ∈ T. (3.12)
Then
F(Xz)V
−1
z =
∞∑
n=0
F(Xz)
(∫
Rz
(δζ (X))2dζ
)n/2
n! Hn
 ∫Rz δζ (X)dW Yζ√∫
Rz
(δζ (X))2dζ
 ,
where the series converges in L2(P˜).
Proof of Theorem 3.2. From Lemma 3.1(i), we have that
EµX
[
f (Xz)L z(·, ω2)
] = ∞∑
n=0
1
n!EµX
[
f (Xz) e−
1
2 〈N˜ 〉z N˜ nz (·, ω2)
]
, (3.13)
the series converging in L2(P0), where we put
N˜z :=
∫
Rz
kzh(X .);H (ζ )dYζ , and 〈N˜ 〉z :=
∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ.
Next note that
N˜ nz =
bn/2c∑
k=0
ck,n〈N˜ 〉n/2z Hn−2k
(
N˜z
〈N˜ 〉1/2z
)
a.s., (3.14)
where ck,n = n!/(k!(n − 2k)!2k), which follows at once from the deterministic equation
xn =∑bn/2ck=0 ck,nHn−2k(x) for all x ∈ R and n = 0, 1, 2, . . ..
Let L2H,n(R
n
z ) denote the pre-Hilbert separable space of Borel measurable functions on R
n
z =
([0, z1)× · · · × [0, zm))n such that
‖ f ‖2
L2H,n(R
n
z )
:=
∫
R2nz
f (ζ 1, . . . , ζ n) f (η1, . . . , ηn)
×
n∏
k=1
φH (ζ
k, ηk)dζ 1dη1 . . . dζ ndηn <∞,
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where for all ζ k, ηk ∈ Rz (k = 1, . . . , n),
φH (ζ
k, ηk) =
m∏
i=1
Hi (2Hi − 1)|ηki − ζ ki |2Hi−2.
Pick a complete orthonormal system {ei }∞i=1 in L2H,1(Rz). Then it is easy to show that for all
n ≥ 1 and all z ∈ T,
lim
M→∞EP0
[
〈N˜ 〉n/2z Hn
(
N˜z
〈N˜ 〉1/2z
)
−
M∑
i1,...,in=1
〈
(kzh(X .);H )
⊗n, ei1 ⊗ · · · ⊗ ein
〉
L2H,n(R
n
z )
I Y,zn (ei1 ⊗ · · · ⊗ ein )
]2
= 0.
Application of the above equality and Eq. (3.14) yields that
EµX
[
f (Xz)e−
1
2 〈N˜ 〉z N˜ nz
]
=
bn/2c∑
k=0
ck,n EµX
[
f (Xz) e−
1
2 〈N˜ 〉z 〈N˜ 〉n/2z Hn−2k
(
N˜z
〈N˜ 〉1/2z
)]
=
∑
k∈{0,...,bn/2c}:
n−2k≥1
ck,n
∞∑
i1,...,in−2k=1
{
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z 〈N˜ 〉kz
×
〈
(kzh(X .);H )
⊗n−2k, ei1 ⊗ · · · ⊗ ein−2k
〉
L2H,n−2k (R
n−2k
z )
]
I Y,zn−2k
(
ei1 ⊗ · · · ⊗ ein−2k
)}
+ c n
2 ,n
1{n is even}EµX
[
f (Xz)e−
1
2 〈N˜ 〉z 〈N˜ 〉n/2z
]
=
∑
k∈{0,...,bn/2c}:
n−2k≥1
ck,n
∞∑
i1,...,in−2k=1
{〈
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z 〈N˜ 〉kz (kzh(X .);H )⊗n−2k
]
,
ei1 ⊗ · · · ⊗ ein−2k
〉
L2H,n−2k (R
n−2k
z )
I Y,zn−2k
(
ei1 ⊗ · · · ⊗ ein−2k
)}
+ c n
2 ,n
1{n is even}EµX
[
fz e−
1
2 〈N˜ 〉z 〈N˜ 〉n/2z
]
=
bn/2c∑
k=0
ck,n I
Y,z
n−2k
(
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z 〈N˜ 〉kz (kh(X .);H )⊗n−2k
])
,
with the convention: x⊗0 ≡ 1, and I Y,z0 (ϕ) = ϕ. Note that for n > 0 and k = 0, 1, . . . , bn/2c,
and every fixed z ∈ T,
T rk,zφ
(
EµX
[
f (Xz)e−
1
2 〈N˜ 〉z (kh(X .);H )⊗n]) (u1, . . . , un−2k)
= EµX
[
f (Xz)e−
1
2 〈N˜ 〉z 〈N˜ 〉kz
(
kzh(X .);H
)⊗n−2k
(u1, . . . , un−2k)
]
, (3.15)
where, for a symmetric function g ∈ L2H,n(Rnz ), the trace T rk,zφ (g) is defined by: for all
u1, . . . , un−2k ∈ Rz ,
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T rk,zφ (g)(u
1, . . . , un−2k)
:=
∫
R2kz
g(s1, t1, . . . , sk, tk, u1, . . . , un−2k)
[
k∏
`=1
φH (s
`, t`)
]
ds1dt1 . . . dskdtk .
Therefore, it follows that
EµX
[
f (Xz)e−
1
2 〈N˜ 〉z N˜ nz
]
=
bn/2c∑
k=0
ck,n I
Y,z
n−2k
(
T rk,zφ
(
EµX
[
f (Xz)e−
1
2 〈N˜ 〉z (kzh(X .);H )
⊗n]))
= IY,zn
(
EµX
[
f (Xz)e−
1
2 〈N˜ 〉z (kzh(X .);H )
⊗n]) , (3.16)
where the last equation is a consequence of the multiparameter version of the “fractional”
Hu–Meyer formula (which is a simple extension of the one-parameter “fractional” Hu–Meyer
formula found in [12]). From (3.13), (3.16) and 〈N˜ 〉z = ‖kzh(X .);H‖2L2H,1(Rz), we obtain that
EµX
[
f (Xz)L z(·, ω2)
] = ∞∑
n=0
1
n!I
Y,z
n
(
EµX
[
f (Xz)e
− 12
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
× (kzh(X .);H )⊗n
])
(ω2), (3.17)
where the series converges in L2(P0). Substituting f ≡ 1 in the above equation leads
to corresponding expansion for EµX
[
L z(·, ω2)
]
. Note that, since P and P0 are equivalent
probability measures, the series therefore converge also in L1(P). Upon substituting (3.17)
in (3.2), the required conclusion of the theorem follows. 
Proof of Theorem 3.3. As in Theorem 3.2, let L2H,n(R
n
z ) denote the pre-Hilbert separable space
of Borel measurable functions on Rnz = ([0, z1)× · · · × [0, zm))n such that
‖ f ‖2
L2H,n(R
n
z )
:=
∫
R2nz
f (ζ 1, . . . , ζ n) f (η1, . . . , ηn)
×
n∏
k=1
φH (ζ
k, ηk)dζ 1dη1 . . . dζ ndηn <∞,
where for all ζ k, ηk ∈ Rz (k = 1, . . . , n),
φH (ζ
k, ηk) =
m∏
i=1
Hi (2Hi − 1)|ηki − ζ ki |2Hi−2.
Pick again a complete orthonormal system {ei }∞i=1 in L2H,1(Rz). By Lemma 3.1(i),
EµX
[
f (Xz)L z
] = ∞∑
n=0
1
n!EµX
 f (Xz)(∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ
)n/2
× Hn
 ∫Rz kzh(X .);H (ζ )dYζ√∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ

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=
∞∑
n=1
1
n!EµX
[
f (Xz)
∞∑
i1,...,in=1
〈(kzh(X .);H )⊗n, ei1 ⊗ · · · ⊗ ein 〉L2H,n(Rnz )
× I Y,zn
(
ei1 ⊗ · · · ⊗ ein
)]+ E ( f (Xz))
=
∞∑
n=1
1
n!
∞∑
i1,...,in=1
EµX
[
f (Xz)〈(kzh(X .);H )⊗n, ei1 ⊗ · · · ⊗ ein 〉L2H,n(Rnz )
]
× I Y,zn
(
ei1 ⊗ · · · ⊗ ein
)+ E ( f (Xz))
=
∞∑
n=1
1
n!
∞∑
i1,...,in=1
〈
EµX
[
f (Xz)(k
z
h(X .);H )
⊗n] , ei1 ⊗ · · · ⊗ ein 〉L2H,n(Rnz )
× I Y,zn
(
ei1 ⊗ · · · ⊗ ein
)+ E ( f (Xz))
=
∞∑
n=0
1
n! I
Y,z
n
(
E
[
f (Xz) (k
z
h(X .);H )
⊗n]) , (3.18)
where the series converges in L2(P0) (and in L1(P)). In the above derivation we made use of the
fact that for each n ≥ 1,
lim
M→∞EP0
(∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ
)n/2
Hn
 ∫Rz kzh(X .);H (ζ )dYζ√∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ

−
M∑
i1,...,in=1
〈(kzh(X .);H )⊗n, ei1 ⊗ · · · ⊗ ein 〉L2H,n(Rnz ) I
Y,z
n
(
ei1 ⊗ · · · ⊗ ein
)2 = 0.
Substituting (3.18) in the numerator and denominator (with f ≡ 1) of (3.2) yields the required
result. 
Proof of Theorem 3.4. Proof is analogous to the argument given in Theorem 3.3 but with
L z replaced by V−1z , pre-Hilbert space L2H,n(Rnz ) replaced by Hilbert space L2(Rnz ) (with
corresponding change in the scalar product), fractional stochastic integral I Y,zn replaced by
classical nth order Itoˆ-type integral I W
Y ,z
n defined with respect to W Y (which is a BM
under P˜) over a rectangle Rnz . Moreover, k
z
h(X .);H should be replaced by δz(X), and the
integrals
∫
Rz
kzh(X .);H (ζ )dYζ and
∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ must be replaced by
∫
Rz
δζ (X)dW Yζ
and
∫
Rz
δ2ζ (X)dζ , respectively. 
Note that, although the structure of multiple stochastic integrals with respect to W Y
is analytically simpler than in the fractional case and (FYz ) = (FW Yz ), the pathwise
representation (3.10) of the optimal filter is less attractive from practical point of view (compared
to the representations found in Theorems 3.2 and 3.3), since one has to compute the trajectory
of W Y on the basis of observed field Y using kernels K−1H j , whose form changes based on the
“current” state z in the parameter space T (which makes that additional step computationally
expensive). On the other hand, formula (3.10) can be used to obtain a representation for the
optimal filter involving multiple fractional integrals with respect to Y itself if one derives and
applies a suitable version of the stochastic transfer principle (akin to those found in [13,14]).
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Namely, one can identify an operator Γ zp;H such that I
W Y ,z
p (F) = I Y,zp (Γ zp;H F) for all suitably
regular and integrable functions F from the domain of Γ zp;H , and then rewrite (3.10) in the form:
E
[
f (Xz)|FYz
]
a.s.=
∞∑
p=0
1
p! I
Y,z
p
(
Γ zp;HE
[
f (Xz)(δ.(X))⊗p
])
∞∑
p=0
1
p! I
Y,z
p
(
Γ zp;HE
[
(δ.(X))⊗p
]) . (3.19)
Upon truncation of the infinite series and discretization of multiple stochastic integrals, above
representations lead to a class of suboptimal filters which represent (converging) approximations
to the optimal filter and can be implemented numerically. In particular, extension of the results
from [2] to the multiparameter setting leads to the following theorem.
Theorem 3.5. Let {piM } be a sequence of partitions of Rz = [0, z1] × · · · × [0, zm] into m-
dimensional rectangles with mesh |piM | → 0 as M → ∞. Assume conditions of Theorem 3.2,
then
E
[
f (Xz)|FYz
]
=
L1(P) − lim
M→∞
M∑
p=0
1
p!Sp(`p( f, z|·), piM , Y )
L1(P) − lim
M→∞
M∑
p=0
1
p!Sp(`p(1˜, z|·), piM , Y )
, (3.20)
where S0(`0( f, z|·), ·) ≡ EµX
[
f (Xz)e
− 12
∫
Rz
kzh(X.);H (ζ )h(Xζ )dζ
]
, 1˜ denotes the function
identically equal to 1, and for all functions gp ∈ L2H,p(Rz), ∀p ≥ 1,
Sp(gp, piM , Y ) :=
n(M)∑
i1,...,i p=1
[∫
R pz
gp(u
1, . . . , u p)βMi1,...,i p (u
1, . . . , u p)du1 . . . du p
]
× Y (Mi1 ) . . . Y (Mi p ),
with Y (Mi ) equal to the Vitali variation of Y over partition rectangle Mi ∈ piM (for example,
for m = 2, if Mi = (ai , bi ]×(ci , di ] then Y (Mi ) = Ybi ,di −Ybi ,ci −Yai ,di +Yai ,ci ), n(M) is the
number of rectangles in partition piM , and for all u j = (u j1, . . . , u jm) ∈ Rz , where j = 1, . . . , p,
βMi1,...,i p (u
1, . . . , u p) :=
n(M)∑
j1,..., jp=1
{(
(EM )
−1)
i1, j1
. . .
(
(EM )
−1)
i p, jp
×
(∫
Mj1
φH (u
1, ζ )dζ
)
× · · · ×
(∫
Mjp
φH (u
p, ζ )dζ
)}
,
where φH (u, ζ ) := ∏mi=1 Hi (2Hi − 1)|ζi − ui |2Hi−2 for all u = (u1, . . . , um), ζ =
(ζ1, . . . , ζm) ∈ Rz ,
`p( f, z|u1, . . . , u p) = EµX
[
f (Xz) exp
{
−1
2
∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ
}
×
(
kzh(X .);H
)⊗p
(u1, . . . , u p)
]
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and matrix EM is defined by EM :=
(〈
1Mi
, 1Mj
〉
L2H,1(Rz)
)
1≤i, j≤n(M)
, where L2H,1(Rz) denotes
the pre-Hilbert separable space of Borel measurable functions on Rz = [0, z1] × · · · × [0, zm]
with
‖ f ‖2
L2H,1(Rz)
:=
∫∫
(Rz)2
f (ζ ) f (ζ ′)φH (ζ, ζ ′)dζdζ ′ <∞.
Proof. Consider a sequence of partitions piM = {Mi }i=1,...,n(M) of the rectangle Rz into n(M)
rectangles, and let PM denote the orthogonal projection operator (in L2H,1(Rz)) onto the linear
span of {1Mi ; i = 1, 2, . . . , n(M)}. Then PM converges to the identity operator as M → ∞ in
the sense that ∀g ∈ L2H,1(Rz)
‖(PM − I )g‖L2H,1(Rz) −→ 0 as M →∞.
Let us introduce the notation
〈N˜ 〉z :=
∫
Rz
kzh(X .);H (ζ )h(Xζ )dζ.
Then it is easy to show that as a, b→∞,
EP0
[
f (Xz)e−
1
2 〈N˜ 〉z
b∑
p=a
1
p!
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p]2
−→ 0,
uniformly in M . Therefore
∑∞
p=0 1p! f (Xz) e
− 12 〈N˜ 〉z
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p
, and, conse-
quently,
∑∞
p=0 1p!EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p]
converge in L2(P0) uni-
formly in M . Moreover, one can easily show that
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p]
= Itp
(
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z (PM kzh(X .);H )
⊗p]) .
Next, let us fix (arbitrary) M ≥ 1. Note that {1Mi ; i = 1, 2, . . . , n(M)} are linearly independent
(as elements of L2H,1(Rz)). Then ∀g ∈ L2H,1(Rz), its projection PM g has a representation:
PM g =
n(M)∑
k=1
αMk 1Mk
,
where

αM1
. . .
. . .
αMn(M)
 = (EM )−1

〈
1M1
, g
〉
L2H,1(Rz)
. . .
. . .〈
1Mn(M)
, g
〉
L2H,1(Rz)
 ,
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where EM denotes the matrix
(〈
1Mi
, 1Mj
〉
L2H,1(Rz)
)
1≤i, j≤n(M)
. Taking g = kzh(X .);H , define
αMi (X) :=
n(M)∑
j=1
(
(EM )
−1)
i j
〈
1Mj
, kzh(X .);H
〉
L2H,1(Rz)
, i = 1, . . . , n(M).
Then
∞∑
p=0
1
p!EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p]
=
∞∑
p=0
1
p!I
Y,z
p
(
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z (PM kzh(X .);H )
⊗p])
=
∞∑
p=1
1
p!I
Y,z
p
EµX
 f (Xz) e− 12 〈N˜ 〉z n(M)∑
i1,...,i p=1
(
p∏
k=1
αMik (X)
)
× 1Mi1 ⊗ · · · ⊗ 1Mi p
+ EµX [ f (Xz) e− 12 〈N˜ 〉z]
=
∞∑
p=1
1
p!I
Y,z
p
 n(M)∑
i1,...,i p=1
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
p∏
k=1
αMik (X)
]
1Mi1
⊗ · · · ⊗ 1Mi p

+EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
]
=
∞∑
p=1
1
p!
 n(M)∑
i1,...,i p=1
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
p∏
k=1
αMik (X)
]
Y (Mi1 ) . . . Y (
M
i p )

+EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
]
,
where the series converge in L2(P0) uniformly in M , and Y (Mk ) denotes the Vitali variation of
Y over partition rectangle Mk . Note that
p∏
k=1
αMik (X) =
n(M)∑
j1,..., jp=1
[
p∏
k=1
(
(EM )
−1)
ik , jk
]∫
R pz
{(
kzh(X .);H
)⊗p
(u1, . . . , u p)
×
(∫
Mj1
φH (u
1, ζ )dζ
)
× · · · ×
(∫
Mjp
φH (u
p, ζ )dζ
)}
du1 . . . du p,
therefore,
EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
p∏
k=1
αMik (X)
]
=
n(M)∑
j1,..., jp=1
{(
(EM )
−1)
i1, j1
. . .
(
(EM )
−1)
i p, jp
×
∫
R pz
`p( f, z|u1, . . . , u p)
(
p∏
k=1
∫
Mjk
φH (u
k, ζ )dζ
)
du1 . . . du p
}
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=
∫
R pz
`p( f, z|u1, . . . , u p)βMi1,...,i p (u1, . . . , u p)du1 . . . du p, (3.21)
where `p( f, z|·) is defined as in the statement of the theorem and
βMi1,...,i p (u
1, . . . , u p) :=
n(M)∑
j1,..., jp=1
{(
(EM )
−1)
i1, j1
. . .
(
(EM )
−1)
i p, jp
×
(∫
Mj1
φH (u
1, ζ )dζ
)
× · · · ×
(∫
Mjp
φH (u
p, ζ )dζ
)}
.
Therefore, we obtain that
∞∑
p=0
1
p!EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
(∫
Rz
PM k
z
h(X .);H (ζ )dYζ
)p]
=
∞∑
p=0
1
p! Sp
(
`p( f, z|·), piM , Y
)
, (3.22)
where S0(·, ·, ·) ≡ EµX
[
f (Xz) e−
1
2 〈N˜ 〉z
]
, and for arbitrary gp ∈ L2H,p(R pz ), p ≥ 1,
Sp
(
gp, piM , Y
) := n(M)∑
i1,...,i p=1
[∫
R pz
gp(u
1, . . . , u p)βMi1,...,i p (u
1, . . . , u p)du1 . . . du p
]
× Y (Mi1 ) . . . Y (Mi p ),
and the series
∑k
p=0 1p! Sp
(
`p( f, z|·), piM , Y
)
, as k →∞, converges in L2(P0) uniformly in M .
Finally, since for each p ≥ 1,
Sp(`p( f, z|·), piM , Y ) L
2(P0)−→ IY,zp
(
`p( f, z|·)
)
as M →∞,
it follows by the uniform convergence of the series that as M →∞,
M∑
p=0
1
p! Sp(`p( f, z|·), piM , Y )
L2(P0)−→
∞∑
p=0
1
p!I
Y,z
p (`p( f, z|·))
and therefore
M∑
p=0
1
p! Sp(`p( f, z|·), piM , Y )
L1(P)−→
∞∑
p=0
1
p!I
Y,z
p (`p( f, z|·)). 
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