Since 1 is an effective isomorphism, it is easy to see that ' is an effective isomorphism from 2* (B) to ?*(C). Since C C A for all x, pc(x) > p(x). Since A is uniformly majorreducible, we know that deg(A) < deg(C) and hence C is complete. O Note that it is not possible to extend this line of reasoning to show that for all B and for all degrees d, if d is incomplete, then there exists a C such that deg(C) = d and 2*(B) reff Y*(C). To be able to do this using the above line of reasoning, we would need to build an r.e. set A such that deg(A)
=
B U T'-(D) (since R is recursive and d > deg(B), C has degree d). Define ' by T(We U B) = [(WeUB)nR]uT-'(o('(WfenR))). Since T and ( are effective isomorphisms, it is easy to see that ' is an effective isomorphism from Y *(B) to 5f*(C). 0
Proof of 2.3. We will use the following notation: let {as < as < as } =As and {ao < a, < a2 ... } A. To ensure that A is complete and A is uniformly majorreducible, it is enough to meet the following requirements: R : if (Oe,sf(n) t and n > e then a2n+I > Oe,s(,) n Ne: JAI > e.
If we meet these requirements, we can show that A is complete and A is uniformly majorreducible by the following reasoning. Let f be a 1-1 recursive function whose range is K. Define the partial recursive function yI(x) = f-(x) if x E K. Since we meet Re, for all e, there exists a k such that for all x > k if yi(x) l then a2x+I > yi(x). To show A is uniformly majorreducible suppose g > pA-, and define h(x) g(2x + 1) > a2x+1 . Therefore for all x > k, x E K iff x E {f(O), f(l), ..., f(h(x))}. h is uniformly recursive in g. Hence K and therefore A are both uniformly recursive in g. (The above is almost the same as the proof of Jockusch [1968, 6.2].) A is complete since PA-is recursive in A and PA-computes K.
To make A semilow, we need to guarantee that {e: We n A $ 0} <T 0' . We e-tag x at stage s + 1 if x is the least y such that y E We, s n As and there are no e-tagged elements of As . If x is e-tagged we will only allow requirements of higher priority, Rk for k < e, to put x into A. For all m-, if as < as < s and as is not j-tagged for any j < n, enumerate as into A at stage s + 1 . Since there are at most n elements of As that are j-tagged for j < n, we have that as+' > s> (k 5(n) l It is clear that Rn acts only a finite number of times and that Ne is met. It only remains to show A is semilow. Lemma 2.6. A is semilow. Proof. Fix e. Using K find s such that if (Pk(n) I then (Pk, (n) l for n, k < e . We know that Rn , for n < e, will not act after s + e + 1 . If x E As+e+I is etagged or x is e-tagged after stage s + e + 1 then x E A and hence We fA $ 0. Using K we determine whether such an element exists. We n A :$ 0 if and only if there exists one e-tagged element of A. a.
The proof of Theorem 2.3 is a modified "dump" construction. If we could use the normal "dump" construction (i.e. for every m such that as < aS < s, enumerate aS into A), we could make A retraceable. However by the following theorem we cannot do this. Let k(y, t) be the least such kt and a(y, t) = at(Y ).
Assume y is ready at stage s. For any k < k(y, s), if a E A, then for all j with k < j < k(y, s), aj E A. At some later stage t, if y is not ready at stage t or a(y, s) :$ a(y, t), then a(y, s) E A.
We will say y is started at stage t if y is ready at stage t and a(y, t) E Ct. We will build B and C in the following manner. It is possible to extend the proof of 2.8 to show there is no r.e. complete set A such that A is both semilow2 and regressive. Let lim limf(e, s, t) = {e: WenA $5*0}.
s-+O.) t-+O.)
Now for every s, we can beat f(i, s, t) as we beat f(i, t). We will leave the details to the reader. To show every promptly simple set A is automorphic to a complete set, we will break the proof into parts: one where A is not hhsimple and one where A is hhsimple. The standard strategy to meet the requirement 0 is to build a functional 0 such that for every x there is a tx such that for all y < x and s > tx, EBs (y) = Ul s (y) . In order to do this, at any stage s we must be able to add elements to Bs. The easiest possible strategy to meet Rv is exact matching, that is to take some matching function m (say a recursive permutation) and let Un,s =m(Un,s) and Vns =m-(Vn,s), forall n,s< co. Since deg(m(A))= deg(A), these two strategies conflict. Exact matching will fail on the numbers we add to B to meet the requirement e.
We will break the problem of meeting Rv into two parts. In one part, we will use exact matching, via the identity function, to meet Rv. In the second part, exact matching will not work. Let T C w and T C 6') be the same r.e. set of integers where it is not possible to use exact matching. (T = T since the matching function is the identity. We will see why these sets are r.e. later.) So Rv divides into two subrequirements, We will meet RO by using our exact matching and meet RI by using the Extension Theorem. To meet the requirement e, it will be enough to only act at stage s + 1 if 0 = OBs(x) = Ul, (x) :$ Ul s+i(x) = 1. We will act by adding some 9
to B where 9< 0 (x, s) (the use of EsBs (x)) which allows us to legally let eSBs+?(x) = 1 . Let T1 be the set of numbers added to B for the sake of this requirement. This set will be r.e. and since we can no longer match these numbers, T1 C T. (More on all of this later.) To meet RI , we will be forced to add more elements to T but we will do this in an r.e. manner (again more on this later). So assume that T is r.e. and hence that it is possible to use the Extension Theorem. Before we state the Extension Theorem, the following definitions are needed. The following notation will be very helpful. We will use v(e, x, s) for the full e-state of x at stage s with respect to {Unf,s}fn,s<(, and {Vn ,s}n,s<(0 and P(e, x, s) for the full e-state of x at stage s with respect to {UI, }s,s<(, and {Vn ,s}n,s<w.
We will use exact matching to meet i?O . So if x E (Un, s n Ts) -Un s-I, we will put x into UCns (x is the copy of x in 6)) and if x* E (VnsnTs) -Vs-I we will put x into Vn,s (x is the copy of x in co). If we only add numbers to the sets Un and Vf in this fashion we will meet condition (1) of the Extension Theorem. Clearly, as long as T = T, this action will meet RV .
To meet the subrequirement F, we will build a functional F such that pUo -
Ui . Let y(x, s) be the use of Fsuo s (x) if Fsuo s (x) 1 and y(x, s) T otherwise.
We wish to have limsFOOr5s(x)= Ui,s(x).
If 0 -FUOs(x)
= Ui,s(x) $ Ul,s+_(x) = 1, we must add some < < y(x, s) to Uo,s+1, so we can legally let FUis+1(x) = 1 . T1 will be the set of integers added to Uo for the sake of requirement F. Since, when we add 9 to UO s+ I , it is not always the case that y E As+I, so we can no longer match y with 9 and hence T1 c T. To meet the requirement F we will act in the following manner.
Since A is not hhsimple, there exists a weak array { Wf(i }i<,, such that Wf(1) only contains numbers greater than i and I Wf(i) nAI = 22i+2 + 2. We only need to act at stage s + 1 if there exists a z such that 0 -lU0s(z) = Ui,s(z) 7
Ul, s+I(z)= 1. We will act by adding some x to Uo,s+I and TI,s+2 (we will build T slower to meet condition (1)), where x T Uo,s, x < y(z, s), and x E (Wf(z),snAs) r y(z , s). We will ensure that if y(z, s) 1 then (Wf(z),sfnAs) y(z, s) $ 0 and therefore such a x will exist. Hence, if z E Ul,s+I -Ul,s and y(z, s) 1, it will be possible to act at that stage, if needed.
Meeting conditions (2) and (3) of the hypotheses of the Extension Theorem requires a bit more work. At this point, the only way for x* to enter T is through T1 and if x enters T through T1 in state v = (e, a, r), then 0 E a. To try to cover this entry state, we will need to use the fact that A is promptly simple. Using the Recursion Theorem, we will build sets Xv = Wg(v,), for all full e-states v . At stage s + 1, if we put x into Uo,s+I and T1 ,s+2 (for the sake of subrequirement F ) in entry state v, we will also put x into Xv ,s+I . While we can no longer match x with x, we will delay enumerating x into T. We let T be the disjoint union of T1 and T2 defined as follows.
We will wait for a stage t > s + 1 where x E Wg(v),t -Wg(v),t-l . At stage p(t) , if x E Ap(t) , we put x in T1 ,p(t) , otherwise, we put x in T2 p(t) . If we put x in T1, we will have covered x. Since v (e, x, s) = v(e, x, s) = (e , a r), x 's entry state is v(e, x, p(t)) = (e, a', r), where a U {0} C a' (we will stop matching x and x at stage s). Now if DW' (defined as above) is infinite, Xv will be infinite and, since A is promptly simple, there exists v' > v such that DT5 is infinite. Similar reasoning shows that if DT1 is infinite then there exists v' < v such that D5i is infinite.
But not all numbers enter T through T1 . We still need to cocover numbers entering T through T2. To do this, we need to make a slight change in the action we use to meet the requirement r. We will ensure that if y(x, s) 1 then I (Wf(x),snAs) r 2y(x, s) I > 22x+2+2 . If we need to act at stage s+ 1 to meet the subrequirement F at argument x, then we will find X1, X2 E Wf(x) ,s n As such that v (x, xI, s) = v(x, x2, s) = (e, , r) and v(x, xl, s) = v(x, x2, s) =   (e, a, z) . We will use xl and xl as x and x were used above. In addition, we will put 2 in T2, s+2 and x2 in T2, s+I. As above, we can show that if DT2 is infinite, then DT2 is infinite, for v' > v. Now if xl is in T2,t, for some t > s +1, v(e, xl, t) = (e, a', r), where a C a', is cocovered by  iv(e, X2a S + 1) = (e, a, r') , where r C r' (again the matching stops at stage s). If DT2 is infinite, then there exists v' < v such that D[,2 is infinite.
It should be noted that T1, T2, {Un}In<(co, and {VI}nI< will live in w and T1, 1T2, Wnln<, and _{Vn}n<w in 6). We also will have that T1 u2 -T1 U T2, T1 C UO, T1 C T1, and T2 C T2. Note that (7) is the same as R1, and conditions (8)- (10) are the same as the conditions (1)-(3) in the hypotheses of the Extension Theorem. In the above construction, we clearly proved this in the case when U0 is promptly simple. If U0 is not promptly simple, the only change we need is that instead of delaying elements, we will place them into T2 (hence T1 = 0) . This makes Step 1, Case d simpler since we no longer need the XM, 's and, in addition, we no longer need Step 3. Lemmas 3.8 and 3.9 are not needed and Lemmas 3.10 and 3.11 can remain almost unchanged. We will leave the rest of details to the reader.
Construction of T1, T2

To show that deg( UO) < deg( Uo) u deg(U1) and deg(T) < deg( Uo) u deg( U1), let x E wt). Using an oracle for A (= UO
In UO) is a splitting of B. We have some degree-theoretic control over U0; we can make deg(Uo) < deg(A) U d. But if x E T2, the Extension Theorem has control over whether x is put in Uo. In the current form of the Extension Theorem, the set T \ UO may have arbitrary degree; we have no degree-theoretic control over T \, Uo. In his thesis, Cholak produces a more degree-theoretic version of the Extension Theorem, the "High Extension Theorem," which he uses along with Theorem 3.13 to show that for all r.e. high degrees h and for all coinfinite r.e. sets A there exists an r.e. set B E h such that * (A) * (B) . Harrington and Soare have recently completed a uniform proof that every r.e. set of promptly simple degree is effectively automorphic to a complete set. Hence, if A is not automorphic to a complete set, A cannot have promptly simple degree. We still, however, are lacking a complete characterization of the r.e. sets which are automorphic (or effectively automorphic) to a complete set. 
