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Abstract
In dimension n 3, for k ≈ |x|2m that can be written as a sum of squares of smooth functions, we prove
that a C2 convex solution u to a subelliptic Monge–Ampère equation detD2u = k(x,u,Du) is itself smooth
if the elementary (n − 1)st symmetric curvature kn−1 of u is positive (the case m  2 uses an additional
nondegeneracy condition on the sum of squares). Our proof uses the partial Legendre transform, Calabi’s
identity for
∑
uij σij where σ is the square of the third order derivatives of u, the Campanato method Xu
and Zuily use to obtain regularity for systems of sums of squares of Hörmander vector fields, and our earlier
work using Guan’s subelliptic methods.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A large body of regularity results exist for the Monge–Ampère Dirichlet problem
detD2u(x) = k(x), x ∈ Ω,
u(ξ) = ϕ(ξ), ξ ∈ ∂Ω, (1)
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and ∂Ω is strictly convex, then there is a unique solution u of (1), smooth up to the boundary
of Ω . In the event that ellipticity degenerates, i.e. k  0 vanishes in Ω , then detecting smooth-
ness from the data is problematic even for the simplest degeneracies: the nonsmooth function
u(x) = cn|x|2+2/n solves (1) with polynomial data k(x) = |x|2, ϕ(ξ) = cn and ∂Ω = Sn−1.
An alternative approach to detecting smoothness has been introduced by Guan that involves
geometric quantities associated with the solution u. For example [11], if in n = 2 dimensions a
C1,1 convex solution u to
detD2u(x) = k(x), x ∈ Ω, (2)
has one principle curvature uniformly bounded below by a positive constant, then u is smooth if
k is smooth and appropriately finite type. A simple consequence is that a C2 convex solution u
to (2) with smooth k(x) ≈ |x|2 is itself smooth if and only if the mean curvature of u is positive
in Ω (equivalently u> 0 in Ω).
One of our main results, Theorem 7, is an extension of this last assertion to higher dimensions:
namely that a C2 convex solution u to (2) with smooth k(x) ≈ |x|2 is itself smooth if and only
if the subGaussian curvature kn−1 of u is positive in Ω . As our proof of this involves most
of the techniques used in this paper, we will describe in some detail the main steps and their
interrelationships.
We thus now assume that u is a C2 convex solution to (2) with smooth k(x) ≈ |x|2, and
moreover that the (n−1)st symmetric curvature kn−1 (the subGaussian) of u is positive. First we
use Calabi’s remarkable differential identity for the square of third order derivatives of solutions
to (2) to establish the estimate ∣∣D3u(x)∣∣ C|x|−2, (3)
for solutions u to (2) with smooth k(x) ≈ |x|2 (this particular case is due to Iaia [15]). Then we
employ Morse’s lemma to write k as a sum of squares k =∑n=1 P 2 of smooth functions P.
The next step is to pass to the quasilinear system of equations (see (9) below),{
∂2
∂s2
+ ∂
∂t′
(
n∑
=1
P 2
)
M(p)
∂
∂t
}
p = f
resulting from an application of the partial Legendre transform s = x1, tj = ∂u∂xj , 2 j  n (see
[18]). Here p = Dv where v = (xj (s, t))nj=2. This system is proved to be well-defined in The-
orem 3 precisely because of the Calabi estimates, such as (3). Then we apply Xu and Zuily’s
adaptation of the Campanato method to the resulting sum of squares of rough vector fields
∂
∂s
, P(s,v)
∂
∂tj
. This latter application involves an intricate interplay between first order Tay-
lor approximations to our rough vector fields, a device already used by Citti in connection with
nonvanishing Levi curvature, and the Rothschild–Stein lifting theorem. The result is a gradient
bound for p that yields for u as above the improved estimate∣∣D3u(x)∣∣ C. (4)
A previous result of the authors in [18] then allows us to conclude that u is smooth. Conversely,
an elementary argument shows that the rank of the Hessian D2u of any smooth solution u to (2)
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kn−1 > 0 at the origin.
In the case k(x,u,Du) ≈ |x|2m with m> 1, we obtain the sufficiency of kn−1 > 0 at the origin
for the smoothness of a C2 convex solution u to (2) provided we assume an additional condition
on k. We suppose that k is a sum of squares of smooth functions
∑N
=1 P(x, r, 	)2 such that
for each fixed r and 	, the linear span of {P [m] (x, r, 	)}N=1 is the entire space of homogeneous
polynomials of degree m on Rn. Here f [m] denotes the homogeneous polynomial of degree m in
the Taylor series for f at the origin. This condition holds in particular for k = |x|2mg(x,u,Du)
where g > 0 is smooth; see Remark 5 below.
The paper is organized as follows. In Section 2, the preliminaries, we introduce the partial
Legendre transform and give some consequences of the Calabi identity that will later yield
Sobolev estimates for solutions to (2) using Xu and Zuily’s adaptation of Campanato’s method.
Results for k ≈ |x|2m are stated in Theorem 4, where the problem of writing a nonnegative
smooth function k as a sum of squares arises. The smoothness of C2 convex solutions in the
special case m = 1 is characterized in Theorem 7. In Section 3 we recall Calabi’s identity and
in Proposition 2 prove estimates for the third order derivatives of solutions, including the esti-
mate (3) mentioned above. In Section 4 the Calabi estimates enable a detailed analysis of the
quasilinear system for the vector-valued function p arising from the partial Legendre transform
associated with u, and in particular we establish a relationship between the size of third order
derivatives of u and first order derivatives of p. This reduces the study of regularity for u to that
for the transformed functions v and p (see Section 6.2). In Section 5 we introduce Xu and Zuily’s
adaptation of the Campanato method and apply it to the sum of squares of rough vector fields
arising in the partial Legendre transform system, using the idea in [5] of approximating rough
vector fields by first order Taylor expansions. This culminates in the proof of Theorem 4, and in
particular the estimate (4).
2. Preliminaries
Here we consider regularity of the generalized Monge–Ampère equation,
detD2u = k(x,u,Du), x ∈ Ω, (5)
where k is smooth and nonnegative in Ω ×R×Rn. Locally, C1,1−2/n+ε generalized solutions u
to (5) are necessarily smooth when k is smooth and positive (see Urbas [25] and Caffarelli [2]),
but this can fail for generalized C1,1−2/n solutions—see Pogorelov [17] for the example u(x) =
u(x1,x) = (1+x21)|x|2(n−1)/n, x = (x1,x) ∈ Rn, which is C1,1−2/n and no better near the origin,
yet detD2u is smooth and positive near the origin. When Ω is a strictly convex domain in Rn
with smooth boundary, and k is smooth and nonnegative, the Dirichlet problem{
detD2u = k(x,u,Du) in Ω ,
u = ϕ on ∂Ω (6)
has a unique convex solution u ∈ C1,1 but u is no more regular in general (see the example of
Sibony reported in [11]), and this regularity is achieved at least when k depends only on x and
k(x)1/(n−1) + A|x|2 is subharmonic for some constant A (Guan [12] and Guan, Trudinger and
Wang [13]).
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pendent of u and Du, vanishes at the origin with a nondegenerate critical point there (e.g. the
case N = 1 above), we see that the rank of the Hessian of u plays a decisive role, namely that
it is at least n − 1 for a smooth convex solution u to (5). Indeed, if k(x) ≈ |x|2 and kj denotes
the j th elementary symmetric function of the principal curvatures of u, then kj is smooth and
nonnegative and knn−1  n!kn−1n implies
k(x) ≈ kn(x) Ckn−1(x) nn−1 C|x| 2nn−1
if kn−1(0) = 0 (since kn−1 vanishes with order at least two at a relative minimum), contradicting
k(x) ≈ |x|2. Thus kn−1(0) > 0 and the rank of the Hessian of u is n − 1 at the origin. In the
opposite direction, Guan showed in [11] that for k ≈ x2m + y2, m, in two dimensions, every
C1,1 convex solution u is smooth provided uyy  c > 0 a.e. in Ω . By A(ξ) ≈ B(ξ) we mean that
there are positive constants c,C such that cA(ξ) B(ξ) CA(ξ) for appropriate ξ . The above
considerations give rise to the following conjecture.
Conjecture 1. A C1,1 convex solution u to (5), with k smooth, nonnegative and appropriately
“subelliptic,” is smooth if kn−1 is bounded below almost everywhere by a positive constant
in Ω—roughly speaking, the corank of the Hessian of u is “quantitatively” at most one in Ω .
In fact, Theorem 7 below shows that if k  0 vanishes only at nondegenerate critical points
in Ω ⊂ Rn, n  3, then a C2 convex solution u is smooth if and only if kn−1 is positive. Now
let u be a C2 convex solution to (5) with kn−1 > 0, i.e. u has n − 1 nonvanishing principal
curvatures in the sense that d = det[ ∂2u
∂xi∂xj
]ni,j=2 > 0 in Ω , and let k be smooth and m ∈ N. If
k(x, r, 	) =∑N=1 P(x, r, 	)2 where the P(x, r, 	) are smooth functions on Ω × R × Rn such
that
N∑
=1
P(x, r, 	)
2 ≈ |x|2m
for (x, r, 	) in compact subsets of Ω × R × Rn, then u is smooth provided an additional nonde-
generacy condition holds—see (21) and the discussion there. This is proved in Theorem 4 using
the partial Legendre transform and Calabi’s identity for the square of the third order derivatives
of u, together with the Campanato and Schauder methods as used by Xu and Zuily in [27] to treat
certain quasilinear subelliptic systems. Variants of these theorems for k ≈ |x|2m not necessarily a
sum of squares are included in a companion paper [19], where we obtain results for C2 solutions
u if we impose the additional regularity assumption u ∈ W 3,n−m/(m+1)+ε , ε > 0. Note that the
inclusion W 3,n−m/(m+1)+ε ⊂ C2 fails for small ε > 0.
2.1. The partial Legendre transform
We will use the higher-dimensional partial Legendre transform (s, t) = T (x) corresponding
to a convex C1,1 solution u of (5) that was introduced in [18] when d = det[ ∂2u
∂xi∂xj
]ni,j=2  c > 0
a.e.:
s = x1, t = ∂u (x), 2  n. (7)
∂x
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divergence form quasilinear system (elliptic when k > 0)
Lv ≡
{
∂2
∂s2
+ ∂
∂t′
k
(
co
[
∂v
∂t′
])′
∂
∂t
}
v = 0, 2  n, (8)
where (co[ ∂v
∂t′ ])′ denotes the transposed cofactor matrix of ∂v∂t′ . Conversely, solutions v to (8)
yield solutions u to (2)—see the appendix. Using the divergence-free property of the symmetric
matrix M = (co[ ∂v
∂t′ ])′, namely ∂t′M = 0′, and differentiating (8), we then showed in [18] that the
vector-valued function
p = Dv =
(
∂vi
∂tj
)
2in,1jn
, s = t1,
satisfies the divergence form quasilinear system (with M = M(p) a function of p)
Lp ≡
{
∂2
∂s2
+ ∂
∂t′
kM(p)
∂
∂t
}
p = f((s, t),v,p,Dp) (9)
that is diagonal in the principal terms, strongly elliptic with respect to transformed solutions p
of (5) when k > 0, and has inhomogeneous term f that is quadratic in Dp with multiple k. See
Section 3 for more detail. In [18] we assumed u ∈ C1,1 ∩W 3,2 in order to differentiate (8), but as
we will see below, generalizations of Calabi’s interior estimates for third order derivatives often
imply u ∈ W 3,2 when u ∈ C1,1, thus making sense of the differentiated system (9) when u is
merely assumed to be C1,1. Finally, we remark that the system (8) is equivalent to the Monge–
Ampère equation, while (9) is not—see Section 6.2 in the appendix.
In [18] we applied this partial Legendre transform to generalize the two-dimensional regu-
larity theorem of Guan [11] to higher dimensions: namely we showed that a C2,1(Ω) convex
solution u to (5) is smooth if d = det[uij ]ni,j=2 > 0 and k vanishes to finite order in the sense of
(117) below. Fewer than n− 1 nonvanishing principal curvatures do not suffice as evidenced by
the polynomial u(x) = (x21 + x22)3/2 + x23 + · · · + x2n which satisfies k(x) = cn(x21 + x22). How-
ever, Guan was able to make the natural regularity assumption u ∈ C1,1 in two dimensions, and
an open question is whether or not the regularity hypotheses on u can be relaxed from C2(Ω) to
C1,1(Ω) in higher dimensions as well.
2.2. Consequences of the Calabi identity
We begin by using Calabi’s identity for third order derivatives to establish that the transformed
vector function p, arising from the partial Legendre transform corresponding to a convex C1,1
solution u to (5), satisfies certain gradient estimates. These estimates require the additional func-
tions r(s, t), z(s, t) that arise in the partial Legendre transform in [18] (for more information see
(35)–(38) below), as well as a quantity ωk associated to k that we now define. For a three times
continuously differentiable function f defined on an open subset Γ of RN , ωf is the quantity
given by
ωf (z)
−1 =
∣∣∣∣Df (z) ∣∣∣∣+ ∣∣∣∣D2f (z) ∣∣∣∣ 12 + ∣∣∣∣D3f (z) ∣∣∣∣ 13 +dist(z,Zf ∪ ∂Γ )−1, z ∈ Γ ⊂ RN, (10)f (z) f (z) f (z)
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in notation, and since this will be the case in all of our results anyway, we suppose that both
Γ = Ω ×Rm and Zf = Z ×Rm are cylinders in Rn+m, N = n+m, so that dist(z,Zf ∪ ∂Γ ) =
dist(x,Z ∪ ∂Ω) if z = (x, y) ∈ Ω × Rm. In the sequel we will often use the quantity ωk(x, r, 	)
where k(x, r, 	) is smooth and nonnegative for (x, r, 	) ∈ Γ = Ω×R×Rn. In particular, Zk will
be a cylinder if k is comparable to a function κ of x alone, i.e. k(x, r, 	) ≈ κ(x) for (x, r, 	) in
compact subsets of Ω × R × Rn. In this case we will usually not distinguish between the subset
Zκ of Ω and the cylinder Zk lying above Zκ in Ω × R × Rn, and we will regard Zk simply as
the subset Z = Zκ of Ω . Thus the final summand on the right side of (10) in this case becomes
dist(x,Zκ ∪ ∂Ω) if z = (x, r, 	).
The fundamental gradient estimate to be proved for p is
k
(|∂sp|2 + |∂tp|2) Cωk((s,v(s, t)), r(s, t), (z(s, t), t))−2, (11)
for (s, t) ∈ Ω ′ = T (Ω), the image of Ω under the partial Legendre transform T , provided both
(16) and the oscillation condition (14) below hold. Recall that u is smooth in Ω\ Z, hence p is
smooth in Ω ′\ Z′, Z′ = T (Z), and note that the right side of (11) is infinite on Z′.
Convention. Throughout this paper, when the function u is understood from the context, the
functions ψ(x) and k(x, r, 	) will be connected by the formula
ψ(x) = k(x,u(x),Du(x)), x ∈ Ω,
and we will write
ω′k(x) = ωk
(
x,u(x),Du(x)
)
, x ∈ Ω,
and in the variables of the partial Legendre transform,
ω′k
(
s,v(s, t)
)= ωk((s,v(s, t)), r(s, t), (z(s, t), t)), (s, t) ∈ Ω ′.
In Section 3.1 we prove (11) as well as the following integral estimate for a compact subset
K of Ω : ∫
T (K)
|∂sp|2 ds dt CK
∫
K˜
ω′k(x)−2 dx, (12)
where K˜ ⊃ K is a compact subset of Ω depending on K . In the sequel, we will often abuse
notation by writing Ω in place of Ω ′ = T (Ω).
In many cases ω′k(x) ≈ δZ(x) in compact subsets of Ω , where we use the standard notation
δE(z) = dist(z,E)
for the distance of a point z from a set E. For example if there are positive constants m and CL
such that k(x, r, 	) satisfies
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2m  k(x, r, 	) CLδZ(x)2m,∣∣∣∣ ∂(|α|+β+|γ |)∂xα∂rβ∂qγ k(x, r, 	)
∣∣∣∣ CLδZ(x)2m−(|α|+β+|γ |), (13)
for 0 < |α| + β + |γ | 3 in compact subsets L of Ω ×R×Rn, then a simple calculation yields
cLδZ(x) ω′k(x) δZ(x).
We will sometimes assume that ψ(x) = k(x,u(x),Du(x)) and ω′k(x) satisfy the following
consequences of (13): for K compact in Ω , there is a positive constant CK such that for all
y ∈ K \Z and R < 12 dist(y, ∂Ω ∪Z),
sup
x∈B(y,R)
ψ(x)CK inf
x∈B(y,R)ψ(x),
sup
x∈B(y,R)
ω′k(x)CK inf
x∈B(y,R)ω
′
k(x), (14)
i.e. ψ is uniformly comparable to a constant on any ball B(y,R) such that y ∈ K and B(y,2R)
is contained in {x ∈ Ω: ψ(x) > 0}, and similarly for ω′k .
Finally, for any function u we recall the square σ of the third order derivatives of u in the
Riemannian metric associated with the Hessian D2u,
σ =
∑
ukupqursukpruqs,
where [uk] = [uk]−1 = [D2u]−1, and in coordinates that diagonalize D2u at a point,
σ =
∑ u2kpr
ukkuppurr
. (15)
Note that each summand in (15) is nonnegative if u is convex, and that by the chain rule, σ(x) is
invariant under rotation of coordinates at x.
Proposition 2. Suppose k(x, r, 	) is a smooth nonnegative function in Ω×R×Rn and u is a C1,1
convex solution to det[D2u] = k(x,u(x),Du(x)) in Ω . Suppose that ψ(x) = k(x,u(x),Du(x))
and ω′k(x) = ωk(x,u(x),Du(x)) satisfy (14) where Zk = Z × R × Rn is a cylinder. Then the
square σ of the third order derivatives of u satisfies
ψ(x)σ (x) Cω′k(x)−2, x ∈ Ω \Z,
where the constant C depends only on ‖u‖C1,1 and the dimension n.
See also the lemma in Section 4 of Iaia [15] for the inequality ψ2σ  C, which coincides
with that in Proposition 2 when k ≈ |x|2, but is weaker in general. We will apply Proposition 2
in the case when u is a convex C1,1 function having n − 1 nonvanishing principal curvatures in
the uniform sense that
d = det
[
∂2u
∂xi∂xj
]n
 c > 0 a.e. in Ω. (16)i,j=2
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in Ω \ Z. Thus in the case that (16) holds and ω′k(x)−2 is locally integrable (and hence also
ω′k(s,v(s, t))−2 is locally integrable since the Jacobian det
∂(s,t)
∂(x1,x)
= det ∂t
∂x′ = d is bounded), the
gradient estimate (11) together with the integral estimate (12) will show that p ∈ L∞ ∩ W 1,2Q .
Here Q is the quadratic form associated to L in (9) as in [22], W 1,2Q (Ω) is the completion of
Lipschitz continuous functions w in the corresponding Hilbert space norm
‖w‖
W
1,2
Q
=
{∫
Ω
(|w|2 + |∂sw|2 + k|∂tw|2)} 12 , (17)
and as usual, (W 1,2Q )0(Ω) is the completion of Lipschitz continuous functions with compact sup-
port in Ω . We also have that Lp makes weak sense when integrated against compactly supported
test functions in W 1,2Q . Since the right side f of the system (9) is dominated by C(1 + k|Dp|2),
(11) shows that f will be in L1loc provided ω′k(x)−2 is locally integrable. Then we will obtain that
p is a bounded weak solution to the system (9) in the sense that equality holds when we multiply
both sides of (9) by w ∈ (W 1,2Q )0(Ω)∩L∞(Ω), and then integrate over Ω using formal integra-
tion by parts on the left side. Note that in many of the cases we consider below, ω′k(x) ≈ δZ(x)
and the local integrability of ω′k(x)−2 is easily decided. We collect the above claims in the fol-
lowing theorem.
Theorem 3. Suppose that u ∈ C1,1 is a convex solution to (5) satisfying (16). If ψ(x) =
k(x,u(x),Du(x)) and ω′k(x) satisfies the oscillation condition (14), and ω′k(x)−2 is locally
integrable, then the function p arising from the partial Legendre transform (7) satisfies p ∈
L∞ ∩ W 1,2Q , the right side f((s, t),v,p,Dp) of (9) is locally integrable, and p is a weak so-
lution to the system (9) in the sense described above.
2.3. The Morrey–Campanato method
We will combine Theorem 3 with the method of Campanato as used by Xu and Zuily in [27]
to obtain Sobolev estimates for certain C2 convex solutions u to the Monge–Ampère equation
(5) when k has a specific subelliptic form associated to vector fields that satisfy Hörmander’s
commutation condition. Results from [18] then imply that u is smooth. More precisely, we as-
sume there is a positive integer m, and an open subset Γ of Ω × R × Rn containing the origin
(0,0,0), such that k has the form
k(x, r, 	) =
N∑
=1
P(x, r, 	)
2, (x, r, 	) ∈ Γ, (18)
where the P(x, r, 	) are smooth functions on Γ satisfying
N∑
P(x, r, 	)
2 ≈ |x|2m, for (x, r, 	) in compact subsets of Γ, (19)
=1
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DβP(0, r, 	) = 0, 0 |β| <m, (0, r, 	) ∈ Γ. (20)
As a consequence we have the estimate |DβP(x, r, 	)| C|x|m−|β|. We note in passing that if
k as above is independent of r and 	, then every solution u to the Dirichlet problem (6) satisfies
u ∈ C1,1 provided either m (n− 1)/2 (since k1/(2m) ∈ C1,1 and then also k1/(n−1) ∈ C1,1) or
k(x) = |x|2 (since |x|2/(n−1) is subharmonic). See [12,13] for details.
Under the hypotheses (18)–(20), Remark 6 below shows that ω′k(x) ≈ |x|, and so Proposi-
tion 2 implies that a C1,1 convex solution u to (5) satisfies |D3u(x)| C|x|−m−1. The purpose
of the next theorem is to show that D3u is actually bounded, hence smooth by [18], if we assume
in addition that u is C2, d > 0 and in the case m 2 that for each r and 	,
Span
{
P
[m]
 (x, r, 	)
}N
=1 =Hm, (21)
where Hm denotes the vector space of homogeneous polynomials of degree m on Rn, and for f
smooth on Rn, f [m] denotes the homogeneous polynomial of degree m in the Taylor series for f
at the origin.
Theorem 4. Let u ∈ C2(Ω) be a convex solution to (5) with k as in (18) and (19) such that
(x,u(x),Du(x)) ∈ Γ for x ∈ Ω . If m 1, n 3,
d = det
⎡⎢⎢⎢⎣
∂2u
∂x22
· · · ∂2u
∂x2∂xn
...
. . .
...
∂2u
∂xn∂x2
· · · ∂2u
∂x2n
⎤⎥⎥⎥⎦> 0
at the origin, and (21) holds, then u is smooth.
Remark 5. When m = 1, (21) holds automatically when (19) holds. In general though, when
m> 1, (21) can fail even when (19) holds, for example when m = 2, N = 1 and P1(x) = |x|2, so
that k = |x|4. However, the failure of (21) is sensitive to the particular decomposition of k into a
sum of squares of smooth functions. In the example above, if we write |x|4 as the sum of squares
|x|4 =
(
n∑
i=1
x2i
)2
=
n∑
i,j=1
(xixj )
2 =
n∑
i,j=1
Pij (x)
2,
then (21) holds. We can also rewrite
n∑
i=1
x4i =
1
2n
n∑
i,j=1
(
x2i − x2j
)2 + 1
n
n∑
i,j=1
(xixj )
2
so as to satisfy (21). More generally, if k = |x|2m then (21) holds if we write |x|2m =∑n
i1,...,im=1(xi1 . . . xim)
2
.
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as in (19) and (20). Indeed, if L denotes a partial derivative of order p  3 with respect to the
variables x, r, 	, then (20) shows that DβLP(0, r, 	) = 0 for 0  |β| < m − p. Thus Taylor’s
formula yields LP(x, r, 	) = O(|x|m−p), and now (13) with Z = {0} follows readily from (18).
This in turn yields ω′k(x) ≈ |x|, and so ω′k(x)−2 is locally integrable for n  3 and Theorem 3
applies.
Moreover, still assuming (18)–(20), for any fixed r and 	, the vector fields{
∂
∂x1
,P(x, r, 	)
∂
∂xj
: 1 N, 2 j  n
}
satisfy Hörmander’s commutation condition of order m. Indeed, by fixing r and 	 and setting
x2 = · · · = xn = 0 in (19), there is at least one index  such that ∂m∂xm1 P(0, r, 	) = 0, otherwise
(18) would imply k = O(|x|2m+2), contradicting (19). Thus the m-fold commutator[
∂
∂x1
,
[
∂
∂x1
, . . .
[
∂
∂x1
,P(x, r, 	)
∂
∂xj
]
. . .
]]
is a nonzero multiple of ∂
∂xj
at the origin. Away from the origin at least one of the P(x, r, 	) is
nonzero by (19). These observations will be useful later in the proof of Theorem 4.
In the case m = 1, we can characterize smoothness of C2 convex solutions u to (5).
Theorem 7. Suppose k is smooth and nonnegative in Ω × R × Rn, Ω ⊂ Rn, n 3, vanishes if
x = 0, and has a nondegenerate critical point there in the sense that k(x, r, 	) ≈ |x|2 for (x, r, 	)
in compact subsets of Ω × R × Rn (equivalently D2xk(0, r, 	) is invertible and k > 0 for x = 0).
Then a C2(Ω) convex solution u to (5) is smooth in Ω if and only if kn−1(0) > 0.
Proof. To see the “if” statement, we first show that k has the form (18)–(20). For this we
may assume that u(0) = 0 and Du(0) = 0. Then by Morse’s lemma, there is a diffeomorphism
(x, r, 	) → (y, r, 	) from one small neighbourhood N of the origin in Ω × R × Rn to another,
such that for (x, r, 	) ∈N we have k(x, r, 	) = |y|2 =∑n=1 y(x, r, 	)2. See for example p. 346
of [23] where the case k = k(x) is proved—the proof with the extra variables r and 	 is the same
if we take r and 	, as well as x, sufficiently small. Since the y(x, r, 	) are smooth functions of
(x, r, 	), we can take P = y for 1  n in (18) provided we shrink Ω to a neighbourhood Ω ′
of the origin in Ω so small that (x,u(x),Du(x)) ∈N for x ∈ Ω ′ (which is possible by the conti-
nuity of u and Du). To apply Theorem 4, we now rotate coordinates so that the Hessian D2u(0)
is diagonal with 0 at the top left corner. This then implies that d in (16) satisfies d(0) = kn−1(0).
Thus Theorem 4 shows that u is smooth. Conversely, the “only if” statement was proved at the
beginning of the introduction for k independent of u and Du, and the proof is the same in general
(see also [18] where it is shown that u ∈ C3,β(Ω), β > 1 − 2/n, implies kn−1(0) > 0). 
Remark 8. Morse’s lemma shows that every smooth k ≈ |x|2 can be written as a finite sum of
squares of smooth functions, but this can fail for k ≈ |x|2m with m  2 and n  3, and in fact
does fail if n  2m  4 or n m  3, as an adaptation of arguments in [1] and [4] shows. See
the appendix.
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solution p ∈ W 1,2Q to the system{
M∑
i,j=1
X∗i A(x,p)Xj
}
p = f(x,p,Xp), 1 N, (22)
where A is smooth and elliptic, f is smooth and has at most quadratic growth in Xp =
(X1p, . . . ,XMp) at the solution p, i.e. |f(x,p,Xp)| a + b|Xp|2, and {Xj }Mj=1 is a collection
of smooth linear vector fields satisfying Hörmander’s commutation condition. The continuity as-
sumption cannot be replaced by boundedness in dimension n 3 even for elliptic equations as
evidenced by the pair of bounded functions
u(x) = cos(ln r), v(x) = sin(ln r), r = |x|,
that lie in W 1,2 for n  3, yet fail to be continuous at the origin. Indeed, w = u + iv satisfies
w = ri , ∇w = iri−2x and
w =
{
∂2
∂r2
+ (n− 1)1
r
∂
∂r
}
ri
= (−1 + i(n− 2))ri−2
= (−1 + i(n− 2))w|∇w|2.
Taking real and imaginary parts, we obtain that p = (u, v) satisfies the system{
n∑
j=1
∂2
∂x2j
}
u = −(u+ (n− 2)v)(|∇u|2 + |∇v|2),
{
n∑
j=1
∂2
∂x2j
}
v = ((n− 2)u− v)(|∇u|2 + |∇v|2),
which has the form (22) with M = n, N = 2, Xj = ∂∂xj and A the identity matrix.
A subelliptic example is obtained using the subLaplacian L = X2 + Y 2 on the Heisenberg
group H = C × R, where X = ∂
∂x
+ 2y ∂
∂t
and Y = ∂
∂y
− 2x ∂
∂t
, (x, y, t) = (x + iy, t) ∈ H. With
ρ = ((x2 + y2)2 + t2) 14 = (r4 + t2) 14 and w = ρi a computation yields
|Xw|2 + |Yw|2 = r
2
r4 + t2 ,
Lw = (−1 + 2i)w(|Xw|2 + |Yw|2).
Thus Xw,Yw ∈ L2loc(H), and taking real and imaginary parts in the equation for Lw, we obtain
that (22) holds with p = (u, v) for w = u+ iv, M = N = 2, n = 3, {X1,X2} = {X,Y } and A the
identity matrix.
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Xj = P
((
s,v(s, t)
)
, r(s, t),
(
z(s, t), t
)) ∂
∂tj
are not smooth as they depend on v, r and z. This requires that we modify the proof in [27] so
as to exploit the fact that v, r and z are at least one degree smoother than p(s, t). This involves
an intricate interplay between the rough vector fields X and the Rothschild–Stein lifting [20]
of the first order Taylor approximations Y to X. A similar difficulty arises in connection with
regularity of Lipschitz continuous graphs with nonvanishing Levi curvature. This was treated
by Citti, Lanconelli and Montanari in [5] (see also the references given there), where they first
derived Sobolev inequalities for certain Hölder continuous vector fields by freezing coefficients
and using Folland’s estimates for the fundamental solution to the Kohn Laplacian on the Heisen-
berg group. These inequalities were then used in a Moser iteration to obtain a priori estimates
for elliptic regularizations of the problem. With the subsequent improvement in regularity, they
could then approximate their rough vector fields by first order Taylor expansions, just as we do in
(54) below, and again they were able to use fundamental solution estimates. However, the nonho-
mogeneous term f in (9) has quadratic growth in derivatives of the continuous weak solution p,
dictating the use of Campanato’s methods in our case.
3. Calabi’s identity and the proof of Proposition 2
Suppose that u is a C1,1 convex function in an open set Ω satisfying
detD2u(x) = ψ(x) 0, x ∈ Ω, (23)
where ψ is bounded, and smooth where it is positive. Set D2u = [uij ] and [D2u]−1 = [uij ]
where ψ is positive. In Proposition 2 we take ψ(x) = k(x,u(x),Du(x)). Then if Z = {x ∈
Ω: ψ(x) = 0}, we have that u is smooth in Ω \Z by [2,25]. Note that we are not requiring that
ψ be bounded below by a positive constant. Assuming the summation convention (we will revert
to explicit summation when the context is unclear), we define the second order linear operator L
in Ω \Z by Lw = uijwij , and the square σ of the third order derivatives of u in the Riemannian
metric ds2 = uij dxi dxj by σ = ukupqursukpruqs . In coordinates that diagonalize D2u at a
point x ∈ Ω \Z these definitions simplify to
Lw(x) = wii(x)
uii(x)
, σ (x) = ukpr(x)
2
ukk(x)upp(x)urr (x)
.
Calabi’s remarkable identity for Lσ in coordinates that diagonalize D2u at a point is given in [3]
as
Lσ = 2
∑
kpri
1
uiiukkuppurr
(
ukpri −
∑

1
2u
(ukiupr + upiukr + uriukp)
)2
− 1
2
1
uiiukkuppurr
(∑

1
u
(ukiupr + upiukr + uriukp)
)2
+ 2A+ 3B + 2ukpr(logψ)kpr
u u u
− 3ukprupr(logψ)k
u u u u
, (24)
kk pp rr kk pp rr 
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A = ukpruqrukiupqi
ukkuppurruuiiuqq
, B = ukpruprukaiuai
ukkuppurruuaauii
,
satisfy
6B − 6A =
∑
jik
(∑
r
(vjrivrk + vjrkvri − 2vjrvrik)
)2
,
with
vkpr = ukpr√
ukkuppurr
.
In addition, we have the expansion
1
uiiukkuppurr
(∑

1
u
(ukiupr + upiukr + uriukp)
)2
= 1
uiiukkuppurr
∑

1
u
(ukiupr + upiukr + uriukp)
×
∑
m
1
umm
(ukmiupmr + upmiukmr + urmiukpm)
= 3B + 6A,
where the products of “corresponding” terms, such as ukiupr and ukmiupmr , sum to 3B and
the products of “cross” terms, such as ukiupr and upmiukmr , sum to 6A. Thus we can rewrite
(24) as
Lσ = 2
∑
kpri
1
uiiukkuppurr
(
ukpri −
∑

1
2u
(ukiupr + upiukr + uriukp)
)2
+ 1
6
∑
jik
(∑
r
(vjrivrk + vjrkvri − 2vjrvrik)
)2
+ 1
2
B
+ 2ukpr(logψ)kpr
ukkuppurr
− 3ukprupr(logψ)k
ukkuppurru
. (25)
Using the following inequality from p. 381 of [3],
B =
∑∣∣∣∣∑vkprvpr ∣∣∣∣2  1nσ 2, (26)
k pr
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ity
Lσ  1
2n
σ 2 + 2ukpr(logψ)kpr
ukkuppurr
− 3ukprupr(logψ)k
ukkuppurru
.
With the inequalities
∣∣∣∣∑
kpr
ukpr(logψ)kpr
ukkuppurr
∣∣∣∣√σ
√√√√∑
kpr
(logψ)2kpr
ukkuppurr
and ∣∣∣∣∑
kpr
ukprupr(logψ)k
ukkuppurru
∣∣∣∣ ∣∣∣∣∑
kpr
ukprupr
uppurr
√
ukku
∣∣∣∣ sup
k
∣∣∣∣ (logψ)k√ukku
∣∣∣∣

∣∣∣∣n∑
kpr
u2kpr
uppurrukk
∣∣∣∣ 12 ∣∣∣∣n∑
kpr
u2pr
uppurru
∣∣∣∣ 12 sup
k
∣∣∣∣ (logψ)k√ukku
∣∣∣∣
= nσ sup
k
∣∣∣∣ (logψ)k√ukku
∣∣∣∣,
we obtain at a point x ∈ Ω \Z in coordinates that diagonalize D2u at x,
1
2n
σ 2 Lσ + 2√σ
√√√√∑
kpr
(logψ)2kpr
ukkuppurr
+ 3nσ sup
k
∣∣∣∣ (logψ)k√ukku
∣∣∣∣. (27)
See pp. 379–381 of [3] for a sketch of the proof of these calculations when ψ  c > 0, and with
the right side of (27) replaced by Lσ +C√σ +Cσ .
Now we assume that u solves (5) with k independent of u and Du so that k(x) = ψ(x) and
ωk = ωψ , and demonstrate under the assumption (14) the a priori bound
ψ(x)σ (x) Cωψ(x)−2, x ∈ Ω, (28)
with a constant C that depends only on ‖u‖C1,1 , the C1,1 bound for u. This will establish Propo-
sition 2 in the case k is independent of u and Du. We first note that (27) yields
σ 2  2nLσ +C√σω−3ψ ψ−
3
2 +Cσω−2ψ ψ−1. (29)
Now as in [3], fix a point y /∈ Z and choose ζ(x) = (R2 − |x − y|2)+ with R =
1
4 dist(y, ∂Ω ∪ Z). With τ = ζ 2σ , let τ achieve its maximum at a point x ∈ B(y,R) so that
both τi = 0 and Lτ  0 there. Then at x we have,
Lσ = L(ζ−2τ)= uij (ζ−2τ) = ζ−2Lτ + τLζ−2 − 2ζ−3uij ζiτj  τLζ−2,ij
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τ 2 = ζ 4σ 2  2nτζ 4Lζ−2 +Cωψ(x)−3ψ− 32 ζ 3√τ +Cωψ(x)−2ψ−1ζ 2τ.
Let [γij ]1i,jn be the transposed cofactor matrix of [uij ]1i,jn. Using that at x we have∣∣ζ 4Lζ−2∣∣= ∣∣ζ 4uij (ζ−2)
ij
∣∣= ∣∣ζ 4ψ−1γij (ζ−2)ij ∣∣ CR2ψ−1,
where C depends only on ‖u‖C1,1 , we then obtain
τ(x)2  Cψ(x)−1R2τ(x)+Cωψ(x)−3ψ(x)− 32 R6
√
τ(x)
+Cωψ(x)−2ψ(x)−1R4τ(x),
and hence that
ψ(x)τ(x) CR2
(
1 +R2ωψ(x)−2
)
, (30)
since τ(x)2 is dominated by either
Cψ(x)−1R2τ(x) or Cωψ(x)−3ψ(x)−
3
2 R6
√
τ(x) or Cωψ(x)
−2ψ(x)−1R4τ(x),
each of which leads to (30). Finally then, we conclude using τ(y) τ(x) and (30) that
ψ(y)R4σ(y) = ψ(y)τ(y)ψ(y)τ(x) = ψ(y)
ψ(x)
ψ(x)τ(x)
 Cψ(y)
ψ(x)
R2
(
1 +R2ωψ(x)−2
)
= CR2
(
ψ(y)
ψ(x)
)(
1 +R2ωψ(x)−2
1 +R2ωψ(y)−2
)(
1 +R2ωψ(y)−2
)
.
Hence using (14) and (10) we have
ψ(y)σ (y) CR−2
(
1 +R2ωψ(y)−2
)
 C
(
δZ∪∂Ω(y)−2 +ωψ(y)−2
)
 Cωψ(y)−2,
which establishes (28) in Ω \Z, and consequently in Ω .
3.1. The case ψ(x) = k(x,u(x),Du(x))
Here we suppose that k is nonnegative and smooth on Ω and that u is a C1,1 solution of (5).
Then u(x) and ψ(x) = k(x,u(x),Du(x)) are smooth for x ∈ Ω \Z where Z is the zero set of ψ ,
and from (28) we have the inequality
ψ(x)σ (x) Cωψ(x)−2.
However, when k depends on u and Du, the definition of ωψ leads to a quantity that is some-
times much too small—in particular it involves fourth derivatives of u. Our purpose here is to
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the derivatives kxj , ku and kDu.
Our starting point is the inequality (27),
1
2n
σ 2  Lσ + 2√σ
√√√√∑
kpr
(logψ)2kpr
ukkuppurr
+ 3nσ sup
k
∣∣∣∣ (logψ)k√ukku
∣∣∣∣,
which is valid for x ∈ Ω \Z in coordinates that diagonalize D2u at x, and later we will reinstate
the first sum of squares on the right side of (25) that was dropped above. In order to avoid
confusion in notation with the indices, we will write f in place of k when referring to the function
k in (5), i.e.
ψ(x) = f (x,u(x),Du(x)).
When we write Df , we are referring to the derivatives fxj , fu and fDu, so that
∂ψ(x) = fx + fuu + fDu ·Du.
Recall that with w = S(x) = (x,u(x),Du(x)), we have dist(w,Z) = δZ(x) and
ω′f (x)−1 = ωf (w)−1 =
∣∣∣∣Df (w)f (w)
∣∣∣∣+ ∣∣∣∣D2f (w)f (w)
∣∣∣∣ 12 + ∣∣∣∣D3f (w)f (w)
∣∣∣∣ 13 + δZ(x)−1.
First we compute
(logψ)k = ∂
∂x
{
fxk + fuuk + fDu ·Duk
ψ
}
= ψ−1{fxkx + fxkuu + fxkDu ·Du}
+ψ−1{fux + fuuu + fuDu ·Du}uk +ψ−1fuuk
+ψ−1{fDux + fDuuu + (Du)′fDuDu} ·Duk +ψ−1fDu ·Duk
−ψ−2{fxk + fuuk + fDu ·Duk}{fx + fuu + fDu ·Du}, (31)
so that for a constant C depending on ‖u‖C1,1 ,∣∣∣∣ (logψ)k√ukku
∣∣∣∣C{∣∣∣∣D2ff
∣∣∣∣ψ−1 + ∣∣∣∣Dff
∣∣∣∣ψ−1 + ∣∣∣∣fDuf
∣∣∣∣∣∣∣∣ Duk√ukku
∣∣∣∣+ ∣∣∣∣Dff
∣∣∣∣2ψ−1}
C
(
ω′−2f ψ
−1 +ω′−1f
√
σ
)
,
where we have used ω′f −1  ω
′−2
f and that for D = ∂p ,∣∣∣∣ ∂puk√u u
∣∣∣∣2 = upp |ukp|2u u u  Cσ.kk  kk  pp
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Section 7 of [3], this term was handled in the elliptic case by considering the operator L˜ =
L − ψ−1∑ψui ∂i , but we will instead exploit one of the terms that was dropped in Calabi’s
identity (25) above, namely the sum of squares,
Γ =
∑
kpri
1
uiiukkuppurr
(
ukpri −
∑

1
2u
(ukiupr + upiukr + uriukp)
)2
=
∑
kpri
(
ukpri√
uiiukkuppurr
− 1
2
(Ikpri + IIkpri + IIIkpri)
)2
,
where
Ikpri =
∑

uki√
ukkuuii
upr√
uppuurr
,
IIkpri =
∑

upi√
uppuuii
ukr√
ukkuurr
,
IIIkpri =
∑

uri√
urruuii
ukp√
ukkuupp
,
satisfy
|Ikpri | + |IIkpri | + |IIIkpri | 3σ.
Thus we have for each k, p, r , and i,
|ukpri |√
uiiukkuppurr

√
Γ + 3
2
σ.
Now we obtain upon applying ∂
∂r
to (31) (and with  replaced by p),√
(logψ)2kpr
ukkuppurr
C
(
ω′f −3ψ−
3
2 +ω′f −2ψ−
1
2
√
σ +ω′f −1
|Dukpr |√
ukkuppurr
)
C
(
ω′f −3ψ−
3
2 +ω′f −1
(√
Γ + 3
2
σ
))
,
with C depending on ‖u‖C1,1 , where for example, we have used in the first inequality above,
|Dukp|√
ukkuppurr
= |∂jukp|√
ukkuppurr
=
√
ujj√
urr
|ukpj |√
ukkuppujj
ψ− 12
√
σ ,
and in the second inequality above,
ω′−2f ψ
− 12 √σ = ω′−1f
(
ω′−1f ψ
− 12 √σ
)
 ω′−1f
(
ω′−2f ψ
−1 + σ ).
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σ 2 + nΓ  σ 2 + 4nΓ
 2nLσ +C√σ
(
ω′−3f ψ
− 32 +ω′−1f
(√
Γ + 3
2
σ
))
+Cσ (ω′−2f ψ−1 +ω′−1f √σ ).
Thus with τ = ζ 2σ as above, we have at the point x,
τ(x)2 + nζ(x)4Γ (x) Cψ(x)−1R2τ(x)
+C
(
ζ(x)2ω′f (x)−3ψ(x)−
3
2 +ω′f (x)−1
(√
ζ(x)4Γ (x)+ 3
2
τ(x)
))
ζ(x)
√
τ(x)
+C(ζ(x)ω′f (x)−2ψ(x)−1 +ω′f (x)−1√τ(x))ζ(x)τ (x),
and thus at least one of the following inequalities:
τ(x)2 + nζ(x)4Γ (x) Cψ(x)−1R2τ(x),
τ (x)2 + nζ(x)4Γ (x)
 C
(
R4ω′f (x)−3ψ(x)−
3
2 +ω′f (x)−1
(√
ζ(x)4Γ (x)+ 3
2
τ(x)
))
R2
√
τ(x),
τ (x)2 + nζ(x)4Γ (x) C(R2ω′f (x)−2ψ(x)−1 +ω′f (x)−1√τ(x))R2τ(x).
In all cases one verifies that we have
ψ(x)τ(x) CR2
(
1 +R2ω′f (x)−2
)
.
Since this is the same inequality obtained in (30) above, but with ω′f (x) in place of ωψ(x), we
obtain from the argument there that
ψ(y)σ (y) C
(
δZ∪∂Ω(y)−2 +ω′f (y)−2
)
 Cω′f (y)−2, (32)
provided (14) holds with ω′f in place of ω′k . This completes the proof of Proposition 2.
4. Regularity of solutions to degenerate Monge–Ampère equations
In [18], we investigated regularity of solutions u ∈ C1,1 ∩W 3,2 to the Monge–Ampère equa-
tion (5) when d > 0, i.e. (16) holds and so p ∈ L∞ ∩ W 1,2, via the partial Legendre transform
(7), and the resulting system (9), which we write as
Lp = f, (33)
where
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{
∂2
∂s2
+ ∂
∂t′
kM(p)
∂
∂t
}
p,
p = (pij )2in,1jn,
f = (f ij )2in,1jn.
Here M = M(p) is the transposed cofactor matrix of [pij ]2i,jn, also given by
M = co[pij ]′2i,jn = (det ∂v∂t′
)[
∂v
∂t′
]−1
=
(
det
∂t
∂v′
)−1[
∂t
∂v′
]
= 1
d
⎡⎢⎢⎢⎣
∂2u
∂x22
· · · ∂2u
∂x2∂xn
...
...
∂2u
∂xn∂x2
· · · ∂2u
∂x2n
⎤⎥⎥⎥⎦ , (34)
and
k = k((s,v), r, (z, t)), (35)
where v, r , z satisfy the compatibility conditions
∂v
∂(s, t′)
= (pij )2in,1jn,
∂r
∂(s, t′)
= (z,0, . . . ,0)+ t′(pij )2in,1jn,
∂z
∂(s, t′)
= (k det[pij ]2i,jn,−p21, . . . ,−pn1). (36)
The functions v, r , z arise as
vj = xj (s, t), r = u
(
x(s, t)
)
, z = ∂u
∂x1
(
x(s, t)
)
. (37)
We remark that the system (33) is derived in [18] from the “Cauchy–Riemann” equations
⎧⎪⎨⎪⎩
∂z
∂s
= k((s, t), r(s, t), (z(s, t), t))det ∂v
∂t′
,
∂z
∂t
= −∂v
∂s
,
(38)
a consequence of (36). Finally, we have that
f = kA(p,Dp)+ (∇k)′B(p,Dp)+ C(p), (39)
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tively one) in Dp, with coefficients that are smooth functions of (s, t), v, r and z. The exact
formula is
f j = −trace
[{
k(∂jM)+ (∂j k)M
} ∂
∂t
∂v
∂t′
]
−
{(
∂
∂t′
k
)
(∂jM)+
(
∂
∂t′
∂j k
)
M
}
∂v
∂t
, (40)
where ∂j refers to differentiation with respect to a component of the variable (s, t).
In the next subsection we use Calabi’s interior estimates for third order derivatives to show
that in many cases we can relax the regularity hypothesis on u to simply u ∈ C1,1 in order to
conclude that p is a weak solution to the system (33) in the sense that p ∈ W 1,2Q , i.e. p is a limit
of Lipschitz functions pj in the norm ‖ · ‖W 1,2Q , and p satisfies
−
∫ {
∂q
∂s
∂p
∂s
+
(
∂q
∂t
)′
kM(p)
∂p
∂t
}
=
∫
qf (41)
for all q ∈ (W 1,2Q )0(Ω) ∩ L∞(Ω), where the integrals are all interpreted as limits of integrals
involving Lipshitz approximations pj , qj to p, q respectively.
4.1. The partial Legendre transform, Calabi’s identity and proof of Theorem 3
Suppose that u is merely a C1,1 solution of (5) that satisfies the determinant condition (16),
d = det ∂t
∂x′
= det ∂t
∂v′
= det
⎡⎢⎣ u22 · · · u2n... . . . ...
un2 · · · unn
⎤⎥⎦ c > 0 a.e., (42)
and let s = x1, t = ( ∂u∂x2 , . . . , ∂u∂xn ) and v(s, t) = (x2, . . . , xn) be the corresponding partial
Legendre transform variables and functions. In these transformed variables, where we write
k((s,v(s, t)), r(s, t), (z(s, t), t)) in place of ψ(x), we will use the formulas
∂
∂s
= ∂
∂x1
+ 1
d
n∑
i=2
bi1
∂
∂xi
,
∂
∂tj
= 1
d
n∑
i=2
cij
∂
∂xi
,
given on pp. 382–383 of [18] to obtain the inequalities
|∂s∂tv|2 +
∣∣∂2t v∣∣2  C∣∣D3u∣∣2,
k−2
∣∣∂2s v∣∣2  C(∣∣D3u∣∣2 + k−1), (43)
with C depending only on ‖u‖C1,1 and distance to ∂Ω , at all points where u and hence also v is
smooth. For convenience we recall from [18] that [cij ]2i,jn is the transposed cofactor matrix
C. Rios et al. / Advances in Mathematics 217 (2008) 967–1026 987of ∂t
∂v′ = [uij ]2i,jn, and b1 = −det ∂̂t∂v′ () for 2  n, where ∂̂t∂v′ () is the matrix ∂t∂v′ with
its th column replaced by the column (u21, . . . , un1)′.
Indeed, we compute
pj =
∂v
∂tj
= 1
d
n∑
i=2
cij
∂x
∂xi
= cj
d
,
p1 =
∂v
∂s
= ∂x
∂x1
+ 1
d
n∑
i=2
bi1
∂x
∂xi
= b1
d
.
These terms are clearly bounded by a constant depending only on ‖u‖C1,1 upon using (42) and
the fact that the cij and the b1 are products of second order derivatives of u. We also have (recall
that our calculations take place where u is smooth, and hence also v and p are smooth)
∂2v
∂ti∂tj
= 1
d
n∑
α=2
cαi
∂
∂xα
cj
d
= 1
d2
n∑
α=2
cαi
∂cj
∂xα
− 1
d
n∑
α=2
cαicj
1
d2
∂d
∂xα
,
which is clearly dominated by C|D3u|. As well, we have
∂2v
∂s∂tj
= ∂
∂x1
cj
d
+ 1
d
n∑
i=2
bi1
∂
∂xi
cj
d
= 1
d
∂cj
∂x1
− cj
d2
∂d
∂x1
+ 1
d2
n∑
i=2
bi1
∂cj
∂xi
− 1
d3
n∑
i=2
bi1cj
∂d
∂xi
,
which is also dominated by C|D3u|. This proves the first line in (43), and in particular that
∣∣Dp(s, t)∣∣ C∣∣D3u(x)∣∣, where s = x1, t = ( ∂u
∂x2
, . . . ,
∂u
∂xn
)
. (44)
For the second line in (43), we will need the following interpolation inequality:
Lemma 11. (See [24]; see also Section 4.4 of [21].) If f ∈ C1,1(Ω) is nonnegative, then
∣∣∇f (x)∣∣ C{√∥∥D2f ∥∥
L∞(Ω) +
1√
dist(x, ∂Ω)
}√
f (x), x ∈ Ω.
From Lemma 11 applied to k and the fact that |p| C we obtain | ∂
∂t′ k| C|∇xk||p| C
√
k,
and then from (8) we have
k−2
∣∣∣∣ ∂2∂s2 v
∣∣∣∣2 = k−2∣∣∣∣− ∂∂t′ kM(p) ∂∂tv
∣∣∣∣2
 Ck−2
∣∣∣∣−kM(p) ∂∂t′ ∂∂tv
∣∣∣∣2 +Ck−2∣∣∣∣−( ∂∂t′ k
)
M(p)
∂
∂t
v
∣∣∣∣2
 C
∣∣∣∣ ∂ ′ ∂ v
∣∣∣∣2 +Ck−1  C(∣∣D3u(x)∣∣2 + k−1),∂t ∂t
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∂t′ M(p) = 0, and the final inequality
uses the first line in (43). This completes the proof of both lines in (43).
Now we wish to improve the inequality for ∂s∂tv in (43), at least in an average sense, by
playing off the strong pointwise inequality for ∂2s v against the weaker pointwise inequality for
∂2t v. To achieve this we assume that k satisfies the property (14). Then the inequality kσ 
Cω′k(s,v(s, t))−2, obtained from Proposition 2 using the partial Legendre transform s = x1, t =
( ∂u
∂x2
, . . . , ∂u
∂xn
) and v(s, t) = (x2, . . . , xn), combined with (43) and the trivial inequality∣∣D3u(x)∣∣2  Cσ(x), (45)
yields
k
∣∣∂2t v∣∣2 Cω′k(s,v(s, t))−2,
k−1
∣∣∣∣ ∂2∂s2 v
∣∣∣∣2 Cω′k(s,v(s, t))−2. (46)
From this we can obtain an integral inequality for the square of the mixed second order
partial derivative ∂s∂tv as follows. First, choose a smooth nonnegative cutoff function η
supported in a ball B(γ,R) ⊂ {k > 0}, and then integrate by parts and use the inequality
|∇η|  C‖∇2η‖1/2∞ η1/2  CR−1√η together with |∂tv|  |p|  C and the Cauchy–Schwarz
inequality to obtain that∫
|∂s∂tv|2η ds dt =
∫
(∂s∂tv)(∂s∂tv)η(s, t) ds dt
=
∫
(∂s∂sv)(∂t∂tv)η ds dt−
∫
(∂s∂tv)(∂tv)(∂sη) ds dt
+
∫
(∂s∂sv)(∂tv)(∂tη)ds dt
is bounded by
(∫
k−1
∣∣∂2s v∣∣2η ds dt) 12(∫ k∣∣∂2t v∣∣2η ds dt) 12 +C ∫ (|∂s∂tv| + |∂s∂sv|)R−1√η ds dt
and so by
C
∫
B(γ,R)
ω′k
(
s,v(s, t)
)−2
ds dt
+C
{(∫
|∂s∂tv|2η
) 1
2 +
( ∫
B(γ,R)
|∂s∂sv|2
) 1
2
}( ∫
B(γ,R)
R−2
) 1
2
.
Using the definition of ω′k in (10), and the fact that we may choose
R = 1 dist((s,v(s, t)), {k = 0}) cω′k(s,v(s, t)), (s, t) ∈ B(γ,R),2
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|∂s∂tv|2η ds dtC
∫
B(γ,R)
ω′k
(
s,v(s, t)
)−2
ds dt,
or ∫
|∂s∂tv|2η ds dt C
(∫
|∂s∂tv|2η
) 1
2
( ∫
B(γ,R)
R−2
) 1
2
,
or ∫
|∂s∂tv|2η ds dtC
( ∫
B(γ,R)
|∂s∂sv|2
) 1
2
( ∫
B(γ,R)
R−2
) 1
2
.
If we divide both sides of the second inequality by (
∫ |∂s∂tv|2η)1/2, and use the second line of
(46) to estimate |∂s∂sv| in the third inequality, we obtain with S(y,R) the preimage of B(γ,R)
that ∫
|∂s∂tv|2η(s, t) ds dt C
∫
B(γ,R)
ω′k
(
s,v(s, t)
)−2
ds dt
= C
∫
S(y,R)
ω′k(x)−2
∣∣∣∣det ∂(s, t)∂(s,v)
∣∣∣∣dx
 C
∫
S(y,R)
ω′k(x)−2dx, (47)
since ∣∣∣∣det ∂(s, t)∂(s,v)
∣∣∣∣= ∣∣∣∣det ∂(s, t)∂(x1,x)
∣∣∣∣= d = det[uij ]ni,j=2  C,
by (7) and with a constant C depending only on ‖u‖C1,1 .
At this point we can obtain p ∈ W 1,2Q with bounds depending only on the C1,1 norm of u. First
note that ∫
Ω
(|p|2 + |∂sp|2 + k|∂tp|2) C‖u‖
C1,1
,
provided ω′k−2 is locally integrable and (16) holds. To see this, we must temporarily abandon our
abuse of notation regarding Ω and TΩ . We will write TΩ and T Z for the images of Ω and Z
under the partial Legendre transform T : the correct domain of integration in the previous display
is then TΩ . If we write the open set TΩ \T Z as a Whitney union of balls Bj (γj ,Rj ) with finite
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any compact subset K of Ω (ignoring |p|2 since it is bounded by C‖u‖
C1,1
),∫
(TΩ\T Z)∩TK
(|∂sp|2 + k|∂tp|2)

∫
(TΩ\T Z)∩TK
(∣∣∂2s v∣∣2 + |∂s∂tv|2 + k∣∣∂2t v∣∣2)

∑
j
∫
Bj (γj ,Rj )∩TK
(∣∣∂2s v∣∣2 + |∂s∂tv|2 + k∣∣∂2t v∣∣2)
 C
∑
j : Sj (yj ,Rj )∩K =φ
∫
Sj (yj ,Rj )
ω′k(x)−2 dx
(
by (46) and ( 47))
 C
∫
K˜
ω′k(x)−2 dx,
where K˜ =⋃{Sj (yj ,Rj ): Sj (yj ,Rj )∩K = φ} is a compact subset of Ω .
From this one easily sees that p is a limit of Lipschitz continuous (even smooth) functions in
the W 1,2Q norm, and hence belongs to W
1,2
Q . More precisely, we note that |T Z| = 0 since T is a
bi-Lipschitz map and |Z| = 0 by the local integrability of ω′k−2. If we now revert to writing Ω
and Z for TΩ and T Z, and if {ϕj }j is a smooth partition of unity subordinate to a Whitney cube
decomposition {Qj(γj ,Rj )}j of Rn \Z and ε > 0, we define
ηε =
∑{
ϕj : dist
(
supp(ϕj ),Z
)
> ε
}
on Rn. (48)
Now Z also has measure 0 and ∇ηε is supported within distance Cε of the closed set Z. It
follows that |supp(∇ηε)| → 0 as ε → 0. Then one calculates using 1 − ηε → 0 pointwise and
|∇ηε| Cδ−1Z  Cω′k−1 on Ω with ω′k−2 integrable, that both
∫
Ω
|(1 − ηε)p|2 and∫
Ω
(∣∣∂s(1 − ηε)p∣∣2 + k∣∣∂t(1 − ηε)p∣∣2)

∫
Ω
|1 − ηε|2
(|∂sp|2 + k|∂tp|2)+ ∫
Ω∩supp(∇ηε)
|∇ηε|2|p|2(1 + k)

∫
Ω
|1 − ηε|2
(|∂sp|2 + k|∂tp|2)+C ∫
Ω∩supp(∇ηε)
δZ
−2 (49)
tend to 0 as ε → 0. Thus ηεp is smooth in Ω for all ε > 0 and ηεp → p in the norm of W 1,2Q
as ε → 0. This also completes the proof of (12) in the introduction, and shows that k|Dp|2, and
hence also the right side of (41), is in L1 (recall (39) and (40)).loc
C. Rios et al. / Advances in Mathematics 217 (2008) 967–1026 991One can now also show that in this case (41) holds in the weak sense described in the introduc-
tion. In fact, if ω′k−2 is locally integrable, then the argument above using smooth cutoff functions
ηε shows that (W 1,2Q )0(Ω \ Z) is dense in (W 1,2Q )0(Ω). Since (41) obviously holds when tested
over q Lipschitz with compact support in Ω \Z, a limiting argument shows that (41) holds when
tested over q Lipschitz in (W 1,2Q )0(Ω) ∩ L∞(Ω). This completes the proof of Theorem 3, i.e.
that p is a weak solution to the partial Legendre transform system (33) provided ω′k−2 is locally
integrable and (16) and (14) hold.
Recall that in (44) we proved |Dp(s, t)|  C|D3u(x)| for (s, t) = T x, where T is the par-
tial Legendre transform associated with u. In proving Theorem 4 in the next section, it will be
convenient to have a converse inequality as well:
c
∣∣Dp(s, t)∣∣ ∣∣D3u(x)∣∣ C(1 + ∣∣Dp(s, t)∣∣), (50)
with constants c and C depending only on ‖u‖C1,1 . To see the second inequality in (50), we first
note from (34) that if 2 i, j  n, then
uij = ∂
∂x
uij = ∂
∂x
(
dM(p)ij
)= ∂
∂x
(
det
[
pαβ
]n
α,β=2 ×M(p)ij
)
.
Now an inspection of the Jacobian J = ∂(s,t)
∂(x1,x′) shows that the derivatives
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xn
are
given by
∂
∂x1
= ∂
∂s
+
n∑
β=2
uβ1
∂
∂tβ
,
∂
∂xα
=
n∑
β=2
uβα
∂
∂tβ
, 2 α  n. (51)
Thus we now see that uij is a sum of first order (s, t)-derivatives of the pαβ with coefficients
that are products of the pαβ and uγ δ , which are themselves bounded by ‖u‖C1,1 . This proves the
second inequality in (50) when two of the partial derivatives are with respect to the variables
x2, . . . , xn. On the other hand, for the remaining case u11, we use (37) and (38) to obtain
u11 = ∂
∂x
(
∂z
∂s
)
= ∂
∂x
(
k det
∂v
∂t′
)
= ∂
∂x
(
k det
[
pαβ
]n
α,β=2
)
,
which is this time a sum of first order (s, t)-derivatives of the pαβ with bounded coefficients, plus
bounded terms that arise when ∂
∂x
hits the variables (s, t), r(s, t), (z(s, t), t) in k. This completes
the proof of (50).
5. The Campanato method and proof of Theorem 4
In [27], Xu and Zuily consider quasilinear systems for p = (pα)Nα=1 of the form
m∑
i,j=1
X∗j
{
aij
(
x,p(x)
)
Xip
α(x)
}= f α(x,p(x),Xp(x)), 1 α N, (52)
where X = {Xj }mj=1 is a set of smooth vector fields satisfying Hörmander’s commutation con-
dition, aij and f α are smooth functions of their arguments, the inhomogeneous term f α is at
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matrix {aij (x,p)}ij is symmetric and uniformly positive definite. Under these conditions, they
show that every continuous weak solution p of the system (52) is smooth. Here weak solution
means that p lies in the degenerate Sobolev space
H
1,2
X =
{
p ∈ L2: Xjp ∈ L2, 1 j m
}
,
where Xjp is the derivative in the distribution sense, and that (52) holds in the weak sense when
tested over q ∈ (H 1,2X )0 ∩ L∞. We note that in fact their proof, and hence also their conclusion,
holds if we merely assume that (52) is elliptic with respect to the weak solution p, i.e. the matrix
{aij (x,p(x))}ij is uniformly positive definite. Finally, ifQ is the quadratic form associated to the
vector fields X , then the degenerate Sobolev space W 1,2Q defined earlier in (17) coincides with
H
1,2
X (see Franchi, Serapioni and Serra Cassano [6] and Garofalo and Nhieu [7,8]).
The system (33) has all of the above properties except that the functions v, r and z appear
explicitly in (35), and hence also in the partial Legendre transform (33). The main difficulty
lies with the fact that the vector fields Xj = P((s,v(s, t)), r(s, t), (z(s, t), t)) ∂∂tj are no longer
smooth. Now we give the proof of Theorem 4.
Proof of Theorem 4. We consider first the simplest degeneracy
k(x, r, 	) = k(x) = |x|2 =
n∑
=1
x2 ,
and use the Campanato method as in [27] to exploit the facts that the zero set Z of k is a point, and
that k is a sum of squares of smooth functions. Indeed, we recall the partial Legendre transform
system (33),
Lp ≡
{
∂2
∂s2
+ ∂
∂t′
kM(p)
∂
∂t
}
p = f((s, t),v,p,Dp), (53)
where p ∈ W 1,2Q is a weak solution by Theorem 3 since ω′k(x) ≈ |x|. Using that k is a sum of
squares, we rewrite the operator L as
L= ∂
2
∂s2
+ ∂
∂t′
(
s2 +
n∑
=2
v(s, t)2
)
M(p)
∂
∂t
= ∂
2
∂s2
+
(
s
∂
∂t
)′
M
(
s
∂
∂t
)
+
n∑
=2
(
v
∂
∂t
)′
M
(
v
∂
∂t
)
=
m∑
i,j=1
X∗i aijXj ,
where X = {Xj }mj=1 is an enumeration of the vector fields
X1 = ∂
∂s
, X1β = s
∂
∂t
, Xαβ = vα(s, t)
∂
∂t
, 2 α,β  n,β β
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A = [aij ]mi,j=1 =
⎡⎢⎢⎢⎣
1 0 · · · 0
0 M · · · 0
...
...
. . .
...
0 0 · · · M
⎤⎥⎥⎥⎦ ,
with M = M(p). The vector fields {X1,X1β}nβ=2 and their first order commutators span the tan-
gent space Rn at every point in Ω . Note also from (40) that f((s, t),v,p,Dp) is a quadratic
polynomial in the derivatives Xp, i.e.
f = f((s, t),v,p,Xp).
Thus the system (53) has the form considered in [27], save mainly that the vector fields Xαβ
are not smooth (the presence of r , v and z in A and f is easily accommodated). To remedy this we
exploit the fact that the zero set of k is a point (and thus remains a point under the nonsingular
partial Legendre transform) by applying Taylor’s formula to the coefficients vα(s, t). We may
assume without loss of generality that Du(0) = 0 and hence that vα(0,0) = 0. We then write for
2 α,β  n,
Xαβ = Dvα(0,0) · (s, t)
∂
∂tβ
+ {vα(s, t)−Dvα(0,0) · (s, t)} ∂
∂tβ
= Yαβ +Eαβ , (54)
where
Yαβ = Dvα(0,0) · (s, t)
∂
∂tβ
,
Eαβ = εα(s, t)
∂
∂tβ
.
If we define Y 1β = X1β for 2 β  n and let Y = {Yi}mi=1 be the vector fields given by
Y1 = X1,
Yi = Y 1β if Xi = X1β,
Yi = Yαβ if Xi = Xαβ, (55)
then Y is a collection of smooth vector fields that satisfy the Hörmander commutation condition
of order 2, i.e. their commutators of length at most 2 span the tangent space at every point. In-
deed, as noted above, even the subcollection {Y1, Y 1β }nβ=2 = {X1,X1β}nβ=2 satisfies the Hörmander
commutation condition of order 2. The error vector fields E = {Ei} = {Xi − Yi} are small in the
sense that the coefficients εα satisfy∣∣εα(s, t)∣∣= ∣∣vα(s, t)−Dvα(0,0) · (s, t)∣∣ ω(∣∣(s, t)∣∣)∣∣(s, t)∣∣, (56)
where limr→0 ω(r) = 0 since u ∈ C2 implies v ∈ C1.
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Φ(t) =
{ ∑n
=1 v(t)2∑n
=1(Dv(0)·t)2 for t = 0,
1 for t = 0,
(57)
using the lower bound
n∑
=1
(
Dv(0) · t
)2  c n∑
=1
v(t)
2  c|t |2, (58)
which holds since the partial Legendre transform is bi-Lipschitz. Then we absorb the factor Φ
into the matrix A by defining
B = [bij ]mi,j=1 =
⎡⎢⎢⎢⎣
1 0 · · · 0
0 ΦM · · · 0
...
...
. . .
...
0 0 · · · ΦM
⎤⎥⎥⎥⎦ . (59)
Note that M , but not Φ , is a smooth function of its arguments (M is in fact a polynomial in p).
We now claim the key identity,
m∑
i,j=1
Y ∗i bij Yj =
m∑
i,j=1
X∗i aijXj , (60)
which is proved by the following string of equalities that begins with
∑m
i,j=1 Y ∗i bij Yj and ends
with
∑m
i,j=1 X∗i aijXj :
(
∂
∂s
)∗
∂
∂s
+
n∑
=1
([
Dv(0) · t
] ∂
∂t
)∗
ΦM
([
Dv(0) · t
] ∂
∂t
)
= − ∂
2
∂s2
−
n∑
=1
(
∂
∂t
)′(
Dv(0) · t
)
ΦM
(
Dv(0) · t
)( ∂
∂t
)
= − ∂
2
∂s2
−
(
∂
∂t
)′( n∑
=1
(
Dv(0) · t
)2)
ΦM
(
∂
∂t
)
= − ∂
2
∂s2
−
(
∂
∂t
)′( n∑
=1
v(t)
2
)
M
(
∂
∂t
)
=
(
∂
∂s
)∗
∂
∂s
+
(
s
∂
∂t
)∗
M
(
s
∂
∂t
)
+
n∑(
v
∂
∂t
)∗
M
(
v
∂
∂t
)
.=2
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m∑
i,j=1
Y ∗i bij Yjp = f(t,v,p,Xp), (61)
which is of the form considered in [27] save mainly for the fact that, due to the presence of the
factor Φ(t), the new matrix B = [bij (t,p)]mi,j=1 is no longer a smooth, or even a Cμ, function
of its arguments t,p, the problem lying with the variable t . We will return to this defect later.
For now we note that the remaining two differences are that Xp rather than Yp appears in the
function f, and the function v appears as an argument in f, where v and p are related by Dv(x) =
p(x). Both of these differences are routinely accommodated in the arguments below. If n  3,
Theorem 3 shows that the system (53), and hence also (61), holds in the weak sense described at
the beginning of this section.
Furthermore, as in [27] we will free the vector fields Y up to step 2. Due to the interaction
of the smooth vector fields Y with the nonsmooth vector fields X, we will be precise on this
point, and in order to handle the general case later on, we assume for the moment that Y satisfies
Hörmander’s commutation condition of order r  2. Write t = (t1, . . . , tn) for the variables (s, t).
To free the vector fields {Yi}mi=1 up to order r we first introduce new variables (tn+1, . . . , tN )
where N is the dimension of the free nilpotent Lie algebra Nm,r of m generators and r steps,
and extend the vector fields Yi to be constant in the new variables, i.e. with t ′ = (t1, . . . , tN ), we
define Yi(t ′) = Yi(t). Let {Ni}mi=1 be a set of generators for Nm,r . Then we introduce new vector
fields with t ′ = (t1, . . . , tN ) by defining
Y˜i (t
′) = Yi(t ′)+
N∑
j=n+1
gij (t
′) ∂
∂tj
, 1 i m, (62)
so that the {Y˜i}mi=1 are free up to step r , i.e. (see [20, 7.14 of Chapter XIII] in [23] and the
references given there),
dim span
{
Y˜[I ]: |I | s
}= dim span{N[I ]: |I | s}, 1 s  r,
where if I is the multiindex (i1, . . . , ik), we define
Y˜[I ] =
[
Y˜i1
[
Y˜i2
[
. . . [Y˜ik−1 , Y˜ik ] . . .
]]]
,
Y˜I = Y˜i1 . . . Y˜ik ,
to be the appropriate iterated commutator and composition respectively of the Y˜i . We also define
X˜i(t
′) = Xi(t ′)+
N∑
j=n+1
gij (t
′) ∂
∂tj
, 1 i m, (63)
where the Xi have also been extended to be constant in the new variables.
The key property for us is that if v(t), p(t), f(t,v,p,Xp), bij (t,p) and Φ(t) are all extended
to be constant in the new variables, then Y˜ip = Yip, X˜ip = Xip and p is a weak solution to the
system
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i,j=1
Y˜i
∗
bij Y˜jp = f(t ′,v,p, X˜p)−
m∑
i,j=1
N∑
k=n+1
∂gik
∂tk
bij Y˜jp
= f(t ′,v,p, X˜p, bY˜p), (64)
where we write bY˜p to indicate the terms bij Y˜jp. Note that in this latter form, f is still a smooth
function of its arguments—as mentioned earlier, b(t,p) is not a smooth function of its argu-
ment t .
We now wish to apply a modification of Theorem 4.1 of [27] to obtain that p ∈ S˜1,μ for some
μ > 0. In order to define S˜1,μ, we first recall from [27] the following definitions related to a
collection of smooth vector fields Z = {Zj }mj=1 in an open subset Γ of RM satisfying Hörman-
der’s commutation condition. For k = 0,1,2, . . . and 0 < μ < 1, we define the Hölder spaces
Sk,μ = Sk,μZ (Γ ) by
Sk,μ = Sk,μZ (Γ ) =
{
f ∈ Cμ: ZIf ∈ Cμ, |I | k
}
, k  1,
where
Cμ = CμZ(Γ ) = S0,μ = S0,μZ (Γ ) =
{
f ∈ L∞: sup
x,h∈Γ
|f (x + h)− f (x)|
dZ(h,0)μ
< ∞
}
,
and dZ is the control metric associated with the vector fields Z in Γ . If Zj is a vector field, we
denote by Zjf the weak derivative in the sense that
∫
(Zjf )ϕ =
∫
f (Z∗j ϕ) for all ϕ ∈ C10(Γ ),
where if Zj = ∑aj ∂j , then Z∗j = −∑ ∂j aj . Recall that for a multiindex I = (i1, . . . , ik),
ZIf = Zi1 . . .Zikf . The norms ‖ · ‖Sk,μ are the obvious ones given in [27]. Finally we denote by
S
k,μ
loc = Sk,μZ,loc(Γ ) the corresponding local Hölder spaces. Since we will be dealing exclusively
with local Hölder spaces in the sequel, we will drop the subscript ‘loc’ from now on.
Notation 12. Denote by d˜ , C˜μ and S˜k,μ (respectively d , Cμ and Sk,μ) the control metric and
Hölder spaces associated with the vector fields Y˜ in Ω ×RN−n (respectively Y in Ω).
We now discuss the changes needed for the required modification of Theorem 4.1 of [27] in
the case r = 2. One of the hypotheses of Theorem 4.1 in [27], namely the first part of (H.2) on
page 340, requires that the matrix B(t ′,p) is a Cμ function of the arguments t ′ and p for some
μ> 0. Now the function M(p) is a polynomial function of p, but we do not know if the function
Φ(t) has any regularity. However, from (56) and (58) we have upon expanding the squares,
Φ(t) =
∑n
=1 v(t)2∑n
=1(Dv(0) · t)2
=
∑n
=1(Dv(0) · t + ε(t))2∑n
=1(Dv(0) · t)2
= 1 +O
(
ε(t)|t |
|t |2
)
,
and since limr→0 ω(r) = 0 in (56), we conclude that the coefficients b˜ij (t) of the matrix
B˜(t) = B(t,p(t)) (65)
are continuous at the origin, and so everywhere in Ω . It follows that the extended function B˜(t ′)
is continuous in Ω × RN−n. Moreover, we prove immediately below that when p is C˜μ, the
matrix B˜ is also C˜μ. Since the proof of Theorem 4.1 in [27] uses only these two consequences
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So assume that p is C˜μ. To see that B˜ is C˜μ, it suffices to show that Φ is C˜μ since M is a
smooth function of p. We first show that Φ(t) is in Cμ as a function of t . For this we use the
inequalities (Proposition 1.1 in [16])
c|t − u|α  d(t, u) C|t − u|β,
c′|t ′ − u′|α′  d˜(t ′, u′)C′|t ′ − u′|β ′ , (66)
for certain positive constants α,β,α′, β ′ (here α = 1 and β = 12 ). As a consequence we have
d(θt,0) C
(
d(t,0)
c
) β
α
, 0 < θ < 1, (67)
and similarly for d˜ .
Remark 13. Proposition 1.1 in [16], i.e. (66) above, yields the following important property of
the Hölder spaces CμZ that is used repeatedly in the sequel: if Z and Z′ are any two collections of
smooth vector fields satisfying Hörmander’s commutation condition, then⋃
0<μ<1
CμZ =
⋃
0<μ<1
Cμ
Z′ .
Thus the statement p ∈ S0,μZ = CμZ for some μ> 0 is independent of Z.
Now the mean value theorem shows that v(s, t) = Dv(θs, θt) · (s, t) for some 0 < θ < 1
and so ∣∣v(t)−Dv(0) · t∣∣= ∣∣[Dv(θt)−Dv(0)] · t∣∣
 Cd˜(θt,0)μ|t |, (68)
and (58) imply
∣∣Φ(t)−Φ(0)∣∣= ∣∣Φ(t)− 1∣∣= ∣∣∣∣∑n=1 v(t)2 − (Dv(0) · t)2∑n
=1(Dv(0) · t)2
∣∣∣∣

∣∣∣∣∑n=1 |v(t)−Dv(0) · t |C|t |c|t |2
∣∣∣∣ C n∑
=1
d˜(θt,0)μ. (69)
The general inequality ∣∣Φ(t)−Φ(u)∣∣ Cd(t, u)μ′ (70)
now follows for some 0 < μ′ < μ upon splitting the proof into two separate cases. If
|t−u| |t |2, then we use |Φ ′(t)| C|t |−1 (which follows easily from (57) and (58)—or see (88)
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for some w on the line segment joining t to u, to obtain |w| ≈ |t | and
∣∣Φ(t)−Φ(u)∣∣ C|w|−1|t − u| C|t − u| 12  Cd(t, u) 12α ,
using (66) in the final inequality. On the other hand, if |t − u| > |t |2, then from (69), (66) and
(67) we have
∣∣Φ(t)−Φ(u)∣∣ ∣∣Φ(t)−Φ(0)∣∣+ ∣∣Φ(u)−Φ(0)∣∣
 C
{
n∑
=1
d˜(θt,0)μ +
n∑
=1
d˜(φu,0)μ
}
 C
{|t |β ′μ + |u|β ′μ}C|t − u| β′μ2  Cd(t, u) β′μ2α .
This shows that Φ(t), and hence also B˜(t), is Cμ′ for some 0 <μ′ <μ.
Finally, (66) then shows that the extended functions Φ(t ′) and B˜(t ′) are in C˜μ′′ for some 0 <
μ′′ <μ′. However they are actually in C˜μ′ , and to see this, we simply note that d(t, u) d˜(t ′, u′)
if P t ′ = t and Pu′ = u where P is projection of RN onto Rn. Indeed, from (62) we see that the
pushforward P∗Y˜ of the vector field Y˜ is the vector field Y , and hence that P γ˜ = γ if γ˜ and γ are
integral curves of Y˜ and Y respectively satisfying P γ˜ (0) = γ (0). So without loss of generality,
we now replace μ′ by μ in what follows, and we will adopt the convention that
• Unless otherwise stated, μ denotes a positive exponent that may change from line to line
(much as the constant C does), but retains a fixed value within any given display.
5.1. Quasilinear subelliptic systems
Before continuing with the proof of Theorem 4, we sketch in this subsection the argument
for Theorem 4.1 in Xu and Zuily [27] that proves p ∈ S˜1,α for some α > 0 whenever p is a
continuous weak solution of (52), but with the modifications needed for the system (64) when
auxiliary functions v, z and r appear, the vector fields X˜ in f are not smooth but close to Y˜ , and
the matrix B˜ = [b˜ij (t ′)]mi,j=1 fails to satisfy the first part of (H.2) on p. 340 in [27], namely that
the coefficients b˜ij are locally Hölder continuous functions of t ′. Note that from (54), (59), (62),
(63) and (56), we have that the vector fields X˜(t ′) and Y˜ (t ′) satisfy∣∣X˜(t ′)− Y˜ (t ′)∣∣ ω(|t |)|t |, lim
r→0ω(r) = 0. (71)
In this subsection we will write x in place of t ′ = (s, t, tn+1, . . . , tN ) so as to conform more
closely to the notation in [27], and just as in [22], we bundle the functions v, z and r together
into a single vector function that we call v. We replace the first part of the hypothesis (H.2) in [27]
with the following two implications where C˜μ is defined with respect to the vector fields Y˜ :
(H.2′)
{
p(x) ∈ C0 ⇒ B˜(x) = B(x,v(x),p(x)) ∈ C0,
μ˜ ˜ μ˜p(x) ∈ C , 0 <μ< 1 ⇒ B(x) = B(x,v(x),p(x)) ∈ C .
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M1
(
Ω,RN
)= {p: p, Y˜jp ∈ L2(Ω,RN ), 1 j m}= H 1,2Y˜ (Ω),
and where the matrix [bij ] is a function of x,v(x),p(x) satisfying
Dv(x) = Ψ (x,v(x),p(x)) (72)
with Ψ smooth by the compatibility conditions (36):
(H.1) p ∈ M1(Ω,RM)∩C0(Ω,RM).
(H.2) For any Ω ′ Ω , there exist positive λ,Λ such that
λ|ξ |2 
m∑
i,j=1
bij
(
x,v(x),p(x)
)
ξiξj Λ|ξ |2, x ∈ Ω ′.
(H.3) The functions x → f α(x,v(x),p(x), X˜p(x),b(x)Y˜p(x)) in (64) are measurable on Ω
and there are positive a, b such that∣∣f α(x,v(x),p(x), X˜p(x),b(x)Y˜p(x))∣∣ a(∣∣X˜p(x)∣∣2 + ∣∣Y˜p(x)∣∣2)+ b, a.e. x ∈ Ω.
We say that p is a weak solution to (64) if
−
m∑
i,j=1
∫
Ω
(
Y˜iq
α(x)
)′{
bij
(
x,v(x),p(x)
)
Y˜jp
α(x)
}
dx
=
∫
Ω
f α
(
x,v(x),p(x), X˜p(x),b(x)Y˜p(x)
)
qα(x) dx,
for all q ∈ M10 (Ω,RM) ∩ L∞(Ω,RM), where M10 (Ω,RM) is the closure in M1(Ω,RM) of
Lipschitz continuous functions with compact support in Ω . Note that Theorem 3, (16) and (40)
yield (H.1), (H.2) and (H.3) respectively, while (H.2′) was established earlier.
We need two further assumptions on the vector fields X˜. We assume there is n <N such that
if we write x = (x1, . . . , xN) and t = (x1, . . . , xn), then∣∣X˜(x)− Y˜ (x)∣∣ ω(|t |)|t |, lim
r→0ω(r) = 0, (73)
and if we set D = Dx = ( ∂∂x1 , . . . , ∂∂xN ) and Dt = ( ∂∂x1 , . . . , ∂∂xn ),∣∣X˜g(x)∣∣ c|t |∣∣Dtg(x)∣∣, g ∈ M1(Ω). (74)
In our application, (73) follows from (71), and (74) follows since k is comparable to |t |2 us-
ing (58). Here is our modification of Theorem 4.1 in [27].
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of order 2 and are free up to order 2. Let X˜ be C1 vector fields that satisfy (73) and (74). Suppose
that (H.2′), (H.1), (H.2) and (H.3) hold, and that v and p are related by (72). If p is a continuous
weak solution to (64) (where we identify t ′ and x), then p ∈ S˜1,α for 0 < α < 12 .
Proof. In order to better conform to the notation in [27], we write A = [aij ] for the matrix
B = [bij ], Sk,α and Cα for the spaces S˜k,α and C˜α , and finally X and Y for the vector fields X˜
and Y˜ . Note however that we use Y to denote our smooth vector fields that approximate X, while
the vector fields in [27] are already smooth and are denoted by X. We modify as necessary the
proof of p ∈ S1,α that is sketched on pp. 341–343 of [27], which in turn follows Giaquinta [9].
We denote by BR a control metric ball of radius R where the metric is that induced by Y .
The consequence we need from the assumptions (73) and (74) on X is the equivalence∫
BR
∣∣Xg(x)∣∣2 dx ≈ ∫
BR
∣∣Yg(x)∣∣2 dx, (75)
for R sufficiently small and any g ∈ M1(Ω,RN), and with constants of equivalence independent
of the control metric ball BR . Indeed, with E = X − Y , (73) and (74) yield∫
BR
∣∣Eg(x)∣∣2 dx  Cω(R)2 ∫
BR
|t |2∣∣Dtg(x)∣∣2 dx  Cω(R)2 ∫
BR
∣∣Xg(x)∣∣2 dx, (76)
and so (75) follows from this and∣∣∣∣∣
√√√√∫
BR
∣∣Xg(x)∣∣2 dx −√√√√∫
BR
∣∣Yg(x)∣∣2 dx∣∣∣∣∣
√√√√∫
BR
∣∣Eg(x)∣∣2 dx,
upon taking R sufficiently small. We now proceed with Step 1 of the argument on p. 341 of [27].
Step 1. Fix x0 and let BR = B(x0,R) for R > 0. We show that for all 0 < ε < 1 there exists a
radius R1 > 0 and a positive constant C(R1) such that for all 0 <R R1,∫
BR
∣∣Yp(x)∣∣2 dx  C(R1)RD−ε, (77)
where D is the subelliptic dimension of Y (see Theorem 1 of [16]). Write the system (64) as
m∑
i,j=1
Y ∗i
{
aij
(
x0,v(x0),p(x0)
)
Yjp
α(x)
}
= f α +
m∑
Y ∗i
{
aij
(
x0,v(x0),p(x0)
)− aij (x,v(x),p(x))}Yjpα(x).
i,j=1
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equations with constant coefficients) applies. For 0 < R1  R0, set L =∑mi,j=1 aij (x0,v(x0),
p(x0))Y ∗i Yj and let q ∈ M1(BR1) be the weak solution to the collection of scalar Dirichlet prob-
lems,
Lq(x) = 0, x ∈ BR1,
q(x) = p(x), x ∈ ∂BR1 , (78)
where the existence of such q is a standard argument (see e.g. [10]) using the Sobolev inequality
(2.7) of [27] for the Hörmander vector fields Y ,∫
BR
∣∣w(x)∣∣2 dx  CR2 ∫
BR
∣∣Yw(x)∣∣2 dx, w ∈ M10 (BR). (79)
Then p − q ∈ M10 (BR1) is a weak solution of
m∑
i,j=1
Y ∗i aij
(
x0,v(x0),p(x0)
)
Yj (p − q)(x)
= f +
m∑
i,j=1
Y ∗i
{
aij
(
x0,v(x0),p(x0)
)− aij (x,v(x),p(x))}Yjp(x).
We also have p − q ∈ L∞(BR1), where the boundedness of the solution q to (78) follows from
the weak maximum principle. We can thus multiply the above equation by p − q, integrate by
parts and use (H.2) to obtain that λ ∫
BR1
|Y(p − q)(x)|2 dx is dominated by
∫
BR1
m∑
i,j=1
(
Yi(p − q)(x)
)′
aij
(
x0,v(x0),p(x0)
)
Yj (p − q)(x) dx,
which equals
−
∫
BR1
f
(
x,v(x),p(x),Xp(x),b(x)Yp(x)
)
(p − q)(x) dx
−
∫
BR1
m∑
i,j=1
(
Yi(p − q)(x)
)′{
aij
(
x0,v(x0),p(x0)
)− aij (x,v(x),p(x))}Yjp(x) dx
= I + II. (80)
Now let ω′(R) = supx,y∈BR |p(x)−p(y)|. Since p is continuous, we have limR→0 ω′(R) = 0.
Also from the first implication in (H.2′) we have
ω′′(R) ≡ sup ∣∣aij (x,v(x),p(x))− aij (y,v(y),p(y))∣∣→ 0 as R → 0. (81)
x,y∈BR
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BR1
∣∣p(x)− q(x)∣∣2 dx  CR21 ∫
BR1
∣∣Y(p − q)(x)∣∣2 dx, (82)
and using the weak maximum principle on the solution q to (78) as in [27] yields
sup
x∈BR1
∣∣p(x)− q(x)∣∣ ω′(R1). (83)
Using (H.3) and |BR| ≈ RD where D is the subelliptic dimension of Y , we thus have the
estimates
|I | ω′(R1)a
∫
BR1
(∣∣Xp(x)∣∣2 + ∣∣Yp(x)∣∣2)dx + b√RD1 (CR21 ∫
BR1
∣∣Y(p − q)(x)∣∣2 dx) 12
 ω′(R1)a
∫
BR1
(∣∣Xp(x)∣∣2 + ∣∣Yp(x)∣∣2)dx + bε ∫
BR1
∣∣Y(p − q)(x)∣∣2 dx +Cb1
ε
RD+21 ,
|II| ω′′(R1)
( ∫
BR1
∣∣Y(p − q)(x)∣∣2 dx + ∫
BR1
∣∣Yp(x)∣∣2 dx),
where the estimate for I uses (83) and (82), and that for II uses (81). After absorbing the term∫
BR1
|Y(p − q)(x)|2 dx, and using (75), we obtain
∫
BR1
∣∣Y(p − q)(x)∣∣2 dx  C(ω′(R1)+ω′′(R1)) ∫
BR1
∣∣Yp(x)∣∣2 dx +CRD+21 , (84)
for all 0 <R1 R0.
By (3.6) of [27] applied to q, we have for 0 <R R1,
∫
BR
∣∣Yp(x)∣∣2 dx  2∫
BR
∣∣Y(p − q)(x)∣∣2 dx + 2∫
BR
∣∣Yq(x)∣∣2 dx
 2
∫
BR
∣∣Y(p − q)(x)∣∣2 dx + 2( R
R1
)D ∫
BR1
∣∣Yq(x)∣∣2 dx
 2
∫
BR
∣∣Y(p − q)(x)∣∣2 dx +C( R
R1
)D ∫
BR
∣∣Yp(x)∣∣2 dx, (85)
1
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BR
∣∣Yp(x)∣∣2 dx  C([( R
R1
)D
+ω′(R1)+ω′′(R1)
] ∫
BR1
∣∣Yp(x)∣∣2 dx +RD+21 ).
Now we use the lemma of Giaquinta, Lemma 2.6 in [27], to obtain (77) from this inequality.
Note that we have not yet taken full advantage of the exponent D + 2 at the far right of the
display—we only needed D here, but will use D + 2 in the next step.
Step 2. From (77) of Step 1 and Jerison’s Poincaré inequality (2.8) in [27] we obtain
1
|BR|
∫
BR
∣∣∣∣p(x)− 1|BR|
∫
BR
p
∣∣∣∣2 dx  C R2|BR|
∫
BR
∣∣Yp(x)∣∣2 dx
 C(R1)
R2
|BR|R
D−ε ≈ C(R1)R2−ε,
for 0 <R  R1. From the Morrey characterization of Hölder continuity, Proposition 2.1 in [27],
we now obtain that p ∈ S0,σ for all 0 < σ < 1, and hence that ω′(R1) CRσ1 . We also then have
A˜ ∈ S0,σ from the second implication in (H.2′), so that ω′′(R1) CRσ1 as well. Now we return
to the inequality (84) with this new information to obtain instead,∫
BR1
∣∣Y(p − q)(x)∣∣2 dx  C(Rσ1 ∫
BR1
∣∣Yp(x)∣∣2 dx +RD+21 ),
for all 0 < σ < 1. This is inequality (4.7) in [27], and from this point on we can follow verbatim
the argument in [27] to obtain the conclusion p ∈ S1,α , 0 < α < 1/2. 
5.2. Higher regularity
We now return to the special case k(x, r, 	) = |x|2 that we had been considering prior to
the previous subsection. From Proposition 14 above we now have that p ∈ S˜1,μ, and since p
is constant in the variables tn+1, . . . , tN , we actually have from (66) that p ∈ S1,μ, the Sobolev
space corresponding to the vector fields Y . We would next like to apply the case k = 0 of The-
orem 3.4 in [27] to obtain higher order regularity. We observe that the case k = 0 is included
in both Theorems 3.4 and 4.1 of [27] even though the notation in [27], namely k ∈ N, seems to
indicate otherwise. However, Theorem 3.4 in [27] concludes that p ∈ S˜2,μ provided p satisfies∑m
i,j=1 Y˜i
∗
b˜ij (t
′)Y˜jp(t ′) = f(t ′) where f ∈ S˜0,μ and b˜ij (t ′) ∈ S˜1,μ. We remind the reader that the
tilde on Y˜j refers to the extended vector field defined in (62), while the tilde on b˜ij (t ′) refers to
the composition in (65). Unfortunately, while B˜(t ′) = [b˜ij (t ′)]mi,j=1 ∈ S˜0,μ for B˜ given in (65),
we do not know that B˜(t ′) ∈ S˜1,μ since the derivative ∂
∂s
B˜(t ′) is not well-behaved.
On the other hand, the problem here lies only with the function Y1Φ(t) = ∂∂s Φ(t), and
by (59) Φ(t) does not appear in the coefficients b1j (t), bi1(t) (those involved with the deriv-
ative Y1 = ∂ ). Note that we are here considering only the variable t rather than the extended∂s
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ular feature of our system, the absence of Φ from b1j and bi1, that will permit us to obtain the
conclusion p ∈ S˜2,μ merely from the weaker hypothesis b˜1j (t ′) ∈ S˜0,μ and Y˜i b˜ij (t ′) ∈ S˜0,μ for
i > 1. As we will see below, this weaker hypothesis requires that we prove YiΦ ∈ S0,μ for i > 1.
So we begin by proving that YiΦ ∈ S0,μ for i > 1, and for this it is convenient to rewrite Φ(t)
in terms of ε(t) = v(t)−Dv(0) · t as
Φ(t) =
∑n
=1[(v(t)− ε(t))+ ε(t)]2∑n
=1(v(t)− ε(t))2
= 1 +
∑n
=1[2(v(t)− ε(t))ε(t)+ ε(t)2]∑n
=1(v(t)− ε(t))2
.
If we denote the derivative ∂
∂tβ
w by w′, we then have
Φ ′(t) = {
∑n
=1(v − ε)2}
∑n
=1[2v′ε + 2vε′ − 2εε′]
{∑n=1(v − ε)2}2
− {
∑n
=1 2(v − ε)(v′ − ε′)}
∑n
=1[2vε − ε2 ]
{∑n=1(v − ε)2}2 . (86)
Now we use the estimates
∣∣ε(t)∣∣ Cd(0, t)μ|t |,∣∣ε′(t)∣∣ Cd(0, t)μ, (87)
which follow from Dv = p ∈ S0,μY , (67) and (68), together with (58) to conclude that∣∣∣∣ ∂∂tβ Φ(t)
∣∣∣∣= ∣∣Φ ′(t)∣∣ C d(0, t)μ|t |3|t |4 = C d(0, t)μ|t | , (88)
since |v|  C|t | and |v′|  C show that each term in the numerator of the formula for Φ ′(t)
above is O(d(t,0)μ|t |3) and the denominator equals
{
n∑
=1
(
v2 − 2vε + ε2
)}2

{
c|t |2 −Cd(0, t)μ|t |2}2  c|t |4.
It thus follows that
Yαβ Φ(t) =
(
Dvα(0) · t
) ∂
∂tβ
Φ(t) = O(d(t,0)μ).
This proves that Yαβ Φ(0) = 0 and for some μ> 0, |Yαβ Φ(t)−Yαβ Φ(0)| Cd(t,0)μ. The general
inequality |Yαβ Φ(t)− Yαβ Φ(u)| Cd(t, u)μ now follows using (66) and the inequality∣∣(Yαβ Φ)′(t)∣∣C|t |−1 (89)
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use that p ∈ S1,μY implies v′, ε′ ∈ S1,μY . The inequality d  d˜ then yields |Y˜ αβ Φ(t ′)− Y˜ αβ Φ(u′)|
Cd˜(t ′, u′)μ, and thus we’ve shown that Y˜i b˜ij ∈ S˜0,μ for i > 1.
Next we use the following analogue of the case k = 0 of Theorem 3.4 in [27]. Given a collec-
tion of smooth vector fields Xj , the Sobolev space consisting of f ∈ L2(Ω) with Xjf ∈ L2(Ω)
is denoted as in [27] by M1(Ω).
Proposition 15. Let X = {Xi(x)}mi=1 be a collection of smooth vector fields satisfying Hör-
mander’s commutation condition in Ω . Suppose that aij (x), f (x) ∈ S0,μX (Ω), and that λ|ξ |2 ∑m
i,j=1 aij (x)ξiξj Λ|ξ |2 for x ∈ Ω and ξ ∈ Rm. Suppose also that u ∈ M1(Ω)∩ S1,μX (Ω) is a
weak solution to
Pu(x) ≡
m∑
i,j=1
X∗i
(
aij (x)Xju(x)
)= f (x), x ∈ Ω. (90)
Finally suppose that
X∗i aij ∈ S0,μX (Ω) for i, j  1. (91)
Then u ∈ S2,μX (Ω).
This will follow readily from the following nonhomogeneous result mentioned in [27].
Remark 16. (See Remark 3.7 in [27].) Suppose the smooth vector fields X = {Xi(x)}mi=1 satisfy
Hörmander’s commutation condition in Ω . If u ∈ M1(Ω)∩ S,μX (Ω) is a weak solution to
m∑
i,j=1
aij (x)XiXju(x) = g(x), x ∈ Ω, (92)
where aij , g ∈ S,μX (Ω), then u ∈ S+2,μX (Ω). Indeed, we may suppose without loss of generality
that the vector fields X are free up to order r , and then we can apply the results in [26].
So now assume the hypotheses of Proposition 15. The main point of (91) is that the index i in
the vector field X∗i matches the first index in aij , so that using (91), u ∈ S1,μX (Ω) and the fact that
X∗i +Xi is a smooth function, we can rewrite (90) as the nonhomogeneous equation (92) where
g(x) = −f (x)+
m∑
i,j=1
(
X∗i aij (x)
)
Xju(x)+
m∑
i,j=1
aij (x)
(
X∗i +Xi
)
Xju(x) ∈ S0,μX (Ω). (93)
The case  = 0 of Remark 16 now shows that u ∈ S2,μX (Ω), and this completes the proof of
Proposition 15.
We now complete the proof of Theorem 4 in the case k(x, r, 	) = |x|2. Note first that Propo-
sition 15 applies to our situation above with Ω × RN−n in place of Ω , p in place of u, Y˜
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variables tn+1, . . . , tN . Indeed, we have that p ∈ M1(Ω) ∩ S1,μ(Ω) is a weak solution to (64),
which shows in turn that b˜ij (t ′), bj (t ′), c(t ′), f (t ′) ∈ S˜0,μ(Ω) (use (40) here). We just finished
proving Y˜i b˜ij ∈ S˜0,μ(Ω) for i, j  2 above. Since Y˜i b˜ij above plays the role of Xiaij in Propo-
sition 15, we now momentarily adopt the notation X of Proposition 15 in place of Y˜ . We have
X∗i = −Xi −
∑

∂gi
∂t
where Xi =∑ gi ∂∂t with gi ∈ S1,μX (Ω) (the gi are actually smooth),
and thus for i  2 we have that X∗i aij = −Xiaij −
∑

∂gi
∂t
aij is in CμX since aij , Xiaij and∑

∂gi
∂t
each are. Finally, since the entries b˜i1, b˜1j , b˜11 are all zeroes or ones by (59), we have
(in the original notation) that Y˜ ∗1 (ψ2b˜1j ) = −b˜1j2ψ ∂ψ∂s is smooth, and this establishes (91), a
weaker hypothesis than the hypothesis aij ∈ S1,μ(Ω) for all i, j  1 used in [27]. We note in
passing that we could have applied Proposition 15 directly to the vector fields Y on Ω instead of
to the lifted fields Y˜ .
Thus we have proved that p ∈ S2,μ. This means that YiYjp ∈ Cμ for all i, j and in par-
ticular then, ∂p
∂s
and the commutators ∂p
∂tβ
= [ ∂
∂s
, s ∂
∂tβ
]p are in Cμ, and hence bounded for all
2 α,β  n. Thus p ∈ C0,1 and from (50) we now obtain u ∈ C2,1. Thus Theorem 1.1 in [18]
applies to show that u is smooth, and this completes the proof of Theorem 4 in the special case
k(x, r, 	) = |x|2. 
5.3. The general case of Theorem 4
Now we return to the proof of Theorem 4 to handle the case of general k as in (18), (19) and
(20), but first we treat the case k = k(x) is independent of the variables r and 	. Equations (61)
and (64) now hold with the vector fields X and Y given by
Xαβ = P˜α(t)
∂
∂tβ
and Yαβ = P̂α(t)
∂
∂tβ
, 1 α N, 1 β  n,
where using t = (s, t),
P˜α(t) = P˜(s, t) = P
(
s,v(s, t)
)
,
P̂(t) = P̂(s, t) = P
(
s,Dv(0) · t).
Thus the change is that the collection of coordinate functions {x}n=1 are now replaced with the
collection of smooth functions {P(x)}N=1. The function Φ(t) is now given by
Φ(t) =
{ ∑N
=1 P˜(t)2∑N
=1 P̂(t)2
for t = 0,
1 for t = 0,
(94)
where the denominator in (94) is nonvanishing for t = 0 by (58) and (19). The difference vector
fields Eαβ = Xαβ − Yαβ have coefficients P˜α(t)− P̂α(t) which are estimated in terms of the small
quantities εα(s, t) in (56).
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P
(
s,v(s, t)
)= ∑
|α|=m
DαP(0,0)sα1v2(s, t)α2 . . . vn(s, t)αn +O
(∣∣(s, t)∣∣m+1)
= Q
(
s,v(s, t)
)+O(∣∣(s, t)∣∣m+1).
Now we write ε(s, t) = (εα(s, t))nα=2 and assuming that ω(|(s, t)|) |(s, t)| (by increasing ω if
necessary), we use (56) to obtain∣∣P˜(t)− P̂(t)∣∣
= ∣∣P(s,Dv(0,0)(s, t)+ ε(s, t))− P(s,Dv(0,0)(s, t))∣∣

∣∣Q(s,Dv(0,0)(s, t)+ ε(s, t))−Q(s,Dv(0,0)(s, t))∣∣+O(∣∣(s, t)∣∣m+1)
C
∣∣ε(s, t)∣∣∣∣(s, t)∣∣m−1 +O(∣∣(s, t)∣∣m+1)
Cω
(∣∣(s, t)∣∣)∣∣(s, t)∣∣m
Cω
(∣∣(s, t)∣∣)√k(s,v(s, t)), (95)
a generalization of (56), which can then be used to obtain (76). The generalization to step m of
Proposition 14, which requires that |t | be replaced by |t |m in (74), can now be established for the
vector fields Y˜ obtained from the vector fields
Y =
{
∂
∂s
, P̂(t)
∂
∂tβ
}
1N,2βn
by lifting, once we know the vector fields Y satisfy Hörmander’s commutation condition of
order m. To see that the vector fields Y satisfy Hörmander’s commutation condition of order m,
recall from Remark 6 that there is at least one index  such that ∂m
∂xm1
P(0) = 0, and thus the
m-fold commutator [
∂
∂s
,
[
∂
∂s
, . . .
[
∂
∂s
,P(t)
∂
∂tβ
]
. . .
]]
is a nonzero multiple of ∂
∂tβ
at the origin. Hence the vector fields { ∂
∂s
,P(t)
∂
∂tβ
}1N,2βn
satisfy Hörmander’s commutation condition of order m. We claim that the vector fields Y =
{ ∂
∂s
,P(s,Dv(0,0)(s, t)) ∂∂tβ }1N,2βn also satisfy the Hörmander condition since the linear
change of variable
(s, t) → L(s, t) ≡ (s,Dv2(0,0) · (s, t), . . . ,Dvn(0,0) · (s, t))
is nonsingular, as the Jacobian determinant det ∂v
∂t′ = 1d is positive and finite by (16), which now
holds at the origin since u ∈ C2.
This is in fact true more generally: if X is a collection of smooth vector fields that sat-
isfy Hörmander’s commutation condition on Ω , then X˜ = {X˜: X ∈ X } satisfies Hörmander’s
commutation condition on L−1Ω , where X˜t = XLt and L is an invertible linear map. Here Xs
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mutation condition is invariant under the diffeomorphism L−1 because the pushforward (L−1)∗
is a Lie bracket homomorphism: (L−1)∗[X,Y ] = [(L−1)∗X, (L−1)∗Y ]. Recall that if f is a
one-to-one continuously differentiable map from one manifold M to another N , then the push-
forward f∗X of a vector field X on M is the unique vector field Y on the range f (M) satisfying
(Yϕ) ◦ f = X(ϕ ◦ f ) for all smooth functions ϕ on f (M). Thus X∗ = {X∗: X ∈ X } where
X∗ = (L−1)∗X satisfies Hörmander’s commutation condition in L−1Ω . If we let a linear opera-
tor M act on a vector field X by acting on its coefficient vector X(s), i.e. (MX)s = MX(s) · ∇ ,
then we compute that for L invertible linear and s = Lt ,
X∗g(t) =
{(
L−1
)
∗X
}
g(t) = {(L−1)∗X}g(L−1s)= X(g ◦L−1)(s)
= X(s) · ∇(g ◦L−1)(s) = X(s) · (L−1)′∇g(t)
= (L−1X(Lt) · ∇)g(t) = L−1X˜g(t).
Thus X˜ = LX∗ and so[
X˜, . . . [Y˜ , Z˜] . . .]= [LX∗, . . . [LY∗,LZ∗] . . .]= L[X∗, . . . [Y∗,Z∗] . . .]
for a commutator of order . It follows that X˜ also satisfies Hörmander’s commutation condition
in L−1Ω .
Thus we now have p ∈ S1,μ and the remaining arguments for the proof that p ∈ S2,μ
are basically the same as above. For example, the analogue of (88) for the new definition
(94) of Φ(t) holds by essentially the same argument. Indeed, we have with v1(t) = s and
v(t) = (v1(t), . . . , vn(t)),
Φ(t) =
∑N
=1 P˜(t)2∑N
=1 P̂(t)2
= 1 +
∑N
=1{P(v(t))2 − P(v(t)− ε(t))2}∑N
=1 P(v(t)− ε(t))2
and then Φ ′(t) = Num(t)Den(t) where
Den(t) =
{
N∑
=1
P
(
v(t)− ε(t))2}2 ≈ |t |4m (96)
and
Num(t) =
{
N∑
=1
P
(
v(t)− ε(t))2}{2 N∑
=1
{
DP
(
v(t)
)
v′(t)−DP
(
v(t)− ε(t))(v′(t)− ε′(t))}}
−
{
N∑{
P
(
v(t)
)2 − P(v(t)− ε(t))2}}{2 N∑DP(v(t)− ε(t))(v′(t)− ε′(t))}.
=1 =1
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∣∣∣∣ C d(0, t)μ|t |4m−1|t |4m = C d(0, t)μ|t | . (97)
Now Proposition 15 applies just as before. In particular we then have{
∂
∂s
P
(
s,Dv(0,0)(s, t)
)} ∂
∂tβ
p =
[
∂
∂s
,P
(
s,Dv(0,0)(s, t)
) ∂
∂tβ
]
p ∈ S0,μ,
so that ∣∣∣∣∂p∂s
∣∣∣∣+ |{ ∂∂s P(s,Dv(0,0)(s, t))
}
∂p
∂tβ
|C
for all 1   N , 2  β  n. However, for m > 1 this estimate is insufficient to conclude that
p ∈ C0,1 and hence that u ∈ C2,1. Instead, we must first obtain further regularity of p.
For this we use the following variant of the general case of Theorem 3.4 in [27].
Proposition 17. Let X = {Xi(x)}Mi=1 be a collection of smooth vector fields satisfying Hör-
mander’s commutation condition in Ω . Suppose  ∈ N, 0 < μ < 1, f (x) ∈ S,μX (Ω), aij (x) ∈
S
0,μ
X (Ω), and that λ|ξ |2 
∑M
i,j=1 aij (x)ξiξj Λ|ξ |2 for x ∈ Ω and ξ ∈ RM . Suppose also that
u ∈ M1(Ω)∩ S+1,μX (Ω) is a weak solution to
Pu(x) ≡
M∑
i,j=1
X∗i
(
aij (x)Xju(x)
)= f (x), x ∈ Ω.
Finally, suppose that
(
X∗i aij
)
Xju ∈ S,μX (Ω), i, j  1,
aijXju ∈ S,μX (Ω), i, j  1. (98)
Then u ∈ S+2,μX (Ω).
This is proved in the same way as Proposition 15 above using Remark 16 and (93).
The a priori estimate. Now we must show that Proposition 17 applies to our situation with
1 m − 1, and for this we must verify the a priori estimates in (98) for m − 1. Recall
that the collection of functions {vα(t)}nα=1 has been replaced by {P˜α(t)}Nα=1, and that because of
our assumption that k is independent of r and 	, we actually have P˜α(t) = Pα(s,v(s, t)). The
reader should assume this change in all previous formulas, such as (62) and (55), that we refer to
below. This time we will apply Proposition 17 with the vector fields X(x) equal to the original
fields
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{
∂
∂s
, P̂α(t)
∂
∂tβ
}
1αN,2βn
=
{
∂
∂s
,Pα
(
s,Dv(0,0)(s, t)
) ∂
∂tβ
}
1αN,2βn
, (99)
instead of the lifted fields Y˜ (t ′). The following lemma regarding the vector fields Y = {Yi}mi=1 in
(99) is key to obtaining (98), and uses the following consequence of (21) (recall k is independent
of r and 	):
Span
{
Dm−se P [m]α (x): 1 α N
}=Hs , for s = 1,2, . . . ,m− 1, (100)
for any directional derivative De. Indeed, De maps Hs onto Hs−1 for 1 s m.
We now claim that the analogues of (21) and (100) hold with P̂α in place of Pα ; in particular
Span
{(
∂
∂s
)m−σ
P̂α
[m]
(s, t): 1 α N
}
=Hσ , for σ = 1,2, . . . ,m− 1. (101)
First we note that P̂α
[m]
(t) = P [m]α (Lt) where
L(s, t) = (s,Dv(0,0)(s, t)). (102)
Now the linear map L in (102) is nonsingular and hence preserves linear independence of ho-
mogeneous polynomials. It follows that if (21) holds for P, then it also holds with P̂ in place
of P. Finally, the argument in the previous paragraph now gives (101).
As is customary we use AdY Z to denote the commutator [Y,Z].
Lemma 18. Suppose τ,υ ∈ Z+ with 0 < τ + υ  m − 1 and that 1  α  N and 2  β  n.
Then for each 1 γ N , there are homogeneous polynomials Sγ (t) of degree υ and a smooth
function Rm−τ+1(t) satisfying Rm−τ+1 = O(|t |m−τ+1) and DRm−τ+1 = O(|t |m−τ ) such that
(AdY1)τ Y αβ =
N∑
γ=1
Sγ (t)(AdY1)υ+τ Y
γ
β +Rm−τ+1(t)
∂
∂tβ
.
Proof. From conditions (18), (19) and (20) and the fact thatL in (102) is nonsingular, we have
that the Taylor series of ∂τ
∂sτ
P̂α(t) begins with a homogeneous term Q(t) of degree m−τ . Euler’s
theorem yields that (m− τ)Q(t) equals DQ(t) · t , and if we iterate this υ times we obtain
Q(t) =
∑
|η|=υ
cηt
ηDηQ(t).
By condition (101) with s = m− υ − τ applied to the homogeneous polynomials DηQ(t) ∈Hs ,
and the fact proved in the appendix that T ∗ ∂
∂s
|x=0= cDe (here T is the partial Legendre trans-
form), we conclude that there are constants aηγ such that
DηQ(t) =
N∑
aηγ
∂υ+τ
∂sυ+τ
P̂γ (t)+Rηm−υ−τ+1(t),γ=1
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obtain
Q(t) =
∑
|η|=υ
cηt
η
(
N∑
γ=1
aηγ
∂υ+τ
∂sυ+τ
P̂γ (t)+Rηm−υ−τ+1(t)
)
=
N∑
γ=1
( ∑
|η|=υ
aηγ cηt
η
)(
∂υ+τ
∂sυ+τ
P̂γ (t)
)
+Rm−τ+1(t)
=
N∑
γ=1
Sγ (t)
(
∂υ+τ
∂sυ+τ
P̂γ (t)
)
+Rm−τ+1(t),
where Rm−τ+1 = O(|t |m−τ+1) and DRm−τ+1 = O(|t |m−τ ). Thus we have
∂τ
∂sτ
P̂α(t) =
N∑
γ=1
Sγ (t)
(
∂υ+τ
∂sυ+τ
P̂γ (t)
)
+Rm−τ+1(t),
where the Sγ (t) are homogeneous polynomials of degree υ , and this in turn yields
(AdY1)τ Y αβ =
(
∂τ
∂sτ
P̂α(t)
)
∂
∂tβ
=
N∑
γ=1
Sγ (t)
(
∂υ+τ
∂sυ+τ
P̂γ (t)
)
∂
∂tβ
+Rm−τ+1(t) ∂
∂tβ
=
N∑
γ=1
Sγ (t)(AdY1)
υ+τ Y γβ +Rm−τ+1(t)
∂
∂tβ
.
This completes the proof of Lemma 18. 
Now we turn to proving the first estimate in (98), where in our situation (recall that we are
not using the lifted vector fields here) u(x) is replaced by p(t), and aij (x) is the function b˜ij (t)
given by
b˜ij (t) =
{
Φ(t)Mij (p(t)) if i, j  2,
δ
j
i if i or j = 1,
where Φ(t) is as in (94) and M = [Mij ]. For convenience we set Ψ (t) = Mij (p(t)). Then Ψ (t) ∈
S
+1,μ
X (Ω) if we assume according to the hypothesis of Lemma 18 that p ∈ S+1,μX (Ω). Recall
that we are assuming k is independent of r and 	. If i or j is 1, then b˜ij (t) is 1 or 0 and (98)
is trivial. So fix i, j > 1. For the remainder of this proof we write Xj for the Yj that appear in
Y(t) = {Yj }j in (99). We also write(
X∗i b˜ij (t)
)
Xjp(t) = A1(t)B1(t),
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for all multiindices I of length |I | = , and (103) in turn follows from∑
J+K=I
∥∥(XJA1)(XKB1)∥∥S0,μX < ∞. (104)
We consider the term ‖(XJA1)(XKB1)‖S0,μX in (104) where if Xi = P̂α(t)
∂
∂tβ
, we have K =
(k1, . . . , kσ ), J = (j1, . . . , j−σ ), 0 σ   and
XJA1 = XJX∗i (ΦΨ ) = −XJXi(ΦΨ )−XJ
(
∂P̂α
∂tβ
ΦΨ
)
,
XKB1 = XKXjp(t). (105)
We begin with the simple inequality∥∥(XJA1)(XKB1)∥∥S0,μX  ‖XJA1‖S0,μX ∥∥XKXjp(t)∥∥S0,μX  ‖XJA1‖S0,μX ∥∥p(t)∥∥S+1,μX ,
and now establish ‖XJA1‖S0,μX < ∞. Of the two terms summing to XJA1 in (105), the second is
handled with the same techniques as the first but with a shorter argument, and is thus left to the
reader. To handle the first term we start with the product rule to write
XJXi(ΦΨ ) =
∑
M+N=J ∗
(XMΦ)(XNΨ ), (106)
where J ∗ = (j1, . . . , j−σ , i) is the multiindex J with i appended at the end. The case σ > 0 is
handled the same as the hardest case σ = 0, and so from now on we suppose that J ∗ has length
 + 1 and ends in i > 1. We distinguish two cases according as the derivative Xi appears at the
end of XM or XN (or both).
Suppose first that the derivative Xi in (106) appears at the end of XN . For convenience we re-
label M as J and N as K∗ where K = (k1, . . . , kσ ), K∗ = (k1, . . . , kσ , i) and J = (j1, . . . , j−σ )
for some 0 σ  . Then we estimate∥∥(XMΦ)(XNΨ )∥∥S0,μX = ∥∥(XJΦ)(XKXiΨ )∥∥S0,μX (107)
as follows. Suppose that kρ+1 is the first index ki in K∗ = (k1, . . . , kσ+1) such that kρ+1 > 1.
Then ρ  σ since kσ+1 = i > 1. Let Xkρ+1 = Yαβ . Then
XKXi = XK∗ = ∂
ρ
∂sρ
Y αβ Xkρ+2 . . .Xkσ+1 =
∂ρ
∂sρ
P̂α(t)
∂
∂tβ
Zσ−ρ
where Zσ−ρ = Xkρ+2 . . .Xkσ+1 is a product of σ − ρ vector fields. Then we have the expansion
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ρ
∂sρ
P̂α(t)
∂
∂tβ
Zσ−ρ =
ρ∑
j=0
∂j P̂α
∂sj
(t)
∂
∂tβ
∂ρ−j
∂sρ−j
Zσ−ρ
=
ρ∑
j=0
(AdY1)jY αβ
∂ρ−j
∂sρ−j
Zσ−ρ,
where the most problematic term occurs when j = ρ and is given by (AdY1)ρY αβ Zσ−ρ , to which
we now turn our attention (the remaining terms are similar and left to the reader). By Lemma 18
with τ = ρ and υ = − σ , we have that this term satisfies
(AdY1)ρY αβ Zσ−ρ =
N∑
γ=1
Sγ (t)(AdY1)−σ+ρY
γ
β Zσ−ρ +Rm−ρ+1(t)
∂
∂tβ
Zσ−ρ,
where the Sγ (t) are homogeneous of degree − σ , and |Rm−ρ+1(t)| C|t |m−ρ+1.
Now we write
(XJΦ)(AdY1)ρY αβ Zσ−ρΨ =
{
(XJΦ)(t)
}{ N∑
γ=1
Sγ (t)(AdY1)−σ+ρY
γ
β Zσ−ρΨ
}
+ {(XJΦ)(t)}{Rm−ρ+1(t) ∂
∂tβ
Zσ−ρΨ
}
=
N∑
γ=1
{
Sγ (t)(XJΦ)(t)
}{
(AdY1)−σ+ρY
γ
β Zσ−ρΨ
}
+ {|t |−σ (XJΦ)(t)}{|t |σ−Rm−ρ+1(t) ∂
∂tβ
Zσ−ρΨ
}
. (108)
Note that Lemma 18 has permitted us to “borrow” Sγ (t) = O(|t |−σ ) from XKXiΨ in order to
bound SγXJΦ in (110) below, while leaving the remains of XKXiΨ in S0,μX (see below for this
also).
We now claim that the first term on the right side of (108) satisfies the estimate
∥∥{Sγ (t)(XJΦ)(t)}{(AdY1)−σ+ρY γβ Zσ−ρΨ }∥∥S0,μX

∥∥Sγ (t)(XJΦ)(t)∥∥S0,μX ∥∥(AdY1)−σ+ρY γβ Zσ−ρΨ ∥∥S0,μX < ∞. (109)
Consider first the factor ‖Sγ (t)(XJΦ)(t)‖S0,μX in (109) where J = (j1, . . . , j−σ ) and K =
(k1, . . . , kσ ), and J (respectively K) is empty if σ =  (respectively 0). We obtain∥∥Sγ (t)Xj1 . . .Xj−σ Φ(t)∥∥ 0,μ C, (110)SX
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order derivatives: ∣∣∣∣ ∂η∂tη Φ(t)
∣∣∣∣ C d(0, t)μ|t ||η| , all multiindices η. (111)
As is our convention, μ may become much smaller with each occurrence. The second factor
‖(AdY1)−σ+ρY γβ Zσ−ρΨ ‖S0,μX in (109) is bounded by C‖Ψ ‖S+1,μX < ∞ simply because p ∈
S
+1,μ
X implies Ψ ∈ S+1,μX , and (AdY1)−σ+ρY γβ Zσ−ρ is a sum of compositions of ( − σ +
ρ)+ 1 + (σ − ρ) = + 1 vector fields. This completes the proof of (109).
We next claim that the second term on the right side of (108) satisfies∥∥∥∥{|t |−σ (XJΦ)(t)}{|t |σ−Rm−ρ+1(t) ∂∂tβ Zσ−ρΨ
}∥∥∥∥
S
0,μ
X

∥∥|t |−σ (XJΦ)(t)∥∥S0,μX
∥∥∥∥|t |σ−Rm−ρ+1(t) ∂∂tβ Zσ−ρΨ
∥∥∥∥
S
0,μ
X
< ∞. (112)
Again the first factor ‖|t |−σ (XJΦ)(t)‖S0,μX is bounded by (111) and (66) as above. The second
factor is complicated by the fact that it is not of the form XIΨ , but this is compensated by an
extra degree of homogeneity in Rm−ρ+1. Nevertheless, the following argument is rather intricate.
The following inequality will prove useful:∣∣∣∣ ∂∂tβ w(t)
∣∣∣∣ C|t |λ−m‖w‖Sλ+1,μX , β  2, 0 λm, 0 <μ< 1. (113)
To see (113) note that for every γ  1 and w ∈ Sλ+1,μX we have with
∂λP̂γ
∂sλ
(t)
∂
∂tβ
w = (AdY1)λY γβ w ∈ S0,μX ⊂ L∞,
and in particular we conclude that
∑
γ
∣∣∣∣∂λP̂γ∂sλ (t) ∂∂tβ w
∣∣∣∣2  C‖w‖2Sλ+1,μX .
Now a consequence of (101) and T ∗ ∂
∂s
|x=0= cDe (see the appendix) is that
∑
γ
∣∣∣∣∂λP̂γ∂sλ (t)
∣∣∣∣2 ≈ |t |2m−2λ, 0 λm, (114)
and combined with the previous inequality this yields (113). Already this shows that∣∣∣∣|t |σ−Rm−ρ+1(t) ∂∂tβ Zσ−ρΨ (t)
∣∣∣∣ |t |σ−|t |m−ρ+1C|t |λ−m‖Zσ−ρΨ ‖Sλ+1,μX
 C|t |‖Ψ ‖ +1,μ , (115)SX
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We will now use that DRm−ρ+1(t) = O(|t |m−ρ) as well to estimate the difference
D(t, u) ≡ |t |σ−Rm−ρ+1(t) ∂
∂tβ
Zσ−ρΨ (t)− |u|σ−Rm−ρ+1(u) ∂
∂tβ
Zσ−ρΨ (u).
For |t − u| (|t | + |u|)2, we can use (115) to obtain
∣∣D(t, u)∣∣ C(|t | + |u|)‖Ψ ‖
S
+1,μ
X
C|t − u| 12 ‖Ψ ‖
S
+1,μ
X
 Cd(t, u) 12α ‖Ψ ‖
S
+1,μ
X
 Cd(t, u)μ‖Ψ ‖
S
+1,μ
X
,
provided we take the precaution of reducing μ here to less than 1/(2α) where α is as in (66).
On the other hand, if |t − u| < (|t | + |u|)2 (we can assume |t | + |u|  1 so that |t | ≈ |u| in this
case) then we fix t and choose γ and a constant cγ with |cγ |  C so that |t |σ−Rm−ρ+1(t) =
cγ |t | ∂−σ+ρ∂s−σ+ρ P̂γ (t) at this fixed point t . Note that this is possible by (114) with λ =  − σ + ρ.
We then estimate
∣∣D(t, u)∣∣= ∣∣∣∣cγ |t | ∂−σ+ρ∂s−σ+ρ P̂γ (t) ∂∂tβ Zσ−ρΨ (t)− |u|σ−Rm−ρ+1(u) ∂∂tβ Zσ−ρΨ (u)
∣∣∣∣
 |cγ ||t |
∣∣∣∣ ∂−σ+ρ∂s−σ+ρ P̂γ (t) ∂∂tβ Zσ−ρΨ (t)− ∂
−σ+ρ
∂s−σ+ρ
P̂γ (u)
∂
∂tβ
Zσ−ρΨ (u)
∣∣∣∣
+ |cγ |
∣∣|t | − |u|∣∣∣∣∣∣ ∂−σ+ρ∂s−σ+ρ P̂γ (u) ∂∂tβ Zσ−ρΨ (u)
∣∣∣∣
+
∣∣∣∣cγ |u| ∂−σ+ρ∂s−σ+ρ P̂γ (u)− |u|σ−Rm−ρ+1(u)
∣∣∣∣∣∣∣∣ ∂∂tβ Zσ−ρΨ (u)
∣∣∣∣
= I + II + III.
Now
∂−σ+ρ
∂s−σ+ρ
P̂γ (t)
∂
∂tβ
Zσ−ρΨ (t) = (AdY1)−σ+ρY γβ Zσ−ρΨ (t) ∈ S0,μX
since Ψ ∈ S+1,μX and (− σ + ρ)+ 1 + (σ − ρ) = + 1. Thus we obtain
I  C|t |d(t, u)μ‖Ψ ‖
S
+1,μ
X
.
Using (66), (113) and (114) with λ = − σ + ρ we have
II C|t − u||u|m−(−σ+ρ)|u|−σ+ρ−m‖Zσ−ρΨ ‖S−σ+ρ+1,μX
C|t − u|‖Ψ ‖ +1,μ  C
√|t − u|d(t, u)μ‖Ψ ‖ +1,μ
SX SX
1016 C. Rios et al. / Advances in Mathematics 217 (2008) 967–1026since μ< 1/(2α). Finally, for III we use the estimate∣∣Rm−ρ+1(u)−Rm−ρ+1(t)∣∣ ∣∣DRm−ρ+1((1 − θ)u+ θt)∣∣|u− t |C|u− t ||u|m−ρ
to obtain
III 
∣∣∣∣cγ |u| ∂−σ+ρ∂s−σ+ρ P̂γ (u)− |u|σ−Rm−ρ+1(u)
∣∣∣∣|u|−σ+ρ−m‖Ψ ‖S+1,μX

∣∣∣∣cγ |u| ∂−σ+ρ∂s−σ+ρ P̂γ (u)− |u|σ−Rm−ρ+1(t)
∣∣∣∣|u|−σ+ρ−m‖Ψ ‖S+1,μX
+ |u|σ−C|u− t ||u|m−ρ |u|−σ+ρ−m‖Ψ ‖
S
+1,μ
X
.
The last term here is
C|u− t |‖Ψ ‖
S
+1,μ
X
C
√|t − u|d(t, u)μ‖Ψ ‖
S
+1,μ
X
,
and we can use Rm−ρ+1(t) = cγ |t |1+−σ ∂−σ+ρ∂s−σ+ρ P̂γ (t) in the other term to obtain∣∣∣∣cγ |u| ∂−σ+ρ∂s−σ+ρ P̂γ (u)− |u|σ−cγ |t |1+−σ ∂−σ+ρ∂s−σ+ρ P̂γ (t)
∣∣∣∣|u|−σ+ρ−m‖Ψ ‖S+1,μX ,
which is also easily seen to be dominated by C|u − t |‖Ψ ‖
S
+1,μ
X
and therefore also by
C
√|t − u|d(t, u)μ‖Ψ ‖
S
+1,μ
X
. Altogether we have
∣∣D(t, u)∣∣ C(|t | +√|t − u| )d(t, u)μ‖Ψ ‖
S
+1,μ
X
.
Collecting the estimates above establishes (112), and this together with (108), (109) and (110)
yields (104) as required.
On the other hand, if the derivative Xi in (106) appears at the end of M , then we use∥∥(XMΦ)(XNΨ )∥∥S0,μX  ‖XMΦ‖S0,μX ‖XNΨ ‖S0,μX  C‖XMΦ‖S0,μX ,
since p ∈ S+1,μX implies Ψ ∈ S+1,μX and |N |   + 1 (actually |N |   in the case at hand).
Without loss of generality we take M = J ∗ = (j1, . . . , j−σ , i), which is the multiindex J with i
appended at the end. Now with Jλ = (j1, . . . , jλ) for λ − σ , we write
XMΦ = XJXiΦ = XJ−σ−1Xj−σ XiΦ
= XJ−σ−1
{
XiXj−σ Φ + [Xj−σ ,Xi]Φ
}
= XJ−σ−2Xj−σ−1
{
XiXj−σ Φ + [Xj−σ ,Xi]Φ
}
,
and we keep on passing the derivatives Xj−σ , Xj−σ−1 , etc., through to Φ and introducing com-
mutators as we go. The final result is that
XMΦ = XJXiΦ = XiXJΦ + [Xj−σ ,Xi]XJ−σ−2Φ + · · ·
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the form ga(t) ∂
a
∂ta
Φ , where a is a multiindex with 0 |a|m and ga(t) is a smooth function that
vanishes to order at least |a| at the origin. Indeed, if Xi = P̂α ∂∂tβ , then XiXJΦ = P̂α ∂∂tβ XJΦ is a
sum of terms of the desired form since ∂
∂tβ
XJ is a sum of derivatives of order at most + 1m,
and P̂α vanishes to order m at the origin. Applying the product rule to the second term yields
[Xj−σ ,Xi]XJ−σ−2Φ = Xj−σ
(
P̂α
∂
∂tβ
)
XJ−σ−2Φ −
(
P̂α
∂
∂tβ
)
Xj−σ XJ−σ−2Φ
= (Xj−σ P̂α)
∂
∂tβ
XJ−σ−2Φ + P̂αXj−σ
∂
∂tβ
XJ−σ−2Φ
−
(
P̂α
∂
∂tβ
)
Xj−σ XJ−σ−2Φ,
which is also a sum of terms of the desired form since ∂
∂tβ
XJ−σ−2 is a sum of derivatives of order
at most  − 1m − 1, and Xj−σ P̂α vanishes to order m − 1 at the origin; while the remaining
expressions use as above that P̂α vanishes to order m at the origin. It then follows from (111)
and (66) that ‖ga(t) ∂a∂ta Φ‖S0,μX  C. Combining these inequalities yields ‖XMΦ‖S0,μX < ∞ as
required. This, together with arguments left to the reader above, establishes (103) and completes
the proof of the first estimate in (98) for m− 1 and u(x) replaced by p(t).
The second estimate in (98) also follows from these methods. Again the estimate is immediate
if i or j is 1, so fix i, j > 1. We have that
b˜ij (t)Xjp(t) = Φ(t)Ψ (t)Xjp(t) ∈ S,μX
provided Φ(t)Xjp(t) ∈ S,μX , which holds in turn if XI (ΦXjp) ∈ S0,μX for all multiindices I
with |I | = . We now write
XI (ΦXjp) =
∑
J+K=I
(XJΦ)(XKXjp)
and observe that the quantity to be estimated, namely ‖(XJΦ)(XKXjp)‖S0,μX , has exactly the
same form as the term ‖(XJΦ)(XKXiΨ )‖S0,μX in (107) since both i and j exceed 1, and both Ψ
and p are in S+1,μX . The proof of (107) now applies to prove ‖(XJΦ)(XKXjp)‖S0,μX < ∞, and
this yields the second estimate in (98) with u(x) replaced by p(t).
Conclusion of the proof. From Proposition 17 for m − 1 we now obtain by induction that
p ∈ Sm+1,μX . This turns out to be sufficient to conclude that Dp is bounded. Indeed, we then have{
∂m
∂sm
P
(
s,Dv(0,0)(s, t)
)} ∂
∂tβ
p
=
[
∂
∂s
,
[
∂
∂s
, . . .
[
∂
∂s
,P
(
s,Dv(0,0)(s, t)
) ∂
∂tβ
]
. . .
]]
p
= (AdY1)mY βp ∈ S0,μ,
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∣∣∣∣+ ∣∣∣∣{ ∂m∂sm P(s,Dv(0,0)(s, t))
}
∂p
∂tβ
∣∣∣∣C
for all 1 N , 2 β  n. From Remark 6 and the fact that the linear change of variable L in
(102) is nonsingular, we have that ∂m
∂sm
P(s,Dv(0,0)(s, t)) is bounded away from zero for some
 and thus ∣∣Dp(s, t)∣∣ C. (116)
Combined with (50), we then obtain |D3u(x)| C, hence u ∈ C2,1.
Now we wish to apply Theorem 1.1 of [18]. For use in the next paragraph we will now
consider k to have the general form k(x, r, 	). First we show that k satisfies the equivalence
k(x, r, 	) ≈ x2m1 + ϕ(x1,x), for (x, r, 	) in compact subsets of Ω × R ×Rn, (117)
where ϕ  0 is smooth and ϕ1/(2m) is Lipschitz (note that (18) and (19) imply k(x, r, 	) ≈
k(x,0,0) in compact subsets of Ω × R × Rn). Indeed, if κ(x) = k(x,0,0) where k is smooth
and satisfies (18)–(20), then there is c > 0 such that κ(x)− c|x|2m ≈ κ(x), and so
κ(x) = cx2m1 +
{
N∑
=1
P(x,0,0)2 − cx2m1
}
= cx2m1 + ϕ(x), (118)
where ϕ is smooth and nonnegative. Now (20) and (19) together with Taylor’s formula imply
that ∣∣Dϕ(x)∣∣C|x|2m−1 ≈ κ(x)1− 12m ≈ ϕ(x)1− 12m ,
which then yields that ϕ(x)1/(2m) is Lipschitz by the mean value theorem:
∣∣ϕ(x) 12m − ϕ(y) 12m ∣∣ sup
z
∣∣∣∣ 12mϕ(z) 12m−1∇ϕ(z) · (x − y)
∣∣∣∣ C|x − y|.
Thus k satisfies (117), and hence also the hypothesis (1.5) of Theorem 1.1 in [18], namely
k
(
x,u(x),Du(x)
)≈ (x2m1 + ϕ(x1,x))K(x,u(x),Du(x)), for x ∈ Ω, (119)
if we take K ≡ 1 in (119). Thus Theorem 1.1 in [18] applies and we now conclude that u is
smooth in Ω .
For the general case where k = k(x, r, 	), we may assume that u(0) = 0 as well as Du(0) = 0,
and then there is ω(R) with limR→0 ω(R) = 0 such that the following extension of (56) holds:∣∣v(s, t)−Dv(0,0)(s, t)∣∣ ω(∣∣(s, t)∣∣)∣∣(s, t)∣∣,∣∣r(s, t)−Dr(0,0) · (s, t)∣∣ ω(∣∣(s, t)∣∣)∣∣(s, t)∣∣,∣∣z(s, t)−Dz(0,0) · (s, t)∣∣ ω(∣∣(s, t)∣∣)∣∣(s, t)∣∣.
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P
((
s,v(s, t)
)
, r(s, t),
(
z(s, t), t
))
− P
((
s,Dv(0,0)(s, t)
)
,Dr(0,0) · (s, t), (Dz(0,0) · (s, t), t))
is dominated by Cω(|(s, t)|)√k((s,v(s, t)), r(s, t), (z(s, t), t)), and then (76) follows as above.
The remaining arguments are similar to those already described, and are left to the reader. 
6. Appendix
6.1. Sums of squares of smooth functions
Here we address Remark 8 from the introduction. In a famous paper [14], Hilbert showed that
a nonnegative homogeneous polynomial P2m(x1, . . . , xn) of degree 2m in n variables can always
be written as a finite sum of squares of polynomials if m = 1 or n = 2 or (m,n) = (2,3), but not
otherwise. In [1], Bony, Broglia, Colombini and Pernazza show that if a nonnegative homoge-
neous polynomial of degree 2m cannot be written as a finite sum of squares of polynomials, then
neither can it be written as a finite sum
∑N
=1 ϕ2 of squares of Cm functions ϕ (see the bottom
of p. 139 and the top of p. 140 in [1] where it is shown that if ϕ = P + R is the mth order
Taylor expansion of ϕ at the origin, then homogeneity implies R ≡ 0).
In view of Theorem 4, we would like such counterexamples P2m to have the additional prop-
erty that P2m(x) ≈ |x|2m. So for a real parameter λ, we consider the homogeneous polynomial
Pλn,4 of degree 4 on R
n
, n 4, given by
Pλn,4(x) = x41 + x22x23 + x23x24 + x24x22 − 4x1x2x3x4 + λ
n∑
k=1
x4k . (120)
If λ = 0, the geometric–arithmetic mean inequality shows that P 0n,4 is nonnegative on Rn, and it
follows that Pλn,4(x) ≈ |x|4 if λ > 0. In [1], it is shown that P 04,4, and more generally
x41 + x22x23 + x23x24 + x24x22 − 4μx1x2x3x4
for 0 < μ  1, is not a finite sum of squares of C2 functions. However, these polynomials fail
to be comparable with |x|4. We claim that Pλn,4 is not a finite sum of squares of C2 functions if
n 4 and λ 0 satisfies
3√
2
(1 + λ) 14 (1 + 2λ) 12 λ 14 < 1. (121)
As mentioned above, it is enough by [1] to show that Pλn,4 is not a finite sum of squares of
polynomials. To prove this latter assertion one can adapt the term-inspection method of Choi and
Lam in [4]. The idea of the term-inspection method is to show that if λ > 0 satisfying (121) is
fixed and
Pλn,4(x) =
N∑
q(x)
2, (122)=1
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q(x) =
∑
|α|=2
aαx
α, 1 N,
then enough of the coefficients aα vanish, or in our case are sufficiently small depending on
λ > 0, so that the term −4x1x2x3x4 in (120) is impossible to obtain from the representation
(122). The modifications of the method are left to the reader.
One can use these methods, together with the polynomials Qn that generalize P 04,4 in Remark
2.5 of [4], to construct nonnegative homogeneous polynomials Pλn,2m in n variables, n 2m 4,
such that Pλn,2m(x) ≈ |x|2m if λ > 0, and Pλn,2m is not a finite sum of squares of Cm functions
if λ > 0 is sufficiently small. Using the polynomials Sn and S′n in Remark 2.5 of [4], these
constructions can be extended to include such Pλn,2m with nm 3 as well.
Finally we remark that if ψ is a nonnegative smooth function satisfying ψ(x) ≈ |x|2m, and if
the homogeneous polynomial P2m[ψ] of degree 2m in the Taylor expansion of ψ at the origin
fails to be a finite sum of squares of polynomials, then ψ is not a finite sum of squares of smooth
functions (see [1]).
6.2. The partial Legendre transform
First we show that the divergence form equation (8) for the partial Legendre transform
is equivalent to the Monge–Ampère equation (2). We introduce variables s = x1 and t =
(t2, . . . , tn)′ = ( ∂u∂x2 (x), . . . , ∂u∂xn (x))′ along with functions z = ∂u∂x1 (x) and v = (v2, . . . , vn)′ =
(x2, . . . , xn)′. It is also convenient to write x = (x2, . . . , xn)′ for the variables complementary
to x1. We now assume that u ∈ C1,1 and
d = det[uij ]ni,j=2  c > 0, (123)
so that both the partial Legendre transformation (s, t) = T (x) and its inverse are Lipschitz (note
that k > 0 implies d > 0), and view v and z as functions of s and t. It follows that
vt is symmetric, positive definite and bounded. (124)
We also suppose that k is such that the following Calabi estimate holds:
k(x)σ (x) C|x|−2, u ∈ C1,1 satisfying (2). (125)
In particular, (125) holds if k(x) is smooth and comparable to |x|2m for some m ∈ N. From (125)
we obtain that v satisfies the following integrability condition:∫
T (Ω)
(|vs |2 + k|vt|2)ds dt < ∞. (126)
See Proposition 2 for more general conditions on k under which (126) holds for all u ∈ C1,1,.
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and (2), then v ∈ C0,1 satisfies (126), (124) and
∂2v
∂s2
+ ∂
∂t
(
k det
∂(v2, . . . , vn)
∂(t2, . . . , tn)
)
= 0, 2  n. (127)
Conversely, if v ∈ C0,1 satisfies (126), (124) and (127), then there is a convex function u ∈ C1,1
satisfying (123) and (2) such that v arises from u as in the first part of the theorem.
Proof. The proof that (2) leads to (127) is in [18], but we briefly repeat the main idea here for
convenience. We first observe that z and v = (v2, . . . , vn)′ satisfy the Cauchy–Riemann system⎧⎪⎨⎪⎩
∂z
∂s
= k(s,v)det ∂v
∂t′
,
∂z
∂t
= −∂v
∂s
,
(128)
where ∂v
∂t′ is the Jacobian matrix [ ∂vi∂tj ]2i,jn, ∂z∂t is the column vector ( ∂z∂t2 , . . . , ∂z∂tn )′, and ∂v∂s is
the column vector ( ∂v2
∂s
, . . . , ∂vn
∂s
)′. Then we use the equality of mixed second order partial deriv-
atives, ∂
∂t (
∂z
∂s
) = ∂
∂s
( ∂z
∂t ), along with (128) to obtain that the Lipschitz functions v = (v2, . . . , vn)′
satisfy, in the weak sense, the divergence form quasilinear system
∂
∂t
(
k det
∂v
∂t′
)
= ∂
∂t
(
∂z
∂s
)
= ∂
∂s
(
∂z
∂t
)
= ∂
∂s
(
−∂v
∂s
)
= −∂
2v
∂s2
,
which is (127). The integrability condition (126) shows that (127) holds also in the strong sense.
For the reverse direction we will need a standard exactness lemma.
Lemma 20. Suppose that M = (M1, . . . ,Mn) ∈ W 1,2(Ω), Ω ⊂ Rn. Then there is u ∈ W 2,2(Ω)
with
∇u = M (129)
if and only if
∂
∂tj
Mi = ∂
∂ti
Mj in L2(Ω), 1 i, j  n. (130)
Proof. If M ∈ C1(Ω) this is a classical result, and a standard limiting argument extends it to
M ∈ W 1,2(Ω). 
Now we turn to proving the reverse direction of Theorem 19. Suppose that v = v(s, t) is a
C0,1 function of s and t that satisfies (126), (124) and the quasilinear divergence form equation
(127) in the strong sense. The vector field
M = (k det vt,−vs) =
(
k
(
s,v(s, t)
)
det
∂(v2, . . . , vn)
,− ∂ v2, . . . ,− ∂ vn
)
∂(t2, . . . , tn) ∂s ∂s
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∂tj
vi . Now (127) shows that
∂
∂tj
M1 = ∂
∂tj
(
k det
∂(v2, . . . , vn)
∂(t2, . . . , tn)
)
= − ∂
2
∂s2
vj = ∂
∂s
Mj
for 2 j  n, while the symmetry of vt in (124) shows that for 2 i, j  n,
∂
∂tj
Mi = ∂
∂tj
(
− ∂
∂s
vi
)
= − ∂
∂s
(
∂
∂tj
vi
)
= − ∂
∂s
(
∂
∂ti
vj
)
= ∂
∂ti
(
− ∂
∂s
vj
)
= ∂
∂ti
Mj .
Thus the vector field M = (k det vt,−vs) is exact, and by Lemma 20 there is a W 2,2 function
z = z(s, t), unique up to an additive constant, satisfying{
zs = k det vt,
zt = −vs . (131)
Moreover, since zs = k det vt and zt = −vs are bounded, we have that z ∈ C0,1.
We now define new variables
x = s and y = v. (132)
We have
∂(x,y)
∂(s, t)
=
[
1 0
vs vt
]
and
∂(s, t)
∂(x,y)
=
[
1 0
vs vt
]−1
=
[
1 0
−v−1t vs v−1t
]
,
and so
∂x = ∂s
∂x
∂s + ∂t
∂x
∂t = ∂s −
[
v−1t vs
] · ∂t,
∂y = ∂s
∂y
∂s + ∂t
∂y
∂t = v−1t ∂t.
Now we compute that the W 1,2 vector field (z, t) = (z(x,y), t(x,y)) is exact as a function of
x and y. Indeed,
zy − tx =
(
v−1t ∂t
)
z− (∂s − [v−1t vs] · ∂t)t
= v−1t zt + v−1t vs = 0
by the second equality in (131), and ∂
∂yj
ti = ∂∂yi tj for 2 i, j  n by the symmetry of ty = v−1t ,
which follows from the symmetry of vt in (124). Thus by Lemma 20 there is a function u =
u(x,y) ∈ W 2,2, unique up to an additive constant, such that
ux = z and uy = t. (133)
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uxx = zx =
(
∂s −
[
v−1t vs
] · ∂t)z = zs − z′tv−1t vs = k det vt + v′sv−1t vs ,
uxy = zy =
(
v−1t ∂t
)
z = −v−1t vs ,
uyx = tx = uxy = −v−1t vs ,
uyy =
(
v−1t ∂t
)
t = v−1t , (134)
and in particular we see that u ∈ C1,1.
Now we compute that u satisfies (2) with (x1, x2, . . . , xn) replaced by (x,y), using the identity
det
[
a b′
b A
]
= a detA− b′[coA]′b, (135)
for a ∈ R, b a vector and A a matrix. Since co[uyy]′ = co[v−1t ]′ = vtdet vt , we obtain from (134)
and (135) that
detD2u = uxx detuyy − u′xyco[uyy]′uxy
= (k(s,v(s, t))det vt + v′sv−1t vs)( 1det vt
)
− [v−1t vs]′ vtdet vt v−1t vs
= k(s,v(s, t))= k(x,y),
which is (2). Since uxx  0 and uyy is positive definite by (134) and (124), the above determi-
nant computation now shows that D2u is nonnegative semidefinite, hence that u is convex. The
formulas (132) and (133) show that the partial Legendre transform applied to u yields s, t and v
as above, and this completes the proof of Theorem 19. 
The system (127) fails to be elliptic even when k > 0, but is in fact equivalent to the system
(8) (elliptic when k > 0). This system in turn fails to be strongly elliptic, but if we differentiate
(8) with respect to ∂
∂s
= ∂
∂t1
and ∂
∂t = ( ∂∂t2 , . . . , ∂∂tn ), we obtain the strongly elliptic system (9).
However, a solution p = {pj } to the system (9) no longer yields a corresponding solution v = {v}
to (8) and hence a solution u to (2), since (9) only gives
∂2
∂s2
v + divt(kM gradt v) = C, 2  n,
for constants C. If the constants C fail to all vanish, then the vector field (k det vt,−vs) is not
exact, and there is no solution z to the Cauchy–Riemann equations (131).
Remark 21. Theorem 19 generalizes immediately to the case when k = k(x,Du) depends on
both x and Du, since under the partial Legendre transform, the vector Du(x) becomes (z(s, t), t),
which involves variables already introduced in the case k = k(x). Note that this case includes
the equation of prescribed Gaussian curvature. It is also possible to include the most general
form k = k(x,u,Du) if we introduce appropriate compatibility conditions for the new function
r(s, t) = u(x).
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∂s
|x=0 at the
origin of the vector field ∂
∂s
under the partial Legendre transform T in (7) assuming (16). Namely
we show that for u ∈ C2, T ∗ ∂
∂s
|x=0 is a multiple of the directional derivative De corresponding to
the degenerate direction of the Hessian of u at the origin—actually T ∗ ∂
∂s
|x=0 is the pushforward
(T −1)∗ ∂∂s |x=0 of ∂∂s under the continuously differentiable inverse transform T −1.
Provided d = det[uij ]2i,jn is positive, we see from pp. 381 and 382 of [18] that ∂∂s =
∂
∂x1
+ 1
d
∑n
i=2 bi1 ∂∂xi with b1 = −det ∂̂t∂v′ () where ∂̂t∂v′ () is the matrix ∂t∂v′ = [uij ]2i,jn with
its th column replaced by the column (u21, . . . , un1)′. Moreover, the map sending D2u to the
vector field
Z = ∂
∂x1
+ 1
d
n∑
i=2
bi1
∂
∂xi
(136)
is the composition of the following three maps:
D2u =
⎡⎢⎣ u11 · · · u1n... . . . ...
un1 · · · unn
⎤⎥⎦→ J =
⎡⎢⎢⎢⎣
1 0 · · · 0
u21 u22 · · · u2n
...
...
. . .
...
un1 un2 · · · unn
⎤⎥⎥⎥⎦ ,
J → J−1 = 1
d
⎡⎢⎢⎢⎣
d 0 · · · 0
b21 c22 · · · c2n
...
...
. . .
...
bn1 cn2 · · · cnn
⎤⎥⎥⎥⎦ ,
J−1 → 1
d
⎡⎢⎢⎢⎣
d
b21
...
bn1
⎤⎥⎥⎥⎦=
⎡⎢⎢⎢⎣
1
b21
d
...
bn1
d
⎤⎥⎥⎥⎦ . (137)
Now fix coordinates x so that the Hessian matrix [D2u(0)] at the origin is diagonal with a 0
at the top left corner. Let Rn denote the group of rotations in Rn, and let N be the open subset
of Rn consisting of those rotations R for which
dR = det
⎡⎢⎣ u
R
22 · · · uR2n
...
. . .
...
uRn2 · · · uRnn
⎤⎥⎦> 0 (138)
at the origin, where uR(x) = u(R−1x) is the rotation of the function u by R. Now for R in N ,
[D2uR] becomes R[D2u]R′ (recall that R′ = R−1). Denote the image of R[D2u]R′ under the
composition of the maps in (137) above by ZR , so that ZR = T ∗R ∂∂s |x=0 where TR is the partial
Legendre transform associated with uR . Note that for R = I the identity, we have T ∗I ∂∂s |x=0=
ZI = e1 = (1,0, . . . ,0)′.
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ular to the 2nd through the nth rows (equivalently columns) of [D2uR(0)], i.e.
0 = 〈ZR,R[D2u(0)]R′ej 〉= 〈R′ZR, [D2u(0)]R′ej 〉, 2 j  n.
Of course the vector e1 also satisfies 0 = 〈e1, [D2u(0)]R′ej 〉 for j  2, and it thus suffices to
prove uniqueness of such a vector up to a multiple c since then
T ∗R
∂
∂s
∣∣∣∣
x=0
= ZR = RR′ZR = Rce1
points in the degenerate direction Re1 of the Hessian of uR at the origin. Now the condition (138)
shows that the linear span of {R′ej }nj=2 has dimension n− 1 even when projected onto the span
of {ej }nj=2, since otherwise there would be a linear combination
∑n
j=2 cjR′ej equal to e1, and
then
n∑
j=2
cjR
[
D2u(0)
]
R′ej = R
[
D2u(0)
]
e1 = R0 = 0,
contradicting (138). Since
[
D2u(0)
]=
⎡⎢⎢⎢⎣
0 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λn
⎤⎥⎥⎥⎦ with λj > 0 for j  2,
we see that the linear span of {[D2u(0)]R′ej }nj=2 has dimension n − 1, which implies that
R′ZR = ce1. This completes the proof that the pullback T ∗ ∂∂s |x=0 points in the degenerate di-
rection of [D2u(0)].
Remark 22. Assuming u ∈ C2 and that (16) holds, the above argument yields∣∣∣∣ T ∗ ∂∂s (x)|T ∗ ∂
∂s
(x)| − ex
∣∣∣∣Ck(x,u(x),Du(x)),
where T ∗ ∂
∂s
(x) denotes the pullback of ∂
∂s
under T at the point x, and ex denotes the unit eigen-
vector corresponding to the smallest eigenvalue λx of the Hessian D2u(x). The hypothesis (16)
of course yields λx ≈ k(x,u(x),Du(x)).
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