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We study chaoticity and thermalization in Bose-Einstein condensates in disordered lattices, de-
scribed by the discrete nonlinear Schro¨dinger equation (DNLS). A symplectic integration method
allows us to accurately obtain both the full phase space trajectories and their maximum Lyapunov
exponents (mLEs), which characterize their chaoticity. We find that disorder destroys ergodicity
by breaking up phase space into subsystems that are effectively disjoint on experimentally relevant
timescales, even though energetically, classical localisation cannot occur. This leads us to conclude
that the mLE is a very poor ergodicity indicator, since it is not sensitive to the trajectory being
confined to a subregion of phase space. The eventual thermalization of a BEC in a disordered lattice
cannot be predicted based only on the chaoticity of its phase space trajectory.
Introduction In this Letter, we bring together the
topics of disorder, nonlinearity, chaos, ergodicity, and
Bose-Einstein condensation (BEC) in optical lattices. In-
spired by the realisation of disordered optical potentials
in experiments with ultracold atomic gases [1, 2], we ex-
plore the question of thermalisation in such systems. Pre-
vious theoretical works have, amongst others, addressed
the topics of Bose and Anderson glasses [3], Anderson
localisation [4, 5], and Lifshits glasses [6]. In [6], var-
ious regimes of interaction strengths were investigated,
and it was found that for sufficiently strong interactions,
a disordered BEC is expected. We will focus on this
regime, and study the Bose-Hubbard model [7, 8], which
describes a bosonic gas in a lattice, in the mean-field ap-
proximation. The resulting model can be obtained by dis-
cretising the Gross-Pitaevskii equation, and is also known
as the discrete nonlinear Schro¨dinger equation (DNLS)
[9]. In this Letter, we pose and answer the following
question: what is the effect of disorder on thermalisation
and ergodicity in the mean-field Bose-Hubbard model /
DNLS?
The connection between chaoticity and thermalisation
was recently discussed in the disorder-free case [10]. In-
tuitively, one would expect chaotic trajectories to ther-
malise, since unlike regular ones, they are not confined
to the neighborhood of stable periodic orbits. Not being
confined, the expectation is that they are able to cover
the available phase space, and that the system is there-
fore well-described by the microcanonical ensemble, since
only the energy and particle number are conserved. We
show that this expectation is not correct, by explicitly
demonstrating the absence of equiprobability of states on
the microcanonical shell. Since the energies involved are
higher than the disorder potential, classical localisation
cannot be responsible for this effect.
The most commonly employed method of chaos detec-
tion, which quantifies the sensitive dependence on initial
conditions, is the evaluation of the maximum Lyapunov
exponent (mLE) [11–14]. In [10], a positive mLE, which
indicates a chaotic trajectory, was found to predict ther-
malisation. To test this hypothesis in the disordered case,
we investigate whether trajectories classified as chaotic
based on the value of their mLE can be confined to sub-
regions of phase space. Based on numerical studies of
the disordered DNLS model, we find that generally, the
mLE does not have any predictive power concerning spa-
tial confinement of trajectories. Hence, we conclude that
the mLE is not sufficient to answer such questions, since
it only tells us whether trajectories behave chaotically in
a local sense. To the best of our knowledge, no studies
addressing this question of confinement and chaoticity
in disordered systems have been done hitherto. Con-
fined trajectories are manifestly not ergodic, and there-
fore do not correspond to thermalising systems. Con-
sequently, we find that in the presence of disorder, the
connection between chaoticity and thermalisation is bro-
ken. Eventual thermalisation cannot be predicted based
on the mLE alone; it has to be supplemented with at
least one other quantity, which characterises the degree
of confinement of the trajectory.
An important aspect of our system is the interplay be-
tween disorder and nonlinearity, which has been studied
extensively in recent years [15–28],[29, Sec. 7.4]. Most of
these studies were concerned with the evolution of ini-
tially localized wave packets. It has been shown that for
moderate values of nonlinearity the wave packets’ second
moment m2 grows subdiffusively in time t, as t
α with
0 < α < 1 [18]. For weak enough nonlinearities, wave
packets appear to be frozen for very long time intervals
(whose duration increases as nonlinearity decreases) in
a manner resembling Anderson localization. For very
strong nonlinearities the existence of self-trapping be-
havior was theoretically predicted [17] and numerically
verified [18, 19, 24–26] for the DNLS model, i.e. a part of
the wave packet remains localized while the rest spreads
subdiffusively. In our study, Anderson localisation plays
an important role in understanding the physics.
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2System The Hamiltonian for the disordered DNLS is
given by
H =
∑
j
[
−J
(
ψ∗jψj+1 + h.c.
)
+ εj |ψj |2 + β
2
|ψj |4
]
, (1)
with site index j, complex wavefunction ψj , hopping
strength J , on-site disorder εj ∈ [−W/2,W/2], and non-
linear interaction strength β. We apply periodic bound-
ary conditions. The quadratic part of the Hamiltonian
can be written in diagonal form in the basis of its nor-
mal modes, which are all exponentially localised in the
presence of disorder - this is the phenomenon of An-
derson localisation [4]. The localisation length ξ varies
within the band, but is bounded: ξ . 96(J/W )2 [30].
The eigenenergies of the quadratic part lie in the interval
[−zJ−W/2, zJ+W/2], yielding a bandwidth of 2zJ+W ,
where z is the number of neighbours per site (2, in our
case). The importance of the interaction term is quanti-
fied by the nonlinearity parameter
κ = (n¯β)/(J +W/2z), (2)
where n¯ is the average density: n¯ = (1/L)
∑
j |ψj |2 in
a system of L sites. Note that κ reduces to the in-
teraction/kinetic ratio n¯β/J in the non-disordered case.
The coupling between the normal modes due to the in-
teraction term is proportional to the overlap integral
Iαβγδ =
∑
j φα,jφβ,jφγ,jφδ,j , where φα,j is the value of
the αth eigenvector of the noninteracting Hamiltonian at
site j. In the limit where the normal modes are each lo-
calised on a single site and φα,j = δj,jα , this coupling van-
ishes. Thus, the system can be effectively non-interacting
even if κ is finite, as long as ξ is much smaller than the
lattice spacing. We measure the degree of localisation by
the the participation fraction (PF) φ, which is defined as
φ({ψj}) = 1
L
∑
j |ψj |2∑
j |ψj |4
. (3)
It indicates the fraction of sites occupied in a state, as
its extreme values are φ = 1/L for single-site occupation
and φ = 1 for equipartition.
Methods To obtain the evolution of a state under
the Hamiltonian (1), we numerically integrate the cou-
pled ODEs obtained from differentiating the Hamilto-
nian, iψ˙j = ∂H/∂ψ
∗
j :
iψ˙j = −J
(
ψj+1 + ψj−1
)
+ εjψj + β|ψj |2ψj , (4)
by means of a fourth order symplectic integration scheme
explicitly developed for Hamiltonian systems that split in
exactly three integrable parts [31, 32]. Symplectic inte-
grators are numerical techniques especially designed for
the integration of Hamiltonian systems, keeping the er-
ror of the computed value of the energy bounded irre-
spectively of the total integration time (see, for example,
FIG. 1. The logarithm of the mLE as a function of disor-
der strength W/J and nonlinearity parameter κ. The white
crosses indicate the parameter values for the four sets of runs
shown in fig. 2. The white region on the left features very
low values for log10 mLE, since the mLE vanishes with κ (see
text).
Chap. VI of [33], [34, 35] and references therein). Then
we calculate the corresponding mLE using the so-called
‘standard method’ [12, 14] which is based on the time
evolution of small deviations from the studied state. The
variational equations that govern this evolution are inte-
grated by an extension of the symplectic integrator ac-
cording to the so-called ‘tangent map method’ [36, 37].
As initial condition, we have used the ground state of
the disordered potential combined with a harmonic trap:
Vj = εj + Vtrap[(j − L/2)/L]2; the density S was nor-
malised to unity, i.e. S =
∑
j |ψj |2 = 1. The trap was
switched off before calculating the evolution, leaving only
the disordered potential. Our model has two integrals of
motion, as it conserves both the energy (1) and the norm
S.
We have generated 100 random disorder realizations,
calculated the appropriate initial condition for each reali-
sation and value of W , and eventually averaged the mLE
outcomes over the different realisations. The results pre-
sented here were obtained using a lattice of L = 50 sites,
but the same behaviour was found on lattices up to 500
sites. Each case was integrated up to t = 105~/J . In
all our computations the absolute value of the relative
energy and norm error was kept smaller than 10−3.
Since the tunnelling time is typically a few millisec-
onds, our integration time of t = 105~/J corresponds to
hundreds of seconds, while experiments usually do not
last longer than a few seconds [38]. Our lattice size is
also a typical value for experiments. The experimental
tunability of the lattice depth via laser power, and atom-
atom interaction via Feshbach resonances [39], allow for
3FIG. 2. The mLE and PF of each of the 100 runs for four
combinations (W,κ); W is given in units of J . The PF has
been averaged over the last 10% of the run, to smooth out
fluctuations (see e.g. lower panel of fig. 3). Two runs are
marked by (black) boxes; the time evolution of their PF and
density distribution is plotted in fig. 3.
the exploration of a wide range of disorder strenghts and
nonlinearities.
Results The disorder-averaged mLE at t = 105 tun-
nelling time units is shown in log-scale in fig. 1. It
increases with the interaction strength β; this may be
understood as follows. If the coupling β vanishes, the
Hamiltonian becomes quadratic, and only regular orbits
are expected. Switching on interactions induces mixing
between the normal modes, and therefore departure from
the regular orbits; the higher β, the stronger the mixing
and the less regular/more chaotic the trajectories.
The mLE has a non-monotonic behaviour as a function
of the disorder strength, i.e. along vertical lines in fig. 1;
the increase for weak disorder is a consequence of our
choice of initial condition. For strong enough disorder,
any increase leads to a decrease in the mLE, which, as
discussed earlier, can be understood as a localisation ef-
fect. While all orbits we found at nonzero β were chaotic,
the range of their final mLE values increases with both
W and κ, indicating the appearance of a mixed phase
space. As the localisation of the normal modes increases,
both the coupling between them and the value of the
overlap integral Iαβγδ decrease, leading to a less chaotic
system whose regions of regular motion (usually called
stability islands) grow in size [40]. Larger stability is-
lands imply that a larger fraction of chaotic orbits will
be influenced by their presence, spending more time close
to them, experiencing epochs of less chaotic behaviour,
and therefore have a low mLE. The orbits that are in the
chaotic sea are not influenced by this effect and there-
fore are still highly chaotic, leading to a larger spread of
mLEs obtained within the sample.
To see how little the mLE tells us about the ergod-
icity of a trajectory, we now take a closer look at the
four (W,κ)-combinations that have been marked in fig. 1.
In fig. 2, we plot, for each of these parameter sets, the
mLE versus the time-averaged PF φ¯ of every run. Three
regimes appear in the mLE-PF plot: for φ¯ < 0.1, a
wide range of mLE values occur for very similar φ¯; for
0.1 < φ¯ < 0.5, a weakly positive correlation exists be-
tween mLE and PF; and for φ¯ > 0.5, a higher φ¯ implies
a lower mLE. The results for φ¯ < 0.1 can be understood
in terms of the above-mentioned stability islands. The
high-φ¯ results present an intriguing topic for follow-up
research. Finally, it is noteworthy that the positive cor-
relation between mLE and PF that does exist for inter-
mediate φ¯ is very weak.
The most important aspect of fig. 2 for the present
discussion is that with the same W and κ, significantly
different PFs occur for very similar mLEs, as exempli-
fied by the two cases marked in black boxes (both have
W = 3, κ = 1.4). The hypothesised connection between
chaoticity and ergodicity would imply that chaotic sys-
tems should not be localised, so high mLEs should come
with high participation numbers. While such behaviour
is found in certain cases for intermediate PF values (be-
tween 0.1 and 0.5), fig. 2 shows that this is not the case
at either low or high values of φ¯. We conclude that the
mLE has very little predictive power when it comes to
localisation.
Fig. 3 shows the evolution of the density distribution
and PF of the two trajectories marked with black boxes
in fig. 2. The two trajectories have energies of 2.42J (up-
per left panel) and 0.36J (upper right panel). In one
case, a large fraction of the density is stuck on a few
sites, and the PF is correspondingly low. States with the
same energy but very different density distributions are
clearly possible - the peak could occur on different sites
with similar potential energy, or be redistributed over
sites with higher potential energy. The trajectory fails
to reach such states, and is therefore clearly not ergodic,
as also indicated by the absence of fluctuations in its PF
evolution. This cannot be a classical localisation effect,
since the energy of the state is higher than the highest
possible on-site potential. We conclude that the chaotic
behaviour indicated by the mLE must be confined to a
subvolume of the total allowed phase space. The other
example does not have any preferred sites, and features
much smaller peaks. The evolution of φ for this trajec-
tory shows more fluctuations, indicating more variation
in the states it visits, while remaining confined to a rather
narrow band.
Discussion/Conclusion The observed confinement of
trajectories invites more discussion. In two degree of free-
dom Hamiltonian systems without escapes, the stability
islands separate the phase space in non-communicating
regions. Consequently isolated chaotic regions (often
named chaotic seas) can occur. In higher dimensional
systems this separation is not possible, as the stability
islands are tori whose dimensionality is not high enough
4FIG. 3. The time evolution of the density and PF of two
examples, with W = 3 and κ = 1.4. Time is plotted in
units of 105~/J ; j represents the site index, and ρ the unit-
normalised density. The disorder and interaction strenghts
are identical; the only difference is the disorder realisation,
and hence the initial condition. The upper right panel shows
the density evolution associated with the highest of the two
PF values. The energies are 2.42J (upper right) and 0.36J
(upper left).
to let them act as barriers between different regions. [41,
Sec. 1.4b] So, even in cases where the phase space of high
dimensional nonlinear systems is mostly occupied by sta-
bility islands, the remaining chaotic regions are intercon-
nected. Consequently, each chaotic orbit can eventually
visit every chaotic region in the phase space, although
the time for this to happen might become extremely long.
This phenomenon is called ‘Arnold diffusion’ (see for ex-
ample Sec. 1.4 of [41] and Sec. 2.11.14 of [42]), and allows
for the theoretical possibility that the confined orbits
we find will, at some point much later in time, escape
from their region of confinement. However, such con-
siderations are experimentally not relevant, due to the
timescales involved. Thus, the introduction of disorder
breaks up the phase space up into independent, individ-
ually ergodic subsystems, by creating stability islands.
Effective ergodicity for physically relevant parameter val-
ues is then broken, as can be seen in e.g. the evolution
shown in the upper left panel of fig. 3.
The results shown in fig. 2 provide a starting point
for a more in-depth discussion of the various types of
dynamics that can be expected in BECs in disordered
potentials. The different regimes identified in the above
discussion of fig. 2 are likely to have interesting physical
explanations that shed more light on the behaviour of su-
perfluids in the presence of disorder. We hope to inspire
more research in this direction.
In conclusion, we find that Anderson localisation-like
effects break the connection between thermalisation and
chaoticity in the disordered DNLS / mean-field Bose-
Hubbard model. In particular, we have shown that the
mLE fails to distinguish between trajectories which ex-
plore all energetically allowed areas of phase space and
those confined to a subregion. In other words, the mLE
cannot be used to determine the applicability of the mi-
crocanonical ensemble to the disordered DNLS, unlike in
the disorder-free case [10]. In order to predict thermal-
isation, the mLE has to be combined with some other
suitably chosen quantity, such as the PF. We conclude
that although chaos is a necessary condition for ergodic-
ity, it is not a sufficient one.
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