Abstract. In this note, a nonlinear version of the Extrapolation Theorem is proved and as a corollary, a nonlinear version of the Grothendieck's Theorem is presented. Finally, we prove that if : → is Lipschitz with being a pointed metric space and (0) = 0 such that # | * is -summing (1 ≤ < ∞), then is Lipschitz 1-summing.
Introduction
The notion of Lipschitz -summing operators was introduced by J.D. Farmer and W.B.Johnson in [FJ] . Although the concept is new, some ingredient has appeared in the paper of J. Bourgain [B] . In [FJ] , Farmer and Johnson proved a nonlinear version of the Pietsch Factorization Theorem and showed that the Lipschitz -summing norm of a linear operator is the same as its -summing norm. In 1974, B. Maurey [M] presented a beautiful consequence of Pietsch domination and factorization -the Extrapolation Theorem. In Section 2 we use the Farmer-Johnson Factorization Theorem to give a nonlinear version of Maurey's Extrapolation Theorem. As a consequence, we get a nonlinear form of the Grothendieck's Theorem.
In 1970, S. Kwapień [K] proved that a linear operator from a Banach space into a Hilbert space is 1-summing if its adjoint is -summing for some 1 ≤ < ∞. By considering the Lipschitz adjoint, we prove in Section 3 that a Lipschitz map from a pointed metric space into a Hilbert space that fixes the origin is Lipschitz 1-summing provided that its Lipschitz adjoint restricted to the dual of the Hilbert space is -summing for some 1 ≤ < ∞.
Throughout the paper, we use standard notation as can be found in [DJT] and [BL] .
Nonlinear version of the Extrapolation theorem
Definition 2.1. [FJ] A Lipschitz map from a metric space ( , ) into a metric space ( , ) is said to be Lipschitz -summing (1 ≤ < ∞) if there is a constant > 0 such that regardless of the natural number and regardless of the choices of { } =1 and { } =1 
where # the unit ball of # , the Lipschitz dual of , i.e., # is the space of all realvalued Lipschitz functions under the (semi)-norm (⋅). We follow the usual convention of considering as a pointed metric space by designating a special point 0 ∈ and identifying # with the Lipschitz functions on that are zero at 0. With this convention
) is a Banach space and # is a compact Hausdorff space in the topology of pointwise convergence on . The least for which the above inequality holds is denoted by ( ). We use ( , ) to denote the set of all Lipschitz -summing mappings from into .
Let us recall that Farmer and Johnson proved in [FJ] the following nonlinear domination theorem.
Theorem 2.1. Let : → be a map between two metric spaces. Let 1 ≤ < ∞ and ≥ 0. Then ( ) ≤ if and only if there is a probability measure on # such that
The main purpose of this section is to present the Extrapolation Theorem in the nonlinear setting and gives, as a corollary, a nonlinear version of Grothendieck's Theorem. Our proof of the Nonlinear Extrapolation Theorem is similar to Maurey's beautiful proof. For the sake of the readers who are not familiar with the original proof, we give the details here.
Theorem 2.2 (Nonlinear Extrapolation Theorem). Let 1 < < < ∞ and let be a metric space such that
Then, for any Banach space ,
Proof. We aim to prove that, regardless of , there is > 0 such that for each ∈ ( , ),
We have 1 ( ) ≤ ⋅ ( ). Let = # and regard as a subset of ( ). Let ( ) be the collection of all regular Borel probability measures on . Given ∈ ( ), let be the restriction of the canonical map ( ) → ( ) to . Consequently, ( ) ≤ 1. Since ( , ℓ ) = ( , ℓ ), it follows from the Closed Graph Theorem that there is > 0 such
we can assert that for each { } =1 and { } =1 in , the subspace of ( ) generated by
is contained in a subspace of ( ) for which there is an isomorphism :
By Theorem 2.1, we are able to produce aˆ ∈ ( ) such that
for all , ∈ .
Fix ∈ ( , ). The Farmer-Johnson Domination theorem again provides us with a 0 ∈ ( ) such that ∀ , ∈ ,
Now it is enough to show
for some ∈ ( ) and some constant depending only on .
Starting with 0 , we define ( ) ∞ =0 in ( ) by setting +1 =ˆ , = 0, 1, 2, . . .. Define = ∑ ∞ =0 2 − −1 . Then ∈ ( ). Since 1 < < , we can produce 0 < < 1 with
Using Hölder's Inequality, we get
In particular, 1 2
We complete the proof by taking = 2 ⋅ (2 ) 1/ .
□
In the nonlinear setting of the Grothendieck's theorem, metric tree plays the role of ℓ 1 .
The reason is that every finite subset of a metric tree is contained in a larger finite subset with the lifting property. Here we say that a Lipschitz map : Lipschitz surjection with the extra requirement that the image of a ball of radius contains a small ball of radius , where is a constant independent of . We refer the readers to [JLPS] for the rigorous definition.
Corollary 2.3. Let be a metric tree and let be a Lipschitz map from into ℓ 2 . Then,
where 1/ + 1/ * = 1 and * , 1 are the respective Khintchine's Constants. As a consequence,
Proof. It follows from the definition of the Lipschitz -summing norm,
Let be a finite subset of . Since every finite subset of a metric tree is contained in a larger finite subset of the metric tree, without loss of generality, we assume that has the lifting property. Fix 1 < ≤ 2. The formal identity :
where * ,1 :
, where the 's are the Rademacher functions.
is -summing and is a linear quotient. Moreover, * 1 is an
1 -Lipschitz quotient in the sense of [JLPS] . Then, by the lifting property of , we have for every > 0, there exists a Lipschitz map : Proof. We divide the proof into two steps.
Step 1. Consider first the case of a Lipschitz map : → ℓ 2 .
Given { } =1 and { } =1 in , we use Khintchine's Inequality to get
Since # | (ℓ 2 ) * : (ℓ 2 ) * → # is linear and -summing, it follows from Pietsch's Domination
Theorem that there is a Borel regular probability measure on (ℓ 2 ) such that for all * ∈ (ℓ 2 ) * , we have
