In order to make the dynamic prediction of rolling bearings reliability, original signals were grouped and the gray confidence level of each sample relative to the intrinsic sample was obtained via computer VB program. Then, the variation intensity and reliability of each sample were calculated. Then, the closest 5 variation intensities were linearly fitted based on the computer bootstrap-least square simulation and the estimated truth values and intervals of variation intensity and reliability were finally obtained based on the computer maximum entropy program. Finally, the dynamic prediction reliability of rolling bearings was realized.
Introduction
With the rapid popularization of aircraft industry in the world, the demand for super-precision rolling bearings is also growing [1] [2] . The health conditions of rolling bearings are of great significance to maintain the stable operation of the systems [3] . Therefore, the research on the reliability and fault diagnosis of super-precision rolling bearings becomes very urgent and necessary, which will directly affect the performance stability and operation safety of the whole aircraft. In this paper, the friction torque is used as the bearing performance index.
Based on these, firstly, the variation intensity based on the gray confidence level is considered as a random variable. Secondly, the closest 5 variation intensities is linear fitted repeatedly by using bootstrap [4] [5] -least squares [6] [7] method. Thirdly, the probability density of multiple fitting results is obtained by using the maximum entropy principle [8] [9] , and then the estimation truth value and upper and lower bounds of variation intensity in the future are acquired. Finally, taking the estimation parameters into reliability formula [10] , the dynamic prediction of friction torque reliability for the rolling bearing is realized. The proposed theory can be effectively applied to the health monitoring of super-precision rolling bearings, and also provide an accurate and feasible on-line fault diagnosis technique.
Analysis Model

Intrinsic sample
During the service period of bearing, the friction torque signals are sampled periodically, and the sampling period is t. A total of S data are collected. Then, data are grouped into X1-XM and sample content is N. The intrinsic sample X1 refers to the sample of the bearing in the best operating state, during which the bearing almost has no possibility of failure, which is expressed as Equation (1).
Where x1(k) stands for the kth data for X1, and N is the number of original data.
Variation intensity and reliability
After grouping, suppose any sample is Xi(i=1,2,…,M) and sorting X1 and Xi from small to large.
After sorting, suppose the two samples are Y 1 and Y i . The elements are y 1 (k) and y j (k)(k=1,2,…,N).
Supposing Equation (2),
Z h is called the normalized sequence generation sequence of Y h , as Equation (5).
Under the minimum information principle, Z 0 is a reference sequence, shown in Equation (7).
Defining γ 0h as the grey correlation degree
Taking ξ∈[0,1], the grey correlation coefficient can be expressed as Equation (9) .
∆ 0h is grey difference information, which can be expressed as Equation (10).
Defining d 1i as gray difference, which can be expressed as Equation (11).
Defining r 1i as the similarity coefficient of X 1 and X i based on grey correlation degree, shown in Equation (12).
R is grey similarity matrix, also known as grey relational attribute, shown in Equation (13). 
Supposing f 1i as the weight based on the grey relational attribute between X 1 and X i , shown in Equation (14). 
The linear fitting of variation intensity λi based on bootstrap-least square method
According to bootstrap method, B simulation samples of size q, namely the bootstrap resampling samples V Bootstrap , can be obtained by an equiprobable sampling with replacement from the closest 5 original variation intensities, shown in Equation (19).
( )
Where V b is the bth bootstrap resampling sample, with Equation (20).
The linear fitting using least square method of V b can be given by Equation (21). 
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The least square solutions are shown in Equation (22) and (23). Since the linear fitting performs B times, the obtained B least square solutions can be expressed as Equation (24) and (25).
The probability density function based on maximum entropy principle
The maximum entropy principle can make the optimum estimation for data with unknown probability distribution. Taking the probability density solution of a as an example, firstly, serializing discrete data in the Eq. (24) and defining H(a) as expression of maximum entropy.
Where f(a) is the probability density function of the data series a and S represents the integral interval.
S satisfies the constraint condition, shown in Equation (27). Similarly, the probability density function f(c) of the least square solution of coefficient c can be obtained.
Truth value and interval estimation based on the probability density function
According to statistical principle, the estimated truth value a 0 of series a is given by Equation (32). If the real number δ∈(0,1) exists, then the probability of a δ is given by Equation (33).
Where a δ is the δ quantile of f(a) and δ is the significance level. For the bilateral quantile, the probability is shown in Equation (34) and (35).
Where a U and a L are the upper and lower boundaries of series a, respectively, and [a L , a U ] is the confidence interval under δ level.
Similarly, c 0 and [c L , c U ] can be obtained.
Prediction of variation intensity and reliability in the next period
Taking a0 and c0, and the upper and lower intervals [aL, aU] and [cL, cU] into linear fitting Eq. (21), and setting I=6, the truth value λ0 and upper and lower intervals [λL, λU] of variation intensity in the 6th period are then predicted. Eventually, taking λ0 and [λL, λU] into the Eq. (18), the true value R0 and the upper and lower intervals [RL, RU] in the 6th period are predicted.
Conclusion
Constantly updated the closest 5 original variation intensities, and repeat the above steps, the dynamic prediction of the reliability of friction torque is finally realized for super-precision rolling bearings.
