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Cryptography derive from greek kryptos, that means hidden, and gráphein,
that means to write. Then it is the practice and study of hiding information.
Nowadays, cryptography is considered a branch of mathematics and com-
puter science, and is aliated closely with information theory, computer se-
curity, and engineering. Cryptography is used in applications present in tech-
nologically advanced societies, like the security of ATM cards, e-commerce,
computer passwords, ...
The use of cryptography has been so important along the history, the
major civilizations of the ancient world used it, stressing the Egyptians and
Romans, highlighting the Caesar cypher of the romans. Since the beginning
cryptography has been playing a key role especially in wars throughout hu-
man history. A famous example is Enigma in the World War II, when the
war was over the government invest a lot of money in security. After that,
came the computer and born the cryptography as we know it today.
The actual cryptography began in the mid-1970s with the public spec-
ication of DES (the Data Encryption Standard) by the US Government's
National Bureau of Standards [25], the Die-Hellman paper [5], and the pub-
lic release of the RSA algorithm [52]. Since then, cryptography has become
a widely used tool in communications, computer networks, and computer se-
curity. The current security level of many modern cryptographic techniques
is based on the diculty of certain computational problems, for instance
the integer factorization or the discrete logarithm problems [7]. In many
cases, there are proofs that cryptographic techniques are secure if a certain
computational problem cannot be solved eciently.
In this project we will discuss about Pairing-based cryptography. Partic-
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ulary, it has become a highly active research area, which has allowed elegant
solutions to a number of open problems in cryptography, such as ecient
identity-based encryption (IBE).
To fully use the possibilities oered by pairings it's necessary to have an
appropriate background in several practical and theoretical areas. For in-
stance, the development of pairing based cryptography has been inuenced
by developments in algebraic geometry, number theory, cryptographic proto-
cols, software and hardware implementations ...
In the beginning pairings were introduced in elliptic curve cryptography
for destructive methods, such as the MOV reduction [15]. With the help of
the Weil pairing, Menezes, Okamoto and Vanstone showed a way to reduce
the discrete logarithm problem (DLP) on supersingular elliptic curves to the
DLP of an extension of the underlying nite eld. Later on Frey, Muller
and Ruck extended this attack to more general elliptic curves with the Tate
pairing [6]. After all Boneh and Franklin use the Weil and Tate pairing as a
constructive tool, they propose an IBE scheme [4].
Today, the necessity for secure messaging is ubiquitous. In the commercial
sector, numerous privacy regulations dictate that sensitive information must
be protected from compromise. For governments, critical communications
must be secured. In practice, securing messaging such as email requires
a combination of authentication (for save the recipient and sender identity),
encryption (prevention against eavesdropping) and nally signing (to prevent
tampering with message contents).
IBE was proposed as a mechanism for secure communication. In the
last years it has been successfully implemented in the private sector and
also governments. With IBE, identities, such as email addresses are used as
encryption keys. Any user can communicate with any other user by using
the recipient's email address as the encryption, or public key. Decryption, or
private keys are generated by an IBE Key Server from a server master secret.
These keys can be regenerated at any time, this decryption keys don't need
be stored. These basic properties allow for a secure messaging environment
where users don't require certicates, and users don't need know nothing
about their email addresses. This design immediately eliminates both the
problems of pre-enrollment, as well as certicate revocation checking.
IBE can also be deployed in with PKI (Public Key Infrastructure), even
in environments where PKI has been successfully employed, IBE can provide
signicant value. PKI relies on certicates, to authenticate users to each
other and facilitate the encrypting and signing of secure communications.
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The PKI works quite well in controlled or static systems, but as organizations
attempt to hardness PKI for use beyond the rewall, some problems emerge.
Maintaining this infrastructure, specically the management of certicate
status. In addition, this heavyweight infrastructure, has made it very com-
plex to add new users to the environment when you need arises. While there
has been some success, with using PKI for user authentication, an additional
approach is needed to bring the value of secure messaging to a broader set
of users across the Internet.
By combining PKI with IBE, organizations can leverage their investment
in PKI for strong authentication, reduce the burdens of certicate manage-
ment. Therefore PKI with IBE can extend secure communication to all users,
even those without certicates. It is also important to say that all existing
implementations of pairing-based cryptosystems are built with elliptic curves
or hyperelliptic curves.
Structure of the project
The thesis is organized as follows: Firstly we will start with the introduction
of the project. In the second chapter we will give an overview over the
mathematics that we will need along the project. There, we will summarize
denitions and results for nite elds, extension elds, elliptic curves, point
addition on curves, divisors and the necessary theory behind the Tate and
Weil pairing.
In the next chapter we will give the description of the Miller's algorithm,
which will be used for the evaluation of the Weil and Tate pairing. We also
speak about a way to optimize the Tate pairing, so we can reduce the number
of computations during Miller's algorithm, especially during the evaluation
of the line equations.
In the chapter 4, we will speak about Identity Based Encryption (IBE),
this part of the project contains an IBE scheme called BasicIdent, security
considerations for this scheme and implementation details. The following
chapter we will speak about certicates, more concretely about X.509 [46],
after Public Key Infrastructure (PKI), also how revocation is working with
CRL [49], DeltaCRL, OCSP [47] and SCVP [42]. At the end of the chapter
we will comment the advantages of using Identity-Based encryption with PKI
instead of IBE alone.
The chapter 6 will be about implementation. Firstly we will speak about
the software and hardware used, below we will give implementation details of
Miller Algorithm. And the last chapter will be about conclusions and future
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work, for instance possible speed optimizations for the computation of the
Weil and Tate pairing.
Finally we have three appendixes, in the rst one we will explain how we
can derive the line equations. Later on, in the second one we have a example
computation of the Tate pairing, and nally the appendix C is about how to




In this chapter we present mathematical theory which we need to understand
and implement Weil and Tate pairing. The following section deals with nite
elds and extension elds, and in the second part, we will speak about elliptic
curves. In this chapter we introduce divisor theory, which we use extensively
in the third section where we describe the Weil and Tate pairing and the
respective properties of the pairings.
2.1 Finite elds
First of all, we will give a denition of a group, ring and eld.
Denition 1 Let G be a non-empty set and ∗ a binary operation on G. We
say (G, ∗) is a group, if the following three properties hold:
• The operation ∗ is associative: ∀a, b, c ∈ G, a ∗ (b ∗ c) = (a ∗ b) ∗ c.
• G has an identity (or unity) e ∈ G, such that ∀a ∈ G, a ∗ e = e ∗ a = a.
• For each g ∈ G there is an inverse element g−1 ∈ G such that g ∗ g−1 =
g−1 ∗ g = e.
We can say the group is commutative or abelian if:
∀a, b ∈ G, a ∗ b = b ∗ a.
A group is called nite if it contains nitely many elements. The number of
elements in a nite group will be the order and is denoted by |G| or #G.
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We say that an element g ∈ G has order n if gn = g ∗ . . . ∗ g = e, with n
the smallest integer with this condition, where ` is the multiplicative identity
element of G
Denition 2 A ring is a triple (R,+, ·), where + and · are two binary op-
erations dened over R and they have the following properties:
• R is an abelian group with respect to +.
• The operation · is associative.
• The distributive law holds:
∀a, b, c ∈ R, a · (b+ c) = a · b+ a · c and (b+ c) · a = b · a+ c · a.
A ring (R,+, ·) which has an identity element with respect to. Is called
unitary ring. Consequently, a ∈ R is called invertible element (or unit) if
there is an element b in R such that a · b = b · a = 1.
Denition 3 A eld (F,+, ·) is a ring with identity where all elements g ∈
F, g 6= 0 are invertible.
.
Finite elds
It is said that a eld F is nite if it has a nite number of elements. The
order of eld F, |F| is the number of elements that the eld has and always
takes the form q = pk, where p is a prime number (characteristic of the eld)
and k is a natural number bigger or equal than 1. If k = 1, then is denoted
as Fp or Zp. If k > 1 it is dened as the quotient of polynomial ring Fp[x]






The elements of this quotient are the polynomials with the degree smaller
than k with coecients in Fp. For the case of F2k , one obtains dierent
representations of the eld elements as bitstrings for each choice of irreducible
binary polynomial f(x) of degree k.
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2.2 Elliptic Curves
In this section, we will review basic facts about elliptic curves, as far as we
will use them in this project. The elliptic curves have been studied for many
years, and they have a set of useful properties to implement some of the best
known algorithms. Their algebraic and geometric structure is complex, and
the implementation of their operation group is ecient.
The rst proposals to use them in cryptography were made by Victor
Miller [17] and Neal Koblitz [10] in 1985. The main argument was that
elliptic curves have a nite group structure and this property is so good for
apply on public key cryptography. Although in elliptic curves the keys are
shorter than other techniques but they have the same level of security. More
information, could be found [14].
2.2.1 Overview of Elliptic Curves
Denition 4 An elliptic curve over eld F is the set of solutions in the
projective plane P2(F) of a homogeneous Weierstraÿ equation of the form
E/F : Y 2Z + a1XY Z + a3Y Z2 = X3 + a2X2Z + a4XZ2 + a6Z3
with ai ∈ F, i = 1, . . . , 6.
This equation is also known as the long Weierstraÿ form. In this project
we will use the ane representation of the Weierstraÿ form, where we change
x = X/Z and y = Y/Z:
E/F : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
There is a short Weierstraÿ form as well. For char(F) 6= 2, 3, this form is:
E/F : y2 = x3 + ax+ b.
Elliptic curves used in cryptography based on the Discrete Logarithm
Problem (DLP) are typically dened over two types of nite elds: elds of
odd characteristic Fp, where p > 3 is a large prime number, and elds of
characteristic two F2m where m is a large integer.
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2.2.2 Points on Elliptic Curves
Let Fq be a nite eld with q = pk and p > 3. Unless otherwise specied we
shall always dene curves over a eld Fq of characteristic greater than three.
Elliptic curves can be implemented over elds of characteristic 2 and 3 and
concerning its usual operation they have many optimizations, but suer from
specialized discrete logarithm attacks.
Denition 5 The curve has exactly one rational point with Z = 0 which is
(0 : 1 : 0). It will be called the point at innity and we write it as O.
Denition 6 The number of rational points on an elliptic curve over Fq is
nite and denoted by #E(Fq).
Theorem 1 (Hasse) Let E/Fq be an elliptic curve. If t = q + 1−#E(Fq),
then |t| ≤ 4√q.
Thus the number of points of an elliptic curve over a given nite eld is of
the same order as the size of the eld. The quantity t is called the trace of
the Frobenius endomorphism of E.
Theorem 2 (Waterhouse) If m ∈ [q + 1 − 2√q, q + 1 + 2√q], then there
exists an elliptic curve E/Fq, such that
#E(Fq) = m,
except a small set of cases. More precisely when p divides t = q + 1−m.
Theorem 3 (Weil) Let E/Fq be an elliptic curve and let t be the trace of
its Frobenius endomorphism. If the characteristic polynomial x2 − tx + q is
expressed as (x− α)(x− β), then
#E(Fqr) = qr + 1− (αr + βr).
But the last theorem is more practical in the following form. Let t0 = 2, t1 =
q + 1−#E(Fq). If we dene tn recursively by [1]
tn = t1tn−1 − qtn−2,
then #E(Frq) = qr + 1− tr.
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For instance, if we consider the following curve E over F19:
y2 = x3 + x+ 6,
there are 18 points, that is,
E(F19) = {(0, 5), (4, 6), (2, 4), (3, 6), (14, 3), (12, 13),
(18, 2), (10, 3), (6, 0), (10, 16), (18, 17), (12, 6),
(14, 16), (3, 13), (2, 15), (4, 13), (0, 14),O}
Thus the trace of Frobenius t = 2. Over F192 we will have:
#E(F192) = 192 + 1− t2,
where t2 = 2 · 2− 19 · 2 = −34 , then #E(F192) = 396.
Denition 7 An elliptic curve E/Fq is called supersingular if the character-
istic p of Fq divides the trace t of the Frobenius endomorphism of E/Fq. If
q = p, supersingular curves over Fp are those that t = 0, that is #E(Fp) =
p+ 1
2.2.3 Coordinate Systems
There are dierent ways to show the coordinates for represent a point on an
elliptic curve. The more important are two: projective and ane representa-
tion. The representations of the rst one is (X : Y : Z), and the second one
is (x, y). To convert between these two representation whether Z 6= 0, we
can change the coordinates like that: x = X/Z and y = Y/Z. Although in
this project we will also use Jacobian and Chudnovsky Jacobian coordinates
[33].
The representation of Jacobian coordinates is so similar to projective co-
ordinates. They are represented as projective coordinates by three parame-
ters (X, Y, Z). But, unlike projective coordinates, for change a point from the
ane to Jacobian representation we need to change x = X/Z2 and y = Y/Z3.
Besides (X, Y, Z) is the same point as (X ′, Y ′, Z ′) where X ′ = r2X, Y ′ = r3Y
and Z ′ = rZ, being r ∈ F∗p. Chudnovsky Jacobian coordinates are basically
Jacobian coordinates (that means that we will use the same formula to con-
vert them to an ane representation), but the dierence is that we have four
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coordinates X, Y , Z2 instead of Z and fourth is Z3. The representation will
be the follow one: (X, Y, Z2, Z3). Each representation has its advantages
and disadvantages. For instance, ane coordinates require less multiplica-
tions than projective coordinates. However we have to do a division every
addition and doubling. In practice the Jacobian representations are more
used, because they are faster for computing doubling points, and that thing
could be interesting for calculating dierent kinds of pairings.
2.2.4 Elliptic Curves Group Law
The set of points of an elliptic curve over a nite eld Fq together with the
point O at innity as a neutral element form an abelian group with the point
addition. Now we will describe how works the law addition. Consider the
elliptic curve:
E/Fq : y2 = x3 + ax+ b. (2.1)
Now, we dene a group law on E(Fq), the set of points of an elliptic curve
over a nite eld with the point at innity O as a neutral element. With
this point addition, E(Fq) has an algebraic structure of abelian group.
Geometrically, we can describe the addition as follows: Let P,Q ∈ E(Fq),
Q 6= ±P and P,Q 6= O. Then draw a line l1 through the points P and Q.
This line will intersect the curve E/Fq at exactly one more point R′. Draw
a line l2 parallel to the y axis through R
′. The line l2 will intersect the curve
at exactly one more point R = P +Q, the result of the addition. See gure
(2.1) for a graphical explanation.
As we have excluded Q = ±P and Q = O from the addition so far, there
are three special cases.
• Let Q = P . Here, the line l1 through P and Q is not unique anymore.
Instead, we choose the line l1 as the tangent on the curve through the
point P .
• Let Q = −P . Here, the line l1 does not intersect the curve anymore.
We call the resulting point R the point at innity O.
• If Q = O, then we have P +O = P , since O is the neutral element.
The inverse of a point P = (x, y) is the point mirrored at the x axis.
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Figure 2.1: Addition on a curve, with Q 6= ±P
For m ∈ Z, P ∈ E(Fq), we denote
[m]P = P + ...+ P, m terms, for m > 0,
[0]P = O,
[m]P = [−m](−P ) for m < 0.
We still use the elliptic curve
E/Fq : y2 = x3 + ax+ b.
We can also give explicit formulas for the addition on this curve. Firstly,
for ane coordinates: Let P1 = (x1, y1), P2 = (x2, y2), P1, P2 6= O. When












−x31 + ax1 + 2b
2y1
,
then P3 = (x3, y3) = P1 + P2 is given by
11
x3 = λ
2 − x1 − x2, y3 = λ(x1 − x3)− y1.
The equation for the line through P1 and P2, or the tangent to E/Fq at P1
if P1 = P2, is given by
l1 : y − λx− v = 0.
For Jacobian coordinates, we recall that setting x = X = Z2, y = Y/Z3
will lead us from the ane representation to the Jacobian representation, so
the curve 2.1 in Jacobian coordinates is
E/Fq : Y 2 = X3 + aXZ4 + bZ6.
We have P = (X1, Y1, Z1), Q = (X2, Y2, Z2) and want to compute P3 =
P +Q = (X3, Y3, Z3). When P 6= ±Q, the point P3 is given by:
X3 = −(X2Z21 −X1Z22)3 − 2X1Z22(X2Z21 −X1Z22)2 + (Y2Z31 − Y1Z32)2,




For the doubling, if P = Q, the point will P3 = [2]P1 = (X4, Y4, Z4) is
given by
X4 = −8X1Y 21 + (3X21 + aZ41)2,
Y4 = −8Y 41 + (3X21 + aZ41)(4X1Y 21 + 8X1Y 21 − (3X21 + aZ41)2),
Z4 = 2Y1Z1.
TADD
TADD is an algorithm which we will use for computing the addition of two
dierent points given in Jacobian coordinates on an elliptic curve. Our goal
is to nd the lines which are used during this addition and evaluate them
at certain points. Firstly, we will need the points P,Q on the elliptic curve
described before. While the line (we will call ladd1 ) is the line through P and
Q (if P = Q then ladd1 is taken to be the tangent to the curve E/Fq at P , if
one of P or Q is O then the line is a "vertical line" through the ane point).
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Then the line intersects the cubic curve E/Fq at one further point, say R′.
Now let a second line (we will call ladd2 ) be the line between R
′ and O (which
is a "vertical line" when R′ is not equal to O). Then ladd2 intersects E/Fq at
a third point R′′, which is dened to be the sum of P and Q.
Using the Jacobian coordinates system like P = (X1, Y1, Z1) and Q =
(X2, Y2, Z2) and P + Q = (X3, Y3, Z3), then the equations for the lines are
the follows:





The TDBL is just an algorithm which will be used for computing the doubling
of a point P = (X1, Y1, Z1) on an elliptic curve, being P + P = (X4, Y4, Z4).
Our goal is to nd the lines which are used during this doubling and evaluate
them at certain points, called ldbl1 and l
dbl
2 .
The rst line is the tangent to curve at P . The equation of the lines are:
ldlb1 : (Z4Z
2




For check the explicit derivation of the TADD and TDBL line equations
from the ane line equations you can see appendix A. Also we will use them
later in the Miller Algorithm.
Discrete Logarithm Problem
When we have a cyclic nite group G, so we can introduce the Discrete
Logarithm Problem (DLP) on G.
Let Fp be a nite eld and g ∈ F∗p be a generator of the multiplication
group F∗p. Then, for every a ∈ Fp there exists an integer x such that a = gx.
The smallest x satisfying this equation is called the discrete logarithm of a
in base g. The (DLP) is to nd, given a generator g of F∗p and an element
a ∈ F∗p, the discrete logarithm x of in a base g, that is, to nd x such that
a = gx
Let E(Fp) be the set of points of an elliptic curve E/Fq with order
#E(Fp) = h · q where q is a large prime. Given a point P , which is a gen-
erator of the cyclic subgroup of E(Fp) of order q, and Q a point of < P >,
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the integer k such that Q = [k]P is called the discrete logarithm of Q in
base P . The discrete logarithm problem on an elliptic curve (ECDLP), is to
nd, given a generator P of a cyclic subgroup of E(Fp) and Q ∈< P >, the
integer k such that Q = [k]P .
We have not yet shown any benets to using elliptic curves instead of
nite elds. On the contrary, the group operation, hashing, and random
element generation are considerably more expensive for the same eld. Their
strength derives from the fact that no ecient algorithm for solving the
ECDLP for general elliptic curves that outperforms generic methods has
ever been discovered. The best generic methods are based on the birthday
paradox [23], like Rho de Pollard [2], and have O(
√
n) expected running
time, where n is the group order. A group order around 160 bits in length
is sucient to defeat such attacks. In contrast, subexponential algorithms
for nite elds for solving the DLP mean that one must use at least 1024-bit
nite elds for security. Hence one may work with elds over six times smaller
in length if elliptic curves are used. The increase in speed in the underlying
eld arithmetic easily compensates for the more complex group operations.
Thus choosing elliptic curves instead of nite elds guarantee more security
in both space and time. The most important attribute of elliptic curves for
our purposes is that without them, we cannot construct a cryptographically
useful bilinear map. That elliptic curves happen to be more ecient than
nite elds is a great coincidence and makes pairings even more attractive.
2.2.5 Torsion points
Let E be an elliptic curve dened over a nite eld Fq, being q a power of
prime p. Let m = #E(Fq), suppose P ∈ E(Fq) satises nP = O, so that P
has order n or a factor of n. We call P an n-torsion point. We denote the set
of n-torsion points in E(Fq) by E(Fq)[n]. For the curves we should consider,
n and p are always coprime, thus n is also coprime to p. The case when
n is not coprime to p leads to the anomalous attack, which breaks discrete
logarithm problem in linear time.
It can be proved that for some integer k ≥ 1, E(Fqk)[n] contains exactly
n2 points and is the direct product of two cyclic groups of order n, that is,
isomorphic to Zn × Zn. Furthermore, for all k′ ≥ k we have E(Fqk)[n] =
E(Fqk′ )[n]. In general lines, there are no other n-torsion points beyond the
rst n2 points found, no matter how many times we extend the eld. We
dene E[n] = E(Fqk)[n], the set of n-torsion points of E, then the above
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isomorphism may be written like:
E[n] ∼= Zn × Zn.
When n = 2 this is easy to see: a point has order 2 if and only if it has
a zero y-coordinate. Since E/Fq is nonsingular, x3 + ax+ b = 0 has at most
three distinct solutions, thus we can always nd some eld Fqk where E has
three points of order 2. Since the line through any two of the 2-torsion points
is simply the line y = 0, which certainly intersects E at the other point of
order 2, we have E[2] ∼= Z2 × Z2. The proof is much less trivial for general
n.
2.3 The Weil and Tate Pairing
Now, with the concepts that we introduced before we can dene the Weil
and Tate Pairing. They take `-torsion points as input, and in the case of the
Weil pairing, both inputs are `-torsion points. Pairings can be dened using
rational functions. They output will be an element of a nite eld that is an
`-th root of unity.
2.3.1 Divisors
Let P = (a, b) be a point, not of order 2 of an elliptic curve E/Fq. Consider
the rational function
g(X, Y ) = (X − a)kforsomek > 0.
Then notice g(P ) = 0. We say g has a zero at P of multiplicity k. However,
if
g(X, Y ) = 1/(X − a)k
for some k > 0, we say g has a pole at P of multiplicity k.
We can generalize this to all functions, so for instance, if a function can
be written in the form (X − a)kh(X, Y ) where h(a, b) 6= 0,∞, then we have
a pole of order −k if k < 0, or a zero of order k if k > 0.
Given an arbitrary function g(X, Y ), it may not be immediately obvious
where the zeroes and poles are. Fortunately, there exists an ecient algo-
rithm to put any given g(X, Y ) into the form (X−a)kh(X, Y ) with h(P ) 6= 0,
∞, provided P is not a point of order 2.
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It turns out this denition can be extended to points of order 2, and
also the point O (when we homogenize the functions and work over the
projective plane). Moreover, every rational function has as many poles as
zeroes counting multiplicities, because of the way we extend the denition to
the point at innity.
Divisors are a device for keeping track of poles and zeroes of a rational
function. For instance, suppose a function g has a zero at a point P of order
3, and a pole at another point Q of order 2, and a pole at O of order 1. Then
using divisors, we can say all this concisely as follows:
div g = (g) = 3(P )− 2(Q)− (O).
We can dene these concepts more precisely. The group of divisors is the
free abelian group generated by the points of an elliptic curve E/Fq over a










The subgroup of Div(E) consisting of all divisors of degree zero is denoted
Div0(E). Let g be a nonzero rational function, then:




where ordP (g) is the multiplicity of P as zero or pole of g (and is negative
if P is a pole of g). Such a divisor is called principal, that is, a divisor
is a principal divisor if it represents the zeroes and poles of some rational
function. The group of principal divisors is denoted Prin(E).
Since every rational function has as many zeroes as poles, we see that
Prin(E) is a subgroup of Div0(E).
Example
Suppose P = (a, b) is a nite point. Let g(X, Y ) = X − a. Then we have
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(g) = (P ) + (−P )− 2(O).
When P has order 2, then P = −P so this could be written as
(g) = 2(P )− 2(O).
Consider a line g(X, Y ) = Y − (mX + b) that is not vertical. It intersects
the curve at three nite points P,Q,R. Then
(g) = (P ) + (Q) + (R)− 3(O).
Equivalent Divisors
An equivalence relation can be dened on the group of divisors as follows.
We say that two divisors D1, D2 are linearly equivalent (written as D1 ∼ D2)
if D1 −D2 ∈ Prin(E).
In other words, there exists a rational function whose zeroes and poles
are exactly the dierence between the D1 and D2.
2.3.2 Weil Pairing
The Weil pairing is a bilinear map that takes pairs of elements from E[n]
and outputs an n-th root of unity in Fq, where q is a power of a prime p.
We dene the Weil pairing and show how to eciently compute it using
an algorithm due to Miller. To be concrete we present the algorithm as it
applies to supersingular elliptic curves dened over a prime eld Fp with
p > 3. We state a few elementary fact about such curves:
• A supersingular curve E/Fp (with p > 3) contains p + 1 points on Fp.
The group of points over Fp forms a cyclic group of order p + 1. Let
P ∈ E(Fp) be a point of order n, then n divides p+ 1.
• The group of points E(Fp2) contains a point Q of order n which is
linearly independent of the points in E(Fp). Hence, E(Fp2) contains
a subgroup which is isomorphic to the group Zn × Zn. The group is
generated by P ∈ E(Fp) and Q ∈ E(Fp2). We denote this group by
E[n].
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Now we will dene the Weil pairing of two points P,Q ∈ E[n]. Let AP
be some divisor equivalent to the divisor (P )− (O). We know that nAP is a
principal divisor (it is equivalent to n(P )− n(O) which is clearly a principal
divisor). Hence, there exists a rational function fP such that (fP ) = nAP .
DeneAQ and fQ analogously, then theWeil pairing can be dened as follows:
en : E[n]× E[n] −→ F∗q
en(P,Q) 7→ fP (AQ)fQ(AP )
This ratio denes the Weil pairing of P and Q whenever it is well dened
(no division by zero occurred). If this ratio is undened we use dierent
divisors AP ,AQ to dene en(P,Q).
We briey show that the Weil pairing is well dened. That is, the value
of en(P,Q) is independent of the choice of the divisor AP as long as AP is
equivalent to (P )−(O) and AP leads to a well dened value. The same holds
for AQ. Let ÂP be a divisor equivalent to AP and let f̂P be a function so






















The last equality from the following fact is known as Weil reciprocity: for
two functions f, g we have that f(g) = g(f). Hence, the Weil pairing is well
dened. The Weil pairing has the following properties for points in E[n]:
• For all P ∈ E[n] we have: en(P, P ) = 1.
• Bilinear:
en(P1 + P2, Q) = en(P1, Q) · en(P2, Q),
en(P,Q1 +Q2) = en(P,Q1) · en(P,Q2).
• If P,Q ∈ E[n] are collinear then en(P,Q) = 1. Similarly, en(P,Q) =
en(Q,P )
−1.
• For all P,Q ∈ E[n] we have en(P,Q)n = 1.
• Non-degenerate in the following sense: if P ∈ E[n] satises en(P,Q) =
1 for all Q ∈ E[n] then P = O.
18
2.3.3 Tate Pairing
In next section we will speak about Tate pairing, which was introduced by
Frey and Rück [6] in their extension of the work of Menezes, Okamoto and
Vanstone [15].
Let E be an elliptic curve over a nite eld Fq, where q is a power of prime
p. Let ` be a positive integer which is coprime to p. In most applications `
is a prime and `|#E(Fq). Let k be a positive integer such that the eld Fqk
contains the `-th roots of unity. In fact, we consider an integer k such that
`|(qk − 1) and ` - (qk − 1) for 0 < s < k.
Such an integer is called MOV degree.
Denition 8 The Tate pairing of P and Q is dened as follows:




t`(P,Q) 7→ fP (AQ)
The quotient group on the right hand side of the dedition of Tate pairing,
can be thought of as the set of equivalence classes of F∗
qk
under the equivalence
relation a ≡ b if and only if there exists c ∈ F∗
qk
such that a = bc`. We call
this relation: equivalence modulo `-th powers.
The Tate pairing satises the following properties:
• Bilinearity:
t`(P1 + P2, Q) = t`(P1, Q)t`(P2, Q),
t`(P,Q1 +Q2) = t`(P,Q1)t`(P,Q2).
So for any a ∈ Z we have:
t`(aP,Q) = t`(P, aQ) = t`(P,Q)
a.
• Non-degenerate: if P ∈ E[`] satises t`(P,Q) = 1 for all Q ∈ E[`] then
P = O.
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• Compatibility: Let ` = h`′. If P ∈ E(Fp)[`] and Q ∈ E(Fqk)[`′], then
t`′(hP,Q) = t`(P,Q)
h.
We emphasize that the Tate pairing is only dened as a multiple by an
`th power in F∗
qk
. For most applications in cryptography a unique value is
required, and so it is necessary to exponentiate the value of the Tate pairing
to the power (qk − 1)/` (this is called nal exponentiation, since raising to
this power eliminates all multiples of order `).
Furthermore, notice that given an E/Fp a supersingular elliptic curve
with #E(Fp) = p+ 1. The value p− 1 is a factor of (pk − 1)/` for any factor
` of n with MOV degree k.
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Chapter 3
Computation of the Weil/Tate
Pairing
In this chapter we will see how we can compute the Weil and Tate Pairing,
the computation of these pairings is not an easy process. In the beginning
the best algorithm to do them was exponential in the size of the input, until
Miller suggested an algorithm for this computation which is linear in the size
of the input [16].
These kind of pairings have recently been used to construct cryptosys-
tems, such as the identity-based key exchange, the short signature scheme
of Boneh, Lynn and Shacham [4], signature schemes of Sakai, Ohgishi and
Kasaha [19], the identity-based encryption schemes of Boneh and Franklin
[3] among others. In practice, as we have observed in [4] the Tate pairing is
more ecient for the computation; this is the main reason because it is more
used than Weil.
In the rst section of this chapter we will explain how the Miller's algo-
rithm works, and in the second part we will discuss the security aspects or
enhancements of the Weil and Tate pairing.
In 1986 Victor Miller [16] described his algorithm for evaluating the Weil
pairing on an algebraic curve. It is used to attack certain elliptic curve cryp-
tosystems, but the paper has never been published. Even though, it has be-
come the basis of many works in cryptography and it has also become the core
of several new recently cryptosystems, such as Menezes-Okamoto-Vanstone
(MOV) (1993) [15], Mitsunari-Sakai-Kasahara (1999) [43], Boneh-Franklin
(2001)[4], Joux-Nguyen (2001) [9] and other many people after 2002. Some
of them, only work on specic types of elliptic curves like on supersingular
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curves or hyperelliptic curves.
3.1 Miller's Algorithm
In this part of the chapter, we will study Miller's algorithm. It is the usual
"double and add" algorithm for elliptic curve point multiplication combined
with an evaluation of certain intermediate functions, which are the straight
lines used in the addition process. Thus, we will use it for calculate the Weil
and Tate Pairings. The input of the Miller algorithm is a pair (P,Q), such
that:
P ∈ E(Fp)[`] and Q ∈ E(Fpk)[`],
where p is prime, ` is coprime to p, k is a positive integer with
` | (pk − 1) and ` - (ps − 1), 0 < s < k.
Normally we choose ` as a prime divisor of #E(Fp). The output of the
algorithm is the value f = fP (AQ) ∈ Fpk . We should choose a random point
S ∈ E(Fpk) and later on we will compute Q′ = Q+ S ∈ E(Fpk).
The algorithm works as follows: While ` > 1 do
• Calculate the equations of the straight lines l1 and l2 arising in the
doubling of T , which is denoted by TDBL, which we spoke before in
the section 2.2.4. Set T = [2]T and







• If the ith bit of ` is one then: Calculate the equations of straight lines l1
and l2 arising in and addition of T and P , which is denoted by TADD,
which we spoke before in the section 2.2.4. Set T = T + P and set:










Algorithm 1 Basic outline for Miller's algorithm





Output: The element fP (AQ) ∈ Fpk .
for i := m− 1, ..., 1, 0 do
compute TDBL






We will give the complete algorithm, the previous algorithm plus the algo-
rithm for adding and doubling. To make it work, we need at least 3 points:




The output will be as in previous algorithm: a value f which has also to be
raised to the power of (pk−1)/` to get a unique value (nal exponentiation).
Algorithm 2 Miller's algorithm





Output: The element fP (Q+ S)/fP (S) ∈(Fpk).
set Q′ := Q+ S, T := P, f := 1
for i := m− 1, ..., 1, 0 do
compute T := [2]T and the lines l1, l2 from the doubling 2[T] as





if bi = 1 then









Lastly, in order to check that the algorithm works correctly, note that at
each iteration of the algorithm, the point T is the result of the point addition
[k]P , where k is composed from the top i bits of the binary representation
of `. For more on Miller's algorithm can be found in [16].
In the appendix B we will nd an example computation of Miller's algo-
rithm for the Tate pairing step by step.
3.1.2 Security Aspects for Cryptographic Applications
In this subsection we will consider the security aspects for cryptographic
applications using the Weil/Tate pairing. First of all, the most important
aspect for guaranteeing security is the discrete logarithm problem (DLP),
which was introduced in the section 2.2.4.
We can use Menezes-Okamoto-Vanstone (MOV) [15] as to reduce the dis-
crete logarithm problem on elliptic curve to a discrete logarithm problem
on a nite eld. It is an algorithm for attacking elliptic curve cryptosys-
tems, which is completed in subexponential time for supersingular elliptic
curves. There are two problems to solve, from an algorithmic point of view,
in applying the MOV reduction to general elliptic curves: the problem of ex-
plicitly determining the minimum extension degree k such that of eciently
nding a `-torsion point needed to evaluate the Weil pairing, where ` is the
order of a cyclic group of the elliptic curve DLP. We can nd an answer to
the rst problem in a paper by Balasubramanian and Koblitz [1]. However,
the second problem is important as well, since the reduction might require
exponential time even for small k.
Thus, in order to check the reduction the DLP on elliptic curves to a DLP
on a nite eld across MOV, we rst need to look into the ECDLP, Q = [`]P
as described above. Notice we denoted the t`(P,Q) the Tate pairing of P
and Q, in particular we consider g = t`(P, P ). Then h = t`([`]P, P ) =
t`(P, P )
` = g` because of the bilinearity. Thus we have the DLP in Fpk :
h = g`. On top of that, as a result of the MOV reduction we should choose
our groups carefully, otherwise the DLP and the ECDLP will be easy to
solve. For the DLP, the eld size pk needs to be at least 1024 bits, to avoid
attacks with advanced Discrete Logarithm solving techniques, like Pohlig-
Hellman [32] or Index Calculus [28]. Although it should not be too sizable
to avoid costly computations in large extension elds. For the ECDLP, the
best known attack is parallelizable Pollard ρ [2], with an expected running
time of 0, 88
√
pk. To avoid this attack, the minimum size of ` has to be at
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least 160 bits.
For more information about the possible sizes of the p, pk, ` and also
algorithms for solving DLP can be found [13].
3.2 Improvements of Miller's Algorithm
We could nd several enhancements to Miller's algorithm. But the problem
is that most of them we cannot be applied to small subsets of elliptic curves,
like supersingular curves or hyperelliptic curves.
3.2.1 Group Selection
Normally, when we use the Miller's algorithm to compute dierent kind of
pairings with P ∈ E(Fp) and Q ∈ E(Fpk), we can see that the lines which we
use for computing the intermediate results are on the eld Fpk . The extension
eld Fpk is just used for computing f . The operations in Fp are faster than
in Fpk . So, if we choose the random point S ∈ E(Fp) instead of E(Fpk) we
will reduce the number of operations in Fpk .
As we have seen before, the size of ` in the subgroup of `-torsion has to be
at least 160 bits for avoid the attacks of elliptic curve DLP. But if we choose
a big ` we will have some computation problems, so it will be so slowly.
3.2.2 Elimination of factors
In the Tate pairing we need to compute α(p
k−1)/` with α ∈ Fpk , for instance
if we use the point S ∈ E(Fp) instead of S ∈ E(Fpk) we have twice terms
where α(p








= 1 for α ∈ Fp.
This means that if we want, we can eliminate all the factors where the
base is in Fp and the exponent has a factor p− 1.
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3.2.3 Remarks
The Weil pairing introduced in section 2.3.2 requires Miller's algorithm to be
run twice, once for fP (Q+S)/fP (S) and another for fQ(P+R)/fQ(R). In the
computation of fP (AQ) every line equation has coecients lying in Fp(AP ),
hence to compute the equations of the lines, tangents and verticals, of fQ
we had to perform arithmetic in the large eld Fpk . But the Tate pairing
just needs to use one time the Miller's algorithm, even though it requires a
nal exponentiation. Like the computation of fP (AQ) in the Weil pairing, to
determine the equations of the lines, tangents and verticals, during Miller's
algorithm only requires arithmetic in the base eld Fp.
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Chapter 4
Identity Based Encryption (IBE)
Identity Based Encryption (IBE) is a key authentication system in which the
public key of a user is some unique information about the identity of the user
(e.g. a user's email address). It's also an example for the use of Tate and
Weil pairings in cryptography.
The rst identity-based cryptosystem was a signature scheme developed
by Adi Shamir proposed in [20]. His original motivation for it was to simplify
certicate management in e-mail systems. In the picture 4.1 illustrates how
Alice would send a secure email to Bob using IBE:
Figure 4.1: Identity Based Encryption (IBE).
• Step 1: When Alice sends mail to Bob at bob@company.com she sim-
ply encrypts her message using the public key string bob@company.com.
There is no need for Alice to obtain Bob's public key certicate.
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• Step 2: When Bob receives the encrypted mail he contacts a third
party, private Key Generator (PKG). This third party contacts a di-
rectory or other external authentication source to authenticate Bob's
identity and establish any other policy elements.
• Step 3: After authenticating Bob, the PKG returns his private key,
which allows allows Bob decrypt the message. This private key can be
used to decrypt all future messages received by Bob. He can then read
his e-mail.
The fundamental idea behind IBE is that we don't need a certied public
key for sending an encrypted message. Note that unlike the existing secure
e-mail infrastructure, Alice can send encrypted mail to Bob even if Bob has
not yet setup his public key certicate. Also, note that key escrow is inherent
in identity-based e-mail systems: the PKG knows Bob's private key. There
are four algorithms in such a scheme:
• Setup: Takes a security parameter k and returns params (IBE sys-
tem parameters) and master-key. The system parameters include a
description of a nite message space M, and a description of a nite ci-
phertext space C. Intuitively, the params will be publicly known, while
the master-key will be known only to the Private Key Generator.
• Extract: Takes as input params, master-key, and an arbitrary ID ∈
{0, 1}∗, and returns a private key d. Here ID is an arbitrary string
that will be used as a public key, and d is the corresponding private
decryption key. The Extract algorithm extracts a private key from the
given public key.
• Encrypt: Takes as input params, ID, and M ∈ M. It returns a
ciphertext C ∈ C.
• Decrypt: Takes as input params, C ∈ C, and a private key d. It returns
the plain text M ∈M.
These algorithms must satisfy the standard consistency constraint: when
d is the private key generated by algorithm Extract, and ID is given as the
public key, then:
∀M ∈M : Decrypt(params,C,d) = M
where C = Encrypt(params, ID,M)
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Therefore an IBE scheme is a public-key cryptosystem where any string
is a valid public key. In particular, email addresses and dates can be public
keys. The cryptosystem has chosen ciphertext security in the random model
assuming an elliptic curve variant of the computational Die-Hellman prob-
lem.
So, the IBE email system has some nice properties such as:
• Senders can send mail to recipients who have not yet setup a public
key.
• When sending email there is no need for an online lookup to obtain the
recipient's certicate.
• Senders can send email that can only be read at some specied time in
the future, and the system proactively refreshes the recipient's private
key every short time period.
4.1 Applications for Identity-Based Encryption
We have previously stated that the original motivation for IBE is to help
the deployment of a public key infrastructure (PKI). More generally, it can
simplify systems that manage a large number of public keys. Rather than
storing a big database of public keys the system can either derive these public
keys from usernames, or simply use the integers 1, ..., n as distinct public keys.
Now, we will discuss about several specic applications below.
4.1.1 Revocation of Public Keys
Public key certicates contain a present expiration date. In an IBE system
key expiration can be done by having Alice encrypt e-mail sent to Bob using
the public key:
bob@hotmail.com||current− year.
In doing so Bob can use his private key during the current year only. Once a
year Bob needs to obtain a new private key from the PKG. Hence, we get the
eect of annual private key expiration. Note that unlike the existing PKI,
Alice does not need to obtain a new certicate from Bob every time Bob
refreshes his certicate.
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One could potentially make this approach more granular by encrypting
e-mail for Bob using:
bob@hotmail.com||current− date.
This forces Bob to obtain a new private key every day. This might be feasible
in a corporate PKI where the PKG is maintained by the corporation. With
this approach key revocation is quite simple: when Bob leaves the company
and his key needs to be revoked, the corporate PKG is instructed to stop
issuing private keys for Bob's e-mail address. The interesting property is
that Alice does not need to communicate with any third party to obtain
Bob's daily public key. This approach enables Alice to send messages into
the future: Bob will only be able to decrypt the e-mail on the date specied
by Alice.
4.1.2 Delegation of Decryption Keys
Another application for IBE systems is delegation of decryption capabilities.
We give two example applications: In both applications the user Bob plays
the role of the PKG. Bob runs the setup algorithm to generate his own
IBE system parameters (params) and his own master-key. Here we view
params as Bob's public key. Bob obtains a certicate from a CA (Certicate
Authority) for his public key params. When Alice wishes to send mail to Bob
she rst obtains Bob's public key params from Bob's public key certicate.
Note that Bob is the only one who knows his master-key and hence there is
no key-escrow with this setup.
4.1.3 Delegation to a laptop
Suppose Alice encrypts mail to Bob using the current date as the IBE en-
cryption key (she uses Bob's params as the IBE system parameters). Since
Bob has the master-key he can extract the private key corresponding to this
IBE encryption key and then he decrypts the message. Now, suppose Bob
goes on a trip for several days. Normally, Bob would put his private key on
his laptop. If the laptop is stolen the private key is compromised. When
using the IBE system Bob could simply install on his laptop the several pri-
vate keys corresponding to each day of the trip. If the laptop is stolen, only
the private keys for those seven days are compromised. The master-key is
unharmed.
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4.1.4 Delegation of duties
Suppose Alice encrypts mail to Bob using the subject line as the IBE encryp-
tion key. Bob can decrypt mail using his master-key. Now, suppose Bob has
several assistants each responsible for a dierent task (e.g. one is `purchas-
ing', another is `human-resources' . . .). Bob gives one private key to each of
his assistants corresponding to the assistant's responsibility. Each assistant
can then decrypt messages whose subject line falls within its responsibilities,
but it cannot decrypt messages intended for other assistants. Note that Alice
only obtains a single public key from Bob (params) and she uses that public
key to send mail with any subject line of her choice. The mail can only be
read by the assistant responsible for that subject.
4.2 IBE scheme with Parings
Boneh and Franklin introduced an IBE implementation with bilinear maps,
the name of the scheme is "BasicIndent"[3], normally it uses a Tate Pairing.
4.2.1 Setup
In this part (Setup) we will choose:
• a prime p
• an elliptic curve E/Fp with order n = #E(Fp) and the curve E/Fpk ,
• a prime ` such that `|n and the MOV degree k [15].
The next step will be nd a random number (master key) 0 < x < `,
later a point P ∈ E(Fpk) and nally compute Q = [x]P . All parameters
will be public, less the master key x.
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Finding a point to a given x
Input: An integer x and a curve E/Fp
Output: A point P ∈ E(Fp).
Set y := −1
while y = −1 do
yy := x
3 + ax+ b (mod p)
if yy is a square in Fp then
Set y := yy
else
Set x := x+ 1 (mod p)
end if
end while
return the point P = (x, y, 1)
We don't use this algorithm because this function it's the same than the
function Points on the library MAGMA [41]. So in the next part, the random
p, the elliptic curve E/Fp and all the stu we need will be calculated.
4.2.2 Extract
In this part we will extract the private key SID ∈ E(Fp) for a given ID ∈
{0, 1}∗. First we will use a Random function for nding a x ∈ Fp. Later
on, in order to nd `-torsion points instead of using the Magma function
DivisionPolynomial we will use the following algorithm. As an output of the
algorithm gives a point QID ∈ E(Fp). It acts as a public key for the users.




Transform an arbitrary string to a `-torsion point on Fp
Input: A string s ∈ {0, 1}∗, a curve E/Fp and the
group order #E(Fp) = n = k`
Output: A point QID ∈ E(Fp)[`] corresponding to
the string s or the message "Wrong group order,
no `-torsion point found".
Use a random number to get an integer x̃s ∈ Fp
corresponding to the string s
Set k := n/` (mod p)
Set x := x̃s
Let P be the result from previous algorithm with arguments
x and E(Fp).
Set G := [k]P
while G = O do
Set x to the x coordinate of P
x := x+ 1 (mod p)




if [`]G 6= O then
return "Wrong group order, no l -torsion point found"
else
return QID = G
end if
4.2.3 Encrypt
We want to send a message m to a recipient, which has a public key QID.
To encrypt a message m ∈ Fpk , rst we have to choose a random integer
0 < r < ` and compute:
C1 = [r]P and C2 = m · t`(QID, Q)r
The ciphertext will be < C1, C2 >, where P,Q ∈ E(Fpk) are the public points
of the setup and t`(·, ·) is the Tate Pairing.
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4.2.4 Decrypt
To decrypt a given ciphertext < C1, C2 >, the recipient will compute
m̃ = C2 · t`(SID, C1)−1,
Now we show that m̃ = m the plaintext:
m̃ = C2 · t`(SID, C1)−1
= m · t`(QID, Q)r · t`(SID, C1)−1
= m · t`(QID, [x]P )r · t`([x]QID, [r]P )−1
= m · t`(QID, P )rx · t`(QID, P )−rx = m.
4.3 Security of the IBE Implementation
Security of the system is based on assumption that Bilinear Die-Hellman
problem (BDH) problem is hard. Now we're going to dene this problem.
Denition 9 Let G1, G2 be two groups and t : G1 × G1 → G2 be a non-
degenerate, bilinear map and P ∈ G1 a generator. The BDH problem is
given the points < P, [r]P, [k]P, [x]P >, where r, k, x are random numbers, to
compute t(P, P )rkx ∈ G2.
To decrypt the message we need to calculate t` = (SID, C1). We know that
SID = [x]QID, QID = [k]P , so we have SID = [xk]P and nally C1 = rP .
Now, thanks to bilinear proprieties we have
t` = (SID, C1) = t`(P, P )
rxk
but calculate it is so dicult. Otherwise we could broke the BDH problem
easily.
Finally we should say that the above given version of the IBE (BasicI-
dent), is only secure against a chosen plaintext attack. If we use a chosen
ciphertext surely is not secure. But BasicIdent can be modied for being
secure against chosen ciphertext attacks. The name of the new version is




One of the major roles of the public key systems is to solve the problem
of key distribution. If there is some broadly accepted public-key algorithm,
any participant can send his or her public key to any other participant or
broadcast the key to the community. Although this approach is convenient,
it has a big weakness: anyone can forge such a public announcement. The
rst person who introduced the concept of using a signed data structure or
certicate to convey the public key to relying parties was Kohnfekder in his
1978 bachelor's thesis [11]. Thus, over two decades ago, it was recognized
that a scalable and secure method (from an integrity perspective) would be
required to deliver the public keys to the parties that needed them.
Certicates can be accepted as a way of distributing the public keys be-
cause they are signed digitally by a Trusted Third Party (TTP) called cer-
ticate issuer . This certicates, they can be placed in a repository server
without the need for the repository to make special eorts to protect them.
There are dierent kinds of certicates:
• X.509 ICs (Identity Certicates)[46].
• SPKI (Simple Public Key Infrastructure) certicates[48].
• PGP (Pretty Good Privacy) certicates[55].
• ACs (Attribute Certicates)[50].
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5.1 Public Key Infrastructure (PKI)
The Public Key Infrastructure (PKI) can be dened as [8]:
Denition 10 The Public Key Infrastructure (PKI) is dened to be the set
of hardware, software, people, policies and procedures needed to create, man-
age, store, distribute, and revoke public key certicates based on public key
cryptography.
5.1.1 The basic functionality of a Public Key Infrastruc-
ture
Alice wants to securely communicate with Bob. It's means that Alice does
not want someone else to listen to the conversation, she wants the information
sent to Bob not to be altered on their way to him and nally she would like
a mechanism to prove that she had this conversation. (see gure 5.1)
Figure 5.1: Using certicates in secure transactions.
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• Alice will create a public/private key pair using a public key algorithm.
Then she will create a certicate request, which is the certicate just
before to signing by the Certication Authority. Alice sends her cer-
ticate request to the Registration Authority (RA) for its signature.
• Any action of approval or disapproval takes place at the RA. Then, the
RA sends the request to the CA for policy approval and to be signed.
• The result of the signing the certicate is sent back to Alice through
the RA or it is can also stored on a repository.
• Alice can demonstrate that her public key is trustworthy. Bob wants to
communicate with her, asks for her certicate. Bob wants to verify her
certicate, nds the public key of the CA that signed the Alice's public
key. He needs to do that securely. If they are both on the same CA then
he has it already. If not He should ask his CA to contact the Alice's CA
for its public key. In order to obtain this public key, Bob has to obtain a
certicate for Alice's CA from another CA, whose public key is already
securely obtained. So, CA certicates will be certicates for a CA
issued by another CA, which implies that there is a trust relationship
between the two CAs. This technique can be applied recursively to
obtain an increasing number of CA certicates until the public key of
the CA in question is obtained. In this way, there is a certication
path to the other user involving all the intermediate CAs whose public
keys have to be obtained. There are three main methods for creating
systems with trust relationships between CAs. The rst one is the
hierarchical model, in which there is a tree of CAs with one single root
certication node (see the gure 5.2). The next one is based on cross-
certications, where all CA certications are bilateral. Finally the last
one is the hybrid model, where both hierarchical certications as well
as cross certications. The third model is suitable for creating trust-
relationships between two dierent organizations that do not belong in
the same hierarchy.
• Finally, if Alice and Bob have the authentic public keys of each other
can communicate securely.
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Figure 5.2: Trust-relationships between CAs.
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5.2 Certicate X.509
X.509 are one of the most widely used certicates. It is an ITU-T (ITU
Telecommunication Standardization Sector) standard for PKI in cryptogra-
phy, which amongst many other things, denes specic formats for PKC
(Public Key Certicates) and the algorithm that veries a given certicate
path is valid under a give PKI (called the certication path validation algo-
rithm).
5.2.1 X.509 History
X.509 began in association with the X.500 standard in 1988 (Version 1)
and it assume a hierarchical system of certication authorities for issuing of
certicates, quite contrary to the existing web trust models, such as PGP,
where any one can sign, so everwybody can attest to the validity of other's
private or public key certicates. It is widely deployed and it is the most
generic. In 1993, the next version introduced the concept of subject and
issuer unique identiers to handle the possibility of reuse of subject and/or
issuer names over time. However, most certicate prole documents strongly
recommend that names not be reused. This is the main reason because
the second version of the certicates is not widely used. Version 3 is the
most recent (1996) and it supports the notion of extensions, whereby anyone
can dene additional information and include which will be in a certicate
extension, like network stu and the option to use it in a peer-to-peer.
Their main function is to bind a public-key with an identity. In this case:
An IC states an association between a name called a Distinguished Name
(DN) and the user's public-key. Therefore, the authentication of the certi-
cate can trust each user possessing a unique DN, it uses the X.500 standard
[56] and is intended to be unique across the Internet. The Trusted Third
Party (TTP) that issues the ICs is called the Certication Authority (CA)
and the X.509 standard denes what information can go into a certicate
and its format. All of them have in the signature the following data:
• Version. This eld identies which version of the X.509 standard ap-
plies to this certicate, which aects what information can be specied
in it.
• Serial Number: The entity that created the certicate is responsible for
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assigning it a serial number to distinguish this certicate from other
certicates issued by the entity.
• Signature Algorithm Identier. Identies the asymmetric algorithm
used by the issuer to sign the certicate.
• Issuer Name: The DN of the issuer.
• Validity Period: Each certicate is valid only for a limited amount of
time. It is not valid prior to the activation date (not-valid-before) and
it is not valid beyond the expiration date (not-valid-after).
• Subject Name: The DN of the entity whose public key identies the
certicate.
• Subject Public Key Information: This is the public key of the entity
being named.
5.2.2 Structure of a certicate










- Subject Public Key Info
+Public Key Algorithm
+ Subject Public Key
- Issuer Unique Identier (Optional)
- Subject Unique Identier (Optional)
- Extensions (Optional)
+ ...
* Certicate Signature Algorithm
* Certicate Signature
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Issuer and subject unique identiers were introduced in Version 2, Exten-
sions in Version 3.
Now we will show an example of an X.509 certicate. First we have a
decode (generated with openssl). It was issued (signed) by Thawte (since
acquired by Verisign), as stated in its Issuer eld. Its subject contains a lot
of personal information, but the most important part is the common name
(CN) of www.freesoft.org - this is the part that must match the host being
authenticated. Next comes an RSA public key (modulus public exponent),
followed by the signature, computed by taking an MD5 hash of the rst part




Serial Number: 7829 (0x1e95)
Signature Algorithm: md5WithRSAEncryption





Not Before: Jul 9 16:04:02 1998 GMT
Not After : Jul 9 16:04:02 1999 GMT
Subject: C=US, ST=Maryland, L=Pasadena, O=Brent Baccala,
OU=FreeSoft, CN=www.freesoft.org/Email=baccala@freesoft.org
Subject Public Key Info:
Public Key Algorithm: rsaEncryption






















To validate this certicate, we need another certicate, one that matches
the Issuer (Thawte Server CA) in the rst certicate. Then we take the RSA
public key from the second (CA) certicate, it is used to decode the signature
on the rst certicate to obtain an MD5 hash, which must match an actual
MD5 hash computed over the rest of the certicate.




Serial Number: 1 (0x1)
Signature Algorithm: md5WithRSAEncryption





Not Before: Aug 1 00:00:00 1996 GMT
Not After : Dec 31 23:59:59 2020 GMT




Subject Public Key Info:
Public Key Algorithm: rsaEncryption

























5.2.3 Protocols Supporting X.509 Certicates
• Transport Layer Security (SSL/TLS)[60].
• IPSec [45].






More information could be found in the RFC 3280[46].
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5.3 The Public-Key Infrastructure (X.509) work-
ing group (PKIX)
PKIX is a working group of the Public-Key Infrastructure (X.509), their
main task is creating RFCs and other standards documentation on issues
related to public key infrastructure based on X.509 certicates. PKIX was
established in Autumn 1995.
However, it must be noticed that the X.509 specication alone is not
restrictive or specic enough to form the basis of an implementation of a
PKI component. Realization of this fact has led to the creation of a set of
mostly incompatible proles. While X.509 denes an extensible syntax for
all the data structures required to perform certicate management, a prole
adds three things:
• A restriction on the sorts of data structures that an implementation is
required to understand.
• A requirement that certain specic sorts of data structure be present,
so an implementation may depends of it.
• A clear denition of the behavior of a certicate management compo-
nent.
A really good example of this could be seen in certicate extensions.
X.509 denes the syntax of a series of extension types, and permits new ex-
tensions to be dened using object identiers (OIDs). It does not require
the presence of any extensions. Thus an implementation cannot know which
extensions will be present, or exactly what to do with them. A prole like
PKIX denes a set of extensions that a PKIX compliant certicate manage-
ment component must be able to deal with them. The distinction between
X.509 and its proles is largely one of syntax versus behaviour: X.509 denes
the syntax of the objects, and the prole denes how the presence and values
of objects aects the behaviour of certicate management. In addition, a pro-
le may dene extra pieces of syntax, specic to the application for which it is
designed. PKIX prole created by the IETF facilitates the use of X.509 cer-
ticates within Internet applications. Such applications can include WWW,
electronic mail, user authentication, IPsec, etc. In order to relieve some of
the obstacles to using X.509 certicates, PKIX denes a prole to promote
44
the development of certicate management systems, the development of ap-
plication tools and interoperability determined by policy. Following is the
architectural model for the PKI assumed by the PKIX specications [46].
The components in this model are (see Figure 5.3):
• End Entity (EE): User of PKI certicates and/or end user system that
is the subject of a certicate.
• Certication Authority (CA): This is the entity that issues certicates.
• Registration Authority (RA): This is an optional entity to which a CA
delegates certain management functions related to the registry.
• Repository: An entity or collection of distributed entities that store
certicates and Certicate Revocation Lists (CRL).
Figure 5.3: PKIX reference model.
Operational protocols are required to deliver or transport the certicates
and the status information to certicate using client systems. There are dif-
ferent kinds of means of certicate and CRL delivery, including distribution
procedures based on raw sockets, HTTP, FTP, LDAP, SMTP, and X.500.
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Management protocols are required to support online interactions between
PKI user and management entities. A example could be: a management
protocol might be used between a CA and a client system with which a key
pair is associated, or also between two CAs which cross-certify each other.
The set of functions which potentially need to be supported by management
protocols include:
• Registration: This is the process whereby a user rst makes itself known
to a CA (directly, or through an RA), before that CA issuing a certi-
cate or certicates for this user.
• Initialization: Before a client system can operate securely it is necessary
to install key materials which have the appropriate relationship with
keys stored in the rest of the infrastructure. For example, the client
needs to be securely initialized with the public key and other assured
information of the trusted CA(s), to be used in validating certicate
paths. Furthermore, a client typically needs to be initialized with its
own key pair(s).
• Certication: This is the process in which a CA issues a certicate for a
user's public key, and returns that certicate to the user's client system
and/or posts that certicate in a repository.
• Key pair recovery: User client key materials (for example: a user's
private key used for encryption purposes) may be backed up by a CA
or a key backup system. If a user needs to recover these backed up key
materials (for example: as a result of a forgotten password or a lost key
chain le), we will need an online protocol exchange for give support
such recovery.
• Key pair update: All key pairs need to be updated regularly.
• Revocation request: An authorized entity advises a CA of an abnormal
situation requiring certicate revocation.
• Cross-certication: Two CAs exchange information used in establishing
a cross-certicate. A cross-certicate is a certicate issued by one CA to
another CA which contains a CA public signature key used for issuing
certicates.
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Online protocols are not the only way of implementing the above func-
tions. For all functions there are some one methods of achieving the same
result, and for the PKIX specication is not mandatory use of online pro-
tocols. For instance, when hardware tokens are used, many of the functions
may be achieved as part of the physical token delivery. Furthermore, some
of the above functions we have to combined into one protocol exchange.
5.4 Revocation
Revocation is the act of recalling or annulling, the reversal of an act. In this
section we will speak about dierent kinds of Revocations Mechanisms. The
motivations for revocation a certicate could be:
• Private key is stolen.
• Private key is damaged.
• Other information in the certicate change.
5.4.1 Timestamp
As consequence of revocation of a public key all the digital signatures gener-
ated by the correspondent private keys are invalid because there is no more
guarantee that the key has been used by the legitimate owner or by the
attacker.
A timestamp is a sequence of characters, denoting the date and/or time at
which a certain event occurred. This data is usually presented in a consistent
format, allowing for easy comparison of two dierent records and tracking
progress over time; the practice of recording timestamps in a consistent man-
ner along with the actual data is called timestamping.
Timestamps are widely used for logging events, in which case each event
in a log is marked with a timestamp. In lesystems, timestamp can also
mean the stored date/time of creation or modication of a le.
Examples of timestamps:
2005-10-30 T 10:45 UTC
2007-11-09 T 11:20 UTC
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Sat Jul 23 02:16:57 2005
An example when a timestamp is useful:
• December 1st: A digitally signed letter that A give to B 1000 Euro. B
will receive the money at Christmas. A gets a timestamp on the signed
letter. A send the signed and time-stamped letter to B.
• December 2nd: B receives the letter and veries signature and times-
tamp.
 December 13th: A revoke her certicate
 December 25th: B asks A for his money.
 A refuses to pay the money claiming her signature is forged.
• A and B meet in court. The judge can see that the signature was
presented before A.s certicate was revoked, the judge ruled that B
should get the money since the signature is valid. Only signatures
generated after 13th of December are invalid
Now we can see an example that how is it working.
A→ B : msg, [msg, T ]KA−, [CA,A,KA+]KCA−
• B veries the digital signature ([msg]KA-) with the public key KA+ of
A
• then B veries that [msg,T]KA- existed at time T timestamp
• then B Veries the validity of KA+.
• Being able to repeat the checks at any time or convince an independent
arbitrator about the results of the check
Logs and Attributability
Log is an activity register of a system, which normally is stored in a text
le. It is used in many dierent cases to store information on the activities
of various systems. For revocation we should used it for:
• Sender needs to log the fact that he revoked the key.
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• Receiver needs to log the fact that he performed revocation check.
• Transaction itself need to be logged.
• CA need to log revoked keys.
• Timestamp request need to be logged.
All these logs need to be protect from forgeries.
Non Repudiation
Non repudiation is the property for which an entity cannot falsely deny to
have performed an action. On the Internet, the digital signature is used not
only to ensure that a message or document has been electronically signed
by the person that purposed to sign the document, but also, since a digital
signature can only be created by one person, to ensure that a person cannot
later deny that they use the signature. Since no security technology is ab-
solutely fool-proof, some experts warn that the digital signature alone may
not always guarantee non repudiation. So, if we want a non repatriation we
need the follow things:
DigSig +Revocation+ Timestamp+ Logs = Nonrepudiation
.
5.4.2 CRL(Certicate Revocation List)
Certicate Revocation List (CRL) is one of two common methods when using
a public key infrastructure for maintaining access to servers in a network. A
certicate revocation list (CRL) is a list of certicates that have been revoked
before their scheduled expiration date. There are several reasons why a
certicate might need to be revoked and placed on a CRL. For instance,
the key specied in the certicate might have been compromised or the user
specied in the certicate may no longer have authority to use the key. For
example, suppose the user name associated with a key is "Josep Maria Miret,
Teacher at Lleida University." If Josep Maria was red, his university would
not want his to be able to sign messages with that key, and therefore the
company would place the certicate on a CRL. The main limitation of CRL
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is the fact that updates must be frequently downloaded to keep the list
current. OCSP (Online Certicate Status Protocol) overcomes this limitation
by checking certicate status in real time.
When verifying a signature, one examines the relevant CRL to make sure
the signer's certicate has not been revoked. Whether it is worth the time
to perform this check depends on the importance of the signed document.
A CRL is maintained by a CA, and it provides information about revoked
certicates that were issued by that CA. CRLs only list current certicates,
since expired certicates should not be accepted in any case: when a revoked
certicate's expiration date occurs, that certicate can be removed from the
CRL.
CRLs are usually distributed in one of two ways. In the "pull" model,
veriers download the CRL from the CA, as needed. In the "push" model,
the CA sends the CRL to the veriers at regular intervals. Some systems
use a hybrid approach where the CRL is pushed to several intermediate
repositories from which the veriers may retrieve it as needed.
Although CRLs are maintained in a distributed manner, there may be
central repositories for CRLs, such as, network sites containing the latest
CRLs from many organizations. An institution like a bank might want a CRL
repository to make CRL searches on every transaction feasible. The original
CRL proposals often required a list, per issuer, of all revoked certicates,
although new certicate revocation methods are more exible.
5.4.3 DeltaCRL
The CRL is an important part of certicate services. We said before that
it is a list of any certicates that have been revoked, which is published
frequently by a CA, so all entities in the PKI that depend on the validity
of the certicates issued by that CA will have to update their information
about the validity of the certicates.
During PKI, the CRL can be a fairly large le and publishing a new ver-
sion of it on a frequent basis can use a lot of network bandwidth during the
replication process and put a load on the clients that have to download it.
Windows Server 2003 introduced the concept of "delta" CRLs. In mathe-
matics, a delta refers to a change in a variable. A Delta CRL contains only
the changes in revocation status that have been made since the last publi-
cation, instead of republishing the entire CRL (with those changes made)
again. This especially improves processing time for applications that use a
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other format instead of CRL structure to store the revocation information.
Delta CRLs are implemented with the Internet standard specied in RFC
2459, Internet X.509 Public Key Infrastructure Certicate and CRL Prole
[46].
When the client downloads a Delta CRL, it is then combined with the
most current "base" (full) CRL, which is generally cached locally on the
client machine.
The client application has to be aware of and able to use Delta CRLs,
otherwise the client will continue to download the base CRL every time that
the client want an update, even if you are publishing Delta CRLs. If you
have clients that can't use the Delta CRLs, you need to congure the CA to
also publish a full CRL at the same time it publishes a Delta CRL. Delta
CRLs are supported by all applications that use the CryptoAPI in Windows
XP and Server 2003.
5.4.4 OCSP (Online Certicate Status Protocol)
OCSP is one of two common schemes for maintaining the security of a server
and other network resources. The other, older method that we spoke before,
which OCSP has superseded in some scenarios, is known as CRL.
OCSP overcomes the main limitation of CRL: the fact that updates must
be frequently dowloaded to keep the list current at the client end. When a
user attempts to access a server, OCSP sends a request for certicate status
information. The server sends back a response of "current", "expired," or
"unknown." The goal is to provide a more ecient way of distributing certi-
cate authentication information than an earlier method in which a potentially
large "certicate revocation list" was periodically posted to the network and
downloaded by clients on the network.
The protocol species the syntax for communication between the server
(which contains the certicate status) and the client application (which is
informed of that status). OCSP allows users with expired certicates a grace
period,
When an OSCP-enabled certicate is presented to a security application,
such as a Web browser during initiation of an SSL session, the software
checks the certicate to make sure it is valid before the associated operation
can proceed. The certicate contains control information to show when it is
valid (start and end time) and optionally: address information to access a
CRL or an OCSP responder. [47]
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5.4.5 SCVP (Simple Certicate Verication Protocol)
The Server-based Certicate Validation Protocol (SCVP) is an Internet pro-
tocol for determining the path between a X.509 digital certicate and a
trusted root (Delegated Path Discovery) and the validation of that path
(Delegated Path Validation) according to a particular validation policy.
When a relying party receives a digital certicate and needs to decide
whether to trust the certicate, it rst needs to determine whether the certi-
cate can be linked to a trusted certicate. This process may involve chaining
the certicate back through several issuers, such as the following case:
Tomàs Bigordà
ACME Co Certicate Authority
Equifax Secure eBusiness CA-1
Now the creation of this chain of certicates is performed by the ap-
plication receiving the signed message. The name of the process is "path
discovery" and the resulting chain is called a "certication path". Many
Windows applications, such as Outlook, use CAPI Cryptographic Applica-
tion Programming Interface for path discovery. CAPI is capable of building
certication paths using any certicates that are installed in Windows cer-
ticate stores or provided by the relying party application. The Equifax CA
certicate, for example, comes installed in Windows as a trusted certicate.
If CAPI knows about the ACME Co CA certicate or if it is included in a
signed email and made available to CAPI by Outlook, CAPI can create the
certication path above. However, if CAPI cannot nd the ACME Co CA
certicate, it has no way to verify that Tomàs Bigordà trusted.
SCVP provides us a standards-based client-server protocol for solving this
problem using Delegated Path Discovery (DPD). When we use it, a relying
party asks a server for a certication path that meets its needs. The SCVP
client's request contains the certicate that it is attempting to trust and
a set of trusted certicates. The SCVP server's response contains a set of
certicates making up a valid path between the certicate in question and one
of the trusted certicates. The response should contain proof of revocation
status, such as OCSP responses, for the certicates in the path.
Once a certication path has been constructed, it needs to be validated.
An algorithm for validating certication paths is dened in RFC 3280 section
6 [42].
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5.5 Identity-Based Encryption and PKI
Combining PKI with IBE enables a secure messaging environment to benet
from the advantages of both systems. This combination can provide secure
messaging between users already in possession of certicates, for those users
without certicates.
In a combined system, IBE keys are utilized to encrypt messages, and
PKI certicates are used to authenticate users, and also to digitally sign
messages. In order to send a secure message, rstly a sender uses IBE to
encrypt directly to the recipient's email address, and signs the message with
a PKI certicate. When the recipient receives the secured message, he or
she authenticates to the IBE key server, then the IBE key server generates
the key required to decrypt the message and provides it to the recipient.
This combination ensures that the sender don't need validate the recipient's
certicate. Moreover, it is possible to utilize the dynamic authenticate capa-
bilities of IBE to encrypt communications to anyone, people with certicates
and people without certicates.
5.5.1 IBE within a PKI environment
Between users with certicates, the use of IBE for encryption brings the
usability characteristics of IBE to the PKI world. Senders don't need to
consult a directory to determine a recipient's certicate, and the most im-
portant thing is that don't need to verify the recipient's certicate status
before sending. This is possible because email addresses are used as encryp-
tion keys rather than requiring that keys be extracted from user certicates.
Then, a sender doesn't need to have a copy of the recipient's certicate.
A combined IBE and PKI system enables full o-line encryption, and
obviates the need to distribute CRL's [49] or establish OCSP [47] servers for
encryption. Recipients in a mixed IBE and PKI environment need to authen-
ticate to the IBE key server to obtain IBE decryption keys. An administrator
can specify that such authentication require a certicate. This ensures that
the security of PKI certicates is leveraged to authenticate users, without
requiring CRL's to be distributed to all users. The only entity responsible
for checking certicate validity is the IBE key server, at the time of user
authentication. Therefore, when a certicate is revoked, only the IBE Key
Server needs to know of this change, so it's more easy certicate revocation
management.
53
Messages in a hybrid IBE-PKI system can also be digitally signed using
the sender's certicate, again the main reason is the strength of authentica-
tion of PKI. This is particularly valuable when smartcards are used to ensure
PKI signing keys are very well secured. Recipients can verify signatures using
current methods, although full verication would still require CRL's in this
case.
5.5.2 IBE to extend messaging beyond a PKI environ-
ment
Even if an organization has a security on PKI and associated certicate man-
agement and revocation challenges, normally the problem is to communicate
securely with users that don't have certicates. IBE is the ideal mechanism to
extend secure messaging to users for whom certicates have not been issued.
Without IBE, PKI systems require that such users rst enroll for certi-
cates before secure communication can be initiated. With IBE, because an
identity (e.g., an email address) can be used directly as an encryption key,
users can be enrolled once a message is received. In dynamic environments,
self-provisioning authentication mechanisms such as email answerback can be
utilized to provide a basic level of authentication for ad-hoc communication.
Alternatively, existing directories or data stores (e.g., LDAP [51], Active
Directory [22], Web authentication portals, RSA ACE servers [52] ...) can
be utilized to authenticate users. Dierent methods can be used for dierent
user groups as appropriate, and methods can even be changed dynamically
depending of the necessity. This enables organizations to extend dynamic
trust to users starting o the relationship with an ad-hoc mechanism like
email answerback.
The combination of IBE with PKI provides signicant advantages in all
environments. Senders can always send to any user, even oine. Senders
can still sign all messages using existing PKI certicates, and they have the
strong authentication properties of PKI. Althought all decryption keys can be
recovered at any time by authorized administrators, or by users themselves.
Similarly, because IBE decryption keys are generated on demand, integration
of other services such as anti-spam and anti-virus is easily achieved, without
complex private key archiving processes. Finally, the exible authentication
support of IBE enables a combined system. It gets a great benet from the
strong authentication and signing properties of PKI (when certicates are
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available). It means that provides diverse mechanisms for user authentication
when certicates are not present, ensuring all users can participate in the
secure messaging environment. IBE becomes a natural extension of PKI,
giving the strengths of PKI and extending secure messaging to all users.
Figure 5.4: PKI and IBE
Advantages of IBE with PKI
• Leverages PKI to authenticate users with certicates
• Bridges gap between users with certicates and those without
• Supports a wide variety of authentication mechanisms (including ad-
hoc) for users without certicates
• Does not require CRL's or OCSP check by senders
• Enables o-line encryption
• Supports automatic key recovery of decryption keys
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• Integrates easily with boundary services




In this chapter we will see which are the software and hardware tools that
we have used for the implementation of the dierent algorithms commented
to the previous chapter. Also we will do an introduction to its code we and
will speak about the motives of using mathematic library MAGMA instead
of LiDIA.
6.1 The software bases used
Now we will see the the dierent software that we used for doing this project.
6.1.1 MAGMA
MAGMA is an environment and high-level language for number theory, al-
gebra, and general mathematical programming. The fundamental features
of MAGMA are its procedural syntax and statement structure, coupled with
very sophisticated built-in data types and operations. In general, MAGMA
is dynamically typed and performs automatic conversions rather than en-
forcing type checking. Some of the built-in types are: unlimited-precision
integers, rational numbers, real and complex numbers, sets, atoms, arrays of
various sorts, groups and elds of various sorts, and various kinds of func-
tional types. Newer versions of MAGMA support closures and higher-order
functions. MAGMA has simple I/O facilities used mainly for reading and
writing mathematical objects to and from les.
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There is only one implementation of the MAGMA language. It is an in-
terpreter written in C. MAGMA runs on PCs and Unix systems. MAGMA
was developed at the University of Sydney, and used to be downloadable free.
Since about 1996, users have had to pay for subscriptions to MAGMA. Doc-
umentation is available with the distributions or http://magma.maths.usyd.-
edu.au/magma/ [41].
MAGMA is a Computer Algebra system designed to solve problems in
algebra, number theory, geometry and combinatorics that may involve sophis-
ticated mathematics and which are computationally hard. MAGMA provides
a mathematically rigorous environment which emphasizes structural compu-
tation. A key feature is the ability to construct canonical representations of
structures, thereby making possible such operations as membership testing,
the determination of structural properties and isomorphism testing. The ker-
nel of MAGMA contains implementations of many of the important concrete
classes of structure in ve fundamental branches of algebra, namely group
theory, ring theory, eld theory, module theory and the theory of algebras.
In addition, certain families of structures from algebraic geometry and nite
incidence geometry are included.
The main features of the MAGMA system include:
• Algebraic Design Philosophy: The design principles underpinning both
the user language and system architecture are based on ideas from uni-
versal algebra and category theory. The language attempts to approx-
imate as closely as possible the usual mathematical modes of thought
and notation.
• Universality: In-depth coverage of all the major branches of algebra,
number theory, algebraic geometry and nite incidence geometry.
• Integration: The facilities for each area are designed in a similar manner
using generic constructors wherever possible.
• Performance: The intention is that MAGMA provide the best possible
performance both in terms of the algorithms used and their imple-
mentation. The design philosophy permits the kernel implementor to
choose optimal data structures at the machine level.
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6.1.2 LATEX
LATEX is based on Donald E. Knuth's TEX typesetting language [59]. It is
intended to provide a high-level language that accesses the power of TEX. It
essentially comprises a collection of TEX macros and a program to process
LATEX documents. Because the TEX formatting commands are very low-level,
it is usually much simpler for end-users to use LATEX. It is also utilized be-
cause of the quality of typesetting achievable by TEX. The typesetting system
oers programmable desktop publishing features and extensive facilities for
automating most aspects of typesetting and desktop publishing.
LATEX contains features for:
• Typesetting journal articles, technical reports, books, and slide presen-
tations.
• Control over large documents containing sectioning, cross-references,
tables and gures.
• Typesetting of complex mathematical formulas.
• Advanced typesetting of mathematics with AMS-LaTeX.
• Automatic generation of bibliographies and indexes. Multi-lingual type-
setting.
• Inclusion of artwork, and process or spot colour.
• Using PostScript or Metafont fonts.
It is widely used by mathematicians, scientists, philosophers, engineers,
scholars in academia and the commercial world, and other professionals. But
it can be used for almost any form of publishing.
LATEX was rst developed in 1985 by Leslie Lamport at SRI International
[12]. It has become the dominant method for using TEX, few people write
in plain TEX anymore. The current version is LATEX2e, but a future version
called LATEX3 is in development. Planned features include improved syn-
tax, hyperlink support, a new user interface, access to arbitrary fonts, and




• Pentium III Dual core 1Ghz, 2048 MB of RAM memory and a cache
of 256 KB.
• Pentium IV 1.7Ghz, 1024 MB of RAM memory and a cache of 256
KB.
• Laptop Dell Inspiron 6400 Core Duo T2250 1.73 GHz, 2 MB L2 cache,
533 MHz FSB, 2048 MB of RAM memory
6.2 Implementation of Miller Algorithm
In this section rstly we will see a general overview over the structure that
we use to implement the Tate and Weil paring and Miller's algorithm.
With the MAGMA we already have ecient implementations of arith-
metics in the eld Fq, where p is prime and q = pk, and also on the elliptic
curves arithmetics. We will use MAGMA for the implementation of Miller's
algorithm.
6.2.1 Elliptic Curve Arithmetic over Fq
In our implementation we will use elliptic curves over Fq given by:
E : y2 = x3 + ax+ b, a, b ∈ Fq
For implementing the point doublings and point additions in Miller's
algorithm we choose the simplied Chudnovsky-Jacobian coordinate system
for point representation, where a point on a curve is (X, Y, Z, Z2). As we said
before the point doubling is less expensive in the Jacobian coordinate system
than in the ane coordinate system. Since we can optimize the number
of point additions, the simplied Chudnovsky-Jacobian coordinate system is
the best suitable for this task.
Above curve equation in Jacobian coordinates is
E/Fq : Y 2 = X3 + axZ4 + bZ6.
In the following subsections, we will describe the point addition and dou-




In this section we can see how computing the point addition P + Q = R,
where P = (X1, Y1, Z1, Z
2
1), Q = (X2, Y2, Z2, Z
2
2) and R = (X3, Y3, Z3, Z
2
3).
We are using the addition formula given in 2.2.4:
X3 = −(X2Z21 −X1Z22)3 − 2X1Z22(X2Z21 −X1Z22)2 + (Y2Z31 − Y1Z32)2,




And rewrite them so that intermediate results are shared between the com-
putations of X3, Y3 and Z3. We will show this result in the next algorithm,
which gives an ecient implementation of the point addition with 8 multi-
plications and 6 squarings in Fq.
Algorithm Point Addition
Input: Two points P = (X1, Y1, Z1, Z
2




Output: R = P +Q or "P and Q are the same points"
U1 := X1Z
2





1 , S2 = Y2Z
3
1
H := U2 − U1, R := S2 − S1
if H = 0 then
if R = 0 then






2, T2 := U1T1
T1 := T1H
X3 := −T1 − 2T2 +R2
Y3 := −S1T1 +R(T2 −X3)
Z3 := Z1Z2H




We can see in the algorithm that we have two if clauses. They catch the
case that the result is the point at innity, so the points P and Q are the
inverse each other. The algorithm will use two temporary variables T1 and
T2 during the computation for storing results which we will need in the next
steps.
Point Doubling
For point doubling, like:
P + P = (X1, Y1, Z1, Z
2
1) + (X1, Y1, Z1, Z
2
1) = (X4, Y4, Z4, Z
2
4),
we will use the formulas that we explain before 2.2.4.
X4 = −8X1Y 21 + (3X21 + aZ41)2
Y4 = −8Y 41 + (3X21 + aZ41)(4X1Y 21 + 8X1Y 21 − (3X21 + aZ41)2)
Z4 = 2Y1Z1.
The next algorithm will give an ecient implementation of the point
doubling with 4 multiplications and 6 squarings.
Algorithm Point Doubling
Input: A point P = (X1, Y1, Z1, Z
2
1) ∈ E(Fq)
Output: R = P + P








Y4 = M(S −X4)− 8Y 41 ,
Z4 = 2Y1Z1,







In this chapter we will do an analysis of dierent results of the algorithm we
have implemented, obtained working on a local machine.
7.1 Results
The numbers used to make the calculations have been generated randomly.
Each test have a random point P ∈ E(Fp)[`], and Q,S ∈ E(Fq)[`] where p is
prime, ` is coprime to p, k is a MOV degree [15] where q = pk.
7.1.1 Local execution for nding `-torsion points on Fq
In the next Table 7.1 we will show the times for nding `-torsion points for
calculating the Tate pairing. The rst column refers to the number of digits
of prime number p. The second column refers to the average of time of the
various tests that are done on the following computer: Laptop Dell Inspiron
6400 Core Duo T2250 1.73 GHz.
We can see that nding `-torsion points for primes of 20 digits are quite
easy, the average time is under a second. After a primes of 100 digits, the
calculations start to be harder. After to see the results of Table 7.1 we can
check them in the Figure 7.1. It is also important to say that it is extremely
more dicult to calculate a Tate pairing with `-torsion point bigger, for `











Table 7.1: Average times (reals) for nding `-torsion points on Fp and Fq
17.
Figure 7.1: Average times (reals) for nding `-torsion points on Fp and Fq
7.1.2 Local execution of Miller Algorithm over Fq
In the next Table 7.2 we will show the times for calculations of the Tate
pairing across the Miller Algorithm plus the nal exponentiation. The `-
torsion points used are calculated before in the Table 7.1. The second column
of table refers to the average of time of the various tests for calculating
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fP (AQ) in the Miller algorithm. This test have been done on the following










Table 7.2: Average times (reals) for calculating the Miller Algorithm on Fp and
Fq
How we say before, if we use `-torsion points bigger than 11 the calcu-
lations are harder. Our times are an average of results with an ` between 2
and 17. Likewise, we show in Figure 7.2 the results of Table 7.2.
Figure 7.2: Average times (reals) for calculating the Miller Algorithm on Fp and
Fp
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7.1.3 Local execution of Tate pairing over Fq
In the next table 7.3 we will show the times for calculating the Complete Tate
Pairing with dierent size of p (Find `-torsion points + Miller Algorithm +
nal exponentiation). The rst column refers to the number of digits of prime
number p. The second column refers to the average of time of the various
tests that are done on the following computer: Laptop Dell Inspiron 6400










Table 7.3: Average times (reals) of the Tate pairing on Fq
Now in the gure 7.3 we will show the graphic of table 7.3. Concerning
the times obtained, we note that if p is bigger than 125 digits the time starts
to be important.
7.1.4 Comparison to the previous tables
In the next table 7.4 we will show the dierent times. The rst column refers
to the number of digits p, it's between 10 and 125. The second column refers
to the table 7.1. Once we found the `-torsion points, the next column will be
the time for calculating the Miller Algorithm with these points. The fourth
column (result 1) refers to the average adding the second and third column.
Finally, the last one (result 2) will be the result of the table 7.3, so we can
compare the results of the last two columns, which should be similar.
We can see that more or less the result 1 and result 2 are quite similar.
They could be more similar, but we always use random numbers, so some
times the calculations are harder than others. Also we can say that nding
the `-torsion points is hardest than Miller Algorithm until primes of 125
66
Figure 7.3: Average times (reals) of the Tate pairing on Fq
dígits p `-torsion Miller Algorithm result 1 result 2
10 0,5 s 0,202 s 0,702 s 0,673s
15 0,62 s 0,698 s 1,318 s 1,51s
20 0,73 s 0,773 s 1,53 s 1,775s
25 1,673 s 0,901 s 2,574 s 2,257s
50 13,7 s 4,03 s 17,73 s 17,008s
75 39,881 s 143,7 s 183,581 s 173,290s
100 74,39 s 201,09 s 275,48 s 287,5s
125 91,73 s 373 s 464,73 s 437,73s
Table 7.4: Comparison to the previous tables
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digits. After that the calculations of Miller Algorithm will be more costlier
than to nding `-torsion points. Finally, in the last Figure 7.4 we can observe
the dierent results of the previous tables.
Figure 7.4: Comparison to the previous tables
7.2 Conclusions
In this nal project we give a description for implementing the Tate pairing
using supersingular curves over Fp and Fq, where q = pk, following the thesis
of M.Stogbauer [21]. In order to compute it we use the Miller Algorithm,
which has been programmed with the MAGMA library. We have to select
the most convenient coordinate system to represent the points of the curve,
how to manage the `-torsion subgroup eciently, to minimize the number
of operations in the Miller's Algorithm, at the same time, to reduce the
computational cost of the nal exponentiation.
When we started this project we didn't know which would be the results.
Well, once nished it, we can say that our implementation of Tate pairing
using supersingular curves over Fp and Fpk makes it possible to calculate
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pairings over elds Fp of p prime until 125 digits. If we overcome these
numbers the calculations are harder with our computational power.
Also we study how to use it for the Identity Based Encryption (IBE). We
learn that it is a key authentication system in which the public key of a user
is some unique information about the identity of the user, so we don't need
certicates for authentication. With IBE, identities, such as email addresses
are used as encryption keys. Any user can communicate with any other
user just using the recipient's email address as the encryption, or public key.
Decryption or private keys are generated by an IBE Key Server from a server.
These keys can be regenerated at any time, then decryption keys don't need
to be archived or stored.
These basic properties allow for a secure messaging environment where
no users require certicates, and users don't need to know nothing other than
their email addresses. That means that this design eliminates both problems
of pre-enrollment, as well as that of certicate revocation checking.
PKI can deliver strong user authentication and signatures. Certicate
based technologies move too slowly and are too burdened with management
of interaction that now required. IBE, with its breakthrough approach of
using identities directly as encryption keys, is the only way to address the
requirements of encrypted communications in such dynamic environments.
So, PKI is an ideal extension to an existing IBE environment. Recipients
in a mixed IBE and PKI environment need to authenticate to the IBE key
server to obtain IBE decryption keys. An administrator can specify that such
authentication require a certicate. This ensures that the security of PKI
certicates is leveraged to authenticate users, without requiring CRL's to be
distributed to all users. The only entity responsible for checking certicate
validity is the IBE key server, at the time of user authentication. Therefore,
when a certicate is revoked, only the IBE Key Server needs to know of this
change, so it's easier certicate revocation management. Messages in a hybrid
IBE-PKI system can also be digitally signed using the sender's certicate,
again the main reason is the strength of authentication of PKI.
Future Works
Now, as a future lines of work, we present some ideas to expand and improve
our project.
• Implement a system of authentication thought PKI+IBE.
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• It also could make a comparison between the Tate and Weil pairing,
we could see which is more eective.
• Optimization of the algorithm for adding and doubling points for re-
ducing the computation in the Miller Algorithm.
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Appendix A
Derivation of the Line Equations
We use an elliptic curve E/Fq in short Weierstraÿ form in ane coordinates
y2 = x3 + ax+ b,
or Jacobian coordinates.
Y 2 = X3 + aXZ4 + bZ6.
Now, in this appendix we will show how the line equations in TDBL 2.2.4
and TADD 2.2.4 are derived from the ane line equation l(x, y) = 0, where
l(x, y) = y − λx− υ.
For the addition (x1, y1) + (x2, y2) = (x3, y3) of points where none of them
equals O, the values λ and υ are dened as in section 2.2.4. For (x1, y1) 6=













−x31 + ax1 + 2b
2y1
.
We use a Jacobian representation, so we should convert points from the
ane to the Jacobian representation like x = X/Z2 and y = Y/Z3.
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A.1 Lines for Doubling points
In Miller's algorithm, we need two lines for doubling. The rst line ldbl1 (x, y) =
0 is the tangent at the point T = (X1, Y1, Z1), the second one l
add
2 (x, y) = 0
the line across the point [2]T = (X4, Y4, Z4) parallel to the y axis.
We begin with the ane equation for this case and use (x1, y1) and (x4, y4)
as ane coordinates which we replace against Jacobian coordinates by set-
ting.



























































































1 −X31 − aX1Z41 .
Next we use this bZ61 in the last parenthesis of the last expression A.1:
2Z61b−X31 + aZ41X1 =
2Y 21 − 2X31 − 2aX1Z41 −X31 + aZ41X1 =
2Y 21 − 3X31 − aX1Z41 .
Now with this result, we came back to equation A.1 and we change Z4 by



















1y − 2Y 21 − (Z21x−X1)(3X21 − aX1Z41)].
(A.2)







, we will obtain the following equation:
ladd2 (x, y) = (Z4Z
2
1y − 2Y 21 )− (Z21x−X1)(3X21 − aX1Z41),
which will be used when we call the doubling in Miller's algorithm. In the
next step we will nd the second equation for doubling ldbl2 (x, y). The pro-
cess will be like the line for addition, this time through the point [2]T =
(X4, Y4, Z4), so just we will give the nal result.




Note that the equation which will be used in Miller's algorithm is conse-
quently: ldbl2 (x, y) = Z
2
4 −X4.
A.2 Lines for adding points
In Miller's algorithm, we need two lines during the addition. The rst one
ladd1 (x, y) is the line through the points T = (X1, Y1, Z1) and P = (X2, Y2, Z2)
and the second ladd2 (x, y) is the line through the point T + P = (X3, Y3, Z3)
parallel to the y axis. In our special case, P = (X2, Y2, Z2), being Z2 = 1.
According to the ane line equation, we have






where (x1, y1) are the ane coordinates for T and (x2, y2) are the ane
coordinates for P . Now if we replace the ane with Jacobian coordinates,
we get:
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we can write A.3 as
ladd1 (x, y) =
1
Z32
























2y −HZ1Y2 − (Y2Z31 − Y1Z32)(Z32x−X2)].
As we know from the addition formula for points on an elliptic curves, Z3 =
Z1Z2H. In this case Z2 = 1, the equation of line l
add
1 (x, y) is given by:
ladd1 (x, y) =
1
Z1H
[Z3(y − Y2)− (Y2Z31 − Y1)(x−X2)].
Finally, notice that we can eliminate all the factors from Fq from our equation
if we use the Miller's algorithm with their nal exponentiation. The nal
result will be our equation without 1
Z1H
, which is,
ladd1 (x, y) = Z3(y − Y2)− (Y2Z31 − Y1)(X2).
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The line ladd2 (x, y) is the line through the point T + P = (X3, Y3, Z3) 6= O
parallel to the y axis. The ane equation is:
ladd2 (x, y) = x− x3.
If we replace the ane with Jacobian coordinates leads to the equation







Again, if we eliminate the fraction 1
Z23
when using the line equation in Miller's
algorithm with the nal exponentiation, the nal line equation will be:
ladd2 (x, y) = Z
2
3x−X3.
In the case that T + P = O, we simply have ladd2 (x, y) = 1.
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Appendix B
An example of the Tate Pairing
In this appendix we will give a complete example of Tate pairing computation
step by step. We will consider p = 197, that means the basic eld is F197,
the supersingular elliptic curve E: y2 = x3 + x over F197 which has order
#E(Fp) = p+ 1 = 198, and we take k = 2 and ` = 11.
We use ane coordinates and ane line equations during Miller's algo-
rithm. We consider the 11-torsion points P ∈ E(Fp) and Q, S ∈ E(Fp2):
P = (149, 153, 1),
Q = (24 ∗ $.1 + 145, 113, 1),
S = (84 ∗ $.1 + 15, 8, 1).
We compute two Tate pairings t`(xP, rQ) and t`(P, xQ) where x and r are a
random elements of Fp, x = 4 and r = 8, and we check that t`(xP, rQ)x =
t`(P, xQ)
xr.
Notice that ` = 11 is 1011 in binary representation, so during Miller's
algorithm, we execute the steps TDBL, TDBL, TADD, TDBL, TADD. We
also point out that
ladd2 (x, y) = x− x3,
ldbl2 (x, y) = x− x4.
Since the nal exponentiation with (p2−1)/` eliminates factors in Fp (see
section 3.2.2), we do not need to compute the lines ladd2 (x, y) and l
dbl
2 (x, y) in
this example.
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Computation of (P, xQ)
operation T l1 f
- R = (149, 153, 1) - 1
TDBL [2]R = (38, 21, 109) 160 ∗ $.1 + 130 8 ∗ $.1 + 182
TDBL [4]R = (97, 148, 47) 160 ∗ $.1 + 151 59 ∗ $.1 + 130
TADD [5]R = (191, 18, 174) 6 ∗ $.1 + 125 $.1 + 122
TDBL [10]R = (30, 115, 157) 4 ∗ $.1 + 50 106 ∗ $.1 + 159
TADD [11]R = (0, 1, 0) 58 ∗ $.1 + 153 133 ∗ $.1 + 124
As a result of the nal exponentiation, we get
t`(P, xQ)
(p2−1)/` = 168 ∗ $.1 + 143.
Because of the bilinearity of the Tate pairing, we should have t`(xP, rQ) =
t`(P, xQ), Thus with x = 4 and r = 8:
t`(P, xQ)
rx = 29*$.1+140
Now we compute t(xP, rQ)x and compare the result with the one above.
Computation of t(xP, rQ)
Again, we compute the points occurring during Miller's algorithm in advance
and give them here. We use P = T = (7, 37, 1) and obtain the following
points:
[2]P = (105, 129, 74),
[4]P = (136, 101, 180),
[5]P = (189, 169, 32),
[10]P = (163, 47, 178),
[11]P = (168, 32, 0).
and summarize the computation in following table.
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operation T l1 f
- R = (7, 37, 1) - 1
TDBL [2]R = (105, 129, 74) 134 ∗ $.1 + 149 191 ∗ $.1 + 30
TDBL [4]R = (136, 101, 180) 34 ∗ $.1 + 180 44 ∗ $.1 + 126
TADD [5]R = (189, 169, 32) 50 ∗ $.1 + 93 139 ∗ $.1 + 32
TDBL [10]R = (163, 47, 178) 168 ∗ $.1 + 3 68 ∗ $.1 + 19
TADD [11](0, 1, 0) 181 ∗ $.1 + 20 93 ∗ $.1 + 132
The result of the nal exponentation with x = 4 and r = 8 is:
t`(xP, rQ)








Create a X.509 by OpenSSL
Today almost all VPN (Virtual Private Network) [36] implementations allow
the usage of X.509 certicate for the authentication of the peers. These are
the same certicates as used for the implementation of the Secure Socket
Layer (SSL) in the HTTP protocol. This chapter will briey cover the cre-
ation of these certicates.
C.1 Using OpenSSL
The easiest way to create X.509 certicates on Linux is the openssl command
and the auxiliary tools.
When the OpenSSL package has been installed usually an auxiliary com-
mand CA (Authority Certicate) and/or CA.pl, has been installed, too. We
will use this command to create the certicates. On Red Hat Linux distri-
butions it is installed in /usr/share/ssl/misc/CA.
Often, while surng on the Internet, we can nd pages that oer data
transmission through a secure channel. Usually, this is a channel through
SSL encryption. In this chapter, we will see how to create digital certicates
with the program OpenSSL and see how to install these certicates on a
server with Apache. When we achieved a secure connection to our website
using the https protocol and we can even obligate the visitor to have installed
a certicate that allows access.
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C.2 SSL protocol
Secure Sockets Layer (SSL) [60] is cryptographic protocol that provides secure
communications on the Internet for such things as web browsing, e-mail,
Internet faxing, instant messaging and other data transfers.
The SSL protocol allows applications to communicate across a network
in a way designed to prevent eavesdropping, tampering, and message forgery.
SSL provides endpoint authentication and communications privacy over the
Internet using cryptography. Typically, only the server is authenticated (i.e.,
its identity is ensured) while the client remains unauthenticated, this means
that the end user (whether an individual or an application, such as a Web
browser) can be sure with whom it is communicating. The next level of se-
curity in which both ends of the "conversation" are sure with whom they
are communicating is known as mutual authentication. Mutual authentica-
tion requires public key infrastructure (PKI) deployment to clients unless
SSL-PSK [31] or SSL-SRP [53] are used, which provide strong mutual au-
thentication without needing to deploy a PKI.
SSL involves three basic phases:
• Peer negotiation for algorithm support
• Key exchange and authentication
• Symmetric cipher encryption and message authentication
During the rst phase, the client and server negotiate cipher suites, which
determine the ciphers to be used, the key exchange and authentication al-
gorithms, as well as the message authentication codes (MACs). The key
exchange and authentication algorithms are typically public key algorithms,
or as in SSL-PSK preshared keys could be used. The message authentica-
tion codes are made up from cryptographic hash functions using the HMAC
construction.
Typical algorithms could be:
• For key exchange: RSA [52], Die-Hellman, DSA [26], SRP [53], PSK
[31]
• Symmetric ciphers: RC4 [57], Triple DES [58], AES [24] or Camellia
[39]. In older versions of SSL the ciphers RC2 [37], IDEA [29] and DES
[25] were also used.
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• For cryptographic hash function: HMAC-MD5 [38] or HMAC-SHA [35]
are used, while older versions of SSL also used MD2 and MD4.
C.2.1 Installation of OpenSSL
We can install the OpenSSL program taking as a reference a system with a
Fedora Core distribution, although the installation on others aplications is
almost the same that we show here. First of all, we will install with the yum
or apt tools the follow packets:
#apt-get install openssl
#apt-get install openss-perl
If you don't have the apt-get or yum, we should download the next pack-
ets and will install by rmp -Uvh <packet.rpm>:
#openssl-perl-0.9.8a-5.2.i386.rpm
#openssl-0.9.8a-6.i386.rpm
C.2.2 Creation of the certicates
The rst step in the creation of a certicate is to demonstrate the existence
of a Certicate Authority (CA). It will be the responsible for validate the
authenticity of the certicate generated in our server. We will create a work-
ing directory and enter the following commands at the console (in bold type,
sample data to introduce)
#openssl req -x509 -newkey rsa:2048 -days 1825 -keyout cakey.pem -out cac-
ert.pem
Generating a 2048 bit RSA private key
....+++
..........+++
writing new private key to 'cakey.pem'
Enter PEM pass phrase:
Verifying - Enter PEM pass phrase:
Now we will enter the information that will be incorporated into your
certicate request. What we are about to enter is what is called a Distin-
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guished Name or a DN. There are a few elds but you can leave some blank,
for some elds there will be a default value. If you enter '.', the eld will be
left blank.
Country Name (2 letter code) [GB]:SP
State or Province Name (full name) [Berkshire]:Lleida
Locality Name (eg, city) [Newbury]:Lleida
Organization Name (eg, company) [My Company Ltd]:Tomas.sa
Organizational Unit Name (eg, section) []:Tomas
Common Name (eg, your name or your server's hostname) []:www.tomas.com
Email Address []: 002secure@tomas.com
Since this email direction is protected against spam robots, we should
install Java Script for watch it.
Thanks to this instruction we will create a CA for certicates X.509 with
a RSA cypher algorithm of 2048 bytes. The parameter indicates keyout
where the le is stored private key CA (cakey.pem) and the parameter out
indicates the le storage of the public key. With the parameter days indicate
the validity of the temporary of our CA (in days).
With the Certicate Authority and the public and private keys created,
now it is time to generate a certicate. The rst step will be the creation
of a private key of the future certicate. To do this, we should write the
following instruction in the system console:
# openssl genrsa -des3 -out server.key -passout pass:<password> 2048
Generating RSA private key, 2048 bit long modulus
......+++
.........+++
e is 65537 (0x10001)
Through this instruction the private key is generated with a triple DES
encryption algorithm (des3 parameter) of 2048 bytes. The parameter out
will write the key in the le server.key, while with the parameter -passout
pass we indicate the word that will cypher the private key.
Before creating a certicate, we has made a request. The reference will
dene the owner of the certicate. By order of req Openssl we made this
request and was sent to the CA created before:
# openssl req -new -subj "/DC=tomas.com/OU=LTSys/CN=www.tomas.com"
-key server.key -passin pass:<contraseña> -out server.csr
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With this instruction we generated a new request for X.509 certicate.
With subj we point to the owner of the certicate (CN is the common name
or the page to which the certicate is generated, OU is the organizational
element, DC is the domain name private). With key we will charge the
private key generated above. Passin passports contain the password we use
to the private key. Finally, write out the petition server.csr.
Then it issues the certicate. Openssl reads a conguration le charac-
teristics that shall be certied to emit. We can see an example of one of
these les in the path /etc/pki/tls/openssl.cnf. To expedite the process, we
generate our own conguration le by typing the following lines into a text
le that will save as cong.cnf:
#basicConstraints = critical, CA:FALSE
#extendedKeyUsage = serverAuth, emailProtection
But why these parameters and not others? We will try to explain it in
a very small summary, with the extension CA: FALSE indicate that what
we are creating a certicate that is not going to act as CA (user or entity).
This extension will be critical and is added to meet the standard X509v3
(type man x509v3_cong for more information about the conguration of
the extensions). With extendedKeyUsage indicate the purpose for which the
certicate will be created.
Value Meaning
serverAuth Identication SSL/TLS for Web Service.
clientAuth Identication SSL/TLS for Web Client.
codeSigning Signing of code.
emailProtection Email Protection (S/MIME).
timeStamping Trusted Timestamping
msCodeInd Microsoft Individual Code Signing
msCodeCom Microsoft Commercial Code Signing
msCTLSign Microsoft Trust List Signing
msSGC Microsoft Server Gated Crypto
msEFS Microsoft Encrypted File System
nsSGC Netscape Server Gated Crypto
Once saved the conguration le, we will generate the certicate:
# openssl x509 -CA cacert.pem -CAkey cakey.pem -req -in server.csr -days




Getting CA Private Key
Enter pass phrase for cakey.pem:
With this instruction we are creating a certicate of the type x509 server
with encryption algorithm SHA (-sha1) and the same certication authority
(CA) that the le created earlier cacert.pem. We will use the private key, also
generated previously contained in the le and specify cakey.pem, with the
parameters -req and -in. The le server.csr will be the one which contains
the specications of the request. Finally we will validate the certicate for
a period of ve years with the parameter-days. With the parameter CAcre-
ateserial we will numerate the certicate with the parameter out and we will
write the output in the le (in this case, cert.pem).
At this point, we already have everything that we need to ensure any site
via SSL. Thus, the les generated by the dierent instructions have resulted
in the following lines:
cacert.pem Public key (CA)
cakey.pem Secret key (CA)
server.key Secret key (Cert)
cert.pem Server Certicate
Conguration of Apache:
If we suppose a version of Apache Server like 2.X, we will congure the
support SSL, allowing that the server address requests on port 443, which is
the standard port for https and secondly, to load the module mod_ssl.so. For
this we will use the following lines to the conguration le ssl.conf (usually in
/etc/httpd/conf.d/ssl.conf on a system with Fedora), which are responsible
for setting the process (if don't exist these lines, add):
LoadModule ssl_module modules/mod_ssl.so
Listen 443
Then, we create the Virtual Host that will be loaded by default on port
























"%t %h %SSL_PROTOCOLx %SSL_CIPHERx %r %b"
</VirtualHost>
As it can be seen, les with the certicate and the key has been saved
in the path /etc/ssl/cert01, but can be used any other route that we need.
Once added access to the host and saved the conguration le, we will have
to restart Apache for the changes are recorded. However, when the server
restarts, it will be stopped while waiting to enter the password of the cer-
ticate. This is an obvious problem if the server is rebooted remotely pe-
riodically for maintenance and we do not have access to the console. We
couldn't open it. For this situation, we have the parameter SSLPassPhrase-
Dialog Apache, which will be responsible for calling an external program that
returns the password and allow the server to proceed. The only condition
is that the program return the key through the standard output stdout and
have execute permissions. As an example, we can create a bash script to
return the key in this way:
#!/bin/sh echo password001
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Now we will change the permits with chmod 700 <le>.
For sure and as a security measure, it will always be recommended that
the program is compiled and which is only accessible to the root. The pa-
rameter SSLPassPhraseDialog ssl.conf will be added to the le as follows:
SSLPassPhraseDialog exec: <program key>
Once rebooted the server and with this conguration, the access to Web-
ssl.server.com example will be under an environment of encrypted communi-
cation, which can be seen easily in any browser. When attempting to access
for the rst time to that page, your browser will display an error certicate
because the Entity Certication is not recognised. This is avoidable recording
Entity Certication manually or by signing our certicates through entities
recognized as CACert.org.
Client Certicates
In addition to the certicate server, to encrypt the contents of any commu-
nication between a client and the site, we require that the connection to that
site involves authentication through a user certicate. This certicate will
be requested by our server whenever any client intends to access pages that
require it. So get an environment of communication, if not completely secure,
almost.
Located on the directory where we generate all certicates and the previ-
ous keys, we will generate the private key customer, similar to how we create
the key to the certicate server, with the unique exception of the name of
the output le and the new key client:
# openssl genrsa -des3 -out client.key -passout pass:<contraseña> 2048
Generating RSA private key, 2048 bit long modulus
......+++
.........+++
e is 65537 (0x10001)
Then, with the same steps that we use in the generation of the certicate
to the server, we request the certicate:
# openssl req -new -subj "/DC=tomas.com/OU=LTSys/CN=NombreUsuario"
-key client.key -passin pass:<contraseña> -out client.csr
Recall that the CN parameter indicates the recipient of the certicate.
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With the request, we will create the conguration le that will allow us to
generate the certicate. In this case, it will save as cong-client.cnf:
basicConstraints = critical, CA:FALSE
extendedKeyUsage = clientAuth, emailProtection
Recall that the parameter clientAuth we will use for the web Client au-
thentication SSL / TLS. The certicate will be generated through the fol-
lowing command:
# openssl x509 -CA cacert.pem -CAkey cakey.pem -req -in client.csr -days
365 -extle cong-client.cnf -sha1 -set_serial 3 -out client03-cert.pem
Signature ok
subject=/DC=tomas.com/OU=com/CN=NombreUsuario
Getting CA Private Key
Enter pass phrase for cakey.pem:
Note that in this case it was decided to reduce the period of validity of
the certicate to one year. By set_serial parameter describing the number
of certicate generate, which in our case is 3. The CA is generated with the
number 1 and the server certicate with 2. It is highly desirable to respect
the correlation of numbers certicate to avoid using the same number in
generating another certicate, which would bring problems with them.
For the les that we spoke earlier, we must add two more les for the new
client certicate that has been generated:
client.key Private key(Client) client03-cert.pem Client Certicate.
With these two les copied on the path referenced by Apache (in our ex-
ample /etc/ssl/cert01) proceed to modify the VirualHost previously created
to request a certicate to the customer who wants to access the site. To do
this, add the following lines to the conguration of VirtualHost:
SSLCACerticateFile /etc/ssl/cert01/cacert.pem
SSLVerifyClient require
With these two parameters indicated to Apache the route of the CA's
and that requires a certicate of sta for customer access to the site. To
use SSLVerifyClient is recommended to install the version of Apache 2.2.x,
because it corrects an error of sending data with POST in environments with
VirtualHosts joined the use of SSLVerifyClient.
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After restarting the Apache server, access to the site is authorized only to
those customers who hold a certicate issued by our certication authority.
Installing certicates
As a last step for our entire conguration to work properly, we must create
a le that web browsers recognize as valid. Now the customer can install the
certicate properly. The format most recognized for these purposes is pkcs12
and we will create using the following instruction:
# openssl pkcs12 -export -in client03-cert.pem -inkey client.key -certle cac-
ert.pem -out client03-pck12.p12
Enter pass phrase for cakey.pem:
Enter Export Password:
Verifying - Enter Export Password:
The key export will be required when you import the certicate into their
browser. This certicate is stored on a route accessible site or it will be sent
by the customer via email for subsequent installation. Although the installa-
tion of the certicate is dierent in each browser, basically it consists of the
import le through the utility. For example, in Mozilla Firefox browser, the
utility is accessible from the menu Tools/Options/Advanced/View Certi-
cates/Import. A quick glance at each browser's help we will lead immediately
to the desired option. With this last step is completed the process of gener-
ating and installing certicates. We get a security environment which is pro-
tected under SSL by issuing various certicates. These certicates carry out
dierent tasks, for instance we can protect communications between client
and server under dierent protocols, and also request the authentication of
customers who want to make a connection.
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