Fault detection in water distribution systems is of critical importance for water authorities to maintain pipeline assets effectively. This paper develops an improved inverse transient analysis (ITA) method for the condition assessment of water transmission pipelines. For long transmission pipelines ITA approaches involve models using hundreds of discretized pipe reaches (therefore hundreds of model parameters). As such, these methods struggle to accurately and uniquely determine the many parameter values, despite achieving a very good fit between the model predictions and measured pressure responses. In order to improve the parameter estimation accuracy of ITA applied to these high dimensional problems, a multi-stage parameter-constraining ITA approach for pipeline condition assessment is proposed. The proposed algorithm involves the staged constraining of the parameter search-space to focus the inverse analysis on pipeline sections that have a higher likelihood of being in an anomalous state. The proposed method is verified by numerical simulations, where the results confirm that the parameters estimated by the proposed method are more accurate than the conventional ITA. The proposed method is also verified by a field case study. Results show that anomalies detected by the proposed methods are generally consistent with anomalies detected by ultrasonic measurement of pipe wall thickness.
INTRODUCTION
Model calibration is the process of determining the model parameters to obtain a model representation of the system of interest that satisfies a certain criterion, i.e. a goodness of fit metric between the system measurements and the simulated model (Savic et al. ) . inverse transient analysis (ITA) (Liggett & Chen ) , one of the popular transient- so that the calibrated model's predicted response matches the measured response (typically the temporal measurements of pressure). In the case of hydraulic transient wave speeds, the calibrated parameter is closely related to the pipeline condition (Stephens et al. ) , as the wave speed is related to the wall thickness and internal diameter of the pipe, which change as the pipe wall corrodes. As such, a well calibrated model provides valuable information about the pipeline condition, which serves as guidance for water authorities to assess infrastructure condition, and maintain assets strategically.
number of system parameters) is relatively small. ITA was first proposed by Liggett & Chen () for leakage and friction factor calibration. Within their numerical study, 15 parameters, including 11 friction factors and four leak sizes, were calibrated for a small 11-pipe network. Jung & Karney () considered a numerical case study, where the wave speed, diameter and friction factor of 11 pipes, four possible leakages and one water demand were calibrated simultaneously (38 parameters overall), on the same network as Liggett & Chen () . The average error of the parameter estimates was, in general, greater than 30% and the authors claimed the error associated with estimated wave speeds tends to compromise the calibration of other parameters. Shamloo & Haghighi () () adopted a strategy to minimize the number of leak candidates, starting with a set of leak candidates sparsely distributed throughout the system, and gradually reducing the set of candidates to those around the potential leak locations obtained in the earlier steps.
ITA in the frequency domain has also attracted attention. Kim () developed an address-oriented impedance matrix method for the generic calibration of several parameters, such as the location and quantity of leakage, the friction factor, and the wave speed simultaneously. The method was numerically verified by a 12-pipe network.
Kim () also adopted a similar multi-stage strategy to Covas & Ramos () , starting the calibration with the initial search-space, which was the accumulated length of all of the pipeline elements, and then restraining the search-space to a candidate pipeline element. Zecchin As outlined above, the complexity of the inverse problem (i.e. the dimensionality of the parameter estimation space) is limited in most previous research. An exception is the work by Stephens et al. () , where ITA was applied to a mild steel cement-lined transmission mains in rural South Australia. In this work, the wave speeds of 390 reaches, along a 6 km section of pipe, were calibrated to infer internal pipe wall condition. The pattern of estimated wave speeds by ITA were generally consistent with ultrasonic measurements taken along the pipe, although this was not always the case. However, within this application, Stephens et al. () claimed that it was almost certain the optimal solution was not found, due to a limitation on the number of objective function evaluations used by the optimizer (given the high computational cost of overall millions evaluations) and model error. Additionally, the authors also believed that, given the high dimensionality of the problem, it was very likely that non-unique solutions existed, meaning that there were very many local optimum solutions with similar objective function values. However, this issue was not explored in detail in their work.
Non-uniqueness of solutions for ITA applications has been observed in other work, and is a known problem for inverse problems more generally (Yeh ) . Within the study by Jung & Karney () , three different ITA scenarios were analyzed on an 11-pipe network, where each had a different number of measurement sites. The authors concluded that fewer measurement sites led to a better calibration error and faster convergence to the calibrated parameter values, but to a less accurate calibration result. Kapelan et al. () pointed out that some poorly estimated parameters were due to an inadequate quantity of observed information. That is, Kapelan et al. () outlined that the parameter calibration problems could not be resolved by simply using an alternative search algorithm. To improve the ill-posed natural of the inverse problem, a framework for the effective incorporation of prior information into ITA for pipe networks was developed. However, these two approaches to enhance the identifiability are not always feasible in field tests, where access points to install pressure transducers are limited, and prior information is not always available. Instead of increasing the number of measurement sites or incorporating prior knowledge of a system, another strategy to enhance parameter identifiability of ITA is to reduce the complexity of the inverse problem by limiting the number of decisions (Kim ; Covas & Ramos ) or limiting the range of the search-space.
The interval for a parameter's search-space is typically the minimum and maximum feasible values of the parameter to be calibrated, and they are typically the same for every reach. However, in the case of wave speed calibration in ITA, typically sections of pipe in a normal state (e.g. sections in a generally good condition) have wave speed values within a small band about a nominal value, and it is only anomalous sections (e.g. sections with severe deterioration) that possess significant uncertainty and variability in the wave speed values they can take. Therefore, if the searchspace can be properly adjusted for each reach to account for the reduced uncertainty for normal sections of pipe, better parameter estimates can be expected within the limited search-space.
To enhance parameter identifiability of ITA on a complex transmission main, a multi-stage parameterconstraining ITA is proposed in this paper. This paper is organized as follows: to highlight lack of identifiability achieved by the conventional ITA on a complex transmission mains system, a numerical example with a highly variable pipe wall condition is considered (represented by hundreds of reaches, each with different wave speeds). It is confirmed within this example that the conventional ITA is not able to uniquely identify the correct wave speed values, despite achieving parameter estimations that provide a very good fit of the predicted and measured pressure responses. To tackle this problem, a multi-stage parameterconstraining ITA is proposed. 
BACKGROUND: LACK OF IDENTIFIABILITY WITHIN ITA APPLICATIONS
The problem of lack of identifiability for applications involving the conventional ITA method are explored within this section with a numerical example application on a reservoir-pipeline-valve (RPV) system. Within this section, the numerical example illustrates that when applying the conventional ITA to a relatively complex (yet realistic) inverse problem, the identifiability of the wave speed parameters is relatively poor. This is evidenced by the fact that independent inverse runs (using a stochastic or evolutionary optimization approach with different random number sequences) yielded a large variability in the optimal parameter estimates, despite the high similarity in the estimates' associated calibration error. The data of the system are described in the next sub-section, followed by a discussion, where it is demonstrated that the conventional ITA suffers from the problem of lack of identifiability. 
Numerical example

Example results and discussion
Figure 3 presents a series of boxplots for the wave speeds estimated in each reach by ten independent runs. It can be seen that the interquartile range (IQR) of the wave speeds for each reach are generally large, which means that the wave speed estimates of the independent runs are spread diversely throughout the wide search-space (i.e. starting from different random number seeds, the PSO ended up with significantly different solutions). This high variability amongst the parameter estimates limits a clear interpretation of the results, and the ability to use these estimates for the detection of the anomalous sections.
To understand why the conventional ITA parameter estimates in Figure 3 yield such high variance, the envelopes of ten predicted pressure traces and the match between measured pressure trace and predicted pressure trace obtained by the best solution from the ten runs (ranked in terms of objective function) are given in the normal sections are confined to within a small interval about a nominal value, as there is much less uncertainty about the values that the normal sections can take. In contrast, the anomalous sections contain wave speed values that lie within a much broader interval, as there is significant uncertainty about the values that the anomalous sections can take. Therefore, it is expected that the effectiveness and accuracy of the ITA parameter estimation process would be increased if adaptive search-space parameter intervals were used to allow for a narrowing of the interval for sections that were recognized as normal, and maintaining a broader interval for sections that were identified as anomalous. Based on this idea, a multi-stage parameterconstraining ITA (ITA MP ) method is proposed. In this approach, the search-space is iteratively limited, guiding the solutions closer to the true parameter values.
The ITA MP algorithm
The flowchart of the ITA MP algorithm is given in Figure 5 .
The algorithm comprises multiple iterative stages, and each stage involves the sub-stage of new solution generation, reach classification, search-space updating for the next stage and the termination criteria check. Details of the four substages are presented in the following sub-sections.
Sub-stage 1: new solution matrix generation
The objective function used in the proposed ITA approach is defined by Equation (1): All the solutions from M different independent ITA runs are saved in a solution matrix A n , which is defined as: where a i,j,n ¼ ith wave speed estimation of the jth reach; N ¼ number of reaches; M ¼ number of independent ITA runs;
n ¼ stage number.
Sub-stage 2: section classification
The solution matrix A n provides a data set of wave speed estimates for each reach. A fundamental assumption of the This approach to the characterization of the estimates for a normal section is justified on the basis that a fraction of reaches will be in an anomalous state (sections with severely deteriorated conditions, undocumented or replaced pipe sections with different material), and the majority reaches will be in the normal state (generally good condition or similarly deteriorated condition). This means that within this larger data set (all elements of A =k,n ) the influence of estimates for the anomalous sections on the statistics of this set will be small compared to the influence of the normal sections. This is particularly the case when order statistics are used to characterize the set, as these are insensitive to outliers in a data set.
An appropriate statistical test to undertake the comparison of the kth reach data set a k,n with A =k,n is the Mann-Whitney U test (Hollander et al. ) . This test provides a non-parametric approach to compare two data sets to determine the likelihood that a random sample of one data set will be less than (or greater than) a random sample of the other data set. The null hypothesis of this test is that both sets are distributed about the same median value, meaning it is equally likely that a sample from one data set will be less than (or greater than) a sample from the other. A rejection of the null hypothesis means it is more likely that both sets are not distributed about the same median value. In the classification context of this paper, a reach is classified as normal if the null hypothesis holds, and is classified as anomalous if the null hypothesis is rejected. The acceptance or rejection of the null hypothesis is dependent on the comparison of the p-value for kth reach, p k,n , returned by Mann-Whitney U, and the specified significance level α n . The null hypothesis is accepted if p k,n ! α n , and is rejected if
The significance level α n is a fundamental parameter of the proposed method. A physical interpretation of the significance level can be considered as follows: under the assumption that m % of the pipe reaches will be classified as anomalous, the associated significance level is given by:
where P n ¼ p 1,n , . . . , p M,n È É . The advantage of considering m as the user specified parameter is its interpretation as providing an upper bound on the percentage of the pipe that is assumed to be in an anomalous state. It is therefore recommended that m should be set greater than the assumed percentage of anomalous sections of the pipeline under investigation. The appropriate choice of m will be investigated in the section on numerical verification. The outcome of this stage are the two sets: C 0,n ¼ the set of reaches that are classified as normal;
and C A,0 ¼ the set of reaches classified as anomalous.
Sub-stage 3: search-space updating for the next stage
Different search-space intervals are allocated for different reaches in the next stage, depending on the set C 0,n or C A,n that the reach belongs to. The detection of an anomalous section is the focus of the parameter estimation; as a result, a reach classified as anomalous (a k,n , k ∈ C A,n ) will retain the original wide wave speed search interval a min,1 , a max,1 Â Ã so that the estimation strategy is still able to search within the full search-space.
A reach which is classified as normal (a k,n , k ∈ C 0,n ) will be allocated a narrower wave speed search interval a ,min,nþ1 , a max,nþ1 Â Ã in the next stage. The new search-space bounds a min,nþ1 , a max,nþ1, for a reach classified as normal are determined by percentile values of A n,0 : 
Sub-stage 4: termination criteria
The algorithm is terminated from iterating in Stage 2 when the M multiple solutions generated within the updated search-space at Stage n all have a larger objective function than the previous best objective function from iteration
Stage n-1. The algorithm aims to minimize the objective function, so if it fails to decrease the objective function, and thus fails to improve the match between the calibrated models and the measured data, there is sufficient reason to believe that a failure to find a better solution is attributed to an improper updated search-space, so the algorithm is terminated.
NUMERICAL STUDY
A numerical experiment was conducted to verify the proposed ITA MP . The numerical model is the same as in Figure 1 . The number of reaches is N ¼ 128; and the number of independent ITA runs for different starting random number seeds is M ¼ 10, where PSO was used as the optimization algorithm.
Nine cases were considered given different values of m, p and q (see Table 1 ). Case 3 (m ¼ 15, p ¼ 5 and q ¼ 95) is discussed in detail in the section 'Results and discussion'.
The other cases are discussed in the section 'Choice of m, p and q values'.
Results and discussion
Detailed results for Case 3 In Case 5, the search-space bound a n,min and an,max are determined by the minimum and maximum of An,0. For simplicity, the minimum and maximum of An,0 are noted as 0th or 100th percentile of An,0, which technically do not exist. It can be seen in Figure 9 that the anomalous sections D1, D4, D5, D6 and D9 were successfully identified. However, anomalous sections D2, D3, D7, which are closer to the normal wave speeds (compared with those of D1, D4, D5, D6 and D9), were identified as normal sections because a smaller m was used and only 5% of reaches were allowed to be identified as anomalous reaches. The wave speeds of these three sections reach their maximum or minimum values (the boundaries of the search-space for normal sections).
With regard to Cases 2-4 where the m% values are all greater than 10.2% (the true proportion of anomalous reaches), the boxplots of estimates in Cases 2-4 combined (that is 30 estimates for each reach) are given in Figure 10 .
Comparison between the boxplots in Case 3 alone ( Figure 7) and Cases 2-4 combined demonstrates that as long as m% is greater than the proportion of anomalous sections, the choice of the percentile rank m has little sensitivity to the wave speed calibration. In conclusion, it is recommended that m is set to be greater than the assumed proportion of anomalous sections. In field applications, m can be chosen based on the prior information, if available, or by a trial and error strategy.
A comparison of Cases 5-9 with Case 3 is made to explore the impact of variations in the percentile rank parameters p and q. Figure 11 shows the search-space interval for normal sections of different stages for the different cases. In Case 5 (p ¼ 0, q ¼ 100), the search-space bound a n,min and a n,max for the normal sections are determined as the minimum and maximum of normal section matrix As the percentile rank p becomes greater and q becomes smaller, the updated search-space becomes narrower, and ITA MP was observed to terminate earlier. This is because for the increasingly narrow search-space, more normal reaches have wave speed values that violate the search-space bounds, yielding a reduced calibration internal diameter of 727.5 mm. The configuration of the pipeline under investigation (from chainage 14,900 to 18,900 m) is given in Figure 12 . For the series of field experiments, the transient waves were generated by shutting scour valve SC24 abruptly. Three transducers were installed at air valves AVFP43 and AVFP44, and scour valve SC24 to record the transient pressure response.
The measured pressure traces at AVFR43, SC24 and AVFR44, in which the underlying long-period pressure oscillations were removed by a low-pass filter, are given in The number of independent ITA runs of different random number seeds in each sub-stage was set to be M ¼ 10. In each independent ITA run, for the adopted optimization algorithm PSO, the number of particles and the number of maximum iterations were set to be 400 and 3,000, respectively. The percentile ranks were chosen as m ¼ 20, p ¼ 5 and q ¼ 95.
Results
Objective function values of all independent ITA runs are given in Figure 13 . Similar to Figure 6 However, a few true anomalous sections (for example, section G in Figure 14) were missed by ITA MP . This is likely due to the coarse spatial resolution (roughly 12 m, the 4 km pipe section was discretized into more than 300 reaches) used in the ITA MP . The ultrasonic measurement is taken at 5 m intervals, so the length of several anomalous sections was less than the spatial resolution used in ITA MP .
As a result, those anomalous sections were missed by ITA MP .
The comparison between the measured pressure trace and the predicted pressure trace obtained by the best estimated wave speeds (ranked in terms of objective show the comparison between the measured pressure trace and the predicted pressure trace obtained by the best estimated wave speeds from Stage 3. The high frequency pressure fluctuations at SC24 are due to high frequency pressure oscillations, and resultant cavitation, within the pipework of the generator. The inverse model is not able to describe this phenomenon, so they did not appear in the predicted pressure traces in Figure 17 . The pressures at ACFP43 and ACFP44 also exhibit significant oscillations in the first 0.5 s period after the transient has arrived. The oscillations were likely due to the oscillations generated at SC24, so the pressures of the first 0.5 s have been excluded from the objective function calculations. It can be seen that a reasonable match between the measured and predicted pressure trace is achieved for the time period 0.5 s after the wave front.
Overall, given the difficulty of the field problem that ITA MP attempted, the anomalous sections identified by 
