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Abstract
We introduce a planar waveguide of constant width with non-Hermitian
PT -symmetric Robin boundary conditions. We study the spectrum of
this system in the regime when the boundary coupling function is a com-
pactly supported perturbation of a homogeneous coupling. We prove that
the essential spectrum is positive and independent of such perturbation,
and that the residual spectrum is empty. Assuming that the perturba-
tion is small in the supremum norm, we show that it gives rise to real
weakly-coupled eigenvalues converging to the threshold of the essential
spectrum. We derive sufficient conditions for these eigenvalues to exist or
to be absent. Moreover, we construct the leading terms of the asymptotic
expansions of these eigenvalues and the associated eigenfunctions.
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1 Introduction
There are two kinds of motivations for the present work. The first one is due to
the growing interest in spectral theory of non-self-adjoint operators. It is tra-
ditionally relevant to the study of dissipative processes, resonances if one uses
the mathematical tool of complex scaling, and many others. The most recent
and conceptually new application is based on the potential quantum-mechanical
interpretation of non-Hermitian Hamiltonians which have real spectra and are
invariant under a simultaneous P-parity and T -time reversal. For more infor-
mation on the subject, we refer to the pioneering work [3] and especially to the
recent review [2] with many references.
The other motivation is due to the interesting phenomena of the existence of
bound states in quantum-waveguide systems intensively studied for almost two
decades. Here we refer to the pioneering work [12] and to the reviews [10, 21].
In these models the Hamiltonian is self-adjoint and the bound states – often
without classical interpretations – correspond to an electron trapped inside the
waveguide.
In this paper we unify these two fields of mathematical physics by consider-
ing a quantum waveguide modelled by a non-Hermitian PT -symmetric Hamil-
tonian. Our main interest is to develop a spectral theory for the Hamiltonian
and demonstrate the existence of eigenvalues outside the essential spectrum. For
non-self-adjoint operators the location of the various essential spectra is often
as much as one can realistically hope for in the absence of the powerful tools
available when the operators are self-adjoint, notably the spectral theorem and
minimax principle. In the present paper we overcome this difficulty by using
perturbation methods to study the point spectrum in the weak-coupling regime.
In certain situations we are also able to prove that the total spectrum is real.
Let us now briefly recall the notion of PT -symmetry. If the underlying
Hilbert space of a Hamiltonian H is the usual realization of square integrable
functions L2(R
n), the PT -symmetry invariance can be stated in terms of the
commutator relation
(PT )H = H(PT ) , (1.1)
where the parity and time reversal operators are defined by (Pψ)(x) := ψ(−x)
and T ψ := ψ, respectively. In most of the PT -symmetric examples H is the
Schro¨dinger operator −∆+V with a potential V satisfying (1.1), so that H∗ =
T HT where H∗ denotes the adjoint of H . This property is known as the T -self-
adjointness ofH in the mathematical literature [11], and it is not limited to PT -
symmetric Schro¨dinger operators. More generally, given any linear operator H
in an abstract Hilbert space H, we understand the PT -symmetry property as a
special case of the J-self-adjointness of H :
H∗ = JHJ , (1.2)
where J is a conjugation operator, i.e.,
∀φ, ψ ∈ H , (Jφ, Jψ)H = (ψ, φ)H , J2ψ = ψ .
This setting seems to be adequate for a rigorous formulation of PT -symmetric
problems, and alternative to that based on Krein spaces [22, 24].
The nice feature of the property (1.2) is that H “is not too far” from the
class of self-adjoint operators. In particular, the eigenvalues are found to be
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real for many PT -symmetric Hamiltonians [28, 9, 22, 8, 26, 7, 20]. However,
the situation is much less studied in the case when the resolvent of H is not
compact.
The spectral analysis of non-self-adjoint operators is more difficult than in
the self-adjoint case, partly because the residual spectrum is in general not
empty for the former. One of the goals of the present paper is to point out that
the existence of this part of spectrum is always ruled out by (1.2):
Fact. Let H be a densely defined closed linear operator in a Hilbert space sat-
isfying (1.2). Then the residual spectrum of H is empty.
The proof follows easily by noticing that the kernels of H − λ and H∗ − λ
have the same dimension [11, Lem. III.5.4] and by the the general fact that the
orthogonal complement of the range of a densely defined closed operator in a
Hilbert space is equal to the kernel of its adjoint. The above result is probably
not well known in the PT -symmetry community.
We continue with an informal presentation of our model and main spectral
results obtained in this paper. The rigorous and more detailed statements are
postponed until the next section because they require a number of technical
definitions.
The Hamiltonian we consider in this paper acts as the Laplacian in the
Hilbert space of square integrable functions over a straight planar strip and the
non-Hermiticity enters through PT -symmetric boundary conditions only. The
boundary conditions are of Robin type but with imaginary coupling. The PT -
symmetric invariance then implies that we actually deal with an electromagnetic
waveguide with radiation/dissipative boundary conditions. In fact, the one-
dimensional spectral problem in the waveguide cross-section has been studied
recently in [20] (see also [19]) and our model can be viewed as a two-dimensional
extension of the former.
Schro¨dinger-type operators with similar non-Hermitian boundary conditions
were studied previously by Kaiser, Neidhardt and Rehberg [17, 16, 15]. In their
papers, motivated by the needs of semiconductor physics, the configuration
space is a bounded domain and the boundary coupling function is such that the
Hamiltonian is a dissipative operator. The latter excludes the PT -symmetric
models of [20] and the present paper.
The T -self-adjointness property (1.2) of our Hamiltonian is proved in Sec-
tion 3. If the boundary coupling function is constant, the spectral problem can
be solved by separation of variables and we find that the spectrum is purely es-
sential, given by a positive semibounded interval (cf Section 4). In Section 5 we
prove that the essential spectrum is stable under compactly supported pertur-
bations of the coupling function. Consequently, the essential spectrum is always
real in our setting, however, it exhibits important differences as regards similar
self-adjoint problems. Namely, it becomes as a set independent of the value
of the coupling function at infinity when the latter overpasses certain critical
value.
In Section 6 we study the point spectrum. We focus on the existence of
eigenvalues emerging from the threshold of the essential spectrum in the limit
when the compactly supported perturbation of the coupling function tends to
zero in the supremum norm. It turns out that the weakly-coupled eigenvalues
may or may not exist, depending on mean values of the local perturbation. In
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the case when the point spectrum exists, we derive asymptotic expansions of
the eigenvalues and the associated eigenfunctions.
Because of the singular nature of the PT -symmetric interaction, our exam-
ple is probably the simplest non-trivial, multidimensional PT -symmetric model
whatsoever for which both the point and essential spectra exist. We hope that
the present work will stimulate more research effort in the direction of spectral
and scattering properties of the present and other non-Hermitian PT -symmetric
operators.
2 Main results
Given a positive number d, we write I := (0, d) and consider an infinite straight
strip Ω := R×I. We split the variables consistently by writing x = (x1, x2) with
x1 ∈ R and x2 ∈ I. Let α be a bounded real-valued function on R; occasionally
we shall denote by the same symbol the function x 7→ α(x1) on Ω. The object
of our interest is the operator in the Hilbert space L2(Ω) which acts as the
Laplacian and satisfies the following PT -symmetric boundary conditions:
∂2Ψ+ iαΨ = 0 on ∂Ω . (2.1)
More precisely, we introduce
HαΨ := −∆Ψ , Ψ ∈ D(Hα) :=
{
Ψ ∈ W 22 (Ω) | Ψ satisfies (2.1)
}
, (2.2)
where the action ofHα should be understood in the distributional sense and (2.1)
should be understood in the sense of traces [1]. In Section 3 we show that Hα is
well defined in the sense that it is an m-sectorial operator and that its adjoint
is easy to identify:
Theorem 2.1. Let α ∈ W 1∞(R). Then Hα is an m-sectorial operator in L2(Ω)
satisfying
H∗α = H−α . (2.3)
Of course, Hα is not self-adjoint unless α vanishes identically (in this case
H0 is the Neumann Laplacian in L2(Ω)). However, Hα is T -self-adjoint, i.e.,
it satisfies (1.2) with J being the complex conjugation T : Ψ 7→ Ψ. Indeed,
Hα satisfies the relation (2.3) and it is easy to see that
H−α = T HαT . (2.4)
This reflects the PT -symmetry (1.1) of our problem, with P being defined by
(PΨ)(x) := Ψ(x1, d− x2).
An important property of an operator H in a Hilbert space H being m-
sectorial is that it is closed. Then, in particular, the spectrum σ(H) is well
defined as the set of complex points z such that H − z is not bijective as the
operator from D(H) to H. Furthermore, its spectrum is contained in a sector of
complex numbers z such that | arg(z−γ)| 6 θ with some γ ∈ R and θ ∈ [0, π/2).
In our case, however, we are able to establish a stronger result
σ(Hα) ⊆ Ξα :=
{
z ∈ C : Re z > 0 , | Im z| 6 2 ‖α‖L∞(R)
√
Re z
}
. (2.5)
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This follows directly from Lemma 3.1 on which the proof of Theorem 2.1 is
based (cf the end of Section 3 for more details). Consequently, the resolvent
set ρ(Hα) := C \ σ(Hα) contains the complement of Ξα and we have the bound
‖(Hα − z)−1‖ ≤ 1/dist(z, ∂Ξα) for all z ∈ C \ Ξα , (2.6)
where ‖ · ‖ denotes the operator norm in L2(Ω).
Given a closed operator H in a Hilbert space H, we use the following de-
composition of the spectrum σ(H):
Definition. The point spectrum σp(H) equals the set of points λ such that
H − λ is not injective. The essential spectrum σe(H) equals the set of points λ
such that H − λ is not Fredholm. Finally, the residual spectrum σr(H) equals
the set of points λ such that H − λ is injective but the range of H − λ is not
dense in H.
Remark 2.1. 1. The reader is warned that various other types of essential spectra
of non-self-adjoint operators are used in the literature; cf [11, Chapt. IX] for five
distinct definitions and a detailed description of their properties. Among them
we choose that of Wolf [27], which is in general larger than that of Kato [18,
Sec. IV.5.6] based on violating the semi-Fredholm property. (Recall that a closed
operator in a Hilbert space is called Fredholm if its range is closed and both its
kernel and its cokernel are finite-dimensional, while it is called semi-Fredholm if
its range is closed and its kernel or its cokernel is finite-dimensional.) However,
since our operator Hα is T -self-adjoint, the majority of the different definitions
coincide [11, Thm IX.1.6], in particular the two above, and that is why we use
the common notation σe(·) in this paper. Then our choice also coincides with
the definition of “continuous spectrum” as used for instance in the Glazman’s
book [14].
2. We indeed have the decomposition (cf [14, Sec. I.1.1])
σ(H) = σp(H) ∪ σe(H) ∪ σr(H) ,
but note that there might be intersections on the right hand side. In particular,
σe(H) contains eigenvalues of infinite geometric multiplicity.
3. On the other hand, the definitions of point and residual spectra are standard
and they form disjoint subsets of σ(H). Recalling the general fact [18, Sec. V.3.1]
that the orthogonal complement of the range of a densely defined closed operator
in a Hilbert space is equal to the kernel of its adjoint, we obtain the following
characterization of the residual spectrum in terms of the point spectrum of the
operator and its adjoint:
σr(H) =
{
λ ∈ C | λ¯ ∈ σp(H∗) & λ 6∈ σp(H)
}
. (2.7)
The T -self-adjointness of Hα immediately implies:
Corollary 2.1. Suppose the hypothesis of Theorem 2.1. Then
σr(Hα) = ∅ .
Proof. We repeat the proof sketched in Introduction. Since Hα is T -self-adjoint,
it is easy to see that λ is an eigenvalue of Hα (with eigenfunction Ψ) if, and
only if, λ¯ is an eigenvalue of H∗α (with eigenfunction Ψ). It is then clear from
the general identity (2.7) that the residual spectrum of Hα must be empty.
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The case of uniform boundary conditions, i.e. when α equals identically a
constant α0, can be solved by separation of variables (cf Section 4). We find
σ(Hα0 ) = σe(Hα0) = [µ
2
0,+∞) , (2.8)
where the threshold µ20, with the notation
µ0 =
{
α0 if |α0| 6 π/d ,
π/d if |α0| > π/d ,
(2.9)
denotes the bottom of the spectrum of the “transverse” operator
−∆Iα0ψ := −ψ′′,
ψ ∈ D(−∆Iα0) :=
{
ψ ∈ W 22 (I) | ψ′ + iα0ψ = 0 at ∂I
}
.
(2.10)
The operator −∆Iα0 was studied in [20]. Its spectrum is purely discrete and
real:
σ(−∆Iα0 ) = {µ2j}∞j=0 , (2.11)
where µ0 has been introduced in (2.9),
µ1 =
{
α0 if |α0| > π/d ,
π/d if |α0| 6 π/d ,
and µj := πj/d for j > 2 .
Making the hypothesis
α0d/π 6∈ Z\{0} , (2.12)
the eigenvalues of −∆Iα0 are simple and the corresponding set of eigenfunctions
{ψj}∞j=0 can be chosen as
ψj(x2) := cos(µjx2)− i α0
µj
sin(µjx2) . (2.13)
We refer to Section 4.1 for more results about the operator −∆Iα0 .
Let us now turn to the non-trivial case of variable coupling function α.
Among a variety of possible situations, in this paper we restrict the consider-
ations to local perturbations of the uniform case. Namely, we always assume
that the difference α− α0 is compactly supported.
First of all, in Section 5 we show that the essential component of the spec-
trum of Hα is stable under the local perturbation of the uniform case:
Theorem 2.2. Let α− α0 ∈ C0(R) ∩W 1∞(R) with α0 ∈ R. Then
σe(Hα) = [µ
2
0,+∞) .
Notice that the essential spectrum as a set is independent of α0 as long
as |α0| > π/d. This is a consequence of the fact that our Hamiltonian is not
Hermitian. On the other hand, it follows that the essential spectrum is real.
Recall that the residual spectrum is always empty due to Corollary 2.1. We do
not have the proof of the reality for the point spectrum, except for the particular
case treated in the next statement:
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Theorem 2.3. Let α ∈ C0(R) ∩W 1∞(R) be an odd function. Then
σp(Hα) ⊂ R .
Summing up, under the hypotheses of this theorem the total spectrum is real
(and in fact non-negative due to (2.5)).
The next part of our results concerns the behavior of the point spectrum
of Hα under a small perturbation of α0. Namely, we consider the local pertur-
bation of the form
α(x1) = α0 + ε β(x1) , (2.14)
where β ∈ C20 (R) and ε is a small positive parameter. In accordance with Theo-
rem 2.2, in this case the essential spectrum of Hα coincides with [µ
2
0,+∞), and
this is also the spectrum of Hα0 . Our main interest is focused on the existence
and asymptotic behavior of the eigenvalues emerging from the threshold µ20 due
to the perturbation of Hα0 by εβ.
First we show that the asymtotically Neumann case is in some sense excep-
tional:
Theorem 2.4. Suppose α0 = 0. Let α be given by (2.14), where β ∈ C20 (R).
Then the operator Hα has no eigenvalues converging to µ
2
0 as ε→ +0.
The problem of existence of the weakly-coupled eigenvalues is more subtle
as long as α0 6= 0. To present our results in this case, we introduce an auxiliary
sequence of functions vj : R→ R by
vj(x1) :=

− 1
2
∫
R
|x1 − t1|β(t1) dt1 if j = 0 ,
1
2
√
µ2j − µ20
∫
R
e−
√
µ2
j
−µ2
0
|x1−t1|β(t1) dt1 if j > 1 .
(2.15)
Denoting 〈f〉 = ∫
R
f(x1) dx1 for any f ∈ L1(R), we introduce a constant τ ,
depending on β, d and α0, by
τ :=

2α20〈βv0〉+
2α0
d
∞∑
j=1
µ2j 〈βvj〉
µ2j − µ20
tan
α0d+ jπ
2
if |α0| < π
d
,
2α0π
2 cot α0d2
(µ21 − µ20)d3
〈βv1〉+ 8π
2
(µ21 − µ20)d4
∞∑
j=1
µ22j〈βv2j〉
µ22j − µ21
if |α0| > π
d
.
It will be shown in Section 6.3 that the series converge. Finally, we denote
Ωa := Ω ∩ {x : |x1| < a} for any positive a. Now we are in a position to state
our main results about the point spectrum.
Theorem 2.5. Suppose |α0| < π/d. Let α be given by (2.14), where β ∈ C20 (R).
1. If α0〈β〉 < 0, there exists the unique eigenvalue λε of Hα converging to µ20
as ε→ +0. This eigenvalue is simple and real, and satisfies the asymptotic
formula
λε = µ
2
0 − ε2α20〈β〉2 + 2ε3α0τ〈β〉 +O(ε4) .
The associated eigenfunction Ψε can be chosen so that it satisfies the
asymptotics
Ψε(x) = ψ0(x2) +O(ε) (2.16)
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in W 22 (Ωa) for each a > 0, and behaves at infinity as
Ψε(x) = e
−
√
µ2
0
−λε|x1|ψ0(x2) +O(e−
√
µ2
0
−λε|x1|) , |x1| → +∞ . (2.17)
2. If α0〈β〉 > 0, the operator Hα has no eigenvalues converging to µ20 as
ε→ +0.
3. If 〈β〉 = 0, and τ > 0, there exists the unique eigenvalue λε of Hα con-
verging to µ20 as ε→ +0. This eigenvalue is simple and real, and satisfies
the asymptotics
λε = µ
2
0 − ε4τ2 +O(ε5) . (2.18)
The associated eigenfunction can be chosen so that the relations (2.16)
and (2.17) hold true.
4. If 〈β〉 = 0, and τ < 0, the operator Hα has no eigenvalues converging
to µ20 as ε→ +0.
Theorem 2.6. Suppose |α0| > π/d and (2.12). Let α be given by (2.14) where
β ∈ C20 (R).
1. If τ > 0, there exists the unique eigenvalue λε of Hα converging to µ0 as
ε → +0, it is simple and real, and satisfies the asymptotics (2.18). The
associated eigenfunction can be chosen so that it obeys (2.16) and (2.17).
2. If τ < 0, the operator Hα has no eigenvalues converging to µ
2
0 as ε→ +0.
In accordance with Theorem 2.5, in the case |α0| < π/d the existence of a
weakly-coupled eigenvalue is determined by the sign of the constant α0 and that
of the mean value of β. In the language of Schro¨dinger operators (treating α
as a singular potential), it means that a given non-trivial β plays the role of an
effective interaction, attractive or repulsive depending upon the sign of α0. It is
instructive to compare this situation with a self-adjoint waveguide [6], where a
similar effective interaction is induced by a local deformation of the boundary. If
the boundary is deformed “outward in the mean”, a weakly-coupled bound state
exists, while it is absent if the deformation is “inward-pointing in the mean”.
As usual, the critical situation 〈β〉 = 0 is much harder to treat. In our case,
one has to check the sign of τ to decide whether a weakly-coupled bound state
exists. However, it can be difficult to sum up the series in the definition of τ .
This is why in our next statement we provide a sufficient condition guaranteeing
that τ > 0.
Proposition 2.1. Suppose 0 < |α0| < π/d. Let α be given by (2.14) where
β(x1) = β˜ (x1/l), β˜ ∈ C20 (R), 〈β˜〉 = 0, l > 0. If∥∥∥∥ ∫
R
sign(·−t1)β˜(t1) dt1
∥∥∥∥2
L2(R)
>
4 cot α0d2
l2 α0d
[
µ21
(µ21 − µ20)2
+
d2
16π2
+
d2
48
]
‖β˜‖2L2(R) ,
then τ > 0.
The meaning of this proposition is that for each positive |α0| < π/d the
perturbation εβ in the critical regime 〈β〉 = 0 produces a weakly-coupled eigen-
value near the threshold of the essential spectrum provided that the support of β
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is wide enough. This is in perfect agreement with the critical situation of [6];
according to higher-order asymptotics derived in [5], here the weakly-coupled
bound state exists if, and only if, the critical boundary deformation is smeared
enough.
In the case |α0| > π/d a sufficient condition guaranteeing τ > 0 is given in
Proposition 2.2. Suppose |α0| > π/d and (2.12). Let α be given by (2.14)
where β ∈ C20 (R). Let m be the maximal positive integer such that µ2m < |α0|.
If
α0〈βv1〉 cot α0d
2
>
4
d
m∑
j=1
µ22j〈βv2j〉
µ21 − µ22j
, (2.19)
then τ > 0.
In Section 6.6 we will show that the inequality (2.19) makes sense. Namely,
it will be proved that there exists β such that this inequality holds true, provided
that α0 is close enough to µ2 but greater than this value.
Remark 2.2. It is useful to make the hypothesis (2.12), since it implies that the
“transverse” eigenfunctions (2.13) form a basis (cf (4.1)) and makes it there-
fore possible to obtain a relatively simple decomposition of the resolvent of Hα0
(cf Lemma 4.3). However, it is rather a technical hypothesis for many of the
spectral results (e.g., Theorem 2.2). On the other hand, it seems that the hy-
pothesis is rather crucial for the statement of Theorem 2.6 and Proposition 2.2.
If the hypothesis (2.12) is omitted and α0 = πℓ/d, with ℓ ∈ Z \ {0}, the
threshold of the essential spectrum is π2/d2. This point corresponds to a simple
eigenvalue of the “transverse” operator −∆Iα0 only if |ℓ| > 1, while it is a
double eigenvalue if |ℓ| = 1. Under the hypothesis of Theorems 2.5 and 2.6, the
threshold is always a simple eigenvalue of −∆Iα0 , and the proof of the theorems
actually employs some sort of “non-degenerate” perturbation theory. In view
of this, we conjecture that in the degenerate case |ℓ| = 1 two simple eigenvalues
(possibly forming a complex conjugate pair) or one double (real) eigenvalue can
emerge from the threshold of the essential spectrum for a suitable choice of β,
while in the case |ℓ| > 1 there can be at most one simple emerging eigenvalue.
The question on the asymptotic behaviour of these eigenvalues constitutes an
interesting open problem.
3 Definition of the operator
In this section we prove Theorem 2.1. Our method is based on the theory of
sectorial sesquilinear forms [18, Sec. VI].
In the beginning we assume only that α is bounded. Let hα be the sesquilin-
ear form defined in L2(Ω) by the domain D(hα) :=W
1
2 (Ω) and the prescription
hα := h
1
α + ih
2
α with
h1α(Ψ,Φ) :=
∫
Ω
∇Ψ(x) · ∇Φ(x) dx ,
h2α(Ψ,Φ) :=
∫
R
α(x1)Ψ(x1, d)Φ(x1, d) dx1 −
∫
R
α(x1)Ψ(x1, 0)Φ(x1, 0) dx1 ,
for any Ψ,Φ ∈ D(hα). Here the dot denotes the scalar product in R2 and
the boundary terms should be understood in the sense of traces [1]. We write
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hα[Ψ] := hα(Ψ,Ψ) for the associated quadratic form, and similarly for h
1
α and
h2α.
Clearly, hα is densely defined. It is also clear that the real part h
1
α is a
densely defined, symmetric, positive, closed sesquilinear form (it is associated
to the self-adjoint Neumann Laplacian in L2(Ω)). Of course, hα itself is not sym-
metric unless α vanishes identically; however, it can be shown that it is sectorial
and closed. To see it, one can use the perturbation result [18, Thm. VI.1.33]
stating that the sum of a sectorial closed form with a relatively bounded form
is sectorial and closed provided the relative bound is less than one. In our case,
the imaginary part h2α plays the role of the small perturbation of h
1
α by virtue
of the following result.
Lemma 3.1. Let α ∈ L∞(R). Then h2α is relatively bounded with respect to h1α,
with∣∣h2α[Ψ]∣∣ 6 2 ‖α‖L∞(R) ‖Ψ‖L2(Ω)√h1α[Ψ] 6 δ h1α[Ψ] + δ−1 ‖α‖2L∞(R) ‖Ψ‖2L2(Ω)
for all Ψ ∈W 12 (Ω) and any positive number δ.
Proof. By density [1, Thm. 3.18], it is sufficient to prove the inequality for
restrictions to Ω of functions Ψ in C∞0 (R
2). Then we have
∣∣h2α[Ψ]∣∣ = ∣∣∣∣∫
Ω
α(x1)
∂|Ψ(x)|2
∂x2
dx
∣∣∣∣ 6 2 ‖α‖L∞(R) ‖Ψ‖L2(Ω) ‖∂2Ψ‖L2(Ω) ,
which gives the first inequality after applying ‖∂2Ψ‖L2(Ω) 6 ‖∇Ψ‖L2(Ω). The
second inequality then follows at once by means of the Cauchy inequality with δ.
In view of the above properties, Theorem VI.1.33 in [18], and the first rep-
resentation theorem [18, Thm. VI.2.1], there exists the unique m-sectorial oper-
ator H˜α in L2(Ω) such that hα(Ψ,Φ) = (H˜αΨ,Φ) for all Ψ ∈ D(H˜α) ⊂ D(hα)
and Φ ∈ D(hα), where
D(H˜α) =
{
Ψ ∈W 12 (Ω)| ∃F ∈ L2(Ω), ∀Φ ∈W 12 (Ω), hα(Ψ,Φ) = (F,Φ)L2(Ω)
}
.
By integration by parts, it is easy to check that if Ψ ∈ D(Hα), it follows that Ψ ∈
D(H˜α) with F = −∆Ψ. That is, H˜α is an extension of Hα as defined in (2.2).
It remains to show that actually Hα = H˜α in order to prove Theorem 2.1.
However, the other inclusion holds as a direct consequence of the representation
theorem and the following result.
Lemma 3.2. Let α ∈ W 1∞(R). For each F ∈ L2(Ω), a generalized solution Ψ
to the problem {
−∆Ψ = F in Ω ,
∂2Ψ+ iαΨ = 0 on ∂Ω ,
(3.1)
belongs to D(Hα).
Proof. For any function Ψ ∈W 12 (Ω), we introduce the difference quotient
Ψδ(x) :=
Ψ(x1 + δ, x2)−Ψ(x)
δ
,
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where δ is a small real number. By standard arguments [23, Ch. III, Sec. 3.4,
Thm. 3], the estimate
‖Ψδ‖L2(Ω) 6 ‖Ψ‖W 12 (Ω) (3.2)
holds true for all δ small enough. If Ψ is a generalized solution to (3.1), then Ψδ
is a generalized solution to the problem{
−∆Ψδ = Fδ in Ω ,
∂2Ψδ + iαΨδ = g on ∂Ω ,
where g denotes the trace of the function x 7→ −iαδ(x1)Ψ(x1 + δ, x2) to the
boundary ∂Ω. Using the “integration-by-parts” formula for the difference quo-
tients, (Fδ,Φ)L2(Ω) = −(F,Φ−δ)L2(Ω), the integral identity corresponding to
the weak formulation of the boundary value problem for Ψδ can be written as
follows
hα(Ψδ,Φ) = −(F,Φ−δ)L2(Ω) − i
∫
R
αδ(x1)Ψ(x1 + δ, d)Φ(x1, d) dx1
+ i
∫
R
αδ(x1)Ψ(x1 + δ, 0)Φ(x1, 0)dx1 ,
where Φ ∈ W 12 (Ω) is arbitrary. Letting Φ = Ψδ, and using the embedding
of W 12 (Ω) in L2(∂Ω), the boundedness of αδ, Lemma 3.1 and (3.2), the above
identity yields
‖Ψδ‖W 1
2
(Ω) 6 C ,
where the constant C is independent of δ. Employing this estimate and pro-
ceeding as in the proof of Item b) of Theorem 3 in [23, Ch. III, Sec. 3.4], one
can show easily that ∂1Ψ ∈W 12 (Ω). Hence, ∂11Ψ ∈ L2(Ω) and ∂12Ψ ∈ L2(Ω).
If follows from standard elliptic regularity theorems (see, e.g., [23, Ch. IV,
Sec. 2.2]) that Ψ ∈ W 22,loc(Ω). Hence, the first of the equations in (3.1) holds
true a.e. in Ω. Thus, ∂22Ψ = −F − ∂11Ψ ∈ L2(Ω), and therefore Ψ ∈W 22 (Ω).
It remains to check the boundary condition for Ψ. Integrating by parts, one
has
(F,Φ)L2(Ω) =hα(Ψ,Φ) = (−∆Ψ,Φ)L2(Ω)
+
∫
R
[
∂2Ψ(x1, d) + iα(x1)Ψ(x1, d)
]
Φ(x1, d) dx1
−
∫
R
[
∂2Ψ(x1, 0) + iα(x1)Ψ(x1, 0)
]
Φ(x1, 0)dx1
for any Φ ∈ W 12 (Ω). This implies the boundary conditions because −∆Ψ = F
a.e. in Ω and Φ is arbitrary.
Summing up the results of this section, we get
Proposition 3.1. Let α ∈W 1∞(R). Then H˜α = Hα.
Theorem 2.1 follows as a corollary of this proposition. In particular, the
latter implies that Hα is m-sectorial. Moreover, by the first representation the-
orem, we know that the adjoint H˜∗α is simply obtained as the operator associated
with h∗α = h−α. This together with Proposition 3.1 proves (2.3).
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Let us finally comment on the results (2.5) and (2.6). As a direct consequence
of the first inequality of Lemma 3.2, we get that the numerical range of Hα(=
H˜α), defined as the set of all complex numbers (HαΨ,Ψ)L2(Ω) where Ψ changes
over all Ψ ∈ D(Hα) with ‖Ψ‖L2(Ω) = 1, is contained in the set Ξα. Hence, in
view of general results about numerical range (cf [18, Sec. V.3.2]), the exterior of
the numerical range ofHα is a connected set, and one indeed has (2.5) and (2.6).
4 The unperturbed waveguide
In this section we consider the case of uniform boundary conditions in the sense
that α is supposed to be identically equal to a constant α0 ∈ R. We prove the
spectral result (2.8) by using the fact that Hα0 can be decomposed into a sum of
the “longitudinal” operator −∆R, i.e. the self-adjoint Laplacian in L2(R), and
the “transversal” operator −∆Iα0 defined in (2.10).
4.1 The transversal operator
We summarize here some of the results established in [20] and refer to that
reference for more details.
The adjoint of −∆Iα0 is simply obtained by the replacement α0 7→ −α0, i.e.,
(−∆Iα0)∗ = −∆I−α0 . Consequently, (−∆Iα0)∗ has the same spectrum (2.11) and
the corresponding set of eigenfunctions {φj}∞j=0 can be chosen as
φj(x2) := Aj ψj(x2) ,
where {ψj}∞j=0 have been introduced in (2.13) and Aj are normalization con-
stants. Choosing
Aj0 :=
2iα0
1− exp (−2iα0d) , Aj1 :=
2µ21
(µ21 − α20)d
, Aj :=
2µ2j
(µ2j − α20)d
,
where j > 2, (j0, j1) = (0, 1) if |α0| < π/d and (j0, j1) = (1, 0) if |α0| > π/d
(if α0 = 0, the fraction in the definition of Aj0 should be understood as the
expression obtained after taking the limit α0 → 0), we have the biorthonormality
relations
∀j, k ∈ N, (ψj , φk)L2(I) = δjk
together with the biorthonormal-basis-type expansion (cf [20, Prop. 4])
∀ψ ∈ L2(I) , ψ =
∞∑
j=0
(ψ, φj)L2(I) ψj . (4.1)
Let us show that (4.1) can be extended to L2(Ω).
Lemma 4.1. For any Ψ ∈ L2(Ω), the identity
Ψ(x) =
∞∑
j=0
Ψj(x1)ψj(x2) with Ψj(x1) :=
(
Ψ(x1, ·), φj
)
L2(I)
holds true in the sense of L2(Ω)-norm.
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Proof. In view of (4.1), the series converges to Ψ in L2(I) for almost every x1 ∈
R. We use the dominated convergence theorem to prove that the convergence
actually holds in the norm of L2(Ω). To do so, it is sufficient to check that the
L2(I)-norm of the partial sums can be uniformly estimated by a function from
L2(R).
Let us introduce χDj (x2) := sin(πjx2/d) and χ
N
j (x2) := cos(πjx2/d) for
j > 1, and χN0 (x2) := 1/
√
2. We recall that {
√
2/dχDj }∞j=1 and {
√
2/dχNj }∞j=0
form complete orthonormal families in L2(I). Expressing ψj in terms of χ
N
j and
χDj for j > 2, and using the orthonormality, we have (n > 2)∥∥∥ n∑
j=2
Ψj(x1)ψj
∥∥∥2
L2(I)
6 d
∥∥∥ n∑
j=2
Ψj(x1)χ
N
j
∥∥∥2
L2(I)
+ dα20
∥∥∥ n∑
j=2
Ψj(x1)χ
D
j /µj
∥∥∥2
L2(I)
= d
n∑
j=2
|Ψj(x1)|2 + dα20
n∑
j=2
|Ψj(x1)|2/µ2j
6 d
(
1 +
α20
µ22
) ∞∑
j=2
|Ψj(x1)|2 . (4.2)
Next, writing (j > 2)
Ψj =
√
d
2
Aj
(
ΨNj − i
α0
µj
ΨDj
)
with Ψ♯j(x1) :=
(
Ψ(x1, ·), χ♯j
)
L2(I)
,
noticing that |Aj | 6 c (valid for all j > 0) where c is a constant depending
uniquely on |α0| and d, and using the Parseval identities for χNj and χDj , we
obtain
∞∑
j=2
|Ψj(x1)|2 6 c2d
∞∑
j=2
(
|ΨNj |2 +
α20
µ2j
|ΨDj |2
)
6 c2d
(
1 +
α20
µ22
)
‖Ψ(x1, ·)‖2L2(I) . (4.3)
At the same time, using just the estimates |ψj |2 6 (1 + α20/µ2j) valid for all
j > 0, we readily get∥∥∥ 1∑
j=0
Ψj(x1)ψj
∥∥∥
L2(I)
6 2 c d
(
1 +
α20
µ20
)
‖Ψ(x1, ·)‖L2(I) . (4.4)
Summing up, ∥∥∥ n∑
j=0
Ψj(x1)ψj
∥∥∥
L2(I)
6 C ‖Ψ(x1, ·)‖L2(I) ∈ L2(R) ,
where C is a constant independent of n, and the usage of the dominated con-
vergence theorem is justified.
4.2 Spectrum of the unperturbed waveguide
First we show that the spectrum of Hα0 is purely essential. Since the residual
spectrum is always empty due to Corollary 2.1, it is enough to show that there
are no eigenvalues.
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Proposition 4.1. Let α0 ∈ R satisfy (2.12). Then
σp(Hα0) = ∅ .
Proof. Suppose that Hα0 possesses an eigenvalue λ with eigenfunction Ψ. Mul-
tiplying the eigenvalue equation with φj and integrating over I, we arrive at the
equations
−Ψ′′j = (λ− µ2j)Ψj in R , j > 0 ,
where Ψj are the coefficients of Lemma 4.1. Since Ψj ∈ L2(R) due to Fubini’s
theorem, each of the equations has just a trivial solution. This together with
Lemma 4.1 yields Ψ = 0, a contradiction. That is, the point spectrum of Hα0
is empty.
Remark 4.1. Regardless of the technical hypothesis (2.12), the set of isolated
eigenvalues of Hα0 is always empty. This follows from Proposition 4.1 and the
fact that α0 7→ Hα0 forms a holomorphic family of operators [18, Sec. VII.4].
It is well known that the spectrum of the “longitudinal” operator−∆R is also
purely essential and equal to the semi-axis [0,+∞). In view of the separation of
variables, it is reasonable to expect that the (essential) spectrum of Hα0 will be
given by that semi-axis shifted by the first eigenvalue of −∆Iα0 . First we show
that the resulting interval indeed belongs to the spectrum of Hα0 .
Lemma 4.2. Let α0 ∈ R. Then [µ20,+∞) ⊆ σe(Hα0).
Proof. Since the spectrum of Hα0 is purely essential, it can be characterized
by means of singular sequences [11, Thm. IX.1.3] (it is in fact an equivalent
definition of another type of essential spectrum, which is in general intermediate
between the essential spectra due to Wolf and Kato, and therefore coinciding
with them in our case, cf Remark 2.1). That is, λ ∈ σe(Hα0) if, and only if,
there exists a sequence {un}∞n=1 ⊂ D(Hα0) such that ‖un‖L2(Ω) = 1, un ⇀ 0
and ‖Hα0un − λun‖L2(Ω) → 0 as n → ∞. Let {ϕn}∞n=1 be a singular sequence
of −∆R corresponding to a given z ∈ [0,+∞). Then it is easy to verify that un
defined by un(x) := ϕn(x1)ψ0(x2)/‖ψ0‖L2(I) forms a singular sequence of Hα0
corresponding to z + µ20.
To get the opposite inclusion, we employ the fact that the biorthonormal-
basis-type relations (4.1) are available. This enables us to decompose the resol-
vent of Hα0 into the transverse biorthonormal-basis.
Lemma 4.3. Let α0 ∈ R satisfy (2.12). Then C \ [µ20,+∞) ⊆ ρ(Hα0) and for
any z ∈ C \ [µ20,+∞) we have
(Hα0 − z)−1 =
∞∑
j=0
(−∆R + µ2j − z)−1Bj .
Here Bj is a bounded operator on L2(Ω) defined by
(BjΨ)(x) :=
(
Ψ(x1, ·), φj
)
L2(I)
ψj(x2) , Ψ ∈ L2(Ω) ,
and (−∆R+µ2j−z)−1 abbreviates (−∆R+µ2j−z)−1⊗1 on L2(R)⊗L2(I) ≃ L2(Ω).
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Proof. Put z ∈ C \ [µ20,+∞). For every Ψ ∈ L2(Ω) and all j > 0 we denote
Uj := (−∆R + µ2j − z)−1Ψj ∈ L2(R), where Ψj are defined in Lemma 4.1. It is
clear that
‖Uj‖L2(R) 6
‖Ψj‖L2(R)
dist
(
z, [µ2j ,+∞)
) 6 C ‖Ψj‖L2(R)
j2 + 1
, ‖U ′j‖L2(R) 6 C
‖Ψj‖L2(R)√
j2 + 1
,
(4.5)
where C is a constant depending uniquely on |α0|, d and z; the second inequality
follows from the identity ‖U ′j‖2L2(R) + (µ2j − z)‖Uj‖2L2(R) = (Ψj , Uj)L2(R). Us-
ing (4.5) and estimates of the type (4.4), it is readily seen that each function
Rj : x 7→ Uj(x1)ψj(x2) belongs to W 12 (Ω). We will show that it is the case for
their infinite sum too. Firstly, a consecutive use of (4.2), the first inequality
of (4.5) and (4.3) together with Fubini’s theorem implies ‖∑nj=2 Rj‖L2(Ω) 6
K ‖Ψ‖L2(Ω), where K is a constant independent of n > 2. Secondly, a similar
estimate for the partial sum of ∂1Rj can be obtained in the same way, provided
that one uses the second inequality of (4.5) now. Finally, since the derivative
of ψj as well can be expressed in terms of χ
N
j and χ
D
j introduced in the proof
of Lemma 4.1, a consecutive use of the estimates of the type (4.2) and the first
inequality of (4.5) together with Fubini’s theorem implies∥∥∥ n∑
j=2
∂2Rj
∥∥∥2
L2(Ω)
6 d
n∑
j=2
(α20 + µ
2
j )‖Uj‖2L2(R) 6 dC2
n∑
j=2
α20 + µ
2
j
(j2 + 1)2
‖Ψj‖2L2(R) ;
here the fraction in the upper bound forms a bounded sequence in j, so that we
may continue to estimate as above using (4.3) together with Fubini’s theorem
again. Summing up, the series
∑∞
j=0 Rj converges in W
1
2 (Ω) to a function R
and
‖R‖W 1
2
(Ω) 6 K˜ ‖Ψ‖L2(Ω) ,
where K˜ depends uniquely on |α0|, d and z. Employing this fact and the
definition of Uj, one can check easily that R satisfies the identity hα0(R,Φ) −
z(R,Φ)L2(Ω) = (Ψ,Φ)L2(Ω) for all Φ ∈ W 12 (Ω). It implies that R ∈ D(Hα0) and
(Hα0 − z)R = Ψ, i.e., R = (Hα0 − z)−1Ψ.
Lemmata 4.2 and 4.3 yield
Proposition 4.2. Let α0 ∈ R. Then
σe(Hα0) = [µ
2
0,+∞) .
Proof. In view of the lemmata, the result holds for every α0 ∈ R except for a
discrete set of points complementary to the hypothesis (2.12). However, these
points can be included by noticing that α0 7→ Hα0 forms a holomorphic family
of operators (cf Remark 4.1).
Proposition 4.2 and Proposition 4.1 together with Remark 4.1 imply that
the spectrum of Hα0 is real and (2.8) holds true for every α0 ∈ R.
Remark 4.2. It follows from (2.8) that the spectrum ofHα0 is equal to the sum of
the spectra of−∆R and−∆Iα0 . This result could alternatively be obtained by us-
ing a general theorem about the spectrum of tensor products [25, Thm. XIII.35]
and the fact that the one-dimensional operators generate bounded holomorphic
semigroups. However, we do not use this way of proof since Lemma 4.3 is em-
ployed not only in the proof of (2.8) but also in the proofs of Theorems 2.5
and 2.6.
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5 Stability of the essential spectrum
In this section we show that the essential spectrum is stable under a compactly
supported perturbation of the boundary conditions. In fact, we will establish a
stronger result, namely that the difference of the resolvents of Hα and Hα0 is a
compact operator. As an auxiliary result, we shall need the following lemma.
Lemma 5.1. Let α0 ∈ R and ϕ ∈ L2(∂Ω). There exist positive constants c
and C, depending on d and |α0|, such that any solution Ψ ∈ W 12 (Ω) of the
boundary value problem {
(−∆− z)Ψ = 0 in Ω ,
(∂2 + iα0)Ψ = ϕ on ∂Ω ,
(5.1)
with any z 6 −c, satisfies the estimate
‖Ψ‖W 1
2
(Ω) 6 C ‖ϕ‖L2(∂Ω) . (5.2)
Proof. Multiplying the first equation of (5.1) by Ψ and integrating over Ω, we
arrive at the identity
‖∇Ψ‖2 − z ‖Ψ‖2 + iα0
∫
∂Ω
ν2 |Ψ|2 −
∫
∂Ω
ν2 ϕΨ = 0 , (5.3)
where ν2 denotes the second component of the outward unit normal vector
to ∂Ω. Using the Schwarz and Cauchy inequalities together with |ν2| = 1, we
have ∣∣∣∣∫
∂Ω
ν2 |Ψ|2
∣∣∣∣ = ∣∣∣∣∫
Ω
∂2|Ψ|2
∣∣∣∣ = 2 |Re (Ψ, ∂2Ψ)| 6 δ−1 ‖Ψ‖2 + δ ‖∇Ψ‖2 ,
2
∣∣∣∣∫
∂Ω
ν2 ϕΨ
∣∣∣∣ 6 δ−1 ‖ϕ‖L2(∂Ω) + δ ‖Ψ‖L2(∂Ω) ,
with any δ ∈ (0, 1). Here ‖Ψ‖L2(∂Ω) 6 C ‖Ψ‖W 12 (Ω), where C is the constant
coming from the embedding of W 12 (Ω) in L2(∂Ω) (depending only on d in our
case). Choosing now sufficiently small δ and sufficiently large negative z, it is
clear that (5.3) can be cast into the inequality (5.2).
Now we are in a position to prove
Proposition 5.1. Let α− α0 ∈ C0(R) ∩W 1∞(R) with α0 ∈ R. Then
(Hα − z)−1 − (Hα0 − z)−1 is compact in L2(Ω)
for any z ∈ ρ(Hα) ∩ ρ(Hα0).
Proof. It is enough to prove the result for one z in the intersection of the re-
solvent sets of Hα and Hα0 , and we can assume that the one is negative (since
the operators are m-accretive). Given Φ ∈ L2(Ω), let Ψ := (Hα − z)−1Φ −
(Hα0 − z)−1Φ. It is easy to check that Ψ is the unique solution to (5.1)
with ϕ := −i(α − α0)T (Hα − z)−1Φ, where T denotes the trace operator from
W 22 (Ω) ⊃ D(Hα) to W 12 (∂Ω). By virtue of Lemma 5.1, it is therefore enough to
show that (α − α0)T (Hα − z)−1 is a compact operator from L2(Ω) to L2(∂Ω).
However, this property follows from the fact that W 12 (∂Ω) is compactly embed-
ded in L2(ω) for every bounded subset ω of ∂Ω, due to the Rellich-Kondrachov
theorem [1, Sec. VI].
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Corollary 5.2. Suppose the hypothesis of Proposition 5.1. Then
σe(Hα) = [µ
2
0,+∞) .
Proof. Our definition of essential spectrum is indeed stable under relatively
compact perturbations [11, Thm. IX.2.4].
6 Point spectrum
In this section we prove Theorems 2.3–2.6 and Propositions 2.1–2.2. In the
proofs of Theorems 2.4–2.6 we follow the main ideas of [13]. Throughout this
section we assume that the identity (2.14) and the assumption (2.12) hold true.
6.1 Proof of Theorem 2.3
Any eigenvalue of infinite geometric multiplicity belongs to the essential spec-
trum which is real by Theorem 2.2. Let λ be an eigenvalue of Hα of finite
geometric multiplicity, and Ψ be an associated eigenfunction. Using that α is
of compact support, it is easy to check that x 7→ Ψ(−x1, d − x2) is an eigen-
function associated with λ, too. The geometric multiplicity of λ being finite,
we conclude that at least one of the eigenfunction associated with λ satisfies
|Ψ(x)| = |Ψ(−x1, d − x2)|. Taking this identity into account, integrating by
parts and using the hypothesis that α is odd, we obtain
λ ‖Ψ‖2L2(Ω) = h1α[Ψ] + ih2α[Ψ] = ‖∇Ψ‖2L2(Ω) ,
which implies that λ is real.
6.2 Auxiliary results
Let a function F ∈ L2(Ω) be such that suppF ⊆ Ωb for fixed b > 0. We consider
the boundary value problem{
−∆U = (µ20 − k2)U + F in Ω ,
(∂2 + iα0)U = 0 on ∂Ω ,
(6.1)
where the parameter k ∈ C ranges in a small neighbourhood of zero. The
problem can be solved by separation of variables justified in Lemma 4.3 whenever
k2 6∈ (−∞, 0]. Moreover, it is possible to extend the solution of (6.1) analytically
with respect to k. Namely, the following statement is valid.
Lemma 6.1. For all small k ∈ C there exists the unique solution to (6.1)
satisfying
U(x; k) = c±(k)e−k|x1|ψ0(x2) +O
(
e−Re
√
µ2
1
−µ2
0
+k2|x1|) , (6.2)
in the limit x1 → ±∞, where c±(k) are constants. The mapping T1(k) defined
as T1(k)F := U is a bounded linear operator from L2(Ωb) into W
2
2 (Ωa) for each
a > 0. This operator is meromorphic with respect to k and has the simple pole
at zero,
T1(k)F =
ψ0
2k
∫
Ω
F (x)φ0(x2) dx+ T2(k)F,
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where for each a > 0 the operator T2(k) : L2(Ωb)→ W 22 (Ωa) is linear, bounded
and holomorphic with respect to k small enough. The function Û := T2(0)F is
the unique solution to the problem
−∆Û = µ20 Û + F in Ω, (∂2 + iα0) Û = 0 on ∂Ω,
Û(x) = −ψ0(x2)
2
∫
Ω
|x1 − t1|F (t)φ0(t2) dt+O
(
e−
√
µ2
1
−µ2
0
|x1|), |x1| → +∞,
(6.3)
given by the formula
Û(x) =
∞∑
j=0
Ûj(x1)ψj(x2) (6.4)
with
Ûj(x1) :=

−1
2
∫
Ω
|x1 − t1|F (t)φ0(t2) dt if j = 0 ,
1
2
√
µ2j − µ20
∫
Ω
e−
√
µ2
j
−µ2
0
|x1−t1|F (t)φj(t2) dt if j > 1 .
The lemma is proved in the same way as Lemma 3.1 in [4].
Let Mε be the operator of multiplication by the function x 7→ e−iεβ(x1)x2 . It
is straightforward to check that Hα is unitarily equivalent to the operator
M−1ε HαMε = Hα0 − εLε ,
where
Lε = −2iβ′(x1)x2 ∂
∂x1
− 2iβ(x1) ∂
∂x2
− (εβ2(x1) + iβ′′(x1)x2 + εβ′2(x1)x22) .
We observe that the coefficients of Lε are compactly supported and that their
supports are bounded uniformly in ε.
It follows that the eigenvalue equation for Hα is equivalent to
Hα0U = λU + εLεU,
where an eigenfunction Ψ of Hα satisfies Ψ =MεU . It can be rewritten as{
−∆U = (µ20 − k2)U + εLεU in Ω ,
(∂2 + iα0)U = 0 on ∂Ω ,
(6.5)
where we have replaced λ by µ20 − k2.
Now, let λ be an eigenvalue for Hα close to µ
2
0. As x1 → ±∞, the solu-
tion U to (6.5) satisfies the asymptotic formula (6.2), where k =
√
µ20 − λ and
the branch of the root is specified by the requirement Re k > 0. Such restriction
guarantees that the function U together with their derivatives decays exponen-
tially at infinity and thus belongs to W 22 (Ω). Hence, the set of all k for which
the problem (6.5), (6.2) has a nontrivial solution includes the set of all values
of k related to the eigenvalues of Hα by the relation λ = µ
2
0−k2. Thus, it is suf-
ficient to find all small k for which a nontrivial solution to (6.5), (6.2) exists and
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to check whether the solution belongs to W 22 (Ω). If it does, the corresponding
number λ = µ20 − k2 is an eigenvalue of Hα.
We introduce the numbers
k1(ε) :=
1
2
∫
Ω
φ0(x2)(Lεψ0)(x) dx , k2(ε) :=
1
2
∫
Ω
φ0(x2)
(
LεT2(0)Lεψ0
)
(x) dx .
Basing on Lemma 6.1 and arguing in the same way as in [13, Sec. 2] one can
prove easily the following statement (see also [4, Sec. 4]).
Lemma 6.2. There exists the unique function ε 7→ k(ε) converging to zero as
ε→ +0 for which the problem (6.5), (6.2) has a nontrivial solution. It satisfies
the asymptotics
k(ε) = εk1(ε) + ε
2k2(ε) +O(ε3).
The associated nontrivial solution to (6.5), (6.2) is unique up to a multiplicative
constant and can be chosen so that it obeys (6.2) with
c±(k(ε)) = 1 +O(ε), ε→ +0, (6.6)
as well as
U(x; ε) = ψ0(x2) +O(ε)
in W 22 (Ωa) for each fixed a > 0.
6.3 Proof of Theorems 2.5 and 2.6
It follows from Lemma 6.2 that there is at most one simple eigenvalue of Hα
converging to µ20 as ε → +0. A sufficient condition guaranteeing the existence
of such eigenvalue is the inequality
Re
(
k1(ε) + εk2(ε)
)
> C(ε) ε2, C(ε)→ +∞, ε→ +0, (6.7)
that is implied by (6.2), (6.6), the definition of the operator Mε and the as-
sumption on β. The sufficient condition of the absence of the eigenvalue is the
opposite inequality
Re
(
k1(ε) + εk2(ε)
)
6 −C(ε) ε2, C(ε)→ +∞, ε→ +0. (6.8)
Thus, we just need to calculate the numbers k1 and k2 to prove the theorems.
It is easy to compute the coefficient k1,
k1(ε) =
{
−α0〈β〉 + k′1(0) ε if |α0| < π/d ,
k′1(0) ε if |α0| > π/d ,
(6.9)
where
k′1(0) := −
1
2
∫
Ω
ψ0(x2)φ0(x2)
(
β2(x1) + β
′2(x1)x22
)
dx .
It is more complicated technically to calculate k2. This coefficient depends
on ε as well; to prove the theorem we need the leading term of its asymptotics
as ε→ +0. We begin the calculations by observing an obvious identity,
LεU = L0U +O(ε) ,
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where
(L0U)(x) :=− 2iβ′(x1)x2 ∂U(x)
∂x1
− 2iβ(x1)∂U(x)
∂x2
− iβ′′(x1)x2U(x)
= i
(
β(x1)x2∆U(x) −∆
[
β(x1)x2U(x)
])
,
which is valid for each U ∈ W 22,loc(Ω) in L2(Ωa), if a is large enough and
independent of ε. Thus,
k2(ε) = k2(0) +O(ε), where k2(0) = 1
2
∫
Ω
φ0(x2)
(
L0T2(0)L0ψ0
)
(x) dx.
We denote Û := T2(0)F̂ and F̂ := L0ψ0. Taking into account the problem (6.3)
for Û and integrating by parts, we obtain
k2(0) =
i
2
∫
Ω
φ0(x2)
(
β(x1)x2∆Û(x)−∆
[
β(x1)x2Û(x)
])
dx
= − i
2
∫
Ω
φ0(x2)(∆ + µ
2
0)β(x1)x2Û(x) dx −
i
2
∫
Ω
φ0(x2)β(x1)x2F̂ (x) dx
= − i
2
〈
β
[
φ0(d)Û(·, d) − φ0(0)Û(·, 0)
]〉
− i
2
∫
Ω
φ0(x2)β(x1)x2F̂ (x) dx .
(6.10)
The last term on the right hand side of this identity is calculated by integration
by parts,
− i
2
∫
Ω
φ0(x2)β(x1)x2F̂ (x) dx
= −1
2
∫
Ω
φ0(x2)β(x1)x2
[
2β(x1)ψ
′
0(x2) + β
′′(x1)x2ψ0(x2)
]
dx
= −1
2
∫
Ω
β2(x1)x2
(
φ0ψ0
)′
(x2) dx+
1
2
∫
Ω
x22β
′2(x1)φ0(x2)ψ0(x2) dx
= −φ0(d)ψ0(d)d
2
〈β2〉+ 1
2
∫
Ω
φ0(x2)ψ0(x2)
[
β2(x1) + β
′2(x1)x22
]
dx .
This formula, (6.9) and (6.10) yield
k1(ε) + εk2(ε) =
{
−εα0〈β〉+ ε2K +O(ε3) if |α0| < π/d ,
ε2K +O(ε3) if |α0| > π/d ,
(6.11)
where
K := − i
2
〈
β
[
φ0(d)Û (·, d)− φ0(0)Û(·, 0)
]〉
− φ0(d)ψ0(d)d
2
〈β2〉.
Thus, it remains to calculate K. In order to do it, we construct the function Û
as the series (6.4).
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Case |α0| < π/d : Using the identity
F̂ (x) = −2iβ(x1)ψ′0(x2)− iβ′′(x1)x2ψ0(x2) ,
one can check that
F̂ (x) = −2α0β(x1)ψ0(x2)− iβ′′(x1)
∞∑
j=0
cjψj(x2) ,
Ûj(x1) =
{
ic0β(x1)− 2α0v0(x1) if j = 0 ,
icj
[
β(x1)− (µ2j − µ20)vj(x1)
]
if j > 1 ,
where cj :=
∫
I
x2ψ0(x2)φj(x2)dx2 and the functions vj were introduced in (2.15).
Substituting now the formulae for Ûj and (6.4) into (6.11), we arrive at the fol-
lowing chain of identities
K =
1
2
[ ∞∑
j=0
cjψj(x2)φ0(x2)
]x2=d
x2=0
〈β2〉+ 2α20〈βv0〉
− 2α0
d
∞∑
j=1
i
[
eiα0d − (−1)j]µ2j[
eiα0d + (−1)j](µ2j − µ20) 〈βvj〉 − φ0(d)ψ0(d)d2 〈β2〉
=
1
2
[
x2ψ0(x2)φ0(x2)
]x2=d
x2=0
〈β2〉+ 2α20〈βv0〉
+
2α0
d
∞∑
j=1
µ2j〈βvj〉
µ2j − µ20
tan
α0d+ πj
2
− φ0(d)ψ0(d)d
2
〈β2〉 ,
where the last expression coincides with τ for |α0| < π/d.
Case |α0| > π/d : Following the same scheme as above, we arrive at
F̂ (x) =− iβ′′(x1)
∞∑
j=0
cjψj(x2)− 4α0ψ1(x2)β(x1)
1− e−iα0d
− 2i
d
(µ20 − µ21)
∞∑
j=1
µ22jψ2j(x2)
(µ22j − µ21)(µ22j − µ20)
β(x1) ,
Ûj(x1) =

ic0β(x1) if j = 0 ,
ic1β(x1)− 2α0
1− e−iα0d v1(x1) if j = 1 ,
icjβ(x1) +
2iµ2j
[
1 + (−1)j]
(µ2j − µ21)d
vj(xj) if j > 2 ,
and check that K = τ for |α0| > π/d.
The series in the formulae for τ converge since the functions vj satisfy
− v′′j + (µ2j − µ20)vj = β in R , (6.12)
and by [18, Ch. V, §3.5, Formula (3.16)] (j > 1)
|〈βvj〉| 6 ‖β‖L2(R)‖v‖L2(R) 6
‖β‖2L2(R)
µ2j − µ20
. (6.13)
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Summing up,
k1(ε) + εk2(ε) =
{
− εα0〈β〉 + ε2τ +O(ε3) if |α0| < π/d ,
ε2τ +O(ε3) if |α0| > π/d .
All the statements of the theorems – except for the reality of the eigenvalue
– follow from these formulae, the identity λ = µ20 − k2, the inequalities (6.7)
and (6.8), Lemma 6.2, the asymptotics (6.2) for U , and the definition of the
operator Mε.
Let us show that λε is necessarily real as ε→ 0+. Let Ψε be the eigenfunction
associated with the eigenvalue λε. It is easy to check that the function x 7→
Ψε(x1, d−x2) is an eigenfunction of Hα associated with the eigenvalue λε. This
eigenvalue converges to µ20 as ε→ +0. By the uniqueness of such eigenvalue we
obtain λε = λε that completes the proof.
6.4 Proof of Theorem 2.4
We employ here the same argument as in the previous proof. The formula for
k(ε) in the case α0 = 0 can be obtained from that for |α0| < π/d by passing to
the limit α0 → 0. It leads us to the relation
k(ε) = ε2τ +O(ε3) with τ = −
∞∑
j=0
4〈βv2j+1〉
µ2j+1d2
.
To prove the theorem it is sufficient to show that τ < 0. Indeed, the equa-
tion (6.12) implies that for j > 1
〈βvj〉 = ‖v′j‖2L2(R) + (µ2j − µ20)‖vj‖2L2(R) > 0 . (6.14)
Thus, τ < 0.
6.5 Proof of Proposition 2.1
Since 〈β〉 = 0, the function v0 is constant at infinity. Hence, by the equa-
tion (6.12) for v0,
〈βv0〉 = ‖v′0‖2L2(R).
At the same time, it follows from (6.13) and (6.14) that for j > 1,
0 < 〈βvj〉 <
‖β‖2L2(R)
µ2j − µ20
.
The relations obtained allow us to estimate
τ > 2α20‖v′0‖2L2(R) −
2α0 cot
α0d
2
d
‖β‖2L2(R)
 µ21
(µ21 − µ20)2
+
∞∑
j=1
µ22j+1
(µ22j+1 − µ21)2

=
α20l
3
2
∥∥∥∥ ∫
R
sign(· − t1)β˜(t1) dt1
∥∥∥∥2
L2(R)
− 2α0l cot
α0d
2
d
(
µ21
(µ21 − µ20)2
+
d2
16π2
+
d2
48
)
‖β˜‖2L2(R) ,
where the resulting expression is positive under the hypothesis.
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6.6 Proof of Proposition 2.2
Using (6.14), we obtain
τ >
2α0π
2 cot α0d2
(µ21 − µ20)d3
〈βv1〉+ 8π
2
(µ21 − µ20)d4
m∑
j=1
µ22j〈βv2j〉
µ22j − µ21
,
where the right hand side is non-negative under the hypothesis (2.19).
Let us show that the inequality (2.19) can be achieved if α0 → µ2 + 0. In
this case m = 1, and it is sufficient to check that
α0〈βv1〉 cot α0d
2
>
16π2〈βv2〉
(µ21 − µ22)d3
=
16π2〈βv2〉
(α20 − µ22)d3
. (6.15)
It follows from the definition of v1 that it satisfies the asymptotic formula
v1(x1) = v2(x1) + (µ2 − α0) v̂(x1) +O
(
(µ2 − α0)2
)
in L2(R)-norm, where the function v̂ is given by
v̂(x1) :=
∫
R
(
√
3µ0|x1 − t1|+ 1)e−
√
3µ0|x1−t1|
3
√
3µ20
β(t1) dt1,
and satisfies the equation
−v̂′′ + 3µ20 v̂ = 4µ0v2 in R.
We multiply this equation by v2 and integrate by parts over R taking into
account the equation (6.12) for v2,
4µ0‖v2‖2L2(R) = 〈βv̂〉.
Hence,
〈βv1〉 = 〈βv2〉+ 4(µ2 − α0)µ0‖v2‖2L2(R) +O
(
(µ2 − α0)2
)
.
Employing this identity, we write the asymptotic expansions for the both sides
of (6.15) as α0 → µ2 + 0, and obtain
α0〈βv1〉 cot α0d
2
=
4π〈βv2〉
(α0 − µ2)d2 +
2
d
(
〈βv2〉 − 8π
2
d2
‖v2‖2L2(R)
)
+O(µ2 − α0) ,
16π2〈βv2〉
(α20 − µ22)d3
=
4π〈βv2〉
(α0 − µ2)d2 −
〈βv2〉
d
+O(µ2 − α0) .
Thus, to satisfy (6.15), it is sufficient to check that
3〈βv2〉 − 16π
2
d2
‖v2‖2L2(R) > 0 ,
which is in view of (6.14) equivalent to
3‖v′2‖2L2(R) >
7π2
d2
‖v2‖2L2(R) .
It is clear that there exists a function v ∈ C∞0 (R) for which this inequality is
valid. Letting v2 := v and β := −v′′ + 3µ20v, we conclude that there exists β
such that the inequality (2.19) holds true, if α0 is sufficiently close to µ2 and
greater than this number.
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