Abstract. We prove a generalization of Gotzmann's persistence theorem in the case of modules with constant Hilbert polynomial. As a consequence, we show that the defining equations that give the embedding of a Quot scheme of points into a Grassmannian are given by a single Fitting ideal.
Introduction
The main result of this paper is the following.
Theorem A. Let A be a ring, let S = A[X 0 , . . . , X r ], let M = p i=1 S, and let N be a graded S-submodule of M , generated in degrees at most d. Write Q = M/N and let n ≤ d. If Q t is locally free of rank n for t = d and t = d + 1, then Q t is locally free of rank n for all t ≥ d.
This theorem concerns homogeneous submodules N
A[X 0 , . . . , X r ] generated in degrees at most d, for some d. A special case of such a submodule is a homogeneous ideal I ⊆ A[X 0 , . . . , X r ] generated in degrees at most d. In that case, when A is noetherian, we have Gotzmann's persistence theorem [Got78] which states that if the graded component Q t of the quotient Q = A[X 0 , . . . , X r ]/I is flat over A for t = d and t = d + 1, and rank A Q d+1 = (rank A Q d ) d , then there are two implications. Firstly, the graded component Q t is flat over A for all t ≥ d, so Q has a Hilbert polynomial P (t). Secondly, the theorem states that P (t + 1) = rank A Q t+1 = (rank A Q t ) t for all t ≥ d.
We have here used Macaulay representations to describe the assumption on the rank in Gotzmann's persistence theorem, see [BH98, Section 4.2] . It basically says that the rank has a certain polynomial growth from degree d to degree d + 1. Thus, the theorem implies that if the Hilbert function of Q behaves like a polynomial in two consecutive degrees, then the homogeneous components in all higher degrees are flat and the Hilbert function h(t) = rank A Q t equals the Hilbert polynomial P (t) for all degrees t ≥ d. In the case when rank A Q d = n ≤ d, we have that (rank A Q t ) t = n for all t ≥ d. Thus, Theorem A is a generalization of this result for the case with constant Hilbert polynomial P (t) = n.
Our interest in the result of Theorem A comes from its application to Quot schemes. In algebraic geometry, Gotzmann's persistence theorem has been used to find defining equations of Hilbert schemes, see, e.g., [Got78] and [IK99, Appendix C] . The Quot scheme is a generalization of both Hilbert schemes and Grassmannians, and is therefore a natural object to study. It was first introduced by Grothendieck who also proved its existence using an embedding into a Grassmannian [Gro61] . This embedding was however only given abstractly. For the case with constant Hilbert polynomials, Skjelnes proved that the embedding of the Quot scheme of points into a Grassmannian is given by an infinite intersection of closed subschemes defined by certain Fitting ideals [Skj14] . Moreover, Skjelnes mentions that proving a generalization of Gotzmann's persistence theorem to modules would also prove that only one of those closed subschemes suffices to describe the embedding. We make this statement precise by showing the following consequence of Theorem A.
Theorem B. Let V be a projective and finitely generated module over a noetherian ring A. Let O ⊕p P(V ) denote the free sheaf of rank p on f : P(V ) → Spec(A) = S. Fix two integers n ≤ d, and let g : G → S denote the Grassmannian scheme parametrizing locally free rank n quotients of
denote the universal short exact sequence on the Grassmannian G, and let E d+1 be the cokernel of the induced map
. Then, we have that
where Quot
is the Quot scheme parametrizing flat quotients of O ⊕p P(V ) with constant Hilbert polynomial P (t) = n on the fibers, and V Fitt n−1 (E d+1 ) denotes the closed subscheme defined by the (n − 1):th Fitting ideal of the sheaf E d+1 .
The proof of Theorem A depends on the study of Fitting ideals. In particular, we introduce a technique for calculating these ideals in special cases. This technique makes it possible to relate Fitting ideals of different graded components of a quotient.
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Gotzmann's persistence theorem for modules over a field
In the case of polynomial rings over fields, Gasharov, in [Gas97] , proved a generalization of Gotzmann's persistence theorem to modules. When working over fields, the flatness condition is immediate, but we will use his result to prove Theorem A over arbitrary rings. We state here a simplified version of one of his main theorems. Theorem 1.1 ([Gas97, Theorem 4.2]). Let k be a field, let S = k[X 0 , . . . , X r ], and let M = p i=1 S be a free S-module of rank p. Let N ⊆ M be a submodule, generated in degrees at most d, and consider the quotient
This theorem uses the notation of Macaulay representations defined as follows: for any integer d, the d:th Macaulay representation of an integer a is
where m d , . . . , m 1 are the unique integers satisfying 
S be a free S-module of rank p. Let N ⊆ M be a submodule, generated in degrees at most d, and write
Therefore, n t = n for all t ≥ d, and the result follows by Theorem 1.1.
Representing a quotient
Consider a polynomial ring S = k[x 0 , . . . , x r ] over a field k, and let M = p i=1 S be the free S-module of rank p. By a monomial we will mean a product m = x 
Remark 2.1. In this section we denote the variables of S by small letters instead of the capital letters used previously. This is because we will apply the result of this section in the proof of our main theorem after a certain change of variables, and we want to stress this fact.
We let V + (x 0 ) denote the hyperplane in P r k defined by x 0 . Furthermore, given a module Q over S, we let Supp + (Q) = {p ∈ Proj(S) = P r k | Q p = 0} denote the support of Q in P r k . The subscript + is here used to emphasize that these objects lie in P r k = Proj(S), rather than in A 
Proof.
Consider the open set D + (x 0 ) in P r k where x 0 is invertible. By the assumption on x 0 , we have that V + (x 0 ) ∩ Supp(Q) = Ø, so, since P (t) = n, it follows that the k-vector space Q (x 0 ) has dimension n. Therefore, the canonical map
A basis of the k-vector space Q (x 0 ) can thus be lifted to a basis of Q d by homogenization using x 0 .
Note that
has a new natural grading where each variable
has degree 1. Thus, we can consider the filtration
where
s is the vector space generated by all monomials of degree at most s in the variables
. Introduce a lexicographical order on F s such that
has dimension n, it follows that this composition is surjective, so the images of the monomials in F n generate Q (x 0 ) . Thus, a subset of the monomials of F n map to a basis of Q (x 0 ) . Let B be the set of monomials in F n with the minimal lexicographical order that maps to a basis of Q (x 0 ) . Then, by construction, we have that m ∈ B implies that x i m ∈ B for any i. Therefore, by homogenizing the monomials in B using x 0 , we get a set Λ d , with property ( * ), that maps to a basis of Q d .
Remark 2.3. A basis Λ d with property ( * ) also has the property that any µ ∈ Λ d is divisible by x 0 . Indeed, assume that µ ∈ Λ d is not divisible by x 0 . Then, as µ is a monomial of degree d, it follows from ( * ) that Λ d must contain at least d + 1 elements. Since d + 1 > n, this contradicts the assumption that the images of the elements of Λ d should constitute a basis of an n-dimensional vector space.
Remark 2.4. Sets with property ( * ) correspond to modules with simple Hilbert functions. In Gotzmann's original statement of the theorem, see [Got78] , he considered an ideal generated by the first number of monomials in a lexicographic order. If we choose a lexicographic order where x 0 is smallest, then the set of the first n monomials in this order has property ( * ). A set with property ( * ) is also related to the notion of Gotzmann sets, which has been used to give a combinatorial proof of Gotzmann's persistence theorem for monomial ideals [Mur08] .
Example 2.5. Let S = C[X, Y, Z] and let I = (XY, Z). The graded component of the quotient Q = S/I in degree 2 is free with basis X 2 and Y 2 . This corresponds to two points in P 2 , namely (1 : 0 : 0) and (0 : 1 : 0). The linear form x = X + Y defines a hyperplane of P 2 that contains none of these points. We do a change of variables of S to x = X + Y, y = Y and z = Z. Then, I = (y 2 − xy, z) and we see that µ 1 = x 2 and µ 2 = xy is a basis of Q 2 corresponding to a set with property ( * ).
Fitting ideals of Q d+1
Let A be a ring and consider a finitely generated A-module L with a free presentation
where F 1 has rank r. Then, the i:th Fitting ideal Fitt i (L) of L is the ideal generated by the (r − i)-minors of the matrix corresponding to ψ. This ideal is independent of the choice of presentation. The reason that we are interested in these ideals is due to the following result. In this section and the next, we will have the following assumptions.
3.2. Let A be a local ring, let S = A[x 0 , . . . , x r ], and let M = p i=1 S. Let N ⊂ M be a graded submodule, generated in degrees at most d, and write Q = M/N . Suppose that Q d is free of rank n, with a basis given by the images of the elements of
Our goal of this section will be to study the (n − 1):th Fitting ideal of
In the sequel, we will write
. . , r}, and let A Φ d+1 be the free module on Φ d+1 . Lemma 3.3. With the assumptions of 3.2, the module Q d+1 has a free presentation
Proof. The module S 1 ⊗ A N d is free with the basis {x i ⊗ α m | m ∈ Λ c d , i = 0, . . . , r} and gives a free presentation of Q d+1 as
The Fitting ideals of Q d+1 are therefore generated by minors of given sizes of the matrix corresponding to ϕ d+1 . As Fitting ideals are independent of the choice of presentation, we will now do a particular change of basis of A Φ d+1 , giving a new presentation of Q d+1 , which simplifies the calculation of the Fitting ideal. For any monomial m ′′ ∈ M d+1 , we define ι(m ′′ ) = i, where i is the smallest integer such that x i divides m ′′ . We also define
Proposition 3.4. With the assumptions of 3.2. Let Ω d+1 = ϕ d+1 A Ω d+1 ⊆ M d+1 , and let Λ d+1 ⊆ M d+1 denote the submodule generated by Λ d+1 . Then, the free A-module M d+1 splits as
Proof. The submodule Ω d+1 is generated by the elements x i α m = x i m − n ν=1 a ν x i µ ν , where a ν ∈ A, for all (i, m) ∈ Ω d+1 . If i = 0, then we define q 0,m = x 0 α m . On the other hand, if i = 0, then we write any monomial x i µ ν of x i α m that does not lie in Λ d+1 as x 0 m ν , where m ν =
where b ν ∈ A. Thus, the image Ω d+1 is free with basis
By Proposition 3.1 and the fact that Λ d+1 is free of rank n, we get the following.
Corollary 3.6. The A-module Q d+1 is free of rank n if and only if ψ d+1 :
is the zero map. Hence, the (n − 1):th Fitting ideal is generated by the entries of the matrix corresponding to ψ d+1 .
3.7.
We will now describe a technique for computing the (n − 1):th Fitting ideal of Q d+1 by explicitly writing down the sums
By Remark 2.3, every monomial in this sum is either of the form x 0 µ ν for some ν, or of the form x 0 m ′′ for some m ′′ ∈ Λ c d . Thus,
for some c ν , c m ′′ ∈ A. Therefore, we write σ j,m ′ = m ′′ ∈Λ c d c m ′′ x 0 α m ′′ , and define
. Hence, we have proved the following.
Corollary 3.8. The ideal Fitt n−1 (Q d+1 ) is generated by all the coefficients f
Example 3.9. Let S = A[x, y] and let M = Se 1 ⊕ Se 2 . Assume that N ⊆ M is a graded S-submodule generated in degree 2, and write Q = M/N . Suppose that Q 2 is free of rank 2 and that we can choose a basis of Q 2 such that the quotient M 2 → Q 2 is given by the matrix 1 a 2 a 3 0 a 5 a 6 0 b 2 b 3 1 b 5 b 6 , where the columns correspond to the basis elements x 2 e 1 , xye 1 , y 2 e 1 , x 2 e 2 , xye 2 , y 2 e 2 of M 2 . Thus, with the notation of this section, we have that Λ 2 = {x 2 e 1 , x 2 e 2 }. Then, the inclusion N 2 ֒→ M 2 is given by the matrix
where we have drawn a line to illustrate the two components of M 2 . The rows above the line correspond to the monomials in the first component Se 1 of M and the rows below the line correspond to the monomials of the second component Se 2 . Then, we consider the module Q 3 as the cokernel of the map S 1 ⊗ A N 2 → M 3 given by the matrix
The algorithm that we presented to calculate the Fitting ideals corresponds to column reductions in this matrix: If we have two 1:s in the same row, we delete the one to the left. After that, we use the other columns to reduce the column without a 1 to have zeros in every row except the rows corresponding to Λ 3 = {x 3 e 1 , x 3 e 2 }. Doing these reductions gives the new matrix  
Fitting ideals of Q d+s
With the notation of the previous section, we will now study the (n − 1):th Fitting ideal of Q d+s for s ≥ 1.
Definition 4.1. For s ≥ 1, we let I s be the set of ordered s-tuples i = (i 1 , . . . , i s ) such that 0 ≤ i 1 ≤ · · · ≤ i s ≤ r. We give I s the lexicographical order. Given i ∈ I s , we write
d }, and let A Φ d+s be the free module on Φ d+s . Lemma 4.2. With the assumptions of 3.2, the module Q d+s has a free presentation 
and Ψ d+s = Φ d+s \ Ω d+s . Also, we let Λ d+s = {x s 0 µ 1 , . . . , x s 0 µ n }. Proposition 4.3. Take the assumptions of 3.2. Let Ω d+s = ϕ d+s A Ω d+s ⊆ M d+s and let Λ d+s ⊆ M d+s denote the submodule generated by Λ d+s . Then, the free A-module M d+s splits as
Proof. The submodule Ω d+s is free with basis x i α m for m ∈ Λ c d and ι s (x i m) = i. We introduce the preorder on the basis elements of Ω d+s defined by
Given (i, m) ∈ Ω d+s , we write
where Σ i,m = n ν=1 a ν x i µ ν for some a ν ∈ A. Consider the monomials in Σ i,m . Suppose x i µ ν is a monomial of Σ i,m that is not an element of Λ d+s . Let i ν = ι s (x i µ ν ), and let m ν =
Furthermore, every monomial of x i µ ν − x iν α mν is of the form x iν µ ξ with ι s (x iν µ ξ ) < i for ξ = 1, . . . , n. Write
By construction we have that the Σ ′ i,m is given by replacing the monomial x i µ ν in Σ i,m with a linear combination of elements x iν µ ξ with i ν < i. Thus, we can iteratively remove the monomials of Σ i,m that are not in Λ d+s by subtracting elements of the form a ν x iν α mν that are smaller in our preoder. This procedure will terminate with an element of the form
Using the preorder on the basis elements of Ω d+s and iteratively replacing the largest basis elements x i α m by q i,m , we obtain a change of basis of Ω d+s . Thus, Ω d+s is free with a basis consisting of elements of the form
for all monomials x i m in M d+s \ Λ d+s . The result now follows.
Remark 4.4. This proof reduces to the proof of Proposition 3.4 in the case s = 1.
Letting π 2 : Ω d+s ⊕ Λ d+s → Λ d+s denote the projection, we get the following.
Corollary 4.5. The composition ψ d+s = π 2 • ϕ d+s : A Ψ d+s → Λ d+s gives a presentation of Q d+s as
From this result, and the fact that Λ d+s is free of rank n, we get a simple description of the (n − 1):th Fitting ideal of Q d+s .
Corollary 4.6. The A-module Q d+s is free of rank n if and only if ψ d+s : A Ψ d+s → M d+s is the zero map. Hence, the (n − 1):th Fitting ideal is generated by the entries of the matrix corresponding to ψ d+s .
Proposition 4.7. With the assumptions of 3.2, there is an equality of ideals
Proof. By Corollary 4.6, we have that the (n − 1):th Fitting ideal of Q d+s is generated by the entries of the matrix corresponding to ψ d+s = π 2 • ϕ d+s . We will now do certain column reductions of this matrix to help us relate the Fitting ideals.
For any (j, m ′ ) ∈ Ψ d+s , with j = (j 1 , . . . , j s ), we define i = ι(j s m ′ ) < j s . Then, we let j ′ be the ordered s-tuple where we remove j s from j and replace it with i. Letting m =
we have that x j m ′ = x j ′ m with j > j ′ and (j ′ , m) ∈ Ω d+s ∪Ψ d+s . Writing x j\js = x 1 · · · x j s−1 , and using the notation of 3.7, we consider the difference ∈ Fitt n−1 (Q d+1 ). Every monomial x j\js x 0 µ ν in γ j,m ′ can, by Proposition 4.3, be expressed uniquely as a sum ω ν + λ ν , where ω ν ∈ Ω d+s and λ ν ∈ Λ d+s . Hence,
Consider the preorder on the elements x i α m defined by
Then, we see that γ j,m ′ was constructed from starting with x j α m ′ and subtracting linear combinations of elements of smaller order. As π 2 (x i α m ) = 0 for any (i, m) ∈ Ω d+s , it follows that substituting the element x j α m ′ for γ j,m ′ is equivalent to column reductions in the matrix corresponding to ψ d+s = π 2 • ϕ d+s . Thus, we get a new presentation
Thus, the entries of the matrix corresponding to ψ ′ d+s are linear combinations of elements of Fitt n−1 (Q d+1 ). As the matrix of ψ ′ d+s was obtained by column reductions in the matrix of ψ d+s , we have that the ideal Fitt n−1 (Q d+s ) is generated by the entries of the matrix corresponding to ψ ′ d+s . Hence, it follows that Fitt n−1 (Q d+s ) ⊆ Fitt n−1 (Q d+1 ).
On the other hand, the ideal Fitt n−1 (Q d+1 ) is generated by the coefficients of γ j,m ′ for (j, m ′ ) ∈ Ψ d+1 . The coefficients of γ j,m ′ are trivially obtained as coefficients of ψ d+s (e j,m ′ ) where j = (0, . . . , 0, j). Thus, we also have that Fitt n−1 (Q d+1 ) ⊆ Fitt n−1 (Q d+s ), so the result follows.
A generalization of Gotzmann's persistence theorem
We will now use our results on Fitting ideals to prove a generalization of Gotzmann's persistence theorem. To simplify the proof of Theorem 5.2, we also state the following result that we will need.
Lemma 5.1. Let I, J ⊂ A be two ideals and consider a faithfully flat ring homomorphism
Proof. Consider the A-module (I + J)/I. As A → A ′ is flat, we have that
By faithful flatness, see, e.g., Theorem 7.2 in [Mat89] , it follows that (I + J)/I = 0. Therefore, J ⊆ I, and, by symmetry, I = J.
Theorem 5.2. Let A be a ring, let S = A[X 0 , . . . , X r ], let M = p i=1 S and let N be a graded S-submodule of M , generated in degrees at most d. Write Q = M/N and suppose that the fibers Q⊗ A k(p) have constant Hilbert polynomial P (t) = n, for every prime p ⊂ A. If the d:th-graded component Q d is locally free of rank n ≤ d, then Fitt n−1 (Q d+s ) = Fitt n−1 (Q d+1 ) for all s > 0.
Proof. As Fitting ideals commutes with localization [Eis95, Corollary 20.5], we can assume that A is local with maximal ideal m, and that Q d is free of rank n. Considering k = A/m, we have an n-dimensional vector space Q d ⊗ A k. By assumption, the Hilbert polynomial of Q ⊗ A k is constant, P (t) = n. Consider a field extension k ֒→ k ′ such that k ′ has enough elements to find a hyperplane V + (x 0 ) that does not intersect the support of Q ⊗ A k ′ in P r k ′ . This field k ′ can be lifted to a ring A ′ , giving a faithfully flat map A → A ′ . Fitting ideals commute with base change, also by [Eis95, Corollary 20.5], so
We can therefore assume that k has enough elements to find a hyperplane V + (x 0 ) that does not intersect the support of Q ⊗ A k in P r k . After a change of variables of S 1 we then, by Proposition 2.2, get a set of monomials Λ d = {µ 1 , . . . , µ n } ⊂ M d with property ( * ), giving a basis of Q d ⊗ A k. By Nakayama's lemma, this basis is also a basis of Q d .
Thus, we have reduced the problem to the assumptions of 3.2, so the result follows from Proposition 4.7.
We now get the generalized version of Gotzmann's persistence theorem, that we called Theorem A in the introduction, as an immediate consequence.
S, and let N be a graded S-submodule of M , generated in degrees at most d. Write Q = M/N and let n ≤ d. If Q t is locally free of rank n for t = d and t = d + 1, then Q t is locally free of rank n for all t ≥ d.
Proof. By Corollary 1.2, we have that Q ⊗ A k(p) has constant Hilbert polynomial P (t) = n for all prime ideals p ⊂ A. Thus, since Q d is locally free of rank n it follows, by Theorem 5.2, that Fitt n−1 (Q d+s ) = Fitt n−1 (Q d+1 ), for all s > 0. Furthermore, since Q d+1 is locally free of rank n, we have Fitt n−1 (Q d+1 ) = 0. Hence, Fitt n−1 (Q d+s ) = 0 for all s > 0, so Q d+s is locally free of rank n for all s ≥ 0.
Remark 5.4. Note that it follows, with the assumptions of Corollary 5.3, that if Λ d gives a basis of Q d with property ( * ), then Λ d+s gives a basis of Q d+s for every s ≥ 0.
The Quot scheme of points
Let S be a scheme and let F be a coherent sheaf on P r → S. The Quot functor Quot P F /P r /S was first introduced by Grothendieck in [Gro61] . It parametrizes quotient sheaves of F that are flat over the base with Hilbert polynomial P (t) on the fibers. A classical result is that this functor is representable by a projective scheme, which we denote by Quot P F /P r /S . This was originally proved using an embedding into a Grassmannian. See also [Mum66] and [FGI + 05]. The existence of this embedding was only proved abstractly, and there exist no easy description of the defining equations of the embedding in general.
In the special case with constant Hilbert polynomial P (t) = n, we get the Quot scheme of points, see, e.g., [GLS07] . In [Skj14] , Skjelnes finds the locus that defines the Quot scheme of points as a closed subscheme of a Grassmannian. where V Fitt n−1 (E d+1 ) denotes the closed subscheme defined by the (n − 1):th Fitting ideal of E d+1 .
A consequence of this, using Corollary 1.2, is that only one Fitting ideal is necessary for describing the underlying topological spaces Quot We can now prove that the whole scheme structure is given by only one Fitting ideal, which was Theorem B of our introduction. Proof. The result follows directly from applying Corollary 5.3 to Theorem 6.1.
