Elliptic partial differential equations (ePDEs) appear in a wide variety of areas of mathematics, physics and engineering. Typically, ePDEs must be solved numerically, which sets an ever growing demand for efficient and highly parallel algorithms to tackle their computational solution. The Scheduled Relaxation Jacobi (SRJ) is a promising class of methods, atypical for combining simplicity and efficiency, that has been recently introduced for solving linear Poisson-like ePDEs. The SRJ methodology relies on computing the appropriate parameters of a multilevel approach with the goal of minimizing the number of iterations needed to cut down the residuals below specified tolerances. The efficiency in the reduction of the residual increases with the number of levels employed in the algorithm. Applying the original methodology to compute the algorithm parameters with more than 5 levels notably hinders obtaining optimal SRJ schemes, as the mixed (non-linear) algebraic-differential equations from which they result become notably stiff. Here we present a new methodology for obtaining the parameters of SRJ schemes that overcomes the limitations of the original algorithm and provide parameters for SRJ schemes with up to 15 levels and resolutions of up to 2 15 points per dimension, allowing for acceleration factors larger than several hundreds with respect to the Jacobi method for typical resolutions and, in some high resolution cases, close to 1000. Furthermore, we extend the original algorithm to apply it to certain systems of non-linear ePDEs.
Introduction
Partial differential equations (PDEs) are the appropriate mathematical language for modeling many phenomena [1] . In particular, we are interested in elliptic PDEs (ePDEs), that arise when we face the solution of equilibrium problems, in which the time evolution of the system is either neglected or irrelevant. Poisson and Laplace equations are prototype second order ePDEs, with and without source terms respectively.
Though the aforementioned Poisson and Laplace equations posses analytic solutions in a limited number of simple cases, we usually need a numerical solution when more general problems are considered. One of the standard approaches for solving these equations numerically is using finite differences methods. In this approach, both functions and operators are discretized on a numerical mesh, leading to a system of linear algebraic equations, which can be solved with direct or iterative methods. One of the simplest and most studied iterative schemes is the so called Jacobi method [2, 3] , whose main drawback is its poor convergence rate.
In oder to improve the efficiency of the Jacobi method, many alternatives have been considered. A popular possibility is the use of preconditioners [4, 5, 6] applied to linear systems, that make the associated Jacobi and GaussSeidel methods converge asymptotically faster than the unpreconditioned ones. Indeed, the method we improve on here, can be adapted as a preconditioner for other methods (e.g., the conjugate gradient method). Very widespread is the use of multigrid methods [e.g., 7] that, in many cases, provide the solution with O(N) operations, or that can even be employed as preconditioners. Relaxation algorithms [originally introduced in 3] , improve the performance of the Jacobi method by considering modifications of the Gauss-Seidel algorithm that include a weight, for instance, successive overrelaxation (SOR) methods [8] .
SRJ schemes
In this section we recap the most salient results obtained by YM14 and set the notation for the rest of the paper. First of all, if we define ω i J as a single step in a weighted Jacobi iteration using the weight ω i (i = 1, . . . , P), then the SRJ method can be cast as a successive application of elementary relaxation steps of the form where the largest weight, ω 1 is applied q 1 times, and each of the remaining and progressively smaller weights ω i (i = 1, . . . , P) is applied q i times, respectively. A single cycle of the scheme ends after M elementary steps, where M := P i=1 q i . In order to reach a prescribed tolerance goal, we need to repeat a number times the basic M-cycle of the SRJ method. Both, a vector of weights and a vector with the number of times we use each weight, define each optimal scheme. We emphasize that, from the point of view of the implementation, the only difference with the traditional weighted Jacobi is that, instead of having a fixed weight, SRJ schemes of P-levels require the computation of P weights.
In order to simplify the notation, we define ω := (ω 1 , . . . , ω P ), with ω i > ω i+1 and q := (q 1 , . . . , q P ) which is in one-to-one correspondence with the previous ω. Also, we define β := (β 1 , . . . , β P ), where β i = q i /M is the fraction of the iteration counts that a given weight ω i is repeated in an M-cycle, with β P := 1 − P−1 i=1 β i . The basic idea of the SRJ schemes is finding the optimal values for ω and β that minimize the total number of iterations to reach a prescribed tolerance for a given number of points (i.e., numerical resolution) N.
Finding the optimal parameters
Below we explain how to compute the optimal values of ω and β, following the prescription of YM14 and rewrite some parts of the YM14 algorithm to make them amenable for extension to a larger number of levels and resolutions.
Converge analysis and optimization problem
We perform a convergence analysis of the method in order to obtain a number of restrictions that the parameters of the SRJ scheme must fulfill. As a model problem, we use the Laplace equation with homogeneous Neumann boundary conditions in two spatial dimensions, in Cartesian coordinates and over a domain with unitary size: 
Let us consider a 2nd-order central-difference discretization of Eq. (1) on a uniform grid consisting of N x × N y zones, and define N = max(N x , N y ). Then, we apply the Jacobi method with a relaxation parameter ω, so that the following iterative scheme results: 
where n is the index of iteration. At this point, we perform a von Neumann stability analysis for obtaining the amplification factor,
where κ is a function of the wave-numbers in each dimension. For the problem at hand,
G ω expresses how much the error can grow up from one iteration to the next one using the relaxation Jacobi method. Thus, if a single relaxation step is performed, we require |G ω | < 1 to ensure convergence. However, in an SRJ scheme, we perform a series of M-cycles (Sect. 2). Hence, even if on an elementary step of the algorithm one may violate the condition |G ω | < 1 (which may happen, e.g., if such step is an overrelaxation of the Jacobi method), the condition for convergence shall be obtained for the composition of M elementary amplification factors. As we apply Eq. (3) M-times but with P different weights ω i , the following composition of amplifications factors is obtained:
. . .
Finally, it is not important how many times we use each of the weights q i but their relative frequency of use during an M-cycle, which is defined by β i . Therefore, following YM14, one can define the per-iteration amplification factor function as a geometric mean of the modulus of the cycle amplification factor (Eq. 6):
The previous transformation is very convenient to find deterministic optimal parameters for the SRJ schemes, since it avoids working with a Diophantine equation (Eq. 6), because q i ∈ N, while β i ∈ R.
From the definition of Γ(κ), it is evident that larger values of the per-iteration amplification factor yield a larger number of iterations for the algorithm to converge. Thus, the optimal values for the SRJ parameters are obtained by looking for the extrema of Γ(κ) in [κ m , κ M ], which is the interval bounding the allowed values of κ, namely
and then, to minimize globally these extrema, so that the error per iteration decreases as much as possible. This sets our optimization problem. We explicitly point out that the value of κ m depends on the type of boundary conditions of the problem, on the discretization of the elliptic operator and on the dimensionality of the problem. This is not the case for κ M , which equals 2 independent on the boundary conditions, dimensionality and discretization of the elliptic operator. For later reference, we write the explicit form of κ m as a function of the number of dimensions, d, for a Cartesian discretization of the elliptic operator an Neumann boundary conditions:
Obviously, we recover Eq. (8) setting d = 2. For practical purposes, it is possible to obtain the optimal SRJ parameters for any value of d once we know the optimal parameters in 2D. This is done by computing the effective number of points in 2D, N
eff , corresponding to a given problem size N (d) in d-dimensions through the relation:
where the approximated result holds for large values of N (d) . Finally, as stated above, the values of κ m change depending on whether Neumann or Dirichlet boundary conditions are considered, and so the optimal parameters change. Fortunately, there is a simple way to obtain the optimal parameters in case of Dirichlet boundary conditions from the 2D optimal parameters computed for Neumann boundaries, namely
where the approximated result holds when the number of points in each dimension is sufficiently large.
The non-linear system
In the optimization problem stated in the previous section we need to compute the location of the extrema Γ(κ), κ hereafter. From the optimization process one must also obtain the rest of the parameters of the SRJ scheme, namely, ω and β. Thus, we need to solve a system S(ω, β, κ) to determine all these unknowns.
For the evaluation of κ, we must take into account that the location of the maxima can be either at the edges of the domain, κ 0 := κ m and κ P := κ M (set by Eq. 8), or in other P − 1 internal values κ i (i = 1, . . . , P − 1) determined (each of them) by the following condition:
From the solutions of Eq. (12), we obtain the P − 1 different κ i = κ i (ω, β), which allows us to reduce the number of unknowns of the system S(ω, β, κ) from 3P − 2 (ω 1 , . . . , ω P , β 1 , . . . , β P−1 , κ 1 , . . . , κ P−1 ) to 2P − 1. Hence, we need to also obtain 2P − 1 equations to find a unique solution of the system. For obtaining the set of the first P equations for the system, and following YM14, we equalize all the maxima:
Γ(κ 0 ) = Γ(κ i ), i = 1, . . . , P.
Furthermore, if we assume that ω = ω(β), and therefore κ = κ(β), a second set of P − 1 equations can be obtained from the minimization of Γ(κ 0 ): ∂ ∂β j Γ(κ 0 ) = 0, j = 1, . . . P − 1.
Thereby, our system is now S (ω, β, ∂ω ∂β ), since the differentiation in Eq. (14) introduces P(P − 1) new ancillary variables, namely ∂ω i ∂β j ; i = 1, . . . , P, j = 1, . . . , P − 1. The final set of P(P − 1) additional equations to account for this extra ancillary variables results from applying the same condition as in Eq. (14) to the remaining values of κ i , deduced from Eqs. (13) and (14):
We note that ACCA15 have shown that setting the optimization problem in terms of ω as reference variables and considering β as function of the later (β(ω)) brings the same numerical solution for the system S(ω, β, κ).
Basic improvements on the original SRJ algorithm
In order to make the SRJ method competitive with other existing algorithms to solve ePDEs, we must find the optimal parameters of SRJ schemes with a sufficiently large number of levels. Furthermore, since the optimal parameters depend on the resolution of the discretization used to solve a given problem, we also need to compute optimal parameters for a range of numerical resolutions larger than in YM14. In this section we summarize some improvements done in ACCA15, which allow us to solve the system from P = 6 up to P = 10 and for resolutions up to 2 15 . Additional improvements based on analytical results will be commented in the following subsection.
Firstly, the stiffness of S (ω, β, ∂ω ∂β ) increases with the number of levels P, which prevented YM14 to compute optimal SRJ schemes for P > 5. We have been able to reduce the complexity of the numerical solution by manipulating parts of them algebraically. On the one hand, we have hidden the part of the non-linear system involving the κ unknowns by solving for them symbolically and using those symbolic placeholders later when solving numerically for ω and β. On the other hand, and after the previous manipulation, we have seen in Sect. 3.2 that we need to solve numerically a non-linear system of P 2 + P − 1 equations with the same number of unknowns. We aim to rewrite this system S (ω, β, ∂ω ∂β ) as S (ω, β), which requires obtaining ∂ω ∂β as a function of ω and β. We also compute the solutions of this linear subsystem symbolically. These manipulations of the original system of equations permitted ACCA15 to compute the optimal SRJ parameters for a larger number of levels (up to P = 10) than in YM14.
Secondly, in order to increase the number of points, for the numerical solution of the system, since the accuracy of the results for large values of P critically depends on having sufficiently large precision, we needed Mathematica's ability to perform arbitrary precision arithmetic. We ended up using up to twenty four digits in the representation of the numbers in some cases.
Finally, the non-linear system we have to solve is very sensitive to the initial values that we guess for the unknowns. In ACCA15, we developed a systematic way of setting the initial guesses from the values obtained from lower levels and now we have improved it. As we can see in Fig. 1 , when we increase the number of levels P, the values of ω ω 1 (P)/5000 ω P (P) Figure 1 : Left: Γ(κ) functions corresponding to different values of the numbers of levels P for N = 128. The inverse of the minimal weight, ω −1 1 , and the inverse of the maximal one, ω −1 P moves towards κ m and κ M , respectively, when P increases. The rest of the weights are distributed roughly logarithmically equally spaced inside (ω 1 , ω P ). In the right panel, we show the discrete values of ω 1 and of ω P for the P = 6, N = 128 scheme, together with both fits of their respective values as a function of P to conics as described in Sect. 3.3. scheme are roughly logarithmically equally spaced between the values ω P . Hence, we use as approximate location of the initial guesses for the inverse of any weight for an SRJ scheme of P levels the following expressions:
, . . . , ω
when P is odd, and
when P is even. Looking at Eqs. (16) and (17), the initial (guess) values of the weights for a new SRJ scheme with an additional level (P = P + 1) can be built providing suitable estimates of the smallest and largest weights, which are obtained by fitting to two conics the values of the smallest and largest weights computed for SRJ schemes with P − 3 to P levels, and then extrapolating the result. For instance, in Fig. 1 we show on the right panel the values of ω 1 and ω P as a function of P with red and blue symbols, respectively. If we want to obtain the initial values of ω 1 and ω P for P = 6, we fit the values of ω 1 and, separately, those of ω P for P = 2, . . . , 5 to a hyperbola ω = a bP−c + d or a parabola ω = aP 2 + bP + c depending on the flatness of the points, an infer the value for our P (in Fig. 1 , the fit functions are plot with continuous lines, and the extrapolated values of ω 1 and ω P for P = 6 with squares).
As we shall see in the next section, and improving on the procedure outlined in ACCA15, we do not need to provide initial values of β, since they can be obtained analytically from the values of ω.
Advanced analytical improvements
In this section, we prove two important theorems, which tell us how to calculate analytically the ancillary variables ∂ω ∂β and the parameters β of the SRJ schemes in terms of the ω and κ variables. Let us start with some technical results we need for the proof of these theorems. Notice that in all products appearing from now on, each index of the product refers only to expressions containing that particular index.
Lemma 1. Let A and B be two matrices defined as A := (a i j ) =
respectively. The inverse matrices, A −1 =Ã = (ã i j ) and B −1 =B = (b i j ), are given by:
Proof. We just need to check that P j=1ã i j a jm = P j=1b i j b jm = δ im . For convenience, we define κ P := κ M . We will start checking that
We consider first the case where i m. In general, taking into account that all the κ i are strictly different, for a polynomial F(x), with deg F(x) < P − 1, we can do a partial fraction decomposition of the following form:
Considering F(x) = P l=1 l i,m (−1 + x ω l ) in the above expression, and evaluating at x = κ P , we get the desired expression.
We consider now the remaining case i = m. For convenience, we define κ 0 = 1/ω i , that satisfies κ 0 κ j , j = 1, . . . , P − 1. For a polynomial F(x), with deg F(x) < P, we can do a partial fraction decomposition of the following form:
Considering F(x) = P l=1 l i (−1 + x ω l ) in the above expression, and evaluating at x = κ P , we get the desired expression.
We use this equality to check the expression for the inverse matrix A −1 (as well as B −1 below):
Finally, we check the expression for the inverse matrix B −1 :
Proof. We have that κ j with j = 1, . . . , P − 1 are the roots where the local extrema are located. We will also use the already defined κ P . Taking into account the Eqs. (14) and (15), for a fixed value of l, 1 ≤ l ≤ P − 1, we construct the linear system A ∂ω ∂β = f , which in components reads:
where a i j is defined in Lemma 1. We can solve for the ancillary variables ∂ω i ∂β j , i = 1, . . . , P, j = 1, . . . , P − 1, analytically, just inverting the matrix A:
Using Lemma 1 to get the expression of the inverse matrix and doing the corresponding matrix product, we obtain Eq. (25). Notice that we obtain the same results when we consider κ m instead of κ P . Theorem 2.
Proof. We consider now the P − 1 equations resulting from Eq. (12) when κ is replaced by κ i , i = 1, . . . , P − 1. We write β P = β P (β j ), and obtain:
These equations can be rewritten in matrix form, Bβ = g, which in components reads:
where b i j is defined in Lemma 1. Using Lemma 1 to get the expression of the inverse matrix and doing the corresponding matrix product, we obtain:
In particular, using the simplification proven at the beginning of Lemma 1 for i = m, changing P by P − 1, and setting ω i = 0 just formally, we also get that:
Using this expression,
Advantages of the rewritten system
In the most general case, as we have commented above, we need to solve a system S (ω, β, κ, ∂ω ∂β ). With the theorems recently introduced in Sect. 3.4, which basically express ∂ω ∂β as ∂ω ∂β (ω, κ) and β also as β(ω, κ), and substituting them into Eq. (13) and Eq. (14) , the non-linear, algebraic-differential system reduces to a purely algebraic system of the form S (ω, κ).
We have developed a code that implements everything commented in Sect. 3.3 and that automatically constructs the system and solves it for any value of P. This program is written in Mathematica and combines both symbolic with numerical calculations. We obtain two major benefits from the new system of equations to be solved:
1. For any given number of levels P, we reduce by orders of magnitude the computing time in the generation of the symbolic system that we need to solve. In ACCA15, we built S (ω, β) and needed a lot of time for the symbolic calculations involved in obtaining, on the one hand, ∂ω ∂β (ω, β), solving the corresponding linear subsystem (Eq. 30) and, on the other hand, κ(ω, β). With the new methodology, employing Eqs. (25) and (28), we exchange the role of β and κ, since we have analytic formulae to express the ancillary variables and β as functions of ω and κ, respectively. With the consequent reduction in the calculation time, the computational time to solve the remaining equations becomes negligible. 2. The solution of the non-linear system to obtain the optimal SRJ parameters needs a suitable methodology to compute their initial values (Sect. 3.3). In ACCA15, we had to provide initial values for ω and β. With the newly derived theorems of the previous section, we only need to provide initial guesses for ω, since employing Eq. (28) β = β(ω, κ), and κ satisfies
From the plots of Γ (see, e.g., Fig. 1 ), we can see that each maximum κ i is roughly placed at:
which are the values that we will use as initial guesses.
With these two improvements, we have reduced by four orders of magnitude the total time for finding the parameters of an optimal scheme. For example, for P = 10, it was necessary to spend a calculation time in Mathematica of the order of one week with the methodology employed by ACCA15. In contrast, with the improvements reported here, we can accomplish the same task in tens of seconds. While, in practice, in ACCA15 we were limited (due to the computing time) to SRJ schemes with P ≤ 10, now we can tackle larger number of levels.
Results
In this section we first calibrate our new method comparing the parameters of our optimal SRJ schemes with those of YM14 for P ≤ 5 (Sect. 4.1). Later (Sect. 4.2), we present new optimal schemes computed employing the new methodology sketched in the previous section, up to P = 15.
Calibration of the method
To calibrate the new methodology, we have recomputed the optimal parameters for SRJ schemes with P ≤ 5 and found that our results are the same as those obtained by YM14, when we use the same number of points per dimension N on the same model problem (Eq. 1).
Following the ideas of YM14, the performance of any SRJ scheme with respect to the Jacobi method can be quantified estimating the convergence performance index, ρ,
which we have calculated for each SRJ method we have computed, and checked that it approaches its theoretical value when we solve numerically (Eq. 1). We point out that the value of ρ depends on the dimensionality of the problem since the value of κ m does (see, Eq. 9). YM14 showed that the optimal parameters computed for coarser grids can be used for finer ones. Nevertheless, minimizing the gaps between different values of N is important because the acceleration of the convergence with respect to the Jacobi method may not be the largest possible unless we compute the optimal SRJ parameters corresponding to a given problem size. Thus, we have completed the tables presented by YM14 minimizing the possible gaps between resolutions. Furthermore, we have computed the optimal SRJ parameters for a number of intermediate values of N in Tab. 1, where we also show the value of ρ. In order to verify the correct behaviour of the schemes computed, we monitor in Fig. 2 the evolution of the difference between two consecutive approximations of the solution for the model problem specified in Eq. (1),
using element-wise norms and operations, that in the bidimensional case would be, for example,
as a function of the number of iterations n for SRJ schemes having all the values of P given by YM14. In the same figure, we also include the residual evolution for the Jacobi method (black line). As expected, the number of iterations to reach the prescribed tolerance decreases 1 as P increases. For all the schemes shown in Fig. 2 , where the number of points is set to N = 256, we have obtained the expected theoretical value of ρ.
New SRJ optimal schemes
After verifying that we recover the optimal parameters computed in YM14, we have improved on their results computing the optimal values of SRJ schemes with P > 5. In Appendix A we provide the Tables A.5 to A.12, corresponding to the optimal parameters for SRJ schemes with P = 6, . . . , 13 and various resolutions for the Laplace Table 1 : Parameters w, β and the estimation of the convergence performance index ρ = P i=1 ω i β i of the P = 2, P = 3, P = 4 and P = 5 schemes for a number of values of N and the model problem specified in Eq. (1) . 
Comparison of the evolution of the difference between consecutive approximate solutions (||r n || ∞ ) of Eq. (3) of SRJ schemes from P = 2 to P = 5 for a grid with N = 256 and with N = 512 zones per dimension. We also include the evolution of the residual for the Jacobi method as a reference. Tables 2, and 3 , we show the optimal solution parameters for P = 14 and P = 15. 2 We encountered that finding optimal parameters at low resolution is increasingly more difficult as the number of levels increases. Indeed, as we can see, for P = 15 the minimum value of N we have been able to compute is 64. The reason for the inability of the proposed method to find optimal parameters for low N and large P is that larger values of P imply that the results are extremely sensitive to tiny changes in the smaller wave numbers (i.e., to the values of κ i close to κ m ), and small numerical errors prevent a full evaluation of the solution of the non-linear system S, unless the (guessed) initial values are very close to the optimal ones. ||r n || ∞ N =1024
Comparison of the residual evolution for the optimal SRJ schemes with P = 6, 9, 12 and 15 and N = 1024 points per dimension. For reference, we also include the evolution of the residual for the Jacobi method (black line).
We remark that thanks to the improvements done (Sect. 3.3) and specially with the analytic solution of a part of the unknowns of the system (Sect. 3.4), not only the optimal solution is achievable, but also it is reachable with a moderate computational cost: employing Mathematica on a standard workstation, the computational time of the optimal parameters ranges from tenths of a second for the P = 6 scheme to tens of seconds for P = 15.
In Fig. 3 we show the evolution of the residual for some of the new optimal SRJ schemes solving the model problem used throughout the paper. These new schemes show a progressively larger efficiency as P grows. A good proxy for the performance of the method is the convergence performance index, which grows with the number of levels. We achieve a reduction in the time of computation to solve the problem because of the reduction in the number of iterations to reach convergence. This reduction is roughly proportional to P log 10 (P + 1). However, the rate of reduction of the error is non monotonic. For large values of P (namely, P ≥ 12), a direct inspection of Fig. 3 shows a faster decline of the residual once any given SRJ method reduces its residual below the one corresponding to the Jacobi method (in this case, this happens after about 4.500 iterations).
Obtention of the integer parameters q
There is a step in the practical implementation of SRJ methods that may impact on the performance of the resulting algorithm, measured by the number of iterations needed to reduce the residual below a prescribed tolerance. Once the solution has been found and we know the real values of ω and β, one must obtain the integer values of q. The conversion to integer begins by definingβ := β β 1 , so that β 1 = q 1 = 1. For the conversion to integer of the rest of thē β i (i = 2, . . . , P), we have tested several possibilities, including the floor q = β , roundingβ to the nearest integer, taking the ceiling function q = β , or combinations of the former alternatives, since it is possible to apply different recipes for every β i /β 1 . Each of these alternatives may yield a different number of iterations to reach convergence (see below). After computing the integer values of q, a key point to account for is that the Γ(κ) function must remain below 1, since otherwise our method diverges. In Fig. 4 (upper panel) we observe that the amplification factor per M-cycle may change by more than 10%, for values of κ close to κ M , depending on the method adopted to convert β to integer.
While the number of levels is small, the differences among the distinct conversions from real to integer do not change much either the number of iterations or the convergence rate of the resulting scheme. However, when P increases, there can be non-negligible changes in the total number of iterations to reduce the residual of our model equation below a prescribed tolerance. In the lower panel of the Fig. 4 we show the evolution of the residual as a function of the iteration number for two different choices of the integer conversion of β into q in the case P = 6 (the optimal parameters of which can be found on Tab. ??). We note that there is a difference of more than 1200 iterations (∼ 25%) between the distinct integer conversions. Unfortunately, changing the number of levels, the same recipes for converting reals to integers yield efficiencies of the methods that do not display a clear trend. Fortunately, increasing the number of levels by one unit results in a reduction of the number of iterations to reach convergence which is larger than that resulting from any manipulation of the integer values of q i in an SRJ scheme with a given P. Hence, in the following, the results we will provide are obtained by taking simply q i = β i /β 1 .
Numerical examples

Poisson equation with Dirichlet boundaries
So far we have considered only the application of SRJ schemes to the solution of the Laplace equation with homogeneous Neumann boundary conditions (Eq. 1). In this section we consider a case study consisting on solving a Poisson equation in two dimensions endowed with Dirichlet boundary conditions. The exact problem setting reads
which has analytic solution:
This kind of problem will help us to assess whether the change in the boundary conditions affects the efficiency of an SRJ scheme. Imposing Dirichlet boundary conditions is typically more challenging than dealing with Neumann ones, since Dirichlet boundary conditions change the value of κ m so that (YM14)
to be compared with Eq. (8) . Hence, the optimal SRJ values obtained for a given N and Neumann boundary conditions do not exactly coincide with those optimal in problems involving Dirichlet boundaries, hence we must follow the recipe provided in Eq. (11) . Furthermore, since in Eq. (40) we are considering a Poisson equation, we can test whether the presence of source terms modifies the performance of SRJ methods.
For the case studied we choose a discretization consisting on N x × N y = 585 × 280 uniform numerical zones. Although here we do not have Neumann boundary conditions, we will use the optimal values of the SRJ scheme for this case in order to show that even though this choice is not optimal, still it substantially speeds up the solution of the problem with respect to Jacobi. In this case, we have that N = 585. If we apply the SRJ scheme with P = 10, we must look for the ω and the β parameters in Tab. ??. In this case, the table does not provide an entry for N = 585, but as YM14 point out, we can chose as (non-optimal) parameters for the SRJ scheme those corresponding to a smaller resolution. 3 In our case, the closest resolution that matches this criterion in Tab. ?? is that corresponding to the row with N = 550.
We use the simplest way to obtain the q i from the β i ensuring convergence, namely q i =
This means that we will use ω 1 = 106105 and ω 2 = 40577.2 once per M-cycle, ω 3 = 10230.6 three times per M-cycle, etc. In practice, it is necessary to distribute the largest over-relaxation steps over the whole M-cycle to prevent the occurrence of overflows. YM14 provide a Matlab script that generates a schedule for the distribution of ω i on the M-cycle that guarantees the absence of overflows. We find that an even distribution of the over-relaxations over the entire M-cycle is sufficient in order to avoid overflows.
In Fig. 5 we plot the evolution of the residual as a function of the number of iterations for a SRJ scheme with P = 10, N = 550 (instead of N = 585), as well as the residual evolution employing the Jacobi method for the solution of Eq. (40). This example shows that even picking an SRJ scheme whose parameters are non-optimal for the problem size at hand (N = 585 in this case), for the presence of source terms and for the kind of boundary conditions specified (Dirichlet for the problem at hand), we can largely speed up the convergence with respect to the Jacobi method. Theoretically, for the optimal P = 10, N = 550 SRJ method, an acceleration of the order of ρ = 125.85 with respect to the Jacobi method is expected, something confirmed with our numerical results ( Finally, we briefly illustrate how to find the optimal scheme for Dirichlet boundaries (which are, indeed, the ones with which the problem at hand is set). According to Eq. (11), N (2) eff = 252.56. Therefore, we choose the row with entry N = 250 and we proceed as we have done previously. In Fig. 5 we can see that the results are even better than for the (non-optimal) set of parameters with P = 10, N = 550 and Neumann boundary conditions, since in the case with N = 250, the accuracy goal is reached with ∼ 13% less iterations.
Poisson equation in spherical coordinates
The Poisson equation appears, among others, in problems involving gravity, either Newtonian or some approximations to General Relativity, and electrostatics. In numerical simulations, e.g., in Astrophysics and Cosmology, the computation of the gravitational potential is usually coupled to a hyperbolic set of equations describing the dynamics of the fluid, e.g., the Euler equations. In those cases the Poisson equation is solved on each time step (or every several time steps) of the evolution of the hyperbolic part. It is thus crucial to test the efficiency of the SRJ compared with other methods currently used by the scientific community. In simulations of stellar interiors, spherical coordinates is a popular choice of coordinates, so we adopt it for our test. To mimic typical astrophysical scenarios we have chosen a test in which the source has compact support and boundary conditions are applied at radial infinity.
The Poisson equation in spherical coordinates (r, θ, ϕ) reads
being u and s functions of (r, θ, ϕ). For our test we choose the source term to be the series
being j l the spherical Bessel functions of the first kind and Y m,c l the real part of the spherical harmonics. Only even parity terms, l = 2n are considered. k l is the first root of the spherical Bessel function of order l, such that s(1, θ, ϕ) = 0. We chose a l = 1/2 l , such that the series is convergent. We impose homogeneous Neumann boundary conditions at r = 0, θ = 0 and θ = π, and periodic boundary conditions in the ϕ direction. If we impose homogeneous Dirichlet condition at radial infinity (r → ∞), the solution of this elliptic problem is
where the coefficients c l and b l can be computed imposing continuity of u and its first derivatives at r = 1, resulting in
Since our interest is to assess the performance of the SRJ method under the conditions which are found on real applications, we solve this equation numerically in the domain r ∈ [0, 1], θ ∈ [0, π] and ϕ ∈ [0, 2π], i.e. only in the region where the sources are non zero, and apply Dirichlet boundary conditions at r = 1, using the analytical solution given by Eq. (45).
We emphasize that this problem set up includes boundary conditions of mixed type (Neumann and Dirichlet) and, hence, none of the schemes whose optimal parameters have been tabulated in this paper is strictly optimal. However, as we shall see, even in such conditions, the new schemes presented in this paper with P = 15 will be competitive with other alternatives in the literature.
We set up three versions of the test with different dimensionality. In the 3D test, we choose n max = ∞ and m max = 2n and solve the equation in the domain r ∈ [0, 1], θ ∈ [0, π] and ϕ ∈ [0, 2π], discretized in an equidistant grid of size N × N × N points. In the 2D case we consider axisymmetry, i.e., no ϕ dependence in u and s. We choose n max = ∞ and m max = 0 and solve in the domain r ∈ [0, 1] and θ ∈ [0, π], discretized in a grid with N × N points. In the 1D case we consider spherical symmetry, i.e. no θ or ϕ dependence in u and s. We choose n max = 0, m max = 0 and solve in the domain r ∈ [0, 1] with N points. Since the series in Eqs. (44) and (45) are convergent, we compute them numerically by adding terms until the last significant digit does not change. We use a second order finite difference discretization for Eq. (43) and one ghost cell in each direction to impose boundary conditions. For convenience, we multiply Eq. (43) by r 2 in the discretized version. As an example, we present explicitly the discretization of the 1D problem. The 2D and 3D discretizations are analogous to what is described here. We use a staggered grid with ghost cells, r i = (i − 1/2)∆r with i = 0, ..., N + 1, where ∆r = 1/N. Points i = 0 and i = N +1 are ghost cells used only for the purpose of imposing boundary conditions. Using second order centered derivatives and imposing spherical symmetry (∂ θ = ∂ ϕ = 0) Eq. (43), multiplied by r 2 , can be discretized as r
where sub-index i indicates a function evaluated at r i . By imposing boundary conditions it is possible to set the values of u 0 and u N+1 . The resulting linear system of N equations with N unknowns, u i , i = 1, ..., N, can be written in matrix form
being A i j the elements of the coefficient matrix, which in the 1D case is a N × N tridiagonal matrix
Note that this matrix is diagonally dominant by rows and columns except for the first two rows and the first column. If the r 2 factor were not present, the matrix would not be diagonally dominant by columns and the convergence of the iterative methods could not be guaranteed. Once the boundary conditions are applied, the coefficient matrix is effectively modified. Wether the resulting effective matrix is diagonally dominant or not depends crucially on how the boundary conditions are applied.
We impose Dirichlet boundary conditions at the outer boundary by setting u N+1 = u analytic (r N+1 ), being the analytic solution that given by Eq. (45). In this case the equation at i = N results
being A NN+1 an extension of the coefficient matrix used for practical purposes. At the inner boundary we impose homogeneous Neumann conditions, i.e. ∂ r u| r 0 = 0. A second order discretization of this boundary condition is not unique. Two possible discretizations are of the boundary condition are
Naively, one would expect that imposing either u 0 = u 1 or u 0 = u 2 , would be an appropriate boundary condition. However, either of these cases results in an effective coefficient matrix which is not diagonally dominant. To cure this pathology we impose u 0 = u 1 = u 2 , which is compatible with both discretizations of the boundary condition. Since we are fixing not only the value of the ghost cell, u 0 , but also the value u 1 , this condition reduces the dimensionality of the linear system by 1. The resulting effective coefficient matrixÂ i j is a tridiagonal matrix of size (N − 1) × (N − 1), with indices i, j = 2, ...N. The elements readÂ 22 = − (r 2 + 2∆r)
The new matrix is diagonally dominant by rows and columns, which guarantees the convergence of Jacobi-based iterative methods. In practice, the effective coefficient matrix,Â i j , is not used in the iterative methods directly. Instead we use a coefficient matrix A i j extended to the ghost cells and we set at each iteration the values at the ghost cells (u 0 and u N+1 ) and at u 1 according to prescription given above. This procedure is equivalent to using the effective coefficient matrix, but it eases the implementation of the algorithm.
We perform series of calculations for different values of the number of points N. For each calculation we use the SRJ coefficients computed in the previous sections matching the corresponding value of N. For each series we perform calculations using coefficients computed with different values of P. The tolerance goal is set to 10 −5 /N 2 , which depends on the number of points. Since we use a second order discretization, this scaling in the tolerance ensures that the difference between the numerical and the analytical solution is dominated by finite differencing errors and at the same time avoids unnecessary iterations in the low resolution calculations. This prescription for the tolerance mimics the tolerance choice that is used under realistic conditions and renders a fairer comparison in the computational cost between different resolutions. For comparison we also perform calculations using other iterative methods: Jacobi, Gauss-Seidel and SOR (weight equal to 1.9). For each case involving iterative methods we perform two calculations: the ab initio calculation in which the solution is initialized to zero, and the realistic calculation in which the solution is initialized to u analytic (1 + ran(−0.5, 0.5)/N), being ran(−0.5, 0.5) a random number in the interval [−0.5, 0.5]. The realistic calculation tries to mimic the conditions encountered in many numerical simulations in which an elliptic equation (or a system of PDEs) is solved coupled with evolutionary (hyperbolic) PDEs, 4 which are typically solved using explicit methods, whose time step is limited by the Courant-Friedrichs-Lewy (CFL) condition. This means that the change in the source of the Poisson equation between subsequent calculations is O(∆x); therefore, if the solution of the previous time step is used for the iteration in the elliptic solver, this should differ only O(∆x) ∼ 1/N, from the solution.
In addition to iterative methods, we perform the calculations using a direct inversion method and spectral methods. In the direct inversion method, we compute the LU factorization of the matrix associated with the coefficients of the discretized version of the equation by performing Gaussian elimination using partial pivoting with row interchanges. We use the implementation in the dgbtrf routine of the LAPACK library [12], which allows for efficient storage of the matrix coefficient in bands. Once the LU decomposition is known, we solve the system of linear equations using the dgbtrs routine. Since this method is non-iterative, its computational cost does not depend on the initial value. However, this approach has advantages when used repeatedly, coupled to evolution equations (e.g., for a fluid). Most of the computational cost of this method is due to the LU decomposition, but once it has been performed, solving the linear system for different values of the sources is computationally less intensive. Therefore, we consider the computational cost of the whole process, LU decomposition and solution of the system, in the ab initio calculations, while only the solution of the linear system, assuming the LU decomposition is given, in the realistic calculations.
For the spectral solver we use the LORENE library [13] . To provide results that are comparable to all other numerical methods used in the present work we use the following procedure: first we evaluate the source, s, at the finite differences grid used in all other numerical methods; then, the source is interpolated to the collocation points in the spectral grid, which do not coincide with the finite differences grid; next the solution is computed by means of the LORENE library; finally the function is evaluated at the cells of the finite differences grid. The details of the procedure are described in [14] . The accuracy of the numerical method is dominated by the second order finite differences discretization error associated with the finite differences grid, provided sufficient number of collocation points are used in the spectral grid. We have tested that it is sufficient to use N/2 collocation points per dimension to fulfill this requirement. When using the spectral solver, there is no difference in the computational cost in ab initio or realistic calculations.
We have performed the calculations using a 3.4 GHz Intel core i7 and 16 GB of memory. All codes and libraries have been compiled using the GCC compiler [15] . We have measured the computational time for each method timing exclusively the part of the code involved in the computation and not the allocation and initialization of variables. Figure 6 shows the dependence of the computational time for 1D, 2D and 3D tests in the ab initio calculations and the realistic calculations setups. As expected, for any dimensionality, the SRJ methods render a significant speed up with respect to other iterative methods, due to the smaller number of iterations needed. Only SOR method has comparable computational time for low resolutions (N < 100). The computational time for SRJ methods scales approximately as N d+1 , being d the dimensionality of the test, i.e. the number of iterations is proportional to N. In comparison, the computational cost of other iterative methods (Jacobi, Gauss-Seidel, SOR), scale approximately as N d+2 , i.e. the number of iterations needed scales as N 2 . This factor N improvement of SRJ with respect other iterative methods ensures that the method will always be less costly for sufficient high resolution. Compared to non-iterative methods the results depend on the dimensionality of the test.
For the 1D test, both spectral and the direct inversion method are significantly faster than SRJ. The computational cost of both methods are close to N log N. Therefore, we conclude that SRJ methods are not competitive for 1D problems, even when realistic conditions are considered.
In 2D, the computational cost of the direct inversion method for ab initio calculations increases significantly, scaling as N 4 , because the associated matrix is not tridiagonal anymore, as in the 1D case, but is a banded matrix of band size 2N + 1. Hence, the direct inversion method is more costly than SRJ for resolutions N > 100. However, in the realistic calculation, in which the LU decomposition is not performed, the direct inversion method is still the fastest, with a computational time scaling as N 3 (the same as SRJ) but with lower computational cost. Due to limitations of the LORENE library, we were not able to perform multidimensional computations using spectral methods for N > 350. Compared to P = 15, spectral methods are about a factor 2 faster than SRJ in realistic calculations and become comparable for N < 100. It seems fair to say that spectral methods perform better for ab initio calculations, since in this case, SRJ methods (see P = 6 and P = 15 in Figure 6 ) scale as N 3 . Therefore, we conclude that for 2D calculations SRJ is a competitive method, when compared with spectral methods. Although the direct inversion method is the fastest in the range of values of N selected for our tests, we expect that this advantage will disappear when going to larger number of points; the memory needed for the direct inversion method scales as N 3 (due to the explicit use of the banded structure of the matrix) in comparison with N 2 of all other methods (iterative and spectral). This strongly limits the size of the problem to be solved without using parallelization.
In 3D all computations are significantly more costly, so we limit our tests to what is achievable within ∼ 1 hour of computation time. For the SRJ methods tested this is N ≤ 200. For N > 100 the computational cost of spectral methods is a factor ≈ 10 lower than a SRJ method with P = 15, in the realistic calculation. Using the SRJ parameters for P = 15 and an effective number of points per dimension as given by Eq. (10), the SRJ method becomes ∼ 20% faster, so that it is "only" ≈ 8 slower than the spectral method. The conclusion is that spectral methods still seem to have advantages over SRJ methods, for the 3D test presented. However, both spectral and SRJ methods scale approximately as N 4 in 3D. Due to the large amount of memory needed for the direct inversion method, which scales as N 5 , we did not present any such calculation for the 3D case. In practice, this limitation makes the direct inversion method unfeasible for computations in a single CPU. The performance of all these methods and a comparison between them in a parallel architecture is beyond the scope of this work.
Finally we have estimated numerically the value of ρ for different SRJ weights, to be compared with the theoretical predictions. For this purpose we compute the ratio of number of iterations needed with Jacobi and a given SRJ method, using the same tolerance and resolution, N. Left panels of Fig. 7 show the dependence of ρ on P for several values of N, computed using the set of ab initio calculations. Regardless of the dimensionality, in all calculations the numerical values of ρ are close to the theoretical predictions (solid lines). In the 1D test problems there is a tendency of the theoretical values to overestimate the numerically computed value. This trend is exacerbated for large values of N (namely, N > 512). In 3D the situation is reversed, and the theoretical value of ρ falls below the numerical one. To explain these differences, we shall consider that the optimal weights depend on the dimensionality of the problem, since κ m does also depend on dimensionality (see Eq. 9). As the optimization of the weights has been performed for the 2D case, it is not surprising to find such discrepancies when using the same weights and the same value of ρ in a problem with different dimensionality. Indeed, we have repeated some of the 3D and 1D test problems employing the optimal SRJ parameters corresponding to the effective number of points set according to Eq. (10), and found that (i) the SRJ scheme runs is ∼ 20% less iterations and, (ii) for this effective number of points, the theoretical convergence performance index, computed with the dimensionality corrections mentioned below Eq. (36), becomes an upper bound for the numerical values of ρ. Adding to this arguments, we also note that the discretization of the Laplacian operator in spherical coordinates may also change slightly the optimal weights. Finally, another factor that explains the discrepancies is that the boundary conditions of this problem are mixed (as commented above), and the optimal weights are computed for purely Neumann boundaries.
The right panels of Fig. 7 show the error in the solution as a function of N, computed as the L ∞ -norm of the difference between the numerical and the analytical solution. In all cases the error is dominated by the finite difference error associated to the discretization of the elliptic operator, which, for a second order method, is expected to
. This is a symptom that our prescription for the tolerance is yielding converged numerical solutions, in iterative methods. It also shows that the number of spectral grid points used is sufficient for such calculations.
We have also tried different discretizations of the equation and the boundary conditions, although not as systematically as the presented case. In general, using discretizations which lead to non-diagonally dominant coefficient matrices, increases the number of iterations to converge or, in some cases, they do not converge at all. The Jacobi method is the most sensitive to this, while all other iterative methods (Gauss-Seidel, SOR, SRJ) seem less affected by this issue. As an example, if just u 0 = u 1 is used for the inner boundary condition (consistent with Eq. (51) SOR shows differences for N ≤ 64). This is an indication that the new method is not only faster than well-known iterative methods but can also be more robust than some of them.
Grad-Shafranov equation in spherical coordinates
The Grad-Shafranov (GS) equation [16, 17] describes equilibrium solutions in ideal magnetohydrodynamics for a two dimensional plasma. It is of interest in studying the plasma in magnetic confinement fusion (e.g. Tokamaks), the solar corona and neutron star magnetospheres, among others.
In spherical coordinates (r, θ, ϕ) the magnetic field of an axisymmetric (∂ ϕ = 0) plasma configuration can be expressed as
where A is the vector potential andê ϕ is the unit vector in the ϕ direction. The flux function, Ψ ≡ r sin θA ϕ , is constant along magnetic field lines and is a measure of the poloidal magnetic field strength. The toroidal function, F ≡ B ϕ r sin θ, is a measure of the toroidal field strength. Using Ampere's law, J = ∇ × B, being J the electric current, the flux function can be linked to the toroidal current as
where ∆ * is the GS elliptic operator. For simplicity we consider here the case in which the inertia of the fluid can be neglected (magnetically dominated). In this case, if we impose force balance, J × B = 0, the toroidal function depends on the flux function, F(Ψ). As a result Eq. (55) leads to the GS equation
Not neglecting the inertia of the fluid leads to additional pressure terms, which are not considered here. A popular choice for the toroidal function is F(Ψ) = CΨ, being C a constant. In this case the GS equation results in
which is a suitable elliptic problem to be solved with SRJ methods. Equation (57) resembles the Helmholtz differential equation in that it contains a Laplacian-like operator and a linear term in Ψ. Therefore, this test will show the ability of SRJ methods to handle more complicated elliptic operators. In addition we use this test to demonstrate the ability of iterative methods to handle boundary conditions imposed at arbitrarily shaped boundaries. We compute the solution of Eq. (57) for two sets of boundary conditions, in the numerical domain r ∈ [1, 10] and θ ∈ [0, π]. In all cases we impose homogeneous Dirichlet conditions at θ = 0 and θ = π. In test A we impose Dirichlet boundary conditions at r = 1 and r = 10 with Ψ = sin 2 θ/r. In the case C = 0, the solution for this test is a dipolar field. As the value of C is increased the solution results in a twisted dipole.
In test B we solve the GS equation in part of the domain, the region defined by r < 4.5 sin 2 θ + 2.5 sin
inside the aforementioned numerical domain. The boundary of this region intersects the sphere r = 1 at θ 1 = 0.3037 and θ 2 = 2.8903. At r = 1 we impose Dirichlet boundary conditions with Ψ = sin((θ − θ 1 )/(θ 2 − θ 1 )π) 2 , and homogeneous Dirichlet conditions at the remaining boundaries. Imposing boundary conditions in arbitrarily shaped boundaries is straightforward when using iterative methods such as SRJ; we set Ψ = 0 everywhere outside the region (58) and apply the SRJ iteration only inside this region using a mask.
In both tests we use a second order discretization of the GS equation and a numerical resolution of 300 × 300 equispaced grid points covering the numerical domain. We solve the equations using the SRJ method with weights corresponding to N = 300 and P = 14. In both tests we initialize Ψ to zero in the whole domain. Table 4 shows the number of iterations and computational time to obtain a numerical solution with residual bellow 10 −12 , depending on the value of C used. Upper panels of Fig. (8) show the results for test A, for three different values of C. For the case C = 0, the analytical solution is Ψ = sin 2 θ/r. In this case the maximum difference between the analytical and the numerical result, in absolute value, is 8.5 × 10 −5 , which is consistent with the second order discretization (9/N 2 = 10 −4 ). For C = 0.1 a toroidal component appears, but the flux function, Ψ, remains essentially the same. For higher values of C there is a tendency of the magnetic field lines to become more inflated, to support the increased magnetic tension due to the high magnetic field. In this regime the number of iterations needed in the SRJ method increases. We were not able to obtain solutions for values larger than C = 0.34. This is not a problem of the numerical method itself, since other methods (Jacobi, Gauss-Seidel, SOR) show similar behavior. The value C ≈ 0.35 corresponds to an eigenvalue of the GS operator. For this case the matrix associated to the discretization of the GS equation is singular and hence it cannot be inverted. This is causing the convergence problems near this point.
Lower panels of Fig. (8) show the results for test B, for three different values of C. This case behaves qualitatively similar to test A but with more complicated geometry. The case C = 0 shows no toroidal field, which appears as C is increased. For C = 1.0 the flux function is still similar to that of the untwisted case, albeit slightly deformed. For C = 1.47, the maximum value that we were able to achieve, the topology of the field has changed, showing a region of close magnetic field lines in the upper right part of the domain. As in test A, the difficulty to achieve convergence for larger values of C is related to the presence of an eigenvalue of the GS operator. Note that the solution is everywhere smooth, and magnetic field lines (black lines) are tangent to the domain boundary (blue curve) as expected (except for r = 1 where non-zero Dirichlet boundary conditions are applied).
In general the SRJ method shows reasonable rates of convergence and computational time to solve the problem with high accuracy, despite of the complicated boundary conditions. This renders a method which can be used in real applications of the GS equation with a good trade of excellent performance and ease of implementation.
Conclusions and future work
Building upon the results of YM14, we have devised a new method for obtaining the optimal parameters for SRJ schemes applied to the numerical solution of ePDEs.
We have shown that the new multilevel SRJ schemes keep improving the convergence performance index of the scheme, which means that increasing the value of P we obtain ever larger acceleration factors with respect to the Jacobi method. In the present paper we report acceleration factors of a few hundreds and, in some cases, more than 1000 with respect to the Jacobi method if a sufficiently large number of points per dimension (namely, N > 16000) and number of levels are considered.
Mainly due to the fact that we have derived analytic solutions for part of the unknowns, our new method reduces the stiffness of the non-linear system of equations from which optimal parameters are computed, allowing us to obtain new SRJ methods for up to P = 15 and arbitrarily large number of points per dimension N.
From this number of levels, new problems arise, which hinder the computation of optimal coefficients at relatively low number of discretization points. These problems are related to the fact that for large values of P the solution to the problem are very sensitive to tiny changes in the smaller wave numbers, and small numerical errors prevent the succesful evaluation of the solution of even the simplified system of non-linear equations resulting from the algebraic simplifications we have shown here. In order to tackle this problem, we are working in two new improvements: an alternative equivalent new system, and alternative methods for the solution of the optimization problem (including genetic algorithms).
Currently, we have reached acceleration factors that have made that the SRJ methods become competitive (depending on the dimensionality of the problem and its size) with, e.g., spectral methods for the solution of some ePDEs. In particular, we have made the comparison in the case of an astrophysical problem that we are interested in for whose solution we were using spectral methods. We find that for 1D Poisson-like problems, the fastest method of solution is the direct inversion method implemented in LAPACK. This happens because the LU decomposition of the matrix solver, where most of the computational work is done, needs to be performed once, and the it can be stored for the rest of the evolution. In 2D, the best performing method depends on whether our initial guess is close to the actual solution or far off. In realistic applications, where ePDEs are coupled to systems of hyperbolic PDEs, the solution from a previous time iteration does not change significantly over the course fo a single timestep. In such conditions, the LAPACK libraries are the best performing. However, spectral methods are advantageous if, in 2D, the initial values are far from the actual solution of the problem. We further note that in realistic coupled systems, and for a relatively large number of points per dimension (N > 500), the SRJ methods are competitive with spectral ones. In 3D applications, we find that the total computational cost of SRJ methods scales in 3D as N 4 , i.e, as in the case of spectral methods. Considering that (i) applying direct inversion methods to 3D problems is unfeasible because of memory restrictions, and that (ii) SRJ methods can be parallelized straightforwardly (much more easily than, e.g., spectral or multigrid methods), we foresee that they are a competitive alternative for the solution of elliptic problems in supercomputing applications and in 3D. We are studying improvements in the method from this point of view. Finally, we outline that the easy implementation of complex boundary conditions in SRJ methods is also an advantage with respect to other existing alternatives. 
