Abstract-With the introduction of various hardware/software technologies such as Cloud Technologies or Virtualization technologies, there has been a great potential to reuse ICT resources. These technologies also provide various advantages including resource consumption reduction (in the use phase only or in the whole life cycle). In addition, there are additional potentials regarding the resource opacity introduced by these technologies. These potentials could improve cloud solutions and enable tweakability of components' nonessential features that may be not captured in the component models. This is especially of great advantage in the case of heterogeneous/disaggregated infrastructure where developing comprehensive models to cover everything is practically impossible. In this work, by leveraging on the concept of pathways, we develop a few mechanisms that enable transparency and therefore tweakability of features even in the presence of abstraction and heterogeneity. In particular, the layered-stack approach to system decomposition is considered because of its association with software defined networking (SDN). For a concrete example, the case of dynamic frequency scaling of processors is considered and it is shown that the associated consumption could be considerably reduced without requiring additional changes to the middle-layer components.
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I. INTRODUCTION
In the domain of the Information and Communication Technology (ICT) 1 there are various technologies that pave the way for better use of ICT artifacts available in each ICT solutions [1] . Cloud Technology and Virtualization Technology are two of these enabling technologies, and they have been well recognized and used toward sustainability goals in ICT operations [2] . It is worth mentioning that cloud technology is essentially a product of: i) Abstraction and ii) Exchangeability. Similar to many other cases [3] , abstraction and exchangeability have led to more opacity and less adjustability in cloud computing. This is of greater problem in the case of disaggregated and heterogeneous cloud solutions.
In this work, we introduce mechanisms in order to bring transparency to the cloud computing without requiring changes to middle layer components. We formulate these mechanisms in the form of Northwise/Southwise Visibility/Transparency Pathway (NSVTP) approach. We start with the notions of transparent cloud and Heterogeneous Infrastructure.
A. Transparent Cloud and Heterogeneous Infrastructure
Considering the definition of the cloud computing [4] , which requires abstraction of components as the sixth key characteristics (Resource pooling), we define the transparent cloud 1 or more practically (E)ICT that also includes the embedded forms computing as an enhancement to standard cloud computing in which the components expose their feature/characteristics as much as possible to each other in real-time. In many cases, the service providing components in a pair of connected components sits on underlying layers of the cloud stack. Therefore, these components, which we call southern components, would be required to provide as much as possible information and control of their features to the service receiving component in the pair (the northern components in this analogy).
In the context of 'homogeneous' infrastructure, the abstracted model of a component would cover almost all the information and controls except the name (ID) of the component. The name (ID) of the components is by definition replaced with the virtualized names (vIDs).
In contrast to homogeneous infrastructure, the concept of 'transparent cloud' requires special attention in the context of the emerging heterogeneous/disaggregated infrastructure (es-pecially hardware part). Although a combination of managers and orchestrators are usually used in order to handle and operate a multi-tenant compute centers [5] , efficient utilization of heterogeneous infrastructure could be a challenge.
A particular challenge related to heterogeneous infrastructure is illustrated in Figure 1 which shows a typical use case in which a southern component fails and is replaced by a highend component. Two alternatives are considered. In the first one, there is no additional mechanism to expose the features of the new southern component to the northern counterpart. In the second alternative, which is the case of this paper, a direct messaging mechanism allows the exposure, and then consequently the northern component can adjust the state of the southern one to its preferred state in order to reduce the cost or improve the performance.
If we can find a way to expose the extra features of the replacing component to the northern component, not only higher performance could be achieved, the user experience (in this case, the tenant experience) would be increased by becoming aware of the free upgrade they have received.
Instead of redefining the complete stack of a cloud solution, here, we proposed an alternative that acts as an 'connection' (but not within the stack) in order to enable components (hardware, software, and services) to expose their specific features/states to each other (especially those in the higher layers) without requiring any modifications to the 'middle' components.
The paper is organized as follows. In Section I-A, the problem statement related to heterogeneous and disaggregated infrastructure is discussed. Then, in Section III, the proposed NSVTP approach is discussed, and it is followed with some special cases of targeted visibility. The use case of NSVTP in dynamic frequency scaling of processor cores toward reduction of energy consumption, increase of the equipment life time, and ultimately sustainability is provided in Section IV. Finally, the conclusions and the future prospects are presented in Section VI.
II. NOTATIONS
Here a few of the terms used in this paper are defined to avoid confusion with similar concepts: 1) Capsule: A sequence of bytes (or bits) serving as a container of information (having a fixed or a variable length). 2) Blueprint: The blueprint segment of a capsule describes various schemes to change the component's context of operation (regime of operation). The blueprint segment follows the capsule header, and it is followed by the status segment. 3) Status: In the capsule, the status segment provides the current status of a component in terms of its context of operation (regime of operation). In a basic form, it is a list of parameters that describe the context. 4) Scheme: A mechanism to change the context of operation (regime of operation) of a southern component. A scheme provides the possible inputs and also ways to estimate the impact of the change on the performance of the component. These estimations are enabled using formulas that model the relation between the parameters and the performance indicators. 5) Formula: An evaluable expression with a few inputs and one output. A formula can be used to provide the specific performance model of a component. In this case, the input variables serve to describe the context of the operation. In a basic form, context could be selected from a set of different regimes of operation. As an example, setting the clock frequency of a processor could be used to set its regime of operation, i.e., its context of operation that would affect its performance indicators. 6) Pathway: A communication mechanism that is independent from and agnostic to the actual connectivity graph between two components. In this work, we use names and IDs as an implicit pathway mechanism that can bypass all middle-layer components, and it is does not require any awareness of the middle-layer interfaces (such as APIs, among others). In many cloud computing implementations, the communication mechanism among the components is usually implemented using a universal mechanism (such as Rabbit MQ [6] ). Therefore, our ID-based pathway mechanism can easily be implemented without any modifications to the inter-component interactions and communications. It is worth mentioning that this is not the only way to implement pathways, and other mechanisms will be pursue in the future work.
III. NORTHWISE/SOUTHWISE PATHWAYS APPROACH TO TRANSPARENCY AND VISIBILITY
The purpose of the Northwise/Southwise Visibility/Transparency Pathways (NSVTP) approach is to enable direct, immediate interaction and communication between two components in a stack while having a 'minimal' impact or footprint on the functions and APIs of any middle-layer component involved in the operation.
Along each one of the two pathways, i.e., the northwise and southwise pathways, the NSVTP interactions are implemented in the form of some appendices, which we call 'capsules', that are added to the component IDs. Considering the fact that almost all currently available stack designs use a name-based approach to enabling interactions among their components, we assume that every component is assigned with a unique component ID (i.e., resource ID). Again, it is worth mentioning that these additional interactions/communications should not be mistaken with the actual interactions/communications between the components: the additional NSVTP interactions enable modification of nonessential features of the (southern) components.
A. Northwise Blueprint/Status Capsules
The core of the Northwise capsules is an extension to the 'component' ('resource') identifier. 2 In the proposed extension to the resource identifier, shown in Figure 2 (a), a regular resource identifier (called a resource ID from here on) is augmented with an appendix that carries the capsule data.
(a) (b) Fig. 2: a) The structure of a typical extended name ID including the northwise capsule appendix. The subparts of the capsule, i.e., the header, the blueprint, and the status segments, are also shown. b) The structure of a typical blueprint segment of a northwise capsule. A header followed by a plurality of schemes constitute the blueprint segment. Fig. 3 : The structure of a typical blueprint scheme. It consists of the parameters, the outcomes, and a plurality of formula.
In many of the NSVTP messages or communications, the appendix could be omitted if the required data has been already communicated between the two components (and has been constant afterward). Figure 2 (a) provides a basic structure of the extended identifier. It starts with the resource ID, i.e., the 'regular' resource identifier assigned to the component, and then it carries the capsule header followed by the capsule's actual data. The capsule header is used to differentiate among various types of capsules and also other possible appendices.
It is worth mentioning that the whole capsule can be enveloped in a Type-Length-Value (TLV) element as an optional information in order to be transparent to the involved protocols across the stack [7] .
In the southwise communications, the capsule structure is similar to that of the northwise communications mentioned in the previous section. The main difference is that the appendix is composed of a capsule header followed with a plurality of tweaks. A 'tweak' is defined as an populated formula from the associated blueprint schemes previously communicated in a northwise capsule to the northern component. By 'populated' we mean that the parameters of the scheme are set by the northern component.
B. Trusted eXchange (TX)
In cases where an encoded/encrypted NSVTP interactions is preferred, a trusted component is considered to handle the key exchanges and also verify the layer index of the components (Figure 4 ).
IV. USE CASE OF DYNAMIC FREQUENCY SCHEME FOR PROCESSOR CORES IN A LAYERED STACK
Power consumption and performance modeling and management in data centers is of great interest [8] . The Dynamic Frequency Management of processor/cores' clock frequency has been considered and used as a alternative consolidation option for saving energy and also in increasing the life time of equipment [1] . This approach is usually referred to as Dynamic Voltage and Frequency Scaling (DVFS) or other similar terms that actually refer to those processes that are used to dynamically change the clock frequency. It has been shown that DVFS-enabled, workload-aware managers in the data centers and clouds could highly reduce the OPEX of the operation thanks to saving in the energy consumption by the processors. [9] . This saving is usually rooted in a 'nonlinear' relation between the electricity power requirement of a core and its clock frequency. In its simplistic form, a cubic relation could be inferred. However, in the real cases, the power-law index is usually less than 3:
where P is the power required by the core, f is the current clock frequency, f max is the maximum clock frequency possible, l is the load on the core in the Million Instructions per Second (MIPS) unit, and n DVFS is the associated power-law index [9] .
Also, it can be argued that many applications, such as MapReduce, follow a form of deterministic cycles of 'isolated intense compute' followed by cycles of 'inter-node intense transfer' [10] . In what follows, we provide an example of how NSVTP approach could be used in order to leverage on such patterns in applications. Figure 5 shows an example of blueprint scheme that could be probably provided by a southern CPU core to a northern component in order to set up a DVFS 'tweak'. There are two parameters, the frequency step and the latency. Each parameter has a set of feasible values to select from. For example, the latency parameter has only one value (t 1 ) in its feasible set which means each DVFS interactions from the northern component would take at least a time interval of t 1 in order to change the frequency. That means if the compute/commute (or intense/relax) pattern of the application has a time period around or smaller than t 1 , the dynamic frequency scaling would not have any benefit to the operation. This shows the capability of the NSVTP in enabling DVFS at the time scales as small as the latency limits of the DVFS changes. Considering that the Data Center Infrastructure Management (DCIM) usually modifies the state in a long period of time (such as an hour), it is clear that the NSVTP operating at short time intervals (such as a second or less) could enable new semi-autonomous, decentralized management mechanisms without requiring any modification neither in the middle-layer components nor in the DCIM components. The latency in the dynamic frequency scaling interactions could range up to 20 µs [11] . In this work, we assume that this time interval is only a transition time interval in which the processor/core's circuit is active but not stable (such as that of the case of Marvell XScale processors) [12] ).
A. Use Case of Dynamic Frequency Scheme: Experiments
Although each application could have a different configuration requirements or best practices, we assume that application of interest in our study of long-term with periodical computecommute intervals. Also, we assume that the applications are hosted in a cloud-oriented data center with disaggregated hardware at the cabinet (rack) scale [13] . That means that the hardware component available in a cabinet could be automatically mixed-and-matched in timely manner in order to build desired compute nodes up to the maximum capacity of the cabinet. It is worth mentioning that, even without NSVTP, disaggregated hardware provides a considerable amount of energy saving and reduction in footprint thanks to its ability to reduce over-provisioning and to "recycle" the hardware components [13] .
In the experiments, we use the same specifications for the DVFS feature as those of [1] : P 0 = 142.2W and P 3 = 107.8W, f min = 1 GHz, and f max = 3 GHz. Also, the performance of the hardware (thanks to disaggregated granularity) is assumed to be 80%, i.e., on average for a workload of intensity 1 MIPS, we would allocate a 1.2 MIPS core equivalent because of discrete nature fo the number of cores (it is not specifically dependent on 1 MIPS. For example, for cores of a capacity of 3 MIPS). All workloads with a MIPS less than 3 MIPS would be assigned at least one core. Resource sharing practices would allow other workloads to use the extra compute power of a core. However, because of requirements such as isolation, limiting management overhead per resource, and handling unpredicted workload variations, the maximum performance would be limited below 80%.
Considering the disaggregated nature of the data center, we are ignoring the rest of applications, and therefore there is no conflict with multi-tenancy operation of the data center. The cycles of compute-commute of an application i can be characterized by the ratio of the compute sub-interval to the data exchange sub-interval (ρ i ) and also the compute subinterval itself (t comp,i ). These two application's characteristics could be modeled using statistical distributions. However, here we assume that they are represented by their mean values. The performance of the application without using NSVTP in terms of energy consumption could be calculated as follows: Over each cycle of compute-commute pattern, the associated processor/core would consume (P 0 + P 3 ) (t comp ) (1 + 1/ρ). When the NSVTP is used, assuming δ < 2 * t comp /ρ, the consumption could be calculated as follows: (P 0 + P 3 ) (t comp + 2δ) + P 0 + P 3 (f min /f max ) 3 (t comp /ρ − 2δ). Therefore, the relative consumption of the NSVTP case compared to the baseline case would be: Figure 6 shows the impact of these parameters on the performance of the NSVTP approach in reducing the energy consumption of the application in the compute nodes. Because we do not optimize the behavior of the application in this work, the energy consumption and other impacts of the data transfer sub-intervals would be the same. As can be seen from the figure, the NSVTP mechanism has potential to reduce the relative consumption to 60% of that of the baseline operation, i.e., not using the NSVTP mechanism. The maximum improvement is related to high ρ value regions of operation that are related to those applications that have long period of compute-intense time intervals compared to their dataexchange time intervals. It is worth mentioning that the key factor in 'lower' performance (but still positive) of the NSVTP mechanism for low-ρ regions is the presence of disaggregated hardware in our use case. In other words, the disaggregated hardware feature (along with presence of a heterogeneous hardware resource pool) allows allocation of almost-optimal resources to applications with and without inclusion of the NSVTP mechanism. Therefore, for settings that are not using the disaggregated hardware feature in their cloud solution, the positive impact of the NSVTP mechanism would be much higher. We consider such cases in a future work. 
V. RELATED WORK
In the context of the life cycle of cloud services [14] , one alternative is service templates that could be used to model several aspects of the life cycle from topology to operation and to end-of-life [15] . A well-known approach to service templates is provided by the Topology and Orchestration Specification for Cloud Applications (TOSCA) specifications [15] (and its implementations such as OpenTOSCA [16] ). In short, TOSCA provides an abstract modeling language to express, automate and manage cloud applications. Another approach to data modeling in cloud computing has been Yet Another Next Generation (YANG) data modeling language [17] . In addition, complementary combination of both TOSCA and YANG has been recently promoted in order to benefit from their individual advantages [18] . All these approaches have been of great importance in automating deployment of cloud application by standardizing discovery and matching mechanisms However, there is room for further customization of interactions among components of a cloud application, specifically real-time adjustment of nonessential features and also exposure of nonessential features. The proposed NSVTP approach provides mechanisms for the components to advertise and set each others features (that define the actual regime of operation of the component) in real-time without requiring any modification to the models or even any communications to the manager or orchestrator components. In this way, not only the latency is applying the modifications would be decreased, there will be less overhead on the management and also the models would not become highly complex which will introduce more challenges for the discovery and deployment of cloud applications.
VI. CONCLUSION
Starting from the standard approaches to service stack decomposition, specifically layered stack decomposition and networked stack decomposition, a new noninvasive approach and mechanism to automation of cloud computing operation has been proposed. The proposed approach, called Northwise/Southwise Visibility/Transparency Pathways (NSVTPs), enables the northern components such as applications to directly communicate with southern components such as hardware without adding any additional requirement on the middle-layer components. The NSVTP provides this means of communication toward bypassing the opacity induced by the middle-layers and abstraction which have been wellaccepted by-products of cloud computing. The core of the NSVTP approach is based on a concept called capsules that is then integrated with the resource identifiers in the form of appendices. Capsules enable exchange of blueprints, schemes, and formula between southern and northern components. These exchanges could be then leveraged toward a more optimal unified operation of all components. In a special use case related to dynamic frequency scaling and DVFS, it has been shown that the NSVTP could improve the 'relative' energy performance by reducing the consumption down to 60% of the baseline even when it is added to already highly-adaptive and optimized disaggregated hardware solutions.
In the future work, we validate the performance of the proposed NSVTP in an actual testbed. This will include use cases of more than one applications and also hardware formula other than DVFS.
