Abstrucf-Discrete time competitive-cooperative neural networks are investigated using a decomposition approach that embeds a competitive-cooperative neural network into an augmented cooperative system by splitting the synaptic weights into inhibitory and excitatory groups. This allows for the use of the basic order-preserving property of cooperative systems to study the original network system. Properties such as quasi-ordering, positive invariance, dissipativity, convergence, and stability of the networks are analyzed, yielding detailed characterization of the system trajectory bounds and decay rates. A simple yet effective procedure is also proposed for the design of a network with prescribed equilibria and guaranteed basin of attraction and decay rate.
I. INTRODUCTION
Competitive and cooperative mechanism abounds in biological networks. Its role in the emergent collective dynamics in neural networks has motivated a great deal of research interests (see, e.g., [ 11-[5] ). Recently, efforts have been devoted to the study of general competitive-cooperative neural networks using monotonic dynamical system theory [6]- [14] . In particular, a decomposition approach has been proposed in [ 121-[ 141 that decomposes the connectivity of a neural network into excitatory and inhibitory parts and then uses a symmetric transformation to embed the network into an augmented cooperative dynamical system. Such a dynamical system has a significant older-preserving or monotonic property that is useful in the analysis of the original neural network. Using this decomposition method, detailed componentwise exponential convergence estimates have been established in [ 131-[ 141 for discrete-time neural networks and delayed neural networks, respectively. These results are of practical interest in designing networks with desired decay rate and trajectory bounds. In contrast, the conventional energy-based Lyapunov function approach is normally difficult to provide such a detailed characterization of convergent dynamics for network systems. A similar approach that embeds a competitive-cooperative neural network into a larger cooperative system has also been presented in [ 111 to show the stabilization effect of inhibitory self-connections for general delayed neural networks.
It is noted that the use of monotonic dynamical system theory for qualitative analysis of pure competitive or pure cooperative neural networks was also studied by several authors, see, e.g., [6]-[lo] and the references therein. Moreover, in [6] and [SI, a special type of competitivecooperative networks satisfying the "sign-symmetry" condition were converted into cooperative systems of the same size. For general dynamical systems whose dynamics involves both growing and decaying effects, a mixed monotone decomposition method was proposed in [ 151 to analyze qualitative properties of the systems.
In this paper, we use the decomposition approach to the analysis of a more general class of discrete-time neural networks of competitive and cooperative type. This class of networks includes the well-known Hopfield model [3] and BSB (Brain-State-in-a-Box) model [5] as special cases.
Here we address issues concerning monotonic dynamics and quasi-ordering properties, as well as convergence and stability in the system. While these properties play important roles in applications of neural networks, such as association, optimization, and signal processing, etc. and therefore attracted considerable research interests in the last two decades (see, e.g., [2]-[14] , [16]-[19] , and the references therein). As a consequence of our analysis, we also propose a simple yet effective procedure for designing a network system with desired convergent performance.
The rest of the paper is organized as follows. Section 2 presents the network model and preliminaries for the decomposition method. Section 3 discusses inclusion monotonic and quasi-ordering properties of the system. Section 4
gives conditions for the positive invariance and dissipativity. Section 5 presents convergence and stability analysis. Some concluding remarks are given in the last section.
Throughout the paper, we use the following notation. Let (similarly, ( a , b ) ) is well defined for any pair of vectors a,b E R" and a 5 b.
NETWORK MODEL AND DECOMPOSITION METHOD
Consider a discrete-time additive neural network described by the following nonlinear difference equation
where x E R" denotes the neuron state; C = diag(c1, ..., cTl) with each IC, I < 1 is the relax matrix, T =
( T z j )
is the 12 x n synaptic connection matrix and its entries may be positive or negative to signify excitation or inhibition nature of the synapses, h E R" is the constant external input to the networks, and g(z) = (gI(zl), . . . , g , (~" ) )~ is a vector-valued output function of sigmoid type, i.e., continuous, bounded, and monotonically increasing. The commonly used sigmoid functions include, e.g., tanh 2, and 0.5(12, + 1 1 -12, -ll), etc.
The connection matrix T describes the connectivity structure of the network system, whose entries specify the strength and nature of interactions among neurons in the system. To be specific, positive entries describe excitatory or cooperative coupling in the neurons and a neuron's firing excites the firing of the others, while negative entries describe inhibitory or competitive coupling in the neurons and a neuron's firing inhibits the k i n g of other neurons. This observation motivates the decomposition of connection matrix T into two parts:
T = T f -T -
where TG = max{T,, , O } signifies the excitatory weights and T%; = max{-- T,,, 0 ) represents the inhibitory weights [ 131. Similar decomposition of the relax matrix results in C = C+ -C-. Then (1) can be rewritten as
We refer to the above procedure as a decomposition of competitive-cooperative connectivity of network (1) (see also [12] and [14] for the case of delayed networks).
Next we introduce a symmetric transformation y = -z. It follows from (1) that
where f ( u ) = -g ( -U ) . It is clear that f ( y ) is also a sigmoid function. We further introduce the following augmented system:
Since matrices r and A are (elementwise) negative and the function s is monotonically increasing, the system (4) itself is cooperative and hence possesses the following basic order-preserving property. Lemma 1. Let u ( k ) and w ( k ) be solutions of (4). Then
and u ( k ) is a solution of (4), then u(0) 5 w(0) implies Lemma 1 shows that the states of (4) will retain for all time their initial relationship, a partial ordering induced by the subset of non-negative state vectors of the state space. Such a result is evident by induction.
That is, the evolution of (1) is restricted to the manifold p + q = 0 in the state space of (4). In this way, (I) is embedded into an augmented cooperative system (4). On the other hand, it should be noted that for a solution
is a solution of (I)). In general, the two systems can be related by the following two-side comparison principle. Lemma 2. Assume that the initial conditions of (1) and
This follows readily from ( 3 ) and Lemma 1 . Hence, a solution of (4) provides a two-side constraint on that of (1). This enables one to explore properties of (1) from the related cooperative system (4). The analysis in this paper is mainly built upon this idea.
Remark 2. For equilibrium points of ( I ) and (4), it is clear from the above that:
is that of (4);
(ii) If (p: qeT)T is an equilibrium point of (4) and p , + qe = 0, then z, is that of (1). Furthermore, if (p: qeT)T is asymptotically stable, so is 2,.
INCLUSION MONOTONE A N D QUASI-ORDERING
This section presents results concerning equilibrium points and monotonic dynamics of the systems under consideration.
Theorem 1. Let p ( k ) , q ( k ) be a solution of (4). If [ -p ( l ) , q(1)] (i) System (4) has an equilibrium point (p: and
, then the following hold:
The equilibrium point (p: qT)T is thus unilaterally asymptotically stable from above. Furthermore, if p , + qe = 0, then (1) has an asymptotically stable equilibrium point x, = 4,;
(iii) If (1) has an asymptotically stable equilibrium point 
This shows that { p ( k ) } and { q ( k ) } are monotonically decreasing and bounded sequences and, therefore, have limits p , and qe, respectively. Clearly, p,,q, is an equilibrium point of (4) and Qk E Z,
The inclusion relation (6) thus holds.
(ii) The boundedness and convergence of p ' ( k ) , q'(k) is evident from the assumptions, Lemma 1, and part (i). If, in addition, p , + qe = 0, then it follows from part (i) and its proof that qe E [-p(O),q(O) ] and that for any initial
,. Therefore, (1) has an asymptotically stable equilibrium point r e = 4,.
(iii) By the assumption, one can pick
This theorem establishes relationships on existence and stability of equilibrium points between (1) and (4). In particular, according to (6), one may compute equilibrium points of (4) through a monotonic iteration process by choosing appropriate initial values. This is very important in numerical computation. Note that the equilibrium point (p: qT)T mentioned in Theorem 1 might also be unilaterally asymptotically stable from below. In this case the equilibrium point is actually asymptotically stable. However, Theorem 1 itself only ensures upper asymptotic stability of the concerned equilibrium point.
Although a competitive-cooperative neural network does not have the order-preserving property in general, it may still possesses certain kind of quasi-ordering property as below.
Theorem 2. Consider (I). Q x 0 , y~
The proof follows readily from Lemmas 1, 2. This theorem gives a kind of estimates for the relative location of the system solutions. It can be seen that this property does not rely on any specific form of (1). It is actually true for general competitive-cooperative systems.
Iv. POSITIVE INVARIANCE AND DISSIPATIVITY
Positive invariance and dissipativity are important concepts in characterizing dynamical ranges and global attractivity of systems. In particular, positively invariant sets are often used to provide estimation of some trajectory bound. And dissipativity may give information concerning global attractors and locations of equilibrium points of dynamical systems. Here we present some results on such properties DeJinition 1. A compact subset of Rr2 is said to be positively invariant with respect to (1) if every trajectory of (1) emanating from the set always remains in it. Hence, a(a, p) is positively invariant with respect to (1). This shows the sufficiency of (7).
Assume now that (8) is satisfied. To see the necessity of (7), we suppose in contrary that the condition is violated and hence there exists some i E { 1, .. ., n } such that at least one of the following cases holds:
c: az
where Tz-and T: are the ith row vectors of T -and T+, respectively. In the first case, consider the solution z ( k ) of (1) with x ( 0 ) E R ( a , P ) defined by Hence, z(1) 4 s2(a,P), i.e., Q(a,p) could not be a positively invariant set of the system. Similar arguments can be applied to the second case, showing the necessity of (7).
0
We now make some comments on Theorem 3. First, note that a special yet important case for (8) (7) is necessary and sufficient for these systems. In the general case of C # 0, note that it is the absolute values lczl (< 1) rather than the signs of c, that affect the convergence rate of (1). Therefore, in the network design, one may choose parameters c, in accordance with the weights Tzi to satisfy (8).
Secondly, since I C , I < 1 for all i, and g(z) (hence f (z)) is bounded for all z, as assumed in (l), one can always find two sufficiently large constant vectors a , P so as to fulfill (7). This means that (1) always has a positively invariant set. In what follows we further show that (1) has a globally attractive and positively invariant set.
Dejnition 2. The system (1) is said to be dissipative if it has a compact and positively invariant set into which all trajectories of the system eventually enter. Such a set is called a global attractor.
Theorem 4. The system (1) is dissipative and has a global attractor B ( a ) = {z E R" : 1x1 5 a } , where 
Minkowski function [20]:
Next we show global attraction of B ( a ) . Consider the
1x1 5 m(z)a for 3: E R". From (I),
This implies that m ( z ( k ) )
is strictly monotonically decreasing outside €?(a). Therefore, Vz (0) 
v. CONVERGENCE AND STABILITY
We now turn to discuss convergence and stability of (1). These properties play an essential role in applications of neural networks to various problems, such as associative memory, optimization, and signal processing, etc. In designing neural networks for such purposes, one is not only interested in questions about system stability, but also in performance such as the decaying rate and size of attraction basins of the system equilibria. For a nonlinear system in the form (l), it is generally difficult to obtain precise results on such issues. Results of approximation and estimation are often desirable. This section presents some results of this kind.
Proof Similar to the proof of Theorem 3, it can be obtained, under the given condition and by Lemmas 1, 2,
The desired result thus follows.
0
Theorem 5 explicitly relates specific convergence behavior to system parameters and is, therefore, of practical interest in designing a network system with desired convergent performance. The functions a ( k ) , P ( k ) provide system trajectory estimates. By choosing different forms of a ( k ) , P ( k ) in (7), one may obtain various constraints on system parameters for design purpose. In practical applications, it is often desired that a network converges with an exponential rate to ensure fast response in the system. This can be achieved by taking a ( k ) , p ( k ) to be in certain exponential forms.
For example, one may take a ( k ) = apk -y , P ( k ) = ,6pk +y, where the parameters can be prescribed for specific system performance. To be more precise, y is a constant vector that assigns an equilibrium point of the network that may represent a sample to be stored, a , /3 > 0 are constant vectors that ensure the equilibrium y having a guaranteed basin of attraction such as [y -a , y + PI, and p E ( 0 , l ) is a scalar specifying the minimum convergence rate that the system should achieve. Inserting a ( k ) , P ( k ) into (9) yields constraints on system parameters C, T , and h :
To facilitate the analysis, we assume here that the nonlinear activation function g(z) in (1) Step I . Find the relax matrix C and the connection matrix T for the stable system satisfying the constraints where the first inequality between matrices is understood in componentwise sense;
Step 2. Use the result of r + AC obtained in Step 1 to obtain the input vector h from by the definition of 'U in (4).
We note that the second inequality in Step 1 implies that the matrix r + AC -p l is a special type of M matrix [ 131.
In general, solutions to the inequality exist but not unique. Therefore, the proposed procedure is simple yet .feasible for the design of a network system that has a prpscribed equilibrium point with guaranteed basin of attraction and desired exponential response speed. The following theorem further shows that the equilibrium point is in fact Lyapunov exponentially stable.
Theorem 6. Assume y E n k E z ( -a ( k ) , p ( k ) ) and (9) holds, then y is a Lyapunov asymptotically stable equilibrium point of (1). Prooj In view of Theorem 5, it needs only to show that y is Lyapunov stable. Let N be an arbitrary neighborhood of y. By the assumptions and the convergence of a ( k ) , ,f3(k), there exists a k' E Z such that [ -a ( k ) , @ ( k ) 
Meanwhile, it can be shown, as in the proof of Theorem 5, that ~( k ) -a(k'),P(k') ]. This proves the Observe that Theorem 6 requires that y is an interior point of each open interval ( -a ( k ) , P ( k ) ) so as to avoid s(k) approaching to y unilaterally from only one (upper or lower) side. This ensures the Lyapunov asymptotic stability ofy. As seen above, this requirement can often be satisfied in the network design, without raising any extra difficulties. Besides, unlike Theorem 1, a(IC), P ( k ) in Theorem 6 need not be a solution of the augmented system (4). They may be chosen arbitrarily provided (9) is fulfilled.
Lyapunov stability of y.
VI. CONCLUSION The decomposition approach of this paper takes in a natural way the advantage of the inherent excitatog4nhibitory connectivity in a neural network, without requiring any additional assumption (e.g., "sign-symmetry" as in [6], [8] ) on the connection weights. The basic order-preserving property of cooperative systems plays a crucial role in our study. The results obtained here can provide detailed estimates of the boundedness and convergence rates of the network systems, and also suggests a simple yet effective procedure for the design of a network with prescribed equilibrium, guaranteed basin of attraction, and decay rate.
