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ABSTRACT 
Modelling is an important technique in the comprehension and 
management of complex systems. Queueing network models capture 
most relevant information from computer system and network 
behaviour. The construction and resolution of these models is 
constrained by many factors. Approximations contain detail lost for exact solution and/or provide results at lower cost than 
simulation. 
Information at the resource and interactive command level is 
gathered with monitors under ULTRIX'. Validation studies indicate 
central processor service times are highly variable on the 
system. More pessimistic predictions assuming this variability 
are in part verified by observation. 
The utility of the Generalised Exponential (GE) as a 
distribution parameterised by mean and variance is explored. Small networks of GE service centres can be solved exactly using 
methods proposed for Generalised Stochastic Petri Nets. For two 
centre. systems of GE type a new technique simplifying the global. balance equations is developed. A very efficient "building block" is presented for exactly solving two centre systems with service or transfer blocking, Bernoulli feedback and load dependent rate, multiple GE servers. In the tandem finite buffer algorithm the building block illustrates problems encountered modelling high variability in blocking networks. ': . _. 
A parametric validation study is made of approximations for single class closed networks of First-Come-First-Served (FCFS) 
centres with general service times. The multiserver extension 
using the building block is validated. Finally the Maximum 
Entropy approximation is extended to FCFS centres with multiple 
chains and implemented with computationally efficient 
convolution. 
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1. INTRODUCTION 
1.1. Overview. 
Modelling is an important technique in the comprehension and 
prediction of complex systems. The goal(s) of a modelling study- 
define the "real world" domain and range of the model. The model 
and real system must map parameter values from the domain onto 
similar values in the range. To affect this mapping critical 
n 
information from the real system must be included in the model. A 
good model uses the minimum information for adequate accuracy 
over the domain. The output range generally describes system 
Performance. 
In many discrete systems the dominating characteristic 
affecting performance is contention for resources. By viewing the 
system as a network of resource centres at which circulating 
customers demand service, models can capture the essential, system 
behaviour and so accurately predict performance. Models of this 
type are generally called queueing network models (QNMs) even 
though queues need not occur at the resource centres. 
QNMs have proved very useful' in the design and management-'bf- 
computer and manufacturing systems, and communication networks. 
In a computer system resource centres can be processors and 
input/output (I/O) devices and the customers the processes 
running in the system with their I/O requests. Using such a model 
the performance of various design specifications can be explored 
without the cost of full implementation. The performance of 
existing systems can be modelled to predict the effect of 
upgrades or increased workload. Benchmarking is often used in 
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this context but requires the availability of the running system 
or an emulator. 
The best QNM would produce the most accurate predictions 
with the least effort. Effort is spent in construction, 
parameterisation and solution of the QNM. A greater cost -is 
generally required to obtain a higher level of accuracy from the 
QNM predictions. The same system can beappropriately modelled 
with different levels of accuracy. A "quick and dirty" QNM can be 
used to understand the more gross aspects of the system and guide 
the choice of a more sophisticated and costly QNM. 
The construction of a QNM. involves mapping the relevant 
system features onto the resource centres and customers of the 
abstraction. The same system could be modelled with different 
mappings. If the time taken for a user program to complete is the 
performance measure of interest the customers in the QNM could be 
programs. If the time taken to obtain a response to a user 
interaction is relevant then customers in the QNM could be user... 
interactions. Detail lost in the mapping reduces the accuracy of 
the QNM. 
The QNM is parameterised with measured or hypothetical 
quantities representing system capabilities and workloads 
corresponding to the mapping used in the construction. The 
quantities used are generally the means of the distributions of 
values observed or expected in the system. The extraction and/or 
calculation of the parameters can be costly and/or inaccurate. 
Insufficient characterisation of the distribution of values may 
also cause inaccuracy. Once parameterised the QNM can be solved 
using an appropriate method. 
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In the process outlined above only the measurement and 
calculation of parameters and subsequent solution of the QM are 
readily automated. The choice of an appropriate mapping and 
calculation of hypothetical parameters is performed by the 
modeller. The choice of solution method is dictated by the QNN" 
and the appropriate level of accuracy required. 
Three main methods of solution are available to use singly 
or in-combination. They are, 
a) simulation, 
b) exact numerical methods, 
c) approximate numerical methods. 
A simulated solution of a QNM is the statistical outcome of 
a large number of events in the QNM. Each event may alter the 
state of the QNM. A state in the QNM may be determined by the 
activities of customers at resource centres. Only when many state 
changes have been simulated can statistically representative 
predictions be calculated. This method has a wide applicability 
but is costly. 
Exact numerical solutions are obtainable for general 'ONMs- 
with small state spaces and for a special set of QNMs with large 
state spaces. The special set of QNMs is often called product 
form (PF) as the QNM state probabilities are the normalised 
product of the state probabilities of subnetworks of the QNM. 
Approximate numerical solutions have been developed for QNMs. 
which by including critical system features are not PF, and for 
QNMs with very large state spaces. 
Both exact and approximate numerical solution methods are 
generally less costly than simulation methods. Numerical 
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solutions are generally obtained in a few seconds of computer 
time whereas simulations require minutes or even hours to obtain 
results of sufficient statistical trustworthiness. For this 
reason much research aims to extend the set of QNMs amenable to 
numerical solution. 
PF QNMs generally capture sufficient of the important system 
behaviour to give predictions within 10% of reality for resource 
utilisations. Consequently models of PF have provided the 
backbone of queueing network modelling and capacity planning 
packages. Accuracy maybe reduced when a feature of system 
behaviour dominating performance cannot be included in the 
abstraction to a PF QNM. Non-PF. -features of recognised importance 
are, 
a) non-exponential distributions, 
b) different service distributions for different customer 
populations at FCFS centres, 
c-) allocation of resources to different customer populations. 
according to a priority schedule, 
d) blocking or loss due to finite buffer capacity, 
e) simultaneous possession *of two or more resources ]Sy- 
"-a-customer. 
In conclusion a-good model isolates the minimum information 
from the real system necessary to reproduce-the relevant system 
behaviour. Queueing networks capture the contention which is the 
major influence on performance in many important systems. Product 
form QNMs produce the most likely behaviour given a minimum of 
information and work well in many cases. Some system features 
have a strong effect on performance and cannot be included in PF 
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QNMs. Fast accurate numerical solutions would be preferable to 
simulation methods in these cases. 
1.2. Queueing Network Modele. 
The physical components of a queueing network are the 
customers and resource centres. The centres are composed of one 
or more servers and/or waiting space. Queueing network behaviour 
is determined by rules contolling the physical component 
activity. QNMs can be arbitrarily complex but as the main aim of 
modelling is abstraction a small subset of rules is most useful. 
Commonly customers are grouped into populations. All 
customers from a given population are indistinguishable and 
constitute a chain. When the chain population is bounded it is 
said to be closed. Customers may switch class membership. The 
class of a customer determines behaviour. 
At a resource centre waiting customers are organised in 
queues according to some discipline for example in order of 
arrival. Removal from the queue is controlled by a scheduling 
policy such as First-Come-First-Served. The customer may receive 
a length of service from the server determined probabilistically 
and/or according to customer class, network state etc. Similarly 
transitions a customer makes between centres and between classes 
can be determined probabilistically and/or according to current 
class, network state etc. 
Simple queueing networks are usually illustrated as graphs 
where nodes represent resource centres and edges the transitions 
customers follow between centres and classes. Figure 1.1 
illustrates a queueing network for the central server model of 
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computer sub-systems. Alternatively algorithm 1.1 describes the 
activity ' of one of the customers. 
Figure 1.1. Simple QNM for a central server subsystem. 
Algorithm 1.1. Behaviour of a customer in the central server 
model in figure 1.1. 
entre system - 
repeat 
join cpu queue 
when server is free take service until interrupted -ý -- 
if interrupt = I/O request 
then 
join appropriate I/O queue 
when device is free demand service 
until interrupt - completion 
leave system 
The complex deterministic activity of real systems can be 
reproduced approximately using probability distributions 
specifing behaviour in the model. In figure 1.1 legends and 
C;: denote the mean service rate and coefficient of variation 
squared for the server at each centre i. The service time 
12 
coefficient of-variation squared is the ratio of, the variance and 
square of the mean, 
VAR(s) 
C; where s is the service time random variable. 
E(s12 - 
Labels on the arcs give the transition probabilities in this 
case, Pi;, the proportion of customers leaving centre 1 going to 
centre"i. 
1.2.1. Discrete Event Simulation. 
QNM behaviour is generated by representing physical 
components as data manipulated according to an algorithm 
following the network rules. Given information on the network 
state, rules determine what events will occur and when. Time is 
simulated by ordering the events in a list and sequentially 
processing them to generate the state changes caused. 
Activity specified by probability distributions in the QNM 
is simulated from pseudo-random numbers. A simulation run gives a 
sample of the QNM behaviour. Performance statistics can be 
calculated for the sample. Dividing the time a server was busy by 
the simulated time of the run gives the server utilisation. Other 
sample statistics can be obtained using similar methods also 
adopted in Operational Analysis (DENN, 78). Confidence in the 
statistics usually requires many simulated events. This problem 
is encountered in section 4 of the thesis. 
Discrete event simulation may be very costly in terms of 
computer time but can be applied to any QNM. The model can 
contain any feature thought to affect the relevant performance of 
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the real system. More time and effort invested modelling through 
simulation should increase the model accuracy. 
1.2.2. Exact Numerical- Analysis. 
If the definition of QNM-states has sufficient informat-ion 
to determine future behaviour they form a Markov chain. Using the 
probability for each state transition the probability of. entering 
a state can be found. If timed events in the QNM follow a 
memoryless exponential distribution the random observer's view of 
state residence can be found. Performance statistics are derived 
from the state residence and transition probabilities. 
The Markov chain may describe transient or recurrent 
behaviour. When all states are recurrent the Markov chain is 
irreducible and steady state residence probabilities are found. 
) HHKII 
N- customers 
Figure 1.2. Two centre cyclic system. 
>1 >1 >1 
01 
)2 
""" 
)N-1 
N 
µNµ 
Figure 1.3. Continuous parameter Markov chain for the system in 
figure 1.2. 
As an example consider the simple two centre cyclic system 
illustrated in figure 1.2. For exponentially distributed service 
times the continuous parameter Markov chain is shown in figure 
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1.3. In this system a state is sufficiently described by the 
number of customers in one of the centres, here centre 2. The 
transition rate matrix can be used to directly obtain a solution 
for the random observer's probability distribution {p(n)) of the 
system states {n: 0«n(N). The matrix for this system appears be-low 
on the LHS of the relation that must be satisfied. 
states 0 12 3 """ N 
-I 
0 -X µ0 0 0 p(0) 0 
1 -(X+µ) µ 0 0 p(1) 0 
2 0 ). -(X+µ) µ 0 p(2) 
. 
0 
. 
NI 0 00 0 -µ I 
. 
Ip (N) I 
. 
I0 
I 1 11 1 1J L0J 11 
The last row of the matrix and vectors ensure the 
probabilities (P(n)) are proper. This matrix relation is often 
given as the set of linear equations called the Global Balance 
(GB) equations. In this example the GB equations are, 
XP (0) = µp(1) 
(X+µ)P(1) _ XP(0) + Pp (3) 
(X+µ)P(2) _ Xp(1) + µp(4) 
Xp(N-1) - 1P(N) 
E p(n) -1 
In the solution of a Markov chain every network state must 
be considered. The size of the state space grows combinatorially 
with centres, classes and customers restricting the technique to 
small networks. Providing the state space can be computed complex 
network behaviour can be modelled exactly. 
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Section 3 of the thesis considers the application of exact 
analysis based on these methods. For certain systems a new method 
is developed to transform thier complex Markov chain to an 
equivalent simple form. `- This result is packaged into a- flexible 
building block. °""- 
1.2.2.1. Product Form Networks. 
Networks of this type have'many interesting properties. Two 
useful ones are, 
a) the M4M or "poisson in, poisson out" property. This 
states that the activity of a centre has no effect on the 
expected customer flow pattern. Centres where' the departure 
distribution is not identical to the arrival distribution cannot 
be part of a product form network. 
b) Norton's Theorem as applied to queueing networks. A sub- 
network can be aggregated into a composite queue with identical 
behaviour as far as the rest of the network is concerned. Thus. 
the network can be solved as a sequence-of two stage systems 
combining a remaining centre and a composite so far. 
The process of combining a centre with a composite forms the 
basis of convolution. In a typical QNM containing closed chains 
the product of the centre state functions describing the 
behaviour of each centre in isolation must be normalised to give 
a network state probability. Direct summation for the normalising 
constant is prevented by the shear number of states. Convolution 
of the centre state functions yields the normalising constant 
relatively efficiently. See section 5of the thesis. 
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An alternative equivalently efficient solution method, Mean 
Value Analysis, uses another useful property of PF networks 
indicated by M4M. The queue length distribution seen by an 
arrival at a centre is equal to the queue-length seen by a random 
observer of the network with the arriver removed. This property- 
forms the basis for, recursive solution. 
Only a limited subset of information about a system can be 
included in a model for PF solution. The model accuracy is fixed. 
With just that information the model predictions are most likely 
to be realised. Unfortunately further information from the real 
system cannot be used to improve model accuracy. In practice many 
system features known to affect-performance are not represented 
in PF QNMs. A modelling exercise on the departmental computer 
illustrates this in section 2. - 
1.2.3. Approximate Numerical Methods. 
The accuracy desired from a model may require the inclusion 
of information which cannot be represented in a PF QNM. "Moving 
from PF solution methods to simulation methods incurs a very 
large increase in solution costs. * Approximate solutions-that-give- 
adequate accuracy at low cost are attractive. 
Approximate solution methods have been developed for 
important features seen where QNMs are applied. Many 
approximations assume some of the properties seen in PF networks. 
for example decomposablility. Transformations are used to enable 
PF QNM solution methods. Fixed point iteration is regularly 
employed. Few approximations permit-formal analysis of error. 
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A number of approximations may be available for each of the 
more important non-PF features. Publication of an 
approximation is backed by theoretical argument and empirical 
demonstration. Numerical results compare the approximation 
performance with exact or simulated QNM solutions or with dat'from 
real systems. Detailed results in handful of selected-test 
cases are needed to verify an independent implementation of an 
approximation. Credible validation requires objective statistics 
S 
of approximation performance in hundreds of realistic examples. 
Without formal quantification of error or proper validation 
an approximation is of little direct worth. A potential user also 
requires validation results of the possible approximations to be 
readily comparable. Section 4 takes this issue further and 
reports a comparative validation study. 
The non-PF behaviour approximated in section 4 is caused by 
the use of non-exponential service distributions at centres with 
FCFS scheduling. These centres clearly do not have the M4M. 
property. For section 5 an approximation validated in section 4 
is further developed and implemented for multiple closed chains 
of customers. In addition the building block developed in section- 
3 is used to extend an approximation for networks with blocking 
to include service variability (section 3.6). 
1.3. Outline of Thesis Structure. 
A modelling study in section 2 indicates the importance of 
service time variance as a determinant of performance. The GE 
distribution takes both mean and variance parameters. In section 
3 the use of the GE is developed in simulated and exact QNM 
solutions. In particular a novel method is developed to obtain 
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neat and flexible solutions to a class of two centre multiserver 
GE based systems. These solutions are packaged as an efficient 
building block. 
Section 4 validates and compares approximations for a class- 
of single chain networks containing servers following general 
service distributions. Many of the approximations are based on 
some form of decomposition into two centre systems. The building 
n 
block developed in section 3 is used to obtain results for GE 
based networks and to extend the class of networks to include 
general multiserver centres. 
One of the approximations seen as potentially useful in 
section 3 has been extended to, solve networks with multiple open 
and closed customer chains. Section 5 details some of the 
development required for this. extension. 
Conclusions and suggestions for future work are contained in 
section 6. 
_, 
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2. MODELLING UNDER UNIX' 
This section presents a modelling experiment undertaken on 
the Computing School's VAX2 8650 computer. The study objectives 
are, 
a) to develop tools suitable for use by students in 
performance evaluation, 
b) to use the tools to validate models of the computer 
system, 
c) to aid management of the service by predicting 
performance under future load. 
The results obtained indicate the second moments of 
distributions are important parameters in some Queueing Network 
Models (QNMs). The approximate solution of non-Product Form (non- 
PF) QNMs taking these parameters validate against this system 
better than equivalent PF QNMs. 
Modelling studies are usually conducted in a controlled- 
environment using benchmarks [DOWD. 80) and with greater access to 
system performance measures via event traces (ADAM. 77]. This 
study is not intended to be so thorough but to provide a feel- 
for-the performance of a system under a natural work load and to give 
an insight into some of the problems in the abstraction of a 
complex system to a simple model. 
1UNIX is a trademark of AT&T. 
2VAX is a trademark of Digital Equipment Corporation. 
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2.1. Model Construction. 
The system resources are mapped into those depicted in 
figure 2.1. In this study the performance parameter of interest 
is the system response time experienced by a user transaction. 
For example the time taken in response to an editor command 
rather than the time taken to execute the editor program. 
Figur& 2.1. Single chain QNM of a simple computer system. 
The parameters required by a simple QNM based on figure 2.1 
are, 
Si - the average service time at device i,. 
V: - the average number of visits to i per visit to a 
terminal. 
Note the terminals are considered together as one device in 
which each terminal is represented by a server. 
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The UNIX operating system does not provide these . parameters 
but some are obtained indirectly. The data available from the 
UNIX system is, 
X--P.. - cpu through-put taken as the average number of 
context switches per second. A context switch 
occurs when the process running on the cpu 
switches between user and kernel modes. 
U=P" - cpu utilisation is the proportion of time the 
cpu is not idle. 
Xdlýk - disk through-put is taken as the number of disk 
transfers per second. 
Udt-k - disk utilisation is the proportion of time the 
disk is active. 
To obtain these values in a more convenient and precise form 
than from available util-ities two software tools (see appendix 1) 
are forged. 
1) Syssamp -a counting tool obtaining MU) for cpu and 
disks and also page traffic, over a defined observation 
period. 
2) Procstat -a sampling tool obtaining <n>. p., <n>ds1k. _. 
(the 
mean number of processes at the cpu and all the disks, 
respectively) and the real memory utilisation. The measures 
are averaged from average values renewed every 5 seconds by 
the system. 
See appendix 1 for the UNIX structures containing numbers 
used to obtain the values produced by these tools. 
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The QNM parameters S, and V, for device i are obtained from 
X: and U: using Operational Laws [DENN, 781. 
U: 
S: 
Äi 
X: 
V: i. 
2.2. Termstat. 
This tool (see appendix 
ft 
of Xtprminý1i. and Sty, -Ti ýý1ý 
the terminals and average 
respectively. The tool was 
Dr J. Breecher after suggestio 
1) is required for the measurement 
the average transaction rate from 
individual terminal think time, 
produced under the guidance of 
ns by G. Bell. 
The tool aims to follow the behaviour of each terminal. A 
terminal can be in one of two states, 
thinking - a- process is waiting for input from the 
terminal, 
active - not thinking. 
This can be seen as, 
thinking """ 
active 
L 
time -' 
ý: _ 
No UNIX facility is known that enables the transitions from 
thinking - active (active -' thinking) to be counted. The-state of 
a process can be determined instantaneously and so a sampling 
tool can be constructed. To be accurate the interval between 
samples must be less than the minimum time spent in a state. . 
A terminal is thinking when there exists a waiting process p 
such that the address on which p is waiting (p. p wchan) equals 
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that terminal's channel address. A transaction from a terminal 
occurs when a terminal that was thinking at the last sample is 
not thinking at the next (or vice versa). 
The information required for a sample must be taken from the. _ 
process tables (proc. h) held in memory for each process slot. 
System calls are required to access this data. Traversing the 
list of interesting processes (*allproc) performing a system call 
to read each one is slower than reading a single block of 
contiguous process tables. Empirically (under low loading), 
interesting processes are found within the first 200 of the >1000 
process tables on the VAX 8650. With no constraint on memory 
usage the first 200 process tables are read at each sample. 
Interesting processes can be selected from this block. 
Timing of the samples is controlled by the UNIX C library 
itimer utility. Interrupts are generated at specified intervals 
of microseconds and the samples are taken in an interrupt handler 
defined using the C library signal utility. The tool idly waits- 
between samples. 
Every effort has been made to minimise the time used to-take 
a sample as this limits the acceptable interval between samples. 
A long interval between samples will underestimate the 
transaction rate as short state residences are lost. In practice 
the active times of terminals are much shorter than the think 
times and it is the short active times that are missed. A short 
interval between samples will increase the perturbation induced 
by the resource usage of the tool. In practice this will extend 
active times by increasing competition for the cpu. 
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Other options to obtain similar information to termstat are, 
lastcomm - produces a record of the last commands completed 
with the time running and the originating terminal 
(if any). This tool will give the through-put and 
response time for commands, and"a batch system QNM 
could be parameterised. 
tk_in - the ''tty chars in" field of Iostat is the rate 
of typing at the terminals. There is no easy way 
to find how many characters make up an average 
transaction, and individual terminal behaviour 
cannot be resolved. 
The response time experienced by the user is the sum of host 
system response time and the network response time. Eight 
terminals are multiplexed onto the Ethernets via a server. The 
server assembles packets tobe broadcast every 80 milliseconds. 
On average 40 milliseconds of the total response time experienced 
by the user is due to this alone. It is assumed that the network 
has sufficient capacity and will not be the prime determinant of 
total response times with increasing load. Any network delay will 
inflate the think times measured by termstat, the parameters 
internal to the host system and their effect'on system response 
time will be largely uneffected. 
2.3. Data Collection. 
The usage of the system is not constant and typically peaks 
in the 3 hours after noon on weekdays. As the study is intended 
to measure system capacity, data gathered during peak periods is 
3Ethernet is a trademark of Xerox. 
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more useful. A UNIX C shell script that "awakens" the monitoring 
tools when the number of logged on users gets high gathers the 
data. 
Termstat and syssamp are run consecutively so syssamp is not__ 
monitoring a system perturbed by termstat. For both programs- a 
sample interval of 5 or 10 minutes is used. If the system is 
unstable over- the time interval of the observation the results of 
the sequential samples will not correspond. 
Further scripts and filters process the data and compare the 
observed values against' those predicted in QNMs solved by the 
Queueing Network Analysis Package QNAP-2. 
2.4. Validation. 
The departmental -tender required a system allowing 60 
"users" to perform a number of edit-compile-execute cycles in a 
given time. Generally the system observed is lightly loaded with 
rarely more than 25 users logged on. At this load the cpu and 
disk utilisations are between 10 and 20%. Based solely on this 
observation it would be possible to guess how well the system 
would perform with twice the load eg, twice the utilisation etc. 
For a more formal approach a validated QNM is required. 
The QNMs investigated are. 
1) single chain product form (PF). figure 1. 
2) single chain with non-exponential cpu service 
distribution and first come first served (FCFS) discipline 
Zsolved 
using Marie's iterative approximation (MARI, 791. 
3) two chain PF, figure 2.2. 
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T 1/0 
Figure 2.2. Two chain QNM3. 
For QNM 2 the cpu service distribution arbitrarily chosen is 
the QNAP-2 hexp with coefficient of variation squared C2 a 100. 
This model is intended only to assess the effect of this 
parameter and not to accurately validate. 
4 
3 
Frequency 
Logic, 
2 
i 
0 
active time (intervals of 17msec) 
Graph 2.1. Termstat -f data. 
For QNM 3 terminals are divided into those that submit 
transactions with mainly short active times and those with mainly 
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long ones. Fast transactions are so short they are unlikely to 
have taken disk service. Data on the distribution of active times 
is obtained with the -f option in termstat, see graph 2.1, note 
the 'distribution seems to be of a mixed type with a fixed 
probability of a short active time and the long active times 
exponentially distributed. Terminals submitting only fast 
transactions are arbitrarily recognised as those with a mean 
active time of less than twice the interval between termstat 
samples. Such terminals correspond to users of an editor or a 
highly interactive program such as the "on screen" adventure game 
rogue. 
Fourteen observations were made of the system. In the first 
8 observations termstat sampled every 20 milliseconds. in the 
last 6 samples were taken every 15-10 milliseconds. Due to the 
granularity of the timer 10 milliseconds seems to be the minimum 
interval. At this rate of sampling the cpu usage of the tool is 
around 5% (determined during a period of otherwise low loading). 
Table 2.1. Observed performance (SRT - System Response Time) 
Observation Load Ucpu Udiýk1 Udi. kz SRT 
4 18 . 960 . 082 . 112 1.074 5 16 . 320 . 099 . 161 0.070 8 20 . 323 . 168 . 185 1.546 9 17 . 161 . 122 . 077 0.706 10 17 . 122 . 078 . 098 0.792 11 23 . 186 . 069 . 099 0.669 12 23 . 212 . 077 . 121 0.725 13 19 . 215 . 118 . 125 0.803 14 21 . 332 . 177 . 174 0.571 
Table 2.1 shows the observed utilisations and system 
response time for observations where the number of active 
terminals is greater than 15. The observations 9-14 are more 
consistent and were made at roughly half hourly intervals between 
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1pm and 4pm on tuesday March 24tß, As termstat sampled at a 
higher rate the accuracy of the measures of terminal activity 
will be better. 
r`7 
Observations 4 and 5 are anomalous. 4 records a very high 
U. P. during the-5 minute interval syssamp ran, the system may not 
have been in-this state during the interval termstat ran. 5 
records a very low system response time that termstat -shows 
is 
due to many (six)-of the users being in the fast transaction 
class. For this reason QNM 3 validates better for the response 
time, see table 2.2. Observations 4 and 5 are taken to represent 
atypical system performance and are not a suitable basis for 
prediction, though they show the random nature of system load can 
produce large variations in observed performance. 
Table 2.2. Relative % error in predicted performance for each of 
the QNMs 
Obs 
Ucpu 
QNM1 QNM2 QNM3 
Uds. 
ka 
QNM1 QNM2 QNM3 
4 
5 
8 
9 
10 
11 
12 
13 
14 
Obs 
4 
5 
8 
9 
10 
11 
12 
13 
14 
-8.3 -26.5 -27.9 
-2.1 -10.7 -64.0 
18.3 8.0 6.0 
4.7 0.7 -5.1 
8.0 5.1 7.0 
11.2 6.1 -36.3 
6.3 0.8 -16.9 
7.3 1.1 0.6 
9.6 -1.3 -6.4 
Udiý 
k=- 
QNM1 QNM2 QNM3 
-6.6 -25.0 -26.2 
-1.6 -10.2 -70.9 
14.9 4.9 2.9 
6.1 2.0 -4.3 
5.4 2.5 4.7 
7.6 2.6 -40.7 
8.5 2.9 -15.0 
7.7 1.5 0.9 
4.8 -5.6 -10.3 
SRT 
QNM1 QNM2 QNM3 
-7.2 -25.3 -28.0 
-4.5 -12.9 -71.9 
14.3 4.4 2.4 
5.0 1.0 -5.2 
7.0 4.2 6.3 
8.0 3.0 -40.2 
8.2 2.6 -15.8 
6.2 0.2 -0.3 
3.3 -7.0 -11.7 
50.0 222.3 -35.1 
169.3 743.2 -35.6 
-78.2 -31.1 -79.9 
-61.7 -2.3 -62.6 
-76.5 -45.7 20.3 
-79.2 -28.7 -60.0 
-80.5 -34.1 -78.2 
-69.3 -9.6 85.9 
-44.8 84.23 -36.6 
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Table 2.2 shows the relative-% error from the measures of 
table 2.1 for predictions produced by QNMs 1-3 described above. 
Considering only observations 8-14 it can be seen that the basic 
I 
single chain PF closed network model (QNM 1) consistently over- 
estimates the utilisations by +5% to +10% (it is optimistic). 
QNM 2 approximately solves the same model as QNM 1 but with 
FCFS discipline at the cpu and`a service distribution with an 
arbitrarily chosen variance greater than that of the exponential. 
Clearly the predictions are now improved though for observation 
14 the variance chosen appears to be too large forcing the 
predicted values to be pessimistic. 
The values predicted by QNM 1 and 2 for the system response 
time follow a similar pattern, though here an optimistic 
prediction gives a negative error. Note the response time 
measured by termstat is an over estimate as short active periods 
are missed. 
Table- 2.3. Relative % errors of through-put and response, times 
predicted for the fast transaction'class in QNM 3. 
Obs 
4 
5 
8 
9 
10 
11 
12 
13 
14 
Xl»rms. 
4ast 1 SRT+.. t 
-0.2 115.3 
0.6 -53.1 
0.8 -42.1 
-0.1 -62.4 
1.6 -17.9 
0.4 -48.3 
0.5 -57.2 
-0.2 -33.4 
-0.4 -6.8 
QNM 3 does not consistently validate, possibly indicating 
the information available is not adequate to parameterise this 
model. Even so the predicted transaction rate and response time 
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for the fast transaction class have good accuracy and 
consistency, see table 2.3. 
2.5. ' Prediction. 
By averaging the service demands (the service taken at- a 
device per terminal transaction) observed in 8-14 the parameters 
of table 2.4 are obtained. Note the service demand for.. the two 
disks-is the same and the cpu is the potential bottleneck. 
Table 2.4. Average (over observation 8-14) parameter values for 
the prediction. Service demands (D) in seconds. 
Nýý oW : Nc D=Pu D1 kiD. 1 is Dt. rm Dt. rm.. i, .t Dt., m.. 
9: 1 
. 085 . 047 . 047 7.49 8.43 
6.92 
Using the parameters of table 2.4, graphs 2.2-2.5 are 
produced from the QNMs by varying the load on the system as the 
number of active terminals. The graphs show a general agreement 
among the models for the trend in cpu and disk utilisations. 
There. is a marked difference between predictions of response 
time. QNM 2 using a more variable cpu service distribution and 
FCFS discipline predicts a rapid deterioration in response time 
with increasing load. Graph 2.5 shows this is due to a rapid 
increase predicted in the number of active transactions competing 
for cpu service. 
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Graph 2.2. Predicted cpu utilisation vs active terminals. 
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Graph 2.3. Predicted disk utilisation vs active terminals. 
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Graph 2.4. Predicted system response time vs active terminals. 
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Graph 2.5. Predicted cpu queue length vs active terminals. 
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2.6. Discussion. 
UNIX actually maintains a "Round Robin" (RR) queue 
scheduling discipline at the cpu. QNMs containing RR centres are 
not readily amenable to numerical solution. Varying the ratio of 
RR quantum size to service time produces upper and lower bounds 
on performance. One bound, approached when the quantum is much 
smaller than the average service time, is the Processor. Sharing 
(PS) discipline. The other bound, approached when the quantum is 
much larger than the average service time, is the FCFS 
discipline. 
In the single chain QNM 1 the solution with a PS cpu and 
general service times is identical to the solution with a FCFS 
cpu and an exponential service time distribution. In QNM 3 the 
solutions would differ were it possible to determine- different 
cpu service times for fast and slow transaction chains. 
QNM 2 represents a FCFS lower bound of the RR assuming the 
service times are hyperexponential. In other studies 
[LAZ0,77; SAUR, 75 p88) measurements of the cpu service 
distribution are consistent with a greater service time variation . 
than exponential. 
If this generation of UNIX uses a large quantum size 
compared to the fast transaction cpu service times the 
performance should be closer to the FCFS bound. This could 
explain why QNM 2 validates better than QNM 1 and suggests the 
performance with 60 users will be closer to the pessimistic 
predictions of QNM 2. Note PF QNMs predicting interactive 
response time have validated very well in other systems. 
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What the actual'system performance will be with 60 users 
active at terminals is still an uncertain prediction. The system 
response time could be expected to lie between the optimistic 
predictions of QNM 1 and the pessimistic predictions of QNM 2, 
but all these models assume the parameters are invariant to the 
load on the system. This is generally not the case. The following 
factors may alter the parameters as the load changes, 
1) memory contention between an increased number of active 
processes causing a rise in cpu and disk activity due to 
paging. In the observations so far the paging rates are very 
low. 
2) the UNIX system and disk drivers'will attempt to optimise 
performance. The strategies used may change or become more 
effective with increasing load. 
3) the work load profile may change. The students' courses 
using different languages, tools or course work will alter 
the average work profile. 
4) user behaviour. Users may respond to deteriorating- 
performance at peak times by spreading their service demands 
more evenly during the day. 
2.8. Verification. 
To verify the predictions in graphs 2.2-2.5 the system is 
monitored over the ensuing 10 months. In the intervening time the 
set of possible users is increased by new undergraduates. A third 
disk drive is added to accommodate the demand for file store. 
Previously cpu bound system performance is not expected to be 
strongly effected by additional I/O capacity. 
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Table 2.5 shows two system behaviour types. In observations 
18,20 and 25 the system has ample cpu capacity whereas for 
observations 19,21-24 the cpu is fully utilised. The second type 
of behaviour occurs when cpu bound jobs are running in 
background. The prediction is not based on this behaviour and" 
cannot be expected to verify. For observations 18.20 and 25 the 
utilisation predicted from the graphs 2.2 & 2.3 are roughly 
correct. The SRT observed is even worse than the pessimistic 
S 
prediction of QNM 2 (graph 2.4). 
Table 2.5. Observations made on the 3 disk system and % error in 
validation results for the PF model QNM 1 and non-PF QNM 2. 
Obs INIU., I %QNM1 I %QNM2 
18 27 0: 226 9.4 3.3 
19 32 0.999 -10.0 -28.7 
20 28 0.353 22.7 8.6 
21 30 1.000 -8.9 -28.8 
22 27 1.000 -1.6 -17.1 
23 32 1.000 -1.4 -17.1 
24 26 1.000 -1.1 -15.2 
25 27 0.419 60.8 31.6 
Obs N Ud, _ki %QNM1 %QNM2 
18 27 0.155 12.1 5.8 
19 32 0.113 11.2 -11.9 
20 28 0.135 30.6 '15.6 
21 30 0.129 -10.6 -30.1 
22 27 0.122 -3.2 -18.4 
23 32 0.145 -5.1 -20.3 
24 26 0.206 -2.8 -16.7 
25 27 0.114 52.4 24.7 
Obs N SRT %QNM1 %QNM2 
18 27 0.747 -83.1 -46.8 
19 32 1.366 -30.0 83.6 
20 28 1.385 -85.9 -47.3 
21 30 1.554 58.8 206.4 
22 27 2.561 9.7 72.4 
23 32 2.839 13.4 82.7 
24 26 3.442 4.1 48.9 
25 27 3.793 -85.7 -53.1 
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Included on table 2.5 are validation results for QNM 1 and 
QNM 2 for the new system. QNM 1 validates well when the cpu is 
saturated. In the other cases pessimistic QNM 2 still validates 
more closely. 
The good validation of QNM 1 when the cpu is saturated may 
be due to optimising behaviour of the operating system. The 
effect of the "nice" number based priority scheduling--in UNIX 
will Be more important when the cpu has a background load. 
Note sets of averaged parameters from the system could now 
be used in the models. Predictions based on these values would be 
better founded than those of graphs 2.1-2.4. This implies a 
continuous scheme of iterative improvement of the system 
parameters assumed by the model for prediction based on the most 
recent validation. 
Finally it is interesting to note the linear increase in SRT 
seen in the chronologically ordered observation of table 2.5. One 
explanation is the increasing sophistication of. the 
undergraduates using the system. As the year progresses the 
course work is expected to be more onerous for the student.. and 
therefore the machine. Large and complicated programs taking more 
time to compile and run. 
2.8. Conclusions. 
Software tools have been constructed and used to observe a 
VAX 8650 under natural workloads. Large variations in observed 
performance attributed to work load components illustrate some of 
the problems encountered in system modelling. 
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Parameters provided by the specially constructed monitors 
are used to assess the validity of 3 possible QNMs. Average 
parameter values form a basis for performance prediction under 
heavier loads. The prediction is seen to be sensitive to cpu 
queue discipline associated with the service time distributiod. 
Verification indicates cpu service time variability continues to 
explain pessimistic performance when there are no background 
processes. The need for monitoring tools that characterise more 
precisely service time distributions, and the need for QNMs that 
include these parameters, is demonstrated. 
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3. THE GENERALISED EXPONENTIAL DISTRIBUTION IN QUEUEING 
NETWORK SOLUTION 
3.1. What is the GE? 
For a given mean rate µ and coefficient of variation squared 
C; the parameters of the GE are, 
«1 = (Cs - 1) / (Cg + 1) «2 =1- «1 
µ2 = «2 µ 
Figure 3.1. Coxian stage representation of a GE server centre. 
Using ;a Coxian stage representation' a single GE. server 
centre is illustrated in figure 3.1. It can be seen that 
customers switched with probability ai directly out of the server 
are not delayed. It should be noted that conventionally only one 
customer can use a Coxian server at a time but at the GE extreme 
more than one customer may" pass through the server 
simultaneously. A run of customers at the centre that are not 
delayed, possibly "following" a customer who received service at 
'This description is used loosely for a mixture of 
exponentials. =Note transformation between an H-z and equivalent 
true Coxzz is straight forward and in the text COX2 will be 
used to denote either. 
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the exponential stage (with mean rate µz), constitute a batch 
departure from the centre. Note if C; <1 the GE is not a proper 
distribution (the switching probabilities are no longer proper 
eg, ai<O A a2>1, see figure 3.1). Even so this may not greatly 
reduce the potential of -the GE to provide an efficient 
sufficiently accurate approximation in some of these cases 
[SAUR, 75 p46]. 
The GE type, distribution is generated at-the limit as the 
tuning parameter k of the 2 stage hyperexponential (F6, 
figure 3.2) goes to infinity (EL-AF, 83]. 
Figure 3.2. Coxian stage representation of an HZ server centre. 
The parameter k can take any value from the range 1.. co in the 
following relations to provide the parameters of an I-6 with a 
given overall mean rate µ and coefficient of variation squared 
C2 s 
µs =k as µ µ2 =k a2 N/ (k-1) az =1- as 
the value of as is obtained from the relations, 
1/µ = as/µs + a2/µm 
2[ as/(µs)2 + a2/(id'2)2 
112 4 
%-; - 
(1/µ)' 
- i. 
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When only the first two moments of a hyperexponential 
distribution are specified it is common to arbitrarily use the HZ 
with k=2. The justification for this choice is mathematical 
convenience, numeric stability and the distribution lies midway 
in the stochastic ordering between less disordered exponential 
(k-º1) and more disordered GE (k-+co) (WHIT. 84a) . 
As an extremal distribution the GE can be proved to -give 
performance bounds in some systems [WHIT, 84a] and is conjectured 
to provide bounds in others [KOUV, 86b]. The GE is fully specified 
by the first two moments and so is a least biased choice with 
only this information [KOUV, 88a]. 
The GE is the batch distribution with maximum entropy given 
expected batch size and interbatch time. Batch distributions are 
finding application modelling systems where jobs break into tasks 
to be processed in parallel [NELS. 87]. 
In addition the isolated queue G/G/i system with maximum- 
entropy given information on idle probability and mean queue 
length corresponds to a GE/GE/1 system [EL-AF, 83; KOW , 88a]. 
3.2. Why is the GE useful in'Queueing Network Solutions? 
Given the first two moments characterising a non-exponential 
distribution the modeller must often choose a specific 
representation. Typically the distribution chosen is a Coxian 
stage representation. Exponentially distributed stages are 
amenable to Markovian solution methods and-are easily generated 
for simulation. The GE provides a Coxian representation with only 
one exponential stage. The rest of this section illustrates how 
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queueing network solutions using this feature can be more 
efficient. 
3.3. 
The'GE in Discrete Event Simulation. 
The computational cost of simulation is mainly incurred 
generating random deviates. An exponentially distributed 
variable can be generated from a random number stream--using a 
logarithmic function. When a2 stage Coxian distribution is used 
to simulate a hyperexponential distribution two costly logarithms 
must be taken for every customer service. For the equivalent GE a 
logarithm is only required if a customer chooses the exponential 
branch. 
Table 3.1.: -lists the computational-cost of simulating a 
simple system with Iii or with GE service distributions. 
Table 3.1. Computational cost of using GE or H6 service 
distributions in an equivalent simulation run. 
run time (secs) Calls to Log , time in Log, 
Hz 33 79561 9.2 
GE 16 6850 1.7 
GE based simulations ' will tend to require more events 'to 
obtain statistics within a given confidence when compared to 
other distributions characterised by the same first two moments. 
This is expected from the extremal position of the GE in the 
stochastic ordering [WHIT, 84a]. 
Note there are potential problems simulating some GE based 
systems. Simultaneous events at the customer level are ordered on 
the event list. The ordering must be random for exact GE 
behaviour as illustrated later in the section. This consequence 
of GE behaviour can be capitalised when events on the event list 
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represent batches of customers. Only one event is required to 
simulate a batch arrival though a greater programming effort 
would be required to manipulate the batches. 
When hypoexponential distributions are simulated more than'2 
exponential stages may be required. While the GE is improper if 
Cz<1 the distribution form suggests a representation using a 
deterministic stage and sequential exponential stage. Given the 
mean rate, µ, and coefficient of variation, C= aµ, the specified 
distribution is simple to derive. 
The mean and variance of the distribution are, 
1/µ d+ 1/µ, , v2 =0+a, 2 
where d is the deterministic time 
µ. - is the mean rate of the exponential stage 
a@--2 is the variance of the exponential'stage 
as C. =1 then a, - = 1/µ -, so C=Q. -µ = µ/µ, -. then 
µ. - = C/µ, and d= (1/µ - 1/µ. -) = (1-C)/µ. 
The cumulative distribution function for this mixture of 
constant and exponential stages is given in graph 3.1., 
A time following this distribution could be found using- the- 
simple QNAP-2 expression, 
d+ exp(1/µr-). 
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Graph 3.1. Cumulative distribution for the mixed constant and 
exponential giving Cz <1. 
-"3.4. The GE in Exact Markovian Analysis. 
/3.4.1. 
Matrix Inversion Methods. 
A technique proposed in the context of Generalised. 
Stochastic Petri Nets [MARS, 841 can be used to solve GE based 
systems by matrix inversion more efficiently than the equivalent 
2 stage Coxian based systems. 
In section 1 analysis of Markovian QNMs by inversion of the 
transition rate matrix is illustrated. The continuous parameter 
Markov chain and consequent rate transition matrix are given for 
an M/M/1/N system. Alternatively the solution could be based' on 
the discrete Markov chain and consequent transition probability 
matrix. 
0.0 dt 
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Figure 3.3. Discrete parameter Markov diagram for an M/M/1/N 
system. 
For the same system the discrete Markov chain is given in 
figure 3.3 (cf fig. 1.3). To obtain (p(n)) using the transition 
probability matrix of this system it is first necessary to solve 
for the long term average number of visits to each state relative 
to the number of visits to a designated state (the visit ratios). 
The transition probability matrix for this system appears in the 
relation that must be satisfied by the visit ratios (row vector 
v) for the designated state 0. 
0 2 """ N 
C 
1, v(1) , v(2) , .... v(N) 
]*0 
0 0 
0 X 0 0 
(X+µ) 
0 0 0 1I 
Note the term X/(X+p) on the diagram and in the matrix is 
the probability. an exponentially distributed event with mean rate 
X will occur before the one with mean rate µ, and vice versa for 
the term µ/(X+µ). The memoryless property of the exponential 
distribution allows these probabilities to be constant 
irrespective of the time spent waiting for an event before entry 
to a state due to another event. 
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Given the visit ratios for the states relative to the 
designated state, state residence probabilities (p(s)) are 
obtained in the following way. First the time component is 
reintroduced using the mean time (if any) spent in each state s 
eg t(s). In this case. 
n=0 : 1/X 
t(n) = 1<n<N: 1/(X+µ) 
n=N : 1/µ 
the sum of the products t(s)*v(s) for each state s. is the 
average time spent between consecutive entries into the 
designated state, in this case, 
N 
w=E v(n) *t (n) 
., -C). 
Using renewal arguments the average proportion of time spent 
by the system in each state (p(s)), is the average time spent in 
the state per, visit to the designated state (eg v(sl*t(s)) 
normalised by the average time between visits to the designated 
state, in this case, 
A(n) = v(n)*t(n)/w .VnE0... N 
Following0 the terminology 
of transition in the transition 
1. timed transitions - 
occur after a finite 
2. immediate transitions 
occur the instant the 
of [MARS. 84] there are two types 
probability matrix, 
transitions out of a state that 
exponentially distributed time, 
- transitions out of a state that 
state is entered. 
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If a state has. one or more. immediate transitions out then it 
is a vanishing state as the system never resides in it for a 
finite time. Timed transitions from vanishing states never occur. 
The system only resides in tangible states from which all 
transitions are timed. Let V denote the set of vanishing states 
and T denote the set of tangible states, the state space S of the 
system consists of the union of V and T. 
rn systems with only servers giving Hz type service all the 
states are tangible. The probability of transition out of 
tangible state i to tangible state j eg, the element u:, of the 
transition probability matrix U is given by, 
Vi jES 
kfai4µf pi [j :f]+E ka/ (ko-1) am, MAa P: [j " g) - 
fC: Fý i PEI 
u:. 
E kfaifµf +E ko/ (ko-1) a2oµa 
+EFiI vEM 
where 
F: is the set of events in state i that occur due. to a 
completion in stage 1 of an H2. 
G: is the set-of events in state i that occur due to a 
completion in stage 2 of an Ham, 
p: [j: e) is the probability of transition from state i to 
state j given the occurrence of event eEF, U G: - E: the set of 
all possible events that can occur in state i. 
As the tuning parameters k., deE Es, of the Hze 
distributions go to infinity (H2-'GE) the states where F00 
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vanish due to immediate transitions out. Thus, 
Vi, jeSHeEEsk. =k limit k- oo 
[Fa#: 
US-1 -. 
z 
E a1 fµf Pi (J "f ) 
fE Fi 
E a1fµf 
f EF i 
4i is vanishing 
a2, pv P: Li : JI 
vEGi 
i is tangible 
E a2v µv 
v£ ; 
The extension to systems where not all distributions are GE 
(but where the GE is the only distribution generating immediate 
transitions) is straight forward. Note that if the C; of a GE 
distribution is less than 1 the above derivation holds but at the 
limit k-. -, in this case some u: J may be negative. 
A reduction in computational cost can be obtained from the 
presence of vanishing states [MARS. 84]. The method involves 
reducing U to U* the transition probability matrix for only the 
tangible states. Note that U* is the transition probability 
matrix of the system if GE distributions are considered directly 
as batch distributions rather than as the limiting case of an 11-2 
distribution. 
The reduction is given below. 
Partition U as, 
C D 
U 
E F 
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where 
C is the matrix of transitions between vanishing states 
only, 
D is the matrix of transitions from vanishing to tangible 
states, 
E is the matrix of transitions from tangible to vanishing 
states, 
F is the matrix of transitions between tangible states. 
Consider the matrix A, 
CD 
A= 
00 
whose elements represent transition probabilities out of 
vanishing states only. Each element of the kt'' power of A. 
Ck C"-iD 
Ak 
00 
represents the probability of moving from any vanishing state to 
any other state of the discrete Markov chain in exactly k 
transitions through only vanishing states. The matrix Gk. 
Ic-1 
Gk =E C"D 
1ý-A 
gives the probability of moving to any tangible state from any 
vanishing state in 0 up to k transitions through vanishing states 
only. As there is a non-zero probability of transition from the 
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set of vanishing'states V to the set of tangible states T (eg C 
is a partition of states from an irreducible system), then, 
Jim C' =0 
k-+00 
Thus a limit to the sum, 
k 
lim E C', 
1c "'app fi-O 
exists and is finite. 
n 
When it is possible to transit from any vanishing state back 
to itself then there are loops among the vanishing states. If 
there are no loops among the-vanishing states, C can be rewritten 
as an upper triangular matrix and so there exists a value k0 the 
dimension of C such that 
Ck =0dk>, ko 
and the previous sum reduces to a finite number of terms. If 
there are loops among the vanishing states the infinite sum has 
an asymptotic value 
co 
C" 
These two possible forms of the infinite sum provide an 
explicit expression for the matrix Goo, 
k co 
ED 
.. -o 
Goo 
[I - Cl-' D 
no loops among vanishing states, 
loops among vanishing states, 
whose elements represent the probability a given tangible state 
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will be the first tangible state to be entered in any number of 
transitions among vanishing states from a given vanishing state. 
Using Goo the reduced matrix U* can be obtained from the 
matrix expression, 
=F+EGo . 
Each element u*: j of U* is therefore given by the equation, 
I 
V i, j ET 
u*:, =f:., +-e:. gcorý , 
I-Ev 
where f1. is the probability of direct transition from tangible 
state i to tangible state j, and the second term is the 
probability of making the transition from i to j via only 
vanishing states after an initial transition to vanishing 
state r. 
Having obtained the reduced transition probability matrix 
U*, solution via inversion for the visit ratios as described. 
gives (p(i)) V iET. The procedure above generally requires two 
matrix inversions. The cost of inversion using a direct numerical 
method is of the order of the matrix dimension cubed. O(N'')-- 
Solution by inverting U directly is O(card(S)') whereas the 
Procedure described is O(card(V)'+card(T)'), where card gives the 
cardinality of a set and card(S) a card(V) + card(T). Clearly the 
computational saving made depends of the relative number of 
tangible to vanishing states and is, 
O( card(V)z *card(T) + card(V) *card(T)z ) 
A practical advantage of considering the transition 
probability matrix of Coxian 2 stage based systems at the GE 
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limit can be appreciated when the task of obtaining exact 
solutions for arbitrary systems is considered. The automatic 
generation of transition matrixes for systems of many centres 
with complex routing, different classes of customer and various 
queueing disciplines is not trivial. Unfortunately the available'' 
modelling package QNAP-2 [POTI, 86] will not provide matrix 
inversion solutions for systems with distributions giving no 
delay. Even so QNAP-2 can be used to generate the transition 
matrix for general systems with Coxian distributions. Taking the 
transition matrix 'generated by QNAP-2, programs have been 
implemented using the methods of this section to obtain exact 
results for the equivalent systems containing GE distributions. 
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3.4.2. Recursive Methods. 
The applicability of matrix inversion methods in the 
solution of systems is limited by the high cost in computer time 
and space requirement. For this reason techniques have been 
developed to obtain solutions for the system state probabilities 
(p(s) ) more efficiently. 
In the special case of systems where no queues form or when 
servers, of a centre give the same simple exponentially 
distributed service to all customers, very efficient recursive 
solutions can be obtained. The QNMs with. these solutions are the 
Product Form networks discussed in section 1. Many features 
important to system behaviour cannot be represented in systems 
with these efficient solutions. 
For non PF QNMs the structure of the Markov chain is usually 
too complex to permit simple recursive solutions. Though the 
techniques presented in this section are applicable more 
generally they are most usefully applied to two centre systems. 
Two centre- systems are used as "building blocks" in many 
approximation methods for non-PF networks (see section 3.6 and 
section 4). 
Two centre systems here consist 
server centre. The centres may or may 
case of the arriver centre the queue 
its server(s) is never idle. Example 
isolated queue in figure 3.4a, or 
cyclic" system of figure 3.4b. 
of an arriver centre and a 
not form queues, and in the 
may be saturated such that 
Bs of such systems are the 
the so called "two stage 
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a) 
server 
source centre sink 
b) 
N- customers -' " 
arriver server 
centre centre 
x 
Figure 3.4a&b. Examples of two centre systems. 
The notation used to describe these two centre systems is 
fully explained in appendix 2. The service rate of the arriver 
centre server(s) will be symbolised as X, and the service rate of 
the server centre server(s) as µ. Emphasis will be on systems 
with finite state spaces the extension to the non-blocking 
infinite capacity case depends upon the existence of a closed 
form sum for normalisation of the state probabilities of 
interest. 
A general technique of recursive solution is due to Herzog, 
Woo and Chandy (HERZ, 75]. The technique requires the 
Global Balance (GB) equations (qv section 1) be written in a 
recurrent form from the base of a number of boundary states. 
Coefficients for each boundary state for each of the GB equations 
are obtained and enable a substitution into the redundant GB 
relations and normalising condition to obtain the actual 
probabilities of the boundary states. While solutions for many 
important systems have been obtained with this technique 
[SAUR, 75) the manipulation of the GB equations is tedious and 
error prone. 
A more efficient solution can be obtained for the special 
case of an arriver centre with load dependent exponentially 
distributed service and server centre with a single server 
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providing a Coxian type service distribution [MARI, 80; MARI, 82]. 
Even in this system the extension to multiple servers in the 
server centre requires complex matrix methods [STEW, 80]. 
Restricting the service distributions to GE-type very 
efficient solutions may be obtained using methods developed -in 
the following sections. 
3.5. Reducing Two Stage Coxian Systems to an Equivalent 
"Single Step" Representation of a GE System by Taking 
Limits. 
Given the state probabilities (P(s)) for any system it is 
possible to construct an equivalent "single step" PF system 
[MARI. 77; BALB, 79a]. A single step two centre system has a one 
dimensional Markov chain in which transitions are only possible 
between adjacent states, it can be represented as an M(n)/M(n) 
system eg both centres contain single load dependent exponential 
servers. The reduction is achieved by aggregating states and. 
eliminating multiple step transitions. A single step system is 
equivalent to a multiple step system if the aggregate (marginal) 
state probabilities of the multiple step system are equal to *the 
probabilities of the equivalent states in the single step system. 
For example if states are differentiated by number of 
customers in the server centre and Coxian stage number for each 
customer in service it is possible to construct a system of 
aggregate states differentiated by only the number of customers 
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at the server centre. Thus the state probabilities (p'(n)} of-the 
single step system are, I 
P' (n) -E p(s) VnE [O... N] 
sES(n) 
where S(n) is the subset of states with n customers at the server- 
centre and p(s) is the probability of state s in the original 
system. The transition rates of the equivalent single step system 
do not correspond in a simple way to those of the original 
system, but, from the global balance equations of the single step 
M(n)/M(n) system, 
X(n-1) p(n-1) - µ(n) p(n) , Vne [1... N] 
the ratio of the transition rates between adjacent states is 
equal to the ratio of the probabilities of the two states. 
For a GE based system of multiple homogeneous load dependent 
servers the equivalent single step (none batch) system of 
interest is obtained without aggregation of the states. It is 
only necessary to eliminate the multiple step transitions as in 
this -case the tangible states of the original and those pf the 
equivalent system are identical. 
A method of performing this elimination has been found that' 
when applicable provides not only the probabilities of the states 
but also the transition rates of the equivalent single step none 
batch M(n)/M(n) system. With these rates the equivalent single 
step systems can be manipulated as though they possessed the 
memoryless property of a true single step M(n)/M(n) system. 
Consequently solutions for this type of GE system can be 
presented in a very compact form as the behaviour at a state is 
not influenced by the behaviour in any other state of the 
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particular system eg the transition rates in and out of a state 
can be determined without knowledge of the other system states. 
z 
The method involves taking the limit of global balance 
equations for a2 stage Coxian (COX2) based system to obtain the 
equivalent single step GB equations for the GE system. If both 
centres of the system contain GE servers, all the COX2 servers in 
one centre are taken to the limit giving a system equivalent to a 
GE/COX2 then all the servers in the other centre giving the GE/GE 
system solution in certain cases. 
The M(n)/COX2 system found after taking one centre to GE is 
equivalent to a GE/COX2 system, taking the second centre to GE is 
only certain to create the M(n)/M(n) system that is equivalent to 
the M(n)/GE intermediate system. To be certain of an M(n)/M(n) 
solution equivalent to the GE/GE system all the distributions in 
both centres should be taken to the limit simultaneously but this 
is practically impossible algebraically. 
Answering the question "when does this method of taking the 
limits sequentially work? " is not easy. From the analysis of the 
GE/1/OOIIGE/1/co (the GE/GE/1) it is clear that the members of an 
arriving batch "see" themselves and consequently see a queue 
length distribution that differs from that seen by the batch 
itself. But as the behaviour of each batch member is determined 
in zero time the outcome for each batch member can only be known 
probabilistically. 
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For example consider a batch which finds an idle server. 
Each batch member follows the algorithm 
if all servers are taken 
then join the queue 
else take a free server and 
choose with a fixed probability to 
either start an exponential service time 
or depart immediately. 
When executed simultaneously (in zero time) by all batch members 
this algorithm makes no sense. This situation is somewhat akin to 
that of quantum mechanics where the state of the system is 
uncertain until observed. In this case observation shows only 
those batch members (if any) that started an exponential service 
or joined the queue. The batch members which are not observed 
make themselves felt only through their influence on the 
probability with which the other batch members "see" the 
server(s) taken. 
As a COX2/COX2 system approaches the GE/GE limit the 
concurrent service of "batches" at the two centres has a distinct 
ordering in time. At the limit the service is simultaneous and i. n . 
zero time but the various possible orderings can be considered to 
evaluate the batch members probabilistic "view" of the system. 
Consider, say, a 10 member batch arrival that is observed to 
change the server state from-idle to a queue length of 3. Three 
of the possible orderings are, 
a) ßsßaßaßißaßaßaßaßaßz«a«a«z«a«a«a«a«s 
b) ßißa«a«aßaßaßa«a«aaaßa«aßaßzßi«a«2ßa 
C) ßaaaßa«aßa«aßa«aßa«aßa«aßaaaßa«ýßaßý. 
With a physical limiting interpretation the interleaving of 
events in (a) indicates a batch arrival of 10 members 7 of whom 
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see an empty server and depart directly. Similarly in (b) 3 batch 
arrivals occur 2 depart, another 3 arrive, 3 depart and so on 
until members start exponential service at the arriver and server 
centre. Finally in (c) the interleaving is one-to-one until a 
member starts exponential service in the server allowing 2 batch 
arrivers into the queue before the batch arrival is terminated by 
an exponential arrival service. The probability of-. all the 
orderings is ßýQ«1ý«2ß2 and so each is equally likely. 
In systems for which the method works the observed outcome 
is independent of the orderings. Thus all orderings (or 
interleavings) of the service choices that compose the 
simultaneous batches are equally likely to give the observed 
queue length. In effect only one ordering of the simultaneous 
batch event need be included in the analysis. A possible ordering 
is the one in which the simultaneous batch event gives no state 
change (eg ordering (c) above). The state change occurs only when 
one of the centres stops producing a batch. Thus for these- 
systems taking the limits sequentially will not loose important 
system behaviour due to simultaneous batches. For an example 
where ordering of simultaneous batches is important see -the- 
censored arrival system considered in section 3.5.1.4. 
It should be noted 
the above method have 
methods (XENI, 87J. The 
global balance equations 
form solution for the qi 
z transforms. 
that some of the systems analysed using 
since been solved using probabilistic 
probabilistic approach considers the 
of the batch system directly. A closed 
neue length distribution is obtained via 
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The lack of a direct physical interpretation of the system 
confuses the derivation of global balance equations at the batch 
level. Incomplete characterisation of the behaviour of batch 
members during simultaneous batches yields a solution not 
necessarily corresponding to that intended. In fact the analysis* 
used [XENI. 87] implicitly considers only the ordering where the 
batch arrivals who compose the simultaneous batch service pass 
through the system before the exponential branch of the server 
may be chosen (eg ordering (C) above). The error introduced is 
illustrated in the censored arrival system of section 3.5.1.4. 
In addition the probabilistic method does not lead so 
readily to the equivalent single step system and notion of flow 
rates associated with state types (section 3.5.1.3). It is this 
observation that provides a basis for the efficient and flexible 
building block presented in section 3.5.2.1- 
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3.5.1. Examples of GE System Solutions Obtained by Taking the 
Limit of an Equivalent 2 Stage Coxian System. 
The first three examples demonstrate the method of taking 
the COX2 distributions at one centre to the limit, then if 
necessary at the other centre. Solutions for this type of system 
form the basis of the major result which is illustrated after the 
third example with the notion of state behaviour types and 
region within the equivalent single step diagram. 
The next two examples (4&5) illustrate how solutions can be 
obtained in systems where the effect of simultaneous batches must 
be included. The last example shows that efficient solutions to 
M(n)/GE systems can be readily constructed and are suited for 
inclusion in existing QNMs. 
Finally the major result is presented again with additional 
extensions. 
As the method involves tedious error prone manipulation, the-- 
exact GE system solution obtained by inverting the transition 
probability matrix is essential for verification. In addition the 
intermediate probability matrixes used to derive the reduced 
matrix U* prove useful in checking solutions. 
3.5.1.1. Example System M(n)/1/NIIGE(n)/1/N 
This system can be seen as a two centre cyclic system (qv 
figure 3.4b) or, for the server centre, as an isolated GE queue 
with 
_a 
finite capacity of N (civ figure 3.4a). The arrival and 
service rate and C; are load dependent. The Markov diagram for 
the M(n) /1/31IH2 (n) /1/3 is given in figure 3.5. 
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X3,1 3,2 
ý. 
ýý (3) «2 (2 ) 
µ2(3)«2(2) 
µz (3)«ß (2) pm (3)«jL (2) 
X(2) .y X(2) 
2.1 2,2 , -ý) 
-ýý (2) «Z (1) 
µ= (2) «2 (1) 
(2)«i (1) 
, ^- 2(2aa 
1 
X(1) X(1) 
1,1tiý '4i 1.2 
µ: (3)«: (2). ' µz(3)al (2) 
X(0)«. 1 (1) 1 (X(0)«. 2(1 
- Figure 3.5. Markov diagram of an M(n)/1/31116(n)/1/3. 
A state in this Hz system is denoted by the duple (n, i) 
where. ne[O, N] is the number of customers at the server centre and. 
iE[_, 1,2], is the stage of the HZ active. The GB equations for the 
system are, 
P(0, 
_)X(0) = 
P(1,1)µß (1) + p(1.2)µ2(2) 
P(1,1) fß(1)+µIL (1)) = P(0, _)X(0)ai 
(1) + p(2,1)µß (2)a, (1) 
+ P(2,2)µ=(2)a1 (1) 
(1,2) (X(1)+µ2(1) p(0, 
_)X(0)a2(1) 
+ p(2,1)µi (2)am(1) 
+ p(2.2)µý(2)a2(1) 
HnE 2... N-1 
p(n. 1) [X(n)+µi (n) ]a p(n-1,1)X(n-1) + p(n+1,1)µl (n+1) (x, (n) 
+ p(n+1,2)µ=(n+1)ai (n) 
p(n. 2) [fi(n)+µ2(n) p(n-1,2)X(n-1) + p(n+1,1)µi (n+1)a=(n) 
+ p(n+1,2)g. (n+1)a2(n) 
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P(N, 1)µl (N) p(N-1,1)X(N-1) 
P(N, 2)µ2(N) - P(N-1,2)X(N-1) 
In the following derivation by substitution and taking the 
limit individual GB equations will be referred to by the state of 
the state probability on the LHS. 
First prove that states vanish if the stage taken to the 
limit is active,, 
from (0, 
_) 
P(0. _)X(0) 
+ P(1.2)µ2(1) 
p(1,1) 0 
µz (1) tim µi (1) -00 
from (1,2). 
- 
p(1,2) [X(1)+µ2(1)l - P(0, _)X(0)a2(1) - p(2,2)1. 
(2)«m(1) 
p(2,1) 
µi(2)«2(1) 
tim µ, (2)- 
p(2,1) =0 
HnE3... N 
from (n-1.2) 
P(n, 1)- _ 
p(n-1,2) [X(n-1)+µ2(n-1)) - p(n-2,2)X(n-2) - p(n, 2)pm (n)a2(n-1) 
µz (n)a2(n-1) 
tim µi (n)-ºoo 
p (n, 1) 0 
As jne1... N , p(n) = p(n, 1) + p(n, 2) 
then lim µl (n)- p(n) a p(n, 2) 
from (N. 2) 
P(N, 2)µ2(N) = P(N-1,2)X(N-1) 
tim µ1 (N) -, co 
P(N)µz(N) = P(N-1)X(N-1) 
this is a GB relation in the equivalent single step system. other 
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relations are obtained by recursive substitution as follows. 
substitute (N, 1) into (N-1,2) giving, 
p(N-1,2) [X(N-1)+µ2(N-1)) = p(N-2,2)X(N-2) 
+ (p(N-1,1)X(N-1)/µs (N) )jAi (N) am (N-1) 
+ p(N, 2)p=(N)c (N-1) 
1im µ, (N)-ºoo 
p(N-1) [X(N-1)+µ2(N-1)) = p(N-2)X(N-2) + p(N)µzr(N)oc (N-1) 
recursive. substitution for p(N) gives, 
p(N-1)(X(N-1)ai(N-1)+µ2(N-1)} = p(N-2)X(N-2) 
Inductive Hypothesis 
Vne N-2... 2 
p(n)X 
p(n+1) = 
X(n+1)«1(n+1) + µ2(n+1) 
Inductive base 
p(N-1) a 
p(N-2)X 
X(N-1)az(N-1) + µ2(N-1) 
Inductive step 
Vne N-2... 2 
(n+1,1)*am. (n+1) - (n+1,2)*as(n+1)_ gives, 
p(n+1,1) [X(n+1)+µl (n+1) ]am(n+1) 
- p(n+1,2) [X(n+1)+µ2(n+1) ]ai (n+1) = 
p(n, 1)X(n)a2(n+1) - p(n, 2)X(n)oL, (n+1) 
p(n+1,1) = 
[p(n+1,2) 
[>, (n+l)+µ2(n+1) ]a: (n+1) - p(n, 1)X(n)a2(n+1) 
l1 
- P(n. 2)X(n)a, (n+1) I (X(n+1)+µi (n+1))«z(n+1) 
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substitute into (n. 2) 
(n. 2) (X(n)+µ2(n) 1° 
p(n-1,2)X(n-1) + 
[P(ný1.2)(x(ný1)ý(ný1niný1) 
I 
µz (n+1)ccm (n) 
- p(n, 1)X(n)o (n+1) - p(n, 2)X(n)aý (n+1) ' 
[X(n+1)+µi(n+1))«s(n+1) 
+ p(n+1,2)µ2(n+1)a2(n) 
1 im gi (n) - Vne 1... N _ 
p(n) [X(n)+µ2(n) ]° p(n-1)X(n-1) + 
[P(n+1)[X(n+1)+z(ný1)]oi(ný1) 
a2 (n) 
- p(n)X(n)(Y. l (n+1) 
I+ 
p(n+1)µ2(n+1)a2(n) 
) a2 (n+1 
am (n) 
p(n-1)X(n-1) p(n) X(n) + µ2(n) + X(n)ai (n+l) 
a2 (n+1) 
am (n) 
- p(n+1) µß(n+1)a2(n) + [X(n+1)+µ2(n+1) ]ai (n+1) 
am (n+1) 
substituting for p(n+1) from the inductive hypothesis, and after 
some manipulation, 
p(n-1)X(n-1) = P(n) (X(n)«l (n)+µ2(n) Vnc2... N-1 
Finally, 
(1,1)*a2(1) - (1,2)*az(1) gives, 
P(1,1) [ý(1)+µl (1) ]a2(1) = P(1,2) [X(1)+µ2(l) ]ai (1) 
substitute for (1, I) in (0, _), 
p(1,2) [X(1)+µ2(1) )«, (1) 
P(0, _)ß(0) = µz 
(1) + p(1,2)µß(2) 
[X(1)+µi (1) ]«2(1) 
I im & (1) -ºoo gives 
P(0)ß(0)«2(1) - P(1) (X(1)«1 (1)+µ2(1) } 
The GB relations found at the limit pi(n) -+ 00 , dne 1... N, are, 
P(0)X(0)«z (1) = P(1) (X(1)«1 (1)+µ2(1) ) 
ý1 ne1... N-2 
p(n)X(n) a p(n+1) (ý(n+l)al (n+l)+µ2(n+l) } 
p(N-1)X(N-1) = p(N)µ2(N) . 
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Taken as the GB relations of an M(n)/1/NIIM(n)/1/N system the 
coefficient of the probability of state n on the LHS represents 
the rate of flow up from state n to state n+1. Those on the RHS 
are the rate of flow down from state n+1 to n. This allows the 
equivalent single step Markov diagram to be constructed, see 
figure 3.6. 
X(0)«2(1) x(1) X(N-1) 
.. 
'r0 't 11 2 
'ý,, 
11N-1 N 
X(1)o (1)+µ2(1) X(2)«1 (2)+µz(2) µZ (N) 
Figure 3.6. Equivalent single step diagram for the 
M(n) /1/NIIGE(n) /1/N system. 
The numerical values for the state probabilities are found 
by normalisation as for a usual single step system 
In this system all the COX2 distributions are taken to GE 
simultaneously and so the solution must be correct. The example 
shows-how the GB equations can be combined and rearranged so that- 
the limit may be taken to give the GB relations of the equivalent 
single step system to the true multistep GE system. Even in this 
very simple system it is seen to be an algebraically tedious' 
process. 
1 
3.5.1.2. Example System GE/1/NIIGE/1/N 
The 16/1/NIIH2/1/N system that will be taken to the 
equivalent single step system of the GE/1/NIIGE/1/N is depicted in 
figure 3.7. The continuous Markov chain diagram for a 
16/1/31116/1/3 is given in figure 3.8. a state is denoted by the 
triple (i; n, j) where i and i are the stages of the arriver and 
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server servers respectively and n is the number of customers at 
the server centre. 
.. 
Figure 3.7. The two stage cyclic H6/1/NIIH2/1/N system. 
µ2a2 
X1A1 
Figure 3.8. The Markov diagram for the 16/1/31116 /1/3 system. 
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The GB equations are, 
p(1; 0)Xj - p(1; 1,1)µ, + p(1; 1,2)µ2 
p(2; 0)X2 = p(2; 1,1)µß + p(1; 1,2)µ2 
p(1; 1,1)[Xi+µl] = p(1; 0)alß1Xi + p(2; 0)aiß1X2 
+ P(1; 2,1)«1µi + p(1; 2,2)aiµ2 
P(2; 1,1)[X2+µz] = P(1; 0)«zß=XI + P(2; 0)aißzX2 
+ P(2; 2,1)aiµi + p(2; 2,2)asµ2 
p(1; 1,2) [ýi+µ2J p(1; 0)oc ß1R1 + p(2; 0)cc ßiX2 
+ p(1; 2,1)a2µi + p(1; 2,2)«2µZ 
P(2: 1,2) [X2+µ2] = P(1: 0)«Zß2XL + P(2; 0)«ZßzeX2 
+ P(2; 2,1)«2µi + p(2; 2,2)«2µ2 
VnE2... N-2 
p(1; n; 1)[Xi+µ1]°= + 
+ p(1; n+1,1)a1µ1 
p(2; n, 1)[Xm+µl] = p(1; n-1,1)ß2R1 + 
+ p(2; n+1,1)cigi 
p(1; n, 2)[Xi +µ2] = p(1; n-1,2)A, Xi + 
+ p(1; n+1,1)a2µ1 
p(2; n, 2)[X +µ2] = p(1; n-1,2)ß2X + 
+ p(2; n+1,1)a2µ1 
p(2; n-1,1)ßX 
+ p(1; n+1,2)«lµ2 
p(2; n-1,1)ßzX2 
+ p(2; n+1,2)«1µZ 
p(2; n-1,2)ßX 
+ p(1; n+1,2)«Zµ2 
p (2; n-1,2) ß2Xze 
+ p(2; n+1,2)«2µ. 
p(1; N-1.1)[Xi+µz) - P(1; N-2.1)131X1 + p(2; N-2.1)ß1R2 
+ p(N, 1)aiß, µi + p(N, 2)aißiµz 
P(2; N-1,1)[Xz+i'l] - P(1; N-2,1)ßzX, + p(2; N-2,1)ß2R2 
+ P(N, 1)alßzµz + p(N, 2)azßzµz 
P(1; N-1,2)[XiL+µ2l = P(1; N-2,2)ßiXi + p(2; N-2,2)ß, Xz 
+ P(N, 1)azßzµi + P(N, 2)azßiµ: z 
P(2; N-1,2) [Xz+µz] = P(1; N-2.2)ßzX1 + p(2; N-2,2). ß X 
+ P(N. 1)azßzµz + P(N. 2)«mßzµ2 
p(N, 1)µz - p(1; N-1,1)Xs + p(2; N-1.1)X2 
p(N, 2) 2- p(1; N-1,2)Xa + p(2; N-1,2)X2 
In a similar way to the previous example the COX2 
distribution in one of the centres, say the arriver, is taken to 
GE. This results in a set of GB relations for an M(n)/1/N1116/1/N 
non batch system that is equivalent to the GE/1/NHF6 /1/N system. 
The GB relations found are, 
p(0)X2 - p(1,1)µ: + p(1.2)µ= 
Pil. l)ýýz+µz) p(O)X=oLß + p(2.1)µiat + P(2.2)µ2a1 
P(1.2) [X=+Am1 °' P(0)Xýazßz + P(2,1)µiaz + P(2.2)g. om 
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dne 2_. N-2 
p(n, l){>, 2+µi[1+a, 13,1 p(n-1,1)[X2+µlAil - p(n, 2)µzazß, 
+ p(n+1,1)µ: a1 + p(n+1,2)µ2a1 
p(n, 2){X+µZ[1+a2Ail} = p(n-1,2)[X2+µ2ß1l - p(n, 1)IA io i3i 
+ p(n+1,1)µs«2 + p(n+1,2)µ2«z 
P(N-1,1)(>, 2+µi[1+aiAi]} P(N-2,1)[X2+µ1ßz] - P(N-1,2)µwazßi 
+ p(N, 1)µsazAz + p(N, 2)µ2aiß2 - 
P(N-1,2){X2+µi[1+a2Aý]} 6 p(N-2,1)[X2+µ2A, ] - p(N-1,1)µma2ßz 
+ P(N, 1)µi«2ß2 + P(N, 2)µma=ß2 
P(N. 1)µsAý = P(N-1,1)[Xý+µßßz] 
p(N, 2)µnzAa = P(N-1,2) [X2+µmßi] 
Taking the HZ distributions of the other centre to the limit 
now will yield the single step M(n)/1/NIIM(n)/1/N that is 
equivalent to an M(n)/1/NIIGE/1/N system. In this system the 
single step M(n)/1/NIIM(n)/1/N is also equivalent to the original 
GE/1/NIIGE/1/N. By taking the limit and recursive substitution in 
the above, the GB relations of the equivalent M(n)/1/NIIM(n)/1/N 
are, 
P(0)X2a2 = P(1) {X oca+µz} 
dnE2... N-2 
P(n)(X ýµsßa} = P(n+l){Xm(xs+µz} 
P (N-1) {%i+µ2ßa'} =P (N) µml3z 
It is obvious that these relations enable the solution of a 
GE/1/NIIGE/1/N to be obtained much more efficiently than the 
I-6/1/NIIHz-/1/N system with the same service rates and coefficients 
of variation. 
3.5.1.3. Example System GE/1/NIIGE/c/N 
The number of GB equations corresponding to a given number 
of customers at a centre in a COX2/COX2 system of this type is 
2*1*2*c where c is the number of active server centre servers. In 
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addition the number of terms in each GB equation also increases 
with c. As all the servers are identical some of the states may 
be aggregated without loss of information [SAUR, 75 p57]. In the' 
general case taking the c servers in the server centre to the 
limit first the GB relations of the equivalent HZ/1/NIIM(n)/1/N" 
are obtained with only two GB equations for each n<N. 
Taking this first limit in the general c server case is 
facilitated by representing the permutation of stage numbers of 
the active servers in the server centre as a list. When 'a 
customer enters the centre and can immediately begin service it 
is noted on the end of the list, a completion of a stage of 
service is noted as the deletion of the appropriate element from 
the list, while keeping the remaining list elements (if any) in 
order, and appending the stage of a new customer (if any) in 
service. The notation of list manipulations used, and the rest of 
the derivation appear in appendix 3. 
The GB equations of the equivalent single step system found- 
are (for cE [2... N-2]) , 
P(O)ýzaz P(1)µ={1-a113i } 
'cJnE 1... c-2 
p(n)(Xz+nµzßi )cc = p(n+1)[n+1]µz{1-a1ß1} 
p(C-1)(Xz+[C-1)µzßi)am - P(C){X=(Yi+Cµ2} 
VnE c... N-2 
p(n){Xz+cµzß, } p(n+1){Xmai+Cµz} 
P(N-1)(Xz+cµzßi )= p(N)cµzßz 
The following special cases are also obtained, 
c=lAc<N 
p(O) X= 
p(c) {X2ai+cIA2l 
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Ca1Ac=N 
P (0) X=cx °P (N) cµmß2 
c>1Ac=N 
P(c-1)-(XZ+[c-11µ2ßi )a2 = P(N)cµ=ßm 
From these special cases it can be seen flows associated 
with each state are independent of the system. Based on this 
observation the solution of more general systems of the 
GE/m/NIINIIGE/c/N type appear to be obtained by simply 
understanding when a state possesses given flows and stringing 
the flows into the equivalent single step system. 
Thus for these systems an important property of the 
equivalent single step solutions is the flows from each state are 
dependent only on the behaviour in that state. By using the 
derivation method of taking sequential limits of the GB equations 
expressions for these flows are obtained. 
This implies that the flows found for a state in one system 
will be the same for a state in another system of this type if 
the behaviour of the states are the same. There are 4 potential 
state behaviour types distinguished by the presence or not of 
idle servers at the two centres. 
If a server is idle at a centre then an arrival enters 
service directly. If there is no idle server an arrival joins the 
queue. Note the type of state is determined only by the behaviour 
during arrival and not, for some reason, during departure. Thus 
figure 3.9 shows the four possible permutations for the two 
centres of these systems and the flows from a state of each type. 
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Denoting 
SA - no idle server at arriver centre 
SS - no idle server at server centre 
IA - idle server at the arriver centre 
IS - idle server at the service centre 
+ cµ2Aý 
SA n 
. ý{ 
SS 
mX 2c 1+ Cµ2 
(mX2 + nµ=ßý)«2 
SA n 
IS 
nµ2(1-aißL) 
(N-n) X2 
IA n 
ss 
+ (N-n)ýý«: )AZ (cµz. 
(N-n) Xo z 
{fir 
-" 
IA {ný 
' Is 
nµ2ß2 
Figure 3.9. Flows associated with each state behaviour type. 
Note that flows for the first two state types (SA/SS and 
SA/IS)- are readily deduced from the solutions derived for the. 
systems presented. Flows of the third state type (IA/S are 
obtained by swapping the arriver centre for the server centre in 
the second state type. Flows for the fourth state type (IX/I-S)- 
are deduced from solution of GE/N/NIIGE/N/N systems but are 
indicated intuitively from the fact that all G/N/NIIG/N/N non- 
queueing systems behave as M/N/NIIM/N/N systems. 
The equivalent single step diagrams for two possible 
GE/m/NIINIIGE/c/N systems showing the four regions of state types 
are given in figures 3.10 and 3.11. 
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M2a2 (MX= + µ2ß1)«z 
µz(1-aißz) 2µe(1-a1ß1) 
(MX= + (c-1) µ=ßz) a. = mXm + cµ2ßs 
mX2oa. 1 + cµ2 mX2a. 1 + cµ2 
mXz + cµzßl mXz + cµzßz 
mXz«. 1 
+ cµ:;! (cµ2 + (m-1)%z«a)Az 
2X2 (1-a113i ) X2 (1-a1ß1) 
7-2 ý, Y-l 
(CAM + Xz«1) ß2 cp. 2ß2 
Figure 3.10. Equivalent single step' diagram for the 
GE/1/NIINIIGE/c/N system with N>, c+m. 
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mx2«m (mX2 + µzI3 ) az 
µ2(1-a1ß1) 21Az(1-az13i) 
(mX2 + (c-1)µ2ß1)a2 (m-1)X o 
... tim -m+1m+2 ... 
(N-m+ 1)µ2ßm (N-m+2)µ2ß2 
(N-c+2) Xc (N-m+1) ) oc 
2 
(c-1)µ2ß2 (cµm + (N-c) X2a, )ß2 
2X2 (1-«. jßj) X2 (1-(xaßi ) 
-1 -2 T 
(cµ2+ xz()ßM Cµzß2 
Figure 3.11. Equivalent single step diagram for the 
GE/1/NIINIIGE/c/N system with N4c+m-2. 
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3.5.1.4. Example System GE/1/-IIGE/1/N 
In the notation of appendix 2 this is an example of a system 
with a censored arrival process. Arrivals from an infinite 
population finding N customers at the server centre are turned 
away and lost-, see-figure 3.12a. Numerical results for non 
product form "open" systems are in general only obtained by 
simulation estimates, but fortunately in this case an equivalent 
system can be constructed with a finite state space. 
Figure 3.12b shows a two stage cyclic system with N+1 
customers. When a departure from the arriver centre finds N 
customers at the server centre it makes an immediate transition 
back to the arriver centre and so re-enters the server there. 
Figure 3.12a&b. Equivalent G/1/oIIG/1/N systems for the {p(s)} of 
the server centre. ýý -"- 
As far as the server centre is concerned a closed system of 
N+1 customers has equivalent behaviour to an open system with 
censored arrivals. The closed system with a reasonable size state 
space can be solved numerically. In this case the exact results 
for the system of figure 3.12b with GE distributions can be 
obtained using the programs of section 3.4.1. 
As noted in section 3.5.1 the ordering of the events during 
simultaneous batch service at the arriver and server centre is 
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important. Due to censoring all possible orderings of a set of 
batch events do not result in the same observed state transition. 
Consider again the example of a 10 member arrival batch to an 
empty server centre. Innaddition let the server centre have -a 
capacity of 5 with censoring of arrivals finding the centre at" 
capacity. Possible orderings resulting in an observed queue 
length of 3 are, 
a) ß1ß1ß1ß1ß1ß1ß 1ßiß 1 
ß2a 
1« 1 cc 
b) ßißiazaißißsßzazai«ißzazßißzßi(yiazßa 
C) 13iasßzas131aißzaißiaiß1aißzai13iazßsß2. 
In the interleaving (a) five of the batch arrival members see the 
service centre full and censor themselves. It is clear that the 
possible orderings giving an observed queue length are not 
equally likely. Consequently a simultaneous batch arriVdl and 
batch service of given sizes will not always leave the-system in 
the same state. Also the likelihood of a given state transition 
is not equal to the one-to-one interleaving seen in (c)'. 
It is interesting to consider a probabilistic analysis 
starting directly from the batch system [XENI, 87]. As observed at 
the end of section 3.5.1 the analysis implies an ordering like 
'It should be noted that scheduling customer level events 
during discrete event simulation imposes an ordering in 
addition to the time component. It has been observed that 
QNAP-2 schedules events to form the kind of one-to-one 
interleaving seen in (c). Thus this system cannot be correctly 
simulated without randomly scheduling the possible 
simultaneous events. This point must always be considered when 
simulations of GE based systems are made. 
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(c) and consequently does not yield an exact solution for the GE 
system in this case. In fact the solution is identical to the one 
obtained when the GB equations of the COX2/1/oIICOX2/1/N are taken 
first to the limit A, - then to the limit Xi-ºOO. 
Clearly the behaviour during simultaneous batch events 
cannot be ignored in this system. Thus when the method used in 
the previous examples is applied the equivalent single step 
M(n)/2/oIIM(n)/1/N obtained from the equivalent single step system 
to the COX2/1/oIIGE/1/N differs from that obtained from the 
equivalent single step system to the GE/1/cOIICOX2/1/N. 
I/ When compared with exact solutions of this system the 
difference is seen only in the ratio of the flows between state 
N-1 and state N. This comparison also shows the equivalent single 
step M(n)/1/oIIM(n)/1/N to the GE/1/ooIIGE/1/N can be obtained using 
flow rates of the equivalent M(n) /i/NIIM(n) /1/N to the 
GE/1/NIIGE/1/N for all but the rate from state N-1 to state N. 
The evaluation of this rate is possible from the transition. 
probability matrix obtained when the COX2 distributions in both 
centres are taken to the GE limit simultaneously., 
Figure 3.13 gives the discrete Markov chain (DMC) for this 
system. 
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S 
t= 
Aztµm 
Figure 3.13. The discrete Markov diagram for the GE/1/-IIGE/1/N 
system seen as the limit of a COX2/1/OOIICOX2/1/N. 
. 
S 
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Examination of the diagram shows two components form the 
flow into state N. Flow from state 0 via a system of loops among 
the vanishing states, and flow in a finite number of immediate 
transitions from each of the states 1 to N-1. The missing GB 
relation in the equivalent single step system is derived from, - 
N- 1 
P(N)µ2_= P(O)X P[O-'NI +E P(n)Xzßi--- 13- 
ý-1 
n 
using 
{Xzal+µz} X2a1+µ2 N-z 
P(O) = P(N-1) 
Xzocz Xz+µzß 1 
Xza 
i +µ2 
N- 1 -n 
p (n) p (N-1) 
ýz+µzß1 
1 Xza1 +µz 
let -= 
x ýz+µzAi 
giving 
{Xmas +µ2 } X=P [ O-ºN ] "-x ß 1'' -r '> 
P(N)µ2 = p(N-1) +E X2 
X202 X^1-2 .,, -1 }c- 
<n. Z> 
where P[0-+N] = u*or an element of the reduced transition 
probability matrix U* of section '3.4.1. "' ._. - 
J In section 3.4.1 the element u*o, is obtained when the 
m(I-C] is inverted. A method of eliminating the loop 
structure from the discrete Markov chain gives a more efficient 
solution. 
Consider the part of the DMC given in figure 3.14a. The 
probability of n immediate transitions round the top loop 
"before" making a transition, say, back down a level (eg the 
number of members of a batch arrival that are lost before a batch 
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departure starts from the server centre causing the server centre 
to instantaneously contain N-1 customers), is geometrically 
distributed, 
Prob[n loop cycles before transition to level N-11 _ (gl3z)-pal 
So, 
Pai 
Prob[transition to level N-1 after )O loop cycles] = 
1-qAi 
where 
lalµl 
Pq= 1-p . 
ý01, LI + ß3LXI 
Thus by "normalising" the immediate transition probabilities 
out of the vanishing state in the loop at level N the DMC in 
figure 3.14b, is obtained. 
a) _ 
b) 
pat 
Go 
%''' 
...... 
''ý qß2 
Pay 
Go 
Go 
ti 
potz f ßlß z 
'ý 
"S" ßiß2 
Poty 
p°czý: /'} 9ß i 
' 9132 
Paz 
1gure 3 14a&b Normalising out loops among vanishing states. 
'ý°cz`ýº: qß i 
............. 
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c) d) 
P«z Pat 
Go Go 
g13z qßz 
Co Go 
qßß qßz 
pat paz 
G1 G, 
Gs G, 
qß2 qß2 
s POI 
Gz Gz 
G, qß, 
Pa"z 
Gz 
Paz qB IL Ga 
: 
'IF qßz ýi'.: qß2 
''' ä'...... 
Pai'...... 
a2S 
Figure 3.14c&d. Normalising out loops among vanishing states. 
A similar argument for the transitions from the loop at 
level N-1 and N-2 gives the DMC in figure 3.14c&d respectively. 
Figure 3.15 gives the DMC for the system with loops** among 
the vanishing states eliminated. 
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-' ---ý 
Ga1 
Qß1 
P°c2 
JJl 
SM GN-2 
r ft 2 
qß2 «z .... .... .... ý- --__ a1s 
q J3 
paL 
B1 
JJ2 GN-1 Gm 
GN- 
1 
Gm 
r1 
qß2 « 
-_/ Poi «S 
Gps_1Gnu 
J+ß'2 GNP 1 
Gm 
sa 
>2+h 1 
x2' 0 
ta1 ßl 1 
X=+µm 
Figure 3.15. Transition probabilities obtained after normalising 
out the loop among vanishing states of figure 3.13. 
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The normalising constants G,, are obtained recursively as, 
n=0 1- qßß 
gß1Paz 
G = O<n<N :1- 
G,, -, L 
ßIL Paz 
n=N :1- 
Gnm- z 
From the DMC of figures 3.15, 
N 
(qß1)-1po 
P[ O-'N ]aß 1' '. ' + 
II GN-k 
k -O 
(9ß1)N-1Pßz 
a2 
IV 
H GN-k 
D. 
The following algorithm of complexity O(N) is used to 
calculate the rate of flow from state N-1 to N. 
Algorithm 3.1. Computation of the flow from state N-1 to N in the 
equivalent single step system to the G/1/oIIG/1/N. 
(ai gi0Aßi'0) 
X :_ (Xz+µzßz)/(Xzai+µz) 
r .= x/131 ;s := 1/r ;t p*OLI*q*A1 
rsum :=0 
stoNsl :=1; 
POtoNsum q*Am 
Gn4. l :=1- q*A1 
for n :=1 to N-1 do begin 
POtoNsum := q/GN. 1 * (p + POtoNsum) 
Gm. 1 :=1- t/GN .1 
rsum :- r*(l+rsum) 
stoNsl :- stoNsl *s 
end 
GN :=1- p*«1*A1/GH=1 ; 
if N=1 
then rateN-1toN Xc /GN/GN=1*(p+POtoNsum) 
else rateN-1toN ((Xý2a1+µ2)/GN/GN=1*x*(p+POtoNsum) 
+X2*rsum)*stoNsl 
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3.5.1.5. Example System GE(n)/1/NIIGE(n)/1/N 
This fully load dependent system again cannot be solved 
using the method of the first three examples. Unlike the previous 
example, all the elements of the reduced transition matrix U* 
must be found. - Transitions from the tangible states 1... N-1 are 
formed from only a finite number of immediate transitions among 
vanishing states, and the appropriate elements in U* are easily 
computed. Only transitions from the tangible states 0 and N enter 
the loops among vanishing states. 
As in the previous example the loop structure can be 
eliminated by normalising. In this case it is necessary to 
eliminate the loop structure for transitions from state 0 to 
obtain the elements u*o,,, HneO... N, and in a symmetrical way to 
eliminate the loop structure for transitions from state N giving 
u*N., , VnE O... N . 
U* is inverted to find the residence probabilities for each 
tangible state as in section 3.4.1. The algorithm used to 
implement the-solution of this system is given in appendix 4. 
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3.5.1.6. Example System M(n) /1/NIIGE/2 (bet) /N 
Figure 3.16 illustrates the system. 
Figure 3.16. Coxian stage representation of 
M(n) /l/NIICOX2/2 (het) /N system 
a 
As only one of the centres contains GE servers the DMC will 
not contain loops among vanishing states. Once the multistep GB 
equations are obtained for this M(n)/GE system they can be easily 
manipulated. The GB equations are obtained by considering the DMC 
(from QNAP-2) of a M(n) /1/NIICOXZ/2 (het) /N system taken to GE 
(figure 3.17). 
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N 
(N-1)X 
Fj «az A N-1 
. µzz{ UM a «a i 
r-ý'ý 
µa3-" 
(N-2) 
«a2 
N-2 
3 
: ;:: {.;: 
«z «a a µ2zß- ,% 
X (2) 
f {' 
2 
«a <11caa`, 
- ``'. `N µaz 
oc, az.. r- 
}4' 1.0 'k '01 
«aa`µaz µzz 
X(0) CO 
Figure 3.17. M(n)/1/NIICOXZ/2(het)/N system at the GE limit. 
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The multistep GB equations observed are, 
P(0)X(0) = P(0)X(0)ass + P(1,0)µsz + p(0.1)µýz 
P(1,0)[X(1)+µsz) - P(0)X(0)as2 + p(1,0)X(1)azs 
N 
+E P(n)µ2ýu 1" 2 
P(0,1) (X(1)+,. ý] P(0.1)ý(1)asý + P(n)µ, 2«tz^-2 
(2) [X(2)+µßz+µzz) a P(1,0)X(1)«2i + P(0.1)X(1)aii 
NN 
+E P(n)µjz«ij"-z +E p(n)µzzaz1^-2 
If the C; is the same for both servers (eg 
«2=«12=«22) the following set of GB equations for an 'equivalent 
single step system can be found, see appendix 5 for the proof. 
Note that this equivalent single step system while equivalent for 
the state residence probabilities does not behave as a 
heterogeneous server system where one server (usually the 
fastest) is always chosen by an arriver at the idle centre. 
Ti 
p(0)X(0)a2 = p(1,0) 
X(1)a2 
1± 
Tiµiz[1/Ti + 1/T2] -" 
p(O)X(O)Y- X(1)a2 = p(0,1)µ=z[T, + TT] 
IP(0,1) + p(1.0)1X(1) = P(2)(X(2)al+µ' 
Hne 2... N-1 
p(n)X(n) = p(n+1) (X(n+1)ai+µ' } 
P(N-1)X(N-1) - P(N) 
where 
T, _ /ß 
(1) a2+µ 12 
T2 = /ß (1) a2 +µ2m 
µ' = µz=+µm2 
The GB equations for n>1 are identical to those of the 
single server M(n)/1/NIIGE/1/N with service rate µ'. 
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Solutions of two centre systems are important building 
blocks in approximate QNMs. In many of the approximate QNMs 
proposed these building blocks are embedded within iterations eg 
Marie's iterative method (MARI, 79] or Chandy, Herzog and Woo's 
Norton's Theorem based approximation' (CHAN, 75]. As the system may 
be solved for each iteration it is important that the solution is 
efficient. 
 In this example an efficient solution is obtained when the 
GE distribution is assumed. The solution could be used to extend 
both these algorithms to the heterogeneous server case that is 
encountered in real computer systems eg when the system contains 
a tightly coupled pair of processors of differing power. 
3.5.2. 
Major Result. 
The major result is the efficient solution for GE/m/NIIGE/c/N 
systems. This solution is derived in section 3.5.1.3. In addition 
it has been found to extend readily to the case of load dependent 
rate systems and to forms of blocking, see appendix 3. Bernoulli 
feedback loops at the centres can be removed using a simple 
correction [KUEH, 79]. 
Service blocking occurs in a GE/m/NaIINIIGE/c/N9 when the 
number of customers at the server (arriver) centre reaches 
N3(Na). At this point the customers (if any) in the arriver 
(server) centre are "frozen" in service. When the number of 
customers in the server (arriver) centre falls below N3(Na) the 
frozen customers are able to continue service. 
Transfer or classical blocking again occurs when the number 
of customers at the server (arriver) centre reaches N, (Ni). But 
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in this case the arriver (server) centre server(s) can complete 
serving the current customer(s) who then wait until space is 
available in the server (arriver) centre before immediately 
transferring there. Akyildiz [AKY1.87a] has demonstrated an exact 
transformation can be made between the state space including the 
transfer blocked states to that of a non-blocking system. Called 
bijective transformation this method equally applies to. systems 
with 'general service time distributions including the GE cases 
considered here. 
If departures from the arriver centre immediately transit 
back to the arriver centre with the random switch probability 
paa, and similarly p for the server centre, then the following 
transformation can be made to produce an equivalent system 
without feedback loops. 
fi(n) 4- [1-paa IX(n) _ 
Cä '- pa a+[ 1-pa Cä 
p(n) 4- [1-psa ]µ(n) 
Cä '' Ps s+[ 1-Pss ] Cs 
The transformed system can be solved using the major result 
to yield the exact queue length probabilities for the original 
system. 
Combining these observations gives the single algorithm 
below. 
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Algorithm 3.2. Solution to GE/m/N, IINIIGE/c/N, 
Bernoulli feedback loops. 
Input Parameters 
systems with 
N- the population 
Hcc[a. s 
N. - the capacity of centre c 
VnE1... NN 
ri(n) - the load dependent service rate 
C; _- 3 the coefficient of variation squared of the centre 
service 
c. - the number of servers in centre c 
S. '- the scheduling policy e( PS, FCFS ) 
(PS - Processor Sharing) 
B. - the blocking mechanism e{ SV, TR ) 
(SV - service, TR - transfer) 
pýý- the Bernoulli feedback probability 
System Transformation 
( find extent of feasible states ) 
kz E-- max (0 , N-Na ) k2 E- min(N, N, ) 
( find trap 
case B, of 
TR: br- 
SV: bý 
case Ba of 
TR: b2 
SV: b2 
sfer blocked state extension } 
ki - min(cs , ki) kjL 
k2 + min(cd, max(O, N-N, ) ) 
km 
i find the load dependent rate of the transformed server centre } 
µ (bß) 4-- 0 
V nE bi+l... k2 
µ (n) - min (n, c, ) r, (n) (1 - p ) 
VnE km+1 
... 
b2 
µ(n) (k2) 
C3 p, ,+ (1 - Ps C2, 
( find the load dependent rate of the transformed arrival centre) 
(N-b2) t- 0 
HnE bo-1 ... k, X(N-n) - min (N-n, c, ) r, (N-n) (1 - Paa ) 
Vnr: kL-1 ... bz X(N-n) - X(N-ki) 
Cä _ Pa a+ 
(1 Pa Cs a 
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Solve transformed system 
( find the GE distribution parameters } 
a2 E" 2/(Cs+1) 
as-1- a2 
A2 4- 2/(Cä+1) 
Aý "- 1- AZ 
VnEb, 
... b2 
µ2 (n) 4- amp (n) 
X2(n) F ß2X(n) 
{ find the flow ratios of the equivalent single step system ) 
x(bz) E- 1 
Vne bý+1 _ b2 
up_f l ow (n-1) 
x(n) F- 
down_flow(n) 
where (see figure 3.9) 
node-type(n) = SA/SS : X2(N-n) + pm(n)ßz 
node_type(n) = SA/IS : [X (N-n) + µ2(n)ßß]«2 
up-flow(n) 
node-type(n) = IA/SS :X (N-n)[1 - a1ß1] 
node-type(n) = IA/IS : Xm(N-n)a2 
node_type(n) = SA/SS :X (N-n)a, + µ2(n) 
node-type(n) = SA/IS : µ2(n)[1 - «ißi] 
dowji_f low(n) 4-- 
node_type(n) = IA/SS : [X2(N-n)ai + p2(n)]ß= 
node_type(n) = IA/IS : pm(n)ßz. 
-idle_arriver(n) A -idle_server(n) : SA/SS 
-idle_arriver(n) A idle_server(n) : SA/IS 
node-type(n) 
idle_arriver(n) A -idle-server(n) : IA/SS 
idle_arriver(n) A idle-server(n) : IA/IS 
idle_arriver(n) "- (n < N-c, ) V (n = b2) V (Sa a PS) 
idle_server(n) - (n < c, ) V (n - bi) V (S, a PS) 
Obtain queue length distribution 
{ find the unnormalised state residence probabilities for the 
{ system including transfer blocked states. p'(n) 
{ and unnormalised mean queue length of the original system, 
VnE 1... bß-1 
P, (Ii) 4- 0 
P' (bz) ý- 1 
LE- ki 
sum ý-- 1 
VnE bL+i ... b2 
P' (n) t- p' (n-1) x(n) 
L-L+ min(k=, max(n, k, )) 
sum t- sum + p' (n) 
VnE b2+1 ... N 
p' tn) t- 0 
( normalise ) 
LPL/sum 
nE bi ... b2 
P' (n) 4- P' (n) / sum 
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} 
} 
L} 
{ aggregate the transfer blocked states to give the queue length) 
( distribution of the original system } 
P (ki) F- P' (bL) 
'd nE bi+1 ... ki 
p (ki) 4- P(ki) + P'(n) 
HnEk, +1 ... k2 
P (n) "- P' (n) 
F) ne k2+1 ... 
b2 
P (k2) -P (k=) + P' (n) 
( find the system through-put of the original system ) 
X4-0 
Jnc: . bz+1 ... b2 X*-X+µ(n) p'(n) 
Output 
'dnE 0... N 
p(n) - the queue length distribution for the server centre""_"- 
L- the mean queue length of the server centre 
X- the system through-put rate 
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3.5.3. Numerical Results for Two Centre Systems. 
In this section the behaviour. of two centre systems with GE 
and COX2 distributions will be illustrated and compared. Results 
for 'GE systems are obtained using the solutions derived in the 
previous section. Results for systems containing COX2 
distributions are obtained by matrix inversion using QNAP-2. 
3.5.3.1. Bounds. 
Bounds define the maximum and minimum of a range in which 
the value of a variable may fall. The results obtained from 
observing a system or from a QNM are usually statistical 
expectations, such as the mean, for important variables. When the 
information' used in a model is incomplete there may be a range of 
results that correspond to the potential range of input 
parameters specifying the missing information. In this case it is 
useful to be able to select a result according to unbiased 
criteria (using Maximum Entropy (ME) [JAYN, 68]) and/or to obtain 
bounds on the range of possible results. 
In system performance the pessimistic bound is generally the 
most interesting, eg to demonstrate that a system will meet. °, a- 
minimum specificationýin the worst case. The important variables 
in computer systems are response times, through-puts, 
utilisations and queue lengths both for the system as a whole; and 
for components, in the system. In closed systems the bounds on the 
mean through-put : (X) are clearest (the queue lengths are 
interdependent see section 3.5.3.3), X is related to the 
utilisations and response times by Little's Law. 
In section 2 the service time distributions used in QNMs are 
seen to strongly influence predictions. It is difficult to obtain 
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a complete characterisation of 
usually only one or two moments 
moment is available the least 
distribution is the exponential, 
the least biased choices are 
(p(t-0]>0) [KOUV, 88a]. 
a distribution used in a QNM, 
are available. If only the first 
biased choice (by ME) for the 
if only the first two moments, 
the normal (P[ts0]=0) or -GE 
An infinite number of service distributions can be chosen 
S 
with the same first two moments. Two of these distributions will 
give bounds for a performance variable. It is difficult to proove 
which distributions give the bound even in such simple two centre 
systems. The following experiment attempts to determine where the 
bounds of X lie for COX2/m/NIICOX2/c/N systems, eg when the 
service distribution is specified by only the first two moments 
of a2 stage Coxian distribution. 
The base system for the experiment is the COX2/m/511COX2/c/5 
with load dependant rates and C2'aC2=10. The load dependant rates 
are defined by, 
i1 
fi(n) (n) 
min(n, m) min(n, c) 
Three parameters are varied in the experiment, m and c the 
number of servers in the arriver and server centres respectively, 
and ia multiplier to control traffic intensities at the centres. 
The variables take values from the set. 
c, m, i e (1,2,3,4,5) 
For each permutation of these parameters the system is 
solved for 5 distributions, exponential (M). H= k-1.111, 
16 k=2.0,16 k=10.0, GE. The distribution giving the lowest value 
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of X is indicated in the appropriate location on the following 
table of experiment points. 
Table 3.2. Distribution giving minimum through-put for each 
sample point. 
i=1 
5 
4 
s 
m 3 
2 
1 
i=2 
5 
4 
m 3 
2 
1 
10.0 GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE 10.0 
12345 
C 
GE -GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE 10.0 
GE GE GE 2.0 2.0 
1 2 3 4 5 
C 
i=3 
5 
4 
m3 
2 
1 
GE GE GE GE- GE 
GE GE GE GE GE 
GE GE GE' GE GE 
GE GE GE GE 2.0 
GE GE 2.0 2.0 2.0 
12345 
C 
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i=4 
5 
4 
m3 
2 
1 
i=5 
5 
4 
m3 
2 
1 
GE GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE 10.0 
GE GE GE GE 2.0 
GE GE 2.0 2.0 2.0 
12345 
C 
GE GE GE GE GE 
GE GE GE GE GE 
GE GE GE GE 10.0 
GE GE GE GE 2.0 
GE GE 2.0 1.11 1.11 
-12345 
c 
It is clear in most cases the GE gives the lowest value for 
X, in all cases the exponential gave the highest value. In the 
case of none queueing G/5/51IG/5/5 systems all distributions give 
the same X. The distribution giving the lower bound on X moves 
away from the extremal GE to F6 distributions with decreä'si-ng- 
values of the tuning parameter k as the load on a centre with 
ample or near ample servers increases. In all systems the X for 
the GE distribution was never greater than 2.3% from the X of the 
distribution giving the lowest X. This maximal difference 
occurred with (i-2, m=1, c-51. 
The results of this experiment agree with other comparisons 
and it is felt safe to conjecture that in general G/m/NIIG/c/N 
systems with load dependent rates use of the GE will give a value 
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of X that can be take as the 
practice. 
lower (pessimistic) bound in 
Graph 3.2 shows graphically the behaviour of X in different 
systems with different distributions. Again the GE is seen not to 
give the lowest value for X. when one of the centres has ample 
servers. 
0.8 
0.7 
X 
0.6 
0.5 
C°1 
c=2 
c-3 
c-4 
Graph 3.2. Through-put (X) of different G/1/411G/c/4 systems when 
the number of servers (c) is increased to the number of potential 
customers (4). 
When the C2<1 systems with GE distribution appear to give 
optimistic bounds for X (though the GE is improper reasonable 
results for a good range of system parameters can usually be 
obtained for the (p(n))). In general there is little difference 
between the bounds for those systems where the distributions all 
have C2<1. In systems where Cä>1 and C; <1 (or vice versa) the 
high variance, generally dominates the performance (depending on 
the service rates) and consequently the bounds. 
M k=2 k=4 k=16 k=64 GE 
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3.5.3.2. Comparison of Queue Length Distributions: 
Graph 3.3 gives the queue length distribution (p(n)) for 6 
G/1/511G/3/5 systems. The systems are chosen to illustrate the 
variation in the (p(n)) as the H2 distributions are taken towards 
the extremal GE. It is clear that the (p(n)) due to 16 
distributions with larger tuning parameter k are closer. to the GE 
(p(n) F. 
0.3 
0.2 
p(n) 
0.1 
0.0 
Graph 3.3. Queue 
systems. 
-M ka2 
k-4 
k-16 
k-64 
GE 
n 
length distributions (p(n)) for G/1/51IG/3/5 
It is observed that, in this case when C" >1, the increase in 
stochastic disorder towards the GE increases the proportion of 
time the centres are idle, eg the (p(n)} plot becomes depressed 
012345 
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in the middle and the p(0) and p(N) probabilities increase. 
Though this is always the case when both centres have single load 
independent servers it is not when the number of servers in a 
centre approach the centre capacity, eg near ample servers. The 
same display for a G/1/51IG/5/5 system is given in graph 3.4. 
0.3 
0.2 
p (n) 
0.1 
0.0 
Graph 3.4. Queue 
systems. 
M 
k-2. 
k=4 
k-16 
k-64 
GE 
n 
length distributions {p(n)} for G/1/511G/5/5 
On graph 3.4 there is seen to be less difference between the 
systems. This is expected as the probability of a customer 
J queueing in the system is reduced, in a non-queueing system all 
service distributions give the same (p(n)). 
012345 
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3.5.3.3. Bottleneck Anomaly. 
Bondi and Whitt (BOND, 85] have recently reported the so 
called "bottleneck anomaly" of finite population networks. This 
anomaly occurs when the C; of the bottleneck device is increased. 
Contrary to the effect in an open network the mean customer 
number <n) at the bottleneck decreases. The effect is explained 
by the higher sensitivity of <n) to the arrival process 
variability than to the service variability. Eg an increase in 
variability in the arrival process causes a larger increase in 
(n) than the same variability increase in the service process. 
As the bottleneck device is heavily utilised the increase in 
C; is strongly transmitted to the departure process and so to the 
arrival processes of other centres in the network. The effect at 
these centres generally outweighs that at the bottleneck and 
customers of the finite population tend to be delayed longer at 
them. The net effect is an increase in (n) at these centres and a 
decrease in (n) at the bottleneck. 
The bottleneck anomaly had been reported in the context 
networks of centres with single servers. Graph 3.5 shows that 
changing the variation of the service of a multiserver bottleneck 
can increase or decrease the (n). In many cases the anomaly is 
not seen to hold when the bottleneck has more than one server 
indicating that the increase in service variation is not strongly 
transmitted to the departure process despite the high utilisation 
and/or the delay to customers due to the effect of the increase 
in service variability at the bottleneck may outweight the 
effect of increased arrival process variability at the other 
centre. 
100 
4 
. 
25 
4.0 
(n-) 
3.8 
3.6 
C2 - a 
CZ -º s 
X=2, µ=1 
Graph 3.5. The G/1/511G(PS)/1/5 system. the server centre is 
always the bottleneck. The more darkly shaded blocks do not 
follow the bottleneck anomaly. (Note a G/1/511G(PS)/1/5 is 
equivalent to a G/1/511G(n)/5/5. ) 
6.0 6.0 0.5 0.5 6.0 6.0 0.5 0.5 
GE Heb GE Eý GE Heb GE E2 
0.5 0.5 0.5 0.5 6.0 6.0 6.0 6.0 
GE E2 GE E2 GE Heb GE Heb 
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3.6. Using the Building Block to Extend the Tandem Finite 
Buff er. Approximation. 
The inclusion of the variance in service and arrival 
distributions enables the modeller to capture a parameter that 
has a powerful effect on system performance (eg LAZO, 771. 
Decomposition methods used in approximate solutions for general 
networks capture the effect of variance by solving exactly a two 
centre system [eg CHAN, 75; MARI, 79]. This approach has been 
suggested in approximations for networks including blocking 
[AKYI, 87b]. 
As an example of its utility the efficient and flexible two 
centre system building block given in section 3.5.2 is used to 
extend the variable buffer-size building block [SURI, 84]. The 
variable buffer-size building block forms the basis of an 
approximation for tandem finite buffer networks [SURI, 84&86]. The 
extended approximation, can capture the effect of service time 
variability on the performance of this system. 
3.6.1. Extension of the Variable Buffer-size Model. 
This building block proposed by Suri and Diehl (SURI, 84&86) 
for-the solution of tandem finite buffer systems consists of the 
weighted aggregate of fixed buffer solutions. In the notation 
of appendix 2 the fixed buffer systems are of the class 
M/1/NIINIIM(n)/1/Ns where the blocking mechanism in the arriver 
centre can be service or transfer. 
If the appropriate coefficients of variation are known the 
fixed buffer systems could be modelled using the major result 
(section 3.5.2) as. GE/m/NIINIIGE/1/N, systems where the server 
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centre has load dependent rates. This extension is made to 
indicate the utility of the major result in decomposition based 
approximations. It is not intended to fully develop or validate 
the extension illustrated here. The only results presented are 
for the "realistic" examples quoted in the papers by Suri arid 
Diehl [SURI. 84&86]. 
These examples have been reworked including realistic values 
for variation in the queueing centre service distributions. 
Estimates with 95% confidence intervals on the steady-state exact 
results in these cases are provided by QNAP-2 simulation runs 
(the GE is used for non exponential distributions) . This provides 
an indication of the impact of variability on system behaviour. 
The results from the approximation using various techniques for 
estimating the variability are presented. 
The obvious extension of the variable buffer-size building 
block is to use the variability parameter for the queues as Cä in 
the GE/m/NIINIIM(n)/1/N, solved as fixed buffer systems. The 
results using this method are under the heading Exp in the 
tables. 
Sevcik et al [SEVC, 77] noted an improved performance in the 
approximation proposed by Chandy et al [CHAN, 75] using the 
M(n) /1/NIINIIG/c/N when an estimate of C; to a centre alowed use of 
the G(n) /1/NIINIIG/c/N. Similarly the GE/m/NIINIIGE(n) /1/Ns is used 
with C; equal to that of the upstream server. Results in this 
case are under the heading C;:. i. 
In blocking systems a centre's performance is not only 
affected by the upstream C. A centre that is regularly blocked 
is strongly influenced by downstream service variability. 
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Consequently results are obtained when C; equal to that of the 
downstream server is used in the GE/m/NIINIIGE(n)/1/N,. These are 
given under the C2 a-, heading. 
Service Blocking Systems 
1) Disk to Tape Backup System. 
Disk CPU Tape 
x b2 µ2 bi µl 
1/30ms 2 1/15ms 2 1/17ms 
C; =1 100 1 
Exp. Assumtion 
Sim. Approx. 
Backup *Rate, (Blocks per sec. ) 
GE Assumption 
Sim. Exp C; : ýý C2 i-1 
26.84 26.73 21.39 ± 0.35 
25.48 24.96 error(96) 
23.89 23.89 16.53 
11.69 11.69 -22.72 
2) A Mass Storage System 
MSS Disk CPU 
X b4 µ4 b3 µ3 
rte-` continued ... 
-L-J 11ý 1/45ms 3 1/3Oms 2 1/12ms C; =1C; =1C; = 100 
Disk MSS 
bm µ2 b, 
rr 
3 1/30ms 2 1/45ms -" 
C2 =1 C; -1 
Processing Rate (Blocks per sec. ) 
Exp. Assumtion GE Assumption 
Sim. Approx. Sim. Exp C, s C; 
16.36 16.13 14.29 ± 0.29 14.13 11.75 10.31 
14.49 12.88 error(%) -1.12 -17.77 -27.85 
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3) A Terminal Concentrator 
Concentrator Channel CPU 
b2 bi µs. 
1/9ms 2 1/2ms '2 1/12ms 
C; =11 100 
Communication Rate (Messages per sec. ) 
Exp. Assumtion GE Assumption 
C Sim. Approx. Sim. Exp 31ý1 C; s-z 
72.30 72.10 47.62 ± 0.88 68.26 45.87 . 61.92 51.83 51.41 error (s) .. 
43.34 -3.67 30.03 
1 
4) Communication Network with Window Flow Control 
b4 µ4 bz µ3 bý µ2 bi 
1/lOms 2 1/10ms 2 1/10ms 2 1/lOms 
C, - 10 10 10 10 
5 Jobs 
Communication Rate (Messages per sec. ) 
Exp. Assumtion GE Assumption 
Sim. Approx. Sim. Exp q-4-1 C; 31-1 
53.15 50.33 30.66 ± 0.44 
73.35.64.16 error(s) 
5) Real-Time Data Gathering System 
Local Main 
Data Buffer DMA Memmory CPU 
% b: s 1A3 
b2 A= 
1/5 
C; 1 
Exp. Assumtion 
Sim. Approx. 
60.38 60.39 
36.82 36.85 
34.38 29.15 29.15 
12.13 -4.92 -4.92.. 
Disk 
Buffer Disk 
bs Mi 
2 1/2ms 4 1/10ms 2 1/12ms 
1 100 1 
Data Gathering Rate (Blocks per sec. ) 
GE Assumption 
Sim. Exp C; , ý, C; a-z 
44.13 ± 0.64 45.38 43.32 41.66 
error(%) 2.83 -1.84 -5.60 
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6) Real-Time Data Gathering System with Dual CPU 
Local Main Dual Disk 
Data Buffer DMA Memmory CPU Buffer Disk 
X b= 1'L3 bz µm bz µz 
1/5 
C; a1 
Exp. Assumtion 
n. a~ n. a. 51.85 ± 0.83 
error(s) 
Transfer Blocking Systems 
Equipment Location Problem 1. 
45.42 43.49 42.02 
-12.40 -16.12 -18.96 
The machine, i, with mean service time 5 has a C; -10. 
Service Buffer Production Rate (5 Pallets) 
Times(1/µ: ) Sizes(b: ) Sizes 
Sim. Exp C; :. ý Cs : -: 
10,5,20 oo, 1,3 0.0470 ±. 0003 0.0473 0.0473 0.0452 "` 
10,5,20 °, 3,1 0.0424 ± . 0003 0.0437 
0.0437 0.0419 
10,20,5 -, 1,3 0.0470 ± . 0005 
0.0498 0.0474 0.0473 
10,20,5 oo, 3,1 0.0436 ± . 0003 0.0476 
0.0455 0.0437 
1/2ms 4 1/20ms 2 1/12ms 
1 100 1 
c-2 
Data Gathering Rate (Blocks per sec. ) 
GE Assumption 
Sim. Exp C; , tIL C; s-: 
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The machine, i, with mean service time 16 has a Csa100. 
Service Buffer Production Rate (Parts per hour) 
Times(1/µ: ) Sizes(bi) M Assumption GE Assumption 
2. C;: _ý Sim. Approx. Sim. Exp C2 
14,16,5.20 00,3,1,2 149.0 146.9 99.8 ±1 .5 99.0 87.1 99.0 14,5,16,20 00; 1,3,2 144.4 143.6 97.9 ±2 .1 101.5 101.5 88.9 16,5,14,20 00,1,2,3 151.4 149.5 97.6 ±1 .7 101.2 90.4 74.9 
3.6.2. Discussion of the Extension Results. 
Empirical evidence has shown the cpu generally gives service 
with a C; >1 1SAUR. 75 p88]. 150 in the system reported by Lazowska 
[LAZO, 771. Similarly observation of the data traffic on local. 
area networks reveal distributions with C2 upto 100 [MARS. 85]. 
The simulation results show the striking effect of including this 
service variability in the model. 
It is clear from the results a good approximation including 
service variability must account for both upstream and downstream 
effects in this case. The examples where a highly variable 
bottleneck dominates performance the C;: {, approximation is 
superior see for example service blocking system 3. When the 
bottleneck is likely to be blocked by a highly variable centre 
with limited capacity the C;: -ý approximation is superior see for 
example transfer blocking system 1 in the forth arrangement. 
Equipment Location Problem 2. 
tLL 
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The approximation suggested by Suri and Diehl may not be the 
most suitable for inclusion of variability. In determining the 
effect of downstream variability an estimate of the blocking 
probability would be Useful. Additionally more simplistic 
iterative approximations based on system-wide constraints achieVe'- 
comparable accuracy (DALL, 88) indicating that much information 
calculated in the Suri and Diehl approximation may be available 
in more economical forms. 
S 
Noting the influence of downstream variability in blocking 
systems also suggests a potential weakness in the approximation 
suggested by Akyildiz (AKYI, 87b]. This approximation is based on 
Marie's iterative algorithm (MARI, 79] which in known to be 
insensitive to network topology. 
The performance of service blocking system 6 with multiple 
servers is not well approximated. Whether this is an inherent 
fault of the Suri and Diehl method or a problem with the 
extension is not known. When an ample server centre is used for.. 
the infinite buffer centre (transfer blocking system 1) the 
results look good. 
It should be noted that results quoted by Suri and Diehl for 
the approximation with transfer blocking require a violation of 
the theoretical fixed buffer model. The departure rate from the 
transfer blocked states must be left load dependent not made 
equal to the rate at buffer capacity. 
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3.7. Conclusions. 
The GE distribution is specified by the first two moments 
and has a simple form. It is a batch distribution but can be seen 
as the limit of two stage hyperexponential distributions. From. 
this extremal 'position it can be proved to provide bounds in 
GIG/1 systems [WHIT, 84a]. 
The section introduces the GE distribution to established 
methods of queueing network solution. The simple distributional 
form leads to computational savings compared to alternative 
characterisations. By taking the limit of the GB equations for 
COX2 based systems an equivalent single step solution to the 
multiple step GE system can be obtained. In some cases transition 
rates between states of the equivalent single step solution are 
seen to depend only on a state behaviour type. Consequently a 
simple general solution for GE/m/N, IINIIGE/c/N, systems can be 
presented: 
When the GB equations for COX2/COX2 systems are taken. to the 
GE/GE limit simultaneously, exact solutions for the state 
residence probabilities can be. derived in relatively simple 
forms. The solutions to M(n) /1/NIIGE(n) /1/N, GE/1/cIIGE/1/N, 
GE(n) /1/NIIGE(n) /1/N, and M(n) /1/NIIGE/2 (het) /N are derived by such 
methods. 
If all simultaneous batches of the same size have the 
equally likely outcomes the M(n)/M(n) system found taking the 
limits sequentially is conjectured equivalent for the state 
residence probabilities. This is based on the observation that 
one outcome can be interpreted as composed of simultaneous 
batches having no effect on the system "followed" instantaneously 
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by the remaining events of the bigger batch. Consequently 
simultaneous batches need not be considered in the analysis and 
taking limits sequentially will not loose relevant system 
behaviour. 
Taking sequential limits of GB equations has been possible 
from COX2/COX2 systems where one centre has multiple identical 
servers. In 'section 3.5.1.3 the observation of state behaviour 
types' allows further conjecture into two centre systems where 
both centres may contain multiple identical load dependent rate 
GE servers. The conjecture allows the construction of a building 
block as the major result presented in section 3.5.2. 
To put the major result in perspective consider the 
following table of orders of multiply/divide operations for 
various GE/m/NIIGE/c/N system solution methods. The methods 
available are, 
(a) direct inversion of the transition probability matrix of 
the K. state COX2/m/NIICOX2/c/N system at the GE limit, 
(b) solution of the K. state COX2/m/NIICOX2/c/N system at the 
GE limit via the reduced matrix U* of Kt states (section 3.4.1). 
(c) using the major result presented in section 3.5.2. 
method order of multiply/divide operations 
a) O(K. ' ) 
b) 0(max(K1. -Kt. Kt)') 
C) O(10*Kt) 
In given systems these evaluate to the following, 
SYSTEM K. Kt (a) (b) (c) 
GE/1/511GE/1/5 20 6 8*10N- 3*10s 60 
GE/1/511GE/3/5 54 6 2*10ý 1*10M 60 
GE/1/511GE/5/5 94 6 8*10ý 7*10ý 60 
GE/2/5IIGE/5/5 124 6 2*101, 2*106 60 
Note the Herzo g, Woo and Chandy method [HERZ. 75) for 
recursive sol ution of the GB equatio ns requ ires 0(75*K1. ) 
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operations when applied to single server load dependent systems, 
when N-5 this is x103. 
If a COX2 distribution is used rather than the GE, the 
complexity of method (a) applies, unless the Herzog, Woo and" 
Chandy recursive technique is available for the system. 
It is clear that the GE distribution provides great savings 
in corputer time and space for the solution of these systems. As 
noted in section 3.4.3.1.6 this is especially important when the 
system is solved within an iterative algorithm. 
Section 3.5.3 illustrates other properties of two centre 
systems solved by the major result. Among two centre load 
dependent rate multiserver systems the GE based solution is seen 
to provide practical pessimistic bounds for mean throughput 
rates. The bottleneck anomaly is not the rule in many closed 
networks of multiservers. 
A number of approximation methodologies for queueing network 
models are based on some form of decomposition. When the 
decomposition yields a two centre system efficiency requires fast 
accurate two centre system solutions. 
The performance of a queueing network is strongly dependent 
on service time variability. The major result provides a flexible 
and efficient solution for two centre systems including 
variability parameters. As an example of its applicability the 
result is readily used to extend the tandem finite buffer 
approximation for blocking networks (SURI, 84&86). Limited 
realistic examples show the importance of capturing the system 
variability in a blocking model. In addition when the effects of 
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up and downstream variability are, included the extended 
approximation results look promising. 
4 
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4. PARAMETRIC VALIDATION OF APPROXIMATIONS FOR SINGLE 
CLASS CLOSED NETWORKS OF FIRST-COME-FIRST-SERVED 
CENTRES WITH GENERAL SERVICE TIMES. 
4.1. Introduction. 
A major influence on results from a QNM is the service (or 
arrival) distribution at queueing centres [LAZO, 77; PRIC, 76; 
LIPS, 791 (see also section 2). Observation has shown the service 
distribution of the cpu is hyperexponential (eg more variable 
than exponential) and disks hypoexponential [SAUR, 75 p883. 
Statistical distributions associated with network data traffic 
are substantially hyperexponential [MARS, 85]. In this section 
only fixed population (closed) QNMs will be studied. This class 
of_ QNM is appropriate for modelling networks with population 
control and computer systems. 
QNMs containing first-come-first-served (FCFS) centres with 
nonexponential service distributions do not possess the 
separability or product form (PF) property that enables fast 
exact solution based on mean value analysis (MVA) or-convolution. 
Statistical solution by simulation takes a relatively long time.. 
A number of algorithms have been proposed to approximately 
solve closed non-PF QNMs of this type [CHAN, 75; SHUM, 76; COUR, 77; 
SEVC, 77; MARI, 79; TRIP, 79; REIS, 79; AGRA, 84; WHIT. 84b; ZAHO, 83; 
KOUV, 86a]. While validations and comparisons have been performed 
in the past not all the algorithms were available [BALB, 79a; 
WALS, 84; BOND, 841 and the number of tests small. Even so an 
insight into the behaviour of this class of networks has been 
gained and can be used as validation criteria for approximate 
solutions [BOND, 85]. 
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Recently there has been a trend towards more exhaustive 
validation of approximations (for example [KRES, 84; ZAHO, 84; 
CHAN, 82]. The motive for this trend is summarised by the 
following quote [HEID, 84]. 
"Because error bounds are usually not available with- 
approximation technique, the accuracy of the method in any 
particular case can only be determined by comparison to 
simulation (or exact solution if the state space is small 
enough). In order to develop generally applicable and 
reliable approximation techniques that can be incorporated 
into a package for, say, capacity planing, it is necessary 
to thoroughly validate the approximation over a wide range 
of parameter values by comparison to simulations. While it 
is relatively easy to suggest approximations, it is 
di-fficult. tedious, and computationally expensive to 
validate them. ... 
An ideal validation study identifies a practically 
important class of models and key parameters of that class. 
Validations are then performed over the entire range of the 
parameter space and error quantified in terms of the 
parameters. ... 
This type of comprehensive study becomes more 
difficult to design and expensive to perform in networks 
having more than two queues for which there may be more 
than two key parameteres. " 
Approximation performance must be described in terms of both 
accuracy and reliability. Where accuracy is taken as a measure 
proportional to expected error and reliability a function of the 
expected spread of error. Both these qualities but particularly 
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reliability require that a validation study applies the 
approximation to a statistically representative sample of 
networks from the target population. With a target population of 
networks specified by a limited number of parameters it is 
possible to generate a representative sample from the cartesian' 
product of sets of discrete values for each parameter [BRYA, 84]. 
The validation technique used in [BRYA, 84] has been recently 
refined and proposed as "Parameter Space Mapping" [EAGE, 88 p182]. 
While it is not claimed to preclude "Random Network Testing" the 
authors believe in its superiority for validating "Local" 
approximations. Features such as priority queueing are taken as 
local in effect on the QNM and justify decomposition based 
validation. The recommended (and feasible) test bed consists of a 
two centre system where one centre contains the feature requiring 
approximation the other centre represents the environment. 
The use of a restricted two centre test network small enough 
to mag favours those approximations based on decomposition. The- 
CORT approximation solves this system exactly. The major 
criticism cited against random network testing is the lack of 
association between error and network parameters. The rändern' 
network based validation study here tackles this issue. In 
addition the feature considered here while local in origin exerts 
its effect globally in the network [BOND. 85]. 
Parameter Space Mapping is not feasible for the 
approximations considered here as the target population is 
specified by 0(M2) parameters where M is the number of centres in 
the network. In addition approximation performance is related to 
overall properties of the network such as load or load 
distribution that depend on the relative values of a number of 
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the basic parameters. These global network properties can be 
considered as metaproperties and the relation between 
metaproperties and approximation performance is more useful. 
For example the degree a network departs from PF would beJ 
expected to relate to the service time coefficient of variation 
(C, ) of the centres. Less obvious is the influence of centre load 
eg a network where the one centre with high C; has a low load 
will be closer to PF than a similar network where the centre is 
under heavy load. 
The validation is performed by taking random samples from 
populations of networks specified by ranges of basic parameter 
values. By varying the ranges taken by the basic parameters 
different populations can be sampled. Approximation performance 
can be assessed over samples from populations exhibiting 
differing degrees of a given metaproperty. 
The variables used to summarise approximation performance- 
compared to exact, results are error tolerances (CHAN, 751. 
percentage relative error in response times (ZAHO, 841 and 
iteration counts where applicable. The statistics taken on these' 
variables are the mean, standard deviation and maximum value. 
Error tolerances provide a concise way of presenting information 
on significant error in approximation performance, the method of 
calculation and justification can be found in (CHAN, 75; CHAN, 821. 
4.2. Techniques. 
The work bench for the study is implemented as separately 
compiled modules. Modules for the approximations are constructed 
where possible using library routines. The library provides, for 
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example, a general building block for solving two centre systems. 
According -to the parameters passed the procedure uses, for 
example, the result from section 3 given GE 'distributions or 
recursive , techniques given two stage Coxian distributions 
[HERZ, 75]. A driver program coordinates test network generation, 
running of approximations and result summary presentation. 
Included in the validation are all well cited approximations 
seen in the literature and applicable to the class of networks 
considered. The approximations and abbreviations used are, 
EXP - exact solution assuming exponential service times. 
CHW - Norton's theory based approximation [CHAN, 75]. 
SLTZ - Extension to CHW [SEVC, 77]. 
EPF - Extended_ Product Form approximation [SHUM, 76; 
SHUM, 77]. 
GPF - Generalised Product Form approximation an extension of 
EPF (TRIP, 79). 
GORT - decomposition approximation [COUR, 77 P73]. 
ZLG -a decomposition based approximation (ZAHO, 83], 
MVAB - Mean Value Analysis based approximation 
LAZO, 84]. 
[REIS, 79, 
RTP - Response Time Preservation based approximation 
(AGRA, 84]'. 
MAR - Marie's Iterative approximation [MARI, 79]. 
FPM - Fixed Population Mean approximation [WHIT, 84b]. 
UMEWC - Universal Maximum Entropy approximation 
[KOUV. 85&86a] with a correction due to Walstra [WALS, 84]. 
The implementations are validated against reported test 
results in the original references and subsequent comparisons 
[BALB, 79a; BOND 84]. For the iterative approximations convergence 
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criteria are chosen to give roughly 2-3 figure accuracy in centre 
utilisation. The number of iterations is limited to 50 in most 
cases. Every attempt has been made to "tune" the approximations 
to optimise their performance. 
"Correct" solutions for comparison can be obtained two ways, 
1) state transition matrix inversion, 
2) discrete event simulation. 
State matrix inversion yields exact results but is limited 
to very small networks. In this case network size is primarily a 
combination of number of centres, M, and number of customers, N. 
Simulation can be applied to any size of network but good 
estimates of the exact soltion are costly to obtain. Matrix 
inversion is much favoured where applicable. 
Tripathi [TRIP, 79 p88] suggests approximations may be more 
inaccurate at Nmax the "system saturation point" the number of 
customers beyond which queueing is inevitable in the network- 
[DENN, 78]. He argues that above Nmax the bottleneck (dominating 
performance) is saturated and so more predictable while below it 
the network is more likely to be idle. Additionally at Nmax the- 
exact solution is expected to be furthest from the system 
asymptotes [WONG, 75]. In a study of various approximations of 
this type compared against simulation Balbo and 
Denning (BALB, 79b] report "no significant changes in the results 
were observed for N)6", where N is the population of a3 centre 
central server network. For these reasons the validation study 
concentrates on networks where the number of centres equals the 
number of customers, M=N. 
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When M=N=3 matrix inversion can be used to obtain correct 
results for the validation. On the departmental VAX 8650 a 
typical M=N=3 network is solved in less than a second of 
dedicated cpu time. With this method it is feasible to take large 
samples of networks around this size for the validation study. 
Extrapolating trends seen in small networks may indicate the 
expected performance in larger networks (SHUM, 76; TRIP, 79). To 
justify this conjecture "correct" solutions for larger networks 
are required. 
Traditionally simulations are run until there is sufficient 
confidence the observed statistics are close enough to the exact 
(steady-state) ones. The length of network behaviour sequence 
that must be simulated to provide the desired confidence is 
indeterminate. In networks considered here with highly variable 
service distributions and arbitrary routing the computer time 
required for the same reasonable level of confidence can be 
anywhere from tens of minutes to tens of hours. Clearly this 
approach cannot be a practical basis for a full validation. study. 
In this study a more empirical method is used. Performance 
data is typically collected from a real system during relativeiy- 
short periods of peak usage, say the half hour before lunch. It 
is difficult to justify independence required for formal 
confidence in the statistics as steady-state values. Despite this 
the values are used to parameterise QNMs. Generally the QNMs 
Yield steady-state solutions which must then validate against the 
observed values. 
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The above process suggest a two stage procedure for this 
validation study. 
1) a random' sample of networks is specified by basic 
(steady-state) parameters. Each network is simulated over a fixed 
observation time to give the observed values, 
2) the simulated values are used to both parameterise and 
validate the approximate solutions. 
rntuitively the observed values used for validation 
correspond more closely to the observed network parameters than 
the underlying steady-state ones. 
To illustrate the method consider a case where networks 
are specified by basic parameters describing the mean service 
time and approximations validated for the mean queue length. 
Traditionally -a simulation of a network with the given mean 
service times would be run until the 95% confidence limit on 
observed mean queue length statistics is sufficiently tight. 
Approximations are run parameterised by the mean service time and- 
validated against the simulated value of the mean queue length. 
In the method proposed here a network specified by the given 
mean service times is simulated. After a fixed length of 
simulated time the observed mean service times and mean queue 
lengths are reported. The approximations are parameterised by the 
observed mean service times and validated against the observed 
mean queue length. Figure 4.1 contrasts the two techniques 
diagrammatically. 
Clearly this method of validation does not have the formal 
justification of traditional simulation methods and its success 
must be evaluated before conclusions can be drawn. Lacking a 
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precedent the simulation runs are specified by reasonable 
parameters chosen to meet cost constraints. Networks are 
simulated over 10 replications of 11000 time units. To reduce 
start-up effects observation begins after the first 1000 time 
units of each replication. The M=N=10 networks considered here- 
generate about 2 million events requiring nearly 3 minutes of 
dedicated cpu time on the VAX 8650. 
i 
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Figure 4.1. Use of simulated QNM performance in validation. 
Using this technique "correct" solutions to a reasonable 
number of networks can be found in a sufficiently short and 
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practically deterministic time. Whether the "correct" solutions 
form an useful basis for the validation of approximations must be 
concluded from the results presented. 
4.2.1. Multiserver Extension. 
The following approximations are extended to include 
multiserver centres. 
s 
EXP - queue length distribution for M/M/c (or M/M/c/N), 
CHW - mean queue length and throughput for M(n)/G/c/N, 
SLTZ - mean queue length and throughput for G/G/c/N 
with load dependent arrival rate, 
EPF - queue length distribution for M/G/c/N, 
GPF - queue length distribution for G/G/c/N, 
RTP - mean response time for M/G/c, 
MAR - queue length distribution for M(n)/G/c/N, 
FPM, UMEWC - mean queue length for GIG/c. 
By each approximation is the isolated multiserver splution 
required. Assuming a GE pattern for the general distribution(s) 
fast exact solutions are provided by the building block. of . 
section 3.5.2. It is interesting to note that the approximate 
M/G/c/N solution proposed to extend EPF [BALB, 79a p134] is exact 
in the GE case. 
In addition to the solution for an isolated system the SLTZ, 
GPF, FPM and UMEWC approximations require formulae for calculating 
the coefficient of variation squared in arrival patterns at each 
centre. In this study the "heavy traffic" approximation for 
multiserver departure used by Pujolle and Soula (PUJO, 79] is 
combined with approximate GE flow formulae (KOUV, 85). 
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4.3. Test Populations. 
The validation is performed by taking random samples from 
populations of networks specified by ranges of basic parameter 
values. By varying the ranges of the basic parameters samples -are 
taken from populations exhibiting differing degrees of a given 
metaproperty. This enables the effect of a metaproperty on 
approximation performance to be studied. 
Two basic network sizes are considered. Small networks 
where "correct" results can be found by matrix inversion and 
large networks that must be simulated. The network size in a 
sample is fixed for efficiency in the matrix inversion. 
Applying the methods separately allows evaluation of the novel 
simulation technique. 
Pat 
Pmý 
P32 
Paz 
Figure 4.2. Structure of the base population of small QNMs. 
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, The starting point for the exploration in small networks is 
a base population of networks defined by the following parameter 
ranges (see figure 4.2), 
network size (number of centres), 
M=3. 
network load (population), 
N=3. 
connectivity (routing matrix), 
s 
fully connected without feedback eg 
M 
Vi , je [1... M] ( i=j A P: -j=0 
V p: -jE 
(0... 1) A1 Pik ) 
k-1 
number of servers, 
V iE [1... MI ( c: =1 
service rate, 
V ie [1... M] ( c: µ: E [2,4,6,8] 
service distribution squared coefficient of variation, 
Vi¬[1... M]C2 ) 
Values for the parameters are generated according to a. 
uniform distribution over the permitted range using a pseudo- 
random number stream (NEUS. 821.200 networks are specified in 
this way to form a sample from the base population. Each netwoik - 
is solved by matrix inversion and by each of the approximations. 
The error statistics summarising the approximation performance 
compared to exact are computed. 
Change in the metaproperties of the base population can be 
generated by varying the set of values taken by basic 
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parameters. For example to study the effect of load balance on 
approximation performance three populations are sampled, 
1) a populations where one centre tends to be lightly loaded 
with respect to the others, 
2) the base population (tending to be balanced). 
3) a population where one centre tends to be heavily loaded 
relative to the others. 
To generate population (1) the selection of the service rate at 
z 
centre 1 is made from the set {8,16,24,32}. For population (3) 
service rates are selected from the set (0.5,1.0,1.5,2.0). Thus 
to investigate the effect of load balance samples of 200 networks 
are taken from the following populations, 
Load balance, 
1) as base pop but p, E[8.16,24,32], 
2) base pop, 
3) as base pop but µße[0.5,1.0,1.5,2.0]. 
The effect on approximation performance of the other.. 
metaproperties considered is investigated using the follow 
populations, 
Nearness to product form, 
1) base pop, 
2) as base pop but C; z=1 
3) as base pop but C; =1 and C; 2=1 . 
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Connectivity. 
1) simply connected (tandem) 
Vi , je [1... M] ( j_(i mod M)+1 A Ps-i=1 V jvl(i mod M)+1 A p:, =0 ), 
2) base pop, 
3) fully connected with feedback 
M 
di, iE[1... M ]( p4-1 E (O... 1) A\1=}p; re 
). 
k-i 
Network size and load, 
The populations at each point in the cartesian product 
of the sets NE(2,3,41 and M¬(2,3,4). 
Multiserver inclusion, 
1) as base pop, 
2) as base pop but c1=2 and c2=2, 
3) as base pop but cs=2, c2=2 and czs=2, 
4) as base pop but cl=3, 
5) as base pop but cz=3 and cZ=3, 
6), as base pop but N=5 and ci=2, 
7) as base pop but N=5 and ci=2 and c2=2, 
8) as base pop but N=5 and ci=3. 
Central server, (see figure 4.3) 
1) M=3, N=3, 
cpu taken as centre 1 
tJ JE [1... M] (pz., e (0... 1)) AH jE [2... M] (E[Pz1 ]=2*E[P,. s ]) 
M 
A1 =EPik 
k-1 
c, µ, E [2,4,6,8] , C; ýE (10,100] , 
I/O devices taken as centre i, iE [2... M] 
P: =1 AH jE [2... M] ( pi., 0 
ci p, E[1,2.3,4] , C; :E [0.5.1 ] 
2) as population (1) but N=6. 
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S 
Figure 4.3. Structure of the central server populations of small 
QNMs. 
The base population for the larger networks is the same 
except M=N=10. The populations used to study the effect of the 
metaproperties are similar. 
Load balance, 
- 1) as base pop but FJ iE [1... 3] ( µ1E [8,16,24,32] . ), t 
2) base pop, 
3) as base pop but H iE (1... 3] ( µi¬ [O. 5,1.0,1.5,2. Oj_. ) . 
Nearness to product form, 
1) base pop, 
2) as base pop but ViE[1... 3] ( Cl, , =1 
3) as base pop but H je [ 1... 6 ](C;: -1 ). 
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Connectivity, 
1) base pop (fully connected), 
2) half connected 
Vi , je [1... M] (H k¬ [0... 41 (j<C(i+k mod M)+1 A p:, E 
(0... 1) 
Vj >(i+j-1 mod M)+1 A pi, =0 
M' 
A1 =Epik) . _., k-1 
1) simply connected (tandem) 
Ji , jE [1... M) ( 
j=(i mod M)+1 A p+, =1 
Vj (i mod M) +1 A p:, =0 
Multiserver inclusion, 
1) base pop. 
2) as base pop but ti iE[1... 3] ( c: =3 ), 
3) as base pop but ViE[1... 6 ](c: =3 ). 
4) as base pop but HiE (1... 3] ( c: =6 ), 
5) as base pop but Hi r= (1... 6 ](c; =6 ). 
Central server, 
1) M=N= 10, 
cpu taken as centre 1 
tJ jE [1... M] (PIL-2E (0... 1)) AV j¬ [2... M] (E[PjLz ]=2*E[P&-j] ) 
M 
/ý 1= Psk 
k-1 
c, µ1E[2,4,6,8], C; 1E[10.100], 
I/O devices taken as centre i, iE [2... M] 
P: z =1 AVj E[ 2... M1 ( P:., =0) 
cip. E [1,2,3,4], C; :E [0.5,1] . 
2) as population (1) but N= 30, 
3) as population (1) but c, E[2,3,4,5] 
V ie [2... 5] ( c: E [2,3,5, N] ). 
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4.3.1 Choice of Distribution. 
Non-exponential service distributions are usually specified 
by only their first two moments represented in the mean and 
coefficient of variation squared. It is unusual in system 
performance monitors to provide both these statistics let alone 
higher moments. There is an infinite number of distributions with 
the same first two moments. The choice of distribution can make a 
large' difference in practice [LAZO, 77; PRIC, 76; LIPS, 79] (see 
section 2). In this study the effect of the choice of 
distribution on approximation performance is also tested. 
For small networks the investigation is repeated three'times 
using the same samples from the populations specified above. In 
the first study (referred to as Heb) the following distributions 
are used according to the squared coefficient of variation in 
service time, C; 
C; >1 : the balanced two stage hyperexponential 
- distribution (H6b). 
C; =1 the exponential distribution M. 
C; s0.5 : the two stage Erlang (E2). 
In the approximations for which the squared coefficients of 
variation in arrival times at a centre (Cä) is used these are 
calculated according to approximate formulae, (WHIT, 83]. When a 
choice of distribution is necessary for the arrival pattern the 
following choices are made, 
C21>1 : the balanced two stage hyperexponential 
distribution (12b), 
1>C; >0.95 : the exponential distribution (M), 
0.95>, C; >0.5 : the two stage hypoexponential (h2), 
C; (0.5 : the two stage Erlang (E2). 
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In the second study (GE/Em) the distributions used for the 
service time are, 
C; >1 : the generalised exponential (GE), 
C8=1 : the exponential (M), 
C; =0.5 : the two stage Erlang (Em). 
The C; are calculated according to approximate formulae for GE 
flow patterns (KOUV885). The arrival distribution is. GE for 
all Cä (note the exponential distribution is a special case of 
the GE). 
The third study (GE/M) like the second uses the GE 
distribution ' when C; >1 but the approximations- use the m 
distribution when C32<1. 
In the larger networks the investigation is only repeated 
for the Heb and GE/M distribution choices. _ 
Note the approximations are only applied to populations 
containing multiservers when the GE/M distribution choices are- 
made. 
4.4. Results Presentation. 
As stated in the introduction the performance of an 
approximation is summarised by statistics on error tolerances 
[CHAN, 751, percentage error in the system response time and 
iteration counts. The following variables appear in the results 
presented, 
absDifSRT - relative error in mean system response time 
(SRT) defined as, 
N 
SRT =, where U, is the utilisation of centre 1. 
Ul µI 
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The utilisation of a multiserver centre, i, is defined as, 
N 
min(n, c: ) p: (n) 
U; 
c: 
where {p; (n)}, n=O... N is the queue length distribution at 
centre i. 
utol - utilisation tolerance. 
ntol - mean queue length tolerance. 
itsl, its2 - itsl is the average number of inner iterations 
(if any) per outer iteration and its2 the number of outer 
iterations (if any) except in the case of UNEWC where itsi 
is the number of outer iterations used to solve the FPM 
system and its2 the convolution iterations of Walstra's 
correction. 
For each of the variables the following statistics are 
generated, 
mean, 
standard deviation from the mean, 
maximum value recorded. 
Statistics for the base populations and central server 
populations are displayed in appendix 6 tables 8.1-16 and graphs 
8.1-16. On each table approximations are ranked according to mean 
absDifSRT. The absDifSRT statistics are used primarily in the 
validation as they reflect a combination of both throughput rate 
and mean queue length. The system response time is generally the 
performance measure demanded from a model. The graphs 8.1-16 give 
an overview in terms of the ntol statistics. It is clear this 
variable gives a different picture of approximation performance. 
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Each approximation is discussed individually along with its 
result set. The result set presents performance as mean and 
standard deviation of the absDifSRT variable and iteration 
counts. Boxed tables present performance related to size/load and 
multiserver inclusion metaproperties. Tables of bar charts depict 
performance related to load balance, nearness to product form and 
connectivity metaproperties. 
n 
Each bar on a chart is composed of stacked blocks. The 
lightly shaded top block gives the standard deviation. The other 
block gives the mean. To simplify comparison the set of scales is 
limited. The amount of scaling used is indicated by the density 
of shading in the block for the mean. Heavier shades denote 
higher scales implying poorer performance. A key to the scales 
precedes the discussion by approximation. 
The transformations used to obtain the results in the form 
presented are largely automatic. The results in a raw form are 
retained on computer file. 
4.5. Discussion. 
-. 
The values for absDifSRT, utol and ntol in the tables 8.1-16 
illustrate two important approximation qualities, 
1) accuracy - seen in the means. 
2) reliability - seen in the standard deviants and maxima. 
An approximation can be very accurate most of the time but 
occasionally produce wildly inaccurate results. An ideal 
approximation would be both accurate and reliable. An 
illustration of this can be seen in Table 8.3 when the EPF and 
CHW approximations are compared on absDifSRT. While the EPF is 
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more accurate (mean 6% rather than 10% for CHW) overall it is 
seen to be far less reliable for this statistic (standard 
deviation 17% compared to 5%). 
Performance of the approximations is generally worse in the'" 
larger networks (table 8.10-15) compared to the smaller ones 
(tables 8.1-9). Some of this error is due to a difference between 
the observed values taken to be correct and the exact steady- 
state solution aimed for by an approximation. For example only 
the first two moments of the service distribution are observed 
and so (unlike the case in the smaller networks) the same 
distribution form may not be taken in the approximations. 
It is difficult to quantify the error attributed to causes 
other than inherent to the approximation. For example potential 
error due to different service distribution characterisation is 
known to increase with service variability. Despite this the 
simulation method used for the larger networks clearly provides 
valuable qualitative results for the purpose of the study.. 
In proposing the use of error tolerances Chandy et al 
(CHAN, 75] suggest a maximum tolerance less than 0.05 is good -and 
one less than 0.1 adequate. Clearly the maximum tolerance 
detected will depend heavily on the size and representation of 
the sample used. In the sample reported here (10400 small and 
1150 large networks) not one of the approximations shows even 
adequate performance under the above criteria. 
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For the purpose of comparison less stringent definitions are 
used. 
GoodL mean + standard deviation <5% in the small networks 
and <10% in the larger ones. 
Adeguatet mean + standard deviation <10% in the small 
networks and <20% in the larger ones. 
Poor= mean + standard deviation >10% in the small networks 
or >20% in the larger ones. 
The sum of the mean and standard deviation accounts for some 
reliability in performance but maximum tolerance may be of more 
practical use beyond this study. 
In addition to the accuracy and reliability of an 
approximation it is important to quantify the cost. Only the FPM 
may incur lower computational expense than EXP. Clearly the 
results obtained by EXP represent a cut-off below which (apart 
from FPM) worse performance is achieved at higher cost. For most 
approximations an indication of computational complexity can be 
given-relative to EXP. This relative cost is given in a from such 
as, 
O(its2*(EXP + -PF*Isol + itsl*Flow)) , _. 
where 
itsl, its2 - the recorded iteration counts, 
EXP - the cost of EXP. 
-PF - the number of non-product form centres, 
Isol - the cost (generally O(N) in this case) of solving the 
required two centre system, 
Flow - the cost (O(M)) of obtaining the (CZ, ). 
Numerical problems were encountered with many of the 
approximations. The problems are caused by over/under flow 
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exceptions in real arithmetic. The generation of extreme values 
is frequent in the larger networks. Two cases are differentiated, 
1) the approximation generates the exception during an 
iteration towards the "correct" result, 
2) the iteration scheme fails and diverges to an "incorrect" 
result. 
In (1) traps and restarts may by-pass the problem. Both (1) 
and (2) may be cured by a better initialisation. In this study 
when a exception occurs no recovery is made and the most recently 
generated results (if any) are reported. When this occurs the 
approximation shows unexpectedly poor performance and low 
iteration counts (see CHW table 8.13). In some cases an 
approximation generated no usable results before crashing and is 
deemed inapplicable (see CORT and UMEWC table 8.13). 
Comparison of results for the GE/E= and GE/M studies in 
tables 8.2 and 8.3 indicate using exponential service 
distributions when the C; =0.5 causes insignificant increase in 
overall error associated with the approximations. Further 
evidence for the small value of error introduced can be see in 
in table 4. CORT. 1 for the CORT approximation. CORT solves_. the 
exact two stage cyclic queue (M=2) the error shown is due to use 
of the M distribution for the Em. 
The exponential assumption (EXP) performs better in the Heb 
study (tables 8.1.4.7 and 4. EXP. 1) than the GE/EQ study (tables 
8.2.5.8 and 4. EXP. 1). This is taken to be due to lower stochastic 
disorder between exponential and Hzb than exponential and GE 
[WHIT. 84a) for the networks generated with C; >1 and supports the 
conjecture that GE based networks may form a bound. The rough 
ranking of approximation results in the H=b study tables and the 
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GE/E2 or GE/M study tables is very different justifing the 
separation. 
Other network properties that tend to reduce the variation 
and so make the network nearer product form are feedback and 
multiservers. Bernoulli feedback of customers at a centre gives 
the departure pattern to the remaining network a lower variance. 
This should be considered when examining bar charts. . relating 
perfoimance to connectivity in the small networks. 
In section 3.5.3 it is noted that multiserver centres appear 
not to transmit their service variability as strongly as an 
equivalent single server. At the ample server extreme the service 
distribution has no effect on the network flow pattern. The 
performance of EXP in the central server population with 
multiservers (table 8.16) illustrates these effects on network 
variability. 
Following tables 8.1-16 each approximation will be discussed 
individually. In the discussion an attempt will be made to.. answer 
the following questions, 
How does the approximation work? 
What is the relative cost? 
What is the overall performance? 
When does it perform well/badly and why? 
What problems (if any) were encountered? 
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4. KEY. Key to the Bar Charts. 
The correspondence between the scales and bar shading is 
illustrated below. Note in the lowest scale, 0-'5, the mid range 
value shown as 2 (due to integer truncation) should of course be 
2.5 
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4. EXP. Performance of EXP approximation. 
4. EXP. 1. Results set. 
Table 4. EXP. 1. Performance related to network size and load. 
Size/Load : 16b. study. 
p YpI 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d.. 
absDifSRT% 7.1 3.7 8.7 4.7 9.2 5.0 
2 itsl 
its2 
absD if SRT% 9.5 5.6 12.5 6.6 13.4 6.9 
3 itsl 
its2 
absDifSR 10.5 6.8 14.3 7.7 15.4 8.0 
4 itsl 
its2 
Size/Load : GE/E2 study. 
'PYr I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSRT° 16.4 7.4 18.9 8.5 18.3 9.1 
2 itsl 
its2 
absDifSRT% 20.1 10.2 24.2 11.0 24.1 11.7 
3 _ itsl its2 
absDifSR 21.1 11.6 25.9 12.3 26.3 12.9 
4 itsl 
its2 
Size/Load : GE/M study. 
RXF -P ----l 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 16.4 7.4 18.9 8.5 18.3 9.1 
2 itsl 
its2 
absDifSRT' 20.1 10.2 24.2 11.0 24.1 11.7 
3 itsl 
its2 
absDifSR 21.1 11.6 25.9 12.3 26.3 12.9 
4 itsl 
its2 
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Table 4. EXP. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-N=3. 
EXIP I 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR 18.2 9.5 11.4 7.1 5.1 2.7 
2 itsl 
its2 
absDifSR 12.6 9.0 5.2 6.4 
3 itsl 
i 
Multiserver inclusion : M-3 Na5. 
c\C 12 
mean s. d. mean s. d. 
absDifSR 22.7 11.8 19.0 10.1 
2 itsl 
its2 
absDifSR 20.1 11.4 
3 itsi 
its2 
Multiserver inclusion : M-N=10. 
EXXP I 
c\C 3 6 
mean s. d. mean s. d. 
-absDifSR 38.4 12.0 38.4 12.0 
1 - itsl 
its2 
absDifSR 32.9 11.8 22.6 11.1 
3 itsi 
its2 
absDifSR 26.5 11.2 11.4 9.5 
6 itsi 
its2 
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Table 4. EXP. 3. Performance related to metaproperty : Heb study. 
absDifSRT% 
a') 
10 
1131.! Gm-, 1It'd hlý .,, -I 
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ao- 
1i ah t to 1 Qn. _ e,: l heavy! 
Load balance : N=10. 
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0 n_. F. - +Flrý-eL 51,. 
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0 
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Table 4. EXP. 4. Performance related to metaproperty : GE/M study. 
absDifSRT% 
40l 
IPA 
11 Rh th1: +rI_cJheQa 
Load balance : N=3. 
spa 
40 
r si 
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Load balance : N=10. 
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rl ti 
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.: 0 
40 
fu II ha1r ; ir[1c 
Connectivity : N=10. 
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4. EXP. 2. Discussion. 
This approximation is simply the exact solution obtained if 
the service distributions are taken to be exponential - the 
exponential assumption. The approximation uses fast well 
established computational methods (convolution. MVA) and the 
relative cost is of course 1. 
The overall performance is poor. It is best in smaller 
networks (table 4. EXP. 1) and when compared to the H2b solutions. 
Improvement occurs as networks tend toward PF due fewer non-PF 
centres, feedback or multiserver inclusion (qv section 4.5). 
The performance is worse in balanced networks (table 
4. EXP. 3&4) and in networks at Nmax (table 4. EXP. 1) conforming to 
the ideas behind the suggestion of Tripathi [TRIP. 79 p881 
(qv section 4.2). Simple connectivity increases the error 
possibly due to greater correlation between centre behaviour. 
The advantages of this approximation are low computational. 
cost and established efficient implementations. From the evidence 
presented here the approximation is not good when networks depart 
from PF due to levels of service variability found in practice: ' 
The error is seen to increase with network size. 
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4. CHW. Performance of CHW approximation. 
4. CHW. 1. Results set. 
Table 4. CHW. 1. Performance related to network size and load. 
Size/Load : 16b' study,. 
rrw I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d; 
absDifSR 3.5 1.8 3.3 1.7 3.0 1.5 
2 itsl 
its2 9.8 4.8 28.7 13.6 37.2 12.2 
absDifSR 5.6 3.3 6.0 3.0 5.6 2.7 
3 itsl 
its2 12.7 5.2 35.5 15.0 44.3 10.7 
absDifSR 6.8 4.3 7.8 4.2 7.4 3.8 
4 itsl 
its2 14.3 7.5 39.6 14.0 47.2 8.6 
Size/Load : GE/E2 study. 
r 
N\M 2 3 4 
- mean s. d. mean s. d. mean s. d. 
absDifSR 7.0 4.9 6.9 3.6 6.0 3.0 
2 itsl 
its2 15.2 9.5 36.3 14.5 43.1 11.3 
absDifSR 9.3 6.5 9.8 5.3 8.7 4.6 
3 itsi 
- its2 19.0 11.7 42.1 13.1 46.8 9.4 
absDifSR 10.4 7.4 11.2 6.3 10.1 5.8 
4 itsl 
its2 21.0 12.7 44.6 12.1 48.3 7.7 
Size/Load : GE/M study. 
CHW 
N\M 
2 
3 
4 
2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 6.9 4.3 6.5 3.4 5.6 2.9 
its1 
its2 14.1 10.1 35.3 16.3 42.4 13.5 
absDifSR 9.2 5.9 9.2 5.0 8.1 4.5 
its1 
its2 17.5 12.7 40.7 15.9 45.9 12.6 
absDifSR 10.3 6.8 10.6 6.1 9.5 5.6 
its1 
its2 19.0 13.8 42.8 15.7 47.0 12.4 
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Table 4. CHW. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-Na3. 
C-I 
c\C 1 23 
mean s. d. mean s. d. mean s. d. 
absDifSR 5.5 3.6 2.4 1.8 1.3 1.6 
2 itsl 
its2 37.5 16.5 30.1 16.0 19.1 10.9 
absDifSR 3.2 3.6 1.9 2.9 
3 itsl 
its2 28.1 18.2 14.2 15.2 
Multiserver inclusion : Mai N=5. 
rT4w 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 9.3 5.8 7.2 4.6 
2 itsl 
its2 43.8 15.4 40.5 16.3 
absDifSR 6.9 4.7 
3 itsl 
its2 41.4 16.1 
Multiserver inclusion : M-Na10. 
IHl 
c\C 3 6 
mean s. d. mean s. d. 
_absDifSR 9.9 4.2 9.9 4.2 
1 itsl 
its2 51.0 0.0 51.0 0.0 
absDifSR 8.1 3.7 4.2 2.5 
3 itsl 
its2 51.0 0.0 50.7 2.0 
absDifSR 3.6 3.2 2.1 2.0 
6 itsl 
its2 51.0 0.0 48.1 10.2 
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Table 4. CHW. 3. Performance related to metaproperty : Heb study. 
absDifSRT% 
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Table 4. CHW. 4. Performance related to metaproperty 
absDifSRT% 
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4. CHW. 2. Discussion. 
One 
. of 
the earliest approximations proposed 
ICHAN, 75]. The non-PF network is mapped on to an identically 
connected PF one. Solution of this PF network provides the 
parameters for flow equivalent centres representing the 
complement network to each of the non-PF centres. The resulting 
two centre systems are amenable to exact solution. The. service 
rates-, of the centres representing the non-PF ones in the PF 
network are adjusted using heuristic rules to make the results of 
two centre systems closer to the network identities for job flow 
balance (JFB) and population. 
The relative cost of the approximation is 
roughly O(its2*(EXP + -PF*Isol)). The cost (its2) shows a clear 
dependence on network size and load (table 4. CHW. 1). The number 
of iterations taken increases as the cost of each iteration 
increases (eg with increased size and load). The convergence of 
the iteration is slow and the limit of 50 is regularly reached. 
though the reliability remains consistent indicating convergence 
to a good result even in these cases. 
The approximation as implemented fails in the N-30 central 
server populations (table 4.14&5). While the iteration would 
probably converge towards a "good" solution the networks solved 
"on the way" may contain extreme values which precipitate numeric 
failure. 
The approximation performance is adequate to poor overall. 
The worse performance occurs in the GE/M study. Performance 
deteriorates with relatively lightly loaded centres in the 
network and in simply connected networks. 
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4. SLTZ. Performance of SLTZ approximation. 
4. SLTZ. 1. Results set. 
Table 4. SLTZ. 1. Performance related to network size and load. 
Size/Load : 16b, study. 
r--SL -T-Z---l 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d... 
absDifSR 1.8 1.6 1.5 1.1 1.9 1.2 
2 itsl 6.5 4.1 2.7 1.3 1.6 0.6 
its2 7.7 4.7 29.7 14.6 38.1 12.2 
absDifSR 2.2 2.2 2.7 2.0 3.4 2.1 
3 itsl 5.9 3.7 3.0 1.4 2.0 0.8 
its2 10.7 6.1 37.6 14.9 45.2 10.4 
absDifSR 2.6 2.6 3.5 2.6 4.5 2.9 
4 itsl' 5.5 3.5 3.2 1.5 2.1 0.8 
its2 11.9 7.5 40.2 14.6 47.5 8.4 
Size/Load : GE/Em study. 
SLTZ 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 1.4 1.7 2.8 2.3 2.4 1.9 
2 itsi 4.6 2.6 2.9 1.3 2.0 0.9 
its2 9.9 6.2 33.5 14.5 42.5 11.4 
absDifSR 1.8 2.1 3.9 3.2 3.8 2.9 
3 - itsl 4.5 2.5 2.9 1.4 2.3 1.0 
its2 11.5 6.9 39.9 14.4 46.6 9.6 
absDifSR 2.0 2.3 4.5 3.8 5.0 3.9 
4 itsi 4.4 2.5 2.9 1.4 2.3 1.1 
its2 13.0 7.6 42.5 13.4 48.0 8.0 
Size/Load : GE/M study. 
SLTZ 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 1.8 1.9 2.8 2.3 2.5 1.8 2 itsl 4.4 2.9 2.8 1.5 2.0 1.0 
its2 8.9 6.5 32.3 16.2 42.2 13.6 
absDifSR 2.2 2.1 3.7 3.1 3.7 2.9 3 itsl 4.2 2.8 2.8 1.5 2.2 1.1 
its2 10.5 7.6 38.1 16.8 45.6 13.0 
absDifSR 2.3 2 2 4.2 3.5 4.7 3.8 4 its1 4.2 . 2.8 2.8 1.6 2.2 1.2 
its2 11.5 8.2 40.8 16.2 46.7 12.5 
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Table 4. SLTZ. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-N=3. 
QTrT7 I 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR 3.7 3.3 4.9 4.1 5.4 3.0 
2 itsi 2.8 1.6 2.7 1.5 2.7 1.5 
its2 37.9 16.5 35.2 16.5 23.5 14.4 
absDif5H7 4. Z) 4. b 2.0 -5 .G 
3' itsl 2.7 1.9 1.1 1.3 
its2 32.9 19.3 17.8 17.6 
Multiserver inclusion : M=3 Ns5. 
qTý T7 I 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 4.2 3.9 3.2 3.2 
2 itsl 2.9 1.7 2.8 1.7 
its2 42.1 16.2 41.4 16.4 
absDifSR 4.2 4.0 
3 itsl 2.9 1.7 
its2 41.6 16.2 
Multiserver inclusion : M=N=10. 
-4q-T- TT T7- I 
c\C 3 6 
mean s. d. mean s. d. 
-absDifSR 8.5 4.2 8.5 4.2 
1 - itsi 2.7 0.9 2.7 0.9 its2 51.0 0.0 51.0 0.0 
absDifSR 6.6 3.7 3.0 2.2 
3 itsl 2.5 0.7 2.2 0.8 
its2 51.0 0.0 50.7 2.0 
absDifSR 2.7 2.3 1.9 1.9 
6 itsi 2.1 0.8 1.7 0.7 
its2 51.0 0.0 47.9 10.1 
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Table 4. SLTZ. 3. Performance related to metaproperty : H- mb study. 
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Table 4. SLTZ. 4. Performance related to metaproperty : GE/M study. 
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4. SLTZ. 2. Discussion. 
This extension of the CHW approximation (SEVC, 771 attempts 
to capture the variance of the network flow by solving for the C. 
to each centre of the equivalent open network given the centre 
utilisations found and the C; parameters. The Cä is used with the 
parameters of the flow equivalent centre to give a general 
arrival pattern in the two centre solutions. 
i 
The relative cost is O(its2*(EXP + -PF*Isol + itsl*Flow)). 
The outer iterations taken (its2) show the same behaviour in the 
CHW approximation. The inner flow iterations (itsl) average at ±5 
per outer iteration. The inner flow iteration converges slowly 
in simply connected networks. Like the parent approximation the 
SLTZ fails in the N-30 central server populations. 
The overall performance is good to adequate. Performance is 
worse in the GE/M compared to H2b studies when M-N-3 but the 
converse is true when M-N-10. Another interesting observation is 
the increased accuracy in the simply connected H2b M-N-10 
networks (table 4. SLTZ. 3) behaviour not seen in the other cases. 
A decrease in performance is seen when networks contain lightly 
loaded centres. 
Overall this approximation appears very robust possibly due 
to the forced compliance of the solution with network invariants 
via crude heuristic adjustments. It has been observed elsewhere 
(BALB, 79a p280] that the marginal queue length distributions 
predicted by the approximation are poor and our own results 
confirm this. 
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4. EPF. Performance of EPF approximation. 
4. EPF. 1. Results set. 
Table 4. EPF. 1. Performance related to network size and load. 
Size/Load : H6b study. 
F. POF I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 2.5 4.0 2.6 3.8 2.4 3.5 
2 itsl 
- its2 13.9 9.1 20.7 11.3 22.1 11.8 
absDifSR 5.2 8.4 4.9 8.0 4.2 7.2 
3 itsl 
its2 17.2 - 10.3 26.8 12.4 29.0 13.3 
absDifSR 6.8 12.0 6.8 12.4 5.9 10.7 
4 itsl 
its2 19.9 11.6 30.0 13.5 33.4 13.2 
Size/Load : GE/E2 study. 
1 pF I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 2.6 6.4 3.9 7.1 4.1 8.4 
2 itsi 
its2 17.5 11.6 26.9 14.0 26.2 13.6 
absDifSR 4.9 15.1 6.4 16.9 7.1 19.8 
3 itsi 
its2 19.8 12.4 31.8 15.1 33.1 14.7 
absDifSR 7.5 26.6 8.8 30.0 11.2 38.8 
4 itsl 
its2 21.2 12.5 33.1 15.8 34.7 14.5 
Size/Load : GE/M study. 
EPA F -I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 2.9 5.8 4.0 7.0 4.3 7.3 
2 itsl 
its2 16.1 11.4 21.8 12.8 21.3 12.0 
absDifSR 4.7 13.1 6.3 16.8 6.9 16.2 
3 itsl 
its2 18.8 12.3 25.8 14.3 28.9 13.8 
absDifSR 6.9 22.3 8.5 30.0 10.5 33.5 
4 itsi 
its2 20.2 12.4 27.4 14.9 30.8 14.3 
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Table 4. EPF. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-N=3. 
RPý FI 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR 4.2 -6.3 11.5 30.3 3.4 7.0 
2 itsl 
its2 26.3 15.0 26.6 14.0 23.6 11.0 
3I 
absDýs2Rý 
213.3 
4.7 
.2 
12.1 
I 
16.8 7.5 
Multiserver inclusion : M-3 N=5. 
RUI FI 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 6.1 23.5 24.5 143.3 
2 itsl 
its2 29.5 15.1 29.5 15.1 
absDifSR 5.1 10.3 
3 itsl 
its2 29.1 15.4 
Multiserver inclusion : M-Na10. 
Rpp I- 
c\C 3 6 
mean s. d. mean s. d. 
absDifSR 10.2 11.1 10.2 11.1 
1 itsl 
its2 48.6 5.0 48.6 5.0 
absDifSR 14.5 10.2 16.9 11.8 
3 itsl 
its2 50.0 0.0 49.4 2.4 
absDifSR 16.3 11.2 10.8 9.3 
6 itsl 
its2 50.0 0.0 46.8 5.9 
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Table 4. EPF. 3. Performance related to metaproperty :K -zb study. 
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4. EPF. 2. Discussion. 
The Extended Product Form approximation [SHUM, 76) treats the 
non-PF network solution as a product of the isolated centre queue 
length distributions. The approximation searches iteratively for 
a throughput that gives a network solution satisfying the JFB and 
population invariants. The relative cost is 
O(its2*_(EXP + -PF*Isol)) and increases with M (table 4. EPF. 1) to 
a maxi-mum at M=4 probably due to the 50 iteration limit. 
The overall performance is poor. The performance improves 
when fewer centres are non-PF (tables 4. EPF. 3&4). In the central 
server populations the performance is good (tables 8.4-9,8.12- 
15). The performance judged from the ntol variable is more 
reliable (graphs 8.1-16). The performance is not affected by 
connectivity but deteriorates when centres are relatively lightly 
loaded. While the trend is to better performance with 
multiserver inclusion (table 4. EPF. 2) very large errors occur in 
some Populations for no apparent reason. 
The approximation appears to give mainly accurate results 
with the occasional very poor set presumably when a centre in the 
network is relatively very lightly loaded. This may be a failure 
of the grid search iteration to identify the global minimum in 
the convergence relations. The poor approximation to the 
troughput, strongly effects the SRT calculated. An attempt to 
implement a modified search method suggested in (BALB, 79a p137] 
failed to improve the results. 
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4. GPF. Performance of GPF approximation. 
4. GPF. 1. Results set. 
Table 4. GPF. 1. Performance related to network size and load. 
Size/Load : limb study. 
GPOF I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d: 
absDifSR 16.8 45.8 37.6 169.4 50.0 197.9 
2 itsl 12.1 5.8 4.1 1.8 2.7 0.9 
its2 23.5 15.4 30.9 12.4 29.5 11.3 
absDifSR 18.0 46.8 38.5 169.4 56.7 216.5 
3 itsl 12.1 5.8 4.0 1.8 2.7 0.9 
its2 23.1 15.1 32.0 12.7 30.4 11.9 
absDifSR 18.7 47.0 39.6 170.9 68.6 267.1 
4 itsl 12.1 5.8 4.0 1.7 2.6 -0.9 
its2 23.2 15.0 32.4 12.8 31.0 12.3 
Size/Load : GE/E2 study. 
GPI F 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 6.9 8.6 9.2 12.4 13.2 26.4 
2 itsl 10.9 4.0 6.0 2.1 4.1 1.0 
its2 16.3 9.9 36.1 14.6 40.5 13.1 
absDifSR 5.8 8.4 8.3 11.2 14.1 28.2 
3 itsi 11.0 4.0 5.9 2.0 4.1 1.0 
its2 15.5 5.8 37.6 13.8 41.8 12.4. 
absDifSR 4.4 5.8 8.0 10.8 12.8 22.5 
4 itsl 11.5 4.3 5.9 2.0 4.1 1.1 
its2 17.4 10.2 36.7 14.6 41.7 11.9 
Size/Load : GE/M study. 
GPI FI 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 6.4 8.5 8.7 12.2 12.5 24.8 
2 itsi 9.8 5.0 6.0 2.2 4.1 1.1 
its2 15.5 9.9 33.3 16.0 38.6 15.1 
absDifSR 5.6 8.3 7.7 11.0 13.5 27.6 
3 itsi 10.1 5.2 5.9 2.2 4.1 1.1 
its2 14.6 5.0 34.7 16.0 39.6 14.7 
absDifSR 4.5 6.0 7.3 10.7 12.1 22.3 
4 itsl 10.6 5.5 5.9 2.2 4.1 1.2 
its2 16.5 10.1 34.2 16.3 39.8 14.4 
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Table 4. GPF. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M=N=3. 
CUI- FI 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR'I 20.2 34.4 15.3 24.4 11.3 16.8 
2 itsl 5.7 2.1 5.6 2.1 5.5 2.2 
its2 35.0 15.8 31.1 15.5 27.8 14.8 
absDifSRT 14.2 38.6 4.0 12.8 
3 itsi 5.7 3.0 5.6 4.5 
its2 29.9 16.9 19.5 14.8 
i 
Multiserver inclusion : M=3 N=5. 
rpf FI 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 13.8 21.2 17.4 71.9 
2 itsl 5.6 2.1 5.6 2.0 
its2 34.0 15.4 32.8 15.5 
absD if SR 18.8 34.4 
3 itsl 5.5 2.0 
its2 33.5 15.1 
Multiserver inclusion :. M-N=10. 
rpI- F1 
c\C 3 6 
mean s. d. mean s. d. 
. absD if SR 12.1 9.3 12.1 9.3 
1 - itsl 2.7 0.5 2.7 0.5 its2 45.8 7.0 45.8 7.0 
absDifSR 8.4 7.0 7.9 6.6 
3 itsl 2.7 0.5 2.8 0.4 
its2 46.4 6.9 44.2 8.4 
absDifSR 8.3 8.2 3.9 4.2 
6 itsl 2.7 0.5 2.9 0.6 
its2 46.8 7.1 38.6 15.0 
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Table 4. GPF. 3. Performance related to metaproperty : Heb study. 
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Table 4. GPF. 4. Performance related to metaproperty : GE/M study. 
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4. GPF. 2. Discussion. 
This extension [TRIP, 79) of the EPF equates with the SLTZ 
extension of CHW. The (Cä} found in the equivalent open network 
are included in the solution of the isolated centres to give a 
general arrival pattern. In this implementation the isolated 
queue is solved by applying maximum entropy to the infinite 
capacity queue [KOW885], the solution is approximate when non-GE 
distributions are assumed. (The EPF approximation is implemented 
using the exact finite capacity solutions for the isolated queue 
as suggested by Shum. ) The relative cost is O(its2*(EXP + 
-PF*Isol + itsl*Flow)). Like the EPF approximation its2 increases 
to a maximum as M increases. The Flow iterations (itsi) show the 
same performance seen in SLTZ. 
Unlike the SLTZ extension to the CHW approximation the GPF 
extension to the EPF is not successful except in the larger GE 
networks. The overall performance is poor. Very poor performance 
is seen in the 16b studies but in the GE/M M=N-10 cases the- 
performance is nearly adequate. The GPF appears less sensitive to 
load imbalance compared to the EPF approximation (tables 4. GPF. 4 
and 4. EPF. 4). -" 
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4. CORT. Performance of CORT approximation. 
4. CORT. 1. Results set. 
Table 4. CORT. 1. Performance related to netwörk size and load. 
Size/Load : I-6b' study. 
r OPT I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. di 
absDifSR 0.0 0.0 14.6 17.7 16.4 18.1 
2 itsl 
its2 
absDifSRI't 0.0 0.0 14.8 18.2 16.8 18.4 
3 itsl 
its2 
absDifSR 0.0 0.0 14.8 18.6 17.1 18.9 
4 itsl 
its2 
Size/Load : GE/E2 study. 
rnI 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSRI'A 0.0 0.0 15.4 17.6 17.0 17.9 
2 itsl 
its2 
absDifSR 0.0 0.0 15.6 18.1 17.6 18.3 
3 - itsl 
its2 
absDifSR 0.0 0.0 15.5 18.4 17.8 18.8 
4 itsl 
its2 
Size/Load : GE/M study. 
COQ -R-T----l 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 0.7 1.7 15.4 17.9 17.1 18.2 
2 itsl 
its2 
absDifSR 0.6 1.6 15.6 18.2 17.6 18.7 
3 itsl 
its2 
absDifSR 0.5 1.4 15.6 18.5 17.9 19.1 
4 itsi 
its2 
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Table 4. CORT. 2. Performance related to metaproperty : Hzb study. 
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Table 4. CORT. 3. Performance related to metaproperty : GE/M study. 
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4. CORT. 2. Discussion. 
The non-iterative decomposition based approximation 
[COUR, 77 p73) is found to be exact in the exponential case only 
for central server systems. The majority of the test networks are 
generally connected and consequently this approximation does not 
perform well. The cost is O(M*N*Isol). 
Numerical problems occurred in the sample from the N=30 
IL 
central server H2b population and the M=N=10 half connected H2b 
population. The approximation is not applicable in simply 
connected networks and is not readily extended to the multiple 
server case. 
The overall perfi 
and GE studies. For 
systems (tables 8.4-9, 
have good accuracy but 
may occur for networks 
4. CORT. 3&4) . 
Drmance is poor and equally so in both H2b 
the special case of central server type 
8.12,13,15) the approximation is seen to 
poor reliability. The inaccurate solutions 
containing lightly loaded centres (tables 
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4. ZLG. Performance of ZLG approximation. 
4. ZLG. 1. Results set. 
Table 4. ZLG. 1. Performance related to network size and load. 
Size/Load : IL-ab study. 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d: 
absDifSR 1.2 1.8 1.3 1.4 1.2 1.2 
2 itsi 
its2 
absDifSR 1.6 1.6 2.4 1.4 2.7 1.6 
3 itsl 
its2 
absDifSR 1.9 1.7 3.3 2.0 4.1 2.3 
4 itsi 
its2 
Size/Load : GE/Em study. 
ZLG - 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 0.7 1.7 1.5 1.2 1.8 1.2 
2 itsl 
its2 
absDifSR 2.3 2.1 4.5 2.8 5.4 2.9 
3 itsl 
its2 
absDifSR 3.9 3.5 7.4 4.9 8.9 5.0 
4 itsl 
its2 
Size/Load : GE/M study. 
ZLGI 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 0.7 1.7 1.5 1.2 1.8 1.2 
2 itsl 
its2 
absDifSR 2.3 2.1 4.5 2.8 5.4 2.9 
3 itsl 
its2 
absDifSR 3.9 3.5 7.4 4.9 8.9 5.0 
4 itsl 
its2 
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Table 4. ZLG. 2. Performance related to metaproperty : Fhb study- 
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Table 4. ZLG. 3. Performance related to metaproperty : GE/M study. 
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4. ZLG. 2. Discussion. 
This interesting non-iterative approximation [ZAHO. 83] is 
based on the decomposition of a two stage hyperexponential 
distribution to separate exponential servers in networks that are 
decomposed further or are finally PF and soluable. The extension 
to the GE distribution is straightforward given the 
interpretation of the GE as a limit to the H series. When the GE 
is used only one exponential centre results, in the complementary 
decomposition a reduced network with that centre eliminated is 
obtained. The use of the GE in this approximation cuts the cost 
of solution. The relative cost is O(2-1-F*EXP). 
Unlike most approximations ZLG is amenable to an error 
analysis [ZAHO. 83]. The error is expected to increase with the 
number of customers (N) and decrease with increasing numbers of 
centres, M. The results in table 4. ZLG. 1 tend to support the 
theory. The dependency of the error on N is clearly seen in 
tables 8.4-6 (N=3) and 8.7-9 (N=6). The predicted improvement-in. 
performance with M is clearly out-weighed by the deterioration 
with N. The performance is good in small networks but poor in the 
large ones. The deterioration of the ntol statistics is not"-"as' 
bad (graphs 8.1,3 and 8.10,11). Overall the performance must be 
taken as poor. 
It is interesting to note improved performance as the 
connectivity reduces. The performance is worse in the GE/M study. 
This appears contrary to the rule of thumb "high probability 
paths should have smaller average service times than the lower 
probability paths" [ZAHO, 83]. In all the GE distributions used 
the zero service time branch has a higher probability. No easy 
extension to the multiserver case exists. 
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4. MVAB. Performance of MVAB approximation. 
4. MVAB. 1. Results set. 
Table 4. MVAB. 1. Performance related to network size and load. 
Size/Load : 16b' study. 
MVý AB I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 481.9 0.9 0.9 0.0 0.8 0.7 
2 itsi 
its2 
absDifSR 37.9 26.7 43.1 26.3 41.9 25.9 
3 itsi 
its2 
absDifSR 188.8 1.0 0.3 0.7 1.0 0.2 
4 itsl 
its2 
Size/Load : GE/E2 study. 
MVAB I- 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 406.4 0.9 0.8 0.9 0.1 0.6 
2 itsl 
its2 
absDifSR 20.1 15.2 22.1 15.5 22.1 15.1 
3 - itsl 
its2 
absDif5RT' 141.9 1.0 0.4 0.6 85.6 96.7 
4 itsl 
its2 
Size/Load : GE/M study. 
natlf AR-1 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 406.4 0.9 0.8 0.9 0.1 0.6 
2 itsl 
its2 
absDifSR 20.1 15.2 22.1 15.5 22.1 15.1 
3 itsl 
its2 
absDifSR 141.9 1.0 0.4 0.6 85.6 96.7 
4 itsl 
its2 
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Table 4. MVAB. 2. Performance related to metaproperty : 16b study. 
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Table 4. MVAB. 3. Performance related to metaproperty : GE/M study. 
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4. MVAB. 2. Discussion. 
The MVA equations have suggested a number of approximations 
where the response time of non-PF centres is substituted 
[LAZO, 84]. The approach is intuitive and elegant and the 
resulting approximation non-iterative and efficient (relat-ive 
cost O(EXP)). Unfortunately as Sauer and Chandy [SAUR, 81 p183] 
note, "there has been very little empirical justification for 
these'methods", our study confirms this fear. 
Overall the performance of the approximation is poor. Worse 
performance is seen in the H2b study. The performance is 
generally below the exponential-assumption EXP. Interestingly the 
error is greatest in even numbered network populations (table 
4. MVAB. 1) indicating a propagation of error up the recursion. 
Recently an attempt has been made to correct the error by 
preventing the generation of server utilisations greater than one 
(AKYI, 87c]. The method is only reported to be successful for 
networks of hypoexponential service centres. This case is not. 
considered here as the EXP would be expected to provide an 
adequate approximation. 
No extension to multiservers has been attempted. 
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4. RTP. Performance of RTP approximation. 
4. RTP. 1. Results set. 
Table 4. RTP. 1. Performance related to network size and load. 
Size/Load : Hmb study. 
RTý P -I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 50.7 55.7 61.6 50.8 59.8 47.4 
2 itsl 
its2 11.5 9.7 8.5 5.7 6.5 3.7 
absDifSR 33.5 44.2 43.9 41.2 44.7 39.1 
3 itsi 
its2 14.7 13.0 11.6 9.1 8.8 5.8 
absDifSR 23.6 37.0 32.3 35.0 34.0 33.4 
4 - itsl 
its2 16.6 14.8 13.8 10.9 10.9 7.7 
Size/Load : GE/E2 study. 
ATI- I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 34.3 46.5 41.3 38.2 41.1 34.3 
2 itsl 
its2 11.5 9.7 8.5 5.7 6.5 3.7 
absDifSR 20.2 32.6 23.3 26.5 24.0 23.8 
3 itsl 
its2 14.7 13.0 11.6 9.1 8.8 5.8 
absDifSRT% 14.8 25.4 14.8 20.0 15.4 17.5 
4 itsl 
its2 16.6 14.8 13.8 10.9 10.9 7.7 
Size/Load : GE/M study. 
RTI P -I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 34.3 46.5 41.3 38.2 41.1 34.3 
2 itsl 
its2 11.5 9.7 8.5 5.7 6.5 3.7 
absDifSR 20.2 32.6 23.3 26.5 24.0 23.8 
3 itsi 
its2 14.7 13.0 11.6 9.1 8.8 5.8 
absDifSR 14.8 25.4 14.8 20.0 15.4 17.5 
4 itsl 
its2 16.6 14.8 13.8 10.9 10.9 7.7 
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Table 4. RTP. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M=N=3. 
RTIP 
c\C 
mean 
1 
s. d. 
2 
mean s. d. 
.3 
mean s. d. 
absDifSRT% 22.1 21.2 24.0 19.4 33.9 12.4 
2 itsi 
its2 11.4 9.2 12.7 11.4 13.5 8.6 
absDifSR 55.3 46.9 79.0 67.7 
3 itsl 
its2 11.5 4.5 14.2 4.8 
Multiserver inclusion : M=3 N=5. 
RTP 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 10.7 14.0 10.4 12.5 
2 itsl 
its2 14.7 11.8 13.7 11.1 
absDifSR 11.7 14.4 
3 itsl 
its2 14.3 11.5 
Multiserver inclusion : M=N=10. 
RTýPI 
c\C 3 6 
mean s. d. mean s. d. 
_absDifSR 
5.5 4.2 5.5 4.2 
1 itsl 
its2 12.1 4.8 12.1 4.8 
absDifSR 6.1 5.0 8.8 6.4 
3 itsl 
its2 11.6 4.8 10.2 3.9 
absDifSR 7.3 7.1 8.1 7.0 
6 itsl 
its2 11.9 4.3 9.9 2.7 
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Table 4. RTP. 3. Performance related to metaproperty : Fhb study. 
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Table 4. RTP. 4. Performance related to metaproperty : GE/M study. 
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4. RTP. 2. Discussion. 
Response Time Preservation (RTP) [AGRA, 84] is the basis for 
a number of approximations. The RTP approximation attempts to 
iteratively obtain a PF network in which each centre causes the 
same delay to customers as found in the isolated non-PF centre. 
The relative cost is O(its2*EXP). The number of iterations taken 
is on average <20-but networks where the-limit is reached occur 
(eg table 8.1-3). 
The overall performance is poor. The best performance is 
seen in networks containing few non-PF centres (tables 4. RTP. 3&4) 
and under heavy load (table 4. RTP. 1).. The performance is 
generally better in the GE/M study but not in central server 
populations (tables 4.4-9 and 4.12-15). A most encouraging trend 
is improved performance in the larger networks. In the GE/M study 
of large networks the performance is good to adequate (table 
4. RTP. 4). The tables 4.10-15 further illustrate this improvement 
but the maximum values recorded 
indicate 
performance may be 
comparatively unreliable perhaps due to slowly converging 
networks reaching the iteration limit. 
Note from tables and graphs 8.1-16 the performance for the 
ntol variable is worse than utol and absDifSRT. While the 
approximation clearly yields the response time it is not obvious 
how to obtain the mean queue length and utilisation. In the 
implementation here the utilisation is take from the isolated 
non-PF centre while the mean queue length is taken from the 
closed PF network. 
The extension to multiservers is not successful (tables 
4. RTP. 2 and 8.16). 
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4. MAR. Performance of MAR approximation. 
4. MAR. 1. Results set. 
Table 4. MAR. 1. Performance related to network size and load. 
Size/Load : limb-study. 
MAC- I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 0.2 0.4 0.2 0.2 0.2 0.2 
2 itsl 
its2 4.5 2.8 5.5 1.8 5.4 1.4 
absDifSR 0.3 0.4 0.4 0.4 0.4 0.5 
3 itsi 
its2 5.4 4.2 6.4 2.5 6.1 2.1 
absDif5R 0.3 0.4 0.5 0.6 0.6 0.7 
4 itsl 
its2 5.9 5.2 7.1 3.3 6.8 2.8 
Size/Load : GE/E2 study. 
MAR I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 365.1 871.6 73.2 274.2 22.4 106.5 
2 itsl 
its2 13.5 17.0 12.0 11.0 9.2 6.9 
absDifSR 330.7 801.8 64.9 243.7 20.5 95.0 
3 itsi 
its2 14.6 17.0 14.1 11.9 11.2 9.5 
absDifSR 309.9 762.2 62.3 230.7 19.4 88.5 
4 itsl 
its2 14.4 16.9 14.5 11.9 11.8 9.7 
Size/Load : GE/M study. 
MAC -R --l 
N\M , 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 364.8 871.8 73.8 274.0 23.5 106.3 
2 itsl 
its2 3.2 2.7 5.0 3.5 5.9 3.7 
absDifSR 330.4 802.0 65.6 243.5 21.7 94.8 
3 itsi 
its2 4.1 4.6 6.7 7.2 7.5 8.0 
absDifSR 309.5 762.3 63.0 230.5 20.5 88.3 
4 itsi 
its2 4.0 4.6 7.1 8.0 8.1 8.8 
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Table 4. MAR. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M=N=3. 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR 45.6 160.2 3.5 4.9 2.5 3.5 
2 itsl 
its2 5.3 4.4 3.6 2.2 1.9 0.3 
absUltbR1 : 3. L 4.: j 
3 itsi 
its2 3.3 2.8 
t. V 3. u 
1.6 0.5 
Multiserver inclusion : M=3 N=5. 
Ntaf 1 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 37.6 136.6 33.8 0.2 
2 itsl 
its2 7.9 10.3 7.3 9.3 
absllitiR Z3. U IUU. i 
3 itsl 
its2 7.8 10.8 
Multiserver inclusion : M=N=10. 
MLI- 1 
c\C 3 6 
mean s. d. mean s. d. 
absDifSR 8.8 5.2 8.8 5.2 
1 itsl 
_ its2 13.6 9.4 13.6 9.4 
absDifSR 6.5 4.1 4.6 3.9 
3 itsl 
its2 10.3 6.6 6.8 3.5 
absD if SR 3.8 4.3 -2.0 2.5 
6 itsl 
its2 6.7 3.2 3.6 1.4 
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Table 4. MAR. 3. Performance related to metaproperty : H=b study. 
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Table 4. MAR. 4.. Performance related to metaproperty : GE/M study. 
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4. MAR. 1. Discussion. 
Marie's iterative approximation [MARI, 791 is a neat 
algorithm involving the exact mapping between any queue length 
distribution to that of a load dependent exponential service 
centre. The load dependent service rates are used in a PF network 
solution to obtain the load dependent arrival rate to each centre 
which is solved exactly in isolation. The iteration . 
proceeds 
until' the solution of the isolated systems and the network 
marginals coincide. In the single server case the cost is 
O(its2*(PF*N + '"PF*W *Isol)) (when all centres are non-PF the 
relative cost is O(its2*EXP*N*Isol)). The number of iterations 
taken is on average <10 and rarely >20. Fewer iterations are 
required in networks close to PF (tables 4. MAR. 3&4). 
While the overall performance is poor the definition clearly 
obscures the true value of the approximation. In many networks 
where all the centres dominating behaviour give GE service the 
approximation crashes. - The failure is due to divergence of the. 
iteration and no alternative initialisation could be found. 
While the failure of the approximation is only observed when 
GE distributions are used the performance deteriorates 
significantly as I-= service distributions are taken further from 
exponential in the stochastic order (see graph 4.1). 
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Graph 4.1. The statistics for absDifSRT variable over the base 
population N=3 sample versus the distance from exponential 
of the hyperexponential distributions determined by the 1-6 tuning 
parameter, k.. 
Over the H2b study and indeed any sample where GE centres do 
not dominate performance is good. The accuracy and reliability. of. 
the approximation are quite remarkable in the H2b study of** small 
networks. The deterioration for larger networks may be due to 
imprecise characterisation of the'simulated service distribütibn- 
(see section 4.6). 
From the definition of the base population the M=N=10 sample 
is unlikely to contain networks where only centres giving GE 
service dominate behaviour. For this reason the performance is 
seen to improve as the number of centres is increased (table 
4. MAR. 1 and 8.3,11) 
The multiserver extension uses the GE distribution and is 
only successful when the failure condition does not occur. 
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4. FPM. Performance of FPM approximation. 
4. FPM. 1. Results set. 
Table 4. FPM. 1. Performance related to network size and load. 
Size/Load : H6b-study. 
FPS M1 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 235.1 179.4 155.8 0.6 130.0 90.9 
2 itsl 2.0 1.9 3.1 1.2 3.8 0.7 
its2 77.5 35.0 5.7 2.9 3.5 0.6 
absDifSR 196.9 158.3 130.2 94.3 110.9 80.9 
3 itsi 2.1 1.7 2.9 1.0 3.5 0.6 
its2 70.2 36.1 6.1 2.8 3.8 0.6 
absDifSR 170.2 142.9 111.6 84.4 95.9 73.1 
4 itsl 2.2 1.7 2.9 1.0 3.4 0.5 
its2 66.0 37.6 6.2 2.7 4.0 0.6 
Size/Load : GE/E2 study. 
FPS MI 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSRT' 204.3 163.5 132.8 90.4 107.0 72.4 
2 itsl 2.1 1.9 2.6 1.2 2.8 0.5 
its2 38.1 24.0 9.5 2.7 6.9 1.3 
absDifSR 157.2 129.8 102.8 72.8 83.5 58.2 
3 itsi 2.1 1.8 2.6 1.1 2.7 0.5 
its2 32.7 20.7 9.2 2.6 6.9 1.4 
absDifSR 130.3 109.9 85.0 62.2 69.1 49.7 
4 itsi 2.1 1.7 2.6 1.1 2.7 0.5 
its2 29.3 18.6 9.0 2.6 6.9 1.4 
Size/Load : GE/M study. 
FP M--I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 206.9 161.1 134.2 89.2 108.0 71.6 
2 itsl 3.2 3.4 3.0 2.3 3.2 1.8 
its2 36.8 25.5 9.1 3.3 6.7 1.8 
absDifSR 159.4 127.8 104.1 71.7 84.5 57.4 
3 itsi 3.1 3.1 3.0 2.1 3.0 1.6 
its2 31.6 21.9 8.9 3.2 6.8 1.8 
absDifSR 132.1 108.3 86.1 61.3 70.1 49.0 
4 itsi 3.1 3.1 3.0 2.0 3.0 1.6 
its2 28.3 19.6 8.7 3.2 6.7 1.9 
186 
Table 4. FPM. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-Na3. 
c\C 1 
mean s. d. " 
2 
mean s. d. 
3 
mean s. d. 
absDifSR 102.2 69.5 98.0 63.0 86.9 54.0 
2 itsl 5.3 4.7 7.1 5.2 9.3 5.0 
its2 10.0 5.2 11.7 7.3 13.1 8.2 
absDifSR 83.0 75.8 41.4 56.0 
3 itsl 3.3 2.5 3.5 3.0 
its2 8.4 4.4 7.4 6.1 
s 
Multiserver inclusion : M=3 N=5. 
1: 'Drý 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 73.5 52.6 71.9 48.5 
2 itsi 5.7 5.1 7.9 5.5 
its2 9.6 5.1 11.1 7.2 
absllitb /4.4 3 z. 0 
3 itsl 5.3 4.8 
its2 9.5 4.9 
Multiserver inclusion : M=N-10. 
c\C 3 6 
mean s. d. mean s. d. 
-absDifSR 24.0 12.3 24.0 
12.3 
1 itsl 2.8 0.4 2.8 0.4 
its2 4.7 0.5 4.7 0.5 
absDifSR 26.0 13.7 26.7 13.9 
3 itsl 4.7 4.1 7.6 5.5 
its2 5.3 2.5 6.5 3.6 
absDifSR 25.4 15.0 13.8 12.8 
6 itsl 5.2 4.8 6.7 5.4 
its2 5.6 2.6 6.4 3.3 
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Table 4. FPM. 3. Performance related to metaproperty : Heb study. 
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Table 4. FPM. 4. Performance related to metaproperty : GE/M study. 
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4. FPM. 1. Discussion. 
The fixed population mean approximation (WHIT, 84b) is not 
expected to be accurate in such small networks. The behaviour 
here is interesting as the FPM forms the first step in the UMEWC 
approximation. 
The open network approximation formulae are applied for the 
{CÄ} with a nested iteration to find a throughput giving on 
average the same number of customers in the open network as the 
population of the closed system. The average performance of the 
nested iteration per outer iteration is recorded as itsl. Other 
iteration schemata could be explored. 
The cost is 0(its2*(Flow + itsl*NR)). NR is the cost (0(M)) 
of one Newton/Raphson iteration for the throughput. The number of 
flow iterations (its2) decreases with network size (to which the 
computational cost of each iteration is proportional). The 
iteration converges very slowly when the network is simply 
connected (tables 4. FPM. 3&4). The GE flow formula converge a 
little more slowly than the I-6b ones. The nested iteration (itsl) 
is slower when more EXP centres are included in the network 
(tables 4. FPM. 3&4) and when multiservers are included (table 
4. FPM. 2). 
As expected the overall performance is poor and improves 
with increasing network size and load. In the largest networks 
solved, M-10, N-30 (tables 8.14&15) though the mean error is 
around 10% the performance is very unreliable. 
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4. UMEWC. Performance of UMEWC approximation. 
4. UNEWC. 1. Results set. 
Table 4. UMEWC. 1. Performance related to network size and load. 
Size/Load : }6b study. 
IIIMF 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 6.2 3.9 11.5 5.4 12.4 5.3 
2 itsl 77.5 35.0 5.7 2.9 3.5 0.6 
its2 7.3 2.5 8.7 2.5 7.7 1.7 
absDifSRT' 8.4 5.7 15.1 7.7 16.7 7.5 
3 itsi 70.2 36.1 6.1 2.8 3.8 0.6 
its2 7.8 2.9 10.2 3.4 9.6 2.6 
absDifSR 9.5 6.8 16.5 9.1 18.4 8.9 
4 itsl 66.0 37.6 6.2 2.7 4.0 0.6 
its2 8.3 3.3 11.7 5.0 11.4 3.9 
Size/Load : GE/E2 study. 
tß-1 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 1.0 1.6 2.6 2.8 2.2 1.7 
2 itsi 38.1 24.0 9.5 2.7 6.9 1.3 
its2 20.9 20.4 4.9 2.1 4.6 1.1 
absDifSR 1.1 1.5 3.1 2.6 3.0 1.8 
3 itsl 32.7 20.7 9.2 2.6 6.9 1.4 
its2 16.4 18.4 5.2 1.8 5.1 1.1 
absDifSR 1.1 1.4 3.3 2.4 4.0 2.3 
4 itsi 293 . 18.6 9.0 2.6 6.9 1.4 its2 12 .3 15.4 5.3 1.8 
5.2 1.4 
Size/Load : GE/M study. 
[f mrEwc I 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d. 
absDifSR 1.0 1.6 2.7 2.9 2.4 1.8 
2 itsl 36.8 25.5 9.1 3.3 6.7 1.8 
its2 20.6 21.2 4.6 2.3 4.3 1.3 
absDifSR 1.1 1.6 3.0 2.8 2.9 1.7 
3 itsl 31.6 21.9 8.9 3.2 6.8 1.8 
its2 15.7 18.9 4.8 2.1 4.7 1.4 
absDifSR 1.1 1.4 3.0 2.4 3.7 2.1 
4 itsl 28.3 19.6 8.7 3.2 6.7 1.9 
its2 11.7 15.7 4.9 2.1 4.8 1.6 
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Table 4. UMEWC. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M=N=3. 
iimp. wr--l 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR 2.6 2.4 2.8 3.0 2.0 2.5 
2 itsl 10.0 5.2 11.7 7.3 13.1 8.2 
its2 11.4 8.6 17.9 12.9 27.1 14.4 
absDifSR 2.5 2.6 1.8 2.3 
3' itsi 8.4 4.4 7.4 6.1 
its2 11.9 11.2 10.3 10.5 
Multiserver inclusion : M-3 N-5. 
tl TM1 Wr-l 
c\C 1 2 
mean s. d. mean s. d. 
absDifSR 2.7 2.6 3.4 3.4 
2 itsl 9.6 5.1 11.1 7.2 
its2 14.4 11.9 19.6 13.9 
absD if SR 3.3 3.2 
3 itsi 9.5 4.9 
its2 21.7 16.2 
Multiserver inclusion : M=N=10. 
I UMEWC I 
c\C 3 6 
mean s. d. mean s. d. 
absDifSR 11.3 5.0 11.3 5.0 
1 itsl 4.7 0.5 4.7 0.5 
its2 5.5 1.5 5.5 1.5 
absDifSR 9.1 4.8 5.5 3.1 
3 itsl 5.3 2.5 6.5 3.6 
its2 8.5 3.1 9.3 3.3 
absDifSR 5.8 4.0 3.7 2.6 
6 itsi 5.6 2.6 6.4 3.3 
its2 14.8 7.9 11.7 7.9 
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Table 4. UMEWC. 4. Performance related to metaproperty: GE/M study. 
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4. UMEWC. 1. Discussion. 
" This approximation is based on the centre independence 
(hence product form) predicted by maximum entropy formalism when 
only mean value constraints on independent centre statistics are 
used [KOW , 85].. The invariance of the Lagrangian multipliers -to 
capacity is assumed allowing the use of an open network in their 
derivation. As the maximum entropy closed network solution is 
product form standard convolution algorithms can be applied 
(KOW, 86a). To force compliance of the final solution with Job 
Flow Balance (JFB) a heuristic based iteration is employed 
[WALS, 84]. 
The relative cost is O(its2*EXP + FPM) where FPM denotes the 
cost of the FPM approximation. The number of the iterations 
required for JFB is generally just over 5 in the GE/M study with 
little variation except when multiservers are included (tables 
4. UMEWC. 2 and 8.16). In the IL-ab study more iterations are taken. 
The overall performance is poor but dependent on the 
distribution choice. Performance with the GE distribution is 
adequate to poor (table 4. UMEWC. 4). In the }6b study the 
performance is poor throughout (table 4. UMEWC. 3). The accuracy 
and reliability are not affect by multiserver inclusion (though 
the cost is) (table 4. IJMEWC. 2 & 8.16). 
The iteration required for JFB regularly generates 
under/overflow exceptions in the larger networks. The results 
found before the failure are reported and appear adequate. 
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4. TEST. Performance of TEST approximation. 
4. TEST. 1. Results set. 
Table 4. TEST. 1. Performance related to network size and load. 
Size/Load : GE/M study. 
N\M 2 3 4 
mean s. d. mean s. d. mean s. d, 
absDifSR 0.9 1.7 2.6 2.7 2.2 1.5 
2 itsi 36.8 25.5 9.1 3.3 6.7 1.8 
fail rate% 
absDifSR 1.0 1.6 2.9 2.6 2.8 1.6 
3 itsl 31.6 21.9 8.9 3.2 6.8 1.8 
fail rate% 2.0 
absDifSR 0.9 1.4 2.8 2.3 3.4 1.9 
4 itsl 28.3 19.6 8.7 3.2 6.7 1.9 
fail rate 1.0 6.5 
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Table 4. TEST. 2. Performance related to Multiserver inclusion. 
Multiserver inclusion : M-N=3. 
I q, -i-4z-r ý 
c\C 1 2 3 
mean s. d. mean s. d. mean s. d. 
absDifSR'I 2.5 2.5 2.8 3.3 3.4 5.5 
2 itsl - 10.0 5.2 11.7 7.3 13.1 8.2 
fail rate 3.0 17.5 37.5 
absllitSK1 Z. "/ L. -/ i. z ii. y 
3 itsi 8.4 4.4 7.4 6.1 
fail rate 14.0 - 
48.5 
i 
Multiserver inclusion : M=3 N-5. 
I TrqTI 
CSC 1 2 
mean s. d. mean s. d. 
absD if SR - 2.3 2.0 2.6 2.9 
2 itsl 9.6 5.1 11.1 7.2 
fail rate 9.5 28.5 
absD if SR 3.2 3.4 
3 itsl 9.5 4.9 
fail rate 23.0 
Multiserver inclusion : M-N=10. 
TPT I 
c\C 3 6 
mean s. d. mean s. d. 
-absD if SR 6.7 6.2 6.7 6.2 
1 itsl 4.7 0.5 4.7 0.5 
fail rate% 96.0 96.0 
absDifSR 6.9 5.9 7.1 7.2 
3 itsl 5.3 2.5 6.5 3.6 
fail rate% 100.0 100.0 
absDifSR 6.2 5.9 2.5 3.0 
6 itsl 5.6 2.6 6.4 3.3 
fail rate914 100.0 100.0 
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Table 4. TEST. 3. Performance related to metaproperty : GE/M study. 
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4. TEST. 2. Discussion. 
This approximation is a development from UMEWC inspired by 
the work of Tomaras [TOMA, 88). In appendix 7 the Maximum Entropy 
product form solution for closed networks is manipulated so Job 
Flow Balance (JFB) can be corrected directly. The (heuristically 
defined) JFB solution found is the one proposed by Walstra 
[WALS, 84) but in UMEWC the JFB solution aimed for is re-computed 
at each iteration. To give JFB in UMEWC a multiplier is 
introduced when a centre contains at least one customer. JFB- in 
TEST is imposed by a multiplier appearing in the centre state 
function only when the centre contains all N customers. 
The M "full centre" state probabilities may not have 
sufficient influence on network behaviour to obtain the JFB 
solution, and remain proper. Negative multipliers given for JFB 
solution are set to zero and a failure recorded. The failure rate 
is presented in the result tables. The failure rate increases 
with -network size (table 4. TEST. 1) and 
load imbalance (table. 
4. TEST. 3). This is expected from the lower influence of the full 
centre probabilities on JFB. An increase in failure rate also 
occurs with the inclusion of' multiple servers. Two c6nt're- 
multiserver solutions (section 3) suggest a set of multipliers 
are required for JFB in this case. 
The cost of the TEST approximation is O(FPM + EXP + M'). The 
W term denotes the cost of inverting an M dimensional matrix for 
the multpliers satisfying JFB. 
Only GE/M results are available. The approximation is not 
successful given the FPM solution with the H=b formulae choice. 
Despite the variable failure rate the overall performance is 
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generally adequate. Poor performance is seen in simply connected 
small networks (table 4. TEST. 3) and in the M-N-3 networks with 2 
ample servers (table 4. TEST. 2). The poor performance in the 
simply connected networks is attributed to the FPM component of 
TEST. 
4.6. Discussion of the Simulation Technique. 
Section 4.5 described the major problem with the simulation 
technique used. While the statistics observed are coherent they 
may not correspond to the steady-state values assumed by an 
approximation. Clearly if the observation were longer the 
correspondence would be closer. For this reason traditional 
application of simulation for approximation validation is costly. 
A network is fully specified by a set of parameters, the 
information required for specification. Given this information an 
exact. solution produces a unique. set of performance measures. 
This is the information required for validation. An approximation.. 
maps. a (not necessarily proper) subset of the specification 
information into performance information. 
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In the class of networks considered here the specification 
information required by an approximation is the basic network 
parameters eg, 
M- number of centres 
N- number of customers 
d1E 1, M 
c: - the number of servers 
the first two moments of the service distribution as, 
- mean service rate 
C; squared coefficient of service 
Vie1... M 
p: j - the transition probabilities. 
This specification is incomplete and to obtain the exact solution 
more information must be available. The missing information is 
the distributional form. Some of the approximations require 
information on distribution form and so produce results in 
response to a complete network specification. Clearly the same 
specif-ication information must be used to obtain the exact- 
performance information for validation. 
In this study two distribution forms are used for. 
hyperexponential service times, the balanced two stage 
hyperexponential and the extremal GE. In small networks the exact 
performance information given the distribution form is used for 
the validation. Where possible information on the distribution 
form is included in the approximations. The results of the 
validation show approximation performance is often optimum with a 
given distribution form. 
It is interesting to examine the effect of the wrong 
distribution choice in an approximation. For example if MAR using 
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Heb/E2 distributions is applied to the M-N-3 base population 
using GE/EQ the results in table 4.1 are obtained. 
Table 4.1. Base Population N=3 : GE study. 
mean s. d. max 
absDifSRT 0.136 0.067 0.268 
MAR + Hmb utol 0.094 0.046 0.192 
ntol 0.029 0.017 0.069 
its2 4.750 1.493 10.000 
Similarly when UMEWC using the GE/M distributions is applied 
{ 
to the l6b/E2 sample from the M=N=3 base population the results 
in table 4.2 are found. 
Table 4.2. Base Population N=3 : ii=b study. 
mean s. d. max 
absDifSRT 0.170 0.100 0.404 
utol 0.097 0.052 0.248 
GEUMEWC ntol 0.028 0.020 0.103 
itsi 8.870 3.238 - 16.000 
its2 4.835 2.064 13.000 
Clearly the wrong distribution choice can account for a 
significant deterioration in approximation performance. 
Coming back to the simulation technique recall that only the 
first two moments of the service distribution are observed. 
Consequently information on the distribution form must" . 16e- 
assumed when required in an approximation. In the validation 
study choice of distribution is based on the steady-state form 
followed by the simulation. This steady-state form may not be 
reproduced during the finite observation time. Clearly an 
approximation which assumes the wrong form will admit error. 
Table 4.3 gives the performance of MAR using i-i-zb/E= 
distributions against observed networks from the M-N-10 base 
population specified with GE/EQ distributions. 
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Table 4.3. Base Population N-10 : GE study. 
mean s. d. max 
absDifSRT 0.092 0.058 0.205 
MAR + }6b utol 0.051 0.030 0.126 
ntol 0.051 0.016 0.094 
its2 8.960 3.500 18.000 
When the wrong distribution choice is made in UMEWC the 
performance is seen to improve significantly. The results 
obtained for the UMEWC approximation assuming GE given simulation 
resultsy following the Heb are entered on the appropriate tables 
and graphs 8.10,12,14 with ' the abbreviation GEUMEWC. " 
Table 4. GEUMEWC .1 charts the performance of the GEIJMEWC 
in 
relation to the metaproperties. With the exception of simply 
connected networks the performance is good to adequate 
Table 4. GEUMEWC. 1. Performance related to metaproperty H=b 
study. 
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The good performance of GEUMEWC is open to interpretation. 
Either the approximation tends to produce results closer to the 
steady-state J-6b ones as the network size increases, or the 
simulated limb tend to be observed behaving more like GE'" 
distributions. 
As a validation study should dispel uncertainty the use of 
the simulation method is flawed. If only the first two moments 
are observed less bias would be introduced by randomly generating 
the steady-state distribution form. Alternatively (or 
additionally) further moments of the service distributions could 
be observed to guide the distribution chosen by an approximation. 
The possibility that over a finite interval of the 
simulation a given distribution form and/or network behaviour is 
favoured cannot be ignored. This would cause a difference between 
the population of networks specified by the steady state base 
parameters and the observed sample used for validation. Clearly.. 
even when such differences exist providing they are characterised 
and understood the proposed technique can be usefully applied. 
In general the technique could be seen to provide more 
appropriate validation results as the situation is closer to that 
encountered applying an approximation in practice. Compared to 
the traditional approach to simulation the technique offers a 
much less costly and more controllable source of performance 
information for approximation validation. 
-ýL 
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4.7. Conclusions. 
Thirteen approximations for closed single chain networks 
containing FCFS centres with general service times are subjected 
to comparison against the exact and simulated solutions of 
networks in random samples from various populations.. Parametric 
study of approximation performance is made using network 
metaproperties. These global network properties are considered 
more Yelevant than the basic parameters specifying the network. 
The use of large'samples from populations of networks 
tending to display different metaproperties is successful. For 
example clear relations can be seen between network load balance 
and approximation performance in many cases (EPF, SLTZ). 
Distribution form clearly accounts for significant error. Many of 
the approximations (MAR, UMEWC) perform best with a given 
distribution. 
Validation against larger networks motivated a more 
empirical use of simulation closer to practice. This technique 
holds promise as a less costly more controllable validation tool. 
A discussion of each approximation in isolation 
presented. It remains to compare them. The size and breadth of 
the sample (over 10000 networks) is such that few approximations 
perform well in all cases. It is would be misleading not to 
consider three main partitions of-the sample. 
1) Small networks with 16b/E2 distribution form. 
2) Small networks with GE/E2 distribution form. 
3) Larger networks. 
In small networks with H6b/Ezz distribution form the MAR 
approximation is excellent. In small networks with GE/E2 
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distribution form the use of the exponential distributions for 
the E2 does not cause a great increase in error. The TEST, UMEWC 
and SLTZ approximations perform well. MAR crashes when the 
network behaviour is dominated by GE service times but performs 
well if one or more non-GE servers contribute. 
The results from the validation in larger networks roughly 
confirms extrapolation based on the size/load metaproperties. 
Only the RTP shows a sure improvement with network size and load. 
This approximation performs adequately (in terms of the absDifSRT 
variable) against networks where the underlying service 
distribution is of GE/Eza form. Other approximations 
(SLTZ, MAR. UMEWC and TEST) retain adequate performance in larger 
networks. In the central server cases where only the cpu may have 
hyperexponential service EPF performs well in, small and large 
networks. 
Overall the SLTZ approximation appears most robust but tends 
to be costly. This approximation uses PF decomposition and Fä 
crude heuristic -method to adjust performance to comply with 
network invariants. At the other extreme the CORT and ZLG 
approximations with elegant theoretic foundation are seen to 
perform badly in many cases. As predicted from the theory ZLG 
performance worsens with increased network load. The 
deterioration in performance outweighs the improvement expected 
with an increasing number of centres. CORT performs best in large 
heavily loaded central server configurations but is comparatively 
unreliable. 
Most disappointing is the MVAB performance which is 
generally worse than the exponential assumption. Mean Value 
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Analysis has formed the basis of other published approximations 
[LAZO, 84]. These approximations should be treated cautiously 
without adequate validation. The FPM is clearly not suited to 
such small networks without further computation (eg UMEWC). 
Extrapolating to larger networks the performance should improve" 
but may remain variable. 
Where possible the approximations are extended.. to the 
multiServer case using the GE based building block developed in 
section 3. The extension of the SLTZ and UMEWC is successful. 
that of RTP is not. The use of the building block in MAR is 
possible if one or more non-GE service centres contribute to 
network behaviour. 
Walstra [WALS, 84] concludes from experiments with UMEWC and 
MAR that the two approximations are of comparable performance. 
Note that Walstra uses the 16b distribution in the exact 
solutions and MAR whereas the GE is used in UMEWC. Balbo 
[BALB, _79a] only compares some of the approximations.. 
(EXP, CHW, SLTZ, EPF, MAR) and in the-H=b case. He concludes that MAR 
is superior for networks with multiple non-exponential -centres 
otherwise EPF is superior. The instabilities caüsi'hg- 
unreliability of the EPF are not seen in the 24 networks tested 
in [BALB, 79a]. 
It is interesting to examine Tripathi's conjecture that the 
greatest approximation error is most likely seen at Nmax the 
"system saturation point" (TRIP, 79 P881. The Size/Load tables 
display this information. For the exponential assumption the 
conjecture is supported (Table 4. EXP. 1). The conjecture also 
holds for the more accurate approximations against these networks 
(eg SLTZ, ZLG, MAR, UMEWC). For less accurate approximations the 
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effects motivating the conjecture are presumably swamped by other 
sources of error. 
The validation study here demonstrates that random network" 
testing can still provide insight into the association between'' 
approximation performance and QNM parameters. Illustration of 
this association is claimed as the main advantage of parameter 
space mapping [EAGE, 88 p182]. In this study where parameter space 
mapping would clearly provide misleading information a random 
testing scheme has obtained parametric performance relations. 
Finally the validation is sufficiently rigorous (at least 
for the size of networks considered) to provide information on 
suitability of the approximations for inclusion in capacity 
planning packages. MAR is already available in the QNAP-2 package 
(VERA. 851 where its use with the hexp distribution supplied can 
be expected to give good performance. 
In addition the results of the validation study act as., a. 
guide to the potential of an approximation methodology. For 
example Response Time Preservation is proposed as a basis for 
': . _. approximating various non-PF features [AGRA, 84). 
An approximation should be easy to extend if it is to form 
the foundation of an approximation methodology. Some of the 
approximations (CORT. ZLG) did not permit easy extension to the 
multiserver case. Extension should be based on results that can 
be readily obtained and implemented. For example the recursive 
method of Herzog, Woo and Chandy (HERZ, 75] gives an efficient 
solution for an isolated queue with two classes of load dependent 
arrivals and priority based service. This building block is 
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easily incorporated into Marie's algorithm (MARI; 79] extended to 
multiple chains [NEUS, 82). 
i 
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5. MULTIPLE CHAIN EXTENSION OF THE MAXIMUM ENTROPY 
APPROXIMATION. 
5.1. Introduction. 
In the previous section approximations capturing the non 
product form behaviour due to general service times at FCFS 
centres are validated. In this section the UMEWC approximation, 
seen to perform well using a GE distribution, is extended to the 
multiple chain case. Chains of customers in a network represent 
discrete populations. It is very important in most applications 
of a QNM to quantify performance by customer class. A chain 
contains customers with the same long term behaviour. 
Multiple chain QNMs are PF if all customers receive service 
times from the same exponential distribution at FCFS centres. The 
extension described in this section attempts to capture non-PF 
behaviour due to chain dependent service distributions at FCFS 
centres. The service distributions are specified by their first 
two moments. In addition approximations for priority scheduling 
disciplines require multiple chain models. The techniques used in 
the extension have been developed further (TABE, 88] to include 
priorities. 
An earlier attempt at this extension [WALS. 84] was poorly 
founded and failed. The extension suggested did not account for 
the independence of chain flow. 
Alternative approximations for this class of networks have 
been suggested by Neuse and Chandy [NUES, 82] based on Marie's 
iterative algorithm [MARI, 79] and by Bard [BARD, 79] based on Mean 
Value Analysis. From the validation results presented in the 
previous section the theory of MVA based approximations is 
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suspect without empirical corroboration. Marie's approximation 
shows an increased error as service distributions tend toward the 
GE extreme. Similar sources of error may occur in a multichain 
extension for example when there is a large variation between the 
service rates- of different classes at a centre. In addition 
Marie's approximation is comparatively expensive when extended to 
include multiple chains as the non-PF centres are substituted by 
fully load dependent ones and no efficient solution is available 
for a general FCFS multiclass centre with load dependent 
arrivals. 
On the other hand the UMEWC approximation is seen to be less 
accurate in simply connected networks. The approximation is only 
successful with the GE based formulae used, though is conjectured 
to give bounding behaviour (WALS. 84]. The UMEWC is more open to 
improvement than the MAR approximation. Schemes which do not 
require the Fixed Population Mean approximation as a starting 
point- are being developed [TOMA. 88]. Section 4 includes 
validation results for a direct method of flow balance correction 
(the TEST approximation). The flexibility of a basic 
approximation for non-PF behaviour is important when extensiönd' 
are made. 
The UMEWC algorithm has two parts, 
1) the Fixed Population Mean (FPM) solution, 
2) the Maximum Entropy (ME) closed network product form 
solution. 
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The FPM solution provides the mean values for the 
computation of Lagrangian Multipliers which are convoluted to 
give the ME PF solution. In the extension to multiple chains five 
developments are useful. 
1) the derivation of a suitable formulae for the mean queue" 
length by class at an isolated FCFS centre, 
2) the derivation of a formula for the departure coefficient 
of variation squared by class, 
i 
3) the derivation of the ME queue length distribution for an 
isolated multiclass FCFS centre in terms of given constraints. 
4) efficient convolution formulae for the ME network 
solution, 
5) development of the UMEWC implementation. 
The developments may not be essential. Using a method of 
chain disaggregation/aggregation an initial implementation of the 
approximation is possible without developments (1) and (2). In 
this first working version the main problems encountered in (5) 
are, tackled. Development (4) is only necessary when computational. 
efficiency is important. Developments (3)-(5) are detailed in 
sections 5.2.5.3 and 5.4 respectively. 
Facilitated by the simplicity of the GE distribution and 
independence implied by Maximum Entropy methods, developments (1) 
and (2) are presented in [KOUV. 88b]. These developments are 
included in the implementation used to generate numeric results 
in tables 5.1-5. 
A more precise presentation of the UMEWC algorithm is not 
useful as various forms are possible within the concept of the 
approach. The developments given may or may not be required by a 
given implementation. 
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5.2. The Maximum Entropy Analysis of an isolated Centre with 
FCFS discipline and R classes of Customer. 
This derivation is based on the simple single chain case 
of El-affendi and Kouvatsos (EL-AF, 83]. The idea of state space 
partition is taken from Shore and Johnson [SHOR, 81] and the use 
of combinatorics follows Jaynes's Maximum Entropy derivation of 
the Binomial Distribution [JAYN, 68 p233]. 
The centre consists of a single server which operates on the 
customer at the head of a queue organised in a first-come-first- 
served fashion. There are R classes of customer numbered from 1 
to R. 
Let Q denote the set of countably infinite states, S. of the 
centre, 
Define the functions over Q. 
fn. -(s) - nr the number of class r customers at the centre 
in state s. 
11: if a class r customer is in service fs. - (s) 
0: otherwise 
The information concerning the distribution of the states of Q 
is. 
(n, ) ffi E fnr(s) p(s) the mean queue length by class, (1) 
VSEQ 
P, - ° fs, -(s) p(s) , the server utilisation by class. (2) HS EQ 
1E p(s) , the normalising condition. dS EQ 
_-. 1, 
213 
Using Lagrange's method of undetermined multipliers the solution 
which maximises the system entropy function, 
H=-E p(s) ln(p(s)) 
VSEQ 
subject to constraints (1), (2) and the normalising condition, is; - 
1 fsr (s) fn. - (s) 
p (s) = j[ gr Xr . 
(3) 
Zp 
rýi 
where' g. - and Y.., rE1... R. are the Lagrangian multipliers 
corresponding to constraints (1) and (2) repectively and Zp is 
the normalising constant. It is desirable to relate the 
Lagrangian multipliers to the given information, (1)&(2), 
analytically. This also provides an efficient link in the UMEWC 
algorithm between constraints identified in the open system 
(solved by FPM) and the Lagrangian multipliers convoluted for the 
PF ME closed network solution. 
Define the state space partition, 
Q. - ¢ (s : s¬Q A fs-(s) -1) -" 
and so as that state s where V re 1... M(fs, - (s) - 0). so is the idle 
state. 
As, by definition, 
H r, je1... M(r, 'j A Q. -f1Q, °¢) - the system has a single server, 
R 
and Qa {so} UUQ,. 
r-1 
Thus 
1- p(So) +EE p(S) 
rý1 
VSC: Qr 
(4) 
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from (3) , 
1 
p (so) ° (5) 
Zp 
By definition 
, (6) 
"" . P, aEP (S) 
VsE Q. - 
and let, 
R 
E Pr 
r-i 
so 
1 p(so) +P (7) 
From (5) and (7) the normalising constant can be obtained as, 
1 
Zp = 
1-p 
The server utilisation by class is derived as follows. 
Define the function, 
fw. -(s) a fnr(s) - fs,. (s) , the number of class r customers. 
waiting in the queue at the centre in state s. 
Rewriting (3). 
1R fsr (s) fsr (s) fwr (s) 
P (s) 11 Br Xr Xr 
Zp te, 
using (6) 
1R fs. - (s) fs1- (s) fw. - (S) 
Pý aE II s, xr- x. - . 'cJSEQ. - Zp '_IL 
From the definition of Q. -. fs'-(s) -1AVr. jE1... M(r#j=fs, (s)-0) . 
thus 
1R fwr (S) 
Pr" =E gr Y-- n xr u (8 ) 
VSEQr Zp r. 1 
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From (8) it is clear that 
H sI, s2EQ,. (if H JE1... M(fw, (s, )-fw, (sm)) then p(s, )-p(sz)). 
Thus the probability of a combination (nt, L, ntm,..., ntR) of 
customers in the tail of the queue with a class r customer in 
service is, 
R 
E nt, 
ý' gr ihr II X, 
r 
zp ft , -s 
jj nt, ! 
, _1 
so 
1 00 00 
Pr- gr- x. - E ... E Zp n« =0 ntR=0 
R 
E nt, 
R n, 
-, ý-1 
n x, 
R, 
-1 
jj n,, 
, -1 
1 gr iti 
Pr 
zp 
1-E xj 
Defining 
X-E xr 
" 
r-1 
gives 
1 gr Xr 
Zp 1-X 
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For the mean queue length by class first obtain Zp in terms of 
the Lagrangian multipliers in a closed form. From (3), (4), (5). 
(6) and substituting (9). 
1R1 gr Xr 
1a+ 
zp 
rat 
Zp 1-X 
Rearranging, 
R 3. - X. - 
Zpý= 1+ 
. -. 1 1-X 
1-X + g. -x. - 
r-i 
Zp = 
1-X 
defining, 
R 
G°E gr Xa^ 
rý1 
then 
1-X +G 
Zp = (10) 
1-X 
The mean queue length by class can be derived simply by 
differentiation of the logarithm of Zp (10) with respect to the. 
Lagrangian coefficient, ß, -, corresponding to the constraint (2) 
[JAYN, 68). 
S ln(Zp) 
ýnr) 
E gi xi 
"j-1 
S1+ 
Sßß 1 Xj 
j-1 
Zp 
1 (1-X) g, x, - 
G(-Xr) 
ZP (1-X) 2 
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113. -x. - (1-X) V. - G 
<nr) + 
1-X Zp 1-X Zp (1-X) 
11 gýxr- (1-X) x- g, x.., 
+-E 
1-X Zp 1-X Zp 1-X 
substituting (9), 
1R 
nr) a Pr (1-X) + 
1-X , IL 
{ 
xr 
<n, '> +p 
1-X 
Note rewriting gives, 
<n"-) - Pr- P (nj) - Pj 
xt 1-x x, 
In addition by summing (11) over R. 
R Xr 
(nr) E /r +P 
ýýi rýi 
1-x 
_X 1-X +X <n2 P+P=P 
1-X 1-X 
P 
(n) = 
1-X 
Equating with (11) gives, 
(nr) - P. - 
(n) 
x. - 
< nr >- p"- 
x 
From rewriting (9) using Zp 
P, 1-X x, - (n. - >- p"- 
gr also from (12). n 
1-p )Cr- 1-X p 
(11) 
(12) 
(13) 
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then, 
P-- / gr ° ý14) 
1-! (n-) - I, 
Thus given values for p, -, (nr) , 'CJre 1... R, the Lagrangian 
multipliers can be computed using the simple analytic relations 
(13) and (14). 
5.3. Efficient Convolution Formulae for the Maximum Entropy 
Mixed Network Solution. 
A mixed network consists of both open and closed chains of 
customers. Only'' one infinite population open chain need be 
considered as all open chains in the network can be considered to 
originate. (with different arrival patterns) from the same 
source. For an introduction to the manipulation of convolution 
formulae see [BRUE, 80] or [SAUR. 81]. 
As no information is given on the correlation between centre 
activity the ME network solution is the normalised product. _of 
the 
isolated centre ME solutions. In this case the independent centre 
constraints are the p,. -, (n. -) , '/rEO... 
R, used in the previous section 
and so the ME network is the normalised product of (3). 
The convolution of the ME solutions (3) is over the state 
space Q: for each centre icl... M in the mixed network (qv Q in the 
isolated queue). It is more efficient to convolute the marginal 
centre state probabilities. The marginal states are denoted by 
only the vector listing the number of customers in each class at 
the centre, it, often the number of open customers will be 
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separated, eg (no, n). The marginal probability (no. n) given 
(n),, n), 0 is the-aggregate, 
E Pr[chain r customer in service, (no, n)71, - customers in queue] 
r-0 
where 1. - is the unit vector in direction r. 
Pr[chain r customer in service. (no. n)-1, - customers in queue] - 
E n. ) -1 ! 
grxý sý0 
Zp R 
(n. --1) ! jj n_! 
M-o 
A 
" #r 
and so if (no, n)>0 then 
(nr-1) R n-I 
xr jj x11 
A 
s #r 
R 
(no, n) _E 
-o Zp 
A (n. --1) ! fi n-! 
_ n, >O ý-o 
_A 
(n. --1) ', * n-I 
Xr jj x. 
. -o A 
-1r 
The marginal probability of n customers from the closed chains 
irrespective of the number of open chain customers is, 
co 
P(n) _E (no, n) 
no=0 
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R 
(E n1) + (no-1) 
Joxo i 
(no-1) R n. 
P(n) xo jj x. 
no=1 ZP R ý-i 
(no-1)! H n.! 
.. ý_i 
(E ný) -i + no ! 
00 
R gr xr ý-i 
(nr-1) R n. no 
+E xr IT X. xo 
Zp R 
-i 
A no! (nr-1) ! ]j n.! A 
nr >o -i 
=#r 
A 
in #r- 
( nom) + (no-1) ! 
goxo R n. . -1 (no-1) 
p (n) a jj x. E xo 
Zp ý_1 no °1 R 
(no-1) n.! 
(En. ) -1 + no ! 
R gr xr nr-1 R ns n0 
+ x, - 11 x. xo 
r_ 1 
Zp 
s_ 1 n0 =0 
A A no! (nr-1) ! jI n.! 
nr i0 sr --i 
A 
- #r 
R R 
^ nr L ( +1 r! n 00 r. i r-1 1 
using x' = R 
i-O R 
R 1+ nr 
1 nr ! I! fi n. -! 
(1-x) r_i 
r- 1 r_i 
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ni 
g0x0 R ni 1 
1 
P (n) _ ]j X. 
Zp R 1+ E n_ 
jj ni ! (1-xo) i-1 
R g. -x- n. --1 
R ni i-1 
+E x, - jj xi 
r-1 
zp 
i-1 
R 
A A (rte-1) ! jj ni! 
't n- >0 iyfr s-1 
A 
Define (see [BRUE. 80 p172]). 
n>0 
R 
R flr r_1 
1 
C (n) = jj x. - - 
rý1 
RE ri, 
r-1 
n=0 
C (n) =1, 
and C(n) -0 if Ir¬1... R(nr<0) . 
Substitute. giving, 
1 
E n. 
(1-xo)ýý1 
R 
E x. -C 
R1 
p (n) = goxo C (n) +Eg. -x, - C (n-ir ) Zp (1-xo) 
Or equivalently, 
1R Joxo 
p(n) _E+ gr X C(n-1r) 
Zp(1-xo) -- i 1-xo 
Case n=0 
p(0) Pr[only chain 0 customers in centre] 
+ Pr(no customers in the centre] 
(15) 
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1 
Pr[no customers in the centre] 
Zp 
soxo (no-1) 
Pr[only no chain 0 customers in centre] Xo 
Zp 
Co 3oXo (no-1) 
Pr[only chain 0 customers in centre] E Xo 
no-1 Zp 
goxo 1 
Zp 1-xo 
Thus 
1 goxo 11[1 goxo 
p 
Zp Zp 1-xo Zp 1-xo 
Further, from (15) and the definition of C(n), if n>1. VsE1... R 
R1 
P(n-1ý) = g0x0 + g. -x,. 
r1 ZP(1-Xo) 
and 
- go XO R go- x, - R 
p(n) =Ex. C(n-1. ) +EEX C(n-1, --1. ) 
1-xo --1 ''-1 1-Xo --1 Zp(1-xo) 
gOxO RR gv- xr- 
1 "" 
^' 
p(n) =EX. C(n-1. ) +EX. E C(n-1, --1. ) 
"-1 1-xo ý-1 8-1 1-xo Zp(1-xo) 
1R1 
P(n) E x.. goxo C(n-11. ) +E six. - C(n-it--1ý) . 1-xo ý-1 ''-1 ZP(1-xo) 
1R 
P(n) sE x1. p(n-1-) (17) 
1-xo ý-I 
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Further, from. (15) , n=1, _ bre1... R 
1 
p(1r) = 80x0 C(.!, ) + g-Xr C(Q) 
Zp(1-x0) 
X 
P (1º) s goxo + 91- x r- 
1-xo ZP(11 -xo) 
goxo Xr 1 
P(1ýý _+ gr (18) 
1-xa 1-xo Zp 
Thus combining (16), (17) and (18) a recursive form for the 
marginal probability is, 
1 go xo 
n=0 1+ 
Zp 1-xo 
ga xo Xr 1 
p(n) nal. -; + g- , gre1... R (19) 1-xo 1-xo Zp 
1R 
n>1ý : x. p (n-_1. ) . 
Hr¬1... R 
_ 
1-xo ýý1 
Let q5(n) be the unnormalised marginal probability of n 
customers at centre i where the number of customers in the 'open- 
chain is included. A similar but simpler aggregation to the 
preceding case gives. 
n=0 :1 
Q: (n) n=1, -: g:, -x:, - , VrEO... R 
R 
n>1, -: E x. q: (n-1. ) . VrEO... R 
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Following closely the notation and method used in refining 
the single chain ME solution [ALMO, 84 p63] the normalising 
constant for the mixed network is given by, 
co M 
Z(N) =EE jj q: (n: o, n: ) 
no-0 nES(N, M) =ý1 
so 
M co 
Z(N) TI E qi (n: ,, n: ) 
'` neS(N, M) 1-1 no=0 
Z(N) gE jj f: (n: ) 
nES(N. M) '-1 
Where f: (n) is the unnormalised form of the marginal for centre i 
eg p(n) in (18) with Zp=1. For the efficient convolution of the 
state probabilities define, 
Hie 1... M A tyre 1. _R 
X& . - 
Xý g, :r° gar- + 
The xir-, gi. - t)iE1... M A VrEO... R are 
obtained using the relations (13) 
the analysis of centre i in the FPM 
91Ox ico 
1-X: o 
the Lagrangian multipliers 
and (14) with p:. -, (n:. -) from 
network. ýý - 
To simplify notation use of the prime will be reversed eg. 
X'ir g'ioX'io 
X6, 
1-x' 
:O 
gig g1 6, + 
1-x': 
O 
r 
similarly, f' i (n) fi (n) VnEO... N, so in particular, 
g'1 x'io 
f( 0 )+ 
1-x': o 
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Using these definitions the centre state functions, fs (n) , di E l... M, 
to be convoluted can be set to, 
n=0 :1 
f, (n) a nal.: gýýx: ý/f': (0) VrE1... R 
n>1,: E x,. f (n-1. ) , yrE1... R 
With z. n(n) the normalising constant for the network of centres 
1... m and population n. The- unrefined recursive form of the 
convolution can be written as. 
n 
z. (n) +Ef. ý(k)z... _z 
ý-1 k>1, - 
Vre 1... R 
and so, 
Z. (n) ° z... - i 
(n ) 
RnR 
X. fmzß.. -1 (n-k) ..... 
- `'-1 k>1,. 
--IL 
Vre 1... R 
z.. ý(n) z... -z (n) 
Rn 
xmr E f, ý 
-z . --1 k>1, 
zm (n) = Zm- i(n ) 
RR n-1r 
+E g--x , -zm-1 (n-1, -) +E Y-1 E fam. (k) Z--1 (n-(k+lr. ) ) 
r--Z -IL k>O ir- 
giving, 
z... (n) s Zm-i (n) 
n- Zr 
+ imr gmrzm-1 ýri-lr) + 1: fm(k)Zm-1 (n-k-ir) " (20) r-1 k >O 
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but, - 
n-1, - 
E fm (k) ZT-l (n711-k) =Z (n-1r) - Z--, (n-11) , k>0 
substituting into (20), 
zý.. (n) z... _z (n) 
+Ex,.., g. 'Zm i (n-1. -) + Z. - Zm l . --1 
finally, 
{ 
R 
z, ý (n) = z... - i (n) +1x., - (gm. - - 1) Z. (11-. i, ) )+z... - i r-i 
The refined form requires 2R multiply operations compared to. 
jj (n. -+1) in the unrefined form. It is clearly a large saving. 
r-i 
Let Z(n) = z, (n). Z(N) is the normalising constant for the mixed 
network with population vector N. 
The auxiliary function, zu(n). [BRUE. 80 p461 is the normalising 
constant for the network after the removal of centre i containing 
N-n customers. In a similar fashion zi(n) can be refined 
to, 
R 
ý7 
Zi (n) = Z(n) -E xir (9; r - 1)zi (n-1r^) )+ 4(rl-1, ^) . 
Returning to the original definition of xi. -, gtr Vicl... M A VrEO... R, 
and f: (n) , VnEO. _N A Hie1... M, the following transformation is 
necessary, 
z+ (n) "- z° (n) /fs (0) VnE0... N AViel... M 
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The performance statistics can be computed as follows. 
The marginal queue length distribution, 
qi (no, n) zi (N-n) 
Pi (rk)., n) = 
Z(N) 
The utilization due to customers from chain r at ce ntre i is, 
N 
Ui, - =EP r(chain r customer 
in service, (n-1. -) in queue) 
n=1, 
-i 
If r>0 then 
Ui. - _ 
(En. ) -1 + na ! 
g: rx: r N 0 n. --1 n- no 
E E x:. - 
II xi. xio zi (N-n) . 
Z (N) n=1, - no=0 R m-1 
no! (n, --1) ! II ns! A 
s_ T" 
s#r 
A 
s, ^ 
E n= -1 ! 
N n, -1 n. -z 
Ui. - __ E zi (N-n) xi. - jj X. R 
Z (N) n=1, --l 
E n.. 
A (n. --1) ! 1I n"! (1-xo)"=1 
s#r' ý_1 
A 
Define, 
n>0 
E n. - ! R 
Ci (n) =1 
nr . --: 1 
x:, 
1 R 
E xir-Cs (n-1. -) , 
RE n. - 
1-x 
iO . -_, 
jj n, -! 
n=0 
Ci (0) =1 , 
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Then 
girx: r 
N 
Uir E C: (n-ir) z' (N-n) 
Z(N)(1-xio) nalr 
Similarly if r=0 then 
3: ox1o N 
U: o =EC: (n) z' (N-n) 
Z(N)(1-x, ) n=0 
In addition, 
t 
z' (N) 
U: =1- and U+ =E U1. - 
Z (N) . --o 
so, 
R 
Ui0 = Ui E Vi. - 
-1 
The mean queue length of customers from chain r at centre i is, 
N 
(n:. -) =E Pr[chain r customer in service, (n-1. -) in queue) n, 
n=1, 
Define. 
N 
Sim, = x:. E C+ (n-1. ) z' (N-n) n, 
n-i.. 
If r>O then 
1R giOxiO 
<n:. -) + gi. Si, mr 
Z(N) (1-xio) m-z 1-xi0 
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If r=0 then (see appendix 8 for, proof) 
Xi co 
ni O) =UiO+ 
UI 
CI 
iOX1O 
R" R19 
++ gir £, Sim, - 
res 
Z(N)(1-X: o) 
Performance statistics are best found by centre i. ViEM.. 1. 
After z' (n) and C. (n) have been obtained the Ui. -. S;., -, (n,, -). 
'dr, se 1... R are computed in parallel through nE O... N. 
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5.4. Computational Techniques. 
Extension of the UMEWC to the multichain mixed network case 
requires two heuristic changes. The FPM iteration must find R 
unknowns (for the number of closed chains). These unknowns, m,, 
_ 
are the flow multipliers. In the single chain case m is found for 
a given set of v:, C;:, µ:, C;:, HiE1... M, by Newton/Raphson iteration. 
It is straightforward to extend this iteration to solve the set 
of non-linear equations for m in the multichain case. 
In the single chain implementation m is initialised so the 
bottleneck centre, b, has a utilisation just less than 1 
[ALM0,84 p60] eg, 
mvb 
m-n, from 1-n - 
vb µb 
where n is a small value, say 0.01. 
In the multiple chain case with general FCFS centres the 
heuristic initialisation is based on the notion of chain load. In 
the closed chains all possible values of m are available provided 
the total utilisation at each centre is less than one. Clearly 
the relative loading imposed by a chain depends on the fraction . 
of customers in the chain. The visit ratios. v,., for each chain 
r, are normalised with a weighting proportional to the chain 
population, eg 
let Vr °EV: r 
: -i 
N, v1, 
V+. - Vie 1... M A Hre O... R 
V. - 
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The initialisation is then, 
1 
ý- --- -o WE O_R 
Vb 
The initialisation above gives convergence in all the limited 
number of networks tested so far. It is possible to foresee 
problems in certain networks where say the bottleneck is not 
visited by all the chains. Basing the initialisation on. relative 
load appears important and has been developed further to the case 
of priority centres (TABE. 881. 
The other heuristic change is required in the extension of 
Walstra's correction (WALS, 84) to mixed networks. In addition to 
the Job Flow Balance (JFB) invariant the flow of the open chain 
is fixed. The correction is applied through a set of adjusting 
multipliers, ai,, diEl_. MArEO_R, applied to the g1r Lagrangian 
multipliers from the FPM solution. The iteration is, 
a° i, tl ic 1_. MAr¬ O_R 
repeat 
" 
9666, - a4-sir o y i, 
find ME solution for the mixed network 
p, o pir/U;. ý a`` i "- «- a4-" i. - .ViE 1_MAre 1_R 
Uio m, _ 
until E: a'. 4,. - ak-t i. -: <n 
Where 
M 
E P4--/U6, 
or other estimate for JFB. 
M 
In this scheme the gic. diE1... M, for the open network are 
taken to be correct. The invariance of the open network 
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utilisation is imposed through adjustment of the closed chain 
weights. Other implementations (see TEST appendix 7) are possible 
and should be explored. 
5.5. Numerical Reaulta. 
The extension detailed is considered experimental so 
implementations are "unstable". When the algorithm.. appears 
satisfactory (and so the frequency of change is low) the cost of 
a validation study along the lines of section 4 may be justified. 
The results presented here are to guide further improvement of 
the algorithm and to aid verification of other implementations. 
5.5.1" Multichain Networks of General FCFS Centres. 
The implementation is tested in two centre networks with two 
closed chains. Fast exact solution by the QNAP-2 markov 
solver is feasible for networks of this size. The results for 
four -networks of this type are reported in tables 5.1-4. Table- 
5.5 has results for a central server type system. Also on the 
tables are results for the MVA based approximation (MVAB) 
(LAZO. 841 and the PF results using non-queueing processor sharing 
(PS) centres. As QNAP-2 does not support the GE distribution a 
two stage hyperexponential close to the GE extreme is used when 
the q n. 
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N2 
Figure 5.1. Structure of the 2 centre, 2 chain test network. 
Table 5.1. Test results for the multichain network in figure 5.1 
with the following network parameters, 
Network Parameters 
N(1.10 ) 
As =(0.1,10.0 ) Czý 1.0,1.0 ) 
ý2 s(0.1.1.0 ) Cz2 =(1.0,1.0 ) 
- Exact 
centre class U (n) 
1 1 0.42 0.4 
1 2 0.04 2.7 
2 1 0.42 0.6 
2- 2 0.42 7.3 
UMEWC MVAB 
U (n) U (n) 
0.35 0.4 0.33 0.3 
0.05 2.3 0.05 2.1 
0.35 0.6 0.33 0.7 
0.54 7.7 0.55 7.9 
PS 
U (n) 
0.08 0.1 
0.09 0.1 
0.08 0.9 
0.92 9.. 9 . 
Table 5.2. Test results for the multichain network in figure 
with the following network parameters, 
Network Parameters 
N=(5.5 ) 
JAI -(0.1.10.0 ) C2I _(1.01 1.0 ) 
, E2 a(0.1,1.0 
) C2m s(1.0.1.0 ) 
5.1 
Exact UMEWC MVAB PS 
centre class U <n> U (n> U (n> U (n) 
1 1 0.80 2.3 0.80 2.3 0.80 2.2 0.45 0.8 
1 2 0.01 2.1 0.01 2.2 0.01 2.1 0.05 0.1 
2 1 0.80 2.7 0.80 2.7 0.80 2.8 0.45 4.2 
2 2 0.08 2.9 0.09 2.8 0.09 2.9 0.55 4.9 
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st results for the multichain network in figure 5.1 
flowing network parameters. 
arameters 
t 1.10 ) 
" t 0.1. 10.0 ) ý- { 10.0. 1.0 ) { 0.1. 1.0 ) C' - { 10.0. 1.0 ) 
Exact UMEWC MVAB 
ntre class U <n) U (n) U (n) 
1 1 0.35 0.4 0.32 0.3 0.33 0.3 
1 2 0.04 3.2 0.04 3.1 0.02 4.1 
2 1 0.35 0.6 0.32 0.7 0.33 0.7 
2 2 0.35 6.8 0.41 6.9 0.21 5.9 
Table 5.4, Test results for the multichain network in figure 5.1 
with th e follow ing network parameters. 
Network Parameters' 
N- ( 5.5 ) 
is - ( 0.1. 10.0 ) 
_q 'L - 
t 10.0. 1.0 ) 
0.11 1.0 ) C', - ( 10.0. 1.0 ) 
Exact UMEWC MVAB 
centre class U (n) U (n) U <n> 1 1 0.57 2.4 0.55 2.3 0.49 2.4 
1 2 0.01 2.3 0.01 2.3 0.01 2.4 
2 1 0.57 2.6 0.55 2.7 0.49 2.6 
2 2 0.06 2.7 0.07 2.7 0.05 2.6 
'. 
_ 
Structure of 3 centre 2 chain central server test 
2 35 
Table 5.5. Test results for the general multichain network in 
figure 5.2 with the following network parameters, 
Network Parameters 
_N -- 
( 1. 10 ) 
M1 - ( 1.0. 10.0 ) C'ý, - ( 1.0. 1.0 ) 
P--z - ( -, 7.5 ) qs - (-. 1.0 ) 
I! 3 - ( 1.0. 0.1 ) _ 1.0. 1.0 ) 
E xact UMEWC MVAB 
centre class U (n) U (n) U (n) 
1 1 0.37 0.6 0.33 0.6 0.35 0.6 
1 2 0.53 6.6 0.56 6.6 0.55 7.6 
2' 2 0.35 0.7 0.39 1.0 0.37 0.6 
3 1 0.39 0.4 0.33 0.4 0.35 0.4 
3 2 0.26 2.8 0.29 2.5 0.28 1.9 
5.5.2. General Mixed Networks. 
PS 
U (n) 
0.08 0.1 
0.02 0.0 
0.01 0.0 
0.08 0.9 
0.92 10.0 
A simple two centre system with the open chain visiting only 
centre 2 is the test bed (see figure 5.3). Simulated solution 
using QNAP 2 provides an estimate of the correct results for 
comparison. Centre 2 gives the same service to open and closed 
chain customers. Results from eight networks are given in table 
5.6. 
in out 
Fi. 9re 53 Structure of the mixed test network. 
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Table 5.6. Mixed network (see figure 5.3) solutions varying the 
coefficients of variation V,. q. q-- 
Y2 VZ i 
ýrý n20 (äZ21 
-q 
it -q Exact 
. 770 . 400 . 370 
2.74 1.49 1.24' 
C=, -1 
Simul 
. 694!. 006 . 402 . 292 
2.99-*0 . 05 1.60 
1.39 
UMEWC 
. 710 . 395 . 314 
2.95 1.65 1.30 
l 1 
" Simu 
. 716*_. 005 . 394 . 322 
6.22±0 . 17 4.61 
1.61 
UMEWC 
. 749 . 402 . 
347 3.94 2.41 1.54 
C=a-1 "C: i-1 c s-10. Simul 
. 6931.006 . 405 . 288 
5.93±0 . 19 4.06 1.86 UMEWC 
. 705 . 400 . 305 
5.32 3.62 1.70 
C; -10. C; i-10. q s-1 . Simul 
. 6651.007 . 398 . 267 
5.38±0 . 21 4.74 
1.64 
UMEWC 
. 702 . 400 . 302 
5.03 3.40 1.63 
C'--l C: 1-10. c: =-10. Simu1' 
. 6631.008 . 407 . 256 
5.59±0 . 20 3.90 
1.70 
UMEWC 
. 694 . 400 . 293 
5.63 3.94 1.68 
L'a-10. C, i-1 . c: =-10. 
I 
Simul 
. 668;. 007 . 399 . 318 
9.05±0 . 38 7.11 
1.94 
UMEWC 
. 685 . 400 . 285 
6.50 4.71 1.79 
C; -lo.. q -10. C; z-10. S1mu1. 
. 642±. 008 . 394 . 248 
8.34±0 . 31 6.55 . _1.79 UMEWC 
. 677 . 400 . 277 
7.08 5.29 1.79 
5.5.3. Discussion. 
From the examples given modelling a system ignoring the non- 
PF features considered admits large error. Using PF models chain 
dependent service times are captured by non-queueing 
disciplines. The error from this approximation is large, see 
tables 5.1.5.2 and 5.5 and may increase when non-exponential 
service distributions are included (see tables 5.3 & 5.4). 
Clearly in the system of figure 5.1 with FCFS queueing the short 
jobs in chain 2 are frequently delayed at centre 1 by the bigger 
chain 1 job(s). Both the UMEWC and MVAB approximations capture 
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this effect. As expected from the validation of section 4 the 
UMEWC is better able to capture the consequences of non- 
exponential service times (table 5.3 & 5.4 ). 
In table 5.6 the first line, labelled Exact, represents the`- 
PF approximation for all systems in the lower lines. As expected 
even a moderate coefficient of variation for the service or 
arrival pattern has a large impact on performance. The UMEWC 
{ 
appears to capture the effect of non-exponential service times 
but not that of non-exponential arrival patterns. The Lagrangian 
multipliers convoluted must not convey the full impact of this 
parameter. Improvement in the FPM based first step of the UMEWC 
is indicated. 
5.6. Conclusions. 
In this section some of the developments required to extend 
the UMEWC to multiple chains are detailed. A ME solution for an 
isolated FCFS multiclass queue is derived. Efficient convolution 
forms are presented for a ME multichain mixed network solution. 
New heuristics are proposed for the iterations used in the UMEWC 
extension. 
A few results are presented to illustrate the approximation 
performance. The extension looks promising and compares 
favourably to the MVA based approximation. Improvements are 
clearly necessary especially to capture variability in the open 
chain arrival process. 
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6. CONCLUSIONS. 
I 
The thesis covers much of the spectrum of research in 
computer systems modelling. In section 2 monitoring tools are 
developed to obtain performance parameters from a UNIX 
environment. A brief modelling study indicates the well 
documented variability in cpu service times. Models capturing the 
service time variability at FCFS centres predict appropriately 
pessimistic performance. 
The GE is a distribution taking a variability parameter. In 
section 3 the simplicity of the form is exploited to yield 
computational savings in established QNM solution methods. Taking 
the limit of global balance equations for systems with two stage 
Coxian service distributions provides simpler multiple step GE 
systems. Even greater simplification is achieved when an 
equivalent single step system can be found to the multiple step 
GE one. Equivalences are identified and employed in a flexible 
buildi-ng block for the solution of a set of two, centre systems. 
with multiple load dependent rate GE servers and blocking. 
The derivation of the results used in the building block 
requires two conjectures about such systems, 
1) simultaneous batches in each centre have no effect on the 
observed system state residence probabilities. 
2) the form of the single step transitions can be determined 
from the presence of idle servers at the centres. 
Conjecture (1) justifies taking the Coxian distributions in 
each centre to the GE limit sequentially. Conjecture (2) allows 
the identification of four state behaviour types. The building 
block is useful in many decomposition based algorithms and is 
demonstrated in a blocking context. 
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Approximations fill the gap between restricted but cheap PF 
QM solution and costly simulation solution for non-PF QNMs. Over 
the past 10-15"years many approximations have been suggested to 
capture service time variability at FCFS centres in arbitrary" 
single chain QNMs. Section 4 reports a thorough validation study 
of available approximations for this class of networks. 
The need for validation in larger networks motivates a more 
controllable but empirical use of simulation. In addition 
approximation performance is successfully described in terms of 
network metaproperties. The results show only the SLTZ [SEVC, 77] 
approximation performing adequately in the majority of cases but 
in this implementation the solution is relatively costly. Other 
approximations are seen to be optimum for a given choice of 
service distribution form. 
When hyperexponential service follows the balanced 2 stage 
hyperexponential form Marie's iterative method (MARI, 79] performs. 
very well. With service distributed according to the GE Maximum 
-Entropy based approximations have adequate performance in small 
networks. In larger networks the Response Time Preservät-ior 
method (ARGA, 841 works well for response times but needs 
improvement for other statistics and reliability. With similar 
reservations the Extended Product Form approximation (SHUM, 76] is 
good for realistic central server type QNMs. 
The validation also covers extension of the approximations 
to the multiserver case using the building block derived in 
section 3. The results show a variable success. 
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Section 5 details developments required for extension of the 
Maximum Entropy approximation to multiple chains visiting general 
FCFS centres. In particular a ME solution to an isolated FCFS 
multiclass queue is derived and efficient convolution forms for 
this solution refined. Efficient convolution is very important ii 
the multichain case. The unrefined form has a computational time 
cost of, 
RR 
O (M fl{N. -2) compared to O (M jj N. - 2R) when refined. I--1 r--1 
(Note the multichain extension to Marie's approximation will 
incur the former cost in convoluting the non-PF centres per 
iteration). A few numerical examples indicate promise for the 
approximation extension. 
Thus the work in the thesis covers the need, creation, 
development and validation of mathematical and computational 
tools for the construction of analytic queueing network models 
capturing critical system behaviour. Much of the research follows 
well defined lines. The most interesting result occurs with the 
creation of a technique for obtaining equivalent single step 
systems to ones with GE distributions. The equivalence appears 
/exact for the state residence probabilities and the solutions are 
elegant and intuitive. This major result has been accepted for 
publication in Acta Informatica. 
6.1. Suggestions for Future Work. 
The monitoring and modelling of computer systems in a UNIX 
environment is inhibited by lack of performance information 
available from the operation system. More work is required in 
this area. 
241 
Formal proof of the results used in the building block of 
section 3.5.2 is warranted. This may shed more light on the 
applicability of the method and guide the analysis of other 
systems. Similar useful systems should be tractable particularly 
isolated queues-with load dependent exponential arrival patterns. 
In networks of three or more GE service centres the behaviour 
during simultaneous batches is important in determining the 
distribution of customers observed. Thus the conjecture 
justifying the use of sequential limits is not satisfied. 
The validation study of section 4 is limited by numerical 
exceptions generated by the approximations. It is useful to 
investigate whether the approximations can extend to larger 
networks of practical importance. In these large networks the 
simulation method developed in section 4 may be the only way of 
covering a representative sample. 
The extension of approximations to very 
be facilitated by the use of approximate MVA 
KRES, 84; HSIE, 88]. Many of the approximations 
networks. Typically the PF solution is via 
library module supplying an approximate MVA b, 
be used for very large networks. 
large networks may 
[CHAN, 82; ZAH0,84; 
solve equivalent PF 
convolution but a 
3sed solution could 
Clearly extension of the Maximum Entropy approximation to 
general mixed networks requires more work both to improve 
performance and in validation. Tabet Aouel has extended the 
approximation to include priority scheduling [TABE. 88]. The 
methodology used in section 4 could act as a guide to the 
validation required. 
. I-, ' 
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Many other features encountered in the application of QNMs 
do not permit fast numerical solution. There is a need for 
approximations which give adequate results without the cost and 
uncertainty of simulation. These approximations must be fully' 
validated to be credible. 
d 
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8. APPENDIX. 
8.1.1. Pseudo UNIX manual entries for the monitoring tools of 
section 2. 
SYSSAMP 
NAME 
syssamp - report device activity during an observation. 
SYNTAX 
syssamp obs time 
DESCRIPTION 
Syssamp reads the relevant operating system counts before 
and after obs time minutes. The average rates and 
utilisations during obs time are reported. 
First a heading recording the length of obs time in minutes 
and the real time at the end of the observation is printed. 
For the. cpu and each named disk on which activity occurs the 
throughput rate (X) and utilisation (U) are printed. The 
rates per second of paging in and out are also reported. 
Throughput at the cpu is taken as the number of context 
switches per second. Throughput at the disks is taken as the 
number of transfers per second. 
FILES 
/dev/kmem 
/vmunix 
PROCSTAT 
NAME 
procstat - report mean process residences and memory usage 
SYNTAX ": .,. 
procstat [ -d ][ -isamp int I obs_time 
DESCRIPTION 
Procstat reads the relevant operating system totals every 
same int seconds (the default of 5 is the minimum). After 
obs time minutes the average values are reported. 
First a heading recording the lenght of obs time in minutes 
and the real time at the end of the observation is printed. 
The mean number of processes in various states is printed 
along with the mean real memory utilisation. The process 
states are those defined in vmmeter. h umtotal, io is taken 
as the sum of dw and pw. 
The -d flag asks for the sample values to be printed. 
FILES 
/dev/kmem 
/vmunix 
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TERMSTAT 
NAME 
termstat - report terminal activity statistics 
SYNTAX 
termstat [ -srf I[ -t tty_name I samp_int obs_time 
DESCRIPTION 
Termstat iteratively samples the process tables of 
interesting processes every same int milliseconds for about 
obs time minutes. After collecting the samples termstat 
reports the summary statistics. These are first reported by 
terminal (tty) as the triple, average think time (secs), 
average response time (secs), average number of transactions 
per second. Then the triple for the overall interacting 
terminal averages is reported, followed by the number of 
interacting terminals and the length of observation time and 
average sample interval in seconds. An interacting terminal 
makes one or more sampled transitions from an active (non- 
thinking) state to a waiting (thinking) state during the 
observation time. 
The -s flag asks for only the overall statistics. The -r 
gives the resource usage of termstat at completion (this is 
useful in determining the minimum acceptable sampling 
interval). The -t flag asks for the status of the named 
terminal, tty name, at each sample (1==wai_ting, 0==active). 
The -f flag generates a frequency table of the distribution 
of active period lengths. 
FILES 
/dev/kmem 
/vmunix 
sps - for terminal names and addresses 
RESTRICTIONS 
The granularity of the sampling means that some short. 
active/think times are missed hence the transaction rate.. - 
3s-an underestimate etc. 
The interval should be greater than the time taken to sample 
otherwise problems may occur with pending interrupts and the 
program hang. 
As yet the tool is system configuration dependent and is not 
portable possibly even between generations of the same 
system. It is also version dependent through the use of the 
ULTRIX tool sps. 
BUGS 
The size of the terminal wchan is taken as the difference 
between two adjacent tty addresses - this may not always 
work. Taking this information from the system would be more 
elegant. 
253 
Observation shows some processes on a wchan within the 
"contiguous banks of tty channel addresses" assumed by the 
program. The addresses do not correspond to a tty wchan. If 
status of these channels changes it will be recorded as a 
tty transaction by truncation. 
Some interesting processes may lie outside' the block 
sampled. 
8.1.2. UNIX structures from which system performance measures 
can be gleaned. 
{ 
CPU : rate. v_switch 
struct vmmeter cnt, rate, sum ; /* vmmeter. h 
U=Pý :1- cp_time[CP_IDLE]/T 
long cp_time[CPUSTATES] ; /* dk. h 
Xdiýk dk_xfer[disk]/T*hz ' 
long dk_xfer[DK_NDRIVE] ; /* dk. h 
U., dk_time[disk]/T 
long dk_time[DK_NDRIVE] ; /* dk. h */ 
where 
CppUBTATE8 
TE cp_time[s) 
M-0, 
- int hz ; /* kernal. h 
In addition measures useful for validation. 
(n)cP : total. t_rq 
struct vmtotal total ; /* vmmeter. h */ 
(n)diýk total. t_dw + total. t_pw 
as above 
Um-. moo. -,. total. t_rm/(total. t_rm + total. t_free) 
as above 
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8.2. Notation used for Two Centre Systems. 
The notation used to describe two centre systems has the 
following syntax, 
two-centre-system 
arriver"centre 11 service centre 
arriver_centre II population II server_centre 
arriver_centre, server 
' 
centre 
service_distribution_type / number_of_servers 
/ centre capacity 
service distribution type 
distribution_symbol I distribution_symbol(n) 
population, number _of_servers, 
centre_capacity 
:° natural numbers 
An example is GE(n)/1/oII0IIGE/2/N which means a single server 
arriver centre with a load dependent GE type sevice distribution 
and infinite capacity and a two server server centre with a GE 
type service distribution and a finite capacity of N. As there is 
an infinite population of customers which saturate the arriver 
centre it is likely that some form of blocking occurs. 
When the customer population is not included as in 
GE/1/NIIGE/c/N the system has a population equal to the centre 
capacities. N. -" 
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8.3. Derivation of the Equivalent Single Step System to the 
GE/1/N, IINIIGE/C/N, 
Derivation of the equivalent single step solution to a 
system where service blocking occurs at both centres. The_ 
}6/1/N, IINIIF6/c/N, system taken to the GE limit is illustrated " in 
figure 8.1. 
-4 
Figure-8.1. The iii/1/Na IINIIHZ/c/N, taken to the GE limit. 
The derivation uses a general representation of active 
Coxian service stages in the form of lists where each element - 
denotes the stage of service of a server. For example in a three 
(c=3) COX2 server centre when all servers are busy there are the 
following possible permutations, 
(1,1,1), (1,1,2), (1,2.1). (2,1,1), (1,2,2), (2,1,2). (2,2.1), (2,2,2). 
For the H distributions considered here a stage completion 
causes a departure and the server becomes idle. This process is 
recorded by the loss of that server's element from the list eg 
the completion of the second server in the state (2.2.1) 
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generates the state (2,1). The state change caused when a server 
is activated is denoted by the recruitment to the end of the list 
eg given the state (2,1) the activation of a server into stage 1 
of the 16 generates the state (2.1.1). 
Notation is introduced to describe these processes -and 
manipulate the lists in this context. 
8.3.1; - Notation. 
I is a list of an arbitrary number of ordered elements 
represented explicitly as eg (2,2,1). The following functions are 
defined to operate on this data type. 
len(t) - the number of elements in 1 eg len((2.2,1))-3 . 
_ the number of elements in 1 equal to i. 
eg n(2, (2,2,1))=2. _ 
L(1) - the last element of 1 eg L((2,2,1))-1. 
bl(1) 1 but the last element deleted eg bl((2,2,1))-(2,2). 
D(i, l) the set of all possible vectors, restricted . , 
by the 
number of active servers, min(n, c), that give 1 after a 
stage i completion eg 
.. 
D(1, (2,2,1))-((2.2,1), (l', 2,2). (2,1,2)) if len(1) -c 
-((1,2,2,1). (2,1.2,1). (2,2,1,1)) if len(t) <c 
d(i, m, 1) ' the number of ways that a stage i departure from m 
can generate 1 eg d(1, (1,1.2), (1.2.1))-2. 
1=ý = the list 1 but with the il" element replaced by j. 
(1. i) = the concatenation of 1 and i 
eg (2.1)-(2,2,..., 2,2,1). 
A state in this system is denoted as (i; n. 1) where i is the 
stage of the arriver server, n is the number of customers at the 
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server centre and 1 is the state of the servers of the server 
centre. 
When iE 11.21 let'I be 1 if i=2 or 1-2 if i=1. 
8.3.2. The Derivation. 
The derivation follows the algorithm, 
1. Take H2 distributions at the server centre to the GE limit 
eg limit 
1.1. Show that all states with a stage 1 active in the 
server centre vanish at the limit. 
1.2. Show that immediate transitions from all states except 
the states of the form (i; n, (2,1)) can be discarded at 
the limit. By implication the blocked states 
p(i; kz, l)-"O if 1, '2. 
1.3. Obtain GB relations at the limit. 
2. Take arriver centre to GE limit eg limit X2-'°. 
2.1. Show that all states with stage 1 active in the arriver P. 
centre vanish at the limit. 
2.2. Obtain GB relations at the limit. 
Define ki max(O, N-Na) A k2 = min(N, N, ) and restricting the 
analysis to the case where k, +1 <c< ka-1. The GB equations to 
the H6/1/NaIINIIHm/c/N, can be presented using the above list 
notation in the following form, 
dIE (1.21 
V1 st len(t)=ki 
p(ikL, l)Xi _ p(i; kz+l. m)d(j. rn, 1)µ, 
ýýs1ED(j . 1) 
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'd ne ki+1_c-1 AV1 st 1en(1)an 
sz 
P(i; n. 1) (E n(i.. )µ-s +X1) -E P(J: n-i, bl(1))X- 
J-1 J-1 
2- 
+EE p(i; n+1, m)d(i, m, l)µ, 
ý_ý 1ED(i , 1) 
d1 st len(t)-c 
22 
P(i ; c. 1) E n(j. 1)µ, +X1) E P(J; c-1. bI(_ ))Xj1: aL. c 
2 
+E p(i; c+1, m)d(j. m. 1)µJcx () 
-1 VmED(j . 1) 
VnE C+1... k2-2 AV1 st len (1) -c 
22 
P(i; n. 1)( E n(j. 1)µ-j +X1) -E P(j; n-1,1)Xjß: 
. f-1 
4-1 
2 
+EE p(i ; n+1, m)d(j m, 1)µ4aýcý, 
-i timED(j "1) 
dI st len(t)-c 
22 
p(i: kam-1.1) (E n(j. 1)µm +X )=E P(j: k2-2.1)XJß: 
J-1 
2 
+E p(km. m)d(i . m. _l)µýaý <2>ß, , _1 timED(j . 1) 
VI st len(t)=c -- 
22 
P(km. 1) (E n(] . 1)F&ß) _E p(. 7 : k2-1.1) Xj 
_J-1 ., _1 
Equations will be referred to by the state of the 
probability on the LHS. 
STEP 1.1. 
ViE [1,2] 
Inductive hypothesis 
V1 st 1342 AVnE ki+1_. kz , p(i ; n, 1)=0 at lim µý-ºý. 
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Inductive base 
H1 st 1, '2 
divide (kz, 1) by &i 
tim µi- p (k2 , I) 0 
Inductive step ti nE k2-1... kz+1 
VI st 102 
divide (i; k2-1,1) by µi 
tim µ, -ºoo p(i ; k2-1,1) p(km, m)d(1. m, 1)aLýa >ß, 
L. Vm¬D(1,1) 
by induction =0 
similarly VnE k2-2... kß+1 
By implication E/ nE ks+1 ... k2 , p(i; n) = p(i ; n, 
2) . 
STEP 1.2. 
VIE [1,2] 
Inductive hypothesis 
j1 st 17'2 A1, (2,1)AJnE kz+1... km. , p(i ; n, 1)µz-0 at tim µi-º°°. 
Inductive base 
H1 st 1#2 
tim µ, - p(km, 1)µz = ý0 
Inductive step 'd nE k2-1... kß+1 
H1 st 102 A 171(2,1) 
l im µ, -ºoo 
P(i; kam-1,1)( E n(]. 1)µj +X5) °E P(km, m)d(1, m, 1)µ1oL(, _)ß+ VmED(1,1) 
by induction =0 
similarly VnE k2-2... kß+1 
N. B. if then (2,1)D(1.1) . 
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Also dnE c-1... kß+1 at lim µs-ß 
z 
P(i n, (2,1) (µ, +(n-1)µ=+>, a P(j ; n-1,2)XjBia, 
J-i 
In addition J1 st 102 at lim µý-ºý 
P(i; k,, l)X1 -E p(i; ki +1, m)d(1, m, 1)µi 
VmED(1, i) 
as (2,1)%D(1,1) then 
P(i; kz, l)X: - 0. 
{ 
STEP 1.3. 
Obtain GB relations at lim µ1-"O0 
trivially from (k2,2) 
Z 
P(ký)cµ2 °E P(. i; k2-1)XJ 
-i-z 
H1E [1.2] 
P(i; kz-1,2) (cµ=+X; ) aE P(j: kz-2,2)X-jßi + P(km, 2)cµzoczßi 
-i-ý 
+L P(k2,2k1)µla2ß: 
k-ý 
adding. GB equations 
C2 
.ý 
EE P(j; k2-1.2. t)Xj 
E P(km. 2k, ) 
«-ý (c-1)µz+µz 
substituting in (i; k2-1.2) gives at lim pi-º- 
P(i . k=-1) (cµ=+X: E P(. i ; k2-2)Xjß; + P(kw) cµzac213ý 
ý-1 
(i; k2-1, (2,1))*«2 - (i-k2-1, (2))*«1 gives 
1)) (µ*+(c-1)µ2+X, )«2 - p(i; kzi! -1,2)(cµm+X; )«* 
Z2 
°E p(j; k2-2, (2,1))Xjß; «Z +E p(j; k2-2,2)R4ß: «z 
J-1 . j-i 
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so 
P(i; kz-1, (2,1))µz«2 
P(i; kz-1,2)(cµ=+X; )«1 - P(i; kz-1, (2,1))((c-1)µz+ýi)az 
"zz 
+E P(j; kz-2, (2,1))Xjßsaz -E P(J; kz-2,2)XJA: cc l 
-1 J-1 
substitute into (i; km-2,2) giving 
z =-l 
P(i; kz-2,2) (cµ= +X )-E P( ; kz-3,2)X ß+E p(i; kz-1,2. )µiaz 
-: k-z 
+ P(i; kz-1,2) (cµz+X; )ai - P(i; kz-1, (2,1)) ((c-1)µz+X: )ocz 
zz 
+ P(j; kz-2, (2,1))X, A: «z -E P(. i; k2-2,2)Xjß, oi 
J-1 
+ P(i; kz-1,2)cµzaz 
1 im Li-+co 
z 
P (i ; kz-2) (cµ2+Xi )-EP (i ski-3) X«j A: 
-i- JL 
2 
-E P(j; k2-2)XjA: as 
"j _1 
+ p(i; km-1)(cµm+>, : )mi 
+ PC : km-1)c c 
2 
"" 
P(i ; kz-2) (cµ=+X: (l+Baoci) )°E P(J ; k2-3)XjA; - P(f ; k2-2)X1ß: ai 
+ P(i ; k2-1) (cµz+X: a. i) ": _. - 
Similarly Hne km-3... c+1 
(i; n+l. (2.1))*oczL- - (i; n+l, (2))*ai make p(i; n+1, (2,1))µ1a2 object 
of the equation substitute into (i; n, 2) and take lim pi- giving 
2 
P(i ; n) (cµm+X; (1+ß; (xz)) °E P(j ; n-1)X., ß, - P(i; n)ýrß; ai 
-i-s 
+ p(i; n+1)(Cµ2+Xic, ) 
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Similarly 
(i; c+1, (2,1))*«2 - (i; c+1, (2))*«z make p(i; c+1, (2,1))µi(, 2 object 
of the equation substitute into (i; c, 2) and take lim pi- giving 
2 
PaE P(j; C-1)XJ13s«2 - P(1; C)Xrß: «I 
_J-i 
+ p(i; C+1)(Cµz+X; oi) 
(i ; c, (2.1))*ccm - (i; c, (2))*«. 1 gives 
P(i; cý (2,1))µza2 
P(i; C, 2) (Cµz+X )as - P(i; C, (_2.1)) ((C-1)µz+X: )«. z 
substitute into (i; c-1,2)*az giving 
2- c-1 
P(i; C-1,2)((c-1)µz+X; )az = P(J; c-2,2)XjAaaz2 +E P(i; c, 2ki)µzaz 
J-1 k-1 
+ P(i; c, 2)(c +X; )as - P(i; C. (. , 
1))((c-1)142+X; )a2 + P(i; c, 2)c c 
1 im µz-ºý 2 
p(i : c-1) ((C-1)µm+Xj )a2 P(j; c-2)X3A: az2 +p(i : C) (Cµz+X: ai) 
-i-z 
VnE c-2_. kß +1 
rewrite (i; n+1, (2,1)) 
p(i; n+1, (2,1))µa =E P(j; n, 2)Xjß: aa +Z 
J-a 
where Z gives 0 at lim µa-ß 
substitute into (i; n, 2) 
PO ; n, 2)(nµz+X1) -E P(j; n-1,2)XjI3: a2 +E pn+l, 2ka)µa 
J-a k-a 
s 
+E p(j ; n, 2)X4ß: al +Z+ p(i ; n+1.2) (n+1)µm 
1 im µz-ºoo 
PO ; n) (nµ2+X: (1-ß: ai)) =E P(j ; n-1)Xjß: a2 + p(1; n)Xrß: as 
-i-z 
+ p(i; n+1)(n+1)µm 
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Similarly. 
rewrite (i; ki+1. (2.1)) substitute into (i; kz. 2) take to lim µz-ºý 
giving. 
P(i; kz)X; (1-Bsaz) ° P(1; kz)Xr13: az + p(i; l)(ka+l)µ2 
Thus the GB relations at Jim µl-º°° are, 
p(1; kz)X; (1-Aiaz) = p(2; ks)Xzßiai + p(1; 1)(ki+1)µz 
p(2; ki)X: (1-ßzai) - p(1; ki)Xißzai + p(2; 1)(ki+1)µz 
Vnek, +1. »c-2 
p(1; n)(nµz+X& (1-ßL(xi)) = p(l; n-1)Xißia2 + p(2; n-1)Xzßz«z 
+ p(2; n)Xzßimi + p(l; n+l) (n+1)µZ 
P(2; n)(nµz+Xz(1-ßz«. ß)) = P(l; n-1)XiI3c + P(2; n-1)Xzß2«z 
+ p(l; n)X, ß2az + p(2; n+1)(n+1)µz 
P(1; C-1) ((C-1)µz+Xi)az = P(1; C-2)Xzßz«z2 + p(2: c-2)X2ßiaz= 
+ p(1; c)(Cµ2+Xi a1) 
P (2; c-1) ((c-1)µz+X z) az = p(1 ; c-2) X , ßzaz2 +P 
(2 ; c-2) Xzßzocz: 
+ P(2; c)(Cµz+X2as) 
P(1; C)(Cµz+Xz(1+ßicxi)) = P(1; c-1)Xißia2 + P(2; c-1)Xzßiaz 
- P(2; c)Xzßiai + p(1; c+1)(Cµ=+Ximi) 
P(2; C)(cgz+Xz(l+ßz(x i-)) - p(1; c-1)%ißzaz + p(2; c-1)Xzßzaz 
- p(l; c)Xiß2ai + p(2; c+1)(Cµz+X2oi) 
HnE c+l... k2-2 
p(l; n)(cµz+X (1+ßlai)) = p(l; n-1)Xiß, + p(2; n-1)X2ßß 
- p(2; n)X ß, «., + p(1; n+1) (cµz+Xi(x. }) 
p(2; n) (cµz+X2(1+ßzocz)) = P(1; n-1)Xz1Z + p(2; n-1)R2ß2 
- p(1; n)X, ß2a1 + p(2; n+1)(cµ2+Xm(x1) 
P(1; kz-1)(cµz+Xi) = P(1; kz-2)Xißz + p(2; kz-2)Xzß, 
+ p(km)cµzazßz 
P(2; kz-1)(cµz+Xz) = P(l; kz-2)Xißz + p(2; k2-2)Xzßz 
+p (kz) cµz«. zßz 
P(kz)cp= = P(1; k2-1)Xi + P(2; kz-1)aß 
Note the relations VnE c+1... k2 are also obtained if c=1. 
STEP 2.1. 
Vic (1,2) 
Inductive hypothesis 
Vnek, +1... kz , p(l; n)=0 at lim Xi-. 
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Inductive base 
divide (kz) by X1 
lim Xi- p(1; kw-1) a0 
Inductive step HnE k2-2... ki 
from (1. k=-1) 
p(1; kz-1)(cµ2+Xi) + p(2; kz-2)X ßi + p(km)cµ2m2B, 
P(1; kzt-2) - 
XiAz 
l im X, - 
{ 
p(1; k=-2) p(1; kz-1)/Az 
by induction s0 
similarly VnE k2-3_kß 
By implication ti nek, _k: e-1 . P(n) = p(2; n). 
STEP 2.2. 
Obtain flow ratios at limit X1-+ß 
substitute (1; ki) in (2; ki) eliminating Xý 
limit Xi-ºoo 
after some manipulation 
p(ki+1) XZa2 
p(ki) (k1+1)µm(1-(Xißi) 
substitute (1; ki) into (1; kß+1) and so into (2; ki+1) 
eliminating Xl 
limit X1-+ß 
after a lot of manipulation 
P (ks. +2) 
Xu+ (ki+1)µz(1-asßi) = (ki+2)µz(1-ocaßi) 
p(ki +1) 
p(k, +1) R2«2ß2 
p(kjL) (ki+1)µZ(1-«1131) 
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but 
p (kz+1) X2«2 
p(ki) (kl +1)µ2(1-a1ß1) 
giving 
P(k1+2) (X2 + (ki+1)µ2ß1)o2 . 
a 
P(kz+l) (kL +2)µm(1-a113i) 
Inductive hypothesis :Vnc kz+2... c-1 
at limit X1- 
P(n) (X2 + (n-1)µ2Aý)a2 
P(n-1) nµ2(1-«113, ) 
Inductive base 
at limit X, -ºeo 
P(k1+2) (X2 + (k, +-1)µ2Ai)a2 
P (kz+1) (k1+2)µz (1-(x, ß, ) 
Inductive step :'nE k2. +3... c-1 
(2; n-1)*ßý - (1; n-1)*ß2 
rewrite giving 
P(2; n-1)(X + (n-1)µm)ßß - p(2; n)nµzzßi + p(1; n)nµ2ß2 
p(1; n-1) = _. - (X2 + (n-1)µ2)ß2 
(1) 
substitute (1; n) into (2; n) giving 
P(2; n)(nµm+X2(1-ßz«ß)) - P(1; n-1)Xsß=«2 + p(2; n-1)X ßzoc2 
+ p(1; n-1)Xißia2 + p(2; n-1)X ßia2 + p(2; n)X=ßl«1 
%a ß2oc 1 
+ p(1; n+1)(n+1)µ= + p(1; n+1)(n+1)µ= 
nµ2+X1(1-ßz«z) 
+ p(2; n+1)(n+1)p 
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substitute (1) into the above and take limit X1- 
after manipulation 
p(n+1) 
ima2 + nµz(1 - aaßa + ajß )_ (n+1)µz(1-aa13a) 
p (n) 
p(n-1) 
+ (X2 + (n-1)µ2Aa)as 
p (n) 
but by the inductive hypothesis 
p (n) (X2 + (n-1) g ßa) a2 
p(n-1) nµ2 (1-(x1ß1) 
substitute giving 
p(n+l) (X2 + nµ13L)a= 
a 
) P(n) (n+1)µz(1-aaßi 
(2; c-2)*As. - (1; c-2)*A= 
rewrite and substitute for p(l; c-2) in (2; c-1). lim X1- and 
manipulation gives. 
p(c) 
(X. + (C-1)µz(1 + c1ß2))«z (>z(j + cµz) 
p (c-1) 
_p (c-2) 
+ (X + (C-2)µzß1)u2 
p(c-1) 
but 
p(c-1) (X + (c-2)µZAz)a2 
p(c-2) (c-1)µe(1-u1ß1) 
substitute giving, 
p(C) (X + (C-1)µz13z)ocz 
p(c-1) (X2o + Cµz) 
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similarly 
(2: c-1)*Ez - (1; c-1)*A2 
rewrite and substitute for p(l; c-1) in (2; c), lim XI- and 
manipulation allows substitution of the ratio p(c-1)/p(c) giving, 
p (C+1) X2 + Cµzß i 
p (C) Xzot. z+ Cµ2 
Inductive hypothesis :dnE c+1... k2-1 
at limit Xi- °° 
p (n) X2 +C IAMBI 
a 
p(n-1) X2ci + CAZ 
Inductive base 
at limit X1- 
P(Ctl) ýz t Cµzß1 
p(C) Xzai + Cµ2 
Inductive step dnE c+1... k2-2 
(2; n-1)*ßi - (1; n-1)*ß2 
rewrite and substitute for p(1; n-1) in (2; n), limit Xi- and 
manipulation gives, 
p(n+1) p(n-1) 
Xz + Cpzaz + )zc + Cµz = (Xzas + Cµz) + (>, z + Cµzßz) 
p(n) p(n) 
but by the inductive hypothesis 
p(n-1) X2az + cµ= 
a 
p(n) XZ + cµMß1 
substitute giving. 
p(n+l) Xz + cµnRß1 
p (n) xl+ cµ2 
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similarly 
(2; kz-2)*B, - (1; k2-2) *B2 
rewrite and substitute for p(1; k2-2) in (2; kZ-1), limit Xi- and 
manipulation and substitution for p(kZ-2)/p(km-1) gives, 
p(km) Xz + cµM81 
a 
P(ký-1) cµßß2 
Thus at limit Xj-ºco the GB relations obtained for the equivalent 
singlg-step system are, 
p(ks)X cxz ° P(ki+l) (kz+l)µ2(1-«, ßs) 
HnE kt +1_c-2 
P(n-1) (X + (n-1)µ2ß0«2 - P(n)nµ2(1-a1ß1) 
P(C-1)(X2 + (C-1)µ2ßt)«2 a P(C)(Xzas + CA=) 
VnE c+1... km-1 
P (n-1) (Xz + cµ=AL) P (n) (Xzal + cµz) 
-p (kam-1) (X + cµ2ß1) p (k2. ) cµ2. ß2 
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8.4. Algorithm for the GE(n)/1/NIIGE(n)/1/N System Solution. 
Algorithm for the solution of GE(n)/1/NIIGE(n)/1/N systems. 
GE(n) denotes fully load dependant service. Figure 8.2 depicts 
the discrete Markov chain for the system labelled with the 
notation used -here. - Note the labelling does not capture the 
symmetry of the system. The symmetry could be used to construct a 
more efficient algorithm. 
{ 
me tN 
me[N- 
I 
mc(1] 
mc(01 
Figure 8.2. Discrete Markov chain for the GE(n)/1/NIIGE(n)/1/N 
showing the labels used to represent the transition probability 
matrix. 
Transition lines labelled with, 
u- up 
d- down 
r- right 
1- left 
states labelled. 
1- loop vanishing state 
d- down vanishing state 
u- up vanishing state 
t- tangible state 
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thus mc(n]. ld is the transition probability down (d) from the 
loop (1) vanishing state at level n eg with n customers at the 
designated server centre. 
Given the transition probability matrix (TPM) for the system 
at the GE limit (see section 3.4.1) in terms of the data 
structure me an algorithm for the generation of U* the reduced 
TPM for the system of tangible states only is given below. 
{ 
/* obtain entries for row 0 of U" */ 
n-N-1 :1- mc[N]. dd*mc(N-1]. lu 
g[N-n] - 0<n<N-1 :1- mc[n+l]. ld/g[N-(n+1)]*mc[n]. lu 
na0 :1- mc[O]. uu*mc[1). 1d/g[N-1] 
n-0 : 1/g[N] 
1' [n) °- 
0<n<N : 1'[n-1]*mc[n]. lu/g[N-n] 
_ n-N-1 : 
1'[N-2]*mc[N-11. lr/g[1] 
0<n<N-1 : d'[n+i]*mc(n+1]. dd 
+ 1'(n-i]*mc[n]. lr/g[N-n] 
u' [n] - 
na1 
1<n<N 
1'[0l*mc[1]. 11/g[N-1] 
u'[n-1]*mc[n-i]. uu 
+ 1'[n-i]*mc[n]. 11/g[N-n] 
n-0 
u[O, n) - 0<n<N 
n-N 
mc[1]. 1d*mc[O]. ur/g[N]/g[N-11 
+ d'[11*mc[1l. dd 
u'(n]*mc[n]. ur + d'(n]*mc[n]. dr 
u'(N-1]*mc[N-1]. uu + 1'[N-1J*mc[N]. dr 
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/* obtain entries for rows 1 to N-1 */ 
I n-1 : mc[1]. uu u' [n] 
1<n<N : u'[n-1]*mc[n]. uu 
n-N-1 : mc[N-1). dd 
d'[nj - 
0<n<N-1 : d'[n+1J*mc[n). dd 
Vn- 1_N-1 
{ 
u1n, 01 - mc[nl. td*d'(1l/d'[nl 
Hm - 1. _n 
u[n, ml - mc(nl. td*d'[m+11/d'[nl*mc[ml. dr 
Hm- n+1-N-1 
u[n, m] = mc[nl. tu*u'(m-1]/u'[nl*mc(ml. ur 
u[n, N] - mc(nl. tu*u'(N-1l/u'(nl 
/* obtain entries for N*-" row of U* - note this is a symmetrical 
step to obtaining the entries for row 0 
*/ 
n-1 
gin] 1<n<N 
n-N 
1'[n] - 
u' in] - 
f n-N 
O<n<N 
n=1 
1<n<N 
1- mc[O]. uu*mc[1]. ld 
1- mc[n-1]. lu/g[n-1]*mc[n]. ld 
1- mc[NI. dd*mc[N-1]. lu/g[N-11 
1/g[N] 
1'[n+il*mc[n]. 1d/g[n] 
1'[2]*mc[1]. 11/g[1] 
u'[n-i]*mc(n-1]. uu 
+ 1'[n+1]*mc[n]. 11/g[n] 
n-N-1 : 1'[N]*mc[N-1). 1r/g[N-1] 
d' [n) 
O<n<N-1 : d'[n+1]*mc[n+1). dd 
+ 1'[n+1)*mc[n). lr/g[n] 
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n-N 
u[Nn] - 0<n<N 
n-0 
mc[N-1]. lu*mc[N]. dr/g[N]/g[N-1] 
+ u'[N-1]*mc[N-1]. uu 
u'[n]*mc[n]. ur + d'[n]*mc[n]. dr 
d'[1]*mc[1]. dd + 1'[1]*mc[0]. ur 
AL 
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8.5. Derivation of the Equivalent Single Step System to the 
M(n) /1/NIICOX6/2 (het) /N 
From the M(n)/1/NIICOX-z/2(het)/N system at the GE limit the 
multistep GB equations observed are, 
P(0)X(0) - P(0)X(O)oczz + p(1.0)µiz + p(0,1)µzz 
P(1.0) [ý(1)+µizj - P(0)X(0)aiz + p(1,0)X(1)aza 
+E P(n)µzzazz^-z 
N 
P(0,1) (%(1)+µz=] - P(0,1)X(1)«Lz + P(n),. L1 11^-2 
P(t) IX(2)+µt=+µ2z) - P(1.0)X(1)«. zei + Pi0,1)ý(1)«ss 
NN 
++EP (I1) µý2azi^-2 
r2 ^_2 
if q, - Csw then ai=aii-a21 A a-=a12=a- 
NN 
also let E p(n)a, ^-ý p(2) E C(n)ai^-2 p(2)S 
giving, 
- P(0)ß(0)«z P(1.0)µýz 
+ p(0.1)µ22 
P(1.0)'I%(1)«s+µaz] m P(0)X(O)«2 + µzzP(2)S 
P(O. 1) Iý(1)ocz+µzz) µýzP(2)S 
So 
p(0)X(0)«z + µzzp(2)S 
P(1.0) 
Iý(1)az+µiz) 
and 
µzzP (2) S 
P(0.1) 
(X(1)az+µzz) 
substitute into (0) giving* 
P(0)X(0)«z i p(2)S µz2P(2)S 
P(0)X(0)«=, -++ 
(X(1)az+µz2] IX(1)«z+µszj IX(1)az+µzz] 
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rearrange giving' 
p(2) X(0)a2X(1)a2 
p(0) Týµ1=µ2S[1/Ti + 1/Ts1 
where 
Ti - X(1)a2+µi2 
TT - X(1)a2+µ2= 
But 
P(1,0) p(2) 
[ý(lja2+µzýj ß(0)a2 + µ2 S 
p (0) p (0) 
Ak 
substitute 
P(1,0) X(0)am X(1)oc2 
1+ 
p(0) Ti T1µz=[1/Ti + 1/T2) 
similarly 
p(0,1) X(0)a2X(1)a2 
p(0) TiT s [1/Ti + 1/Tz] 
As p(1) - p(1,0) + p(0,1) and letting µ' ° µ,, 2+pmm then 
p(2) (X(2)+µ' ) P(1)X(1)asi + P(n)F". 'cci^-3az 
This relation is that of a M(n)/1/NIIGE/2/N with service rate 
µ'/2 as are all the relations for p(n>, 2). Thus the solution of 
section 3.5.1.6 can be derived. ýý - 
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8.6. Validation Results in Base and Central Server 
Populations of Section 4. 
Graph 8.1. Base Population N=3 : Heb study. 
ýo" 
nto 1 
, c" 
ä" 
Graph 8.2. Base Population N=3 : GE/E2 study. 
nto 1 
, o" 
Graph 8.3. Base Population N=3 : GE/M study. 
n t. o 1; 
, c. 
4.. 
mean s. d. max 
Bars >20% are truncated 
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Table 8.1. Base Population N=3 :f 6b study. 
mean s. d. max 
absDifSRT 0.004 0.004 0.022 
MAR utol 0.003 0.003 0.017 
ntol 0.002 0.001 0.008 
its2 6.375 2.543 16.000 
absDifSRT 0.024 0.014 0.073 
ZLG utol 0.016 0.010 0.049 
ntol 0.006 0.004 0.024 
absDifSRT 0.027 0.020 0.085 
utol 0.018 0.013 0.059 
SLTZ ntol 0.015 0.011 0.048 
itsl 
- 
2.975 1.412 8.000 
its2 37.590 14.941 51.000 
"`- absDifSRT 0.049 0.080 0.537 
EPF utol 0.026 0.022 0.093 
ntol 0.019 0.016 0.076 
its2 26.800 12.431 50.000 
absDifSRT 0.060 0.030 0.137 
CHW utol 0.043 0.021 0.123 
ntol 0.029 0.019 0.077 
its2 35.490 15.032 51.000 
absDifSRT 0.125 0.066 0.262 
EXP utol 0.100 0.050 0.200 
ntol 0.031 0.017 0.069 
absDifSRT 0.148 0.182 1.457 
CORT utol 0.091 0.065 0.286 
ntol 0.074 0.056 0.252 
absDifSRT 0.151 _ 
0.077 0.286 
utol 0.124 0.061 0.268 
UMEWC ntol 0.031 0.023 0.104 
itsl 6.060 2.792 34.000 
its2 10.200 3.366 21.000 
absDifSRT 0.385 1.694 17.946 
utol 0.218 0.124 0.575 
GPF ntol 0.109 0.087 0.345 
itsl 4.005 1.767 14.000 
its2 31.950 12.748 50.000 
absDifSRT 0.431 0.263 0.976 
MVAB utol 0.194 0.105 0.453 
ntol 0.222 0.126 0.439 
absDifSRT 0.439 0.412 1.740 
RTP utol 0.175 0.118 0.477 
ntol 0.175 0.106 0.426 
its2 11.585 9.058 51.000 
absDifSRT 1.302 0.943 3.605 
utol 0.349 0.139 0.742 
FPM ntol 0.248 0.141 0.498 
itsl 2.945 1.043 10.000 
its2 6.060 2.792 34.000 
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Table 8.2. Base Population N=3 : GE/E2 study. 
mean s. d. max 
absDifSRT 0.031 0.026 0.126 
utol 0.019 0.015 0.076 
UMEWC ntol 0.022 0.022 0.087 
itsi 9.230 2.590 16.000 
its2 5.235 1.790 13.000 
absDifSRT 0.039 0.032 0.135 
utol 0.022 0.017 0.080 
SLTZ ntol 0.026 0.019 0.091 
itsl 2.900 1.371 7.000 
its2 39.850 14.354 51.000 
absDifSRT 0.045 0.028 0.144 
ZLG utol 0.026 0.015 0.080 
{ ntol 0.010 0.007 0.046 
absDifSRT 0.064 0.169 2.101 
EPF utol 0.026 0.020 0.094 
ntol 0.021 0.019 0.085 
its2 31.750 15.119 50.000 
absDifSRT 0.083 0.112 0.788 
utol 0.049 0.034 0.209 
GPF ntol 0.048 0.037 0.217 
itsi 5.950 2.042 11.000 
its2 37.600 13.791 50.000 
absDifSRT 0.098 0.053 0.232 
CHW utol 0.060 0.032 0.168 
ntol 0.061 0.034 0.145 
its2 42.125 13.098 51.000 
absDifSRT 0.156 0.181 1.459 
CORT utol 0.088 0.063 0.278 
ntol 0.074 0.051 0.229 
absDifSRT 0.221 0.155 0.594 
MVAB utol 0.100 0.065 0.287 
ntol 0.212 0.110 0.389 
_ absDifSRT 0.233 
0.265 1.244 
RTP utol 0.089 0.075 0.338 
ntol 0.163 0.090 0.372 
its2 11.585 9.058 51.000 
absDifSRT 0.242 0.110 0.422 
EXP utol 0.194 0.087 0.329 
ntol 0.057 0.034 0.125 
absDifSRT 0.649 2.437 17.145 
MAR utol 0.056 0.123 0.587 
ntol 0.049 0.115 0.580 
its2 14.060 11.850 51.000 
absDifSRT 1.028 0.728 2.965 
utol 0.268 0.101 0.586 
FPM ntol 0.203 0.107 0.411 
itsl 2.560 1.110 10.000 
its2 9.230 2.590 16.000 
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Table 8.3. Base Population N-3 : GE/M study. 
mean s. d. max 
absDifSRT 0.029 0.026 0.126 
utol 0.017 0.015 0.081 
TEST ntol 0.018 0.019 0.081 
itsi 8.870 3.238 16.000 
. 
fail rate 0.000 
absDifSRT 0.030 0.028 0.132 
utol 0.018 0.016 0.079 
UMEWC ntol 0.023 0.022 0.088 
itsl 8.870 3.238 16.000 
its2 4.835 2.064 13.000 
a-bsDifSRT 0.037 0.031 0.135 
utol 0.021 0.016 0.075 
SLT- ntol 0.026 0.017 0.089 
itsi 2.800 1.517 7.000 
its2 38.095 16.804 51.000 
absDifSRT 0.045 0.028 0.144 
ZLG utol 0.026 0.015 0.080 
ntol 0.010 0.007 0.046 
absDifSRT 0.063 0.168 2.101 
EPF utol 0.024 0.019 0.094 
ntol 0.018 0.019 0.085 
its2 25.750 14.334 50.000 
absDifSRT 0.077 0.110 0.788 
utol 0.045 0.036 0.209 
GPF ntol 0.046 0.036 - 0.217 itsl 5.945 2.181 11.000 
its2 34.650 16.005 50.000 
absDifSRT 0.092 0.050 0.231 
CHW utol 0.056 0.028 0.148 
ntol 0.056 0.031 0.132 
its2 40.670 15.869 51.000 
absDifSRT 0.156 0.182 1.459 
CO13T utol 0.088 0.062 0.280 
ntol 0.073 0.051 0.229 
absDifSRT 0.221 0.155 0.594 
MVAB utol 0.100 0.065 0.287 
ntol 0.212 0.110 0.389 
absDifSRT 0.233 0.265 1.244 ". _. RTP utol 0.089 0.075 0.338 
ntol 0.163 0.090 0.372 
its2 11.585 9.058 51.000 
absDifSRT 0.242 0.110 0.422 
EXP utol 0.194 0.087 0.329 
ntol 0.057 0.034 0.125 
absDifSRT 0.656 2.435 17.145 
MAR utol 0.061 0.121 0.587 
ntol 0.051 0.115 0.580 its2 6,650 182 7 46.000 
absDifSRT 1.041 , 0 717 2.965 
utol 0.273 . 0 098 0.586 
FPM ntol 0.198 . 0.108 0.401 itsl 3.020 2.105 10.000 its2 8,870 3.238 16.000 
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Graph 8.4. Central Server Population N=3 : Heb study. 
ýL" 
ntol 
ä: 
öý. 
Graph 8.5. Central Server Population N=3 : GE/Eý study. 
ntol ,ý 
4 
Graph 8.6. Central Server Population N=3 : GE/M study. 
Toi 
ntol 
a. 
mean s. d. 0 max 
Bars >20% are truncated 
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Table 8.4. Central Server Population N=3 : 16b study. 
mean s. d. max 
absDifSRT 0.006 0.005 0.026 
MAR utol 0.004 0.004 0.021 
ntol 0.003 0.002 0.009 
its2 5.110 2.765 15.000 
absDifSRT 0.008 0.007 0.036 
EPF utol 0.011 0.008 0.038 
ntol 0.007 0.005 0.025 
its2 20.900 13.155 50.000 
absDifSRT 0.019 0.013 0.056 
ZLG utol 0.014 0.009 0.046 
ntol 0.005 0.003 0.016 
absDifSRT 0.021 0.022 0.106 
CORT utol 0.016 0.017 0.080 
ntol 0.014 0.012 0.049 
absDifSRT 0.031 0.024 0.082 
utol 0.025 0.017 0.065 
SLTZ ntol 0.014 0.007 0.036 
itsl 3.240 1.924 12.000 
its2 44.205 11.796 51.000 
absDifSRT 0.037 0.020 0.091 
CHW utol 0.031 0.017 0.089 
ntol 0.032 0.015 0.070 
its2 37.800 14.791 51.000 
absDifSRT 0.071 0.035 0.149 
EXP utol 0.059 0.027 0.132 
ntol 0.019 0.013 0.057 
absDif SRT 0.083 0.049 0.191 
utol 0.070 0.039 0.157 
UMEWC ntol 0.019 0.014 0.061 
itsl 13.015 10.097 0.000 
its2 8.915 2.294 15.000 
_ absDifSRT 0.143 0.151 0.472 
RTP utol 0.083 0.079 0.254 
ntol 0.127 0.091 0.353 
its2 10.900 8.858 45.000 
absDifSRT 0.163 0.159 0.769 
utol 0.124 0.093 0.541 
GPF ntol 0.063 0.062 0.343 'ý - 
itsl 6.635 2.668 18.000 
its2 35.550 13.021 50.000 
absDifSRT 0.516 0.289 0.975 
MVAB utol 0.251 0.123 0.459 
ntol 0.222 0.110 0.468 
absDifSRT 1.032 0.736 3.338 
utol 0.360 0.145 0.708 
FPM ntol 0.186 0.119 0.435 
itsi 2.080 0.430 3.000 
its2 13.015 10.097 0.000 
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Table 8.5. Central Server Population N-3 : GE/E2 study. 
mean s. d. max 
absDifSRT 0.010 0.008 0.035 
MAR utol 0.007 0.005 0.023 
ntol 0.006 0.005 0.020 
its2 7.905 5.710 27.000 
absDifSRT 0.017 0.016 0.086 
EPF utol 0.017 0.015 0.084 
ntol 0.014 0.014 0.086 
its2 29.150 15.229 50.000 
absDifSRT 0.022 0.030 0.170 
CORT utol 0.016 0.021 0.120 
ntol 0.032 0.024 0.095 
absDifSRT 0.037 0.043 0.161 
utol 0.022 0.023 0.076 
UMEWC ntol 0.030 0.026 0.086 
itsl 13.185 4.547 43.000 
its2 5.110 1.707 13.000 
absDifSRT 0.041 0.022 0.101 
ZLG utol 0.028 0.016 0.067 
ntol 0.010 0.007 0.028 
absDifSRT 0.047 0.042 0.160 
utol 0.030 0.021 0.078 
SLTZ ntol 0.030 0.019 0.075 
itsl 3.245 1.806 9.000 
its2 46.415 9.662 51.000 
absDifSRT - 0.048 0.075 0.849 
utol 0.032 0.029 0.169 
GPF ntol 0.037 0.031 0.174 
itsi 8.250 1.656 14.000 
its2 31.650 16.798 50.000 
absDifSRT 0.064 0.052 0.239 
RTP utol 0.041 0.026 0.102 
_ ntol 
0.118 0.074 0.306 
its2 10.900 8.858 45.000 
absDifSRT 0.073 0.040 0.163 
CHW utol 0.057 0.028 0.133 
ntol 0.062 0.028 0.130 
its2 45.390 9.358 51.000 
absDifSRT 0.169 0.076 0.299 
EXP utol 0.142 0.062 0.263 
ntol 0.042 0.026 0.110 
absDifSRT 0.340 0.188 0.665 
MVAB utol 0.168 0.089 0.395 
ntol 0.213 0.092 0.422 
absDifSRT 0.903 0.614 2.785 
utol 0.298 0.108 0.605 
FPM ntol 0.135 0.076 0.297 
itsl 1.935 0.302 3.000 
its2 13.185 4.547 43.000 
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Table 8.6. Central Server Population N-3 : GE/M study. 
mean s. d. max 
absDifSRT 0.011 0.010 0.051 
MAR utol 0.008 0.007 0.041 
ntol 0.005 0.005 0.023 
its2 2.000 0.000 2.000 
absDifSRT 0.017 0.016 0.086 
EPF utol 0.013 0.014 0.084 
ntol 0.011 0.014 0.086 
its2 19.700 10.978 50.000 
absDifSRT 0.022 0.027 0.149 
CORT utol 0.016 0.018 0.109 
ntol 0.032 0.024 0.092 
absDifSRT 0.038 0.041 0.161 
'`. utol 0.022 0.021 0.075 
TEST ntol 0.028 0.022 0.080 
itsl 13.150 4.534 43.000 
fail rate 0.000 
absDif SRT 0.039 0.043 0.165 
utol 0.023 0.022 0.076 
UMEWC ntol 0.031 0.026 0.087 
itsl 13.150 4.534 43.000 
its2 5.050 1.709 13.000 
absDifSRT 0.041 0.022 0.101 
ZLG utol 0.028 0.016 0.067 
ntol 0.010 0.007 0.028 
absDifSRT 0.050 0.042 0.164 
utol 0.031 0.020 0.078 
SLTZ ntol 0.030 0.020 0.075 
itsl 3.225 1.825 9.000 
its2 46.475 9.429 51.000 
absDifSRT 0.050 0.075 0.851 
utol 0.034 0.029 0.170 
GPI' ntol 0.038 0.031 0.174 
_ itsi 8.145 
1.694 14.000 
its2 32.200 16.870 50.000 
absDifSRT 0.064 0.052 0.239 
RTP utol 0.041 0.026 0.102 
ntol 0.118 0.074 0.306 
itsl 10.900 8.858 45.000 
absDif SRT 0.065 0.038 0.159 
CHW utol 0.051 0.028 0.136 
ntol 0.056 0.026 0.126 
its2 46.520 8.957 51.000 
absDifSRT 0.169 0.076 0.299 
EXP utol 0.142 0.062 0.263 
ntol 0.042 0.026 0.110 
absDifSRT 0.340 0.188 0.665 
MVAB utol 0.168 0.089 0.395 
ntol 0.213 0.092 0.422 
absDifSRT 0.912 0.608 2.786 
utol 0.301 0.105 0.605 
FPM ntol 0.132 0.075 0.297 
itsl 1.940 0.295 3.000 
its2 13.150 4.534 43.000 
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Graph 8.7. Central Server Population N=6 : Heb study. 
ýo. 
nto 1 
ö". 
Graph 8.8. Central Server Population N=6 : GE/E2 study. 
, 1X 
nto 1 
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Graph 8.9. Central Server Population N=6 : GE/M study. 
-0 
nto 1 
ýýý; 
mean s. d. j max = 
Bars >20% are truncated 
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Table 8.7. Central Server Population N=6 : Heb study. 
MAR 
EPF 
CORT 
R'A'P 
absDifSRT 
utol 
ntol 
its2' 
absDifSRT 
utol 
ntol 
its2 
absDifSRT 
utol 
ntol 
absDifSRT 
utol 
ntol 
itsl 
mean 
0.005 
0.004 
0.006 
6.150 
0.010 
0.014 
0.010 
26.950 
0.018 
0.015 
0.023 
0.031 
0.024 
0.128 
12.415 
s. d. 
0.006 
0.005 
0.005 
4.309 
0.010 
0.012 
0.008 
14.569 
0.028 
0.025 
0.025 
0.033 
0.022 
0.099 
12.452 
max 
0.032 
0.029 
0.025 
22.000 
0.045 
0.055 
0.039 
50.000 
0.160 
0.143 
0.110 
0.161 
0.088 
0.374 
51.000 
absDifSRT 0.040 0.035 0.119 
utol 0.033 0.025 0.100 
SLTZ ntol 0.026 0.016 0.077 
itsi 3.130 2.026 11.000 
its2 48.080 8.243 51.000 
absDifSRT 0.045 0.037 0.134 
ZLG utol 0.036 0.029 0.106 
ntol 0.017 0.014 0.059 
absDifSRT 0.048 0.042 0.151 
CHW utol 0.048 0.039 0.162 
ntol 0.061 0.040 0.161 
its2 46.825 9.433 51.000 
absDifSRT 0.078 0.062 0.218 
EXP utol 0.072 0.056 0.202 
ntol 0.045 0.028 0.129 
absDifSRT 0.083 0.074 0.258 
- utol 0.077 0.068 0.238 
UMEWC ntol 0.055 0.040 0.174 
itsl 12.805 8.838 100.000 
its2 10.035 5.100 25.000 
absDifSRT 0.179 0.178 0.795 
utol 0.158 0.126 0.640 
GPF ntol 0.089 0.074 0.339 
itsi 6.535 2.627 19.000 
its2 36.850 12.704 50.000 
absDifSRT 0.716 0.550 2.439 
utol 0.319 0.153 0.695 
FPM ntol 0.175 0.131 0.465 
itsi 1.900 0.332 3.000 
its2 12.805 8.838 100.000 
absDifSRT 1.125 1.188 3.765 
MVAB utol 0.343 0.241 0.790 
ntol 0.264 0.161 0.606 
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Table 8.8. Central Server Population N=6 : GE/EQ study. 
mean s. d. max 
absDifSRT 0.010 0.011 0.068 
MAR utol 0.008 0.008 0.042 
ntol 0.013 0.011 0.057 
its2 8.910 6.556 24.000 
absDifSRT 0.021 0.028 0.182 
CORT utol 0.017 0.022 0.131 
ntol 0.039 0.036 0.172 
absDifSRT 0.022 0.021 0.141 
EPF utol 0.023 0.022 0.139 
ntol 0.019 0.022 0.141 
its2 31.250 15.268 50.000 
absDifSRT 0.027 0.035 0.149 
'`. utol 0.018 0.020 0.073 
UMEWC ntol 0.026 0.028 0.091 
itsi 11.615 4.224 32.000 
its2 5.610 1.479 11.000 
absDifSRT 0.041 0.055 0.514 
utol 0.031 0.028 0.130 
GPF ntol 0.035 0.032 0.137 
itsi 8.020 1.421 12.000 
its2 28.450 17.134 50.000 
absDifSRT 0.045 0.042 0.165 
utol 0.032 0.023 0.088 
SLTZ ntol 0.035 0.025 0.094 
itsi 3.055 1.988 9.000 
its2 49.405 6.928 51.000 
absDifSRT 0.084 0.066 _ 
0.223 
CHW utol 0.074 0.052 0.202 
ntol 0.095 0.053 0.204 
its2 49.320 4.235 51.000 
absDifSRT 0.089 0.061 0.223 
RTP utol 0.077 0.054 0.213 
ntol 0.118 0.070 0.292 
its2 12.415 12.452 51.000 
absDifSRT 0.126 0.070 0.277 
ZLG utol 0.088 0.048 0.178 
ntol 0.036 0.029 0.114 
absDifSRT 0.166 0.110 0.363 . .. 
EXP utol 0.156 0.101 0.334 
ntol 0.074 0.041 0.170 
absDifSRT 0.595 0.415 1.903 
utol 0.256 0.100 0.533 
FPM ntol 0.122 0.073 0.284 
itsl 2.090 0.439 3.000 
its2 11.615 4.224 32.000 
absDifSRT 0.846 0.925 3.754 
MVAB utol 0.259 0.188 0.788 
ntol 0.253 0.127 0.534 
286 
Table 8.9. Central Server Population N=6 : GE/M study. 
mean s. d. max 
absDifSRT 0.016 0.013 0.068 
MAR utol 0.013 0.010 0.046 
ntol 0.011 0.010 0.047 
its2 2.000 0.000 2.000 
absDifSRT 0.017 0.019 0.126 
EPF utol 0.018 0.022 0.127 
ntol 0.017 0.021 0.125 
its2 23.700 11.444 50.000 
absDifSRT 0.023 0.027 0.174 
CORT utol 0.017 0.020 0.123 
ntol 0.038 0.035 0.152 
absDifSRT 0.029 0.035 0.146 
utol 0.019 0.020 0.073 
TEST ntol 0.028 0.025 0.087 
itsi 11.565 4.218 32.000 
fail rate 0.010 
absDifSRT 0.029 0.035 0.149 
utol 0.019 0.020 0.074 
UMEWC ntol 0.027 0.028 0.091 
itsi 11.565 4.218 32.000 
its2 5.565 1.516 11.000 
absDifSRT 0.045 0.057 0.516 
utol 0.033 0.028 0.130 
GPF ntol 0.036 0.032 0.137 
itsi 7.980 1.477 12.000 
its2 28.450 16.748 50.000 
absDifSRT 0.048 0.041 0.167 
utol 0.034 0.023 0.088 
SLTZ ntol 0.035 0.025 0.095 
itsi 3.035 1.981 9.000 
its2 49.170 7.470 51.000 
absDifSRT 0.077 0.063 0.223 
CHW utol 0.069 0.050 0.202 
ntol 0.088 0.050 0.204 
its2 49.385 4.545 51.000 
absDifSRT 0.089 0.061 0.223 
RTP utol 0.077 0.054 0.213 
ntol 0.118 0.070 0.292 
its2 12.415 12.452 51.000 
absDifSRT 0.126 0.070 0.277 
ZLG utol 0.088 0.048 0.178 
ntol 0.036 0.029 0.114 
absDifSRT 0.166 0.110 0.363 
EXP utol 0.156 0.101 0.334 
ntol 0.074 0.041 0.170 
absDifSRT 0.602 0.410 1.904 
utol 0.260 0.097 0.533 
FPM ntol 0.119 0.073 0.284 
itsl 2.080 0.430 3.000 
its2 11.565 4.218 32.000 
absDifSRT 0.846 0.925 3.754 
MVAB utol 0.259 0.188 0.788 
ntol 0.253 0.127 0.534 
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Graph 8.10. Base Population N=10 : Heb study. 
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Table 8.10. Base Population N-10 : Heb"study. 
mean s. d. max 
absDifSRT 0.045 0.044 0.246 
utol 0.028 0.027 0.129 
GEUMEWC ntol 0.071 0.042 0.164 
itsl 4.600 0.535 5.000 
its2 5.260 1.496 12.000 
absDifSRT 0.047 0.045 0.256 
MAR utol 0.029 0.025 0.133 
ntol 0.022 0.014 0.069 
itsi 8.260 2.898 15.000 
absDifSRT 0.114 0.060 0.242 
utol 0.072 0.037 0.146. 
SLTZ ntol 0.049 0.030 0.149 
itsl 1.720 0.497 3.000 
its2 51.000 0.000 51.000 
absDifSRT 0.117 0.063 0.258 
CHW utol 0.075 0.038 0.148 
ntol 0.050 0.032 0.153 
its2 51.000 0.000 51.000 
absDifSRT 0.158 0.149 0.585 
RTP utol 0.071 0.055 0.210 
ntol 0.131 0.048 0.236 
itsi 12.780 7.095 38.000 
absDifSRT 0.179 0.159 0.878 
EPF utol 0.110 0.059 0.276 
nol 0.080 0.042 0.183 
its2 48.600 4.953 50.000 
absDifSRT 0.206 0.103 0.441 
ZLG utol 0.108 0.050 0.206 
ntol 0.041 0.014 0.074 
absDifSRT 0.215 0.145 0.649 
CORT utol 0.177 0.075 0.361 
ntol 0.118 0.072 0.334 
- absDifSRT 0.280 0.114 0.463 
EXP utol 0.251 0.102 0.424 
ntol 0.087 0.040 0.220 
absDifSRT 0.320 0.110 0.498 
utol 0.297 0.104 0.470 
UMEWC ntol 0.066 0.043 0.183 -"- 
itsi 2.280 0.454 3.000 
its2 15.560 6.211 36.000 
absDifSRT 0.365 0.303 1.257 
MVAB utol 0.139 0.085 0.390 
ntol 0.207 0.098 0.398 
absDif SRT 0.416 0.294 1.265 
utol 0.161 0.073 0.391 
FPM ntol 0.205 0.101 0.403 
itsi 4.640 0.942 6.000 
its2 2.280 0.454 3.000 
absDifSRT 1.390 3.295 15.189 
utol 0.487 0.075 0.720 
GPF ntol 0.179 0.123 0.697 
itsl 1.340 0.479 2.000 
its2 29.600 13.242 50.000 
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Table 8.11. Base Population N-10 : GE/M study. 
mean s. d. max 
absDifSRT 0.055 0.042 0.157 
RTP utol 0.027 0.019 0.071 
ntol 0.105 0.032 0.202 
itsi 12.120 4.796 24.000 
absDifSRT 0.067 0.062 0.255 
utol 0.050 0.023 0.134 
TEST ntol 0.041 0.019 0.110 
itsl 4.720 0.454 5.000 
fail rate 0.960 
absDifSRT 0.085 0.042 0.165 
utol 0.045 0.023 0.109 
SLTZ ntol 0.047 0.024 0.108 
'`. itsl 2.660 0.872 4.000 
its2 51.000 0.000 51.000 
absDifSRT 0.088 0.052 0.249 
MAR utol 0.042 0.023 0.124 
ntol 0.025 0.011 0.056 
its2 13.580 9.394 51.000 
absDifSRT 0.099 0.042 0.190 
CHW utol 0.054 0.024 0.112 
ntol 0.051 0.026 0.113 
its2 51.000 0.000 51.000 
absDifSRT 0.102 0.111 0.521 
EPF utol 0.062 0.031 0.184 
ntol 0.056 0.028 0.138 
its2 48.600 4.953 50.000 
absD if SRT 0.. 113 0.050 0.244 
utol 0.066 0.031 0.174 
UMEWC ntol 0.045 0.020 0.099 
itsl 4.720 0.454 5.000 
its2 5.500 1.542 12.000 
absDifSRT 0.121 0.093 0.322 
_ utol 0.098 0.038 0.223 GPF ntol 0.073 0.039 0.211 
itsl 2.720 0.454 3.000 
its2 45.800 7.025 50.000 
absDifSRT 0.187 0.126 0.459 
MVAB utol 0.075 0.037 0.161 
ntol 0.177 0.079 0.349 
absDifSRT 0.196 0.169 1.054 
CORT utol 0.151 0.064 0.310 
ntol 0.115 0.065 0.306 
absDifSRT 0.240 0.123 0.510 
utol 0.096 0.033 0.178 
FPM ntol 0.167 0.078 0.342 
itsl 2.820 0.388 3.000 
its2 4.720 0.454 5.000 
absDifSRT 0.384 0.120 0.582 
EXP utol 0.334 0.102 0.511 
ntol 0.138 0.054 0.266 
absDifSRT 0.444 0.130 0.701 
ZLG utol 0.163 0.044 0.236 
ntol 0.049 0.022 0.128 
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Graph 8.12. Central Server Population N=10 : Heb study. 
V11ý" 
O"l 
nto 1 
icy`. 
L. 
Graph 8.13. Central Server Population N=10 : GE/M study. 
S 4)". 
=o. 
ntol 
e". 
Graph 8.14. Central Server Population N=30 : Heb study. 
40% 
nto1 
Graph 8.15. Central Server Population N=30 : GE/M study. 
a, N. 
ntol 
) 
oý. 
meaner s. d. 0 max =] 
Bars >40% are truncated 
291 
Table 8.12. Central Server Population N=10 : Fhb study. 
mean s. d. max 
absDifSRT 0.021 0.020 0.081 
MAR utol 0.017 0.016 0.065 
ntol 0.017 0.010 0.042 
its2 4.540 1.729 11.000 
absDifSRT 0.023 0.022 0.094 
RTP utol 0.017 0.015 0.070 
ntol 0.114 0.087 0.266 
its2 8.840 9.976 47.000 
absDif SRT 0.026 0.023 0.138 
CHW utol 0.037 0.033 0.109 
ntol 0.023 0.024 0.117 
its2 51.000 0.000 51.000 
absDifSRT 0.039 0.034 0.137 
EPF utol 0.036 0.030 0.112 
ntol 0.024 0.014 0.064 
its2 35.600 17.631 50.000 
absDifSRT 0.045 0.050 0.187 
CORT utol 0.038 0.043 0.161 
ntol 0.060 0.042 0.159 
absDifSRT 0.059 0.045 0.179 
utol 0.028 0.026 0.122 
SLTZ ntol 0.023 0.017 0.092 
itsl 2.100 0.974 5.000 
its2 50.020 6.930 51.000 
absDifSRT 0.066-- 0.067 0.241 
EXP utol 0.058 0.058 0.204 
ntol 0.063 0.043 0.140 
absDifSRT 0.078 0.039 0.190 
ZLG utol 0.061 0.029 0.132 
ntol 0.037 0.021 0.083 
absDifSRT 0.085 0.076 0.262 
utol 0.058 0.044 0.167 
GEUMEWC ntol 0.039 0.030 0.116 
itsl 7.360 1.663 10.000 
its2 4.000 1.340 7.000 
absDifSRT 0.098 0.101 0.465 
utol 0.090 0.099 0.508 
UMEWC ntol 0.036 0.043 0.201 
itsi 4.940 1.038 7.000 
its2 11.020 4.744 26.000 
absDifSRT 0.227 0.324 1.246 
MVAB utol 0.110 0.119 0.443 
ntol 0.232 0.177 0.529 
absDifSRT 0.290 0.288 1.190 
utol 0.158 0.090 0.415 
FPM ntol 0.178 0.147 0.439 
itsi 2.620 0.490 3.000 
its2 4.940 1.038 7.000 
absDifSRT 0.498 0.160 0.702 
utol 0.355 0.121 0.666 
GPF ntol 0.117 0.108 0.681 
itsl 2.160 0.866 4.000 
its2 29.800 13.476 50.000 
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Table 8.13. Central Server Population N=10 : GE/M study. 
mean s. d. max 
absDifSRT 0.024 0.021 0.092 
EPF utol 0.020 0.013 0.056 
ntol 0.026 0.016 0.067 
its2 23.000 9.949 50.000 
absDifSRT 0.027 0.042 0.179 
RTP utol 0.021 0.031 0.162 
ntol 0.072 0.054 0.195 
its2 9.160 10.261 51.000 
absDifSRT 0.039 0.039 0.212 
CORT utol 0.031 0.030 0.163 
ntol_ 0.076 0.056 0.177 
absDifSRT 0.042 0.030 0.118 
utol 0.031 0.020 0.073 
UMEWC ntol 0.044 0.031 0.118 
itsi 7.340 1.780 11.000 
its2 4.020 1.363 7.000 
absDifSRT 0.046 0.032 0.129 
MAR utol 0.035 0.024 0.103 
ntol 0.022 0.015 0.076 
itsi 2.300 0.763 6.000 
absDifSRT 0.046 0.035 0.139 
utol 0.030 0.027 0.113 
CHW ntol 0.029 0.028 0.124 
itsl 0.000 0.000 0.000 
its2 50.180 5.798 51.000 
absDifSRT 0.050 0.034 0.146 
utol 0.036 0.020 0.074 
GPF ntol 0.046 0.037 0.137 
itsi 4.020 0.654 5.000 
its2 32.400 18.578 50.000 
absDifSRT 0.063 0.048 0.182 
utol 0.045 0.026 0.092 
TEST ntol 0.046 0.036 0.137 
itsl 7.340 1.780 11.000 
fail rate 0.980 
absDifSRT 0.096 0.107 0.332 
EXP utol 0.084 0.092 0.290 
nto l 0.100 0.071 0.233 ýý "-- 
absDifSRT 0.112 0.084 0.312 
utol 0.048 0.038 0.154 
SLTZ ntol 0.041 0.032 0.128 
itsl 2.460 1.164 5.000 
its2 50.180 5.798 51.000 
absDifSRT 0.145 0.078 0.365 
ZLG utol 0.099 0.050 0.207 
ntol 0.067 0.037 0.140 
absDifSRT 0.168 0.227 0.971 
MVAB utol 0.084 0.086 0.369 
ntol 0.187 0.140 0.448 
absDifSRT 0.282 0.206 0.893 
utol 0.156 0.058 0.353 
FPM ntol 0.108 0.083 0.272 
itsl 2.100 0.303 3.000 
its2 7.340 1.780 11.000 
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Table 8.14. Central Server Population N=30 : Heb study. 
mean s. d. max 
absDifSRT 0.015 0.027 0.115 
RTP utol 0.016 0.029 0.142 
ntol 0.103 0.090 0.305 
its2 6.720 10.891 51.000 
absDifSRT 0.028 0.032 0.136 
EPF utol 0.023 0.033 0.164 
ntol 0.048 0.054 0.253 
its2 27.400 11.031 50.000 
absDifSRT 0.028 0.049 0.190 
EXP utol 0.029 0.051 0.226 
ntol 0.075 0.066 0.229 
absDifSRT 0.031 0.028 0.105 
ý. utol 0.024 0.024 0.079 
GEUMEWC ntol 0.075 0.052 0.262 
itsl 6.980 1.660 10.000 
its2 4.460 2.764 14.000 
absDifSRT 0.036 0.040 0.166 
MAR utol 0.031 0.034 0.124 
ntol 0.046 0.040 0.182 
its2 5.880 3.538 14.000 
absDifSRT 0.096 0.200 0.844 
MVAB utol 0.059 0.107 0.419 
ntol 0.204 0.194 0.595 
absDifSRT 0.137 0.180 0.746 
utol 0.096 0.093 0.390 
FPM ntol 0.135 0.140 0.494 
itsl 2.160 0.370 3.000 
its2 6.980 1.660 10.000' 
absDifSRT 0.137 0.188 0.909 
utol 0.106 0.174 0.603 
SLTZ ntol 0.160 0.242 0.807 
itsl 2.160 1.076 4.000 
its2 44.540 13.758 51.000 
absDifSRT 0.137 0.211 0.809 
CHW utol 0.121 0.197 0.637 
ntol 0.193 0.258 0.818 
its2 45.860 12.604 51.000 
absDifSRT 0.141 0.071 0.365 
ZLG utol 0.115 0.051 0.253 
ntol 0.097 0.043 0.257 
absDifSRT 0.496 0.198 0.748 
utol 0.403 0.155 0.688 
GPF ntol 0.176 0.145 0.549 
itsi 2.240 0.916 4.000 
its2 28.800 13.192 50.000 
CORT - - - 
UMEWC - - - 
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Table 8.15. Central Server Population N-30 : GE/M study. 
mean s. d. max 
absDifSRT 0.028 0.041 0.173 
CORT utol 0.023 0.034 0.132 
ntol 0.089 0.083 0.277 
absDifSRT 0.031 0.030 0.117 
utol 0.025 0.027 0.106 
IIMEWC ntol 0.047 0.027 0.117 
itsl 6.960 1.678 10.000 
its2 4.400 2.579 13 000 
absDifSRT 0.033 0.026 0.104 
utol 0.023 0.021 0.078 
GPF ntol 0.051 0.031 0.134 
itsl 4.080 0.695 6.000 
its2 26.600 18.251 50.000 
absDifSRT 0.033 0.046 0.199 
EPF utol 0.026 0.040 0.165 
ntol 0.044 0.034 0.148 
its2 26.000 8.571 40.000 
absDifSRT 0.034 0.064 0.267 
RTP utol 0.032 0.059 0.255 
ntol 0.069 0.056 0.181 
its2 8.300 13.330 51.000 
absDifSRT 0.046 0.053 0.206 
MAR utol 0.037 0.039 0.130 
ntol 0.055 0.045 0.158 
itsl 2.000 0.000 2.000 
absDifSRT 0.047 0.041 0.136 
utol 0.051 0.042 0.167 
TEST ntol 0.058 0.034 0.133 
itsl 6.960 1.678 10.000 
fail rate 1.000 
absDifSRT 0.049 0.083 0.294 
EXP utol 0.047 0.080 0.291 
ntol 0.104 0.101 0.362 
absDifSRT 0.067 0.123 0.452 
MVAB utol 0.044 0.068 0.252 
ntol 0.177 0.161 0.471 
absDifSRT 0.128 0.138 0.502 
utol 0.105 0.143 0.557 
SLTZ ntol 0.181 0.247 0.772 
itsl 2.820 1.699 6.000 
its2 45.660 12.439 51.000 
absDifSRT 0.133 0.128 0.521 
utol 0.095 0.064 0.255 
FPM ntol 0.085 0.082 0.257 
itsl 2.020 0.247 3.000 
its2 6.960 1.678 10 000 
absDifSRT 0.142 0.227 1.237 CHW utol 0.145 0.199 0.616 
ntol 0.220 0.281 0.819 
its2 44.480 13.958 51 000 
ZLG absDifSRT 
0.255 0.163 0.627 
utol 0.174 0.098 0.377 
ntol 0.155 0.071 0.293 
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Graph 8.16. Central Server Population with Multiservers Na10. 
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Table 8.16. Central Server Population with Multiservers. Na10. 
mean s. d. max 
absDifSRT 0.008 0.008 0.033 
CHW utol 0.007 0.008 0.034 
ntol 0.007 0.007 0.040 
its2 30.440 20.395 51.000 
absDifSRT 0.009 0.008 0.032 
MAR utol 0.007 - 0.007 0.030 
ntol 0.005 0.004 0.016 
its2 2.000 0.000 2.000 
absDifSRT 0.027 0.044 0.215 
EXP utol 0.019 0.033 0.173 
ntol 0.023 0.030 0.121 
absDifSRT 0.043 0.045 0.167 
utol 0.027 0.025 0.088 
UMEWC ntol 0.027 0.032 0.115 
itsl 8.060 2.972 18.000 
its2 8.300 9.624 45.000 
absDifSRT 0.058 0.062 0.196 
utol 0.035 0.033 0.104 
SLTZ ntol 0.020 0.020 0.077 
itsi 1.740 1.259 4.000 
its2 34.500 20.934 51.000 
absDifSRT 0.073 0.077 0.235 
utol 0.038 0.035 0.120 
TEST ntol 0.021 0.022 0.110 
itsi 8.060 2.972 18.000 
fail rate 1.000 
absDifSRT 0.086 0.109 0.459 
utol 0.036 0.039 0.139 
GPF ntol 0.027 0.036 0.133 
itsl 4.460 0.838 6.000 
its2 24.000 16.537 50.000 
absDifSRT 0.108 0.130 0.517 
EPF utol 0.038 0.049 0.256 
ntol 0.036 0.056 0.288 
its2 43.000 9.091 50.000 
absDifSRT 0.160 0.180 0.616 
RTP utol 0.158 0.233 1.137 
ntol 0.211 0.173 0.694 
its2 7.960 5.488 31.000 
absDifSRT 0.183 0.143 0.639 
utol 0.104 0.064 0.250 
FPM ntol 0.053 0.042 0.201 
itsl 4.000 3.505 18.000 
its2 8.060 2.972 18.000 
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8.7. Derivation of the Direct JFB used in TEST. 
In TEST the Lagrangian multipliers are obtained from the 
fixed population mean solution as in the UMEWC algorithm. The 
UMEWC imposes JFB on the closed network solution by iterating for 
the values of- an adjustment to the Lagrangian multiplier 
corresponding to the utilisation constraint [WALS, 841. The TEST 
algorithm obtains JFB directly by introducing a third Lagrangian 
multijlier, (y1), i-1.. M, 'when the centre is full. 
Consider a Product Form (PF) closed network with fixed 
population, N. and M centres, each having load dependent service 
rates. ' {µi (n) }, i-1... M, n-1... N. Using the routeing matrix 
{p=j }, ;, j=1... M, the JFB eqns can be written as, 
d1EE 1«. M] 
NMN 
E µ: (n) P: (n) sE p-i: E µj (n)Pj (n) (1) 
.. -ý J-z r, -1 
I-n the PF network the marginal probabilities.... 
(p, (n)) 
,; -L,. M, n-O... N can be expressed as, 
. 
d iE(1». M) A n¬[ O... N] 
fi(n) zM '(N-n) P; (n) a (2) 
Z(N) 
where 
Z(N) - the normalising constant eg the sum over all feasible 
network states of the product of the centre state functions. 
zM '(N-n) a the unnormalised probability of N-n jobs in the 
complementary network to centre i. eg the normalising constant of 
the remaining network after the removal of centre i and n jobs. 
f: (n) is the state function for centre i. 
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The JFB constraint can be written as, 
HIE [1... M) 
Pi 
(3) M= 
U1 
where 
pi is the utilisation of centre i found in the FPM solution. 
N 
E min(n, c') P: (n) 
Ui _ (4) 
CE 
the utilisation of centre i with marginal queue length 
distribution {p: (n) }, n=0... N in the closed network of N jobs. 
Rewriting the JFB constraint (3) using (2) and (4) gives, 
N 
min(n. c: )f. (n) zM '(N-n) 
Z(N) (5) 
c; m 
As 
M 
Z(N) fj f, (ni) f1 (0)-1, Hie1... M . (6)'"="ý 
HnEs<N. P1) : -2, 
then define 
M 
Z(N, -N) Z(N) -E f1(N) t7) 
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Rewriting (5) in terms of fa(N), i-1... M. using (7), 
noting 7. m-i(O)'1, gives, 
N- 1 
E min(n, c: )f, (n)zr, -i (N-n) 
Ca 
Pi 1 
f: (N) - (Z(N. -N) +Ef: (N)) 
m : -1 (8) 
From (8) a linear system of M equations with M+1 unknowns, 
(f: (N)),; =1_M and m, can be obtained in the form Ax=b, 
. -t. . 
H le [1... M-1J 
fV-1 
E min(n, c: ) f: (n) zM i (N-n) 
ý-1 
ci 
P= 
- Z(N. -N) 
m 
(9) 
, x: f1(N) 
[1... M] d1 je 
Pi 
ij-1 
m 
ais a 
- P= 
m 
clod 
(11). --- 
The JFB solution (9), (10) and (11) is known only to withirf-a- 
multiplicative constant, m. The actual choice of m must be 
heuristic. By supplying an estimate of ma unique solution for 
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the (f: (N)), ia1_M can be computed. The heuristic used follows the 
correction of Walstra, 1984, eg, 
M Pa 
(n': ) 
__, U': (12)' -' 
N- 
where 
m' is the estimate for m, 
U' ;. is the utilisation calculated for centre i taking m=1. 
(n': > is the mean number of jobs at centre i taking m=1. 
- The algorithm followed is, 
1) solve FPM for {{p; }, j=1... k, (n; ) }, i=1... M, 
2) compute Lagrangian multipliers ((g; j ), ja1... k, x: ), i=1... M, 
and set y: °1, HiE1... M giving maximum entropy centre state 
functions. (f. ' (n) ), i=1... M, n=O... N, 
3) convolute centre state functions to give 
-(p' : (n) ), i a1... M, n=O... N, and (U' ;, (n' . )) ,i =1... M, . -- .... 
4) estimate m' using (12), 
5) compute, M 
Z(N, -N) ° Z' (N) 
i-ý 
and so, 
H i¬ [1... M-1] 
Ps 
P' : (N) Z' (N) - Z(N, -N) , 
m' 
di je [1... M) 
P= 
m 
a: j 
i#j 
m 
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6) solve Ax=b giving x: °f : (N) ,i =1. »M, 
7) trap negative solutions, 
di E l. _M, if f: (N) <0 then set f1 (N) a0, 
8) reconvolute using centre state functions, 
fi(n). Hi -1... M A Vn-O... N. 
i 
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8.8. Proof of Open Chain Mean Queue Length in ME Network 
Solution. 
The mean queue length of open chain customers at centre i, 
(n; a), including any in service is, 
(n: o) - U: o + (nq: o) . 
where (nq: o) is the mean number of open chain customers in the 
queue. 
4. 
Co N 
(M: lC> -EE Pr[chain 0 in service, (n, no-1) in queue](no-i) 
no=2 n-0 
RN 00 
+EEE Pr[chain r in service, (n-1, -, no) in-queue]no 
. --z n-1, - noai 
(ngia) 
R 
(En. ) + no-i ! 
N zi (N-n) ýR n= no-1 
E g: ox: o E (no-1) jj x:.. xso 
n=O Z(N) no=2 R 
(no-1) ! 11 n1.! 
R 
n. ) -1 + no ! 
N zi Q! -n) nr-1 R n. no 
+ g: -x. - 
noXi r- 
fi Xi: iÖ 
r.: nalr Z(N) no=1 R 
no! (nr-1) ! fl n.! A 
s-i 
A 
s #r 
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(flk,: o) 
1( 
E n. ) + no-1 ! 
N ZI(N-n) ý_s R n. no-1 
gsoXso fi X;. X: o 
n-0 Z(N) no-2 R -1 
(no-2) n_! 
. -s 
(En. ) + no-1 
RN zi (N-n) n. no 
+ (r i g1-x- E X;, - 11 Xis X: O 
rte! i±-ir 
Z(iV) no-i R 
s-1 
(no-1) ! (nr-1) ! II n.! A 
s-! 
s71r 
A 
#r 
(lgtO) 
R 
E n. +ný+1+no-1 
zi (N-n) R ný , na-1 E g; ox; o jj x,. x; o(n2. +1) E x; o 
n-0 Z(N) ý_1 no=1 R 
(no-1)! n n.! (n. +l)! 
sý2 
na + no-1 ! 
R _N z' (N-n) R na 0 -1 no-1 +E E gir 11 xis x: Onr E Xi0 0 
rai n=1 - 
Z(ig) 
a-i 0°1 
(no-1) n.! 
a-1 
R R 
nr +i ! E ns- i 
00 
using xi m 
1+ E nr 
jj nr !i! fl nr ! (1-x) ri 
r- l r- i 
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nq iO 
N z` (N-n) R ni- 
<J" soxso 11 xi. x: o(ni+i) 
n=0 Z(N) . _1 
R N_ z' (N-n) R n_ 
, --1 ri: - Z(N) __, 
En. +1 
ý_1 1 
R 2+ ns 
jj n.! (ni+1) ! (1-x: o) "'1 
ns 
s_i 
1 
R 
R l+Ený 
H n.! 
-z 
(rgi0) a 
R 
N zi (N-n) R n. x: o REn. E giox: o 1 x:. R n_ +1 
na0 Z(N) 2+ n. 
fl n.! 
-1 
E n- ! 
RN zi (N---n) ns xio s_1 
+ gir fi Xis R nr- 
na1. - Z(N) 1+ E n. 
s_ 1 
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(nq; o) 
R 
E n. 1 +1! 
RN zR n. x; o 
gioX: o Xis R n.. 
. -1 n=0 Z(N) 2+ n. 
(1-x: o) `-1 II n-! 
.. -z 
E n.. +1 ! 
N z1 (N-n) R n.. x; o 
+EJ: ox; o rl Xi'. Ft 
n=0 Z(N) . _z 2+ n. 
n,.! 
s-i 
R 
E n. 
[ 
N zi(N-n) n. x; o . -I + gi- 11 Xis R - nr 
n=1. - Z(N) 1+ E n. R '. 
(1-x: o) `-' jj nom! 
Define, 
n>O 
R 
R n, - -1 1R 
Ci Fn) = Ij xi. - =EX; -C; (n-L. )-, -" E nr 1-xio . --s 
fi n"-! 
. --i 
n=0 
C; (0) =1 
substitute, 
RN zi(N-n) X; C3, 1: 1: 9; oX: o C; (n) n-i 
-i n-l. Z(N) (1-xi o)' 
N_ zxio 
+E9; ox: o Ci (n) 
n=0 Z(N) (1-xio)2 
N_ z'(N_-n) Xio 
EEg;.. C5(n) n. 
--i n=1. Z(N) (1-xio) 
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(nq: o) ° 
Xi c> g; ax: oN Z' (N-n) 
E+g;. E C: (n) n. 
in-IL 1-x: o 1-x: o 
in 
1. Z(N) 
giox: o2 N z1 (N-n) 
+EC: (n) 
n=0 Z(N) 
<nq: o> 
g: ax: o N z' (N-n) 
+ g: ý E C: (n) ns 
1-x: o n=1.1 Z(N) 
g: ox: oN z' (N-n) 
+ C: (n) 
1-x: o naO Z(N) 
Xto 
1-Xto 
R1s: ox: o RN 
+E-+q: u. E x:. - E C: (n-1r-) z° 
(N-n) n. -- 
-, _ Z (N) (1-x: o) 1-x: o . -_ý ný1ý 
In the special case of a single closed chain (R=1) then, 
x: 0 
(n. 1: o> U: o + <n: ý> 
1-x: o 
