This paper considers delay-limited communication over quasi-static fading channels under a long-term power constraint. A sequence of length-n delay-limited codes for a quasi-static fading channel is said to be capacityachieving if the codes achieve the delay-limited capacity, which is defined to be the maximum rate achievable by delay-limited codes. The delay-limited capacity is sometimes referred to as the zero-outage capacity in wireless communications. The delay-limited capacity is the appropriate choice of performance measure for delay-sensitive applications such as voice and video over fading channels. It is shown that for any sequence of capacity-achieving delay-limited codes with vanishing error probabilities, the normalized relative entropy between the output distribution induced by the length-n code and the n-fold product of the capacity-achieving output distribution, denoted by
I. INTRODUCTION
In information and coding theory, the search for good codes for various classes of channels is of paramount importance. By "good" we mean that the code is reliable, i.e., its (average or maximal) probability of error is arbitrarily small when the blocklength is sufficiently large. In addition to being good, communication engineers would also like the code to be optimal in the sense that the rate of the code (the ratio of the logarithm of the number of codewords to the blocklength) converges to the channel capacity as the blocklength grows. The search for optimal good codes for memoryless channels, however, is known to be challenging and has remained elusive for decades.
As a result, information theorists have resorted to characterizing the nature or properties of good codes that are asymptotically optimal. One of the useful characterizations is in terms of the so-called approximation of output statistics [1] , studied by Han and Verdú. In [1, Theorem 15 ], general channels [2] that satisfy the strong converse property and whose input alphabets are finite were considered. For this class of channels, it was shown that for reliable codes whose rates approach the channel capacity, the normalized relative entropy between p Y n , the output distribution induced by the length-n code, and p * Y n , the n-fold product of the (unique) capacity-achieving output distribution, converges to zero, i.e.,
This result implies that good capacity-achieving codes must necessarily be such that its empirical output distribution is close to the capacity-achieving output distribution in the sense of (1). Thus to find optimal codes, communication engineers can and indeed must restrict their search to this class of codes. The seminal work by Han and Verdú [1] was subsequently generalized by Shamai and Verdú [3] who lifted the restriction concerning the finiteness of the input alphabet of the channel. They showed that (1) holds under the condition that the capacity of the general channel can be written as
Indeed, when the input alphabet is finite and the strong converse property holds, the capacity [1, Theorem 8] is given by the expression in (2) . In yet another generalization, Polyanskiy and Verdú [4] studied the properties of ε-good codes under the maximal probability of error formalism and with deterministic encoders. These are codes whose maximal probabilities of error are bounded above by a non-vanishing constant ε ∈ (0, 1). The study of ε-good codes has gained prominence recently due to the interest in the finite blocklength regime [5] and second-order asymptotics [5] - [7] . Polyanskiy and Verdú showed that despite this generalization, the approximation in (1) continues to hold for a large class of channels including discrete memoryless channels (DMCs) [4, Theorems 6 & 7] and additive white Gaussian noise (AWGN) channels under the peak power constraint [4, Theorem 8] , i.e., that every transmitted codeword (x 1 , x 2 , . . . , x n ) must satisfy 1 n n k=1
for some power P > 0.
A. Motivation
For communication over wireless fading channels [8] , it is also of interest to study codebooks whose cost constraints are in the average-over-the-codebook-and-fading sense, i.e.,
where M n denotes the codebook size of the length-n code and the expectation is taken over the fading statistics. This is known in the wireless communication community as the long-term power constraint [8, 9] . This more relaxed constraint is useful and practical in wireless communication as it allows for the dynamic allocation of available power based on the current fading state of the channel. This work investigates a class of wireless fading channels called quasi-static fading channels [10, Section 5.4.1], where the fading coefficient is random but remains constant during the course of transmission. As explained in [10, Section 5.4.1], the quasi-static fading channel can be used to model slow fading (time-invariant) channels where the delay requirement is short compared to the channel coherence time. We are interested in the delaylimited capacity [11] (also called the zero-outage capacity [12, Section 4.2.4]) of the quasi-static fading channel, which is the maximum achievable rate under the assumption that the maximal error probability over all non-zero fading coefficients vanishes as the blocklength grows. As explained in [11, Section I] , the delay-limited capacity is the appropriate choice of performance measure for delay-sensitive applications such as voice and video that could not tolerate long delays. Since the quasi-static fading channel and the corresponding delay-limited capacity are generalizations of the AWGN channel and the corresponding capacity, we are motivated to study whether the property in (1) continues to hold for good delay-limited codes under the power constraint in (4).
B. Main Contribution
The main contribution of this work is to demonstrate that the convergence result in (1) continues to hold for good delay-limited codes for the quasi-static fading channel. A crucial step to proving the convergence result is to establish the convergence of the average signal power received at the destination for good delay-limited codes as stated in Lemma 3. Proving that the average received signal power converges to its appropriate limit is non-trivial and rather technical. In particular, we need to combine several well-known facts such as continuity of measure as well as the monotonicity of a certain function.
In addition, we extend our convergence result for good delay-limited codes to ε-good delay-limited codes, i.e., capacity-achieving codes with non-vanishing error probabilities. The extension of the convergence result is performed by combining the aforementioned proof techniques with an existing non-asymptotic multi-letter converse bound in [4] for the AWGN non-fading channel under the peak power constraint (3). The convergence property in (1) for the AWGN non-fading channel (cf. [4, Theorem 8] ) can be viewed as a special case of our convergence results for the quasi-static fading channel when there is only one fading state.
C. Paper Outline
This paper is organized as follows. The next subsection presents the notation used in this paper. Section II provides the problem formulation of the quasi-static fading channel under a long-term power constraint and presents our main result -the convergence property in (1) for good delay-limited codes. Section III presents the proof of the convergence result. Section IV extends our convergence result for good delay-limited codes to ε-good delay-limited codes.
D. Notation
We use Pr{E} to represent the probability of the event E, and we let 1{E} be the characteristic function of E. We use a capital letter X to denote an arbitrary random variable with alphabet X , and use the small letter x to denote a realization of X. We use X n to denote a random tuple (X 1 , X 2 , . . . , X n ), where the components X k have the same alphabet X .
The following notations are used for any arbitrary random variables X and Y . We let p X and p Y |X denote the probability distribution of X and the conditional probability distribution of Y given X respectively. We let Pr pX {g(X) ∈ A} denote x∈A p X (x)1{g(x) ∈ A} dx for any real-valued and any real-valued mapping g whose domain includes X , and the expectation of g(X) is denoted as
for all x and y. We let N (· ; µ, σ 2 ) : R → [0, ∞) be the probability density function of a Gaussian random variable denoted by Z whose mean and variance are µ and σ 2 respectively such that
Similarly, we let N (· ; µ, σ 2 ) : R n → [0, ∞) be the joint probability density function of n independent copies of Z ∼ N (z; µ, σ 2 ) such that
We will take all logarithms to base 2 throughout this paper, so all information quantities have units of bits. The sets of natural, real and non-negative real numbers are denoted by N, R and R + respectively. The Euclidean norm of a tuple x n ∈ R n is denoted by x n n k=1 x 2 k .
II. QUASI-STATIC FADING CHANNEL UNDER A LONG-TERM POWER CONSTRAINT

A. Problem Formulation and Main Result
We consider an additive white Gaussian noise (AWGN) fading channel that consists of one source and one destination, denoted by s and d respectively. The fading process is characterized by a random variable H (we follow the notation in [11, Section II] and use the upper-case letter H to denote the random fading coefficient). The fading process is assumed to be quasi-static, i.e., the fading coefficient H is selected randomly and kept constant during the course of transmission. The fading coefficient is assumed to be real and non-negative, and we let p H denote its distribution. In addition, we assume 0 < E pH
which is a common assumption for fading channels with positive zero-outage capacity [12, Section 4.2.4] . Source s has the knowledge of H but destination d does not. In other words, we assume the availability of the channel state information at transmitter (CSIT). Node s chooses message W from the set
and sends W to node d in n time slots, where M n = |W| denotes the message size and W is uniformly distributed over W and independent of H. The encoder at s is allowed to adapt to the fading coefficient H, and the encoding function for H = h is denoted by f h : W → R n where f h (W ) is the codeword corresponding to W when H = h. The set of encoding functions {f h | h ≥ 0} satisfies the long-term power constraint [8, 9] 
for some fixed P > 0. This long-term power constraint is indeed an average power constraint where the average is taken over the realizations of both the fading coefficient H and the message W . Let X k denote the k th coordinate of f H (W ). In each time slot k ∈ {1, 2, . . . , n}, s transmits X k and d receives
where {Z k } n k=1 are i.i.d. standard normal random variables. In addition, we assume that (H, X k ) and Z k are independent for each k ∈ {1, 2, . . . , n}. In this work, we are interested in the delay-limited capacity [11] (also called the zero-outage capacity [12, Section 4.2.4]), which is the maximum transmission rate of a coding scheme under the constraint that the maximal error probability over all H > 0 (to be defined precisely in Definition 3) vanishes as n tends to infinity. The formal definition of the delay-limited capacity will be given later in Definition 5. Under the CSIT assumption and the long-term power constraint, a simple coding strategy that achieves the delaylimited capacity is s performing channel inversion [12, Section 4.2.4], i.e., using one codebook and transmitting the codewords multiplied by
so that the fading effect disappears from the point of view of d. The formal definition of an (n, M n , P )-code for the quasi-static fading channel is given below.
Definition 1: An (n, M n , P )-code consists of the following:
at node s. Message W is uniform on W and independent of the fading coefficient H.
for each h ≥ 0, where f h is the encoding function at node s for encoding W when the fading coefficient H is equal to h such that
The h-fading codebook is defined to be {f h (w) | w ∈ W}. The set of h-fading codebooks should satisfy the following long-term power constraint:
3) A decoding function
where ϕ is the decoding function for W at node d such that
We now state the definition of the quasi-static fading channel and define the AWGN non-fading channel as a special case of the fading channel.
Definition 2:
A quasi-static fading channel is characterized by the fading distribution p H and the conditional probability density distribution q Y |X,H satisfying
such that the following holds for any (n, M n , P )-code:
for all h ≥ 0, w ∈ W, x n ∈ R n and y n ∈ R n where
The quasi-static fading channel is also called the AWGN non-fading channel if H is deterministically equal to 1.
Since p Yk|H,Xk (y k |h, x k ) does not depend on k for each fixed h ≥ 0 by (19), it follows from (18) and (19) that the quasi-static fading channel is stationary conditioned on the channel state h in the sense that
For any (n, M n , P )-code defined on the quasistatic fading channel, let p H,W,X n ,Y n ,Ŵ be the joint distribution induced by both the channel and the code. We can factorize p H,W,X n ,Y n ,Ŵ as follows:
where (a) follows from the factŴ is a function of Y n by Definition 1.
(b) follows from the fact that W and H are independent. For the AWGN non-fading channel, since H is deterministically equal to 1, equation (23) reduces to
where
for all (x k , y k ) ∈ R 2 . We define the delay-limited capacity via the following three definitions.
Definition 3:
For an (n, M n , P )-code, we can calculate according to (23) the error probability for delay-limited decoding defined as sup
We call an (n, M n , P )-code with error probability for delay-limited decoding no larger than ε an (n, M n , P, ε)-code.
Remark 1:
If we view each positive realization of H as a slow fading (time-invariant fading) process, then the definition of error probability for delay-limited decoding in Definition 3 is equivalent to the error probability criterion used in Definition 2.2 in [11] .
Remark 2:
The error probability for delay-limited decoding defined in Definition 3 considers the supremum of error probabilities over all positive realizations of H. Therefore, for any (n, M n , P, ε)-code, the error probability of delay-limited decoding is guaranteed to be less than ε regardless of fading, and hence fading does not contribute to an "outage event". In contrast, under the average error probability formalism which defines the error probability to be Pr{Ŵ = W } (as in [9, Section II]), the source may choose to create an "outage event" by transmitting nothing when the fading coefficient falls below certain threshold while keeping the average error probability less than ε. As explained in [11, Section I] , the error probability of delay-limited decoding compared to the average error probability is a more relevant error measure for delay-sensitive applications such as voice and video if the fading is so slow in the timescale of tolerable delays that outage events are costly.
Definition 4:
A rate R is achievable for the fading channel if there exists a sequence of (n, M n , P, ε n )-codes such that lim inf
and lim
Definition 5: The delay-limited capacity, denoted by C, is defined to be
Note that the definition of the delay-limited capacity C in Definition 5 coincides with Definition 2.2 in [11] . Define
which is positive and finite by (7) . It is well-known (e.g., [11, Section III-B]) that
which justifies the following definition of capacity-achieving codes for the quasi-static fading channel.
Definition 6: A sequence of (n, M n , P, ε n )-codes is said to be capacity-achieving if
We are ready to present our main result, and its proof will be presented in Section III-B.
to be the product of the capacity-achieving output distribution, and let p Y n be the output distribution induced by the (n, M n , P, ε n )-code on the quasi-static fading channel. If the sequence of codes is capacity-achieving, then 
III. PROOF OF THEOREM 1
A. Preliminary Results for Proving Theorem 1
We first state the following simple inequality, whose proof is standard and therefore omitted. Readers who are interested in the proof may refer to the converse proof of the channel capacity of the AWGN non-fading channel in [13, Section 9.2].
Proposition 1:
Fix an (n, M n , P )-code on the quasi-static fading channel and let p H,W,X n ,Y n ,Ŵ be the distribution induced by the (n, M n , P )-code. Define for each h ≥ 0 the average power of the h-fading codebook {f h (w) | w ∈ W} as
so that when the fading coefficient H is equal to h ≥ 0, the average signal power received at d can be written as hS
h (cf. (10)). Then for each h ≥ 0,
The proof of Theorem 1 relies on the following two lemmas. The proof of the following lemma is deferred to the Appendix because it involves technical arguments.
Lemma 2:
Lemma 2 provides a sufficient condition (38) for the convergence of the expected value of HS (n)
H , which is the average signal power received at d. This convergence is extremely important for bounding the quantity lim sup
in the proofs of Theorems 1 and 3 (cf. (71) and (141)). The main challenge in proving Lemma 2 comes from the fact that the number of fading states is allowed to be uncountable. If the number of fading states is assumed to be finite, then the proof of Lemma 2 can be greatly simplified (see the explanation at the beginning of the Appendix).
The following lemma relies on Lemma 2 and is the key to proving Theorem 1.
Lemma 3: Fix a sequence of (n, M n , P, ε n )-codes, and let p H,W,X n ,Y n ,Ŵ be the joint distribution induced by the (n, M n , P, ε n )-code. Then for each h > 0 and each n ∈ N,
In addition, if the sequence of codes is capacity-achieving, then
h is as defined in (36) for each h > 0. Proof: Fix any sequence of (n, M n , P, ε n )-codes that is capacity-achieving. Let p H,W,X n ,Y n ,Ŵ be the joint distribution induced by the (n, M n , P, ε n )-code. Since the sequence of codes is capacity-achieving, it follows from Definition 6 that lim
Fix an arbitrary n ∈ N and fix the corresponding (n, M n , P, ε n )-code. Then, (41) follows from the following chain of inequalities for each h > 0:
(c)
where (a) follows from the fact that W is uniform on W.
(b) follows from the hypothesis that H and W are independent.
(c) uses the fact by (23) that
forms a Markov chain when they are generated according to p W,X n ,Y n |H=h .
(d) follows from Fano's inequality and Definition 3. In the rest of the proof, we will first show that
and then prove (42) by using (43) and (51). Given that H = h for some h > 0, since
by (10) and
it follows from Proposition 1 that
which then implies from (49) that
Since (55) holds for all h > 0, we have (51). We are now ready to prove (42). Combining (43), (44) and (51), we have
which implies that
which then implies from Lemma 2 that (42) holds.
B. Proof of Theorem 1
We are ready to prove Theorem 1. Suppose we are given a sequence of (n, M n , P, ε n )-codes which is capacityachieving and hence satisfies
by Definition 6. Let p H,W,X n ,Y n ,Ŵ be the distribution induced by the (n, M n , P, ε)-code. For each n ∈ N, define p * Y n (y n ) to be the product of the capacity-achieving output distribution as in (34). In order to prove (35), we consider the following standard steps for each n ∈ N:
Using (41) in Lemma 3 and (64), we have
In order to obtain an upper bound on the divergence term in (65), we define S (n) h as in (36) and consider the following chain of inequalities for each h > 0:
where (a) follows from Definition 2 and (34). (b) follows by letting z n = y n − √ hx n . (c) follows from the fact that
= nhS
Combining (65) and (71), we obtain that for all n ∈ N
On the other hand, lim sup
by (58) and (42) in Lemma 3. Consequently,
where (a) follows from (74) and (75).
(b) follows from (58) and (59).
IV. QUASI-STATIC FADING CHANNEL WITH NON-VANISHING ERROR PROBABILITIES
In this section, we extend Theorem 1 to capacity-achieving codes with non-vanishing error probabilities.
A. Problem Formulation and Main Result
We are interested in the two formalisms of error probability presented in the following definition.
Definition 7:
For an (n, M n , P )-code, we can calculate according to (23) the maximum-over-messages error for delay-limited decoding defined as
We call an (n, M n , P )-code with maximum-over-messages error for delay-limited decoding no larger than ε an (n, M n , P, ε) max -code. Similarly, we can calculate the average-over-messages error for delay-limited decoding defined as sup
where Pr{Ŵ = W |H = h} for each h > 0 is averaged over the realizations of W . We call an (n, M n , P )-code with average-over-messages error for delay-limited decoding no larger than ε an (n, M n , P, ε) avg -code.
Remark 4:
We can see from Definition 7 that the maximum-over-messages error is a more stringent error criterion than the average-over-messages error. Therefore, any (n, M n , P, ε) max -code is also an (n, M n , P, ε) avg -code but not vice versa. The differentiation between the maximum-over-messages error and the average-over-messages error is necessary because as explained later in Remark 8, the two formalisms will yield different convergence results for capacity-achieving codes with non-vanishing error probabilities.
Definition 8:
Let ε ∈ (0, 1) be a real number. A rate R is ε-achievable for the fading channel if there exists a sequence of (n, M n , P, ε) max -codes such that
Definition 9: Let ε ∈ (0, 1) be a real number. The delay-limited ε-capacity for the fading channel, denoted by C ε , is defined to be
The first result in this section is the following multi-letter converse bound for the quasi-static fading channel, which will be proved in Section IV-B.
Theorem 2:
Fix an ε ∈ (0, 1) and a sequence of (n, M n , P, ε) max -codes, and let p H,W,X n ,Y n ,Ŵ denote the probability distribution induced by the code. Then for each h > 0 and each n ≥ 8, we have
In addition,
Remark 5: Since the delay-limited ε-capacity does not depend on ε by (83) in Theorem 2, the quasi-static fading channel possesses the strong converse property under the maximum-over-messages error formalism. To the best of our knowledge, this strong converse result was not known hitherto.
Remark 6:
If the average-over-messages error (79) is used instead of the maximum-over-messages error (78), the strong converse property (83) in Theorem 2 ceases to hold. This follows from Theorem 77 in [14] that the ε-capacity under the average-over-messages error criterion is equal to The following definition of capacity-achieving codes with non-vanishing error probabilities is justified by (83) in Theorem 2.
Definition 10: For any ε ∈ (0, 1), a sequence of (n, M n , P, ε) max -codes is said to be capacity-achieving if
The following theorem is the main result in this section, whose proof will be provided in Section IV-C.
Theorem 3:
Fix an ε ∈ (0, 1) and a sequence of (n, M n , P, ε) max -codes. For each n ∈ N, let p * Y n (y n ) be the product of the capacity-achieving output distribution as defined in (34), and let p Y n be the output distribution induced by the (n, M n , P, ε) max -code on the quasi-static fading channel. If the sequence of codes is capacity-achieving, then
Remark 7: It was conjectured in [4, Remark 8] that (85) need not hold for the AWGN non-fading channel under the long-term power constraint (14) . We show in Theorem 3 that (85) does hold for the AWGN non-fading channel as well as the more general quasi-static fading channel.
Remark 8:
If the maximum-over-messages error (78) is replaced with the average-over-messages error (79), the convergence result (85) no longer holds. This can be seen from the counterexample suggested in [4, Remark 8] .
B. Proof of Theorem 2
To prove Theorem 2, we first state the following result in [4] .
Theorem 4:
Fix any ε ∈ (0, 1), any n ∈ N and any (n, M n , P, ε) max -code on the AWGN non-fading channel, and let p W,X n ,Y n ,Ŵ denote the probability distribution induced by the code. Define
to be the peak power of the codewords. Then,
Proof: The theorem follows by Corollary 4 and the inequality (119) in [4] by the identifications
Theorem 4 cannot be used directly for proving Theorem 2 because P (n) max can grow with n even though the 1-fading codebook {f 1 (w) | w ∈ W} satisfies the long term power constraint (14) . However, Theorem 4 can be used to prove the following multi-letter converse bound for the AWGN non-fading channel, which is the key to proving Theorem 2.
Lemma 4:
Fix an ε ∈ (0, 1) and a natural number n ≥ 8. Suppose we are given an (n, M n , P, ε) max -code on the AWGN non-fading channel, and let p W,X n ,Y n ,Ŵ be the distribution induced by the (n, M n , P, ε) max -code. Then,
Proof: Fix an ε ∈ (0, 1) and let p W,X n ,Y n ,Ŵ be the distribution induced by the given (n, M n , P, ε) max -code.
such that all the codewords in {f 1 (w)|w ∈ A} have power no greater than n 1/3 P , i.e.,
Define p E|W to be the conditional distribution such that
and define
such that the following two statements hold: (i) The distribution induced by the (n, M n , P, ε) max -code is a marginal distribution of p W,E,X n ,Y n ,Ŵ and
(ii) (W, E) is distributed according to p W,E such that
In order to obtain an upper bound on the probability of W falling outside A, consider
where (a) follows from Markov's inequality.
(b) follows from the long-term power constraint (14) and the fact that
for each w ∈ W by Definition 1.
by (98) and A can be viewed as a subcodebook of the (n, M n , P, ε) max -code, it follows from the definition of A in (89) and Theorem 4 that
Since n ≥ 8, we have
which implies from (104) that
Following (106), consider
where (a) follows from the fact due to (94) that
forms a Markov chain. Combining (98), (106) and (110), we have
where (a) follows from Proposition 1.
We are now ready to prove Theorem 2.
Proof of Theorem 2:
Fix an ε ∈ (0, 1), a natural number n ≥ 8 and an (n, M n , P, ε) max -code, and let p H,W,X n ,Y n ,Ŵ denote the probability distribution induced by the code. By Definition 3, we have for each h > 0
Define S
(n) h as in (36) to be the average power of the h-fading codebook {f h (w) | w ∈ W} for each h > 0. For every h > 0, we have the following two observations:
(i) The codebook { √ hf h (w) | w ∈ W} satisfies the long-term power constraint
(ii) The codebook { √ hf h (w) | w ∈ W} can be viewed as an (n, M n , hS
h , ε) max -code for the AWGN non-fading channel because the h-fading codebook {f h (w) | w ∈ W} forms an (n, M n , S (n) h , ε) max -code for the fading channel with H = h (cf. (10)). Based on the above observations, we can apply Lemma 4 to the codebook { √ hf h (w) | w ∈ W} for each h > 0 and obtain (82).
It remains to prove (83). To this end, we use (82) to obtain
In the following, we would like to show inf h>0 n 2 log(1 + hS
by assuming the contrary, i.e., there exists some ζ > 0 such that
for all h > 0, which implies that
for each h > 0, which then implies that
Since
by the long-term power constraint (14) and the definition of S (n) h in (36), it follows from (124) that
which contradicts the definition of P D-L in (30). Consequently, the assumption (122) is incorrect and (121) holds.
Using (120) and (121), we obtain
which implies from Definition 9 that
On the other hand, it follows from combining the channel coding theorem for the AWGN non-fading channel and the channel inversion strategy [12, Section 4.2.4] that
Combining (128) and (129) yields (83). For the sake of completeness, we include the explanation of (129) below. By the channel coding theorem, there exists a sequence of (n, M n , P D-L , ε) max -codes on the AWGN non-fading channel such that lim
and we let {f 1 (1), f 1 (2), . . . , f 1 (M n )} denote the codebook (i.e., the 1-fading codebook) for the (n, M n , P D-L , ε) maxcode. We now construct a sequence of codes on the fading channel based on the channel inversion strategy and the (n, M n , P D-L , ε) max -codes in the following way: For each n ∈ N, construct a length-n code for the fading channel such that for each h > 0, the corresponding h-fading codebook {f h (w) | w ∈ W} satisfies |W| = M n and
for all w ∈ W. If the fading coefficient H is equal to some h > 0, then s transmits f h (W )
where Y n does not depend on the realization of H. Consequently, the destination can use the decoder of the original (n, M n , P D-L , ε) max -code so that the maximum-over-messages error probability of the constructed code is upper bounded by ε regardless of the realization of H. In addition, the constructed code satisfies the long-term power constraint (14) , because (14) ≤
Consequently, the sequence of constructed codes is a sequence of (n, M n , P, ε) max -codes on the fading channel by Definition 1. Since the constructed (n, M n , P, ε) max -codes satisfy (130), we have (129).
C. Proof of Theorem 3
Fix an ε ∈ (0, 1). Suppose we are given a sequence of (n, M n , P, ε) max -codes which is capacity-achieving and hence satisfies lim
by Definition 10. Let p H,W,X n ,Y n ,Ŵ be the distribution induced by the (n, M n , P, ε) max -code. For each n ∈ N, define p * Y n (y n ) to be the product of the capacity-achieving output distribution as in (34). In order to prove (85), we follow standard steps (as those leading to (64)) to obtain
for all n ∈ N. Applying Theorem 2 to (139), we obtain that for all n ≥ 8
In order to obtain an upper bound on the divergence term in (140), we follow the steps that lead to (71) and obtain for each h > 0
Combining (140) and (141), we obtain that for all n ≥ 8
It remains to show that lim sup
and (85) will follow from (142) and (143). To this end, we obtain from Theorem 2 and Proposition 1 that for all n ≥ 8, log M n ≤ n 2 log(1 + hS
for all h > 0, which then implies that log M n ≤ inf h>0 n 2 log(1 + hS
Combining (138) and (145), we obtain
Consequently, it follows from (147) and Lemma 2 that (143) holds. Combining (142) and (143), we obtain (85). APPENDIX PROOF OF LEMMA 2 In this section, we omit in some places the mentioning that subsets of the real line such as J , K,K andK are Borel-measurable for notational simplicity. We need the following proposition before proving Lemma 2. Note that the following proposition is straightforward if the number of fading states is assumed to be finite. Indeed, the proof of the following proposition is non-trivial and technical. 
> 0,
which implies (148). Therefore, we assume in the rest of the proof that 0 < t < 1.
Let a sup {h ≥ 0 | Pr pH {H ≥ h} ≥ t } ,
where we do not specify that a depends on t for simplicity. Since t > 0, we have a < ∞.
We want to show that a > 0 by assuming the contrary, i.e., a = 0.
Using (153) and (155), we have for all n ∈ N Pr pH {H ≥ 1/n} < t,
which implies that for all n ∈ N Pr pH {H < 1/n} ≥ 1 − t.
Since Pr pH {H = 0} = lim n→∞ Pr pH {H < 1/n}
by continuity of measure, it follows from (157) that
contradicting the assumption of p H in (7) . Consequently, we conclude that a > 0.
