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Teorija kategorija nastala je 1940. godine kada su S. Eilenberg i S. M. Lane pokusˇali
spojiti dvije grane matematike: algebru i topologiju, sˇto je rezultiralo strukturom
koje ne odgovara samo algebri i topologiji, vec´ i drugim granama matematike. Sve
do 1957. se na teoriju kategorija moglo gledati kao pojednostavljeni jezik za vec´
postojec´e matematicˇke grane. A. Grothendieck te godine koristi teoriju kategorija
kako bi dosˇao do znacˇajnih rezultata u algebarskoj geometriji. Od tada se kategorije
koriste kako bi se proucˇavali vec´ postojec´i problemi sa drugacˇijeg stajaliˇsta i pokusˇalo
doc´i do novih saznanja.
Tokom 19. stoljec´a su matematicˇari trazˇili temelj matematike i vjerovalo se da
je to teorija skupova. B. Lawvere je vidio teoriju kategorija kao temelj matematike,
pokazavsˇi da je kategorija skupova, zapravo kategorija s nekim lijepim svojstvima
i, izmedu ostalog, pokazao je da se logika viˇseg reda mozˇe proucˇavati u jeziku ka-
tegorija. Godine 1980. je J. Lambek pokazao da tipovi i programi imaju strukturu
posebne kategorije, sˇto je omoguc´ilo promatranje programa i svojstva programa bez
doticanja implementacije. E. Moggi je, do tada, samo teorijski koncept monada pre-
veo u racˇunarstvo i danas je to temeljni alat za kompoziciju komputacija u nekim
funcijskim programskim jezicima. Baez i Dolan su pokazali da se teorija kategorija,
osim racˇunarstva, mozˇe koristiti i u kvantnoj fizici. No njezina korist uocˇava se i
u drugim granama znanosti. Teorija kategorija je zamiˇsljena kao most koji spaja
grane matematike i danas se otkrivaju novi nacˇini i grane koje se mogu povezati.
Shultz i Spivak su pokazali da se baze podataka mogu promatrati kao kategorije,
a sam funkcijski programski jezik Haskell je inspiriran teorijom kategorija gdje su ab-
straktni matematicˇki koncepti poput funktora ili monada dobili prakticˇnu primjenu
u svakodnevnom razvoju softvera.
U ovom diplomskom radu dajemo pregled osnovnih koncepata teorije kategorija
s prakticˇnim primjerima, te kroz λ−racˇun i programski jezik Haskell demonstriramo
prakticˇnu primjenu teorije kategorija.
U prvom poglavlju uvodimo pojam kategorije, navodimo nekoliko primjera, uvo-
dimo koncept dijagrama i tehniku prac´enja dijagrama. Proucˇavamo strukture stre-
lice i objekata u kategoriji, preslikavanja izmedu kategorija i pokazujemo prakticˇku
primjenu teorija kategorija u funkcijskom programskom jeziku Haskell.
U drugom poglavlju bavimo se kartezijanski zatvorenim kategorijama. To su
posebne vrste kategorija koje imaju ekspresivnu moc´ jednaku λ−racˇunu. Zatim
navodimo nekoliko najbitnijih primjera kartezijanski zatvorenih kategorija.
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U trec´em poglavlju dajemo prosˇirenje jednostavno tipiziranog λ-racˇun, defini-
ramo osnovne pojmove i navodimo kljucˇne rezultate.
U cˇetvrtom poglavlju opisujemo konstrukciju kojom se pokazuje veza izmedu
λ−racˇuna i kartezijanski zatvorenih kategorija, te razmatramo primjenu i prakticˇnost
teorija kategorija.
Ovim putem bih se zahvalio Davidu Kaloperu Mersˇinjakomu za uvod u funkcijsko
programiranje i teoriju kategorija, koje je inspiriralo ne samo ovaj diplomski rad,
vec´ i uvelike usmjerilo moj profesionalni razvoj. Izv. prof. dr. sc. Mladenu Vukovic´u
se zahvaljujem na strpljenju, pedantnosti, vodstvu i brojnim primjedbama koje su
usmjerila i oblikovale ovaj rad u smislenu cjelinu.
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1 Teorija kategorija
U ovoj tocˇki definiramo pojam kategorije i detaljno raspisujemo nekoliko primjera
kategorija. Pod tocˇkom ”Dijagram” uvodimo koncept dijagrama i tehniku ”prac´enja
dijagrama” koja olaksˇava neka razmatranja u teoriji kategorija. Iduc´u tocˇku po-
svec´ujemo strelicama i objektima, navodimo nekoliko posebnih slucˇajava, proucˇavamo
njihove strukture i izdvajamo nekoliko nama zanimljivih primjera. U posljednjoj
tocˇki ove poglavlja bavimo se preslikavanjem izmedu kategorija i demonstriramo
prakticˇnu primjenu teorije kategorija u funkcijskom programskom jeziku Haskell.
1.1 Definicije i osnovni primjeri
Teorija kategorije proucˇava objekte i preslikavanja izmedu njih. Objekti i preslikava-
nja su primitivni objekti u teoriji kategorija i njih ne definiramo. Objekti ne moraju
biti kolekcije elemenata i preslikavanja ne moraju biti funkcije na skupovima. U
ovoj tocˇki definiramo kategorije i detaljno raspisujemo nekoliko primjera.
Zbog preglednosti uvodimo novu oznaku za preslikavanje. Neka su A i B dvije
klase. Preslikavanje f , koje svakom a ∈ A pridruzˇuje jedinstveni b ∈ B oznacˇavamo
sa A
f−→ B. Neka je C proizvoljna klasa i B g−→ C, tada sa A f−→ B g−→ C oznacˇavamo
kompoziciju preslikavanja f i g. Ponekad, zbog jednostavnosti nec´emo imenovati
preslikavanje i pisati c´emo samo B −→ C.
Definicija 1.1.
Kategorija G sastoji se od:
• klase ObjG cˇije elemente nazivamo objekti kategorije G
• klase ArwG cˇije elemente nazivamo strelice kategorije G
• preslikavanja ArwG source−−−→ ObjG
• preslikavanja ArwG target−−−→ ObjG
• preslikavanja ObjG id−→ ArwG koje svakom B ∈ ObjG pridruzˇuje strelicu idB i
vrijedi:
target(idB) = source(idB) = B.
Preslikavanje id nazivamo identiteta kategorije G.
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• preslikavanja ◦ : ArwG− > ArwG− > ArwG takvog da za svaki morfizam
f, g ∈ ArwG postoji morfizam f ◦ g za koji vrijedi:
source(f) = target(g)
source(f ◦ g) = source(g)
target(f ◦ g) = target(f)
Preslikavanje ◦ zovemo kompozicija strelica u G.
Preslikavanje identiteta (id) i kompozicija (◦) moraju zadovoljavati:
– uvjet identiteta: za svaku strelicu A
f−→ B ∈ ArwG vrijedi:
idB ◦ f = f = f ◦ idA
– uvjet asocijativnost: za sve strelice A
f−→ B g−→ C h−→ D vrijedi:
(h ◦ g) ◦ f = h ◦ (g ◦ f) (1.1.1)
Za A,B ∈ ObjG skup svih strelica sa A u B oznacˇavamo sa G[A,B]. Ukoliko je
iz konteksta jasno o kojoj kategoriji se radi, onda c´emo umjesto ObjG i ArwG pisati
samo Obj i Arw. Sada c´emo detaljno raspisati nekoliko primjera kategorija.
Primjer 1.1.
Monoid je uredena trojka (M, ·M , 1M) gdje je M skup, 1M ∈ M , ·M binarna ope-
racija na M za koju vrijedi da za svaki a, b, c ∈M imamo:
(a ·M b) ·M c = a ·M (b ·M c)
1M ·M a = a = a ·M 1M
Neutralni element 1M i binarnu operaciju ·M uglavnom c´emo pisati kao 1 i · osim
ako iz konteksta nec´e biti jasno na kojem monoidu su definirani. Kada promatramo
kategoriju Monoida, tada su objekti skupovi, a za dva monoida M,N definiramo
strelicu M
δ−→ N kao funkciju za koju vrijedi da za svaki a, b ∈M imamo:
δ(a · b) = δ(a) · δ(b)
δ(1) = 1
i zovemo je morfizam. Pokazˇimo da je kompozicija dva morfizma ponovno morfi-
zam. Neka su a, b ∈ ObjM i M f−→ N g−→ P , tada vrijedi:
(g ◦ f)(a · b) = g(f(a · b)) = g(f(a) · f(b)) = g(f(a)) · g(f(b)) = (g ◦ f)(a) · (g ◦ f)(b)
2
Za monoid M definiramo identitetu idM kao standardnu funkciju identiteta, to jest
za svaki a ∈ ObjM vrijedi:
idM(a) = a
Pokazˇimo sada da tako definirane strelice na monoidu zadovoljavaju svojstvo iden-
titeta i asocijativnosti (1.1.1) za kategorije. Neka je a ∈ ObjM i M f−→ N ∈ ArwM .
Tada vrijedi:
(idN ◦ f)(a) = idN(f(a)) = f(a) = f(idM(a)) = (f ◦ idM)(a)
te je svojstvo identiteta zadovoljeno.
Neka su M,N,P,R monoidi, M
f−→ N g−→ P h−→ R ∈ ArwM i a ∈ ObjM , tada vrijedi:
((h ◦ g) ◦ f)(a) = h(g(f(a))) = (h ◦ (g ◦ f))(a).
Zbog asocijativnosti kompozicije funkcija tu klasu monoida mozˇemo promatrati kao
kategorije. Kategoriju monoida oznacˇavamo sa Mon .
Definicija 1.2.
Neka je S skup i ≤S binarna relacija na S. Uredeni par (S,≤S) zovemo parcijalno
uredeni skup ako za svaki a, b, c ∈ S vrijedi:
• a ≤S a (refleksivnost)
• ako a ≤S b i b ≤S a tada a = b (antisimetricˇnost)
• ako a ≤S b i b ≤S c tada a ≤S c (tranzitivnost)
Radi krac´eg zapisa pisat c´emo samo ≤ umjesto ≤S i govoriti o parcijalno uredenom
skupu S gdje je implicitno definirana binarna relacija ≤.
Neka su S i R dva parcijalno uredena skupa i neka je R
f−→ S preslikavanje
za koje vrijedi da za svaki a, b ∈ S imamo: a ≤ b =⇒ f(a) ≤ f(b). Tada
kazˇemo da je f monotono preslikavanje. Pokazˇimo da su monotona preslikavanja
zatvorena na kompoziciju. Neka je Q parcijalno ureden skup, S
f−→ R g−→ Q monotona
preslikavanja i a, b ∈ S takvi da a ≤ b. Tada vrijedi:
a ≤ b =⇒ f(a) ≤ f(b) =⇒ g(f(a)) ≤ g(f(b)),
to jest
a ≤ b =⇒ (g ◦ f)(a) ≤ (g ◦ f)(b).
Identiteta na parcijalno uredenom skupu S definirana je kao standardna funkcijska
identiteta. Kao i u prethodnom primjeru lako se pokazˇe da vrijedi:
(idR) ◦ f = f = f ◦ idS.
(h ◦ g) ◦ f = h ◦ (g ◦ f),
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pa mozˇemo govoriti o kategoriji Pos gdje su objekti parcijalno uredeni skupovi a
strelice monotona preslikavanja. Neke matematicˇke strukture se mogu promatrati
kao poseban slucˇaj kategorija, a upravo su parcijalno uredeni skupovi jedan takav
slucˇaj.
Primjer 1.2. Neka je (S,≤) parcijalno ureden skup, tada definiramo kategoriju
Pos(S, ≤) na slijedec´i nacˇin:
• objekti kategorije Pos(S, ≤) su elementi skupa S
• ako a, b ∈ S i a ≤ b tada postoji jedinstvena strelica a (b,a)−−→ b
• ako za a, b ∈ S ne vrijedi a ≤ b, tada ne postoji strelica izmedu a i b.
Primijetimo da za a, b ∈ S Pos(S, ≤)[a, b] je jednocˇlan skup ukoliko vrijedi
a ≤ b, a u suprotnome je prazan, pa u kategoriji Pos(S, ≤) mozˇemo umjesto
a
(b,a)−−→ b pisati a ≤ b. Pokazˇimo sad na primjeru prirodnih brojeva da je
Pos(N, ≤) kategorija.
Neka je N skup svih prirodnih brojeva. Tada su objekti kategorije Pos(N, ≤)
prirodni brojevi, a prema definiciji, za a, b ∈ N postoji strelica a (b,a)−−→ b ukoliko
vrijedi a ≤ b i tada je ocˇito source(b, a) = a i target(b, a) = b. Svakome a ∈ N je
pridruzˇeno preslikavanje a
ida−→ a za koji vrijedi:
source(ida) = a = target(ida) = a
Kako je relacija ≤ tranzitivna, komponiranje strelica u Pos(N, ≤) je dobro defi-
nirano. Uvjeti identitete i asocijativnosti su zadovoljeni, buduc´i da je ≤ refleksivna
i tranzitivna relacija, pa je trivijalno provjeriti da ako je a
f−→ b ∈ Arw proizvoljna
strelica da tada vrijedi f = a ≤ b i imamo:
idb ◦ f = (a ≤ b) ≤ (b ≤ b) = (a ≤ b) = f = (a ≤ a) ≤ (a ≤ b) = f ◦ ida
Posebno je vazˇno ovdje razlikovati kategoriji svih parcijalno uredenih skupova
Pos , gdje su objekti kategorije parcijalno uredeni skupovi i kategoriju nad nekim
odredenim parcijano uredenim skupom Pos(S, ≤ ), gdje su objekti kategorije ele-
menti parcijalno uredenog skupa.
Definicija 1.3. Neka je (S,≤) parcijalno ureden skup i T ⊆ S. Za v ∈ S kazˇemo
da je gornja meda skupa T ako za svaki t ∈ T vrijedi t ≤ v. Supremum skupa T
je najmanja gornja meda tog skupa.
Primjer 1.3.
Pokazˇimo sada primjer neke kategorije G gdje su objekti konacˇni skupovi, a strelica
izmedu objekata ne mora biti uobicˇajena funkcija.
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Neka su A,B konacˇni skupovi, strelica A
f−→ B je proizvoljna funkcija: f : A×B → R
Za strelice A
f−→ B g−→ C definiramo: g ◦ f : A× C → R sa




Lako se vidi da je to kategorija.
Primjer 1.4.
Neka je G neka kategorija. Tada definiramo kategoriju Gop koja ima iste objekte
kao i G, a za svaku strelicu A
f−→ B u G dana je dualna strelica B fop−−→ A u Gop. Za
strelice A
f−→ B g−→ C kompozicija strelica u Gop definirana je sa:
f op ◦op gop = (g ◦ f)op
Pokazˇimo da tako definirana struktura Gop zadovoljava uvjete asocijativnosti i iden-
titeta, to jest da je tako zadana struktura stvarno kategorija. Neka je A
f−→ B g−→
C
h−→ D ∈ ArwG, tada redom vrijedi:
idopB ◦op f op = (idB ◦ f)op = (f ◦ idA)op = f op,
i
(hop ◦op gop) ◦op f op = (h ◦ g)op ◦op f op
= ((h ◦ g) ◦ f)op
= (h ◦ (g ◦ f))op
A = hop ◦op (g ◦ f)op
= hop ◦op (gop ◦op f op),
Pa je Gopkategorija.
U kasnijim razmatranjima bit c´e nam potreban pojam podkategorije, pa ga ovdje
definiramo.
Definicija 1.4.
Za kategoriju G kazˇemo da je podkategorija kategorije C ako vrijedi
• ObjG ⊆ ObjC
• za sve A,B ∈ G vrijedi G[A,B] ⊆ C [A,B]
• preslikavanje kompozicija i identitata su jednaki u G i C
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Kazˇemo da je podkategorija C puna ako za svaki A,B ∈ G vrijedi G[A,B] =
C [A,B]
Primijetimo da je puna podkategorija jedinstveno zadana svojim objektima.
1.2 Kategorija Hask
Haskell je funkcijski programski jezik nazvan po logicˇaru Haskellu Curryju. U Ha-
skellu tip intuitivno mozˇemo shvatiti kao skup: Char je skup svih Unicode znakova
( ’A’ , ’)’ , ’^’ ), Bool sadrzˇi samo dva elementa {True, False} , Integer
je beskonacˇni skup koji sadrzˇi sve cijele brojeve, Void je prazan skup (∅). Kada
u Haskellu zapiˇsemo da je x Integer, to jest: x :: Integer to znacˇi da je x
element skupa cijelih brojeva. Poseban tip je () koji nazivamo unit i cˇija je jedina
vrijednost () .
Haskellove funkcije ne mozˇemo poistovjetiti s matematicˇkim funkcijama jer Ha-
skellove funkcije trebaju izvrsˇiti neki kod - sˇto nije problem ukoliko se mozˇe doc´i do
rezultata u konacˇno mnogo koraka. Ponekad to nije slucˇaj. Zbog Halting problema
ne mozˇemo se ogranicˇiti samo na funkcije kod kojih se mozˇe doc´i do rezultata u
konacˇno mnogo koraka pa se u svaki Haskellov tip dodaje posebna vrijednost: ⊥
(dno). Ona oznacˇava da racˇunanje nec´e stati, pa tako funkcija f : Bool → Bool
u Haskellu definirana sa: f :: Bool -> Bool mozˇe vratiti True , False
ili ⊥. Funkcije koje mogu vratiti ⊥ zovemo parcijalne funkcije. Zbog specijalnog
znaka ⊥ kategoriju Haskellovih funkcija i tipova razlikujemo od Set i oznacˇavamo
sa Hask . Tom distinkcijom dolazimo do nekih komplikacija. Pokazano je da za
potrebe ovog rada mozˇemo ignorirati znak ⊥ i njegove posljedice [4]. Uzevsˇi to u
obzir, dajemo pojednostavljenu definiciju kategorije Hask .
Primjer 1.5.
Kategorija Hask je kategorija Haskellovih tipova i funkcija. U kategoriji Hask
objekti su Haskellovi tipovi koje oznacˇavamo velikim slovima: A, B, C, ... .
Strelice u kategoriji Hask su Haskellove funkcije koje oznacˇavamo malim slovima:
f, g, h, ... . Strelicu A
f−→ B u kategoriji Hask zapisujemo: f :: A -> B .
Funkcije f :: A -> B, g :: A -> B su jednake ako za svaki x vrijedi: f
x = g x . Kompoziciju (A
f◦g−−→ C) zapisujemo: (f.g) :: A -> C i definiramo
kao standardnu funkcijsku kompoziciju, to jest: (f.g) x = f (g x) pa se lako
pokazˇe da vrijedi svojstvo asocijativnosti. Identiteta u kategoriji Hask dana je
funkcijom: id x = x , te se lako vidi da vrijedi: id.f = f = id.f .
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1.3 Dijagram
U teoriji kategorija dijagrame koristimo kao reprezentaciju jednadzˇbi. Za katego-
riju G i A,B ∈ ObjG vec´ smo vidjeli da preslikavanje f ∈ G[A,B] oznacˇavamo
dijagramom: A






Primijetimo da objektima nismo dali imena (zato sˇto nam to za ovaj primjer nije
bitno), ali to ne znacˇi da su ta tri objekta jednaka. Ako vrijedi: g ◦ f = h. tada
kazˇemo da dijagram komutira. Neka su f, g, h ∈ ArwG. Svojstvo asocijativnosti






g ◦ f h ◦ g
Kao i u mnogim granama matematike, u teoriji kategorija ponekad zˇelimo poka-
zati da su dvije stvari jednake. Rijetko zˇelimo pokazati da su dva objekta jednaka;
cˇesˇc´e c´emo pokazivati jednakost strelica i za to c´emo koristiti tehniku zvanu prac´enje







Dani dijagram ima cˇetiri neimenovana objekta, pet strelica (f, g, h, k, l) i pet strelica
nastalih slijedec´im kompozicijama:
g ◦ f, h ◦ f, l ◦ h ◦ f, l ◦ h, l ◦ k
Primijetimo da neke od tih strelica mogu biti jednake. Ovaj dijagram ima tri c´elije:
vanjsku (f, k, l, g), lijevi unutarnji trokut (f, h, k) i desni unutarnji trokut (h, g, l).
Neke od tih c´elija mogu komutirati:
• lijevi trokut komutira ako vrijedi h ◦ f = k
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• desni trokut komutira ako vrijedi l ◦ h = g
• vanjska c´elija komutira ako vrijedi g ◦ f = l ◦ k
Prac´enje dijagrama je proces u kojem pokazujemo da neka c´elija komutira pomoc´u
cˇinjenica da neke druge c´elije komutiraju te nekih drugih svojstava dijagrama.
Primjer 1.6.
Pokazˇimo za prethodni dijagram da ukoliko unutarnji trokuti komutiraju, tada vanj-
ska c´elija komutira, to jest ako vrijedi: h◦f = k i l ◦h = g tada vrijedi: g ◦f = l ◦k.
Pokazˇimo to algebarski: g ◦f = (l ◦h)◦f (1.1.1)= l ◦ (h◦f) = l ◦k. Tehnikom prac´enja
dijagrama i uocˇavanjem da su neke kompozicije jednake imamo:
• •





Kod jednostavnijih primjera ne vidi se prednost koriˇstenja tehnike dijagrama.
Pokazˇimo sada na malo kompliciranijem primjeru kako se tehnikom dijagrama intu-
itivnije mozˇe objasniti komutacija dijagrama.
Primjer 1.7.
U ovom primjeru zˇelimo istaknuti prednosti tehnike pracˇenja dijagrama kod kom-







































Koristec´i tehniku prac´enja dijagrama, imamo:
• • • •
• • g=n◦m= • • • i=m◦f,j=h◦n=
f
g
h f hm n





1.4 Monoik i epik
U ovoj tocˇki prosˇirujemo terminologiju i proucˇavamo posebne slucˇajeve strelica kako
bismo dosˇli do definicije izomorfizma.
Neka je G proizvoljna kategorija te A,B ∈ ObjG i A f−→ B,A g−→ B ∈ ArwG, .





Neka je G proizvoljna kategorija. Strelicu B
m−→ A ∈ ArwG zovemo monoik ako za
svaki par strelica X
f−−−−→→
g
B vrijedi da m ◦ f = m ◦ g povlacˇi f = g,
Primjer 1.8.
Neka je G neka kategorija cˇiji objekti su skupovi i neka su strelice B
m−→ A funkcije
izmedu skupova. Ako je funkcija m : B → A injektivna, tada je i strelica B m−→ A
monoik. Pokazˇimo to.
Pretpostavimo da vrijedi m ◦ f = m ◦ g za neki paralelni par strelica A f−−−−→→
g
B.
Kako su f i g funkcije dovoljno je pokazati da za svaki x ∈ X vrijedi: f(x) = g(x).
Imamo: m(f(x)) = (m ◦ f)(x) = (m ◦ g)(x) = m(g(x)). No, kako je m injektivna
za a, b ∈ B imamo: ako vrijedi m(a) = m(b) tada vrijedi a = b, pa je m monoik.
Definicija 1.6.
Neka je G proizvoljna kategorija. Strelicu A




X vrijedi da f ◦ e = g ◦ e povlacˇi f = g.
Pokazˇimo sada na slicˇnom primjeru kao i ranije kako se epik ponasˇa na kategoriji
nad skupovima.
Primjer 1.9.
Neka je G neka kategorija cˇiji elementi su skupovima i neka su strelice A
e−→ B
funkcije izmedu skupova. Ako je funkcija e : A→ B surjektivna, da je tada strelica
A
e−→ B epik. Pokazˇimo da vrijedi: f ◦ e = g ◦ e za neki par strelica B f−−−−→→
g
X. Kako
su f i g funkcije dovoljno je pokazati da za svaki x ∈ B vrijedi: f(x) = g(x). Kako
je e surjektivna funkcija znamo da za svaki b ∈ B postoji a ∈ A takav da vrijedi:
b = e(a). Tada za svaki b ∈ B vrijedi:
f(b) = f(e(a)) = (f ◦ e)(a) = (g ◦ e)(a) = g(e(a)) = g(b),
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pa je e epik.
Prethodni primjeri pokazuju da za ”dovoljno lijepe” kategorije vrijedi:
injekcija =⇒ monoik i surjekcija =⇒ epik.
No, za neke kategorije ”injektivna strelica” ili ”surjektivna strelica” nemaju smisla
tako da takva intuitivna interpretacija ima smisla samo za ”dovoljno lijepe” ka-
tegorije. Pravilnije bi bilo gledati na monoik i epik kao na strelice koje se mogu
”poniˇstiti” na jednoj strani. Ako pak strelica ima jednostrani inverz tada dobivamo
posebnu klasu monoika i epika.
Definicija 1.7.
Ako za strelice: B
s−→ A,A r−→ B vrijedi: r ◦ s = idB tada s nazivamo sekcija, a r
retrakcija. Bimorfizam je strelica koja je monoik i epik.
Analogno kao u primjerima 1.8 i 1.9 lako se pokazˇe da u kategoriji cˇiji su elementi
skupovi, bijektivne funkcije nad skupovima odgovaraju bimorfizmima. Zatim, lako
se i pokazˇe da je svaka sekcija monoik i svaka retrakcija epik.
Definicija 1.8.
Za strelicu A
f−→ B kazˇemo da je izomorfizam ako postoji strelica B g−→ A takva da
vrijedi:
g ◦ f = idA i f ◦ g = idB
Definicija 1.9.
Neka je G proizvoljna kategorija. Za A,B ∈ ObjG kazˇemo da su izomorfni ako
postoji izomorfizam A −→ B.
Lako se pokazˇe da ukoliko je strelica sekcija i epik ili retrakcija i monoik tada je
i izomorfizam.
Zbog jednostavnijeg i razumljivijeg pregleda graficˇki ilustriramo terminologiju
definiranu u ovoj tocˇki. Graficˇki je prikazana veza izmedu svih definiranih pojmova.
• Strelica mozˇe biti monoik ili epik
• ukoliko je monoik i epik, onda je nuzˇno izomorfizam
• Ukoliko je strelica retrakcija i monoik tada je i izomorfizam
• Ukoliko je strelica sekcij i epik tada je i izomorfizam
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• Ukoliko je strelica bimorfizam i sekcija ili retrakcija tada je i izomorfizam








U ovoj tocˇki istrazˇujemo neke osnovne kategorijske konstruktore, to jest objekte koji
zadovoljavaju neka pravila definirana u teoriji kategorija. Kako u jeziku kategorija ne
gledamo unutrasˇnju strukturu objekata svi koncepti moraju biti definirani pomoc´u
relacija izmedu objekata.
1.5.1 Inicijalni i finalni objekti
Definicija 1.10.
Za objekt S u kategoriji G kazˇemo da je inicijalni ako za svaki objekt A postoji
jedinstvena strelica S −→ A. Za objekt S u kategoriji G kazˇemo da je finalni ako
za svaki objekt A postoji jedinstvena strelica A −→ S.
Lako se pokazˇe da ukoliko je objekt I finalni objekt u kategoriji G tada je I
inicijalni objekt u Gop.
Primjer 1.10.
Neka je Set kategorija skupova i neka je 1 = {x} skup s jednim elementom. Za
svaki skup A postoji jedinstvena strelica A −→ 1 (funkcija koja preslikava sve u x)
pa je 1 finalni objekt za Set . Za svaki skup A postoji jedinstvena strelica ∅ −→ A
(gdje je ∅ prazan skup) pa je ∅ inicijalni objekt za Set .
Primjer 1.11.
Void je inicijalni objekt u Hask . Zbog polimorfizma 1 mozˇemo definirati polimor-
fnu funkciju: absurd :: Void -> a gdje je a bilo koji tip u Hask .
Primjer 1.12.
Tip () je finalni objekt u Hask . Mozˇemo definirati polimorfnu funkciju
unit :: a -> () kao: unit x = ()
Kategorija G mozˇe imati i finalni i inicijalni objekt, a ako ima oboje onda oni
ne moraju biti isti. Objekt koji je i finalni i inicijalni ponekad zovemo nulti objekt.
Lako se pokazˇe da ukoliko kategorija ima dva inicijalna objekta tada su oni izomorfni.
Stoga ima smisla govoriti o inicijalnom objektu kategorije te analogno o finalnom
objektu.
1Parametrizirani polimorfizam omoguc´ava da se funkcije piˇsu generalno bez ovisnosti o tipu,
opsˇirnije o tome u tocˇki ”Funktori”. Za sada mozˇemo funkciju absurd :: -> a interpretirati
kao skup funkcija {Void → a | a je tip u Hask} gdje odabir funkcije ovisi o kodomeni.
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1.5.2 Produkti i koprodukti
Produkt u teoriji kategorija je generalizacija Kartezijevog produkta na skupovima.
Prisjetimo se, ako su A,B skupovi tada je Kartezijev produkt A × B definiran sa:
A×B = {(a, b)|a ∈ A, b ∈ B}.
Primijetimo da je uz takvu definiciju Kartezijevog produkta prirodno definirati dvije
projekcije: pA : A×B → A, pA(a, b) = a, te pB : A×B → B, pB(a, b) = b.
Definirajmo sada projekcije u kategoriji Hask . Neka su a i b proizvoljni tipovi
u Hask . Tada sa fst i snd oznacˇavamo funkcije koje su definirane na slijedec´i
nacˇin:
f s t : : ( a , b ) −> a
f s t (x , y ) = x
snd : : ( a , b ) −> b
snd (x , y ) = y
Sada smo spremi definirati prvi konstruktor.
Definicija 1.11.
Neka je G neka kategorije, te A,B ∈ ObjG. Grananje prema paru A,B je objekt






Neka je G neka kategorija te A,B ∈ ObjG. Grananje od para A,B je objekt





Kada c´e iz konteksta biti jasno o kojem grananju se radi, govorit c´emo samo o
grananju. Sada mozˇemo definirati produkt.
Definicija 1.13.












postoji jedinstvena strelica X









komutira. Tada m zovemo mediator za grananje na X.
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Primijetimo dvije stvari:
• produkt nije samo objekt, produkt je objekt i dvije strelice
• mediator je jedinstveni za grananje na X
Produkt od A i B, to jest postojanje gore opisanog granjanja c´emo oznacˇavati sa
A×B. Opc´enito, definicija produkta se mozˇe generalizirati na viˇse od dva cˇlana, ali
ona ne doprinosi razmatranju o ovome radu, pa izjednacˇavamo definiciju binarnog
produkta i produkta. Za kategoriju G kazˇemo da ima produkt (binarni produkt)
ukoliko za svaki A,B ∈ ObjG postoji produkt (binarni produkt). U kategoriji Hask
mozˇemo definirati funkciju (viˇseg reda) factorizer koja c´e za bilo koji tip c i dvije
projekcije c
p−→ a i c q−→ b vratiti jedinstveni mediator. Ovdje je definicija funkcija
factorizer.
f a c t o r i z e r : : ( c −> a ) −> ( c −> b) −> ( c −> ( a , b ) )
f a c t o r i z e r p q = \x −> (p x , q x )
Sada, u slijedec´oj definiciji definiramo pojam koprodukta.
Definicija 1.14.












postoji jedinstvena strelica S










Koprodukt je dualan pojam produktu, i njegova intepretacija u kategoriji Set
je pojam disjunktne unije. Prisjetimo se; neka je A = Ai : i ∈ I familija skupova.






{(x, i) : x ∈ Ai}.
Definicija 1.15.
Za kategoriju G kazˇemo da je Kartezijeva (skrac´eno: ”G je CC”) ako:
• sadrzˇi inicijalni objekt,
• za svaki par A,B ∈ ObjG postoji produkt.
Primjer 1.13.
Za kategoriju Set vec´ smo pokazali da sadrzˇi inicijalni objekt ∅. Pokazˇimo sada







na X definiramo X
m−→ A×B kao: m(x) = (fA(x), fB(x)) za x ∈ X. Lako se pokazˇe










Ostaje nam pokazati jedinstvenost, to jest da je m jedina takva funkcija. Pretpos-
tavimo da postoji neka druga funkcija X
h−→ A × B takva da vrijedi: pA ◦ h = fA i
pB ◦ h = fB. Za x ∈ X imamo:
h(x) = (pA(h(x), pB(h(x))) = ((pA ◦ h)(x), (pB ◦ h)(x)) = (fA(x), fB(x)) = m(x).
Stoga je Set jedna Kartezijeva kategorija.
Primjer 1.14. Neka su x, y objekti u Pos(S, ≤). Prema definiciji produkta,
produkt od x i y je objekt z, zajedno sa strelicama z → y i z → x. Strelice z → y
i z → x mozˇemo zapisati i kao z ≤ y i z ≤ x. Definicija produkta zahtjeva i da za
bilo koji objekt w iz Pos(S, ≤), w → y i w → x postoji strelica w → z, to jest
ako w ≤ y i w ≤ x vrijedi w ≤ z. S obzirom da je z ≤ y i z ≤ x, z je infimum od x
i y. Ovime primjerom smo pokazali da se egistencija produkta u Pos(S, ≤) mozˇe
svesti na egzistenciju infimuma.
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1.6 Funktori
Do sada smo definirali kategorije, posebno i kategoriju Hask , proucˇavali razlicˇite
vrste strelica, objekata i pokazali njihove ekvivalente u kategoriji Hask -u. U ovoj
tocˇki bavimo se ”preslikavanjima” izmedu kategorija i demonstriramo prakticˇnu pri-
mjenu teorije kategorija u Haskellu.
Definicija 1.16.
Neka su C i G kategorije. Funktor F iz C u G je preslikavanje koje:
1. svakome objektu x ∈ ObjC pridruzˇuje jedinstveni objekt F (x) ∈ ObjG
2. svakoj strelici X
f−→ Y ∈ ArwC pridruzˇuje jedinstvenu strelicu F (X) F (f)−−→
F (Y ) ∈ ArwG tako da vrijedi:
(a) F (idX) = idF (X) za X ∈ ObjC
(b) F (g ◦ f) = F (g) ◦ F (f) za sve X f−→ Y i Y g−→ Z
Funktori cˇuvaju strukturu kategorije jer objekti i strelice dobivaju svoje analo-
gone u preslikanoj kategoriji. Od posebne vazˇnosti su funktori sa G u G.
Definicija 1.17.
Neka je G proizvoljna kategorija i neka je F funktor sa G u G. Tada kazˇemo da je
F endofunktor nad G.
Definicija 1.18.
Neka je G proizvoljna kategorija te neka je F preslikavanje iz G u G takvo da
vrijedi:
• x = F (x) za svaki x ∈ ObjG
• f = F (f) za svaki f ∈ ObjG
Tada je F endofunktor nad G koji zovemo funktor identitete.
Funktori u Haskellu usko su povezani s gornjom definicijom funktora. Da bismo
mogli objasniti funktore u Haskellu na primjeru napravit c´emo malu digresiju i




Parametrizirani tip Maybe sluzˇi za enkapsuliranje opcionalnih vrijednosti. Primje-
rice, pretpostavimo da zˇelimo napisati funkciju u Haskellu koja c´e dohvatiti prvi
element liste cijelih brojeva. Sˇto c´e se dogoditi ako je lista prazna?
Tip Maybe omoguc´ava nam modeliranje tipa koji mozˇe ali i ne mora imati
vrijednost. Isto kao sˇto tip Bool mozˇe imati True ili False tako Maybe mozˇe
imati vrijednosti Just a ili Nothing . Primijetimo da, iako formalno Maybe mozˇe
imati dvije vrijednosti, prirodno je vrijednost Nothing interpretirati kao da nismo
dobili niˇsta (sˇto mozˇe sluzˇiti za rjesˇavanje takozvanih rubnih uvjeta).
Maybe je parametrizirani konstruktor tipa, sˇto znacˇi da pomoc´u njega mozˇemo
generirati nove tipove. Definicija Maybe u Haskellu glasi:
data Maybe a = Just a | Nothing
Vidimo da pomoc´u Maybe a , gdje je a bilo koji tip mozˇemo konstruirati druge ti-
pove koji mogu imati vrijednost ili Just a ili Nothing . Na primjer Maybe Integer
mozˇe imati vrijednost Just Integer ili Nothing . Vratimo li se na primjer liste,
to znacˇi da nasˇa funkcija koja bi vrac´ala prvi element liste cijelih brojeva ima tip:
head ’ : : [ Integer ] −> Maybe Integer
Kada primjenimo head na praznu lisu dobijemo Nothing , dok na nepraznoj
dobijemo Just Int a. To ilustriramo sa slijedec´im izrazima i njegovim rezultatima
u Haskellu.
>> head ’ [ 2 , 4 , 6 , 8 , 10 ]
Just 2
>> head ’ [ ]
Nothing
1.6.2 Funktori u Haskellu
Funktori u Haskellu su preslikavanja iz kategorije Hask u kategoriju Func, gdje
je kategorija Func podkategorija od kategorije Hask -a. Funktor liste preslikava
kategoriju Hask u kategoriju Lst , gdje kategorija Lst sadrzˇi samo liste, to jest [T]
2 za bilo koji tip T . Definicija funktora u Haskellu glasi:
class Functor ( f : : ∗ −> ∗) where
fmap : : ( a −> b) −> f a −> f b
koji mora zadovoljavati:
fmap id = id
fmap ( f . g ) = fmap f . fmap g
Primijetimo da gornja dva uvjeta u Haskellu odgovaraju i zahtjevima nad funktorima
u kategorijskom smislu.
2 [a] je konstruktor tipa s jednim parametrom, kao i Maybe a
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Primjer 1.15.
Pokazˇimo da je Maybe a funktor. Primijetimo da, posˇto je Maybe konstruktor
tipa (s jednim parametrom), bilo koji tip X mozˇemo poslati iz Hask -a i dobiti
novi tip Maybe X . Zakljucˇujemo da Maybe preslikava objekte iz jedne kategorije
u drugu3.
Definirajmo sada fmap kako bi bili zadovoljeni ostali uvjeti da Maybe a bude
funktor.
instance Functor Maybe where
fmap f (Just x ) = Just ( f x )
fmap f Nothing = Nothing
Iz gornje definicije vidimo da za bilo koji A
f−→ B ∈ ArwHask vrijedi: Maybe A
fmap f−−−−→ Maybe B . Lako se provjeri da sa tako definiranom funkcijom fmap Maybe a
jest funktor.
Korisna intuicija kod Haskellovih funktora je da oni reprezentiraju tipove preko
kojih se mozˇe mapirati: to mogu biti liste cijelih brojeva, balansirana stabla, op-
cionalne vrijednosti ( Maybe a ) ili nesˇto drugo. Jednostavan primjer mapiranja
preko liste cijelih brojeva mozˇe se pokazati koriˇstenjem funkcije double koja c´e
udvostrucˇiti cijeli broj. Definicija double u Haskellu glasi:
double : : Double −> Double
double n = n ∗ 2
Primijetimo da double mozˇemo gledati kao Double
double−−−−→ Double . Kako je
lista cijelih brojeva ( [Double] ) funktor, mozˇemo preslikati double u [Double]
fmap double−−−−−−−→ [Double] . na primjer:
>> fmap double [ 1 . 0 . . 1 0 . 0 ]
[ 2 . 0 , 4 . 0 , 6 . 0 , 8 . 0 , 1 0 . 0 , 1 2 . 0 , 1 4 . 0 , 1 6 . 0 , 1 8 . 0 , 2 0 . 0 ]
Time smo uz pomoc´ teorije kategorije i funktora eliminirali potrebu za pisanjem
petljama koje su neizostavne kod imperativnih programskih jezika. Sama unutarnja
implementacija funkcije fmap za neki funktor mozˇe koristiti petlje, no krajnji
korisnik jezika je posˇteden implementacijskih detalja.




U ovoj tocˇki definiramo pojam kartezijanski zatvorene kategorija. To je vrsta katego-
rije koja ima ekspresivnu moc´ jednaku tipiziranom lambda racˇunu. Da bi definirali
projam zatvorene kategorije nuzˇno je definirati i pojam eksponenta, kategorijskog
analogona funkcijskom prostoru izmedu dva skupa. Nakon definicije kartezijanski
zatvorenih kategorija navodimo nekoliko najbitnijih primjera.
Definicija 2.1. Neka je G kategorija koji ima produkt i neka su Z, Y ∈ ObjG.
Eksponencijalni objekt je objekt ZY koji ima svojstvo ZY × Y apply−−−→ Z ako za
bilo koji objekt X ∈ Objc i morfizam X × Y g−→ Z postoji jedinstveni morfizam
X
λg−→ ZY t.d.
X × Y λg×Y−−−→ ZY × Y apply−−−→ Z je g
Morfizam apply se ponekad u literaturi zove i eval. U kategoriji Set , eksponen-
cijalan objekt ZY je skup svih funkcija Y → Z gdje jednostavno mozˇemo vidjeti
strukturu apply funkcije:
ZY × Y apply−−−→ Z pridruzˇuje uredenom paru (f, y) rezultat f(y).
Slicˇno, za preslikavanje X × Y g−→ Z mozˇemo definirati morfizam X λg−→ ZY (tzv.
currying) kao:
λg(x)(y) = g(x, y)
Definicija 2.2. Za kategoriju G kazˇemo da je kartezijanski zatvorena katego-
rija, skracˇeno CCC (eng. Cartesian closed category), ako vrijedi:
• kategorija G sadrzˇi finalni objekt,
• za svaki par A,B ∈ ObjG postoji produkt A × B u G, s projekcijama pi1 :
A×B → A i pi2 : A×B → B
• za svaki par A,B ∈ ObjG postoji eksponencijalni objekt BA u G.
Finalni objek u kategoriji G oznacˇavamo sa 1.
Primijetimo da smo i gornju definiciju mogli iskazati pomoc´u prethodno definirane
kartezijeve kategorije; kartezijeva kategorija G je kartezijanski zatvorena kategorija,
ukoliko za svaki par A,B ∈ ObjG postoji eksponencijalni objekt BA u G.
22
Primjer 2.1. Pokazali smo da je Set kategorija i da je ∅ finalni objekt za Set.
Postojanje eksponencijalnog objekta i njegove struktura je opisana u primjeru 1.18.
Primijetimo sad josˇ da u Set postoji i kartezijev produkt.
• Za A,B ∈ ObjSet , A× B = {(a, b)|a ∈ A, b ∈ B}, to jest A× B je standardni
Kartezijev produkt nad skupovima.
Iz cˇega zakljucˇujemo da je Set jedna CCC.
Definicija 2.3. Parcijalno uredeni skup B zovemo Booleova algebra ako:
• za sve x, y ∈ B postoji supremum skupa {x, y} kojeg oznacˇavamo sa x ∨ y
• za sve x, y ∈ B postoji infimum skupa {x, y} kojeg oznacˇavamo sa x ∧ y
• za sve x, y, z ∈ b vrijedi: x ∨ (y ∧ z) = (x ∧ y) ∨ (x ∧ z)
• B sadrzˇi dva elementa, 0 i 1, gdje je 0 najmanji element u B, a 1 najvec´i
• za svaki element x ∈ B postoji ¬x za koji vrijedi: x ∧ ¬x = 0 i x ∨ ¬x = 1.
Element ¬x nazivamo komplement od x.
Za Booleovu algebru B kazˇemo josˇ i da je trivijalna ako 1 = 0.
Buduc´i da je svaka Booleova algebra ujedno i parcijalno ureden skup, oznacˇimo
s Pos(B) pripadnu kategoriju Booleove algebre, kao sˇto smo napravili u primjeru
1.2. U sljedec´em primjeru pokazujemo da je kategorija Pos(B) ujedno i CCC.
Primjer 2.2. Pokazˇimo da kategorija Pos(B) zadovoljava sve uvjete iz definicije
CCC. Finalni objekt je 1, a prema definiciji Booleanove algebre, za svaka dva ele-
menta postoji infimum. Iz primjera 1.14 slijedi da je to dovoljan uvjet za postojanje
produkta.
Preostalo nam je za svaki par A,B ∈ ObjPos(B) pokazati postojanje eksponen-
cijalnog objekta BA u Pos(B). Definiramo da je BA jednako ¬A ∨ B. Da bi smo
pokazali postojanje apply morfizma, moramo pokazati da je i BA ∧A ≤ B. Redom
imamo:
BA ∧ a ≤ b = (¬a ∨ b) ∧ a
= (¬a ∧ a) ∨ (b ∧ a)
= 0 ∨ (b ∨ a)
= b ∨ a ≤ b
Kako bi dokazali egistenciju morfizma λ dokazujemo da vrijedi slijedec´e:
za svaki objekt C ∈ ObjPos(B) koji ima svojstvo C ∧ A ≤ B imamo C ≤ BA
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U tu svrhu pretpostavimo da za neki objekt C ∈ ObjPos(B) vrijedi C∧A ≤ B. Tada
imamo
C = C ∧ 1
= C ∧ (A ∨ ¬A)
= (C ∧ A) ∨ (A ∧ ¬A)
≤ B ∨ (A ∧ ¬A)
≤ B ∨ (¬A) = BA
Cˇime smo pokazali da je Pos(B) jedna CCC.
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3 Osvrt na λ−racˇun
Sredinom 1930-tih, neovisno jedan o drugome, A. Church i A. Turing dali su ne-
gativan odgovor na poznati Entscheidungsproblem, koji je D. Hilbert zadao 1928.
godine. A. Church je dosˇao do negativnog odgovora pomoc´u λ−racˇuna, a A. Turing
pomoc´u Turingovih strojeva.
Na Turingovim strojevima bazira se Von Neumannovo racˇunalo, koje je temelj
danasˇnje arhitekture racˇunala. Imperativni jezici, poput C-a, Fortrana ili Pascala
temeljeni su na nacˇinu na kojem se daju upute Turingovim strojevima, odnosno slijed
instrukcija. Suprotno od njih, funkcijski programski jezici, poput ML-a, Mirande ili
Haskella bazirani su na λ−racˇunu i nemaju, josˇ, direktni analogon na arhitekturi
racˇunala.
Kako nam netipizirani λ−racˇun nije bitan, buduc´i da se ne mozˇe povuc´i para-
lela s teorijom kategorija, u ovoj tocˇki dajemo pregled pojmova iz λ−racˇuna cˇije
je razumijevanje nuzˇno kako bi se mogla uspostaviti bijekcija s kartezijanskim za-
tvorenim kategorijama. Detaljniji pregled netipiziranog λ−racˇuna mozˇe se pronac´i
u [2] i [8]. Dajemo prosˇirenu definiciju jednostavno tipiziranog λ−racˇuna kako bi
se moglo jasnije, i tehnicˇki jednostavnije, opisati veza izmedu λ−racˇuna i kartezi-
janski zatvorenih kategorija. Definiramo pojmove kao sˇto su: jednostavni tipovi,
termi λ−racˇuna, supstitucija i slobodne varijable, te dajemo dedukcijska pravila za
modificirani jednostavni tipizirani λ−racˇun.
Prije nego sˇto krenemo sa definicijama tipiziranog λ−racˇuna, nuzˇno je definirati
alfabet pomoc´u kojih piˇsemo izraze λ-racˇuna.
Definicija 3.1 (Alfabet λ−racˇuna). Alfabet λ−racˇuna sastoji se od slijedec´ih sim-
bola:




Sada c´emo definirati sˇto su tipovi u λ−racˇunu i njihove oznake.
Definicija 3.2 (Jednostavni tipovi). Neka je T neki prebrojiv skup cˇije elemente
nazivamo tipske varijable. Neka su → i × simboli koji nisu elementi skupa T .
Skup jednostavnih tipova T→ definiramo kao najmanji skup rijecˇi nad alfabetom
T ∪ {→,×} koji je nadskup od T , te za svake dvije rijecˇi A,B ∈ T→ vrijedi
A→ B,A×B ∈ T→.
25
Simbol → intuitivno oznacˇava funkciju, pa uvjet da za svaki A,B ∈ T vrijedi
A→ B sugerira nam da za bilo koja dva tipa, postoji tip koji odgovara tipu funkcije
iz A u B. Tipovi oblika A × B namjerno graficˇki sugeriraju slicˇnost kategorijskom
konceptu produkta, a u iduc´em poglavlju c´emo vidjeti zasˇto je to tako.
Zbog jednostavnosti c´emo umjesto T→ sa T oznacˇavati skup jednostavnih tipova.
Ako vrijedi a ∈ T , tada piˇsemo a : T ili aT i kazˇemo da je a tipa T . Svaki konacˇan
niz oblika a1 : T1, a2 : T2, ..., an : Tn, n ∈ N gdje su a1, a2, ..., an razlicˇite varijable
zovemo kontekst i oznacˇavamo sa Γ.
Kako je sama definicija tipa razlicˇita od uobicˇajene nuzˇno je prosˇiriti i definiciju
terma. Definirajmo sad terme jednostavno tipiziranog λ−racˇuna.
Definicija 3.3 (Termi jednostavno tipiziranog lambda racˇuna T .). Neka je T skup
jednostavnih tipova i neka je 1 ∈ T . Tada terme jednostavno tipiziranog λ−racˇuna
T definiramo na sljedec´i nacˇin:
• postoji term () tipa 1 koji nazivamo jedinica (eng. unit)
• za svaki A ∈ T postoji prebrojivo varijabli tipa A, a svaka varijabla tipa A je
ujedno i term tipa A
• ako su a i b termi tipa A i B, tada postoji term (a, b) tipa A×B
• ako je c term tipa A×B, tada postoji term p1(c) tipa A i term p2(c) tipa B
• ako su tA→B i sA termi tipa A→ B i A, tada je tA→BsA term tipa B
• ako je tB term tipa B i xA varijabla tipa A, tada je (λxA.tB)A→B term tipa
A→ B.
Terme jednostavno tipiziranog lambda racˇuna T oznacˇavamo sa λT . Term oblika ab
nazivamo aplikacija, a term oblika (λa.b) apstrakcija. Za terme a, b ∈ λT c´emo sa
a ≡ b oznacˇavati graficˇku jednakost dva terma.
Prilikom uspostavljanja bijekcije izmedu tipiziranog λ−racˇuna i kartezijanskih
zatvorenih kategorija, term () i tip 1 c´e nam sluzˇiti za reprezentaciju finalnog objekta
u kategoriji, dok c´e projekcije p1 i p2 odgovarati kategorijskoj definiciji produkta.
Zˇelimo naglasiti da su sljedec´e definicije jednake onima u netipiziranom lambda
racˇunu.
Definicija 3.4 (Slobodne varijable). Neka je a ∈ λT proizvoljan term. Skup FV (t)
slobodnih varijabli terma t definiramo rekurzivno:
• FV (x) := {x}
• FV (ts) := FV (t) ∩ FV (s)
• FV (λx.t) := FV (t) \ {x}
Za varijablu x kazˇemo da je slobodna varijabla u termu t, ako je x ∈ FV (t). U
suprotnom kazˇemo da je x vezana u termu t.
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Definicija 3.5 (Supstitucija). Neka su s i t termi, te x varijabla. Term dobiven sup-
stitucijom varijable x s termom s u termu t, u oznaci t[x/s], rekurzivno definiramo
ovako:
• x[x/s] := s
• y[x/s] := y za y 6≡ x
• (t1t2)[x/s] := t1[x/s]t2[x/s]
• (λx.t)[x/s] := λx.t
• (λy.t)[x/s] := λy.t[x/s] za y 6≡ x
Primjer 3.1. Na primjeru terma f := (λxy.xyz)(x)(y) demonstriramo odredivanje
skupa slobodnih varijabli, te neke supstitucije. Radimo supstituciju terma a za
varijablu x u termu f .
f [x/a] = (λxy.xyz)(x)(y)[x/a]
= (λxy.xyz)[x/a](x)[x/a](y)[x/a]
= (λxy.xyz)(a)(y)
Svaka jednakost u gornjem racˇunu je dobivena direktnom primjenom definicije 3.5.
Analogno, primjenom definicije, dobivamo i skup FV (f) slobodnih varijabli u f .
FV (t) = FV ((λxy.xyz)(x)(y))
= FV (λxy.xyz) ∩ FV (x) ∩ FV (y)
= (FV (xyz) \ {x, y}) ∪ {x} ∪ {y}
= (FV (x) ∪ FV (y) ∪ FV (z) \ {x, y}) ∪ {x} ∪ {y}
= (({x} ∪ {y} ∪ {z}) \ {x, y}) ∪ {x} ∪ {y}
= ({x, y, z} \ {x, y}) ∪ {x} ∪ {y}
= {z} ∪ {x} ∪ {y}
= {x, y, z}
U prethodnom primjeru vidjeli smo da imamo dva sintakticˇki razlicˇita terma:
(λxy.xyz)(x)(y) i (λxy.xyz)(a)(y). Zˇelimo da njihovo semanticˇko znacˇenje bude
identicˇno. Primijetimo takoder da vrijedi sljedec´e:
FV ((λxy.xyz)(a)(y)) = {a, y, z} 6= {x, y, z} = FV (f).
U tu svrhu definiramo konverzije, posebno α i β konverzije, koje mozˇemo pro-
matrati kao zamjenu varijable, aplikaciju funkcije i micanje apstrakcije.
Definicija 3.6 (Konverzija). Neka je λT skup terma i conv ∈ T×T binarna relacija.
Ako za t, s ∈ T vrijedi t conv s tada kazˇemo da t konvertira u s, gdje t zovemo
redeksom (eng. redex), s kontraktum (eng. conversum) od t. Zamjenu redeksa s
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kontraktumom zovemo konverzijom t u s. Piˇsemo t ≺1 s ako je s dobiven od t u
jednoj konverziji. Relaciju ≺ definiramo kao tranzitivno zatvorenje relacije ≺1, a
relaciju  kao tranzitivno i refleksivno zatvorenje ≺. Analogno definiramo relacije
 i .
Navodimo sada dva primjera konverzija: α−konverzija i β−redukcija. Neka
su A,B ∈ T . Najjednostavniji tip konverzije u λ−racˇunu je α−konverzija, koju
definiramo kao:
convα = {(λxA.xA, λyA.yA) : x, y ∈ A}.
Intuitivno, α−konverzija je zamjena simbola koji reprezentira neki term, a najcˇesˇc´e
se koristi kako bi se izbjegla kolizija imena.
β−redukcija je zamjena terma u tijelu funkcije s termima argumentima funk-
cije, a najcˇesˇc´e se mozˇe promatrati kao aplikaciju funkcije na sintaticˇkoj razini.
Uobicˇajeno se β−redukcija definira kao:
convβ1 = {(λxA.tB, tB[xA/sA]) : x, s ∈ A, t ∈ B}.
No, buduc´i da smo uveli dodatan konstrukt za tipove u jezik, moramo prosˇiriti
uobicˇajenu definiciju. U tu svrhu definiramo dvije nove relacije:
convβ2 = {(p1(x, y), x) : x, y ∈ A} i convβ3 = {(p2(x, y), y) : x, y ∈ A}.
Konacˇno, definiramo β−redukciju kao uniju tih relacije, to jest
convβ = convβ1 ∪ convβ2 ∪ convβ3
Na iduc´em primjeru pokazujemo kako mozˇemo β-redukciju intuitivno shvatiti kao
aplikaciju funkcije na sintakticˇkoj razini.
Primjer 3.2. Neka je g := (λxy.xyz)(a)(y). Tada prema definiciji β−redukcije
imamo
(λxy.xyz)(a)(y) convβ (λy.(xyz[x/a]))(y) = (λy.ayz)(y)convβ ayz[y/y] = ayz
Sada c´emo definirati i semanticˇku jednakost terma, to jest jednakost po kojoj c´e
termi f i g biti jednaki.
Definicija 3.7 (Jednakost po konverziji). Neka je T skup jednostavnih tipova, s, t ∈
λT i =conv∈ λT × λT . Kazˇemo da je term t jednak termu s u odnosu na konverziju
=conv i piˇsemo t =conv s ako postoji konacˇan niz terma to, t1, t2, .., tn,. tako da vrijedi
sljedec´e:
• t0 ≡ t
• tn ≡ s
• ti convβ ti+1 ili ti+1 convβ ti za i ∈ 0, 1, .., n
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Definicija 3.8 (Normalna forma). Neka je t ∈ λT term. Za term t kazˇemo da je u
normalnoj formi ako ne postoji term s ∈ λT , s 6= t takav da vrijedi t convβ s, to jest
ako se na term t ne mozˇe primijeniti β−redukcija. Term t ima normalnu formu ako
vrijedi t  s i s je u normalnoj formi.
Primjer 3.3. Primijetimo da term (λx.x)(λx.x) nije u normalnoj formi, buduc´i da
mozˇemo primjeniti β−redukciju na sljedec´i nacˇin:
(λx.x)(λx.x)convβ(λx.x[x/(λx.x)]) = (λx.(λx.x)) = (λx.x).
Term (λx.x) je u normalnoj formi. U primjeru 3.2 imamo da se na term (λxy.xyz)(a)(y)
mozˇe primijeniti β−redukcija, pa nije niti on u normalnoj formi, dok term ayz jeste.
Normalne forme su nam veoma bitne kod uspostavljanja ekvivalenosti terma.
Primjerice, zˇelimo da termi (λxy.xyz)(a)(y) i ayz budu ekvivalentni. Normalna
forma nas intuitivno upuc´uje na klasu ekvivalencije terma. No, prije nego sˇto
mozˇemo iskazati nesˇto takvog, veoma je bitno pokazati da redoslijed primjene ko-
nverzije nije bitan za konacˇan rezultat. Da bi to ostvarili dajemo definiciju konflu-
entne relacije i iskazujemo tereom cˇiji se dokaz mozˇe pronac´i u [2].
Definicija 3.9 (Konfluentne relacije / Church-Rosser). Za relaciju R kazˇemo da je
konfluenta (eng. confluent) ako za svaki t0, t1, t2 ∈ λT za koji vrijedi t0Rt1 i t0RT2,
postoji t3 ∈ λT takav da t1Rt3 i t2Rt3.
Teorem 3.1. Neka su t, t′ ∈ λT termi i ∈ λT × λT konfluentna relacija. Tada
vrijedi:
t = t′ ako i samo ako postoji term t′′ ∈ λT takav da t  t′′ i t′  t′′
Posebno, za neki term a : T sa E(a) oznacˇavamo klasu ekvivalencija terma a
definiranu kao: E(a) := {x : T |∃x′ : T takav da a  x′ i x  x′}.
Definirajmo sada pravila dedukcije u jednostavno tipiziranom λ−racˇunu.
Definicija 3.10. Neka je a ∈ λT proizvoljan term. Piˇsemo Γ ` a : A ako mozˇemo
pomoc´u pravila dedukcije zakljucˇiti da vrijedi t : A uz neki kontekst Γ. Navodimo
pravila dedukcije jednostavno tipiziranog lambda racˇuna:
a : A ∈ Γ
Γ ` a : A
Γ ` f : A→ B Γ ` a : A
Γ ` fa : B
Γ, a : A ` b : B
Γ ` λa.b : A→ B
Zatim, imamo i pravila dedukcije za produkt:
Γ ` a : A Γ ` b : B
Γ ` (a, b) : A×B
Γ ` c : A×B
Γ `: p1(c) : A
Γ ` c : A×B
Γ `: p2(c) : B
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Posebno, imamo trivijalno pravilo dedukcije za jedinicu:
Γ `: () : 1
30
4 Veza CCC-a i λ−racˇuna
Postojanje velike slicˇnosti izmedu tipova u programskom jeziku i propozicija u intu-
tionisticˇkoj logici uocˇili su H. Curry i W. Howard. Pokazali su da tipovi u program-
skom jeziku odgovaraju propozicijama u intutionisticˇkoj logici i da vrijednosti tipova
odgovaraju dokazima propozicija. Danas nam je ta veza poznata kao Curry-Howard
izomorfizam. T. Coquand je 1988. napisao je racˇun konstrukcija [3] (eng. Calculus of
constructions) koji se mozˇe promatrati kao prosˇirenje tipiziranog λ−racˇuna s veoma
eskpresivnim sustavom tipova iz kojeg je kasnije nastao programski jezik Gallina cˇije
je najpoznatija implementacija COQ, interaktivni dokazivacˇ teorema. COQ je di-
zajniran za pisanje matematicˇkih dokaza, formalne specifikacije programa i provjeru
svojstava programa. Koristec´i Curry-Howardov izomorfizam COQ-ov algoritam za
provjeravanje tipova (eng. type checker) mozˇe se provjeriti pravilnost dokaza. Je-
dan od najpoznatijih koriˇstenja COQ-a je formalizacija dokaza problema cˇetiri boja
teorema cˇime je mozˇda i najbolje demonstrirana prakticˇna primjena Curry-Howard
izomorfizma.
U kartezijanski zatvorenim kategorijama funkcija s dvije varijable f : X×Y → Z
uvijek se mozˇe interpretirati kao funkcija jedne varijable f ′ : X → ZY . Taj pro-
ces, zvan currying, doveo je do saznanja da se jednostavno tipizirani λ−racˇun mozˇe
interpretirati kao kartezijanski zatvorena kategorija. Vezu izmedu kartezijanski za-
tvorenih kategorija i λ−racˇuna prvi je opisao 1980. godine J. Lambek u [5], poznatu
kao Curry-Howard-Lambek izomorfizam. U ovom poglavlju opisujemo konstrukciju
kojom se pokazuje veza izmedu tipiziranog λ−racˇuna i kartezijanskih zatvorenih
kategorija. Formalni dokaz mozˇe se pronac´i u [6]. Prvo opisujemo strukturu karte-
zijanski zatvorene kategorije  L, kategoriju cˇiji unutarnji jezik je λ−racˇun. Navo-
dimo primjer u kojem pokazujemo kako jedna jednostavna funkcija nad prirodnim
brojevima izgleda u λ−racˇunu, kako izgleda njezin analogon u teoriji kategorija i
kratko razmatramo jedno od najvec´ih prakticˇnih prednosti teorije kategorija, a to
je ugradenost kompozicije.
Kada piˇsemo jednostavno tipizirani λ−racˇun mislimo na prosˇirenje jednostavno
tipiziranog λ-racˇuna opisano u prosˇlom poglavlju. U ovom poglavlju, kao i u pret-
hodnom, sa T c´emo oznacˇavati skup jednostavnih tipova.
Definicija 4.1. Sada opisujemo strukturu kategorije  L.
• objekti kategorije  L su tipovi od T
• za objekte A,B ∈ ObjL strelica A f−→ B je klasa ekvivalencije terma tipa B, s
jednom slobodnom varijablom tipa A, gdje je source(f) = A, target(f) = B.
Posebno, za A ∈ Obj L je strelica identitete idA, gdje je a : A pripadna slobodna
varijabla, jednaka E(a)
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• neka su A f−→ B B g−→ C dvije strelice u  L i neka su a : A i b : B neke pripadne
slobodne varijable. Kompozicija g◦f je klasa ekvivalencije dobivena zamjenom
slobodne varijable b u termu g sa termom f .
Definicija strelica pomoc´u klasa ekvivalencija je sasvim prirodna, buduc´i da
zˇelimo da dva terma, koji predstavljaju aplikaciju funkcije, f = λxA.yB i g = λcA.xB
budu jednaka i u kategorijskom smislu, to jest da vrijedi E(f) = E(g). Primijetimo
takoder da je i strelica identitete dobro definirana, buduc´i da za terme a, b : A tri-
vijalno vrijedi E(a) = E(b). Stoga mozˇemo strelicu identitete promatrati kao skup
svih varijabli nekog tipa.
Primijetimo da je kompozicija strelica dobro definirana buduc´i da je to zapravo
supstitucija terma. Ako je b : B term s jednom slobodnom varijablom x : A, a
c : C term s jednom slobodnom varijablom y : B, tada mozˇemo pretpostaviti da se
term b mozˇe zamijeniti za varijablu y u termu c. U suprotnom, mozˇemo zamijeniti
varijablu x s nekom slobodnom varijablom u termu c i ponoviti supstituciju.
Jednostavno je pokazati da je  L kategorija. Svakome A ∈ ObjL pridruzˇujemo
strelicu A
idA−−→ A. Tada trivijalno vrijedi source(idA) = A = target(idA). Uvjet
identitete, da za svaku strelicu A
f−→ B ∈ Arw L vrijedi idB ◦ f = f = f ◦ idA, svodi
se na dokazivanje jednakost klasa ekvivalencija. Pokazˇimo da vrijedi idB ◦ f = f .
Neka je sa b : B oznacˇena slobodna varijabla u idB, a sa a : A slobodna varijabla u f .
Kompozicija idB◦f je klasa ekvivalencije dobivena zamjenom varijable b s termom f
u termu idB. No to je zapravo direktna primjena supstitucije idB[b/f ], a to je prema
definiciji 3.5 jednako termu f . Analogno se pokazuje da vrijedi f = f ◦ idA. Uvjet
asocijativnosti je zadovoljen buduc´i da, prema Church-Rosser teoremu, redoslijed
zamjena varijabli ne utjecˇe na krajnji rezultat.
Propozicija 4.1. Kategorija  L je CCC.
Dokaz nec´emo pisati; J. Lambek i P. J. Scott su na konstruktivan nacˇin dokazali
da je tako definirana kategorija ujedno i CCC[6]. No, primijetimo da je jedinica
1 finalni objekt u kategoriji  L, buduc´i da za svaki A ∈ Obj L postoji trivijalna
strelica A −→ 1. Jedinstvenost se jednostavno pokazˇe. Pretpostavimo da postoje
dvije razlicˇite strelice A
f−→ 1 i A g−→ 1. Neka je 1f : 1 term s jednom slobodnom
varijablom af : A i neka je 1g : 1 term s jednom slobodnom varijablom ag : A.
Kako je tip 1 trivijalan, to jest sadrzˇi samo jednu vrijednost (), zakljucˇujemo da
vrijedi 1f = () = 1g, pa posebno vrijedi i E(1f ) = E(1g). Za objekte A,B ∈ Obj L,
postoji tip A×B u T , pa postoji i A×B ∈ Obj L i projekcije p1 i p1, sˇto odgovara
kategorijskoj definiciji produkta.
Kazˇe se i da je jednostavno tipizirani λ−racˇun unutarnji jezik kartezijanski za-
tvorenih kategorija. Opiˇsimo kako se tipizirani λ−racˇun mozˇe interpretirati u jeziku
kategorija pomoc´u interpretacijske funkcije φ. Najjednostavnija je interpretacija
jednostavnih tipova:
• ∀A ∈ T, φ(A) = A ∈ ObjC ,
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• φ(1) = 1C ,
• ∀A,B ∈ T, φ(A→ B) = φ(B),
• ∀A,B ∈ T, φ(A×B) = φ(A)× φ(B),
gdje vidimo da svaki tip u jednostavno tipiziranom λ−racˇunu odgovara objektu,
a jedinica finalnom objektu kategorije. Analogno, tipovi konstruirani simbolima
→ i × odgovaraju eksponencijalnom objektu i produktu. Posebno, svaka varijabla
a : A se interpretira kao morfizam 1
φ(a)−−→ φ(A). Nadalje, interpretaciju prosˇirujemo
na kontekst. Kontekst Γ = a1 : A1, a2 : A2, ..., an : An interpretiramo kao objekt
φ(A1)× φ(A2)× ...× φ(An), a prazan kontekst interpretiramo kao finalni objekt, 1.
Tvrdnje iz jednostavno tipiziranog λ−racˇuna, naravno, imaju interpretaciju u kar-
tezijanski zatvorenim kategorijama. Tvrdnja Γ ` a : A se interpretira kao morfizam
φ(Γ)
φ(Γ`a:A)−−−−−→ φ(A). Interpretacije vezane uz produkt su:
• φ(Γ ` (a, b) : A×B) se interpretira kao φ(Γ) φ(Γ`a:A,Γ`b:B)−−−−−−−−−→ φ(A)× φ(B)
• φ(Γ ` p1(a) : A) se interpretira kao φ(Γ) p1◦φ(Γ`a:A×B)−−−−−−−−−→ φ(A)
• φ(Γ ` p2(b) : B) se interpretira kao φ(Γ) p2◦φ(Γ`b:A×B)−−−−−−−−−→ φ(B)
Preostalo nam je josˇ interpretirati apstrakciju i aplikaciju funkcije. Interpretacija
aplikacije funkcije φ(Γ ` fa : B) je φ(Γ) e◦(φ(Γ`f :A→B),φ(Γ`a:A))−−−−−−−−−−−−−−−→ φ(B), gdje je strelica
φ(A → B) × φ(A) e−→ φ(B) morfizam apply za pripadni eksponencijalni objekt
φ(B)φ(A). Konacˇno, apstrakciju funkcije φ(Γ ` λa.b : A → B) interpretiramo kao
φ(Γ)
φ(Γ,a:A`b:B−−−−−−−→)φ(B)φ(A). Primijetimo da su gore opisane interpretacije u skladu s
intuicijom; aplikacijom funkcije f : A → B na term a : A dobijemo objekt φ(B) ∈
Obj L, dok apstrakcijom λx.t termova tipa x : A i t : B dobijemo objekt φ(B)
φ(A).
Detaljnija definicija interpretacijske funkcije mozˇe se pronac´i u [6].
Na primjeru jedne jednostavnije funkcije nad prirodnim brojevima pokazat c´emo
kako ona izgleda definirana u jeziku λ−racˇuna i teoriji kategorija.
Primjer 4.1. Neka je f : N× N→ N definirana kao:
f(x, y) = x2 + 3xy.
U jednostavnom tipiziranom λ−racˇunu funkciju mozˇemo zapisati kao:
f = λx.λy.x2 + 3xy,
sˇto je veoma slicˇno tradicionalnom zapisu. Ukoliko bi tu funkciju pokusˇali zapisati
u jeziku kategorija, dobili bi:
N× N <p1,p1,p1,p2,3>−−−−−−−−−→ N× N× N× N× N ∗×∗×id−−−−→ N× N× N id×∗−−→ N× N +−→ N,
sˇto je dosta kompleksan zapis cijelog procesa racˇunanja. Prva strelica< p1, p1, p1, p2, 3 >
simbolizira odvajanje dva inicijalna argumenta u uredenu petorku (3 reprezentira
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konstantu, broj 3), druga strelica ∗ × ∗ × id simbolizira mnozˇenje izraza 3xy, trec´a
strelica id× ∗ simbolizira kvadriranje x2 i konacˇno, strelica + simbolizira zbrajanje
dvije varijable. Primijetimo da se gornja formula mozˇe alternativno zapisati kao:
p21 + 3p1p2
gdje p1 i p2 oznacˇavaju pripadne projekcije. Vidimo da, barem na ovom jednostav-
nom primjeru, jedina ocˇita razlika izmedu zapisa je piˇsemo li p1 i p2 umjesto x i y.
No, prava razlika je u tome piˇsemo li proces ili rezultat, buduc´i da je iz kategorijskog
oblika vidljivo da se dva mnozˇenja u funkciji mogu izvesti paralelno. Kategorijski
pristup cˇini se prirodan za istrazˇivanje takvih pitanja.
U kategorijskom pristupu ne postoji moguc´nost kolizije varijabli, buduc´i da one
ne postoje i samim time ih ne treba imenovati. Ipak, jedna od najvec´ih prednosti
teorija kategorija je ugradenost kompozicije. Buduc´i da je u samoj definiciji kate-
gorije jasno kako nas zanimaju objekti i veze izmedu tih objekata (morfizmi), a ne
unutarnja struktura tih objekata, kategorije nam omoguc´avaju da se u potpunosti
fokusiramo na kompoziciju morfizama. Mnogi najkorisniji programski paketi u pro-
gramskom jeziku Haskell direktno su inspirirani konceptima u kategoriji. Program-
ski paket pipes [19] na prakticˇan nacˇin omoguc´ava pisanje programa s kompleksnim
tokovima podataka i definira sucˇelja koja se jednostavno mogu komponirati s vec´
postojec´im programima. Postoji josˇ mnogo primjera koji su, barem djelomicˇno,
inspirirani teorijom kategorija, a posebno se josˇ isticˇe programski paket lens [20]
koji, kroz puno naprednije koncepte nego sˇto su navedeni u ovom radu, omoguc´ava
manipulaciju sa strukturama podataka na puno ekspresivniji nacˇin nego sˇto je to
moguc´e u imperativnim programskim jezicima.
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U ovom diplomskom radu proucˇavamo teoriju kategorija s posebnim fokusom na
kartezijanski zatvorene kategorije, jednostavno tipizirani λ−racˇun i opisujemo vezu
izmedu njih koja je poznata kao Curry-Howard-Lambekov izomorfizam.
Dan je uvod u teoriju kategorija, te kroz brojne primjere definiramo osnovne
pojmove nuzˇne za razumijevanje Curry-Howard-Lambekov izomorfizma. Koristimo
programski jezik Haskell za demonstraciju prakticˇne primjene teorija kategorija i
laksˇe razumijevanje nekih koncepata.
Definirane su kartezijanski zatvorene kategorije, vrsta kategorije koja ima eks-
presivnu moc´ jednaku tipiziranom λ−racˇunu i pokazano je nekoliko primjera karte-
zijanski zatvorenih kategorija.
Definirano je prosˇirenje jednostavno tipiziranog λ−racˇuna s pravilima dedukcije
i osnovni pojmovi vezani za tipizirani λ−racˇun.
U posljednjem poglavlju je opisana konstrukcija kojom se pokazala veza izmedu
tipiziranog λ−racˇuna i kartezijanski zatvorenih kategorija.
Rad zavrsˇavamo s primjerom kojim se pokazuje razmjenjivost funkcija u λ-racˇunu
s projekcijama u kartezijanski zatvorenim kategorijama. Dajemo kratki ostvrt na




In this master thesis we study category theory with special focus on cartesian closed
categories and simply typed λ−calculus. We describe the relationship between them,
known as Curry-Howard-Lambek isomorphism.
An introduction to the category theory and neccesary terms required for under-
standing the Curry-Howard-Lambek isomorphism are given. Programming language
Haskell is used to demonstrate practical applications of category theory.
We define cartesian closed categories, type of category which has expressive
power equivalent to the simply typed λ−calculus and demonstrate few examples of
cartesian closed categories.
In the last chapter we define a construction that describes relationship between
simply typed λ−calculus and cartesian closed categories.
Master thesis is finalized with an example which demonstrates interchangeability
of functions in simply typed λ−caluclus with projections in cartesian closed cate-
gories. A short overview with advantages of categorical approach to computation is
given, demonstrating practicality with few well known programming libraries.
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