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1. INTRODUCTION
The integration of scalar valued functions with respect to a vector valued
measure, sometimes called Bartle integral, was ﬁrst launched by Bartle 2
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in 1956. This integral has proved important in the theory of operations on
space of vector valued functions. As an extension of the Bartle integral,
the integration of scalar valued functions with respect to a set valued mea-
sure, which we call the set valued Bartle integral, was ﬁrst introduced by
Papageorgiou 14 in 1985. It is well known that the single valued stochas-
tic integral is the foundation of stochastic analysis. In order to establish the
theory of set valued stochastic analysis, it is necessary to set up the the-
ory of the set valued stochastic integral. The set valued Lebesgue–Stieltjes
integral and the set valued stochastic Lebesgue–Stieltjes integral were pro-
posed by Wang and Wang 16 in 1997. But the scalar valued functions they
discussed were limited to being nonnegative bounded measurable. The pur-
pose of this paper is to study the theory of the set valued Bartle integral.
We ﬁrst establish some new properties about the integral. And then we dis-
cuss the set valued Lebesgue–Stieltjes integral and the set valued stochastic
Lebesgue–Stieltjes integral. The scalar-valued functions we discuss in this
paper can be extended to be integrable.
2. PRELIMINARIES
Throughout this paper X · will be a real separable Banach space
with dual X∗. We will be using the following notations:
Pbf cX = 	A ⊂ X  nonempty, (bounded) closed (and convex)
Pwf cX = 	A ⊂ X  nonempty, weakly closed (and convex)
PwkcX = 	A ⊂ X  nonempty, weakly compact and (convex)

If AB ∈ 2X\	φ a ∈ R, we denote by clA and coA the closure and the
closed convex hull of A, respectively, and deﬁne
A = sup	y  y ∈ A A+ B = 	x+ y  x ∈ A y ∈ B
A⊕ B = cl	A+ B A B = 	x ∈ X  	x + B ⊂ A
aA = 	ax  x ∈ A
h+AB = sup	dxB  x ∈ A hAB = max	h+AB h+BA
sx∗A = sup	x∗ x  x ∈ A x∗ ∈ X∗

It is easy to show the following statements:
(1) B A = ∩x∈−AB + 	x.
(2) Let A ∈ PbfcX B ∈ PfcX; if there exists C ∈ PfcX such
that B = A⊕ C, then C = BA.
(3) Let A ∈ PbfcX B ∈ PwkcX; if there exists C ∈ PfcX, such
that B = A⊕ C, then A C ∈ PwkcX.
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Let 	An  n ≥ ⊂ 2X\	φ; we deﬁne
s − limAn = 	x ∈ X  x = s − lim xn xn ∈ An n ≥ 1
w − limAn = 	x ∈ X  x = w − lim xnk xnk ∈ Ank
n1 < n2 < · · · < nk < · · ·
(here s and w denote the strong and weak topology on X, respectively).
We denote by An
K−M−→ A the convergence of 	An  n ≥ 1 to A in the
Kuratowski–Mosco sense if w − limAn = s − limAn = A, by An
h→ A
the Hausdorff distance convergence if hAnA → 0, and by An
W→ A the
weak convergence if sx∗An → sx∗A, for each x∗ ∈ X∗.
Let  be a measurable space; we say that the σ-ﬁeld  is separable
if there exists a sequence 	An  n ≥ 1 ⊂  such that  = σ	An  n ≥
1. A set valued function M  → 2X is said to be a set valued measure
if it satisﬁes the following two requirements: (1) Mφ = 	0; (2) M is
countably additive; i.e., for every sequence 	An  n ≥ 1 of pairwise disjoint
-sets, we have M∪∞n=1An =
∑∞
n=1MAn, where
∑∞
n=1MAn = 	x ∈
X  x =∑∞n=1 xn (unconditional convergence), xn ∈MAn.
For a set valued measure M and A ∈ , we deﬁne MA =
supπ
∑
k MAk, where the supremum is taken over all ﬁnite -partitions
π = 	Ak  k = 1 2 · · ·  n of A. It is easy to check that M is a mea-
sure. We say that M is of bounded variation if M < ∞. And also
we will say that the set valued measure M is absolutely continuous with
respect to the measure µ, denoted by M  µ, if for all A ∈  with
µA = 0 ⇒ MA = 	0. A vector measure m  → X satisfying
mA ∈ MA for all A ∈  is said to be a selector of M . We denote the
set of all selectors of M by SM . When M is closed valued and of bounded
variation, then SM = φ (see [12, Theorem 2.5]). Suppose that µ is
a complete ﬁnite measure space. The set of all Bochner integrable func-
tions is denoted by L1µX or L1µX. Let M → 2X\	φ be a
set valued measure of bounded variation and let f  → R be an element
of L1M R; we deﬁne the integral of f with respect to M , denoted by∫
 f ωdMω, which we call the set valued Bartle integral, as follows:∫

f ωdMω =
{ ∫

f ωdmω  m ∈ SM
}


3. PROPERTIES OF SET VALUED BARTLE INTEGRAL
In this section, we establish some useful properties of the set valued
Bartle integral. Throughout this section,  will be a measurable space.
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Lemma 3.1. If  is separable and M → PwkcX is a set valued mea-
sure of bounded variation, then SM is simple weakly compact; i.e., for every
sequence 	mn  n ≥ 1 ⊂ SM , there exists a subsequence 	mnk  k ≥ 1 ⊂	mn  n ≥ 1, and m ∈ SM such that for each x∗ ∈ X∗ and all A ∈ ,
x∗mnkA → x∗mA.
Proof. (I) At ﬁrst, we select # = 	An n ≥ 1 ⊂  such that  =
σ#. For every sequence 	mn  n ≥ 1 ⊂ SM , and any A ∈ #, since
	mnA  n ≥ 1 ⊂MA ∈ PwkcX, we can ﬁnd a subsequence 	mn′ A 
n′ ≥ 1 of 	mnA  n ≥ 1 such that 	mn′ A  n′ ≥ 1 is weakly con-
vergent. Using the diagonal process, we can ﬁnd a subsequence 	mnk 
k ≥ 1 of 	mn  n ≥ 1 such that 	mnkA  k ≥ 1 is weakly conver-
gent to some mA ∈ MA for all A ∈ #. Since by the hypothesis that
M → PwkcX is a set valued measure of bounded variation, we can eas-
ily deduce that the sequence 	mnk   k ≥ 1 is uniformly countably additive.
So we can get a control positive measure λ by [8, Theorem 4, p. 11] such
that mnk   λ uniformly and λA → 0 if and only if supk mnk A → 0.
(II) Next we are to show that for each A ∈ , 	mnkA  k ≥ 1 is
weakly convergent to some point in MA.
Let A ∈ , since  = σ#, we can ﬁnd 	Bi  i ≥ 1 ⊂ # such that
λA  Bi → 0, as i → ∞. Hence limi supk mnk A  Bi = 0. For each
x∗ ∈ X∗\	0 and a given ε > 0, there exists i0 such that mnk A Bi0 <
ε/3x∗ for all k ≥ 1. Since 	x∗mnkBi0  k ≥ 1 is Cauchy, there exists
N ≥ 1 such that for all l k ≥ N , we have that
x∗mnkBi0 − x∗mnlBi0 <
ε
3


So
x∗mnkA − x∗mnlA
≤ x∗mnkA − x∗mnkBi0 + x∗mnkBi0 − x∗mnlBi0
+ x∗mnlBi0 − x∗mnlA
≤ x∗mnkA Bi0 + x∗mnkBi0 −mnlBi0
+ x∗mnlA Bi0 < ε

This implies that 	x∗mnkA  k ≥ 1 is Cauchy for all x∗ ∈ X∗. It
follows that 	mnkA  k ≥ 1 is weakly Cauchy for all A ∈ . Since	mnkA  k ≥ 1 ⊂ MA ∈ PwkcX, the sequence 	mnkA  k ≥ 1
is weakly convergent to an element mA ∈MA.
(III) Now we are to prove thatm is a countably additive vector measure
of bounded variation.
In fact, since for each x∗ ∈ X∗ andA ∈  x∗mA = limkx∗mnkA
and 	mnk  k ≥ 1 are countably additive vector measures, we know by
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Nikodym’s theorem that the function m  → X is a ﬁnite additive and
weakly countably additive vector measure. Then, by Orlicz–Pittis’s theorem
or corollary [8, p. 22], m is a (norm) countably additive vector measure on
. Obviously, m is of bounded variation, and by the argument in (II), we
know that m ∈ SM . Thus 	mnk  k ≥ 1 is simple weakly convergent to m,
which we have concluded that SM is simple weakly compact.
Lemma 3.2. Under the conditions of Lemma 3.1, if f   → R is a
bounded -measurable function, then
∫
 f ωdMω ∈ Pwf X.
Proof. Let 	xn  n ≥ 1 ⊂
∫
 f ωdMω and xn
w→ x. From the deﬁ-
nition of the set valued Bartle integral, we can ﬁnd mn ∈ SM n ≥ 1, such
that xn =
∫
 f ωdmnω. Since M is of bounded variation, it is easy to
prove that 	mn  n ≥ 1 is uniformly countably additive. Recall that  is
separable. Using Lemma 3.1, we can select a subsequence 	mnk  k ≥ 1 ⊂	mn  n ≥ 1 and m ∈ SM such that 	mnk  k ≥ 1 is simple weakly conver-
gent to m. For each x∗ ∈ X∗, we know that x∗mn and x∗m are real
valued measures of bounded variation. Then we have that
x∗ ∫ f ωdmnkω − x∗ ∫ f ωdmω
=  ∫ f ωdx∗mnkω − ∫ f ωdx∗mω
=  ∫ f ωdx∗mnk −mω ≤ f∞ · x∗mnk −m → 0
as k → ∞, which implies that xnk
w→ ∫ f ωdmω. Thus x =∫
 f ωdmω. Note that m ∈ SM . We have x ∈
∫
 f ωdMω. It
follows that
∫
 f ωdMω ∈ Pwf X.
Lemma 3.3. Let 	An  n ≥ 1 ⊂ PwkcX. If
(1)
∑∞
n=1 hAnA <∞,
(2) An+1 = An +An+1 An n ≥ 1,
then there exists A ∈ PwkcX such that
(i) hAnA → 0,
(ii) A = An +AAn n ≥ 1.
Proof. See [16, Lemma 1.1].
Lemma 3.4. (1) If M → PwkcX is a set valued measure of bounded
variation and f is a simple real function on , then ∫ f ωdMω ∈
PwkcX.
(2) If we assume further that f g are nonnegative simple functions on
, then∫

f ω + gωdMω =
∫

f ωdMω +
∫

gωdMω
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Proof. (1) If f ω = ∑ni=1 aiIAiω, where ai ∈ R 1 ≤ i ≤ n, and	Ai  1 ≤ i ≤ n is a disjoint -partition of , then we have that∫

f ωdMω =
{ ∫
 f ωdmω  m ∈ SM
}
=
{ n∑
i=1
aimAi  m ∈ SM
}
⊂
n∑
i=1
aiMAi

On the other hand, if x ∈∑ni=1 aiMAi, we can select mi ∈ SM 1 ≤ i ≤ n,
such that x =∑ni=1 aimiAi. Deﬁne
mD =
n∑
i=1
miAi ∩D D ∈ 

Since mi 1 ≤ i ≤ n are countably additive, it is easy to see that m is
countably additive. So m ∈ SM and miAi = mAi 1 ≤ i ≤ n. Then we
have that
x =
n∑
i=1
aimAi =
∫

f ωdmω ∈
∫

f ωdMω

Hence
∫
 f ωdMω =
∑n
i=1 aiMAi. It follows that
∫
 f ωdMω ∈
PwkcX.
(2) If f ω = ∑ni=1 aiIAiω gω = ∑mj=1 bjIBj ω, where ai bj ∈
R+ 1 ≤ i ≤ n 1 ≤ j ≤ m, and 	Ai  1 ≤ i ≤ n 	Bj  1 ≤ j ≤ m are
disjoint -partitions of , then we have that
∫

f ω + gωdMω =
∫

n∑
i=1
m∑
j=1
ai + bjIAiBj ωdMω
=
n∑
i=1
m∑
j=1
ai + bjMAiBj
=
n∑
i=1
aiMAi +
m∑
j=1
bjMBj
=
∫

f ωdMω +
∫

gωdMω

Remark 3.1. If we take f ≡ 1 and g ≡ −1, then (2) in Lemma 3.4 does
not hold in general. So the condition that f g are nonnegative in (2) of
Lemma 3.4 cannot be omitted. It implies that the linear property does not
hold for the set valued Bartle integral.
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Proposition 3.5. Assume that M → PwkcX is a set valued measure
of bounded variation and f is a bounded real -measurable function on . If
one of the following two conditions holds:
(1)  is separable,
(2) X is reﬂexive,
then
∫
 f ωdMω ∈ PwkcX.
Proof. (I) We ﬁrst assume that f is nonnegative. In this case we can
ﬁnd a sequence of nonnegative simple -measurable functions 	fn  n ≥ 1
such that fn ↑ f . Denote gn = fn − fn−1 n ≥ 2; obviously, gn n ≥ 2,
are nonnegative simple functions and fn =
∑n
i=1 gi g1 = f1 n ≥ 1. By
Lemma 3.4, An =
∫
 fnωdMω ∈ PwkcX, and
An+1 =
∫

fn+1ωdMω
=
∫

fn+1ω − fnωdMω +
∫

fnωdMω
=
∫

gn+1ωdMω +An
we have that
∫
 gn+1ωdMω = An+1  An and An+1 = An + An+1 
An n ≥ 1. Then, by the dominated convergence theorem, we can conclude
that
∞∑
n=1
hAnAn+1 = lim
m
m∑
n=1
∥∥∥∥
∫

gn+1ωdMω
∥∥∥∥
≤ lim
m
∫

fm+1ωdMω
=
∫

f ωdMω <∞

Invoking Lemma 3.3, there exists an A ∈ PwkcX such that
∫
 fnωdM×
ω = An
h→ A.
Now we are to prove that A = ∫ f ωdMω.
Since An
h→ A implies An
K−M−→ A = s − limAn, for each x ∈ A, we can
select mn ∈ SM n ≥ 1, such that xn =
∫
 fnωdmnω
s→ x. But∫

fnωdmnω =
∫

fnω − f ωdmnω +
∫

f ωdmnω
and by the dominated convergence theorem, we have that∥∥∥∥
∫

fnω − f ωdmnω
∥∥∥∥ ≤
∫

f ω − fnωdmnω
≤
∫

f ω − fnωdMω → 0

8 wu, zhang, and wang
Then s − limn
∫
 fnωdmnω = s − limn
∫
 f ωdmnω = x. By Lem-
ma 3.2 (for the case (1)) or [14, Theorem 6.1] (for the case (2)), we
have that
∫
 f ωdMω ∈ Pwf X; of course
∫
 f ωdMω ∈ Pf X.
Then x ∈ cl ∫ f ωdMω = ∫ f ωdMω, which shows that A ⊂∫
 f ωdMω. Conversely, if x ∈
∫
 f ωdMω, we can ﬁnd m ∈ SM
such that x = ∫ f ωdmω. Let xn = ∫ fnωdmω n ≥ 1; by the
dominated convergence theorem, we have that xn
s→ x, which means that
x ∈ s − limAn = A. It follows that∫

f ωdMω = A ∈ PwkcX

(II) Now we assume that f is an arbitrary bounded -measurable
function on .
Let B = 	ω  f ω ≥ 0 and C = 	ω  f ω < 0. Obviously BC ∈ ,
and B ∪ C = . Deﬁne
FD =
∫
D
f ωdMω D ∈ 

We know from [18, Theorem 6.5.3] that F is a set valued measure of
bounded variation on . Then∫

f ωdMω = FB + FC
=
∫
B
f ωdMω +
∫
C
f ωdMω
=
∫

f ωIBωdMω +
∫

f ωICωdMω

From the argument in (I), we know that
∫

f ωIBωdMω ∈ PwkcX and
∫

−f ωICωdMω ∈ PwkcX

Note that∫

f ωICωdMω = −
∫

−f ωICωdMω ∈ PwkcX

Thus we can conclude that∫

f ωdMω ∈ PwkcX

Proposition 3.6. Assume that M → PwkcX is a set valued measure
of bounded variation and f g are nonnegative bounded measurable functions
on . If one of the following two conditions holds:
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(1)  is separable,
(2) X is reﬂexive,
then ∫

f ω + gωdMω =
∫

f ωdMω +
∫

gωdMω

Proof. We know from Proposition 3.5 that∫

f ωdMω
∫

gωdMω
∫

f ω + gωdMω ∈ PwkcX

And just as the proof in (I) of Proposition 3.5, we can ﬁnd two sequences of
nonnegative simple -measurable functions 	fn  n ≥ 1 and 	gn  n ≥ 1
such that fn ↑ f gn ↑ g fn + gn ↑ f + g, and∫

fnωdMω
h→
∫

f ωdMω
∫

gnωdMω
h→
∫

gωdMω
∫

fnω + gnωdMω
h→
∫

f ω + gωdMω

Then by Lemma 3.4 and [18, Corollary 1.4.4] we have that
h
( ∫

f ω + gωdMω
∫

f ωdMω +
∫

gωdMω
)
≤ h
( ∫

f ω + gωdMω
∫

fnω + gnωdMω
)
+ h
( ∫

fnω + gnωdMω
∫

f ωdMω +
∫

gωdMω
)
= h
( ∫

f ω + gωdMω
∫

fnω + gnωdMω
)
+ h
( ∫

fnωdMω +
∫

gnωdMω
∫

f ωdMω +
∫

gωdMω
)
≤ h
( ∫

f ω + gωdMω
∫

fnω + gnωdMω
)
+ h
( ∫

fnωdMω
∫

f ωdMω
)
+ h
( ∫

gnωdMω
∫

gωdMω
)
→ 0
10 wu, zhang, and wang
as n→∞. Thus we have concluded that
∫

f ω + gωdMω =
∫

f ωdMω +
∫

gωdMω

Proposition 3.7. Assume that M → PwkcX is a set valued measure
of bounded variation and a sequence of -measurable functions 	fn f  n ≥ 1
is uniformly integrable with respect to M. If fnω → f ω M-a.e., then
∫

fnωdMω
h→
∫

f ωdMω

Proof. Let An =
∫
 fnωdMω n ≥ 1, and A =
∫
 f ωdMω. For
each x ∈ A, there exists an m ∈ SM such that x =
∫
 f ωdmω. Then
dxAn = d
( ∫

f ωdmω
∫

fnωdMω
)
≤ d
( ∫

f ωdmω
∫

fnωdmω
)
=
∥∥∥∥
∫

f ω − fnωdmω
∥∥∥∥
≤
∫

f ω − fnωdMω

So h+AAn ≤
∫
 fnω − f ωdMω and similarly, h+AnA ≤∫
 fnω − f ωdMω. Thus by the dominated convergence theorem
we have that
hAnA = max	h+AnA h+AAn
≤
∫

fnω − f ωdMω → 0

Theorem 3.8. Assume that M → PwkcX is a set valued measure of
bounded variation, and f ∈ L1M R. If one of the following two conditions
holds:
(1)  is separable,
(2) X is reﬂexive,
then
∫
 f ωdMω ∈ PwkcX.
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Proof. Deﬁne
fnω =
{
f ω if f ω ≤ n,
0 otherwise.
Obviously, fn is measurable and by Proposition 3.5 we know that∫
 fnωdMω ∈ PwkcX n ≥ 1. Since f ∈ L1M R 	fn f  n ≥ 1
are uniformly integrable and 	fn  n ≥ 1 converges M-a.e. to f . By
Proposition 3.7, we have that
∫
 fnωdMω
h→ ∫ f ωdMω. Noting
that the hyperspace PwkcX h is complete [18, Theorem 1.2.12], we
have concluded that ∫

f ωdMω ∈ PwkcX

Theorem 3.9. Assume that M  → PwkcX is a set valued measure
of bounded variation, and f g ∈ L1M R+. If one of the following two
conditions holds:
(1)  is separable,
(2) X is reﬂexive,
then
(i)
∫
f ω + gωdMω =
∫
 f ωdMω +
∫
 gωdMω;
(ii) sx∗ ∫ f ωdMω = ∫ f ωdsx∗Mω ∀x∗ ∈ X∗.
Proof. (i) We know from Theorem 3.8 that∫

f ωdMω
∫

gωdMω
∫

f ω + gωdMω ∈ PwkcX

Just as in the proof of Theorem 3.8, we can ﬁnd two sequences of
bounded measurable functions 	fn  n ≥ 1 and 	gn  n ≥ 1 such that
fn ↑ f gn ↑ g, and fn + gn ↑ f + g. It is easy to see that 	fn f  n ≥ 1,
	gn g  n ≥ 1, and 	fn + gn f + g  n ≥ 1 are uniformly integrable with
respect to M, and furthermore we have that
fnω → f ω M-a.e. gnω → gω M-a.e.
fnω + gnω → f ω + gω M-a.e.
and ∫

fnωdMω
h→
∫

f ωdMω
∫

gnωdMω
h→
∫

gωdMω
∫

fnω + gnωdMω
h→
∫

f ω + gωdMω

Then, using a method similar to the proof of Proposition 3.6, we can com-
plete the proof of the ﬁrst part of the theorem.
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(ii) If f ω = ∑mi=1 aiIAiω where ai ∈ R+ 1 ≤ i ≤ m, and 	Ai 
1 ≤ i ≤ m ⊂  is a disjoint partition of , then, for each x∗ ∈ X∗, we
have that
s
(
x∗
∫

f ωdMω
)
= s
(
x∗
m∑
i=1
aiMAi
)
=
m∑
i=1
aisx∗MAi
=
∫

f ωdsx∗Mω

If f is a nonnegative bounded measurable function, we can ﬁnd a sequence
of nonnegative simple functions 	fn  n ≥ 1 such that fn ↑ f and∫
 fnωdMω
h→ ∫ f ωdMω. Note that Hausdorff distance conver-
gence implies weak convergence for any sequence in PfcX. Then for
each x∗ ∈ X∗ we have that
s
(
x∗
∫

f ωdMω
)
= lim
n
s
(
x∗
∫

fnωdMω
)
= lim
n
∫

fnωdsx∗Mω
=
∫

f ωdsx∗Mω

Now we assume that f ∈ L1M R+; from (i) above we can ﬁnd a
sequence of nonnegative bounded measurable functions 	gn  n ≥ 1
such that gnω → gω M-a.e., and
∫
 gnωdMω
h→ ∫ gωdMω.
Similar to the above argument we can conclude that
s
(
x∗
∫

f ωdMω
)
=
∫

f ωdsx∗Mω

Remark 3.2. Let  = 0 1  = 	φX = l2, and M = 	x ∈
X  x ≤ 1. If we take f ≡ −1, then for each x∗ ∈ SX∗ = 	x∗ ∈ X∗ 
x∗ = 1, we have that
1 = s
(
x∗
∫

f ωdMω
)
=
∫

f ωdsx∗Mω = −1

It implies that the assumption of nonnegativity for the functions in Theorem
3.9 cannot be omitted.
Theorem 3.10. Assume that M → PwkcX is a set valued measure of
bounded variation, and f ∈ L1M R. If  is separable, then there exists a
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sequence of uniformly countably additive vector measures 	mn  n ≥ 1 such
that for all A ∈  we have that
MA = cl	mnA  n ≥ 1 and∫
A
f ωdMω = cl
{ ∫
A
f ωdmnω  n ≥ 1
}


Proof. Applying [18, Theorem 6.2.11], we can ﬁnd a sequence of uni-
formly countably additive vector measures 	m′i  i ≥ 1 such that MA =
cl	m′iA  i ≥ 1. Let 	xk  k ≥ 1 be the density of X. Let
	yk  k ≥ 1 = 	xk  k ≥ 1 ∩
∫

f ωdMω

Then it is clear that cl	yk  k ≥ 1 =
∫
 f ωdMω. For each k ≥ 1, there
exists m′′k ∈ SM such that yk =
∫
 f ωdm′′kω. Hence
∫
 f ωdMω =
cl	∫ f ωdm′′kω  k ≥ 1. Recalling that M is of bounded variation, we
have that 	m′′k  k ≥ 1 is uniformly countably additive. Let 	mk  k ≥ 1 =
	m′km
′′
k  k ≥ 1. Then we can conclude that MA = cl	mkA  k ≥ 1
and
∫
A f ωdMω = cl	
∫
A f ωdmkω  k ≥ 1, for all A ∈ .
4. SET VALUED LEBESGUE–STIELTJES INTEGRAL
In this section we will introduce the set valued Lebesgue–Stieltjes
integral.
Deﬁnition 4.1. Let F = Ft t ≥ 0 R+ → PbfcX be a mapping;
ϕt = supπt
∑n
i=1 hFti−1 Fti t ≥ 0, is said to be the variation function
of F , where 0 = t0 < t1 < · · · < tn = t is a ﬁnite partition of 0 t, and πt
is the collection of all these partitions of 0 t. F is said to be of bounded
variation if ϕ∞ = supt≥0 ϕt < ∞ and of ﬁnite variation if ϕt < ∞
for each t ≥ 0.
Deﬁnition 4.2. Let F = Ft t ≥ 0 R+ → PbfcX be a mapping; F is
said to be subtractable on R+ if for all 0 ≤ s < t <∞ Ft = Fs ⊕ Ft  Fs.
Deﬁnition 4.3. Assume thatM is a PbfcX-valued measure on βR+,
and F = Ft t ≥ 0 R+ → PbfcX is a mapping, F0− = 	0. We call F
the distribution function of M if for every t ≥ 0 Ft =M0 t.
Remark 4.1. We know from [16, Theorem 1.7] that if F = Ft t ≥
0 R+ → PwkcX is a mapping; then F is a distribution function of a
PwkcX-valued measure of bounded variation on βR+ if and only if the
following three conditions hold: (i) F is subtractable on R+; (ii) F is of
bounded variation on R+; (iii) F is h-right continuous on R+.
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Deﬁnition 4.4. Let F = Ft t ≥ 0 R+ → PwkcX be a h-right con-
tinuous, bounded variation and subtractable mapping F0− = 	0, and let
M be the PwkcX-valued measure of bounded variation generated by F
on R+. If f ∈ L1R+ βR+ M R, we deﬁne the set valued Lebesgue–
Stieltjes integral of f with respect to F as follows:
∫
R+
f tdFt =
∫
R+
f tdMt

Theorem 4.1. If F satisﬁes the conditions of Deﬁnition 4.4, then for any
x∗ ∈ X∗ and f ∈ L1R+ βR+ M R+, we have that
s
(
x∗
∫
R+
f tdFt
)
=
∫
R+
f tdsx∗ Ft

Proof. LetM be the PwkcX-valued measure of bounded variation gen-
erated by F on R+. For each x∗ ∈ X∗ sx∗M· is a ﬁnite signed measure
on R+ βR+. Since sx∗ Ft t ≥ 0, is of bounded variation and right
continuous, sx∗M· is the ﬁnite signed measure generated by sx∗ Ft
on R+ βR+. Note that βR+ is separable. Then we can complete the
proof in terms of Theorem 3.9.
5. SET VALUED STOCHASTIC
LEBESGUE–STIELTJES INTEGRAL
Throughout this section, we will assume that  P is a complete
probability space and the ﬁltration t t ≥ 0 of the sub-σ-ﬁelds of  sat-
isﬁes the usual condition.
Deﬁnition 5.1. Let F = Ftω t ≥ 0ω ∈  be a PbfcX-valued
stochastic process. It is called a process of ﬁnite (bounded, resp.) variation
if its trajectories are all of ﬁnite (bounded, resp.) variation on R+; it is said
to be a process of integrable variation if ϕ∞ω = supt≥0 ϕtω ∈ L1PR,
where ϕtω is deﬁned as Deﬁnition 4.1 for each ω ∈ . If for each ω ∈
F is h-right continuous (subtractable, resp.), then F is said to be h-right
continuous (subtractable, resp.).
It is easy to see that if F = Ftω t ≥ 0ω ∈  is an h-right contin-
uous process with ﬁnite variation, then its corresponding variation process
ϕtω t ≥ 0 ω ∈  is an increasing process.
For the sake of simplicity, we denote by FVRSPwkcXBVRSPwkcX,
IVRSPwkcX resp.) the collection of all the PwkcX-valued h-right con-
tinuous and subtractable processes of ﬁnite (bounded, integrable, resp.)
variation.
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Deﬁnition 5.2. A mapping M  × βR+ → PbfcX is said to be a
set valued transition measure if
(1) for each ω ∈ Mω · is a set valued measure on R+ βR+;
(2) for each A ∈ βR+M·A is a -measurable random set.
It is well known from [16] that if
F = Ftω t ≥ 0ω ∈  ∈ BVRSPwkcX F0−ω = 	0ω ∈ 
where Mω · is the PwkcX-valued measure of bounded variation gen-
erated by Ftω t ≥ 0 on R+ βR+ for each ω ∈ , then M is a set
valued transition measure on × βR+.
Deﬁnition 5.3. Let M be a set valued transition measure on
 × βR+. If Ftω = Mω 0 t for each ω t ∈  × R+, then
F = Ftω t ≥ 0 ω ∈  is a set valued stochastic process; F is
said to be the distribution process of M . Now we introduce the set val-
ued stochastic Lebesgue–Stieltjes integrals. For any F = Ftω t ≥
0 ω ∈  ∈ FVRSPwkcX, just as in the discussion in Section 4,
Fsω 0 ≤ s ≤ t can generate a unique PwkcX-valued bounded vari-
ation measure on 0 t β0 t for all ω t ∈  × R+. If we assume
further that F ∈ BVRSPwkcX, M with the set valued transition mea-
sure of bounded variation generated by F and given a measurable process
G = gtω t ≥ 0 ω ∈ , if
G = g
ω ∈ L1R+ βR+ Mω · R for each ω ∈ 
then, similar to Deﬁnition 4.4, we can deﬁne the set valued stochastic inte-
gral of G with respect to F as follows:
G · Ftω =
∫
0 t
gsωdsF
ω ω t ∈ × R+

If G is nonnegative, noting that β0 t is separable for each t ∈ R+, then
we know from Theorems 3.8 and 3.9 that G · Ftω ∈ PwkcX and
sx∗ G · Ftω =
∫
0 t
gsωdssx∗ F
ω
for all ω t ∈ × R+ x∗ ∈ X∗

Assume that M is a set valued measure on  × βR+; M is said to
be not charging any evanescent set if MA = 	0 for any evanescent set
A ∈ × βR+.
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Theorem 5.1. Assume that F ∈ IVRSPwkcX; deﬁne a set valued set
function MF on × βR+ as follows:
MFA =
∫

[ ∫
R+
IAω tdtF·ω
]
dPω A ∈ × βR+

If one of the following two conditions holds:
(1)  is separable,
(2) X is reﬂexive,
then MF is a PwkcX-valued measure of bounded variation on  × βR+
not charging any evanescent set, and for each x∗ ∈ X∗, we have that
sx∗MFA =
∫

[ ∫
R+
IAω tdtsx∗ F·ω
]
dPω A ∈ × βR+

Proof. Since F is of integrable variation, there exists an N ∈ , such
that PN = 0 and ϕ∞ω < ∞ ω ∈ \N . For each A ∈  × βR+,
noting that βR+ is separable, by Theorems 3.8 and 3.9, we have that∫
R+
IAω tdtF·ω =
∫
R+
IAωtdtF·ω ∈ PwkcX ω ∈ \N
s
(
x∗
∫
R+
IAω tdtF·ω
)
=
∫
R+
IAωtdtsx∗ F·ω
ω ∈ \N x∗ ∈ X∗
where Aω = 	t  ω t ∈ A. Let ∫R+ IAω tdtF·ω = 	0 for ω ∈ N;
then we know from the monotone class theorem that
∫
R+
IAω tdtF·ω
is a PwkcX-valued random set, and∥∥∥∥
∫
R+
IAω tdtF·ω
∥∥∥∥ ≤
∫
R+
IAω tdt Mω · ≤ ϕ∞ω ∈ L1PR

Hence
∫
R+
IAω tdtF·ω is a PwkcX-valued integrably bounded random
set. So MFA ∈ PwkcX and
sx∗MFA =
∫

[ ∫
R+
IAω tdtsx∗ F·ω
]
dPω
A ∈ × βR+ x∗ ∈ X∗

It implies that for each x∗ ∈ X∗, sx∗MF· is a ﬁnite signed measure on
×βR+; then we know from [18, Theorem 6.1.11] that MF is a PwkcX-
valued measure on  × βR+. It is clear that the measure MF does not
set valued bartle integrals 17
charge any evanescent set. But
MF × R+ = sup
π
n∑
i=1
MFAi
= sup
π
n∑
i=1
∥∥∥∥
∫

[∫
R+
IAiω tdtF·ω
]
dPω
∥∥∥∥
≤ sup
π
n∑
i=1
∫

∥∥∥∥
∫
R+
IAiω tdtF·ω
∥∥∥∥dPω
≤ sup
π
n∑
i=1
∫

[ ∫
R+
IAiω tdt Mω ·
]
dPω
≤
∫

ϕ∞ωdPω <∞

Therefore MF is of bounded variation. The proof of this theorem is
completed.
Under the condition of Theorem 5.1, MF is a PwkcX-valued measure
of bounded variation and SMF = φ. Let G be a measurable process; if G is
integrable with respect to MF , then we can deﬁne the set valued stochastic
Lebesgue–Stieltjes integral of G with respect to F as follows:
∫
×R+
GdF =
∫
×R+
GdMF

Now we give Fubini’s thoerem for the set valued stochastic integral.
Theorem 5.2. Assume that F = Ftω t ≥ 0 ω ∈  ∈ IVRS×
PwkcX; a real valued measurable process G = gtω t ≥ 0 ω ∈ 
is integrable with respect to MF . If one of the following two conditions holds:
(1)  is separable,
(2) X is reﬂexive,
then
∫
×R+
GdF =
∫

[ ∫
R+
gtωdtF·ω
]
dPω
 (5.1)
Proof. Noting that βR+ is separable, we know from Theorem 3.8 that∫
×R+ GdF ∈ PwkcX,
∫
R+
gtωdtF·ω ∈ PwkcX, for P-a.e. ω ∈ . Sim-
ilar to [16, proof of Theorem 3.5], we can show that (5.1) holds when G is a
nonnegative bounded measurble process. If G is nonnegative and integrable
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with respect to MF , we can ﬁnd a sequence of nonnegative bounded mea-
surable processes Gn = gnt ω t ≥ 0 ω ∈  n ≥ 1 such that Gn ↑ G,
as n→∞. Then
h
( ∫
×R+
GdF
∫

[ ∫
R+
gtωdtF·ω
]
dPω
)
≤ In + IIn + IIIn n ≥ 1

By Proposition 3.7 we have that
In = h
( ∫
×R+
GdF
∫
×R+
GndF
)
→ 0 as n→∞
IIn = h
( ∫
×R+
GndF
∫

[ ∫
R+
gnt ωdtF·ω
]
dPω
)
= 0 n ≥ 1

Since
h
(∫
R+
gnt ωdtF·ω
∫
R+
gtωdtF·ω
)
=
∥∥∥∥
∫
R+
gtω−gnt ωdtF·ω
∥∥∥∥
≤
∫
R+
gtω − gnt ωdt MF ω · → 0 P-a.e. as n→∞
and∥∥∥∥
∫
R+
gtω − gnt ωdtF·ω
∥∥∥∥ ≤ 2
∫
R+
gtωdt MF ω · ∈ L1PR
then invoking the dominated convergence theorem, we have that
IIIn = h
( ∫

[ ∫
R+
gnt ωdtF·ω
]
dPω
∫

[ ∫
R+
gtωdtF·ω
]
dPω
)
≤
∫

[
h
( ∫
R+
gnt ωdtF·ω
∫
R+
gtωdtF·ω
)]
dPω → 0
as n→∞

So (5.1) holds for any nonnegative integrable (w.r.t. MF ) process.
Now we assume that G is an arbitrary integrable (w.r.t. MF ) process.
Let
A = 	ω t ∈ × R+  gtω ≥ 0
B = 	ω t ∈ × R+  gtω < 0
Aω = 	t ∈ R+  ω t ∈ A and
Bω = 	t ∈ R+  ω t ∈ B ω ∈ 
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It is easy to see that AB ∈  × βR+ Aω Bω ∈ βR+ ω ∈ .
Noting that 	AB is a measurable partition of ×R+, from [18, Theorem
6.5.3] we have that ∫
×R+
GdF =
∫
A
GdF +
∫
B
GdF

But ∫
A
GdF = ∫×R+ GIAdF
=
∫

[ ∫
R+
gtωIAω tdtF·ω
]
dPω
=
∫

[ ∫
R+
gtωIAωtdtF·ω
]
dPω
=
∫

[ ∫
Aω
gtωdtF·ω
]
dPω

It is easy to check that∫
B
GdF =
∫
×R+
GIBdF
=
∫

[ ∫
R+
gtωIBω tdtF·ω
]
dPω
=
∫

[ ∫
Bω
gtωdtF·ω
]
dPω

Since for each ω ∈  	Aω Bω is a measurable partition of R+, by
[18, Theorem 2.3.3; 11, Theorem 4.1; 18, Theorem 6.5.3] we have that∫
×R+
GdF=
∫

[∫
Aω
gtωdtF·ω
]
dPω+
∫

[∫
Bω
gtωdtF·ω
]
dPω
=
∫

[∫
Aω
gtωdtF·ω+
∫
Bω
gtωdtF·ω
]
dPω
=
∫

[∫
R+
gtωdtF·ω
]
dPω

Thus (5.1) holds for any integrable process.
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