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I 
Zusammenfassung 
Gegenstand dieser Arbeit ist ein System zur Entwicklung von Prozeßrech-
ner-Software~ das den Obergang von einer informalen Aufgabenstellung auf 
eine formale Spezifikation und die damit verbundene Strukturierung der 
Programme unterstützen und so einen Beitrag zur Zuverläs s igkeit der 
Software leisten soll. 
Nach einigen Vorüberlegungen (2) werden die Konzepte entwickelt für das 
Begriffssystem, das den Kern bildet (3 .1), für die Spezifikationsspra-
ehe (3.2), für das Werkzeug zur Verarbeitung, Speicherung und Auswertung 
der Spezifikation (3.3) und für das Verfahren, nach dem das System ange-
wendet werden kann (3.4) . Die Präzisierung der Sprache und die Implemen-
tierung des Werkzeugs werden beschrieben (4) . Für den Übergang von der 
Spezifikation zum Programm wird ein Ansatz dargelegt (5). Es folgt ein 
größeres Beispiel (6) . Die vollständige Grammatik (7), Literaturver-
zeichnis (8) und eine Liste der Abkürzungen (9) stehen am Schluß. 
On the development of specifications far process contral software 
This is areport on a system far the development of process-control 
software . The system supports the transition from an informal descrip-
tion of a problem to a formal specification. That includes the struc-
turing process, which has a strong influence on software reliability . 
Based on some preliminary discussion (2), a bas i c set of canstructs is 
defined (3.1). The specificaLion language (3.2) and a tool t o process , 
store, and evaluate specifications (3 . 3) are described , and it is shown 
how to use the system (3.4) . The language definition and the implemen-
tation of the tool are presented (4). For the transition from specifi-
cation to actual code, a technique is outlined (5) . Finally, an example 
is gi ven (6). The complete syntax (7), the references (B) and a list of 
abbreviations (9) follow. 
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1. Thema und Zielsetzung 
In den letzten Jabren entstand - vor allem wegen der bohen Programm-
kosten und wegen der großen Probleme, die immer wieder be i Software-
Projekten aufgetreten sind (Boehm , 1973; Yourdon, 1972) - ein wachsendes 
Interesse an all e n Phasen der Programm-Entstehung, nachdem 
früher die Codierung (und damit die Programmiersprachen) ganz im Mittel-
punkt gestanden batte (Teichroew, 1974). Dabei wurde offensichtlich, daß 
es für die übrigen Phasen nur wenige Mittel und Methoden gibt und daß 
diese meist unverbunden nebeneinanderstehen, also weder begrifflich noch 
syntaktisch kompatible Schnittstellen haben, und in ihrer Vielfalt 
unüberschaubar sind (Teichroew, Hershey, Yamamoto, 1977; Ramamoortby, 
So, 1977). 
Die naheliegende Konsequenz war die Entwicklung i n t e g r i e r t e r 
Systeme für einen möglichst groBen Teil des Programm-Lebenslauf~ (life-
cycle), wie sie z .B. das Ziel des ISDOS-Projekts (Teichroew, Sayani, 
1971) und der "Software Engineering FacilityU (Irvine, Brackett, 1977) 
ist . 
Diese Arbeit befaSt sich mit Methoden und Hilfsmitteln der Programm-
entwicklung für Proze8rechner. Sie umfa8t die Konzeption eines Systems, 
mit dessen Hilfe Spezifikationen allgemeiner Anwendungsprogramme für 
Proze8rechner erstellt und in eine Programmiersprache umgesetzt werden 
können, und die teilweise Implementierung der zu diesem System erforder-
lichen Programme. 
Schwerpunkte der Arbeit sind 
eine Klärung des Spezifikations begriffs und einiger verwandter 
Begriffe, 
die Entwicklung von Konzepten für eine Spezifikationssprache, 
die vollständige formale Definition der Spezifikationssprache, 
der Brückenschlag zu Programmiersprachen und Betriebssystem-
Funktionen. 
Die Grundaufgabe des Software-Engineering besteht darin, auf effiziente 
Weise Programme herzustellen, die den Erwartungen der Auftraggeber ent-
sprechen, und diese Programme veränderten Anforderungen anzupassen 
(Bauer, 1972j Boebm, 1976). 
Das Requirement-Engineering als Teilgebiet des Software-Engineering 
behandelt die Aufgabe, die Anforderungen in einer für die weitere Pro-
grammentwicklung geeigneten Form zu fixieren und dabei Mängel dieser 
Anforderungen erkennbar zu machen . Ein Spezifikationssystem umfa8t also 
sowohl konstruktive als auch analytische Ansätze, um Diskrepanzen 
zwischen dem Produkt und den daran geknüp'ften Erwartungen zu verhindern . 
Zusammen mit anderen Systemen, die den Ubergang von einer - nicht not-
wendig operationellen - Programmiersprache auf ausführbaren, effizienten 
Code unterstützen und kontrollieren (siehe 5.10), kann es Komponente 
eines integrierten Entwicklungssystems für Proze8rechner-Software sein. 
das den gesamten Lebenslauf des Programms abdeckt. 
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Generierbare Programme, die ohne eigentlichen Entwurfsvorgang aus einem 
Baukasten erzeugt werden (Schucbmann, 1977), sind nicbt Gegenstand der 
Arbeit. Auch hat sie nicht das Ziel, die Herstellung extrem effizienter 
Programme speziell zu unterstützen. 
Insgesamt soll die Arbeit also einen Beitrag dazu liefern, daS auch im 
Bereich der Proze8rechner-Programmierung eine Systematik wie in anderen 
Ingenieur-Disziplinen entsteht, die eine Voraussetzung für den Übergang 
von der "Art of Computer Programming" zum "Software Engineeringll ist. 
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2. Vorüberlegungen 
2.1 Begriffe und Definitionen 
Viele für diese Arbeit wicbtige Begriffe sind in DIN-Normen definiert, 
insbesondere in DIN 66 201 (IIProzeßrechensysteme, Begriffe"), ferner in 
DIN 44 300 ("Informationsverarbeitung, Begriffe") und DIN 66 230 ("Doku-
mentation"). Soweit nichts anderes gesagt ist, werden alle dort aufge-
führten Begriffe normgerecht verwendet. 
"Prozeßrechner" wird bier abweichend von DIN 66 201, 6.1 , nicht auf 
Baueinheiten beschränkt, sondern wie "Proze8rechensystem" (ibid., 4.2) 
verwendet, also auf die Funktionseinheit bezogen. 
Nachfolgend werden e~D1ge 
Literatur schwankend ist. 
eingegangen. 
Begriffe 
Auf den 
diskutiert, deren Bedeutung 
Spezifikationsbegriff wird 
2.1.1 Programme und Programmiersprachen 
in der 
in 2.2 
Das Wort "Programm" wird entsprechend DIN 44 300 gebraucht ("eine in 
einer beliebigen Sprache abgefa8te vollständige Anweisung ('statement') 
zur Lösung einer Aufgabe mittels einer digitalen ReChenanlage") . 
"Software" hat dieselbe Bedeutung. 
In dieser Arbeit ist von Proze8rechner-Anwendungsprogrammen die Rede, 
also von Programmen, 
die für Prozeßrechner bestimmt sind (unabhängig davon , ob sie mit 
Hilfe anderer Rechner entwickelt werden). Brinch-Hansen (1978, S.934) 
zählt die Charakteristika von Prozeßrechner-Programmen auf. 
die anwendungsspezifische Probleme lösen. Dabei wird angenommen, daß 
die für einen Prozeßrechner-Typ stets wiederkehrenden, von der spe-
ziellen Anwendung unabhängigen Aufgaben bereits durch sogenannte 
Systemprogramme, z.B. Betriebssysteme, Übersetzer usw . , gelöst sind. 
Wo nichts anderes gesagt ist, wird "Programm" stets in diesem speziellen 
Sinn gebraucbt. 
Eine Programmierspracbe ist eine formale Sprache zur Definition der 
Funktionen eines Programms. Ein Programm ist operationeil, wenn eine 
(i.a. virtuelle) Maschine zu seiner Ausführung verfügbar ist. Die 
Sprachelemente, aus denen es aufgebaut ist, werden ebenfalls operatio-
nell genannt. 
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2.1.2 Methoden und Hilfsmittel 
Eine Methode ist ein System von Regeln, deren Anwendung zur Lösung eiDes 
Problems beiträgt. Im Extremfall, wenn schon ihre mechanische Anwendung 
allein zur Lösung führt, liegt bereits ein Algorithmus vor. 
Ein (Hilfs-) Hittel ist ein Werkzeug, daS die Durchführung bestimmter 
Arbeiten unterstützt, u.U. praktisch erst ermöglicht, z.B. das Programm 
zur Lösung des Vier-Farhen-Problems (Appel, Haken, 1977). 
2.1.3 Hierarchien 
Im Software-Engineering spielen Hierarchien eine wesentlicbe Rolle. Der 
Grund dafür liegt in der groSen Vereinfachung der Systembetracbtung, 
die mit der Einführung einer sinnvollen Hierarchie verbunden ist. Diesen 
Punkt hat Simon (1962) aus der Sicbt der Systemtheorie diskutiert. 
Speziell im Hinblick auf Programm-Strukturen, wie sie die Moduln, Daten 
und Prozeduren bilden (Parnas, 1974), werden sie von Bauer (1972), Goos 
(1973) und Dijkstra (1971) besprochen. 
Vielfach wird der Begriff der Hierarchie nur für Bäume verwendet; hier 
werden auch andere Halbordnungen als hierarchische Systeme bezeichnet. 
Hat ein System (oder Subsystem) S Baumstruktur, so werden hier folgende 
Bezeichnungen verwendet: 
S ist atomar (wenn es ein Blatt ist) oder zerfällt in n Subsysteme 
SI bis Sn (die Unterbäume) und den Kopf oder Vater (die Wurzel). 
Der Kopf enthält die Struktur-Information, die die Subsysteme verbindet 
(vgl. Simon, 1962, S.468: "The whole is more than the sum of the parts, 
... "). Er repräsentiert das gesamte System. 
Der Kopf hat nicht notwendig das Wesen eines "boss" 
Einführung des "secretary" lä8t es Dij kstra (1971, 
offen, ob dieser über- oder untergeordnet ist. 
(ibid.). Bei der 
S.135) ausdrücklich 
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2 . 1.4 Prozedurate und nicht-prozedurale Programm-Beschreibung 
In Spezifikations sprachen wird meist eine Dicht-prozedurale Darstellung 
angestrebt, d.h. eine Beschreibung, die die Reihenfolge der Operationen 
offeoläBt (Leavenwortb, Sammet, 1974). Die nachfolgenden Überlegungen 
zeigen aber, daS die Festlegung von Sequenzen aus verschiedenen, teil-
weise auch in der Spezifikation gliltigen Gründen notwendig ist. 
Die Operationen eines Programms sind dynamisch verknüpft, d . b. eine 
Operation folgt nur auf bestimmte Operationen und ist ihrerseits von be-
stimmten anderen gefolgt. Diese Beziehungen lassen sich mit der Relation 
"läuft ab vor" als Halbordnung darstellen. 
Für die Beziehung "A läuft ab vor BII kann es verschiedene Gründe geben: 
a) A und B erbringen Leistungen, die laut Spezifikation in dieser 
Reihenfolge gefordert sind . 
b) A liefert .ls Ergebnis direkt oder indirekt eine Eingabe für B. 
c) Die Reihenfolge "A vor B" trägt zur Erhöhung einer Programmqualität 
bei, z.B . der Effizienz, wenn A noch im Hauptspeicher steht, aber von 
B verdrängt wird. 
d) Die Reihenfolge ist willkürlich vom Programmierer oder vom Compiler 
gewählt, weil die virtuelle oder die reale Maschine sequentiellen 
Code verlangt . 
Der Grund kann also in der Spezifikation, im DatenfluB, im Streben nach 
Programmqualitäten oder in der verwendeten Maschine liegen . 
Offenbar stehen diese vier Gruppen hinsichtlich ihrer Relevanz auf 
verschiedenen Stufen: (d) ist sowohl im Sinne der Funktion als auch 
der Qualität irrelevant, (c) ist es hinsichtlich der Funktion; (b) 
ist entwurfsbedingt, (a) vorgegeben. 
Also nimmt mit fallendem Abstraktionsgrad der Beschreibung die Zahl der 
Verknüpfungen IIläuft ab vor" zu, die Balbordnun.g: geht im Extremfall in 
eine strenge Ordnung über. Aber schon in der Spezifikation sind gewisse 
Festlegungen der Sequenz unvermeidlich. 
2.2 Die Spezifikation 
Dieser Abschnitt bat den Zweck, 
möglichkeiten der Spezifikation 
kations system zu klären. 
2.2 . 1 Der System-Lebenslauf 
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Wesen, Bestandteile und Darstellungs-
und die Konsequenzen für ein Spezifi-
Die beiden ersten Phasen einer Programmentwicklung Dach der ersten Idee 
sind die Analyse und die Entwurfsphase (preliminary design). Ihnen fol-
gen Detaillierung, Codierung, Test, Installation und Betrieb. Diese Ein-
teilung ist in der Literatur im wesentlichen einheitlich (Hice, Turner, 
Cashweil. 1974; Teichroew, 1974; DeWolf, 1977, S.18). 
Gegenstand dieser Arbeit sind Analyse und Entwurfsphase. Wie alle andern 
Phasen sind sie zwingend notwendig; daran ändert sich auch nichts, wenn 
mit der Codierung begonnen wird. Nur sind dann die Anfangsphasen im Kopf 
des Programmierers durchgeführt worden, also nicht dokumentiert, nicht 
prüfbar und unkontrollierten Änderungen unterworfen. Entsprechend wer-
den viele Fehler gemacht, die erst viel später, d.h. beim Test, im Ein-
satz oder nie entdeckt und behoben werden können. Darin liegt der Grund 
für die besondere Aufmerksamkeit, die die Anfangs phasen in den letzten 
Jahren gefunden haben (Boehm, 1974, 5.192). 
Die einzelnen Phasen des Programm-Lebenslaufs können nicht streng 
nacheinander durchlaufen werdenj Überschneidungen und Iterationen sind 
unvermeidbar, die im ungünstigsten Fall eine Wiederholung aller Pnasen 
erfordern, wenn nämlich erst im Betrieb ein Fehler der Analyse bemerkt 
wird (vgl. 5cheidig, 1975, 3.3). Nachfolgend soll gezeigt werden, daß 
speziell Analyse und Entwurfsphase notwendig verschränkt sind. 
2.2.1 . 1 Analyse und Spezifikation 
Nach Hice, Turner, Cashweil (1974) dient die Analyse 
der Umsetzung der ersten Idee und der allgemeinen Angaben über das 
System in exakte Aussagen über die Ziele, 
der Beantwortung der Fragen zur Durchführbarkeit und Zweckmäßig-
keit der Entwicklung , bevor erheblicher Aufwand investiert wird. 
Aussagen zum zweiten Punkt sind nur in Extremfällen ohne wenigstens 
teilweise Behandlung des ersten möglich. Außerdem erfordern sie be-
triebswirtschaftlicbe Überlegungen, die nicht Gegenstand dieser Arbeit 
sind. 
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Damit bleibt als Zweck der Analyse die Feststellung der Zielsetzung für 
das geplante System. Das Dokument dieser Phase ist die Spezifikation; 
diese BezeichnUllg wird hier synonym mit "Anforderungsspezifikationll 
("requirement specificationll ) verwendet, also wie bei Parnas (1977) für 
die "genaue Aufstellung aller Anforderungen an ein Produkt". Die Spezi-
fikation gibt Antwort auf die Frage 
Was soll mit welchem Aufwand bis wann realisiert sein? 
Diese Arbeit konzentriert sich auf das 'was'. Die Fragen des Aufwands 
und der Terminsetzung, die in das Gebiet des Projektmanagements fallen, 
werden nicbt untersucht. Die Antwort auf die Frage 'was' kann man als 
die Produkt- Spezifikation bezeichnen (Gegensatz: Spezifikation der 
Produkt-Entwicklung = Management-Spezifikation). Nachfolgend wird "Spe-
zifikation" in diesem eingeschränkten Sinne gebraucht. 
2.2.1.2 Entwurfsphase und Entwurf 
In der Entwurfspbase wird den in der Spezifikation niedergelegten Anfor-
derungen die Konzeption einer Problemlösung gegenübergestellt (Hice, 
Turner, Cashweil, 1974: "Übergang von den Ansätzen und Zielen zu einer 
vollständigen Systembeschreibung"). 
Diese Konzeption ist noch weitgehend unabhängig von den Randbedingungen 
der Implementierung wie Programmiersprachen und Hardwareeigenschaften . 
Entworfen werden 1 0 gis c h e Strukturen und Zusammenhänge, über 
die Repräsentation im Rechner wird erst bei der Detaillierung entschie-
den. 
Das Ergebnis der Entwurfsphase ist der Entwurf; dieses Wort wird hier 
stets im Sinne von "Grobentwurf" gebraucht, also zur Bezeichnung der 
ersten Beschreibung einer Problemlösung. 
Der Entwurf gibt an, wie die Aufgabe grundsätzlich bewältigt werden 
soll, welche Daten und Prozeduren konzeptionell für diese Lösung 
benötigt werden und wie diese Objekte strukturiert und verbunden sind. 
Erst später, im Zuge der Detaillierung, wird geklärt, wie sie praktisch 
realisiert werden können. 
Beispiel: 
Die Spezifikation verlange die Verarbeitung einer kontextfreien 
Sprache. Der Entwurf sieht dafür einen Keller vor. Bei der Detail-
lierung wird dieser Keller durch eine Liste realisiert, die bei der 
Codierung auf ein Feld der verwendeten Programmiersprache abgebildet 
wird. 
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2.2.2 Die Beziehungen zwischen Spezifikation und Entwurf 
Gebt man wie üblich von einer top-down-Entwicklung aus, so besteht das 
Entwerfen eiDes Programms darin, daß zu einer Systemspezifikation eine 
Henge von Subsystemspezifikationen gefunden wird . Die so entstehenden 
Subsysteme werden genauso behandelt, bis die Spezifikation der Ziel-
maschine erreicht ist; das Entwerfen erfolgt also rekursiv. 
Die Spezifikation ist folglich nicht ein Stadium der Programm-
dokumentation, sondern entsteht mit jedem Schritt des Entwurfs neu und 
bildet wieder die Grundlage des nächsten Entwurfsschritts (*). Diese 
Beziehung läßt sich durch folgendes Bild darstellen (Bild 2. 1). 
Exakte Aufgabensteilung 
(Gesamtspezifikation) 
Teilsystem-Spezifikationen 
Hodulspezifikationen 
Spezifikation der 
Zielmaschine (i.a. 
eine virtuelle Haschine) 
Entwurf der Systemstruktur 
Grobentwurf 
Hodulentwurf 
Bild 2.1 
Die Programmeotstehung 
Aus diesem Grunde ist es sinnvoll, von einem SpezifikationsprozeS zu 
sprechen, der die Entwurfsschritte einschließt und in dessen Verlauf 
Spezifikationen entstehen, deren Detaillierungsgrad zunimmt . 
Die Darstellung des Spezifikationsprozesses, wie sie oben gegeben wurde, 
ist eine in der Praxis nicht erreichbare Idealisierung, da sie das 
Vorhandensein einer vollständigen Spezifikation (siehe 2 . 2 .4) vor 
dem ersten Entwurfsschritt voraussetzt . Tatsächlich aber wird das Fehlen 
von Anforderungen zum Teil erst durch den Entwurf erkennbar, ja entsteht 
überhaupt erst durch den Entwurf . Ein anschauliches Beispiel dafür ist 
die Spezifikation eines Hauses : Der Kunde kann den Bodenbelag im Trep-
penhaus erst aussuchen, wenn die Entwurfsentscheidung zugunsten einer 
mehrstöckigen Bauweise gefallen ist . Für einzelne Fragen wäre noch 
denkbar, daS sie apriori, quasi "auf Verdacht" I beantwortet werden, 
für alle ist dies auf grund der hoben Zabl von Entwurfsalternativen nicht 
möglich. 
* Ein interessanter Aspekt ergibt sich aus Simon (1962, 8.479), wenn man 
für 'state description' Spezifikation setzt, für 'process description' 
Entwurf . Es zeigt sich, daß die oben beschriebene Beziehung keineswegs 
auf die Informatik oder den technisch-naturwissenschaftlichen Bereich 
beschränkt ist . 
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Daraus folgt, daß die Spezifikation im allgemeinen nicht vollständig 
bestimmt ist durch den vorhergehenden Entwurfsschritt, sondern daß 
zusätzliche Information vom Auftraggeber benötigt wird. Auch die An-
forderungen werden also im Zuge der Entwicklung verfeinert, nicht nur 
im Sinne einer Zerteilung, sondern auch eines Ausmaiens . 
Die Notwendigkeit, beim Auftraggeber nachzufragen, läSt mit fortschrei-
tender Detaillierung nach, denn die Auswirkungen der eventuell noch 
offenen Entscheidungen sind tür den Auftraggeber immer weniger über-
scbaubar und relevant, so daS er weder in der Lage noch bereit ist, 
sicb damit zu befassen. Daher erreicht das Projekt ein Stadium, in dem 
die Anforderungen als stabil gelten können. Die Abstimmung zwischen 
Auftraggeber und Hersteller eines Programms erfolgt also nicht zu einem 
einzigen Zeit- oder Entwicklungs p unk t, sondern während einer 
bestimmten P h ase der Entwicklung. Der dabei beteiligte Herstel-
ler braucht allerdings nicht identisch zu sein mit dem, der später die 
Ausführung der Arbeit übernimmt. 
Bild 2.1 wird jetzt erweitert, so daß auch die schrittweise Feststellung 
der Anforderungen und die Verarbeitung freier Entscheidungen des Her-
stellers sichtbar wird. Die Entwurfsschritte drücken sich nur in den 
Verbindungen der Spezifikationsstadien aus. 
Arbeitsbereich 
des Kunden 
Arbeitsbereich 
des Herstellers 
freie Entscheidungen 
I I 
I I I 
IAnford.1------------------------------>ISpezif.I I I 
Imenge 11 I I 1 II I 
I I I 
I I V I 
IIAnford·I-----------------------------> ISpezif.1 I 
I I menge 21 I I 2 I I 
I I I I 
I I I I 
I I I I 
I I I I 
I I I I 
I I I I! 
I I IAnford . I-------------------- ----I---->ISpezif.1 
I I Imen?e nl I I I n I 
I I I I 
I I I I I 
_, __ , ,_ IPreis- und I _, __ , ,_ 
I Anforderungssammlung I ITermin-Ver-1 I Spezifikations sequenz I 
leinbarungenl 
Pflichtenheft 
Dokumentation der Spezifikationsphase 
Bild 2.2 Der SpezifikationsprozeB 
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In Bild 2.2 ist angenommen, daS nach der Anforderungsmenge n keine wei-
teren Anforderungen mehr vom Kunden kommen. Aus der Spezifika~ion n kann 
dann durch weitere Verfeinerungsscbritte der Code entwickelt werden. 
In der Praxis der Softwareproduktion spielt das Pflicbtenheft eine wich-
tige Rolle (2.3.1). Offenbar enthält es zum i n des t die Anfor-
derungssammlung sowie die Vereinbarungen über Preise und Termine. Nach-
dem festgestellt wurde, daS die Anforderungen zum Teil erst im Zuge des 
SpezifikatioDsprozesses notwendig werden, erscheint es aber fraglich, ob 
ein solches Pflichteoheft als Kontrakt zwischen dem Kunden und dem Her-
steller ausreicht, denn sein Inhalt läSt sich ohne die Spezifikations -
sequenz nicht nachvollziehen . Daher sollte an die Stelle des Pflichten-
heftes die Dokumentation der 5pezifikationsphase treten . In dieser 
müssen die Anforderungen und ihre Beziehungen zur SpezifikatioDssequenz 
erkennbar sein. 
2.2.3 Klassifizierung der Spezifikationsbestandteile 
Ein Programm steht auf zwei Arten in Verbindung mit seiner Umgebung: 
Es wird eingesetzt und 
Bedienern und tecbnischen 
arbeitet zusammen mit anderen 
Prozessen (Einsatzaspekt) . 
Programmen, 
Es wird im Einsatz noch korrigiert und verändert. Dafür hat sich 
der Euphemismus "Wartung" durchgesetzt (Wartungsaspekt) . 
Die Produkt-Spezifikation (2.2.1 . 1) enthält die Anforderungen zu beiden 
Aspekten. Damit ergibt sich die folgende Gliederung der Spezifikation: 
Programm-Spezifikation 
I I 
I I 
I I 
Management-Spezifikation Produkt-Spezifikation 
I I 
I I 
I I 
Bild 2.3 
Gliederung der 
Spezifikation 
Spezifikation der SpeZifikation der 
Einsatzanforderungen Wa r tungsanforderungen 
Eine ähnliche Gliederung, bei der die einzelnen Teile in Beziehung zu 
ihren Einflüssen auf die Programmeigenschaften gesetzt sind, ist im 
Artikel von Boehm, Brown, Lipow (1976 , 5 . 595) enthalten. 
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2.2.3.1 Die EinsatzanforderuDgen 
Die Entwicklung eines Programms ist im allgemeinen nicht Selbstzweck; 
vielmehr gibt es ein übergeordnetes Ziel für das System, das aus 
Programm, Hardware und Umgebung, also technischem ProzeB und Bedienung, 
entstehen soll. Da dieses Ziel normalerweise nicht auf einfache Weise 
erreicht werden kann, sondern nur durch ein kompliziertes Zusammenwirken 
der genannten Teile, ergeben sich für jedes Teil komplexe Unterziele. 
Die Art und Weise, wie diese ermittelt werden, hängt von der Entste-
hungsgeschichte des Gesamtsystems ab. Gewöhnlich sind einzelne Teile 
vorgegeben und können nicht mehr oder nur noch in geringem HaBe modifi-
ziert werden, z . 8. der technische Prozeß, die Hardware oder Hardware 
plus Basissoftware einschließlich den Übersetzern. 
Eine Spezifikation, die diese Ausgangssituation reflektiert, indem sie 
die Anforderungen an das Gesamtsystem nennt und die übrigen Komponenten 
beschreibt, wird komplementär genannt. Zur Implementierung müssen daraus 
die Anforderungen an das Programm ermittelt werden, es entsteht die 
direk~e Spezifikation. 
Das Gesamtsystem hat 
die folgende Struktur: 
Die Verbindungen stehen für 
jede Art der Beeinflussung. 
technischer I I Bedienung 
Prozeß 1 I~ ____ _ 
I I 
1 1 
1 1 
I Steuerung I 
1 1 
Bild 2.4 Umgebung der Steuerung 
Die Steuerung zerfällt in Hardware und Anwendungssoftware 
Software, letztere wieder in Basis- oder 
Systemsoftware und in Anwendungssoftware. Basissoftware 
Hardware und Basissoftware können als 
virtuelle Maschine zusammengefaßt werden. 
Sind auch Teile der Anwendungs-
software vorgegeben, so entsteht 
das nebenstehende, für die 
weiteren Betrachtungen zugrunde-
gelegte Bild der Steuerung: 
Hardware 
Bild 2 .5 Aufbau der Steuerung 
1 
zu realisier. I 
Anwendungs- I 
software I 
____ ~~~~~----I 
virtuelle Maschine I 
vorgegebene 
Anwendungs-
software 
------------------1 
Bild 2 . 6 Umgebung der zu realisierenden Software 
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Die Einsatz anforderungen ergeben sich also aus den Verbindungen 
zur Basismaschine, 
zu anderen, kooperierenden Programmen, 
zum Bediener und zum technischen Proze8. 
Zu den Anforderungen gebören auch die Zusicherungen über das Verhalten 
der Umgebung, die diese Komponenten bilden. 
2 . 2 . 3.2 Die Wartungs anforderungen 
Die Anforderungen, die sich aus der Notwendigkeit der Programmwartung 
ergeben, lassen sicb im allgemeinen nicht präzise vorhersehen. Daher 
werden nur gewünschte Programmeigenschaften (Qualitäten) spezifiziert, 
die erfahrungsgemäß die Wartung erleichtern. 
Qualitäten. die für die Wartungsscbnittstelle eine Rolle spielen. sind 
Hodularität, Adaptierbarkeit, Portabilität, Kompatibilität. Um diese zu 
erhöben, werden in der Praxis Regeln vorgegeben. Solche Konventionen 
betreffen z.B. die Auswahl zugelassener Programmiersprachen, die Hodul-
größen, das Verbot gewisser Techniken wie selbstverändernder Programme, 
die Namensgebung und Form und Inhalt der Dokumentation . 
2. 2.4 Eigenschaften der Spezifikation 
Folgende Eigenschaften sind für eine Produkt-Spezifikation anzustreben: 
Sie soll i n baI t 1 ich 
zutreffend, 
vollständig und 
widersprucbsfrei sein. 
Ihre Dar s tel 1 u n g 
abstrakt, 
formal, 
präzise und 
verständlich sein 
(vgl. Parnas, 1977). 
soll 
Schließlich soll sie sequentiell erstellbar sein und den späteren Test 
des Systems vorbereiten, kurz 
entwictelbar und 
testorientiert sein. 
Zur - hier nicht angestrebten - Hinimalität siehe 2.2.5. 
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Zutreffend ist eiDe Spezifikation, wenn sie die Vorstellungen des Auf-
traggebers richtig wiedergibt. Da diese nicbt objektivierbar sind, ist 
die Eigenschaft nicbt prüfbar; sie kann aber durch das Entwicklungs-
verfahren der Spezifikation mebr oder minder gefördert werden. 
Eine Spezifikation ist vOllständig, wenn sie angibt, 
welche Einwirkungen der Umgebung auf das System zu erwarten sind 
und 
wie das System auf diese Einwirkungen reagieren muß. 
Geht man davon aus, daß in allen Fällen, die von der Spezifikation nicht 
erfaSt sind, jedes Verhalten der Umgebung bzw. des Systems den Anforde-
rungen entspricht, so ist die Spezifikation stets vollständig, aber in 
der Praxis kaum zutreffend. 
Die Widerspruchsfreiheit bedarf keiner 
hingewiesen, daß es sich um ein nicht 
Erläuterung; es sei nur darauf 
entscheidbares Problem handelt. 
Die Spezifikation ist abstrakt, wenn sie die Implementierung nicht vor-
wegnimmt. Das zu spezifizierende System soll also als IIschwarzer Kasten" 
definiert werden. Durch Verwendung einer nicht-prozeduralen Sprache wird 
die Abstraktheit gefördert (siehe 2.1.4). 
Eine formale Spezifikation kann maschinell verarbeitet und gespeichert 
werden, ihre Eigenschaften lassen sich formal uDerprüfen. Sie ist 
präZise, wenn die Semantik der Spezifikationssprache wohldefiniert ist . 
"Formal" und "präzise" haben also verschiedene Bedeutungen: z.B. ist 
eine Spezifikation in PSL (siehe 2.3.2) formal, aber nicht präzise, 
während eine wissenschaftliche Darstellung präzise sein kann, ohne 
formal zu sein. Der Umgangssprache fehlen beide Eigenschaften. 
Da die Spezifikation eingeht in den Kontrakt zwischen Auftraggeber und 
Hersteller, ist die Verständlichkeit für beide Seiten von besonderer 
Bedeutung. 
Die Spezifikation ist entwickelbar, wenn sie mit den zur Verfügung 
stehenden Mitteln sequentiell entwickelt werden kann, ausgehend von den 
vagen Ideen, mit denen jede Programmentwicklung in der Praxis beginnt. 
Dazu muß es in den frühen Phasen auch möglich sein, n a i v e Aus-
sagen zu formulieren. 
Auch für Entwickelbarkeit und Verständlichkeit gilt, daß die Begriffe 
zwar verwandt, aber nicht gleichbedeutend sind. 
Eine Spezifikation ist testorientiert, wenn sie explizit angibt, welche 
Tests bei der Abnahme zweckmäßig sind. Diese Eigenschaft ist nicht 
notwendig, wo die Korrektheit auf andere Weise garantiert ist; sie ist 
illusorisch, wo die Aufschreibung der Testbedingungen oder der Test 
selbst einen unvertretbaren Aufwand erfordern würde, wie es z.8. bei 
den in 2.2.3.2 genannten Qualitäten der Fall ist. 
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Die genannten Ziele sind nicht völlig miteinander vereinbar (Liskov, 
Zilles, 1975) . Herkömmliche Spezifikationen sind verständlich und -
im Prinzip - vollständig, aber nicht abstrakt, formal und präzise . 
Parnas plädiert für diese feblenden Eigenschaften (Parnas, 1977), kann 
aber mit seinem Verfahren nur relativ kleine Moduln spezifizieren, ist 
also weit von der Vollständigkeit entfernt . Außerdem sind seine Spezi-
fikationen nicbt leicht zu verstehen . Viele der modernen Ansätze liegen 
zwischen diesen beiden Polen (vgl . 2 . 3 . 2) . Es ist also ein KompromiB 
nötig. 
2.2 .5 Redundanz und Hinimalität der Spezifikation 
Eine minimale Spezifikation besteht nur aus Anforderungen an das Eio-
und Ausgabeverbalten, enthält also k~ine Redundanz. Angaben über die 
Umgebung (Einbettung) und Ansätze zur Problemlösung gibt es in einer 
minimalen Spezifikation nicht. Eine solche SpeZifikation läßt sich 
jedoch nur sehr schwer entwickeln, ändern und verstehen. In der Praxis 
enthält die Spezifikation daher sowohl Information über die Hinter-
gründe der Anforderungen als auch Hodelle des zu entwickelnden Systems. 
Dies entspricht auch der Regel, daß die Struktur der Lösung und die der 
Aufgabe übereinstimmen sollen (Stevens, Hyers, Constantine, 1974, S.120j 
Jackson, 1975). Denn spätere Änderungen der Anforderungen geben vom 
Problem aus. 
Wo Daten gespeichert und verarbeitet werden, ist eine Spezifikation ohne 
Hodell des Systems praktiSCh unmöglich . In der formalen Sprachdefinition 
im Anhang ist z.B. das Kontext-Attribut mit seinen Operationen ein sol-
ches Hodeli. Die Implementierung braucht zwar dem Hodell nicht zu folgen 
(Parnas, 1977: !lsample implementation"j Roubine, 1976) , bleibt aber 
sicber nicht unbeeinfluSt . 
Eine unnötige Vorw~gnabme von Entwurfsentscheidungen schränkt die Menge 
der möglichen Lösungen ein, schließt die optimale Lösung womöglich aus 
(Parnas, 1972, 1977; Liskov, Zilles, 1975) . Sie ist weit verbreitet, vor 
allem, weil es nur wenige Spezifikations sprachen gibt und diese kaum 
bekannt sind (Ubrig, 1978, S.242). 
Daher muß bei der Redundanz ein Kompromi8 gesucht werden, der die 
Spezifikation entwickelbar und verständlich macht, ohne den Entwurf 
mehr als nötig vorwegzunehmen. Hinimalität wird nicht anges trebt. 
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2.3 Der Stand der Technik 
In diesem Abschnitt soll skizziert werden, 
Programme spezifiziert werden. Anschließend 
zählt, die diese Arbeit beeinflußt haben. 
2.3.1 Die Praxis der Spezifikation 
wie 
sind 
heute 
einige 
in der 
Systeme 
Praxis 
aufge-
Die Anwendung moderner Verfahren und Hilfsmittel für Spezifikation und 
Entwurf, wie sie in der neue ren Literatur beschrieben sind, hat sich in 
der Praxis noch nicht durchgesetztj es wird allenfalls experimentiert. 
("Praxis" bezieht sich hier stets auf die Situation bei den Rechner-
Herstellern, Software-Häusern und Forscbungseinrichtungeo der Bundes-
republik Deutscbland; in den USA ist die Entwicklung etwas .... ·eiter.) 
Über das übliche Vorgeben lassen sicb nur sehr schwer Aussagen machen. 
Die Literatur dazu ist äuBerst spärlich (z.8. mbp, 1978), meist sind die 
Praktiker nur im direkten Gespräch bereit, Angaben zu diesem Punkt zu 
machen. Grund dafür ist anscheinend weniger der Wunsch, Firmengeheim-
nisse zu schützen, als vielmehr das wachsende Bewußtsein, nicht mehr 
auf dem neuesten Stand zu sein. 
Bei allen Unterschieden lassen sich folgende Merkmale festhalten: 
a) Zentrales, meist einziges Dokument der Spezifikations- und Entwurfs-
phasen ist das Pflichtenheft, auch Lastenheft genannt (siehe 2.2.2). 
Darüber, welchen Inhalt ein Pflichtenheft haben muß oder nicht haben 
sollte, herrscht keine Übereinstimmung. Häufig sind bereits Details 
der Implementierung vorgeschrieben. 
Liegt die Programmentwicklung in der Hand einer einzigen Person, so 
bleibt die Spezifikation oft ungeschrieben; stattdessen wird im nach-
hinein in Form verschiedener Handbücher etwas Vergleichbares erstellt 
(d.h. statt der Einhaltung von Anforderungen die Beschreibung eines 
Produkts, also eine Umkehrung der Beziehung und damit eine starke 
Tendenz, nicht das Notwendige herzustellen, sondern das Gewachsene 
anzubieten, vgl. Heninger, 1980, IV.l). 
b) Die natürliche Sprache ist meist das ein z i g e Sprachmittel 
zur Spezifikation; nur selten wird sie ergänzt durch formale Spra-
chen. Unter diesen sind vor allem Entscheidungstabellen und Petri-
Netze zu nennen (z .8. Gottschalk, 1978). Graphische Darstellungen 
wie HIPO oder SADT werden in steigendem MaSe eingesetzt. Eine formale 
Spezifikation wird nur dann verwendet, wenn sie vom Problem her 
vorgegeben ist (z.8. bei der Implementierung eines Compilers, wo die 
Sprache formal definiert ist). Dies ist bei Anwendungssoftware im 
allgemeinen nicht der Fall. 
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c) Häufig kommt es vor, daß ein neues Programm ein altes ersetzen soll 
und "einfach" gefordert wird, daß neben neuen Fähigkeiten alle frübe-
ren erhalten bleiben sollen. Da in der Regel auch für den Vorgänger 
keine brauchbare Spezifikation existiert, muß das Verhalten nachge-
bildet werden. Das ist nicht Dur dadurch problematisch, daß sich 
dieses nicht sicher feststellen läßt, sondern auch 8ufgrund der 
Unklarheit, welche Eigenschaften gewünscht, welche unvermeidbar 
gewesen waren. (Z.B. kann das alte System auf eine bestimmte Eingabe 
eine Fehlermeldung gebracht haben entweder, weil es nicht zur Verar-
beitung in der Lage war, oder, weil diese Eingabe bewußt verboten 
sein sollte.) 
d) Für die Feststellung der Anforderungen an ein Programm werden 
vielfach Schemata wie Fragebögen, Formulare, Dokumentationsregeln 
verwendet, die beitragen sollen zur Vollständigkeit und Verständ-
lichkeit der Dokumentation und damit des Produkts. 
e) Klare begriffliche und inhaltliche 
Phasen des System-Lebenslaufs und 
und Dokumente fehlen . 
Abgrenzungen 
die damit 
für die einzelnen 
verknüpften Arbeiten 
Bei 'den Praktikern wächst aber das Bewußtsein, daS auf diesem Ge-
biet ein Defizit an begrifflichen Grundlagen, an Spracbmitteln und 
an Werkzeugen besteht. Damit steigt das Interesse an Arbeiten und 
Entwicklungen zu diesem Thema. 
2.3.2 Spezifikations- und Entwurfssysteme 
Die Bedeutung der Abkürzungen in diesem Abschnitt und Literaturangaben 
sind Kapitel 9 zu entnehmen; Beispiele und weitere Literaturhinweise 
finden sich in den Übersichtsarbeiten (z.B. Hershey, 1975j Boehm, 1976; 
Cheng, 1978; Ludewig, Streng, 1978a, 1978b; Hommel, 1978, 1980). 
Eine saubere Klassifizierung der Systeme ist nicht möglich, weder nach 
den Zielen (z . B. Zuverlässigkeit, Produktivität, Effizienz) noch nach 
der Phase, in der sie eingesetzt werden können (Analyse, Entwurfsphase, 
Detaillierung). Sprache, Mittel und Methode werden nicht klar definiert 
und unterschieden. Oft fehlt das Verfahren, wird also nur gesagt, wie 
das fertige Modell aussehen soll (Balzert, 1978, S.49 und 61), oder es 
fehlt das Werkzeug, oder das Begriffssystem ist undefiniert (wenn mit 
natürlichen Sprachen gearbeitet wird). Die große Beliebtheit der 
Bezeichnung "Spezifikationssystem" trägt nicht zur Klarheit bei. 
Der Jackson-Design-Hethodology (JDH) liegt eine Datenstruktur-orien-
tierte Betrachtungsweise zugrunde. Die Programmstrukur wird aus der 
Struktur der Ein- und Ausgabedaten abgeleitet (siehe auch 3.4.2.2). 
Die Tatsache, daS die JDH von vielen Praktikern als Heilslehre begrüßt 
wurde, zeigt, wie groS der Bedarf an Anleitungen zur Strukturierung ist. 
Die Bewertungslisten für die (intermodulare) Kopplung und die (intra-
modulare) Bindung ("coupling" und "cohesiveness") aus Structured Design 
(SD) stellen einen wichtigen Versuch zur Objektivierung einer Beurtei-
lung der Programmstruktur ~ar. 
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Ähnlich erfolgreich wie die JDH sind Structured Analysis Bad Design 
Technique (SADT) und Hierarcby plus Input Process Output (HIPO), heides 
Methoden zur graphischen Darstellung der Programme . Interessant ist der 
Dualismus von Ablauf- und Datenstrukturen in SADT, der durch die sich 
inhaltlich überschneidenden "Actigrams" und "Datagrams" betont wird. 
In der Praxis entsteht jedoch erfahrungsgemäß ein Ungleichgewicht zu-
gunsten der Actigrams. 
Die ~~~-1~~~ war ein interessanter, 
leider Sprachen für die Dar-
stellung der inter- und der intramodularen Beziehungen zu verwenden . 
In Higher Order Software (HOS) wird das Programm nach sehr strengen 
Regeln, Axiome genannt, aufgebaut. Durch zahlreiche Restriktionen wird 
eine Struktur erzwungen, die gute Voraussetzungen für die formale Veri-
fikation bietet. Ähnliches gilt auch für die Programm-Spezifikation mit 
0-, V- und OV-Functions nach Parnas (Parnas, 1972). 
Problem-Statement-Language/-Analyzer (PSL/PSA) ist heute das vermutlich 
weitestverbreitete Spezifikationssystem der Welt. Es ist pragmatisch 
konzipiert und bewährt sich vor allem als Dokumentationsmittel. Eine 
methodische Ausrichtung fehlt völlig. 
Process Control Software Specification Language (PCSL) wird von einer 
tabellengesteuerten Version des PSA verarbeitet. Die Konzepte von PCSL 
sind eine Grundlage dieser Arbeit. 
Software Requirements Engineering Program (SREP), das auf PSL/PSA ba-
siert, ist speziell auf Echtzeitsysteme zugeschnitten. Durch eine exter-
ne Ursache ("stimulus tt ) wird jeweils eine Systemreaktion hervorgerufen 
("response"). Dabei vorkommende Verzweigungen in parallele oder alterna-
tive Aktionen sind zur Erzielung einer einfachen Struktur restringiert, 
etwa in der Art einer case-Anweisung . Ein ähnliches Konzept wird auch in 
dieser Arbeit verwendet. 
Modular Approach to Software Construction, Operation and Test (HASCOT) 
hat ebenfalls ein Konzept zu dieser Arbeit beigetragen . Die "pools" für 
die ruhenden und die "channels" für die fließenden Daten kehren in 3 .1.2 
in ähnlicher Form als Variablen und Puffer wieder. 
Hatsumoto hat ein Verfahren angegeben (Hatsumoto, 1977), das ganz auf 
der Beschreibung des technisches Systems durch Zustandsvektoren beruht 
und für spezielle Zwecke, 2.B . die Darstellung von Schaltsequenzen, 
sehr vorteilhaft erscheint. 
Computer-aided, Intuition guided Programming (CIP), bestehend aus einer 
Programmiersprache CIP-L und einem Transformationssystem, ist aus For-
schungen über Breitbandsprachen hervorgegangen. CIP-L enthält neben 
üblichen Sprachelementen auch nicht-operationelle Elemente, die eine 
implementierungs unabhängige Beschreibung des Programms gestatten . Diese 
kann in ein operationelles, effizientes Programm transformiert werden, 
wobei die Erhaltung der Korrektheit sichergestellt ist (siehe 5.10). 
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3. Konzeption für ESPRESO 
In diesem Kapitel wird ESPRESO, ein 
System zur ~rstelluDg der §pezifikation von ~roze8rechner-Software, 
beschrieben. Es soll dazu beitragen, womöglich gewährleisten, daß Spe-
zifikationen die angestrebten Eigenschaften (2.2.4) erhalten. Dazu muß 
ESPRESO während des SpezifikatioDsprozesses Führung und Unterstützung 
bieten. Insbesondere muB es die scbritthaltende Prüfung und Dokumenta-
tioo'fördern. 
Die Komponenten von ESPRESO sind 
eine Menge von Begriffen, aus denen Modelle der Programme und ihrer 
Umgebung, soweit diese beschrieben werden sollen, aufgebaut werden 
können ("universe of discourse" , siehe 3.1), 
eine Sprache, die es gestattet, die Hodelle als Spezifikationen zu 
formulieren (ESPRESO-S. 3.2), 
ein Werkzeu zur Speicherung, Prüfung und Verbreitung der Spezifi-
kationen ESPRESQ-W, 3.3), 
ein Verfahren zur Erstellung der Spezifikation (3.4). 
Nachfolgend werden diese vier Komponenten konzipiert. Die Reihenfolge 
ist so gewählt, daß die Darstellung erleichtert wird. Sie stellt nicht 
Schritte einer Entwicklung dar, denn die Komponenten bedingen sich 
gegenseitig. Die Realisierung der Sprache und des Werkzeugs folgt in 
Kapitel 4. 
3.1 Das Begriffssystem (Modelle für die Programm-Beschreibung) 
Um zu gewährleisten, daß die Komponenten des Spezifikationssystems auf 
die Probleme des Anwenders zugeschnitten und untereinander konsistent 
sind, muß zunächst ein Begriffssystem entwickelt werden, eine Sammlung 
von Konzepten, die dem Spezifikationssystem zugrunde gelegt werden sol-
len. 
Entsprechend den Ergebnissen von 2.2.2 wird in ESPRESO keine Unterschei-
dung zwischen Spezifikation und Entwurf vorgenommen. Es ist allerdings 
eine Kennzeichnung der Spezifikationsbestandteile anzustreben, die eine 
Unterscheidung der (frei gewählten) Entwurfsentscbeidungen von den An-
forderungen des Kunden ermöglicht. 
Unterschiedliche Aspekte wie z.B. Prozeß- und Datenstrukturen werden 
ebenfalls zusammen dargestellt; die Vorteile einer getrennten Darstel-
lung (Hammond, Hurphy, Smith, 1978) sind nicht erkennbar. 
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Die Programme werden beschrieben als Systeme aus aktiven Komponenten, 
den Prozeduren und Blöcken (3.1 . 1), aus passiven Komponenten, den sog. 
Medien (3.1 . 2) und den Operationen der Prozeduren und Blöcke auf die 
Hedien, den Aktionen (3.1.3). 
3.1.1 Die funktionale Zerlegung (aktive Komponenten) 
Nachfolgend werden Möglichkeiten 
Codes von Programmen betrachtet; 
Konzepte ausgewählt, die ESPRESO 
stellen soll. 
zur Strukturierung des ausführbaren 
aus den Ergebnissen werden dann die 
für die Spezifikation zur Verfügung 
3.1.1.1 Die Ablaufstruktur 
3.1.1.1.1 
Das klassische Konzept zur Abstraktion und damit zur Strukturierung 
sequentieller Programme ist das Unterprogramm. 
Hit der Relation 'läuft ab in' I die hier zur Unterscheidung von paral-
lelen Abläufen 'sequentiell in' genannt wird, hat das Programm dynamisch 
Baumstruktur. Jeder Knoten dieses Baums wird hier als Aktivität bezeich-
net. Dabei ist es zunächst ohne Bedeutung, welchen Rechenvorschriften 
die einzelnen Aktivitäten zugeordnet sind. Da ihre Reihenfolge definiert 
ist, handelt es sich um einen geordneten Baum. 
Beispiel für eine Ablaufstruktur mit sequentiellen Aktivitäten: 
P 
1 -- ............... ------ .... . ............ -------1 
UP1 UP2 
1- .... --- ..... --1 1-- .... .... . .... --1 
UP3 UP4 UPS 
1----1 1-----1 1--- ...... ----1 
UP6 
1------1 
Der geordnete Baum dazu ist: 
3.1.1.1.2 
P UP1~ ~UP2 
1/ \.2 11 
UP3 UP4 UPS 
11 
UP6 
Bild 3.1 a 
Bild 3.1 b 
Parallele Abläufe sollen in ESPRESO auf ähnliche Weise beschreibbar sein 
wie die sequentiellen. Daher wird nachfolgend das Konzept der Aktivität 
erweitert. 
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Anders als bei den sequentiellen Aktivitäten entstebt bei einem nicbt 
restringierten Konzept für asynchrone Aktivitäten keine Hierarchie, die 
eine sinnvolle Abstraktion darstellt. Dies gilt z.B., wenn eine Aktivi-
tät eine andere erzeugen kann und danach beide unabhängig voneinander 
sind. Daber wird für ESPRESO nur eine spezielle Form der Parallelität 
zugelassen, die an der "parallel clause" in ALGOL 68 orientiert ist. 
Stehen die Aktivitäten Al bis An zu A in der Relation 'parallel in', so 
laufen sie parallel ab; wie die übergeordnete Aktivität bei der Relation 
"sequentiell in" ruht A, bis alle Ai beendet sind. Damit entsteht auch 
hier ein - allerdings ungeordneter - Baum. 
Beispiel für eine Ablaufstruktur mit parallelen Aktivitäten: 
A 
1------- ......... ---------1 Der zugeordnete Baum ist: 
Al 
1---------1 
A2 
1---------1 
A3 
1---------1 Bild 3.2 
3.1. 1.1.3 
Für die weitere Beschreibung werden folgende Bezeichnungen eingeführt: 
Wenn Al bis An zu A in der Relation Isequentiell io l stehen, werden sie 
als sequentielle Aktivitäten bezeichnet, mit A als Vater (siehe 2.1.3) 
bilden sie eine sequentielle Familie. 
Entsprechend werden mit der Relation Iparallel in l die parallelen Akti-
vitäten und die parallele Familie definiert. 
3.1.1.1.4 
Um Unklarheiten bei der Strukturbeschreibung zu vermeiden, 
l egt, daß keine Aktivität Vater mehrerer Familien sein 
Bedingung kann stets durch Aufspaltung der Aktivitäten in 
Aktivitäten erfüllt werden. 
wird festge-
darf. Diese 
sequentielle 
Beispiel für eine Ablaufstruktur mit sequentiellen und parallelen 
Aktivitäten (A wird durch Umformung nach AI überführt) 
A A' 
1- ......... ---- .. ---- ....... -1 1- . ....... ---- . . ---- ......... -1 
All A2 A31 
1---------1 1--1 1-------1 
AI2 A32 
1---------1 1-------1 
A33 
1-------1 
Bild 3.3 
AI A2 A3 
1- ...... -1 1--1 1- .... . .. -1 
All A31 
1 ------1 1 -------1 
AI2 A32 
1 ------ 1 1 ------- 1 
A33 
1-------1 
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3.1.1.1.5 
Die Relation 'untergeordnet' wird definiert als transitive Hülle der 
Vereinigung von 'sequentiell in' und 'parallel in' . Aufgrund der Regeln 
für diese beiden Relationen bildet 'untergeordnet' einen Wald. Ohne Ein-
schränkung der Allgemeinheit kann gefordert werden, daß es eine einzige 
übergeordnete Aktivität gibt und so der Ablauf des zu beschreibenden 
Systems durch einen einzigen Baum, den sog. Ablaufbaum, dargestellt 
werden kann. Zerschneidet man diesen so, daß die parallelen Aktivitäten 
von ihren Vätern getrennt sind, so entstehen einzelne Bäume, die man als 
(Rechen-) Prozesse bezeichnet . 
3.1.1.2 Die Programmstruktur 
3 . 1.1.2.1 Rechenvorschriften 
Die in 3 . 1.1 . 1 betrachteten Aktivitäten sind dynamische Objekte. Sie 
entstehen als Ausführungen statischer Objekte, für die nachfolgend die 
Bezeichnung "Rechenvorschrift" verwendet wird. Jede Rechenvorschrift 
kann beliebig oft ausgeführt werden, also beliebig viele Aktivitäten 
erzeugen. Rechenvorschrift, ausführender Prozessor (oder ausführende 
Prozessoren) und erzeugte Aktivität stehen also zueinander im gleichen 
Verhältnis wie Schallplatte, Plattenspieler und die erzeugte Musik . 
Die Zuordnung zwischen Aktivitäten und Rechenvorschriften definiert eine 
Abbildung. Wendet man diese auf den Ablaufbaum (3.1.1.1 . 5) an, so ent-
steht ein gerichteter Graph, der sogenannte Strukturgraph. Dieser hat 
im allgemeinen keine Baumstruktur, da jede Rechenvorschrift von mehreren 
anderen oder auch rekursiv verwendet (aufgerufen) werden kann. 
3.1.1.2.2 Terminale und nichtterminale Rechenvorschriften 
Um die Beschreibung alternativer Ablaufvarianten zu ermöglichen, wird 
zur sequentiellen und parallelen Ausführung von Rechenvorschriften die 
alternative hinzugenommen (Fallunterscheidung) . 
Entsprechend den Aussagen zu Hierarchien (2.1.3) wird festgelegt: 
Ein Rechenvorschrift ist entweder atomar oder verwendet Rechenvorschrif-
ten Q1 bis Qn, Qi f Qk für i f k, nach einem von mehreren vorgegebenen 
Schemata. Diese Schemata sind: 
a) Sequentielle Ausführung von Q1 bis Qn. Diese Struktur wurde in 
3.1.1.1.3 als sequentielle Familie eingeführt (wird nachfolgend auch 
für Rechenvorschriften verwendet). 
b) Parallele Ausführung von Q1 bis Qn. Auch hierfür wird die Bezeich-
nung (parallele Familie) aus 3.1.1.1.3 übernommen. 
c) Ausführung genau einer Rechenvorschrift aus Q1 bis Qn entsprechend 
einem zugeordneten Se lektor 
(Relationen 'alternativ in t und 'Selektor in'). 
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Die Strukturen abis c erfordern alle, daß die untergeordneten Rechen-
vorschriften ibrem Vater exklusiv zugeordnet sind. Zur Beschreibung 
anderer Fälle dient d: 
d) Aus führung geoau einer Rechenvorscbrift (Relation ' ruft auf'), die 
auch von anderen mit dieser und nur dieser Relation verwendet werden 
kann. 
Strukturgraphen, 
zugelassen sind, 
3ngepa8t werden . 
die andere Strukturen enthalten, als durch (a) bis (d) 
können durch Einfügen zusätzlicher Rechenvorscbriften 
Für di e Schleife (do-loop) ist keine hierarchische Relation vorgesehen. 
Stattdessen kann jeder Rechenvorschrift eiDe Variable als Wiederhol-
bedingung (3 . 1. 2.2) und/oder ein Trigger als Abbruchkriterium (3 . 1.2 . 4) 
zugeordnet werden, wodurch sie als zyklisch gekennzeichnet ist . 
3.1 . 1.3 Prozeduren und Blöcke 
3 . 1. 1.3.1 
Beim Übergang von der Spezifikation zum Entwurf könnten alle Rechen-
vorschriften zu Programmeinheiten (Subroutines, Procedures o.ä.) gemacht 
werden. Die entstehenden Einheiten wären aber zu klein, um als Gültig-
keitsbereiche (siehe 3.1.5) brauchbar zu sein und um eine überschaubare 
Gesamtstruktur zu gewährleisten (vgl. Horning, Randeli, 1973, S.26). Es 
ist daher zweckmäßig, die Zusammenfassung mehrerer Rechenvorschriften 
zu einer größeren Betrachtungseioheit zu gestatten . 
Hier wird die Prozedur eingeführt. Formal ist die Abbildung der Rechen-
vorschriften auf Prozeduren mit Hilfe des Strukturgraphen definiert: 
Eine Rechenvorschrift wird Repräsentant einer Prozedur, wenn 
ihre Ausführung die übergeordnete Aktivität bildet (entsprechend 
dem Hauptprogramm) oder 
sie Dach 3. 1.1 .2.2 (d) aufgerufen wird, im Strukturgraphen also im 
allgemeinen mehrere Kanten auf sie gerichtet sind. 
Den Kanten des Strukturgraphen folgend werden nun alle verbliebenen 
Rechenvorschriften den Prozeduren zugeordnet. Da sie jeweils eindeutig 
einem Vater zugeordnet sind, ist diese Abbildung eindeutig. 
Praktisch bedeutet diese Definition, daß eine Prozedur nur einen Ein-
gang hat und intern Baumstruktur aufweist. 
Unterbäume der Prozeduren werden in Anlehnung an blockorientierte Spra-
chen als Blöcke bezeichnet. Diese stellen Subsysteme im Sinne von 2.1 . 3 
dar . 
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3.1.1.3.2 Beispiel für Ablaufbaum und zugeordneten Strukturgraphen 
A 
Al ---------L~ A3 
/ " I 1/2\ "'-.3 All A12 A21 A31 A32 A33 
1/2\~ 
A211 A212 A213 Bild 3.4 a 
Dieser Baum stellt das Hasse- Diagramm der Relation 'untergeordnet' 
zwischen den Aktivitäten dar. Seien die Unterhäume mit den Repräsen-
tanten A2l und A3 statisch gleich, ebenso Al2 und A2l!. Für diese werden 
zusätzliche Rechenvorscbriften Rl und R2 eingeführt, damit die Regeln 
in 3.1.1.2.2 erfüllt sind . Damit ergibt sich dieser Strukturgrapb: 
~Q~ 
/Ql" i"--.. /Q3 
Qll Q12 , ./R2 
'\. V 2\~ 
'\. ~211 Q212 Q213 
Rl Bild 3.4 b 
Die Zuordnung zwischen Aktivitäten 
erkennbar. Q12, Q211 und Q3 dienen 
übereinstimmende Inhalt von Al2 und 
A3 aus R2 erzeugt. 
und Rechenvorschriften ist leicht 
nur der Strukturbeschreibung, der 
A2l! wird aus R1, der von A2l und 
Der Strukturgraph enthält drei Prozeduren: 
PI: Q + (Ql + (Q1I) + (Q12)) + 
P2: R2 + (Q211) + (Q212) + (Q213); 
Die Blöcke sind durch Klammern markiert. 
3 .1.1.3.3 
(Q2) + 
P3: 
(Q3) ; 
(Rl). 
Zur Prozedur gehört der Begriff des Parameters. In ESPRESO wird unter-
schieden zwischen Eingabe-Parametern, Ausgabe- Parametern und transienten 
Parametern. Bei Eingabe- und Ausgabe-Parametern ist der Informations-
fluß auf eine Richtung beschränkt. 
Bei den Prozeduren kann es nötig sein, Prioritäten anzugeben und da-
durch zu regeln, welcher Proze8 Vorrang beim konkurrierenden Zugriff 
auf ein Medium oder einen Prozessor haben soll. In ESPRESO wird dafür 
nur ein einfacher Mechanismus vorgesehen, mit dessen Hilfe die Priorität 
der Prozedur fest zugeordnet ist. 
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3.1.2 Medien 
Außer den aktiven Komponenten (3.1.1) gehören zu einem Programm Daten 
und Betriebsmittel, die bier zusammenfassend Medien genannt werden. Ver-
schiedene Arten von Medien werden nachfolgend definiert und im Hinblick 
auf die mit ihnen verbundenen Koordinierungsprobleme diskutiert. 
3.1.2.1 Sprachkonzepte für die Xoordinierung paralleler Aktivitäten 
Greifen mehrere Aktivitäten gleichzeitig auf ein Medium zu, z.B. auf ein 
Peripheriegerät, einen Speicberbereich oder eine Variable, so kann es 
vielfältige unerwünschte Effekte geben, wenn die Zugriffe nicbt koordi-
niert werden. Die Sprachmittel für sequentielle Programme reichen für 
die Koordinierung nicbt aus. Daher wurden spezielle Konzepte geschaffen, 
z . B. Semaphore (Dijkstra, 1968b), Monitore (Brinch-Hansen, 1973; Hoare, 
1974) und path express ions (Campbell, Habe~nn, 1974) . 
Alle diese Konzepte sind unabhängig von bestimmten Maschinen, aber 
universell, problemunabhängig und auf eine effiziente Realisierung 
ausgerichtet. Diese Arbeit wählt den umgekehrten Ansatz. Es werden 
problemorientierte Konzepte angeboten, mit denen sich die in der 
Praxis vorkommenden Aufgabensteilungen leicht spezifizieren lassen. 
Anschließend kann ihre Abbildung auf möglichst effiziente Algorithmen 
angestrebt werden. Effektive Algorithmen sind durch die Abbildung auf 
Betriebssystemaufrufe in 5.8 gegeben. 
Dieses Vorgehen bietet sich bei Anwendungsprogrammen 
der Aufgabentypen in der Praxis äuSerst gering ist. 
immer wieder auf: 
an, weil die Zahl 
Drei Typen treten 
a) das Schema der exklusiven Verwendung von Betriebsmitteln, 
b) das Lese-/Schreib-Schema, 
c) das Hersteller-/Verbraucber-Scbema. 
(a) und (c) werden von Presser (1975, S.24) als "natural coordination 
needs" bezeichnet . Offenbar kOlllDt aber b ebenso "natürlicb" vor. Kom-
pliziertere Probleme, wie sie 2. B. von Agerwala (1977) zum Vergleich 
verschiedener Synchronisationsmittel herangezogen werden, spielen in der 
Praxis keine Rolle. 
Die hier gewählten Synchronisationsprimitive bilden also weder ein voll-
ständiges System im Sinne von Agerwala, Flynn (1975) noch ein minimales 
(vgl. Uhrig, 1978). 
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3.1.2.2 Variablen 
Proze8rechner-Programme arbeiten mit zeitlich veränderlichen Größen, 
also n a tür 1 ich e n Variablen, die nicht erst, wie in der 
Stapelverarbeitung, wo die Eingabedaten apriori festliegen, durch die 
Substitution rekursiver Prozeduren entstehen (Bauer, 1976). Daher muß 
die Spezifikationssprache ein Konzept für Variablen enthalten. 
Eine Variable ist ein abstrakter Speicher für ein Datum bestimmten, 
primitiven oder komplexen Typs. Ihr Wert ist undefiniert bis zum ersten 
schreibenden Zugriff, anschließend kann-er beliebig oft gelesen werden. 
Lese- und Schreibzugriffe sind, wenn sie nicht zeitlich zusammentreffen, 
völlig unabhängig voneinander. Mehrere Lesezugriffe können simultan 
erfolgen; Schreibz~griffe bedürfen dagegen des exklusiven Zugriffs , um 
ein definiertes Ergebnis zu haben. Meist ist es erwünscht, den Schrei-
bern mindestens so gute Chancen zum Zugriff zu geben wie den Lesern. 
Dieses Koordinierungsschema ist in der Literatur als "2nd reader/writer 
problem" bekannt (Courtois, Heymans, Parnas, 1971) . 
Wird eine Variable mit 
abhängt, so muß sie erst 
Kombination wird hier die 
einem Wert besetzt, der vom früheren Wert 
gelesen, dann geschrieben werden. Für diese 
Bezeichnung "Änderung" verwendet . 
Eine Variable kann als Kriterium einer Fallunterscheidung oder, wenn 
sie einen Wahrheitswert enthält, als Wiederholbedingung zyklischer 
Rechenvorschriften verwendet werden (siehe 3.1.1.2.2). In heiden Fällen 
handelt es sich um spezielle Fälle des lesenden Zugriffs. 
Zum Begriff der Variablen vgl. 
folgenden Beispiele zeigen, 
rechnerinterne Information. 
Beispiele: 
Dijkstra (1968a, Remark 5). Wie die 
eignen sich Variablen auch für nicht 
a) Eichtabelle eines Meßgerätes zur Datenerfassung. 
Die Tabelle werde unregelmäßig von einem Eichprozeß neu gesetzt, von 
anderen Prozessen verwendet . Dabei ist es nach der Initialisierung 
irrelevant, in welcher Sequenz die Zugriffe ausgeführt werden. 
b) Vom Rechner abgefragter Meßwert des technischen Prozesses. 
Die Schreiboperation ist hier Sache des technischen Prozesses. 
Bei Stellwerten ist es umgekehrt. 
c) Schaltersteilungen am Wartungsfeld und an der Proze8peripherie. 
Der Unterschied zu (b) besteht darin, daß hier der Bediener statt 
des technischen Prozesses steht. 
Ein Beispiel für die umgekehrte DatenfluBrichtung ist die Anzeige 
durch Signallampen . 
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3.1.2.3 Puffer 
3.1.2.3.1 
Die Entsprechung zum Schreiben und Lesen von Variablen ist bei mate-
riellen Objekten scheinbar die Lieferung und Abnahme von Gegenständen. 
Der grundsätzliche Unterschied besteht darin, daß mit der Lieferung 
eine Vermehrung, mit der Abnahme eiDe Verminderung der vorhandenen 
Gegenstände untrennbar verbunden ist, ebenso auch eiDe Verminderung bzw . 
eine Vermehrung der freien Plätze, falls der Lagerraum beschränkt ist. 
Hier wird als Hodell der Puffer eingeführt . Ein Puffer besteht aus 
Plätzen, auf denen Gegenstände einer ganz bestimmten Art (Typ) gelagert 
werden können. Eine Lieferung an den Puffer ist nur möglich, wenn er 
einen freien Platz enthält, eiDe Abnahme nur, wenn mindestens ein Platz 
besetzt ist. Wenn nötig, muS ein Zugriff auf den Puffer verzögert wer-
den, bis diese Voraussetzung besteht (Sperrverhalten). 
Dieses zunächst für materielle Objekte beschriebene Modell ist in vielen 
Fällen auch für Daten sinnvoll. Zwar werden diese normalerweise durch 
den lesenden Zugriff nicht zerstört, doch sind sie anschließend oft 
irrelevant, und der von ihnen belegte Speicherplatz wird freigegeben, 
wenn die Information verarbeitet ist. 
Da verlangt wird, daß der Puffer nur ganz bestimmte Gegenstände enthält, 
identifiziert er eine bestimmte Klasse von Objekten, so daS oft der 
Puffer mit dem Namen der Objektklasse bezeichnet wird. 
Beispiele für Puffer: 
a) "Briefkasten" eines Prozesses zur Aufnahme von Botschaften anderer 
Prozesse . 
b) Puffer zur Aufnahme von lnterrupts bei Unterbrechungssperre. 
c) Me8daten in einem Datenerfassungssystem. 
Die Daten werden von der Messung bis zur Dokumentation durch das 
Datenerfassungssystem geSChleust, dabei transformiert, vervielfäl-
tigt und gelöscht. Jedem Stadium der Daten entspricht ein Puffer, 
z.B . für Rohdaten oder gefilterte Daten. 
Der Zusammenhang zwischen Puffern und Rechenvorschriften ist der Bezie-
hung zwischen Stellen und Transitionen in Pe tri-Netzen ähnlich. 
3.1.2.3.2 
Neben Lieferung und Abnahme können noch drei weitere Operationen auf 
Puffer nötig sein: Ein Puffer muß zu Beginn , eventuell auch später 
erneut initialisiert werden, und der Bestand des Puffers ("Pufferpegel") 
muß festgestellt werden. In Zusammenhang mit diesen heiden Operationen 
und in andern Fällen ist es erforderlich, den Puffer gegen alle Zugriffe 
anderer Prozesse zu sperren. Die genannten Operationen erhalten die 
Bezeichnungen "initialize", "test" und "inhibit". 
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3.1.2.3.3 
Ein Puffer für Informationsobjekte hat entweder eine feste Zahl von 
Plätzen und damit einen definierten Speicherbedarf, oder er belegt den 
Speicher dynamisch und kann Objekte aufnehmen, solange Platz frei ist. 
Ein Puffer mit n Plätzen, der zwei zyklische Prozesse koppelt, erlaubt 
dem liefernden einen Vorsprung von bis zu n durchlaufenen Zyklen gegen-
über dem abnehmenden. Um auch die strenge Synchronisation der beiden 
Prozesse erzwingen zu können, werden Puffer mit null Plätzen ("Null-
Puffer") zugelassen. Lieferung und Abnahme erfolgen bei einem solchen 
Puffer direkt ohne Zwischenspeicherung. 
Die Kommunikation über einen Null-Puffer ist dem "Rendezvous" in ADA 
(ADA, 1979, 9.5 und 9.7) ähnlich. 
3.1.2.3.4 
Üblich ist bei Puffern das in 3.1.2.3.1 beschriebene Sperrverhalten. 
In Sonderfällen gibt es aber auch ein anderes Verhalten, das man in 
Anlehnung an die Vermittlungs technik als Verlustverhalten bezeichnen 
kann: Ein momentan nicht erfüllbarer Zugriffswunsch bleibt nicht 
bestehen, sondern geht verloren. Dieses Verhalten zeigen z.B. Fern-
sprecheinrichtungen, wenn eine Verbindung wegen Belegung nicht herge-
stellt werden kann. Weitere Beispiele sind 
Interrupts bei äußerer Haskierung (Baumann, 1972), 
Proze8meldungen in einem überlaufenden Puffer. 
Bei diesen Beispielen handelt es sich stets um eine Lieferung an den 
Puffer, bei der der Verlust auftritt. Formal läßt sich zwar auch die 
Abnahme aus einem leeren Puffer definieren, jedoch ist dies weniger an-
schaulich. In solchen Fällen ist immer eine spezielle Reaktion erforder-
lich, so daß die Test-Operation (3.1.2.3.2) das geeignete Mittel dar-
stellt. 
Bei der Verwendung dieses Hodells ist allerdings zu beachten, daß durch 
das Verlustverhalten eine wesentliche Eigenschaft des Puffers (wie des 
Semaphors) verloren geht, die Kommutativität der auf ihn ausgeführten 
Zugriffe (vgl. die Bemerkung zu "wait" und "cause ll in Dijkstra, 1971, 
S.125). 
3.1.2.3.5 
Hat der Puffer mehrere Plätze, so kann es von Bedeutung sein, in wel-
cher Reihenfolge die Objekte entnommen werden. Heist wird erwartet, daß 
sich der Puffer als Warteschlange verhält (FIFO). Oft kommt es auch vor, 
daß die Objekte im Puffer nach ihrer Wichtigkeit geordnet werden. 
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3.1 . 2. 3 .6 
Ein Puffer ist also durch folgende Angaben charakterisiert : 
Typ der Objekte, die er verwaltet (siebe 3.1 . 2.6), 
Zahl der Plätze und/oder Speicherbedarf pro Platz, 
Sperr- oder Verlustverhalten bei Lieferung an den Puffer, 
Reihenfolge der Ausgabe (nur bei mehreren Plätzen). 
3. 1.2 . 3. 7 
Beispiele für Puffer, wie sie in ESPRESO modelliert werden : 
Heldungspuffer 
Einheit (Typ): 
Kapazität: 
Organisation: 
Heldungsstring. 
20 . 
Verlustverhalten. 
FIFO. 
Ausgabeblattschreiber 
Einheit (Typ): 
Kapazität: 
Zeile . 
I. 
Sperrverbalten. 
Der Hechanismus, der die Zeilenfortschaltung des Blattschreibers 
bewirkt, stellt bier den Verbraucher dar. Dieser Puffer liegt also 
an der Peripherie des zu spezifizierenden Systems (siehe 3. 1.6). 
3.1 .2.4 Trigger. Starten und Beenden der Aktivitäten 
Den Puffern ist nach 3.1.2 . 3.1 der Typ der von ihnen verwalteten Gegen-
stände zugeordnet. Für Fälle, in denen die Gegenstände wie die Harken 
in Petri-Netzen keinerlei Information transportieren als ihr bloßes 
Vorhandensein, werden die Trigger eingeführt. Trigger sind also spe-
zielle Puffer, sie können auch als Auftragspuffer bezeichnet werden. 
Für Trigger gibt es außer den Operationen für Puffer zwei zusätzliche : 
Die Ausführung einer Rechenvorschrift kann durch einen Trigger gestartet 
oder beendet werden . In beiden Fällen ist damit der Verbrauch einer 
Harke aus dem Trigger verbunden . 
Starten und Beenden werden in ESPRESO nur in einer speziellen Form zuge-
lassen : Die zu startende oder zu beendende Rechenvorschrift kann nicht 
zu jedem beliebigen Zeitpunkt, sondern nur an einem bestimmten Punkt 
ihrer Ausführung, nämlich am Anfang, beeinflußt werden, was vor allem 
bei zyklis ch ablaufenden Rechenvorschriften (3 . 1. 1. 2 .2) sinnvoll i s t. 
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Diese Einschränkung hat Vorteile für die Klarheit der Spezifikation: 
Die Bindung der Ereignisse an Trigger erzwingt eine Festlegung, was zu 
geschehen bat, wenn die Reaktion nicht sofort erfolgen kann. Bei Ereig-
nissen, denen der Speicher als IIGedächtnis" fehlt, bleiben solche Punkte 
oft unklar. Durch die Beeinflussung der Prozeduren und Blöcke nur am 
Beginn ist sichergestellt, daß die Hierarchie der Ablaufstruktur nicht 
zerstört wird. Bei der Implementierung bat dieses Konzept zudem den Vor-
teil, daß ein einfaches Prozeßzustandsdiagramm ausreicht (siehe 5.8.7) . 
Trigger dienen auch zur Beschreibung von Uhr-Funktionen. Dazu kann ihnen 
ein Zyklus und/oder eine Wartezeit zugeordnet werden. Sie erzeugen dann 
mit dem angegeben Zyklus und/oder nach der angegebenen Wartezeit selbst 
"Pulse". In den meisten Fällen wird es sinnvoll sein, diesen Triggern 
die Kapazität null und Verlust-Verhalten zuzuordnen . 
Im Sinne des TRIGGER und INDUCE aus PEARL (PDV, 1977b, 2.4.1.2) kann 
auch die Lieferung an solche Trigger sinnvoll sein . 
Beispiele für Trigger: 
lnterrupts mit innerer und äußerer Maskierung. 
Bei äußerer Maskierung wird der Trigger maskiert, bei innerer 
Maskierung wird die vom Trigger gestartete Aktivität blockiert. 
Wartezeit in einer Aktivität . 
Der Trigger wird mit der entsprechenden Verzögerung definiert. 
3.1.2.5 Betriebsmittel 
Betriebsmittel sind Objekte, die von Aktivitäten belegt werden können, 
mit dem Ende der Aktivität jedoch ohne relevante Veränderung wieder 
freigegeben werden. In ESPRESO werden sie in zweierlei Bedeutung 
verwendet: 
Reale Betriebsmittel sind alle in begrenzter Anzahl vorhandenen System-
komponenten, die von den Aktivitäten benötigt werden . Ausgenommen sind 
die bereits als Prozeduren, Variablen, Puffer oder Trigger beschriebenen 
Objekte . Beispiele für Betriebsmittel sind Speicherplätze und Bandge-
räte . Hat ein Betriebsmittel die Kapazität n, so stehen n Exemplare zur 
Verfügung. Eine Aktivität kann 1 bis n davon belegen. 
Virtuelle Betriebsmittel sind nicht physisch vorhanden. Sie werden 
gebraucht als abstrakte IIBehälter" für mehrere Hedien, die nicht unab-
hängig voneinander verändert werden dürfen. (6.1.6.2 enthält mit dem 
Betriebsmittel IIBuchführung-211 ein Beispiel.) 
Die Belegung der Betriebsmittel erfolgt im gegenseitigen Ausschluß 
(mutual exclusion) . Sie ist an die Lebensdauer der belegenden Aktivität 
geknüpft (vgl. 3.1.3) . 
30 
3.1.2.6 Typen 
Zur Beschreibung der Variablen, Puffer und Parameter werden 
- wie in den meisten Programmiersprachen -~ verwendet. 
sind einige elementare Typen apriori definiert: 
natürliche Zahlen (einschließlich Null), 
ganze Zahlen, 
reelle Zahlen, 
Zeichenreihen. 
Wahrheitswerte. 
in ESPRESO 
Wie üblich 
Aufzäblungstypen können wie in PASCAL definiert werden. Komplexe Typen 
werden gebildet als 
Listen (Felder), 
Verbunde (Strukturen), 
Verweise (Zeiger). 
3.1.3 Aktionen 
In 3.1.2 wurden bereits die möglicben Operationen der aktiven Komponen-
ten auf die Hedien der einzelnen Arten beschrieben. Diese Verknüpfungen 
werden als Aktionen bezeichnet. Zwei Klassen siod zu unterscheiden: 
Die paarigen Aktionen bestehen aus zwei zusammengehörigen Teilaktionen 
(wie belegen und freigeben); die anderen heiBen einfache Aktionen oder 
Transfers (wie z.B. lesen). Auch die Steueraktionen werden zu den Aktio-
nen gezählt, also starten und beenden (3.1.2.4) sowie die Steuerung der 
zyklischen Ausführung durch eine Variable (3.1.2.2). 
Für die drei Klassen ist die Reihenfolge der Ausführung festgelegt: 
1. Steueraktionen (warten bis zum Start, prüfen auf Ende-Bedingungen), 
2. erster Teil der paarigen Aktionen (belegen und sperren), 
3. Transfers (lesen, schreiben, ändern, initialisieren, liefern, holen), 
4. Ausführung untergeordneter Rechenvorschriften, 
5. zweiter Teil der paarigen Aktionen (Sperre in den Zustand versetzen, 
der angetroffen worden war, und freigeben). 
Die verschiedenen Steueraktionen sind auch untereinander geordnet: Sind 
alle drei möglichen Arten der Steuerung genutzt, so wird zunächst der 
Start durch einen Trigger ausgeführt, dann wird geprüft, ob ein als 
Abbruchkriterium dienender Trigger nicht leer ist, schlieBlich wird der 
Wert der boolschen Variablen geprüft, die der Aktivität als Wiederhol-
bedingung zugeordnet ist. 
Mehrere paarige Aktionen werden ggf. geschachtelt. Zuerst werden die 
Belegungen ausgeführt, dann die Sperrungen. 
Die Transfers dienen vorwiegend der Weitergabe von Information, die ent-
sprechend dem Konzept von ESPRESO nicht formal beschrieben werden kann. 
Doch ist eine informale Beschreibung möglich. Dazu dienen die sogenann-
ten Zusicherungen (siehe 3.2.3 . 2). Die Reihenfolge der Transfers ist 
undefiniert. 
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Es sei ausdrücklich darauf hingewiesen, daß eine Recbenvorschrift nur 
durch eigene Aktionen (also nicht solche über- oder untergeordneter Re-
chenvorschriften) oder durch Parameter der Prozedur, zu der sie gehört, 
Information von außen erhalten oder nach außen weitergeben kann. 
Die Tabelle 3.1 gibt einen Überblick der Aktionen. Die speziellen Bedeu-
tungen sind in den betreffenden Abschnitten zu den Medien beschrieb~n. 
Tabelle 3.1 
Aktionen 
Klasse 
Steuer-
aktionen 
paarige 
Aktionen 
Transfers 
Aktion 
gestartet werden 
beendet werden 
wiederholen falls 
belegen 
sperren 
lesen 
scbreiben 
ändern 
initialisieren 
liefern 
holen 
testen 
3.1.4 Konstanten und Fristen 
wird angewandt 
auf Hedien 
der Arten --) 
Bezeichnung i:! 
Granunatik (7. ) 
started by 
terminated by 
while 
occupies 
inhibits 
reads 
writes 
u dates 
initializes 
produces 
conswnes 
tests 
~ 
v 
... 
... 
. ~ 
e 
v ~ 
~ 
" "' 
"' " 
v v 
~ v 00 .~ 
.~ ~ 00 
" 
-
. ~ ... 
~ 
.i! " v :> ... 
'" 
I 
I x 
x 
I x I x 
x I I 
x I I 
x I I 
x I x x 
I x I x 
I x I x 
I x I x 
Für Größen, die dem zu spezifizierenden 
gibt es in ESPRESO Konstanten, denen Name 
angaben für Konstanten (z.B. Zahlen) sind 
System fest vorgegeben sind, 
und Typ zugeordnet sind. Wert-
dagegen nicht vorgesehen. 
Eine Frist ist ein Zeitintervall, das näher bestimmt sein kann durch 
eine Variable oder Konstante und durch eine andere Frist. Einige 
Einheiten sind vordefiniert (sec, msec, min, h). 
Bestimmen Fristen, die von Variablen abhängig sind, Verzögerung und 
Zyklus von Triggern, so ist der Wert zum Zeitpunkt der Initialisierung 
maßgeblich. Auf diesen Zeitpunkt werden anschließend auch die Ubr-
Funktionen bezogen. 
32 
3. 1.5 Zugriffs rechte und Gültigkeitsbereicbe : Moduln 
In fast allen Programmiersprachen besteht die Möglichkeit, die Gültig-
keit eines Namens und damit i . 8. die Verwendbarkeit des dem Namen zuge-
ordneten Objekts (z.B. eine Variable oder Prozedur) auf einen Teil des 
Programms zu beschränken . Oft geschieht dies sogar automatisch, z.B. 
beim Schleifenzäbler in ALGOL 68. Diese Beschränkung bat den Vorteil, 
daß die Gefahren unerwünschter Nebeneffekte durch Namenskollisionen 
vermindert werden. Auch wirken sie disziplinierend auf den Programmierer 
und erhöhen die Lokalität des Programms, eine Voraussetzung der Über-
sichtlichkeit . 
Sind die Gültigkeitsbereiche disjunkt , &0 müssen Möglichkeiten zu einer 
Verbindung zwischen verschiedenen Gültigkeitsbereichen bestehen, z.B. 
durch globale Objekte (wie die Subroutines in Fortran) und Mechanismen 
für den Datenaustausch (Parameter-Übergabe) . 
Auch eine Spezifikationsspracbe soll~e die Abgrenzung von GUltigkeits-
bereichen fördern und Kittel für die sichere Kommunikation über die 
Grenzen dieser Bereiche hinweg bereitstellen. 
Für ESPRESO kommen als Gültigkeitsbereiche zunächst die Prozeduren und 
Blöcke in Betracht. Das Prinzip der abstrakten Datenstrukturen (siehe 
3.4.2 . 1) erfordert aber eine Ausweitung der Gültigkeitsbereiche über 
mehrere Prozeduren , um alle Operationen auf einem abstrakten Datentyp 
realisieren zu können. Daher wird der Modul eingeführt. Er entspricht 
dem "aggregate" (Bayer, 1974) und dem KodülIn MODULA (Wirth , 1977) . 
Ein Modul ist eiDe Menge von 
(a) Medien, Typen, Konstanten und Fristen, 
(b) Prozeduren , 
(c) Blöcken, 
(d) eingeschachtelten Moduln . 
Die Moduln bilden also Baumstrukturen . Wie bei den Aktivitäten wird ohne 
Einschränkung der Allgemeinheit verlangt, daS nur ein Baum besteht , 
daS also ein ausgezeichneter Modul allen anderen uöergeordnet ist. Die 
Kodulnamen (d) s ind uneingeschränkt gültig. Die Namen der unter (a) 
bis (c) genannten Objekte sind, wenn die Definition in Modul M steht und 
nicht in einem M untergeordneten Modul, wie folgt gültig : 
(a) in M und dessen MOdul-Subsystem ; 
(b) in MI bis Ho und deren Modul-Subsystemen bei entsprechender Angabe 
zum Objekt (d . b . zur Prozedur) ; fehlt eine solche Angabe, wie (a); 
(c) in H und in allen Moduln, zu deren Subsystem H gebört . 
Beispiel: 
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M /1______. 
Ml M2 M3 
/\ /I'\,. 
MI1 M12 
I 
Hl2l 
H31 H32 M33 
Bild 3.5 Modulbaum 
In MI seien eine Variable V, eine Prozedur PI, eine Prozedur P2 mit der 
Angabe "verwendbar in H3" und ein Block B definiert. V und Pl können 
dann in MI, M1l, M12 und M121, P2 in H3, M31, M32 und M33 und B in MI 
und M verwendet werden. 
Da die Moduln einen Baum bilden, sind überlappende Zugriffsrechte 
zunächst nicht beschreibbar: 
I I ***** I I ***** I I 
I Proz. A I----*Dat-l*----I Proz. B 1----*Dat-2*----1 Proz . C I 
I I ***** I I ***** I I 
Gültigkeitsbereich 
Gültigkeitsbereicb für Dat-l für Dat-2 
Bild 3. 6 Überlappende Gültigkeitsbereiche 
Für solche Situationen wird die Möglichkeit vorgesehen, die Zugriffs-
rechte für ein Medium auf einzelne, untergeordnete Moduln einzuschrän-
ken, und zwar differenziert nach den Zugriffsarten (z.B . Schreiben und 
Lesen bei Variablen) . Um die Sprache nicht zu überlasten, werden dabei 
logisch zusammengehörige Operationen (z . B. Schreiben und Initialisieren) 
zusaDlDengefaSt. 
3.1 .6 Weitere Angaben zur Spezifikation 
Für die Implementierung eines Systems ist es notwendig zu wissen, welche 
spezifizierten Komponenten bereits vorhanden und nur als Teil der kom-
plementären Spezifikation beschrieben sind. Ebenso ist eine Markierung 
solcher Objekte nützlich , die Beziehungen über die Grenzen des Systems 
nach" auBen haben, denn ihnen fehlt oft eine vollständige Beschreibung 
ihrer speziellen Umgebung (z . B. Variablen, die scheinbar nie gelesen 
werden) . Daher besteht in ESPRESO die Möglichkeit, Medien und Prozeduren 
entsprechend zu kennzeichnen . 
Um den Speicber- und Laufzeitbedarf des Gesamtsystems abschätzen zu 
können, braucht man den Bedarf der einzelnen Komponenten. In ESPRESO 
sind daher entsprechende Angaben vorgesehen (vgl. 3 . 3.2 .2.9). 
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3.2 Die Spezifikationsspracbe 
Zu dem in 3.1 abgeleiteten Begriffssystem muß eine Sprache, d.h. eine 
konkrete Grammatik, entwickelt werden. Durch die Beschränkung auf ein 
spezielles Begriffssystem wirkt sie disziplinierend, indem sie den An-
wender zur Verwendung bestimmter Konzepte zwingt. Die Grundzüge dieser 
Sprache, ESPRESQ-S genannt, sollen nachfolgend beschrieben werden. 
Der Komplexität der Grammatik sind durch die Randbedingungeo, die für 
das Werkzeug gelten (3.3), Grenzen gezogen. Innerhalb dieser Grenzen 
soll versucht werden, der Sprache möglichst viel von den Qualitäten zu 
geben, die Gries (1976) unter dem Begriff "Style" zusammengefaSt hat: 
Sie soll einfach sein und sauber definiert, eine gefällige Syntax haben 
und knapp, aber nicht unverständlich sein. 
Nachfolgend wird jede Spezifikation eines Programms in ESPRESQ-S als 
ESPRESO·Spezifikation bezeichnet. Dabei wird abweichend von 2.2.1.1 nur 
die syntaktische, nicht die logische Vollständigkeit verlangt. 
Die Beispiele dieses Abschnittes müssen der in 4.1 folgenden Auflistung 
der Sprachelemente vorgreifen. Die formale Definition steht im Anhang. 
3.2.1 Vorüberlegungen 
3.2.1.1 Syntax und Semantik von ESPRESO-S 
Bei Programmiersprachen wird unterschieden zwischen den Regeln für die 
Form der Programme und den den Programmen zugeordneten Bedeutungen, zwi-
schen Syntax und Semantik. Hesse (1976) diskutiert die beiden Begriffe 
und zeigt, daß die Grenzziehung willkürlich ist. 
ESPRESQ-S ist keine Programmiersprache; weder enthält die ESPRESQ-S-
Formulierung das Programm als Untermenge, da sie nicht hinreichend 
formalisiert und detailliert ist, noch ist sie umgekehrt im Programm 
enthalten, da sie z.B. Information über die Anforderungen enthält, die 
nicht ins Programm gelangt. Daher ist hier die Grenze noch weniger klar 
als bei Programmiersprachen. 
Für ESPRESQ-S wird folgende Definition gewählt: Die Syntax ist die 
Menge aller Regeln, deren Einhaltuog bei der Eingabe überwacht werden 
soll. Syntaktische Fehler rufen Fehlermeldungen hervor und führen zur 
Ablehnung des Abschnitts, in dem sie festgestellt werden. 
Die Syntax enthält nicht nur Regeln, wie sie z.B. in der ALGOL 60-Syntax 
(Naur, 1963) enthalten sind, d.h. Regeln einer kontextfreien Sprache, 
sondern daruöer hinaus auch Kontext-Bedingungen, z.B. die Eindeutigkeit 
der Namen, die . bei der Syntaxanalyse unmittelbar geprüft werden kann und 
soll. 
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Die Semantik ordnet eiDer syntaktisch korrekten ESPRESO-Spezifikation 
eine Bedeutung zu. Dies geschieht in zwei Phasen: Durch die Grammatik 
(im Anhang) wird eine Abbildung von ESPRESO-S in eine interne Form ange-
geben , die befreit ist von allen irrelevanten Bestandteilen . Kapitel 5 
ordnet dieser dann die Formulierung in eiDer Programmiersprache zu. Dies 
setzt allerdings voraus, daS keine semantischen Fehler und Widersprüche 
in der Spezifikation enthalten sind, was durch Prüfmittel festgestellt 
werden kann (5.4) . 
Über die Semantik hinaus enthält eine ESPRESO-Formulierung nicht forma-
lisierte Information in Form von Namen, Stichwörtern und Texten. Auch 
wenn diese Information nicht mechanisch ausgewertet werden kann, hat sie 
doch für die Entwickelbarkeit und Lesbarkeit erhebliche Bedeutung . 
3.2 . 1.2 Der Zeichenvorrat 
Graphische Sprachen, z . B. SADT, sind bei den Anwendern sehr beliebt, 
werden aber in der Regel nur von Hand verwendet, denn zum Eingeben und 
Editieren ist ein spezielles, aufgrund der Geräte-Abhängigkeit nicht 
portables Graphik-System erforderlich. 
Da Portabilität für ESPRESO angestrebt wird, ist der Zeichenvorrat wie 
bei Programmiersprachen auf die standardisierten Zeichen (einschließlich 
Zeilen- und Seitenvorschub) beschränkt. Die verbleibenden Möglichkeiten, 
eine optische Gliederung zu erzielen, sollen bei Ausgaben des Systems 
ausgenutzt werden; ESPRESO-S ist jedoch - mit kleinen Ausnahmen für die 
Texte (3 .2 . 3.1) - formatfrei. 
Eine Unterscheidung zwischen Groß- und Kleinbuchstaben, wie 
Beispielen dieser Arbeit stets gemacht wird, soll möglich, 
notwendig sein. 
sie in den 
aber nicht 
3.2.1.3 Strukturelle und relationelle Beschreibung 
Das geplante System muß durch seine Teile und deren Beziehungen, also 
durch seine Struktur, beschrieben werden. Einfache Strukturen, insbeson-
dere Bäume, können in linearen Sprachen entweder durch syntaktische 
Strukturen (strukturell) oder durch explizite Angabe der Beziehungen 
(relationell) dargestellt werden. 
Beispiel: Besetzen einer Matr1x (hier in der Form von ALGOL 68). 
Nach der Deklaration (1:3, 1:2) integer feld; 
haben folgende Alternativen dieselbe Wirkung: 
feld := ( (27, 15), 
(12, -7), 
(0, I»; 
feld(J,l) 
feld(2,1) 
feld(3,1) 
.-
.-
:; 
:; 
27, feld(J ,2) 
12, feld(2,2) 
0, feld(3,2) 
strukturelle Form relationelle Form 
.- 15, .-
:; 
-7, 
:; I' ,
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Wie das Beispiel zeigt, ist die strukturelle Form 
stärkere graphische Komponente, die relationelle 
flexibel und hat eine einfachere Grammatik. 
knapp und 
Form ist 
bat eine 
dagegen 
Hohe Programmiersprachen wie ALGOL 68 bevorzugen die strukturelle Dar-
stellung: Viele Aus~ageD können nur strukturell gemacht werden, z . B. 
kann der Gültigkeitsbereicb eines Namens nur durch die Anordnung in der 
Aufschreibung festgelegt werden, nicht durch explizite Angabe. 
In ESPRESO-S gibt es ein wichtiges Argument für die relationelle Form: 
Die schrittweise Erstellung der Spezifikation erfordert eine flexible 
Lösung, bei der es erlaubt ist, alle Aussagen in möglichst beliebiger 
Reihenfolge zuzulassen. 
Daher wird für ESPRESO-S 
Form bevorzugt, aber die 
Flexibilität bietet (siehe 
eine Grammatik gewählt, 
für die kumulierende 
3.2.5). 
die die strukturelle 
Erstellung notwendige 
Das folgende Beispiel zeigt die Alternativen: 
strukturelle Form 
block abc: 
parallel 
block xl : 
reads dl; 
prodüces bl 
end xl 
paraITel 
block x2: 
COiiSümes bl; 
writes d2 
end x2 
end abc. 
relationelle Form 
block abc: 
parallel 
block xl 
paräII'el 
block x2 
end abc; 
block xl: 
reads dl i 
prödüces bl 
end xl; 
block x2: 
Cii'ii'Sumes b2; 
writes d2 
end x2. 
Es sind also beide Formen zugelassen. Jedoch ist es nicht möglich, wie 
z.B. in PSL eine Beziehung beliebig von der einen oder anderen Seite aus 
zu beschreiben, im Beispiel also etwa die Beziehung zwischen abc und xl 
in der Definition von xl statt in der von abc. 
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3.2.2 Objekte und Verknüpfungen 
3.2.2.1 Das Graphen-Schema 
Der Sprache ESPRESO-S liegt die Vorstellung zugrunde, daß sicb der Ge-
genstand der Beschreibung darstellen läßt als ungerichteter bipartiter 
Graph mit den folgenden Eigenschaften: 
Die Menge der Knoten zerfällt in zwei Klassen, die der Objekte und 
die der Verknüpfungen. Die erste Klasse zerfällt weiter in die 
Mengen der Objekte einzelner Arten, die zweite in die einzelnen 
Relationen. 
Jede Kante verbindet eine Verknüpfung mit einem Objekt. Von den Ver-
knüpfungen einer bestimmten Relation gehen stets gleichviele Kanten 
aus, bei einer n-stelligen Relation n Kanten, n > O. I-stellige 
Relationen werden als Attribute bezeichnet. 
Nachfolgend wird unter "Verknüpfung" nicht nur der Knoten, sondern 
auch die Menge der von ihm ausgehenden Kanten verstanden. 
Die Kanten sind markiert. Verknüpfung und Markierung bestimmen eine 
Kante eindeutig. Die Markierung kann als Se lektor für eine bestimmte 
Komponente der Verknüpfung aufgefaBt werden. Alle Verknüpfungen einer 
Relation haben Kanten mit gleichen Markierungen. 
Bei bestimmten Relationen kann auch eine Zahl an die Stelle einer 
Komponente treten oder eine Komponente undefiniert bleiben. Zahlen 
und eine Pseudo-Konstante "undef" können also als spezielle Objekte 
aufgefaBt werden. 
Die abstrakte Syntax von ESPRESO-S restringiert die Wahl der Objekte für 
die Verknüpfungen, vor allem durch Vorschriften über die Arten, die die 
Komponenten einer Relation haben müssen. 
Beispiel: 
A 
1 kl 
1--------1 
1 
B 
1 
1 k2 
1 
k3 1 
1--------1 
1 
Bild 3.7 Bipartiter Graph 
c 
A, B, C sind Objekte, der Knoten dazwischen ist eine Verknüpfung. 
A, Bund C seien von den Arten Block, Puffer und Zusicherung. 
Die Verknüpfung gehöre zur Relation 'liefert'. 
Die Kanten mit den Markierungen kl, k2, k3 haben als Se lektoren die 
Bedeutungen 'Lieferant', 'belieferter Puffer' und 'Zus icherung über 
die Lieferung'. 
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3. 2.2 .2 Darstellung der Objekte und Verknüpfungen 
Jedem Objekt ist ein Name umkehrbar eindeutig zugeordnet. 
bereits gesagt, daß j edes Objekt eine bestimmte Art hat. 
kann ein Objekt beliebig viele Texte (3.2.3.1) enthalten. 
Oben wurde 
Schließlich 
Namen und Texte sind allein keine Objekte 
Verknüpfungen mit den Objekten verbunden, 
ihnen. Die Art wird formal als Attribut des 
und daher auch nicht durch 
sondern T eil e von 
Objekts aufgefaBt. 
Zur Vereinfachung der Sprache und ihrer Definition wurde hier darauf 
verzichtet, alternative Namen für ein Objekt (" Synonyma") vorzuseben; 
bei einem vollen Ausbau der Sprache sollte dies ~achgeholt werden . 
In gewissen Fällen kann der Anwender anonyme Objekte, also Objekte ohne 
Namen, verwenden. Diesen sind durch ihren Kontext eindeutig bestimmte 
Namen zugeordnet (siehe 3.2.3.2). 
Verknüpfungen haben keine Namen oder Texte . Sie sind eindeutig bestimmt 
durch die Relation und die Komponenten an bestimmten Selektoren, die so~ 
genannten signifikanten Komponenten . 
Die Syntax ist pr1mar auf die Obj e kte gerichtetj sie werden beschrieben 
durch Sektionen, in denen auch ihre Verknüpfungen angegeben sind. Gewis-
se Sektionen, insbesondere die von Moduln und Prozeduren, s ind rekursiv 
aufgebaut . 
Das folgende Bei spiel zeigt eine Sektion für 
Weitere solche Sektionen sind darin enthalten . 
der Sektionen genauer dargestellt . 
ein Objekt der 
In 4 . 1.1 .... ird 
Beispiel: block MeS .... erterfassung : 
text Z .... eck ~ Einlesen aller MeS .... erte Cj 
reads Uhrzeit; 
PäiäIlel 
block Erfassung- des-Wertes-1 
pa raTI.eT 
block Erfassung- des-Wertes-2 
pararreI 
block Erfassung- des-Wertes-3 
end MeS .... erterfassung . 
Art Block . 
die Syntax 
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3.2.3 Sprachmittel zur informalen Beschreibung 
3.2.3.1 Texte und Querverweise 
Informale Texte spiele~ bei der Beschreibung von Programmen eine wesent-
licbe Rolle, besonders in einem frühen Stadium der Entwicklung. Daher 
sind sie auch in ESPRESO-S vorgeseben. 
Da es im 
Anwender 
Text ein 
allgemeinen zu einem Objekt mehrere Texte geben wird, 
eipzeln eingeben, ausgeben und verändern möchte, wird 
frei gewählter Schlüssel (Text-Se lektor) vorangestellt. 
die der 
jedem 
Der informale Charakter der Texte schließt ihre Auswertung durch ein 
automatisches System aus. Eine Ausnahme bilden die in den Texten vorkom-
DIenden Namen formal definierter Objekte. Sie können als Querverweise 
registriert werden. In ESPRESO-S wird dies dem System dadurch erleich-
tert, daß solche Namen im Text durch ein vorangestelltes Sonderzeichen 
("!") markiert .... erden müssen. 
3.2.3.2 Text-Objekte 
Da Texte selbst keine Objekte sind, ist es nicht möglich, sie durch 
Querverweise zu verbinden oder mehreren Objekten denselben Text zuzu-
ordnen. Daher sind in ESPRESO-S Objekte spezieller Art vorgesehen, die 
einzig dazu dienen, Texte aufzunehmen. Im Sinne von 3.2.1.1 haben diese 
sog. Text-Objekte keine Semantik. Nachfolgend sind ihre wichtigsten 
Anwendungen beschrieben. 
Die in 3.1 eingeführten Begriffe sind zur Beschreibung des geplanten 
Systems und seiner Schnittstellen zum technischen ProzeB und zum Bedie-
ner geeignet, soweit diese funktionell beschrieben werden können . Für 
globale Aussagen, z.B. über geforderte Qualitäten oder die gewählten 
Strukturierungsschemata, bieten diese Begriffe keine Basis. Daher werden 
für solche allgemeinen Angaben Text-Objekte verwendet. 
Wie in 2.2.3.1 festgestellt wurde, gehört zu 
die Beschreibung der virtuellen Maschine, auf 
laufen soll. 
den Einsatzanforderungen 
der das geplante System 
Sind Hardware und Basissoft .... are vorgegeben, so gibt es für sie auch 
Spezifikationen in Form von Handbüchern usw. Ein Anwender von ESPRESO 
wird diese Handbücher nicht in eine spezielle Spezifikations sprache 
übertragen, sondern .... ird sich vielmehr mit Verweisen auf die entspre-
chenden Schriften begnügen. 
Wenn Hard .... are und Basissoftware nicht vorgegeben sind, sondern erst im 
Zuge des Entwicklungsprozesses ausgewählt oder ent .... ickelt werden, ist 
die virtuelle Maschine selbst Gegenstand der Spezifikation und nicht von 
der Anwendungssoftware zu trennen. 
Daher stellt ESPRESO-S für die Spezifikation der virtuellen Maschine 
keine speziellen formalen Mittel zur Verfügung. 
Zur Beschreibung der speziellen Hardware-Konfiguration und ihres An-
schlusses an Namen, die im Programm verwendet werden können, ist der 
in PEARL vorgesebene Systemteil gut geeignet. 
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formalläSt sich in ESPRESO-S nicht ausdrUcken. welchen Inhalt die 
Lieferung an einen Puffer hat, welcher Wert in einer Variablen erwartet 
wird usw. Als informaler Ersatz dienen Text-Objekte, die den Transfers 
und den Parameter-Deklarationen als Zusicherungen zugeordnet werden 
können. In dem praktisch wichtigsten Fall, daß genau ein Text benötigt 
wird, braucht nur dieser Text angegeben zu werdenj bei der Verarbeitung 
wird diesem automatisch ein eindeutiger Name zugeordnet, so daß er als 
Text-Objekt behandelt werden kann (Beispiel siehe 3.2.5). 
Text-Objekte können auch als Stichwörter verwendet werden. Sie werden 
dazu durch eine spezielle Relation mit den Objekten verbunden. Bei der 
Selektion von Objekten zur Erzeugung von Reports usw. können sie als 
Kriterium herangezogen werden (siehe 3.3.2.1.2). 
3. 2.4 Der Aufbau einer ESPRESO~Spezifikation 
Nachfolgend wird zunächst beschrieben, wie eine ESPRESO-Spezifikation 
im einfachsten Falle dargestellt wird. Anschließend werden die für die 
kumulierende Erstellung notwendigen Freiheiten der Sprache zugefügt 
(3.2.5). 
Eine vollständige ESPRESO-Spezifikation besteht aus beliebig vielen 
Text-Objekten (3.2.3.2) und dem Hodulbaum, der alle in ESPRESO-S 
formalisierbaren Anforderungen enthält. Der schematische Aufbau ist 
im Bild 3.8 dargestellt. 
Text-Objekt 1 
Text-Objekt n 
Modul 
o 
Modul 
I 
Modul 
p 
I 
I 
I 
I 
I 
()ext(e) 
Die Zahl der Text-Objekte ist beliebig 
-Modul I .. . ...........•.. 
I, I 
Modul 
l,ql 
-Modul 
p, I 
I ................ . 
I 
Moduln enthalten außer weiteren Moduln 
die Definitionen lokaler Objekte, z.B. 
Medien, Typen und Prozeduren. 
I ................ . 
I 
I Modul I ............... . 
I - p,qp 
Bild 3.8 Aufbau einer ESPRESO-Spezifikation 
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Die in den Moduln definierten Variablen und Prozeduren werden ebenfalls 
hierarchisch beschrieben. Variablen können als Verbunde aus anderen 
Variablen aufgebaut sein, Prozeduren enthalten eingeschachtelte Blöcke 
(siehe Bild 3.9). 
Prozedur 
Block 
I 
Block 
m 
-Block 1 ..•...•.•••. • •• • • 
I, I 
Block 1- ............. . .. . 
l,nl I 
Die Prozeduren llnd Blöcke enthalten 
die Definitionen eingeschachtelter 
Blöcke und/oder andere Angaben. 
Block 1 .......•.••..•••• 
m,l I 
Block 1 • •• •••• • ••• • •• • • 
rn ,nm 
Bild 3.9 Aufbau einer Prozedur-Spezifikation 
3.2.5 Lockerungen der Form 
Für den praktischen Gebrauch wäre die oben beschriebene Form zu streng. 
Daher wird sie durch die folgenden Regeln gelockert: 
a) Ein Objekt kann auch in mehreren Schritten, d.h. durch mehrere Sek-
tionen, definiert werden. 
b) Sektionen, die nicht in andere eingeschachtelt sind, werden nachfol-
gend als Abschnitte bezeichnet . In der beschriebenen Form bilden nur 
die Text-Objekte und ein einziger Modul Abschnitte; In ESPRESQ-S kann 
dagegen jede beliebige Sektion einen Abschnitt bilden . Damit entsteht 
die Möglichkeit, die Festlegung hierarchischer Beziehungen zurück-
zustellen. 
c) Die Reihenfolge der Abschnitte ist für die Semantik irrelevant. 
d) In der angegebenen Form muß die Struktur vollständig sein; z.B. muß 
der Modul 0 stets vorhanden sein, um irgendetwas beschreiben zu kön-
nen. In ESPRESO-S gilt dies nicht . Die Objekte dürfen zusammenhanglos 
sein oder undefiniert, d.h. nur verwendet. Allerdings ist die Voll-
ständigkeit eine Voraussetzung zur Abbildung in die Programmier-
sprache (siehe 5.4). 
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Beispiel: Die folgende ESPRESO-Spezifikation ist syntaktisch korrekt, 
obwohl 
die Definition jeglicher Moduln fehlt, in die die aufgeführten 
Objekte einzuordnen sind, 
"Temperatur-Regelung" in zwei Sektionen definiert ist, 
alle verwendeten Variablen, Puffer und Trigger undefiniert sind. 
procedure Temperatur-Regelung: 
text Zweck: ~ Ueberwachung der Raumtemperatur und 
---- Ausgabe von Stellsignalen an das Mischventil ~; 
while Sollwert-definiert; 
started by Temperatur-Meßzyklus; 
sequential 
block Temperatur-Messen: 
reads Raumtemperatur, Sollwert; 
writes Temperatur-Abweichung; 
end 
end Temperatur-Regelung; 
procedure Temperatur-Regelung: 
sequential 
block Temperatur-Messen 
then 
---b-lock Mischventilstellung-korrigieren: 
reads Temperatur-Abweichung; 
prödüces Stellpuls where ~ nach Regelfunktion ~ 
end 
end Temperatur-Regelung. 
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3. 3 Das Werkzeug 
Zur Prüfung, Speicherung, Auswertung und Dokumentation der Spezifikation 
ist ein Werkzeug, genannt ESPRESO-W, erforderlich. Seine Teile müssen 
auf die Sprache abgestimmt und untereinander konsistent sein, so daß der 
Anwender soweit wie möglich von der Verwaltung der Information entlastet 
wird . 
Das Werkzeug soll sicherstellen, daß die mit der Sprache definierten 
Restriktionen vom Anwender eingehalten werden. Es soll die Aufbewahrung 
der Spezifikation gestatten und so eine sukzessive Vervollständigung 
unterstützen. Durch Mittel zur Herstellung von Kopien der gespeicherten 
Spezifikation soll die Aufbewahrung verschiedener Versionen oder Alter-
nativen gefördert werden. 
Der Anwender soll die Höglichkeit haben, die SpeZifikation ganz oder 
teilweise ausgeben und unter unterschiedlichen Gesichtspunkten automa-
tisch auswerten zu lassen . Für alle Stadien der Entwicklung müssen 
Prüfmittel bereitstehen. 
Die Hilfsmittel müssen so komfortabel sein, daß sie die unvermeidlichen 
Belastungen für den Anwender gering halten und dir e k t, d.h. 
nicht erst durch die Verbesserung der Produkt-Qualität, einen Ausgleich 
schaffen . Dadurch soll erreicht werden, daß ESPRESO vom Anwender leicht 
a kzeptiert wird. 
Abschnitt 4.2 enthält eine knappe Programmbeschreibung von ESPRESO-W; 
hier wird nur eine grobe und informale Spezifikation gegeben, ohne auf 
Details und Fragen der Realisierung einzugehen. Einzig die Speicherung 
der ESPRESO-Spezifikation wird schon diskutiert, da sie bis zur Schnitt-
stelle zwischen ESPRESO-W und Anwender durchschlägt . 
3.3.1 Die ESPRESO-Datei 
Die Spezifikation soll schrittweise entwickelt werden . Dazu ist es not-
wendig, sie zu speichern, zu ergänzen und zu ändern. Die damit verbunde-
nen Verwaltungs aufgaben soll ESPRESO-W übernehmen. Für die Speicherung 
bestehen folgende Höglichkeiten: 
a) Der Anwender speichert die Spezifikation in einer normalen Datei und 
fügt - i.a. durch Editieren der Datei - alle neuen Teile zu. 
b) ESPRESO-W prüft die Spezifikation, überführt sie in eine interne 
Darstellung und bringt sie in eine Datei (nachfolgend als ESPRESO-
Datei bezeichnet), die für den Anwender völlig intransparent, also 
auch nicht lesbar ist. 
Der erste Weg ist bei Compilern üblich, der zweite bei e~n~gen Spezi-
fikationssystemen. Dazwischen gibt es Kompromisse, z.B. ~ie fol~en~e 
Lösung: ESPRESO-W prüft alle Eingaben des Anwenders und spe~chert s~e ~n 
eine interne Datei deren Inhalt damit automatisch syntaktisch korrekt 
ist. Der Anwender'kann diese Datei direkt lesen, aber nicht ohne Hilfe 
von ESPRESO-W verändern. 
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Für die Wahl einer Lösung sind folgende Kriterien relevant: 
Handlichkeit bei der Benutzung; 
Transparenz für den Anwender, d.b. die Möglichkeit, die Auswirkungen 
aller Hanipulationen an der ESPRESO-Spezifikation zu überschauen; 
Möglichkeit der Prüfung einzelner Teile (und damit bei interner 
Speicherung auch die der Akkumulierung) einer ESPRESO-Spezifikation; 
Eignung zum Anschluß von Analyse- und Report-Funktioneo; 
Effizienz und Erstellungsaufwand. 
Handlichkeit und Transparenz sprechen klar für die erste Alternative; 
der Anwender kann direkt mit der Spezifikation arbeiten und siebt un-
mittelbar, was er bewirkt, wenn er entsprecbende apparative Hilfen hat, 
z .8. ein Sichtgerät und einen Texteditor. Ist die interne Darstellung 
dagegen anders als die externe, so sind alle Änderungen des Datei-
Inhalts mit einigem Aufwand verbundenj der geänderte Stand ist nicht 
unmittelbar sichtbar, sondern nur mittels der Report-Funktionen von 
ESPRESO-W. 
Die teilweise Prüfung ist nur mit der zweiten Alternative möglichj ist 
eine Datei für den Anwender frei zugänglich, so kann ESPRESO-W nach 
irgendeiner Änderung keine Annahmen mehr machen über die Korrektheit 
der Spezifikation und muß erneut a I I e s prüfen. 
Die Analysen können 
ausgeführt werden. 
anfertigen müssen, 
wiedergibt. 
nicht auf der Grundlage der Darstellung in ESPRESO-S 
Man wird in jedem Fall eine interne Repräsentation 
die die logischen Verbindungen in der Spezifikation 
Zu Speicherbedarf und Erstellungsaufwand sind nur Vermutungen möglich. 
Die erste Alternative erfordert wahrscheinlich am wenigsten Speicher-
platz, die zweite weniger Erstellungsaufwand, da die ESPRESO-Datei eine 
Standardschnittstelle zwischen allen Komponenten von ESPRESO-W bildet. 
Für ESPRESO-W wird eine Kombination der beiden oben genannten Wege 
gewählt: Die Spezifikation wird bei der Eingabe in eine interne Darstel-
lung, die der Benutzer nicht lesen kann, überführt (konvertiert). Diese 
kann ganz oder teilweise in die externe Form (ESPRESO-S) zurückgewandelt 
werden (dekonvertiert)j was gewandelt wird, wird gleichzeitig gelöscht. 
Will der Benutzer also die Spezifikation eines Objekts verändern, so 
dekonvertiert er sie, ändert sie in der ESPRESO-S-Form und konvertiert 
sie wieder. Da das Objekt in der ESPRESO-Datei gelöscht worden war, 
entstehen keine Inkonsistenzen. 
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3. 3.2 Die Funktionen von ESPRESQ-W 
Die Funktionen von ESPRESO-W lassen sich in drei Gruppen ordnen: 
Funktionen zum Füllen einer ESPRESO-Datei 
und zur Veränderung ihres Inhalts, 
Funktionen zur Prüfung und zur Reporterzeugung, 
Funktionen zur Verwaltung der ESPRESO-Datei(en). 
3.3.2.1 Funktionen, die den Inhalt der ESPRESO-Datei verändern 
3.3.2.1.1 Die KODvertierung 
Zur Prüfung einer ESPRESO-Spezifikation auf syntaktische Korrektheit und 
zur Einspeicherung in die ESPRESO-Datei dient die Konvertierungsfunktion 
von ESPRESQ-W, kurz KONV genannt. 
XONV soll folgenden Anforderungen genügen: 
a) Soweit zum Zeitpunkt der Eingabe die ESPRESO-Datei bereits besetzt 
ist, soll KONV das gleiche Verhalten zeigen, als würden alle früher 
eingegebenen ESPRESO-Spezifikationen mit der neuen konkateniert und 
zusammen in eine leere ESPRESQ-Datei gespeichert. 
b) Ein Fehler in einem Abschnitt darf keine Rückwirkungen auf bereits 
konvertierte Abschnitte haben. Nach der Verarbeitung eines Abschnitts 
muß KONV also wieder im Anfangszustand sein. Im übrigen wird bier 
kein Aufwand zur Fehlerbehandlung betrieben (siehe 4. 2. 1). 
c) Die wiederholte Eingabe derselben ESPRESO-Spezifikation soll keine 
Veränderung der ESPRESO-Datei bewirken und dieselben Fehlermeldungen 
hervorrufen . Diese Regelung befreit den Benutzer vom Zwang, bei jeder 
Eingabe zu prüfen, ob sie wirklich völlig neu ist. 
Schwierigkeiten entstehen bei Texten. Es wird festgelegt, daß ein 
Text ignoriert wird, wenn zum selben Objekt bereits ein Text mit 
demselben Selektor gespeichert ist, unabhängig vom Inhalt des alten 
und.des neuen Textes. 
Wie oben gesagt "verbraucht" KONV die Eingabe, indem es alle transfor-
mierten Teile darin löscht, was beim Auftreten eines Fehlers praktisch 
ist; nach fehlerfreier Eingabe ist also die Eingabedatei leer. Aus 
SicherheitsgrÜDden geschieht dies aber nicht in der eigentlichen Quelle , 
sondern in einer Kopie davon. 
Wird KONV durch ein äußeres Ereignis vorzeitig beendet, so bleibt der 
Inhalt der ESPRESQ-Datei unverändert. 
KONV kann auch zur Syntaxprüfung ohne Veränderung in der ESPRESO-Datei 
verwendet werden. 
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3.3.2.1.2 Die Dekonvertierung 
Zur Rücktransformation von der internen Form in die Sprache ESPRESQ-S 
dient die Dekonvertierungsfunktion von ESPRESO-W, kurz DEKONV genannt. 
DEKONV wählt nach den WÜDschen des Anwenders Verknüpfungen und 
Objekte aus der ESPRESO-Datei aus, 
wandelt diese von der internen Form in die Sprache ESPRESQ-S um, 
wobei größtmögliche Übereinstimmung mit der in 3.2.4 beschriebenen 
Form angestrebt wird, und schreibt sie in eine vom Benutzer gewählte 
Datei, 
löscht die angegebenen Objekte und Verknüpfungen in der ESPRESQ-
Datei. 
Die Selektion kann gesteuert werden durch Vorgabe der Objektnamen, der 
Arten oder von Stichwörtern. 
Bei Objekten, die die Definitionen anderer Objekte einschließen können, 
z.B. Moduln, kann gewählt werden, ob nur das Objekt selbst oder das von 
ihm repräsentierte Subsystem dekonvertiert werden soll . 
In der ESPRESO-Datei werden die gewählten Objekte und alle ihre Ver-
knüpfungen gelöscht; andere Objekte, die nur ausgegeben wurden, um alle 
Verknüpfungen darzustellen, werden nicht gelöscht und erhalten in der 
Ausgabe eine entsprechende Kennzeichnung. Auf Anforderung des Anwenders 
werden alle Texte dekonvertiert und in der ESPRESO-Datei gelöscht, die 
Querverweise auf die auszugebenden Objekte enthalten. Andernfalls wird 
ein Hinweis auf diese Texte ausgegeben, die als Querverweise vorkommen-
den Namen werden nicht gelöscht. 
Wird DEKONV durch ein äußeres Ereignis vorzeitig beendet, so bleibt der 
Inhalt der ESPRESO-Datei unverändert. 
3.3.2.1.3 Die Änderung eines Objektnamens 
Die Änderung eines Objektnamens mittels DEKONV und KONV wäre prinzi-
piell ohne weiteres möglich, aber umständlich und fehlerträchtig, 
da der neue Name an vielen Stellen den alten ersetzen müßte. (Ein 
Texteditor könnte diese Aufgabe allerdings sehr vereinfachen.) Daher 
wird zu diesem Zweck eine spezielle Funktion NAHAE zur Verfügung ge-
stellt. Diese ersetzt den alten Namen überall,--aüCh in Querverweisen, 
durch einen neuen. 
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3.3.2.2 Funktionen zur Prüfung der ESPRESQ-Spezifikation 
auf semantische Korrektheit und zur Reporterzeugung 
Prüfung und Reporterzeugung lassen sich weder logisch Doch praktisch 
trennen, denn einerseits muS für jede Prüfung ein spezieller Report 
erzeugt werden, andererseits dient jeder Report auch oder ausschließ-
lich der Kontrolle durch den Anwender. 
3.3.2.2.1 Ausgabe der ESPRESQ-Datei in ESPRESQ-S 
Dieser Report entspricht der Dekonvertierung mit dem Unterschied, daß 
der Inhalt der ESPRESO-Datei unverändert bleibt. 
3.3.2.2.2 Prüfung auf Vollständigkeit der Definition 
Es werden alle Objektnamen ausgegeben, 
Objekten gehören, also bisher nur in 
vorgekommen sind. 
die zu bisher nicht definierten 
Verknüpfungen oder Querverweisen 
3.3.2.2.3 Prüfung und Ausgabe der Modulhierarchie 
Durch die Syntax ist sichergestellt, daß die Moduln einen Wald bilden . 
Dieser wird dargestellt. Damit wird dem Anwender sichtbar, welche Moduln 
noch in die Hierarchie eingeordnet werden müssen, um schließlich einen 
einzigen Baum zu erhalten. 
3.3.2.2 .4 Prüfung und Ausgabe der Prozeduren-Struktur 
Die Aufrufbeziehungen zwischen den Prozeduren werden in Hatrixform dar-
gestellt; sofern keine Rekursivität vorkommt, werden dabei die Prozedu-
ren so geordnet, daß eine Dreiecksmatrix entsteht, in der auch erkennbar 
ist, ob die Prozeduren einen zusammenhängenden Graphen bilden. 
3 .3.2 . 2 .5 Prüfung der Gültigkeitsbereiche 
Für alle Medien wird festgestellt, ob ihre Gültigkeitsbereiche definiert 
und, soweit dies der Fall ist, ob alle Zugriffe zulässig sind. Bei den 
Prozeduren wird entsprechend die Legalität der Aufrufe geprüft . 
3.3.2.2.6 Prüfung von Datenflüssen auf Vollständigkeit 
Bei allen Variablen wird geprüft, ob sie initialisiert und gelesen wer-
den. (Es wird nicht festgestellt, ob die Initialisierung dynamisch vor 
dem ersten lesenden Zugriff liegt!) Dabei werden Zerlegungen der Daten 
berücksichtigt, d.h. es wird z.B. keine Unvollständigkeit gemeldet, wo 
zwar nicht die Variable insgesamt, aber jedes ihrer Teile gelesen wird. 
Bei Puffern wird geprüft, ob sie sowohl gefüllt als auch geleert werden, 
bei Betriebsmitteln und Prozeduren, ob sie jemals belegt bzw . aufgerufen 
werden. 
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3.3.2.2.7 Schnittstellen zwischen Teilsystemen 
Teilsysteme können 
mit Stichwörtern . 
solchen Teilsystem 
definiert werden durch die Kennzeichnung von Objekten 
Der Report enthält alle Beziehungen zwischen einem 
und seiner Umgebung (DatenfluB, Aufrufe usw.). 
3.3. 2.2.8 Prüfungen zur geschachtelten Belegung von Betriebsmitteln 
Werden in geschachtelten Blöcken oder untergeordneten Prozeduren Be-
triebsmittel belegt, so kann dies unter gewissen Voraussetzungen zu 
Verklemmungen führen . Falls diese Voraussetzungen gegeben siod, werden 
Warnungen erzeugt. 
3.3.2.2.9 Prüfungen des dynamischen Verhaltens 
Das dynamische Verhalten ist bei der meist zeitkritiscben Proze8rechner-
programmierung von besonderer Bedeutung. In ESPRESO-S lassen sich die 
meisten für die Dynamik relevanten Informationen wie Zeitbedarf, Ausfüh-
rungssequenz und gegenseitige Beeinflussung der Operationen angeben. Es 
besteht damit die Voraussetzung zum Anscblu8 eines Simulationssystems, 
bei dem die Verzweigungen interaktiv oder durch Zufallsentscheidungen 
ges teuert werden. 
3.3.2 . 3 Funktionen zur Verwaltung der ESPRESO-Dateien 
Zur Verwaltung der Dateien enthält ESPRESQ-W folgende Funktionen: 
EED: Einrichten einer ESPRESO-Datei. 
LED: Löschen einer ESPRESO-Datei . 
EnB: ESPRESO-Datei auf Band kopieren (Archivierung). 
BED : Band in ESPRESO-Datei kopieren (Restaurierung). 
DUPL: Duplizieren einer ESPRESO-Datei 
(z.8 . zur Entwicklung verschiedener Varianten) . 
IHr: Ausgabe der Verwaltungs information zu einer ESPRESO-Datei . 
KAT : Ausgabe eines Katalogs aller ESPRESO-Dateien. 
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3.4 Das Verfahren 
Da ESPRESO von Beginn an nicht als methodisch neutral konzipiert wurde 
wie einige andere Systeme, z.B. EPOS (Biewald et 81., 1979), sind in die 
Begriffe, die Sprache und das Werkzeug sehr viele methodische Überle-
gungen eingeflossen. Es bleibt daher in 3.4 nur die Anleitung, wie die 
in 3. 1 bis 3.3 konzipierten Elemente des Systems zu verwenden sind. 
Die Anleitung hat nicht den Charakter eines Kochbuchs; dieses beliebte 
Bild ist irreführend, weil das Kochbuch in der Regel nur Anweisungen 
enthält, nach denen man Produkte reproduzieren, nicht neue entwickeln 
kann. Genau das aber ist die Problemstellung des Software-Engineering. 
3.4.1 Sammlung von Anforderungen 
ESPRESO ist auf die Situation ausgerichtet, daß ein vorhandenes oder 
geplantes System durch Komponenten zur ProzeSdatenverarbeitung ergänzt 
wird oder daß solche Komponenten ersetzt werden . Im ersten Schritt muß 
daher die meist informale - komplementäre Spezifikation (2.2.3.1) 
erstellt werden. Diese wird so weit w~e möglich vervollständigt durch 
Aufnahme aller verfügbaren Information über die bereits definierten, 
eventuell schon vorhandenen Systemkomponenten . 
Die in dieser Phase anfallende Information wird in Text-Objekten dar-
gestellt und gespeichert. Durch die Querverweise in den Texten können 
bereits auf dieser Ebene Beziehungen ausgedrückt und verfolgt werden. 
3 .4.2 Die Erstellung der direkten Spezifikation 
Aus der komplementären Spezifikation wird die direkte entwickelt, der 
Spezifikations- und Entwurfsprozeß verläuft also von auBen nach innen, 
"outside-in". Gebräuchlicher als "outside-in" ist die eng verwandte 
Charakterisierung eines Entwurfsprozesses als "top-down". Der erste 
Begriff ist für ProzeSrechner-Programme besser geeignet, da die Spezi-
fikation im allgemeinen nicht ein "top" darstellt, eine logisch abge-
schlossene Aufgabe auf einem einzigen Abstraktionsniveau, sondern auf 
vielen Ebenen möglicherweise sehr verschiedene Anforderungen enthält 
(vgl. Punkt 5 in Parnas, 1974, S.338) . 
ESPRESO erfordert, daß die Formulierung der Spezifikation mit einer 
Strukturierung des Problems einhergeht. Im einzelnen werden die folgen-
den Arbeiten durchgeführt: 
Das Problem wird in logisch schwach gekoppelte Bereiche, die Moduln, 
gegliedert (3.4.2.1) . 
Innerhalb aer Moduln werden Medien und aktive Komponenten mit den 
Aktionen, d.h. den Zugriffen auf die Hedien, definiert (3 . 4 . 2.2) . 
Diese beiden Verfeinerungen sind miteinander verzahnt. Wo neue Objekte 
definiert werden, ist jeweils zu prüfen, ob sie dem ganzen Modul zur 
Verfügung stehen sollen. Andernfalls werden Submoduln eingeführt, denen 
die Objekte zugeordnet werden können. 
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3.4.2.1 Die Modularisierung 
Die Hodularisierung soll dem 
1972j Koster, 1977) folgen. 
gehüllt und nur durch diese 
lieh sein. 
Prinzip des "information hiding" (Parnas, 
Alle Daten sollen also in Operationen ein-
den Prozeduren außerbalb des Moduls zugäng-
Bei Prozeßrecbner-Programmen, deren Kommunikation mit der Umgebung eine 
besonders wichtige Rolle spielt, ist zu beachten, daß auch Proze8daten 
oder die Kommandos des Bedieoers in dieses Konzept passen. Praktisch 
bedeutet dies z.8., daß sicb kein Rechenproze8 unmittelbar an den Bedie-
ner wendet, sondern dessen Eingabe wie ein Datum behandelt, auf das er 
über den dafür vorgesehenen Mechanismus, also über ein Dialogprogramm, 
zugreift. Damit braucht der Recbenprozeß keine Kenntnis zu baben von der 
Eingabespracbe, den Fehlermeldungen usw. 
In der ents tebenden, durcb die 
spielen die apparativen Grenzen, 
und Proze8rechner oder zwiscben 
wesentlicbe Rolle. 
Datenabstraktion bestimmten Struktur 
z.B. die zwiscben techniscbem Prozeß 
Eingabegerät und Zentraleinheit, keine 
TP PR TP 1 PR 
-----1-----
------- ------- 1 Hll 1 H12 1 Hl 
Hll H21 -----1-----
-----1-----
H12 H22 1 H21 1 H22 1 H2 
-----1-----
H13 H23 -----1-----
------- ------- 1 H31 1 H32 1 H3 
Hl H2 -----1-----
apparativ orientierte Strukturierung durcb 
Strukturierung Datenabstraktion 
Bild 3. 10 Alternative Strukturierungen 
In diese Richtung zielen auch die Bewertungsmaßstäbe 
(intramodulare Verknüpfung) und Kopplung (intermodulare 
die Bestandteile von Structured DeSign sind (siebe 2.3.2). 
3. 4.2.2 Die Prozeduren und Medien 
für Kohärenz 
Verknüpfung), 
Die aktiven Komponenten werden verfeinert, bis die Bescbreibung voll-
ständig ist. Dabei werden die Aktionen teilweise in die Deuen terminalen 
Re~benvorschriften verlagert. Variablen können ebenfalls verfeinert 
werden . Außerdem sind die Typen von Variablen, Puffern und Parametern 
und die Verzögerungen und Zyklus zeiten der uhrgesteuerten Trigger zu 
definieren. 
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Durch die gleichartige Behandlung sequentieller und paralleler Abläufe 
in ESPRESQ-S gibt es anders als in den meisten Programmiersprachen 
keinen Druck auf den Anwender, scbon frühzeitig Tasks oder Prozesse zu 
definieren. Er kann daher diese Entscheidungen bis zur Implementierung 
aufschieben und dann die nach Rechner-Konfiguration und Randbedingungen 
optimale Prozeßstruktur wählen (siehe 3.4 . 3. 1). Diese Eigenschaft von 
ESPRESO ist besonders wichtig, da es heute möglich ist, Mikroprozessoren 
für ProzeSführungsaufgaben einzusetzen . Daher sollten Spezifikation und 
Entwurf jegliche Parallelität, die im Problem vorhanden ist, bewahren 
und dadurch die Möglichkeit offenlasseo, das Programm auf einer belie-
bigen Konfiguration zu realisieren. 
Die den Datenstrukturen folgende Strukturierung der Prozeduren (Jackson 
Design Methodology, siehe 2.3.2) ist für Prozeßrechnerprogramme aufgrund 
der besonderen Bedeutung der Dynamik ungeeignet. Bei Programmen für die 
Stapelverarbeitung, z.8. bei einem Lohnabrechnungssys tem, s tehen die 
Daten zu Beginn des Laufs vollständig bereit, der Lauf ist nach defi-
nierter Zeit beendet . Damit besteht die Möglichkeit, die Daten völlig 
s tatisch zu behandeln und das Programm als Sequenz von Datentransforma-
tionen aufzufassen, wie es in der Jackson Design Hethod geschieht. Die 
Beziehungen zwischen Ein- und Ausgabe sind ihrem Wesen nach statisch; 
nur die Funktionsweise des Rechners, also die Lös u n g des 
Problems, fügt einen dynamischen Aspekt hinzu. 
ProzeBrechner-Systeme erhalten dagegen ihre Daten erst während des 
Laufs, der meist nicht apriori zeitlich begrenzt ist; die Reihenfolge 
der Ereignisse, zu denen die Eingabe gehört, ist selbst eine wichtige 
Information für den Prozeßrechner. Daher ist die an sich anzustrebende 
statische Betrachtungsweise (vgl. Gries, 1976, S. 243, Punkt 1) für 
ProzeBrechner-Programme nicht adäquat, weil bei dieser die Dynamik nicht 
erst durch die Realisierung zugefügt, sondern schon durch die Aufgaben-
steilung vorgegeben ist. 
3.4.3 Abschluß der Spezifikation 
Die in 3.4 . 2 beschriebenen Schritte werden mit Unterstützung durch die 
Prüf- und Reportfunktionen kontrolliert und, wo nötig, korrigiert oder 
fortgesetzt, bis eine Spezifikation entstanden ist, die, soweit dies 
festgestellt werden kann, vollständig und widerspruchs frei ist. Die 
Abstraktionsebene, bis zu der man verfeinert, hängt davon ab, welche 
Zielsprache verwendet werden soll. Hat man die Möglichkeit~ eine hohe 
Programmiersprache wie ALGOL 68 einzusetzen, so kann der Ubergang vor 
dem Entwurf von Ablauf- und Datenstrukturen wie 2.8. Schleifen und Ver-
bunden erfolgen, die ja im Programm-Code noch ausgezeichnet darstellbar 
sind . Ist man dagegen gezwungen, eine primitive Sprache zur Codierung 
zu verwenden, so sollte der Wechsel erst wesentlich später erfolgen . 
Die Spezifikation muß spätestens jetzt mit dem Auftraggeber endgültig 
abgestimmt werden. 
52 
3.4.3.1 Vereinfachung der ProzeSstruktur 
In den meisten Fällen ist es im Interesse der Effizienz sinnvoll, oft 
auch Vorbedingung der Realisierung mit einer bestimmten Programmier-
sprache oder einem bestimmten Betriebssystem, daß die Notwendigkeit zur 
dynamischen Generierung von Prozessen beseitigt wird und stattdessen 
eine feste Anzahl von Prozessen ununterbrochen existent ist. Soll die 
Realisierung auf einem Honoprozessor oder einem andern System erfolgen, 
das wesentlich weniger Prozessoren bereithält, als parallele Prozesse 
nötig sind, so kann es außerdem vorteilhaft sein, kollaterale Ausdrücke 
in sequentielle zu wandeln und dadurch Prozesse einzusparen. 
Eine solche Modifikation erfolgt in drei Schritten: 
a) Unterscheidung zwischen Parallelität und Xollateralität und Wandlung 
der letzteren in eine sequentielle Struktur, soweit sinnvoll, 
b) Ausschluß der rekursiven oder iterativen ProzeBgenerierung, 
c) Ausschluß der dynamischen Proze8generierung überhaupt. 
Unter Kollateralität wird hier die Eignung zur parallelen Ausführung 
verstanden, so wie in ALGOL 68 . Der Implementierer muß hier solche 
parallelen Familien identifizieren, die aus logischen Gründen oder im 
Interesse der Effizienz asynchron realisiert werden müssenj alle andern 
kann er in sequentielle Familien umformen. 
Kann durch die Umformung nach (a) oder eine Änderung der Struktur (b) 
erreicht werden, daß die Höchstzahl der parallelen Prozesse statisch 
feststeht, so ist die wesentliche Voraussetzung für (c) gegeben . Das 
System wird so umgeformt, daß alle Prozesse nur einmal, nämlich zum 
Zeitpunkt des Programmstarts, kreiert werden und anschließend ständig 
existent bleiben. Durch Interaktion wird dabei erreicht, daß die Pro-
zesse nur in den vorgesehenen Zeiten wirklich aktiv sind . 
Für alle praktischen Probleme reicht 
(Brinch-Hansen, 1975, Punkt Ej Nehmer, 
3.4.3.2 Übergang zur Zielsprache 
diese vereinfachte 
Goos, 1978 , 5 . 24) . 
Struktur aus 
Schließlich erfolgt der 
Transfo~tion5systems 
fügung steht, von Hand. 
Übergang zum Code der 
(siehe 5.) oder, wenn 
Zielsprache, mittels eines 
ein solches nicht zur Ver-
Es ist auch möglich, eine andere Sprache zwischenzuschalten, wie es z .8 . 
bei SADT mit FP2 versucht wurde, um den schwierigen Sprung zum Code in 
zwei Schritte zu zerlegen . Allerdings muß bezweifelt werden, ob normale 
Anwender, die meist schon einer einzigen Spezifikationssprache skeptisch 
gegenuöerstehen, bereit sind, sich in mehrere einzuarbeiten und sie auch 
zu benutzen. 
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4. Realisierung VOD ESPRESq 
Dieses Kapitel enthält die Konkretisierung der Sprache und des Werk-
zeugs, die im Kapitel 3 beschrieben wurden . 
4.1 Definition der Sprache ESPRESO~S 
Ein wesentlicher Unterschied zwischen ESPRESO und andern , in der Lite-
ratur beschriebenen Spezifikationssystemen ist die vollständige formale 
Beschreibung der Sprache ESPRESO-$ und ihrer Umsetzung in die ESPRESQ-
Datei. Sie schützt Implementierer und Anwender vor Unklarheiten über 
die Korrektbeit der Eingabe und lloer die durch eine korrekte Eingabe 
bewirkten Veränderungen in der ESPRESQ-Datei . 
Eine Erweiterung dieser Definition zur Spezifikation anderer Operationen 
auf die ESPRESO-Datei, z.B. der Dekonvertierung oder der Erzeugung eines 
Reports, ist möglicb, so daß der größte Teil des Systems formal spezifi-
ziert wäre. 
Die formale Definition ist als Anhang (Kap.7) beigefügt; 4.1.3 enthält 
dazu einige allgemeine Bemerkungen. 4 . 1.1 faßt die Beschreibung der Syn-
tax in 3.2.4 zusammen, 4.1.2 enthält tabellarische Zusammenstellungen 
der Arten, Attribute und Relationen . 
4.1.1 Abschnitte und Sektionen 
Eine Sektion ist die Beschreibung eines Objektes, des Subjekts dieser 
Sektion, und se~ner Beziehungen zu anderen Objekten. Ist sie nicht in 
eine andere Sektion eingeschachtelt, so wird sie auch als Abschnitt be-
zeichnet. Eine ESPRESO-Spezifikation besteht aus einer durch einen Punkt 
abgeschlossenen Folge von Abschnitten, die jeweils durch ein Semikolon 
voneinander getrennt sind : 
< Abschnitt 1>; 
< Abschnitt 2>; 
< Abschnitt n>. 
Eine Sektion beginnt mit dem Sektionskopf, in dem Art und Name des 
Subjekts genannt werden . Danach kann ein Sektionsrumpf folgen, der 
mit einem Doppelpunkt beginnt und beliebig viele Angaben enthält. Ihm 
muß der Sektionsschwanz, bestehend aus end und dem Namen des Subjekts·, 
folgen. Beispiel: 
module Datenkontrolle: 
<Angabe 1>; 
<Angabe 2>; 
<Angabe m> 
end Datenkontrolle 
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Durch eine Angabe kann 
ein Text zu dem Subjekt definiert werden, z.8. 
text Zweck ~ prüft die Daten auf Plausibilität ~ 
das Subjekt ein Attribut 
by-priority 
erhalten, z.8. 
(für ein Objekt der Art Puffer) 
eine Verknüpfung mit 
reads Varl 
andern Objekten beschrieben werden: 
(für ein Objekt der Art Prozedur oder Block) 
Das andere Objekt wird je nach der Relation, zu der die Verknüpfung 
gebört, nur erwähnt (wie im vorstehenden Beispiel) oder ist seiner-
seits Subjekt einer eingeschachtelten Sektion: 
comprises ~ Meßwerte-Block: 
structure-of He8stelle, Meßwert 
end Meßwerte-Block 
4.1.2 Tabellen der Arten, Attribute und Relationen 
Tabelle 4.1 nennt die in ESPRESO-S zugel~ssenen Arten und die 
Sammelbezeichnungen, die im Text vielfach verwendet werden. 
Tabelle 4.1 Die Arten der Objekte 
Art I Bezeichnung in Sammelbezeichnung 
I der Grammatik 
I 
I 
Text Objekt I informal 
I 
Modul I module 
I 
Prozedur I procedure aktive 
Block I block Komponenten 
I 
Eingabe-Parameter I inpar 
Ausgabe-Parameter I outpar Parameter 
Trans Parameter I trauspar 
I 
Variable I variable 
Puffer I buffer Medien 
Trigger I trigger 
Betriebsmittel I resource 
I 
Typ I type 
Frist I interval 
Konstante I constant 
I 
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Tabelle 4.2 enthält jeweils eiDe Zeile für eiDe Attribut-Auswahl. Die 
eingeklammerten Attribute sind Standard-Werte, die in ESPRESQ-S nicht 
explizit angegeben werden können. 
Die Art ist als Attribut bereits implizit in den Tabellen enthalten: 
Jedem Objekt ist eine Art als Attribut zugeordnet. Die Alternativen sind 
die Arten (siehe Tabelle 4.1). 
Tabelle 4.2 Attribute 
Nrl Attribut- I zugelassen für I alternative Attribute 
! Auswahl ! Objekte d. Arten ! (zu den Zahlen siehe unten) 
I I I 
I I art ! (siehe oben) 
I I I 
2 I ablauf I prozedur I block I sequentiell (1), parallel (2) , 
! ! alternativ (3). aufruf (4) I I 
3 struktur I variable, typ I typ (5) , feld (6), verbund (7), 
I zeiger (8). aufzählung (9) 
I 
4 überlaufverh·1 Euffer 2 trigger blockieren. verlust 
I 
5 organisation I 
I 
2uffer schlange, Erioritätsabbängig 
6 position I prozedur, block, (innen), grenze, auBen 
I variable, puffer, 
I trigger, 
I betriebsmittel 
I 
7 verwendbar I Erozedur (einfach) l mehrfach 
Tabelle 4.3 enthält jeweils eine Zeile für eine mehrsteilige Relation 
oder für mehrere gleichartige Relationen (getrennt durch Schrägstriche), 
jeweils eine Spalte für jede Art. Die Ziffern in der Tabelle geben an, 
welche Arten in den verschiedenen Komponenten der Relation zulässig 
sind. Komponente 1 ist das Subjekt. 
Einige der Relationen (rl bis r5 und r31 bis r36) implizieren für das 
Subjekt bestimmte Attribute für Ablauf oder Struktur (Auswahl 2 bzw. 
3). Diese Werte sind in Tabelle 4.3 als Zahlen in Klammern angegeben. 
Sie beziehen sich auf die entsprechenden Zahlen in Tabelle 4.2. 
Die Spalte "Parameter" faßt Eingabe-, Ausgabe- und transiente Parameter 
zusammen. Die Relationen r8 bis rIO gelten jeweils nur für eine dieser 
Arten. 
Anstelle einer Konstanten kann, wo diese nicht Subjekt ist, auch eine 
Zabl stehen. 
Oie letzte Spalte gibt 
3.2.2.2). Die mit "*" 
lassen werden. 
an, welche Komponenten signifikant sind (siehe 
gekennzeichneten Komponenten können auch wegge-
Tabelle 4.3 Art 
Relationen 
Relation 
Nr. 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12/13 
14 
15 
16/17 
18 
19 
20/21 
22 
23 
24 
25 
26 
27 
28/29 
30 
31 
32 
33 
34 
35 
36/37 
38/39 
40 
41 
42/43 
44 
45 
I 
I 
Bedeutung (Attr. ) 
.. Modul enthalt 
sequent. zerlegt (1) 
parali. zerlegt (2) 
altern . zerlegt (3) 
hat Schlüssel (3) 
ruft auf (4) 
deklariert Parameter 
Eingabeparameter ist 
Ausgabeparameter ist 
traos. Parameter ist 
hat Bedingung 
liest/schreibt 
ändert 
initialisiert 
liefert/bolt 
testet 
sperrt (maskiert) 
beendet/gestart. von 
belegt 
verfügbar in 
bat Priorität 
dauert 
bat Verzögerung 
hat Periode 
lesbar/scbreibbar in 
ist Verbund aus (7) 
ist Zeiger auf (8) 
Verbund-Typ aus (7) 
ist Feld aus (6) 
hat Werte (9) 
hat (5 
leerbar/fUllbar in 
kann ataTten/beenden 
mastterbar von 
hat Kapazität 
stat./dyn . 5p . bedarf 
bat Stichwort 
hat Verweis 
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" ~
." 
... 
'" 
... 
~ N U 
." 0 0 
0 
" 
... 
:c .,. 
'" 
112 21 2 
I 1 112 
I 1*3 
1 112 
1 112 
1 11 
12 11 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
11 
11 
211 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
/l 
11 
11 
I 
I 
1 I 
1 I 
I 
I 
I 
I 
I 
I 
d 
0 
G-
o 
... 
'" ~ ... 
'" ... ... ... 
. -
... d 
" 
B ~ 
'" 
• ~ ~ • ... .~ ... 
... ... 
" '" 
d !5 .-
'" '" " '" '" 
• ~ B •
'" 
.. 
.-
... ... 
, 
.-
• .- ~ .. " • 
• ... d 
" " 
~
.-
... ~ .- d • .. • • ~ " '" " 0 '" .-.,. :> .,. ... 
'" 
... 
'" 
... 0 
1 2 21 21 21 2 21 21 11 2 
1 I I I 1 I 11 2 
1 1 I 1 I I 11 
I 1 I I 1 1 11 2 
I I I 1 1*31 11 2 
I 2 1 1 I I I 111 
I I I I I I 111 
21 I I I 1*311 2 
21331 I 1311112 
21 3 31 I I I 1112 
21 3 I I I I 1112 
I 2 I I I I 111 
I 2 I I I 1*3 112 
I 2 I I I 1*3 112 
I 2 21 2 I I 1*3 112 
I 21 2 I I 1*3 112 
I 21 2 I I *3 112 
I 21 2 I I 112 
I I 2 I I 112 
1*3 I 21 *3 112 
I 1 I 12 
I I 2 1 
I 3 I 12 3 1 I 
131 123 1 I 
131 I 23 11 
11 I 121 
112 I 21 
11 112 1 I 
I 112 121 
113 112 1 I 
21 
I 
I 
I 
I 
I I 
1 
11 11 121 
1 2 1 I 
I I I 121 
I I 11121 
I I I 11121 
I I 21 111 I 
I I 21 111 I 
11 11 11 11 11 11 11 11 11 11 /l 11211121 
11211211211211211211211211211211211211121 
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4.1.3 Zur Darstellung der Syntax durch eine Attribut-Grammatik 
Entsprechend 3.2.1 . 1 wird unter Syntax die Henge aller Regeln verstan-
den, die festlegen, welche Zeicbenreiheo von ESPRESO-W ohne Fehlermel-
dung akzeptiert werden. Ausgenommen sind nur einige durch die Implemen-
tierung gesetzte Grenzen, z .B. die Zahl der möglichen Objekte oder die 
maximale Länge ihrer Namen . 
Zur Definition einer solchen Syntax bieten sich Attribut-Grammatiken aQ. 
Sie ermöglichen nicht nur die formale Beschreibung der kontextsensitiven 
Syntax, sondern bieten darüber hinaus zwei Vorteile: 
Der Leser kann mühelos die der Sprache zugrundeliegende kontextfreie 
Grammatik erkennen, umgekehrt ist die Konstruktion der kontextsensi-
tiven Syntax auf der Grundlage der kontextfreien einfach. 
Es erfordert nur geringen Mehraufwand, um die Grammatik so zu formu-
lieren, daß sie nicht nur angibt, welche Eingabe korrekt ist, sondern 
daß außerdem das Attribut "Kontext" (siehe 7. 1.3) exakt den Inhalt 
der ESPRESO-Datei repräsentiert. 
Van-Wijngaarden-Grammatiken (Wijogaarden et al., 1975; Hesse, 1976) sind 
bezüglich ihrer formalen Klarheit überlegen, aber schwerer zu konstru-
ieren und zu lesen (Harcotty et al., 1976). 
Die GraUlDatik im Anhang hat die Form der sogenannten "extended attribute 
grammars", wie sie in Watt, Madsen (1977) und Watt (1979) beschrieben 
sind . Sie erlaubt eine besonders knappe Formulierung. 
Durch die Möglichkeiten, die Grammatik zu speichern, zu editieren und -
nicht zuletzt - auch sauber auszudrucken, konnte sie über einen Zeitraum 
von fast einem Jahr geprüft und korrigiert werden. Dadurch ist die Zahl 
der unentdeckten Fehler sicher sehr viel geringer, als es ohne automati-
sche Hilfsmittel möglich gewesen wäre. Der praktische Wert einer solchen 
Grammatik hängt aber wesentlich von ihrer Korrektheit ab . Ein System zur 
Textverwaltung ist also für die Anwendung solcher Techniken notwendig 
(vgl. Horcotty et 01., 1976, S.273). 
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4.1.4 Formale Eigenschaften von ESPRESQ-S 
Um die Implementierung von ESPRESQ-W so einfach wie möglich zu balten, 
wurde darauf geacbtet, daS ESPRESQ-S sehr einfach analysierbar ist. Dies 
ist durch zwei Eigenschaften gewährleistet: 
Die konlextfreie Grammatik definiert eiDe LL(l)-Spracbe (Knutb, 1971, 
5.102 fL). 
Die kontextsensitive Grammatik läßt sich in einem Durcblauf, der Von 
links nach rechts und top - down erfolgt, analysieren. 
Da die Produktionen enthält und solcbe, bei 
denen mehrere Alternativen gleich beginnen, sind gewisse Umformungen 
nötig, um die LL(l)-Eigenschaft sichtbar werden zu lassen; an den 
Attributen läßt sich aber ablesen, daS die dadurch entstehenden Unter-
schiede der Strukturbäume für den Inhalt der ESPRESQ-Datei ohne Bedeu-
tung sind. 
Grammatik links rekursive 
Beispiel: Der Anhang (7.4.3) enthält die Produktion (ohne Attribute): 
< Verbund> ::= consists-of-Symbol < Verbundvariable > 
I < Verbund> and-Symbol < Verbundvariable >. 
Durch Einführung einer Hilfsvariablen H wird daraus: 
< Verbund > 
< H > 
.. = consists-of-Symbol < Verbundvariable > < H > . 
.. = leer land-Symbol< Verbundvariable > < H >. 
In dieser Focm ist die Syntax vom Typ LL(l). 
Die zweite Eigenschaft kann geprüft werden durch Inspektion aller Attri-
bute, die in den Produktionen vorkommen. Eine Produktion hat (ohne Al-
ternativen) die Form 
In dieser Grammatik gilt, * daß alle vorgegebenen Attribute von X. 
1 
o < i <= n völlig bestimmt sind durch die vorgegebenen von X
o 
und 
für 
die 
erzeugten von Xl bis Xi_I· Die erzeugten von Xo ergeben sich aus den 
vorgegebenen von X
o 
und den erzeugten von Xl bis X
n
. Auch die in der 
Grammatik vorkommenden logischen Ausdrücke mit Attributen können in 
dieser Sequenz ausgewertet werden. 
Damit erfüllt ESPRESO-S die Bedingungen der 1-Pass-Analysierbarkeit 
(Bocbmann, 1976, S.59) und liegt in der Hierarchie der attributierten 
Grammatiken weit unten (Kastens, 1978, Fig.6), ist also sehr einfach. 
* Für "inherited" wird hier "vorgegeben", für "synthesized" "erzeugt" 
gesagt. Die Ubersetzungen "erworben" und "abgeleitet" (Kastens, 1979, 
7.1, S.ll) scheinen irreführend. 
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4.2 Implementierung von ESPRESO-W 
Realisiert wurden die wichtigsten Teile von ESPRESO-W, also die Pro-
gramme KONV und DEKONV (3.3.2.1) und die Funktionen zur Verwaltung der 
ESPRESQ-Dateien (3.3.2.3). KONV und die ESPRESO-Datei-Verwaltung wurden 
im Rahmen einer Diplomarbeit implementiert (Eckert, 1980). 
4.2.1 Realisierungskonzepte 
Für ESPRESQ-W wurden folgende Programmqualitäten angestrebt 
2.2.3.2): 
(vgl. 
a) Es soll leicbt zu bedienen und transparent sein, d.h. ein dem Anwen-
der plausibles Verhalten zeigen. Ferner soll es (im Hinblick auf eine 
denkbare interaktive Version) nicht zu langsam arbeiten. 
b) Das System soll portabel sein. 
c) Es soll auch auf kleinen Rechnern installierbar sein. Als kleiner 
Rechner wird hier ein typischer ProzeBrechner mit 64 k Wörtern zu 
16 Bits angenommen. 
d) Es soll mit geringem Aufwand realisierbar sein. 
e) Korrekturen, Erweiterungen und Änderungen sowohl von ESPRESO-S als 
auch von ESPRESO-W sollen möglichst geringen Aufwand erfordern. 
Die Bedienungsfreundlichkeit (a) wird erzielt durch eine Reihe konzep-
tioneller Entscheidungen, die im Kapitel 3 diskutiert wurden. Als Bei-
spiel sei hier nur die symmetrische Wirkung von KONV und DEKONV genannt. 
Im Hinblick auf die übrigen Ziele wurden Realisierungskonzepte festge-
legt: 
Die Implementierung verwendet als Basismaschine das PASCAL/360 System 
von der University at Stony Brook (Kieburtz et al., 1979). Dieses ist 
im Kernforschungszentrum Karlsruhe installiert (Hellmann, Ludewig, 
1980). Wegen mehrerer Fehler in der derzeit vertriebenen Version war 
es allerdings nicht möglich, das System zu integrieren und zu testen. 
Die Verwendung von PASCAL ist günstig im Sinne von (b), (d) und (e), 
denn eine hohe Sprache wie rASCAL macht das Programm portabel und er-
leichtert die Programmierung und die Wartung. Da auch viele Klein-
rechner über ein PASCAL-System verfügen, ist diese Entscheidung auch 
günstig im Sinne von (c). 
Die speziellen 
PASCAL-X wurden 
Erweiterungen des 
im Interesse der 
verwendet . Schwierigkeiten machen 
Ausgabe über non-standard-files. 
von diesem Compiler akzeptierten 
Portabilität nur soweit wie nötig 
die Modularisierung und die Ein-/ 
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Standard-PASCAL (Jensen, Wirth, 1974) bietet keine Moduln als einzeln 
übersetzbare Einheiten und als Gültigkeitsbereiche solcher Variablen, 
deren Lebensdauer nicht aD einen Block geknüpft sein 5911. Da aber 
Moduln im Interesse einer klaren Struktur nicht entbehrlich sind 
(siehe 3.1.5), bietet PASCAL-X wie viele andere PASCAL-Systeme eine 
Spracherweiteruns, die nicht standardisiert ist und daher die Porta-
bilität beeinträchtigt . 
Non-standard-files sind in PASCAL definiert, aber im PASCAL/360 noch 
nicht implementiert . Daher enthält ESPRESO-W zum Lesen aus und 
Schreiben in Dateien FORTRAN-Subroutines, die ebenfalls nachteilig 
für eine Übertragung auf andere Anlagen sind . 
Die ESPRESO-Datei soll während der Laufzeit des Programms vollstän-
dig im Hauptspeicher stehen. Dies erschwert zwar die Realisierung 
auf dem Kleinrechner (c), gestattet jedoch, die Daten vollständig in 
PASCAL zu definieren und wirkt damit positiv für (b), (d) und (e). 
Zu Beginn jedes Programmlaufs müssen die Daten allerdings von einem 
externen Speicher geholt und am Ende zurückgebracht werden. 
Die Möglichkeiten der dynamischen Variablen (Operationen new und 
dispose) wurden nicht verwendet. Dies erleichtert das Ein- und Aus-
speichern der Listen (d), erlaubt die Behandlung des Listenüberlaufs 
durch das Programm (a) und trägt zur Speichereinsparung bei (b). 
Im Interesse einer leichten Re'alisierung (d) und Wartung (e) wurde 
ESPRESO-W datenorientiert modularisiert. Jede der großen Datenstruk-
turen, z.B. die Liste der Objekte, ist deklariert als privates Datum 
ein e s Moduls und den anderen Moduln nur durch die speziellen 
Zugriffsoperationen zugänglich, die explizit vorgesehen sind (siehe 
4.2.2). 
Globale Variablen werden nicht verwendet, Funktionen haben grund-
sätzlich keine Nebenwirkungen. 
Die Syntax einschließlich der Wortsymbole ist bis auf einige sehr 
fundamentale Schemata, die kaum jemals geändert werden dürften 
(z.8. der Aufbau der Sektionen aus Kopf, Rumpf und Schwanz), in 
Tabellenform gespeichert und daher leicht und ohne Eingriffe in die 
Programme änderbar. 
Ebenfalls zur Erleichterung der Realisierung ist in KONV nur eine 
primitive Fehlerbehandlung vorgesehen. Der Anwender erhält den Fehler 
präzise gemeldet, jedoch wird anschließend viel oder alles folgende 
überlesen, um einfach und sicher wieder aufsetzen zu können, so daß 
zur Erkennung aller Fehler u.U . viele Eingabeversuche notwendig sind. 
Hehrfachinterpretationen von Variablen oder Parametern werden grund-
sätzlich vermieden . Die einzige Ausnahme betrifft die Indizierung 
von Listen. Hier gilt die Konvention, daß die Numerierung mit "lU be-
ginnt. uO" kennzeichnet den leeren Zeiger oder ein nicht vorhandenes 
Element in der Liste. Dadurch wird sowohl bei der Speicherung als 
auch beim Prozeduraufruf an vielen Stellen eine Variable eingespart . 
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4.2.2 Die Hodulstruktur 
Die Hodularisierung von ESPRESQ-W ist, 
den Datenstrukturen des Programms. Dies 
wie oben gesagt, 
sind: 
orientiert an 
die Kommandos zur Bedienung 
Protokolle und Reports 
die ESPRESO-S-Eingabe für die Xonvertierung 
die ESPRESO-S-Ausgahe der Dekonvertierung 
die Objekte, von denen noch abgespalten sind 
die Namen 
die Texte und Tezt-Selektoren 
die Verknüpfungen 
die Syntax, bestehend aus (siehe 4.2.4.2) 
der Relationentabelle 
der Angaben-Syntax 
einer Liste spezieller Wortsymbole 
Standard-
Ein-/Ausgabe 
Dateien 
ESPRESO-Datei 
Syntaxtabellen 
Ein gewisser Teil der Syntax ist in die Programme KONV und DEKONV ein-
gearbeitet und daher nicht explizit gespeichert. 
4.2.3 Die Schichtenstruktur 
Neben PASCAL-X wurden zur Implementierung von ESPRESQ-W drei weitere 
Sprachen verwendet: 
Die IBM-Kommandosprache zur interaktiven Bedienung des Systems, die 
IBH-Job-Control-Language (JeL) zur Ausführung von Datei-Operationen 
(Einrichten, Umbenennen, Löschen) und zum Start der PASCAL-Programme, 
FORTRAN für die Kommunikation mit non-standard-files (siehe 4.2.1). 
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Betriebs- und Laufzeitsysteme lassen nur bestimmte Beziehungen zwischen 
den in diesen Sprachen implementierten Moduln zu: Die Aufrufe können 
nur in der Richtung 
Kommandosprache -) JeL -) PASCAL -> FORTRAN 
erfolgen. Daher ist für ESPRESQ-W eine Schichtenstruktur vorgegeben: 
Schicht I Kommando-Prozeduren 
Schicht 11 JeL-Prozeduren 
Schicht III PASCAL-Programme 
Schicht IV FORTRAN-Programme (non-standard-I/O) 
Bild 4.1 Schichtenstruktur von ESPRESO-W 
Eine Schicht 0, die den Dialog mit dem Bediener führt und 
der Schicht I aufruft, ist virtuell, denn aufgrund der 
die die Kommando-Prozeduren bieten, ist es vorteilhaft, 
als eigene Prozedur zu realisieren. 
die Prozeduren 
Möglichkeiten, 
jedes Kommando 
Natürlich wurde versucht, soviel 
Schicht 111, die PASCAL-Schicht, 
weiter gegliedert: 
wie möglich von 
zu bringen. Diese 
ESPRESO-W in die 
ist daher wie folgt 
lI! 
.1 
II! 
.2 
- -
-
- -
I I 
KONV IDEKONVI 
I I 
__ .L._ 
Syntax 
I I 
I SYNTVW I 
I I 
I I 
IWOSYVWI 
I I 
-
- - - - - - -
-
-
-
- -
- - -
- - - - -
-
-
........ · . . . . . . . . . . . . . . 
--Prüfungen I 
.NAMAE . 
· 
und Reports . I EED 
........ · . . . . . . . . . . . . . . I 
I I 
IOBJFVWI 
I I 
--
ESPRESO-Datei 
I I 
INAHFVWI 
I I 
I I 
ITEXTVWI 
I I 
I 
I INF 
I 
I I 
IVKNFVWI 
I I 
-
Bild 4.2 Struktur der Schicht 111 
Die punktierten Teile sind nicht implementiert. 
LED zum Löschen einer ESPRESO-Datei, fehlen in 
völlig in den Ebenen 1 und 11 realisiert sind. 
Einige Funktionen, 
diesem Bild, da 
z.B. 
sie 
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4.2.4 Kurzbeschreibung der ESPRESO-W-Programme 
Dieser Abschnitt soll einen Einblick in Architektur und Organisation des 
Programmsystems ESPRESQ-W geben. Die Moduln werden nicht streng top-down 
beschrieben, sondern so, daß möglichst wenige Vorwärtsbezüge notwendig 
sind. 
4.2.4.1 Die Schichten I, 11 und IV 
Die nicht in PASCAL-X geschriebenen Programmteile, d.n. die Schichten I, 
Ir und IV, sind auf die speziellen Erfordernisse der für die Implemen-
tierung benutzten Rechnerkonfiguration aus IBM 370-168 und IBH 3033 
zugeschnitten . Bei der Installation auf einem anderen Rechner müssen sie 
erheblich verändert werden, soweit sie nicht - wie z.B. die Schicht IV -
ganz entfallen. Sie werden daher in diesem Abschnitt nur kurz gestreift. 
Prozeduren in JeL (Job-Control-Language) verwalten die Dateien und 
starten die aus den PASCAL-Programmen enstandenen Lademoduln. Um den 
Anwender vom Umgang mit dieser wenig benutzerfreundlieben Sprache zu 
entlasten, sind die JCL-Prozeduren völlig durch interaktiv ablaufende 
Kommando-Prozeduren verdeckt. 
Die Kommando-Prozeduren werden vom Anwender unter TSO mit dem Namen 
der Funktionen (EED, KONV, ) aufgerufen; sie prüfen zunächst die 
Parameter und geben sie einschließlich der Standardwerte, die der 
Anwender nicht verändert hat, aus. Anschließend wird die erforderliche 
JeL-Prozedur für die Stapelverarbeitung generiert und ihre Ausführung 
ausgelöst . Der Katalog der ESPRESO-Dateien wird z.T. direkt von den 
Kommando-Prozeduren verwaltet. 
Alle Kcmmando-Prozeduren können mit einem Parameter HELP gestartet 
werden; sie geben dann über Funktion und Parameter Auskunft. 
Die Schicht IV enthält FORTRAN-Subroutines für das formalisierte Lesen 
und Schreiben eines Standard-Re cords (80 Zeichen) und tür das Rücksetzen 
der Lese- und Schreib-Zeiger (Rewind), außerdem Ein- und Ausgabeprogram-
me tür das Retten und Rekonstruieren der ESPRESQ-Datei (siehe 4.2.4.3). 
Sie schreiben und lesen die permanente Datei unformatiert. 
Diese Subroutines sind im PASCAL-Programm gekapselt durch spezielle Pro-
zeduren; alle übrigen Programme der Schicht 111 wickeln ihre Datei-Ein-
und Ausgabe nur über diese Prozeduren ab. 
4.2.4.2 Die Syntax-Verwaltung 
Formal wäre es ausreichend, die attributierte Grammatik (7.) unverändert 
abzuspeichern und die ESPRESO-Datei als unstrukturierte Menge der in der 
Grammatik auftretenden Paare und freien Tupel zu realisieren. Abgesehen 
von dem sehr hohen Speicheraufwand würde dieses Vorgehen an der Ineffi-
zienz scheitern, mit der die Operationen auf die Datei arbeiten würden. 
Daher werden sowohl die Grammatik als auch die ESPRESO-Datei in einer 
zweckmäßigeren Form angelegt. 
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Die Regeln der Grammatik lassen sich wie folgt einteilen: 
a) Syntax der Abschnitte und Sektionen (globale Syntax-Schemata), 
b) Kontextfreie Syntax der Angaben, 
c ) Abstrakte Syntax der Angaben, d.h . Festleguogen 
Komponenten signifikant , notwendig oder möglich 
Art jede Komponente sein darf, 
daruöer, 
sind und 
d) spezielle Regeln für Sonderfälle, insbesondere für Texte, 
e) Syntax der Attribute. 
welche 
welcher 
Die Informationen nach Ca) und (d) sind bis auf die darin enthaltenen 
Wortsymbole ausprogrammiert, d.h. in die Programme KONV und DEKONV 
eingearbeitet (siehe 4.2.4 . 4), Alle anderen Informationen zur Grammatik 
sind in einer Datei in u1bersichtlicher, leicht änderbarer Form zusam-
mengestellt. Der Inhalt dieser Datei ist wie folgt gegliedert : 
Ein Kopf enthält Kommentare und eine Identifikation. 
Ihm folgt eine Tabelle, die nur geringfügig verändert 
Tabelle 4. 3 . Die Attribute a3 bis a6 aus Tabelle 4.2 
als einstellige Relationen darin enthalten. 
ist 
sind 
gegenüber 
ebenfalls 
Der anschließende Abschnitt gibt an, 
Attribute implizieren und sich dadurch 
welche Relationen best~te 
gegenseitig ausschließen. 
Darauf folgt e i ne Liste der Wortsymbole nach (a) und (d). 
Am Schluß steht die Syntax der Angaben. Diese hat z.8. für die ein-
fache Relation r41 folgende Form: 
r4! 
W capacity 
N 2 
F 0 
• 
Relationsnummer 
Angabe beginnt mit diesem Wortsymbol 
Nennung der Komponente 2 
Fortsetzung bei 0 (= log . Ende) 
Ende der Produktion für r41 
Ähnlich sind auch Verzweigungen, Wiederholungen usw. dargestellt. 
Der Inhalt der Syntax-Datei muß geprüft, gespeichert und selektiv zu-
gänglich gemacht werden . Dafür dient der Modul SYNTVW (Syntax-Verwal-
tung). Die Wortsymbole (einschließlich derer in (a) und (d)) werden vom 
Modul WOSYVW (Wortsymbol-Verwaltung) gesondert verwaltet. 
Da die Prüfung der Syntax-Datei nur nach Änderungen erforderlich wird , 
ist der betreffende Teil aus SYNTVW und WOSYVW herausgelöst und in einem 
unabhängigen Programm SYNTCH (Syntax-Check) untergebracht. SYNTCH 
erzeugt ein Protokoll der Syntax-Vorverarbeitung und eine stark kompri-
mierte Darstellung der Syntax, die SYNTVW und WOSYVW als Eingabe dient . 
In dieser komprimierten Form i s t die Relationentabelle auf eine Menge 
verschiedener Vektoren aus Wahrheitswerten und eine Zuordnungstabelle 
reduziert. 
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Die Angaben-Syntax, in der die Wortsymbole durch Codes 
ist als Feld aus PASCAL-Records gespeichert; eine Liste 
Relation einen (Anfangs-) Index zu. 
ersetzt sind, 
ordnet jeder 
Die Wort symbole sind mit ihrer Länge (zur schnelleren Identifizierung) 
und Hinweisen auf ihre Verwendung (z . B. als Artkennzeichen) gespeichert. 
4.2 .4.3 Die Verwaltung der ESPRESO-Datei 
Die ESPRESO-Datei enthält die Spezifikation, dargestellt durch Objekte 
und Verknüpfungen. Alle Informationen sind in Listen enthalten, die hier 
zur Unterscheidung von verketteten Listen als Files bezeichnet werden. 
Die Files sind als Felder von PASCAL-Records realisiert, so daß natür-
liche Zahlen (für die Indices) als Zeiger dienen. Freie Plätze im File 
sind jeweils in einer Leerliste verkettet. Die besetzten enthalten eine 
Statusinformation, die Markierung, die daruöer Auskunft gibt, ob das 
Listenelement vordefiniert (7.9), schon fest oder erst vorläufig ein-
getragen ist, ob es als Sicherheitskopie angelegt wurde oder ob es am 
Ende des Programmlaufs gelöscht werden soll. 
Die wesentliche Aufgabe der ESPRESO-Datei-Verwaltung ist die Bereit-
stellung effizienter Operationen auf die Verknüpfungen der Objekte 
(feststellen, ob vorhanden, eintragen, löschen, und e1n1ge weitere 
Operationen) . Daher steht dieser Aspekt im Mittelpunkt. Die Namen und 
Texte sind nur im Zusammenhang mit der Ein- und Ausgabe von Bedeutung, 
intern können sie durch Codes ersetzt werden . Daher werden Namen (und 
mit ihnen auch die Schlüssel) und Texte jeweils in speziellen Moduln 
verwaltet, NAMFVW und TEXTVW. Die Namen stehen in einer Hash-Tabelle, 
die Texte werden in eine sequentielle Datei geschrieben. Wegen des 
ineffizienten Zugriffs bei der Ausgabe eines Texts kann dies nur eine 
provisorische Lösung darstellen. Die Elemente des eigentlichen 
Objektfiles im Modul OBJFVW sind mit den Namen und Texten verzeigert . 
Um trotz der unbegrenzten Zahl von Verknüpfungen, als deren Komponente 
ein einziges Objekt verwendet werden kann, eine einheitliche Darstellung 
aller Objekte zu ermöglichen, sind die Verknüpfungen eines Objekts 
jeweils in (bis zu) drei verketteten Listen gespeichert. Liste 1 enthält 
diejenigen Verknüpfungen, in denen das Objekt Komponente 1 ist, die 
Listen 2 und 3 entsprechend die andern Verknüpfungen des Objekts. 
Eine dreisteilige Verknüpfung ist also ein Knoten dreier Listen. Durch 
doppelte Verkettung sind Änderungen im Verknüpfungsfile sehr einfach . 
Jeder Eintrag im Objekt-File und im Verknüpfungsfile enthält 
Markierung und den verschiedenen Zeigern die Art des Objekts 
Relation der Verknüpfung. 
außer der 
bzw. die 
Da die ESPRESO-Datei dem Benutzer über einen Programmlauf hinaus erhal-
ten bleiben muß, wird sie jeweils zu Beginn von einem Sekundärspeicher 
geholt (rekonstruiert) und zum Schluß zurückgebracht (gerettet). Diese 
beiden Funktionen sind wie einige weitere, die mit mehreren Files der 
ESPRESO-Datei arbeiten, in einem übergeordneten Modul KOMPLEX unterge-
bracht, de~ selbst keine Variablen enthält, sondern nur die Operationen 
der Moduln OBJFVW, NAMFVW, TEXTVW und VKNFVW verwendet. 
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4.2.4.4 KONV und DEKONV 
Die Programme KONV und DEKONV zur Konvertierung und Dekonvertierung 
haben ähnliche, an der Syntax von ESPRESQ-S orientierte Struktur (siehe 
Bild 4.3). KONV ist umfangreicher und komplizierter, da Fehler in der 
Spezifikation erkannt und behandelt werden müssen. 
Wie die Sprache ESPRESQ-S sind auch die Programme zur ihrer Verarbeitung 
rekursiv: Innerhalb einer Angabe kann ein Objekt verarbeitet bzw. ausge-
geben werden (im Bild 4.3 nicht dargestellt). Aus syntaktischen Gründen 
und zur Fehlerbehandlung ist es allerdings notwendig, die Abschnitte von 
den eingeschachtelten Sektionen zu unterscheiden. 
IDEKONV-Hauptprogramml 
I Anfangsmeldung I IDekonvertierungl 
Ilnitialisierung! I ESPRESO-S-AusgabeI 
* 
* 
Bild 4.3 DEKONV 
I Endemeldung I 
IESPRESO-Datei aufräumen I 
IObjekte einer Art ausgeben I 
I erstes Objekt I 
leiner Art suchen I 
IAbteilungs-1 
I anfang I 
IObjekt 
IKoEf ausgeben I 
IText 
* 
* IAbteilungl 
I ausgeben I 
* 
IObjekt ausgeben und I 
I nächstes suchen 
ausgeben I I nächstes I 
IObjekt suchenl 
I Körper ausgeben I 
* * 
* * 
ausgebenl lAng_be ausgebenl 
Die Darstellung im Bild 4.3 folgt der Jackson-Design-Metbododology. 
Kanten, die durch Punkte markiert sind, haben die Bedeutung "wird einmal 
ausgeführt". Sterne kennzeichnen, daß die Ausführung nicht, einmal oder 
mehrmals erfolgt. 
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KONV enthält als Hauptbestandteile einen Scanner (Symbolentscblüßler) 
und einen Parser (Zerteiler), die jeweils einen Modul bilden. Der Scan-
ner liefert bei jedem Aufruf das nächste Grundsymbol (die Werte der 
in 7.6 bis 7.8 definierten, in 7.2 bis 7.5 verwendeten syntaktischen 
Variablen) oder eiDen Fehlercode und erzeugt das Protokoll. Der Parser 
macht mit Hilfe der Syntax-Verwaltung (siehe 4.2.4.2) die syntaktische 
Analyse entsprechend 7.2 bis 7.5 und modifiziert den Inhalt der ESPRESO-
Datei. 
Spezielle Regeln der Syntax, die zu einer schematischen Behandlung un-
geeignet sind, z.B. die Prüfung hierarchischer Relationen auf Zyklen-
freiheit, werden durch einen gesonderten Modul AUSNAHME bearbeitet. 
Dadurch sind die Sonderfälle isoliert, und der Parser bleibt übersicht-
lich . 
KONV verarbeitet die Eingabe in einem einzigen Durchlauf. Dadurch ist es 
möglich, das Programm interaktiv zu betreiben, wenn der Scanner direkt 
von einem Eingabegerät liest . Die Beschränkung auf einen Lauf erschwert 
allerdings die Fehlerbehandlung. Syntaktische Fehler werden überwiegend 
auf der Abschnittsebene behandelt: Alle Änderungen in der ESPRESO-Datei 
werden innerhalb eines Abschnitts durch Kopieren des früheren Zustands 
so vorgenommen, daß am Ende entweder der neue Zustand fixiert oder der 
alte wiederhergestellt werden kann . 
4.2.4.5 EED und IHr 
Das Programm zum Einrichten der ESPRESO-Datei arbeitet ganz ähnlich wie 
KONV, nur wird zu Beginn nicht eine Datei rekonstruiert, sondern leer 
initialisiert. Dann wird der Standard-Kontext (7.9) unter Verwendung von 
KONV konvertiert. Vor dem Retten erhalten alle Objekte die nur von EED 
verwandte Markierung "vordefiniert" • 
INF rekonstruiert nicht die gesamte ESPRESO-Datei, sondern nur die Ver-
waltungsinformation (wann von wem wie angelegt und geändert) und gibt 
sie im Protokoll aus. 
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5. Zur Abbildung von ESPRESO-S in eine Programmiersprache 
5.1 Zweck der Abbildung 
Soweit ESPRESO in den Kapiteln 3 und 4 entwickelt wurde, bietet es Füh-
rung und Unterstützung bei der Anfertigung einer Spezifikation. Der nun 
notwendige Übergang auf eine Programmiersprache muß jedoch ganz und gar 
von Hand erfolgen, da das System weder Hilfe dabei leistet noch die Kon-
sistenz von Beschreibung und Programm sicherstellt. Damit besteht die 
Gefahr, daS die Wirkung des Spezifikationssystems verpufft, weil der 
kontrollierte Anschluß an eine Programmiersprache fehlt. In diesem 
Kapitel wird der notwendige Brückenscblag diskutiert; die Ansätze sind 
jedoch nicbt wie die in Kapitel 3 bis zur Implementierung geführt. 
Es wird eine Abbildung angegeben, die es gestattet, eine ESPRESQ-Formu-
lierung in ein Programmskelett zu transformieren . Das vollständige Pro-
gramm kann nicht erzeugt werden, da die Spezifikation auf der ESPRESO-
Ebene meist nicht vollständig, jedenfalls nicht vollständig formal ist; 
insbesondere fehlt die Höglichkeit, die Algorithmen (im engeren Sinne) 
zu formulieren, denn ESPRESO-S enthält keine Darstellungen arithmeti-
scher und logischer Operationen und Wertzuweisungen. 
Die Angabe dieser Abbildung dient folgenden Zielen: 
Die in ESPRESO-S bereits ausgedrückte Information soll bei der Codie-
rung automatisch erhalten bleiben und damit vor einer unabsichtlichen 
Verfälschung durch Fehlinterpretation oder Codierfehler geschützt 
werden . 
Durch die Abbildung auf eine wohl definierte Programmiersprache wird 
die Semantik von ESPRESQ-S implizit definiert. 
Durcb Einsatz der Transformation wird der Codieraufwand vermindert. 
Die Abbildung zielt nicht auf eine besonders effiziente Lösung; eine 
solche kann aus der korrekten, aber u.U. ineffizienten erzeugt werden 
durcb Einsatz die Korrektheit erhaltender Transformationen (siehe 5.10). 
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5.2 Die Zielsprache 
5.2.1 Anforderungen an eine Zielsprache 
ESPRESO gestattet und fördert die informale Beschreibung der Inhalte von 
Prozeduren, Variablen, Puffern usw. und die formale Beschreibung ihrer 
Strukturen und Schnittstellen. Soll der Übergang von ESPRESO-S auf die 
Zielsprache keinen Informationsverlust bringen, so müssen für Schnitt~ 
stellen und Strukturen entsprechende oder feinere Ausdrucksmittel vor-
handen sein. 
Vor allem muß eine Möglichkeit bestehen, die Gültigkeitsbereicbe der 
Daten und Prozeduren einzuschränken, bei Daten nach Zugriffsarten 
differenziert. Dies macht eine Abbildung der Moduln auf die Codeebene 
überflüsSig, denn sie markieren im Entwurf nur Gültigkeitsbereiche. 
Allerdings können Moduln auch in der Zielsprache sinnvoll sein, z.B. 
um das Testen und die Programm-Verwaltung zu vereinfachen. 
Für die Medien sollte die Zielsprache Elemente enthalten, die den Kon-
zepten in ESPRESO entsprechen, also Variablen, Puffer, Trigger und Be-
triebsmittel mit den entsprechenden impliziten Koordinierungsfunktionen. 
Ebenso sollte für die Parallelität ein Konzept wie in ALGOL 68 bereit-
stehen. Auf diese Weise sind die Betriebssystem-Aufrufe, die bei der 
Ausführung eines aus der ESPRESO-Spezifikation erzeugten Programms nötig 
sind, vollständig im Laufzeitsystem der Zielsprache verborgen. 
Nachfolgend wird ESPRESO-S zunächst abgebildet auf eine hypothetische 
Programmiersprache, die den genannten Anforderungen entspricht. Diese 
Sprache ist an PASCAL orientiert und wird daher als E-PASCAL bezeichnet. 
In 5 . 6 wird die Verwendung einer verfügbaren Programmiersprache anstelle 
von E-PASCAL diskutiert. 5 . 8 gibt an, wie das Laufzeitsystem realisiert 
werden kann. 
5.2.2 Skizze der hypothetischen Programmiersprache E-PASCAL 
E-PASCAL unterscheidet sich von Standard-PASCAL (Jensen, Wirth, 1974) 
durch folgende Merkmale: 
a) Jede Prozedur und jeder Block kann eine Schnittstellen-Deklaration 
enthalten, die die Außenbeziehungen explizit angibt . 
Beispiel für eine solche Deklaration: 
interface reads VI, V2; 
writes VI, V3; 
consumes PI; 
transpar PI; 
outpar P2 
interfend 
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b) In PASCAL stehen zwei verschiedene Parameter-Mechanismen zur Verfü-
gung, by-value und by-reference. Für ein System mit Parallelität 
gibt es widersprüchliche Anforderungen an den Parameter-Mechanismus : 
Er soll sicher wie die Übergabe by-value, schnell wie der Zugriff 
by-reference sein und die Verwendung des aktuellen Wertes garantieren 
wie der call-by-name. 
Für E-PASCAL wird grundsätzlich der call-by-name verwendet, wobei 
die Nachteile von ALGOL 60 vermieden werden durch den Ausschluß von 
Prozeduren als Parameter und durch erheblich stärkere Möglichkeiten 
zur statischen Prüfung, die vor allem durch die Markierung der Para-
meter als inpar, outpar oder transpar wie in ESPRESO-S entstehen . 
Ausdrücke als aktuelle Parameter sind nur bei Eingabe-Parametern 
zugelassen. Eingabe-Parameter dürfen nur rechts, Ausgabeparameter 
nur links in Wertzuweisungen stehen; werden sie wieder als aktuelle 
Parameter verwendet,-dann nur von derselben Art. 
c) Für alle Variablen, die von mehreren, möglicherweise gleichzeitig ab-
laufenden Rechenvorschriften * verwendet werden, sieht der E-PASCAL-
Compiler automatisch Monitore vor, die die Zugriffe koordinieren. 
Puffer und Trigger können in E-PASCAL als spezielle 
ähnlich wie Felder oder Records vereinbart werden. 
falls von Monitoren verwaltet. Die Vereinbarung ist 
orientiert: 
var 81: buffer (10) of Typl; 
fifo; 
end ' 
--' 
Ähnlich werden auch Betriebsmittel vereinbart. 
Datenstrukturen 
Sie werden eben-
an PASCAL-Records 
d) In E-PASCAL kann ein Programm aus mehreren Programmen im Sinne von 
Standard-PASCAL bestehenj eines davon ist als Hauptprogramm gekenn-
zeichnet. Alle andern können mit einem create-Kommando als asynchrone 
Prozesse gestartet werden. Sie haben Zugriff auf die im Hauptprogramm 
deklarierten Variablen und Puffer. 
* "Monitor" ist hier gebraucht für irgendeine Realisierung des Sekre-
tärsprinzips nach Dijkstra (1971). 
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5.3 Vorgehen zur Realisierung eines in ESPRESO-S beschriebenen Systems 
Durch die Abbildung wird aus der Spezifikation eine Menge von E-PASCAL-
Prozeduren erzeugt, deren Rümpfe zum Teil noch leer sind (siehe 5.5.4); 
die Modulstruktur geht verloren. 
Den leeren Prozeduren sind Schnittstellen-Deklarationen zugeordnet, die 
die AuBenbeziehungen der Prozeduren auf die in ESPRESQ-S angegebenen 
Verknüpfungen beschränken. Der Ansatz sichert also die Erhaltung der 
Korrektheit dadurch, daS der Programmierer nur noch Programmblöcke mit 
definierter Umgebung bekommt. Das Innere der Blöcke kann er beliebig 
ausgestalten, auch durch lokale Variablen und Prozeduren, die Schnitt-
stelle zur Umgebung ist fest vorgegeben. Medien kann der Programmierer 
nur durch deren Monitore ansprechen. 
Der Übergang 
Code wird in 
von der 
folgenden 
abgeschlossenen Spezifikation 
Schritten vollzogen: 
(siehe 3.4.3) zum 
a) Übertragung von ESPRESQ-S (d.h. aus der ESPRESQ-Datei) in die Pro-
grammiersprache. Das Ergebnis besteht aus einem fertigen Teil und 
solchen Komponenten, in denen nur die Deklarationen und Kommentare 
vorhanden sind. 
b) Programmierung der fehlenden Teile nach 
schreibungen, die bei der Transformation 
strikter Beschränkung auf die durch die 
definierte Schnittstelle nach außen. 
Maßgabe der informalen Be-
übertragen wurden, und mit 
vorgegebenen Deklarationen 
c) Plausibilitätsprüfung durch Vergleich der bereitgestellten und der 
tatsächlich verwendeten Zugriffsrechte. Da nur solche Zugriffe er-
laubt werden, die der ESPRESO-Formulierung zufolge nötig sind, deutet 
sowohl die Verwendung eines nicht vorgesehenen Zugriffsrechtes, die 
vom Compiler festgestellt werden kann, als auch der umgekehrte Fall 
auf einen Fehler hin. Der Compiler sollte in diesen Fällen Warnungen 
erzeugen. 
d) Binden aller Hoduln mit dem Laufzeit- und Betriebssystem. 
Weitere, hier nicht genannte Prüfungen und Erprobungen können praktisch 
in jedem Stadium durchgeführt werden. Wichtig ist dabei, daß Korrekturen 
und Änderungen stets von ganz oben durchgezogen werden, also beginnend 
in der ESPRESO-Spezifikation. 
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5.4 Konsistenz- und Vollständigkeitsanforderungen 
an die ESPRESO-Spezifikation 
Um eine ESPRESO-Spezifikation nach E-PASCAL transformieren zu können, 
muß diese über die syntaktische Korrektheit hinaus die folgenden Vor-
aussetzungen erfüllen: 
(Die Nummern verweisen auf Tabelle 4.3 und den Anhang.) 
Die Gültigkeitsbereiche, die durch die Hodulstruktur (rl) und die 
Restriktionen (rZ3, r28/29, r36 bis r40) definiert sind, werden 
entsprechend 3. 1.5 eingehalten. Es wird also kein Name au8erhalb 
seines Gültigkeitsbereichs verwendet, es sei denn in Querverweisen. 
Dies betrifft vor allem die Aktionen (rll bis r22). Die Restriktionen 
(r28/29, r36 bis r40) können den GültigkeitsbereiCh nur einschränken, 
nicht erweitern! 
Jeder Block ist Teil einer Prozedur. Die Prozeduren bilden unter der 
Relation "ruft auf" (r6) einen zusammenhängenden Graphen; genau eine 
Prozedur wird an keiner Stelle aufgerufen. 
Eine Prozedur oder ein Block ist nichtterminal (r2 bis r6) und/oder 
führt Aktionen aus (r12 bis r22). 
Alle aufgerufenen Prozeduren sind definiert, die Parameterlisten in 
Aufruf und Definition stimmen nach Zahl und Namen der Parameter 
überein. (Die Konsistenz der Übertragungsrichtung ist durch die 
Syntax garantiert, Typkonsistenz kann auf Codeebene geprüft werden.) 
Die Typen der Variablen und Puffer sind definiert; alle komplexen 
Typen sind auf elementare, d.h. vordefinierte Typen zurückgeführt. 
Variablen, die als Bedingung verwendet werden 
boolean . In einer alternativen Zerlegung (r4, 
Konstanten denselben Typ. 
(rll), haben den Typ 
rS) haben Variable und 
Zu jedem Puffer 
eine Realisierung 
ist die Kapazität definiert. 
mit dynamischen Variablen nötig.) 
(Andernfalls ist 
Allen Konstanten ist ein Wert zugeordnet. Dies geschieht durch einen 
Text mit einem bestimmten Selektor, z.B. uvalue": 
constant Cl: 
text value ~ 17.04 C 
end Cl. 
Typen und Werte der Konstanten müssen abhängig 
bestimmte Bedingungen erfüllen (z.B. natürliche 
Relationen). 
von ihrer Verwendung 
Zahlen sein in vielen 
73 
5.S Ubertragung der einzelnen Komponenten einer Spezifikation 
Nachfolgend wird die Abbildung der Objekte und ihrer Verknüpfungen kurz 
beschrieben, geordnet nach den Arten der Objekte. In 5.5.5 sind die Aus-
sagen zusammengefa8t . 
Allgemein gilt, daS alle Vereinbarungen, die bei der automatischen Um-
setzung erzeugt werden, global gemacht werden können, da die Einhaltung 
der GUltigkeitsbereiche bereits sichergestellt ist. 
Objekte mit dem Attribut flauBen" werden nicht abgebildet, bei denen mit 
Attribut tlgreoze" werden Transfers über die Systemgrenzen hinweg zuge-
lassen . 
5 .5.1 Objekte und Verknüpfungen, die nicht abgebildet werden 
Findet die tlbertragung in die Programmiersprache von Hand statt, so muß 
durch Erhaltung und Weitergabe aller, auch der redundanten Information 
da~ür gesorgt werden, daS der Codierer die in ESPRESO-S vorgesehenen 
Restriktionen einhält. Wird die Ubertragung dagegen mechanisch vorge-
nommen, so garantiert die Transformation die Erhaltung der Korrektheit. 
Restriktionen, deren Einhaltung so gewährleistet ist, brauchen nicht 
mitgeführt zu werden. 
Ein Text-Objekt (3 .2.3) hat keine Entsprechung auf der Codeebene und 
wird daher nur zu einem Kommentar. Ist es auch als Stichwort verwendet, 
80 kommt eine Liste der markierten Objekte hinzu. Ein Modul wird ähn-
lich behandelt; die ihm zugeordneten Objekte werden in einem Kommentar 
aufgelistet. 
Alle so entstandenen Kommentare sind im Programm zusammengefa8t und 
durch eine Strukturierung, z .B. mit Nummern, überschaubar gehalten . 
Beispiel: module Personendaten : 
~ Verwaltung eines Files mit Personendaten ~; 
comprises procedure Daten-ein 
aud procedure Daten-aus 
and variable Dateobestand 
end Pers.onendateo; 
Daraus wird (mit fiktiven Nummern): 
(* 1.3 module Personendaten: 
Verwaltung eines Files mit 
comprises Daten-ein 
and Daten-aus 
and Datenbestand 
Personendaten 
(7 . 3) 
(7 . 4) 
(4 . 1) *) 
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5.5.2 Konstanten, TYpen, Parameter 
Konstanten-, Typ- und Parameter-Definitionen in ESPRESO-S werden umge-
setzt in die entsprechenden Definitionen und Deklarationen in E-PASCAL. 
Das Attribut für die Struktur von Typen und Variablen (vgl . Zeile 3 
in Tabelle 4.2) ist durch die Abbildung auf Typ-Deklarationen implizit 
abgebildet. 
5 .5.3 Hedien 
Die Hedien werden abgebildet auf abstrakte Datenstrukturen, also auf 
Datenvereinharungen entsprechend den gewählten Typen und auf Monitore, 
die darauf exklusiven Zugriff haben . Betriebsmittel und Trigger, mit 
deren Inhalt keine Information verbunden ist, können jeweils auf eine 
vom Monitor verwaltete Zabl abgebildet werden. 
Eingangsverbalten und Organisation von Puffern und Triggern gehen in 
die Vereinbarung ibres Monitors ein (siebe 5.8 .5). 
Reale Betriebsmittel entsteben nicht durch ihre Deklaration, sondern 
sind apriori vorhanden. 1m Programm können sie also nicbt geschaffen, 
sondern nur verwaltet werden. Da aber zur Belegung und Freigabe die Be-
triebsmittel selbst nicht angesprochen werden müssen, kann das E-PASCAL-
Programm sie wie die virtuellen verwalten und den belegenden Prozessen 
zuordnen. 
5 .5.4 Prozeduren und Blöcke 
Prozeduren, die nicht wiedereintrittsfest (reentrant) sind, erhalten 
jeweils ein virtuelles Betriebsmittel zugeordnetj ihr Aufruf schlieSt 
seine Belegung ein (siehe 5 .5.3, auch 5.9). Im übrigen spielt die 
Unterscheidung zwischen Prozedur und Block hier keine Rollej nachfolgend 
wird nur von Rechenvorschriften gesprochen. 
Zunächst wird dafür gesorgt, daß keine Rechenvorschrift sowohl Transfers 
als auch eine Zerlegung enthält (d.h. nichtterminal ist). Entbalte die 
Rechenvorschrift R die Menge der Steueraktionen und paarigen Aktionen 
SPA, die Menge der Transfers T und eine Zerlegung Z. R wird ersetzt 
durch die sequentielle Familie Rl, R2, R3. RI, der Vater, enthält SPA, 
R2, der erste Sohn, enthält T, R3 enthält Z. Auf diese Weise können 
solche Rechenvorschriften beseitigt werden, so daß es nur noch nicht-
terminale ohne Transfers und terminale gibt. 
5 .5 . 4.1 Nichtterminale Rechenvorschriften, 
Steueraktionen und paarige Aktionen 
Damit enthalten die nichtterminalen Rechenvorschriften nur noch Steuer-
aktionen und paarige Aktionen. Diese sind durch die Spezifikation voll-
ständig beschrieben und können automatisch in die Zielsprache über-
tragen werden. Dasselbe gilt für die Zerlegung . Folglich können die 
von den Transfers befreiten nicht terminalen Rechenvorschriften völlig 
automatisch nach E-PASCAL übertragen werden. 
Das Attribut für den Ablauf (Zeile 2 in Tabelle 4.2) ist durch die Ab-
bildung der Zerleguog implizit abgebildet. 
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Die Aktionen werden ausgeführt wie in 3.1.3 angegeben. Ist die Rechen-
vorschrift zyklisch, was durch eine Wiederholbedingung (rll) oder ein 
Abbruchkriterium ausgedrückt ist, so enthält der E-PASCAL-Block eine 
wbile-Schleife mit der (zuvor ausgewerteten) Bedingung als Kriterium. 
Diese Schleife enthält einen Block für alles weitere, was erzeugt wird. 
Falls eine Verknüpfung "gestartet von" besteht, beginnt der Block mit 
einer consume-Operation auf den betreffenden Trigger. 
Bei der Maskierung von Puffern und 
Zustand gespeichert und zum Schluß 
Triggern muß zu Beginn 
wiederhergestellt werden. 
der alte 
Der weitere Inhalt der Prozedur hängt von der Zerlegung der Rechenvor-
schrift ab: Ist diese sequentiell zerlegt (r2), so enthält der Block 
eine Sequenz von Prozedur-Aufrufen. Bei paralleler Zerlegung Cr3) stehen 
alle n Aufrufe in einer "parallel-clausell (siehe 5.8.3). Die alternative 
Zerlegung (r4, r5) wird umgesetzt in eine Fallunterscbeidung (case-
Anweisung), die Aufrufe liegen in den Alternativen. Der Prozedur-Aufruf 
(r6) ergibt auch im Programm einen Prozedur-Aufruf (vgl. 5.9). 
5.5.4.2 Terminale Rechenvorschriften, Transfers 
Ein terminaler Block enthält nur Aktionen. Bis auf die Transfers ist 
die Abbildung der Aktionen in 5 . 5.4.1 beschrieben; die Transfers aber 
können nicht automatisch transformiert werden, da sie meist mit Mani-
pulationen der Daten durch Rechnungen oder Vergleiche verbunden sind, 
die in ESPRESO-S nicht dargestellt werden können. Daher wird für die 
Transfers ein leerer E-PASCAL-Block erzeugt, den der Programmierer aus-
gestalten muß. 
Um die Lokalität des Blocks so eng wie möglich zu halten und den Codie-
rer an die in ESPRESQ-S beschriebenen Au8enschnittstellen zu binden, 
erhält der Block eine Schnittstellen-Deklaration, die der Codierer nicht 
erweitern darf (siehe 5.2.2 a). 
5.5.5 Zusammenfassung 
Es wurde gezeigt, daß die Text-Objekte nur auf Kommentare im Programm 
abgebildet werden. Das gilt auch für Moduln, deren Bedeutung bereits 
voll auf der Spezifikationsebene ausgewertet werden kann . Rechenvor-
schriften werden, wenn sie keine Transfers enthalten, automatisch in 
E-PASCAL-Prozeduren umgesetzt; andernfalls werden leere Prozedur-Rümpfe 
für sie erzeugt, deren Außenbeziebungen durch eine Schnittstellen-
Deklaration restringiert sind. 
Medien werden automatisch in die Deklarationen von Datenstrukturen 
umgesetzt, auf die nur durch Monitore zugegriffen werden kann. Typen 
und Konstanten bleiben bei der Umsetzung praktisch unverändert. Fristen 
gehen ein in die Initialisierungsoperationen von Triggern. 
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Tabelle 5 . 1 zeigt, wie die Relationen abgebildet werden. Sie entspricht 
im Aufbau der Tabelle 4.3. 
Tab 
Abb 
elle 5.1 
ildunS der Relationen 
Nr . 
01 
02 
03 
04 
05 
06 
07 
08/09 
10 
11 
12/13 
14 
15 
16/17 
18 
19 
20/21 
22 
23 
24 
25 
26/27 
28/29 
30 
31 
32 
33 
34 
35 
36/37 
38/39 
40 
41 
42/43 
44 
45 
Relation 
.. Modul ent.halt 
sequent. zerlegt 
parallel zerlegt 
alternativ zerlegt 
hat Schlüssel 
ruft auf 
deklariert Parameter 
Ein-/Ausgabepar . ist 
trans. Parameter ist 
hat Bedingung 
liest/scb.reibt 
ändert 
initialisiert 
liefert/holt 
t e stet 
sperrt(maskiert) 
beendet/gestart. von 
belegt 
verfügbar in 
bat Priorität (s ou . ) 
dauert 
hat Verzög./Periode 
lesbar/schreibbar in 
ist Verbund aus 
ist Zeiger auf 
Verbund-Typ aus 
ist Feld aus 
hat Werte 
hat Typ 
leerbar/füllbar in 
kann starten/beenden 
maskierbar von 
hat Kapazität 
stat . /dyn. Sp .bedarf 
hat Stichwort 
hat Verweis 
~ 
~ 
" = ~ 
9 
0 
'" 
d 
0 
•• 
" •• 
= •• ~ 
~ 
'" d 0 
" d ~ 0 Q 
•• 
" '" ... § •• 
" 
" 
, 
0 ~ 0 
'" 
... 
I x I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I 
I 
I 
I 
I 
I 
I 
I I 
I I 
I I 
x I I 
x I I 
x I 
I 
x I 
x I 
x 
I x 
I x 
I x 
I x 
I x 
I x 
I x 
I x 
I x 
I x 
I x 
d 
0 
•  
" •• 
= •• ~ 
~ 
Q , 
" = 
'" ~ N 
0 
k 
.. 
~ 
= 
" ... 
= ~ 
" 0 ~ 
= ~ 
.... 
~ 
I x 
I x 
I x 
I 
I x 
x I 
I 
I 
" d 
= N 
" ~ 0 
~ 
., 
, 
~ 
~ 
" 
" 
~
0 ~ 
a ~ 
~ d 
" 
~ 
~ ~ 
.. ... 
I 
x I 
x I 
I 
I x 
I x 
I x 
I x 
I x 
I 
I 
I 
~ 
~ 
•• ~ 
" = N 
k 
0 
.c 
u 
0 
•• 
" ~ a 
0 
" = < 
x 
x 
x 
x 
x 
Zu den Bezeichnungen der Spalten siehe nächste Seite . Die Priorität 
kann je nach Betriebssystem umgesetzt werden, siehe 5 . 8.2. 
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Die Spaltenbezeichnungen in Tabelle 5.1 bedeuten: 
Kommentare werden nicht formal abgebildet 
Restriktionen werden vor der Abbildung überprüft 
Typ- und Datendefinitionen schlieBen die Monitore ein 
Prozedur-Definitionen betrifft die Parameterliste 
Ablaufstrukturen Aufrufsequenzen, Schleifen, 
Task-Koordinierung 
Parameter-Besetzung beim Prozeduraufruf 
Transfers Zugriffe auf Daten und Betriebsmittel 
über Monitore, müssen vom Programmie-
rer fertiggestellt werden 
Automatischer Zugriff Zugriffe, für die der Code automatisch 
aus der ESPRESO-Darstellung entwickelt 
werden kann 
5.6 Zur Verwendung einer verfügbaren Programmiersprache 
In den verfügbaren Programmiersprachen sind die genannten 
nicht enthalten. Bei der Implementierung eines in ESPRESO-S 
Programms treten daher die folgenden Schwierigkeiten auf: 
Sprachmittel 
formulierten 
ESPRESO-S kann partiell mächtiger als die Zielsprache sein, so daß, 
um die Abbildung zu ermöglichen, Restriktionen zugefügt werden müs-
sen. Z.B. ist die dynamische Erzeugung von Tasks in Concurrent PASCAL 
und in Modula ausgeschlossen. 
Für Schutzmechanismen aus ESPRESO-S kann in der Zielsprache die Ent-
sprechung fehlen, so daß im Code die angestrebte Sicherheit nicht 
gewährleistet werden kann. Z. B. gibt es für das Modulkonzept in 
PASCAL keine Entsprechung. Soll eine Variable in mehreren Prozeduren 
zugänglich sein, so muß sie in einem umfassenden Block vereinbart 
werden, wodurch sie im gesamten Block zugänglich wird. 
Den Sprachen liegen Annahmen über die Rechnerstruktur zugrunde, die 
in ESPRESO-S vermieden wurden. Mit dem Übergang auf die Programmier-
sprache ist also eine Einengung der möglichen Konfiguration ver-
bunden (vgl. Brinch-Hansen, 1978, 5.934, über Concurrent PASCAL und 
Modula). 
Im Beispiel 5.7 wird auch eine Abbildung auf PASCAL-X gezeigt, eine PAS-
CAL-Erweiterung, die sich vom Original vor allem durch die Möglichkeit 
unterscheidet, Moduln zu definieren ähnlich denen in Modula. Als Einga-
besprache für den PASCAL-360-Compiler ist PASCAL-X gut dokumentiert 
(siehe 4.2 . 1). 
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5 . 7 Ein Beispiel zur Transformation 
In die ESPRESO-Datei sei eine im Sinne von 5.4 konsistente 
ständige Systembeschreibung eingegeben worden, die U. 8. die 
einer Prozedur "Hol-Eingabe" enthält. Diese 
weise wiedergegeben, anschließend ihr Abbild in 
procedure Hol-Eingabe: 
Prozedur wird 
PASCAL-X. 
~ die Meßwerte werden gelesen und geprüft. Ci 
seguential 
block Einlesen: end Einlesen; 
tben 
---b-lock Plausib-Prüfung: 
und voll-
Definition 
bier teil-
text C vergleicht die Meßwerte mit Grenzwerten und gibt 
die korrekten Werte oder null aus. Cj 
consumes Meßwert 
where C IMeßwert liegt zwischen 0 und 150. C end; 
reads Obergrenze, Untergrenzej 
prödüces geprüfter-Wert; 
end Plausib-Prüfung 
end Hol-Eingabe; 
Die Prozedur Hol-Eingabe ist nicht terminal . Der E-PASCAL-Code für sie 
kann daher vollständig automatisch erzeugt werden . Er wird im Haupt-
modul eingeordnet und lautet : 
procedure Hol-Eingabe; 
interface 
calls Einlesen, plausib-Prüfung 
interfend; 
beg(n (* Hol-Eingabe *) 
* die Me8werte werden gelesen und geprüft . *) 
Einlesen; 
Plausib-Prüfung 
end; 
In PASCAL-X entfällt die Schnittstellen-Deklaration. Sie ist bei den 
automatisch erzeugten Prozeduren ohnehin entbehrlich. 
Der Block Plausib-Prüfung 
die vom Programmierer noch 
abgebildet: 
79 
ist dagegen terminal und 
ausgeführt werden müssen. 
procedure Plausib-Prüfung; 
interface 
consumes Me8wert 
enthält 
Er wird 
(* assertion: !Meßwert liegt zwischen 0 und 150. *)j 
reads Obergrenze, Untergrenzej 
produces geprüfter-Wert 
interfend; 
begin 
(* vergleicht die Meßwerte mit Grenzwerten und gibt 
Aktionen, 
wie folgt 
die korrekten Werte oder null aus. *) 
Das PASCAL-X-Programm wird durch die Substitution der Schnittstellen-
Deklarationen wesentlich umfangreicher als das E-PASCAL-Programm: 
external program plausib-prüfung; 
procedure consume-meBwert (meßwert: real); external; 
(* assertion: IMeßwert liegt zwischen 0 und 150 . *) 
procedure read-obergrenze (obergrenze: real)j externalj 
procedure read-untergrenze (untergrenze: real)j externalj 
procedure prod-geprüfter-wert 
(~ geprüfter-wert: real)j externalj 
begin 
(* vergleicht die MeBwerte mit Grenzwerten und gibt 
die korrekten Werte oder null aus. *) 
Die als "external" deklarierten Prozeduren bilden jeweils einen eigenen 
PASCAL-X-Modul zur Verwaltung einer Variablen oder eines Puffers. Sie 
ersetzen sowohl die statischen Prüfungen (Zugriffs richtung, z.B. nur 
schreibend) als auch die dynamische Koordinierung der Zugriffe durch 
Monitore in E-PASCAL . 
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5.8 Betriebssystem-Funktionen für E-PASCAL 
5.8.1 Vorbemerkungen 
Als Prozeßrechner-Programmierspracbe enthält E-PASCAL Elemente, deren 
Ausführung die Zustandsänderung von Rechenprozessen (3.1.1.1.5) bewirkt 
oder bewirken kann; z.B. muß ein Proze8, der auf einen Puffer zugreift, 
mit konkurrierenden Prozessen koordiniert und dabei eventuell in einen 
Wartezustand versetzt werden. Da die Rechenprozesse zumindest auf kon-
ventionellen Rechnern von einem Betriebssystem verwaltet werden, die 
Koordinierung also nicht selbständig vornehmen können, werden für solche 
Sprachelemente im Maschinen-Code Aufrufe des Laufzeitsystems abgesetzt. 
Dieser Abschnitt skizziert die Implementierung des E-PASCAL-Laufzeit-
systems auf der Basis eines Standard-Betriebssystems. Er zeigt, daß 
E-PASCAL nur mäßige Anforderungen an das Betriebssystem stellt und mit 
einem einfachen Laufzeitsystem auskommt . 
Die Unterscheidung zwischen Laufzeit- und Betriebssystem bedeutet nicht, 
daß es dafür auch getrennte Programme geben muß. Vielmehr können beide 
gemeinsam generiert werden, zugeschnitten auf die spezielle Anwendung. 
Entsprechend der Definition in 3. 1.1.1 .5 entstehen und verschwinden 
Prozesse durch die Ausführung einer Rechenvorschrift, die Vater einer 
parallelen Familie ist. Zustandsänderungen der Prozesse werden von den 
Monitoren vorgenommen: Ein auf ein Medium zugreifender Prozeß wird, 
falls erforderlich, in einen Wartezustand versetzt, bis es verfügbar 
geworden ist . Das Laufzeitsystem muß also eingeschaltet werden, wenn der 
aus folgenden ESPRESO-Elementen erzeugte Code ausgeführt wird : 
a) Parallele Zerlegung einer Rechenvorschrift, 
b) Zugriffe auf Variablen (lesen und schreiben), 
c) Zugriffe auf Puffer und Trigger (liefern, abnehmen, testen, 
initialisieren, starten und beenden lassen, maskieren), 
d) Belegung von Betriebsmitteln (belegen) . 
Nicht diskutiert werden diejenigen Funktionen, die zum Start des Systems 
und zu seiner Beendigung sowie zur Ein- und Ausgabe nötig sind. 
5.8.2 Ein Standard-Betriebssystem 
Da Betriebssysteme bisher nicht standardisiert sind, wird in dieser 
Arbeit auf den Report des Ausschusses für Betriebssysteme im European 
Purdue Workshop, nachfolgend kurz TC8-Report genannt, Bezug genommen 
(Lalive d'Epinay, 1979) . Soweit der TC8-Report lückenhaft ist, werden 
hier Ergänzungen vorgenommen (5.8.7). 
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Die Syochronisationselemente des TC8-Reports sind Datenstrukturen mit 
folgenden Eigenschaften : Ein Synchronisationselement besteht aus einer 
Liste VOQ Prozessen (process-list) und einer Liste von Botschaften (in-
formation-list). Zu jedem Zeitpukt ist mindestens eine der Listen leer. 
Die einzigen zulässigen Operationen auf diesen Typ sind INC und DEej 
beide haben als ersten Parameter den Namen des Synchronisationselemen-
tes, als zweiten eine Botschaft bzw . eine Variable für diese. 
Zustand d. Listen 
information-list 
enthält Einträge 
beide Listen leer 
process-list 
enthält Einträge 
Effekt von INC(S,I) 
I aufnehmen in die 
information-list. 
einen ProzeB aus der 
Liste nehmen, diesem 
I übergeben, ProzeB 
weiterlaufen lassen . 
Effekt von DEC(S,V) 
Einen der Einträge aus 
der information-list 
nehmen und in V an den 
Prozeß übergeben. 
Den Prozeß in die 
process-list aufnehmen 
und in Wartezustand 
versetzen. 
Dieser Abschnitt wird zeigen, daß INC und DEC stets ausreichen, wenn 
nicht eine dynamische Taskgenerierung erforderlich ist. 
Die Synchronisationselemente werden als Semaphore bezeichnet, wo der 
Botschaftenmechanismus, der sie von den Semaphoren unterscheidet, nicht 
beansprucht wird. In diesem Fall wird das zweite Argument bei DEC und 
INC (für die Botschaft) weggelassen. 
Der TC8-Report macht zu e1n1gen für ESPRESO wesentlichen Punkten keine 
Aussagen. Es wurden daher folgende Möglichkeiten unterstellt: 
An der Schnittstelle zwischen Betriebssystem und Anwendungsprogrammen 
erscheinen Interrupts als INC-Operationen; in der zugeordneten Infor-
mation ist die Ursache (Quelle) des Interrupts angegeben. Ein zusätz-
licher Prozeß (der Teil des E-PASCAL-Laufzeitsystems sein könnte) 
setzt die Interrupts um in Lieferungen an die ihnen zugeordneten 
Trigger . 
Eine Hardware-Uhr ist vorhanden; sie erzeugt in geeigneten Inter-
vallen Interrupts, die ebenfalls von dem oben beschriebenen ProzeB 
zur Auswertung der Interrupts verarbeitet werden. nach Maßgabe der 
Tabelle mit 5tartzeiten, Verzögerungen und Zyklen werden die aktiven 
Trigger von diesem ProzeB versorgt (vgl. Nehmer, Goos, 1978, 5 .24; 
Nehmer, 1919, 5 . 1048). Die Uhrzeit kann jederzeit aus einer Uhrzelle 
gelesen werden. 
Die Priorität eines 
getragen werden und 
berücksichtigt. 
Prozesses 
wird bei 
kann in dessen process-descriptor ein-
Ausführung der REDISPATCH-Operation 
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5.8 . 3 Parallelität 
Erfordert das System die dynamische Erzeugung von Rechenprozessen 
(vgl. 3.4.3 . 1), so werden die im TC8-Report nur skizzierten Funktionen 
"ereate ll und "delete" erforderlich. Dieser Fan wird hier nicht weiter 
verfolgt, es wird vielmehr angenommen, daS die Zahl der Prozesse von 
Anfang an festliegt und nicht zu hoch für das Betriebssystem ist. 
Jeder Proze8 erhält einen privaten Semaphor, auf den er zu Beginn eine 
Die-Operation ausführt. Am Ende steht ein INC für den Semaphor des Auf-
rufers, dann beginnt der nächste Ausführungszyklus. Der aufrufende Pro-
ze8 startet die parallelen Unter-Prozesse, indem sie jeden der Semaphore 
erhöht und anschließend den eigenen pro Unter-Proze8 um eins senkt. 
Übergeordneter Proze8: INC(SI). INC(S2). 
DEC(SO). DEC(SO). 
INC(Sn); 
DEC(SO); 
Untergeordneter Proze8: DEC(Si); ... (Ausführung) ... INC(SO); 
5.8.4 Variablen-Zugriffe 
Um zu verhindern, daß ein Prozeß auf eine Variable zugreift, während 
diese von einem andern uöerscbrieben wird, und um sicherzustellen, daß 
die Schreiber nicht dauernd von Lesern blockiert werden können, ist ein 
Mechanismus erforderlich, der in der Literatur als Lösung des readerl 
writer-Problems (Courtois, Heymans, Parnas, 1971) beschrieben ist. Dazu 
genügen Semaphore. 
5 .8.5 Zugriffe auf Puffer und Trigger 
Puffer sind dyna.iscb die kompliZiertesten Objekte in ESPRESO; Trigger 
lassen sieb etwas einfacber handhaben, da bei diesen mit den Zugriffen 
keine Weitergabe von Information verbunden ist. Nachfolgend werden die 
Trigger nur dann ausdrücklich erwähnt, wenn ihre Realisierung abweicht. 
Einige der 
darstellen, 
started-by 
Operationen auf Puffer und Trigger 
so daß das Problem reduziert werden 
lassen 
kann: 
sich durch andere 
läßt sich darstellen als consume in einem vorange-
stellten zusätzlichen Block, 
teminated-by durch test und bedingtes consume am Ende des Blocks, 
initializes durch inhibit und test, abhängig vom Ergebnis dann 
produce oder consume, 
produce mit skip-Verhalten durch inhibit, test und bedingtes produce. 
Damit bleiben die Relationen produce, consume 
test und inbibit zu realisieren. Für diese 
wiChtigsten Varianten angegeben . 
(mit block-Verhalten), 
werden nachfolgend die 
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Vier Fallunterscheidungen ermöglichen eine systematische Behandlung: 
nach dem Umfaog der zu Ubertragenden Information (5.8.5 . 1), 
nach der Zahl der Plätze im Puffer (5.8 . 5 . 2), 
danach, ob der Pufferpegel abgefragt wird (tes t-Operation) 
oder ob der Puffer gesperrt wird (inhibit) (5.8.5.3), 
nach der Strategie der Objektverwaltung im Puffer (5 . 8.5.4). 
5 .8.5 . 1 Unterscheidung nach Umfang der Information 
Trigger benötigen nur Semaphore . 
produce consume 
DEC(Sf); INC(Sb) DEC(Sb); INC(Sf) 
sr und Sb sind die Syncbronisationselemente 
Plätze . Bei einem Trigger mit k Plätzen 
Sb den Anfangswert O. 
für freie und besetzte 
hat sr den Anfangswert k, 
Puffer, deren Datentyp es erlaubt, die Speicherung in der Informations-
liste eines Synchronisationselementes vorzunehmen, benötigen für die 
Verwaltung der leeren Plätze ebenfalls nur einen Semaphor; das andere 
Synchronisationselement stellt den eigentlichen Puffer dar . 
DEC(Sf); INC(Sb,l) DEC(Sb,V); INC(Sf) 
I ist der übergebene Gegenstand (die Information), V i st eine Variable 
desselben Typs. Nachfolgend werden diese Puffer k-Puffer genannt (für 
"kurz") . 
Puffer , deren Datentyp die Speicherung in der Informationsliste nicht 
mehr erlaubt, benötigen für die Verwaltung der leeren und die der vollen 
Plätze jeweils ein SynChronisationselement. Der Speieberplatz für den 
Puffer ist zusätzlich anzulegen. Lieferung und Abnahme erfolgen, indem 
ein Index der einen Liste entnommen und nach Zugriff auf den bezeichne-
ten Platz im Puffer der anderen zugefügt wird. 
DEC(Sf,p); 
Puffer(p) := I; 
INC(Sb,p); 
p identifiziert einen Platz im Puffer, 
Sen bier l-Puffer (für tI lang") • 
DEC(Sb,p); 
V := Puffer(p); 
INC(Sf ,p); 
2.8 . als Index . Diese Puffer bei-
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5.8.5.2 Unterscheidung nach der Zabl der Plätze 
Bei einem Puffer mit n Plätzen sind folgende Fälle für 0 zu unter-
scheiden: 
n == 0 
n == 1 
D > 1, begrenzt 
nundefiniert 
"Null-Puffer" 
"einfacher Puffer" 
"begrenzter Puffer" 
"unbegrenzter Puffer" 
Der begrenzte Puffer i st der (in den Beispielen unter 5.8 .5 . 1 angenom-
mene) Normal!all. Er erfordert eine Verwaltung sowohl der besetzten als 
auch der freien Plätze. Beim einfachen Puffer wird diese Verwaltung 
vereinfacht, da ein e i nziger Platz keine Identifikation erfordert (nur 
für I-Puffer von Bedeutung). 
Der Nullpuffer wird am einfachsten durch einen einfachen Puffer reali-
siert, der durch einen Trigger für die Übergabe einer Quittung ergänzt 
ist (Uhandsbakiog") . Unbegrenzte Puffer sind u . U. dadurch einfacher als 
die begrenzten, daS die Verwaltung der leeren Plätze entfällt . Zwar 
gibt es streng genommen keine unbegrenzten Puffer, jedoch ist die Zahl 
der Elemente im Puffer oft durch die Programme begrenzt, so daß ein 
Pufferüöerlauf nicht abgefangen werden .uS. 
Für k-Puffer lautet die produce-Operation in den genannten Fällen: 
Null-Puffer 
einfacber Puffer 
begrenzter Puffer 
unbegrenzter Puffer 
INC(Sb , I); DEC(Sf) 
(consume wie oben) 
DEC(Sf); Puffer := I; INC(Sb) 
oder wie begrenzter Puffer 
DEC(Sf); INC(Sb,I) 
INC(Sb,I) 
Die Realisierung für Trigger und I-Puffer ergibt sich analog; letztere 
sind Itets begrenzt . 
5 .8.5.3 Unterscheidung danach, ob test oder inhibit verwendet werden 
Wird der Pegel eines Puffers abgefragt, so ist eine kompliziertere Be-
handlung notwendig. Wie oben geaagt findet eine solche Abfrage implizit 
auch durch die Zugriffe initialize und produce .it Ikip~Verhalten statt. 
Ein Zähler, der durch einen Semaphor zu schUtzen ist, .ue stets ange-
ben, wieviele Prozesse auf Lieferungen oder Abnahmen aus eine. Puffer 
warten und wieviele Gegenstände i. Puffer liegen. Die Realisierung er-
folgt bei der produce-Operation durch Vorschalten der Befehle 
DEC(Sz); D := D + 1; INC(Sz); 
Bei consWie wird das Plus durch ein Minus ersetzt. Die Abfrage ("test") 
greift dann auf den aktuellen Wert von D zu : 
DEC(Sz); re Bult := D; INC(Sz); 
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Wird ein Puffer gesperrt (inhibit) , so ist ei ne ähnliche Kon~truktion 
notwendi g: Jeder zugreifende Rechenproze8 benötigt zunächst den ex-
klusiven Zugriff auf n . Die Sperrung kann also durch Belegen des Sema-
phors Sz erfolgen: 
DEC(Sz) ; . . . (sperrende Rechenvorschrift) .. . INC(Sz) 
In der sperrenden Recbenvorscbrift entfallen alle DEC- und INC-Operatio-
nen auf Sz. Die Sperrung wirkt nicht auf Prozesse, die n bereits verän-
dert haben. 
Wie gesagt läßt sich produce mit skip-Verhalten 
und bedingtes produce, wobei der Puffer solange 
Eine elegantere Lösung ist (fUr k-Puffer): 
realisieren durch test 
gesperrt bleiben muß. 
DEC(Sn); 
if n < k 
then n := n + 1; INC(Sn); DEC(Sf); INC(Sb,I) 
else INC(Sn) 
Li 
5.8 .5 . 4 Puffer mit definierter Auagabestrategie 
Bisher wurde angenommen, daß die Reihenfolge, in der die Objekte im 
Puffer an abnehmende Prozesse gereicht werden, keine Rolle sp~elt . 
In ESPRESO-S lassen sich jedoch zwei verschiedene Strategien wählen, 
"fifolt und "by-priorityll. Nachfolgend werden Erweiterungen des Puffer-
modells gezeigt, die das gewünschte Verhalten gewährleisten . Es .ist 
allerdings anzunehmen , daß Realisierungen des Betriebssystems, wie es 
i. TC8-Report beschrieben ist , in vielen Fällen bereits automatisch ein 
FIFO-Verhalten bieten werden, wodurch die oben angegebenen Lösungen für 
diesen Fall ausreichend sind . 
Für ei n erzwungenes FIFO-Verhalten erhält der Puffer zwei zusätzliche 
Zeiger, die jeweils durch einen Semaphor (oder durch einen einzigen) 
geschützt werden . Die Zeiger weisen auf Anfang und Ende des belegten 
Bereichs im Puffer. 
Die Operationen auf diesen Puffer lauten dann wie folgt: 
produce 
DEC(Sf) ; 
DEC(Se>; 
oe := o.e lIIod k + 1; 
P := oe; 
INC(Se); 
Puffer (p) := V; 
INC(Sb) 
consume 
DEC(Sb) ; 
DEC(Sa); 
p : = na; 
na := na mod k + 1; 
INC(Sa); 
V := Puffer (p); 
INC(Sf) 
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B~i prioritätsabhän8ig~r Reihenfolge muß eine Funktion "prio" gegeben 
sein, die für die Einträge im Puffer die Priorität berechnet . 
Der Puffer (k Plätze, Typ T) bildet dann die folgende Datenstruktur : 
~ 5f (k), 5b (0); 
~ Tl: record 
inhalt 
Dell:t 
end; 
T· , 
integer 
!!!. Puffer: array (O . • t) of Tl; 
Der Puffer ist wie folgt ioitialisiert : 
Puffer (O).next = 0; leer := 1; 
for i :; I to k do Puffer(i-l) .next ;= ii 
produce cODsume 
OEC(5f) ; 
OEC(51l; 
neu := leer; 
leer := Puffer(neu).next; 
INC(51); 
Puffer(neu).inhalt := I; 
zeiger := 0; 
OEC(52); 
repeat 
alt := zeiger; 
zeiger:=Puffer(alt).next; 
until (zeiger=O) or 
prio«Puffer(zeiger) . inhalt) 
< prio(V»; 
Puffer (alt).next := neu; 
Puffer (neu).next := zeiger; 
INC(52); 
INC(5b); 
OEC(5b); 
OEC(52); 
iod := Puffer(O).nextj 
Puffer(O).next := 
Puffer(ind).nextj 
INC(52); 
V := Puffer(ind).inha1t; 
OEC(51); 
Puffer(ind).next := leer; 
leer := iod; 
INC(51); 
INC(5f) ; 
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5.8.6 Belegung von Betriebsmitteln 
Die Belegung erfolgt durch die Relation "belegt". Wird nur jeweils ein 
einziges Exemplar belegt, was insbesondere der Fall ist, wenn es sicb um 
ein virtuelles Betriebsmittel handelt, so ist die Implementierung sehr 
einfacb: Sie erfolgt durch das Paar DEC . . . INC. Wo mehrere gleiche 
Betriebsmittel bereitstehen (z.B. Bandgeräte), kann als Information 
eine Identifikation des Einzelobjekts beigefUgt werden, ähnlich wie 
bei der Verwaltung der l-Puffer (5.8.5.1): 
DEC(S,i)j . .. (Verwendung des Betriebsmittels i) ... INC(S,i) 
Für die Realisierung der Uhr-Funktionen (Trigger mit Verzögerung oder 
Zyklus) ist ein Proze8 oötig, der bei Erreichen des gegebenen Zeitpunkts 
eine Lieferung an den Trigger ausführt (siehe 5.8 . 2). Bei der Initiali-
si~rung ein~s Trigg~rs werd~n dies~m Proze8 V~rzögerung und Zyklus d~s 
Trigg~rs mitg~teilt, bei der Freigabe (am Ende der bel~genden Aktivität) 
streicht ~r den Trigger aus 8ein~r Buchführung. 
Werden mehrere gleiche Betriebsmittel angefordert, so ist ein kompli-
zierterer M~cbanismus notwendig. 
Anfangs werte : Syncbronisationselemente: sdl(l), sd2(O), sd3(O); 
integer vs :; vO, zw := 0; 
Belegung 
do 
od; 
DEC(sdl) ; 
if vs >= m 
fi 
tben vs -:= m; 
--IHC(sd1) ; 
goto break 
else zw +:= 1; 
--IHC(sd1); DEC(sd2); 
zw -:= 1; IHC(sd3) 
break stiPi 
Freigabe 
DEC(s.dl) ; 
vs +:= Q; 
wbile zw > 0 do 
IHC(sd2); 
DEC(sd3) 
odo 
-' INC(sd1) 
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5.8 . 1 Zusammenfassung 
Bei der Umsetzung einer ESPRESQ-Spezifikation io Code werden relativ 
geringe Anforderungen an das Ecbtzeit-Betriebssyatem gestellt. Es wurde 
gezeigt, daS die Operationen auf Syncbronisationselemente ( INe und DEC) 
gentigen, wenn nicht dynamisch Prozesse kreiert werden müssenj dies 
erfordert zusätzlich CREATE und DELETE. 
Nach Vorschlag des TCB-Reports bewirkt CREATE den Übergang vom Proze8-
zustand UNDEFINED nach INACTIVEj DELETE wi rkt umgekehrt. Für ESPRESO 
ist der Zustand INACTIVE ohne Bedeutung, da von den fünf vorgesehenen 
Übergingen von und nach den übrigen Zuständco (BLOCKEn, READY und 
RUNNING) Dur zwe~ verwendet werden , denn Prozesse können sicb nicbt ge-
genseitig beendeo . Daher wäre folgendes vereinfachte Schema ausreichend : 
<------ UNDEFlNED <-------
I I 
------------------) 
READY RUNNING (------------------I I 
<------- BLOCKEn <--------
5.9 Optimierung 
Bild 5.1 
vereinfachtes 
Proze8zustands-
Diagr ... mt 
Ein E-PASCAL-Compiler sollte den erzeugten Code durch folgende Ha8nabmen 
optiaieren: 
Prozeduren , die an nur einer 
Hakros behandelt werden. Dies 
RUcksprung uDerflüssig . 
Stelle aufgerufen werden, können 
.acht Aufruf, ParameterüDergabe 
als 
und 
Honitore können durch direkten Zugriff auf die Daten ersetzt werden, 
wo alle Prüfungen statilch 8Öglich sind. Dazu ist es hinreichend, 
daS die Schreibzugriffe auf'eine Variable in Prozessen liegen, die 
niemals parallel ablaufen zu anderen, ebenfalls auf diese Variable 
zugreifenden Prozessen. Das gilt z .8., wenn eine Variable nur wäh-
rend der (allein ablaufenden) Jnitialisierung des Programas gesetzt 
wird. 
Bei Puffern sind in vielen Fillen Se.aphore entbehrlich, wo nur ein 
Proze8 als Lieferant und/oder als Abne~er auftritt . Ein Beispiel ist 
der Puffer mit FIFO-Verhalten, der in 5.8.5.4 angegeben ist . Handelt 
es lich nur um zwei Prozesse, die durch diesen Puffer gekoppelt sind, 
so können die Semaphore Se und Sa und die Operationen darauf entfal-
len, denn ne und na sind jeweils lokal zu eine. Proze8. 
Ja LaufzeitsYltem genügt fUr alle Variablen ein einziger "onitor~ der 
entsprechend parametrisiert ist . Das gleiche gilt für jede der in 5 .8 .5 
genannten Klassen von Puffern und triggern. 
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S. lO ESPRESO und CIP 
Auch wenn ESPRESO durch ein Mittel zur Umsetzung in eine Programmier-
sprache erweitert ist, deckt es nur den ersten Teil der Programmentwick-
lung ab, denn das erzeugte Programm ist unvollständig und in den meisten 
Fällen extrem ineffizient. Daher sind weitere Mittel erforderlich, 
um das Ziel, ein korrektes , vollständige s und praktisch brauchbares 
Programm, zu erreichen. 
Hier bieten sicb Systeme zur Programmentwicklung durch formale Trans-
fo~atioD, als deren Vertreter bier elP (Bauer , 1979) betracbtet wird , 
zur Fortsetzung an . Dieser Abschnitt untersucht, · wie der Übergang von 
ESPRESO nach elP erfolgen kann (5.10 . 1) und welche konzeptionellen 
Probleme dabei noch zu lösen siod (5.10.2) . 
5 . 10 . 1 Anwendungshereiche 
ESPRESO dient zur Sammlung der Info~tioD, die schließlich insgesamt 
eine (nicht völlig formale) Spezifikati oD bildet . elP hat eine zwar 
im allgemeinen nicht operationelle, aber vollständige und formale Spe-
zifikation als Ausgangspunkt . Stellt man den Anteil der formalisierten 
Information einer Spezifikation ueer der Zeit dar, so entsteht eine 
Linie, die mit der Idee bei 0 beginnt, .mit der formalen Spezifikation, 
spätestens jedoch mit dem codierten Programm und der Wabl der Ziel-
maschine, bei 100 endet. Syste~ wie ESPRESO und elP sind, wie oben 
angedeutet, jeweils in einem bestimmten Teilgebiet anwendbar. 
Bild 5.2 Grad der Formalisierung 
I CIP 
100 I •••• • •• • •• •• . •• •• • •• • •• •• • •••• 0 
I 
I 
Grad der I 
Formali· I 
sierung I ESPRESO 
I 
I 
I Stadium 
0 I 
I ------TI------rl -----,I------TI-----> 
Idee Spezi- Grob· Fein· Programm 
fitation entwurf entwurf 
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Bild 5 . 2 enthält zwei Aussagen zum Übergang von ESPRESO nach elf: 
Da es d 
Punkt in 
Wechsel. 
i e Spezifikation nicht gibt (vgl. 
der Programmentwicklung apriori 
Vielmehr gibt es einen Grenzbereich, 
2.2.2). ist auch kein 
ausgezeichnet für den 
in dem beide Systeme 
anwendbar sind. 
Die für elf erforderliche vollständige Formalisierung kann mit 
ESPRESO nicbt erreicht werden, solange Sprachmittel für die Algo-
rithmen feblen. Daher bedarf eine in die Sprache C!P-L (Bauer et 81., 
1978) oder in eine andere Programmiersprache übertragene Spezifika-
tion noch der Ergänzung . 
Da ESPRESO bisher nicht auf elP oder ein 
stimmt ist. enthält es auch Ansätze, die 
andere System passen wUrden. 2.B. wäre es 
beschriebenen Transformationen unter voller 
formationssystem vorzunehmen. 
5.10.2 Begriffliche Besonderheiten 
entsprechendes System abge-
andernfalls besser in jenes 
vorzuziehen, die in 3.4.3 . 1 
Kontrolle durch ein Trans-
der Proze8rechnerprogramm-SpezifikatioD 
Lautet die Fragestellung bei der Spezifikation eines typischen Programms 
für die Stapelverarbeitung "Was erz e u g t (oder berechnet) das 
Prograaa?'t, so lautet sie bei eiDeJI Echtzeitsystem "Was tut (oder 
bewirkt) das Systetl?". 
Die Sprache CIP-L ist, soweit sie bisher bekannt gemacht wurde, auf Pro-
bleme ausgerichtet, die durch Stapelverarbeitung gelöst werden können . 
Daher wird in erster Linie mit Fun k t ion e n (im mathemati-
schen Sinne) spezifiziert, deren Werte gewissen Bedingungen relativ zu 
den Eingangsgrößen genügen. Der Zusammenhang ist statisch, die Zeit 
spielt keine Rolle. 
De.gegenüber ist die Zeit für ESPRESO VOn besonderer Bedeutung: Reak-
tionen des Systems auf Zustandsänderungen in der U.gebung müslen inner-
halb einer gewissen Zeit erfolgen, Ein- und Ausgaben erfolgen dynamisch. 
Daher auS zu jeder zeitlich unabhängigen Komponente eines Echtzeit-
Programms angegeben werden, Wann sie au.geführt wird. 
Aus diesem Grund bat i. Begriffssystem VOn ESPRESO die Pro z e dur 
eine zentrale Stellung. Sie ist statiscb und damit der Beschreibung und 
Analyse zugänglich, hat andererseits durcb die Ablaufstrukturen und die 
Xoordinierungsfunktionen dynamische Beziebungen, die dem Echtzeitaspekt 
Rechnung tragen (vgl . Balzer, Goldaan, 1979, 5.59). 
Es ist zu erwarten, daß durch die vorgesehenen Erweiterungen von elP, 
wie sie sich aus der Arbeit VOD Broy (1980) ergeben, die für ESPRESO 
erforderliche prozedurale Ausstattung verfügbar wird. 
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6. Beispiel und Kritik 
6 . 1 Ein Beispiel: die Paketverteilanlage 
6 . 1. 1 Zur Auswahl des Beispiels 
Eio Beispiel sollte klein, verständlich und praxisnah sein, alles 
wesentliche zeigen und nicht gerade so ausgesucht sein, daS es nur die 
positiven Seiten vorführt. In der Regel lassen sicb nicbt alle diese 
Ziele erreichen. Das hier gewählte Problem wurde im Rahmen des PDV-Ar-
beitskreises "Systematische Entwicklung von PDV-Systemenll als Standard-
Beispiel ausgewählt. Es genügt den oben genannten Kriterien bis auf deo 
Nachteil, daS kontinuierliche Elemente im technischen Proze8 fehlen. 
Die Gegenüberstellung mit anderen Spezifikationssprachen (Hommel, 1980) 
ermöglicht den direkten Vergleich . 
Da ESPRESO die E r s tel 1 u n g der Spez1f1ka~ion unterstützen 
soll, wird hier nicht nur die resultierende Formulierung gezeigt, son-
dern der Prozeß ihrer Entstehung verfolgt . Dadurch wird erkennbar, wie 
sich die Spezifikation formt in Wechselwirkung zwischen Aufgabensteilung 
und Sprachmitteln . Diese Wechselwirkung ist beabsichtigt und führt zu 
einer relativ uöersichtlichen Formulierung. 
Die Spezifikation hält sich streng an die Aufgabensteilung; das bedeutet 
vor allem, daß die zahlreichen denkbaren, aber in der Aufgabe ausge-
scblossenen Defekte der Anlage nicht berücksichtigt werden. 
6 . 1.2 Verbale Formulierung der Aufgabe 
Die Aufgabe kann zunächst durch Text-Obiekte in ESPRESO-S aufgenommen 
werden; sie ist bis auf tlredaktionelle tl Anderungen unverändert . 
informal Aufgabensteilung: 
~ 
Verteilstation 4 
Verteilstation 2 
Verteilstation 5 
* Einganlsatation 0 * * < 
und Verteilstation 1 * 
Verteilstation 6 
Verteilstation 3 
Verteilstation 7 
* 
* 
* 
* 
* 
* 
o Zielstation 1 
< 
* o Zielstation 2 
< 
* 
o Zielstation 3 
< 
o Zielstation 4 
o Zielstation 5 
< 
* 
o Zielstation 6 
< 
* 
o Zielstation 7 
< 
o Zielstation 8 
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Für eine Paketverteilungsanlage , be i der die Pakete auf acht verschie-
dene Zielstationen gelenkt werden, soll das Steuersystem entwickelt 
werden . Es wird angenommen. daS innerhalb der Anlage Pakete weder 
verlorengeben noch hinzukommen . Auch arbeiten sämtliche Komponenten 
der Anlage stets fehlerfrei , und die Pakete können sich nicht verklem-
men . Allerdings muß damit gerechnet werden, daß die Pakete nicht alle 
gleichscbnell durch die Anlage laufen . Das Steuersystem, d . h . der 
Proze8rechner, ist schnell im Vergleich zu den Bewegungsvorgängen im 
technischen Proze8 (Bewegungen der Weichen und Pakete), es werden also 
keine Probleme verursacht durch die Verarbeitungszeiten im Rechner . 
~ endi 
informal Eingangsstation : 
C Die Eingangsstation besteht aus eine. Freigabeorgan mit den Teilen Fl 
und F2 . F2 hält das einlaufende Paket so lange fest, bis das Helde-
organ die Ankunft an das Steuersystem gemeldet hat und dieses mit 
Hilfe des Leseorgans das Codezeichen aufgenommen hat. Bei fehlendem 
oder unzulässigem Paketcode wird eine spezielle Zielstation ange-
steuert (hier : Zielstation 8) . 
Danach gibt das Steuersystem einen Auftrag an das Freigabeorgan, die 
Sperre F2 gibt den Weiterlauf für das Paket frei und das Beschleuni-
gungsteil Fl neigt sich. Dadurch gleitet das Paket weiter . Gleichzei-
tig wird das nächste Paket am Einlaufen gehindert , bis die Sperre F2 
wieder eingetreten ist . 
Bei der Behandlung des nachfolgenden Pakets ist zu prüfen, ob sich 
sein Ziel VOQ dem des Vorläufers unterscheidet. In diesem Fall ist die 
Freigabe seines Weiterlaufs 80 lange zu verzögern, daS die Lenkorgane 
zwischen den beiden Paketen sicher umgestellt werden können . Im andern 
Fall können die Pakete unmittelbar aufeinander folgen. 
C end ' 
---' 
informal Verteilstation: 
C [in- und Ausgangspunkte jeder Verteilstation sind mit Lichtschranken 
versehen. Diese können auf grund ihrer technischen Ausführung auch 
dicht aufeinanderfolgende Pakete mit Sicherheit einzeln erkennen. Die 
Meldungen werden i. Steuersystem zur Laufwegverfolgung jedes einzelnen 
Pakets ausgewertet. Dadurch kann in Verbindung mit dem bereits ermit-
telten Ziel der Steuerauftrag für das nächste Lentorgan ermittelt und 
ausgegeben werden. 
Beta Ausgeben des Steuerauftrages ist darauf zu achten, daS alle 
Vorläufer die betreffende Verteilstation passiert haben. Die Verteil-
station selbst muS frei lein, d.h . zwischen Ein- und Ausgangslicht-
schranke darf sich tein Paket befinden. 
Tritt aufgrund unterschiedlicher Geschwindigkeiten der Fall ein, daS 
ein Paket, für das die Verteilstation umzustellen ist, den Eingangs-
meldepunkt erreicht, bevor der Vorläufer die Station verlassen hat , 
muS die Umstellung unterbleiben . Er wird zum Falscbläufer und bekommt 
das Ziel seines Vorläufers. Für jeden Falscbläufer 8011 genau eine 
Meldung mit Soll- und Ist-Ziel ausgegeben werden. 
~ end' 
---' 
informal Basismaschine: 
C Die Aufgabe enthält auch zwei Angaben zur Basis.aschine: 
Als Konfiguration ist ein einzelner ProzeSrechner vorzusehen . 
Die Programmierung erfolgt in einer höheren Sprache. 
Auf die ESPRESO-Spezifikation haben diese Angaben keinen Einfluß. 
C end . 
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6.1.3 Erste Formulierung des Steuersystems 
module Paketverteil-Anlage: 
comprisca 
and 
and 
procedure Steuerung: 
C Steuerung verarbeitet die Signale aus dem technischen Proze8, 
steuert das Freigabeorgan und erzeugt , wenn notwendig, Fehler-
meldungen . 
~; 
.nd 
trigger Eingangsmeldung : 
~ wird erhöht , wenn ein Paket in die Eingang.station einläuft ~ ; 
.nd 
variable Adre.ae: 
C verftigbar, wenn die lEingangsmeldung eingetroffen ist C; 
.nd 
and 
variable Freigabe : 
(: wird vom Rechner nur geschrieben, vom Proze8 "gelescn" C; 
va lues Einlaufsteilung, Auslauf.tellung; 
.nd 
and 
trigger Einlauf-VS! : 
C wird erhöht, wenn Paket in die Verteilstation 1 einläuft Ci 
.nd 
and 
-trigger Auslauf-VSl : 
(: wird erhöht, wenn Paket links oder rechts aus der Verteil.tation 1 
aus liiuft Ci 
tczt unklar 
C Nach Beschreibung der IEingangaatation iat es nicht nötiS, zwischen 
linte. und rechtem Ausgang zu unterscheiden . Fall. die Zusammen-
fallung der beiden Signale nicht möglich ist, sind zwei zusätzliche 
Blöcke nöt11 ' 
~; 
(* ItIEingan.aat.ation" ist ein Querverweia, liebe 3.2.3.1 *) 
.nd 
&nd-
trisser Einlauf-VS2 : 
(* VS2 bis VS1 entsprechend VS1 *) 
end Aualauf-VS7 
end P&ketverteil-Anlage . 
Zur Auala,sUDg für die Trigger Einlauf-VS2 bis Auslauf-VS1 siehe 6.2 e. 
In dieaer Spezifikation wurde biaher nur die - in tSPRESO-S selb8t-
veratlndliche - Zuordnung der Interrupt8 zu Triglern vorgenommen. I. 
übrigen i8t die Aufgabenatelluna noch unverändert. 
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6. 1. 4 Hodularisierung 
Aus der räuelicben Anordnung des Systems folgt direkt die naheliegende 
Hodularisierung (VII. 3.4.2 . 1): 
module Paketverteil-Anlage: 
c0!prises 
module EingangsstatiOD 
.nd 
---module VSt 
.nd 
module VS2 
.nd 
module VS7 
and 
procedure Steuerung : 
parallel Eingang.bearbeitung 
parallel VSI-Verwaltung 
parallel VS2-Verwaltung 
parallel VS7-Verwaltung 
end Steuerung 
end--- Paketverteil-Anlage. 
Trigger und Variablen, die oben .1. Teile des Hauptmodula beschrieben 
wurden, werden Dun den einzelnen Teilen zugeordnet (z . 8. komaen Einlauf-
VSI und Aualauf-VSt in den Modul VSI und sind d .. it our dort verfügbar) . 
In jedem dieser Sub.oduln gibt ea einen Block, der die Steuerung an dem 
jeweiligen Punkt übernimmt. 
Für die Kommunikation zwischen diesen Moduln gibt es zwei Möglichkei-
ten, die zentrale, bei der ein zuaitzlicher Modul oder der Modul nEin-
sanssstation" Al. einziser ait den Ubrisen Moduln kommuniziert, oder 
die dezentrale, bei der die Moduln untereinander ko.munizieren. Die 
zentrale LösunS hat Xachteile, vor alle. i. ralle febllaufender Pakete . 
Daher wird hier die dezentrale tösUDI lewihlt . 
In Anslolie zu. physischen Fluß der Pakete, z .B. von der Verteilstation 
1 zur Station 2, gibt es Puffer , durcb die die Begleitinformation zu den 
Paketen Uberaittelt wird, L. Beispiel .lso zwischen VSI und VS2 : 
buffer Weitergabe·l~2: 
~ enthält Angaben zu Paketen, die IVSI verla.sen, 
aber IVS2 Docb nicht erreicbt baben C; 
produce reatricted-to VSl; 
consuae reatricted-to VS2 
end Weitergabe-1-2. 
Dieser Puffer wird global 1m Modul Paketverteil-Anlage definiert. "Durcb 
die Restriktionen ist jedoch der Zugriff bescbränkt auf die Moduln VSI 
und VS2. Entsprechende Puffer werden zwischen allen direkt verbundenen 
Verteilstationen definiert, auch zwischen EiDIanasstation und VSl . 
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6 . 1.5 Eingaossst.tiDo und Verteilstationen 
Es folgt nun der wesentliche Teil der Arbeit, die Definition der Eio-
gangsstation und der Verteilstationen. 
module Eingangsstation: 
comprises 
trigger 
and variable 
Bad variable 
and 
Eingangsmeldung 
Adresse 
Freigabe 
Eingangsbearbeitung : block 
wbile Automatik; 
started-by Eingaogsmeldun8j 
produces Weitergabe-E-lj 
reads Adresse ; 
writes Freigabe 
end 
end Eingangsstation . 
Die jetzt in diesem Modul definierten Objekte entfallen natürlich im 
Ubergeordneten. Es wird hier darauf verzichtet, diese Verschiebungen 
jeweils im Detail darzustellen. Auch werden hier und nachfolgend weniger 
Texte zu den Objekten angegeben, als io eiDer echten Spezifikation, der 
der begleitend~ Kommentar fehlt, sinnvoll wär~. 
Als Repräsentant der Eingangs stationen wird nachfolgend VS2 beschrieben; 
VS3 ist völlig entsprechend . VSI und VS4 bis VS7 sind geringfügig ver-
schieden , VSI wegen seiner Sonderstellung zur Eingangsstation, die 
übrigen, da sie keine Begleitinformation weiterreichen, aber eventuell 
Meldungen erzeugen müssen . 
module VS2 : 
test unklar 
C aus der Aufgabe ist nicht ersichtlich, wie die Umschaltung der Weiche 
erfolgt. Hier wird die Weiche als Variable tWeiche-2 definiert , wie 
schon die Freigabe. C; 
comprises 
trigger Einlauf-VS2 
end trigger Auslauf-VS2 
and 
and 
block VS2-Verwaltung: 
C überwacht VerteilstatioD 2, stellt, wenn nötig und möglich, die 
Weiche 2 ua, ändert bei Fehlläufern die Begleitinformation, falls 
nötig, und gibt aie weiter an die nächste Station. C 
end 
variable Weicbe-2 : 
~ repräsentiert die reale Weiche im technischen Proze8 ~; 
values links, rechts 
end 
end VS2 . 
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6. 1. 6 Verfeinerung der Prozeduren 
6.1.6.1 Eingao8sbearbeituog 
Die Struktur des Blocks Eingangsbearbeitung geht aus der AufgabensteI-
lung hervor. die den Ablauf vorgibt : (1) Paket läuft ein, (2) Paket wird 
freigegeben und an VSI weitergemeldet, (3) Eingangsstation wird für das 
nächs te Paket bereitgemacht . Unklar ist nur , wie die Wartezeit auszu-
drücken ist . Offenbar muß die Dauer bis zur Freigabe des nichsteo Pakets 
einen bestimmten Hi ndestwert haben, wenn die Adressen unterschiedlich 
sind . Daraus folgt. daS nach Scbritt (1) ein Wartescbritt einzufügen 
ist, dessen Dauer von der AdreBsequenz und davon abhängt , wieviel Zeit 
bereits seit der letzten Freigabe vergangen ist . 
block Eiogangsbearbeitung: 
wbile Automatik ; 
started-by Eing.ngsmeldung; 
sequential 
Adresse-lesen : 
re.ds Adresse, Zeit; 
updates Vorgänger-Adresse, Vorgänger-Startzeit; 
writes Wartezei t; 
produces Weitergabe-E-l; 
end Adresse-lesen 
tben 
--Freigeben: 
(elay Wartezeit of sec; 
* dies ist eine in ESPRESO-S vorgesehene implizite Beschreibung 
eines Triggers , der den Block nach einer Wartezeit startet . *) 
writes Freigabe where ~ := Auslaufsteilung ~; 
end Freigeben --
then 
--Vorbereiten: 
text unklar 
C Die Aufgabe liSt offen, ob die Eingangsstation nacb vorgegebener 
Zeit oder nach Quittierung des Pakets durch VSI wieder in die 
Ausgangsteilung gehen soll . Hier wird der (SinnVOlle) zweite Fall 
angenoaaen . 
~; 
started-by Quittung-I-E; 
writes Freigabe vbere C := Einlaufsteilung C 
end Vorbereiten -----
end Eingangsbearbeitung; 
module Paketverteil-Anlage: 
comprises 
trigger Quittung-l-E : 
~ bestätigt den Einlauf in IVSI und beendet da.it den Wartezust.and 
in der 'Eingangsbearbeitung ~; 
produce re.tricted-to VSl; 
consume restricted-to Einganglltation; 
end Quittung-I-E 
end- PaketverteU-Anlage. 
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6.1.6 . 2 Ein~ repräsentative Verteilstation 
Der schwierigste Teil der Aufgabe ist die Definition der Verteilstatio-
nen. In diesen laufen jeweils zwei durch den physischen ProzeS gekop-
pelte Prozesse ab, der Einlauf und der Auslauf der Pakete . Asynchron 
werden außerdem Pakete gemeldet. 
Hier wird zunächst eine Spezifikation entwickelt, wie sie 
Vortiberlegungen entsteht . Eine elegantere Lösung folgt uoter 
ohne lange 
6 . 1.8. 
Offensichtlich sind für die E10- und Ausgangsmeldungen zwei parallele 
Prozesse erforderlich . Weniger leicht ist die Einordnung der AnkÜDdi-
Rungen neuer Pakete, die VOD VSI weitergereicht werden . Nach einiger 
Überlegung wird klar, daS ein spezieller ProzeB für diesen Zweck 
streng vom Auslaufpro2e8 kontrolliert würde, so daß es einfacher ist, 
ihn gleich dort 2U integrieren . 
Für die Buchführung über ein- und auslaufende Pakete sind Variablen 
und Trigger nötig, deren Inhalt 2U jedem Zeitpunkt konsistent sein muß. 
Daher werden sie logisch 2usUlDengefa8t im Betriebsmittel "Buchführungll , 
dessen Belegung den ezklusiven Zugriff sichert . 
block VS2-Verwaltung: 
parallel 
VS2-Einlauf: 
while AutolDatik; 
started-by Einlauf-VS2; 
occupies Buchführung-2; 
produces Pakete-in-Weicbe-2; 
telts akt-Paket-2; 
writes Weicbe-2-frei 
(* zählt die Pakete in der Weiche, *) 
(* prüft, ob Weiche schon umge- *) 
(* stellt, notiert Ergebnis. *) 
wbere C := true, falls lakt-Paket-2 nicht leer C 
controlled-by Weicbe-2-frei; 
either key true for 
VS2-Ell: end 
for 
(* keine Aktion notwendig *l 
!!! key false 
VS2-EI2 : 
conSWDea 
reada 
prod\icel 
Weitergabe-1-2; 
WeichensteIIUDg-2; 
akt"Paket-2 
(* holt nächste Anmeldung 
(* stellt Stand der Weiche *l fest *l 
wbere C da. Soll-Ziel wird unverändert übernommen, 
~; 
end VS2-EI2 
end VS2-EI 
das Ist-Ziel richtet sieb nacb IWeicbenstellung-2 . 
Sind die beiden unterschiedlich, sO handelt es 
sieb um einen Fehliiufer . 
then 
-----vS2-E2 : 
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controlled-by Weichenstellung-2; 
eitber tey links for 
VS2-E2-links : 
consumes akt-Paket-2; 
produces Weitergabe-2-4j 
end VS2-E2-1inks 
~ tey rechts for 
VS2-E2-rechts: 
consumes akt-Paket-2j 
produces Weitergabe-2-S. 
end VS2-E2-recbta 
end VS2-E2 
end VS2-Einlauf 
parallel 
VS2-Auslauf: 
wbile Autoutitj 
itärted-by Auslauf-VS2; 
occupies Buchführung-2j (* symmetriscb zu VS2-Einlauf *) 
cODsumes 
tests 
wrrtes 
Pakete-in-Weicbe-2; 
Patete-in-Weiche-2; 
Weiche-2-1eer where C := true, falls leer Cj 
controlled-by Weiche-2-1eerj 
either tey true tor 
VS2-AI : 
consumes Weitergabe-I-2i 
produces att-Paket-2; 
writee Weiche-2, 
Weichenetellung-2; 
end VS2-Al 
~ tey false for 
(* Ist die Weiche leer, so wird *) 
(* das nächste Paket erwartet, *) 
(* notiert und die Weiche ggf. *) 
(* gestellt. Die neue *) 
(* Position wird gespeichert. *) 
VS2-A2 : C Umschalten nicht möglich C 
end VS2-Auslauf 
end 
end VS2-Verwaltung . 
6.1.6.3 Die anderen Verteilstationen 
Der Modul VSI unterecheidet sich, wenn man analoge N .. en für die Objekte 
voraussetzt, nur durch Erzeugung der Quittung in VSI-EI : 
block VSI-EI : 
prodUces Pakete-in-Weiche-l, Quittung-I-E; 
tests akt-Paket-l; 
Weiter analog zu VS2. 
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VS4-Einlauf bis VS7-Eiolauf unterschei den sich am Ende von VS2-Einlauf : 
block VS4-E2 : 
consuaea akt-Patet-4j 
vritea Fehlliufer-i n-4 ; 
controlled-by Fehlläufer-in-4 ; 
either tey true !.2.!. 
Helduog-aus-VS4: 
produces Meldungen ; 
end 
~ tey false for 
(* Hier fehlt Doch die Angabe, *) 
(* voraus die Meldung erzeugt wird *) 
VS4-E2-0K: (* alles klar, kein Fehlläufer *) end 
end VS4-E2 . 
6 . 1.6. 4 Die ErzeusUDS von Meldungen 
Es fehlt noch e i n Proze8, der den Meldung.puffer abbaut: 
.odule Paketverteil-Anlage : 
comprilea 
module HeldungserzeugUDg: 
compriaea 
block Meldungen-drucken : 
~ Autoaatik; 
COD8UDeS Helduoaen ; 
produces Druckeua,abe; 
end 
and-
-bufler Druckaus,abe : 
interhce ; 
capa city 1; 
of-tyPe Zeile; 
end 
~ Meldung.erzeugung 
.nd 
procedure Steuerung: 
parallel Meldungen-drucken 
end Steuerun, 
and-
---buffer Meldungen: 
(* Dieser Puffer wird scheinbar *) 
(* nur beliefert, da der Abnehmer, *) 
(* d.h . hier ein Hardware-Syste., *) 
(* nicht beschrieben ist . Daher *) 
(* iat "Druckausgabe" al. "inter- *) 
(* t.cett gekennzeichnet. *) 
consuee restricted-to Meldun,serzeugUß" 
capacity 10; 
of-type Zeile; 
end 
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6.1.7 Die Medien in VS2 
Die in 6 . 1 .6.2 lenannten Medien werden, 
sind, u.cbfol,end beschrieben . Sie sind 
anderen Moduln erleben sicb aoalol . 
module VS2: 
comprhea 
reaource Buchfübruog-2: 
soweit aie noch nicht definiert 
lokal zu VS2 . Die Objekte in den 
~ sichert die Konsistenz von IPakete-io-Welche-2. IWeiteraabe-1-2 
und lakt-Paket-2 C; 
eod 
aod 
buffer akt-P.ket-2 : 
C zur Speicherung der Information uoer Pakete , die in fVS2 
an,emeldet .ind Ci 
capacity 1. 
of-type Bea1eitinformatioD 
eod 
aod--
---variable Ileiche-Ricbtung-2 : 
of-type boole.ni 
aod 
teKt C true , wenn die Richtung des einlaufenden Paket. fUr diese 
Weiche att der des Vor,io,era übereinstimmt . C 
eod 
variable Weichenatellung-2: 
C zur Speicberuo, des Weichen.tandes C; 
v.lues links, rechts ; 
eod 
aod--
!I2! Begleitinforaation: 
Itructure~of Soll~Ziel. l.t~Ziel 
eod 
aod-
---!I2! Soll~Ziel: of~type Zielltatlonen end 
aod 
---!I2! Ilt-Ziel: of-tyPe Zielatationen ~ 
aod 
~ Zielltatlonen: 
aod 
values Z51, ZS2, Z53 , Z54, ZSS, Z56, Z57, Z5a 
eod 
---variable Weiche-2-frei: 
of-tyPe boolean; 
text ~ true , wenn die Weiche laut BuchfOhruna frei tlt. ~; 
end 
aod 
trilser Pakete-in-Weicbe-2 : 
~ Zähler fUr die Pakete, die von IVS2-Einlsuf re,tltriert, 
von IVS2-Aullauf aber noch nicht abgebucht lind ~; 
eod 
eod VS2 . 
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6.1.8 Eine Vereinfachung der Block-Struktur 
Betrachtet man die entstehende Struktur im Hinblick auf den Grenzfall, 
daß die Weiche zwischen zwei Paketen nur sehr kurz frei wird, so fällt 
auf, daß die Umschaltung erfolgt, während das Paket schon in die Weiche 
einläuft. Sie kann also ebensogut in allen Fällen von der Eingangsver-
waltung vorgenommen werden, da nach Aufgabcnstellung der RecbenprozeB 
keine nennenswerte Zeil beansprucht. Diese Lösung hat eine erheblich 
einfachere StrUktur, da der Puffer akt-Paket-2 durch eine Variable er-
setzt ist und die Auslaufverwaltung nur noch Pakete abbucht. Das macht 
auch das abstrakte Betriebsmittel "Buchführung" U"berflüssig. 
parallel 
VS2-Einlauf: 
starled-by Einlauf-VS2; 
consumes Weitergabe-l-2; 
writes att-Paket-2; 
produces Pakete-in-Weiche-2; 
iohibits 
tests 
writes 
.nd 
tben 
Pakete-in-Weiche-2; 
Pakete-in-Weiche-2; 
Weicbe-2-frei 
~S2-U.schaltUDg: 
controlled-by Weiche-2-frei; 
either tey true for 
VS2-Weiche-atellen: 
reada akt-Paket-2; 
wrrt;s Weiche-2, Weichenstellung-2 
(* ist jetzt Variable *) 
text Optimierung ~ durch weitere Verfeinerung kann hier 
-- verhindert werden, daß eine Ausgabe 
erfolgt, wenn die Stellung der Weiche 
nicht verändert wird. ~; 
end VS2-Weiche-stellen 
or key false for 
VS2-Weiche-belegt: (* keine Aktion möglich *) end 
end VS2-Umschaltung 
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tben 
--VSZ-Wei tergabe : 
controlled-by Weicbenstelluog-2; 
either tey links for 
VS2-Weitergabe-links : 
reads akt-Paket-2j 
prodüces Weitergabe-2-4; 
end VS2-Weitergabe-links 
~ key rechts for 
VSZ-Weitergabe-rechts: 
reads akt-Paket-2; 
prodüces Weitergabe-2-5; 
end VS2-Weitergabe-rechts 
end VS2-Weitergabe 
end VS2-Einlauf 
parallel 
VS2-Auslauf: 
started-by Auslauf-VS2; 
cODsumes Pakete-in-Weiche-2; 
end VS2-Auslauf 
end VS2-Verwaltung . 
Fügt .an die oben skizzierten Teile zusammen und erginzt das fehlende 
linogeaä8, 10 entsteht eine vollstiodige, weitgehend fo~le Beschrei-
bung des Systees, die als Spezifikation bezeichnet werden kann. Zweifel-
los sind bereits Entwurf.entscheidungen getroffen (z.8. hinsichtlich d~r 
Strukturierung). Dennoch lag teine vollständige Spezifikation vor; dies~ 
konnte erst auf der jetzt erreichten Detaillierungsebene von einigen 
Unklarheiten befreit werden. 
Es bestätigt sich da_it, da8 die AuffassUDg, Spezifikation und Entwurf 
könnten sequentiell durChgeführt werden, praktisch nicht aufrecht erhal· 
ten werden kann . Vielmehr handelt e. sich u. zwei miteinander verzahnte 
Tätigkeiten. 
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6 . 2 Kritik 
EiDe Kritik an ESPRESO kann sicb an den Forderungen aus Kapitel 2 und an 
Erfahrungen orientieren. Da Erfahrungen eines Einsatzes von ESPRESO in 
einem echten Software-Projekt noch nicbt vorliegen, können hier Dur 
das Beispiel (6.1) und einige ähnliche, nicbt wiedergegebene Versuche, 
ESPRESO anzuwenden, zugrundegelegt werden. 
Nachfolgend 
stellt keine 
sind e1n1ge Beobachtungen 
Bewertung dar. 
aufgelistet. Die Reihenfolge 
a) Bei vielen Anforderungen, z.B. der Verständlichkeit, ist nur eine 
subjektive Beurteilung möglich. Der Verfasser selbst kann dazu nur 
feststellen, daS die Ziele während der gesamten Entwicklung beachtet 
und mit ESPRESO im wesentlichen erreicht wurden. 
b) Die objektivierbaren Anforderungen sind bis auf drei Ausnahmen 
erfüllt: Es fehlen spezielle Mittel für die Vorbereitung VOQ Tests 
in der Spezifikationsphase (Te8torientierung)~ und die Verknüpfung 
verschiedener Versionen ist unbefriedigend. SchlieSlich fehlen spe-
zielle Möglichkeiten in ESPRESO, die Zuordnung zwischen Anforderung 
und dem daraus entstehenden Code erkennbar zu machen. Der erste Punkt 
erfordert nicht unbedingt eine Erweiterung des Systems. Durch Konven-
tionen für Texte (Vorgabe bestimmter Se lektoren für die Testplanung) 
kann eine befriedigende Lösung erreicht werden. Der zweite Hangel ist 
durch eine prinzipiell einfache Erweiterung des Verwaltungssystems 
fUr die ESPRESO-Dateien behebbar. Die gröSten Schwierigkeiten macht 
die Verknüpfung zwischen den verschiedenen Ebenen. Hier können nur 
die relativ primitiven Mittel (Texte mit Verweisen) empfohlen werden. 
c) Bei der Bearbeitung des Beispiels und bei allen andern Versuchen, 
ESPRESO-S anzuwenden, zeigte sich folgender charakteristischer Ab-
lauf: Zunächst wird das Problem naiv in ESPRESO-S gefaSt. Dabei wer-
den Unklarheiten der Aufgabensteilung erkennbar , die durch Nachfragen 
oder, wo dies nicbt möglich ist, durch eine Entscheidung des Spezi-
fizierenden beseitigt werden. So entsteht langsam ein vollständiges 
Bild des Problems. Dies führt zu eine. besseren Verständnis der Auf-
gabe und damit oft zu einer Neufassung der ESPRESO-SpezifikatioD, die 
wesentlich transparenter wird. 
Es ist denkbar, daS sich dieser Proze8 mebrfach wiederholt, wenn das 
Problem sehr umfangreich ist; bei allen bisherigen Versuchen hat eine 
tiberarbeituog ausgereicht . 
d) Die in 3.1 geforderte Unterscheidung zwischen Anforderungen und frei-
en Entscheidungen wird in ESPRESO nicbt durch spezielle Spracbmittel 
unterstützt oder gar erzwungen. Die einzige Möglichkeit ist die 
Speicherung aller Anforderungen in Pseudo-Objekten und Verbindung 
dieser Objekte mit den anderen durch Verweise. Diese Lösung ist 
unbefriedigend, die Sprache sollte in di~sem Punkt erweitert werden. 
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e) Völlig ungelöst bleibt in ESPRESO-S das Problem der Iodizierung und 
der Selektion . So enthält die Sprache keine Möglichkeiten, Elemente 
aus Feldern zu bezeichnen oder gleichartige Betriebsmittel zu unter-
scheiden. Auch gibt es keine Zusammenfassung sehr ähnlicher Objekte, 
z.8. der Verteilstalionen in der Paketverteilungsanlage . In dieser 
Richtung wäre eiDe Erweiterung der Sprache zu wünschen. Das wesentli-
che Problem dabei ist, da8 dann ein Herkmal der Spracbe, der Verzicht 
auf jede Darstellung der Arithmetik, kaum aufrechterhalten werden 
kann. Die Sprache würde dadurch wesentlich an Klarhe i t verlieren . 
f) Eine Vereinfachung der Darstellung oben könnte erreicbt werden. wenn 
es für gewisse, häufig wiederkehrende Situationen Sonderregelungen 
gäbe, die die Darstellung ohne Nachteile straffen würden. Z.B. gibt 
es einige leere Blöcke, die nur zur Aufzählung aller Alternativen 
spezifiziert werden . Für solche leeren BLöcke könnte in der Syntax 
ein spezielles Objekt vorgesehen werden, so daS nicht jedesmal ein 
neues Objekt definiert werden muS . 
g) In 5 . 10. 2 wurde begründet, warum ESPRESO nicht den Begriff der Funk-
tion, sondern den der Prozedur in den Mittelpunkt stellt. An einigen 
Stellen , z.B. bei Selektoren, ist das Fehlen des Funktionsbegriffs 
jedoch, wie Punkt f zeigt, ungUnstig. Es bleibt zu untersuchen, wie 
dieses Problem gelöst werden kann; eine Möglichkeit wäre, auf die 
Verzweigungen in ESPRESO zu verzichten, eine andere, den Funktions-
begriff hinzuzunehmen. 
h) Eines der Ziele, auch die Umgebung des geplanten Systems in ESPRESQ 
spezifizierbar zu machen, wurde nicht erreicht. Technischer ProzeS 
und Bediener können nur durch Texte beschrieben werden . Eine Lösung 
dieses Problems würde auch eine interessante Anknüpfung an das von 
Baumann (1978) präsentierte Konzept ergeben, das Proze8rechnerpro-
graa. zunächst mit einem von einem zweiten Rechner (oder allgemeiner: 
ReChner-System) s~ulierten ProzeS zu testen, bevor es am realen 
Prozeß eingesetzt wird. 
i) Das in ESPRESO angewandte Konzept, die Spezifikation .it der Struktu-
rierung des Proble.s zu verbinden, verssgt, wenn die Voraussetzungen 
anders sind all in 2.2 .2 angeno..en, d .h. wenn sehr viele Anforderun-
gen ges ... elt werden können und .UI.en, bevor irgendwelcbe Überle-
gungen zur Struktur möglich sind. Ein Beispiel ist die Spezifikation 
eines Telefon.Ylte.. (Taylor, 1980) . In lolchen Fällen kann nur ein 
dem speziellen Problem angepaStel Spezifikationssystea echte Hilfe 
leisten. 
j) Durch die Bindung der Medien an die - statischen - Moduln gibt es in 
ESPRESQ-S keine Möglichkeit, lokale Variablen von rekursiven Proze-
duren zu belchreiben. Dazu sind verschiedene Erweiterungen denkbar , 
z.B. die wahlweise Bindung der Vati.blen auch an Prozeduren . 
k) Im Beispiel (6 . 1) bat sich ein - in andern Fällen weitaus schwerer 
wiegendes - Problem gezeigt, die Verwaltung von Bildinformation. Die 
Verwendung von Zeichnungen verschiedenster Art ist gerade bei den 
typischen Einsatzgebieten des Prozeßrechners nicht verzichtbar. Sie 
gefährdet aber das Prinzip, alle Information mit ESPRESO-W zu ver-
walten. Es muß geprüft werden, auf welche Weise InformatioD, deren 
Eingabe und/oder Speicherung durch den Rechner Schwierigkeiten macht, 
mit dem Inhalt der ESPRESO·Datei verknüpft werden kann. 
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7. 1 Vorbemerkungen 
7 . 1.1 Notation 
7.1.1 . 1 Symbole und ihre Dars tellungen : 
Klammern für s yntaktische Variablen 
mit ihren Attributen 
Klammern für Tupel 
(nur innerhalb spitzer Klammern) 
Produttionszeichen 
Trennzeichen für Alternativen 
Schlußzeichen für Produktionen 
senkrechter Pfeil von oben 
(vorgegebenes Attribut) 
senkrechter Pfeil von unten 
(erzeugtes Attribut) 
geschweifte Klammern (für Mengen) 
eckige Klammern (für Zeichenreiben) 
Hengendifferenz, KonkatenatioD 
Enthaltensein und Nichtenthaltensein 
Leere Menge 
Vereinigung und Schnitt von Mengen 
Uberlagerung (siehe 7. 1.4 . 1) 
Leere Zeichen reihe in Produktionen 
< > 
( ) 
.. -
.. -
) 
• 
t 
( I ( ) 
\. + 
e. ~ 
~ 
u .n 
~ 
e 
Zur leichteren Unterscheidung sind in der Grammatik Attribut-Variablen 
.it groß~n ("VARIABLE"), Attribut-Xonstant~n lIIit kl~in~D. ("variabl~") 
und di~ syntaktischen Variablen mit großen und kl~inen Buchstab~n g~­
schrieben ("Variablen-Verwendung"). 
7.1 . 1.2 Darstellungsschema 
Alle (Heta-) Produktionen haben folgende Form: 
< ... > 
.. - < > < > 
I < ... > < > 
) < ... > < . .. >. 
Die spitzen Klammern enthalten syntaktische Variablen mit ihren Attribu-
ten. Syntaktische Variablen, den~n unmittelbar terainale Zeichen oder 
Zeichenreihen zugeordnet sind und die daher keine Attribute haben, z .B. 
"Semikolon" oder tlend-Symbol" (siehe 7. 7 .2. 7. 8), stehen o. h n e 
spitze Klammern . Verweise auf andere Abschnitte dieses Anhangs und auf 
Attribute und Relationen in den Tabellen 4.2. 4.3 sind in SChrägstriche 
gescblossen, z.8 . 15 . 1/, la2/. Ir21/. Die Xapitelnummer (7 . ) fehlt dann. 
Kommentare stehen in Klammern mit Stern. z.B. (* Kommentar *). 
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7.1.1.3 Attribut-Variablen und ihre Wertebereiche 
Die Attribut-Variablen geben bereits durch ihren Namen Auskunft uDer 
ihre Bedeutung mit Ausnahme des ständig vorkommenden Kontexts K (siebe 
7.1.3). Die nachfolgende Liste ist formal unnötig, sie dient nur dem 
besseren Verständnis. 
Alle Attribut-Variablen können durch eine angehängte Ziffer speziell 
unterschieden werden. Am Wertebereich ändert diese Ziffer nichts . Die 
Ziffer "0" deutet dabei auf eine hierarchische Beziehung bin, sie mar-
kiert den ItVater ll • 
K 
NAIIE. VERWEIS 
AHTAliG 
MODUL, PROZEDUR, BLOCK, 
VARIABLE, PUFFER, TRIGGER, 
PARAMETER, BETRMTl'L, TYP, 
FRIST. KONST. TEXT-OBJEKT 
PUGGER 
TYABLE 
PROCK 
HEDIUH 
AlIZAIIL 
SELEKTOR 
TEXT 
ZEICHEN 
ZUGRIFF 
RESTRIKT 
ART 
ARTEN 
e 
e 
e 
6 
6 
e 
6 
(Links-) Kontext (Umgebung) 
Name (für beliebiges Objekt) 
Anfang eines Namens oder Name 
NAHE (für ein Objekt der 
betreffenden Art oder Arten) 
{PUFFER. TRIGGER} 
{TYP. VARIABLE} 
{PROZEDUR.BLOCK} 
{VARIABLE.PUFFER. 
TRIGGER. BETRIITIL} 
Ziffernfolge oder VARIABLE 
oder KONSTAlITE 
NAHE (für Texte) 
Zeicbenreibe ohne Cent 
Einzelzeicben 
{lesen, schreiben, 
ändern, initialisieren, 
liefern, bolen, testen, 
starten, beendeo, 
maskieren, belegen} 
{lese·r, 8cbreib·r, 
liefer·r, bol·r, 
start-r, beende-r, 
maskier-r, verwend-r} 
{modul, prozedur, block, 
eingabe-parameter, ausgabe-
parameter, trans-parameter, 
variable, puffer, trigger, 
betriebsmittel, typ , frist, 
konstante, text-objekt} 
(ARTt, ... J ARTn}, n> O. 
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7.1.2 Interpretation 
In der Literatur (Watt, Hadsen , 1977, S.9 ff.) ist angegeben, wie die 
erweiterte Attribut-Grammatik zu interpretieren ist . Nachfolgend wird 
nur eine sehr knappe Zusammenfassuog gegeben , die auf diese spezielle 
Grammatik zugeschnitten ist . 
7.1.2.1 Attribute zur Kontext-Beschreibung 
Die Grammatik besteht aus Produktionen und - ganz uDerwiegend - Heta-
produktionen , aus denen durch konsistente Ersetzung der Attribut-Varia-
blen Produktionen entstehen . Die Struktur ist wie in der BNF, wobei die 
syntaktischen Variablen in den spitzen Klammern attributiert sein kön-
neo. Eine Klammer enthält links die syntaktische Variable, dann eine 
(eventuell leere) Folge von Attribut-Variablen oder gelegentlich auch 
Attribut-Konstanten , die jeweils links durch einen senkrechten Pfeil 
markiert sind. Für die erweiterten Attribut-Grammatiken ist es kenn-
zeichnend, dap an Stelle der Attribute auch Ausdrücke aus Attributen 
und Operatoren (siehe 7. 1.4) stehen tönnen . 
Die Richtung des Pfeils gibt an, ob der aktuelle Wert des Attributs vor-
gegeben iat (vorgegebenes Attribut : Pfeil kommt von oben) oder durch die 
weitere Zerlegung erzeugt wird (erzeugtes Attribut : Pfeil kommt von 
unten) . Diese Richtungsangabe dient nur der Ubersicht, formal ist sie 
redundant . 
Beispiele: 
a) < Nue t NAHE > (vgl. 7.7 . 1) 
Die ayntaktiache Variable "Name" ILat das Attribut NAKE. Wird aus "NaIleI! 
z.B . die Zeichenreihe tlxyztl abgeleitet, 80 hat NAHE den Wert xyz . NAME 
ist also ein erzeugtes Attribut. 
b) < te.t zyklulfrei ~ K ~ FRIST ~ FRISTI > (vgl. 7 . 4.8) 
K ("Kontext''. siehe 7.1.3) und FRIST, FRISTl (für zwei Namen, die 
jeweils für eine Frist stehen) sind die vorgegebenen Attribute dieses 
Ausdrucks , erzeugte Attribute kommen nicht vor . Aus der einzigen Pro-
duktion, die auf diesen Ausdruck anwendbar iat (siehe 7 .4 .8), gebt 
hervor , dap nur der leere String produziert wird, falls die aktuellen 
Werte der syntaktischen Variablen nicht in eine Sackgasse fÜhren, weil 
die FRISTl zyklisch definiert ist, also als Bestandteil ihrer selbst. 
Dies wäre ein Fehler . 
Es handelt sich aho ua einen Test . Dies ist durch den Beginn .it "testlt 
gekennzeichnet . Solche Variablen haben .eist nur vorgegebene Attribute, 
in einigen Fällen wird der Kontext verändert . 
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Di~ Nichtte~inale < test wahr >, < wobei wahr > und < fall wahr > pro-
duzieren ebenfalls nur die leere Zeichenreihe . In der Grammatik steht 
anstelle von "wahr" stets ein logischer Ausdruck . Ergibt dieser nicht 
" wahr", sondern "falschlI, so liegt eine Sackgasse vor . Bei "test" kenn-
zeichnet diu einen semantischen Fehler der Eingabe, bei "fall" muß die 
nächste Alternative versucht werden . Der Aus druck hinter "wobeitl hat 
den Charakter einer Wertzuweilung und ergibt wahr, falls der Wer t defi-
niert ist . Andernfalls handelt es sicb um einen Fehler . Beispiele aus 
7 . 3 und 7 . 4 sind 
< test NAHEI = KAME2 > , 
< fall ART = modul >, 
< wobei K2 = Xl >. 
c) < Block-Settion , Xl t NAHE t K2 > (val. 7.2.1) 
Durch die Block-Sektion wird Xontezt Xl erweitert zu Kontext 12. Außer-
dem wird für den Gebrauch in übergeordneten Produktionen der Name des 
Blocks _ittels der Attribut-Variablen NAHE nach oben gereicht. 
7. 1.2.2 Attribute zur Bildung von Sche.ata 
U. die Länge der Gra..atik zu ve~indern und eioheitliche Strukturen 
erkennbar zu eachen, wurde in einigen Fällen voa Prinzip abgewichen, 
die attributierte Grammatik aus der kontextfreien einfach dprch Zufügen 
der Attribute zu erzeugen . Stattdessen sind verschiedene syntaktische 
Variablen in Scheaata zusammengefaßt . 
Beispiel : Alle Objekte werden durch eine Sektion belchrieben; die Sek-
tionen haben alle die gleiche Grundstruttur. naher wird eine einzige 
syntaktilche Variable mit einem Attribut für den Typ verwendet, z . B. 
< Sektion t ART , Xl t NAKE t I2 >. Eine Puffer-Sektion ist also 
< Sektion t puffer' Xl t NAHE t X2 >. 
Khnlich wie .it ART bilden syntaktische Variablen ait ARTEN , ZUGRIFF und 
RESTRIKT Scheeata, siehe z.B . 4.2.3, 5.1 und 5.2 in diesem Anhang . 
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7.1.3 Der Kontext als Attribut 
Fast alle syntaktischen Variablen haben K, deo (Links-) 
Attribut, und zwar meist zweifach, als vorgegebenes und 
Ableitung daraus erzeugtes. In aodern Grammatiken wird 
"Environment" oder "Umgebung" bezeichnet. 
Kontext, als 
als durch die 
K meist als 
Die Grammatik ist so fo~uliert, dap K als formaler Repräsentant der 
Information in der ESPRESO-Datei betracbtet werden kann. Entsprechend 
den Definitionen in 3.2 . 1.1 definiert damit die Grammatik, welche Infor-
mation einer ESPRESO-Spezifikation zugeordnet ist. 
K enthält unterschiedliche Arten der Information: 
die Zuordnung der Objekte, d . h . ihrer Namen, zu Arten, 
die Texte und ihre Verbindungen mit Objekten und Textselektoren, 
die Verknüpfungen der Objekte untereinander, 
Eigenschaften der Objekte (Attribute). 
All diese Information wird dargestellt durch n-Tupel (n€{2,3,4}), hier 
Verknüpfungen genannt. 
Das erste Element darin ist stets das Merkmal, das die Bedeutung des 
Tupels angibt. Die Menge der Merkmale ist durch die Grammatik vorge-
geben. Sie ordnen die Verknüpfungen in Klassen, die Relationen. 
Dem Herkmal folgen ein bis drei Elemente, von denen mindestens eines 
signifikant ist; die üörigen sind, falls vorhanden, abhängig und in 
der Grammatik durch einen Pfeil ("-+") von den signifikanten getrennt. 
Tupel ohne abhängige Elemente werden freie Tupel genannt, die anderen 
Paare. 
Attribute sind spezielle Paare, in denen das einzige abhängige Element 
kein Objektname, sondern einer vorgegebenen Menge entnommen ist . 
Beispiele: 
freies Tupel : "(verweis ,Namet ,Selektort ,Name2)" 
bedeutet: In einem Text des Objekts "Name I" , der den Textselektor 
"Selektori" hat, ist ein Verweis auf das Objekt "Name2 11 enthalten. 
Alle Tupel, die mit "verweis" beginnen, haben die gleiche Struktur 
und Interpretation. 
Attribut: 
sagt aus, 
entnommene 
"(art ,Name I )-+va riableu 
da~ das Objekt "Name I 11 die einer 
Art "variable" hat. 
vorgegebenen Menge 
Die signifikanten Elemente kennzeichnen eine Inforaation eindeutig. 
Stimmen also von zwei Paaren die linken Seiten Überein, so dürfen sich 
die rechten nicht widersprechen. In vielen Fällen stehen aber die ab-
hängigen Elemente nicht oder nicht genau fest, z.B. wenn die Eingabe 
lautet: 
'block' Namel : 'inhibits' Puggert 'end' 
uPuggerl" kann nach dem Kontext entweder ein Puffer oder ein Trigger 
sein. Es gilt also : 
(artJPuggerl)+z, x € {puffer,trigger), 
was in dieser Grammatik verkürzt wird zu: 
(art,Puggerl)+{puffer,trigger) 
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Statt eines abhängigen Elementes kann also im Kontext a'uch eine Menge 
alternativ in Frage kommender Elemente stehen . Zugunsten der Ubersicht-
lichkeit sind in der Grammatik Hengenklammern meist weggelassen, wo die 
Menge nur ein Element hat. 
Offenbar folgt aus s~al, al e MI und s~a2, 32 € H2, 
daß s .. a •• e H = Hl n H2, wobei H nicht leer 5ein darf. 
Paare sind 
Tupe! sind 
schreibung 
also im Kontext notwendig für die Syntaxprüfung; die freien 
dagegen für die Syntax irrelevant, sie dienen nur zur Be-
der in die ESPRESQ-Datei zu speichernden InformatioD. 
Die Elemente der Tupel sind Zeichenreiben, und zwar 
Namen von Objekten, 
Textselektoren, 
Texte, 
Arten und RelatioDsnameo, 
andere Merkmale zur Kennzeichnung 
des IDfo~tionstyps und für 
Objekteigenschaften, 
Platzhalter für fehlende Information. 
7. 1 .4 Funktionen für die Grammatik 
] vom Anwender gewählt 
1 
durch die Grammatik 
vorgegeben 
In der Grammatik werden neben den üDlichen Hengenoperationen, · also 
Ver~inigung ("U"), Schnitt (U()lI), Differenz ("\") und für geordnete 
Hengen (Zeicbenreihen) die Konntenation ("+It), einige spezielle Funk-
tionen verwendet, die nachfolgend definiert werden. 
Dabei werden folgende Bezeichnungen verwendet: 
S(K) = { s I existiert • : (s~.) € K J (signif. Teile der Paare), 
A(K,s), der abhängige Teil, ist nicht definiert, falls s' SeX). 
Sonst e%istiert ein a att (s+a) e X, und es gilt: A(K,s) = 8. 
A(K,a,i) ist die i-te Komponente von A(K,s), falls A(K,s) definiert 
ist und .indestens i Komponenten hat; sonst undefiniert. 
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7.1.4 . 1 
.t bezeichnet als Uberlagerung, ist nur partiell definiert . 
Sei f ein freies Tupel, p=s~a ein Paar . Dann gilt: 
K • f = K U (f), 
K U (pI. falls 8 ~ S(X), 
K • p = (K \ (s.81) U (s-a2), .it 
.1 = A(K,a) und 82 = anal, falls a 6 SeX) 
und a2 *" ~, 
undefiniert sonst. 
• dient praktisch zum Hinzufügen ~ Xontext, entsprechend der Verar-
beitung des Eingelesenen. Dadurch, daß. nur partiell definiert ist, 
ist ausgedrückt, dap es Eingaben gibt , die in X nicht widerspruchs frei 
gespeichert werden können . Sei z .B. die Eingabe 
Bei beliebige. LinkskoDtezt K entsteht ein Widerspruch, der dadurch re-
flektiert wird, daß der entstehende Kontext nicht definiert ist: 
K • (art,abc)~block • (art,abc)~odule 
("+" ist nicht assoziativ, ein Ausdruck lIIit mehreren 11+ .. wird von links 
nach rechts ausgewertet.) 
7.1.4.2 
"undef" ist das neutrale Eleraent bei der Bildung der Scbnittaenge: 
a n undef = a für alle Mengen a . 
"undef" vertritt 
stimmt sind, z.B . 
7.1.4.3 
in Paaren abhängige Eleaente, die 
weil die betreffende Angabe fehlt . 
noch völlig unbe-
"aHe(K)" wird an die Stelle irrelevanter Elemente der Tupel gesetzt: 
(E1 , .. . ,Ei,ane([) ,Ej, • • . ,En) = 
( t I existiert x: t = (EI, ... ,Ei, x ,Ej, ... ,En) 8 K U S(K) ) 
7.1.4 . 4 
Die Relationen "gleiCh" (u="), "ungleich" (If~") , ".Element von" ("6"), 
"nicht .Element von" (U''') haben die übliche Bedeutung. Die mit ihnen 
gebildeten Ausdrücke haben entweder den Wert "wahr" oder den Wert 
Iffalsch" . 
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7. 1.5 Ein~ vollständi8~ Produktion als Beispiel 
Der Auss chnitt einer Spezifikation könnte wie folgt aussehen : 
(I) 'block ' ABC : 
(2) ' sequential' ALPHA : 'end' ALPHA 
(3) 'tben' BETA: ' end' BETA 
(4) 'then' GAIIHA: 'end' GAMMA; 
(5) ' end ' ABC . 
Die Zeilen 3 und 4 werden nach folgender Produktion aus 7.4.2 . 4. 1 
analysiert: 
< nachfolgende Blöcke '" Xl .. BLOCKt .. PROCX t K2 > 
: := t < wobei K2 = Xl. (sequent,BLOCKl)+(PROCX,undef) > /r2/ 
I < nachfolgender Block • Xl • BLOCKI • PROCK t BLOCK t K > 
< nachfolgende Blöcke' X • (.equent.BLOCKI)~(PROCX.BLOCK) 
• BLOCK • PROCK t K2 >. /r2/ 
Diese relativ komplizierte Produktion ist wie folgt zu interpretieren: 
"nachfolgende Blöcke" ist leer oder ein nachfolgender Block, gefolgt von 
weiteren nachfolgenden Blöcken. Dies iat die konteztfreie Struktur. 1m 
Beispiel werden nach der zweiten Alternative zunächst Zeilen 3 und 4 
erzeugt, dann nur 4 . Schließlich wird die erste Alternative angewandt . 
Als Attribute treten in der Produktion auf : 
- PROCK 
BLOCKI 
- BLOCK 
für die Übergeordnete Prozedur oder den 
uDergeordneten Block (t. Beispiel ABC), 
für einen zuvor schon definierten Block 
(ia Beispiel erst ALPHA, dann BETA), 
für den ersten auf BLOCKt folgenden Block, 
(i. Beispiel erat BElA, dann GAHKA), 
- Xl, K und I2 für verschiedene Stadien des Kontexts . 
KI. PROCX und BLOCKI lind durch den (Linke-) Kontext vorgegeben und 
treten daher als vorgegebene Attribute auf . BLOCl ist der Na.e des aus 
"nachfolgender Block" erzeugten Objekts, also dort ein erzeugtes Attri-
but . Seinem Nachfolger dient BLOCK seinerseits wieder als vorgegebenes 
Attribut. 
"wobei 12 = •. • " definiert den Wert von 12 und produziert keine Terai-
nalzeichen (siehe 7.5.3). 
Die Uberlagerung fügt de. Kontext, wie er an "nachfolgende Blöcke t 1 
weiterlereicht wird, eine Vermüpfung der Relation "sequentiell in" zu. 
Sollte sich ia Zuge der Verarbeitung des Blocks ABC zeigen, dap die 
signifikanten Ele.ente (sequent,BETA) bereits ait anderen abhängigen 
Elementen ab (ABC ,GAMMA) oder (ABC,undef) t.. Kontext stehen, so ist die 
Spezifikation fehlerhaft . 
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(AAAAAiAAA'!"."""'.""!""'.' •• """"" •• ' ••• AAAAAAA'A"'A'.AAA) 
(*** 2. in Kap .7 (Anh.) Globale Struktur der ESPRESO-Eingabe *****) 
(* Wurzel der Grammatik ist die < ESPRESO-Eingahe >. Sie umfaßt nicbt 
nur die aktuelle Eingabe, sondern durch den Linkskontext alles, was 
schon in der Datei angesammelt ist . *) 
(*** 2 . 1 in Kap.7 (Anh.) Abschnitte und Sektionen AAAAiAAA**'*'*") 
< ESPRESO-Eingabe 
.. = e < wobei K = standard-kontext> 
< ESPRESO-Eingabe 
< ESPRESO-Ausdruck ~ Xl 
t K > 
t Kl > 
t K >. 
(* standard-kontext enthält die vordefinierten Objekte und 
Verknüpfungen, siebe 7. 9. 
Der Umfang des durch K bezeichneten Kontext ist beschränkt durch 
die Implementierung, dadurcb auch die Länge der ESPRESO-Eingabe. *) 
< ESPRESO-Ausdruck • Kl t K2 > 
.. = < Abschnitt • Kl t K2 > Punkt ] < Abschnitt • Kl t K > Semikolon 
< ESPRESO-Ausdruck • K t K2 >. 
< Abschnitt • Kl t K2 > : : = < Sektion t ART • Kl t !IAHE t K2 >. /2 .2/ 
< Block-Sektion • Kl t !IAHE t K2 > 
::= < eingebettete Sektion • Kl • (block] t !IAHE t K2 >. 
< eingebettete Sektion • Kl • ARTEII t !IAHE t K2 > 
.. = < Sektion t ART • Kl t !IAHE t K2 > /2.2/ 
< test ART 6 ARTEN >. 
(*** 2 .2 in Kap.7 (Anh.) Aufbau der Sektionen AAAAAAAAAAAAAAAAAA1A) 
< Sektion t ART • Kl t !IAHE t K2 > 
.. = < Sektions kopf t ART • Kl t !IAHE t K2 > /3 . / ] < Sektions kopf t ART • KI t !IAHE t K > Doppelpunkt /3./ 
< Sektionsrumpf • ART • K • !IAHE t K2 > /4./ 
< SektioQsschwanz • !IAHE >. /3./ 
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(lAAAAAA""'.'.""!."" '.""!" """ "' •• !" "!'ilAAAA"""*"!") 
(*** 3. in Kap.7 (Anh.) Der Sektions kopf und -schwanz AA AAA AAAAAAA) 
< Sektionskopf t ART • K t NAHE t K ~ (art,NAME)"'ART > /al/ 
· . : < Art-Kennung t ART > 
< Name t NAHE > /7 . 1/ 
< test (vordefiniert,NAME) ~ K >. (* vgl. 7.9 * ) 
< Art-Kennung t ART > 
.. -
.. - infollllal-Symbol < wobei ART = t.ext-objekt > 
J module-Symbol < wobei ART = lIodul > 
J procedure-Symbol < wobei ART = prozedur > J block-Symbol < wobei ART = block > 
J inpar-Symbol < wobei ART = eingabe-parameter > J outpar-Symbol < wobei ART = ausgabe-parameter > 
J transpar-Symbol < wobei ART = trans-parameter > 
J variable-Symbol < wobei ART = variable > J buffer-Symbol < wobei ART = puffer > 
J trigger-Symbol < wobei ART = trigger > J resource-Symbol < wobei ART = betriebsmittel > J type-Symbo l < wobei ART = typ > J interval-Symbol < wobei ART = frist > 
J eonstant-Symbol < wobei ART = konstante >. 
< Sektions schwanz • NAHEI > 
· .: end-Symbol 
< Name t NAHE2 > /7 . 1/ 
< test NAHEI = NAHE2 >. 
(* Zu. Nallen im Sektions schwanz vgl. 7. 10 . *) 
(AAAAAAAAA AA AAAAAAAAAAA AAAAAAAAAAAA kAAAAAAAAAAAAAAAAAAAklAiAAAAAAAA!!AA) 
(*** 4. in Kap . 7 (Anh.) Der Sektions rumpf (Angaben. zum Objekt) ***) 
< Sektions rumpf • ART • In • NAHE t K2 > 
: :: < Angabe • ART • KI • NAHE t K2 > J < Angabe • ART • KI • NAHE t K > Semikolon 
< Sektions rumpf • ART • K • NAHE t K2 >. 
< Angabe • ART • Kl • NAHE t K2 > 
· .-
· .- < fall ART = modul > 
< Modul-Angabe • KI • NAHE t K2 > /4.1/ J < fall ART = prozedur > 
< Prozedur-Angabe • KI • NAHE t K2 > /4 . 2.1/ 1 < fall ART = block > 
< Block-Angabe 
• KI • NAHE t K2 > /4 . 2.2/ J < fall ART S{eingabe-parameter, 
ausgabe-parameter t 
trans-parameter} > 
< Par .. eter-Angabe • KI • NAHE t K2 > /4.7/ 
(* Die Produktion ist auf der nächsten Seite fortgesetzt. *) 
1 < fall ART = variable > 
< Variablen-Angabe 
] < Call ART = puffer > 
< Puffer-Angabe 
] < fall ART = triller > 
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• KI • liAIIE • K2 > 
• KI • liAIIE • K2 > 
< Triller-Angabe ~ Xl ... HAKE t K2 > 
1 < fall ART = betriebsmittel > 
< Betriebs.ittel-Angabe ... Xl ... NAHE t Xl > 
] < fall ART = typ > 
< Typ-Angabe 
] < Call ART = frist > 
< Frist-Angabe 
] < fall ART = konstante > 
... Xl ... NAHE t Xl > 
• !CI • liAIIE • K2 > 
< Konstanten-Angabe ... Xl .. NAH! t Xl > 
] < fall ART 8 {prozedur,block,variable, 
pUffer,triller,betriebs.ittel} ) 
< Polition •• ttribut .. Xl .. NAHE t K2 > 
] < Text.ngebe ... 11 ... NAHE t Xl > 
] < Harkierunl • 11 • liAIIE • K2 > 
] t < wobei K2 = Xl >. 
< Position.attribut ... Xl ... NAHE t X2 > 
::= interface-Syabol 
< wobei X2 ='Xl • (politiontNAHE)~.chnittltelle > 
] e.ternal-Syabol 
< wobei K2 = Kl • (polition ,liAIIE)+au~en >. 
/4 .3/ 
/4.4.1/ 
/4.4.2/ 
/4 .5/ 
/4 .6/ 
/4 .8/ 
/4.9/ 
/6.1/ 
/6.2/ 
/.6/ 
/.6/ 
(*** 4.1 in Kap.7 (Anh. ) Modul-Angaben •••• , ••••••••••••••••••••• ,) 
< Modul-Angabe 
::= < Obj-Def-in-Modul 
< Obj-DeC-in-Modul 
::= comprisea-Syabol 
< lokale. Objekt 
] < Obj-Def-in-Modul 
8nd-Syabol 
< lokales Objekt 
< lokale. Objekt 
::= < eingebettete Sektion 
< test Modul~Bierarchle 
] < eingebettete Sektion 
< test Modul-Bierarchie 
::= < fall (in-modul,MODUL) 
< te.t liAIIE _ MODUL > 
• 11 • MODUL 
• K2 > 
• 11 • lIODUL • K2 >. 
• 11 • IIODUL 
• I2 • (in-DOdul,liAKE)+HODUL > 
• 11 • MODUL • liAIIE 
.11 • MODUL • K2 > 
." > 
• 1 • MODUL' liAIIE • K2 >. 
• 11 • MODUL • liAIIE • K2 > 
/rl/ 
• lI:l • {DOdul] • liAIIE • K2 > /2.1/ 
• 11 • MODUL • liAIIE > 
~ Xl ~ (prozedur,block, variable. 
pUffer.triller,betrieb •• ittel. 
typ,frist.konstante) 
t HAKE • K2 >. /2.1/ 
• 1 • MODUL • liAIIE > 
• S(I) > 
] < te.t Modul-Bier.rchie • 1 • A(I,(in-modul,MODUL» • liAIIE > 
< t .. t HAllE _ MODUL >. 
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(*** 4 . 2 in Kap.7 (Anh. ) Prozedur- und Block-Angaben AAAUUUAAU) 
(*** 4. 2. 1 in Kap . 7 (Anh. ) Prozedur-Angaben AAAA*AAAAA'**AAAAAAAA A) 
< Prozedur-Angabe • KI • PROZEDUR t K2 > 
. -= < Block-Angabe • KI • PROZEDUR t K2 > /4 . 2.2/ J < Parameter-Zuordnung • KI • PROZEDUR t K2 > J < Liste-zugr-ber-Hodulo • KI • PROZEDUR t K2 > /5 .2/ J < Priorität.zuordnung • KI • PROZEDUR t K2 > J < Verwendbarkeit 
• KI • PROZEDUR tK2 >. 
< Parameter-Zuordnung '" Xl '" PROZEDUR 
t Xl ~ (parameter,PARAHETER)+(PROZEDUR,TEXT-OBJEKT) > /r7/ 
: := parameters-Symbol 
t K2 > < Parameter-Definition '" Xl t 
] < Parameter-Zuordnung '" Xl '" 
< Parameter-Definition '" K t 
PARAI!ETER t TEXT-OBJEKT 
PROZEDUR 
PARAI!ETER t TEXT-OBJEKT 
t X > KOllma 
t K2 >. 
< Parameter-Definition '" Xl t PARAMETER t TEXT-OBJEKT t K2 > 
. . = < eingebettete SektioQ '" Xl'" {eingahe-parameter , 
ausgabe-parameter, 
trans-parameter} 
t PARAI!ETER t K > /2 . 1/ 
< Zusicherungsteil '" K '" (*]+PARAHETER 
t TEXT-OBJEKT t K2 >. /4.2.3/ 
< Prioritätszuordnuog 
::= priority-Symbol 
< Zahlenangabe 
• KI • PROZEDUR 
t K2 ~ (prioritöt,PROZEDUR)+ANZAHL > 
'" Xl t ANZAHL t K2 >. 
/r24/ 
/4.9/ 
< Verwendbarkeit • K • PROZEDUR t K • (reentrant,PROZEDUR) > /a7/ 
. . = reentrant-Symbol . 
(*** 4.2 . 2 in Kap . 7 (Anh.) Block-Angaben lA.A.l.l •• A.Al.A.AA •• A.l.) 
< Block-Angabe 
• ICl • PROCK t K2 > 
.. - < Wiederhol-Bedingung 
'Kl • PROCK t K2 > .. -J < Verzögerung 
• KI • PROCK t K2 > /4.4.2/ J < Aktion 
• KI • PROCK t K2 > /4.2.3/ J < Prozedur-Block-Zerleguog 
• KI • PROCK t K2 > /4 . 2. 4/ I < Prozedur-Auf ruf-Angabe 'Kl • PROCK t K2 > J < Frist-Definition 
• KI • PROCK t K2 >. /4 .8/ J < Frist-Definition 
• KI • PROCK t K2 >. /4 .8/ 
< Wiederhol-Bedi ngung 
• KI • PROCK t K2~ (wbile,PROCK)+VARIABLE > /r11/ 
::= wbile-Symbol 
< Nennung • {variable} 
• KI t VARIABLE t K2 >. /5 . 1/ 
< Prozedur-Aufruf-Angabe 
::= < aufgerufene Prozedur 
] < Parameter-Besetzung 
< aufgerufene Prozedur 
::= calls-Symbol 
< Nennung'" {prozedur} 
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+ KI + PROCK 
, X2 , (ablauf,PROCK)~aufruf > 
'" Xl '" PROCK f K > 
'" K '" PROCK t X2 >. 
+ KI + PROCK 
t K2 ~ (aurruf,PROCK)~PROZEDUR > 
+ KI f PROZEDUR f K2 > . 
< Parameter-Besetzung -+ Xl '" PROCK t K4 > 
.. :;: sets-Symbol 
< Nennung'" {eingabe-parameter} '" Xl t PARAMETER t X2 > 
to-Symbol 
< Nennung'" {puffer,variable,konstante} 
.X2tNAME tK3> 
< wobei K4 :;: X3 $ (inpar,PROCK,PARAMETER)~NAHE > 
] gets-Symbol 
< Nennung -+ {ausgabe-parameter} -+ Xl t PARAMETER t K2 > 
in-Symbol 
< Nennung -+ {puffer,variable} -+ K2 t NAHE t X3 > 
< wobei K4 :;: X3 • (outpar,PROCK,PARAHETER)~NAHE > 
] associates-Symbol 
< Nennung -+ {trans-parameter} -+ Xl t PARAMETER t K2 > 
witb-Symbol 
< Nennung ,j. {variable} -+ K2 t VARIABLE t X3 > 
< wobei K4 :;: X3 • (transpar,PROCK,PARAHETER)~VARIABLE >. 
la21 
Ir61 
15.11 
15.11 
15.11 
Ir81 
15.11 
15. I1 
Ir91 
15.11 
15.11 
IrlOI 
(*** 4.2.3 in Kap.7 (Anh.) Aktionen AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA) 
< Aktion + KI + PROCK • K2 > 
: :; < Zugriffs symbol t ZUGRIFF > 
< Gegenstandsliste • ZUGRIFF. K1 • PROCK t K2 >. 
< Zugriffssymbol • ZUGRIFF > 
::; reads-Symbol < wobei ZUGRIFF = lesen > 
] writes-Symbol < wobei ZUGRIFF; schreiben > 
] updates-Symbol < wobei ZUGRIFF = ändern > 
] initializes-Symbol < wobei ZUGRIFF = initialisieren > 
] produces-Symbol < wobei ZUGRIFF = liefern > 
] consumes-Symbol < wobei ZUGRIFF = bolen > 
] tests-Symbol < wobei ZUGRIFF = testen > 
] inhibits-Symbol < wobei ZUGRIFF = maskieren > 
] terminated-by-Symbol < wobei ZUGRIFF = be.nden > 
] started-by-Symbol < wobei ZUGRIFF ; s ta rten > 
] occupies-Symbol < wobei ZUGRIFF = belegen >. 
< Gegenstandsliste 
::= < Zugriffsgruppe 
] < Gegenstandsliste 
< Zugriffsgruppe 
+ ZUGRIFF + Kl + 
+ ZUGRIFF + Kl + 
+ ZUGRIFF + Kl + 
+ ZUGRIFF + K + 
PROCK f K2 > 
PROCK f K2 > 
PROCK f K > Komma 
PROCK • K2 >. 
Irl21 
Ir131 
Irl41 
Irl51 
Irl61 
Ir171 
Ir181 
Irl91 
Ir201 
Ir211 
Ir221 
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< Zugriffsgruppe > ZUGRIFF > Kl > PROCK t K4 > 
. . = < Call ZUGRIFF € 
{lesen,scbreiben,ändern,initialisieren,liefern,bolen,testen} ) 
< Medien-Verwendung , ZUGRIFF ... Xl t MEDIUM t X2 > 
< Zusicherungsteil > K2 > [*]+ZUGRIFF+[*]+PROCK+[*]+MEDIUM 
t TEXT-OBJEKT t K3 > 
< wobei K4 = K3 • (ZUGRIFF,PROCK,HEDIUH).TEXT-OBJEKT > 
) < fall ZUGRIFF € {maskieren,beenden,starten} > 
< Medien-Verwendung "" ZUGRIFF "" Xl t MEDIUM t X2 > 
< wohei K4 = K2 • (ZUGRIFF,PROCK,MEDIUH) > 
] < Call ZUGRIFF = belegeD > 
< Belegung > ZUGRIFF> Kl > PROCK t K4 >. 
< BeleguDg > ZUGRIFF > Kl > PROCK t K4 > 
: := multiple-Symbol 
< Zahlenangabe '" Xl t ANZAHL t K2 > 
of-Symbol 
< Nennung'" {betriebsmittel} ... K2 t BETRKTl'L t X3 > 
< wobei 14 = X3 ~ (belegen,PROCK,BETRHTTL).ANZAHL > 
] < Nennung'" {betriebsmittel} "" Xl t BETRHTTL t K2 > 
< wobei K4 = K2 ~ (belegen,PROCK,BETRHTTL)+undef >. 
(* Die zugehörige Relation ist abhängig von ZUGRIFF, siehe oben. 
< Medien-Verwendung ... ZUGRIFF "" Xl t MEDIUM t X3 > 
.. - < fall ZUGRIFF e {lesen,schreiben,ändern} > 
< Nennung. {variable} • Xl t MEDIUM t 13 > 
] < fall ZUGRIFF ; initialisieren > 
< Nennung. {variable,puffer,trigger} • Xl t MEDIUM t K3 > 
1 < fall ZUGRIFF e {liefern,holen,maskieren,testen} > 
< Nennung + {puffer,trigger} + Xl t MEDIUM t K3 > 
] < fall ZUGRIFF e {starten,beenden} > 
< Neooung > {trigger} > Kl t MEDIUM t K3 >. 
< Zusicherungsteil > Kl > TEXT-OBJEKTI t TEXT-OBJEKT t 12 > 
· .- where-Symbol .. 
< Zusicherung > Kl > TEXT-OBJEKTI t TEXT-OBJEKT t K2> 
] & < wobei K2 ~ Kl > 
< wobei TEXT-OBJEKT = .. def >. 
< Zusicherung > Kl > TEXT-OBJEKTI t TEXT-OBJEKT t K2 > 
· .- < eingebettete Sektion · .-
> Kl > {text-objekt] t TEXT-OBJEKT t K2> 
] < Tezt > Kl > TEXT-OBJEKT 1 > [ ] t K2> 
< wobei TEXT-OBJEKT = TEXT-OBJEKTI >. 
(* Die zweite Alternative beschreibt die sog. anonyme ZusiCherung, 
der der Text automatisch Namen und (leeren) Selektor erhält . 
/4 .9/ 
/5.1/ 
/r22/ 
/5 . 1/ 
/r22/ 
*) 
/5.1/ 
/5.1/ 
/5.1/ 
/5.1/ 
/2.1/ 
/6.1/ 
bei 
*) 
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(*** 4.2 . 4 in Kap . 7 (Anb . ) Prozedur- und Bloct-Zerlegung •••• ' AAA A) 
< Prozedur-Block-Zerlegung ... Xl ... PROCK t X3 ) 
. . = < sequentielle Zerlegung ". Xl ... PROCK t K2 > 
< wobei K3 = X2 ~ (ablauf,PROCK)~sequentiell > 
] < parallele Zerlegung '" Xl '" PROCK t X2 > 
< wobei X3 = K2 • (ablauf,PROCK)+parallel > 
] < alternative Zerlegung ... Xl ... PROel t K2 > 
< wobei X3 = K2 • (ablauf,PROCX)~alternativ >. 
/4 .2. 4.1 / 
/a2/ 
/4 .2. 4. 2/ 
/.2/ 
/4.2.4. 3/ 
/ a2/ 
(*** 4. 2 .4 . 1 in Kap.7 (Ach . ) sequentielle Zerleguog AAiAAAlAAAAAAA) 
< sequentielle Zerlegung '" Xl '" PROCK t X2 > 
: := sequential-Symbol 
< erster sequentieller Block ... Xl '" PROCK t BLOCK t K > 
< nachfolgende Blöcke ... Je ". BLOCK ... PROCK , Xl >. 
< erster sequentieller Block 
::= < sequentieller Block 
< test Sequenz 
< test Sequenz 
,,= < fall (ablauf,PROCK) 
] < test (sequeot.BLOCK) 
~ S(K) > 
6 S(K) >. 
on 
o K1 
o K1 
o K 
o PROCK t BLOCK t K2 > 
t BLOCK t K2 > 
o PROCK 0 BLOCK >. 
o PROCK 0 BLOCK > 
(* Ein Sohn kann also nur zu bereits vorhandenen hinzugefügt werden, 
wenn er an einen vorhandenen ao&ebängt wird. nicht umgekehrt . *) 
< nachfolgende Blöcke ... Xl ... BLOCKI ... PiOCX t K2 > 
:,= < < wobei K2 = K1 • (.equent,BLOCKI)+(PROCK,undef) > Ir2/ 
1 < nachfolgeoder Block 0 K1 0 BLOCKI 0 PROCK t BLOCK t K > 
< nachfolgende Blöcke ... X • (sequent.BLOCKl)+(PROCK, BLOCX) 
o BLOCK 0 PROCK t K2 >. / r2/ 
< nachfolgender Block ... Xl ... BLOCXl ... PROCX t BLOCK t K2 ) 
: := then-Symbol 
< sequentieller Block ... Xl 
< sequentieller Block .. Xl 
: : = < Block-Sektion ... Xl 
< test (parallel ,BLOCK) ~ S(KI) 
< test (alternativ,BLOCK) _ 5(Kl) 
< test Block-Hierarchie • X2 
> 
> 
0 
t BLOCK t K2 >. 
t BLOCK t K2> 
t BLOCK t K2 > /2 .1/ 
PROCK * BLOCK >. /4.2.4.4/ 
(*** 4.2.4 . 2 in rap.7 (Anh . ) parallele Zerleguog AAAAAAAAAAAAAAAAA) 
< parallele Zerleguog o KI 0 PROCK tK2 > 
::= < parallele Blöcke o K1 • PROCK tK2 >. 
< parallele Blöcke 0 KI 0 PROCK tK2 > 
. . = < paralleler Block o K1 0 PROCK t K2 > 
1 < paralleler Block o K1 0 PROCK t J( > 
< parallele Blöcke o K 0 PROCK t K2 >. 
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< paralleler Block'" Xl '" PROCK t Xl • (parallel,BLOCK)~PROCK > /r3/ 
.. = parallel-Symbol 
< Block-Sektion '" Xl t BLOCK t K2 > /2.11 
< test (sequent ,BLOCK). S(Xl) > 
< test (alternativ,BLOCK) , S(XI) > 
< test Block-Hierarchie'" Xl '" PROCK '" BLOCK >. /4.2.4.4/ 
(*** 4.2.4 .3 in Kap . 7 (Anh . ) alternative Zerlegung AAA •••••••••••• ) 
< alternative Zerlegung + KI + PROCK t K2 > 
.. = ( Se lektor + KI + PROCK t K2 > 
] eitber"'Symbol 
( Alternativen + KI + PROCK tK2 >. 
< Se lektor '" Xl '" PROCK t K2 • (scblüssel,PROCK)+VARIABLE > /r5/ 
::= oontrolled-by-Syubol 
< Nennung'" {variable} '" Xl t VARIABLE t X2 >. 
< Alternativen 
. . = < Alternative 
t K2 > 
t K2 > 
/5.1/ 
] < Alternative 
< Alternativen 
+ KI + PROCK 
+ KI + PROCK 
+ KI + PROCK 
+ K + PROCK 
t X > or-Symbol 
t Xl >. 
( Alternative '" Xl '" PROCK 
t K2 • (alternativ,BLOCK)+(PROCK,KONST) > /r4/ 
· ,= < Kriterium .. Xl t IONST t X > 
< Alternativ-Block '" X '" PROCK t BLOCK t Xl >. 
< XriteriUBI + I1 t KONST t K2 > 
· '= key"'S)'lIbol 
< Nennung '" {konstante} + KI t KONST t K2 > /5.1/ 
for-Sysbol 
) < < wobei K2 = Xl > 
< wobei XONST = undef >. 
< Alternativ-Block + KI + PROCK t BLOCK t K2> 
· .-
· .-
< Block-Sektion 
• KI t BLOCK t K2> /2 . 1/ < test (sequent ,BLOCK) • S(Kll > 
< test (parallel,BLOCK) • S(Kll > 
< test Block-Hierarchie + K2 • PROCK + BLOCK >. /4 . 2.4.4/ 
(*** 4.2 .4.4 in Kap.7 (Anh.) Test der Block-Hierarchie AAAAA1AAAA1) 
< test Block-Hierarchie ... PROCK ... BLOCK ... X > 
.. = < test PROCK ~ BLOCK > 
< test Block-Hierarcbie-2 ... PROCK ... BLOCK ... X >. 
< test Block-Hierarchie-2 • PROCK • BLOCK + I > 
: := < fall (sequent ,PROCK) • S(K) > 
< fall (parallel ,PROCK) • S(K) > 
< fall (alternativ,PROCK) • S(K) > 
) < fall (.equent ,PROCK) & S(K) > 
< test Block-Hierarchie ... A(K,(sequent, PROCK) ,ll • BLOCK • K > ) < fall (parallel ,PROCK) 8 S(K) > 
< test Block-Hierarchie ... A(K.(parallel, PROCK) ,I) • BLOCK • K > 
) < test Block-Hierarchie + A(K,(alternativ,PROCK),I) + BLOCK. K >. 
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(*** 4.3 in Kap.7 (Anb . ) Variablen-Angaben AlAAA ••••••• AA ••••••••• ) 
< Variablen-Angabe .. Xl .. VARIABLE t K2 > 
. . - < Restriktion t RESTRIKT .. Kl .. VARIABLE f X2 > 
< test RESTRIKT 6 {lese-r,schreib-r} > 
] < Variablen- Zerlegung .. Xl .. VARIABLE t X2 > . 
< Variablen-Zerlegung 
.. ; < Typ-Zerlegung 
< Verbund 
< wobei K2 = K ~ 
< Verbund 
.. Xl .. VARIABLE t K2 > 
.. Xl .. VARIABLE t X2 > 
.. Xl .. VARIABLE t K > 
(struktur,VARIABLE)+verbund >. 
'" Xl '" VARIABLE t K2 > 
.. = consists-of-Symbol 
< Verbundvariable .. Xl .. VARIABLE t X2 > 
] < Verbund '" Xl '" VARIABLE t K > 
and-Symbol 
< Verbundvariable .. K .. VARIABLE t X2 >. 
< Verbundvariable 
t K2 
::= < eingebettete Sektion 
< test Var-Hierarcbie 
+ KI + VARIABLEO 
~ (var-verbund , VARIABLE) .... VARIABLEO > 
.. Xl .. {variable] t VARIABLE t K2 > 
+ K2 + VARIABLEO + VARIABLE >. 
< test Var-Hierarcbie '" K .. VARIABLEO '" VARIABLE > 
.. = ( fall (va<-verbund,VARIABLEO) , S(K) > 
< test VARIABLEO ~ VARIABLE > 
] < test Var-Hierarchie 'X + A(K,(var-verbund,VARIABLEO» 
+ VARIABLE > 
< test VARIABLEO :#. VARIABLE >. 
/5 . 2/ 
/4.6/ 
/a3/ 
/<30/ 
/2.1/ 
(*** 4.4 in Kap . 7 (Anh.) Puffer- und Trigger-Angaben AAlAAAiAAAAA') 
(*** 4.4.1 in Xap.7 (Anb . ) Puffer-Angaben "AAA""iA""A" """) 
< Puffer-Angabe + KI + PUFFER t K2 > 
• "= < Puffer-Trigger-Angabe + KI • PUFFER t K2> /4 .4.3/ I ( Puffertyp + KI + PUFFER t K2 > 
I < atati.eher Speicherbedarf • KI + PUFFER t K2 > I ( dynamischer Speicherbedarf + KI + PUFFER • K2 > I ( Pufferorganiaation • KI • PUFFER • K2 >. 
( Puffertyp + Kl • PUFFER • K2 > 
::= < Typzuordnung 'KI , PUFFER t TYP t Xl >. /5 . 1/ 
< statischer Speicherbedarf 
::= stat-memory-requ-Symbol 
< Zablenangabe 
< dynamiacber Speicherbedarf 
::= memory-per-item-Symbol 
< Zahlenangabe 
• Kl • PUFFER • K2 • (s .. r ,PUFFER)+ANZAlIL > 
/<42/ 
• KI • ANZAHL t K2 >. /4 .9/ 
+ KI • PUFFER t K2 • (mpi,PUFFER)+ANZAlIL > 
/<43/ 
+ KI • ANZAHL t K2 >. /4.9/ 
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< Pufferorganisation '" Xl '" PUFFER t Xl > 
.. = fifo-Symbol 
< wobei K2 :: Xl ~ (ücerlauf-verbalten,PUFFER}+fifo > /a51 
] by·priority-Symbol 
< wobei X2 ; Xl ~ (üDerlauf-verhalten,PUFFER)~rior >. /a5/ 
(*** 4 .4 .2 in Xap . 7 (Anh . ) Trigger-Angaben AA***AA1AA AAAA********i) 
< Trigger-Angabe 
.. ; < Puffer-Trigger-Angabe 
1 < Verzögerung 
] < Periode 
< Verzögerung '" Xl '" NAHE 
'" Xl '" TRIGGER t K2 > 
+ KI + TRIGGER t K2 > 
+ KI + TRIGGER t K2 > 
+ KI + TRIGGER t K2 >. 
t K2 • (v.rzög,NAHE)~(FRIST,ANZAHL) > 
::= delay-Symbol < Zeitangabe'" Xl t FRIST t ANZAHL t Xl >. 
(* NAHE 6 {TRIGGER,PROZEDUR) 
< Periode '" Xl 
. ,= cycle-Symbol < 
+ TRIGGER 
t K2 ~ (p.riod.,TRIGGER)~(FRIST,ANZAHL) > 
Zeitangabe'" Xl t FRIST t ANZAHL t K2 >. 
/4.4 . 3/ 
/r26/ 
/4.8/ 
*) 
/r27/ 
/4.8/ 
(*** 4 . 4 .3 in Xap.7 (Aah . ) Angaben zu beiden Arten AAAAAAAiA*AAAAA) 
< Puffer-Trigger-Angabe '" Xl '" PUGGER t K2 > 
• . ; < Restriktion t RESTRIKT • Xl '" PUGGER t X2 > /5.2/ 
< test RESTRIKT e {liefer-r,hol-r,start-r,maskier-r} > 
) < Kapazitätsangabe + KI • PUGGER t K2 > 
] < Pufferverhalten ~ Xl , PUGGER t K2 >. 
< Kapazitäts.ng.be + Xl 
::= capacity-Symbol 
+ NAHE t K2 • (ltapazitiit,PUGGER)~ANZAHL > /r41/ 
< Zahlenangabe + Xl t ANZAHL t K2 >. 
< Pufferverbalten + Xl + PUGGER t K2 > 
::~ skip-input-Symbol 
< wobei K2 = Xl • (üDerlaufverhalten,PUGGER)+skip > 
) block-input-Symbol 
< wobei K2 = Xl • (uöerlaufverbalten,PUGGER)+block >. 
/4.9/ 
/04/ 
/84/ 
(*** 4.5 in Kap.7 (Anh.) Betriebsmittel-Angaben AAA1AA********AAAA) 
< Betriebsmittel-Angabe 
: := < Liste-zugr-ber-Moduln 
1 < Kapazitätsangabe 
+ II + BETRHTTL t K2 > 
+ Kl • BETRHTTL t K2 > 
+ XI + BETRlITTL t K2 >. 
/5 .2/ 
/4 . 4.3/ 
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(*** 4.6 in Xap.1 (Anh.) Typ-Verfeinerung """A"""*"*"""') 
< Typ-Angabe 
•• : < Typ-Zerlegung 
J < Typ-Verbund 
< wobei K2 = K • 
.. Jet .. TYP t K2 > 
.. Xl .. TYP t K2 > 
.. Xl .. TYP t K > 
(struktur,TYP)+verbund >, 
< Typ"'Zerleguol • KI • TYABLE t K2> 
· .= < Typzuordnung .. Xl .. TYABLE t TYP t K > 
< wobei K2 = X • (struktur,TYABLE)~typ > 
< test üDergeordoet .. Xl .. TYABLE .. TYP > 
J < Feldangabe • KI • TYABLE t K > 
< wobei X2 = Je ~ (struktur,TYABLE)~feld > 
J < Zeiger • KI • TYABLE t K > 
< wobei K2 = K ~ (struktur,TYABLE)~zeiger > 
J < Wertaogabe • KI • TYABLE t K > 
< wobei K2 = Je • (struktur,TYABLE)~aufzäblung >. 
< Felda.gabe • KI • TYABLE t K2 • (feld.TYABLE)~(ANZAIIL.TYP) > 
::= contains-Symbol 
< Zahlenang. be .. K 1 t ANZAHL t Je > 
of-type-Symbol 
< Typnennung .. X t TYP t K2 > 
< test iibergeordoet ... K2 .. TYABLE .. TYP >. 
< Zeiger .. Xl ... TYADLE t K2 • (zeiger, TYABLE)+TYP > 
:: = pointer-to Symbol 
< Typnennung .. Xl t TYP t K2 >. 
< Wertaogabe 
• KI • TYABLE 
t K2 • (werte.TYABLE)~KONSTANTE > 
.,= values-Syabol 
• KI t KONSTANTE t K2 > < Nennung .. {konstante} ] < Wertaogabe 
• KI • TYABLE t K > Ko""", < Nennung ~ (konstante} 
• K 
t KONSTANTE t K2 >. 
< Typ-Verbund 
• Kl • TYP t K2 > 
· .= structure-of~Symbol 
< Verbundtyp 'J(J 
• TYP 
tK2 > 
J < Typ-Verbund 
• ICI • TYP 
t K > Koau 
< Verbundtyp 
• K • TYP 
t K2 >. 
< Verbundtyp • K1 • TYPO t K2 • (kompo.e.te. TYPO. TYP I) > 
· . = < Typnenoung ~ Xl t TYPI t Xl > 
< test übergeordnet + Xl + TYPO + TYPI >. 
1.31 
15. I1 
1·31 
1.31 
1.31 
la31 
Ir331 
14.91 
15.11 
Ir311 
15.11 
/r34/ 
/5 . 1/ 
/5.1/ 
/r32/ 
/5.1/ 
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< test u"bergeordnet ~ X '" TYABLE .. TYP > 
. . = < fall (art,TYABLE)+variable e K > 
] < test TYABLE ~ TYP > 
< test nicht untergeordnet ... K '" TYABLE '" TYP >. 
< test nicbt untergeordnet '" K ... TYPO '" TYPt > 
.. = < fall (typ,TYPI) 'S(X) > 
< fall (feld,TYPI) , SeX) > 
< fall (komponente ,TYPl,alle(X» = ~ > (* vgl. 7.1.4 . 3 *) 
] < fall (typ,TYPI) 6 SeX) > 
< test uoergeordnet ... K '" TYPO '" A(IC,(typ ,TYPI» > 
] < fall (feld,TYPI) 6 SeX) > 
< t e st uoergeordnet '" K .. TYPO .. A(K, (feld,TYPt)) > 
] < wobei (komponente,TYPl,TYP2) 6 (komponente,TYPl,alle(X» > 
< t.est uoergeordnet '" K -+ TYPO '" TYP2 > 
< test nicbt untergeordnet .. X \ (komponente,TYPl , TYP2) 
'" TYPO '" TYPl >. 
{*** 4 . 1 in Xap.7 (Anb.) Parameter-Angaben A'AAAAAAAA'A"""""A> 
< Parame ter-Angabe .. Xl .. PARAKETER t K2 > 
. -= ( Typzuordnung '" Xl '" PARAHETER t TYP t K2 >. 15.11 
(*** 4.8 in Xap . 7 (Anh.) Frist-Verfeinerung AA"""AAAAAAAA"'AAA) 
< Frist-Angabe 
• KI • FRIST t K2 > 
• KI • FRIST t K2 > .. = < Frist-Definition < test. zyklus frei 
'K2 • FRIST. A(k2,(douert,FRIST),2) 
( Frist-Definition 
• KI • NAIIE 
t K2 ~ (dauert,NAIIE)+(ANZAHL,FRIST) > 
:: ; takes-Symbol 
< ZeitaDgabe 
( Zeitangabe 
:: ; < Zahlenangabe 
of-SYlRbol 
• XI 
• Kl 
• XI 
t ANZAHL t FRIST t K2 
t ANZAHL t FRIST t K2 
t ANZAHL t X 
< Nennung. (frist] 
· )( 
t FRIST t K2 
< test zyklus frei • K • FRIST • FRISTI > 
. . = < fall (dauert,FRIST1) • S(K) > 
< test FRIST ~ FRIST I > 
>. 
> 
> 
>. 
1 < test zyklusfrei • K • FRIST. A(K,(dauert,FRISTI),2) > 
< test FRIST ~ FRISTI >. 
>. 
Ir251 
14.91 
15.11 
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(*** 4.9 in Kap.7 (Anh.) Konstanten-Angaben AAAAA •• '.*AA.A.A •• AAi.) 
< Konstanten-Angabe 
::= < Typzuordnung 
< Zablenangabe 
.. = < Anzahl 
< wobei K2 = Kl > 
• Xl 
• Kl 
• XONSTANTE 
• KONSTANTE 
t X2 > 
t TYP t K2 >, 
'" KI t ANZAHL t K2 ) 
t ANZAHL > 
] < Nennung ~ {variable,konstante} , Kl t ANZAHL t K2 >. 
/5.1/ 
/7 .3/ 
/5.1/ 
(* Konstanten und Zablen dienen hier nur der Angabe natürlicher Zahlen , 
z.8. für die Zabt' der belegten Betriebsmittel usw. Wertaogaheo 
für reelle Zahlen, Strings usw . können nur in Form von Texten 
g~acht werden . A) 
(A*AAAilAAiAAA A AA A AAA AAAA AAAAAAAAAA**AA**AAAAAAAAAAi*AA~* AA*AA** AAAAAAA) 
(*** 5. in Kap . 7 (Anb.) Produktionen für mehrere Arten AAAAA!AAA'A) 
(*** 5.1 in Kap . 7 (Anh.) Typzuordnung und Nennung AAAAAAA •• A.!Ak.A) 
(* Die Verwendung eines Namens in irgendeinem Kontext setzt im allge-
meinen voraus, dap das mit diesem Namen bezeichnete Objekt von 
ganz bestimmter Art oder von einer aus mehreren möglichen Arten ist. 
Dies wird in der Grammatik durch die Uberlagerung in der Produktion 
zu Nennung dargestellt . *) 
< Typzuordnung • Xl • NAHE t TYP t K2 ~ (typ,NAHE)+TYP > 
:: = of-type-Symbol 
< Typnennung '" Xl tTYPtK2 
(* NAHE e {PARAHETER,VARIABLE,PUITER,TYP) 
< Typnennung .. Xl t TYP t K2 > 
::= < !iennung • {typ) • Xl t TYP t K2 >. 
< Nennung • ARTEN .. K t NAHE t X • 
: : = < Name t NAHE 
(art,NAHE)~ARTEN > 
>. 
>. 
/r35/ 
*) 
/al/ 
/7 .1/ 
(*** S.2 in Xap.7 (Anh.) Restriktion des Zugriffs AAAAAAAAAAAAAAAA) 
< Restriktion 
::= < Restriktionssymbol 
restricted-to-Symbol 
< tfodulliste 
t RESTRIKT • Xl • NAHE t K2 > 
t RESTRIKT > 
• RESTRIKT ~ Kl ~ !iAHE t K2 >. 
< Restriktionssymbol t RESTRIKT > 
: := read-Symbol < wobei RESTRIlT = lese-r > 
] write-Symbol < wobei RESTRIKT = schreib-r > 
] produce-Symbol < wobei RESTRIKT = liefer-r > 
] consume-Symbol < wobei RESTRIKT = hol-r > 
] inhibit-Symbol < wobei RESTRIXT = maskier-r > 
] start-Symbol < wobei RESTRIKT = start-r > 
] te~inate-Symbol < wobei RESTRIXT = beende-r >. 
/r28/ 
/r29/ 
/r37/ 
/r36/ 
/r40/ 
/<38/ 
/r39/ 
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< Liste-zugr-ber-Hoduln "" Xl '" NAHE t X2 > 
.. = available- in-Symbol 
< Hodulliste '" verwend-r '" Xl ~ NAHE t K2 >. /r23/ 
< Hodulliste + RESTRIKT + Xl + NAIIE 
; Xl ~ (RESTRIKT ,NAIIE ,MODUL) > 
/5.1/ 
/5.1/ 
.. ;: < Nennung ... (modul) + Xl ; MODUL ; Xl > 
} < Nennung'" {modul} + Xl ; MODUL ; K > Kouma 
< Hodulliste + RESTRIKT + X • NAIIE t X2 >. 
(* Die zugehörige Relation ist abhängig von RESTRIKT, siehe oben. *) 
(*** 5.3 in Xap.7 (Ach.) Leere Produktionen AAlAA.A.AAAAAAAAA.AAAA) 
< wobei .... ahr > 
< test wahr ) 
< fall wahr> 
, 
, 
. 
:= E . 
. -
.- E • 
.. E . 
(AAiAAi.' •• ' •••• '."." •• '."' •••• """' •• ' •• "".'.AAAAAAAiAAAAAAAAAA) 
(*** 6. in Xap.7 (Anh.) Texte und Markierungen AAAAAAAiAAAAAAAAAAA) 
(*** 6.1 in Kap.7 (Anh.) Texte AAAAAAAAAAAAAAAAAAlkAAAAAAAlAAAAAAA) 
(* Texte sind keine Objekte. Daher können sie auch nicht durch Rela-
tionen mit Objekten verknüpft .... erden. Vielmehr wird der Text als 
Bestandteil des Objekts aufgefaßt. *) 
< Textangabe 
.. ; text-Symbol 
< Text-Selektor 
< Text 
• K1 • NAIIE 
t SELEKTOR 
• K1 • NAHE • SELEKTOR 
< Text~Selektor t SELEXTOR > 
.. ; < Name t SELEKTOR > 
] E < wobei SELEKTOR • [] >. 
< Text • Xl • NAHE • SELEKTOR 
". < fall (text,NAHE,SELEKTOR) , S(X1) > 
Cent 
t Xl > 
> 
t Xl >. 
/7.1/ 
t Xl > 
< Text ohne Rufzeichen ~ [] t TEXTI > 
< Rufzeichengruppen • KI + NAHE ~ SELEITOR + TEXTI t TEXT t K > 
Cent 
< wobei X2 = X • (text,NAHE,SELEKTOR)~TEXT > ] < fall (text,NAHE,SELEKTOR) 6 S(X1) > 
Cent < Textzeichen-Folge > Cent 
< wobei K2 ; KI >. 
< Textzeichen-Folge > 
::= < Textzeichen t ZEICHEN> /8./ 
< Textzeichen-Folge > 
] t. 
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< Rufz~ichen8ruppeD • Xl • !lAllE • SELEKTOR • TEXTI t TEXT2 t K2 > 
.. = < Rufzeichengruppe • Xl • NAIIE • SELEKTOR • TEXTI t TEXT t X > 
< Rufzeichengruppen • X • !lAllE • SELEKTOR • TEXT t TEXT2 t X2 > 
] E < wobei Xl = Xl > 
< wobei TEXT2 = TEXTl >. 
< Rufzeichengruppe • Xl • !lAllE • SELEKTOR • TEXTI t 1EXT2 t K2 > 
::= < Verweis • Xl • !lAllE • SELEKTOR • TEXTI t TEXT t X2 > 
< Verweis-Schwanz 
• TEXT 
t TEXT2 > 
] Rufzeichen 
< Verweis-Schwanz • TEXTl+[Rufzeicbeo) t TEXT2 > 
< wobei Xl = Xl >. 
< Verweis • K + NAHE + SELEKTOR + TEXT f TEXT+[Rufzeichen]+VERWEIS 
t K • (verweis,!lAIIE,SELEKTOR,VERWEIS) > /r45/ 
/7 . 1/ : : = Rufzeichen ( Name , VERWEIS >. 
(* Zu "Rufzeichenll siehe KOlllentar unter 8 . 
(* Zwischen Rufzeichen und Name sind Leerzeichen nicbt erlaubt. 
< Verweis-Schwanz 
:: = < Textzeicben außer Rufzeichen 
( Text ohne Rufzeichen 
) & < wobei TEXT! = TEXT2 >. 
< Text ohne Rufze i chen 
::= < Textzeichen außer Rufzeichen 
< Text ohne Rufzeichen 
) & < wobei TEXT! = TEXT2 >. 
• TEXTI 
und Buchstabe 
t ZEICHE!I 
• TEXT1+[ZEICHEli] 
• TEXTI t ZEICHEli 
• TEXTl+[ZEICHEli] 
t TEXT2 > 
> 
t TEXT2 > 
t TEXT2 > 
> 
t TEXT2 > 
*) 
*) 
/8./ 
/8 . / 
(*** 6. 2 in Kap . 7 (Anh.) Markierungen AAAAAAAAAAAA"'AAA********AA) 
< Markierung 'Kl'NAllEtK2 > 
. . = keywords-Symbol 
< Sticbwortangab~ 
• Xl • !lAllE t K2 > ] < Markierung 
• Xl • !lAllE t K > Xo .... < Stichwortangabe 
• K • !lAllE t K2 
>. 
< StichwortaDgabe ~ Xl ~ NAHE 
t K2 • (stichwort,NAKE , TEXT-OBJEKT) > 
::= < !lennung • [text-objekt] • Xl t TEXT-OBJEKT t K2 >. 
/r44/ 
/5.1/ 
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( AAAA • • • ' •••••••••••••••• , ••••• ' •• I •••••• , •• ,*., •••••••• AA ••••••••••••• ) 
(*** 7. in Kap . 7 (Anh . ) Namen, Wortsymbole und Zablen " A'lA'A." ') 
(* Dieser und der folgende Abschnitt enthalten alle Produktionen, di e 
nicbt durch Leerzeicben verändert werden dürfen ; sonst sind Leer-
zeichen uDerall zUläsSig und bleiben (auper in Texten) ohne E10-
flup. Eine hinsichtlich der Leerzeichen exakte Grammatik ergibt sich 
also, wenn in allen vorangegangenen Produktionen, in 7. 6.1 jedoch our 
io der ersten, hinter jeder syntaktischen Variablen angefügt wird : 
< Leerzeichenfolge >. 
Zusätzlich wird dann benötigt: 
< Leerzeichenfolge > 
.. = Leerzeichen < Leerzeicbenfolge > 
] &. 
Kommentare werden wie Leerzeicbeo behandelt (siehe 7.8). *) 
(*** 7.1 in Xap.7 (Anh.) Namen A""'AAAA"A"""A""'A""'A"A) 
< Name t !IAHE > 
. . = < Buchstabe t ZEIClIEIi > /8./ 
< Namensende • (ZEICHEII] t !IAHE >. 
< Namensende • AllFAliG t !IAHE > 
.. = < Namenszeichen t ZEICHEII > /8./ 
< NatDensende • AIIF A1iG+ [ ZEI CHEII] t !IAHE > 
] & < wobei NAME = ANFANG >. 
(* Die Länge der Namen ist durch die Implementierung begrenzt. *) 
(*** 7. 2 in Kap . 7 (Aoh . ) Wortsymbole *'A*"*'AA****A*""""""') 
(* Wortsymbole sind in der Grammatik einheitlich dargestellt durch 
"xxx-Syabol", wobei xxx eine Zeichenfolge vertritt, die den Regeln 
für Namen genügt. ("xxxs}'IIbol" bezeichnet k ein Wortsymbol . ) 
Wallrend eie in den Beispielen dieser Arbeit durch Unterstreichung 
aarkiert sind, werden sie bei uDlicber Eingabe in Hochkommata ge-
setzt. 
xxx-Symbol 
*) 
: : = Hochkoaaa < Naae t xxx > l1.ochkomma . /7 .1/ 
(* Durch konsistente ErsetzUDg von xzx sind daraus alle Produktionen 
für Wortsyabole konstruierbar (siehe auch 7.10). *) 
(*** 7. 3 in Kap . 7 (Aoh.) Zahlen '*A""""'*"""'*""""""') 
< Anzahl t [ZEIClIEIi]+AIiZAHL > 
: := < Ziffer t ZEICHEII > /8 . / 
< Anzahl t A1iZAHL > 
] < Ziffer t ZEICHEII > /8./ 
< wobei A1iZAHL = [] >. 
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(AAAkAlAlkA.' •• '.' •••••• '.'.' •• ' •••••• '."".' •• ' •••• AAiAAkAAAAAAAAAAA') 
(*** 8. in Kap.7 (Anb.) Einz~lzeichen AAAAAAAAAAAAAAAAAA.AAAAAAAAA) 
(* Die Sonderzeichen (siehe unten) und das Zeichen "Cent" werden hier 
nicht auf die eigentlichen Terminalzeichen abgebildet, um Verwechs-
lungen zwischen Symbolen und Hetasymbolen zu vermeiden. *) 
< Textzeicben 
.. - < Namenszeichen 
< Sonderzeichen 
t ZEICHEN > 
t ZEICHEN > 
t ZEICHEN >. 
< Namenszeichen t ZEICHEN > 
::= < Buchstabe t ZEICHEN > 
1 < Ziffer t ZEICHEN > 
] Minus< wobei ZEICHEN ::: Minus >. 
< Buchstabe t ZEICHEN > 
.. = A < wobei ZEICHEN : A> 
1 B < wobei ZEICHEN : B > 
1 C < wobei ZEICHEN : C > 
1 Z < wobei ZEICHEN : Z > 
1 a < wobei ZEICHEN : a > 
1 z < wobei ZEICHEN : Z >. 
< Ziffer 
::= 0 < 
11< 
t ZEICHEN > 
wobei ZEICHEN ::: 0 > 
wobei ZEICHEN :::: 1 > 
1 9 < wobei ZEICHEN: 9 >. 
< Sonderzeicben t ZEICHEN 
. -= Hochkomma < wobei ZEICHEN 
1 Dollar < wobei ZEICHEN 
1 Ko .... < wobei ZEICHEN 
1 Punkt < wobei ZEICHEN 
1 Semikolon < wobei ZEICHEN 
: 
: 
: 
: 
: 
1 Leerzeichen < wobei ZEICHEN : 
Hochkolllllla 
Dollar 
XOllllla 
Punkt 
Semikolon 
Leerzeichen 
1 KODlDentar < wobei ZEICHEN = Leerzeichen 
1 Doppelpunkt < wobei ZEICHEN : Doppelpunkt 
1 Rufzeichen < wobei ZEICHEN = Rufzeichen 
1 Stern < wobei ZEICHEN : Stern 
1 Schrägstrich < wobei ZEICHEN : SchrÄgstrich 
1 Fragezeichen < wobei ZEICHEN : Fragezeichen 
1 Plus < wobei ZEICHEN : Plus 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
>. 
(* "Kollllllentar" ist wie in der Metasyntax dieser Grammatik definiert 
(siehe 7.1.1.2). *) 
< Textzeichen außer Rufzeichen 
.";; < Textzeichen 
< test 
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t ZEICHEN > 
t ZEICHEN > 
ZEICHEN t Rufzeichen >. 
< Textzeichen außer Rufzeichen und Buchstabe t ZEICHEN > 
.. ;; < Textzeichen außer Rufzeichen t ZEICHEN> 
< test ZEICHEN e IA,B,C, ... ,Z,a, ... ,z} > 
(AAkA!i ••••• ' ••••• ' ••••• !! •••• ' •• '!.!!.! •••• ! ••• ! •• '!AAAAAA**AA!AAA!AAA) 
(*** 9 . in Xap.7 (Anh.) Standard-Kontext **AAAAAA*AAAAAA!AAAAAA*AA) 
(* Der Standard-Kontext wird hier beschrieben durch eine ESPRESO-
Spezifikation, deren Verarbeitung den Standard-Kontext ergibt. 
Alle darin vorkommenden Objekte und Verknüpfungen erhalten den 
Status "vordefiniert" (siehe 4.2.4.3). 
'type' integer; ' type' count; 'type' real; 'type' string; 
'type' boolean: 'values' true, false 'end' boolean; 
'constant' true; 'constant' false; 
, interval' h: 60 ' of' min 'end' h ' 
• 
, interval' min: 60 'of' sec 'end' minj 
, interval' sec: 1000 'of' msec 'end' sec; 
'interval ' msec. *) 
(AAAAAAAAAAAAAAAAAAA*A****A*A****A*AAAAAkAkAAAAA*kAAAAAAAAAAAkAkAkAkA*A) 
(*** 10. in Kap . 7 (Anh.) Lockerungen der Syntax AAkAAkAAkkkAAAkkAk) 
(* block-Symbol kann entfallen in Prozedur-Zerlegungen, 
d.h. hinter 'sequential' und 'then', 'parallel', 'either' und 'or'. 
variable-Symbol kann entfallen in Variablen-Zerlegungen, 
d.b. hinter 'coDsists-of'. 
(* text-Symbol kann entfallen, wenn der Text als erste Angabe des 
Sektionsrumpfes steht. Da der Selektor auch leer sein kann, ist 
*) 
es also zulÄssig, den Rumpf .it einem Text zu beginnen. *) 
(* Bei Wortsymbolen kann das zweite Hochkomma entfallen, wenn ein 
Sonderzeichen (siehe 7.8) auper Hochkomma oder ein Cent folgt. *) 
(* Der Name am Ende der Sektion kann entfallen, wenn die Sektion keine 
eingeschachtelten Sektionen enthält und keinen Abschnitt bildet. *) 
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9. Verzeichnis der verwendeten Abkürzungen 
und Literaturhinweise zu einigen Spezifikationssystemen 
elP Computer-aided, Intuition-guided Programming 
(Bauer, 1979) 
EPOS Entwurfsunterstützeodes, PEARL-orientiertes 
Spezifikationssystem (Biewald et al . , 1979) 
ESPRESO 
ESPRESO-S 
ESPRESO-W 
FP2 
HIPO 
HOS 
JDH 
IlASCOT 
HIL 75 
PCSL 
PDL 
PEARL 
PSL/PSA 
SAnT 
SD 
SEF 
SREP 
System zur Erstellung der Spezifikation 
von Proze8rechner-Software (siehe 3.) 
ESPRESO-Sprache (siebe 3.2) 
ESPRESO-Werkzeug (siehe 3.3) 
Functions - Processes - Flowcharts - Pragrams 
(Combelic, 1978) 
Hierarehy Plus Input - Process - Output (StaY t 1976) 
Higber Order Software (Hamilton, Zeldio, 1976) 
Jackson Design Hethodology (Jackson, 1975) 
Modularal Approach to Software-Construction, 
Operation and Test (Jackson, Harte, 1976) 
Module Interconnection Language (DeRemer, Kron, 1976) 
Process Control Software Specification Language 
(Lud.wig, 1980) 
Program Design Language (Caine, Gordon, 1975) 
Process and Experiment Automation Realtime tanguage 
(PDV, 1977., 1977b) 
Problem Statement tanguage I Problem Statement Analyzer 
(Teichroew, Hershey, 1977) 
Structured Analysis and Design Tecbnique 
(Rosa, Schoaao, 1977) 
Structured Design (Yourdon, Const&ntine, 1975) 
Software Engineering Facility (Irvine, Sraekett, 1977) 
Software Requirements Engineering Program (Alford, 1977) 
