Abstract. Linear systems on Lie groups are a natural generalization of linear system on Euclidian spaces. For such systems, this paper studies the maximal sets of approximate controllability. It is shown that, as for the Euclidean case, there is just one such set with nonempty interior that contains the neutral element of the group.
Introduction
It was shown in [2] that controllability of restricted linear systems on Lie groups are a really exceptional property since it can only holds if all the eigenvalues of the associated derivation have zero real part. Because of that we turn our attention to the maximal subsets of G where controllabily of the system holds. In this paper we characterize such sets which have nonemtpy interior. It is shown that there is just one such set around the neutral element of G. We show also that the properties of this set is intrinsically connected with the eigenvalues of the derivation of the system. The paper is strutured as follows: Section 2 introduces affine control systems and its control sets on an arbitrary differentiable manifold. We state here also the main properties of control sets with nonempty interior. In the sequence we define linear vector field and linear systems. Associated with the derivation of a linear vector field there are several Lie groups and algebras that are connected with the reachable and controllable set of the system. In Section 3 we analize the control sets of the linear system with nonempty interior. By a general result from [1] the existence of one such set around the identity of G is assured which allows us to focus our attention only on its properties. We have sufficient conditions to know when this set is closed and when it is open and also have necessary and sufficient conditions to know when such set is the whole G and when it is bounded. In Section 4 we prove our main result. We show that the control set around the identity is the only maximal set of approximate controllability. In order to do that we show that the product of the subgroups associated with the real parts of the eigenvalues of the derivation of the system is dense in G which allows us, by using a left invariant metric, to get the result.
Preliminares
We will use this section to state the definitions and principal results concerning control affine system, control sets, linear vector field and associated subgroups and linear systems. For more on the subjects the reader could consult [1] , [2] , [5] , [6] and [7] .
Affine control systems and its control sets
Let M be a d dimensional smooth manifold. By an affine control system in M we understand a familẏ
of ordinary differential equations, where f i ∈ X(M ), i = 0, 1, . . . , m. The set U of admissible control functions is given by
where Ω ⊂ R m is a compact convex set called the control range of the system. We will assume also that 0 ∈ int Ω, which allows us to see flow associated with f 0 as solutions of our affine control system. With the weak*-topology of
* , the set U is a compact metrizable space and the shift Θ :
is a continuous dynamical system. We write φ(·, x, u) unique solution of (1) satisfying φ(0, x, u) = x. For any t > 0 we have that φ(t, x, u) just depends on u| [0,t] . If we assume that all such solutions can be extended to the whole real line we obtain a continuos map (see [4] Theorem 1.1)
satisfying the cocycle property
for all t, s ∈ R, x ∈ M , u ∈ U. We use also the notation φ t,u : M → M for the the map x ∈ M → φ(t, x, u) and, Since we are assuming f i ∈ X (M ), we have that φ t,u are C ∞ maps for any t ∈ R and u ∈ U fixed.
For any x ∈ M the sets
are the set of points reachable from x up to time τ and the reachable set of x, respectively. In the same way, the sets
are the set of points controllable to x within time τ and the controllable set of x, respectively.
We say that the system (1) is locally accessible at x if for all τ > 0 the sets R ≤τ (x) and C ≤τ (x) have nonempty interior. It is called locally accessible if it is locally accessible at every x ∈ M . Let L = L(f 0 , f 1 , . . . , f m ) to be the smallest Lie algebra of vector fields on M containing f i , for i = 0, 1, . . . , m. We say that the system (1) satisfies the Lie algebra rank condition (Krener's criterion) if L(x) = T x M . Moreover the system is locally accessible at x ∈ M if it satisfies the Lie algebra rank condition.
A nonempty set C ⊂ M is called a control set of the system (1) if 1. C is controlled invariant, that is, for every x ∈ M there exists u ∈ U such that φ(R, x, u) ⊂ C;
3. C is maximal with properties 1. and 2.
By Proposition 3.2.4 of [1] , a set C that is maximal with property 2. above and satisfies int C = ∅ is a control set. The next proposition summarizes the main properties of control sets with nonempty interior. Its proof can be found in [4] Proposition 1.23.
Proposition:
Assume that the system (1) is locally accessible and let C be a control set with nonempty interior. It holds:
1. C is connected and cl(int C) = cl(C);
2. int C ⊂ R(x) for any x ∈ C and for any y ∈ int C it holds
In particular in int C controllability holds.
3. If φ t,u (x) is a periodic trajectory, that is, φ t+s,u (x) = φ t,u (x) for some s > 0 and all t ∈ R, and x ∈ int C then φ t,u (x) ∈ int C for all t ∈ R.
Linear vector fields and decompositions
The normalizer of g is by definition the set
Definition:
A vector field X on G is said to be linear if it belongs to η and if X (e) = 0, where e ∈ G stands for the neutral element of G.
The following result (Theorem 1 of [5] ) gives equivalent conditions for a vector field on G to be linear. 
Let (ϕ t ) t∈R denote the one parameter group of automorphisms of G generated by a linear vector field X . The second item on the above Theorem implies that X is complete. Moreover, for a given linear vector field X , one can associate the derivation D of g defined as
The relation between ϕ t and D is given by the formula (Proposition 2 of [5] ).
(dϕ t ) e = e tD for all t ∈ R
which implies the following
If we consider the generalized eigenspace of D given by
where α is an eigenvalue of D. By proposition 3.1 of [10] we have that [g α , g β ] ⊂ g α+β when α + β is an eigenvalue of D and zero otherwise. That allows us to decompose g as
It is easy to see that g ± , g 0 are Lie algebras and g ± are nilpotent.
Remark:
The above result is proved for the case where the field is closed.
Though is not hard to show that it holds also for a real Lie algebras by using complexification.
We denote by
Proposition:
It holds :
4. All the above subgroups are closed in G.
Linear systems
A linear system on a Lie group G is a control-affine systeṁ
where the drift vector field X is a linear vector field, X j are right invariant vector fields and u = (
Since g is decomposed by D-invariant subalgebras as g = g + ⊕ g 0 ⊕ g − we have well defined induced systems on G ± given bẏ
where X ± i are the right invariant vector fields on G ± given by the projection
Under the assumption that e ∈ int R we have a characterization of the reachable and controllable set from the identity e ∈ G.
The next Proposition can be found in [2] Propositions 4.2 and 4.3.
Proposition:
For the reachable set, it holds:
where R G − stands for the reachable set from e ∈ G − of the induced linear system (8) 
By reversing the time we have the same for the controllable set, that is,
and int
where C G + stands for the controllable set to e ∈ G + of the induced linear system (8) on G + .
Let us denote by Y i the left invariant vector fields given by Y i = i * X i where i * is the differential of the inversion g ∈ G → g −1 ∈ G. We have then the linear systemġ
It is straighforward to see that the solutions of the above system are of the form ψ t,u (g) = ϕ t (g)ψ t,u where ψ t,u := ψ t,u (e). In the next section we will see that there is a relation between the reachable set of this system with the reachable set of the linear system (7).
Let us denote by R l the reachable set of the linear system (9) we can consider the homogeneous space G +,0 \ G and we have that
where as before R l G − stands for the reachable set from e ∈ G − of the linear system induced by (9) on G − . The same holds for the controllable set.
Control sets of the linear system
Since we are assuming 0 ∈ int Ω and e ∈ int R, Corollary 4.5.11 of [1] assures the existence of a control set C of the linear system (7) such that e ∈ int C. Our aim is to analize the properties of this control set and prove that it is actually the only control set of (7) with nonempty interior. A first result is the following:
3.1 Theorem: For the control set C it holds that:
1. If D has just eigenvalues with nonpositive real parts, the control set C is closed and C = cl(R(g)) for any g ∈ C;
2. If D has just eigenvalues with nonnegative real parts, the control set C is open and C = int C(g) for any g ∈ int C;
C = G if, and only if, D has just eigenvalues with zero real part.
Proof: 1. If D has just eigenvalues with nonpositive real part we have that
showing that C is closed. For any h ∈ int C there exist, by controllability in int C, t > 0, u ∈ U such that h = φ t,u and consequently that R(h) ⊂ R ⊂ cl(R) = C. Since int C is dense in C we have, for any g ∈ C, a sequence h n ∈ int C such that h n → g. Then, if x ∈ R(g) we have that x = φ t,u (g) for some t > 0, u ∈ U which implies by continuity that φ t,u (h n ) → x. Since φ t,u (h n ) ∈ R(h n ) ⊂ C we get that x ∈ cl(C) = C. We have then proved that R(g) ⊂ C for any g ∈ C and since C ⊂ cl(R(g)) for any g ∈ C the result follows.
2. If D has just eigenvalues with nonnegative real part we have that G = G +,0 ⊂ int R ⊂ cl(R) ⊂ G and consequently G = cl(R) which implies C = int C showing that C is open. For any g ∈ C there exist t > 0, u ∈ U such that g = φ t,u which implies that e ∈ C(g) and consequently that C ⊂ C(g). We have then that int C ⊂ int C(g). Since g ∈ C = int C we have that C(g) ⊂ C and consequently that int C(g) ⊂ int C which implies C = int C = int C(g) for any g ∈ C as stated. 
Bounded control sets
In this section we are interested to find conditions when our control set C is bounded. We should remark that since we are assuming e ∈ int R we have, in particular, that the Lie algebra condition is satisfied at e ∈ G (and consequently at any g ∈ G) which implies that the system is local accessible.
For any τ > 0 the reachable set in time exactly τ > 0 is the set
Proposition 2 of [5] assures that for local accessible linear systems we have that R τ = R ≤τ .
The next lemma (Lemma 1 of [5] ) give us a characterization of the reachable set of the system restricted to piecewise constant control functions. It will be useful in order to relate the reachable sets of the systems (7) and (9).
Lemma
By Proposition 1.6 of [4] we have that, for any (u, g) ∈ U × G and τ, ε > 0 there exists a piecewise constant control function u 0 ∈ U such that
In particular, for g = e, we have that R τ ⊂ cl(R PC the reachable set in time τ by piecewise constant control functions of the system (9). By Lemma 3.2 we have that
where H l is the Lie subgroup with Lie algebra h l generated by Y j (e), j = 1, . . . , m. But the differential of i at e coincides with − id g which implies that h l = h and consequently that H l = H and (R l τ ) PC = R PC τ for any τ > 0. We have then for any τ > 0 that
Now we are in conditions to prove the main result of this section.
Theorem: The control set C is bounded if, and only if, G 0 is a compact Lie group.
Proof: Assume that C is bounded. Since
Consider x ∈ C arbitrary. Since C = cl(R) ∩ int C and R = R l there exists, for any neighboorhod U of x, an element x ′ ∈ U with x ′ ∈ R l ∩ C. Since
we have that
where for the equality we used Proposition 2.5. Since U was arbitrary we get that C is contained in the closure of the set cl(C G + )·G 0 ·cl(R l G − ). Since C G + and R l G − are relatively compact subsets of G we have then that cl(C G + )·G 0 ·cl(R l G − ) is a closed subset and consequently that
Then, if we G 0 is compact C is bounded showing the result.
Remark:
We notice that in order to prove (10) we did not used the compacity of G 0 .
Corollary: Let G be a nilpotent simply connected Lie group. Then C is bounded if, and only if, D has just eigenvalues with nonzero real parts.
Proof: In fact, by Theorem 3.3 C is bounded if, and only if, G 0 is compact. Since G is simply connected its exponential exp is a diffeomorphism which implies that G 0 is compact if, and only if, g 0 is compact if, and only if, g 0 = {0}.
Corollary: Let G be a solvable connected Lie group. If C is bounded then D has no pure imaginary eigenvalues other then zero.
Proof: Since any connected, compact subgroup of a solvable Lie group is necessarely a torus and the automorphism groups of a torus is discrete, we have that (ϕ t )| G 0 = id G 0 which implies that e tD X = X for all X ∈ g 0 , t ∈ R and consequently that g 0 = ker D.
The above result show us that a necessary condition in order to have a bounded control set for the linear system (7), in the case G is solvable, is that the derivation D has no nontrivial pure imaginary eigenvalue.
Unicity
The aim of this section is to show that the control set C is the unique control set of the linear system. In order to do that we need to find a relation between the group G and the subgroups G + , G − and G 0 associated with the derivation D.
Solvable Lie groups
The following proposition will show the relation between the Lie subgroups G + , G − and G 0 with G for nilpotent Lie groups.
Proposition: If G is a connected nilpotent Lie group, then
Proof: Let us proceed by induction on the dimension of G. If dim G = 1 we have that G is abelian and the result certainly holds. Assume then that for any nilpotent connected Lie group H with dim H < n the result holds true and let G with dim G = n. Since G in nilpotent, its center is nontrivial and we have then that the connected nilpotent Lie group H = G/(Z(G)) 0 satisfies dim H < dim G, where Z(G) 0 is the connected component of the center of G. The Lie algebra of H is h = g/z(g) and since z(g) is D-invariant, we have that D induces a derivationD : By induction hypothesis we have that
Since (Z(G)) 0 is connected we conclude then that
We have then the following corollaries.
Corollary: If
Proof: Let n be the nilradical of g and consider g C and n C to be the complexification of g and n, respectively. We can induce a derivation D C on g C that has the same eigenvalues as D and its eigenspaces satisfies (g C ) α = (g α ) C . Since extension of the field of scalar preserves brackets (see [10] ) we have that g C is solvable and n C is a nilpotent ideal of g C . Moreover we have that
For a given eigenvalue α = 0 take X ∈ (g C ) α . There is n ∈ N such that (D C − α) n X = 0 which give us that
that is, (g C ) α ⊂ n C for any α = 0 which implies that, on g we have that, g α ⊂ n C ∩ g = n for any α = 0.
We can then decompose any given X ∈ g as X = Y + Z with X ∈ g 0 and Y ∈ n and by Lemma 3.1 of [12] we have that e X = e Y g with g ∈ N , where N is the connected Lie subgroup of G with Lie algebra n. Since G is connected, for any g ∈ G there exists X 1 , . . . , X k ∈ g such that g = e X1 · · · e X k and by the above and the fact that N is a normal subgroup of G we have that g = e i ∈ g 0 is given by the decomposition of X i as above, for i = 1, . . . , k. We get in particular that G = G 0 N .
Since N is nilpotent and D restrict to n, we have by Proposition 4.1 and by the fact that g α ⊂ n for any α = 0 that N = G + N 0 G − where N 0 ⊂ G 0 is the Lie subgroup associated with the eigenvalues of D| n with zero real part. Since
which concludes the proof.
Semisimple Lie groups
We will now analize the semisimple case. For more on the semisimple theory we refer to [3] , [8] , [9] and [11] . Fix a Cartan involution θ of g with Cartan decomposition g = k ⊕ s. For a fixed maximal abelian subalgebra a ⊂ s and a Weyl chamber a + ⊂ a we denote by Π the set of roots of a, by Π + the set of positive roots corresponding to a + , by Σ the set of simple roots in Π + and by Π − = −Π + the set of negative roots. The Iwasawa decomposition of g reads g = k ⊕ a ⊕ n + where n + = α∈Π + g α and g α is the root space associated to α.
For a given element H ∈ a we can consider the subset of simple roots
The standard parabolic subalgebra associated with H is given by
is the set of roots in Π that are given as linear combinations of elements in Θ(H) and m is the centralizer of a in k. The parabolic subgroup P H associated with p H is the normalizer of p H in G. If H ∈ a is such that Θ(H) = {0}, that is H is regular, we denote P ∅ just by P .
The regular Bruhat decomposition of G is given by 
Proposition
Proof: Considering the multiplicative Jordan decomposition of e tX (Theorem 7.1 of [8] ) we get that X = M + H where M ∈ k, H ∈ a for some Iwasawa decomposition.
Since ad(M ) is a skew-simetric and ad(H) is simmetric and they commute we have a commom eigenvector basis which gives us that
Moreover, g +,0 = n − (H) ⊕ p = p H and we have then that
and by the regular Bruhat decomposition we have that
is dense in G if, and only if, G − G 0 G + is dense in G and the result follows.
The main result
Putting all the above together we have the following:
Proposition: For any connected Lie group G we have that
Consider the Lie subagebra g of G and let r to be its radical. Since r is characteristic e tD r = r for all t ∈ R which implies that r is D-invariant. We have then a well defined derivationD on the semisimple Lie group s = g/r. As in the proof of the nilpotent case, we have that π(G + ), π(G − ) and π(G 0 ) are, respectively, the connected subgroups of S = G/R associated with the eigenvalues with positive, negative and zero real parts ofD. By Proposition 4.3 we have that π(G
If we denote by R + , R − , R 0 the connected subgroups associated with the eigenvalues with positive, negative and zero real parts of D| r we have by Proposition
Using that R is normal we have that G − R = RG − and consequently
We are now in conditions to prove the main result of this paper.
Theorem:
The control set C is the only control set with nonempty interior of the linear system (7) .
Proof: Let D to be a control set of the linear system (7) and assume that int D = ∅. By Proposition 4.4 above, there exists g = khl ∈ G + G 0 G − with g ∈ int D. There exists τ > 0 and u ∈ U such that φ t,u (g) is periodic with period τ , Let ̺ to be a left invariant metric on G. Using the left invariance of the metric and the fact that ϕ t (l) → e as t → +∞ we have that ̺(φ t,u (g), φ t,u (kh)) = ̺(φ t,u (kh)ϕ t (l), φ t,u (kh)) = ̺(ϕ t (l), e) → 0 as t → +∞. Since φ t,u (g) is periodic, we have by the above that for t > 0 great enough, φ t,u (kh) ∈ int D. Since kl ∈ G +,0 ⊂ int R we have that kl = φ t ′ ,u ′ for some t ′ > 0 and u ′ ∈ U which gives us, by concatenation, that we have an orbit from the neutral element e ∈ int C to an element in int D.
By the above remark we have that there exists g ′ ∈ G − G 0 G + in the interior of D. An analogous analisys for the negative time, give us an orbit from the interior of D to e ∈ int C. Since any two points in the interior of a control set can be joined, we obtain then a periodic orbit of the neutral element e that passes throught int D. Since by Proposition 4 periodic orbits starting in the interior of a control set do not leave the control set we must have C ∩ D = ∅ which give us, by maximality, that C = D as desired.
As a corollary we have that all fixed points of X are contained in G 0 .
Corollary:
The fixed points of X are in G 0 .
Proof: By Proposition 2 of [5] we have that R τ (g) = R τ · ϕ τ (g) for any g ∈ G and any τ > 0. If g ∈ G is a fixed point, we have then that R τ (g) = R τ · g and consequently R(g) = R · g. Since we are assuming that e ∈ int R we get that g ∈ int R(g) and by Corollary 4.5.11 of [1] we have a control set of the linear system (7) containing g in its interior. By Theorem 4.5 above we have then that g ∈ int C. By (10) we have that C ⊂ cl(C G + )G 0 cl(R G − ) and in particular that g ∈ G + G 0 G − . We have then that g = khl ∈ G + G 0 G − and by Proposition 2.5 and the ϕ-invariance of the subgroups G + , G − and G 0 we get that k, h and l are fixed points. Since 0 ∈ g is exponentially stable for e −tD | g + and for e tD | g − and G + , G − are nilpotent we have necessarely k = l = e which gives us that g = l ∈ G 0 and concludes the proof.
Remark:
We notice that the above is true for any vector field X once that, for a given vector field we can certainly choose vector fields in g such that the associated linear systems satisfies e ∈ int R.
