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Abstract—The proliferation of inverter-based generation and
advanced sensing, controls, and communication infrastructure
have facilitated the accelerated deployment of microgrids. A
coordinated network of microgrids can maintain reliable power
delivery to critical facilities during extreme events. Low-inertia
offered by the power-electronicsinterfaced energy resources,
however, can present significant challenges to ensuring stable
operation of the microgrids. In this work, distributed small-signal
stability conditions for inverter-based microgrids are developed
that involve the droop-controller parameters and the network
parameters (e.g. line impedances, loads). The distributed closed-
form parametric stability conditions derived in this paper can
be verified in a computationally efficient manner, facilitating
the reliable design and operations of networks of microgrids.
Dynamic phasor models have been used to capture the effects
of electromagnetic transients. Numerical results are presented,
along with PSCAD simulations, to validate the analytical stability
conditions. Effects of design choices, such as the conductor
types, and inverter sizes, on the small-signal stability of inverter-
based microgrids are investigated to identify interpretable sta-
ble/unstable region estimates.
Index Terms—droop control, inverter-based microgrid, net-
worked microgrid, small-signal stability.
NOMENCLATURE
δ Inverter terminal phase angle
ω Inverter terminal frequency
v Inverter terminal voltage amplitude
mp P-f droop coefficients
mq Q-V droop coefficients
τ Time constant of the low pass filter
Pf Filtered real power measurement
Qf Filtered reactive power measurement
Zabc Three phase impedance matrix of the network
Rabc Three phase resistance matrix of the network
Labc Three phase inductance matrix of the network
Iabcik Three phase branch currents between buses i, k
Iabc(l,i) Three phase load currents at bus i
V abci Three phase complex voltage at bus i
Y abcnet Three phase network admittance matrix
Y abcload Three phase load admittance matrix
Ynet(s) Network admittance matrix in Laplace domain
Yload(s) Load admittance matrix in Laplace domain
Λp Diagonal matrix whose entries are inverse
of P-f droop coefficients
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Λq Diagonal matrix whose entries are inverse
of Q-V droop coefficients
φ Inverter phase angles (vector)
φ˙ Inverter frequencies (vector)
ρ Inverter voltages (vector)
T1, T2 Transformation matrices
W, W˙ Lyapunov function and its time derivative
I. INTRODUCTION
Microgrids are being deployed in increased numbers in
recent years because they can be utilized as a resiliency
resource to keep indispensable loads connected in case of
an extreme event [1]. With the proliferation of distributed
energy resources, especially renewable energy resources (such
as roof-top solar) and due to advancements in sensing, control,
and communication technologies, real-time and autonomous
coordination of distributed energy resources on a microgrid is
increasingly possible [2], [3]. Two or more microgrids, when
networked with each other, can offer significant benefits in
operational efficiency, reliability and resilience during both
normal conditions and extreme events; via effective utilization
of local distributed generation units and flexible loads, [3], [4].
Choice of various design parameters (e.g. droop gains,
inverter size, conductor types) play a key role in determining
the operational reliability and stability of inverter-based mi-
crogrids [5]–[7]. A power sharing algorithm to load changes
with sparse communication is presented in [8]. An explicit
identification of parametric stability regions via simulation-
based methods and eigenvalue analysis can be oftentimes
computationally expensive, especially when the system size
and/or the number of parameters involved is large, while not
providing any robustness guarantees (e.g. stability margins).
Many of the existing analytical methods used to obtain closed
form estimates of the stability regions, on the other hand,
suffer from various modeling assumptions that do not hold in
practice (e.g. the works of [9]–[14], as discussed in Sec. I-A).
This inspired our work to consider realistic models and derive
closed-form analytical stability conditions that can be verified
in a computationally efficient manner.
A. Review of Relevant Works
Power from the alternative energy sources (e.g. renewable
generation, energy storage units) are fed into the microgrid
via inverters. Traditionally, inverters are designed to operate
as a controlled current source regulating delivery of active
(and reactive) power at its terminal, in what is known as
3the “grid-following” mode [15]. Since grid-following inverters
do not have the ability to regulate voltage or frequency,
these cannot work in stand-alone mode. With advances in the
inverter control technologies, voltage source converter-based
“grid-forming” inverters are being increasingly adopted for
their ability to regulate voltage and frequency in autonomous
operation of islanded microgrids [3], [16], [17]. This presents
new challenges in modeling, analysis, and control of the
transient behavior of the inverter-based microgrid, such as:
1) the shrinking gap in timescales of steady-state dispatch
decisions and real-time control strategies, and 2) the inade-
quacy of the quasi-static phasor representations of the voltages
and currents for transient analysis [18]. The choice of droop
control gains in grid-forming inverters, along with network
parameters and loading conditions, are critical to the stable
operation of an inverter-based microgrid [5]. In particular,
droop gains associated with the inverters’ outer power control
loops have been identified as the defining factors for the
dominant low-frequency eigenmodes, which determine the
small-signal stability of the network [6], [7].
In [19], the IEEE PES Task Force on microgrid stability dis-
cusses different notions of stability in microgrids and identifies
the importance of small-signal stability, which they referred to
as small-perturbation stability. In a review of stability issues in
microgrids [20], it was noted that the stability aspect depends
on the type of microgrid (utility, facility, or remote), mode
of operation (islanded or grid-connected), network parameters,
and the control topology of the power electronic converters. In
particular, the small-signal stability of microgrids has received
much attention in the literature [5]–[7], [21]–[23], because
ensuring operational reliability of a microgrid during small
disturbances from steady state is considered necessary for
successful design. In contrast to many related works in the
literature, such as [5]–[7], [21]–[23], the focus of this present
work is on deriving closed-form conditions of small-signal
stability defined over various design parameters.
Identification of parametric stability conditions for inverter-
based microgrids in terms of the droop gains has generated
some interest recently [9]–[14]. In [9], the authors used a
lossless microgrid model to draw the similarity between droop-
controlled inverters and Kuramoto oscillators, and prescribed
droop gain values for frequency synchronization and desir-
able power sharing. Port-Hamiltonian representation of the
lossless microgrid was adopted in [10] to derive parametric
stability conditions on droop gains and power setpoints. In-
terestingly, stability conditions were found to be independent
of frequency-droop controller gains and set points but depend
on the voltage-droop controller gains and setpoints. A main
drawback in the above two works is the assumption of a
lossless microgrid, which is invalid in low-to-medium voltage
systems with non-negligible line resistance-to-reactance ratios.
This assumption has been relaxed in [11]–[14], where the
authors derived stability conditions on the droop coefficients
for a (lossy) microgrid, which are verifiable locally at each in-
verter node. In [11], the authors derive closed-form distributed
stability conditions involving droop gains and line parameters.
However, the conditions were derived for a specific microgrid
model with no shunt elements (e.g., loads, shunt capacitors).
A sum-of-squares optimization method was used in [12] to
compute robust distributed stability certificates on the inverter
droop gains, under bounded and time-varying uncertainties.
A computational method using the dissipativity approach was
proposed in [14] to estimate stability certificates in differ-
ent frequency regions. The aforementioned works, with the
exception of [11], use the conventional quasi-static phasor
models, while a dynamic phasor-based modeling approach (
[24]–[26]) is often better suited to capture the electromagnetic
transient effects in the stability of microgrids. Finally, all of the
above works assume a balanced system, while low-to-medium
voltage microgrids are typically unbalanced. In summary, it
can be observed that several key assumptions are made in the
above-mentioned works, including lossless network (in [9] and
[10]), absence of shunt elements (in [11]), quasi-static phasor
models (all, except [11]), and balanced system (all), which
limit their applicability to realistic microgrids in which those
assumptions do not often hold.
B. Summary of Contributions
In this work, a set of closed-form, distributed, parametric
small-signal stability conditions, involving droop-controller
parameters (e.g. droop gains) and network parameters (e.g.
line impedances), are derived for inverter-based microgrids.
The main contributions of this work lie in: 1) consideration of
realistic network models, including three-phase unbalanced,
lossy microgrids with shunt elements (loads, capacitors); 2)
adoption of dynamic phasor-based approach to represent the
electromagnetic transient effects in a microgrid; and 3) valida-
tion of the analytical stability conditions with PSCAD-based
simulations, along with a study of the conservativeness of the
analytical stability conditions for various conductor types, and
inverter sizes and locations.
The rest of the article is structured as follows: Section II
describes the microgrid modeling approach using dynamic
phasors; Section III develops the distributed stability certifi-
cates using LaSalles invariance principle; Section IV presents
numerical results to validate the approach; while conclusions
and future directions are presented in Section V.
II. DESCRIPTION OF MICROGRID MODEL
This section describes the full-scale electromagnetic model
for microgrids with multi-loop droop-controlled inverters, and
then presents a dynamic phasor-based reduced-order model.
A. Full-Scale Electromagnetic Model
In this paper, a network of N grid-forming, droop-controlled
inverters operated in islanded mode [3], [17], with constant-
impedance loads is considered. Constant-power and constant-
current loads can also be modeled in the form of their
equivalent impedances when the variations in voltages are
small [26], [27].
A grid-forming inverter is designed to operate as a volt-
age source regulating both the voltage magnitude and the
frequency at the point of coupling to the network [15]. The
inverters are implemented with the commonly used multi-
loop droop-control system (shown in Fig. 1) [5], [28], [29],
4comprising the inner current loop and outer voltage loop [11].
The inner loop is designed to be faster than the outer one,
which allows independent tuning of the inner and outer control
loops.
Fig. 1. The controller block diagram of a multi-loop droop-controlled inverter.
The controller has a cascaded structure, including the power
vs frequency (P-f ) and reactive power vs. voltage (Q-V)
droop-control loops, the voltage-control loop, and the current-
control loop. This control strategy is designed to regulate the
angular frequency and magnitude of the inverter filter capacitor
voltage, vo∠δ, according to the P-f droop and Q-V droop,
respectively, such that the inverter may appear as an (almost)
ideal voltage source at its terminal. In particular, the P-f droop
control ensures that the angular frequency ω of the capacitor
voltage decreases whenever the output power of the inverter
increases, or vice versa, due to some disturbance/changes in
the network.
In contrast, due to an external disturbance, the Q-V droop
control ensures that the magnitude of the capacitor voltage
decreases whenever the output reactive power increases, or
vice versa. In Fig. 1, mp and mq are the P-f and Q-V
droop coefficients, respectively; Pf and Qf are, respectively,
the filtered values of active and reactive power measurement
(summed over all phases); Pset and Qset are the active and
reactive power set points, respectively; ωo is the rated angular
frequency; Vset is the voltage magnitude set point, einv is the
inverter internal voltage, v∗od and v
∗
oq are the input references
of the voltage loop, while i∗ld and i
∗
lq are the input references of
the current loop. The reactive power set point, Qset is assumed
to be zero and hence not seen in Fig. 1. In this work, it is
assumed that the parameters of inner voltage and current loops
are well designed to achieve fast control of the filter capacitor
voltage. So the dynamics of inner controllers are ignored in
this paper. Investigating how the parameters of inner controller
affect the stability is out of the scope of this paper. The work
in [30] investigated how inappropriate parameters of inner
controllers affect the microgrid stability. Therefore, bypassing
the faster internal states of the droop-controlled inverter, the
system can be described using only the inverter terminal states
(phase angle, frequency, and voltage amplitude) and the line
currents as dynamic variables, as shown in [11], [26]. The
dynamics of an inverter at bus i can be written as follows:
δ˙i =ωi − ωo
τ ω˙i =ωo − ωi +mp,i (Pset,i − Pf,i)
τ v˙o,i =vset − xo,i +mq,i (Qset,i −Qf,i)
(1)
where τ denotes the time constant of the measurement filter
(low pass filter in Fig. 1). Note that the control algorithm
ensures that the voltage at the inverter terminal appears as
balanced, with the magnitude of each phase voltage being vo,i
and the phases shifting uniformly by amount δi. As discussed
in [26] and [25], it is convenient to use a dynamic phasor mod-
eling approach for small-signal stability analysis of inverter-
based microgrids. Dynamic phasors are slow-varying Fourier
coefficients describing the time-varying signal of interest [24].
Applying the dynamic phasor analysis around the nominal
frequency (60 Hz), the three-phase line current dynamics
corresponding to every pair of neighboring buses (i, k) can
be written as follows:
Labcik I˙
abc
ik = V
abc
i − V abck − Zabcik Iabcik (2)
where Zabcik = R
abc
ik +jωoL
abc
ik is the 3×3 matrix representing
the line impedance; Rabcik and L
abc
ik are the line resistance and
inductance matrices, respectively; Iabcik is a (complex) vector
that denotes the dynamic phasor of the line current across three
phases; while V abci and V
abc
k are three-dimensional (complex)
vectors denoting the dynamic phasors of the voltages at the
corresponding buses. The impedance matrices Rabcik and L
abc
ik
are symmetric. Moreover, Rabcik = R
abc
ki and L
abc
ik = L
abc
ki
for every (i, k). Similar equations describe the three-phase
unbalanced load current dynamics for every load attached to
a phase α at bus i.
Labcl,i I˙
abc
l,i = V
abc
i − Zabcl,i Iabcl,i (3)
where Zabcl,i = R
abc
l,i +jωoL
abc
l,i is the 3×3 matrix representing
the (equivalent) impedance of the load attached at bus i; Rabcl,i
and Labcl,i are the (equivalent) load resistance and inductance,
respectively; and Iabcl,i denotes the (complex) dynamic phasor
of the load current across three phases.
Finally, the total active and reactive power flowing out of
the inverter terminal across three phases at bus i is given by
Pf,i =Re
[(
V abci
)> · conj (Iabci )]
Qf,i =Im
[(
V abci
)> · conj (Iabci )] (4)
where Iabci = I
abc
l,i +
∑
k I
abc
ik with I
abc
i being the three-
dimensional vector of the total current injected at three phases
of bus i. Equations (1)-(4) describe the dynamical model of
the microgrid network, resulting in a high-dimensional system.
Singular perturbation theory was applied to further reduce the
dimension of the microgrid model for analytical studies [26],
[31], [32].
B. Reduced-Order Dynamic Model
Electromagnetic transients that govern the line currents
occur on the millisecond time scale, prompting a model
reduction approach using singular perturbation theory in which
5the left-hand side of the line dynamics (2) is set to zero
[31], [32]. A model reduction approach such as this can be
referred to as the zeroth-order simplification. The argument
is that the inverter dynamics (governed by the measurement
filter time constant τi) is sufficiently slow that, for small-
signal stability analysis, the line currents can be assumed
to be in quasi-steady state. It was shown in [11] and [26]
however, that zeroth-order simplification may lead to incorrect
stability assessments for inverter-based microgrids. Instead, the
authors in [26] proposed a first-order simplification method
allowing for improved accuracy in inclusion of the faster time
scales in the slower dynamic modes. In particular, modes that
are much slower than the electromagnetic transients are of
interest. Transforming (2) and (3) into the Laplace domain,
and performing first-order Taylor series approximation on the
Laplace variable s of the transfer functions from voltages to
currents, the resultant equations are
Iabcik (s) ≈
(
Y abcik − sY abcik Labcik Y abcik
) (
V abci (s)− V abck (s)
)
Iabcl,i (s) ≈
(
Y abcl,i − sY abcl,i Labcl,i Y abcl,i
)
V abci (s)
where the symmetric matrices, Y abcik =
(
Zabcik
)−1
and Y abcl,i =(
Zabcl,i
)−1
represent the (equivalent) admittances of the line
and the load, respectively. Setting s = 0, the equations yield
the quasi-steady-state relation between the voltages and cur-
rents. The relation between the voltages and injected currents
at the buses across the network can be compactly written in
the Laplace domain as follows.
Iabc1 (s)
Iabc2 (s)
...
IabcN (s)
 ≈ (Y abcnet (s) + Y abcload(s))

V abc1 (s)
V abc2 (s)
...
V abcN (s)
 (5)
where Y abcnet (s) and Y
abc
load(s) are symmetric, complex, 3N×3N
admittance matrices affine in the Laplace variable s, referred
to as the network admittance matrix and the load admittance
matrix, respectively. Y abcload(s) is a diagonal matrix, with the
entries of the 3 × 3 diagonal block that correspond to bus i
being Y abcl,i −sY abcl,i Labcl,i Y abcl,i whenever there is a load attached
to it. Y abcnet (s) is a symmetric matrix with the entries of the 3×3
off-diagonal blocks corresponding to any pair of neighboring
buses (i, k) being sY abcik L
abc
ik Y
abc
ik − Y abcik , while the diagonal
block corresponding to bus i is the negative of the sum of the
off-diagonal blocks for every neighboring pair (i, k). Recall
that the inverter terminal voltages are balanced, i.e., the three-
phase voltages have the same magnitude and are 120o apart
from each other. In other words, V bi (s) = tV
a
i (s) and V
c
i (s) =
t2V ai (s), with t = e
−j2pi/3. Therefore,
V abco,1 (s)
V abco,2 (s)
...
V abco,N (s)
 = Θ

V ao,1(s)
V ao,2(s)
...
V ao,N (s)
 , Θ = IN ⊗
 1t
t2
 (6)
where ⊗ represents a Kronecker product and IN is an N ×N
identity matrix. Let us define the following N ×N matrices.
Ynet(s) :=Θ
H · Y abcnet (s) ·Θ = Y 0net + sY 1net
andYload(s) :=ΘH · Y abcload(s) ·Θ = Y 0load + sY 1load
(7)
where Y 0net, Y
1
net, Y
0
load, Y
1
load are complex N × N matrices,
and (·)H denotes the Hermitian of a matrix.
Linearizing the system of equations around an operating
point of interest that corresponds to small phase angle differ-
ences between the buses and (close to) 1 p.u. bus voltage
magnitudes, the microgrid model can be expressed by the
following set of differential equations (see [26] for details).
τΛpφ¨+ (Λp −B′)φ˙+Bφ+ (G+ G˜)ρ−G′ρ˙ = 0
(τΛq −B′)ρ˙+ (Λq +B + B˜)ρ−Gφ+G′φ˙ = 0
(8)
where φ and ρ are the N -dimensional vectors of deviations
of the bus voltage angles and magnitudes, respectively, from
their nominal operating point values; Λp and Λq are N × N
diagonal matrices with diagonal entries equal to the inverse
of the P-f and Q-V droop coefficients, respectively; and the
N ×N complex matrices B,G, B˜, G˜, B′ and G′ are given by
B = −Im [Y 0net] , G = Re [Y 0net]
B˜ = −2Im [Y 0load] , G˜ = 2Re [Y 0load]
B′ = Im
[
Y 1net + Y
1
load
]
, G′ = −Re [Y 1net + Y 1load] (9)
As per definition, (1) B and G are positive semidefinite
matrices (denoted as B  0, G  0); (2) B˜ and G˜ are di-
agonal, positive-definite matrices (denoted by B˜  0, G˜  0);
while (3) B′ is a positive-definite matrix (B′  0) and G′
is a symmetric (but sign-indefinite) matrix. Finally, with the
assumption that Λq − B′/τ to be nonsingular, the linearized
system (8) has an unique equilibrium point at origin. Equations
(8) represent the reduced-order dynamical model for the un-
balanced microgrid network, capable of accurately describing
the dynamic modes that evolve on time scales slower than the
electromagnetic time scale (see [26] for detailed comparison).
In this work, the reduced model of (8) will be used for the
analytical calculations of stability conditions, while the results
will be validated with full-scale electromagnetic models.
III. MAIN RESULT: PARAMETRIC STABILITY CONDITIONS
Note that the system of equations in (8) can be written in
the form of a linear, time-invariant dynamical system. Small-
signal stability of the microgrid network can be guaranteed by
computing the eigenvalues of the system matrix and ensuring
that those lie on the left half-plane. However, such a method of
determining stability via explicit enumeration of eigenvalues is
computationally inefficient if the purpose is to identify a range
of system parameter values for which the network is small-
signal stable; the computational time grows exponentially with
the increase in the number of parameters of interest (such
as network impedances, loads, generation set points, droop
coefficient values, etc.). Moreover, rather than an explicit
computation of the parametric stability regions, a closed-
form estimation of an inner approximation of the stability
region is often more desirable. This is due to the facts that
(1) closed-form expressions can be used as constraints in an
economic optimization problem where design decisions are
being made to minimize investment and operational costs;
and (2) inner approximation of the stability region provides
a natural safeguard against modeling inaccuracies. Lyapunov-
based analysis provides a tractable alternative to eigenvalues
analysis in estimating the parametric stability region.
6A. Lyapunov Reformulation of Stability Conditions
Consider the system of (8), which can be written in state-
space form with the help of the 3N -dimensional states vector
x =
[
φ>, ρ>, φ˙>
]>
. Applying LaSalles invariance principle
[33], it can be argued that if there exist 3N × 3N matrices
Ψ˜  0 (positive definite) and Π˜  0 (positive semidefinite)
satisfying
W (x); = x>Ψ˜x =⇒ W˙ (x) ≤ −x>Π˜x ≤ 0, (10)
then the system trajectories are guaranteed to asymptotically
converge to the largest invariant set contained in the set
W˙ (x) = 0 which is the origin itself as the linearized system
(8) has a unique equilibrium at origin. That is to say the
microgrid is small-signal stable. W (x) is a Lyapunov function
that is radially unbounded and positive definite. Finding such a
pair of matrices Ψ˜ and Π˜ is generally difficult. Note, however,
that if there exists a positive-definite matrix Ψ(Ψ  0)
and a positive semidefinite matrix Π(Π  0), as well as
transformation matrices, T1 and T2, with T1 being full rank,
such that (11) holds,
W = y>Ψy =⇒ W˙ ≤ −z>Πz ≤ 0 (11)
where y = T1x and z = T2x, then the microgrid described
by (8) is small-signal stable. This is because the conditions
(11) translate to (10) by defining Ψ˜ = T>1 ΨT1  0 (since
T1 is full rank) and Π˜ = T>2 ΠT2  0. Before moving on
to deriving the stability conditions, let us note that, if A is
a positive semidefinite matrix, then the following inequality
holds for every pair of real-valued vectors p and q:
2p>Aq ≥ −p>Ap− q>Aq. (12)
B. Conditions for Existence of Ψ > 0 and Π ≥ 0
In a similar approach to that in [11], let us choose the
following transformation matrices.
T1 =
I 3N 0 00 I 3N 0
I 3N 0 2τI 3N

and T2 =

I 3N 0 0
Γ(Λq +B + B˜) −ΓG ΓG′
0 I 3N 0
0 0 τI 3N

(13)
where Γ = (B′/τ − Λq)−1, I 3N is the 3N × 3N identity
matrix, and 0 denotes matrices of zeros. Clearly, the matrix
T1 is full rank. Using (11) and (13), a Lyapunov function
candidate can be obtained as W = y>Ψy where y = T1x
is the transformed state vector and Ψ is a symmetric block-
diagonal matrix defined as
Ψ =
Ψ11 0 00 Ψ22 0
0 0 Ψ33

where Ψ11 =Λp/2−B′ + 2τB,
Ψ22 =3τΛq −B′ + 2τ(B + B˜),
Ψ33 =Λp/2.
(14)
Note that the diagonal block Ψ33 is positive definite since
Λp is a diagonal matrix with positive entries. Therefore, the
condition that Ψ  0 is equivalent to saying that both Ψ11  0
and Ψ22  0. As the next step, the time derivative (W˙ )
of the Lyapunov function candidate along the trajectories of
the system is computed. After some algebraic manipulation
involving (1) multiplication of the first set of equations in (8)
separately by φ> and 2τ φ˙>; (2) multiplication of the second
set of equations in (8) separately by ρ> and 2τ ρ˙> (3) addition
of the resulting equations; and (4) rearrangement of some
of the terms, the time derivative of the candidate Lyapunov
function is given by
W˙ =
d
dt
y>Ψy = 2y>Ψy˙ = −2z>Πˆz
where Πˆ =

Πˆ11 Πˆ12 Πˆ13 0
Πˆ12 Πˆ22 0 0
Πˆ13 0 Πˆ33 Πˆ34
0 0 Πˆ34 Πˆ44

Πˆ11 =B, Πˆ12 = −G−G′/(2τ), Πˆ13 = G˜/2
Πˆ22 =2Λq − 2B′/τ, Πˆ33 = Λq +B + B˜
Πˆ34 =G
′/(2τ) +G+ G˜, Πˆ44 = (Λp − 2B′)/τ.
(15)
Recalling (9), Πˆ13  0. Moreover, it is assumed that Πˆ34 
0; (recall that G + G˜  0 by definition, while G′ is sign-
indefinite). Applying the inequality (12) to Πˆ, we obtain
Πˆ  Π :=

[
Πˆ11 − Πˆ13 Πˆ12
Πˆ12 Πˆ22
]
0 0
0 Πˆ33 − Πˆ13 − Πˆ34 0
0 0 Πˆ44 − Πˆ34
 (16)
where Π has a block-diagonal structure. Therefore, Π  0 if
each of the diagonal blocks is also positive semidefinite. The
conditions for existence of Ψ  0 and Π  0 can therefore be
summarized as
Ψ11  0, Ψ22  0,
[
Πˆ11 − Πˆ13 Πˆ12
Πˆ12 Πˆ22
]
 0
Πˆ33 − Πˆ13 − Πˆ34  0 and Πˆ44 − Πˆ34  0.
(17)
However, algorithms to check these matrix conditions (such
as Cholesky decomposition [34]) scale poorly with the size of
the network. Moreover, having such network-wide conditions
is not entirely desirable, since even local changes in the net-
work (e.g., a new inverter, change in load, or a change in line)
require the conditions to be reevaluated. It is, therefore, both
efficient and useful to split the matrix inequalities into several
sub-inequalities, each corresponding to a pair of inverter buses,
similar to [11]. In particular, for each of the N ×N matrices
Λp,Λq, B,G, B˜, G˜, B
′ and G′, and for every neighboring pair
of inverter buses (i, k), the following matrices are defined:
[X]ik :=
Xii+∑nij=1Xijni −Xik Xik
Xki
Xkk+
∑nk
j=1Xkj
nk
−Xki

(18)
where X is used to represent any of Λp,Λq, B,G, B˜, G˜, B′
and G′; Xik (for every i and k) denotes the i-th row and k-th
column entry in X; ni and nk denote the number of neighbors
of bus i and bus k, respectively. Finally, the conditions of
7small-signal stability of the microgrid are summarized as
follows:
Theorem 1. The microgrid network described by (8) is small-
signal stable if the following inequalities hold for every pair
of neighboring buses (i, k):
[G]ik + [G˜]ik + [G
′]ik/2τ  0
[Λp]ik/2− [B′]ik + 2τ [B]ik  0
[Λp]ik − 2[B′]ik − [G′]ik/2− τ [G]ik − τ [G˜]ik  0
[Λq]ik + [B]ik + [B˜]ik  3
2
[G˜]ik +
1
2τ
[G′]ik + [G]ik
[Λq]ik − [B]ik/τ  0 and
2[B]ik − [G˜]ik (
[G]ik +
[G′]ik
2τ
)(
[Λq]ik − [B
′]ik
τ
)−1 (
[G]ik +
[G′]ik
2τ
)
(19)
Proof. Recall that the conditions in (17), together with the
condition that Πˆ34 = G′/(2τ) +G+ G˜  0, are sufficient for
Ψ  0 and Π  0. Also recall that Πˆ22 = 2Λq−2B′/τ needs
to be nonsingular for the existence of the transformation matrix
T2. Therefore, taking Schur’s complement, the condition[
Πˆ11 − Πˆ13 Πˆ12
Πˆ12 Πˆ22
]
 0
is expressed as two matrix inequalities: Πˆ  0 and Πˆ11 −
Πˆ13 − Πˆ12Πˆ−122 Πˆ12  0. Moreover, with a rearrangement of
terms, it is easy to see that Πˆ22  0 also implies Ψ22  0.
Finally, note that the matrices Λp,Λq, B,G, B˜, G˜, B′ and G′
are either diagonal or have the same sparsity structure as the
physical network. Therefore, each of those can be expressed
as a sum of M (M is the number of lines) sparse matrices,
each corresponding to a neighboring pair of inverter buses,
where the only nonzero entries correspond to the rows and
columns of the corresponding pair of buses. Enforcing the
positive (semi)definiteness on each of the constituent subma-
trices corresponding to every pair of neighboring buses (i, k),
the stricter stability conditions in (19) are obtained, having a
computational complexity that scales linearly with the number
of neighboring pairs of inverter buses.
Note that the stability conditions for any pair of non-inverter
buses in Eq. (19) are of size 6×6 and for any pair of inverter
buses, they are of size 2 × 2. In particular, a 2 × 2 matrix
is positive definite (or, semidefinite) if its determinant and
either of the diagonal entries are positive (or, nonnegative).
Thus, the matrix conditions in (19) for a pair of inverter
buses yield (efficiently verifiable) algebraic conditions on the
network and inverter droop parameters, as demonstrated via
numerical examples.
C. Sensitivity
The inequality conditions in (19) could be analyzed to derive
sensitivity relations between the stability boundary (in droop
parameters) and network parameters (e.g. line impedance
values). In order to see some of those relations analytically,
consider the specific scenario when the line resistance and
reactance values are varied proportionally, by some positive
scaling factor α. In such a case, the matrices B,G, B˜, G˜, B′
and G′ are scaled by the factor 1/α. Therefore, all of the
stability conditions in (19) would be satisfied if the matrices
Λp and Λq are also scaled by 1/α, which implies scaling the
droop coefficients by the factor α. Thus, it can be argued
that an increase in the line impedance values results in larger
estimates of the stability region in droop coefficients, and
vice versa. This analytical observation is also validated via
numerical simulations as presented in the next section.
IV. NUMERICAL RESULTS
In this section, the proposed approach is illustrated on
two different microgrid systems: a two-bus (balanced) system,
and the (modified) IEEE 34-bus system. The two-bus system
is used to demonstrate how the stability region changes in
presence of loads; while the IEEE 34-bus system is used
to validate the analytical results on realistic network models
and to investigate the effects of various design choices (e.g.
conductor types, inverter sizes) on the stability regions.
vo1
GFM1
Lline RlineP1,Q1 vo2
GFM2
P2,Q2
0.3059 mH 0.3059 mH0.3067 mH0.3067 mH
191 μF
0.0371 mH 0.0141 Ω 
5.76 Ω 3.84 Ω 
100 kW 100 kW
191 μF
Fig. 2. Two bus system with GFMs and loads.
The two-bus system consists of two grid-forming inverters
(denoted by ‘GFMs’) as shown in Fig. 2. The stability regions
with respect to the inverters’ P-f and Q-V droop parameters
are generated for two cases: with and without loads, using
the analytical stability conditions from Theorem 1 and [11],
respectively.
In Fig. 3, the plots in dotted lines are obtained using
analytical stability conditions and the solid lines are obtained
from eigenvalue analysis. Fig. 3 shows that the stability region
with loads will be smaller than the stability region without
loads. It is clear that the estimated stability boundary without
load is not completely contained in the eigenvalue-based
stability boundary with load. This leads to an overestimate of
the stability regions and might result in incorrect conclusions.
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Frequency droop [%]
0
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15
20
25
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lta
ge
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Stability boundary without load - Eigenvalue analysis
Stability boundary with load      - Eigenvalue analysis
Stability boundary without load - Estimated
Stability boundary with load      - Estimated
Fig. 3. Eigenvalue-based and estimated stability boundaries for a two-bus
system considered with and without loads.
The proposed methodology to study small-signal stability
is next illustrated on the IEEE 34-bus system, modified to
8incorporate inverters, creating a microgrid. In particular, the
three-phase unbalanced 34-bus system is considered with 10
GFMs. The one-line diagram for the 34-bus system with GFMs
is shown in Fig. 4. The line between Buses 800 and 802 is
not considered here, as it is assumed that there are inverters
installed to meet the load demand of the 34-bus system (i.e.,
it is an islanded system and not connected to a bulk power
system). The network and load data for the 34-bus system are
obtained from [35]. The locations and sizes of the inverters
are as follows - Bus 806: 300 kW, Bus 816: 300 kW, Bus
828: 200 kW, Bus 830: 150 kW, Bus 836: 60 kW, Bus 840:
300 kW, Bus 842: 50 kW, Bus 844: 100 kW, Bus 846: 120
kW, and Bus 860: 150 kW.
Fig. 4. IEEE 34-bus network, a three-phase unbalanced system.
A. Effect of Conductor Type
Various conductor types that have different conductor
strands and current ratings are considered here for the analysis.
The original conductor type mentioned in the IEEE 34-bus
system data file is C2: #2 6/1 ACSR 180(A). Four different
types of conductors with different sizes, types of strands,
and capacities for the same conductor material are consid-
ered, namely, C1: #4 7/1 ACSR 140(A), C3: #1/0 ACSR
230(A), C4: #4/0 6/1 ACSR 340(A), and C5: #336,400 26/7
ACSR 530(A) [36]. Changing the conductor type changes the
effective line impedance of the lines connecting the buses.
Conductor types are considered in descending order of both
resistance (R) and reactance (X) values and in ascending order
with respect to current capacity ratings.
The stability boundaries between Buses 828 and 830 with
respect to different conductor types are computed by applying
the P-f stability condition given in Theorem 1 and validated
against eigenvalue analysis of (8) as well as PSCAD [37] sim-
ulations based on the full electromagnetic model. From Fig. 5,
it can be seen that the eigenvalue-based stability boundary is a
good approximation of the PSCAD-based stability boundary.
Hence, it should be adequate to compare the analytically based
stability regions against eigenvalue analysis results. Further,
the stability boundary obtained by applying the sufficient
conditions is an inner approximate, that is, strictly below the
stability boundaries computed from eigenvalue analysis and
PSCAD simulations. While the stability boundaries computed
from PSCAD simulations and eigenvalue analysis both remain
relatively unchanged, the analytically estimated stability region
shrinks as the conductor type is changed from C1 to C5, in
a descending order of the effective line impedance values.
Moreover, applying the discussion in Section III-C, it can be
clearly seen how the reduction in effective line impedance
affects the stability region estimates.
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Stability Boundary - PSCAD
Stability Boundary - Eigenvalue analysis
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Fig. 5. Stability boundary with respect to P-f droop between inverter buses
828-830 with different choice of conductors. Nominal line length is 20440 ft.
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Fig. 6. PSCAD simulations (corresponding to conductor type C2) showing
stable (top) & unstable (bottom) scenarios. In both cases, generation at Bus
828 increases by 0.3 p.u. at 0.5s. Corresponding P-f droop gains for stable
and unstable scenarios are 1% and 5%.
In PSCAD simulations, the stability is determined by mon-
itoring the frequencies, and the active and reactive power
generation in the presence of a disturbance. For illustration
purposes, generation at one inverter (Bus 828) is increased
by 0.3 p.u. at 0.5 seconds and the P-f droop coefficient is
gradually increased to identify the stability boundary. Fig. 6
shows the frequencies at all inverter buses for both stable and
unstable scenarios. When the P-f droop gains are increased be-
yond 4.2%, the system exhibits instability; the corresponding
plots are shown in Fig. 6.
Note that, while verifying the small-signal stability using
PSCAD simulations and eigenvalue analysis, for any changes
in any part of the network, the PSCAD simulations have
to be redone for the entire system. Furthermore, the system
matrices for the entire system has to be recomputed for
eigenvalue analysis. However, using the proposed distributed
stability conditions, it is enough to just verify the small-signal
stability corresponding to the location where changes have
occurred. This shows the advantage of proposed distributed
small-signal stability conditions over eigenvalue analysis and
PSCAD simulations.
9Let us denote the maximum P-f droop values obtained via
analytical estimates and the eigenvalue analysis as λ∗p,est and
λ∗p,eigen, respectively. Clearly, it is observed that λ
∗
p,est <
λ∗p,eigen, i.e. the analytical stability region is a conservative
estimate of the eigenvalue analysis-based stability region. The
degree of conservativeness can be quantitatively measured by
λ∗p,sim − λ∗p,est
λ∗p,sim
× 100%. (20)
A heat-map is generated in Fig. 7 to illustrate the degree
of conservativeness of the analytical estimate of the stability
boundary, in comparison to the eigenvalue analysis-based
estimate of the stability boundary. Conservativeness of the esti-
mated stability boundaries vary with respect to the conductor
types and bus locations. In particular, for any given pair of
buses, the analytical estimate is observed to be increasingly
more conservative as the conductor type is changed from C1
to C5, in a descending order of the effective line impedance
values. Note that the results of the row corresponding to the
pair of buses 828 and 830 agree with the values in Fig. 7.
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Fig. 7. Percentage of conservativeness between the eigenvalue-based stability
boundary and the estimated stability boundary applying analytical (sufficient)
stability conditions by choosing different conductor types at various locations.
B. Effect of Inverter Size
In this subsection, applying the proposed analytical results,
the effect of inverter size and location of inverter buses on the
stability margins are studied. Let us consider the pair of Buses
828 and 830 with inverters. The inverter size at Bus 828 is
kept constant at 200 kW, while the inverter size at Bus 830 is
varied over from 120 kW to 180 kW. Fig. 8 shows the stability
region between Buses 828 and 830 with respect to frequency
droop and inverter size. The stability region obtained from
eigenvalue analysis agrees closely with the PSCAD-based
stability region. Although the stability boundaries computed
from PSCAD simulations and eigenvalue analysis remain
relatively unchanged, the analytically estimated stability region
shrinks as the inverter size is increased. Moreover, the inverter
size and location also play a significant role in determining
the conservativeness of analytically based stability regions, as
illustrated by the heat-map in Fig. 9. In particular, the conser-
vativeness of the analytical estimate increases with the increase
in the inverter size. However, the degree of conservativeness
is also sensitive to the location of the inverter. For instance,
the sensitivity of the degree of conservativeness to the inverter
size is relatively high on buses 830 and 846, while that on the
buses 828 and 844 is relatively low.
Fig. 7 and Fig. 9 best exemplifies the applicability of the
proposed distributed stability conditions. It can be seen in these
figures, we can estimate the stability region with respect to any
pair of buses.
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Fig. 8. P-f based stability boundary between Buses 828 and 830 when the
inverter size at Bus 830 is varied. Nominal line length is 20440 ft.
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Fig. 9. Percentage of conservativeness between the eigenvalue-based stability
boundary and the estimated stability boundary applying analytical (sufficient)
stability conditions for a range of inverter sizes (±20% from nominal) at
various locations.
V. CONCLUSION
The distributed analytical stability conditions derived in this
work scale linearly with the number of lines in the network
and can be verified in a computationally efficient manner.
Closed-form distributed sufficient conditions for small-signal
stability are obtained using realistic system models, that are
validated using PSCAD-based electromagnetic simulations.
The proposed method allows the consideration of modeling
complexities such as the electromagnetic transient effects of
inverter-based systems and the three-phase, unbalanced, lossy
microgrid networks.
PSCAD-based detailed electromagnetic simulations are
used to validate the stability conditions on realistic test systems
(e.g. IEEE 34-bus network). Moreover, studies on the sensitivi-
ties and conservativeness of the proposed analytical conditions
with respect to various conductor types, as well as inverter
10
sizes and locations are provided. In addition, introducing a
metric for the degree of conservatives, heat-maps are generated
to illustrate how conservative of the analytical results are under
various scenarios: varying conductor types, inverter sizes, and
inverter locations. Moreover, the proposed distributed small-
signal stability conditions gives guarantees on stability regions
although they provide conservative estimates. Future work
will focus on analytical methods to further investigate the
sensitivity of the stability regions to various design parameters,
as well as on extending the current results to incorporate
uncertainty in the network parameters.
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