Abstract. We investigate constant rank subspaces of symmetric and hermitian matrices over finite fields, using a double counting method related to the number of common zeros of the corresponding subspaces of symmetric bilinear and hermitian forms. We obtain optimal bounds for the dimensions of constant rank subspaces of hermitian matrices, and good bounds for the dimensions of subspaces of symmetric and hermitian matrices whose non-zero elements all have odd rank.
Introduction
Let K be a field and let m and n be positive integers with m ≤ n. Let M m×n (K) denote the vector space of m × n matrices with entries in K. When m = n, we write M n (K) in place of M n×n (K). We also let S n (K) denote the subspace of all symmetric matrices in M n (K). For any non-zero subspace U of M m×n (K), we let U × denote the subset of non-zero elements in U . Given a positive integer s, we let K s denote the s-dimensional vector space of row vectors of size s over K. Let r be an integer satisfying 1 ≤ r ≤ m. We say that a subspace M of M m×n (K) is a constant rank t subspace if each element of M × has rank t. Much research has been devoted to the study of constant rank subspaces, especially in the case K is the field of real or complex numbers. See, for example, the references of [3] for papers on constant rank subspaces written before 1996, and [1] for some later references.
In this paper, we investigate constant rank subspaces of symmetric and hermitian matrices over finite fields, using a double counting method. Among our main results is the following. Let q be a power of a prime and let F q denote the finite field of size q. Let M be a constant rank t F q -subspace of n × n hermitian matrices over F q 2 . Then if t is odd, dim M ≤ t, whereas if t is even, dim M ≤ 2n − t. Both bounds are best possible. We also present versions of this result for symmetric matrices. Our findings are not restricted to constant rank spaces. For example, we show the following result. Let M be a non-zero F q -subspace of hermitian matrices. Suppose that each element of M × has odd rank and let t be the maximum rank of an element of M. Then dim M ≤ t. Moreover, if M × also contains elements of rank less than t, then dim M ≤ t − 1.
Symmetric bilinear and hermitian forms
Let q be a power of an odd prime and let V be a finite dimensional vector space over F q . Let f be a symmetric bilinear form defined on V × V . Modulo its radical, f defines a non-degenerate symmetric bilinear form, which we shall denote by f . Definition 1. Let f be a symmetric bilinear form defined on V × V . Suppose that f has even rank 2k. We set w(f ) = 1 if f has Witt index k and w(f ) = −1 if f has Witt index k − 1.
Let S be a symmetric matrix in S n (F q ). We recall that S defines in the usual way a symmetric bilinear form on F n q × F n q , which we shall denote by f S . The rank of f S is the same as the rank of the matrix S.
Definition 2. Let S be a non-zero symmetric matrix of even rank 2k in S n (F q ), where q is a power of an odd prime. We set w(S) = w(f S ), where w(f S ) is defined as above. We say that S is of positive type if w(S) = 1, otherwise, we say that S is of negative type. Lemma 1. Let q be a power of an odd prime and let V be a vector space of dimension n over F q . Let f be a symmetric bilinear form defined on V × V . Then the number of vectors v in V with f (v, v) = 0 equals
if f has even rank 2k, and equals q n−1 if f has odd rank.
Proof. When f is non-degenerate, the formula for the number of vectors with the stated property is given in [5, Theorem 6 .26] (where the quantity denoted by η((−1) n/2 ∆) is the same as our w(f )). The general formula follows from the non-degenerate case by taking into account the q n−2k vectors in the radical of f .
We consider next the finite field F q 2 , where q is a power of an arbitrary prime. Given λ ∈ F q 2 , we adopt the convention that
The bar operator is F q -linear and has order 2 on F q 2 Our next lemma is a version of Lemma 1 for hermitian forms.
Lemma 2. Let W be a vector space of dimension n over F q 2 and let g be a hermitian form of rank k ≤ n defined on W × W . Then the number of vectors w ∈ W with g(w, w) = 0 is
Proof. When g is non-degenerate, the formula for the number of isotropic vectors is given in [6, Lemma 10.4] . The general formula follows from the non-degenerate case by taking into account the q 2(n−k) vectors in the radical of g.
A counting theorem for subspaces of hermitian forms
Let W be a vector space of dimension n over F q 2 . The set of hermitian forms defined on W × W is naturally a vector space of dimension n 2 over F q under the usual operations of addition and multiplication by scalars in F q .
Let M be an F q -subspace of hermitian forms of dimension r defined on W × W and let N M (0) denote the number of vectors w in W with H(w, w) = 0 for all H ∈ M. Our main result of this section is a formula for N M (0) in terms of the ranks of the elements of M. Our proof is a straightforward generalization of an elegant double counting formula of Fitzgerald and Yucas, [2, Theorem 2]. Theorem 1. Let W be a vector space of dimension n over F q 2 and let M be an F q -subspace of hermitian forms of dimension r defined on W × W . Let N M (0) denote the number of vectors w in W with H(w, w) = 0 for all H ∈ M. Then we have
where A k is the number of hermitian forms of rank k ≥ 1 in M.
Given x ∈ W , we have
where the dot denotes the usual dot product in F r q and ε(x) = (H 1 (x, x), . . . , H r (x, x)).
Given u ∈ F r q , let N (u) denote the number of x ∈ W with ε(x) = u. Fixing v ∈ F r q , we have u∈F r q ,u·v=0
where N (H v = 0) is the number of elements w in W with H v (w, w) = 0. We now sum this equation over all elements v of (F r q ) × . Taking into account that there are q
where we have used Lemma 2 to evaluate the terms N (H v = 0). Clearly,
Similarly,
Substituting these terms, we obtain
and this simplifies to the equality
Corollary 1. Suppose we have r hermitian forms defined on W × W , where dim W = n. Then if n > r, the number of common zeros of the forms is divisible by q and hence the forms have a non-trivial common zero in F q 2 .
Proof. We may suppose that the forms are linearly independent over F q , since if the result we wish to prove holds for r linearly independent forms, it will clearly hold for any r forms. Let M be the F q -subspace spanned by the forms. Clearly, dim M = r in this case. By hypothesis, if k denotes the rank of any element of M,
More generally, the argument above proves that q n−r divides N M (0), a result in the spirit of the Chevalley-Warning theorem.
Subspaces of symmetric and hermitian matrices with specified ranks
Let A be a matrix in M n (F q 2 ). As usual, we let A denote the matrix obtained by applying the bar automorphism of F q 2 to all entries of A. We say that A is hermitian if
where T denotes the transpose operator. We let H n (F q ) denote the subset of all hermitian matrices in M n (F q 2 ). H n (F q ) is a vector space of dimension n 2 over F q . Given an hermitian matrix A in H n (F q ), we recall that we may define an hermitian form, f A , say, on W × W , where W = (F q 2 ) n , by setting
for all u and v in W . We may thus identify hermitian forms with hermitian matrices and F q -subspaces of H n (F q ) with F q -subspaces of hermitian forms defined on W × W . We will use this identification of subspaces, together with Theorem 1, to bound the dimension of a subspace M of hermitian matrices in which all non-zero elements have odd rank. Thus, when we talk of N M (0) for such a subspace of hermitian matrices, we mean the corresponding number for the subspace of hermitian forms derived from M. Theorem 2. Let M be a non-zero F q -subspace of H n (F q ) of dimension r. Suppose that each element of M × has odd rank and let t be the maximum rank of an element of M. Then r ≤ t. Moreover, if M × also contains elements of rank less than t, then r ≤ t − 1.
Proof. It follows from Theorem 1 that, since element in M × has odd rank,
We note also that if k is the rank of some element of M × , then
Furthermore, we clearly have N M (0) ≥ 1. It follows that
However, since
This inequality implies that r ≤ t. Suppose now that the different odd numbers that occur as the ranks of the elements of M × are t 1 , . . . , t s , where s > 1 and
Suppose that there are B i elements of rank t i for 1 ≤ i ≤ s. Then we have
and hence
we obtain
We know that r ≤ t by the earlier part of this argument. Suppose if possible that r = t in this case. Then we have
which is clearly a contradiction, since B 2 ≥ 1 and q t−t2 − 1 ≥ 3. Consequently, r ≤ t − 1 when two or more odd ranks occur. Corollary 2. Let N be a non-zero F q -subspace of hermitian forms of dimension r defined on W × W , where W has dimension n over F q 2 . Suppose that each element of N × has odd rank. Then N N (0) > 1 unless n is odd, r = n and all elements of N × are non-degenerate.
Proof. Let t be the maximum rank of an element of N × . Then we know that r ≤ t by Theorem 2. Since we have
is divisible by q 2n−r−t and hence greater than 1 (since certainly N N (0) ≥ 1) unless r = t = n. In this case, n is odd. Moreover, Theorem 2 implies that N × contains only elements of rank t and hence each element of N × is non-degenerate.
We note conversely that if n is odd and N is an n-dimensional subspace of hermitian forms in which each element of N × is non-degenerate, then N N (0) = 1. Such subspaces exist, as follows, for example, by Lemma 3 below.
Corollary 3. Let M be a non-zero F q -subspace of n × n symmetric matrices of dimension r. Suppose that each element of M × has odd rank and let t be the maximum rank of an element of M. Then r ≤ t. Moreover, if M × contains elements of rank less than t, then r ≤ t − 1.
Proof. We may consider M to be an F q -subspace of hermitian matrices in H n (F q ). Since the rank of a matrix does not change under field extension, M satisfies the hypotheses of Theorem 2 and the corollary is an immediate consequence of the theorem.
To construct illustrative examples, we shall use the following embedding theorem for finite fields. We include a proof for lack of a convenient reference, but the result is not new.
Lemma 3. For any positive integer n, the finite field F q n can be embedded into M n (F q ) as an n-dimensional subspace of symmetric matrices.
Proof. Let f be an irreducible monic polynomial of degree n over F q and let A be the companion matrix of f . Then the polynomials in A provide us with an embedding of F q n into M n (F q ) as an n-dimensional subspace, M, say, in which each non-zero element is invertible. Now there exists an invertible symmetric matrix X, say, in
Furthermore, for any non-zero polynomial g in F q [x] of degree less than n, Z = Xg(A) is also symmetric and satisfies
See, for example, [4, p.77] . As explained in Section 5, the determinant mapping from M to F q is surjective, since the norm mapping from F q n into F q is surjective. Consequently, we may find a polynomial g such that Z = Xg(A) has determinant 1. When q is odd, the theory of symmetric bilinear forms over F q shows that we may write
and then we find that Y AY −1 is symmetric. When q is a power of 2, and n is odd, X is symmetric but not alternating, since the rank of an alternating matrix is even. When q is a power of 2, and n is even, explicit calculation of A, as given in [4, p.77] , shows that if X is alternating and f = x n + a 1 x n−1 + · · · + a n−1 x + a 0 , then a 1 = a 3 = · · · = a n−1 = 0. But this implies that f is the square of a polynomial, since F q is perfect, and hence f is reducible, a contradiction. We deduce that the original X is symmetric but not alternating whenever q is a power of 2. In this case, we can write X = W T W for some invertible W in M n (F q ) and then
is symmetric. The construction of Y AY −1 or W AW −1 provides us with the required symmetric embedding.
We consider some examples to indicate that Corollary 3 is sharp or reasonably sharp. We observe first that Lemma 3 implies that if t ≤ n is an odd positive integer, M n (F q ) contains a t-dimensional subspace of symmetric matrices whose non-zero elements all have rank t. We may take this subspace to consist of matrices of the form A 0 0 0 , where A runs over a t-dimensional subspace of S t (F q ), all of whose non-zero elements are invertible. Next, let k be a positive integer and let λ 1 , . . . , λ k+1 be arbitrary elements of any field K. Consider all (2k + 1) × (2k + 1) matrices of the form A = (a ij ), where 1 ≤ i, j ≤ 2k + 1, and a ij = λ (i+j)/2 if i + j is even and less than 2k + 3. Otherwise, a ij is zero. The subset of all such matrices is a subspace, S k+1 , say, of S 2k+1 (K) of dimension k + 1 in which the non-zero matrices have odd rank 1, 3, . . . , 2k + 1.
Thus for example, S 3 consists of elements of the form 
Suppose now that is an odd integer greater than 1. If in the example above, we replace the entries λ i , 1 ≤ i ≤ k + 1, by arbitrary × matrices A i , 1 ≤ i ≤ k + 1, in an embedding of F q into M (F q ) as an -dimensional subspace of symmetric matrices, we obtain a (k + 1) -dimensional subspace of S (2k+1) (F q ), whose nonzero elements have rank , 3 , . . . , (2k + 1) . We turn to the problem of giving a dimension bound for constant even rank subspaces of hermitian matrices. Theorem 3. Let M be a non-zero F q -subspace of H n (F q ) of dimension r. Suppose that each element of M × has even rank 2t. Then r ≤ 2n − 2t.
Proof. Theorem 1 implies that
Since q is relatively prime to q 2t + q r − 1 and N is an integer, we must have r ≤ 2n − 2t.
We show next that the bound just obtained is sharp. Our example uses a form of the doubling process described in [3] .
Proof. We embed F q 2(n−t) into M n−t (F q 2 ) via the regular representation. The resulting subspace of matrices, N , say, whose non-zero elements are all invertible, has dimension 2(n − t) when considered over F q . Let A be an element of rank t in M t×(n−t) (F q 2 ). Then the subspace M = A N , consisting of all left multiples of elements of N by A, is a constant rank t subspace of M t×(n−t) (F q 2 ). Consider now the subset S, say, of M n (F q 2 ) consisting of all elements of the form
where C runs over the elements of M, and O t and O n−t denote the zero matrices of size t × t and (n − t) × (n − t), respectively. It is straightforward to see that each element of S × is hermitian and has rank 2t. Furthermore, S is a subspace of dimension 2(n − t) when considered over F q . Thus S satisfies the hypotheses of Theorem 3, and its existence implies that the conclusion of the theorem regarding dimension is sharp.
Bounds for subspaces of symmetric bilinear forms
We begin by obtaining a version of Theorem 1 for subspaces of symmetric bilinear forms. As the proof is a straightforward generalization of our earlier proof, using Lemma 1 in place of Lemma 2, we omit the details.
Theorem 5. Let V be a vector space of dimension n over F q , where q is a power of an odd prime, and let M be an F q -subspace of symmetric bilinear forms of dimension r defined on V × V . Let N M (0) denote the number of vectors v in V with f (v, v) = 0 for all f ∈ M. Then we have
where A 2k is the number of symmetric forms of rank 2k > 0 and positive type in M, and B 2k is the number of symmetric forms of rank 2k > 0 and negative type in M.
In the spirit of Corollary 1, we have the following theorem, which is a well known consequence of the Chevalley-Warning theorem. See, for example, [5, Corollaries 6.6, 6.9].
Corollary 4. Suppose we have r symmetric bilinear forms defined on V ×V , where V is a vector space of dimension n over F q and q is a power of an odd prime. Then if n > 2r, the number of common zeros of the forms is divisible by q and hence the forms have a non-trivial common zero.
We proceed to apply Theorem 5 to investigate even constant rank subspaces of symmetric matrices. Theorem 6. Suppose that q is odd and M is a non-zero constant rank 2t subspace of S n (F q ) of dimension r. Then r ≤ n − t if w(S) = 1 for all non-zero S, r ≤ t if w(S) = −1 for all non-zero S, and r ≤ n.
if M contains equal numbers of non-zero elements of each type.
Proof. Suppose first that w(S) = ε, say, for all S ∈ M × . Then we have
Since N M (0) is an integer and q t +εq r −ε is relatively prime to q, it is straightforward to see that r ≤ n − t if ε = 1. If ε = −1, the fact that N M (0) is positive implies that r ≤ t. whenever M contains no non-zero elements of even rank. This of course leads to the conclusion that r ≤ n. However, we have already proved a stronger form of this inequality in Corollary 3, which we may use to prove the following result.
Corollary 5. Let M be an F q -subspace of symmetric bilinear forms defined on V × V , where q is a power of an odd prime. Suppose that M contains no non-zero elements of even rank, and let t be the largest rank of an element of M × . Then
where d ≥ n − t. Thus N M (0) is a power of q greater than 1 unless n is odd, M has dimension n and all elements of M × have rank n.
It seems to be more difficult to find sufficient conditions for N M (0) to be greater than 1 when M contains elements of even rank. Here we describe one special case, when n is even and M × consists of elements of maximal rank n.
Corollary 6. Suppose that n = 2m is even and M is a constant rank n F q -subspace of symmetric bilinear forms defined on V × V , where q is a power of an odd prime.
where A is the number of elements of positive type in M × and B is the number of elements of negative type. A computer calculation shows that M is a 5-dimensional constant rank 4 space with the stated distribution of types.
The doubling process described in [3] and already used in Section 4 enables us to show that the bound described in Theorem 6 is sharp when all non-zero elements in the subspace have positive type. Theorem 7. Let t be a positive integer with 2t ≤ n. Then there exists a subspace of S n (F q ) of dimension n − t in which each non-zero element has even rank 2t and positive type.
Proof. Following the proof of Theorem 4, we may construct a constant rank t subspace M, say, of M t×(n−t) (F q ) of dimension n − t. Consider now the subset S, say, of M n (F q ) consisting of all elements of the form
where C runs over the elements of M, and O t and O n−t denote the zero matrices of size t × t and (n − t) × (n − t), respectively. It is straightforward to see that each element S of S × is symmetric and has rank 2t. We claim furthermore that w(S) = 1. For the existence of the zero matrix O n−t as a submatrix of S implies that the symmetric bilinear form f S defined by S has a totally isotropic subspace of dimension n − t. This subspace contains the radical of f S , and modulo the radical, its image is a totally isotropic subspace for f S of dimension t. Since f S has rank 2t, it follows that its Witt index is t and hence w(S) = 1, as claimed. Finally, since S is a subspace of dimension n − t, it meets the requirements of the theorem.
We would like to investigate if the bound described in Theorem 6 is sharp in the case when all non-zero elements in a subspace of symmetric matrices have the same rank and the same negative type. To do this, we begin by recalling some facts about the embedding of a field into a matrix ring.
Suppose that we embed the field F q 2m into M 2m (F q ) by its regular representation over F q . Then we obtain an 2m-dimensional subspace, M, say, of M 2m (F q ) in which each non-zero element is invertible. Given S ∈ M, we have
where we identify S with an element of F q 2m and N denotes the norm mapping from F × q 2m to F × q . Theorem 8. Let m be a positive integer. Then there exists an m-dimensional subspace of S 2m (F q ) in which each non-zero element has rank 2m and negative type.
Proof. We first recall that an invertible symmetric matrix S in S 2m (F q ) satisfies w(S) = −1 if and only if det S is a non-square in F × q , except when m is odd and q ≡ 3 mod 4, in which case the condition is that det S is a square.
We consider the field F q 2m and its subfield F q m . Let
be the norm mapping, which is well known to be a surjective homomorphism. We claim that each element x ∈ F × q m is a square in F × q 2m . To prove this, we must show that x
This is clear, however, since x q m −1 = 1 and hence
as required. Thus, since N is a homomorphism, N (x) is a square in F × q . Finally, consider an embedding of F q 2m into S 2m (F q ) by symmetric matrices. Let A be the image of F q m under this embedding. A is a subspace of dimension m in which each non-zero element has rank 2m and square determinant, by what we have proved above. Thus if m is odd and q ≡ 3 mod 4, A is a subspace of S 2m (F q ) with the required property. In all other cases, let w be an element of F q 2m with N (w) a non-square in F × q . Then A w is a subspace with the required property (here, we think of w as a symmetric matrix in the embedding of F q 2m into S 2m (F q )). 
Constant rank 3 subspaces of symmetric matrices
It seems reasonable to ask if a constant rank k subspace of symmetric matrices over an arbitrary field has dimension at most k when k is odd. We have proved this is true for a finite field, and an application of the Kronecker pair theory, discussed below, shows that over an algebraically closed field, the maximum dimension of an odd constant rank subspace of symmetric matrices is 1. As an indication that a general result for all fields might be true, we shall present a proof that, over an arbitrary field, the maximum dimension of a constant rank 3 subspace of symmetric matrices is 3.
Let V be a finite dimensional vector space over the field K and let f and g be symmetric bilinear forms defined on V × V . A basic result in the theory of bilinear forms, due essentially to Kronecker, shows that there is a decomposition
of V into subspaces V 1 , V 2 and V 3 . This decomposition is orthogonal with respect to both f and g. See, for example, the treatment of this subject given in [7, Theorem 3.1] .
We may choose the notation so that f is non-degenerate on V 1 , g is nondegenerate on V 2 , and V 3 is the orthogonal direct sum (with respect to f and g) of basic singular subspaces. We allow the possibility that any of the V i is a zero subspace and also that g is non-degenerate on V 1 , or f is non-degenerate on V 2 .
A basic singular subspace U , say, with respect to f and g, has odd dimension, 2r + 1, say, and the restriction of each of f and g to U × U has even rank 2r. We note in particular that a one-dimensional basic singular subspace is contained in the radical of both f and g.
For our purposes in this paper, we need to know that if U is a 3-dimensional basic singular subspace, we can choose a basis of U so that the matrices of f and g are, respectively
where λ and µ are elements of K. Provided that K has characteristic different from 2, we may further choose the basis of U so that
although this fact is not required in the development of our work here. We note the important fact for our investigation that if a and b are elements of K, not both 0, the symmetric form af + bg also has rank 2 on U × U . The following is our basic result for investigating constant rank 3 subspaces of symmetric matrices. Lemma 4. Let f and g be symmetric bilinear forms of rank 3 defined on V × V . Suppose that af + bg has rank 3 for all a, b in K, with a and b not both 0. Then provided |K| ≥ 4, f and g have the same radical.
Proof. Following the notation of our earlier discussion, we have to show that V 3 has codimension 3 in V and equals the radical of both f and g.
Since f and g both have rank 3, it is clear that
Moreover, since V 3 is the sum of basic singular subspaces, it can contain at most one basic singular summand of dimension greater than 1. Suppose then that V 3 contains a basic singular summand U , say, of dimension 2r + 1 > 1. As both f and g have rank 2r on U × U , it follows that r = 1 and dim U = 3. We deduce then that
Consideration of essentially identical cases shows that we need only examine what happens when dim
Neglecting one-dimensional basic singular subspaces, which are in the common radical, we see that f and g are represented by the 5 × 5 matrices f + g has rank 4, whereas in the latter case, df − cg has rank 2.
We have a contradiction in each case, and it follows that V 3 is contained in the common radical of f and g. To finish the proof, it suffices to assume that V 3 = 0 and dim V ≤ 6. We proceed to consider the various essentially different possibilities in turn.
Suppose first that dim V 1 = 3. Consideration of ranks then implies that f is zero on V 2 . Now if g is also non-degenerate on V 1 , then V 2 = 0 and we have the situation described in the lemma. Thus, if the situation described in the lemma does not obtain, we can assume that g is degenerate on V 1 × V 1 , and hence dim V 2 ≥ 1. Now if dim V 2 = 3, g must be 0 on V 1 × V 1 . This, however, clearly implies that f + g has rank 6, which is not the case. Thus, if the lemma does not hold, the supposition that dim V 1 = 3 implies that 1 ≤ dim V 2 ≤ 2.
With respect to suitable bases in V 1 and V 2 , we may take f and g to be represented by the matrices A 0 0 0 , B 0 0 C , where A and B are 3 × 3, A and C are invertible, and B singular. Suppose first that dim V 1 = 3, dim V 2 = 2. Then B has rank 1. Now A + B has rank at least 2, since the sum of two matrices of rank 1 has rank at most 2. It follows that f + g has rank at least 4, contrary to hypothesis. Suppose next that dim V 1 = 3, dim V 2 = 1. Then B has rank 2. For any element λ of K, λA + B is invertible unless −λ is an eigenvalue of A −1 B. Since A −1 B has at most three different eigenvalues, we can choose λ so that λA + B is invertible if |K| ≥ 4, and this means that λf + g has rank 4, again a contradiction.
There remains the case that dim V 1 = dim V 2 = 2 to resolve. Here, we may assume that f and g are represented by the symmetric matrices All non-trivial linear combinations of f and g have rank 3, yet f and g have different radicals.
Corollary 9. Let S be a subspace of symmetric bilinear forms defined on V × V , where V is a finite dimensional vector space over the field K. Suppose that each non-zero element of S has rank 3. Then if |K| ≥ 4, we have dim S ≤ 3
and each non-zero element of S has the same radical.
Proof. It follows from Lemma 4 that each non-zero element of S has the same radical, R, say, when |K| ≥ 4. Let N be a complement of R in V . Then dim N = 3 and it is clear that the restriction of S to N × N defines a subspace S , say, of symmetric bilinear forms on N × N with dim S = dim S .
Each element of S is non-degenerate and it follows that
This is what we wanted to prove.
We do not know if the final part of Corollary 9 holds when |K| ≤ 3. Nonetheless, Theorem 2 and Corollary 9 imply the following result.
Corollary 10. Let S be a subspace of S n (K). Suppose that each element of S × has rank 3. Then dim S ≤ 3.
