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である行列である. 配列データの各列を表すラベルを特徴という. 一方, アンチバイオグ




械学習の手法である特徴選択に着目する. 特に, 一貫性に基づく特徴選択とは, 特徴集合
に対応する行列がクラスラベルを決定する度合である一貫性指標に基づいた特徴を選択
する手法である. 本論文では, この一貫性に基づく特徴選択アルゴリズムとして, 高速な
CWCと LCCに着目する. そして, 特徴集合の評価指標に基づいて, これらの既存手法よ
りもよりよい特徴集合を選択する手法を提案する.
まず, 特徴集合の評価指標として, 新たに, 特徴集合から一意に決定できるクラスラベル
を持つインスタンスの数である説明インスタンス数を導入する. そして, 既存手法よりも
2説明インスタンス数が多い特徴集合を選択する手法として, 反復特徴選択を設計し, それ










操作を繰り返す. 一方, この対称不確実性の昇順列の利用は, 経験的に有効であるが理論
的な根拠はない. そこで本論文では, この昇順列に, 部分列の入れ替えや反転などのゆら
ぎを導入することで, CWCとLCCによって選択された特徴集合の要素数と正確度がどの
ように変化するかを議論する. その結果, 要素数は小さくなるが正確度がほとんど変わら





この操作を再選択という. 一般に, 再選択によって得られる近接集合は, 最初に選ばれた
特徴集合よりも要素数が大きくなると推測されるが, 本論文では, CWCではその推測が必
ずしも正しくない簡単な例を挙げる. 実際に, 要素数が小さいが正確度がほとんど変わら
ず, かつ, 特徴の重複がほとんどない近接集合を再選択するベンチマークデータ, 要素数は
3大きくなるが正確度が上がる近接集合,および, 要素数が小さくなり正確度も上がる近接
集合を再選択する配列データが存在することを示す.
一方, アンチバイオグラムからのパターン発見として, 本論文では, トランザクションの
集合から, アイテムが相互に依存して出現するアイテム集合である相互依存パターンの抽
出に着目する. 相互依存パターンは集合であるが, アンチバイオグラムはアイテムである
薬剤感受性検査結果が重複して記載されているため, 本論文では, まず, アイテム集合を重
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やアミノ酸配列 (amino acid sequence)といった配列データ (sequence data)である. この
ような配列データは, 公共データベースである NCBI(National Center for Biotechnology
Information)[5]などに蓄積されている.
インフルエンザウイルスの配列データの解析として, Makino ら [17, 18]は, 塩基配列
から再構成される進化系統樹に基づいた塩基配列の位置間の選定距離を導入した. また,
Shimada ら [23]は 2009年のA型H1N1亜型ウイルスのパンデミック解析のために剪定距
離に基づく塩基配列位置のクラスタリングに取り組んだ. 一方, Hamadaら [9, 10]は, A
型インフルエンザウイルス塩基配列の進化系統樹に対する合致部分木マッピングカーネル




高精度な分類 [9, 10]にある程度成功した. しかしながら, これらの研究では進化系統樹を
媒介して塩基配列位置を解析するため, 効率が非常に悪い, という欠点が残された. そこで
本論文では, このような配列データの位置を直接, かつ, 効率的に解析するために, インフ
ルエンザウイルスの塩基配列やアミノ酸配列の解析に, 特徴選択 (feature selection)[6]の一




resistant bacteria)の蔓延を防ぐことが必要となる. そのために, 医療施設に蓄積されてい
るさまざまな薬剤に対する感受性結果であるアンチバイオグラム (antibiogram)を解析す
ることが重要となる.




いた. 一方, この手法は, 同一菌株の伝搬に着目しているため, 院内感染の要因の一つと考
えられている, 薬剤の投与により検出菌が変化する菌交代 (microbial substitution)を表現
するパターンを原理的に抽出できない. そこで本論文では, 菌交代パターンとして相互依
存重集合 (mutually dependent multiset) を定式化し, その抽出手法を設計する.
上述したインフルエンザウイルスの塩基配列やアミノ酸配列である配列データ,および,
アンチバイオグラムは共に離散値からなる列のデータである. 本論文ではこれらをまとめ
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て医療離散列データ (medical discrete sequence data) という.
このうち, 本論文で扱う配列データは, 長さが同一の整数列の集合であり, 各列の終端の
値はクラスラベル (class label)とよばれる特別なラベルであると仮定する. 配列データの
各行をインスタンス (instance), 終端以外の各列を表すラベルを特徴 (feature)という. そ
して, インフルエンザウイルスの塩基配列やアミノ酸配列などの配列データを, 塩基やア
ミノ酸が数値であり, 終端にクラスラベルが付与された列の集合として扱う.
また, 本論文で扱うアンチバイオグラムは, 患者 ID,日付, 検体材料, 検出菌,および, 108
種類の薬剤に対する感受性検査情報からなるデータ [19]である. これをトランザクション
IDという整数値と,アイテムの集合の組の集合であるトランザクションデータ (transaction
data)として扱う. そして, アンチバイオグラムを, 検出菌をアイテムとし, 日付をトラン
ザクション IDとした日付データ (data on date), および, 患者 IDをトランザクション ID
とした患者データ (data on patients) という 2種類のトランザクションデータに変換して
扱う.
なお, 本論文では, 一貫性に基づく特徴選択の評価に用いるために, 塩基配列データ以外
に, ベンチマークの配列データと人工的に生成した配列データも用いる. また, 相互依存
重集合の評価に用いるために, 人工的に生成したトランザクションデータも用いる.
1.2 一貫性に基づく特徴選択
特徴選択 [6]とは, 配列データの特徴のうち, さまざまな観点から重要となる特徴集合を
選択する手法のことである. 特徴選択は, 現在, 機械学習の一分野として発展しており, 主
に, 候補特徴集合を学習器で予測させ, 予測精度を評価指標としてより評価の高い特徴集
合を選択するラッパー法 (wrapper method)[13], 学習器のモデルの一部として特徴を選択
する埋め込み法 (embedded method)[33], それから, 評価に学習器は用いずに選択基準を用
いて特徴を選択するフィルタ法 (lter method)[14] に大別することができる.
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本論文では, 埋め込み法とは異なり学習器に依存せず, かつ, 一般にラッパー法よりも高
速に動作するフィルタ法に着目する. また, 本論文では, 選択された特徴によってデータ
を分析し説明することを視野に入れ, フィルタ法の中でも, 得られた特徴集合の説明が直
観的に容易な一貫性指標 (consistency measure)を評価しながら特徴を選択する手法であ
る, 一貫性に基づく特徴選択 (consistency-based feature selection)[7, 38]に着目する.
一貫性に基づく特徴選択として最初期に開発された手法が FOCUS[2]である. FOCUS
では, 特徴からクラスラベルが一意に決定できるときに 0, そうでなければ 1とする単純な




これに対して, INTERACT[38]は, まず, 特徴全体を, 単一の特徴の評価値である対称
不確実性 (symmetric uncertainty)の昇順で整列し, 整列された集合を先頭の要素を除く
ことで一貫性指標の一つである非一貫性比率 (inconsistency rate) (またはベイズリスク
(Bayesian risk))を満たすか否かを判定し, 満たすときにはその特徴を除き, 満たさないと




Shinらの開発した CWC[31]は, あらかじめノイズ除去 (denoise)という前処理を行い,
その上で INTERACTやLCCにおける一貫性指標を, FOCUSで導入された二値一貫性指
標に置き換えた手法である. ここで, ノイズ除去は, 一貫性が成り立つことを阻害するイ
ンスタンスをあらかじめ配列データから削除する処理である. したがって, CWCは, 非常
に効率よく処理できる上, 閾値を与えずとも一貫性を計算できるという利点がある. この
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CWCは, 単純な方法にも関わらず, 正確度が高い特徴を選択することが経験的にも知られ
ている.
本論文では, 一貫性に基づく特徴選択として, LCCと CWCに着目する. そして, まず,
一貫性に基づく特徴選択の組合せ最適化問題としての位置づけ, および, CWCと LCCの
位置づけについて議論する. なお, 以降では, 配列データをデータセット (dataset)という.
そのために,特徴集合における値は同一であるがクラスラベルが異なる 2つのインスタン
スを非一貫性インスタンス (inconsistent instances)として定式化する. 非一貫性インスタ
ンスは, ノイズ除去で述べた一貫性が成り立つことを阻害するインスタンスである. また,
非一貫性インスタンスを除外したデータセットを説明データセット (explanatory dataset),
そのインスタンスを説明インスタンス (explanatory instance)と定式化する. このとき, 一
貫性に基づく特徴選択は, 説明インスタンス数が最大となるときに選択される特徴数が最
小となる特徴集合を求める問題となる. したがって, 一貫性に基づく特徴選択を組合せ最









いて最適化する必要があり, CWCと LCCは, 前者の最小化を目的とした手法であると言
える. そこで本論文では, 後者, すなわち, 説明インスタンスの数を最大化することを目的
として, 一貫性に基づく反復特徴選択 (iterative feature selection)という手法を設計する.





INTERACT, LCC, CWCで用いられている対称不確実性は, フィルタ法による特徴ラ
ンキング指標 (feature ranking measure) としても利用されている. 例えば, Hall[8]は, 対
称不確実性を利用した相関に基づく特徴選択 (correlation-based feature selection)を導入
しており, Yuと Liu[36]は, これを高速相関フィルタ (fast correlation-based lter, FCBF )
として発展させ, 特徴選択アルゴリズムであるFOCUSやReliefFに組み込んでいる. この
ように, 対称不確実性は特徴間の相関の指標として知られており, 経験的に相関する特徴




に, 特徴の昇順列を新たな列に変換するような 4種類のゆらぎ (uctuation)を導入する.
また, 選択された特徴集合の評価として, 選択特徴の異数率 (ratio of dierent number of
selected features), 選択特徴の類似度 (similarity of selected features), 正確度差 (dierence
of accuracy)という新たな基準を導入する. その結果, 異数率は小さいが正確度はほとんど
変わらず, かつ, 類似していない特徴集合を選択するベンチマークデータ,および, 異数率
は大きいが正確度が上がり, かつ, 非常に類似している特徴集合を選択する塩基配列デー
タが存在することを示す.
ゆらぎの導入と同様に, よりよい特徴を選択する手法として, 本論文では, 特徴集合の再
選択 (reselection)も導入する. この再選択とは, 特徴選択アルゴリズムによって選択され
た特徴集合の中から特徴を 1つ選択してその特徴を削除し, 再度アルゴリズムを適用して
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選択される特徴集合である近接集合 (adjacent set)を得る操作のことである.
一般に, 再選択によって得られる近接集合は, 最初に選ばれた特徴集合よりも要素数が
大きくなると推測されるが, 本論文では, まず, CWCではその推測が必ずしも正しくない





データマイニングの手法として代表的な相関規則マイニング (association rule min-
ing)[37]では, まず, トランザクションデータにおける支持度が最小支持度 (minimum sup-
port)以上となるアイテムの集合 (アイテム集合 (itemiset)という)である頻出アイテム集
合 (frequent itemset)をすべて抽出する. そして, 任意の頻出アイテム集合を前提と帰結に
分割し, 最小確信度 (minimum condence)以上で前提が出現するときに帰結が出現する
ようなすべての含意関係を相関規則として抽出する.
ここで, 相関規則は, 前提が出現するときに帰結が出現する確率が最小確信度以上とな




ようなアイテム集合を相互依存パターン (mutually dependent pattern)として導入した. こ
こで, 依存の度合は, 2つのアイテム集合における条件付き確率である依存度 (dependency)
が最小依存度 (minimum dependency)以上となるかどうかで評価される.
一方, Xiangら [35]は, アイテム集合の任意のアイテムが出現するならばそれ以外のアイ
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テムも最小 h確信度 (minimum h-condence)以上で出現するという超クリークパターン
(hyperclique pattern)を導入した. 彼らは, 超クリークパターンが最小全確信度 (minimum
all-condence)を満たすアイテム集合と等価になることを示した. さらに, 超クリークパ
ターンは, 相互依存パターンとも等価である.
これらの研究 [16, 35]では, パターンはアイテム集合であり, 同一アイテムの 2回以上の
出現を含まない. 一方, トランザクションデータにおいて, アイテム集合を同一アイテム
の 2回以上の出現を含む重集合 (multiset)に拡張することは自然である. 例えば, 本論文
で扱うアンチバイオグラムでは, 重複して出現する日付, 患者 ID, 検出菌は, 院内感染の原
因を表現する規則において必要となる. そこで本論文では, 相互依存パターンを相互依存














重集合の末尾出現 (tail occurrence)を導入する. そして, 末尾出現を管理することで相互











3章では, まず, 一貫性に基づく特徴選択を導入し, 新たに, 非一貫性インスタンス, 説
明データセット, 説明インスタンスを導入すると共に, 一貫性に基づく特徴選択を組合せ
最適化問題として定式化する. そして, 一貫性に基づく特徴選択のアルゴリズムCWCと







5章では, 対称不確実性に基づく特徴の昇順列に, 4種類のゆらぎを導入する. そして,
ゆらぎを用いた一貫性に基づく特徴選択の評価方法を導入すると共に, ベンチマークデー
タ, 人工データ, インフルエンザウイルス塩基配列データに適用し, その効果を検証する.















本論文で用いる塩基配列 (nucleotide sequence)とアミノ酸配列 (amino acid sequence)
は, NCBI(National Center for Biotechnology Information)1で公開されているA型インフ
ルエンザウイルスのRNAデータである. 塩基配列はアデニン (A), ウラシル (U), グアニ
ン (G), シトシン (C)という 4種類の塩基からなり, アミノ酸配列は 20種類のアミノ酸か
らなる. 塩基配列の位置をサイト (site)ともいう.
また, A型インフルエンザウイルスのRNAには, PB2, PB1, PA, HA, NP, NA, MP, NS
という 8種類の RNA分節がそれぞれ 1本ずつパッケージングされている. この RNA分
節はアミノ酸配列ならば, PB2, PB1, PA, HA, NP, NA, M1, M2, NS1, NS2という 10種
類となる.
これらの配列では, すべての値が完全に取得できずに欠損する場合がある. その場合, 欠
1NCBI, National Center for Biotechnology Information.
http://www.ncbi.gov/genome/FLU/
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損位置にギャップ'-'を挿入することで, すべてのデータを同じ長さに揃える.
そして, 本論文では, これらの配列の地域や日時などをクラスラベルとしたデータを利
用する. 3章から 6章ではインフルエンザウイルスA型 (H1N1)ウイルスの塩基配列を対
象とし, 加えて, 4章ではアミノ酸配列を対象とする. また, 各データはNCBIから取得し
た日程などによって差異があるため, 各章で対象としたそれぞれのデータの性質を以下に
述べる. なお, 配列データへの前処理として, 特定の位置ですべてのデータの値が 1種で
あるデータはその位置を除外する.
3章で扱う各分節の配列データの塩基配列の長さは, それぞれ 2341, 2341, 2233, 1778,
1565, 1413, 1027, 890である. また, クラスラベルは, データの採取日時 (以降, 日時)と採
取地域 (以降, 地域)をそれぞれ 14種類と 6種類として扱う. 表 2.1はクラスラベルを日時
としたとき, 表 2.2はクラスラベルを地域としたときのデータ数 (#)とそれがデータ全体
に占める割合 (%)である. なお, 日時と地域についての情報を保持していない配列データ
はあらかじめ除外している. このうち, 表 2.3と表 2.4の日時データDt;Dxは日時をクラ



















4章では, 日時をクラスラベルとしたデータを対象とする. 表 2.5のDnは塩基配列の分
節ごとの配列データ, Dcはアミノ酸配列の分節ごとの配列データにおける配列長 (n), 配






North America 12672 69.32
Oceania 704 3.85
South America 504 2.76






















5章と 6章では, 採取国と採取地域をクラスラベルとした塩基配列を対象とする. Dcは
クラスラベルを採取国とした配列データ, Ddはクラスラベルを採取地域とした配列デー
タである. 表 2.6はDc;Ddの配列長 (n), 配列数 (m),および,クラス数 (c)である.
2.2 アンチバイオグラム
本論文で扱うアンチバイオグラムは, 大阪府立急性期・総合医療センターにおいて 1999
年から 2012年に蓄積された薬剤感受性検査データである. このデータは, 患者 ID, 日付,






















検体材料, 検出菌,および, 108種類の薬剤に対する感受性検査情報であり, 295,031件のレ
コードからなる.
本論文では, アンチバイオグラムを, トランザクション IDという整数値とアイテム集合
の組の集合であるトランザクションデータ (transaction data)の一種として扱う. 特に, ア
ンチバイオグラムではアイテム集合においてアイテムの重複出現を許すため, アイテム集
合を重集合 (multiset)とみなす.
このアンチバイオグラムを, 検出菌をアイテムとし, 日付をトランザクション IDとし
た日付データ (data on date)と患者 IDをトランザクション IDとした患者データ (data on
patients) という 2種類のトランザクションデータに変換して扱う. これらは, 2つ以上の
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データ n c m
PB2 767 272 11524
PB1 1041 272 11364
PA 734 273 11498
HA 643 303 28678
NP 514 273 12015
NA 485 286 23415
M1 307 276 17191
M2 122 276 17085
NS1 237 274 12325
NS2 121 273 12350
に, 人工的に生成したトランザクションデータも用いる.
ベンチマークデータとして, 5章では, DEXTER, DOROTHEA, GISETTE2, HIVA,
NOVAおよび SYLVA3を利用する. 表 2.8は, これらのデータの配列長 (n), クラス数 (c),
配列数 (m), 異なる整数値の数 (d)である.
人工配列データとして, 5章では, それぞれ n = 1; 000, c = 20, m = 800,および,d = 4
を初期パラメータとし, n; c;m; dのいずれか 1つに着目し, パラメータを 5段階に増加さ
せ, 各段階のパラメータに対してそれぞれ 5個の人工配列データを作成する. 表 2.9にそ
れらのデータセットを表す. これらの人工配列データはそれぞれ着目したパラメータを用
いてADn; ADc; ADm; ADdと表す.
一方, 相互依存重集合の評価のために, 人工的に生成したトランザクションデータを用
いる. 7章では, FIMIレポジトリ4のトランザクションデータから, アイテムを繰り返すこ
2NIPS 2003 Workshop on Feature Extraction and Feature Selection Challenge.
http://clopinet.com/isabelle/Projects/NIPS2003/#challenge
3WCCI 2004 Performance Prediction Challenge.
http://clopinet.com/isabelle/Projects/modelselect/datasets/
4FIMI, Frequent Itemset Mining Implementations Repository.
http://www.fimi.ua.ac.be/data
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表 2.6: 5章と 6章で利用する塩基配列データの配列長 (n), 配列数 (m),および,クラス数
(c).
国別塩基配列データDc
データ n c m
PB2 2725 80 12357
PB1 2650 84 12251
PA 3817 81 12263
HA 2358 126 31908
NP 1636 86 12690
NA 1775 111 24827
MP 1223 88 17889
NS 992 79 12958
地域別塩基配列データDd
データ n c m
PB2 2725 7 12357
PB1 2650 7 12251
PA 3817 7 12263
HA 2358 7 31908
NP 1636 7 12690
NA 1775 7 24827
MP 1223 7 17889






とで人工的に生成したデータを利用する. ここで, データ D に対して, データ \D mod k"
はD のすべての整数値アイテム i を, (i mod k) + 1 回 (k = 2; 5; 10)繰り返して得られる
データを表す. 表 2.10は, これらのデータのトランザクション数 (tran:)とトランザクショ
ンに含まれる平均アイテム数 (ave)である.
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表 2.8: ベンチマークデータの配列長 (n), クラス数 (c), 配列数 (m),および,異なる整数値
の数 (d).
データ n c m d
DEXTER 20,000 2 299 6,261
DOROTHEA 100,000 2 800 2
GISETTE 5,000 2 6,000 10
データ n c m d
HIVA 1,617 2 3,845 2
NOVA 16,969 2 1,754 2
SYLVA 216 2 13,086 331
表 2.9: 人工配列データ.
ADn
n c m d
2000 20 800 4
3000 20 800 4
4000 20 800 4
5000 20 800 4
6000 20 800 4
ADc
n c m d
1000 30 800 4
1000 40 800 4
1000 50 800 4
1000 60 800 4
1000 70 800 4
ADm
n c m d
1000 20 900 4
1000 20 1000 4
1000 20 1100 4
1000 20 1200 4
1000 20 1300 4
ADd
n c m d
1000 20 800 5
1000 20 800 6
1000 20 800 7
1000 20 800 8
1000 20 800 9
第 2章 医療離散列データ 23




accidents mod 2 49.11
accidents mod 5 96.87
accidents mod 10 178.77
chess 3,196 37
chess mod 2 50.93
chess mod 5 105.77
chess mod 10 191.91
kosarak 990,002 8.1
kosarak mod 2 10.07
kosarak mod 5 18.79
kosarak mod 10 34.39
mushroom 8,124 23
mushroom mod 2 32
mushroom mod 5 66.81
mushroom mod 10 121.01
retail 88,162 10.31
retail mod 2 13.49
retail mod 5 27.18
retail mod 10 50.68
T10I4D100K 10,000 10.1
T10I4D100K mod 2 12.96
T10I4D100K mod 5 25.39
T10I4D100K mod 10 45.22
T40I10D100K 10,000 39.61
T40I10D100K mod 2 56.61
T40I10D100K mod 5 113.84






ず, 一貫性に基づく特徴選択について必要な定義を導入する. また, 新たに非一貫性イ
ンスタンス, 説明データセット, 説明インスタンスを導入し, 一貫性に基づく特徴選択を
組合せ最適化問題として定式化する. そして, 一貫性に基づく特徴選択のアルゴリズム
CWC [29, 30, 31] および LCC [32]を導入し, それらの組合せ最適化問題における位置づ




本論文を通して, 整数行列をデータセット (dataset)とよび, データセットD = [vij]の各
行~vi = [vi1; :::; vin; vi(n+1)]をインスタンス (instance)という. インスタンス~viの持つ n+1
列目の値 vi(n+1)をクラスラベル (class label)とよび, (~vi)cで表す. また, データセットD
におけるすべてのクラスラベルの集合をCで表す. 以降, 必要がなければ添え字 iは省略
し, クラスラベル (~vi)cを単に ~vcと表す.
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データセットの n + 1列目を除いた各列を特徴 (feature)という. すべての特徴を総特
徴集合 (total feature set)とよび, F = f1; : : : ; ng で表す. 特徴集合X  F に対して, イ
ンスタンス~vのXに対応する値のみを抽出した整数値ベクトルを特徴値ベクトル (feature
vector)とよび, ~vXもしくは (~v)Xで表す. データセットDからX [ fn+ 1g列の値のみを
抽出した行列をDX で表す.
定義 3.1. データセットDと特徴集合X が式 3.1を満たすとき, X はDに関して一貫性
を持つ (consistent)という.
8~u;~v 2 D (~uX = ~vX ) ~uc = ~vc): (3.1)
つまり, XがDに関して一貫性を持つとは, データセットDX の持つそれぞれの特徴値
ベクトル~vからクラスラベル~vcが一意に決定できることをいう. また, データセットDが
明らかである場合は単にXが一貫性を持つという.
一貫性指標 (consistency measure)とは, 特徴集合がどれだけ一貫性を持つ状態に近いか
を表す指標である. 一貫性指標はデータセットDに対して, 特徴集合X  F が一貫性を
持っていれば 0, 持っていなければ 0以外の値を返す関数  : 2F fDg ! [0;1) として定
義する.
具体的な一貫性指標値として, 本論文では二値一貫性 (binary consistency) [29, 30, 31]
とベイズリスク (Bayesian risk)(または非一貫性指標 (inconsistent rate)) [32]を扱う.
定義 3.2 (二値一貫性). Dをデータセット, X  F を特徴集合とする. このとき, 以下の
式 3.2で定義される bin(X;D)を二値一貫性 (binary consistency)という.
bin(X;D) =
8><>:
0; 8~u;~v 2 D (~uX = ~vX ) ~uc = ~vc);
1; それ以外.
(3.2)
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定義 3.3 (ベイズリスク). Dをデータセット, X  F を特徴集合とする. このとき, 以下





jfi j ~vi 2 DXgj  max
y2C
fjfi j ~vi 2 DX ; (~vi)c = ygjg

jDj (3.3)
これらの一貫性指標  2 fbin; icrgとしきい値 (0   < 1)を用いてデータセットD
の一貫性を次のように言い換えることもできる. (X)の値がしきい値 以下のとき, Xは
の下でDに関して一貫性を持つといい, それ以外ならばXが の下でDに関して一貫





9~u;~v 2 D( ~uX = ~vX ^ ~uc 6= ~vc)
本論文ではこのように一貫性を阻害するインスタンス ~uと ~vを, 非一貫性インスタンス
(inconsistent instances)という.
定義 3.4 (説明データセットと説明インスタンス). Dをデータセット, X  F を特徴集
合, I をすべての非一貫性インスタンスの集合をとする. このとき, DX n I を説明データ
セット (explanatory dataset)といい, e;(D; X)と表す. さらに, 説明データセットのイン
スタンスを説明インスタンス (explanatory instance)という.
以後, e;(D; X)の と が明らかな場合は省略する.
一貫性に基づく特徴選択を組合せ最適化問題として定式化すると以下のようになる.
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FSBinCon ([29, 30, 31]参照)
入力例: データセットD, 総特徴集合F , 一貫性指標 , しきい値 
問題: je;(D; X)jが最大になるときに jXjが最小となるような特徴集合X  F
を求めよ.
一般的な特徴選択と同様, 問題FSBinConは計算困難である. なぜなら, 同じ入力例Dと
Fに対して je;(D; X)jが最大となるようなXを見つける問題がNP困難である ([3, 4]参
照)からである.
この一貫性に基づく特徴選択を高速に解くアルゴリズムCWCと LCCで利用されてい
る対称不確実性 (symmetric uncertainty) [20]を導入する. 対称不確実性はデータセットに
対する特徴集合のエントロピーとクラスラベルのエントロピーから定義されている.
定義 3.5 (経験的確率). データセットDと特徴集合X に対して, 特徴値ベクトル ~xが出
現する経験的確率 P (X = ~x)とクラスラベル yが出現する経験的確率 P (C = y)を式 3.4
で定義する.
P (X = ~x) =
jfi j ~vi 2 DX ; (~vi)X = ~xgj
jDj ; P (C = y) =
jfi j ~vi 2 DX ; (~vi)c = ygj
jDj : (3.4)









P (C = y) logP (C = y):
(3.5)
定義 3.7 (条件付エントロピー). クラスラベル Cと特徴集合X に対して, X が出現する





P (X = ~x)
X
y2C






P (X = ~x; C = y) log
P (X = ~x; C = y)
P (X = ~x)
:
(3.6)
定義 3.8 (相互情報量). クラスラベル C と特徴集合 X に対する, 条件付エントロピー
H(CjX)を用いて相互情報量 [21] MI(CjX) (または 情報利得 [22])を式 3.7のように定
義する.
MI(CjX) = H(C) H(CjX) = H(X) H(XjC): (3.7)
相互情報量はそれぞれの特徴が特定のクラスラベルに対して持つ情報量の総和であり,






P (X = ~x; C = y)
P (X = ~x; C = y)
P (X = ~x)P (C = y)
: (3.8)
一方, 相互情報量は, より多くのデータを持つ特徴の方が値が大きくなりがちになり, こ











本論文の特徴選択アルゴリズムでは単一の特徴 iの総特徴集合 F における特徴間の関
連性を測定するために対称不確実性を SU(C; fig)という形で利用する.
例 3.10. 表 3.1のデータセットについて考える. このとき, 特徴 ff3gの情報エントロピー
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データ f1 f2 f3 f4 f5 C
v1 1 0 1 0 0 0
v2 0 1 1 1 0 0
v3 0 1 1 1 0 0
v4 0 1 1 1 1 1
v5 0 1 0 1 0 2
v6 0 1 0 1 0 0
v7 0 1 1 1 1 1
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他の特徴についても同様に求めると以下のようになる.





ルゴリズム LCC(Linear Consistency-Constrained) [30, 31, 32]と CWC(Conbination of




の要素数に関して指数時間の探索が必要となる. 一方, CWCや LCCは, それぞれの特徴
が持つ対称不確実性の総和を最大とする総特徴集合の部分集合を, 貪欲法により効率よく
探索することで, 近似解を選択するアルゴリズムである.
LCCは並び替えと特徴選択という 2つの手続きから成り, CWCはノイズ除去, 並び替
え, 特徴選択の 3つの手続きから成る.




そして, 1行目と 7行目ではそれぞれ並び替えを行っているが, この二つはLCCとCWC
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procedure LCC(D;F)
/* D: データセット, F : 総特徴集合, : しきい値 */
1 S  ff1; : : : fng ;
/* 対称不確実性に基づいてF を並び替えた特徴列を格納 */
2 for j = 1 to n do
3 if icr(S n ffjg;D)   then
4 S  S n ffjg ;
5 output S;
procedure CWC(D;F)
/* D: データセット, F : 総特徴集合 */
6 denoise D;
7 S  ff1; : : : fng ;
/* 対称不確実性に基づいてF を並び替えた特徴列を格納 */
8 for j = 1 to n do
9 if bin(S n ffjg;D) = 0 then
10 S  S n ffjg ;
11 output S;
アルゴリズム 1: LCCおよびCWC.
で同一の手続きである. 総特徴集合Xが持つ各特徴 f 2 FのSU(C; ffg)を計算し,その値
に基づいて昇順に並べ替える. LCCとCWCは貪欲後方探索 (greedy backward elimination)
アルゴリズムであり, 先にある特徴ほど除外対象となりやすい. つまり, この並び替えに
より対称不確実性値が低い特徴が除外されやすくなる.
最後に, 2-4行目と 8-10行目は特徴選択を行っており, 特徴列を前方から順に除外する.
2-4行目の LCCでは特徴列を j = 1から n = jFjまで順に確認していき, 特徴列 Sから特
徴 fjを除外してもベイズリスクが 以下であるか否かを判定し, 条件を満たせば特徴列 S
から特徴 fjを除外する. 8-10行目のCWCでも同様に特徴列の先頭から特徴を選択して,
二値一貫性が 0ならば, 特徴を除外する.
ここで, 説明インスタンスには, X  Y  F のとき je;(D; X)j  je;(D; Y )jとな
る単調性が成り立つ. また, je;(D;X)jが最大であるときに SU(C;X)も最大となり,
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が最大であり jXjが最小となる特徴集合X  F を探索するアルゴリズムとみなすことが
できる. また, LCCは, CWCの条件を緩和したアルゴリズムであり, je;(D; X)j=jDj 
je;(D;F)j=jDj   の条件の下で,
P
i2X SU(C; fig)が最大であり jXjが最小となる特徴
集合X  F を探索するアルゴリズムとみなすことができる.
例 3.11. D を 図 3.2のデータセットとする. ここで, インスタンス (行ベクトル)をそれ
ぞれ ~u, ~v, ~w, ~x, ~y という. 総特徴集合の並び F = f1; 2; 3; 4; 5g は対称不確実性の昇順で
あることに留意する. このとき, CWC(D;F)の結果を考える.
1 2 Sに対して, S が f2; 3; 4; 5g に更新される場合, (f2; 3; 4; 5g) = 0 となる.
2 2 Sに対して, S が f3; 4; 5g に更新される場合, (f3; 4; 5g) = 0 となる.
3 2 S に対して,    !uf4;5g =    !xf4;5g = [0; 0] ではなく, 0 = ~uc 6= ~xc = 1 であるため,
(f4; 5g) = 1 を保持する. そのとき, S は更新されない.
4 2 S に対して,    !vf3;5g =    !xf3;5g = [0; 0] ではなく, 0 = ~vc 6= ~xc = 1 であるため,
(f3; 5g) = 1 を保持する. そのとき, S は更新されない.
5 2 S に対して,    !wf3;4g =    !xf3;4g = [0; 0] ではなく 0 = ~wc 6= ~xc = 1 であるため,
(f3; 4g) = 1 を保持する. そのとき, S は更新されない.
よって, CWC(D;F) の結果は, S = f3; 4; 5g となる. 表 3.2 はまた, DS = Df3;4;5g につ
いても表している.
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1 2 3 4 5 c
~u 1 0 1 0 0 0
~v 0 1 0 1 0 0
~w 1 1 0 0 1 0
~x 1 0 0 0 0 1
~y 0 1 0 0 0 1
3 4 5 c
~u 1 0 0 0
~v 0 1 0 0
~w 0 0 1 0
~x 0 0 0 1
~y 0 0 0 1
D Df3;4;5g







表 3.3: jFj, jXt  Xrj, jXr  Xtj,および,jXt \Xrj.
jFj jXt  Xrj jXr  Xtj jXt \Xrj
6117 2773 1284 971
表 3.4は, 分節ごとに, 総特徴集合F , 選択特徴集合XtとXr, および, 選択特徴数と同
じ要素数になるようにランダムに作成した特徴集合Yの条件付きエントロピーH(CjF),
H(CjXt), H(CjXr), H(CjY )である. 表 3.4において, すべての分節でDyのH(CjF)が
DxのH(CjF)よりも 0に近い値をとっていることから, Dxに対してDyはより一貫性を
持つデータセットに近いデータであることが分かる. また, H(CjY )と比較すると, Xtと
Xrは条件付エントロピーの増加を抑えた特徴を選択できていることが分かる.
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分節 jFj jXtj H(CjF) H(CjXt) H(CjY )
PB2 1060 428 -0.3866 -0.4299 -1.4899
PB1 1033 430 -0.4752 -0.5147 -1.5158
PA 1184 435 -0.4436 -0.4805 -1.3716
HA 939 361 -0.3974 -0.4338 -1.5502
NP 635 358 -0.8915 -0.9345 -1.6520
NA 744 372 -0.7580 -0.7987 -1.9214
MP 401 268 -1.5602 -1.6028 -1.8338
NS 492 320 -1.1489 -1.1980 -1.6781
地域データセット Dy
分節 jFj jXtj H(CjF) H(CjXr) H(CjY )
PB2 1060 282 -0.1150 -0.1387 -0.7863
PB1 1033 296 -0.1661 -0.2299 -0.8667
PA 1184 316 -0.1537 -0.1788 -0.8119
HA 939 238 -0.1415 -0.1607 -0.8593
NP 635 287 -0.3170 -0.3440 -0.8312
NA 744 297 -0.2773 -0.2998 -0.9554
MP 401 239 -0.6885 -0.7048 -0.9260
NS 492 290 -0.4610 -0.4744 -0.7798
CWCによって選択された特徴 (サイト)を, 以下で定義する選択比率を用いて評価する.
定義 3.12 (選択比率). sを長さ lの塩基配列のサイト, Isを集合fbs 0:02lc; : : : ; bs+0:02lcg
とする. また, X を CWCによって選択される特徴, Y を前処理から除外される特徴の集
合とする. そのとき, sの選択比率sを式 3.10のように定義する.
s =
jIs \Xj
jIs   Y j : (3.10)
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この選択比率は, そのサイト sの周辺のサイトがどの程度選択されているかを示してお
り, sの選択比率が高いほど, sの周辺のサイトがより選択されやすいことを表している.
図 3.1は, 分節ごとの選択比率を x軸に表されたサイトの順に並べた結果である. ここ
で, 赤の線は日時データセットDt, 緑の線は地域データセットDrにおけるそれぞれの特
徴選択の結果を表している. 図 3.1より, DtとDrでは選択比率が大きく異なっているこ
とが分かる.






















s) + jf(ts)  f(rs)j): (3.14)
直観的に, 式 3.11から得られるサイトはDtのクラスラベルに影響されやすいがDrのク
ラスラベルにはあまり影響されないことを表しており, 逆に, 式 3.12から得られるサイト
はDrのクラスラベルに影響されやすいがDtのクラスラベルにはあまり影響されないこ
とを表している. さらに, 式 3.13から得られるサイトはどちらのクラスラベルにも影響さ
れやすく式 3.14から得られるサイトはどちらのクラスラベルにもあまり影響されないこ
とを表している. 表 3.5は, それぞれの式から得られる各 RNA分節の特徴的なサイトで
ある.


































































































































































図 3.1: すべての分節に対するすべてのサイトの選択比率. x軸は塩基のサイト, y軸は選
択比率を表す.
第 3章 一貫性に基づく特徴選択によるインフルエンザウイルス塩基配列解析 37
表 3.5: 各RNA分節の特徴的なサイト.
分節 サイト 式 3.11 式 3.12 式 3.13 式 3.14
PB2 2341 1625 2341 871 997
PB1 2341 1621 1961 2057 548
PA 2233 1635 1569 2210 589
HA 1778 337 1392 638 138
NP 1565 925 8 1197 133
NA 1413 1145 3 1375 574
MP 1027 91 230 289 881
NS 890 789 889 68 39
表 3.5より, PB2は式 3.12から得られるサイトが末尾になっていることから, PB2では,
Drで選択された特徴集合が末尾に集まっており, Dtではあまり選択されていないことが
分かる. PB2, PB1, PAの式 3.11から得られるサイトは 1620から 1640であることから,
これらの分節ではDtで選択された特徴集合がこの付近に集まっており, それらはDrでは
あまり選択されなかったことが分かる.





表 3.6では t"r"は分節 PB2, PB1, PA, HA, NAで, t#r"は分節 NP, MP, NSで最大と
なっている. 一方, t"r#は PB2, HA, NP, MP, NSで, t#r"は PAで最小となっている. ま
た, t#r#は PB1とNAで最小となっている.
実験結果から, 図 3.1では, 日時データセットと地域データセットで選択比率の分布が
似ている分節と大きく異なる分節を示した. PB2やHAは, 選択比率が増減するサイトが
似ており, NPやNSは選択比率が地域データセットでは増加し, 日時データセットで減少
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表 3.6: Dt と Drの選択比率の評価.
分節 サイト t"r# t#r" t"r" t#r#
PB2 2341 54 839 1332 116
PB1 2341 130 553 1610 48
PA 2233 285 231 1406 310
HA 1778 74 443 1179 82
NP 1565 169 602 451 343
NA 1413 94 549 679 91
MP 1027 32 536 328 131
NS 890 32 504 211 143
するサイトが存在した. このようなサイトの中でもより特徴的なサイトを 4つの評価式で
求めた. また, 表 3.3より, 地域データセットで特徴選択を行った結果得られた特徴集合の













一貫性に基づく特徴選択アルゴリズム, 特に, CWCでは, 総特徴集合の中から, 一貫性
指標に基づくある種の局所解である特徴集合を選択していると考えることができる. しか
し, この局所解が常に最適解になるとは限らない. そこで本節では, 局所解が最適解でな
いときに, 改めて局所解から最適解を求める手法である反復特徴選択アルゴリズムを設計
する.
FS を特徴選択アルゴリズム, Dをデータセット, F を総特徴集合とする. このとき, ア
ルゴリズム 2は, 特徴選択を繰り返し適用することで, 説明インスタンスが最大となる特
徴集合を求める反復特徴選択アルゴリズムである.
反復特徴選択は, 特徴選択, データセット作成の手順で行う. まず, 一時的なデータセッ
トD0, 特徴集合F 0,および, 出力集合 Y をそれぞれ, 与えられたD, 与えられたF ,および,
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;で初期化する. 次に, 3行目で, 与えられた特徴選択手法FSをデータセットD0と特徴集
合F 0に適用して, 特徴集合をXとして選択する. そして, 4行目で, D0から説明インスタ
ンス e;(D0; X)を除外し, F 0から選択特徴集合X を除外することで, D0とF 0を更新し,
XをY に加える. これらの手続きをD0とF 0が空になるまで繰り返し, どちらかが空にな
るときに, 出力特徴集合 Y を出力する.
なお, 本章では FS にCWCや LCCを用いているが, 他の一貫性に基づく特徴選択の手
法を利用することは可能である.
procedure ItFS(FS;D;F)
/* FS: 特徴選択アルゴリズム, D: データセット, F : 総特徴集合 */
/*  2 fbin; icrg: 一貫性指標, : しきい値 */
1 D0  D;F 0  F ;Y  ;;
2 while D0 6= ; and F 0 6= ; do
3 X  FS(D0;F 0) ;
4 D0  D0 n e;(D0; X) ; F 0  F 0 nX ; Y  Y [X ;




本節では, 3.3節で利用したデータセット Dtと Drに対して, 4.1節の反復特徴選択を
適用する. Dtに対して, 反復処理ごとに選択される特徴集合が持つ条件付エントロピー
H(XjC)を表 4.1と図 4.1で表し, 同様にDrに対する結果を表 4.2と図 4.2で表す. ここ
で, 表 4.1と表 4.2では, 繰り返しごとの最小値を太字, 2番目に少ない値を斜体, 最大値を
下線で表している.
表 4.1と図 4.1より, Dtでは, PB2が常に最小または最小から 2番目に小さな値を持ち,
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表 4.1: データセットDtに対してCWCの反復処理によって選択された特徴の条件付エン
トロピーの値.
seg 0 1 2 3 4
PB2 0.3117 1.1828 1.9122 2.1705 2.2588
PB1 0.3649 1.1789 1.9236 2.1933 2.2755
PA 0.3404 1.2020 2.0016 2.2100 2.2658
HA 0.3177 1.1839 1.9065 2.2101 2.2858
NP 0.6441 1.7761 2.1731 2.2734 2.3034
NA 0.5406 1.8169 2.1697 2.2636 2.2806
MP 1.1360 2.0688 2.2107 2.2619 2.3017
NS 0.8547 1.9738 2.2253 2.2903 2.3142
seg 5 6 7 8 9
PB2 2.2824 2.2898 2.2907 2.2915 2.2926
PB1 2.2964 2.2989 2.2989 2.2989 2.2989
PA 2.3000 2.3041 2.3099 2.3099 2.3099
HA 2.3159 2.3185 2.3193 2.3193 2.3193
NP 2.3060 2.3060 2.3060 2.3060 2.3060
NA 2.2984 2.3001 2.3001 2.3001 2.3001
MP 2.3097 2.3143 2.3152 2.3152 2.3152
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表 4.2: データセットDrに対して CWCの反復処理によって選択された特徴の条件付エ
ントロピーの値.
seg 0 1 2 3 4
PB2 0.0575 0.2295 0.4818 0.7134 0.8269
PB1 0.0992 0.3115 0.5528 0.6848 0.7564
PA 0.0940 0.3242 0.5535 0.6869 0.7358
HA 0.0822 0.2737 0.5238 0.6877 0.7683
NP 0.1837 0.5193 0.6651 0.7652 0.7980
NA 0.1616 0.4565 0.6808 0.8369 0.8835
MP 0.3838 0.7715 0.8400 0.8614 0.8764
NS 0.2453 0.6104 0.7696 0.8583 0.8745
seg 5 6 7 8 9
PB2 0.8609 0.8674 0.8721 0.8749 0.8749
PB1 0.8567 0.8646 0.8696 0.8822 0.8822
PA 0.7924 0.7943 0.7960 0.8005 0.8009
HA 0.8204 0.8327 0.8352 0.8367 0.8367
NP 0.9006 0.9148 0.9148 0.9154 0.9154
NA 0.8873 0.8875 0.8889 0.8986 0.8986
MP 0.9118 0.9128 0.9128 0.9128 0.9128
















図 4.2: データセットDrに対して CWCの反復処理によって選択された特徴の条件付エ
ントロピーの遷移. x軸は反復回数, y軸は条件付エントロピーを表している.
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PB2, PB1, PA, HAがNP, NA, MP, NSと比べ, より低い値となっている. 一方, 反復回数
が 6回を超えるとHAが最も高い条件付エントロピーを持つ. 表 4.2と図 4.2より, Drで
は, 反復回数が 2回目までPB2が最小の値ではあるが, それ以降では大きく増加している.






タンス数を比較する. 表 4.3は, データセットに対する, 分節, インスタンス数 (m),およ
び,特徴数 (n)と, それぞれの説明インスタンス数 (je(D;X)j), 選択した特徴数 (jXj),およ
び,それらの全体に対する割合である.
CWCと ItCWCに対する説明インスタンスの平均値 je(D;X)j=mの差の平均は,塩基配
列データは 1.27%であり, アミノ酸配列データは 0.19%である. 選択特徴数の平均値 jXj=n
の差の平均は, 塩基配列データが 8.26%であり, アミノ酸配列データは 11.18%である.
表 4.3より, 説明インスタンスの平均値 je(D;X)j=mは塩基配列がアミノ酸配列データ
より大きくなっており, 塩基配列データは 0.54%から 2.00%に対して, アミノ酸配列データ
は 0.00%から 0.43%である. 選択特徴 jXj=nの比はアミノ酸配列データより小さいことが
分かる.
一方, 選択特徴の平均値 jXj=nは, 塩基配列データは 6.23%から 12.13%, アミノ酸配列
データは 3.23%から 20.00%となるため,無関係であると考えられる. これは,塩基配列デー
タの特徴は 4種類である一方, アミノ酸配列データの特徴は 20種類であり, 塩基配列デー





つけることができている. したがって, アルゴリズム ItCWCは特徴の種類が少数である
データセットに有効であると考えられる.
表 4.4は, CWCと ItCWCの計算時間, ItCWCの繰り返し回数 (#it),および, 初期化
処理時間 ("init.")を表す.
計算時間を見ると, ItCWCはCWCの約 2倍程度に収まっており, 計算時間の爆発は
起こっていない.
ItCWCに与える FSは, CWC以外の一貫性に基づく特徴選択アルゴリズムも適用で
きる. 表 4.5は, アルゴリズムCWCと ItCWC,および, LCCと ItLCCで得た特徴の説
明インスタンス数 je(D;X)jである.
表 4.5より, CWCと LCCおよび ItCWCと ItLCCの説明インスタンス数は類似し





し, 評価指標として新たに説明インスタンス数を定義した. そして, 説明インスタンス数
を最大化するアルゴリズムとして反復特徴選択 ItCWCを設計した. 設計したアルゴリ
ズムを, 日時データセットDtと地域データセットDr, および, 塩基配列データDnとアミ
ノ酸配列データDaに適用した.
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反復回数に対して日時データセットでは, 条件付エントロピーは分節ごとに同様に増加




の分節に対して, 低い値を保つことが分かる. したがって, 反復特徴選択による結果の特
徴集合を利用する場合, 日時データセットDtでは PB2と PB1を利用し, 地域データセッ
トDrでは PAとHAを利用するとよいと考えられる.
塩基配列データDnとアミノ酸配列データDaに対する実験では, アミノ酸配列データ
のCWCの je(D;X)j=mから ItCWCの je(D;X)j=mへの増加が, 塩基配列データに対し
て小さく, 選択特徴集合 jXj=nの増加もアミノ酸配列データでは大きく増加しており, ア
ミノ酸配列データと比べ, 塩基配列は ItCWCの適用に向いていると考えられる.
今後の課題として, まず, 二値一貫性に基づいた特徴選択問題に対する計算量を調べる




きる特徴集合を得たが, その数はあまり多くないが, 計算時間は約 2倍となっているため,
単純に複数回行うのでなく, 処理に必要な情報を残しつつ反復を行うことで, 処理速度を
向上させることも今後の課題である. 最後に, 選択された特徴とクラスラベルから, 特徴
とクラスラベルの組を作成し, 未知の入力として特徴が与えられたとき, どのクラスラベ
ルであるかを推定するルールを作成することも今後の課題である.
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表 4.3: 各分節のインスタンス数 (m) と総特徴数 (n) とCWCおよび ItCWCによる, 選
択された特徴 je(D;X)j と jXj .
塩基配列
分節 m n CWC ItCWC
je(D;X)j % jXj % je(D;X)j % jXj %
PB2 7215 2787 5156 71.46 704 25.26 5300 73.46 903 32.40
PB1 7137 2473 5027 70.44 607 24.55 5162 72.33 907 36.68
PA 7448 2867 5201 69.83 731 25.50 5326 71.51 939 32.75
HA 13279 2093 9689 72.96 866 41.38 9820 73.95 1055 50.41
NP 7671 1600 4210 54.88 567 35.44 4298 56.03 689 43.06
NA 11611 1719 7102 61.17 740 43.05 7191 61.93 848 49.33
MP 9607 1199 3559 37.05 485 40.45 3611 37.59 567 47.29
NS 7796 982 3610 46.31 494 50.31 3701 47.47 590 60.88
アミノ酸配列
分節 m n CWC ItCWC
je(D;X)j % jXj % je(D;X)j % jXj %
PB2 11524 767 4123 35.78 465 60.68 4169 36.18 554 72.23
PB1 11364 1041 3650 32.12 404 38.81 3699 32.55 500 48.03
PA 11498 734 3921 34.10 441 60.08 3956 34.41 496 67.57
HA 28678 643 14576 50.83 472 73.41 14612 50.95 565 87.87
NP 12015 514 2403 20.00 288 56.03 2430 20.22 337 65.56
NA 23415 485 9623 41.10 373 76.91 9672 41.31 470 96.91
M1 17191 307 1179 6.86 190 61.89 1192 6.93 241 78.50
M2 17085 122 1587 9.29 95 77.87 1587 9.29 99 81.15
N1 12325 237 3018 24.49 213 89.87 3028 24.57 236 99.58
N2 12350 121 1182 9.57 108 89.26 1183 9.58 120 99.17
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表 4.4: アルゴリズムCWCおよび ItCWCの計算時間と反復回数.
塩基配列 アミノ酸配列
分節 init. CWC ItCWC #it
PB1 6.18 22.35 25.64 5
PB2 6.93 17.37 22.12 9
PA 6.34 23.34 29.65 8
HA 11.58 23.33 27.92 8
NP 6.23 7.52 10.70 6
NA 9.57 13.46 15.04 4
MP 7.81 4.30 7.41 5
NS 6.17 2.89 4.45 5
分節 init. CWC ItCWC #it
PB2 9.33 3.30 6.09 7
PB1 9.22 4.21 5.87 4
PA 9.18 2.85 3.86 3
HA 23.26 6.68 8.81 5
NP 9.46 1.87 3.91 5
NA 18.67 3.34 5.45 7
M1 13.32 1.53 2.59 3
M2 13.10 0.75 1.32 3
NS1 9.52 0.65 0.98 3
NS2 9.43 0.54 0.86 3
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表 4.5: CWC, ItCWC, LCC, ItLCC アルゴリズムから得られる je(D;X)j .
塩基配列
分節 m CWC ItCWC LCC ItLCC
je(D;X)j % je(D;X)j % je(D;X)j % je(D;X)j %
PB1 7215 5156 71.46 5300 73.46 5172 71.68 5307 73.56
PB2 7137 5027 70.44 5162 72.33 5040 70.62 5177 72.54
PA 7448 5201 69.83 5326 71.51 5215 70.02 5337 71.66
HA 13279 9689 72.96 9820 73.95 9649 73.00 9833 74.05
NP 7671 4210 54.88 4298 56.03 4207 54.84 4303 56.09
NA 11611 7102 61.17 7191 61.93 7101 61.16 7196 61.98
MP 9607 3559 37.05 3611 37.59 3569 37.15 3619 37.67
NS 7796 3610 46.31 3701 47.47 3621 46.45 3707 47.55
アミノ酸配列
分節 m CWC ItCWC LCC ItLCC
je(D;X)j % je(D;X)j % je(D;X)j % je(D;X)j %
PB2 11524 4123 35.72 4169 36.18 4134 35.87 4170 36.19
PB1 11364 3650 32.12 3699 32.55 3657 32.18 3703 32.59
PA 11498 3921 34.10 3956 34.41 3930 34.18 3962 34.46
HA 28678 14576 50.83 14612 50.95 14582 50.85 1461 50.95
NP 12015 2403 20.00 2430 20.22 2412 20.07 14612 20.27
NA 23415 9623 41.10 9672 41.31 9627 41.11 2436 41.32
M1 17191 1179 6.86 1192 6.93 1185 6.89 9675 6.95
M2 17085 1587 9.29 1587 9.29 1588 9.29 1194 9.29
NS1 12325 3018 24.49 3028 24.57 3023 24.53 3030 24.58




3.2節で紹介したアルゴリズム 1のCWCと LCCでは, まず, 各特徴を対称不確実性の
昇順に並び替えていたが, 本章では, この昇順列に 4種類のゆらぎを導入する. そして, ゆ
らぎを導入した一貫性に基づいた特徴選択をベンチマークデータ, 人工配列データ, イン




本章では, まず, 総特徴集合F は対称不確実性の値によって昇順に並んでいると仮定す
る. また, X;X1; X2  F とし, X1 \X2 = ;とする. このとき, X を対称不確実性の昇順
と降順に並べた列をそれぞれX iとXdと表す. また, X1 X2 でX1 の後に X2 を結合し
た列を表し, F nXでF の並びを保持したままF からXを削除した列を表す.
このとき, 総特徴集合 F に対する順序操作として (1) 部分整列, (2) 先頭部分移動, (3)
選択特徴に基づいた先頭部分移動 (4) 選択特徴に基づいた収集および整列, という 4種の
ゆらぎを定義する.
定義 5.1 (ゆらぎ (1)). 総特徴集合F を, 対称不確実性の昇順に並んだ列 fi1; : : : ; ingと仮
定する. また, rを 0 < r  1となる定数とし, l = d1=re   1とする. このとき, Bkを特徴
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集合 fikrn+1; : : : ; i(k+1)rngとする. このとき, 部分整列と先頭部分移動を以下のように定義
する.
1. 部分整列: F を Bd0  : : : Bdl とする操作であり, Sortr で表す.
2. 先頭部分移動: F を (F nB0) B0 とする操作であり, Mover で表す.
定義 5.2 (ゆらぎ (2)). 総特徴集合F を, 対称不確実性の昇順に並んだ列 fi1; : : : ; ingと仮
定する. また, 特徴選択アルゴリズム A 2 fCWC;LCCgによって選択された特徴集合を
S  F とする. このとき, 選択特徴に基づいた先頭部分移動と選択特徴に基づいた収集,
および,整列を以下のように定義する.
3. 選択特徴に基づいた先頭部分移動 : ij = argminfSU (C; fig) j i 2 Sg とし, B を集
合 fi1; : : : ; ij 1g とするとき, F を (F nB) B とする操作であり, MoveA で表す.
4. 選択特徴に基づいた収集および整列 : F をSi  (F nS)i, Si  (F nS)d, Sd  (F nS)i,
Sd  (F nS)d とする操作であり, これらの操作をそれぞれCSort iiA, CSort idA , CSortdiA ,
CSortddA で表す.
例 5.3. 対称不確実性の昇順に並んだ総特徴集合 F = f1; 2; 3; 4; 5; 6; 7; 8; 9; 10g に対して,
rを 0:2とし, それぞれのゆらぎを用いて並び替える. また, CWCと LCCによって選択さ
れる特徴集合を f4; 5; 7g と f5; 7; 8gとする.
このとき, Fに対してそれぞれのゆらぎを適用することで,図 5.1で表す特徴集合となる.




本節では, 前節で提案したゆらぎを導入した特徴選択を, 2.1節および 2.3節で述べた人
工配列データ, ベンチマークデータおよび国別塩基配列データセットDcに対して適用す
る. そして, それぞれのデータセットから得られた特徴集合に対して, 特徴数, 類似度, 正
確度差の観点から評価する.
本節の実験では, しきい値 rを 0:2から 1まで 0:2ずつ増加させた 5段階のゆらぎ Sortr
と, r = 1を除いた 4段階のゆらぎMoverを用いる. また, A 2 fLCC;CWCgとし, ゆら
ぎMoveLCCとMoveCWCの 2つのゆらぎを用いる. LCCに必要なしきい値 はデータセッ
トごとにそれぞれ指定する. さらに, CWCに対する 4つのゆらぎ CSort iiCWC, CSort idCWC,
CSortdiCWC, CSort
dd





まず, Flucをゆらぎとし, アルゴリズムをA 2 fCWC;LCCgで表す. また, ゆらぎFluc
の下でアルゴリズムAによって選択される特徴集合を SF (Fluc; A)で表す. ここで, ゆら
ぎを利用しない場合, Flucを "で表す. さらに, DSF (Fluc;A)から得られた特徴集合に対す
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る LIBSVM1 の 10分割交差法検証の正確度を (Fluc; A) で表す.
このとき, 以下のような評価指標を定義する.
定義 5.4 (ゆらぎ評価指標). Flucをゆらぎ, A 2 fCWC;LCCgをアルゴリズムとする.
1. 選択特徴の異数率 di num(Fluc; A)を, 以下の式で定義する.
di num(Fluc; A) =




2. 選択特徴の類似度 ratio(Fluc; A) を, 以下の式で定義する.
ratio(Fluc; A) =
jSF (Fluc; A) \ SF ("; A)j
jSF (Fluc; A) [ SF ("; A)j .
すなわち, ratio(Fluc; A) は SF ("; A) と SF (Fluc; A) の Jaccard係数である.
3. 正確度差 di acc(Fluc; A) を, 以下の式で定義する.
di acc(Fluc; A) = (Fluc; A)  ("; A).
di num(Fluc; A) の値が正であることは, アルゴリズム A にゆらぎ Flucを導入して
得られる選択特徴が, アルゴリズムAにゆらぎを導入せずに得られる選択特徴数よりも少
ないことを表している. また, ratio(Fluc; A) の値が 1 (または, 0)に近い値をとる場合, ゆ
らぎFluc を アルゴリズムA にゆらぎFlucを導入して得られる選択特徴集合がアルゴリ
ズムA にゆらぎを導入せずに得られる選択特徴集合と似ている (または, 似ていない)こ
とを表している. さらに, di acc(Fluc; A) の値が正であることは, DSF (";A)の正確度より
DSF (Fluc;A) の正確度がより大きいことを表している.
1LIBSVM: A Library for Support Vector Machine: https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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以下では, 人工配列データ, ベンチマークデータ, 塩基配列に対して, CWCと LCCによ
る実験結果について述べる. ここで,各データのLCCのしきい値  は,それぞれ DEXTER





表 5.1: ゆらぎを導入しない (")場合と導入した場合のアルゴリズムCWCと LCCの計算
時間 (msec).































































表 5.1は, DOROTHEAのデータが, ゆらぎを導入したCWCとLCCのどちらのアルゴ
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リズムの計算時間も, ゆらぎを導入しない計算時間と比較してはるかに大きくなる傾向が






平均計算時間は, ゆらぎを導入していない CWCの計算時間よりも小さい. また, SYLVA
では, ゆらぎを導入したCWCと LCCのどちらのアルゴリズムの平均計算時間も, 導入し
ていないアルゴリズムの計算時間よりも小さい.
本節では, 以降, 定義 5.4の指標を用いて, ゆらぎを導入しないアルゴリズムとゆらぎを
導入したアルゴリズムで比較することで, ゆらぎについて評価する.
図 5.2, 5.3, 5.4 は, それぞれ, 人工配列データ, ベンチマークデータ, 8つの塩基配列に
対する di num(Fluc;CWC) の値, ベンチマークデータに対する di num(Fluc;LCC)
の値を表している. ここで, 人工配列データの場合, 図 5.2の x軸はそれぞれ, ADnの特
徴数 n, AD cのクラスラベル数 c, ADmのインスタンス数m, ADdのデータとして持つ整
数の種類数 dを示す. また, ベンチマークデータのDEXTER, NOVA, SYLVAについては
di num の値がDOROTHEA, GISETTE, HIVAと比較して遥かに大きいため, 図 5.3を
前者と後者に分けて表す. 図 5.4の x軸は各RNA分節を表している.
図 5.2, 5.3, 5.4 より, 人工配列データについての di num の値は, ベンチマークデータ
や塩基配列についての値よりもはるかに小さい. 一方, 塩基配列では, di num の値はほ
ぼ負の値となっているが, 人工配列データおよびベンチマークデータでは正負の偏りは見
られない.
図 5.2より, ゆらぎ SortrとMoverの任意のしきい値 rに対して, di num の値が, す
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べて正もしくはすべて負となる. ADnでは, n が増加すると, di num も増加する傾向に
ある. AD cでは, c = 30 (cの最小値) かつ c = 70 (cの最大値)のとき, di num は最大の
値となる. ADmでは, m = 1200 のとき, di num は最大の値となる. ADdでは, d = 9
(dの最大値)のとき, di num は常に負である.
図 5.3 より, アルゴリズム CWCにゆらぎを導入した場合, HIVAに対しては多くの場
合, di numの値が正となるが, その値は 1未満である. 一方, DEXTERとDOROTHEA
に対しては di num は常に負の値をとる. 一方, ゆらぎを導入したアルゴリズム LCCで
は, DEXTER, DOROTHEA, GISETTEに対する di num の値は常に負である.
さらに, SYLVAでは CWCと LCCのゆらぎ Sort0:6,および, Sort0:8 が最大値と 2番目
に大きな値となり, Move0:4が 3番目に大きな値をとる. 一方, ゆらぎMoveAと CSort?A
(A 2 fCWC;LCCg)では, di num(Fluc; A) が負の値となり, そのうちの一つはベンチ
マークデータの最小値をとる. 図 5.4では, di num(Fluc; CWC)は常に負であり, 塩基
配列に対してゆらぎを導入した特徴選択を行うと, どのゆらぎであるかに関わらず増加し
ていることを表す.
表 5.2 は, ゆらぎごとの比率 ratio(Fluc; A) の分布である. ここで, 人工配列データ, ベ
ンチマークデータ, 塩基配列のデータセット数はそれぞれ 100; 6; 8である. rが変化しても
ratio(Sortr; A)と ratio(Mover; A) は同じとなるため, これらを 1つの列として表す. また,
人工配列データでは ratio(Fluc;LCC) は常に値が 0であるため, 対応する表は省略する.
表 5.2より, 人工配列データおよびベンチマークデータでは, ゆらぎを導入したCWCと
LCCの選択特徴集合は, ゆらぎを導入しない選択特徴集合と似ていないのに対して, 塩基
配列では, ゆらぎを導入したCWCと LCCの選択結果は, ゆらぎを導入しない選択特徴集
合と似ていることが分かる.
図 5.5は, 人工配列データの中で正確度が高いAD cの di acc(Fluc;LCC), ベンチマー
クデータの di acc(Fluc;CWC)と di acc(Fluc;LCC),および, 塩基配列の 8 RNA分節
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表 5.2: ratio(Fluc; A)の値の分布.
人工配列データ ベンチマークデータ 塩基配列
CWC CWC LCC CWC
Fluc 0 0.1 0.2 0.3
Sortr 0 87 13 0
Mover 0 27 72 1
Move 17 72 11 0
CSort ii 17 72 11 0
CSort id 14 69 17 0
CSortdi 17 71 12 0
CSortdd 14 69 17 0
Fluc 0 0.1 0.2
Sortr 2 4 0
Mover 2 2 2
Move 4 2 0
CSort ii 4 2 0
CSort id 4 2 0
CSortdi 4 2 0





CSort ii 6 0
CSort id 6 0
CSortdi 6 0
CSortdd 6 0
Fluc 0.6 0.7 0.8 0.9 1
Sortr 0 0 3 2 3
Mover 0 0 0 2 6
Move 0 0 0 0 8
CSort ii 1 2 0 3 2
CSort id 2 1 0 3 2
CSortdi 1 2 0 3 2
CSortdd 1 2 0 3 2
の di acc(Fluc;LCC) (%) を表している. ここで, ベンチマークデータの DEXTERと
SYLVAでは値が 0となるため, 省略している.
図 5.5より, ベンチマークデータでは任意のゆらぎFlucについて di acc(Fluc;CWC)
の値が di acc(Fluc;LCC) の値とほぼ同じであり, 常に負である. 一方, 人工配列データ
AD cに対して, di acc(Fluc;CWC)は, cが小さい場合 (c = 30; 40)は正であり, 値が大
きくなる傾向があるが, その他の場合 (c = 50; 60; 70)は値が負である. 塩基配列に対して,
PB2, NAに対する di acc(Fluc;CWC)の値は正になる傾向にあるが, PB1, PA, HA, NP
に対する値は常に負である.
表 5.3は, ベンチマークデータ SYLVA, HIVA,および,塩基配列PB2, NAに対するゆら
ぎを導入する場合としない場合の jSF (Fluc; A)j, (Fluc; A)および ratio(Fluc; A) の値で
ある. ここで, SYLVA, HIVAは jSF (Fluc; A)j が最小であり, PB2, NAは (Fluc; A) が
最大である.
ゆらぎを導入した特徴選択した結果から構成されるデータセットの正確度がゆらぎを導
入していない場合と比べ, 同じかまたは似ており, 選択される特徴数が同程度であり, 選択
した特徴が似ていないような結果を成功例 (1) とする. また, ゆらぎを導入した場合の正
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確度が導入しなかった場合より大きくなり, 特徴選択数がより大きく, 特徴集合が似てい
る結果を成功例 (2) とする.
このとき, ベンチマークデータ SYLVA, HIVAについて, 表 5.3は成功例 (1)を示してお
り, ゆらぎを導入しない場合よりも特徴の数が少なく, 正確度がわずかに小さく, アルゴリ
ズムCWCの場合とは異なる特徴を選択している. 一方, アルゴリズムLCCに対してはゆ
らぎを導入しない場合よりも特徴数がはるかに少ないが, アルゴリズム CWCに比べ, 正
確度がはるかに小さい.
PB2およびHAの塩基配列について, 表 5.3は成功例 (2)を示しており, ゆらぎを導入し
ていない場合と比べ, 正確度が大きく, 特徴の数がわずかに多く, 特徴が類似した結果を得
ている.
5.3 考察
本章では, まず, 並び替えた特徴列を新しい特徴列に変換する操作として, 4つのゆらぎ




その結果, ゆらぎを導入することで, ゆらぎを導入しない場合と比較し, (1) 選択特徴数




もはるかに正確度が低下する. また, 図 5.5のベンチマークデータ, 塩基配列PB2, HA, 人
工配列データADcから, クラス数が多いと, 正確度が低下する可能性がある. ゆらぎを導
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表 5.3: SYLVA, HIVA, PB2, HAに対しての選択異数 (jSF (Fluc; A)j),類似度 ((Fluc; A))
および正確度差 (ratio(Fluc; A))の値.
SYLVA, CWC SYLVA, LCC
Fluc 選択異数 類似度 正確度差
; 14 0.938484 {
Sort0:5 10 0.938484 0
Move0:3 10 0.938484 0
Fluc 選択異数 類似度 正確度差
; 17 0.904789 {
Sort0:5 8 0.715507 0
Move0:3 8 0.715507 0
HIVA, CWC HIVA, LCC
Fluc 選択異数 類似度 正確度差
; 48 0.965670 {
Sort0:6 38 0.964889 0.036145
Fluc 選択異数 類似度 正確度差
; 54 0.945883 {
Move0:3 37 0.715507 0
PB2 HA
Fluc 選択異数 類似度 正確度差
; 545 0.592943 {
Sort0:2 551 0.605972 0.826667
Fluc 選択異数 類似度 正確度差
; 688 0.639863 {








































































































































































































di num(Sortr;CWC)di num(Mover;CWC)di num(Move;CWC),
di num(Sort?;CWC)
図 5.2: 人工配列データに対する di num(Fluc;CWC). ここで, x軸はデータセット, y
軸は di num(Fluc;CWC)の値を表している.



























































































































































































































































































































di num(Sortr;LCC) di num(Mover;LCC) di num(Move;LCC),
di num(Sort?;LCC)
図 5.3: ベンチマークデータDEXTER, NOVA, SYLVAと DOROTHEA, GISETTE, HIVA
のグループに対する di num(Fluc;CWC) (1,2行目)と di num(Fluc;LCC) (3,4行目),
x軸はデータセット, y軸は特徴数差の値を表す.





























































































di num(Sortr;CWC)di num(Mover;CWC)di num(Move;CWC),
di num(Sort?;CWC)
図 5.4: 塩基配列データセットPB2, PB1, PA, HA, NP, NA, MP, NSの塩基配列に対する
di num(Fluc;CWC). x軸はデータセット, y軸は di num(Fluc;CWC)の値を表す.


































di acc(Sortr;CWC)di acc(Mover;CWC) di acc(Move;CWC),
di acc(Sort?;CWC)

































































































di acc(Sortr;CWC)di acc(Mover;CWC) di acc(Move;CWC),
di acc(Sort?;CWC)


































































































































































































di acc(Sortr;CWC)di acc(Mover;CWC) di acc(Move;CWC),
di acc(Sort?;CWC)
図 5.5: 人工配列データ, ベンチマークデータ, 塩基配列に対する di acc(Fluc;CWC)と





アルゴリズム CWCと LCCによって選択される特徴集合を, より少ない特徴数でより
正確度の高い特徴集合を取得できるように改善するために, 5章ではアルゴリズムの最初
のステップで行う対称不確実性の昇順並び替えに対して, 並び替えた特徴列を新しい特徴





F を総特徴集合, X  F を一貫性に基づく特徴選択アルゴリズム A によって選択され
た特徴集合, Y  F を特徴集合とする. Y が A によりある i 2 X に対してF n figから
選択されるとき, Y を A による X の近接集合 (adjacent set)という. また, このような A
の適用をA による近接集合の再選択 (reselection of adjacent set)という.
A がアルゴリズムCWCであるとき, アルゴリズム 3のReCWCは, CWCにより近接
集合を再選択する, つまり, CWCにより選択された特徴集合 Sのすべての近接集合を出
力するアルゴリズムである.
アルゴリズム CWCは経験的に正確な特徴集合を選択するため, 近接集合の要素数が
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procedure ReCWC(D;F)
/* D: データセット, F : 総特徴集合 */
1 S  CWC(D;F);
/* S = fi1; : : : ing */
2 for j = 1 to n do
3 F j  F n fijg ;
4 Sj  CWC(D;F j) ;




例 6.1. 例 3.11 (図 3.2)のデータセット D を考える. アルゴリズムCWCは S = f3; 4; 5g
を出力する. したがって, ReCWCの 3行目は F1 = f1; 2; 4; 5g, F2 = f1; 2; 3; 5g, F3 =
f1; 2; 3; 4g に対して, CWC(DFj ;F j) (j = 1; 2; 3) を実行する. その結果は図 6.1 のDF1 ,
DF2 , DF3 となる.
1 2 4 5 c
~u 1 0 0 0 0
~v 0 1 1 0 0
~w 1 1 0 1 0
~x 1 0 0 0 1
~y 0 1 0 0 1
DF1
1 2 4 5 c
~u 1 0 0 0 0
~v 0 1 1 0 0
~w 1 1 0 1 0
~y 0 1 0 0 1
DF1
ノイズ除去後
1 2 3 5 c
~u 1 0 1 0 0
~v 0 1 0 0 0
~w 1 1 0 1 0
~x 1 0 0 0 1
~y 0 1 0 0 1
DF2
1 2 3 5 c
~u 1 0 1 0 0
~v 0 1 0 0 0
~w 1 1 0 1 0
~x 1 0 0 0 1
DF2
ノイズ除去後
1 2 3 4 c
~u 1 0 1 0 0
~v 0 1 0 1 0
~w 1 1 0 0 0
~x 1 0 0 0 1
~y 0 1 0 0 1
DF3
図 6.1: 例 6.1のデータセットDF1 , DF2 , DF3 ,および, DF1とDF2のノイズ除去後のデー
タセット.
S1 = f1; 2; 4; 5gとして, CWC(D; f1; 2; 4; 5g)について考える. 初めに, ノイズ除去は,
~u が存在するため, インスタンス ~xを図 6.1のように削除する. 次に, 1 2 S1 に対し
て, (f2; 4; 5g) = 0となるので, S1 は f2; 4; 5g に更新される. そして, 2; 4; 5 2 S1 に
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対して, (f4; 5g) = (f2; 5g) = (f2; 4g) = 1となるので, S1は更新されない. よって,
CWC(D; f1; 2; 4; 5g)の結果は S1 = f2; 4; 5g であり, jSj = jS1j となる.
S2 = f1; 2; 3; 5g として, CWC(D; f1; 2; 3; 5g) の結果について考える. 初めに, ノイズ
除は, ~v が存在するため, インスタンス ~yを図 6.1のように削除する. 次に, 1 2 S2 に
対して, (f2; 3; 5g) = 0となるので, S2 は f2; 3; 5g に更新される. 2; 3 2 S2 に対して,
(f3; 5g) = (f2; 5g) = 1 となるので, S2 は更新されない. 5 2 S2 に対して, (f2; 3g) = 0
となるので, S2 は f2; 3gに更新される. よって, CWC(D; f1; 2; 3; 5g)の結果はS2 = f2; 3g
であり, jSj > jS2j となる.
S3 = f1; 2; 3; 4g として, CWC(D; f1; 2; 3; 4g) の結果について考える. 初めに, ノイ
ズ除去 では インスタンスは除外しない. 次に, 1; 2; 3; 4 2 S3 に対して, (f2; 3; 4g) =
(f1; 3; 4g) = (f1; 2; 4g) = (f1; 2; 3g) = 1 となるので, S3 は更新されない. よって,
CWC(D; f1; 2; 3; 4g) の結果は S3 = f1; 2; 3; 4g であり, jSj < jS3j となる.
例 6.1は, 特徴集合 Sと近接集合 S 0に対して, jSj = jS 0j, jSj < jS 0j,および,jSj > jS 0j の






S をCWCにより選択された特徴集合, Sjを Sの近接集合とする. このとき, 表 6.1は,
ベンチマークデータに対する Sの要素数 (jSj), Sの接集合 Sj の要素数 (jSjj) と Sj の重
第 6章 選択された特徴集合の近接集合の再選択 66
複出現数 (k), Sと Sjの Jaccard係数 (J(S; Sj)), および,Sと Sjに対して, DSとDSj から
得られた特徴集合に LIBSVMで 10分割交差検定した正確度 (S)と (Sj)の差 ("di.")
を表す.
表 6.1: 実データの再選択の結果.
データ jSj jSjj k J di.
DEXTER 18 57 18 0 0
DOROTHEA 28 71 28 0 0.036
GISETTE 35 27 35 0 0.155
HIVA 48 41 41 0.103 0.001
42 1 0.083 0.001
42 1 0.083 0.001
41 1 0.085 0.001
40 1 0.086 0.001
40 1 0.086 0.001
40 1 0.086 0.001
39 1 0.087 0.001
データ jSj jSjj k J di.
NOVA 87 213 78 0.033 0.131
220 2 0.024 0.123
213 1 0.029 0.131
213 1 0.029 0.131
213 1 0,029 0.131
212 1 0.029 0.130
211 1 0.029 0.130
211 1 0.029 0.131
206 1 0.030 0.114
SYLVA 14 14 12 0.091 0
15 1 0.038 0
14 1 0.040 0
表 6.1の Jaccard係数の値より, それぞれの近接集合は, CWCにより選択された特徴
集合と似ていないことが分かる. 一方, DEXTER, DOROTHEA, NOVAの近接集合の要
素数はGISETTEの近接集合の要素数より大きい. また, SYLVAの近接集合の要素数は
CWCの選択集合の要素数とあまり変わらず, HIVAの近接集合の要素数は CWCの選択
特徴集合の要素数より小さくなる. さらに, NOVAを除くすべてのデータに対して, CWC
の選択特徴集合の正確度は近接集合の正確度より少し大きくなる.
図 6.2より, どの特徴がアルゴリズムCWCにより選択および再選択されたかを表した
グラフである. ここで, x軸は総特徴集合であり, それらは対称不確実性の昇順に並び替え
られている. そして, x軸の特徴が選択されているとき, 特徴数である y軸の値は 1増加す
る. 図 6.1の太線はアルゴリズムCWCにより選択された特徴集合を表している.
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DEXTER DOROTHEA GISETTE
HIVA NOVA SYLVA
図 6.2: ベンチマークデータに対して, どの特徴がアルゴリズムCWCによって選択,およ
び,再選択かを表したグラフ. x軸は昇順に並べた特徴, y軸がその位置までの採用特徴数
を表す.
図 6.2より, CWCによる特徴の選択の結果と再選択の結果は異なることが分かる. こ
れが表 6.1の Jaccard係数が 0に近いことの理由の一つである. また, HIVAを除いた任
意のデータに対して, 対称不確実性の大きい特徴は再選択される傾向にあり, したがって,
図 6.2の特徴はCWCの太線とは異なることが分かる.
表 6.1 と同様, 表 6.2 は塩基配列についての再選択の結果である. 塩基配列についての
近接集合は数が多いため, k  2 である結果についてのみ表している.
表 6.1とは対照的に, 表 6.2の Jaccard係数の値は 1に近いため, それぞれの近接集合は,
CWCの選択特徴集合と似ていることが分かる. 一方, PB2の近接集合の要素数は小さい
が, その他はCWCにより選択された特徴集合の要素数より大きくなる.
図 6.2と同様に, 図 6.3 は塩基配列についてアルゴリズム CWCにより, どの特徴が選
択,および,再選択されるかを表している.
図 6.2とは対照的に, 図 6.3 は塩基配列に関して, CWCによる選択された特徴と再選択
された特徴が類似していることを示しており, これが表 6.2の Jacccard係数が 1に近い理
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表 6.2: 塩基配列の再選択の結果.
データ jSj jSjj k J (S) (Sj)
PB2 465 459 97 0.662 0.649 0.652
457 2 0.658 0.652
458 2 0.657 0.652
461 2 0.654 0.652
PB1 476 482 87 0.684 0.662 0.643
484 3 0.672 0.643
485 2 0.674 0.644
482 2 0.678 0.643
482 2 0.678 0.643
481 2 0.679 0.642
481 2 0.679 0.643
479 2 0.681 0.644
PA 480 493 68 0.734 0.690 0.694
491 3 0.718 0.694
491 3 0.730 0.694
496 2 0.724 0.692
492 2 0.730 0.694
492 2 0.730 0.693
492 2 0.730 0.692
492 2 0.733 0.692
491 2 0.731 0.694
491 2 0.731 0.693
データ jSj jSjj k J (S) (Sj)
HA 681 686 54 0.847 0.623 0.622
683 5 0.838 0.622
686 2 0.842 0.623
686 2 0.842 0.622
685 2 0.843 0.620
684 2 0.845 0.622
NP 459 463 28 0.878 0.686 0.685
461 2 0.874 0.685
461 2 0.874 0.685
NA 614 617 31 0.900 0.672 0.664
615 2 0.900 0.664
MP 478 478 6 0.975 0.700 0.699
NS 423 426 15 0.925 0.679 0.676
424 2 0.921 0.676
424 2 0.921 0.676
由である. また, すべての塩基配列について, 対称不確実性が近い値となる特徴が再選択
される傾向があり, そして図 6.3中の線はCWCの太線と類似しており重複していること
が分かる.
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PB2 PB1 PA HA
NP NA MP NS




て紹介した. 次に, 実データと塩基配列について, アルゴリズムCWCによる近接集合の再
選択の実験結果を示した.
結果として, 近接集合の要素数が経験的にCWCにより選択された特徴集合の要素数か
ら独立していることが分かる. 特に, ベンチマークデータの HIVAについては, CWCに
よって選択された特徴集合の要素数よりも小さい要素数を持ち, どちらの正確度も同程度
である. ようは特徴集合の再選択に成功している. 一方, 塩基配列のPAについては, 要素




が異なるため, その優先順位による影響の調査は今後の課題である. また, 図 6.2と図 6.3






ため, LCC [30, 31, 32]のような他のアルゴリズムを用いた再選択でも同じ現象が発生す
ると予測できる. 今後は, LCCも含め異なる一貫性に基づいた特徴選択での動作を確認し





本章では, まず, アイテム集合を, アイテムの重複出現を許した重集合に拡張し, 相互依
存重集合を定式化する. そして, 重集合の末尾出現を導入して, それを用いた相互依存重





X と T を有限集合とする. X の要素をアイテム (item), T の要素をトランザクション
ID(Transaction ID)(以降, tid)とする. また, アイテムの集合 X  X をアイテム集合
(itemset)という.
本章では, X 上のアイテム集合を, アイテムが複数回出現できる重集合として扱う. 形式
的には, X 上の重集合を, 自然数Nに対してX : X ! Nとなる写像とする. X 上の重集
合Xに対して, X(x) > 0となる, x 2 X をXの要素といい, 一般の集合と同様に, x 2 X
と表す. x 2 X に対してX(x) = k (> 0)のとき, kを x 2 Xの 多重度 (multiplicity)とい
う. X の 要素数 (cardinality)jXjをPx2X X(x)で定義する.
X と Y を X 上の重集合とする. 任意の x 2 X に対して X(x)  Y (x)が成り立つとき,
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X は Y の部分重集合 (sub-multiset)であるといい, X v Y で表す. X v Y かつ Y v X
のとき X = Y となる. また, 任意の x 2 X について Z(x) = maxfX(x); Y (x)gとなるよ
うな重集合ZをXと Y の和集合 (union)とよび, X t Y で表す.
本章では, X 上の辞書順 を仮定する. ここで, x  y かつ x 6= y のとき x  y と表
す. X = fx1; : : : ; xngとし, 1  i < j  nに対して, xi  xjと仮定する. このとき, X の
重集合X を X 上の文字列 xk11    xknn として表す. ここで, ki = X(xi)であり, ki = 0の
ときは xkii を省略する. また, ki = 1 のときは kiを省略し, 単に xiと表す. 上記の表現を
用いて, X = xk11    xknn と Y = yl11    ylmm を X 上の重集合とする. このとき, X v Y な
らば, xi 2 X となる任意の i (1  i  n)に対して, xi = yj 2 Y かつ ki  lj となる j
(1  j  m)が存在し, X = Y ならば, 任意の i (1  i  n) に対して n = m, xi = yi,
ki = li となる.
X を X 上の重集合 xk11    xknn とし, x 2 X を xn  xとなるアイテムとする. この
とき, X と xの連結 (concatenation)Xx を, xn  x ならば xk11    xknn x, xn = x ならば
xk11    xkn+1n と定義する. さらに, x  yとなる 2つのアイテム x; y 2 X に対して, Xxy を
(Xx )yと定義する.
tid t 2 T とX 上の重集合 W の組 ht;W iをトランザクション (transaction)という. こ
こでは, すべての tidが, トランザクションとして重集合を 1つだけ持つと仮定する. トラ
ンザクションの集合をトランザクションデータ (transaction data)という.
トランザクションデータ Dと重集合 X に対して, D における X の tid集合 (tidset)
D(X) を以下のように定義する.
D(X) = ft 2 T j ht;W i 2 D; X v Wg.
次に, D における X の頻度 (frequency) freqD(X) と支持度 (support) suppD(X) を以下の
ように定義する.
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freqD(X) = jD(X)j; suppD(X) =
freqD(X)
jDj :
定義 7.1 (頻出重集合). D をトランザクションデータ, X を重集合,  (0    1) を最
小支持度 (minimum support)とする. suppD(X)   のとき, X は D 上で 頻出である
(frequent) という.
定理 7.2 ([1]参照). D上の重集合XとXの任意の部分重集合X 0 v Xに対して, suppD(X 0) 
suppD(X)となる. したがって, 重集合 X が頻出であるならば, X の任意の部分重集合
X 0 v Xも頻出である.
[証明]. X v W のとき常にX 0 v W となるため, t 2 D(X)のときは必ず t 2 D(X 0)とな
る. これは jD(X 0)j  jD(X)jであることを意味する.
重集合X1 と X2 に対して, トランザクションに X2 が出現するときに X1 も出現する条
件付確率 (conditional probability) PD(X1jX2) を以下のように定義する.






したがって, PD(X1jX2) の値が大きいとき, D における X1 の出現はX2 により依存する.
 (0    1)を条件付確率のしきい値とし, これを最小依存度 (minimum dependency)
という. このとき, D 上の空でない重集合 X1 と X2 に対して, PD(X1jX2)   かつ
PD(X2jX1)   が成り立つとき, X1とX2は相互依存している (mutually dependent)と
いう.
定義 7.3 (相互依存重集合). D をトランザクションデータ, X を重集合,  を最小依存度
とする. 任意の空でないX1; X2 v X に対して PD(X1jX2)   となるとき, X を相互依
存重集合 (mutually dependent multiset)という.
相互依存重集合X の空でない部分重集合のすべての組に対する条件付確率の最小値を
Xの依存度 (dependency)とよび, 7.4節での相互依存重集合の評価に利用する.
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アイテムが複数回出現しない相互依存重集合は, 相互依存パターン (mutually dependent
pattern) [16]と一致する. 以下の定理は, 相互依存重集合でも同様に成り立つ.
定理 7.4 ([16]参照). 重集合Xと最小依存度に対して,任意の x 2 X に対してPD(Xjx) 
 であることと, X が相互依存であることとは同値である.
[証明]. 必要条件は, 任意の X1; X2 v X に対して, X1 = X, X2 = x とすることで明らか
である. 十分条件については,任意のx 2 Xに対してPD(Xjx)  とする. X1とX2が, X
と x 2 X2の空でない部分であるとする. このとき, X1 tX2 v Xかつ x v X2, および, 定
理 7.2により, suppD(X1 tX2)  suppD(X) と, suppD(x)  suppD(X2)が成り立つ. した
がって, PD(X1jX2) = suppD(X1tX2)=suppD(X2)  suppD(X)=suppD(x) = PD(Xjx)  
が成り立つ.
定理 7.5 ([16]参照). XがD上の相互依存重集合のとき, Xのすべての部分重集合 X 0 v X
も相互依存重集合である.
[証明]. 任意のx 2 X 0に対してP (X 0jx) = suppD(X 0)=suppD(x)  suppD(X)=suppD(x) =
P (Xjx)   となるので, 定理 7.4より成り立つ.
7.2 重集合の末尾出現
以下では, X 上の重集合 X に対して, x 2 X の重要度を強調し, かつ, 混乱を避けるた
め, X(x) を mX(x) とも表す.
トランザクションデータD から相互依存重集合を抽出するためには, 重集合Xとトラ
ンザクション ht;W i 2 Dに対してX v W であるか否か, つまり, 任意の x 2 X に対し
てmX(x)  mW (x)か否かを判定する必要がある. さらに, 本章では, Aprioriではなく
AprioriTidに基づいてアルゴリズムを設計するため, 本章のアルゴリズムではトランザ
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クションデータDを 1回だけ走査し, その後, X v W が成り立つか否かを判定するため
の情報を保持する必要がある. そのための重要な考えとして, 末尾出現 (tail occurrence)
を以下のように導入する.
定義 7.6 (末尾アイテム). X をX 上の重集合とする. このとき, 任意の y 2 X に対して
y  x となるアイテム x 2 X をXの末尾アイテムといい, tl(X)で表す.
定義 7.7 (末尾出現). XとW をX 上の重集合とする. このとき, W における X の末尾
出現 (tail occurrentce) tloc(X;W ) を以下の式で定義する.
tloc(X;W ) = maxfmW (tl(X)) mX(tl(X)) + 1; 0g.
例 7.8. X1 = a5b3とW = a3b4cに対して, tl(X1) = bなので, mX1(b) = 3, mW (b) = 4と
なり, よって tloc(X1;W ) = 4  3 + 1 = 2となる. 同様に, X2 = a2b4とX3 = a2b5に対し
て, tloc(X2;W ) = 1と tloc(X3;W ) = 0 となる.
定理 7.9. 重集合 X とW に対して, tloc(X;W ) = 0 が成り立つならば, X 6v W も成
り立つ. さらに, X が Y v W , x = tl(X), 1  k  mX(x)に対して Y xk の形のとき,
tloc(X;W ) = 0であることの必要十分条件はX 6v W であることである.
[証明]. もし tloc(X;W ) = 0 ならばmW (tl(X))   mX(tl(X)) + 1  0 である. つまり,
mW (tl(X)) < mX(tl(X)) となり, したがって X 6v W である. また, X = Y xk, Y v W ,
x = tl(X) とする. もし X 6v W ならば, mX(x) > mW (x) となる. x = tl(X) なので,
mW (tl(X)) mX(tl(X)) + 1  0 が成り立つため, tloc(X;W ) = 0 となる.
例 7.10. Y = a2b3 として, 例 7.8 の X2, X3およびW を考える. このとき, b = tl(X2) =
tl(X3), X2 = Y b, X3 = Y b
2, Y v W となる. また, 例 7.8 より tloc(X2;W ) = 1 と
tloc(X3;W ) = 0 が成り立ち, tloc(X;W ) の X2 v W とX3 6v W も成り立つことが定
理 7.9の主張である.
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定理 7.11. W とX を重集合とする. また, xと y を tl(X)  x  y となるアイテムとす
る. さらに, Xx ;Xy,および,Xxy v W と仮定する. もし x  y ならば, tloc(Xxy ;W ) =
tloc(Xy ;W ) = mW (y) となる. それ以外のとき, すなわち x = y ならば, tloc(Xxx ;W ) =
tloc(Xx ;W )  1 となる.
[証明]. x  y とする. このとき, tl(X)  y が成り立つので, mXy(y) = mXxy(y) = 1 とな
る. したがって, tloc(Xxy ;W ) = mW (y) mXxy(y) + 1 = mW (y),および,
tloc(Xy ;W ) = mW (y) mXy(y) + 1 = mW (y) が成り立つ.
x = yとする. このとき, tloc(Xx ;W ) = mW (x) mXx (x)+1と tloc(Xxx ;W ) = mW (x) 
mXxx (x) + 1 が成り立つ. mXxx (x) = mXx (x) + 1 なので, tloc(Xxx ;W ) = tloc(Xx ;W )  1
が成り立つ.
例 7.12. まず, W1 = a2bc, W2 = b2c3, X = ; とする.
ここで x = b かつ y = cである場合を考える. このとき, tloc(Xx ;W1) = tloc(b; a2bc) =
1, tloc(Xx ;W2) = tloc(b; b
2c3) = 2, tloc(Xy ;W1) = tloc(c; a
2bc) = 1, tloc(Xy ;W2) =
tloc(c; b2c3) = 3 となる. したがって, tloc(Xxy ;W1) = tloc(bc; a2bc) = 1 = tloc(Xy ;W1),
tloc(Xxy ;W2) = tloc(bc; b
2c3) = 3 = tloc(Xy ;W2) となる.
x = y = c の場合を考える. このとき, tloc(Xx ;W1) = tloc(c; a2bc) = 1, tloc(Xx ;W2) =
tloc(c; b2c3) = 3となる. したがって, tloc(Xxy ;W1) = tloc(c2; a2bc) = 0 = tloc(Xx ;W1) 1,
tloc(Xxy ;W2) = tloc(c
2; b2c3) = 2 = tloc(Xx ;W2)  1 となる.
最後に, 末尾出現に基づく tidsetの拡張として, 出現集合 (occurrence set) oD(X)とD
上の X の 出現 tid集合 (occurrence tidset) oD(X) を以下のように定義する.
oD(X) = fht; tloc(X;W )i j ht;W i 2 D; X v W; tloc(X;W ) > 0g;
oD(X) = ft 2 T j ht; oci 2 oD(X)g:
oD(X) だけから oD(X) は容易に抽出できる. 7.3 節 では, 任意の ht;W i 2 Dに対して
X v W を判定するために, X の 出現集合 oD(X) を利用する.
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7.3 相互依存重集合の抽出アルゴリズム




降, D, freqD, suppD, PD, oD,および,oD の添え字Dは省略する.
既存アルゴリズムと提案アルゴリズムの違いは, 前者が Apriori [1] に基づいているの
に対して, 後者は Aprioriより効率的なAprioriTid [1] に基づいている. また, 前者は
アイテム集合とその支持度を保持するのに対して, 後者は定理 7.9と定理 7.11 に基づいて
重集合とその末尾出現を保持する.
提案アルゴリズムは, AprioriTid [1]と同様に, 重集合の要素数に基づく幅優先の生成
検査 (breadth-rst generational test)戦略を採用している. したがって, 提案アルゴリズ
ム全体を通し, それぞれの重集合 X は 出現集合 o(X) を保持しており, 提案アルゴリズム
は X を生成するときに o(X) に常にアクセスできると仮定する. そして, トランザクショ
ンデータDを一度だけ走査して, 各アイテムの出現集合を格納することで, データベース
D を再度走査せずに jo(X)jを計算することによって, 重集合 X の頻度 freq(X) を計算
することができる. さらに, 提案アルゴリズムは, o(X) を利用することで, X が相互依存
重集合の候補であるか否かを判定することができる.
procedure isMDM(X; )
input : 重集合 X, 最小依存度 .
output: 真理値 true または false.
1 foreach x 2 X do
2 if jo(X)j=jo(x)j <  then
3 return false and halt;
4 return true;
アルゴリズム 4: isMDM
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アルゴリズム 4のアルゴリズム isMDMは, 重集合が相互依存しているか否かを判定す
る. 定理 7.4により, 重集合Xが相互依存でないことと, 最小依存度  の下で P (Xjx) =
freq(X)=freq(x) = jo(X)j=jo(x)j < となるアイテム x 2 X が存在することは同値で
ある.
procedure OccSet(o(Xx ); o(Xy))
input : 出現集合 o(Xx )と o(Xy).
output: Xxyの出現集合 o(Xxy) の Xxy .
1 if x  y then
2 o(Xxy) fht; oci 2 o(Xy) j t 2 o(Xx ) \ o(Xy)g;
3 else
/* x = y */
4 o(Xxy) fht; oc   1i j ht; oci 2 o(Xx ); oc > 1g;
5 return o(Xxy);
アルゴリズム 5: OccSet
アルゴリズム 5のアルゴリズムOccSetは,定理 7.11に基づいて, 2つの出現集合 o(Xx )
と出現集合 o(Xy)からXxy の o(Xxy) を構築する.
アルゴリズムOccSet の原理は以下の通りである.
1. x  yのとき, o(Xxy) に含まれる tidは, o(Xx ) と o(Xy) の両方に含まれる tid, つ
まり, o(Xx )\ o(Xy)である. 定理 7.11より, o(Xx )\ o(Xy)の任意の tidに対し
て, Xxy の末尾出現はXy の末尾出現となる. この場合, o(Xx ) \ o(Xy) = ; なら
ば, o(Xxy) = ; である. この手続きはアルゴリズムOccSetの 2行目で実現されて
いる.
2. x = yのとき, o(Xxy) に含まれる tidは, o(Xx ) に含まれる tidの部分集合となる. 定
理 7.11より, o(Xx ) に含まれるの任意の tid t に対して, o(Xxy) に含まれる tの末尾
出現は, o(Xx ) に含まれる末尾出現から 1を引いた値となる. この場合, o(Xx )の任
意の要素が ht; 1iの形となっているとき, o(Xxy) = ; となる. この手続きはアルゴリ
ズムOccSetの 4行目で実現されている.
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アルゴリズム isMDM と OccSetを利用することにより, トランザクションデータD
から最小依存度  の下でのすべての相互依存重集合を抽出するアルゴリズム 6のアルゴ
リズムExtMDMを設計する.
procedure ExtMDM(D; )
input : トランザクションデータ D, 最小依存度 .
output: Dのすべての相互依存重集合.
1 C1  ffxg j x 2 Xg; k  1;
2 Traverse D; /* L1とC2 の出現集合の構築 */
3 while Ck 6= ; do
4 Lk  fX 2 Ck j isMDM(X; ) = trueg; Ck+1  ;;
5 foreach Xx 2 Lk do
6 foreach Xy 2 Lk s.t. x  y do
/* 出現集合 o(Xx ) と o(Xy) から出現集合 o(Xxy) を構築 */
7 if OccSet(o(Xx ); o(Xy)) 6= ; then
8 Ck+1  Ck+1 [ fXxyg;






と 3行目で x 2 C1に対する出現集合 o(x) を構築する. そして, Ck = ; となるまで, 以下
の操作を繰り返す.
1. 任意のX 2 Ckに対して, アルゴリズム 4の isMDMを利用することで, 重集合 X
が相互依存であるか否かを判定し, もしそうであるならば, 4行目で X を Lk に追
加する.
2. x  y となるような Lkにおける Xx とXy に対して, 5行目 から 8行目で, もし出
現集合 o(Xxy) が空でないならばXxy を Ck+1 に加える.
定理 7.5と定理 7.9は, 任意の ht;W i 2 Dに対して, 一度 tloc(Xx ;W ) = 0 となると, アイ
テム y を Xx の末尾に追加して, 重集合を構築する必要がないことを保証している. 最後
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例 7.13.  を 2=3 とし, 表 7.1 のトランザクションデータDを考える.








C1 t1 t2 t3
a 2   2
b 1 2 2
c 1 3  
C2 t1 t2 t3
aa 1   1
ab 1   2
ac 1    
C2 t1 t2 t3
bb   1 1
bc 1 3  
cc   2  
C3 t1 t2 t3
aaa      
aab 1   2
abb     1
C3 t1 t2 t3
bbb      
bbc   3  
bcc   2  
アルゴリズムExtMDMは最初にDを 1度走査し, 表 7.1のように出現集合の集合 C1
を構築する. ここで, 重集合X 2 C1に対して, tiの数は hti;W i 2 D の tloc(X;W ) の値で
あり, \ "はそれが存在しないことを表している. C1のすべての要素は相互依存であるた
め, L1をC1として抽出する.
L1 において x  y となるXx と Xy の任意の組を考える. このとき, X = ; で (x; y)
は (a; a), (a; b), (a; c), (b; b), (b; c)および (c; c) のうちのいずれかを考えればよい.
x  yのとき,アルゴリズムOccSetは,重集合 abに対して, 2行目でo(ab)を t 2 o(a)\
o(b)となる ht; oci 2 o(b) とする. o(a) \ o(b) = ft1; t3g, o(b) = fht1; 1i; ht2; 2i; ht3; 2ig
なので, アルゴリズムOccSetは o(ab)を fht1; 1i; ht3; 2igとする. 同様に, o(a)\o(c) =
ft1g, o(b) \ o(c) = ft1; t2g, o(c) = fht1; 1i; ht2; 3ig なので, アルゴリズムOccSet は
o(ac)と o(bc) をそれぞれ fht1; 1igと fht1; 1i; ht2; 3ig とする.
x = yのとき,アルゴリズムOccSetは,重集合aaに対して, 4行目でo(aa)を　 ht; oci 2
o(a) かつ oc > 1 となる, ht; oc   1iとする. o(a) = fht1; 2i; ht3; 2igなので, アルゴリズム
OccSetはo(aa)を fht1; 1i; ht3; 1igとする. 同様に, o(b) = fht1; 1i; ht2; 2i; ht3; 2ig, o(c) =
fht1; 1i; ht2; 3igなので,アルゴリズムOccSetはo(bb)と o(cc)をそれぞれfht2; 1i; ht3; 1ig
と fht2; 2ig に設定する.
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結果として, アルゴリズムExtMDM は表 7.1 のように出現集合を持つ集合 C2 を構築
する. \isMDM(X; ) = true" であるか否かの判定で, P (acjc) = P (ccjc) = 1=2 < とな
るため, 4行目で, L2 を faa; ab; bb; bcg として抽出する.
L2 において x  y となる Xx と Xy の任意の組を考える. このとき, (1) X = a かつ
(x; y) が (a; a), (a; b)および (b; b) のいずれかである場合と (2) X = b かつ (x; y) が (b; b),
(b; c)および (c; c) のいずれかである場合がある.
x  yのとき, o(aa) \ o(ab) = ft1; t3gと o(bb) \ o(bc) = ft2g なので, アルゴリ
ズムOccSet は o(aab), o(bbc) をそれぞれ fht1; 1i; ht3; 2ig(= o(ab))と fht2; 3ig とする.
x = yのとき, o(aa) = fht1; 1i; ht3; 1ig, o(ab) = fht1; 1i; ht3; 2ig, o(bb) = fht2; 1i; ht3; 1ig,
o(cc) = fht2; 2ig から, アルゴリズム OccSet は o(aaa), o(abb), o(bbb),および,
o(bcc) をそれぞれ ;, fht3; 1ig, ;および fht2; 1ig とする.
結果として, アルゴリズムExtMDM は表 7.1のように出現集合を持つ集合 C3 を構築
する. \isMDM(X; ) = true" であるか否かを判定で, P (abbja) = P (bbcjc) = P (bccjc) =
1=2 < となるため, 4行目で, L3 を faabg として抽出する.
アルゴリズム ExtMDM は C4を構築できないため, アルゴリズムは相互依存重集合
L1 [ L2 [ L3 = fa; b; c; aa; ab; bb; bc; aabg を返す.
すべての頻出相互依存重集合 (frequent mutually dependent multisets)を抽出するため
には, 定理 7.2より, 最小支持度  を入力し, D を走査するとき jDjを格納しておき, アル
ゴリズムExtMDMの 4行目の Lk を以下のように置き換えれば十分である.
Lk  fX 2 Ck j (isMDM(X; ) = true) ^ (jo(X)j=jDj  )g: (7.1)
アルゴリズム isMDM が アルゴリズムExtMDM の相互依存重集合を抽出するため
に本質的なので, すべての頻出重集合 (frequent multisets)を抽出するためには, 上記のLk
の式 7.1を以下の式 7.2に入れ替えれば十分である.
第 7章 アンチバイオグラムからの相互以依存重集合の抽出 82
Lk  fX 2 Ck j jo(X)j=jDj  g: (7.2)
7.4 アンチバイオグラムと人工データによる実験
本節では, 実データとして 2.2節で紹介したアンチバイオグラム, 人工データとして 2.3
節で紹介したデータに対して, アルゴリズムExtMDMを適用する. 以下では, 支持度と
依存度を百分率 (%)によって表す. また, 実験環境は, OS Ubuntu Linux (64bit), CPU
Xenon CPU E5-1650 v3 (3.50GHz), RAM 1024 MBである.
まず, アンチバイオグラムの実験結果について述べる. 2.2節で紹介したトランザクショ
ンデータを対象に実験を行う. 表 7.2と表 7.3は, アンチバイオグラムの日時データと患
者データのそれぞれに対して, 最小支持度 0.1% の下で最小依存度  を 10% から 100%
に変化させたときに抽出した相互依存重集合の数 n, 最大要素数 c, および, そのときの計
算時間 t (sec.)である.
表 7.2: 日時データに対する抽出された相互依存重集合の数と最大要素数,および, 計算時
間.
 100 90 80 70 60 50 40 30 20 10
n 463 466 471 488 533 638 935 1,918 6,910 68,519
c 4 4 4 5 6 7 9 11 13 17
t 3.9166 3.9045 3.9253 3.9241 3.9719 4.1261 4.2289 4.8282 7.3796 71.0553
表 7.2と表 7.3 を比べると, 表 7.3 の患者データの計算時間があまり変化していないこ
とが分かる. この計算時間は,  が 30% 以上のときは表 7.2 の日付データの計算時間より
も大きくなり,  が 20% 以下のときは, 日付データの計算時間よりも小さくなる. アルゴ
リズムExtMDM は, はじめにC1, L1およびC2 を構成するが, その大きさは, データの
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表 7.3: 患者データに対する抽出された相互依存重集合の数と最大要素数,および, 計算時
間.
 100 90 80 70 60 50 40 30 20 10
n 467 467 467 467 472 497 509 590 708 1,142
c 5 5 5 5 5 5 5 8 8 8
t 7.4423 7.4370 7.4451 7.4455 7.2321 7.2598 7.2434 7.1902 7.2680 7.3376
トランザクション数に依存する. ここで, 日時データのトランザクション数は 3,338であ




一方, 患者データに対する最大要素数は変化しない. ところが, 日時データの最大要素
数は  が 10% のとき, 大きくなっている. これは, 表 7.2 で  = 10% のときに計算時間
が非常に大きくなる理由である.
また, 院内感染の原因の一つである菌交代現象 (microbial substitution) の観点から抽出
した相互依存重集合を解析する.
表 7.4 は, 日時データから, 最小支持度 0.1%, 最小依存度 50% の条件で抽出した要素数
7 の相互依存重集合である. ここで, (S. aureus), (P. aeruginosa), (E. coli), (E. faecalis) は
それぞれ黄色ブドウ球菌, 緑膿菌, 大腸菌, 腸球菌である.
表 7.4 より, 抽出した要素数 7 であるすべての相互依存重集合は, アイテム (S. aureus)
を少なくとも 5 回含むことが分かる. また, それらはアイテム (P. aeruginosa) を高々2回
まで含み, (E. coli)(S. aureus)6と (S. aureus)7だけが (P. aeruginosa)を含まないことがわ
かる. さらに, すべての相互依存重集合の支持度と依存度はどちらも 50%を超えている.
さらに, 医学的観点から, (S. aureus) の出現後に (P. aeruginosa) が出現することは菌交
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表 7.4: 日付データから抽出された要素数 7の相互依存重集合の抽出.
相互依存重集合 支持度 依存度
(S. aureus)6(P. aeruginosa) 56.68% 58.68%
(E. coli)(S. aureus)5(P. aeruginosa) 54.76% 56.70%
(E. coli)(S. aureus)6 52.67% 54.53%
(S. aureus)5(P. aeruginosa)2 51.56% 53.38%
(S. aureus)7 51.47% 53.29%
(S. aureus)5(P. aeruginosa)(E. faecalis) 50.36% 52.14%
(yeast)(S. aureus)5(P. aeruginosa) 50.21% 51.99%
代現象 (microbial substitution)としてみなされることはよく知られており, 表 7.4 がその
ことを表している.
表 7.5は患者データから, 最小支持度 0.1%, 最小依存度 20% の条件で抽出した, 要素数
が少なくとも 3 となる相互依存重集合である. ここで, (S. maltophilia), (S. marcescens)
(E. aerogenes) は, それぞれ, Stenotrophomonas maltophilia, Serratia marcescens, Enter-
obacter aerogenesである. また, \sp." は \species" である.
表 7.5: 患者のデータから要素数が少なくとも 3である抽出された相互依存重集合.
相互依存重集合 支持度 依存度
(S. aureus)4 11.17% 24.14%
(P. aeruginosa)4 4.13% 20.82%
(S. aureus)3 15.88% 34.34%
(P. aeruginosa)3 5.60% 30.10%
(yeast)(P. aeruginosa)2 4.08% 20.42%
(-hemolysis sp.)(Neisseria sp.)(Haemophilus sp.) 1.90% 28.03%
(Enterobacter sp.)(-hemolysis sp.)(Neisseria sp.) 1.53% 22.63%
(-hemolysis sp.)(Neisseria sp.)(non-hemolysis sp.) 1.42% 20.93%
(S. maltophilia)3 1.15% 21.77%
(S. marcescens)3 0.97% 23.35%
(E. aerogenes)3 0.56% 22.37%
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表 7.5より, 抽出した要素数 4 の相互依存重集合は (S. aureus)4 と (P. aeruginosa)4 で
ある. また, 抽出した相互依存重集合のうち, (S. aureus)4 と (S. aureus)3 の支持度は 10%
を超えている. さらに, (P. aeruginosa)3, (P. aeruginosa)4, (yeast)(P. aeruginosa)2 の支持
度が 4% を超えている. 他の相互依存重集合は支持度が 2%を下回る.
表 7.5の相互依存重集合の支持度は表 7.4の相互依存重集合の支持度よりもはるかに小
さいのに対して,表 7.4の重集合は,表 7.5には出現しておらず,かつ,アイテム (S. aureus),
(P. aeruginosa) と関連しないアイテムを含んでいる.
次に, 人工データの実験結果について述べる. 表 7.6は, トランザクション数 \tran."で
トランザクションの平均アイテム数を \ave."である人工データ \D mod k"に対して, 最
小支持度 , 最小依存度 (75% or 50%) の条件で抽出した相互依存度重集合の数 n, 最大
要素数 c,および, そのときの計算時間 t (sec.)である.




表 7.6は, \chess" や \mushroom" のように計算時間が小さいとき, 抽出した相互依
存重集合の数と計算時間は急激に増加していることが分かる. 一方, \T10I4D100K" や
\T40I10D100K" のように計算時間が大きい場合, それらは少しずつ増加している.
本章では, 単一集合が常に相互依存となるという性質を利用することで, C1 の構築を省
略し, L1 を直接構築するようにアルゴリズムExtMDMを実現している. これが, データ
D の計算時間がデータ \ D mod k "の計算時間を超える場合がある理由である.
アンチバイオグラムの実験では, 日時データのトランザクション数と平均アイテム数が
それぞれ 3,338と 34.1042であり, 患者データのトランザクション数と平均アイテム数が
それぞれ 15,596と 6.7066である. 結果として, 表 7.6と比較すると, アンチバイオグラム
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は人工データよりも提案アルゴリズムに適切なサイズであるといえる.
7.5 考察
本章では, まず, アイテム集合としての相互依存パターン [16]または超クリークパター
ン [35]の拡張として相互依存重集合を定式化した. 次に, Aprioriに基づいたアルゴリズ
ム [16, 35]をAprioriTidに基づいたアルゴリズムに改良し, 末尾出現を導入することに
よって, トランザクションデータを一度走査するだけで, すべての相互依存重集合を抽出
する新しいアルゴリズムを設計した. 最後に, アンチバイオグラムと人工データにアルゴ














た. これが, 末尾出現だけを用いることによって包含を判定できる理由である. 一方, トラ
ンザクションにおける重集合の出現数を扱う必要がある可能性がある. したがって, 出現
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数を扱うために重集合を拡張することは今後の課題である.
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表 7.6: 最小支持度 と最小依存度 のもとでの人工データ \D mod k"から抽出された
相互依存重集合の数 n, 最大要素数 c,および, そのときの計算時間 t (sec.).
データ \D mod k" tran. ave.   t n c
accidents 340,183 33.81 95% 75% 61.12 15 4
accidents mod 2 49.11 66.77 23 5
accidents mod 5 96.87 233.69 239 12
accidents mod 10 178.77 308.28 { {
chess 3,196 37.00 95% 75% 0.41 77 5
chess mod 2 50.93 0.61 131 6
chess mod 5 105.77 2.63 1,719 15
chess mod 10 191.91 17.86 14,039 30
kosarak 990,002 8.10 1.5% 50% 4,011.16 38 2
kosarak mod 2 10.07 4,050.99 45 4
kosarak mod 5 18.79 7,820.18 86 6
kosarak mod 10 34.39 14,336.74 221 16
mushroom 8,124 23.00 20% 75% 7.90 75 5
mushroom mod 2 32.00 6.72 113 6
mushroom mod 5 66.81 7.42 403 11
mushroom mod 10 121.01 14.08 5,763 26
retail 88,162 10.31 0.1% 50% 854.69 959 2
retail mod 2 13.49 611.00 1,181 3
retail mod 5 27.18 811.99 2,342 9
retail mod 10 50.68 1,159.04 4,387 19
T10I4D100K 10,000 10.10 0.02% 75% 1,666.91 866 2
T10I4D100K mod 2 12.96 1,266.54 1,237 3
T10I4D100K mod 5 25.39 1,286.18 2,498 6
T10I4D100K mod 10 45.22 1,331.93 4,553 11
T40I10D100K 10,000 39.61 1% 75% 1,739.45 755 1
T40I10D100K mod 2 56.61 1,675.40 1,089 2
T40I10D100K mod 5 113.84 1,790.28 2,212 5
T40I10D100K mod 10 208.10 1,973.44 4,037 10
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第8章 結論と今後の課題
本章では, 本論文における研究内容と得られた結果について述べる. さらに, 今後の課
題についてまとめる.
8.1 結論
3章では, まず, 一貫性を用いて説明データセットを定義して, その要素を説明インスタ
ンスとして定義した. 次に, 説明インスタンスと一貫性指標である二値一貫性を用いて, 二
値一貫性に基づく特徴選択を組合せ最適化問題として定式化した. そして, CWCと LCC
を日時と地域をクラスとしたインフルエンザウイルス塩基配列データに適用した. その結
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5章では, まず, 対称不確実性に基づく特徴の昇順による相関について検証するために,
4種類のゆらぎを導入した一貫性に基づく特徴選択を実現した. 次に, この手法をベンチ
マークデータと塩基配列データに適用し, 選択特徴の異数率, 選択特徴の類似度, 正確度差
の観点から評価した. その結果, ベンチマークデータでは, 異数率は小さいが正確度はほ
とんど変わらず, かつ, 類似していない特徴集合を選択でき, 塩基配列データでは, 異数率
は大きいが正確度が上がり, かつ, 非常に類似した特徴集合を選択できることを確認した.
6章では, まず, 5章と同様に, よりよい特徴集合を選択する手法として, 特徴集合の再選






























おける影響の調査は今後の課題である. また, データによって再選択される特徴は, CWC
の選択結果と大きく類似するものとそうでないものに分かれた. このような結果となる要
因の調査も今後の課題である.
7章では, まず, 提案した手法はトランザクションに重集合が少なくとも 1回は含まれる
と定式化しており, これが末尾出現を用いて高速化できる理由である. 一方, 重集合の発生
数はこれ以外の方法でも定式化できる. そのことについて検討することは今後の課題であ
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本論文では, 主に一貫性に基づく特徴選択アルゴリズムの LCCとCWCを対象に, 機能
の拡張とその検証を行った. 本論文で提案した反復特徴選択, ゆらぎを導入した特徴選択
手法, 特徴集合の再選択といった手法は, 他の特徴選択手法に適用できる. したがって, 本
論文の手法を他の特徴選択手法アルゴリズムへ適用することは今後の課題である.
次に, 本論文ではインフルエンザやアンチバイオグラムといった医療離散列データに対
して, アルゴリズムを適用した. そこで抽出された結果を, より深く医学的観点から分析
することは今後の課題である.
最後に, 医療離散列データに対して, 塩基配列やアンチバイオグラムから, それぞれ, 特
徴選択や相互依存重集合としてのパターンを抽出した. これは 1つのデータセットから 1







の機会を与えて戴いたこと, さらに, その遂行にあたって終始, ご指導を戴きました. ここ
に深謝いたします.
また, 学習院大学計算機センター教授の申先生には本論文の 4章から 6章のCWC部分
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