With data from line transeot surveys, the pattern of distances at which animals are detected provides the information for estimating the area which the observer effectively surveys. This paper suggests a parametric structure for the problem wherein this area is characterized by an effective half-width parameter which appears as a scale parameter in the distributions of detection distances. Several suggestions for classes of models are given, different members of a class giving different shapes to the distributions. And some examples are discussed.
INTRODUCTION
Of the various techniques available for surveying wildlife populations, the line transect method is perhaps the simplest and least expensive. With it, an observer traverses a path through the target region, counting the animals he is able to detect, and recording for each its distance from his path.
The statistical problem with line transect data is easily stated. From the data, one desires an estimate of the population density of the animal species surveyed. This estimate will be made by dividing the number of animals detected by some measure of the area which the observer has effectively surveyed. Thus the central problem is to estimate this area. The length of the transect is, of course, known, and the detection distances provide the information upon which an estimate of width is based.
There is a somewhat bewildering array of ad hoc estimators which have been proposed in a substantial literature on the subject of line transect sampling, a good bibliography being provided by Gates (1979) . This is because the structure of the statistical problem has been too general. The present paper formulates the problem so that a formal statistical discussion can be given. The true effective width of the region surveyed is given a precise definition. It is then argued that the correct role of this width parameter is that of a scale parameter in the distribution of detection distances. What remains to be known about this distribution is next characterized by a kernel function.
When the kernel function is assumed to belong to some class of kernels, the statistical analysis becomes straightforward. This is illustrated in the final sections where one is able to see what sets of assumptions produce optimauty properties for certain estimators from the literature, and where one can judge the robustness of the estimators to departures from the assumptions.
2. THE STATISTICAL MODEL 2-1. Assumptions Seber (1973, Chapter 2) and Burnham & Anderson (1976) developed a statistical model for line transect surveys which is general enough to allow for nonparametric inference procedures. Their development is summarized below, and it rests upon the following assumptions.
There is a target region, R with area A, to be surveyed. The number of animals present in R is N. A line segment or transect of length L is placed within the region. An observer traverses the transect, counts the total number, n, of the animals which are detected; and for each animal detected, its perpendicular distance, Z, from the transect is recorded. Thus the data from such a survey are represented by X = (n; Z v ...,Z n ).
Assume the following: (i) that N varies stochastically about a mean DA; (ii) that, conditionally on N, animals are distributed stochastically over R according to a uniform law, independent of the density D; (iii) that locations of different animals are determined independently. With regard to the survey and the observer, assume further (iv) that detections of different animals are independent events; (v) that perpendicular distances are measured without error; (vi) that no animals are counted more than once; (vii) that animals occupy fixed locations during the survey period. The final assumptions concern the function, g(y), called the 'detectability curve', which is the probability that an animal at distance y from the transect is detected in the survey. (1976) state that these assumptions are not independent. As an example, we Bhould not expect the data to distinguish between departures from (v) and from (vii). A scarcity of detections near the transect may be caused by measurement bias or by animals reacting to the observer; additional experimentation is necessary to decide which holds.
Situations where (ii) holds true must be rare. Obvious habitat difference can, of course, be handled by stratification. More subtle changes in density, which might occur with elevation, for example, may also be handled by proper design. The only consequence of (ii) for the probability model is that each Y has a uniform distribution, a consequence which might also be obtained by running the transect in the direction of an anticipated density gradient. This prescription differs markedly from the random positioning of a transect, which has been suggested elsewhere.
2-2. The general form of the model
On imagining that the transect bisects a rectangular strip of large, but finite width 2W, assumptions (ii) and (iii) dictate that distances from the transect to animals present in the strip are independent, identically distributed variates with pr(Z<t/) = yjW for Thus the unconditional probability of detection for any animal is = \ Jo Then Bayes's Theorem establishes that the probability density for a detected distance, Z, is at Penn State University (Paterno Lib) on August 18, 2010 Assumptions (iii) and (iv) imply that the number of detections is a binomial variate, conditional on the number, N w , present in the strip. Thus, with (i),
(2-3) Jo Secondly, they imply that, conditional upon n, the detection distances are independent and identically distributed according to (2-2). Now since the limiting width, W, is really determined by the detectability curve, there is no harm in replacing it by +oo in (2-3) and (2-2). So, from (2-1), these formulae become, respectively,
The exact form of the distribution for n will be left unspecified.
2-3. The parameter was effective half-width and as a scale A dimensional argument in (2-4) makes it clear that w measures distance. Indeed the solution D = E(n)l(2wL) shows that if one guessed that the observer detected all animals out to distance w and no animals beyond, thereby surveying the area 2wL, the naive density estimator of number detected divided by area surveyed would be unbiased for the true density. It is precisely this interpretation which leads us to call w the effective half-width of the survey.
The role of the effective half-width in the statistical model can be clarified by the introduction of what we call a detectability curve 'kernel'.
Any function h(u) for u ^ 0 will be called a detectability curve kernel if it satisfies the following requirements: 0<A(ti)<l, for all «>0; A(0) = 1; h(u) is continuous and nonincreasing; and f Jo h{u)du = 1.
Continuity and monotonicity are desirable, but inessential.
Given any kernel, the detectability curve with effective half-width w is constructed as g(y) = h(yjw), it being simple to verify (viii) and (ix). In the result f z (z) = h{z/w)lw (z>0), we recognize that the effective half-width is now a scale parameter in the distribution of Z. The role of the kernel is to specify the shape of the detectability curve, independent of the parameter w.
2-4. Detectability curve kernels
Several shapes for g{y) have been used in the literature, and the defining conditions for a kernel suggest others. Constructing a kernel is a simple matter using the following lemma, whose proof rests on integration by parts.
LEMMA 1. The function h{.)is a detectability curve kernel if and only if there is a continuous, nonnegative random variable, X, having finite mean T, such that h(u) = pr (X > ru).
In Table 1 , the bottom section displays several classes of kernels. In each case, a class of kernels is obtained by taking X to have a familiar two parameter distribution and applying Lemma 1. The kernel class names derive from the distribution of X; but note that observed detection distances do not have the named distributions. Pollock (1978) Reference Gates, Marshall & Olson (1968) e~"
*(«)
Eberhardt ( {a" r(a)} f "
10. Erlang -11. Power law -12. Log normal -Numbers 1-6, specific kernels; numbers 7-12, classes of kernels.
The top section of Table 1 displays some specific shapes, including the widely used exponential. Most of these belong to at least one of the parametric classes. The Weibull class contains, for example, both the exponential, y = 1, and the half-normal, y = 2, kernels.
INFERENCE WITH THE WEEBULL KERNEL

3-1. Preliminary
Henceforth assume that the true detectability curve kernel is Weibull for some y > 0. We divide this section according to whether the shape, y, is known or unknown. Inferences about w are understood throughout to be conditional on the total number of detections being n.
3-2. Known shape
The common density for the observed right angle distances, Thus, for example, if y = 1, the estimator of Gates, Marshall & Olson (1968) , w = Z, is the unique minimum variance unbiased estimator for w. A variant of (3-2), proposed by Gates (1969) for the case where y = 1, is w D = n(n-\)~xZi. It follows that 1/«) D is the unique minimum variance unbiased estimator of \jw, and the resultant estimator of density is unbiased.
Comparisons of estimators in the next sections will be made on the basis of large sample approximations to efficiencies. Alternative estimators share with w the property in (3-3) that their variances are proportional to w*. This suggests a logarithmic transformation to achieve variance stability. Asymptotically, then, J(ny) (logic -logw) has a limiting standard normal law, from which approximate confidence limits for w may be determined as toexp{ ± z/7(«y)}, where 2 is an appropriate critical point in the standard normal distribution.
3-3. Assumed shape
Here it is supposed that the user calculates (3-2) with y = y 0 and proceeds with the analysis of the previous section. The transformed estimator, logu> 0 , as an estimator for logw, has mean squared error (log/J) 2 + 0/n and is approximately normal. Assuming y to be the true shape, log j3 = Km i?(log w 0 ) -log w is a relative bias that does not vanish for large samples. Here
Also,
The probability that limits constructed assuming y = y 0 will cover w is given bŷ
where <D(.) is the cumulative standard normal distribution function.
3-4. Estimating the shape Here it is assumed that y is unknown and is estimated by maximum likelihood techniques. Equation (3-2) solves one likelihood equation which, when substituted into the second, gives {logy + log^ + 0(1 + l/y)}/y = V y \T y (3-7)
to be solved, iteratively, for y. Here
The solutions (w, y) are asymptotically normally distributed with no bias and with covariance matrix equal to the inverse of the information matrix, from which one finds that
where <p'(.) is the trigamma function.
3-5. Comparisons
To illustrate the relative merits of guessing or estimating the shape parameter, consider large sample approximations to efficiencies of the logarithms of half-width estimators as compared to the situation with y known. If y 0 is an assumed value, "»W." MSB(logt2 0 ) y{n(logj3)«+0} > where /3 and 0 are given respectively by (3-4) and (3) (4) (5) .
Similarly, when the shape is estimated, the efficiency is
The sample size still appears in (3*8) because of the nonnegligible bias term. (a) using y 0 = 1-0, exponential kernel; (b) using y 0 = 2'0, half-normal kernel. Figure 1 shows the efficiencies (3-8) and (3-9) as functions of the true shape parameter. In Fig. l(a) the erponential kernel is assumed, whereas in Fig. l(b) the half-normal kernel is assumed. One important conclusion to be drawn from Fig. 1 is that, even with as small a number of detections as n = 20, the range of y values where estimating y appears not to be more efficient than assuming a standard shape is quite narrow. The fact that .^(l, 2) < E*(2) and E K {2,1) < i?*(l) indicates that when one is uncertain as to whether the exponential or the half-normal shape is most appropriate, it is advisable to estimate y. Finally, Fig. 2 displays the coverage probabilities (3-6) obtained by guessing the exponential or the half-normal shape. Calculations are based on a nominal coverage of 0-90. Once again, the bias in the estimators contributes heavily to a sharp decline in coverage away from the guessed value of y.
The calculations for Figs 1 and 2 were made using some simple but accurate algorithms for the log gamma and the trigamma functions supplied by F. T. Lindstrom and the calculations were done at the Oregon State University Computer Center. I am grateful also to D. S. Robson, who reviewed the manuscript and suggested the proof of necessity in Lemma 1.
