Abstract-The strong growth that is felt at the level of photovoltaic (PV) power generation craves for more sophisticated and accurate forecasting methods that could be able to support its proper integration into the energy distribution network. Through the combination of the vector autoregression model (VAR) with the least absolute shrinkage and selection operator (LASSO) framework, a set of sparse VAR structures can be obtained in order to capture the dynamic of the underlying system. The robust and efficient alternating direction method of multipliers (ADMM), well known for its great ability dealing with high-dimensional data (scalability and fast convergence), is applied to fit the resulting LASSO-VAR variants. This spatialtemporal forecasting methodology has been tested, using 1-hour and 15-minutes resolution, for 44 microgeneration units timeseries located in a city in Portugal. A comparison with the conventional autoregressive (AR) model is performed leading to an improvement up to 11%.
I. INTRODUCTION
The variable nature of many renewable energy sources poses a number of challenges as to its proper connection and integration in electric power systems. It is of utmost importance for decision-making operators to have accurate forecasts of renewable energy generation in order to plan the daily operations and select optimal strategies in the power system.
The forecasting techniques applicable in this context are classified according to the pretended forecast horizon. For the very short-term horizon (up to 6 hours ahead), which is addressed in this paper, statistical models considering the latest measurements are assumed appropriate. Within this framework, recent studies show that the use of a spatial-temporal approach, taking advantage of the dispersed information obtained by geographically distributed sensors, has revealed to be promising (see e.g. [1] ). In addition, the implementation of adequate sparsification strategies is very important in order to select the relevant input variables and achieve a sparse solution (coefficient matrix only have a small number of nonzero entries) with less computational cost. In an attempt to explore sparse structures of the spatial-temporal relations different methodologies have been proposed (see e.g. [2] , [3] and [4] ). Also with this purpose, and inspired by [5] , [6] proposed a variety of sparse structures (of the coefficient matrix) for vector autoregression (VAR) model using the least absolute shrinkage and selection operator (LASSO) framework [7] and applied the alternating direction method of multipliers (ADMM) [8] to fit them. The authors implemented it to wind power forecasting and achieved good results compared to competitive models. This paper explores the same methodology but applied to solar power forecasting, addressing the necessary adjustments to take into account in this new context. A comparative analysis, in terms of improvement over autoregression (AR) model, of the different proposed structures and between them and two models considered in [1] , VAR fitted with ordinary least squares (OLS) and gradient-boosting (GB) algorithm, will be performed under a case-study with 44 microgeneration units in the same control area.
The paper is organized as follows. Section II provides a general description of the spatial-temporal forecasting methodology. The obtained test case results are presented and discussed in Section III. Finally, the paper ends with concluding remarks and future work in Section IV.
II. SPATIAL-TEMPORAL FORECASTING METHODOLOGY
The forecasting methodology employed is proposed in [6] and allows, through the combination of the VAR and LASSO approaches to take advantage of the spatially distributed information and, simultaneously, to perform a smart selection of the relevant information, thereby enabling to detect the spatialtemporal dynamics of the power generation. The different resulting sparse structures LASSO-VAR (LV) are fitted using the ADMM, that allows to solve large-scale problems in a reduced computational time.
A. LASSO-VAR Framework
The VAR model arises as a natural extension of the univariate AR model, linking and cointegrating the time series variables in a multivariate system which allows that variations to one variable to propagate to the others.
The VAR process of order p (VAR[p]) evolves according to
in which {Y t } = {(y 1,t , y 2,t , . . . , y k,t ) } denote a kdimensional vector time series, η is a vector of constant terms, each B (l) ∈ R k×k represents a coefficient matrix related to the lag l and e t ∼ (0, Σ e ) denotes a white noise disturbance term. This expression, relating the future observations at each of the k microgeneration units to the past observations of all units in the model, can be written in the compact matrix notation
where
. . , Z T ) the kp × T matrix of explanatory (or predictors) variables, in which Z t = (Y t−1 , Y t−2 , . . . , Y t−p ), E = (e 1 , e 2 , . . . , e T ) the k × T error matrix, and with 1 denoting a T × 1 vector of ones.
In this context, through the use of least squares (LS) statistical methodology, it is possible to estimate the unknown coefficients capturing contemporaneous dependencies among the variables and thus getting the model that best describes the data. To simplify the calculations, centered variables Y and Z will be assumed and, consequently, the intercept η will no longer appear in the least squares objective function and will be estimated after the model has been fitted.
Due to a quadratically growing dimension of the parameter space inherent to VAR model, a consistent prediction is only possible through the use of a procedure that induces a lowdimensional structure on the underlying model. The LASSO framework is very convenient to deal with estimating a highdimensional network since it simultaneous performs variable selection and produces a sparse solution. This is achieved through a regularized version of least squares that introduces L 1 penalties on the coefficients promoting a sparsity structure on the model space. The standard LASSO-VAR (sLV) loss function is expressed as
where λ > 0 is a scalar regularization (or penalty) parameter controlling the amount of shrinkage, and . r represents both vector and matrix L r norms. Different penalties can be used in order to reach the goal of reducing the effective dimensionality of the problem and detect different sparsity patterns accordingly to the inherent structure of the VAR. The efficient use of appropriate penalties lead to more accurate estimation and forecasting strategies. The Table I presents a brief description of following sparsity-promoting LV structures: standard LASSO-VAR, row LASSO-VAR (rLV), lag-group LASSO-VAR (lLV), lagsparse-group LASSO-VAR (lsLV), own/other-group LASSO-VAR (ooLV) and causality-group LASSO-VAR (cLV). The different penalties applied to them induce different types of sparsity, depending on the selection target by which they are managed. While the rLV and sLV deal with model's coefficients individually resulting in an unstructured sparsity pattern, the remaining structures lLV, lsLV, ooLV and cLV, look through sparsity in distinct group structures highlighting characteristics such as lag selection, group and within-group sparsity, delineation between a component's own lags and those of another component and evaluate which variables add forecast improvement, respectively. More details about these structures can be found in [5] and [6] . 
lags and individual entries within lags
B. ADMM Fitting
The ADMM has attracted renewed attention recently due to its applicability to optimization problems arising from many applications, and the relative ease with which it may be implemented in parallel and distributed computational environments, which is very advantageous when dealing with highdimensional problems. Moreover, given the superior convergence properties and decomposability of this robust method, problems with nondifferenciable constraints (such as LASSO) can be easily handled. This section provides a brief introduction to the analytical underpinnings of the method. Recall the standard LASSO-VAR objective function in (3) and rewrite it in ADMM form as
The ADMM can be viewed as a version of method of multipliers with the difference that it splits the objective function in two distinct objective functions, f (B) = and g(H) = λ H 1 , by replicating the B variable in the H variable and adding an equality constraint imposing that these two variables are equal. The corresponding ADMM algorithm consists of the following iterations:
Separating the minimization over B and H into two steps is precisely what allows for decomposition when f and g are separable. The update of B and H is performed in an alternating fashion, which accounts for the term alternating direction, making it possible to exploit the individual structure of the f and g so that B-minimization and H-minimization may be computed using different techniques in an efficient and parallel manner. In this work the ridge regression and the soft thresholding techniques will be used to solve the B and H minimizations steps, respectively.
The same procedure ought to be adapted to perform the ADMM formulation for the other LV structures with some caution on the particular details of each model. To develop distributed algorithms for the proposed structures, the problem should be formulated as a consensus or sharing optimization [8] .
III. PRACTICAL IMPLEMENTATION AND RESULTS

A. Data Description and Experimental Setup
The ADMM algorithm is applied to the proposed LV variants in order to predict values of solar power for horizons up to six-steps-ahead. Two datasets encompassing time-series of solar power from 44 microgeneration units located in a city in Portugal are considered: (a) 15-min and (b) hourly averaged resolution. In order to form stationary time series such that the forecasting methods can be used, a normalization of the solar power is obtained by using a clear sky model [9] which gives an estimate of the solar power in clear sky conditions at any given time. The data cover the period from February 1, 2011 to March 6, 2013. The first 12 months are used to fit the models through Nelder Mead method [10] and the remaining 13 months are employed to evaluate the performance of the models. Apart from the static approach, a sliding window of 12 months period is also considered. Also, with the intention of exclude the nighttime hours, data corresponding to a solar zenith angle larger than to 90
• are removed. For all models, the lags 1, 2 and 24/96 (diurnal component corresponding to 1-hour and 15-min resolution, respectively) are considered.
The evaluation of the LV structures performance is accessed using the root mean squared error (RMSE) calculated for each t + h, h = 1, . . . , 6, lead-time with the following expressions:
where Y t+h|t represents the forecast made at time instant t and Y t+h is the observed normalized solar power value. The RMSE is normalized with the solar peak power and calculated separately for each model using the full dataset of errors. The performance of the LV models is compared computing the improvement over the AR model in terms of RMSE. In the implementation of the distributed algorithm, a consensus problem approach is considered.
B. Forecasting Results and Discussion
The improvement of the LV structures over the AR model fitted with the LS method, in terms of RMSE, for each lead time is plotted in Fig. 1 and 2 using 1-hour and 15-min resolution, respectively. Clearly all the proposed structures outperform the AR model, becoming apparent the benefit from considering spatial-temporal models. For all lead times, the cLV and ooLV structures stand out as the ones with better performance, except for lead time 4 using 15-min resolution dataset, in which although ooLV remains on the top, the sLV and rLV slightly outperform cLV. For each dataset resolution, the models have a similar improvement behaviour over the time horizon (decreasing using 1-hour resolution and increasing using 15-min resolution) and the highest improvement is achieved on the first lead time (≈ 7.3%) using 1-hour resolution and in the fourth lead time (≈ 7.9%) using 15-min resolution.
Time Horizon (h) The Fig. 3 and 4 show the improvement of the LV structures applying a sliding-window (SW) approach (the window slides by day) over the AR fitted using Recursive Weighted Least Squares model (RWLS) with forgetting factor, hereafter referred as AR[RWLS], for 1-hour and 15-min resolution, respectively. It is noteworthy that all the models present a higher improvement for all lead times and that the improvement behaviour maintains the same, although more smoothed, relatively to the static approach. For 1-hour resolution dataset, unlike the static approach, it seems to be more difficult to detect which structures exhibit a better performance. However, one can elect the cLV and the lsLV (attaining improvements of 10.6% and 11%, respectively, for the first lead time) as the structures with better performance given their more stable behavior over all the lead times. For 15-min resolution dataset, although there are not huge differences between the models, clearly the lLV and lsLV structures are distinguish as the ones with better performance (attaining improvements of 10% and 9.8%, respectively, for the first lead time).
Comparing the 1-hour resolution results with those obtained by the VAR model fitted with OLS and GB (in [1] ), it can be Tables II and  III show, for both static and sliding-window approaches, the global RMSE scores for lead-time t + 1 using the six LASSO-VAR structures and also the AR model (static approach) or the AR[RWLS] model (sliding-window approach), corresponding to 1-hour and 15min resolution datasets, respectively. For the purpose of analyzing the sparsity of the coefficients matrices generated by the proposed models (for static approach), the corresponding percentages of sparsity for all lead times are presented in the Tables IV and V, corresponding to 1-hour and 15-min resolution datasets, respectively. It is possible to observe that all the structures, except the lLV and ooLV, exhibit significant sparsity and it increases with the lead time. Both lLV and ooLV models penalize large blocks, which sometimes is too restrictive motivating that an entire block is included or excluded from the model. By the way of example, the sparsity patterns for the first lead time of the cLV using 1-hour resolution dataset and of the ooLV using 15-min resolution dataset (the models with better performance in each case) are represented in Fig. 5 and 6 . The darker shade represents coefficients that are larger in magnitude. As expected, the first lag diagonal coefficient's (the site own past observation) are the most relevant ones in both cases. Also, for the 15-min resolution dataset, the ooLV reveals that in the second lag only the site's own past observations are relevant input variables to perform the forecast. In a sliding-window approach context, it is possible to analyze the dynamic evolution of the coefficients matrix over the time. Considering the cLV structure for 1-hour resolution and ooLV structure for 15-min resolution, the corresponding Fig. 7 and 8 illustrate, for the first lead time, the coefficients : Coefficients matrix (sparsity structure) of the ooLV structure for first lead-time using a static approach and 15-min resolution dataset matrix (colored with an absolute magnitude degree) obtained for the windows corresponding to a sliding of one, six and twelve months. For both datasets, and both structures considered for each one of them, it is notable that the first lag diagonal is the most relevant one, followed by lag 24 diagonal, since the coefficient's magnitude present by them is significantly higher than the one present by second lag diagonal and most of the off-diagonal entries. For 15-min dataset, the ooLV structure, which concerns the possibility that the prediction variable is more influenced by their own past observations than by past observations of other variables, highlights the great importance of the predictors corresponding to the first lag in the prediction with a huge magnitude difference relatively to the remaining coefficients, that should also be taken into account but with a smaller contribution. Moreover, from the fact that sometimes only the diagonal of the second lag is considered one can infer that the second lag is not so relevant in this case.
The sparsity evolution of the coefficient matrix obtained along the sliding window period for 1-hour (cLV structure) and 15-min resolution datasets (ooLV structure) is depicted in Fig.  9 and 10, respectively. Using 1-hour resolution dataset, one can observe that the coefficient matrix sparsity present a relatively stable behaviour (between 52% and 54%) in the first four sliding months, becoming uneven and bumpy in the remaining sliding months highlighting a very sharp slope for a sliding of 6/7 months (decreasing) and 11/12 months (increasing), corresponding to a training window of August 2012 -August 2013 and January 2012 -January 2013, respectively. The low sparsity presented when predicting the months from October 2012 to January 2013 means that, in this case, these are the months that need less information, in terms of available predictors, to perform the forecast. For 15-min resolution dataset, it is possible to observe that the coefficient matrix has a constant sparsity of 32,6% for the first seven sliding months and no sparsity in the remaining sliding months, revealing that for the first seven sliding months the second lag offdiagonal entries do not contribute to improve the forecasts. As explained before, this structure (ooLV) penalizes large blocks (lag diagonal and off-diagonal blocks) which means that the sparsity is not so variable as in other structures penalizing smaller blocks or individual entries.
Finally, in order to evaluate the computational performance of the ADMM algorithm, the running times and number of iterations of both nondistributed and distributed versions using of the running time to all structures, except for the rLV, that can be justified by the increased time that this structure spend out of the cycle, which reflects the impact of the the increasing number of calculations for being applied to predict each location separately. IV. CONCLUSIONS Inspired by previous studies, this work presents a spatialtemporal solar power forecasting methodology combining the VAR and LASSO frameworks that can accommodate a wide range of potential dynamic sparse structures. A set of sparsitypromoting LASSO-VAR structures are explored and fitted with ADMM in order to capture the dynamics of the underlying system and provide a scalable solution.
The models are implemented using both static and slidingwindow approaches and its results are analyzed on a realistic case study with 44 microgeneration units geographically dispersed in a city in Portugal. The structures showed a significant improvement, up to 11% using a sliding-window approach, over AR model, and also most of them outperformed the VAR[OLS] and VAR [GB] for almost all lead-times. These results confirm the benefits of using spatial-temporal data modeling short-term generation of PV farms. This short-term forecasting system performs well in terms of computational cost since it takes only few seconds to run. Additionally, in general, the computational time is greatly reduced when a distributed version of ADMM is used, revealing that one can really profit using the ADMM to deal with high-dimensional data.
The ADMM algorithm applied to LASSO-VAR models has proven to be an adequate choice to estimate the regression parameters. In order to take advantage of the spatial information to improve forecasts, more complex and dynamic sparse structures should be engineered and combined in such a artfully way that it will be possible to walk towards a more accurate solution providing relevant insights about the underlying relationships between inputs and outputs. Furthermore, the extension of the statistical model to a probabilistic forecast framework and the implementation of reliable alternatives to ADMM are promising to be considered for further work.
