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applications in various domains such as embedded and high performance computing (HPC). Such systems
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1. INTRODUCTION
A paradigm shift to the adoption of multi/many-core systems can be observed in var-
ious domains such as embedded and high performance computing (HPC). The reason
behind such adoption lies in the fact that the performance requirements of applications
cannot be satisfied by simply increasing the frequency of a single-core processor, which
leads to high power and heat dissipation. In multi/many-core systems, chip manufac-
tures are trying to overcome these bottlenecks by integrating multiple cores operat-
ing at low frequencies, where the cores can cohesively communicate with each other
[Jerraya et al. 2005] [Borkar 2007]. These systems provide increased parallelism that
motivates us to partition applications into many small tasks and allocate them onto
different cores in order to perform parallel executions towards satisfying the increased
performance requirements [Manimaran et al. 1998].
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The many-core processors have been designed by several chip manufactures. Some
examples include Intel’s Teraflop 80-core processor [Vangal et al. 2007], Tilera’s TILE-
Gx family 100-core processor [TILE-Gx 2009], AMD’s Opteron 16-core processor [AMD
2011], and Kalray’s MPPA 256-core processor [De Dinechin et al. 2014]. Recently, a
joint effort between IBM and UCDavis has revealed KiloCore 1000-core chip [Bohnen-
stiehl et al. 2016]. The large number of cores are usually connected by an on-chip
interconnection network [Benini and De Micheli 2002; Worm et al. 2002; Bjerregaard
and Mahadevan 2006]. These many-core processors are designed to be exploited in var-
ious application domains towards realizing different systems, referred to as many-core
systems. Additionally, different types of cores have been integrated to exploit their dis-
tinct features towards meeting the functional and non-functional requirements [Smit
et al. 2004]. The integration of different types of cores leads to the development of het-
erogeneous multi/many-core systems that become a formidable computing alternative
where applications witness large improvement over their homogeneous (consisting of
identical cores) counterpart. Further, the technological advancements will enable in-
tegration of higher number of cores in the same chip.
1.1. Resource Allocation for Multi/Many-core Systems
Resource allocation (mapping) process defines assignment and ordering of the tasks
and their communications onto resources of multi/many-core system1 in view of some
optimization criteria such as compute performance and energy consumption. The
many-core systems (contain relatively large number of cores) usually extend multi-
core systems that contain small number of cores and thus resource allocation tech-
niques for these systems can be interchangeably employed if they have architectural
similarities [Woo and Lee 2008]. However, to better exploit the many-core resources,
the techniques tailored for multi-cores might need some modifications due to different
interconnects. For these systems, usually, the applications need to be partitioned (par-
allelized) into multiple tasks that can be executed concurrently on different cores. Such
partitioning is referred to as functional partitioning and can be furnished with the help
of state-of-the-art application parallelization tools, e.g., MPSoC Application Program-
ming Studio (MAPS) [Ceng et al. 2008] and MNEMEE project tool-chain [Mallik et al.
2011], and/or manual analysis. This procedure requires detailed application knowledge
and involves finding the tasks, adding synchronization and inter-task communication
in the tasks, management of the memory hierarchy communication and checking of
the parallelized code (tasks) to ensure for correct functionality [Martin 2006]. In case
the multi/many-core system is heterogeneous, i.e. contains different types of cores, a
task binding process that specifies the core types on them the task can be allocated
along with the cost of allocation is required [Smit et al. 2004]. To compute the allo-
cation cost, the binding process analyses the implementation costs (e.g., performance,
power and resource utilization) of each task on different supported core types such
as general purpose processor (GPP), digital signal processor (DSP) and coarse grain
re-configurable hardware.
An example resource allocation along with the application parallelization is shown in
Fig. 1. The parallelization procedure partitions a sequential application described in a
high level programming language (e.g., C/C++) into various connected tasks. The con-
nections between the tasks reflect the dependencies in the corresponding sequential
application. The example partitioned application is shown as Application Task Graph
that consists of ten tasks (t0,t1,...,t9). For the Application Task Graph, the binding pro-
cess has specified different core types for various tasks based on the implementation
1 By multi/many-core system, we mean a system on a multi/many-core chip or several multi/many-core chips
connected with each other, where each chip contains a set of connected cores.
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Fig. 1: Resource allocation on many-core system.
costs, e.g. GPP for tasks t0, t1 and t3. The resource allocation process assigns tasks and
their communications on part of a heterogeneous many-core system. The communicat-
ing tasks are ped (allocated) on th same core r close to each other in order to
optimize for the co mu ication ela and energy. Differently from functional parti-
tioning, data partitioning can also be employed to perform parallel processing of the
data by the same function, e.g., applying a filter function on partitioned segments of
an image.
The resource allocation process is carried out either at design-time (statically) or
run-time (dynamically). Most of the existing literature for resource allocation fall un-
der static resource allocation (e.g., [Murali et al. 2006; Hu and Marculescu 2003; Javaid
and Parameswaran 2009; Marcon et al. 2008; Thiele et al. 2011; Meyer et al. 2010; Choi
et al. 2012; Castrillon et al. 2012]). However, they cannot handle dynamic workloads
and changing environments, e.g. adding a new application into the system at run-time.
Dynamic resource allocation approaches can handle aforementioned issues as the as-
signment of tasks and their communications on the multi/many-core system resources
is done at run-time. In addition, they offer several other advantages such as adaptabil-
ity to the available resources over time (in case performance requirements of a running
application is changed or current allocation is not sufficiently close to optimal) and
ability to avoid defective parts of multi/many-core systems and enable foreseeable up-
grades [Singh et al. 2013]. The allocation has been handled either by performing all the
processing at the run-time, i.e. on-the-fly processing, or by using previously analyzed
results [Singh et al. 2013; Indrusiak et al. 2016]. The results have been analyzed by
employing efficient design-time design space exploration (DSE) strategies to encounter
for different run-time scenarios [Xue et al. 2006; Zamora et al. 2007; Stuijk et al. 2010;
Schranzhofer et al. 2010; Mariani et al. 2010; Ykman-Couvreur et al. 2011; Piscitelli
and Pimentel 2012; Singh et al. 2013]. For on-the-fly processing, efficient heuristics
have been devised to assign new arriving tasks on the system resources [Moreira et al.
2007; Nollet et al. 2008; Schranzhofer et al. 2009; Carvalho et al. 2010; Wang et al.
2011; Chen et al. 2012]. These heuristics do not use any prior analysis results and
thus provide rather low quality of resource allocations. However, since they do not use
precomputed platform specific analysis results, they cope well to allocate unknown
applications on any platform. In contrast, a better quality of resource allocations are
achieved by using previously analyzed results, but the applications to be supported on
a platform should be known in advance to perform analysis.
Real-time dynamic resource allocation is desired in systems where performance (tim-
ing) constraints need to be satisfied to fulfil safe system operations (e.g., in automotive
engine management, operating medical equipments and flight control software) and
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end user demands (frame rate in video processing). This necessitates the development
of efficient resource allocation strategies that take an application model, multi/many-
core platform model, constraints (e.g., timing and power), performance model of inter-
process communication (e.g., execution time and energy consumption) and estimate
of the worst case execution time (WCET) of the process implementations on different
cores (e.g., GPP, DSP, ASIC) as input and provide real-time performance guaranteeing
resource allocations or optimized resource allocations. A significant amount of research
for real-time dynamic resource allocation on single-core system was done in 1980s and
1990s [Audsley et al. 1995]. For multi/many-core systems, it started at the same time,
but huge attention was paid after the release of multi/many-core processors by the sil-
icon vendors such as dual-core POWER4 processor by IBM in 2001. Despite the fact
that several articles have been published and significant progress has been made for
real-time allocation on multi/many-core systems, there still remains many open ques-
tions and research challenges.
1.2. Dynamic Resource Allocation Problem and Challenges
It has been well proven that resource allocation is one of the most complex problems
in large many-core and distributed systems, and in general it is considered NP-hard
[Garey and Johnson 1979]. It has also been identified as one of the most urgent prob-
lems to be solved for implementing multi/many-core based embedded systems [Mar-
culescu et al. 2009] [Marwedel et al. 2011]. A well-tuned search algorithm may need
to evaluate hundreds of thousands of distinct allocations before it finds one solution
that meets the systems performance requirements [Mariani et al. 2010; Piscitelli and
Pimentel 2012]. Since such evaluation is expected to take a long time, maybe hours to
days, it cannot be applied to find the solution quickly, which is desired in the contexts
of dynamic resource allocation. Further, it is difficult and challenging to identify the
ways that can help to achieve accurate status of resources during run-time. This status
may be utilization or memory usage of different cores into the system. An inaccurate
status of resources may result in an allocation that might not be efficient at run-time.
It is also challenging to satisfy performance requirements of each application when
various combinations of simultaneously active applications referred to as use-cases
need to be supported into the system at run-time. For each use-case, since optimal so-
lution cannot be explored at run-time due to limited computation power and evaluation
time, it needs to be explored by advanced design-time DSE approaches and then to be
used at run-time. However, an explosion in the number of use-cases is witnessed with
increasing number of applications, e.g., 2n use-cases for n applications. This makes
analysis of all the possible use-cases infeasible for a large number of applications. In
order to handle these situations, dynamic resource allocation employing on-the-fly pro-
cessing needs to be applied even though optimal solutions are not guaranteed.
The resource allocation problem is being addressed by several research groups
across the globe, which is evident from the massive available literature in this di-
rection. Applications from various domains (e.g., automotive and video processing) are
being targeted to allocate them on multi/many-core based systems in order to exploit
their parallel processing capability. For a given domain, the knowledge of applications
is used to devise an efficient resource allocation strategy. However, getting application
domain knowledge might be time consuming and challenging. The research progress
in the direction of dynamic resource allocation is being published in several top ranked
conferences/journals to move beyond state-of-the-art.
1.3. Classification of Dynamic Resource Allocation Strategies
The dynamic resource allocation (DRA) strategies can be classified with a number of
taxonomies, which could be based on optimization criteria (performance or energy), tar-
get architecture (homogeneous or heterogeneous), criticality (hard or soft real-time),
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Fig. 2: A taxonomy of dynamic resource allocation strategies.
etc. Broadly, the classification can be done based on criticality and other taxonomies
can be included at some hierarchy in the criticality based classification. For example,
hard real-time dynamic resource allocation can target homogeneous or heterogeneous
systems and carry out optimization for performance or energy. Fig. 2 shows a classifi-
cation of the DRA strategies based on the criticality of the systems. The systems that
need to guarantee the timing constraints (e.g., automotive engine management, oper-
ating medical equipments and flight control software, realized on a multi/many-core
architecture) require hard real-time resource allocation approaches, whereas soft real-
time & best effort resource allocation approaches are desired where deadline miss can
be tolerated (e.g, video streaming for television and HPC systems).
For hard real-time resource allocation, the existing works reported in the literature
can be classified into several categories. However, a careful observation of these works
has led them to categorize broadly into Guaranteed Admission Control and Hybrid ap-
proaches, as shown in Fig. 2. In guaranteed admission control, concepts from schedul-
ing theory are used to ensure that only requirement-satisfying applications are entered
into the system during the course of resource allocation. The hybrid approaches utilize
design-time computed allocations in order to identify a timing constraint satisfying
allocation at run-time.
The existing soft real-time and best effort resource allocation approaches can be
broadly categorized into Market-inspired, Bio-inspired, Non-guaranteed Admission
Control and Congestion Avoiding strategies after observing the basic employed prin-
ciples, as shown in Fig. 2. The strategies into different categories utilize some basic
principles to optimize for one or several performance metrics in order to fulfil the end
user demands.
The strategies under both the above categories perform computation either at both
design-time and run-time or only at run-time depending upon the known system status
at design-time. For example, if the applications to be executed in the platform are fixed
and known at design-time, e.g., workloads of an application specific HPC data center,
the allocations can be computed at design-time and used at run-time; otherwise, the
allocations needs to be computed at run-time by applying best effort heuristics.
The resource dynamic management process is carried out by employing a centralized
[Nollet et al. 2008; Carvalho et al. 2010; Ng et al. 2015], distributed [Peter et al. 2009;
Kobbe et al. 2011; Castilhos et al. 2013], or hierarchical [Go¨tzinger et al. 2016; Quan
and Pimentel 2016] approach. In centralized management, one core of the platform is
used as the manager that handles the allocation process. For distributed management,
the platform is divided into regions (clusters) and one core in each cluster manages
the allocation process inside the cluster. The cluster managers communicate with each
other through a global manager to find the best cluster for allocating an application.
The hierarchical approach exploits the features of both the centralized and distributed
approaches.
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There are some resource allocation surveys reported in the literature, but they have
several limitations, e.g., focus only on hard real-time resource allocation [Davis and
Burns 2011], cover strategies based on only one basic principle [Yeo and Buyya 2006],
focus on a specific domain [Hussain et al. 2013; Hameed et al. 2014] or optimization
criteria [Henkel et al. 2013], and not explicitly and extensively covering hard and soft
real-time aspects [Pop and Kumar 2004; Lombardi and Milano 2012; Zhuravlev et al.
2012; Sahu and Chattopadhyay 2013; Singh et al. 2013]. Based on the aforementioned
taxonomy, this article presents an in-depth survey and comparative study of dynamic
resource allocation strategies, which have been reported in the literature over the last
two decades. The strategies that try to specifically optimize compute performance, en-
ergy consumption, or both of them have been considered towards focusing on the most
important metrics of real-time multi/many-core based systems. They also might opti-
mize for some other performance metrics such as reliability and temperature, but they
are not considered to limit the scope of comparison. Optimizing for compute perfor-
mance is of paramount importance in order to meet the timing deadlines or to mini-
mize the time taken to finish some applications. The compute performance may refer
to total execution time, latency, delay, period, throughput, exploration time, worst-case
response time (WCRT), etc., which are related to timing information. Optimizing for
the energy consumption of modern computing systems, e.g, embedded and high perfor-
mance centers is important as they are usually operated by stand-alone power supply
like battery or a huge amount of energy is required to operate such systems. The en-
ergy optimization needs to be performed in order to increase the operational time of
the systems and reduce the energy costs.
To include aspects of other taxonomies, e.g., target architecture (homogeneous or
heterogeneous) and resource control mechanism (centralized, distributed, or hierar-
chical), the strategies classified based on criticality (hard or soft real-time, as shown in
Figure 2) are analyzed to highlight the considered optimization goal, target architec-
ture type, control mechanism, and their consideration for only computation or both com-
putation and communication optimization. The strategies have also been compared
and analyzed to highlight their strengths and weaknesses. The above investigations
have also enabled to observe the trend followed by the strategies and identify signifi-
cant open issues and promising future research directions.
Paper Organization: Section 2 and Section 3 cover analysis and elaboration of
hard real-time and soft real-time & best effort resource allocation strategies, respec-
tively. A comparative study of strategies falling into different categories has been per-
formed into Section 4. Section 5 provides the upcoming trends that could be followed
as the future research and open research challenges. Finally, Section 6 provides some
concluding remarks.
2. HARD REAL-TIME RESOURCE ALLOCATION
The majority of works reported in the literature for hard real-time resource allocation
assume the workloads to be known in advance, i.e., the allocation decisions by taking
the timing constraints are computed at design-time [Han and Lin 1989; Saifullah et al.
2011; Bonifaci et al. 2013; Jahr et al. 2014; de Matos Pedro et al. 2015]. However, the
main focus in this article has been on dynamic resource allocation that needs to com-
pute allocations at run-time for dynamically arriving workloads. Based on the earlier
classification as in Figure 2, hard real-time dynamic resource allocation approaches
are described next along with the advantages and drawbacks of approaches in each
category. Further, a combined discussion of all the approaches is provided.
2.1. Guaranteed Admission Control based Resource Allocation
A guaranteed admission control ensures that all the admitted applications or tasks
in a system will meet their respective deadlines without forcing other running appli-
ACM Computing Surveys, Vol. V, No. N, Article A, Publication date: January YYYY.
Hard and Soft Real-time Dynamic Resource Allocation Strategies for Multi/Many-core Systems A:7
t1Core 1
Time
Core 2
t2
t1
t4
t3
Application Platform Schedulability of Application (tastset)
t2
t3 t4
WCRT Deadline
If WCRT < Deadline
schedulable;
else
non-schedulable;
Admission
Controller
and Mapper
Admits only when
schedulable, otherwise rejects
Fig. 3: Guaranteed admission control based resource allocation.
Table I: Guaranteed admission control based resource allocation approaches that con-
sider computation (Comp.) and/or communication (Comm.) for optimization.
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Lauzac et al. 1998] Execution time Comp. Homogeneous Centralized
[Isovic and Fohler 2004] Execution time Comp. Homogeneous Centralized
[Moreira et al. 2005] Execution time Comp. & Comm. Homogeneous Centralized
[Moreira et al. 2007] Execution time Comp. & Comm. Heterogeneous Centralized
[Mendis et al. 2014] Execution time Comp. & Comm. Homogeneous Centralized
[Melani et al. 2015] Execution time Comp. & Comm. Homogeneous Centralized
[Dziurzanski et al. 2016] Execution time Comp. & Comm. Homogeneous Centralized
cations/tasks to miss theirs. To achieve such a control, an admission controller that
fully guarantees the schedulability of the admitted applications or tasks is desired.
To ensure the schedulability of the application, schedulability analysis has been ex-
tensively used in order to determine whether the application or taskset is schedulable
or not when to be allocated on platform core(s) [Leontyev and Anderson 2008]. Vari-
ous kinds of schedulability tests have been employed in the literature, e.g., response
time tests [Audsley et al. 1993; Davis and Burns 2011; Indrusiak 2014] and utiliza-
tion tests [Lopez et al. 2004; Baker and Baruah 2007]. An application is schedulable
if its end-to-end worst-case response time is less than or equal to its deadline [Der-
touzos and Mok 1989]. Similarly, a taskset is schedulable if all its tasks are schedula-
ble. The response time for each task can be estimated by employing widely available
standard techniques that takes the interference of the tasks with higher priority into
account. Fig. 3 provides an overview of the admission controller based resource allo-
cation and schedulability analysis that determines the end-to-end worst-case response
time (WCRT) by taking the interference with running tasks into account in order to
identify if the taskset meets the deadline. First tasks are mapped by following an al-
location policy. Then, schedulability analysis is performed to determine WCRT. If the
WCRT is less than the application deadline, then it is considered to be schedulable
and only then the admission controller admits it into the system. Once admitted, it
is mapped on the platform cores by following the allocation policy used during the
schedulability analysis.
The schedulability analysis is performed by taking the allocations of tasks and
scheduling algorithm into account, where the former determines tasks to platform
cores assignment and latter defines execution order of tasks assigned to a core. There-
fore, the schedulability of a task or application (taskset) depends upon the employed
allocation and scheduling algorithm. At run-time, the schedulability of a task considers
the entire knowledge on the working scenario at that time, e.g., slack and utilization of
cores [Dziurzanski et al. 2016]. The slack of a core is usually defined as the difference
between worst-case execution time and actual execution time of the task currently
running on the core. In case of a taskset, the scedulability analysis for each task is
done when it arrives into the system. One can also perform worst-case schedulability
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tests which may be conservative, but safe, as a form of online admission test. In these
instances, the real resource usage is unknown, but only the worst-case timing prop-
erties are used. For hard real-time systems, the schedulability tests ensuring timing
guarantees, e.g., worst-case response time test [Audsley et al. 1993; Mendis et al. 2014]
and exact schedulability test [Davis et al. 2008; Baruah et al. 2010; Dziurzanski et al.
2015] can be employed. Feedback-based admission controller originated from control
theory can also be used to facilitate hard real-time allocation as more accurate system
status is known by feedbacks [Lu et al. 2002; Zhu and Mueller 2005; Dziurzanski et al.
2016]. Feedback mechanisms monitor the capacity of computing resources and quality-
of-service levels in order to guarantee a bounded time response and stability even if
the exact knowledge of a system workload and service capacity is not available a priori
[Stankovic et al. 1999]. Thus, by careful fine-tuning of control parameters, they can be
successfully applied even to systems with real-time constraints.
2.1.1. Existing Works. Table I lists works employing guaranteed (hard real-time) ad-
mission control based resource allocation of applications on multi/many-core systems.
Such dynamic resource allocation works for multi/many-core systems are limited, un-
like for single core systems, e.g. [Zhu and Mueller 2005]. There has also been claims
that some costly schedulability tests can be used for small task sets in on-line admis-
sion control [Bertogna et al. 2005]. These approaches try to find a schedulable allo-
cation at run-time by taking limited available platform resources into account. They
use assorted allocation and scheduling algorithms, e.g. highest priority task first and
earliest deadline task first, and try to optimize only for the response time that has also
been referred to as execution time. While optimizing for the execution time, they also
try to optimize other real-time metrics, like schedulable applications, deadline misses,
utilization, etc. In these approaches, all the computations are performed at run-time.
A few works have been recently reported that utilize design-time computed results for
dynamic resource allocation while applying schedulability analysis, but these fall in
the category of hybrid resource allocations and are listed in the next subsection.
2.1.2. Advantages and Drawbacks. The schedulability analysis can be used to allocate
time critical applications (e.g., avionics and medical) on required systems. Since such
analysis can provide WCRT of an application in relatively short amount of time, it
can be known whether the application is schedulable or not. In case the application is
not schedulable (WCRT > deadline), a different allocation and scheduling algorithm
can be tried. Further, if an application is rejected by an admission controller, the re-
source working time is not wasted with the application that will probably violate its
deadline and a possibility of early signalling the lack of admittance can be employed
by an outer system to perform an appropriate action (e.g., perform computation on a
cloud) minimizing the negative impact of the task rejection. However, the drawback
is that users need to have some knowledge of the application domain such that they
can analyse the applications and well define the allocation and scheduling algorithms
to be applied in order to meet the deadline. The scheduling analysis can also incur
large computation (timing) overhead for a complex application/platform containing
large number of tasks/cores, and complex dependencies to manage lots of data flows.
Therefore, possibilities to reduce the analysis overhead for such complex scenarios can
be explored [Kuo et al. 2003; Davis et al. 2008]. Another drawback is that the platform
resources might be very little utilized as only deadline meeting applications are ad-
mitted and their number might be quite lower as hard real-time schedulability tests
are pessimistic that take only the worst-case conditions into account.
2.2. Hybrid Resource Allocation
Depending upon the amount of computation involved at design-time and run-time,
the existing literature for hybrid approaches can be classified into two categories:
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1) Design-time Allocations Computation and Run-time Selection and 2) Design-time
Deadline Distribution and Run-time Allocation. The details of these class of ap-
proaches are provided subsequently.
2.2.1. Design-time Allocations Computation and Run-time Selection. This kind of hybrid ap-
proaches utilize design-time computed allocations in order to identify a timing con-
straint satisfying allocation at run-time. In this approach, the applications to be sup-
ported on a platform should be known at design-time in order to perform advance
design space exploration (DSE). Fig. 4 provides an overview of this hybrid resource al-
location approach, which takes the advantages of both design-time and run-time com-
putations. The heavy computations pertaining to mappings exploration are performed
at design-time so that only light ones are left for run-time. At design-time, for each ap-
plication, DSE is performed by taking the application and architecture specifications
as input in order to explore allocations with some design objectives. The explored al-
locations are stored and used as guidelines to efficiently allocate the applications at
run-time [Kwok et al. 2006; Singh et al. 2013]. The same DSE strategy can be ap-
plied to all the applications (Application 1 to Application n) one after another. For the
applications to be allocated at run-time, light-weight heuristics are required to select
the most efficient allocation for each of them from the storage (precomputed set) of
allocations. The selection of an allocation is based on the user demands representing
real-time performance constraints of the application and current status (availability)
of the platform resources. The selected allocation is used to configure the platform in
order to execute the application.
Existing Works. Within the focus of this paper, the performance and energy optimizing
existing resource allocation approaches have been considered. Table II lists the rele-
vant approaches under this category that optimize performance, energy and both of
them. For an application, all the approaches employ DSE to generate multiple allo-
cations (operating points), which are used at run-time based on the platform status
and user requirements. There has also been efforts just to develop DSE approaches
optimizing for various metrics, such as execution time [Angiolini et al. 2006; Jia et al.
2010; Wildermann et al. 2011; Piscitelli and Pimentel 2012], execution time and en-
ergy consumption [Zamora et al. 2007; Giovanni et al. 2010], and resource utilization
[Xue et al. 2006; Stuijk et al. 2010]. These efforts do not explore the ways to use the
DSE results at run-time. However, they can be used to generate allocations to be used
at run-time.
The DSE takes very long time if the application/platform size is large and hence
the exploration may not finish within a limited time. Further, the exploration time in-
creases with the heterogeneity in the platform (different types of cores) and number
of optimization goals in order to find efficient allocations. To overcome the exploration
time bottleneck, there have been efforts to accelerate the DSE process by incorporat-
ing estimations along with time consuming simulations to evaluate the allocations
[Piscitelli and Pimentel 2012; Herrera and Sander 2013; Singh et al. 2013b]. The ac-
curacy of the results by these approaches depends upon the number of employed simu-
lations. The exploration time could be further reduced by employing pure estimations
[Mohanty et al. 2002; Kim and Orshansky 2006], but the evaluation results will not be
accurate.
Along with efficient resource allocation, dynamic voltage and frequency scaling
(DVFS) potential of cores has also been exploited to optimize energy consumption
[Choudhury et al. 2007; Cong and Gururaj 2009; Singh et al. 2013a] . DVFS can be
applied both at design-time and run-time based on the available time slack. At design-
time, the slack is defined as the difference between applications timing constraint and
achieved execution time. At run-time, the slack is dynamically created due to tasks
finishing earlier than their worst-case execution times (WCETs).
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Fig. 4: Hybrid resource allocation: Design-time allocations computation and run-time
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Table II: Comparison of hybrid resource allocation approaches that consider computa-
tion (Comp.) and/or communication (Comm.) for optimizing execution time (ET) and/or
energy consumption (EC).
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Huang and Xu 2010] ET Comp. & Comm. Heterogeneous Centralized
[Stuijk et al. 2010] ET Comp. & Comm. Homogeneous Centralized
[Weichslgartner et al. 2014] ET Comp. & Comm. Heterogeneous Centralized
[Dziurzanski et al. 2015] ET Comp. & Comm. Homogeneous Centralized
[Choudhury et al. 2007] EC Comp. & Comm. Homogeneous Centralized
[Cong and Gururaj 2009] EC Comp. & Comm. Homogeneous Centralized
[Schranzhofer et al. 2010] EC Comp. Heterogeneous Centralized
[Huang et al. 2011] EC Comp. & Comm. Heterogeneous Centralized
[Singh et al. 2013a] EC Comp. & Comm. Homogeneous Centralized
[Javaid et al. 2014] EC Comp. & Comm. Homogeneous Centralized
[Yang et al. 2002] ET & EC Comp. & Comm. Heterogeneous Centralized
[Ykman-Couvreur et al. 2011] ET & EC Comp. & Comm. Heterogeneous Centralized
[Singh et al. 2013] ET & EC Comp. & Comm. Heterogeneous Centralized
[Jung et al. 2014] ET & EC Comp. & Comm. Homogeneous Centralized
[Quan and Pimentel 2015] ET & EC Comp. & Comm. Heterogeneous Centralized
[Singh et al. 2016b] ET & EC Comp. & Comm. Homogeneous Centralized
Advantages and Drawbacks. At run-time, since only selection of the allocation from the
storage is required, a light-weight run-time platform manager can be employed to con-
figure the applications efficiently. The hybrid approach allocates applications more effi-
ciently than on-the-fly heuristics that perform all the computations at run-time. How-
ever, flexibility in these approaches is limited, since all potential applications must
be known in entirety at design-time and analysis results will be applicable only to
the analyzed platform. Therefore, design-time analysis needs to be repeated when the
application set or platform changes. Further, storing analysis results introduces addi-
tional memory overhead.
2.2.2. Design-time Deadline Distribution and Run-time Allocation. In order to meet a hard
real-time (HRT) deadline, some researchers have tried to distribute deadlines to each
task of the application at design-time and the resource management approach aims to
meet these deadlines at run-time during the resource allocation and application exe-
cution process. There has also been efforts to distribute task’s deadline further to its
functional blocks [Ahmed et al. 2011]. Fig. 5 provides an overview of the design-time
deadlines assignment to different tasks of an application and run-time resource alloca-
tion to meet the deadlines. Based on the application deadline (DApp), the computation
complexity of its tasks are evaluated and then deadline is assigned to each task based
on its computation complexity. At run-time, the tasks are allocated to platform cores
to perform execution. If individual tasks meet their deadlines, i.e. WCRT of each task
is less than their respective deadline (D), the application meets its deadline.
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Fig. 5: Design-time deadline distribution and run-time resource management.
Table III: Deadline distribution based resource allocation approaches that consider
computation (Comp.) and/or communication (Comm.) for optimization.
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Saksena and Hong 1996] Execution time Comp. Homogeneous Centralized
[Jonsson and Shin 2002] Execution time Comp. Homogeneous Centralized
[Jayachandran and Abdelzaher 2008] Execution time Comp. Homogeneous Centralized
[Serreli et al. 2009] Execution time Comp. Homogeneous Centralized
[Buttazzo et al. 2011] Execution time Comp. Homogeneous Centralized
[Lee et al. 2012] Execution time Comp. Homogeneous Centralized
[Hong et al. 2015] Execution time Comp. Homogeneous Centralized
Existing Works. Table III lists deadline distribution based resource allocation ap-
proaches reported in the literature. We would like to highlight that even though some
of the reviewed techniques were not originally developed targeting multi/many-core
systems, they are based on similar assumptions and can or have been applied to the
multi/many-core allocation problem. Similar to guaranteed-admission control based
resource allocation approaches, these approaches also target to optimize only the ex-
ecution time (response time) as their main focus is to meet deadlines. The deadline
distribution considers mainly two types of deadlines, global and local, which define
deadline for a taskset and individual tasks, respectively. With deadlines available for
each task, the listed approaches apply various kinds of allocation and scheduling algo-
rithms, e.g., earliest deadline first.
Advantages and Drawbacks. Deadline distribution enables to consider the allocation of
individual application tasks independently by considering their deadlines and schedul-
ing order. This facilitates optimization for each individual task in order to meet its local
deadline towards meeting the global deadline of the application or taskset. Thus, only
local deadlines need to be taken into account. However, this might lead to a situation
where all the local deadlines are not met, but the end-to-end deadline might be met. A
few drawbacks might be observed when the exact task properties are known, e.g., sub-
task deadline calculation might be wrong if exact execution time of task is not known
and the calculation might be too pessimistic if only WCET is known. Further, in case
of a complex application containing a large number of tasks, the deadline distribution
to individual tasks considering dependencies amongst the tasks might be quite cum-
bersome. Additionally, the complexity of the run-time resource management to meet
the deadlines also increases.
2.3. Discussions and Summary
These hard real-time approaches have been extensively studied in the literature and
applied to meet the deadlines for time-critical applications. The concepts from one cat-
egory of approaches can be used in another one as well in order to accomplish the aim
in a particular category. For example, deadline distribution and schedulability analysis
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have been jointly exploited in [Rivas et al. 2010], deadline distribution and admission
control in [Marinca et al. 2004], and hybrid and schedulability analysis is employed in
[Dziurzanski et al. 2015]. For all the categories, it can also be deduced that complexity
of the resource allocation increases with the complexity of the considered application.
Out of the above categories, since hybrid resource allocation needs to perform compu-
tations at design-time, the taskset needs to be known in advance. However, most of the
guaranteed admission control based approaches perform allocation and schedulability
analysis directly at run-time as the analysis can be performed in a short amount of
time [Buttazzo 2011].
3. SOFT REAL-TIME AND BEST EFFORT RESOURCE ALLOCATION
Based on the classification as shown in Figure 2, soft real-time and best effort re-
source allocation approaches are described subsequently. Advantages and drawbacks
of approaches in each category are also described. Further, a combined discussion of
all the approaches is also provided.
3.1. Market-inspired Resource Allocation
Market-inspired resource allocation mechanisms use market concepts to perform the
allocation. These mechanisms use available platform capacity measured by low-level
heuristics as bids within an auction-like allocation process in order to find the alloca-
tion that can provide guarantees to satisfy the required level of quality of service (QoS)
and can maximize the overall system utility (profit). Fig. 6 demonstrates the process of
market-inspired dynamic resource allocation where different applications need to be
allocated into a many-core system representing a typical HPC data center. The shown
system executes a set of applications submitted by various users at different moments
of time. The applications are submitted to the platform resource manager that allo-
cates resources to them. To incorporate market and value concepts in the allocation
process, applications are assigned values and bids from resources are placed to the
allocation engine (Manager Processor) in order to maximize the value/profit returned
by a many-core system. The values of applications represent their importance level.
3.1.1. Existing Works. Table IV lists some market-inspired resource allocation ap-
proaches that optimize for execution time, energy consumption, or both of them. The
main goal of the execution time optimizing approaches is to maximize value (profit)
by early completion of applications. Some researchers assume a fixed value of an ap-
plication [Theocharides et al. 2010], whereas others consider values that can change
with time, described with so-called value curve of the application [Burns et al. 2000;
Khemka et al. 2015; Irwin et al. 2004; Chen and Muhlethaler 1996]. The changing
value over time reflects the impact of the computation over the business processes and
adds complexity to the allocation process. With changing value over time, an early
completion leads to high value, whereas late completion results in a low value. An
enormous literature exists for optimizing value as the main focus of cloud data centers
have been to maximize the profit. However, since energy consumption of data centers
is quite huge (around 1.5% of the worldwide electricity consumption [Koomey 2011])
and rapidly increasing, optimizing for energy consumption along with the value is of
paramount importance and recently has been a focus point of various researchers.
Along with allocation, DVFS potential has been exploited to achieve energy savings
[Calheiros and Buyya 2014; Singh et al. 2016].
3.1.2. Advantages and Drawbacks. These resource allocation approaches are proven to
provide promising results in the overload situation where demand for available re-
sources is higher than the supply. Such situation is normally encountered in HPC data
centers [Yeo and Buyya 2006]. The notion of values of applications and auction process
facilitate in deciding to hold the low value applications for late allocation and allocat-
ing limited resources to the high value applications. However, with value curve associ-
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Fig. 6: Market-inspired resource allocation in a cloud data center that contains dif-
ferent nodes (servers) with dedicated cores (or Processing Elements, PEs) to execute
applications submitted by multiple users.
Table IV: Market-inspired resource allocation approaches that consider computation
(Comp.) and/or communication (Comm.) for optimizing execution time (ET) and/or en-
ergy consumption (EC).
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Theocharides et al. 2010] ET (Value) Comp. Heterogeneous Centralized
[Bansal and Pruhs 2010] ET (Value) Comp. Homogeneous Centralized
[Burkimsher 2014] ET (Value) Comp. & Comm. Homogeneous Centralized
[Singh et al. 2015a] ET (Value) Comp. & Comm. Homogeneous Centralized
[Aksanli and Rosing 2014] EC Comp. Homogeneous Centralized
[Calheiros and Buyya 2014] EC Comp. Homogeneous Centralized
[Wang et al. 2015] EC Comp. Homogeneous Centralized
[Khemka et al. 2015] Value & EC Comp. Homogeneous Centralized
[Singh et al. 2015b] Value & EC Comp. & Comm. Homogeneous Centralized
[Singh et al. 2016] Value & EC Comp. & Comm. Homogeneous Centralized
ated with each application, the resource allocation becomes complex while considering
enormous number of applications arrived at the same time due to overload situation.
Depending upon the arrival rate and value curve pattern of applications, appropriate
resource allocation approach needs to be identified in order to perform optimization for
desired metrics.
3.2. Bio-inspired Resource Allocation
Biologically inspired resource allocation approaches draw inspiration from nature
and apply the observed characteristics when solving specific computational prob-
lems [Heiss and Schmitz 1995]. They are often based on the characteristics of self-
organizing biological systems where global patterns emerge from interactions at a
lower-level in the system [Camazine et al. 2001; Babaoglu et al. 2006]. This indi-
cates that the resource allocations are changed, i.e. reallocations are performed based
on observed biological phenomenon. They have been well explored to balance com-
munication loads in networks and distributed systems [Nishitha and Reddy 2012;
da Silva Rego et al. 2012], communication loads in many-core systems [Rowlings et al.
2015], and both computation and communication loads in embedded systems [Mendis
et al. 2015]. These approaches usually employ distributed resource management to
overcome the limitations of centralized and clustered (hierarchical distributed) man-
agements for dynamic applications and large scale many-core systems. Fig. 7 illus-
trates an example to reallocate some late tasks in a 3×3 many-core system by employ-
ing biological inspiration that is based on pheromone signalling mechanism as seen
in social insects (e.g honey bees) in order to improve the overall performance [Mendis
et al. 2015]. At each reallocation interval, late tasks identification is done on each node
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Fig. 7: Bio-inspired resource allocation. An example showing remapping of late tasks
t1 and t2 on suitable queen nodes (cores) having higher resource availability.
Table V: Bio-inspired resource allocation approaches that consider computation
(Comp.) and/or communication (Comm.) for optimizing execution time (ET) and/or en-
ergy consumption (EC).
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Heiss and Schmitz 1995] ET Comp. Homogeneous Distributed
[Brinkschulte et al. 2007] ET Comp. Heterogeneous Distributed
[Mudry and Tempesti 2009] ET Comp. Homogeneous Distributed
[Nayak et al. 2012] ET Comp. Heterogeneous Distributed
[Betting and Brinkschulte 2014] ET Comp. Homogeneous Distributed
[Barbagallo et al. 2010] EC Comp. Homogeneous Distributed
[Jha et al. 2014] ET & EC Comp. & Comm. Homogeneous Distributed
[Mendis et al. 2015] ET & EC Comp. & Comm. Homogeneous Distributed
to find late tasks in their task queues. Then, for late tasks, e.g. t1 and t2, the process
of identifying and querying suitable queen (Q) nodes is carried out, where each Q node
represents its pheromone level in terms of processing capability that is obtained pe-
riodically by executing light-weight set of rules on each node. Only the nodes having
pheromone level greater than a threshold contribute to the Q nodes and suitable Q
nodes are the ones in close proximity. Thereafter, suitability of each Q node is deter-
mined to reallocate the late tasks in order to choose the most suitable queen node for
each late task. The neighbouring Q nodes are chosen to reallocate (remap) the late
tasks such that they are still allocated close to each other in order to maintain low
communication overhead in case the tasks communicate with each other.
3.2.1. Existing Works. Table V lists bio-inspired resource allocation approaches for
many-core systems. It has been observed that they have been lesser explored for
many-core systems than networks and distributed systems [Nishitha and Reddy 2012;
da Silva Rego et al. 2012]. These approaches have performed optimizations by con-
sidering several biological phenomenon, e.g., particle swarm optimization (PSO) [Jha
et al. 2014], pheromone signalling (PS) [Mendis et al. 2015], etc. In [Mendis et al. 2015],
energy consumption is not directly optimized, but communication overhead is reduced
that leads to optimized communication energy consumption. These approaches have
been studied to implement a fully distributed resource allocation in order to overcome
the limitations of centralized and clustered (hierarchical) resource managements and
have shown promising results in several scenarios.
3.2.2. Advantages and Drawbacks. The bio-inspired approaches perform allocation in a
completely distributed and self-organizing way. Thus, they alleviate the limitations
of centralized and hierarchical (mixture of centralized and distributed) resource al-
location approaches that suffer from the issues of scalability, huge monitoring traffic,
hot-spots, etc. The main drawbacks of these approaches lie in the fact that they are dif-
ficult to implement, study and calibrate in real systems due to several assumptions on
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Fig. 8: Non-guaranteed admission control based resource allocation.
Table VI: Non-guaranteed admission control based resource allocation approaches that
consider computation (Comp.) and/or communication (Comm.) for optimization.
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Lakshmanan et al. 2009] Execution time Comp. Homogeneous Centralized
[Kumar et al. 2010] Execution time Comp. & Comm. Homogeneous Centralized
[Mendis et al. 2014] Execution time Comp. & Comm. Homogeneous Centralized
[Lin et al. 2010] Energy consumption Comp. Homogeneous Centralized
the running system. Additionally, in static environments with a small number of cores,
they might lead to bad results as compared to other design-time (static) optimization
approaches. Further, for a system of small size, they might perform worse than the
centralized resource management approaches that have a better view of the system
resources. For various system sizes, in [Kobbe et al. 2011], it has been shown that
applications achieve better performance by centralized approach than the distributed
approach.
3.3. Non-guaranteed Admission Control based Resource Allocation
A non-guaranteed admission controller does not guarantee the schedulability of the
admitted applications or tasks. Therefore, some of the admitted applications might not
meet their deadlines. For guaranteed admission control, computation costly schedula-
bility analysis (e.g., exact schedulability test) is employed, which takes several mea-
sures into account, e.g., computation/communication requirements of tasks and inter-
ference amongst tasks, such that timing guarantees are always fulfilled for the admit-
ted and running tasks. The costly analysis might incur long delay between the appli-
cation release (arrival) and its allocation process. Further, there might be very low uti-
lization of system resources as the tasks are admitted only when the system can allo-
cate a necessary resource budget to meet timing requirements. To overcome the issues
of costly schedulability analysis and low utilization, low cost tests can be employed,
which would let a higher number of tasks to enter into the system to increase the re-
sources utilization, but some of them might miss their deadlines. Fig. 8 shows such
a process, representing non-guaranteed admission control based resource allocation,
where some of the admitted applications might miss their deadlines as light-weight
schedulability tests are employed that are usually based on status of the platform re-
sources and thus does not ensure schedulability. Feedback-based admission controller
can also be used to provide monitored system information in order to facilitate for
better admission control decisions.
3.3.1. Existing Works. Table VI lists non-guaranteed admission control based resource
allocation approaches and works applying light-weight schedulability tests for soft
real-time systems. Some of the approaches also employ feedback concepts originated
from control-theory. For overall execution time optimization, some approaches admit
and allocate the tasks such that a load balance is achieved in the multi/many-core sys-
tem in order to achieve high performance. The energy optimization is mainly based
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on the feedback utilized to perform dynamic voltage and frequency scaling (DVFS).
Monitoring (feedback) information has also been used to perform adaptive resource
allocation in order to improve performance [Huang et al. 2011; Lee et al. 2013]. It
has been observed that several works regarding feedback admission control exist for
single-core systems, but we focus on multi/many-core systems. Additionally, admission
control based approaches to jointly optimize both execution time and energy consump-
tion are lacking.
3.3.2. Advantages and Drawbacks. The non-guaranteed admission control enables high
system utilization by admitting a higher number of applications. Additionally, light-
weight schedulability analysis reduces the delay between the start of schedulability
test and time of admission into the system. This might lead to lower response time.
However, in case of using feedback that is some monitored activity in the system,
fast and accurate run-time monitoring is desired, which might not always be easily
achievable. Further, monitoring activities can flood the network and increase energy
consumption.
3.4. Congestion Avoiding Resource Allocation
The congestion avoiding heuristics assign new arriving tasks or application tasks on
many-core system resources such that the congestion in the cores and links is mini-
mized. This might lead to optimized overall execution time and energy consumption.
These heuristics does not guarantee for a QoS requirement, but can be used to meet
soft real-time requirements as they optimize congestion leading to optimized execu-
tion time. Fig. 9 shows an example mapping of the computations (tasks) and commu-
nications (edges) of an arrived application on a many-core system’s cores and links,
respectively, while trying to reduce congestion in the cores/links. Tasks t1 and t2 are
mapped on one core assuming that they are highly communicating tasks (huge data
needs to be transferred between them) and can fit on the core, i.e. the core has suffi-
cient memory to allocate them. This reduces the communication overhead between the
tasks as data transfer happens via shared local memory on the core. The other tasks
are mapped in the close proximity assuming that higher amount of data needs to be
transferred between t3 and t4 as compared to t2 and t4, i.e., t3 and t4 are mapped close
to each other while trying to reduce the communication distance between t2 and t4 as
well. The congestion on the cores is also reduced by homogeneously distributing loads
of tasks on the cores.
3.4.1. Existing Works. Table VII lists recent works applying congestion avoiding heuris-
tics to allocate tasks/edges on the resources at run-time. The heuristics employ vari-
ous fundamental principles based on the characteristics of the application and current
status of system resources, e.g., map highly communicating tasks on the same core or
neighbouring cores, edges on least utilized (highly available) links, and tasks on least
utilized cores. These works optimize for one or several performance metrics. Further,
these heuristics perform all the computations at run-time and thus can handle highly
dynamic workloads.
3.4.2. Advantages and Drawbacks. The congestion avoiding heuristics cope well to map
unknown applications (not available at design-time) on any platform as they do not use
any platform specific analysis results computed in advance. However, these heuristics
may not be able to guarantee for schedulability, i.e., for strict timing deadlines due to
lack of any prior analysis and limited computational power at run-time.
3.5. Discussions and Summary
The soft real-time and best effort resource allocation approaches can be applied to per-
form optimization for one or several performance metrics depending upon the need
of the application domain. For example, in battery operated embedded systems, the
timing constraints need to be fulfilled while optimizing for the energy consumption.
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Fig. 9: Congestion avoiding resource allocation in a many-core system for an arrived
application.
Table VII: Congestion avoiding resource allocation approaches that consider computa-
tion (Comp.) and/or communication (Comm.) for optimizing execution time (ET) and/or
energy consumption (EC).
Optimization Comp. & Comm.
References Goal Consideration Architecture Control
[Moreira et al. 2007] ET Comp. & Comm. Homogeneous Centralized
[Nollet et al. 2008] ET Comp. & Comm. Heterogeneous Centralized
[Al Faruque et al. 2008] ET Comp. & Comm. Heterogeneous Distributed
[Hong et al. 2009] ET Comp. Homogeneous Centralized
[Shojaei et al. 2009] ET Comp. Homogeneous Centralized
[Peter et al. 2009] ET Comp. & Comm. Homogeneous Distributed
[Theocharides et al. 2009] ET Comp. Heterogeneous Centralized
[Wang et al. 2011] ET Comp. & Comm. Heterogeneous Centralized
[Blanch et al. 2011] ET Comp. Heterogeneous Centralized
[Huang et al. 2011] ET Comp. & Comm. Heterogeneous Centralized
[Kobbe et al. 2011] ET Comp. & Comm. Heterogeneous Distributed
[Chen et al. 2012] ET Comp. Heterogeneous Centralized
[Chou and Marculescu 2008] EC Comp. & Comm. Homogeneous Centralized
[Mandelli et al. 2011] EC Comp. & Comm. Homogeneous Centralized
[Sun et al. 2010] EC Comp. & Comm. Homogeneous Centralized
[Ost et al. 2013] EC Comp. & Comm. Homogeneous Centralized
[Smit et al. 2004] ET & EC Comp. & Comm. Heterogeneous Centralized
[Mehran et al. 2008] ET & EC Comp. & Comm. Homogeneous Centralized
[Bria´o et al. 2008] ET & EC Comp. & Comm. Homogeneous Centralized
[Chou et al. 2008] ET & EC Comp. & Comm. Homogeneous Centralized
[Schranzhofer et al. 2009] ET & EC Comp. & Comm. Heterogeneous Centralized
[Carvalho et al. 2010] ET & EC Comp. & Comm. Heterogeneous Centralized
[ter Braak et al. 2010] ET & EC Comp. & Comm. Heterogeneous Centralized
[Castilhos et al. 2013] ET & EC Comp. & Comm. Homogeneous Distributed
[Modarressi et al. 2013] ET & EC Comp. & Comm. Homogeneous Centralized
[Fattah et al. 2014] ET & EC Comp. & Comm. Homogeneous Centralized
[Ng et al. 2015] ET & EC Comp. & Comm. Homogeneous Centralized
These approaches employ different kinds of resource management, e.g., centralized,
distributed or mix of both (hierarchical) depending upon the size of the many-core
system and workload to be executed on it. It has been observed that distributed man-
agement leads to better results than centralized one when many-core systems of large
sizes are considered [Kobbe et al. 2011]. However, in a relatively smaller system, the
centralized management might perform better as the distributed approach incurs ad-
ditional communication overhead amongst the several agents without offering signifi-
cant advantages [Kadin et al. 2009; Kobbe et al. 2011]. In case the performance needs
to be improved at run-time by employing adaptive resource allocation, task migrations
are performed, where the tasks are migrated without completely stopping and restart-
ing on the destination core [Bria´o et al. 2008; Peter et al. 2009]. These approaches can
also be modified to perform optimizations for other performance metrics, e.g., relia-
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bility, fault-tolerance, temperature, security, etc. by taking appropriate measures into
account.
4. COMPARATIVE STUDY AND SUMMARY
This section shows comparative results of various resource allocation approaches
falling under hard real-time and soft real-time & best effort categories. We show some
example comparisons, where mainly considered approaches are those that employ the
same application and multi/many-core system model, or the application models that
can be easily converted to a unified model such that the same evaluation tool can be
used. It should be noted that a single tool chain is not used to evaluate approaches
from various categories, but the tool chain to evaluate a set of approaches within a cat-
egory is the same and taken from in-house/open-source tool chains. This enables a fair
comparison of approaches within a category. Further, approaches within each category
are compared separately, i.e., approaches across different categories are not compared
as they try to achieve objectives by following different principles. This enables com-
parison of approaches following similar principles. It should also be noted that some
approaches are not considered for comparison due to the reasons such as their well
proven inferiority, lack of availability of application models, architecture models and
tool chains. The used application model, architecture model and the tool chain are
listed while presenting respective results in next subsections.
4.1. Hard Real-time Approaches
4.1.1. Guaranteed Admission Control based Approaches. The recently reported admission
control based approaches that can be applied to applications represented as task
graphs are considered for comparison and listed in Table VIII. For the task graph,
these approaches can use outputs from controllers to choose the core for critical path
jobs or cores for the remaining jobs. The decision whether to use outputs from con-
trollers or not for critical path and other jobs leads to four possible alternatives
listed in Table VIII under column Approaches. We abbreviate them with four letter
acronyms, where the two first letters denote whether the core selection for critical
path jobs is done without (open loop - OL) or with (closed loop - CL) controllers and
similarly the two remaining letters inform if the core selection for jobs outside the crit-
ical path is performed without (OL) or with (CL) controllers. Specifically, proportion-
alintegralderivative (PID) controllers are used to perform the comparative study. A
Transaction-Level Modelling (TLM) simulation model developed in SystemC language
has been used to evaluate the efficiency of the approaches. The controller components
(proportional, integral, and derivative) are tuned by analysing the corresponding open-
loop system response to a bursty workload.
Number of Executed Jobs and Number of Schedulability Test Executions. Figure 10 (a) and
(b) show the number of jobs executed before their deadlines and number of schedu-
lability tests when multi-core systems with different number of cores are considered.
The shown results are for grid workload of an engineering design department of a
large aircraft manufacturer that contains 100 tasks of 827 to 962 jobs in total, where
job execution time varies from 1ms to 99ms, which has been scaled down for faster
execution and was originally in the orders of hours. In the open-loop (OL) configura-
tion, cores are scanned in a lexicographical order as long as the first one capable of
executing the job satisfying its timing constraints is not found, whereas in the closed-
loop (CL) configurations the tasks are checked with regards to the decreasing value
of the corresponding controller outputs. A couple of observations can be made from
Figure 10. 1) For the number of executed jobs, OLOL configuration approach seems to
be particularly beneficial in the systems with lower number of cores (heavier loaded
with jobs). However, in the systems with more than two cores, the OLCL configura-
tion leads to the best results. Its superiority in comparison with CLCL stems from the
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Table VIII: Admission control based approaches considered for comparison with vari-
ous open loop (OL) and closed loop (CL) combinations.
References Approaches Abbreviation
[Mendis et al. 2014] Open Loop for critical path jobs & Open Loop for other jobs OLOL
[Dziurzanski et al. 2016] Open Loop for critical path jobs & Closed Loop for other jobs OLCL
[Dziurzanski et al. 2016] Closed Loop for critical path jobs & Open Loop for other jobs CLOL
[Dziurzanski et al. 2016] Closed Loop for critical path jobs & Closed Loop for other jobs CLCL
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the task if there exists a core that is capable of executing the jobs belonging to
the critical path before their deadlines. At the second stage, the remaining jobs of
the task can be assigned to other cores so that the deadline of the critical path is
not violated. The outputs from PID controllers can be used for choosing the core
for the critical path jobs (during the ﬁrst stage) or the cores for the remaining
jobs (during the second stage). Four conﬁgurations can be then applied. We
abbreviate them with four letter acronyms, where the two ﬁrst letters denote
whether the core selection for critical path tasks is done without (open loop -
OL) or with (closed loop - CL) PID controllers and similarly the two remaining
letters inform if the core selection for tasks outside the critical path is performed
without (OL) or with (CL) PID controllers. For example, in conﬁguration LOL
no PID controller is used and thus this conﬁguration is treated as a baseline (only
exact schedu ability tests are used to select a core for a j b execution).
Fig. 5. Number of executed jobs (left) and number of schedulability test executions
(right) for systems conﬁgured in four diﬀerent ways for the industrial workloads simu-
lation scenario
Figure 5 (left) shows the number of jobs executed before their deadlines. The
cores are scanned in a lexicographical order as long as the ﬁrst one capable of
executing the job satisfying its timing constraints is not found, whereas in the
closed-loop conﬁgurations the tasks are checked with regards to the decreasing
value of the corresponding controller outputs. Notice that the number of cores is
related to the processing cores only (Core 1, ..., Core n in Fig. 2); the remaining
functional blocks (e.g. Admission controller) are realised in additional cores.
The OLOL conﬁguration approach seems to be particularly beneﬁcial in the
systems with lower number of cores (heavier loaded with tasks). However, in
the systems with more than two cores, the OLCL conﬁguration leads to the
best results. Its superiority in comparison with CLCL stems from the fact that
an over-pessimistic rejection of critical path jobs leads to fast rejection of the
whole task. Thus the cost of a false negative estimation is rather high. Wrong
estimation at the second stage usually results in choosing an idler core. The
OLCL conﬁguration admits 11% more jobs than OLOL, whereas CLCL is only
slightly (about 1.5%) better than the baseline OLOL.
The main reason for introducing the control-theory based admittance is, how-
ever, decreasing the number of costly exact schedulability testing. The number
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Fig. 10: Number of executed jobs and number of schedulability test executions.
fact that an over-pessimistic rejection of critical path jobs leads to fast rejection of the
whole task. Thus, the cost of a false negative estimation is rather high. The OLCL
configuration admits 11% more jobs than OLOL, whereas CLCL is only slightly (about
1.5%) better than the baseline OLOL. 2) For the number of schedulability tests, the
differenc between OLOL and OLCL is almost unnoticeable, but the configurations
with control-theory-aided s lection of a core for the critic l path jobs, i.e. CLCL, l ads
to significan , over 30% reduction. This indicates the benefits of using the controller
outputs. From the results, it follows that two configurations OLCL and CLCL domi-
nate each other, the former in terms of number of executed jobs, the latter in terms of
number of schedulability tests. Depending upon which goal is more important, one of
them is advised to be selected.
4.1.2. Hybrid Approaches: Design-t me Allocations Computation and Run-time Sele tion. The
compared hybrid approaches that perform design-time allocations computation and
run-time selection are listed in Table IX. Some of these approaches optimize only ex-
ecution time or energy consumption, and some of them optimize both the metrics.
HETOpt tries to find a load balanced allocation to optimize execution time. The en-
ergy cons mption optimization in HECOpt1 and HE Opt2 is performed by exploiting
expected future slack and current slack, respectively. Appropriate voltage/frequency
levels of used cores are identified to exploit the slack. In HETECOpt1, at design-time,
exhaustive exploration is performed to identify the best allocation in terms of execu-
tion time and en rgy co sumption, whereas HETECOpt2 prunes the d sign space to
perform the exploration within a limited time. HETECOpt3 identifies the best alloca-
tion at run-time by exploiting the design-time extracted execution traces. To evaluate
these approaches, they are implemented using publicly available SDF3 tool set [Stuijk
et al. 2006] along with the required application and architecture models.
Execution Time and E ergy Consumption Comparison. Figure 11 (a) and (b) show co pa -
ison of worst-case execution time and energy consumption for various streaming mul-
timedia applications when different approaches tabulated in Table IX are employed to
map them on a 4×4 2D mesh multi-core chip. The multimedia applications are char-
acterized by throughput constraints [Bamakhrama and Stefanov 2012]. The results
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Table IX: Hybrid approaches (design-time allocations computation and run-time selec-
tion) considered for comparison
References Approaches Abbreviation
[Stuijk et al. 2010] Hybrid Execution Time Optimization HETOpt
[Choudhury et al. 2007] Hybrid Energy Consumption Optimization 1 HECOpt1
[Singh et al. 2013a] Hybrid Energy Consumption Optimization 2 HECOpt2
[Yang et al. 2002] Hybrid Execution Time & Energy Consumption Optimization 1 HETECOpt1
[Singh et al. 2013] Hybrid Execution Time & Energy Consumption Optimization 2 HETECOpt2
[Singh et al. 2016b] Hybrid Execution Time & Energy Consumption Optimization 3 HETECOpt3
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Fig. 11: Execution time and energy consumption comparison.
obtained by different approaches are normalized with respect to (w.r.t.) the result ob-
tained by HETECOpt1. A couple of observations can be made from Figure 11 (a) and
(b). 1) HETOpt leads to the worst result in terms of both execution time and energy
consumption as it tries to perform load balanced resource allocation of tasks on cores
without taking parallelism of tasks and their communication overhead into account. 2)
Both execution time and energy consumption optimization approaches HETECOpt1,
HETECOpt2, and HETECOpt2 lead to similar results for most of the applications as
all of them compute efficient allocations at design-time. 3) Energy consumption by
HECOpt1 and HECOpt2 is lower than other approaches. The reason lies in the fact
that HECOpt1 and HECOpt2 employ DVFS on cores to reduce the energy consump-
tion while respecting the application deadlines, whereas, other approaches just try to
find the best allocation and do not employ DVFS. 4) HECOpt2 leads to minimum en-
ergy consumption as DVFS is applied both at design-time and run-time while taking
DVFS overhead and deadline into account.
4.1.3. Hybrid Approaches: Design-time Deadline Distribution and Run-time Allocation. The com-
pared hybrid approaches that perform design-time deadline distribution and run-time
allocation are listed in Table X. These approaches distribute the end-to-end deadline
of an application/job to its sub-functions and then perform resource allocation in order
to meet the deadline. In PDC, end-to-end delay of a job in a multi-stage pipeline is
bounded as a function of job execution times on different stages. The AP approach par-
titions a parallel real-time application into a set of sequential flows. In LDA, a locally
optimal algorithm is employed to assign local deadlines to the jobs. The evaluation
results for these approaches are employed from [Hong et al. 2015], where they are im-
plemented in C++ and consider stream-type and general-type workloads to emulate
different kinds of application scenarios.
Number of Executed Task Sets. Figure 12 (a) and (b) show comparison of feasible task
sets at various utilization levels for balanced and imbalanced workloads when assorted
approaches are employed. Each workload contains a total of 100 task sets of 50 tasks
each, where individual instances of a task and sub-task are referred to as jobs and
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Table X: Hybrid approaches (design-time deadline distribution and run-time alloca-
tion) considered for comparison
References Approaches Abbreviation
[Jayachandran and Abdelzaher 2008] Pipeline Delay Composition PDC
[Buttazzo et al. 2011] Automatic Partitioning AP
[Hong et al. 2015] Local-Deadline Assignment LDA
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Fig. 12: Percentage of feasible task sets for (a) balanced and (b) imbalanced workloads.
sub-jobs, respectively. A total of 8 cores are considered. In a balanced workload, the
execution time of a job is randomly distributed along its execution path to balance the
core loads, whereas cores’ loads are imbalanced in an imbalanced workload. A couple of
observations can be made from the figure. 1) LDA finds far more feasible sets than the
other two methods for both the balanced and imbalanced workloads. 2) LDA performs
much better than PDC and AP at high utilization levels where there are more jobs
in the system. It should also be noted that sometimes LDA may not be able to find a
feasible solution even though such solutions indeed exist, since LDA finds local sub-job
deadlines for each core independently instead of using a global approach.
4.2. Soft Real-time Approaches
4.2.1. Market-inspired Approaches. We have considered mainly market-inspired and
value based approaches for comparison. Table XI lists the compared approaches that
have been applied to applications containing dependent tasks. The value optimization
approaches optimize only for value while applying various principles, e.g., ValOpt1
chooses the highest value application first, ValOpt2 first chooses the application hav-
ing maximum value density computed as value over the amount of required compu-
tational resources, and ValOpt3 chooses the application with the minimum remaining
value first. The approach in [Singh et al. 2013a] optimizes only for energy and has
been extended to optimize both value and energy consumption for a fair comparison,
where first a value optimizing allocation is found and then DVFS is applied to opti-
mize energy consumption. In ValEnJoinOpt, value and energy consumption are jointly
optimized by employing a genetic algorithm. In ValEnAdaptOpt, in addition to joint
optimization, adaptation (reallocation) is also performed based on the execution status
of running applications and available system resources in order to explore the scope
for further optimization. These approaches are implemented in a C++ prototype and
integrated with a SystemC functional simulator. They are evaluated by considering
job models from historical data of an industrial HPC data center at High Performance
Computing Center Stuttgart (HLRS).
Value and Energy Consumption Comparison. Figure 13 (a) and (b) show the influence of
the number of available nodes (servers) on the overall value and energy consumption
when various approaches are employed. Each node contains a total of 10 cores. To suf-
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Table XI: Market-inspired and value based approaches considered for comparison
References Approaches Abbreviation
[Theocharides et al. 2010] Value Optimization 1 ValOpt1
[Bansal and Pruhs 2010] Value Optimization 2 ValOpt2
[Burkimsher 2014] Value Optimization 3 ValOpt3
[Singh et al. 2013a] Value and Energy Separate Optimization ValEnSepOpt
[Singh et al. 2015b] Value and Energy Joint Optimization ValEnJoinOpt
[Singh et al. 2016] Value and Energy Adaptive Optimization ValEnAdaptOpt
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Fig. 13: Value and energy consumption comparison.
ficiently stress the platform, we consider all the applications arriving over a month.
Further, to remain close to the reality, it is considered that higher number of applica-
tions arrives in peak times, i.e. weekdays and daytimes as compared to off-peak times,
i.e. weekends and night times. The value and energy consumption results are normal-
ized w.r.t. the value and energy by ValOpt1 approach at 2 nodes. A couple of observa-
tions can be made from Figure 13. 1) Overall value by all the approaches increases
with the number of nodes due to increased processing capability leading to completion
of a higher number of applications before their value becomes zero. 2) ValEnAdap-
tOpt approach achieves a higher overall value than other approaches. This is due to
the fact that adaptation leads to early completion of executing applications and thus
higher values for them. Further, earlier completion leaves resources for the queued
applications to be allocated and completed sooner, leading to higher values. 3) The
energy consumption is not the lowest by ValEnAdaptOpt as it completes execution of
higher number of applications and energy is consumed for executing them. Further,
if both the value and energy consumption metrics are to be jointly optimized as value
achieved per unit of energy consumption, i.e. value divided by energy, ValEnAdaptOpt
leads to the best results.
4.2.2. Bio-inspired Approaches. Table XII lists the bio-inspired approaches considered
for comparison. These approaches are applied to perform reallocation on top of an
initial allocation done based on least utilized heuristic in order to improve average
execution time and energy consumption. In RR, at every remapping interval, each
core selects the most late task from its task queue and randomly selects another core
to remap it. MCR partitions the whole many-core chip into virtual clusters and each
cluster is managed by a local manager that receives states of its cores every time a
task completes execution and performs mapping of tasks. In case the cluster has no
available cores, it sends request to neighboring clusters and loans the closest avail-
able core to map the task. To have a fair comparison, MCR approach of [Castilhos
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Table XII: Bio-inspired approaches considered for comparison
References Approaches Abbreviation
Reference implementation Random Reallocation RR
[Castilhos et al. 2013] Multiple Cluster based Reallocation MCR
[Mendis et al. 2015] Single Cluster based Reallocation SCR
[Mendis et al. 2015] Pheromone Signalling based Reallocation PSR
Jo
b
La
te
ne
ss
Im
pr
ov
em
en
t(
%
)
RRSCRMCRPSR
(a)
Co
m
m
un
ic
at
io
n
O
ve
rh
ea
d
(s
)
RRSCRMCRPSR
(b)
Fig. 14: Job lateness and communication overhead comparison.
et al. 2013] has been modified to take the following aspects into account: relocation
to maximum two hop distance, remapping a late task is to a PE with positive slack,
and placing cluster manager in the center of the cluster [Mendis et al. 2015]. SCR is
essentially MCR with only one cluster. In PSR, the reallocation is performed based on
the pheromone level of the cores. These approaches are evaluated by a discrete-event
abstract simulator to map a video stream workload on a 10×10 mesh of cores [Mendis
et al. 2015], where cluster size of 2×5 (i.e. 10 clusters) is considered for MCR and the
video stream contains a set of jobs arriving at different moments of time.
Execution Time and Energy Consumption Comparison. To evaluate average execution time
and energy consumption, the relevant metrics job lateness and communication over-
head are considered. By optimizing the job lateness and communication overhead, av-
erage execution time and communication energy can be optimized, where job lateness
is computed as the difference between the job deadline and its response time. Figure 14
(a) and (b) compare distribution of cumulative job lateness and communication over-
head, respectively, when various approaches are employed. For job lateness, all the
approaches show positive and negative results. Therefore, the remapping techniques
have failed to improve lateness of jobs under certain workload situations. However,
majority of the distribution for PSR and MCR is in the positive region. In over 60%
of the workload scenarios, PSR produces positive improvement to the job lateness of
the video streams. Further, MCR shows a better job lateness improvement over SCR
as the monitoring traffic is shorter in route-length and hence is less disruptive to the
data communication. The random remapper shows the worst results. It is interesting
to note that there are a few scenarios where random remapping produced significant
job lateness improvements. For communication overhead, PSR shows a significant re-
duction when compared to some other approaches. The maximum overhead of PSR is
comparable to that of MCR. Both the MCR and SCR show a higher and narrower dis-
tribution of communication overhead than PSR. A higher upper whisker in PSR shows
that under certain workload scenarios the overhead can be costly and similar to the
MCR. The lower communication overhead distribution of the SCR when compared to
MCR is due to the lack of inter-cluster communication. In SCR, communicating tasks
mapped at the middle of the system will suffer due to the network congestion caused by
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Table XIII: Non-guaranteed admission control approaches considered for comparison
References Approaches Abbreviation
Reference implementation No Admission Control NAC
[Leontyev and Anderson 2008] Guaranteed Admission Control GAC
[Kao and Garcia-Molina 1997] Equal Flexibility EQF
[Mendis et al. 2014] Heuristic Admission Control HAC
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Fig. 15: Video stream admission and utilization comparison.
the incoming monitoring traffic and thus communication overhead issues will become
severe for larger system sizes. The RR has lowest communication overhead as it only
incurs overhead when notifying the task dispatcher regarding remapping decisions.
4.2.3. Non-guaranteed Admission Control Approaches. Table XIII lists the relevant ap-
proaches considered for comparison. NAC is considered to analyse the effects of ad-
mission controls over no admission control. In GAC, it is ensured that all the admitted
tasks/jobs will meet their deadlines. The EQF approach divides the total remaining
slack among the subtasks in proportion to their estimated execution times in the hope
to reduce individual task deadline miss rate. In HAC, a heuristic based admission con-
trol is employed in order to achieve trade-off between predictability and utilization.
These approaches are evaluated by a discrete-event abstract simulator to map a num-
ber of video streams on a 3×3 mesh of cores [Mendis et al. 2014], where each video
stream contains a set of jobs arriving at different moments of time.
Admitted Video Streams (relates to Predictability) and Energy Consumption (relates to System
Utilization) Comparison. Figure 15 (a) shows the number of video streams that were ad-
mitted and successfully schedulable (AdmSchd), admitted but late (AdmLate) and re-
jected (Rejtd) when difference approaches are employed under light (Low) and heavy
(High) load conditions. The HAC is employed by setting fixed values of constants in
the adopted heuristic [Mendis et al. 2014]. A couple of observations can be made from
Figure 15 (a). 1) For both low and high load conditions, when GAC is employed, none
of the admitted video streams incur any lateness, i.e., AdmLate is zero. 2) In NAC,
all the incoming video streams are admitted unless the global input buffers do not
have available free space to hold the new tasks. Hence, a large number of admitted
video streams miss their deadlines, specially under the high-load situation, and only
few video streams are rejected. 3) The rejected jobs are higher in high-load situation
as the task-queues and input buffers become saturated earlier. 4) EQF and GAC have
similar service guarantees, where no admitted streams incur lateness (AdmLate = 0),
however, on average, the rejection rate of EQF is lower than GAC, giving a more tighter
guaranteed decision. Figure 15 (b) shows the percentage busy time of all the cores for
different approaches under low and high load conditions. The percentages is computed
by the ratio between the total core busy time and total simulation. A couple of obser-
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vations can be made by looking Figure 15 (a) and (b). 1) Admitting more streams into
the system (whether they are late or schedulable) improves system utilization. In the
high load condition, NAC has peak utilization of about 80% after which the buffers
begin to overflow and streams are rejected. Further, admitting a few high resolution
video streams may cause the system to be more busy than admitting relatively low
resolution ones. 2) GAC has the lowest system busy time which corresponds well with
the high number of stream rejections shown in Figure 15 (a). 3) The system busy time
is better by EQF over GAC because of extra admitted streams. Further, HAC shows
even higher busy time due to more admitted video streams.
4.2.4. Congestion Avoiding Approaches. Table XIV lists the promising congestion avoid-
ing resource allocation approaches considered for comparison. NonContNN tries to find
the allocation for a task on the nearest core close to the core containing its communicat-
ing task. NonContTM employs task migration to obtain a better allocation. NonCon-
tNNDefrag employs the defragmentation approach proposed in [Ng et al. 2015] on top
of NonContNN. In IncCont, for the tasks of an incoming application, an incremental
allocation is performed in a selected region that may be long and thin in shape, which
may incur a higher communication energy. In contrast, CirCont selects a region that
is nearly circular in shape, which leads to small average distance between any pair
of cores inside the selected region and thus save energy consumption. CirContDefrag
employs the defragmentation approach of [Ng et al. 2015] on top of CirCont. These ap-
proaches are implemented by extending Noxim [Fazzino et al. 2008], a SystemC-based
Network-on-Chip (NoC) simulator. Their evaluation is done by considering applica-
tions represented as task graphs that have varying arrival times [Ng et al. 2015].
Execution Time and Energy Consumption Comparison. Figure 16 (a) and (b) show overall
execution time and energy consumption when 100 random applications are allocated
on systems of various sizes by employing the congestion avoiding approaches reported
in Table XIV. The inter-application arrival period is set randomly and average number
of tasks in each application is 8. In the case of non-contiguous mapping, on average,
NonContNNDefrag reduces execution time by 35.6% and 34% when compared to Non-
ContNN and NonContTM, respectively. Further, NonContNNDefrag reduces energy
consumption by 40.6% and 39% over NonContNN and NonContTM, respectively. In
NonContNN and NonContTM, free cores might be scattered and thus tasks of the
incoming application are allocated to non-contiguous regions. This increases the inter-
task communication overhead and thus degrades the performance. On the other hand,
NonContNNDefrag leads to better performance as inter-task communication distance
is reduced by grouping the free cores into one contiguous region before allocating of
the incoming application. In the case of contiguous mapping, on average, CirContDe-
frag shows a 28% reduction in execution time when compared to CirCont. Moreover,
on an average, CirContDefrag reduced energy consumption by 28% when compared
to CirCont. CirContDefrag improves the CirCont approach by reshaping the irregular
free core region into a regular and contiguous one with low communication distance;
otherwise, CirCont has to wait until a regular free core region is not available even if
sufficient scattered cores are available after multiple allocations and deallocations.
4.3. Discussions and Summary
The compared approaches under various categories indicate their superiority for per-
forming different kinds of resource allocations. Therefore, based on the kind of appli-
cation domain and run-time scenario, one category of approaches are recommended to
be employed. The references to recommended previous studies for some common sce-
narios/applications are as follows. In case the platform is overloaded (i.e., demand for
available resources is higher than the supply) in a centralized control environment,
market-inspired approaches are suitable as more profitable jobs can be allocated to
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Table XIV: Congestion avoiding approaches considered for comparison
References Approaches Abbreviation
[Carvalho et al. 2010] Non-contiguous Nearest Neighbour NonContNN
[Modarressi et al. 2013] Non-contiguous with Task Migration NonContTM
[Ng et al. 2015] NonContNN with Defragmentation NonContNNDefrag
[Chou et al. 2008] Incremental Contiguous IncCont
[Sun et al. 2010] Circular Contiguous CirCont
[Ng et al. 2015] CirCont with Defragmentation CirContDefrag
0
0.2
0.4
0.6
0.8
1
1.2
10x10 12x12 14x14 16x16 32x32
Ex
ec
ut
io
n
Ti
m
e
(n
or
m
al
ize
d
w
.r.
t.
N
on
Co
nt
N
N
)
NoC Size
NonContNN NonContTM NonContNNDefrag IncCont CirCont CirContDefrag
0
0.2
0.4
0.6
0.8
1
1.2
10x10 12x12 14x14 16x16 32x32
En
er
gy
Co
ns
um
pt
io
n
(n
or
m
al
ize
d
w
.r.
t.
N
on
Co
nt
N
N
)
NoC Size
CongAvoidExecTimeE ergy
(a) (b)
Fig. 16: Execution time and energy consumption comparison.
the limited resources while holding the low value jobs for late allocation [Theocharides
et al. 2010; Aksanli and Rosing 2014; Calheiros and Buyya 2014; Khemka et al. 2015;
Singh et al. 2016]. In a distributed control environment where reallocations need to be
performed based on observed biological phenomenon and related platform/application-
level metrics (e.g., throughput and lateness), bio-inspired approaches can be employed
to perform efficient resource allocation [Brinkschulte et al. 2007; Barbagallo et al.
2010; Nayak et al. 2012; Jha et al. 2014; Mendis et al. 2015] . For typical embedded
systems where the applications are known in advance, efficient allocations for each
application or use-case (combination of active applications) can be computed at design-
time with well-defined search heuristics. Such measures can be taken to achieve better
results as compared to on-the-fly processing approaches [Huang and Xu 2010; Ykman-
Couvreur et al. 2011; Singh et al. 2013; Weichslgartner et al. 2014; Quan and Pimentel
2015; Singh et al. 2016b]. However, on-the-fly approaches are recommended to be ap-
plied when the applications are not known in advance as they lend well in such sce-
narios [Moreira et al. 2007; Shojaei et al. 2009; Carvalho et al. 2010; Castilhos et al.
2013; Fattah et al. 2014; Ng et al. 2015].
Further, depending upon the size of the system, a decision to choose between cen-
tralized and distributed control can be made by performing experiments with various
system sizes. Usually, distributed control leads to better results for large scale systems
as it alleviates the monitoring traffic problem around the centralized manager [Kadin
et al. 2009; Kobbe et al. 2011; Castilhos et al. 2013].
5. UPCOMING TRENDS FOR FUTURE RESEARCH AND OPEN CHALLENGES
This section addresses some of the upcoming trends and challenges to be faced to take
the mapping methodologies into the next era.
5.1. Hybrid Resource Allocation
The analysis of dynamic resource allocation approaches indicate that hybrid strate-
gies, that combine design space exploration of design-time techniques with the run-
time management in order to select mapping configurations that are best suited to
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newly arriving applications, lead to better results than on-the-fly strategies. The al-
ready known mapping configurations also improve predictability. Further, since they
involve minimum computation at run-time, they facilitate for light-weight run-time
platform manager. This speeds up the mapping process, i.e., mapping time, signifi-
cantly over on-the-fly strategies.
The trend for the hybrid resource allocation was introduced earlier [Singh et al.
2013]. Since then, due to its potential, significant advances have taken place for em-
bedded systems [Weichslgartner et al. 2014; Javaid et al. 2014; Jung et al. 2014; Quan
and Pimentel 2015; Dziurzanski et al. 2015; Singh et al. 2016b]. It has also shown its
potential for managing data center resources [Singh et al. 2015b; 2016]. With advance-
ment, these approaches have tried to address the involved challenges such as reducing
exploration time for large scale applications/platforms and storage overheads for ex-
plored designs. However, since the problem size is continuously increasing because of
the additional complexity of applications and the way they share increasingly sophis-
ticated platforms, further studies are required.
Although the advantages of hybrid strategy seem promising, it comes with its own
trade-offs due to inherent pseudo-dynamic nature and inability to handle new appli-
cations without available design-time exploration. With no doubt, hybrid strategies
seem to be followed in the field of mapping methodologies but due to their nascent de-
velopment and lack of in-depth examination, further development of design-time and
on-the-fly mapping methodologies will continue hand-in-hand with hybrid strategies.
5.2. Large Scale Many-core Architectures
It is evident that technological enhancement will enable integration of hundreds and
even thousands of cores in a single chip [Borkar 2007]. Recently, some large scale archi-
tectures have been introduced, e.g., Angstrom [Hoffmann et al. 2012], Kalray’s MPPA
[De Dinechin et al. 2014], and KiloCore chip [Bohnenstiehl et al. 2016]. These archi-
tectures impose a big challenge to manage their resources at run-time in a scalable
manner. Some researchers have tried to address the scalability concern by develop-
ing distributed resource management strategies [Kadin et al. 2009; Al Faruque et al.
2008; Kobbe et al. 2011; Ebi et al. 2011]. These distributed strategies need to be fur-
ther investigated such that the systems can be made more predictable and real-time
challenges of foreseeable future can be addressed.
The resource allocation for large scale many-core architectures has already been a
trend [Singh et al. 2013]. However, due to the integration of higher number of cores
in recent years [De Dinechin et al. 2014; Bohnenstiehl et al. 2016] and its expected
increase in upcoming years, resource allocation approaches need to advance in order
to address the challenge of efficient exploitation of the abundant amount of cores.
In order to overcome the issues of large scale 2-dimensional (2D) many-core chips
such as large area, power and signal transmission delay, integration of multiple lay-
ers of cores into a single device is taking place in order to realize 3-dimensional (3D)
many-core architectures [Coskun et al. 2009; Zhou et al. 2010]. Despite having several
advantages of 3D integration, the 3D high integration density brings major concern
in the temperature increase that causes thermal hot spots and high temperature gra-
dients. This might lead to an unreliable system and degraded performance. Efficient
thermal management of 3D architectures is challenging and requires investigation
of efficient resource allocation strategies to cater the reliability and performance con-
cerns. The performance concern is specially important for real-time applications where
predictable execution is desired.
The resource allocation studies for 3D architectures have also advanced. These ad-
vanced studies have tried to exploit the 3D architecture through various heuristics. For
example, in [Cheng et al. 2013], interconnect energy optimization is achieved by allo-
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cating heavily communicating edges to fast vertical links, and in [Singh et al. 2016a],
potential of 3D-neighborhood correlation available in spatial and temporal domains
for 3D videos is exploited.
Further, these large scale architectures are expected to contain several types of
cores, e.g., general purpose processor (GPP) cores, digital signal processing (DSP)
cores, graphic processing unit (GPU) cores and field programmable gate array (FPGA),
in order to meet functional and non-functional demands by exploiting their distinct fea-
tures. Such heterogeneous integration will further increase the resource management
challenges. Recently, small scale heterogeneous architectures have been released by
industries, e.g., Samsung Exynos 5422 System-on-Chip [Samsung 2014] that powers
the popular Samsung Galaxy S5 smartphone and the chip contains 4 ARM Cortex-A15
cores, 4 ARM Cortex-A7 cores and a six-core ARM Mali T628 MP6 GPU. Additionally,
some development chips have been released, e.g., MediaTek’s Helio X20 chip [Medi-
aTek 2016] containing Cortex-A72 cores, Cortex-A53 cores and Mali-T880 MP4 GPU
cores, Xilinx’s Zynq UltraScale+ EG MPSoC devices [Xilinx 2016] containing ARM
Cortex-A53 cores, Cortex-R5 cores and a Mali-400 MP2 GPU, and Intel’s Xeon-FPGA
hybrid chip [Intel 2016] containing 12-core Intel microprocessor with an Altera Arria10
FPGA. The number of heterogeneous cores in future architectures are going to increase
towards realization of large scale heterogeneous architectures. Further, academia is
also investigating large scale heterogeneous architectures, e.g. Invasive architecture
containing thousands of cores [Henkel et al. 2012]. In order to exploit these archi-
tectures, new framework such as OpenCL [OpenCL ] has been developed for writing
programs that can execute across heterogeneous processing cores CPU, GPU, DSP, and
FPGAs. Existing works have explored the possibility of executing OpenCL programs
across CPUs and GPUs [Luk et al. 2009; Grewe et al. 2013; Prakash et al. 2015].
In future, efficient resource allocation strategies will need to be developed by taking
abundant amount of cores and heterogeneity into account [Ding et al. 2014]. This will
address the need to satisfy the ever increasing performance requirements of modern
and future applications that can efficiently utilize large number of processor cores.
5.3. Joint Consideration of Computation and Communication Loads
Several earlier researches on multi/many-core systems indicate that only computation
loads were considered and optimizations used to be performed only for such loads.
Some of these works can be seen in Tables I to XIV, where computation (comp.) is
entered in the column computation and communication (comp. and comm.) considera-
tion. These works consider loads as a set of independent tasks, which used to be true
for single core systems where each task is executed sequentially. However, to efficiently
exploit multi/many-core systems, the applications are partitioned into multiple tasks
that usually have execution order and data dependencies, and such partitioned ap-
plication are represented as task graphs, dataflow graphs, etc. Due to the dependency,
once computation of a task is finished, it sends data (representing communication load)
to other task that starts execution after receiving the data. This necessitates joint con-
sideration of computation and communication loads during the process of resource
allocation.
5.4. Multi-objective Resource Allocation
The resource allocation problem for multi/many-core systems has focused a lot to op-
timize execution time in order to meet the timing constraints, which is one of the
important objective to achieve safe operation in time-critical systems or better user
experience in embedded systems. However, modern multi/many-core systems need to
be optimized for several other metrics along with the execution time due to various
reasons such as increasing demand of energy, shrinking transistor sizes leading to un-
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reliable systems due to leakage power and thermal issues, and security threats due to
interaction with untrusted devices.
5.4.1. Jointly Optimizing Execution Time and Energy Consumption. The joint optimization of
execution time and energy consumption is of paramount importance due to battery
operated systems [Jha et al. 2014; Fattah et al. 2014; Quan and Pimentel 2015; Singh
et al. 2016b], and limited availability of power for remote devices and HPC data centers
[Singh et al. 2015b; Khemka et al. 2015]. This helps to enhance the operational time
while still meeting the timing requirements. As mentioned in Tables I to XIV, recently,
there has been extensive focus for such joint optimization. However, with the increase
of application/platform complexity and power requirement of many-core systems, the
developments of efficient resource allocation approaches to jointly optimize these two
important metrics is expected to continue in foreseeable future.
5.4.2. Consideration for Multiple Objectives. As mentioned earlier, the requirements to
jointly optimize for several performance metrics will grow in future. Along with the
execution time and energy consumption, other important metrics are supposed to be
temperature, reliability, fault-tolerance, and security. For example, three metrics exe-
cution time, energy consumption and temperature are optimized in [Sheikh and Ah-
mad 2014]. The temperature is to be optimized to surmount its effect on other metrics
such as execution time [Murali et al. 2008] and reliability [Wang and Chen 2010], and
to reduce the cooling cost of many-core based HPC data centers [Chaudhry et al. 2015].
Reliability aware resource allocation is desired to increase the mean time to failure of
a system [Singh et al. 2013]. However, in case a fault has happened, resource realloca-
tion is desired during the system operation in order to make the system fault-tolerant
[Lee et al. 2010; Derin et al. 2011; Huang et al. 2011; Schor et al. 2012; Singh et al.
2013; Das et al. 2013; Fattah et al. 2014; Sahoo et al. 2016; Tzilis et al. 2016; Zeng
et al. 2016]. The demand to support increasing number of applications within a de-
vice and then their communication with the applications in other devices has created
security threats due to possible attack in the communication channels and interac-
tion with untrusted devices. This indicates that resource allocation approaches need
to optimize for security as well, which can be achieved by developing security-aware
resource allocation approaches that should take into account other metrics as well.
The optimization for multiple objectives also increases the design space and thus
the exploration time. Therefore, in case the design space exploration can be performed
at design-time, e.g. for known application set, the design space need to be efficiently
pruned so that Pareto-fronts for several conflicting objectives can be derived within a
limited time. The design space increases even further with the heterogeneity of sys-
tems and thus exploration strategies might need to establish an upper limit on the
heterogeneity in order to maintain low complexity.
5.5. Additional Challenges
Some additional challenges also need to be addressed to take the mapping methodolo-
gies into the next era. For example, development of efficient programming models for
large scale and 3D architectures, efficient synchronization and control of concurrently
executing tasks on such architectures and debugging of several concurrent executions
if results are not as expected.
6. CONCLUSION
This paper provides a survey and comparative study of dynamic resource allocation
strategies for multi/many-core systems. Specially, hard and soft real-time strategies
optimizing for execution time and energy consumption are surveyed and compared.
The kind of target architecture, e.g., homogeneous or heterogeneous, and resource con-
trol mechanism, e.g., centralized or distributed, have also been identified. The compar-
ative study of these strategies has shown the superiority of some of them. Based on the
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analysis of the surveyed and compared resource allocation strategies, upcoming trends
and open challenges are identified.
The research directions highlighted in this survey are expected to advance in future
in order to tackle the identified open challenges. These advances will require to develop
efficient resource allocation mechanisms to cater the need of future hard and soft real-
time multi/many-core systems.
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