Abstract-We consider the burst-level congestion control problem in a communication network with multiple traffic sources, modeled as infinite banks of fluid traffic. The controlled traffic shares a common bottleneck node with highpriority cross traffic modeled as Markov-modulated fluid. We introduce a simulation-based congestion control scheme capable of performing effectively under rapidly-varying service rate by making use of the stochastic model of the cross traffic. In the scheme, the control problem is posed as a finite-horizon Markov decision process and is solved heuristically using a technique called Hindsight Optimization. The goal is to maximize throughput minus scaled delay at the bottleneck node. Our empirical study shows that the control scheme performs significantly better than conventional congestion control methods.
I. INTRODUCTION
We study the rate-based congestion control of besteffort traffic in a generic network where a bottleneck node is shared by multiple best-effort traffic sources and other high-priority cross-traffic sources. The objective of congestion control is to determine proper transmission rates for the controlled sources to utilize the bandwidth available to the best-effort traffic efficiently at the bottleneck node while at the same time maintain low average queueing delay and packet loss rate. We refer to this available bandwidth as the service rate of the bottleneck node.
There has been considerable previous research on ratebased congestion control for best-effort traffic. Earlier work involves binary feedback [9] and proportional (P) controllers [10] , [11] for ATM (Asynchronous Transfer Mode) networks and linear-increase and exponentialdecrease type of controllers for TCP/IP (Transmission Control Protocol/Internet Protocol) networks [18] . More recently, to achieve better performance several control-theoretic approaches have been studied, including proportional-derivative (PD) controllers and their variants [12] , [13] , [20] , and those using optimal control and dynamic game techniques such as linear quadratic (LQ) team, H 1 , and noncooperative game controllers [15] , [16] , [14] .
We motivate our work by noticing that most of the above control schemes are designed for constant or slowlyvarying service rates (with the exception of the LQ team and the H 1 controllers, which do consider short-term variation in the service rate). We call these connectionlevel congestion controllers since they assume that the service-rate variation is caused primarily by the joining of new connections and the termination of existing ones. However, burstiness in cross traffic in real networks often occurs at small time scales, i.e., from several milliseconds up to a second [6] . Fast changes in the service rate, coupled with large bandwidth-delay products, often significantly degrade the performance of connection-level controllers. Intuitively, this is due in part to the feedback and control delays-the service rate may change even before the adjustment of the traffic transmission rates impacts the bottleneck node, and thus the desired stable queue length may never be obtained. Another reason is that if the interval between changes is shorter than the controller' s rise time, there is no way for the controller to perform satisfactorily even without the delays. Moreover, these approaches, including the LQ team and the H 1 controllers, all assume linearized buffer dynamics at the bottleneck node; i.e., the boundaries of empty and full queues are ignored. This could cause stability problems under bursty service-rate conditions.
We approach the congestion control problem using an alternative paradigm that alleviates some of the drawbacks. The underlying idea is to design a controller to respond to bursts of service-rate changes by exploiting a stochastic model of the cross traffic. This category of controllers is thus called burst-level congestion controllers. To accomplish our task, we take a pro-active approach by predicting future service rates using a stochastic model so that our controller can act "before" changes happen.
We model the service rate at the bottleneck node as as a Markov-modulated fluid (MMF). MMF models are commonly used to model the high-priority QoS-(quality of service) sensitive traffic, mostly comprising voice and video [1] , [2] , [3] , [4] , [5] , [6] . In our setting, the service rate is just the total link bandwidth subtracted by the portion the high-priority traffic consumes. Hence, the service rate can also be characterized using essentially the same MMF models. We use a Markovian model in our study based on the following reasons. First, Markovian models are very general; in particular, long-range dependent traffic can be approximated arbitrarily well by a Markovian model, perhaps with a large number of states [27] . Second, Markovian models are amenable to powerful decision-theoretic analysis.
We formulate our congestion control problem as a finitehorizon Markov decision process (MDP) [8] . At the bottleneck node, we receive a positive reward by forwarding traffic and a scaled negative reward for each unit time the traffic spends waiting for service. The objective is to maximize the average net reward over a finite horizon by choosing proper transmission rates for the sources. We use the Hindsight Optimization (HO) technique [7] to provide a heuristic solution to the MDP problem. The underlying idea is as follows. We simulate network behavior by generating traces of future service rate over a finite horizon using the service-rate model. Based on these traces, we compute the estimates of the optimal expected cumulative reward achievable by applying candidate control actions. We then choose the action associated with the largest estimate as the current control command. To search for the best action corresponding to the largest estimate in the continuous action space, we employ a derivative-based search algorithm.
The main contribution of this work is that we explore a congestion control framework to allow the use of a servicerate model to improve system performance. By using the model to predict service rates, our controller achieves significant performance improvements over conventional controllers when small time-scale bandwidth variations are present. Although MMF models have been extensively employed in network performance analysis, our work is the first to exploit such models for rate-based congestion control. In previous work, [15] , [16] model cross traffic at the bottleneck node by an auto-regressive moving-average process corrupted by a sequence of independent and identically distributed random numbers with zero mean and finite variance. Compared with [15] , [16] , our MMF model has more structure and better performance is therefore expected. In [18] , the authors incorporate a long-range dependent model into the design of a linear-increase exponential-decrease type controller. Our MMF model yields to a decision-theoretic analysis, as mentioned above, resulting in controller that is not constrained to be of linear-increase exponential-decrease type.
The remainder of the paper is organized as follows. In Section II, we describe the network model and define the congestion control problem. In Section III, we introduce the HO technique and show it can be used to solve our congestion control problem. Then, assuming full system observability, we present our derivative-based congestion control algorithm (we address the case of partiallyobservable systems at the end of the section). Section IV presents the simulation results of our controller and the PD and the TCP-Reno controllers to enable comparison. Section V concludes the paper.
II. SYSTEM MODEL AND PROBLEM DESCRIPTION

A. System Model
We consider a generic network where a single bottleneck node is shared by multiple rate-controlled traffic sources and other high-priority traffic sources. The controlled sources transmit at rates specified by a central controller residing at the bottleneck node. At time t (continuous), source i generates fluid traffic at instantaneous rate u (i) (t) and has a fixed forward delay to reach the bottleneck node. Control signals, periodically generated by the rate controller, travel to each source after a fixed backward delay. Thus, associated with each source is a fixed roundtrip delay. We assume that the sources constantly transmit at allowable rates and respond to rate commands instantaneously upon their arrival. This model emulates ABR (available bit rate) traffic in ATM networks and UDP (User Datagram Protocol) traffic in IP networks, which are suitable candidates for rate-based congestion control schemes.
The bottleneck node has constant bandwidth C and a buffer of finite size. We assume that part of the buffer is reserved for the QoS-sensitive cross traffic, and the rest can be used by our controlled best-effort traffic. We denote the size of this usable part by B. The high-priority cross traffic represents, for example, CBR and VBR traffic in ATM networks, or traffic in IP networks receiving high-priority service via the CBQ (class-based queueing) scheme [17] . This "cross traffic" determines the service rate that the controlled traffic experiences at the bottleneck node.
We assume that the cross-traffic process can change only every T time units; i.e., the cross-traffic process remains constant during intervals of the form kT; (k + 1)T), and changes only at times t = kT, k = 1; 2; : : :. tion, we specify the "service process," which is the difference between C and the rate of cross traffic. We assume that the service process is represented by a Markov chain with state space S = f1; : : :; mg, a transition probability matrix M 2 R m m , and a set of distinct rate values v (1) ; : : :; v (m) (i.e., m is the number of the values that the service rate can take). When in state s, the service rate is v (s) (a constant). Under this assumption, there is a oneto-one correspondence between the states and the service rates. Therefore, measuring service rate suffices to determine the state of the service process. In Section III-C, we discuss the more general case where multiple states can generate the same rate. We assume that the service process is independent of the queue length.
We assume that the round-trip delays are integral multiples of T; we write the round-trip delay of source i as d (i) T, where d (i) is a positive integer. Therefore, the incoming traffic from the controlled sources arrives at a constant rate during each time interval between transition epochs, and the service rate is a constant, determined by the state of the service-process Markov chain. Henceforth, we denote time instants kT, k 2 f0; 1; 2; : : :g, by a subscript k. For example, we write u (i) (kT) as u (i) k . Figure 1 depicts an example queue length trajectory of the system. Also, for convenience we will refer to the d (i) simply as the round-trip delays (in discrete-time).
The controller makes control decisions at each transition epoch. The congestion control problem is to determine a rate command to be relayed to the sources to achieve some overall performance objective. Our objective is to balance throughput and delay. When a source receives a command, it transmits at the rate specified by the command. The controller can use system observations and a model of the service process to compute rate commands. The rate command for a source at any given epoch will not have any impact on the bottleneck node until after a time duration equal to one round-trip delay for that source. Therefore, at each decision-making epoch, the controller needs to compute an appropriate rate command for each source that takes into account the round-trip delays.
B. MDP Formulation
We formulate the congestion control problem as a Markov decision process (MDP). An MDP consists of a state space, an action space, a state-transition structure, and a reward structure. In the following, we describe each of these components for our congestion control problem.
Action Space. Without loss of generality, we assume that the transmission rates at the controlled sources are bounded from below by zero and from above by a common valueC C. We denote the action space by U = 0;C] N . For instance, at time kT the control action is a vectorũ k of the formũ k = u (1) k ; : : :; u (N ) k ]. Note that in the ATM context the lower limit can be set to the minimum cell rate.
State Space. The system state has three components. The first is the state of the service process (between the previous and the current decision-making epochs), tak- The service-process state s 0 is determined only by s, and is governed by the state transition probability P(s; s 0 ), which is the (s; s 0 )th entry in the given matrix M. In other words, the service-process state makes a transition from s to s 0 with probability P(s; s 0 ).
To describe how l 0 (the queue-length component) depends onx andũ, let a(x) = P N i=1 u (i) ?d (i) be the aggregate rate of traffic that arrives during one time interval from all controlled sources due to rate commands that were issued to these sources in the past. We define the available bandwidth to be c 0 = v (s 0 ) ? a(x), which represents the service rate at state s 0 minus the aggregate arrival rate from the sources. Then, the queue-length component of the state changes according to the following difference equation, commonly called Lindley' s equation (see also, e.g., [12] , [14] ): l 0 = maxfminfl ? c 0 T; Bg; 0g: (1) Finally, the control history updates as follows: u 0 ?1 =ũ;ũ 0 i =ũ i+1 ; i = ?2; : : :; ?d max :
Reward Structure. We define the one-step reward at statex by
where 0, F(x) is the throughput received during one time interval when the system is in statex, and D(x) is the total queueing delay incurred in that time interval. The scaling factor reflects our tradeoff preference between the throughput and the delay. The one-step reward R(x) depends only on the statex and not explicitly on the controlũ because any rate command will not have impact on the bottleneck node until at least d min T time units later, due to the non-zero round-trip delays d (i) , where
In the following lemma, we provide fomulas for the received throughput and incurred delay during one time interval. We omit all proofs in this paper due to space limitations. 
Furthermore, the total delay (total amount of time the traffic spends in the buffer) during the interval is: Based on the MDP model described above, we can state the congestion control problem as follows. For a given initial statex 0 2 X, we apply a controlũ 0 2 U to the system and receive a reward of R(x 0 ) by serving traffic at the bottleneck node. The system will then make a transition to a new statex 1 according to the state-transition structure. We then apply a controlũ 1 , and so on. After a horizon of H 
C. Optimal Solution
To describe our approach to the congestion control problem, we first characterize the optimal congestion control policy. For a given initial statex, let
Following a standard approach to solving MDPs, we write Q k (x;ũ) = R(x) + E(V k?1 (x 0 )); k = 1; : : :; H;
where the expectation in the right-hand side is with respect to the next statex 0 , and V k?1 (x 0 ) is the optimal cumulative reward over the k?1 time steps starting from the (random) statex 0 . A celebrated result in Markov decision theory [8] then states that V H (x) = max u2U Q H (x;ũ); and the optimal policy is defined by k (x) = arg max u2U Q H?k (x;ũ):
In particular, for a fixed horizon H, the control u = 0 (x) = arg max u2U Q H (x;ũ)
is an optimal "current" action.
At each control epoch we apply the "current" control actionũ in (5) . In other words, each control epoch involves optimizing Q H (x;ũ) with respect toũ for a horizon of H into the future. This approach of applying a "movinghorizon" control solution in an on-line fashion is common in the optimal-control literature, for example in recedinghorizon control (see, e.g., [22] , [23] ).
In practice we do not have explicit knowledge of Q H (because it depends on the optimal cummulative reward). Thus, equation (4) is not directly useful for determining the optimal policy. Furthermore, our MDP problem does not yield to any known analytical solution. Hence, the best we can hope for is to get an estimate of Q H (x;ũ). In the next section, we describe a particular approach to solving our optimization problem, based on evaluating candidate actions using estimates of Q H (x;ũ). 
III. CONGESTION CONTROL ALGORITHM USING HINDSIGHT OPTIMIZATION
A. Hindsight Optimization Technique
In this subsection, we outline our solution approach, which is based on a technique called hindsight optimization, first described in [7] . The overall control architecture is illustrated in Figure 2 . The controller comprises three parts: a state observer, a traffic simulator, and a rate calculator. The state observer is responsible for obtaining the system statex. We assume that the controller has an MMF model of the cross traffic. Since at each state of the MMF model, the rate of the cross traffic is constant, at each transition/control epoch we can determine the service state by measuring the amount of cross traffic that arrived during the last time interval. We further assume that the queue length at the bottleneck node can be measured exactly and that the controller keeps track of control commands up to d max time steps in the past. Hence, the system state is fully observable. (Later we describe how this assumption can be relaxed.)
The traffic simulator takes the observed current statex and uses it as a starting state to generate a finite number of possible service-rate sequences (traces) using our MMF model. The rate calculator takes these traces and computes a rate command vectorũ. The calculation of the rate command vector is based on the following idea. Recall from equation (4) that at any given control epoch and any statẽ x, the optimal rate command is given bỹ u = arg max u2U Q(x;ũ)
(we omit the subscript H in Q H (x;ũ) for brevity). We rely on an estimateQ(x;ũ) of the Q(x;ũ) to carry out the above maximization. This estimate is calculated as follows. For each service-rate trace, we compute the cumulative reward by taking actionũ at statex followed by a sequence of optimal actionsũ 1 ;ũ 2 ; : : :;ũ H for the remaining horizon of H ?1 time steps. We call the sequencẽ u 1 ;ũ 2 ; : : :;ũ H the hindsight-optimal control sequence and the optimal cumulative reward the hindsight-optimal value of that trace. We compute the average hindsight-optimal values over the set of generated traces-this average is our estimateQ(x;ũ) of Q(x;ũ). We then simply choose the candidate action associated with the largest estimate, Q (x;ũ), as the current rate command and relay it to the sources. In other words,Q(x;ũ) is given bŷ
where n is the number of generated traces, and W j (x;ũ) is the hindsight-optimal value for the jth trace. we can see thatQ(x;ũ) estimates an upper bound of Q(x;ũ). As discussed in [7] , this upper bound can be arbitrarily loose. However, these estimates are only used to rank competing candidate actions, and thus it only matters whether or not these estimates preserve the relative values at different states. We conjecture that most of the time the ranking is preserved, as supported by our empirical results.
B. Single Controlled Source
To describe how we carry out the maximization in (5) usingQ(x;ũ), we first consider the case where there is only one controlled source. Then, the control variable has only one scalar component, which we denote generically by u. For a givenx, we wish to maximizeQ(x; u) with respect to u. Because the argument u is a continuous variable, we can use a search algorithm based on the derivative ofQ(x; u) with respect to u, which we denote by d uQ (x; u). Note that from equation (6) the state of the service process in the time interval just before the current time.) We wish to find the optimal current control action u 0 associated withQ (x 0 ; u 0 ). In the following, we first describe how we compute the hindsightoptimal control sequences. Based on these sequences, we obtain the derivative ofQ(x 0 ; u 0 ), which together with a search algorithm forms our congestion control algorithm.
B.1 Hindsight-Optimal Control Sequences
Given the initial statex 0 and action u 0 , let fc 0 ; c 1 ; : : :; c H?1 g be an available-bandwidth trace, generated using the MMF model. Specifically, the trace is generated by simulating a sequence of service-process states s 0 ; s 1 ; : : :; s H?1 , and then setting For this trace, we wish to compute the hindsight-optimal control sequence fu 1 ; : : :; u H g, whereH = H ? 1 ? d.
The hindsight-optimal control sequence can be computed analytically, as given in the following proposition. The hindsight-optimal control sequence given in Proposition 1 is intuitively as expected. This first case says if without any incoming traffic, there is some backlogged traffic by the end of the kth time interval. Then, it is intuitively appropriate to decrease the amount of backlogged traffic as soon as possible, which requires the source to stop transmitting new traffic. Since the bottleneck node is already busy during the entire interval with the backlogged traffic, any new traffic will only incur more delay but not improve throughput. In the second case, if there is no more incoming traffic, then by the end of the kth interval the buffer is drained completely, leading to loss in throughput. Hence, we need to send some new traffic to maintain throughput but at the same time allow the queue size go down to zero by the end of the time interval. The appropriate amount of new traffic depends on the importance of the throughout relative to the delay, characterized by the scaling factor .
B.2 Search Algorithm
Recall that at each time, we wish to determine and relay to the source the control action u 0 that yields the largest estimateQ(x 0 ; u 0 ). Here, we use a simple search algorithm that uses only the derivative ofQ. Let d uQ (x 0 ; u 0 ) represent the derivative ofQ(x 0 ; u 0 ) (with respect to the control action u 0 ). The search algorithm is of the form (see, e.g., [19] ) where d u W j (x 0 ; u 0 ) is the derivative of the hindsightoptimal value for the jth trace. There are points where the hindsight-optimal value is not differentiable. However, because there are at most a countable number of such points, with probability one our search algorithm will not encounter such points. Combining the result of Propositon 2 with the algorithm (8), we now have an iterative procedure to compute u 0 . In practice, we terminate the algorithm (8) when the derivative d uQ (x 0 ; u(k)) is sufficiently close to 0. Specifically, we stop when jd uQ (x 0 ; u(k))j ", where " > 0 is a prespecified prameter. Note that we also need a value u 0 (0) to initialize the algorithm (in our experiments, we set u 0 (0) = 0). For the step size sequence f (k)g, a typical
and simple choice is to set (k) to be some small constant.
We summarize the search procedure in the following routine. Let Tr be a given set of future bandwidth traces, n = jTrj the cardinality of Tr, and d u W j (x 0 ; u(k)) the derivativeof the hindsight-optimal value for the jth trace in Tr, as given by Proposition 2. deriv-search(Tr; d) 
C. Extensions: Partial Observability and Multiple Sources
If there is not a one-to-one correspondence between the MMF state and the service rate, then the MMF state is not directly observable (i.e., cannot be deduced based on service-rate measurements). In this case, the same formulation as described above can still be applied provided we modify the state space and transition structure to account for this "partial observability" (the associated problem is called a partially observable MDP (POMDP)). This modification is standard in the decision-theoretic literature (see, e.g., [32] ), involving a state augmentation using the notion of "information states." Due to space limitations, we omit the details here. The general multiple-source problem can be dealt with based on our single-source algorithm. An additional issue that arises in this case is that of fairness. Specifically, we desire that the congestion control algorithm allocate rates in such a way that the resulting throughputs for the multiple sources are comparable. To carry out the maximization ofQ and at the same time deal with this fairness issue, we use a heuristic approach that involves running the search algorithm multiple times, once for each source. Due to space limitations, we omit the details here; details can be found in a report at: dynamo.ecn.purdue.edu/ ngi/.
IV. EMPIRICAL RESULTS
A. Evaluation Setup
We use the popular network simulator ns version 2 as the basis of our simulation environment. We have modified ns to implement our congestion control algorithm over UDP in ns to emulate an ATM network. Figure 3 illustrates our simulated network configuration.
The traffic sent from four sources, denoted by S i ; i = 0; 1; 2; 3, shares a common bottleneck node G 1 , and has a common destination node G 2 . All links between the sources and G 1 have bandwidth of 155 Mbps, while the bottleneck link is of only 55 Mbps. The size of the buffer at G 1 is 100 cells. Source S 0 acts as the source for highpriority traffic. Sources S 1 , S 2 , and S 3 are controlled besteffort traffic sources, which send traffic at the rates determined by the controller residing at node G 1 . These three sources are associated with the round-trip delays of 20, 30, and 40 ms, respectively, as shown in the figure.
In the first two parts (subsections B and C below) of our empirical study, source S 0 consists of a number of independent and identically distributed voice connections, designed to reflect the current Internet. While most data traffic receives only best-effort service, commercial telecommunication companies have begun to carry voice connections, which require real-time guaranteed service, over packet-switched networks. Furthermore, the dynamics of voice connections are well captured by MMF models [2] , [21] . We model a single voice connection by a two-state ON-OFF MMF model, with the expected ON and OFF periods being 400 and 600 ms, respectively. Since a standard voice connection consumes 64 Kbps bandwidth, we set the rate of a telephone connection in our simulation to 70.667 Kbps by considering that the actual payload in a 53-byte ATM cell is only 48 bytes.
B. Performance Comparison on a Single Source
In this subsection, we only activate one controlled source, S 1 . We change the variation of the cross traffic by varying the number of voice connections and investigate how the variation impacts the performance of our controller, called the HS controller hereafter, as well as the well-known PD and TCP controllers. PD-type congestion controllers have been shown to be effective [12] , [13] , [20] . PD controllers adjust the transmission rate based on the deviation of the queue length from a target value. We test the PD controller with different target queue sizes. The target queue size reflects the network administrator' s tradeoff among utilization, delay, and packet loss rate. A larger queue size indicates the desire for higher utilization at the expense of higher delay and packet loss rate.
The stability and the speed of response of PD controllers depend heavily on the controller gains. In general, larger gains lead to faster response but decreased stability. The gain vectors for the PD controller defined in [12] , [13] are We desire fast response to track the change in service rate.
The above values are the largest we can select without losing stability. These gain vectors are obtained by first following the design procedure provided in [12] and then by fine tuning manually.
For the HS controller, we generate 200 service-rate traces using the cross-traffic model; each trace is of length 25 time intervals. We choose T to be 1 ms. The value of T is chosen on one hand small enough to capture the fast variation in service rate and on the other hand large enough for affordable computation. Recall that the expected lengths of the ON and OFF states for a single voice connection are 400 and 600 ms, respectively. Considering this together with the fact that we will be aggregating typically hundreds of such connections as the cross traffic, a value of T = 1 ms seems reasonable. In addition, 1 ms is a value of T small enough to express the round-trip delays as integral multiples of T.
With a value of T = 1 ms, it appears that the compu-tational burden is still nontrivial. In our experiments, we notice that the search algorithm converges quickly, typically in less than 30 iterations. This means that generating future traces takes most of the time. Fortunately, the trace generation can be carried out in parallel (e.g., using a multi-processor machine). Bearing this in mind and considering the pace of progress in computation speeds, we believe that the real-time implementation of our control algorithm is feasible. We set = 1500, reflecting our preference towards throughput since T=2 = 0:75 < 1.
Our metrics for comparison are utilization, average queueing delay, power, and packet loss rate. Utilization is defined as the ratio of the total number of packets forwarded to the total available service "volume" over the simulation period (the sum of the service rates multiplied by T). The average queueing delay is the total amount of time that all the packets spend waiting in the queue at node G 1 divided by the simulation duration. High network efficiency is the ultimate desired result for any congestion controller, and this efficiency cannot be represented by utilization or average delay alone. Rather, it is better captured by the power, which is the ratio of the utilization to the delay [26] . Finally, the packet loss rate is defined as the number of packets lost due to buffer overflow divided by the total number of packets that have arrived at node G 1 .
In most previous papers on rate-based congestion control, e.g., [12] , [13] , the test metric is the controller' s ability to maintain a target queue size. However, by design the HS controller does not aim to maintain a fixed queue size. Thus, we do not compare the HS controller with others in terms of stable queue size.
In our experiments, we find that the HS controller outperforms TCP-Reno significantly in terms of both throughput and delay (experimental data is omitted due to space limitation). In the following, we concentrate on the comparison between the HS and the PD controllers. Figure 4 shows the utilization values achieved by the controllers. The PD controller with a target queue size of 50 cells is denoted by PD-50, and, similarly, PD-10 and PD-1 for the PD controllers with target queue sizes of 10 and 1, respectively. The horizontal axis is the number the voice connections. We can see that all controllers achieve high utilization: about 0.9 and above. As the cross traffic becomes more variable, the utilizations decrease slowly. This demonstrates that in terms of utilization alone, all competing controllers perform satisfactorily. Figure 5 shows the average delays. The HS controller demonstrates a large advantage in this plot against the PD controllers. The closest PD controller is PD-1; however, as the variation in cross traffic increases, PD-1 incurs much larger delays. When there are 1,000 voice connections present, the delay resulting from the HS controller is less than that of PD-1 by more than an order of magnitude.
The powers shown in Figure 6 clearly illustrate that by sacrificing small amounts of utilization, the HS controller obtains large gains in network efficiency. Notice that PD-1 aims at a similar objective by trying to maintain a very small queue size. However, the goal is well achieved only when there is little variation in the cross traffic. When the variation is large, the PD-1 controller loses its ability to stablize the queue size; in fact, the queue length oscillates, leading to increased delays. The underlying reason is that the PD controllers are not designed for this situation (while the HS controller is). Figure 7 illustrates the packet loss rates (PLRs). The PLR for the HS controller is zero in our experiments due to the fact that the implicit goal is to keep a zero queue length, and hence it leaves most of the buffer ready to ab- sorb bursts of incoming traffic. In contrast, the PLRs corresponding to the PD controllers grow at a rate faster than linear as the cross traffic becomes more variable.
C. Fairness in Multiple Source Case
In this subsection, sources S 1 , S 2 , and S 3 are all activated and rate-controlled. The cross traffic is 100 voice connections. We generate 200 future traces, each 75 steps long, and again set = 1500. Figure 8 shows the evolution of the cumulative number of cells forwarded at node G 1 for each source. It is apparent that fairness is roughly achieved in terms of throughput, although source 1 has a slight but insignificant advantage over the others. This result is similar to the one reported in [29] . An explanation for this slight advantage is that the rate of the nearest source is the first to be adjusted by the controller to respond to the gap between service rate and offered load. The HS controller is also fair to all the sources in terms of delay; however, we omit the plot due to space limitation. 
D. Test on a Real Traffic Trace
In this subsection, we test the HS and the PD controllers with a single controlled source and using a real traffic trace as cross traffic. Specifically, source S 0 sends traffic according to a real trace captured on a network node at the Ohio State University by the National Laboratory for Applied Network Research.
The traffic recorded in the trace is very bursty: the instantaneous rate (measured in time durations of 1 ms) can go as high as 100 Mbps, while the average rate is only 14.2 Mbps. We discretize the range of the rate (0 to 100 Mbps) into 8 values and use a 20-state MMF model to fit the trace using the Expectation Maximization (EM) technique, which is the state-of-the-art method of inferring parameters for Markovian models [31] . Due to space limitation, the model parameters are not presented here. We use the inferred model to generate future service-rate traces.
The PD controllers are rendered ineffective by the bursty cross traffic; the rate command quickly diverges to 105 Mbps and stays there, failing to respond to the overflowed buffer at node G 1 . We tried several parameter settings for both PD-50 and PD-1, but failed to obtain stability. Table 1 compares the HS controller with the PD controllers (since in this case both PD controllers perform similarly, we only show one set of values). The "reward" numbers represent accumulated reward values (total throughput minus scaled total delay). The HS controller still performs effectively with satisfactory utilization and much smaller delay and packet loss rate.
V. CONCLUSIONS
We have introduced a simulation-based burst-level congestion controller for a generic network to regulate best- 10.6% 503000 PD-1/PD-50 0.999 .000675 59.7% -703000 Util = Utilization PLR = Packet Loss Rate effort traffic to achieve high network efficiency, represented by high utilization and low queueing delay. We have demonstrated that exploiting the structure of servicerate models, even in a relatively simple way, can result in significantly improved network performance.
While the proposed control scheme is promising, two main issues remain to be addressed: 1) Our heuristic solution is founded on a crisp and powerful decision-theoretic formulation, but little is understood on general conditions under which our controller works well. Hence, an analytical characterization of the control scheme is needed.
2) To incorporate a long-range-dependence traffic model into our control scheme is an interesting direction worth pursuing. Such a model can be made Markovian but with a potentially large state-space. Managing the size of the state space but still capturing the long-range dependence is important for our approach to apply in this case.
