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RESUME 
Le domaine de la modelisation et de la verification des systemes de securite de l'infor-
mation a connu une telle explosion dans les annees 1990 que, maintenant, on dispose 
de toute une gamme de modeles et de methodes. Parmi ces theories, celle du flux 
d'information est tres naturelle : il n'y a pas de flux d'information si la realisabilite 
d'une condition observable au niveau public n'est correlee a la realisabilite d'aucune 
condition observable uniquement au niveau confidentiel. Cette contrainte est toutefois 
trop forte dans le cas ou une interference inevitable, a cause de la nature de l'appli-
cation, doit etre admise. Dans un tel cas, la propriete caracterisant la securite d'un 
tel systeme doit prendre en compte le contexte de cette declassification admissible. 
Notre recherche dans cette these s'est done tournee vers l'etude de aspects formels 
de l'analyse d'une importante categorie des systemes de securite a flux d'information 
admissible : les protocoles cryptographiques. 
Notre contribution comporte plusieurs volets. Nous avons d'abord propose de nou-
velles caracterisations de l'interference admissible et avons montre que presque tous 
les requis de securite de ces protocoles sont des instances de l'interference admissible 
e.g. la confidentialite, rauthentification, la non-repudiation [E,A,B], ainsi que l'ano-
nymat des clients envers les marchands dans une extension que nous avons propose au 
protocole de e-commerce SET de Visa et MasterCard [A,B]. Notre methode a ete im-
plementee dans un prototype d'analyseur symbolique des protocoles cryptographiques 
ASPiC [E] qui nous a permis de detecter une faille de securite dans le protocole SET 
[C,D]. Le fait que Particle [C] tienne dans la revue "Information Processing Letters", 
le premier rang au palmares des articles les plus telecharges des sa parution en debut 
de l'annee 2006, et continue de figurer dans le top 25 de ce palmares presque deux 
ans apres sa parution, temoigne de l'interet que des telles approches suscitent au sein 
de la communaute scientifique internationale. 
Vll 
Toutefois, notre methode ainsi que la plupart des methodes formelles developpees a 
ce jour, dans le domaine de la securite de 1'information, sont basees, d'une part, sur 
l'approche dite "possibiliste", dans laquelle le non-determinisme sert a modeliser les 
mecanismes aleatoires de generation de tous les comportements possibles des systemes 
analyses et, d'autre part, sur l'hypothese de cryptographie parfaite qui stipule que les 
primitives cryptographiques sont des boites noires. Ces approches sont trop grossieres 
pour decrire les fuites d'information probabilistes et ainsi prevenir les attaques basees 
sur les distributions probabilistes des evenements observables du systeme. 
Aussi, nous avons etendu notre modele avec des primitives cryptographiques proba-
bilistes polynomiales et une semantique probabiliste [F,G,H]. Comme il est d'usage 
d'utiliser des ordonnanceurs pour resoudre le non-determinisme dans les modeles 
probabilistes, et que le reseau de communication est generalement considere sous 
le controle de l'attaquant, l'ordonnancement est alors controle par ce dernier. Ainsi, 
ils doivent etre soigneusement dermis pour refleter autant que possible la capacite de 
l'intrus a controler le reseau de communication, sans pour autant controler la reac-
tion interne du systeme avec lequel il interagit. Nous avons muni notre semantique 
de tels ordonnanceurs et avons reformule l'equivalence observation de Mitchell et al., 
2006 sous une forme plus pratique, prenant en compte toute trace observable, au lieu 
d'un observable a la fois. Cependant, comme la plupart des problemes d'equivalence 
checking, nos equivalences asymptotiques souffrent du probleme de quantification sur 
tous les intrus possibles. Aussi, pour contourner cette derniere dimculte, nous avons 
defini une semantique contextuelle pour notre modele [I]. Nous y avons reformule 
nos equivalences asymptotiques et avons prouve que, contrairement a la semantique 
concrete, elles ne sont pas equivalentes : l'equivalence observationnelle etant moins 
fine, justifiant le passage a l'equivalence de trace. Nous avons egalement defini une bi-
simulation qui raffine les equivalences asymptotiques. Enfin nous avons illustre l'utilite 
de notre approche par deux importantes etudes de cas : l'analyse du protocole Dinner 
des cryptographes de David Chaum et le "Crowds protocol" de Reiter et Ruben. 
Vl l l 
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IX 
A B S T R A C T 
The wide spread of distributed systems, where resources and data are shared among 
users located almost everywhere in the world, has enormously increased the interest 
in security issues. It is important to precisely define security properties in order to 
have formal statements of the correctness of a security mechanism. As a consequence, 
in recent years, many formal definitions of security properties have been proposed. 
Among these theories, the information flow approach which aims at characterizing 
the complete absence of any causal flow from high level entities to low level ones, is 
very natural. However this requirement is too strong. Indeed, complete absence of any 
information flow can hardly be achieved in real systems. In order to deal with real 
applications, it is often necessary to admit mechanisms for downgrading or declassi-
fying information. Also, in this thesis we deal with a particular class of admissible 
information flow security systems, namely cryptographic protocols. 
Our contribution concerns several issues. We have first, proposed new characteriza-
tions of admissible information flow security properties and proved that they are ge-
neral enough to capture most of security properties of cryptographic protocols. Indeed 
security properties such as confidentialy, authentication, non-repudiation [E,A,B] as 
well as the anonymity of customers in a recent extension of Visa and MasterCard 
e-commerce security payment protocol SET that we proposed [A,B], are some ins-
tances of admissible information flow security properties. Our approach is mechanized 
in a tool for symbolic analysis of crypto-protocols based on interference checking, cal-
led ASPiC [E]. This tool allowed us, in particular, to detect a new security flaw in 
the industrial e-commerce SET protocol [C,D]. The fact that the article [C] was ra-
ted number one in the TOP25 Hottest Articles - downloaded during January-March 
2006- within the journal IPL, and continues to appear in this prize list almost two 
years after its publication, illustrates the importance of such formal approaches for 
the international scientific community. 
X 
However, our calculus and most of the formal approaches to analysis of cryptographic 
protocols are based on the possibilistic approach for modelling behaviors resulting 
from interactions between the protocol's agents and the perfect cryptography as-
sumption for modelling the intruder. In the possibilistic approach, non-determinism 
is used as a mechanism for the random generation of all possible behaviors while the 
perfect cryptography assumption considers the encryption scheme as black boxes and 
assumes that an intruder cannot learn anything from a cypher text if she does not 
know the key. The possibilistic approach is not expressive enough to model probabi-
listic behaviors and so, to prevent attacks based on probabilistic distribution able to 
infer a secret from its observations. 
Also, we proposed a probabilistic extension, a la Mitchell et al., 2006, of our model, 
extended with probabilistic polynomial time cryptographic primitives and probabilis-
tic semantics. But when modelling cryto-protocols by means of process calculi which 
express both nondeterministic and probabilistic behavior, it is customary to view the 
scheduler as an intruder. It has been established that the traditional scheduler needs 
to be carefully calibrated in order to more accurately reflect the intruder's capabilities 
for controlling communication channels. We have proposed such a class of schedulers 
through our probabilistic semantic extention [F,G,H]. Along these lines, we have de-
fined a new characterization of Mitchell et ai.'s asymptotic observational equivalence 
more suited for taking into account any observable traces instead of just a single 
observable as required in the analysis of many security protocols. However, as most 
contextual equivalences for cryptographic process calculi, our asymptotic equivalences 
suffer from quantification over all possible intruders. To overcome this problem, we 
have defined a context-sensitive semantics [I] allowing an implicit representation of 
the intruder. We have also defined a probabilistic bisimulation and showed that it 
refines the asymptotic equivalences. Finally, to illustrate the usefullness of our ap-
proach, we have proposed extensive case studies, the analysis of the Chaum's Dining 
Cryptographers protocol and the Ruben and Reiter's Crowds protocol. 
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A(??i)t-> m' X(m) s 'evalue a m' avec la probabi l i te p . 
Im(\(m)) ensemble image de A(m), i.e. {m'\3p e]0..1] A(m)^-> m ' } . 
A ensemble des fonctions probabil is tes polynomiales . 
bw(c) bande passante du canal c. 
q : N —> R+ polynome positif. 
•Pofo/ ensemble des polynomes positifs. 
Prob[/(a) = b] probabilite que /(o) s'evalue a b. 
"Dpoiy(N)((f>) ensemble des messages deduct ibles de <f> en t e m p s polynomial . 
Partial ensemble des act ions partielles. 
«4ctoa/ ensemble des act ions de communica t ion . 
Blocked ensemble des processus bloques. 
£ u n ensemble des processus clos (ou des configurat ions) . 
o = (c, m ) u n observable. 
O ensemble des observables. 
TX une permutation. 
Perm(J5) ensemble des permutations des elements de E. 
S ordonnanceur ou strategic d'attaque. 
S = (F, () un ordonnanceur dans la semantique contextuelle de ProSPA. 
(II, S) un attaquant dans la semantique concrete de ProSPA. 
(4>, S) un attaquant dans la semantique contextuelle de ProSPA. 
Sched ensemble des ordonnanceurs . 
SchedT ensemble des ordonnanceurs donnant priorite aux actions internes. 
Index ensemble des indices. 
Act x Ind ensemble des actions indexees. 
support(a) support de Taction a, i.e. le canal sur lequel Faction a eu lieu. 
T fonction de normalisation des probabilite. T(P,a) compte le nombre de 
fagons differentes dont P peut executer Taction a. 
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x(P) localise les positions des actions executable^ de P . 
X fonction ne localisant que les actions de communication. 
F(c, 6) selection d'un domaine de recherche pour le canal d'ecoute c conformement 
a <j). 
T ensemble des fonctions de selection. 
[(a, id)]ilXj2 classe d'equiprobabilite de Taction indexee (a, id) (semantique concrete). 
[a]^, classe d'equiprobabilite de Paction a (semantique contextuelle). 
Sys temes de transit ions 
(£, £?, EQ) systeme de transitions d'origine Eo, de sommets £ C Vroc et de transitions 
& C£xAtix£. 
P—>P' transition (P, a, P') du sommet P au sommet P' par Paction a. 
(£, £?, Eo) systeme de transitions probabiliste d'origine Eo, de sommets £ C Vroc et 
de transitions 5 " C £ x Act x [0,1] x £. 
P—>P' transition probabiliste (P, a,p, P') du sommet P au sommet P' par Paction 
a avec la probability p. 
Exec(P) ensemble des transitions sortantes de P. 
a un chemin. 
a-path un a-chemin, i.e un chemin forme d'un nombre fin d'actions internes suivies 
par Paction a. 
P=^P' chemin de P a Q. 
Tr(P) ensemble des traces visibles de P. 
Prob[5(a)] probabilite que Pordonnanceur S choisisse le chemin a. 
Paths(P, =4>, S) ensemble de tous les a-chemins minimaux de P vers un element de $. 
fj,(P, ==>S) <̂ ) probabilite cumulative du cone defini par Paths(P, =£>, S), selon Pordon-
nanceur S. 
M P ==>S/H, <£) probabilite cumulative up to H. 
Prob[P -^5 a] la probabilite que P genere a selon Pordonnanceur S. 
Prob[P ~-+5 r] la probabilite que P genere des actions dans T selon Pordonnanceur S. 
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Prob[P -~>s °] 1& probabilite que P genere l'observable o selon l'ordonnanceur S. 
Prob[P ~->£ s] la probabilite que P genere la trace observable s — o\02 • • • on selon l'or-
donnanceur S. 
Equivalences 
7£, K relations d'equivalence. 
= equivalence syntaxique. 
^ equivalence de trace (modele possibiliste). 
« bisimulation faible (modele possibiliste). 
^0 equivalence de trace contextuelle. 
~0 bisimulation faible contextuelle. 
~ equivalence observationnelle asymptotique (modele probabiliste). 
~ ' r equivalence de trace asymptotique (modele probabiliste). 
« bisimulation probabiliste. 
~0 equivalence observationnelle asymptotique contextuelle. 
equivalence de trace asymptotique contextuelle. 
bisimulation probabiliste contextuelle. 
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I N T R O D U C T I O N 
Les Enjeux 
Avec l'introduction des ordinateurs dans notre quotidien, la necessite des services de 
protection automatises des donnees contenues dans ces machines devient evidente, 
surtout pour les systemes partages. Mais le plus grand changement qu'ait connu le 
monde informatique est l'utilisation des reseaux qui ont elimine toutes les frontieres 
geographiques. L'Internet est tellement pratique qu'il est devenu un outil incontour-
nable pour notre societe moderne. Le flux d'informations sensibles y transitant cliaque 
jour ne cesse de s'accroitre, qu'il s'agisse de commerce electronique pour lequel il faut 
securiser les transactions fmancieres, des courriers emanant de professions liberales, 
ou tout simplement, d'informations concernant notre propre vie privee, qui doit etre 
respectee dans toute democratic. Toutes ces donnees doivent etre protegees! 
Toutefois, developper ou analyser un systeme de securite informatique de maniere 
efficace est un probleme tres complexe. On doit definir d'une maniere systematique 
les objectifs de securite et caracteriser les approches permettant de les atteindre. 
Une bonne analyse doit prendre en compte les trois aspects de securite suivants : 
les objectifs de securite a atteindre, les attaques eventuelles, et les mecanism.es de 
securite utilises dans le systeme pour detecter ou prevenir ces eventuelles attaques. 
Nous rappelons brievement ces trois aspects dans les sections qui suivent : 
Services de securite 
Les documents electroniques ayant pris une ampleur considerable pour la bonne 
marche de nos affaires quotidiennes, ils doivent avoir les differents types de fonction-
nalites traditionnelles associees aux documents physiques : identification, signature, 
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licence, certification, etc. La liste est longue mais on peut extraire cinq criteres qui 
englobent toutes ces fonctionnalites. 
Confidentialite : pour assurer que seuls les utilisateurs habilites, dans les conditions 
normalement prevues, aient acces aux donnees. Cet acces inclut la lecture, 1'im-
pression, la visualisation ou simplement reveler l'existence. 
Authent ic i ty : pour assurer que l'origine d'un message ou un document electronique 
soit parfaitement identifiee, avec l'assurance que l'identite n'est pas fausse. 
Integrity : pour assurer qu'une information ne soit modifiee que par les utilisateurs 
habilites, dans les conditions normalement prevues. La modification inclut l'ecri-
ture, le changement, le changement de statut, l'effacement et la creation. 
Non-repudiat ion : pour assurer que ni l'emetteur, ni le recepteur d'un message ne 
puisse nier la transmission. 
Disponibi l i te : pour assurer qu'un systeme puisse etre utilise par les utilisateurs 
habilites, dans les conditions d'acces et d'usage normales. 
Attaques 
Les attaques contre les systemes informatiques sont nombreuses et revetent de mul-
tiple formes. En considerant un tel systeme comme un moyen de transmission d'un 
flux d'informations d'une source, par exemple un fichier ou la memoire, vers une des-
tination, par exemple un autre fichier ou une autre machine, on peut caracteriser les 
attaques comme Findique la figure 1. 
Interruption : rendre un service ou un element non-disponible, inutilisable. C'est 
une attaque contre la disponibilite. 
Intercept ion : acces non autorise a un service ou une ressource. C'est une attaque 
contre la confidentialite. 
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Modification : sabotage des ressources, changement non autorise d'un fichier ou 
d'un message. C'est ime attaque contre V integrite. 
Fabrication : creation de faux. Une tierce partie non-autorisee contrefait les objets 
dans un systeme. C'est une attaque contre V authenticite. 





(b) Interruption (c) Interception 




(d) Modification (e) Fabrication 
FIGURE 1 Attaques contre les systemes informatiques 
Ces differentes attaques peuvent etre classees en deux categories : les attaques passives 
(interception) et les attaques actives (interruption, modification et fabrication). Les 
attaques passives sont en general difficiles a detecter mais faciles a prevenir. Par 
contre, les attaques actives sont faciles a detecter mais souvent difficiles a contrer. 
Mecanismes 
II n'existe pas un seul mecanisme de securite permettant de contrer n'importe quelle 
attaque. Mais il en existe un particulierement efficace et incontournable, base sur Puti-
lisation des techniques cryptographiques : le chiffrement symetrique et le chiffrement a 
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cle publique, le hachage cryptographique, et la signature electronique. Voir (Stallings, 
2002) pour une description detaillee des aspects theoriques et pratiques des techniques 
cryptogr aphiques. 
Protocoles cryptographiques 
La securite des systemes d'information est aujourd'hui un domaine en pleine efferves-
cence. Parmi les differents aspects de la securite informatique, la cryptologie et l'etude 
des protocoles cryptographiques ont pris une importance considerable. La cryptologie 
est originellement l'etude des moyens permettant de transmettre des messages secrets, 
et remonte a l'antiquite. Depuis, la portee des methodes cryptologiques s'est conside-
rablement etendue, pour inclure les proprietes de garantie d'authenticite, d'integrite, 
de la distribution securisee des cles, etc. 
La cryptologie est done un domaine tres riche, mais qui s'est longtemps limite essen-
tiellement aux applications militaires. II a fallu attendre le developpement du com-
merce electronique au debut des annees 1990 pour voir un surgissement d'interet 
pour la cryptographie. Ces nouvelles applications de la cryptographie necessitent des 
garanties de securite elevees. 
Or, il se trouve que si, depuis les annees 1980, on dispose d'algorithmes cryptogra-
phiques suffisamment surs, on ne peut pas en dire de meme pour les protocoles cryp-
tographiques. II est bien connu maintenant que meme en presence d'hypotheses de 
cryptographie parfaite, plusieurs protocoles cryptographiques senses assurer la secu-
rite de la transmission sont errones (Clark et Jacob, 1997). De nombreuses attaques 
s'appuient en effet sur les faiblesses logiques de ces protocoles. L'exemple classique est 
le protocole d'authentification (Needham et Schroeder, 1978). Ce protocole qui utilise 
le chiffrement a cle publique a pour but d'etablir une authentication mutuelle entre 
deux usagers A et B. Nous supposons que la cle publique de A, notee fc^, est connue 
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TABLEAU 1 Le protocole d'authentification de Needham-Schroeder 
Message 1 : A - 4 s B 
, , „ „ {n.A,nB}kA . 
Message 2 : B —> A 
Message 3 : A {n^B B. 
de B, et reciproquement pour la cle publique de B. L'authentification par le protocole 
de Needham-Schroeder est decrite par l'echange des trois messages et illustree dans 
le Tableau 1. 
Dans le premier message, A envoie son nom et un nonce de session (i.e. un nombre 
genere aleatoirement) IIA chiffres ensemble avec la cle ks- Nous utilisons la notation 
{riA,A}kB pour designer le resultat du chiffrement. L'usager B peut dechiffrer ce 
premier message et obtenir le nonce de A. Pour le deuxieme message, B repond avec 
le message chiffre par la cle kA contenant UA et un nouveau nonce n^. Si le nonce 
UA retourne par B correspond bien au nonce initialement genere par A, alors A a 
authentifie B. Pour le dernier message, A retourne a B le nonce nB chiffre avec le cle 
publique de B. L'usager B peut alors authentifier A si le nonce nB retourne par A 
n'a pas ete modifie. 
Dans Particle (Lowe, 1996), l'auteur a demontre qu'il est possible d'attaquer le pro-
tocole de Needham-Schroeder. En effet, une attaque est possible lorsque l'usager A 
initie le protocole avec un usager malveillant E. L'usager E peut utiliser les infor-
mations regues de A afin de se faire passer pour A envers un autre usager B. Cette 
attaque se deroule comme indique dans le Tableau 2. 
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(A initie le protocole avec E); 
(E utilise le nom de A pour initier le 
protocole avec B); 
(E intercepte la reponse de B)-, 
(E rejoue la reponse de B a A); 
(A repond a E)-
(B rejoue la reponse de A a B). 
Objectifs de la these 
II est bien connu maintenant que meme en presence d'hypotheses de cryptographie 
parfaite, plusieurs protocoles cryptographiques senses assurer la securite (confidentia-
lite, authentification, non-repudiation, atomicite de l'argent, 1'anonymat, l'integrite 
des donnees, etc.) de la transmission sont errones (Clark et Jacob, 1997). De nom-
breuses attaques s'appuient en effet sur les faiblesses logiques de ces protocoles. 
Le domaine de la modelisation et de la verification de tels protocoles a connu une ve-
ritable explosion dans les annees 1990. On dispose au debut des annees 2000 de toute 
une gamine de modeles et de methodes. Parmi les methodes les plus prometteuses, il 
y a celles basees sur les algebres de processus pour la specification et 1'equivalence-
checking pour la verification. En effet, d'une part, puisque les protocoles cryptogra-
phiques sont essentiellement des processus communicants, les algebres de processus 
s'imposent naturellement comme langage de modelisation autant des participants au 
protocole que l'enviromiement. D'autre part, parmi les theories existantes de la secu-
rite de 1'information developpees au moment ou on a debute ce pro jet de doctor at, 
celle du flux d'information est tres naturelle. Brievement, l'idee est la suivante : il n'y a 
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pas de flux d'information si la realisabilite d'une condition observable au niveau public 
n'est correlee a la realisabilite d'aucune condition observable uniquement au niveau 
confidentiel. L'absence de flux d'information s'exprime de fagon naturelle en termes 
d'equivalences de comportement (e.g. equivalence de trace, de test, bisimulation) entre 
deux contextes, celui du systeme ideal, i.e. le systeme confine n'interagissant pas avec 
l'environnement exterieur et celui du systeme tel qu'observe dans un environnement 
hostile quelconque. 
Cette contrainte est toutefois trop forte dans le cas ou une interference inevitable, a 
cause de la nature de l'application, doit etre admise : en particulier pour les protocoles 
cryptographiques pour lesquels l'observation au niveau public d'un cryptogramme ne 
permet pas d'en deduire le secret. Dans un tel cas, la propriete caracterisant la se-
curity d'un tel systeme doit prendre en compte le contexte de cette declassification 
admissible. Aussi, le professeur John Mullins a propose la notion d'interference ad-
missible (Mullins, 2000), une version non deterministe de l'interference intransitive 
qui n'admet la fuite d'information conndentieile qu'au travers d'un agent de declas-
sification. Ainsi, John Mullins et Stephane Lafrance ont reussi a exprimer la plupart 
des proprietes de l'information transmise par un protocole cryptographique comme 
propriete de fiot d'information, considere comme admissible, du domaine prive vers le 
domaine public. lis ont egalement etabli une methode de verification de ces proprietes, 
dans le cadre de SPPA, d'une nouvelle algebre de processus communicants avec pas-
sage de parametres et primitives cryptographiques (Lafrance et Mullins, 2002). Par 
contre si SPPA permet l'expression de proprietes arbitraires de flux d'information ad-
missible, aucune methode de preuve effective n'y est associee. II etait done necessaire 
de developper une methode de preuve coherente et complete de ces proprietes : c 'est 
I'un des objectifs de cette these. 
De plus, le modele SPPA ainsi que la plupart des modeles de specification des pro-
tocoles cryptographiques existants au debut de ce projet sont bases sur l'approche 
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dite possibiliste dans laquelle le non-determinisme sert a modeliser les mecanismes 
aleatoires de generation de tous les comportements possibles des systemes de securite. 
Ces modeles, derives du niodele de Dolev-Yao initialement propose dans (Dolev et 
Yao, 1983), se basent egalement sur l'hypothese de cryptographie parfaite et souffrent 
de deux limitations importantes. En effet, I 'absence des notions de probabilite limite 
l'expressivite des ces modeles aux protocoles non probabilistes. Or, de plus en plus de 
protocoles cryptographiques utilisent des precedes aleatoires pour atteindre certains 
objectifs de securite (que Ton pense au protocole probabiliste de signature de contrat 
electronique (Norman et Shmatikov, 2002a) ou le "Crowds system" (Reiter et Rubin, 
1998) qui garantit l'anonymat pour les transactions sur le web). La deuxieme limita-
tion importante est l'hypothese de cryptographie parfaite qui est une abstraction tres 
forte limit ant enormement les capacites de l'attaquant. En effet, des crypto-systemes 
juges suffisamment surs tels que le One-Time Pad, le chiffrement RSA, et le chif-
frement symetrique en mode ECB (Electronic Code Bloc), pour ne citer que ceux 
la, presentent des proprietes algebriques (l'associativite, la commutativite et la nil-
potence du ou-exclusif du One-Time Pad, rhomomorphisme du mode ECB et du 
chiffrement a cle publique RSA, etc.) qui peuvent devenir des vulnerabilites exploi-
tables par l'attaquant dans un protocole donne. II etait done indispensable d'etendre 
ces modeles pour prendre en compte des systemes probabilistes et d'eliminer, ou du 
moins justifier, 1'hypotliese de cryptographie parfaite qui apparait comme un choix 
arbitraire. 
II existe plusieurs approches pour etendre ces modeles possibilistes a la Dolev-Yao. La 
premiere, adoptee par Chatzikokolakis et Palamidessi, 2005;Aldini et al, 2002;Bengt 
et ai, 2002, consiste a les etendre avec des notions de probabilite. Ces modeles 
s'attaquent done uniquement au probleme d'absence des notions de probabilite. La 
deuxieme, adoptee par Abadi et Rogaway, 2000; Cortier et Warinschi, 2005; Her-
zog, 2005; Adao et al., 2005; Janvier et al., 2005, consiste a enrichir le modele avec 
des theories equationnelles pour exprimer les proprietes algebriques des primitives 
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cryptographiques. Ces modeles, dont la solidite relativement au modele realiste des 
machines de Turing probabilistes cher aux cryptologues est maintenant bien etablie, 
s'attaquent uniquement au probleme de l'lrypothese de cryptographie parfaite. En-
fin, la troisieme approche que nous adoptons dans cette these consiste a defrnir un 
modele qui, bien que formel, est relativement proche du formalisme computa t iona l 
de la cryptographie moderne puisqu'il travaille directement au niveau des primitives 
cryptographiques. Cette approche, egalement adoptee par Mitchell et a/., 2006; Blan-
chet, 2006; Laud et Vene, 2005, a l'avantage de s'attaquer aux deux problemes cites 
ci-dessus et surtout d'etablir un pont entre les modeles formels classiques de la ve-
rification des crypto-protocoles et les modeles computationnels de la cryptographie 
moderne utilises par cryptologues. 
Contenu de la these 
Les contributions principales de cette these s'articulent essentiellement en trois axes. 
Nous les decrivons ici brievement. Les details de ces contributions sont donnees au 
debut de chacun des chapitres 2 a 5. 
Modelisation. Le modele SPPA, ainsi que tous les modeles formels proposes jusqu'a 
present pour l'analyse des protocoles cryptographiques dans le cadre de la theorie 
du flux d'information admissible se heurtent a un probleme majeur : 1'obligation de 
quantifier sur tous les attaquants possibles. Par consequent, 1'interference admissible 
telle que defrnie dans ces modeles n'est pas tres pratique comme moyen de verifica-
tion. Aussi, nous proposons dans cette these un modele de specification des protocoles 
cryptographiques tres simple denomme Cryptographic Security Process Algebra with 
Downgrading ou CSPAD en abrege. C'est une algebre de processus a la CCS (Milner, 
1989) avec passage de parametres par valeur qui etend l'algebre de processus SPA (Fo-
cardi et Gorrieri, 2001) syntaxiquement, pour prendre explicitement en compte la 
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specification des primitives cryptographiques, et semantiquement, pour prendre en 
compte la specification des niveaux de securite avec mecanisme de declassification. 
Nous y definissons de nouvelles caracterisations de l'interference admissible grace a 
une representation symbolique (done finie) des attaquants. Le probleme d'analyse se 
reduit alors a un probleme d'equivalence checking de systemes infinis. Ces equiva-
lences sont definies sur un systeme de transitions enrichi dont les transitions sont 
contraintes par la connaissance acquise par l'environnement, e'est-a-dire, des atta-
quants eventuels, a la reception de chaque message du protocole. On a defini sur 
ce systeme de transitions enrichi une equivalence de trace et une bisimulation faible 
a partir desquelles nous avons defini nos nouvelles caracterisations de l'interference 
admissible qui evitent de quantifier sur tous les attaquants. 
Verification. Comme signale dans la section precedente, si SPPA permet l'expression 
de proprietes arbitrages de flux d'information admissible, aucune methode de preuve 
effective n'y est associee. Aussi, notre deuxieme contribution importante est la for-
malisation des differentes proprietes de securite des protocoles cryptographiques en 
termes d'interference admissible et surtout la preuve de la solidite de notre approche 
comparativement aux approches classiques basees sur la non-atteignabilite d'etats 
non securitaires. En effet, nous avons exprime le requis de secret en termes d'inter-
ference admissible et avons etabli formellement l'equivalence entre notre approche et 
l'approche classique de specification du secret en termes de non-atteignabilite d'etats 
non securitaires. A notre connaissance, e'est la premiere fois qu'une telle equivalence 
entre les approches basees sur le flux d'information et celles exprimees en termes de 
propriete d'atteignabilite est formellement etablie. Nous avons egalement pu exprimer 
formellement les proprietes de correspondance telles que l'authentification d'entites, 
l'integrite des donnees et la non-repudiation comme instances de l'interference admis-
sible. Notre approche, basee sur la declassification, a permis de simplifier grandement 
la specification et la verification de ces proprietes comparativement aux approches 
basees sur la non-interference (Focardi, 2001) et le modele CSP (Lowe, 1997). 
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Modele probabiliste. Enfin, nous avons propose un modele probabiliste polynomial 
pour l'analyse des crypto-protocoles qui s'est attaque aux deux problemes importants 
des modeles formels classiques a la Dolev-Yao : I'absence des notions de probability 
et I'hypothese de cryptographie parfaite1. C'est un modele denomme ProSPA (Pro-
babilistic Security Process Algebra) qui etend aussi bien syntaxiquement que seman-
tiquement le modele CSPAD pour prendre en compte la specification des systemes 
de securite probabilistes utilisant des primitives cryptographiques (probabilistes) po-
lynomiales et l'analyse de tels systemes dans un environnement hostile. Nous avons 
montre que la semantique de notre modele refiete adequatement la capacite de l'intrus 
a controler le reseau de communication, sans pour autant controler la reaction interne 
du systeme avec lequel il interagit. En effet, la combinaison du non-determinisme et 
des notions de probability engendre d'autres nouveaux defls concernant la puissance 
de nuisance des attaquants. Pour obtenir des systemes analysables, i.e. des systemes 
totalement probabilistes. il est d'usage d'utiliser des ordonnanceurs pour resoudre 
le non-determinisme dans ces protocoles. Mais, puisque le reseau de communication 
est generalement suppose etre sous le controle de l'attaquant, l'ordonnancement est 
par consequent controle par ce dernier. Ainsi, si aucune restriction n'est imposee 
a l'ordonnancement, l'attaquant devient trop puissant et pourrait briser la plupart 
des systemes puisqu'il pourra baser son choix sur des donnees secretes qu'il ignore 
pourtant. Ce probleme n'a ete decouvert que tres recemment. Aussi, nous avons par-
titionne les actions du protocole en classes d'actions non distinguables par n'importe 
quel attaquant. Si ce probleme a ete aborde presque en meme temps par d'autres 
chercheurs - (Chatzikokolakis et Palamidessi, 2007) pour une extension probabiliste 
(mais non computationnelle) du CCS et (Canetti et al, 2006;Garcia et al, 2007) pour 
des automates probabilistes - nous sommes certainement les premiers a le traiter dans 
un modele computationnel a base d'algebre de processus (Brlek et al, 2007b). 
1Les primitives cryptographiques sont consideres comme des boites noires et ne possedent done 
aucune faille de securite. 
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Toutefois, notre modele ProSPA ainsi que tous les modeles formels probabilistes (com-
putationnels ou non) pour la verification des protocoles cryptographiques proposes a 
ce jour se heurtent a l'obligation de quantifier sur tous les attaquants possibles. Aussi, 
s'inspirant des techniques deja utilisees pour le modele possibiliste CSPAD, nous pro-
posons une semantique contextuelle (Brlek et al, 2007a) de notre modele probabiliste, 
malgre les difficultes techniques dues aux particularites des modeles computationnels. 
Cette semantique contextuelle, en plus de nous debarrasser du quantificateur univer-
sel sur les attaquants, a grandement simplifie les difficultes techniques rencontrees 
dans la semantique concrete de ProSPA, notamment lors de la definition des classes 
d'actions strategiquement equivalentes et de la definition formelle d'ordonnanceurs. 
Enfin, signalons que nous avons demontre tout au long de cette these l'utilite de nos 
differentes approches par d'importantes etudes de cas. 
Organisation de la these 
Le reste de ce document est organise comme suit : une breve revue de la litterature 
sur la specification des requis de securite des protocoles cryptographiques dans les 
modeles formels est donnee dans le chapitre 1. Le chapitre 2 presente notre modele de 
specification ainsi que nos nouvelles caracterisations de l'interference admissible. Nous 
abordons la validation des proprietes de securite des protocoles cryptographiques dans 
le chapitre 3. L'extension de notre modele en un modele probabiliste polynomial est 
presentee dans le chapitre 4 et sa semantique contextuelle dans le chapitre 5. Nous 




REQUIS DES PROTOCOLES CRYPTOGRAPHIQUES ET 
METHODES FORMELLES 
L'etude des protocoles cryptographiques commence par une premiere etape de mode-
lisation. Depuis quelques annees, de nombreux modeles dedies aux protocoles se sont 
developpes. Nous allons en presenter une liste, certe non exhaustive, mais que nous 
esperons etre representative. 
1.1 Premiers modeles 
La plupart des approches qui appliquent les methodes formelles a l'analyse des crypto-
protocoles se basent sur celle de Dolev et Yao, 1983, qui ont developpe le premier mo-
dele formel de l'intrus communement utilise aujourd'hui. Les protocoles sont decrits 
par des regies de reecriture de mots; un mot est secret s'il n'est pas accessible par 
reecriture. Cependant, les travaux de Dolev et Yao, et ses successeurs immediats se 
concentrerent sur une seule propriete de securite et de loin la plus simple : certains 
termes qualifies de secrets ne doivent pas etre appris par l'intrus. C'est ainsi que 
les premiers outils d'analyse automatises des protocoles cryptographiques, comme les 
premieres versions de Interrogator (Millen, 1984), se limiterent a la definition du se-
cret. D'autres, telles que les premieres versions de NRL Protocol Analyzer (Meadows, 
1996) permettent a l'usager de specifier les proprietes de securite en terme de non-
atteignabilite d'etats non securitaires. II y est notamment possible de specifier ces 
etats en termes de messages connus par l'intrus et les valeurs des variables locales des 
principaux. Cependant, l'usager n'avait aucune assistance pour specifier ces etats. 
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Probablement, le premier systeme d'analyse formelle des crypto-protocoles qui ap-
porta un reel mecanisme de specification formelle des proprietes de securite est la 
logique de croyance de Burrows et al, 1990 (BAN). La logique de BAN ne s'interesse 
pas du tout au secret, elle se confine aux problemes d'authentification. La logique BAN 
permet de deduire les croyances des principaux participants au protocole concernant 
l'origine et l'usage de l'information telles que : 
- D'ou provient l'information ? 
- A quoi sert elle ? 
- Est-elle nouvelle ou une simple reprise ? 
- Qui d'autres, parmi les participants, ont ces croyances? etc. 
On utilise la logique de BAN pour determiner lesquelles de ces croyances peuvent 
etre deduites a partir d'une idealisation du protocole. Ce modele ne dicte pas quelles 
croyances un protocole doit verifier, c'est plutot a celui qui analyse le protocole de 
decider lesquelles doivent etre satisfaites et de determiner si le protocole permet de 
les garantir. 
1.2 M o d e l e s c lass iques 
Au debut des annees 90, l'approche de la verification des protocoles cryptographiques 
a tendance a appliquer les outils existants tels que les "model-checkers " et les "theorem-
provers". C'est ainsi qu'on a eu besoin de developper des moyens de specification 
des proprietes qu'on desire prouver. Et comme, en general, les chercheurs raisonnent 
directement par rapport aux messages echanges dans le protocole et non des croyances 
qu'on peut deduire de la reception de ces messages, il est sense de developper des 
requis en termes des messages envoyes et recus plutot que des croyances que Ton peut 
deduire. 
Les requis des protocoles cryptographiques peuvent etre classes en deux categories 
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qui dependent des proprietes que les protocoles sont censes assurer : le secret et la 
correspondance. Le secret decrit qui a le droit d'acceder a rinformation et permet de 
specifier la confidentialite, tandis que la correspondance decrit les dependances entre 
les evenements qui se produisent dans le protocole. Elle est habituellement utilisee 
pour exprimer les proprietes d'authentification, d'integrite et de non-repudiation. Ces 
deux types de requis sont en fait tres proches l'un de l'autre. En effet, Syverson et 
Meadows, 1993, ainsi que Schneider et Sidiropoulos, 1996, defmissent le secret comme 
un type de correspondance. 
Bien sur, on ne peut pas caracteriser tous les requis en termes de secret et de cor-
respondance. En effet, ce sont toutes deux des proprietes de surete1. Toute propriete 
autre que les proprietes de surete (telle que requite qui est tres importante pour les 
protocoles de commerce electronique) n'entre dans aucune de ces deux categories. 
Cependant le secret et la correspondance couvrent la plupart des requis pertinents 
pour les protocoles d'authentification et d'echange de cle, ce qui en fait un bon point 
de depart. 
A premiere vue, la correspondance apparait etre la plus subtile et la plus compliquee, 
ce qui explique que les premiers travaux se concentrerent sur ces requis de correspon-
dance. De plus, l'emphase etait mise sur 1'habilite a caracteriser une notion generale 
de correspondance dans une seule definition. Probablement le premier travail dans 
ce domaine etait celui de Bird et al, 1991. Dans l'introduction de leur article, ils 
ont decrit un protocole entre deux principaux A et B pour lequel toutes les execu-
tions telles que vues par les deux parties sont equivalentes une a une. Dime et al., 
1992a ont raffine cette idee pour obtenir le "matching protocol runs (MPR) " qui sti-
pule qu'au moment ou A complete un protocole l'observation de l'autre partie doit 
"correspondre" avec celle de A. Cette notion fut raffinee et formalisee par Bellare et 
1Les proprietes de surete permettent de s'assurer qu'aucun fonctionnement anormal ne peut 
arriver alors que les proprietes de vivacite garantissent que le systeme evolue (afin d'effectuer ses 
fonctionnalites). 
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Rogaway, 1994, dans la notion de "matching conversations" qui developpa l'idee en 
termes de la theorie de complexity. 
Ces notions generates de correspondance peuvent etre tres utiles, mais ont aussi un 
desavantage. En effet, elles peuvent nous permettre de determiner si l'information a 
ete correctement distribute ou non, mais ne permettent pas de determiner si toute 
l'information qui devrait etre authentifiee etait comprise dans l'execution ou non. 
Pour illustrer ce fait, considerons l'attaque de Lowe et Roscoe, 1997 contre le protocole 
Station-to-Station (Diffie et al., 1992b). Le protocole est defini comme suit : 
(1) A - • B : XNA 
(2) B ^ A : xN»,{SB{x
N*,xN")}K 
ou K est la cle de Diffie-Hellman generee par A et B. 
(3) A ^ B : {SA(x
N-,xN*)}K 
Et l'attaque de Low comme suit : 
(1) A - • 1(B) : xN* 
un intrus I intercepte le message de A destine a B 
et le fait suivre a B en se faisant passer pour C. 
(1') 1(C) -> B : XNA 
(2) B - I ( C ) : XNB,{SB(XN\XN»)}K 
I fait suivre le message a A et ainsi de suite. 
A la fin, A croit partager une cle avec B, alors que ce dernier pense communiquer 
avec C et va done rejeter le dernier message de A (il attend un message signe par C 
et non par A!). D'autre part, le protocole satisfait la definition du MPR puisque les 
messages regus par B dans les deux cas (protocole normal et protocole attaque) sont 
les memes. C'est d'ailleurs ce protocole qui a servi a illustrer le concept dans (Diffie 
et a/., 1992b). 
Bien sur, l'attaque de Lowe ne signifie pas que le protocole n'est pas securitaire. Tout 
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ce qu'elle nous indique, c'est que si les noms des principaux ne sont pas inclus dans les 
messages, une definition de securite basee sur la correspondance des messages ne peut 
pas detecter cette absence d'accord sur une information qui n'a jamais ete envoyee. 
La solution de Lowe a ce probleme dans (Dime et al., 1992b) fut de renforcer la 
definition des MPR, pour inclure la condition suivante : si A a complete le protocole 
avec B7 alors non seulement leurs visions doivent correspondre mais B doit en plus 
croire qu'il communique avec A. Dans un article ulterieur (Lowe et Roscoe, 1997), 
il formalisa ce concept en utilisant l'algebre de processus CSP et developpa une 
hierarchie d'authentification. 
Ces requis sont habituellement specifies en utilisant des logiques temporelles qui 
sont generalement utilisees pour prouver la correction des specifications par model-
checking. C'est d'ailleurs cette approche qu'ont adoptee Syverson et Meadows lors du 
developpement de leur outil NRL Protocol Analyzer (Syverson et Meadows, 1993), qui 
deviendra le NRL Protocol Analyzer Temporal Requirements Language (NPATRLj. 
NPATRL est un langage tres simple qui a permis de specifier plusieurs protocoles de 
distribution des cles (Syverson et Meadows, 1996; Syverson et Meadows, 1995) et des 
protocoles de commerce electronique complexes tel que le protocole SET (Meadows 
et Syverson, 1998). Mais il montra ses limites notamment en ce qui concerne des 
proprietes de secret parfaitement transmis qui exigent qu'une cle de session ne soit 
compromise qu'apres la compromission de la cle longue (la cle privee). 
Les logiques temporelles ne sont evidemment pas indispensables pour specifier ces 
types des proprietes. D'autres formalismes marchent parfaitement bien. Par exemple, 
dans (Schneider et Sidiropoulos, 1996) on definit l'authentification en terrnes des 
messages qui doivent preceder un message donne et le secret en termes d'autres requis 
de correspondance, c'est-a-dire, l'intrus ne doit pas prendre connaissance d'un message 
tant que ce message ne lui est pas explicitement envoye. On y utilise l'algebre CSP 
pour formaliser ces proprietes. 
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Une autre approche proposee par Focardi, 2001, permet de specifier les proprieties 
de securite en utilisant des notions derivees de la non-interference. Leur notion de 
correction, Generalized Nondeducibility on Composition ou GNDC, est definie comme 
suit : 
Soient P un processus representant un protocole cryptographique operant en l'absence 
d'intrus et (P||-X") la composition de P et un intrus X. Soit a une fonction des 
processus vers les processus ou a(P) est un processus modelisant le comportement 
"correct" de P. Soit ~ une relation de preordre. Soient C l'ensemble de tous les canaux 
entre les principaux honnetes et Q\C la restriction d'un processus Q a C. Alors le 
processus P satisfait GNDC^, si pour tout intrus X on a 
(P\\X)\C~a{P) 
Dans le cas ou a est la fonction identite et ~ une equivalence de trace, la propriete 
devient le NDC ou le Nondeducibility on Composition qui exige que les traces pro-
duces par la composition du processus avec un intrus quelconque soient les memes 
que celles produites en l'absence d'intrus. Ceci est une propriete de Hot d'information 
dans laquelle l'intrus et P jouent respectivement les roles de haut niveau et bas niveau. 
Puisque NDC exige que le protocole se comporte de la meme maniere en presence ou 
non d'un intrus quelconque, il est beaucoup plus solide que tous les autres modeles 
decrits ci-dessus. A vrai dire, on peut le considerer comme la definition la plus rigou-
reuse. En outre, GNDC fournit un cadre general pour la specification des proprietes 
de securite qui depassent les notions habituelles de secret et de correspondance telles 
que les proprietes de vivacite. 
Cependant, tout systeme qui, comme un crypto-systeme, declassifie de l'information, 
echappe a la non-interference. II y a en effet, dans ce cas, dependance causale de la 
paire message-cle (m, K) vers le cryptogramme {m,}x que Ton doit admettre. D'ou 
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l'importance de Vinterference admissible, une propriete de flux d'information qui 
exige que les seules interferences du haut niveau sur le bas niveau le soient uniquement 
via les actions de declassification. II a ete propose par Mullins dans (Mullins, 2000) 
d'exprimer cette propriete en termes de la non-interference de la fagon suivante : tout 
sous-processus P' de P n'executant aucune de ses actions declassifiantes doit satisfaire 
la non-interference. 
Une autre technique, qui merite d'etre signalee, est l'usage de la theorie de typage 
pour specifier et verifier des proprietes de securite des protocoles cryptographiques 
(Abadi, 1999; Gordon et Jeffrey, 2004). Ici a chaque composante d'un protocole tels 
que les messages et les canaux, est attribuee un type : par exemple public ou secret. 
Des regies d'inference de types sont egalement definies pour les differentes operations 
telles que le chiffrement, le dechiffrage, etc. Une faille de securite peut etre specifiee 
en termes de violation de typage, tel qu'un message de type prive apparaissant dans 
un canal de type public. Cette technique a ete abondamment utilisee pour verifier 
les proprietes de secret, mais Gordon et Jeffrey, 2004; Gordon et Jeffrey, 2002, ont 
developpe une fagon de l'appliquer aux proprietes de correspondance. 
1.3 Mode les graphiques 
Les modeles decrits a la section precedente nous donnent une grande flexibilite et 
expressivite pour specifier les requis des protocoles cryptographiques. Mais, plus le 
systeme a modeliser est complexe, plus il est difficile de specifier ses requis. Dans 
cette section, nous decrivons tres brievement un modele graphique qui semble nous 
faciliter la modelisation des protocoles cryptographiques et leurs requis : le modele 
des "Strand Spaces ". 
Le modele des "strand spaces" (Fabrega et al, 1998b) est bien connu et populaire 
pour l'analyse des protocoles cryptographiques dans lequel les actions des principaux 
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sont modelisees par des graphes. Un strand represente un principal jouant un role dans 
le protocole. Les envois et receptions des messages sont representes par des noeuds 
positifs et negatifs. Les noeuds representant deux evenements successifs sur un strand 
sont relies par des doubles arcs. Un bundle est une collection de strands, dans lequel 
les noeuds positifs (envois) peuvent etre connectes aux noeuds negatifs (receptions) 
par un arc simple si le message a envoyer correspond au message a recevoir. Ce modele 
facilite la representation graphique des protocoles et dans (Fabrega et al., 1998a), les 
auteurs ont decrit plusieurs fagons d'utiliser les caracteristiques graphiques des strands 
pour specifier des proprietes de securite. Par exemple, en utilisant cette representation 
graphique d'un protocole, on peut specifier les proprietes de correspondance en termes 
des placements relatifs des strands dans le bundle. En effet, si un evenement El doit 
preceder un autre evenement E2, nous pouvons les representer par des portions des 
strands et verifier si dans toutes les configurations possibles du bundle, El apparait 
avant E2. Cependant, si le modele semble simplifier la modelisation des protocoles 
et leurs requis, a notre connaissance, il n'existe pas de travaux definissant tres bien 
comment specifier les proprietes de securite dans ce domaine. 
1.4 Modeles quantitatifs et probabilistes 
Jusqu'a present, les modeles que nous avons presentes ici s'interessent aux proprie-
tes de securite des systemes discrets. Qa marche bien lorsqu'on veut analyser des 
protocoles suivant le modele de Dolev-Yao, ou les systemes cryptographiques sont 
consideres comme des boites noires et les principaux communiquant a travers un me-
dium controle par un intrus hostile qui peut intercepter, lire et alterer tout le trafic. 
Or, la securite d'un protocole depend non seulement de la fagon dont il utilise les 
crypto-systemes, mais aussi ct surtout de la securite de ces crypto-systemes. II est 
done important de developper des criteres d'analyse des protocoles cryptographiques 
qui prennent en compte les proprietes specifiques aux crypto-systemes utilises. Pa-
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rallelement a l'explosion des methodes formelles d'analyse des crypto-protocoles, il 
y a eu des efforts pour developper des criteres de validation des crypto-systemes et 
des protocoles cryptographiques bases sur la theorie de la probability et de la com-
plexity (Bellare et Rogaway, 1994;Bellare et al, 1994;Bellare et al, 1997; Goldreich 
et al, 1991;Goldwasser et Micali, 1984;Goldwasser et al, 1988). Dans ces modeles, les 
messages sont des cliaines de bits tandis que l'adversaire est une machine de Turing 
probabiliste polynomiale. Si ces modeles refletent adequatement l'execution reelle des 
protocoles de securite dans un environnement hostile, les preuves de securite sont 
par contre tres complexes et surtout manuelles. Depuis Particle seminal d'(Abadi et 
Rogaway, 2000), il y a eu beaucoup de travaux (voir par exemple (Cortier et Wa-
rinschi, 2005; Herzog, 2005; Adao et al, 2005; Janvier et al, 2005)) qui tentent de 
relier ces deux visions de la cryptographie et ainsi pouvoir justifier les hypotheses 
"arbitrages" des modeles a la Dolev-Yao relativement au modele realiste a base de 
machines de Turing utilisees par cryptologues. Toutefois, ces modeles exigent de res-
treindre les primitives cryptographiques utilisables, puisque ces dernieres doivent sou-
vent satisfaire des proprietes de securite tres importantes. De meme, les protocoles 
verifiables doivent egalement satisfaire certaines conditions telles que l'absence des 
cles cycliques (Adao et al, 2005). C'est pourquoi d'autre modeles plus recents ont 
explore des moyens d'integrer les techniques d'analyse des crypto-systemes a base des 
machines de Turing directement dans les modeles formels (Mitchell et al, 2006; Br-
lek et al, 2007b;Blanchet, 2006;Laud et Vene, 2005). En effet, bien que formels, ces 
modeles sont relativement proches du formalisme computationnel de la cryptographie 
moderne puisqu'ils travaillent directement au niveau des primitives cryptographiques. 
L'utilisation des crypto-systemes n'est pas le seul domaine qui implique des proprie-
tes quantitatives. En effet, plusieurs protocoles censes assurer l'anonymat (Chaum, 
1988;Reiter et Rubin, 1998) sont naturellement probabilistes. C'est ainsi que d'autres 
travaux ont etendu les modeles possibilistes a la Dolev-Yao avec des notions de pro-
babilite. Dans cette categorie, nous pouvons citer les travaux de Shmatikov sur des 
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protocoles d'anonymat et de signature des contrats dans lesquels les protocoles et leurs 
requis sont modelises par des chaines de Markov (Norman et Shmatikov, 2002b;Shma-
tikov, 2004b), les rendant faciles a analyser par des model-checkers probabilistes. 
D'autres travaux recents de cette categorie sont ceux de Palamidessi sur l'anonymat 
(Chatzikokolakis et Palamidessi, 2005; Chatzikokolakis et Palamidessi, 2007) dans 
lesquels les requis de securite sont exprimes grace a une version probabiliste de la 
semantique de test ou ceux de Aldini et al, 2002 sur la non-interference probabiliste. 
Les protocoles censes proteger contre les attaques de deni de service (DoS), consti-
tuent un autre domaine ou les considerations quantitatives deviennent pertinentes. 
Recemment, quelques travaux commencent a investiguer les moyens d'appliquer des 
methodes formelles a l'analyse des protocoles qui doivent verifier des proprietes quan-
titatives. Nous pouvons citer les travaux de Meadows, 2001, sur le DoS ou les pro-
prietes sont specifiees en termes des comparaisons entre les ressources depensees par 





La non-interference, initialement proposee par Goguen et Meseguer, 1982, joue un 
role central dans la formalisation des proprietes de securite de flux d'information. 
Elle a pour but de caracteriser l'absence complete de fuite d'information dans un 
systeme de securite multi-niveaux. Comme l'ont signale plusieurs auteurs par le passe 
(Bossi et al, 2004; Backes et Pfitzmann, 2003; Lowe, 2002; Mantel, 2001; Mullins, 
2000;Roscoe et Goldsmith, 1999; Ryan et Schneider, 1999; Pinsky, 1992), l'absence 
totale de fuite d'information entre deux niveaux de securite, communement appeles 
haut niveau et has niveau1, est une exigence tres forte difficilement realisable pour 
un systeme reel. En particulier pour les protocoles cryptographiques pour lesquels, 
par exemple, la reception d'un cryptogramme revele l'existence d'un message secret 
sans pour autant reveler le secret en question. Ce type de flux d'information est 
non seulement admissible mais surtout souhaitable pour la plupart des protocoles 
cryptographiques puisque, d'apres le principe de Kerckhoffs, leur securite doit etre 
basee uniquement sur le secret des cles et non sur celui de la nature des protocoles 
eux-memes. Ainsi, lorsqu'on congoit ou analyse un vrai protocole de securite, on est 
tres souvent amene a inclure quelques mecanismes de declassification qui permettent 
de controler le flux d'information qu'on veut admettre. 
•^'interpretation de ces niveaux de securite dans le cadre des protocoles cryptographiques evo-
luant dans un environnement hostile sera introduite dans la section 2.3. 
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2.1.1 Travaux similaires 
Le probleme de la detection de flux d'information non admissible remonte aux travaux 
de Goguen et Meseguer, 1984, qui out introduit la notion de la non-interference 
conditionnelle qui admet des flux d'information de haut vers le bas niveau a travers 
des canaux controles. La non-interference conditionnelle fut mieux formalisee plus 
tard par Haigh et Young, 1987. Ensuite, Lincoln et Rusliby, 1993, developperent une 
theorie formelle de la declassification pour les systemes deterministes basee sur la 
non-interference intransitive ou le flux admissible du haut vers le bas niveau transite 
a travers une tierce partie de confiance qui controle le flux d'information tandis que 
tout flux direct du haut vers le bas niveau est interdit. Les concepts standard de la 
non-interference et de Pinterference intransitive ont ete unifies dans (Pinsky, 1992). 
Toutes les approches ci-dessus se limitent aux systemes deterministes et ne sont pas 
applicables aux systemes distribues tels que les protocoles cryptographiques evoluant 
dans un environnement hostile. Pour y remedier, Roscoe et Goldsmith, 1999, pro-
posa une formalisation de la non-interference transitive pour le CSP2 (Hoare, 1978) 
limitee a une certaine forme de non-determinisme. Le premier modele qui prend en 
compte les systemes non-deterministes est probablement celui de Mantel, 2001. Une 
generalisation de la caracterisation statique (SNNI) de la non-interference forte de 
Focardi et Gorrieri, 2001, est proposee par Mullins, 2000. II y presente une notion 
d'interference admissible non-deterministe (NAI) dans le contexte de l'algebre de 
processus CCS3 (Milner, 1989). 
Toutefois, les modeles Roscoe et Goldsmith, 1999; Mantel, 2001; Mullins, 2000, se 
basent tous sur l'equivalence de trace et ne permettent pas de detecter un flux non 
admissible du au fait qu'une partie peut bloquer ou non le systeme. Pour cela Ryan 
2 Communicating Sequential Processes 
3 Calculus of Communicating Systems 
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et Schneider, 1999, proposerent quelques generalisations de la non-interference pour 
les processus CSP dans le but de formaliser la non-interference conditionnelle et 
partielle. Dans (Lafrance et Mullins, 2002), les auteurs proposent la notion de la 
bisimulation-basee non-deterministe interference admissible (BNAI) generalisant la 
BSNNI de Focardi et Gorrieri, 2001. Dans (Bossi et al, 2004), les auteurs proposent un 
modele general de specification de la non-interference pour les processus SPA (Focardi 
et Gorrieri, 2001) qui permet de prendre en compte la declassification. 
Enfin, signalons qu'une notion de la non-interference transitive probabiliste est pro-
posee dans (Backes et Pfitzmann, 2003). Et plus recemment, Hadj-Alouane et al., 
2005, proposerent une notion de flux d'information temps reel (dense) et posent le 
probleme de synthese de controleur des systemes de securite temps reel a flux d'in-
formation admissible. II y est etudie le probleme de decidability de la verification et 
de la synthese de controleurs de diverses proprietes de flux d'information temps reel. 
2.1.2 Notre contribution 
Dans le cadre de nos travaux au laboratoire de Conception et de Realisation des 
Application Complexes (CRAC) de l'Ecole Polytechnique de Montreal nous avons 
reussi a exprimer la plupart des proprietes de l'information transmise par un protocole 
cryptographique cornme propriete de flux d'information, considere comme admissible, 
du domaine prive vers le domaine public (Lafrance et Mullins, 2002; Lafrance et 
Mullins, 2003a; Lafrance et Mullins, 2003b; Brlek et al., 2003; Lafrance, 2004; Brlek 
et al, 2005;Bastien et al, 2006). L'interference admissible apparait done comme une 
-primitive tres naturelle a partir de laquelle on peut exprimer la plupart des proprietes 
de securite des systemes a flux d'information admissible. 
Stephane Lafrance et John Mullins ont egalement etabli une methode de verification 
de ces proprietes, dans le cadre de SPPA, d'une nouvelle algebre de processus com-
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municants avec passage de parametres et primitives cryptographiques (Lafrance et 
Mullins, 2002). Cependant, la semantique de l'algebre de processus SPPA traite les 
primitives cryptographiques (i.e. les calculs internes du systeme) comme etant des 
actions du systeme de transitions engendre par la semantique du protocole. Ce qui 
a comme consequence de faire exploser rapidement le nombre d'etats des systemes 
exprimes dans ce modele et ainsi de les rendre difficilement verifiables. En effet, bien 
qu'en general le nombre des communications sur les canaux publics d'un protocole 
donne soit tres reduit, celui des calculs internes (chiffrement, dechiffrement, pairages, 
decompositions des termes, generation des nonces et cles de session, ...) peut etre 
enorme meme pour un protocole a quelques passes. 
Pour resoudre ce probleme d'explosion combinatoire, notre premiere contribution dans 
ce chapitre consiste a proposer un modele de specification des protocoles cryptogra-
phiques denomme Cryptographic Security Process Algebra with Downgrading ou CS-
PAD en abrege. C'est une algebre de processus a la CCS avec passage de parametres 
par valeur qui etend l'algebre de processus SPA (Focardi et Gorrieri, 2001), d'une part 
syntaxiquement pour prendre explicitement en compte la specification des primitives 
cryptographiques et d'autre part semantiquement pour prendre en compte la specifi-
cation des niveaux de securite avec mecanisme de declassification. Les calculs internes 
du systeme (i.e. les calculs des primitives cryptographiques) sont consideres comme 
des gardes et n'interferent pas avec les actions sur les canaux de communication. 
D'autre part, l'interference admissible, telle qu'exprimee dans (Mullins, 2000;Lafrance 
et Mullins, 2002), ainsi que dans les differentes approches ci-dessus, se heurte au 
probleme de quantification sur tous les attaquants possibles contre le protocole : 
une source d'indecidabilite. Pour surmonter cette difficulty, notre premiere solution 
consista a analyser les systemes de securite contre le plus grand attaquant, c'est-a-
dire, l 'attaquant capable de simuler tout autre attaquant du modele (Brlek et al., 
2003;Brlek et al., 2005). Mais un tel attaquant n'existe que pour les relations de pre-
ordre telles que l'equivalence de trace et la simulation (co-simulation). 
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Aussi, notre deuxieme contribution dans ce chapitre consiste a surmonter cette diffi-
culte en proposant une approche qui ne necessite ni d'exhiber un attaquant explicite 
ni l'existence d'un plus grand attaquant. Inspires par Boreale et al, 1999, qui carac-
terisent l'equivalence de may test et de la congruence barbue du spi-calcul au moyen 
d'equivalence de trace et de la bisimulation construites sur des systemes de transitions 
contextuels, nous proposons une semantique contextuelle de notre modele CSPAD. La 
semantique contextuelle ainsi obtenue engendre des systemes de transitions enrichis 
de la forme suivante : les etats sont des configurations (j> \> P ou P est un processus et 
4> est la connaissance actuelle de l'environnement et les transitions <f> t> P—>?p \> Q 
qui signifient que le processus P interagissant avec le contexte de connaissance <f> peut 
faire Taction a et evoluer comme Q interagissant avec un contexte de connaissance 
tjj. Ces transitions sont contraintes par la connaissance acquise par l'environnement, 
c'est-a-dire des attaquants eventuels, a la reception de chaque message du protocole. 
En vue de verifier des proprietes des systemes a flux d'information admissible, notre 
troisieme contribution consiste a definir une equivalence de trace et une bisimulation 
faible contextuelles a partir desquelles nous avons defini de nouvelles caracterisations 
de l'interference admissible. Nous avons montre que notre semantique contextuelle 
preserve les equivalences de preordre telles que les equivalences basees sur l'equivalence 
de trace. Enfin, nous avons montre que les equivalences basees sur la bisimulation 
raffinent celles basees sur l'equivalence de trace. 
2.1.3 Organisation du chapitre 
La section 2.2 presente notre modele de calcul. Les definitions formelles de l'interfe-
rence admissible sont donnees dans la section 2.3. La semantique contextuelle de notre 
modele ainsi que les nouvelles caracterisations statiques de l'interference admissible 
sont presentees dans la section 2.4. 
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2.2 Le m o d e l e CSPAD 
L'etude des protocoles cryptographiques commence par une premiere etape de modeli-
sation. Nous defmissons dans cette section notre modele de calcul. C'est une algebre de 
processus a la CCS (Milner, 1989) avec passage de parametres par valeur appelee CS-
PAD (Cryptographic Security Process Algebra with Dawngrading), qui etend l'algebre 
de processus SPA (Focardi et Gorrieri, 2001) syntaxiquement, pour prendre explicite-
ment en compte la specification des primitives cryptographiques, et semantiquement, 
pour prendre en compte la specification des niveaux de securite avec mecanisme de 
declassification. 
2.2.1 S y n t a x e 
Termes 
CSPAD utilise une algebre de messages basee sur les categories syntaxiques des mes-
sages de base (identificateurs des principaux et les nombres denotes respectivement 
par les ensembles X et M) et des variables denotees par Pensemble V. L'ensemble des 
termes T est construit comme suit : 
t ::= m (message) \ x (variable) \ (t,...,t) (tuple) \ 
| {t}t (cryptogramme) \ h(t) (hachage) 
Pour tout terme t, on denote par fv(t) l'ensemble des variables dans t. Un mes-
sage est un terme clos (i.e. ne contenant pas de variables). L'ensemble des termes 
clos est denote par M. et est defini comme la cloture transitive de X U M sous les 
regies d'inference du Tableau 2.1. Par souci de simplicite, nous distinguerons un sous-
ensemble K C M. de messages qui peuvent etre utilise comme cle de chiffrement. Pour 
prendre en compte le chiffrement a cle publique, nous utilisons un operateur idem-
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potent [—]_1 : K. —> K, tel que a - 1 denote la cle privee correspondant a la cle publique 
a, et inversement. Dans le cas symetrique, il suffit de poser a - 1 = a. On suppose 
chiffrement et hachage parfaits. Ce systeme d'inference permet de combiner plusieurs 
messages mi , m2 , • • • , m n pour obtenir le n-tuplet (mi, m2, • • • , mn) (regie \~pair). In-
versement, il permet d'extraire chaque composante m* du n-tuplet (mi, m2 , • • • , mn) 
grace a la projection pi (regie \-Pt). Etant donne un message m et une cle de chif-
frement, la regie h e n c permet d'inferer le cryptogramme {m}x- Inversement, la regie 
\~dec permet d'inferer le message m a partir du cryptogramme {m}^ et de la cle de 
dechiffrage K~l. Enfin la regie \~hash permet d'inferer le hache (condense) de tout 
message m. 
T A B L E A U 2.1 Regies d'inference des messages CSPAD. 
mi m2 • 




. . ,m n) 












On considere un ensemble denombrable C de canaux publics. Les canaux publics sont 
utilises pour specifier les echanges de messages entre les principaux. Chaque canal 
public c a un domaine predetermine dom(c) de messages qui peuvent y transiter. Les 
processus CSPAD sont construits comme suit : 
P ::= 0 | c{x).P | c(m).P \ P + P \ P\P \ P\T | 
| [t = t]P | [<t1,...,tn>\-op x]P | A(tu...,tn) 
ou r est un ensemble d'actions visibles (definie dans la section 2.2.2 qui suit), 
op € {pair,pi, enc, dec, hash} et t\,..., tn des termes. Etant donne un processus P, 
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1'ensemble des variables libres, (denote fv(P)) est l'ensemble des variables x de P 
qui ne sont dans la portee d'aucun prefixe d'entree (de la forme c(x)) ou d'inference 
(de la forme [< t\,..., tn > \~op x]). Un processus clos est un processus sans variable 
libre et l'ensemble des processus clos est denote par Vroc. Dans la suite de ce chapitre, 
tous les processus considered sont des processus clos. 
2.2.2 Semantique operationnel le 
Soit m e M u n message, les actions de CSPAD sont defmies comme suit : 
a ::= c(m) (output) 
| c(m) (input) 
| r (action silencieuse) . 
Act denote l'ensemble de toutes les actions de CSPAD et Vis = Act \ { r} l'ensemble 
des actions visibles. 
La semantique operationnelle de CSPAD est un systeme de transitions (£, £ x Act x 
£, EQ) engendre par les regies d'inference du Tableau 2.2 ou £ C Vroc est l'ensemble 
des sommets, £ x Act x £ l'ensemble des transitions et E0 G Vroc le sommet initial. 
Nous denotons par P-^>P' la transition (P, a, P') du sommet P au sommet P' pour 
signifier que le processus P peut faire Taction a et evoluer comme le processus P'. 
C'est une extension de SPA (Focardi et Gorrieri, 2001) avec des primitives cryptogra-
phiques et un mecanisme de passage de parametres par valeur. Nous l'esquissons brie-
vement dans ce paragraphe. Le mecanisme d'output permet a un principal A d'envoyer 
un message sur les canaux publics (regie Output). Dualement, le mecanisme d'input 
doit prevoir la reception de n'importe quel message sur un canal public (regie Input ) . 
L'appel des fonctions cryptographiques et le retour de valeur circulant sur des canaux 
prives sont modelises par la regie I n f e r . . Les operateurs de choix non-deterministe 
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TABLEAU 2.2 Semantique des processus CSPAD 
m € dom(c) 
0 u t p u t "
 e d _ o m W input 
Match = ^ 2 £ = ± £ - Rest . 
m E do (c) 
c(m) 

















Par. ^ ~ T n Sum - * = ^ - i = l , 2 
P 1 + P 2 — - > P , ' 




j . < T O 1 , . , . T O , 1 > h o p TO P[ro/:r] >P' 
[ < m i , . . . m n > h0p x]P—->P' 
- . P [ m i / i i , . . . m n / i n ] >-P' A ( . T I . . . . , x n ) = P 
A(mi,...,TOn)-
et de parallelisme ainsi que la conditionnelle (regies Sum., Par. et Match) sont defi-
nies de fagon habituelle. Le processus P\T (ou T est un ensemble d'actions visibles 
ferme4) se comporte comme le procesus P restreint aux actions qui ne sont pas dans V 
(regie Restr . ) . Soit C C C un ensemble des canaux. Nous utilisons la notation P\C 
pour restreindre toute communication publique sur les canaux dans C. Formellement, 
P \ C = P \ r o u r = {c(m) I c € C, me dom(c)} U {c(m) \ c e C, me dom{c)}. 
Ainsi, nous pouvons modeliser l'execution d'un processus dans un environnement sur 
ou en isolation (a travers des canaux prives), en restreignant les canaux de commu-
nication publics. 
C'est-a-dire si a 6 Y alors a 6 Y. 
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2.2.3 E x e m p l e de model isat ion : le protocole de Needham-Schroeder 
La modelisation du protocole de Needham-Schroeder decrit dans le Tableau 1 est 
illustree par le Tableau 2.3. Nous specifions chaque principal par un processus qui 
modelise son comportement aux differentes etapes du protocole. Nous designons par 
C — {ci/1 < i < 3} 1'ensemble des canaux publics du protocole : le canal c* correspond 
a l'etape (i) du protocole. Nous supposons que chaque processus utilise des variables 
differentes (dont la portee se limite au processus en question). Chaque processus 
A1 (respectivement Bl) correspond au comportement de l'initiateur (respectivement 
repondeur) a l'interieur du protocole a l'etape ou il se trouve. Par exemple, le processus 
B signifie qu'apres la reception d'un message y\ par le canal public C\ (Message 1 du 
protocole), B doit decomposer le message en trois messages y2, y3 et 2/4. II doit ensuite 
verifier que y3 correspond bien a son nom, avant de dechiffrer y4 en j/5 avec sa cle 
privee. Enfin, il doit verifier que la deuxieme composante de y5 (i.e. y7) correspond 
bien a y2 avant de se comporter comme le processus B
2 qui prepare sa reponse. Ainsi, 
le protocole est simplement specifie par la composition parallele des principaux A et 
B, c'est-a-dire, par le processus A\B. 
T A B L E A U 2.3 Specification du protocole de Needham-Schroeder en CSPAD 
A::= [({nA,A),kB) \-enc xi][(A,B,xi) \-pmr x2]cT"(x2).A
1 
A1 ::= c2(x3).[x3 \-pi x4][x3 hP2 x5][x3 \-pi x6][x4 = B\[x5 = A] 
[(.xe,^1) \-dec x7][x7 hPl x8][x7 \-p2 x9][x8 = nA]A
2 
A2 ::= [(x9,fcB) he n c xw][(A,B,xio) \-pair Xii]c3(xii).0 
B ::= ci{yi).[yi hp i y2][yi \~P2 2/3][Vi \~P3 2/4][2/3 = B] 
[(V^kg1) hdec y5}[y5 hpi y6][y5 \-p2 y7][y7 = y2]B
l 
B1 : := K(V6, nB),ky2) \-enc y&}[{B,y2,y&) ^ > i r V^iv^-B
2 
B2 ::= c3(y10).[yw hpi y\\][yw ^ 2 2/12] [j/io ^P3 2/13][j/H = 2/2][2/12 = B] 
{{yuihg1) hdec yu][yu = nB}0 
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2.2.4 Modele de l'attaquant 
Lorsqu'on analyse un protocole cryptographique, nous devons supposer que ce dernier 
s'execute dans un environnement hostile, c'est-a-dire, l'existence d'un attaquant ex-
terne qui exerce un controle total sur le reseau de communication. Typiquement, cet 
attaquant est un processus qui essaie d'attaquer le protocole en interagissant avec ce 
dernier a travers ses canaux de communication publics. II peut done intercepter et mo-
difier tout message envoye sur un canal public ou envoyer tout message qu'il connait 
ou sait creer. Ainsi, un attaquant est generalement identifie comme etant un proces-
sus quelconque du modele. Mais de tels attaquants peuvent s'averer trop puissants 
si on ne leur impose pas certaines restrictions. En effet, aucun attaquant ne devrait 
connaitre initialement un secret avant d'avoir attaque le protocole. Considerons le 
protocole d'authentification 
(c(pw)\c(x).d{y)[y = x).d(ok).0)\{c} 
qui regoit un mot de passe pw a travers un canal prive c, un message m a travers 
un canal public d et transmet ok sur d si pw — m pour indiquer que l'authentifi-
cation est un succes. Puisque II = d(pw).0 est un processus du modele, il pourrait 
done etre considere comme un attaquant et ainsi reussir a se faire correctement au-
thentifier. Pour eliminer ces faux "attaquants", une premiere restriction s'impose : 
la connaissance initiale de l'attaquant doit se limiter a ses propres donnees privees, 
et aux donnees publiques tels que les noms des agents, les cles publiques, etc. La 
deuxieme contrainte est celle dite de l'hypothese de cryptographie parfaite qui assume 
que les primitives cryptographiques sont des boites noires, i.e. l'ennemi ne peut pas 
attaquer un crypto-systeme par Pentremise de la cryptanalyse. Ainsi, un attaquant 
qui intercepte un cryptogramme ne peut le dechiffrer que s'il peut deduire de sa base 
de connaissance la cle de dechiffrement. Le modele sera parametre par un ensemble de 
regies d'inferences qui caracterisent la puissance de l'attaquant, i.e. qui determinent 
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comment il pourrait creer on inferer des messages a partir de sa base de connaissance. 
Etant donne un systeme de regies d'inference (pour ce chapitre nous considerons, a 
titre d'exemple, le systeme engendre par les regies du Tableau 2.1), nous dirons qu'un 
message m est deductible d'un ensemble de messages </>, denote par </> h m, s'il existe 
un arbre de preuve de racine m dont toutes les feuilles sont des messages appartenant 
a 4> et tel que tout message dans l'arbre de preuve peut etre obtenu en appliquant 
une des regies d'inference dont les premisses sont ses descendants direct dans l'arbre. 
L'ensemble des messages deductibles de <f> est denote par T>{4>). On suppose T>{4>) de-
cidable. En effet, pour le systeme considere ici (i.e. le Tableau 2.1) T>{4>) est decidable 
en temps polynomial (cf. (Abadi et Cortier, 2006)). 
Definition 2.2.1 : Soit U un processus et IDili) l'ensemble des messages (i.e. des 
termes clos) qui apparaissent syntaxiquement dans II. Le processus U est un attaquant 
admissible de connaissance initiale 4> si et seulement si ID(U) C T>{(fi). L'ensemble 
d'attaquants admissibles de connaissance initiale 4> est denote par 
Snemy^ = {U £ Vroc \ ID(U) C £>(</>)} 
Nous pouvons ainsi montrer que le "faux" attaquant c'(pw).0 n'est pas admissible 
pour le protocole d'authentification ci-dessus. 
Proposi t ion 2.2.1 Soit II = c'(pw).0 un attaquant de connaissance initiale <j>. 
Alors II n'est pas un attaquant admissible pour le protocole d'authentification 
P = (c(pw)\c(x).c'(y)[y - x].d(ok).0)\{c}. 
Preuve: D'apres la premiere contrainte, puisque pw est secret, nous devons avoir 
pour toute connaissance initiale <f> de l 'attaquant : <f> \f'pw. Or ID{c'{pw).G) = {pw}. 
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Nous avons done ID(c!(pw).0) % £>(</>), e'est-a-dire c'(pw).0 n'est pas un attaquant 
admissible. • 
2.2.5 Equivalences observationnelles 
Nous terminons la presentation du modele CSPAD par un rappel des definitions de 
deux equivalences observationnelles classiques qui sont a la base de nos caracterisa-
tions de l'interference admissible. En effet, comme signale plus haut, 1'interference 
admissible non-deterministe (NAI) de Mullins, 2000, est basee sur l'equivalence de 
trace alors que la BNAI de Lafrance et Mullins, 2002, est basee sur la bisimulation 
faible. 
Nous denotons par P==>P' la sequence des transitions P(—^)*P2—^-»P2(—^->)*P'. 
Ainsi, si a = r alors =^> designe une sequence finie non vide d'actions r. De meme, 
si a = a\U2 • • • an est une sequence d'actions (non silencieuses), nous designons par 
P=$P' la sequence 
PJ^PIJ^ . . . ^ , p , E n f i n l a n o t a t i o n p ^ P ' signifie P^P' 
si a ^ r et P(-?->)*P' autrement. 
Definition 2.2.2 : [Equivalence de trace] 
- L 'ensemble des traces observables de P est Tr(P) = {a € Vis* \ 3pie-prOC P==>P'} 
- Deux processus P et Q sont trace-equivalents, denote par P 2̂ Q si et seulement si 
Tr(P) = Tr(Q). 
Definition 2.2.3 : [Bisimulation faible] Une relation binaire 1Z sur Vensemble des 
processus est une bisimulation faible si pour tout (F, Q) £ TZ on a : 
- si P—i-P', alors il existe un processus Q' tel que Q=$>Q' et (P', Q') E 7Z. 
- si Q—'->Q', alors il existe un processus P' tel que P=>P' et (P\ Q') £ 7Z. 
Deux processus P et Q sont (faiblement) bisimulaires, denote par P & Q, si et 
seulement s'il existe une bisimulation faible 1Z tel que (P, Q) G 1Z. 
36 
P33>. e t Q.
 aK. Q2„ 
FIGURE 2.1 Processus CSPAD P et Q. 
2.3 Interference admissible 
Nous presentons ici les caracterisations de l'interference admissible permettant de 
specifier les proprietes de securite des systemes de securite a flux d'information ad-
missible evoluant dans un environnement hostile. Nous commengons par rappeler 
les caracterisations de la non-interference introduite par Focardi et Gorrieri, 2001 et 
comment elles permettent de maniere naturelle de specifier les proprietes de securite 
des systemes de securite dans un environnement hostile. Ensuite, nous allons etendre 
ces definitions pour prendre en compte les systemes de securite a flux d'information 
admissible evoluant dans un environnement hostile. 
2.3.1 Non-interference 
Soit un processus P et H et L respectivement les ensembles d'actions de haut et 
de bas niveaux formant une partition de l'ensemble Vis = Act \ {r} des actions 
visibles, on dit que H cause de Vinterference sur L (a l'interieur de P) s'il existe des 
actions de H (dans P) qui causent l'occurrence d'actions de L et qui autrement ne 
se seraient pas produites. Par exemple, dans les processus P = Ch(a).cl(b).0 + ci(b).0 
et Q — Ch(a).ci(b).0 illustres par la Figure 2.1, en supposant que ax = Wii^) & H et 
cti = clip) G L, ct\ cause de 1' interference sur a2 dans le processus Q, mais pas dans 
le processus P. 
Un processus P est dit de haut (respectivement de bas) niveau si toutes les actions 
visibles de P sont dans H (respectivement dans L). L'ensemble des processus de haut 
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(respectivement de bas) niveau est denote par VrocH (respectivement VrocL). Ces 
processus sont evidemment securitaires par construction puisque leurs actions sont 
confinees a l'interieur d'un meme niveau de securite. On s'interesse done aux processus 
qui ne sont ni dans l'un ou l'autre de ces deux ensembles. 
On peut reformuler la non-interference (de H sur L a l'interieur de P) en termes 
d'observations relatives a un niveau : H n'interfere pas sur L (a l'interieur de P) si 
tout comportem,ent observable de P au niveau L uniquement est un comportement du 
processus ou L et H sont observables. II existe plusieurs caracterisations interessantes 
de la non-interference dans la litterature. Ici, nous nous interessons particulierement 
a celle donnee par Focardi et Gorrieri, 2001, qui s'exprime comme suit : 
P est non-interferent si et seulement si ^neVroc„ • (P\H)\H ~ P\H (2.1) 
ou ~ est une relation d'equivalence de comportements observables5. Intuitivement, 
P\H represente le comportement observable de P isole au niveau L alors que (P\U)\H 
represente son comportement au niveau H. L'idee de base est que P est securitaire 
(non-interferent) si le comportement de P en isolation complete au niveau L est le 
meme que celui de P en interaction avec n'importe quel processus de haut niveau. En 
d'autres termes aucun processus de haut niveau ne peut modifier le comportement 
de P tel qu'observe au bas niveau. 
Pour les systemes de securite evoluant dans un environnement hostile, il est done 
naturel de considerer les processus de haut niveau comme etant les processus ennemis 
puisqu'on voudrait qu'aucun attaquant ne puisse modifier les proprietes du systeme. 
Et, puisque les processus ennemis interagissent avec le protocole a travers ses canaux 
de communication publics, il est naturel de considerer les actions sur les canaux 
publics comme les actions de haut niveau. Ainsi reformulee, la propriete de la non-
°Nous nous limitons aux relations d'equivalences definies dans la section precedente 
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interference exprime la securite d'un protocole comme suit : 
Un protocole est securitaire si son "comportement observable" est le raerat lorsqu'il 
evolue dans un environnement sur on n'im.porte quel environnement hostile. 
Mais, comme un processus est completement determine par ses actions internes (ac-
tions r ) et ses actions de communication sur ses canaux publics, alors 1'equation 2.1 
serait toujours vraie puisque de deux cotes on a des processus reduits aux actions 
internes. Ainsi, la propriete n'aurait aucun sens. C'est pourquoi la specification du 
protocole sera decoree par des actions de bas niveau qui exprime la propriete vou-
lue. Ainsi, par exemple si on considere le protocole d'authentification de Needham-
Schroeder (Tableau 2.3), sa specification sera decoree par les actions de bas niveau 
init(X, Y) et commit(X, Y) qui expriment respectivement "le principal X a (ou pense 
avoir) initie le protocole avec le principal Y" et "X pense avoir authentifie Y" comme 
suit : 
TABLEAU 2.4 Needham-Schroeder avec actions de bas niveau 
A::= Jnti(A,B).[((nA,A),kB) \-enc xi}[(A,B,xi) \-pair x2}cl{x2).A
l 
A1 ::= c2(x3).[x3 \~P1 x4][x3 \~P2 x5][x3 \~P3 x6][x4 = B][x5 = A] 
[(xe,^1) \~dec x7][x7 \~Pl xs\[x7 \~P2 xg}[xg - n A\commit{A,B).A
2 
A2 ::= [(x9,kB) \~enc x10)[(A,B,xi0) \-pmr xn]c^(xn).0 
B ::= ci(yi).[yi hPl y2][yi \~p.2 y3][yi \~P3 yi][yz = B] 
[ (W,^ 1 ) \~dec 2/5][j/5 ^pi J/6][j/5 l-j>2 yiWvi = y2]init(B,y2).B
1 
Bl ••••= [({y<j,nB),ky2) \~enc J/g] [(-8,2/2, 2/8) \~pair yo^iy^-B
2 
B2 ::= c3(yio)-[yio l-Pl yii][yio \~P2 2/12] [2/10 t-P3 2/13] [j/H = 2/2] [2/12 = B] 
[(y^kg1) \~dec yu][yu = nB}commit(B,y2).0 
Nous nous limitons pour l'instant a cet exemple. La specification et la validation 
seront abordees en profondeur dans le prochain chapitre. 
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Maintenant, dans l'equivalence 2.1, si on instancie la relation d'equivalence ~ res-
pectivement par l'equivalence de trace et de la bisimulation on obtient les definitions 
des caracterisations NDC (Non-Deductible on Composition) et BNDC (Bisimulation-
based Non-Deductible on Composition) de la non-interferance. Formellement, on a : 
Definition 2.3.1 : Soit 4> un ensemble de messages, P un protocole CSPAD et H 
Vensemble d'actions de haut niveau. Alors 
P e NDC0 ssi \fnesnemy, •• (P\H)\H ^ P\H 
Definition 2.3.2 : Soit (j) un ensemble de messages, P un protocole CSPAD et H 
Vensemble d'actions de haut niveau. Alors 
P G B N D C 0 SSi VneSnemy, •• {P\H)\H W P\H 
Par exemple pour les processus de la Figure 2.1, on a P € NDC,/,, P £ BNDC^, 
Q $ NDC,/, et Q £ BNDC^, quelque soit <f>. Par contre le processus R = c~h(a).0+ci(b).0 
est NDC^, mais pas BNDC,/,. En effet, si on prend l'attaquant II = c^(x).0 alors on 
a (R\U)\H = r.O + ci(b).0 et R\H = ci(b).0 qui sont trace-equivalents mais non 
bisimulaires. 
2.3.2 Interference admissible 
Soit, maintenant, un ensemble ferine D C Vis d'actions declassifiantes t.q. H, L et 
D ferment une partition de Vis, Vinterference admissible est une propriete de flux 
d'info.rmation qui exige que les seules interferences de H sur L le soient uniquement via 
D. En d'autres termes un processus P satisfait la propriete d'interference admissible 
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si en n'executant aucune de ses actions declassifiantes (et done se comportant comme 
P \ D), il satisfait la non-interference. Ainsi, en remplagant le processus P par le 
processus P \ D dans la relation 2.1, on obtient une caracterisation generale de 
1'interference admissible comme suit : 
P satisfait 1'interference admissible ssi Vn67vOCH : {{P\D)\Ii)\H ~ (P\D)\H (2.2) 
Puisque n € VrocH alors ((F \ D)\Ii)\H = (P|n)\(£> U H). De meme (P \ D)\H = 
P\(D U H). La relation 2.2 est done equivalente a 
P satisfait 1'interference admissible ssi \/neT>rocH • (P\U)\(DUH) ~ P\(DUH) (2.3) 
Comme pour les actions de bas niveau, les actions de declassifications seront des ac-
tions de decorations qui expriment exactement ce qu'on veut admettre et seront done 
dependantes du protocole analyse. En instanciant la relation 2.3 avec l'equivalence 
de trace et la bisimulation, nous obtenons done les caracterisations de 1'interference 
admissible generalisant la NDC et la BNDC de Focardi et Gorrieri, 2001. Nous les 
denotons respectivement par NDCIA6 et BNDCIA et les defmissons formellement 
comme suit : 
Definition 2.3.3 : Soit (f> un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
-Pe NDCL% ssi Vne&em^ : (^|n)\(I> U H) - P\(D U H). 
- P E BNDCIA* ssi Vnesnemy, : (P |n) \ (D UH)*P\{DuH). 
Bien que tres pratiques pour specifier les proprietes de correspondance comme nous al-
lons le voir dans le prochain chapitre, ces caracterisations ne permettent pas de detec-
ter un flux d'information non admissible qui se produirait apres une declassification. 
En effet, considerons le processus P = c^(a).Cd(b).c~h(a').ci(tf).0 ou 7^(a),7ih(a') 6 H, 
6pour National Defense Central Inteligence Agency :)! 
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Td{b) e D et ci(b') <E L. II est clair que P e NDCIA^ et P G BNDCIA^ quel que 
soit <t>. Cependant, la deuxieme action de haut niveau, i.e. Ch(a') cause de l'interfe-
rence sur Taction de bas niveau. Pour detecter ce type d'interference non admissible, 
il a ete propose dans (Mullins, 2000) d'exprimer cette propriete en termes de la non-
interference de la facon suivante : tout sous-processus P' de P n'executant aucune 
de ses actions declassifiantes doit satisfaire la non-interference. Avant de definir for-
mellement cette caracterisation de l'interference admissible dans le cadre de CSPAD, 
nous avons besoin des definitions auxiliaires suivantes : 
Definition 2.3.4 : Nous disons qu'un processus P' est derivable d'un processus P, 
denote P' G T>{P), s'il existe un chemin a (eventuellement vide) tel que P=$>P'. 
Definition 2.3.5 : De merne, etant donne un ensemble 4> de messages, nous disons 
que (P',cj)') est derivable de P conformement a (f>, denote (P',(j)') G V$(P), s'il existe 
un chemin a = a\a2 • • • an (eventuellement vide) tels que P=$P', Vj<n si a* est de 
la forme c(m) £ H alors m e X*(0) et $ = <ft U {m : 3i<na.i = c(m) E H}. 
En d'autres termes <p' est egale a 4> augmente de tous les messages emis sur les canaux 
publics par P jusqu'a date. 
Maintenant, nous sornmes en mesure de definir formellement les caracterisations de 
l'interference admissible generalisant la SBNDC (Strong BNDC) de Focardi et Gor-
rieri, 2001. 
Definition 2.3.6 : Soit cf> un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P € SNDCIA* ssi V ^ ^ p j V n e a ™ , : (P'\H)\(D U H) - P'\(D U H). 
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Definition 2.3.7 : Soit <j> un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P e SBNDCIA* ssi V(P^ ) 6^ (p)Vn6 a iemV = (P'\^)\(D U H) « P'\(D U H). 
Nous pouvons ainsi demontrer que l'interference non admissible dans le processus 
P = c£(a).Q(&).c£(a').q(&').0 e s t detectee aussi bien par la SNDCIA que la SBNDCIA. 
Proposition 2.3.1 Soit P le processus CSPAD defini par Ch(a).Cd(b).Ch(a').q(6').0 
et 4> un ensemble de messages. Alors P £ SNDCIA^ et P £ SBNDCIA^. 
Preuve: Considerons le processus P' = Ch(a').Q"(6/).0, l'ensemble </>' = (f> U {a} et 
a — C^(O)Q(6). On a bien P=>P' et (P',<fi') € T>${P). Maintenant considerons le 
processus ennemi II = Cft(x).0, alors on a d'une part 
(P'\U)\(DuH) = T.cl(b').0, 
d'autre part 
P'\(DUH) = 0. 
Puisque T.ci(b').0 6̂ 0 et T.ci(b').0 $> 0, on a bien P 0 SNDCIA0 et P <£ SBNDCIA^. 
• 
Enfin, pour conclure cette sous-section, nous avons le lemme suivant qui classe les 
differentes caracterisations de l'interference admissible. 
Lemme 2.3.1 Soit P un processus et (j) un ensemble de messages. Alors nous avons 
, P e B N D C I A , , 
P e SBNDCIA0 =» t * > =• P e NDCIAA. 
P G SNDCIA^ 
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Preuve: 
- Les relation SNDCIA^ C NDCIA0 et SBNDCIA^ C BNDCIA^ sont evidentes 
pmsqne(P,(p)eV4>(P). 
- Les preuves SBNDCIA0 C SNDCIA0 et BNDCIA^, C NDCIA^, sont aussi evidentes 
puisque la bisimulation raffine l'equivalence de trace. 
- Le processus P de la proposition precedente nous permet de conclure que 
BNDCIA0 % SNDCIA0. 
- Enfin, le processus Q0 = h.Q + 1.0 nous permet de conclure que SNDCIA^ % 
BNDCIAA. 
2.3.3 Le plus grand attaquant 
Comme signale dans la section 2.1, l'interference admissible telle que caracterisee 
dans la section precedente se heurte au probleme de quantification sur tous les at-
taquants possibles. Ici, nous presentons une premiere solution partielle qui permet 
de contourner ce probleme. C'est une solution partielle, car elle ne s'applique qu'aux 
caracterisations de l'interference admissible basees sur l'equivalence de la trace. 
Definition 2.3.8 : Soit cj) un ensemble de messages representant la connaissance 
initiale des attaquants. Le plus grand attaquant de connaissance de base cf> (PGA^j 
est le processus 
Top(4>) = Y^ c{y)-T°P{4> U {y}) + Y1 Yl c(m).Top(4>) 
cec cec meT>((t>) 
La premiere sommation signifie que si le PGA^ intercepte un nouveau message sur un 
canal public, il l'ajoute dans sa base de connaissance <ft et la deuxieme sommation lui 
permet d'envoyer tout message qu'il peut inferer a partir de sa base de connaissance 
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sur un canal public selon ses besoins. Le lemme qui suit montre que Top((j>) est le 
plus grand attaquant de connaissance initiale <f> pour la trace. 
Lemme 2.3.2 Vn e & e m | / , Tr(U) C Tr(Top(4>)). 
Preuve: Nous allons prouver que $R = {(U',Top((j)')) : ID(U') C X>(̂ >')} est une 
simulation7 contenant la paire (II, Top(<j>)). Le lemme resulte alors du fait que la 
simulation est une relation plus fine que l'equivalence de trace. 
- Si n ^ I T alors ID(U') = ID(U) U {m} puisque la variable du canal de lecture c 
de II a ete instencie a m et done apparait syntaxiquement dans IT'. Or, d'apres la 
premiere sommation de Top((J>), on a Top((j>)—>Top(<j)') avec <fr' — </>U {m}. Enfin, 
puisque ID(Fl) C T>(<fi) par definition de Snemy^ on a ID(H') C T>(<j)') et done 
(n',Top(^))e». 
- Si II—>IT' alors m € T>((f) par definition de Snemyj, et /D(IT') C 7D(II). On a 
done ID(T1') C ID(II) C £>(</>). Or d'apres la deuxieme sommation de Top(<p), on 
a Top(4>)—>Top(4>) et, par consequent, (II', Top(4>)) € $ft. 
- Si n ^ I I ' alors /D(IT) = JD(II) C V(<j>). Or Top(c/>)=UTop(4>) et on a bien 
(n',r0p(^)) €« . 
• 
Maintenant, nous pouvons prouver qu'il suffit de composer un protocole avec le PGA^ 
pour verifier s'il assure ou non l'interference admissible non-deterministe. 
Theoreme 2.3.1 Soit cj> un ensemble de messages et P un processus. Alors nous 
avons les deux resultats suivants : 
1. Pe NDCIA^ *> (P\Top(</>))\(D UH)^2 P\(D U H). 
2. Pe SNDCIA^ ^ V ( ^ ) € ^ ( p ) (P'\Top(4>'))\(D U H) - P'\(D U H). 
Preuve: Nous allons prouver le premier point. La preuve du deuxieme resultat est 
7Nous referons le lecteur a Particle (Milner, 1989) pour les notions de simulation 
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similaire. 
- P € NDCL% =» {{P\D)\Top{(j)))\H - P\(P> U H) est immediat par definition de 
NDCIA^ puisque Top(4>) € Enemy ^ 
- Pe NDCL% «= (P\Top(<t>))\(D U Pf) - P\(D U if) 
Puisque l'inclusion de trace est une precongruence pour les processus CSPAD, i.e. si 
Tr(P) C Tr(Q), alors \fReVroc Tr{P\R) C Tr(Q\R) et V r e M s Tr(P\ r ) C Tr(Q\r ) , 
d'apres le Lemme 2.3.2 on a : 
Vne&em^ Tr( (P |n) \ (D U P)) C Tr((P|Top(</>))\(JD U P)) 
Or, par hypothese, on a Tr((P\Top(<i>))\(D U P)) = Tr{P\(D U J/")). D'ou 
Tr((P|IT)\(P U H)) C Tr{P\(D U P) ) . 
L'inclusion inverse etant evidente, on a bien 
Vnefne^ Tr((P|II)\(Z> U P)) = ^ ^ ( , 0 U P) ) , 
c'est-a-dire P € SNDCIA^. 
• 
2.4 Caracterisations statiques de l'interference admissible 
Les caracterisations de l'interference admissible presentees dans la section precedente 
souffrent du probleme de quantification sur tous les attaquants. Ce qui fait que ces ca-
racterisations ne sont pas des methodes de verification effectives. Nous avons vu qu'on 
pout resoudre ce probleme pour l'equivalence de trace grace au plus grand attaquant. 
Meme dans ce cas, on se ramasse avec un processus enorme et, surtout, infini. Ici, 
nous adaptons les techniques de Boreale et al., 1999, qui permettent de representer de 
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maniere symbolique l'ensemble des attaquants ayant comme base de connaissance 4>. 
Nous definissons des nouvelles caracterisations de 1'interference admissible basees sur 
l'equivalence de trace et de la bisimulation construites sur des systemes de transitions 
contextuels engendres par la semantique contextuelle CSPAD qui suit. 
2.4.1 Semantique contextuelle 
Les contraintes imposees a la puissance des attaquants nous permettent d'abstraire 
ces attaquants par l'ensemble (f) de leurs connaissances et l'ensemble des regies (Ta-
bleau 2.1) qui definissent comment ils peuvent engendrer de nouveaux messages a 
partir de (j). Puisque nous considerons que l'ennemi controle totalement le reseau de 
communication, tout message envoye sur un canal public est appris par l'attaquant et 
augmente done sa base de connaissances. De meme, tout message regu, provient neces-
sairement de l'attaquant et doit etre done deductible de (j). Enfin, les communications 
privees (i.e. sur des canaux restreints), les actions de bas niveau et de declassification 
n'affectent pas l'environnement dans lequel evolue le protocole. Nous obtenons done 
le nouveau systeme de transitions defini par les regies du Tableau 2.5, ou l'expression 
4> > P —> (j)' > P' signifie que le processus P evoluant dans un environnement 
hostile de connaissance <fi peut faire Taction a et atteindre le processus P' evoluant 
dans l'environnement de connaissance 4>'. Cette fagon statique de definir l'attaquant 
nous permet de definir des nouvelles caracterisations de l'interference admissible qui 
evitent d'exhiber un quelconque attaquant ou de quantifier sur tous les attaquants 
possibles (il y en a une infinite!). 
2.4.2 Equivalences contextuelles 
Maintenant, nous definissons l'equivalence de trace et la bisimulation faible sur les 
systemes de transitions engendres par cette semantique contextuelle. Nous deno-
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T A B L E A U 2.5 Semantique contextuelle de CSPAD 
c(m) c(m) 
n . . P >P' c(m)eH _ ^ P >P' ^ h m c(m)eH O u t p u t ——r !—! Input 7—7 !— 1 c(m) 1 e(m) 
4>>P >0U{m}t>P' cf>t>P >^OP' 








tons par cj> \> P =^> fa > P ' la sequence des transitions </> t> P (—^)* </> t> 
Pi -^-* 0' > P2 (——>)* </>' > P ' . Ainsi, si a = r alors =^> designe une se-
quence finie non vide d'actions r . De meme, si a = a i a2 • • • an est une sequence 
d'actions (non silencieuses), nous designons par <fi > P ==> fa \> P' la sequence 
((> > P =^k> fa t> Pi =% • • • = ^ 0' > P ' . Enfin, la notation $ > P =U 0 > P' 
signifie <j> > P = > 0' l> P ' si a 7̂  r et 4> > P (~~0* fa ^ P' autrement. L'ensemble 
de toutes les configurations de la forme < / > > P o u ( / > C . A / f e t P € Vroc est denote par 
Conf. 
Definit ion 2.4.1 : (Equivalence de trace] 
- Soil 4> t> P une configuration. L'ensemble des traces visibles de la configuration 
(f>> P est 
Tr((f> > P) = {a E Vis* \ 3^P,eConf <f> > P =*> fa > P ' } 
- Deux configurations <fi \> P et ip > Q sont trace-equivalentes, que nous denotons 
par 4>> P i^ -ft > Q si et seulement si Tr(<j> > P) = Tr(tp > Q). 
Definit ion 2.4.2 : [Equivalence de trace sous un environnement] Deux processus 
P et Q sont trace-equivalents sous I'environnement (j>, denote par P ^ Q ssi 
Tr{(j)> P) = Tr{(p>Q). 
Definition 2.4.3 : [Bisirnulation contextuellej Une relation binaire 1Z sur I 'ensemble 
des configurations est une bisirnulation faible si pour tout (4> \> P, tp t> Q) € TZ on a : 
- si eft \> P —• 4>' O P', alors il existe une configuration ip', t> Q' telle que ip D> 
Q =i> v' > Q' et (<// o p', ip \> Q') e n. 
- si ip \> Q -̂ -> ip' E> Q', alors il existe une configuration </>', t> P' telle que 4> > 
pJ^^'^P'et (<// > P', f > Q') e ft. 
On dit que deux configurations (f> t> P et ip > Q sont (faiblement) bisimulaires, denote 
par <f> D> P « tp \> Q, si et seulement s'il existe une bisirnulation faible ft tel que 
(<f> > P, ip > Q) G ft. 
Definition 2.4.4 : [Bisirnulation sous un environnement] Deux processus P et Q 
sont (faiblement) bisimulaires dans I'environnement <p, denote par P w^ Q, si et 
seulement s 'il existe une bisirnulation faible ft tel que (<p > P, </> O Q) € ft. 
2.4.3 Interference admissible sous un environnement <p 
Maintenant, nous partons des caracterisations statiques SNNI (Strong Non-determi-
nistic Non Interference) et BSNNI (Bisimulation-based SNNI) de la non-interference 
de Focardi et Gorrieri, 2001, pour les etendre aux systemes a flux d'information 
admissible dans le cadre de CSPAD. Avant de donner les definitions formelles de 
la non-interference, nous avons besoin de definir l'operateur de masquage P/T qui 
masque toutes les actions de P qui sont dans Y ou T C Vis. 
Definition 2.4.5 : Soit Y C Vis un ensemble d'actions visibles et P un processus. 





Comme pour l'operateur de restriction, nous utilisons la notation P/C pour masquer 
toutes les actions visibles sur les canaux dans C. Avec cet operateur, la SNNI et la 
BSNNI sont formellement definies dans le cadre de CSPAD comme suit : 
Definit ion 2.4.6 : Soit (ft un ensemble de messages, P un protocole CSPAD et H 
Vensemble d'actions de haut niveau. Alors 
- P € SNNI0 ssi P/H ^ P\H. 
- P G BSNNI0 ssi P/H « 0 P\H. 
Notons q u i d egalement, pour les processus de la Figure 2.1, on a P G SNNI^, 
P G BSNNI^,, Q <£ SNNI0 et Q £ BSNNI^ quelque soit (ft. Par contre le processus 
R = cl(a).0 + ci(b).0 est SNNI0, mais pas BSNNI0. En effet, R/H = r .0 + Q ( 6 ) . 0 et 
R\H = ci(b).0 sont trace (^-equivalents mais non ^-bisimulaires. 
Puisqu'un processus P satisfait la propriete d'interference admissible si P\ D (i.e. P 
n'executant aucune de ses actions declassifiantes) satisfait la non-interference, nous 
avons les generalisations des SNNI et BSNNI denotees respectivement par NAI (Non-
deterministic Admissible Interference) et par BNAI (Bisim,ulation-based NAI) sui-
vantes : 
Definit ion 2.4.7 : Soit (ft un ensemble de messages, P un protocole CSPAD ; H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P G NAI0 ssi (P\D)/H ^ P\(D U H). 
Definit ion 2.4.8 : Soit (ft un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P G BNAI0 ssi (P\D)/H « 0 P\{D U H). 
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Comme dans le cas de la semantique concrete, ces nouvelles caracterisations dans une 
semantique contextuelle ne detectent que les premieres interferences non admissibles, 
mais toutes celles qui ont lieu au dela d'une premiere declassification ne sont pas 
detectees. Aussi, nous donnons les versions persistantes de ces caracterisations qui 
exigent que la propriete soit verifiee dans tout etat accessible du processus. En d'autres 
termes, tous les sous-processus de P doivent satisfaire la propriete. Nous les denotons 
respectivement par SNAI (Strong NAI) et SBNAI (Strong BNAI)8. 
Definition 2.4.9 : Soit <f> un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P e SNAI^ ssi V^evi^p) (P'\D)/H ^ P'\(D U H). 
Definition 2.4.10 : Soit (f> un ensemble de messages, P un protocole CSPAD, H et 
D les ensembles d'actions de haut niveau et de declassification respectivement. Alors 
P e SBNAI^ ssi V#>P.ev(4»P) (P'\D)/H ^ P'\(D U H). 
Le lemme qui suit classe les differentes caracterisations statiques de l'interference 
admissible. Sa demonstration est identique a celle du Lemme 2.3.1. 
8A noter que dans tous les articles (Mullins, 2000; Lafrance et Mullins, 2002;Lafrance et Mullins, 
2003a;Lafrance et Mullins, 2003b;Brlek et al., 2003;Lafrance, 2004;Brlek et al, 2005;Bastien et al.: 
2006), NAI et BNAI designent respectivement ce que nous denotons ici par SNAI et SBNAI. Mais, 
par souci de conformity avec les notations introduces dans la section precedente, nous avons souhaite 
adopter cette fois-ci ces notations. 
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Lemme 2.4.1 Soit P un processus et 4> un ensemble de messages. Alors, nous avons 
P € SBNAI^ => { * ) ^ P e NAIrf 
PeSNAL 
Enfin, pour conclure cette section, nous avons l'important result at qui prouve que 
la semantique contextuelle preserve les caracterisations de l'interference admissible 
basees sur l'equivalence de trace, mais pas celles basees sur la bisimulation. II permet 
egalement de classer toutes les differentes caracterisations de l'interference admissible 
introduites dans ce chapitre (grace aux Lemmes 2.3.1 et 2.4.1). 
Theoreme 2.4.1 Soit P un processus et <j) un ensemble de messages. Alors nous 
avons les resultats suivants : 
1. P 6 NDCL% « P e NAI^. 
2. Pe SNDCIA0 ^Pe SNAI0. 
3. P e BNDCL% =>P e BNAI0. 
I Pe SBNDCIA^ => P € SBNAI0. 
Preuve: Nous allons prouver les items 1, 3 et 4. La preuve de 2 decoule de 1. Soit 
4> un ensemble de messages et P un processus. 
1. D'apres le Theoreme 2.3.1, P e NDCIA0 44> (P\Top(<t>))\(DUH) ~ P\{DUH). 
II suffit done de prouver que 
(P\Top((j)))\(D UH)~ P\(D UH)& (P\D)/H ^ P\(D U H). 
Commengons par prouver l'implication (=>). Pour cela, il suffit de montrer que 
fti = {(P'\Top(0'),(j)' > P') | P'\Top(4>') e V{P\Top{$))} 
est une relation de simulation contenant (P\Top(4>), (j> t> P). 
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- (P'\Top((j)'))\(D U H)^{P"\ToV{ci)"))\{D U H) et a G L. Dans ce cas, 
Top((f)") — Top((f)') puisque c'est un processus de haut niveau. On a done 
P'—>P". D'apres la semantique contextuelle de CSPAD, on alors (/>' > 
{{P'\D)/H)^<)>' t> ((P"\D)/H) et on a bien (P"|Top(<£'),^ > P") G » i . 
- {P'\Top{^))\{DuH)-^{P"\Top{cf>"))\(DUH) avec Top((f/p^Top((f/') et 
P'—>P". Dans ce cas, par definition de Top(<f>'), on a m € £>(</>') et <̂>" = (/>'. 
Ainsi, d'apres la semantique contextuelle nous avons <f>' t> (P'\D)—xf)' \> 
(P"\D). Enfin, comme c(m) G # nous avons 0' > {{P'\D)/H)-^4>' > 
{{P"\D)/H) et on a bien (P'^TopW)^' > -P") <= » i . 
- (P , |rop((/ ) ' ))\(-DUif)^^(P"|rop(^"))\( JDUif) avec Top(ft)
c-^Top((f>") et 
P'^ip". Dans ce cas, par definition de Top(<f>'), on a </>" = <fi' \J {m}. Ainsi, 
d'apres la semantique contextuelle, nous avons 0' > (P>\D)^i<j>' U {TO} > 
(P"\D). Enfin, comme c(m) G if nous avons 4>' > ({P'\D)/H)-^4>'\J{m} t> 
{{P"\D)/H) et on a bien (P"\Top(</)"),<(>" > P") G » i . 
Pour prouver l'implication inverse (-4=), il suffit de montrer que 
5R2 = {</>' D> P' , P'|rop(0')) I 30'>P'6Con/ </>' > P' G Z>(<£ > P)} 
est une simulation. La preuve est similaire a celle de Jftj. 
2. Pour prouver que BNDCIA^ c BNAI0, il suffit de remarquer que la relation 
3?i est une bisimulation puisque 9^ = K^1 et puisque P G BNDCIA^ implique 
(P\Top(4>))\(D U H) « P\(P> U //"), le resultat est etabli. Enfin, pour voir que 
l'inclusion est stricte, il suffit de considerer le processus P = h.h.l.O + 1.0 qui 
est BNAI^, mais non BNDCIA0. 
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CHAPITRE 3 
VALIDATION DES PROPRIETES DE SECURITE 
3.1 Introduction 
L'interference admissible, etudiee dans le chapitre precedent, est une notion de se-
curity tres generale et apparait etre une definition tres naturelle et probablement 
1'une des plus rigoureuses de la securite en methodes formelles. En effet, elle exige 
qu'en dehors des influences admissibles ou meme souhaitables, le systeme attaque par 
n'importe quel intrus se comporte de la meme maniere que le systeme en isolation 
complete. Ces influences admissibles ou meme souhaitables peuvent etre, par exemple, 
le fait que l'attaquant peut observer ou intercepter un cryptogramme, connaitre la 
nature du crypto-systeme ou le fait d'accepter qu'une application externe puisse ins-
taller sur notre systeme des "cookies" inoffensifs mais utiles pour le fonctionnement. 
Cette definition abstraite presuppose qu'on est capable de definir formellement ces 
influences ou interferences admissibles entre l'attaquant et le systeme mais egalement 
ses com.portements observables corrects ou incorrects. Comme nous l'avons vu dans 
le chapitre precedent, les interferences admissibles sont celles a travers des actions de 
declassification, alors que les comportements observables sont ceux specifiables par 
les actions de bas niveau. Or, dans notre modele CSPAD et tous les modeles a base 
d'algebres de processus, tout systeme est completement determine par ses actions 
internes et ses communications avec l'environnement externe a travers les canaux pu-
blics (ses actions de haut niveau). Ainsi, tout systeme specifie dans ces modeles verifie 
trivialement n'importe quelle caracterisation de l'interference admissible telle que de-
finie dans le chapitre precedent. L'interference admissible serait done une definition 
naturelle de la securite, mais completement inutile. Pour contourner cette difficulte, 
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nous nous inspirons de l'idee des fonctions de decoration introduites par Focardi, 2001. 
Aussi, nous allons decorer les protocoles avec des actions de declassification et de bas 
niveau pour exprimer respectivement ce qu'on veut admettre et les comportements 
observables relativement a la propriete verifiee. Cette decoration depend done non 
seulement du protocole analyse, mais surtout de la propriete verifiee. Aussi, le but 
principal de ce chapitre est d'etablir formellement les fonctions de decoration pour 
les proprietes de securite des protocoles cryptographiques telles que la confidentiality, 
rauthentification, l'integrite et la non-repudiation. 
3.1.1 Notre contribution 
La contribution de ce chapitre comporte trois volets. Premierement, partant de l'idee 
des fonctions de decoration introduite par Focardi, 2001, pour la non-interference, 
nous avons defini formellement les contraintes que doivent verifier les fonctions de de-
coration pour les systemes de securite a flux d'information admissible. En effet, comme 
leur nom l'indique, ces fonctions dont le role est purement decoratif, ne doivent pas 
modifier les proprietes du systeme, i.e. ses comportements. Cette definition formelle 
nous a permis d'etendre nos caracterisations de l'interference admissible a une notion 
plus generate d'interference admissible a une decoration pres. Bien que la decoration 
soit une technique utilisee dans des etudes de cas illustrant des approches formelles a 
flux d'information admissible (voir par exemple (Bossi et al, 2004)), a notre connais-
sance, aucune definition formelle des fonctions de decoration pour des systemes a flux 
d'information admissible n'existe dans la litterature. 
Comme signale ci-dessus, le but d'une fonction de decoration est "d'inserer" dans 
la specification du protocole des actions de declassification pour exprimer ce que 
Ton souliaite declassifier ou admettre et des actions de bas niveau pour exprimer la 
propriete de securite veriflee. Aussi, notre deuxieme contribution, et de loin la plus 
55 
importante dans ce chapitre, est de definir formellement les fonctions de decoration 
pour les requis de securite suivants : le secret et la correspondance. 
En effet, pour le requis de secret, done la propriete de confidentialite, nous avons 
defini d'abord une nouvelle notion d'ideal d'un ensemble de messages secrets relati-
vement a un environnement donne. Brievement, l'idee est qu'un ideal d'un ensemble 
de messages secrets S est l'ensemble des messages qui, s'ils sont envoyes tels quels 
sur un canal public, reveleront a coup sur a l 'attaquant un secret conformement a 
sa base de connaissance actuelle. Par exemple, chiffrer un message secret par une cle 
deja connue par l 'attaquant et envoyer le cryptogramme sur un canal public revelera a 
coup sur le secret. Grace a cet ideal, nous avons defini une fonction qui a chaque etat 
determine si un message est potentiellement dangereux, i.e. dans l'ideal de S (done 
non declassifiable) ou non. Nous avons ainsi pu exprimer le secret en termes d'inter-
ference admissible et, surtout, montrer la solidite de cette definition relativement a la 
definition classique du secret en termes de non-atteignabilite d'etats non securitaires. 
A notre connaissance, e'est la premiere fois que Pequivalence entre la specification du 
secret comme propriete de flux d'information et sa specification classique en termes 
de propriete d'atteignabilite est formellement etablie. De plus, cette approche basee 
sur l'ideal de <S peut etre facilement etendue pour tenir compte des secrets partiels, 
i.e. d'un ensemble des messages secrets S qui peut evoluer dynamiquement. 
Nous avons ensuite defini formellement pour chacune des proprietes de correspondance 
(autlientification, integrite et non-repudiation) les fonctions de decoration correspon-
dantes et avons pu ainsi les exprimer comme instances de 1'interference admissible. 
Notre approche simplifie grandement la formulation et la verification de ces proprietes 
et parait plus naturelle comparee a l'approche adoptee par Focardi, 2001. En effet, 
pour etablir la correspondance entre deux ensembles d'evenements E\ et E2, nous spe-
cifions la realisabilite des evenements E\ par des actions de declassification et celle 
des evenements E2 par des actions de bas niveau et exigeons que les seules interfe-
rences admissibles sur le bas niveau ne soient que celles causees a travers des actions 
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de declassification. Autrement dit, l'intrus ne peut interferer avec le bas niveau qu'a 
travers des actions admissibles. 
Enfin, la troisieme contribution de ce chapitre est l'analyse d'une extension du pro-
tocole SET (Secure Electronic Transaction) de Visa et MasterCard, denomme ASET 
pour Anonymous and Secure Electronic Transaction (Brlek et al, 2003;Brlek et al, 
2005). C'est un protocole qui en plus de corriger les defaux du protocole SET (Brlek 
et al, 2006a;Brlek et al, 2006b) assure l'anonymat du client envers le marchand. Nous 
avons montre que l'anonymat dans ce protocole peut se reduire a une confidentialite 
et done etre une instance de 1'interference admissible. 
3.1.2 Organisation du chapitre 
Le reste du chapitre se compose comme suit : la Section 3.2 presente notre generali-
sation de la notion d'interference admissible. Ensuite nous presentons la specification 
du requis de secret en termes d'interference admissible dans la Section 3.3. Les requis 
de correspondance sont traites dans la Section 3.4. Nous terminons le chapitre par 
une importante etude de cas dans la Section 3.5. 
3.2 Generalisation de la notion d'interference admissible 
Comme nous l'avons deja signale dans le chapitre precedent, un protocole est genera-
lement completement determine par ses actions internes (actions r) et ses actions de 
communication sur ses canaux publics, done des actions de haut niveau. De tels 
protocoles qui n'ont ni d'actions de declassification ni d'actions de bas niveau verifient 
trivialement n'importe quelle caracterisation de 1'interference admissible telle que de-
finie dans le chapitre precedent. Pour reduire les proprietes de securite a 1'interference 
admissible et appliquer Tune de ses caracterisations, nous devons done "decorer" le 
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protocole avec des actions de declassification et de bas niveau. Cette decoration doit 
etre faite de telle sorte que l'observation des actions de bas niveau exprime la pro-
priete de securite verifiee et que les actions de declassification expriment exactement 
ce que Ton veut admettre relativement a la propriete verifiee. La decoration depend 
done de la propriete verifiee ainsi que du protocole analyse. 
3.2.1 Fonctions de decoration 
Une fonction de decoration ne doit pas modifier le comportement du systeme. Son 
role, comme indique son nom, est de decorer uniquement la specification du systeme 
par des actions de declassification et de bas niveau pour exprimer la propriete de 
securite verifiee. Aussi, nous formalisons cette derniere contrainte sur les fonctions de 
decoration comme suit : 
Definition 3.2.1 : Une fonction 7 : Vroc —> Vroc est une fonction de decoration 
si et seulement si 
V P e 7 w 7 ( P ) / ( Z ? U L ) ~ P 
oil ~ e {̂ 2, ~} selon que la propriete verifiee est basee sur ['equivalence de trace ou la 
bisimulation. 
En d'autres termes, si on masque les actions de decorations ajoutees (D et L), le 
processus decore est equivalent au processus initial n'ayant aucune action visible 
autre que les actions de haut niveau. 
Maintenant, nous allons etendre la notion d'interference admissible a une notion plus 
generate d'interference admissible a une fonction de decoration 7 pres. 
Definition 3.2.2 : Soit 7 une fonction de decoration, P un processus et 4> un 
environnement. Nous disons que 
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T A B L E A U 3.1 Le protocols Wide Mouthed Frog 
(1) A ^ S : A,B,{KAB}KAS 
(2) S - B : {A,KAB}KBS 
(3) A ^ B : {M}KAB 
- Pe _NDCIAl si 7 ( P ) 6 ^NDCIA^. 
- P e _A r A/J si 7 (P ) e _ JVAfy. 
oil _ € {c, 5, 5 , S*S} avec e denotant le mot vide. 
Evidemment, 7 et la caracterisation d'interference admissible doivent etre basees 
sur la meme equivalence. Par exemple, nous disons que P e NDCIA^ si 7 ( F ) G 
NDCIAj, etPe BNAIJ si 7 ( P ) e BNAI^. 
3.2.2 Protoco le de la grenouille a grande gueule 
Pour illustrer les differentes proprietes de securite verifiees dans ce chapitre, nous 
allons considerer la version simplifiee (Table 3.1) du protocole de la grenouille a grande 
gueule WMF (Wide Mouthed Frog) de (Burrows et al., 1990), qui a pour but d'etablir 
une cle de session pour deux participants, A et J3, avec l'aide d'un serveur S. Bien que 
son objectif soit d'assurer la confldentialite de la cle de session, il permet egalement 
d'illustrer les autres proprietes de securite telles que rauthentification d'entite et 
l'mtegrite de messages. 
Dans le message (1), A envoie a S son nom, le nom du destinataire B, et une cle de 
session KAB fraiche chiffree avec la cle KAS, partagee par A et S. En (2), S transmet 
la cle et le nom de la source a B, chiffres avec la cle KBS, partagee par B et S. 
Finalement, A envoie a B le message M chiffre avec la cle K. Au final, KAB et M 
doivent demeurer secrets pour l'intrus. La description du protocole dans le modele 
CSPAD est donne dans le Tableau 3.2. 
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TABLEAU 3.2 Le protocole WMF en CSPAD 
A::= [(K,KAS) \~enc xQ][(A,B,x0) \rvair xi}cl(xi).[(M,K) \-enc x2].cj(x2).0 
B::= Bi\B2 ou 
B\ ••••=c2(y0)-[(yo,KBs) ^dec y\][y\ \-P1 2/2][2/1 i-P2 2/3] 
B2 ::=C3(y4)-[(y4,2/3) ^<fec 2/5]-0 
S " = Ci(2o)-[zO l~pi ^l][^0 l~p2
 z2][^0 t~p3 ^ [ ( ^ - ^ z i s ) l~dec Z4] [(2:1,2:4) \~pair Z5} 
3.3 Requis de secret : la confidentiality 
Cette section a pour but d'etablir une nouvelle caracterisation de la propriete de confi-
dentialite comme propriete de flux d'information : plus particulierement en terme d'in-
terference admissible. Pour cela, nous allons d'abord definir la confidentialite comme 
probleme d'atteignabilite d'etats non securitaires, i.e. des etats dans lesquels un se-
cret est deductible de la base de connaissances de l'attaquant. Ensuite, nous allons 
etablir notre nouvelle caracterisation et prouver qu'elle est equivalente au probleme 
d'atteignabilite. 
3.3.1 Confidentialite en terme de non-atteignabilite 
La propriete de confidentialite est generalement specifiee en terme de non-atteignabilite 
d'etats non securitaires (Meadows, 1996). Nous la reformulons ici dans le contexte de 
notre modele CSPAD. 
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Definition 3.3.1 : SoitS un ensemble des messages secrets1. Un protocole P assure 
la confidentialite des messages S contre tout attaquant de connaissance initiale </> si 
et seulement si 
V ! 0 ' ) e 2 ^ )
5 n I W = 0-
Nous avons immediatement le lemme suivant qui dit que si un protocole P assure la 
confidentialite des messages S contre tout attaquant de connaissance initiale <t> alors 
ce dernier ne connait initialement aucun message secret. 
Lemme 3.3.1 Si P assure la confidentialite de S contre tout attaquant de connais-
sance initiale <f> alors Vses 4> (/ s. 
Preuve: La preuve est immediate, puisque (P, </>) € T>^(P) on a done Sr\T>(<j)) = 0, 
e'est-a-dire, Vse<s <f>\/ s. • 
Si la semantique consideree est la semantique contextuelle alors la Definition 3.3.1 se 
reformule naturellement comme suit : 
Lemme 3.3.2 Un protocole P assure la confidentialite des messages S dans un 
environnement hostile de connaissance initiale 4> si et seulement si 
3.3.2 Confidentialite en terme d'interference admissible 
Pour reduire la confidentialite a l'interference admissible et appliquer la Defini-
tion 3.2.2, comme signale plus haut, on doit decorer sa specification par des actions 
de declassification et de bas niveau. Cette decoration doit etre faite attentivement 
X<S contient toutes les des privies et les cles symetriques des principaux honnetes. 
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T A B L E A U 3.3 Attaque de confidentialite contre le protocole WMF 
(1) A - + I ( S ) : A,B,{KAB} KAS 
(1') 1(A) - > S : AJ,{KAB}KAS 
(2) S - + I : {A,KAB}Kls 
(3) A ^ 1 ( B ) : {M}KAB 
pour que l'interference admissible caracterise la propriety de confidentialite telle que 
exprimee dans la Definition 3.3.1. Les definitions qui suivent dans cette sous-section, 
serviront a atteindre cet objectif. Nous commencons par les actions de declassification. 
Notre approche consiste a determiner s'il existe des actions des principaux honnetes 
qui peuvent entrainer la divulgation d'un message confidentiel. Par exemple si l'intrus 
intercepte un cryptogramme { m } ^ (m et K~l sont supposes non connus par l'intrus), 
alors la seule maniere pour lui de deduire le message m est de "forcer" un principal 
(voir 1'attaque a la Table 3.3) soit : 
- a lui envoyer la cle de dechiffrage K'1. C'est le cas du cryptogramme {M}KAB pour 
lequel le serveur envoie a l'intrus la cle KAB chiffree avec la cle de l'intrus, ce qui 
est equivalent a lui envoyer la cle secrete en clair (conformement a la Definition 
3.3.3). 
- ou a dechiffrer le cryptogramme et lui envoyer le message comme ce fut le cas du 
cryptogramme {KAB}KAS que le serveur dechiffra et envoya le message (i.e. la cle 
KAB) a l'intrus. 
Ainsi, nous considerons l'envoi du cryptogramme {KAB}KAS comme une action saine 
(etant donne que iT^s n e s t P a s connu par l'intrus), done declassifiable, alors que les 
envois de {KAB}KIS et {M}KAB comme des actions dangereuses (non declassifiables), 
puisque leurs cles de dechiffrage sont connues par l'intrus au moment de l'envoi. En 
effet, chaque fois qu'un protocole emet sur un canal public un message contenant (en 
clair ou non) un message confidentiel, alors un flux d'information (contenant le mes-
sage confidentiel) du domaine secret vers le domaine public doit avoir eu lieu (puisque 
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initialement l'intrus ne connait aucun message confidentiel). Ainsi, nous devons nous 
assurer que ce flux d'information s'est deroule de maniere saine, par exemple si le 
message emis est chiffre avec une cle dont la cle de dechiffrage correspondante n'est 
pas connue par l'intrus, i.e. non deductible de sa base de connaissance. 
Actions de declassification. 
Definition 3.3.2 : Soient m et m' deux messages. Nous definissons la relation 
contient sur Vensemble des messages M (notee m -< m! : lire m' contient m) comme 
suit : 
— m, -< m 
rn -< m 
m, -< m m^rrl, KelC 
m -< h(m ) m -< {m }K 
Definition 3.3.3 : Soient m et m' deux messages. Nous definissons la relation 
contient en clair (notee m -<dear m') relativement a un ensemble de messages <j> par 
les regies suivantes : 
m <lear m 
m <Jlear m> m ^ L m' K l E 
m -<dear (• • • , ™', . . .) ™, <tlear im'}l< 
La derniere regie de -<^tear exprime le fait que chiffrer un message avec une cle connue 
de l'intrus est "inutile" si on cherche a assurer la confidentialite du message. Le 
message cliiffre est "equivalent" au message en clair (relativement a la connaissance 
de l'intrus). Notons que cliacune de ces deux relations (-< et -<dear) definit un ordre 
partiel sur 1'ensemble Ai. 
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Definition 3.3.4 : Soit S I'ensemble des messages confidentiels echanges dans le 
protocole. Nous definissons I'ensemble des messages secrets relativement aux connais-
sances actuelles <fi de I'intrus, appele ideal de S relativement a <j) et denote I<t,{S), par 
I'ensemble 
U(S) = {m'eM\ 3mes m <+dtar m'} 
des messages qui contiennent en clair (relativement a (f>) un message confidentiel. 
I<f,(S) definit I'ensemble des messages dangereux, i.e. des messages qui, s'ils sont en-
voyes tels quels reveleront un secret a l'attaquant. C'est une propriete locale puisque 
definie relativement a la connaissance actuelle de l'attaquant. Nous nous en servirons 
dans la definition qui suit pour determiner a chaque etat quels sont les messages 
declassifiables, i.e. non dangereux. 
Definition 3.3.5 : Soit S un ensemble des messages secrets, d un canal de declas-
sification fixe et <f) un ensemble des messages. La fonction de declassification sure 
7? : Vroc —• Vroc relativement a S et (f>, est la fonction definie par 
^(P)^d(m).7l{m}(Q) 
si a € H est de la forme c(m) et m $ -̂ u{m} (<5) 
si a € H est de la forme c(m) et m 6 /</>u{m}(«5) 
Essentiellement, la fonction 7^ declassifie les outputs du protocole sur un canal public 
dont les messages m emis ne presentent aucun danger, i.e. ne sont pas dans l'ideal 
I<p\j{m}(S)- Notons que, quand le protocole emet un message "dangereux", 7? ne le 
declassifie pas, mais met a jour la connaissance de l'attaquant. 
^PeVroc P >Q 
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Actions de bas niveau. 
Maintenant que nous savons comment decorer un protocole par des actions de declas-
sification, il nous reste a determiner les actions de bas niveau et comment decorer le 
protocole par ces dernieres. Aussi, nous allons augmenter la specification du protocole 
par le processus cs{x).ls(x).0 ou cs est canal public de domaine «S, ne faisant pas 
partie des canaux public du protocole et 1$ un canal de bas niveau de domaine 
S. Ainsi, puisque cs n'est pas un canal du protocole, tout message lu par ce canal 
provient necessairement de l'intrus. Son emission sur le canal de bas niveau Is permet 
a l'observateur de bas niveau de savoir que le secret emis (puisque cs et Is n'acceptent 
que les messages secrets S) est connu par l'attaquant. 
Nous sommes maintenant suffisamment outilles pour exprimer la propriete de confi-
dentialite en termes de l'interference admissible. Soit Spec5 : Vroc —>• Vroc la fonc-
tion qui etant donne un processus P, le decore avec les actions de bas niveau comme 
decrit ci-dessus, i.e. 
Vpe-Proc Spec5(P) = P\cs(x).ls(x).0. 
Nous avons alors cet important resultat : 
Theoreme 3.3.1 Soit P un protocole CSPAD et S un ensemble des messages 
secrets. P assure la confidentialite de S contre tout attaquant de connaissance initiale 
(j) si et seulem,ent si 
Spec5(P) G SNAlf 
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Preuve: 
Spec5(P) E SNAlf <=> P\cs{x)Ts{x).Q E SNAlf 
^{P\cs{x)Ts{x).Q) € SNAIj, 
Vil»QeV(</»yS(P\cs(x)Mx).0)) Q
 6 NAI$ 
^>Qen^r;(P\cs(x)Mx).o)) (Q\D)/H ^ Q\(D U H). 
Puisque cs(x) est un canal d'input et que ls(x) est un canal de bas niveau, toute 
action sur ces deux canaux ne modifie pas la connaissance de l'environnement. Ainsi, 
prouver le theoreme revient a prouver que 
v M e , ( K ' ( P K s . ( 4 W 4 » ) ) ( ^
i ) ) / i / ^ ^ ( I } u f f ) *=* s n P W O = 0. 
Nous prouvons d'abord l'implication dans le sens (-4=). En effet, supposons que 
^iP>Q€V{<l»rl(.P\cs(x)J^(x).0)) SC\V{xl)) = 0. 
Alors. on a 
VCjTO t.q. c(m) E H et tp > Q—>ijj U {m} > Q', mg I^,U{m}(S). 
En effet, si m E I^u{m}(S) alors S f~l V('ip U {m}) ^ 0 dans l'etat V U {TO} l> Q', 
ce qui contredirait notre hypothese. Done, Q n'a aucune action de haut niveau non 
declassifiable, i.e. (Q\D)/H = Q\(D U H) ==> (Q\D)/H ^ Q\(D U if). 
Pour prouver l'implication inverse (=>•), nous allons proceder par induction sur la 
longeur des chemins du sommet initial <j> t> j^(P\cs(x).ls(x)-0) aux sommets attei-
gnables if; t> Q. Supposons que 
vV»Qs©(^7|(p|c5(x).^).o)) (Q\D)/H ^ Q\{D U H). 
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[Base d 'induction :] puisque la configuration initiale 
<1>>Q = <I>> rf(P\cs(x)Mx).0) E V{<$> > 7f(P\cs(x)Ux).0)), 
-—>, ce qui implique <S fl T>(<p) = 0. En 
effet, dans le cas contraire, i.e. s'il existe m € S t.q. 
(j) > Q -±-*(j> > Q', 
alors, puisque cs{m) n'est pas declassifiable (ce n'est meme pas un output!), on a 
d'une part 
<t> > {Q\D)/H^4> > (Q'\D)/H K^U > Q" 
et d'autre part 
Q \ ( D U i / ) ^ 0 , 
ce qui contredirait notre hypothese. 
[Etape d'induction :] supposons que 
ij>QeV{^> 7£(P|c5(x).fe(x).0)) t.q. S fl P (^ ) = 0. 
Nous allons prouver que pour tout etat ip' \> Q' successeur de la configuration ip > Q, 
on a S n D(V>') = 0. 
Soit alors a € Act t.q. ^ t> Q-^tp' D> Q'. 
- Si a g H, alors tp' = ip et done 5 D£>(>') =<Sfl V(ip) = 0. 
- Si a 6 i / est de la forme c(m) et que m g I$u{m}(S), alors •0' = i> U W } et 
«snPiy) = 0-
- Enfin, si a G i? est de la forme c(m) et que m £ -fyuW (*-*)' alors tp' = ^ U {m} 
et 5 fl V(ip') ^ 0. Nous allons prouver que compte tenu de nos hypotheses, ce 
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dernier cas n'est pas possible. En effet, d'une part, si le canal d'input cs(x) est 
encore disponible alors le meme raisonnement que celui de la base de l'induction 
permet de conclure que Q'\D)/H ^ < Q'\(D U H) contredisant notre hypothese 
initiale. D'autre part, si c$(x) n'est plus disponible, alors il existe un etat I/J0 t> Q0 
precedant i\)' D> Q' et un message m0 & S t.q. Vo > Qo -—° • Mais, puisque le 
predecesseur immediat de ip' t> Q' est ip > Q alors ip0 Q i>, ce qui implique que 
mo € V(ip) contredisant l'hypothese de base S n X'(V') = 0-
Done, dans tous les cas, nous avons bien S fl T>(ip') = 0. • 
Corollaire 3.3.1 Soit P un protocole CSPAD et S un ensemble des messages 
secrets. P assure la confidentialite de S contre tout attaquant de connaissance initiale 
<j> si et seulement si 
Specg(P) e SNDCIAf 
Preuve: Decoule directement du Theoreme 2.4.1. • 
Corollaire 3.3.1 Soit o Voperateur de composition des fonctions. P assure la 
confidentialite de S contre tout attaquant de connaissance initiale 4> si et seulement 
si 
P e SNAf/°Spec* ^ P e SNDCIAf °SpeCs 
Preuve: D'apres la Definition 3.2.2 on a : 
P E SNAlf°SpeCs «=*• T£ O Spec5(F) € SNAI^ 
4=^ 7£(Spec5(P)) e SNAU 
«=» Specs{P) e SNAlZ*. 
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Par exemple, si m est un message secret, c un canal public, K une cle de cliiffrement 
et 4> la base de connaissance initiale de l'attaquant telle que {m, K~1} n T>(<j>) = 0. 
Alors, on a : 
- Le processus P = c(m).Q qui emet le secret sur le canal public n'assure pas la 
confidentialite de m. 
- Le processus Q — c({m}^).0 qui emet le cryptogramme du secret sur le canal 
public assure la confidentialite de m. 
En effet, dans le premier cas, on a S = {m} et puisque la seule action d'output de P 
est remission de m qui est dans l'ideal î u{m}(<5), nous avons 
7f0(Spec5(P)) = c(m).0\cs(x)Mx).0, 
qui n'est pas SNAI^ securitaire. Dans le deuxieme cas S = {m, K^1} et la seule 
action d'output de Q est remission de {m}^ qui n'est pas dans l'ideal I(t>u{m}K(S)-
Nous avons done 
7f0(Spec5(P)) = d({m}K).c({m}K).0\cs(x).Ux).0, 
qui est SNAI^ securitaire. 
Maintenant, nous pouvons montrer que l'interference admissible permet de detec-
ter la faille de confidentialite dans le protocole de la grenouille a grande gueule. Soit 
WMF = A\B\S le processus qui specifie le protocole WMF, <j>0 = {A, B, I, KIS} l'en-
semble des connaissances initiales de l'intrus et S — {M,KAB,KAS,KBS} l'ensemble 
des messages confidentiels. Alors, nous avons la proposition suivante qui prouve que 
P n'assure pas la propriete de confidentialite. 
Proposition 3.3.1 
Specs(WMF) £ SNAlf; 
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Preuve: En effet <j) \> Q £ P (^ 0 > "f$0(Specs{WMF))) avec 
Q = 0\B\c^({(A, KAB)}Kls).0\cs(x)Mx).0, 4> = {A, B, / , KIS, {KAB}KAS, {M}KAB} 
Mais, Q ne satisfait pas NAI^. La configuration2 4>\> Q designe l'etat atteint quand 
A a envoye ses deux messages intercepted par l'intrus qui transmet le premier message 
au serveur apres avoir remplace le nom de B par le sien. Le serveur est pret a envoyer 
la cle KAB a l'intrus a travers le canal c^. Q ne satisfait pas NAI,), a cause du fait que 
le processus Q\(DuH) ^2$ 0, alors que masquer les actions de haut niveau (processus 
(Q\D)/H) permettra d'observer les actions de bas niveau IS{KAB) et ls(M). Done 
les deux processus ne sont pas trace-equivalent dans l'environnement </>. • 
3.4 Requis de correspondance 
La correspondance decrit les dependances entre les evenements qui se produisent 
dans le protocole. Elle est habituellement utilisee pour exprimer les proprietes d'au-
thentification, d'integrite et de non-repudiation. L'idee est que certains evenements 
observables sont des consequences d'autres evenements. L'idee de la dependance est 
que ces evenements observables ne se realisent que seulement si les evenements qui 
les causent se sont prealablement realises, condition necessaire mais non sufnsante. 
Ce sont des proprietes de surete que nous allons pouvoir exprimer comme propriete 
de flux d'information. Notre approche consiste a specifier la realisabilite d'un evene-
ment observable par des actions de bas niveau et celle d'un evenement causal par des 
actions de declassification. Ainsi, les evenements observables (actions de bas niveau) 
sont des consequences des actions de declassification. Autrement dit, si on supprime 
2A noter que y§ ne raodifie pas les actions de B pour la simple raison que cc dernier n'a aucune 
action d'outpout sur un canal public; ce qui explique la presence de B dans le processus Q. Noter 
egalement que Taction C^({(A,KAB)}KIS) n'est pas declassifies, car {(A,KAB)}KIS n'est pas dans 
I^{(A.KAB)}Kls('S)-
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les actions de declassification, aucun evenement observable ne devrait avoir lieu. Par 
exemple, dans le cas d'une authentification de A par B, il suffit d'ajouter dans la 
specification du protocole Faction de bas niveau autliB(A) qui exprime que "B pense 
avoir authentifier A" et Taction de declassification initA{B) qui exprime que "A a 
initie ou pense avoir initie le protocole avec B". Ainsi, si B pense avoir authentifle 
A, alors forcement au prealable, A a initie le protocole avec B. 
Ces proprietes de correspondance exigent done que toute occurrence d'une action de 
bas niveau soit precedee par l'occurrence d'au moins une action de declassification. En 
d'autres termes, les traces observables doivent garantir cette precedence des actions 
de declassification sur celles de bas niveau. Pour exprimer cette precedence, (Focardi, 
2001) a du introduire un nouveau processus enorme et surtout infini (du genre du 
plus grand attaquant PGA^ defini dans la Section 2.3.3) dans sa formulation de ces 
proprietes de correspondance en termes de la non-interference. Ici, notre approche ba-
see sur Finterference admissible simplifie grandement la formulation de ces proprietes, 
comme nous allons le voir. Tout d'abord, nous allons imposer une contrainte supple-
mentaire pour les fonctions de decoration du requis de correspondance. En effet, nous 
devons nous assurer que la correspondance entre ces deux ensembles d'evenements 
est bien etablie par la decoration dans un environnement sur (i.e. pour tout systeme 
non attaque). Cette contrainte est formellement etablie dans la definition suivante : 
Definition 3.4.1 : Soit ED et EL deux ensembles d'evenements. Une fonction de 
decoration 7 est admissible pour etablir la dependance des evenements E^ par rapport 
aux evenement Ep si et seulement si 
V P € ^ 0 C H (j(P)\D)/H ^ P/H 
et que l'occurrence des actions de declassification et de bas niveau de j{P) expriment 
respectivement la realisabilite des evenements ED et EL. 
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Puisque les actions visibles de P € Vrocn sont toutes des actions de haut niveau, 
alors l'ensemble des traces observables de P/H est vide. Par consequent, l'equivalence 
(-y(P)\D)/H ^ P/H nous garantit que si on supprime les actions de declassification, 
alors aucune action de bas niveau n'est realisable, ce qui etablit la correspondance 
entre les deux. Cette contrainte est necessaire pour etablir la correspondance. En 
effet, considerons le processus P = c^(a).0 et une fonction de decoration 7 telle que 
7(P) - cK(a).c^{a).ci{b).0 + Q(6) .0 . 
7 n'est pas admissible pour etablir la correspondance entre les actions de declassifica-
tion et celles de bas niveau, puisque la seule action de declassification Cd(a) n'interfere 
pas avec l'unique action de bas niveau Q(6). 
Au contraire de la confidentialite pour laquelle nous avons exige que la declassifica-
tion soit controlee pour tout etat atteignable, ici, nous ne pouvons pas exiger que 
les conditions de declassification (evenements causes) soient verifiees pour tout etat 
atteignable. Ainsi, la realisabilite d'une condition de declassification declassifie tout 
ce qui vient apres. Aussi, les requis de correspondance vont etre exprimes en terme 
de la NAI/f,. Formellement nous exprimons les requis de correspondance comme suit : 
Definition 3.4.2 : Soit P un protocole CSPAD, cf> un environnement, ED et EL 
deux ensembles d'evenements. Le protocole P assure la dependance3 des evenements 
EL par rapport aux evenements ED dans I 'environnement </> si et seulement s HI existe 
une fonction de decoration 7 admissible pour ED et EL telle que P € NAIl. 
Evidemment, les evenements ED et EL dependent non seulement des proprietes de 
3Nous supposons que la dependance est globale, i.e. la realisabilite d'un evenement dans EL 
est conditionnde a la realisabilite d'un evenement quelconque de Er>. S'il existe un sous-ensemble 
EL1 C EL dont la dependance est uniquement liee a un sous-ensemble Eui C Er>, il sufflt de 
considerer une fonction de decoration qui exprime exactement la dependance entre ces deux sous-
ensembles. 
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securite verifiees (authentification, integrite et non-repudiation), mais aussi du pro-
tocole analyse. Dans les sous-sections qui suivent, nous allons examiner chacune des 
trois proprietes et donner quelques exemples de decoration. 
3.4.1 Authentification d'entite 
Soient A et B deux pretendants legitimes, C un tiers et I un opposant (espion). Les 
principaux objectifs des protocoles d'authentification d'entite (pretendant) sont : 
Non-transferabilite : le pretendant legitime A (respectivement B) ne peut reutili-
ser un echange d'authentification avec B(respectivement A) pour se faire passer 
pour ^(respectivement A) aupres d'un tiers C. 
Imposture : il est pratiquement impossible que l'opposant / puisse effectuer le pro-
tocole avec A (respectivement B) et reussir a le convaincre en se faisant passer 
pour B (respectivement A). 
L'authentification est unilaterale ou mutuelle selon Papplication. Dans ce qui suit, 
nous allons illustrer 1'authentification unilaterale, i.e. dans le cas ou un principal A 
veut se faire authentifier par un principal B. Pour l'authentification mutuelle, il suffit 
de faire l'analyse dans les deux sens : B authentifle A et ensuite A authentifie B. Les 
evenements causes ED expriment generalement l'intention de l'initiateur dti protocole 
de se faire authentifier par un principal particulier. Cette intention est generalement 
identifiable grace au message envoye pour initier l'authentification : les identites des 
principaux contenues dans le message, la cle utilisee pour chiffrer, etc. Les evenements 
de bas niveau EL expriment plutot la croyance de l'authentificateur. Cette croyance 
est generalement identifiable par un ensemble d'etats acceptants, i.e. quand le sys-
teme arrive dans un etat ou 1'authentificateur B pense avoir identifie le pretendant 
A. Un etat acceptant peut etre atteint a la suite de la reception par B d'un message 
particulier ou a la suite d'un certain nombre de defi-reponses entre les deux preten-
dants dependamment de l'application. Aussi, nous supposons a partir de maintenant 
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qu'il existe une fonction de decoration ^Auth qui, etant donne un processus le decore 
avec les actions de bas niveau et de declassification necessaires. Etant donne un pro-
tocole P, il revient done au concepteur ou celui qui fait l'analyse de determiner le(s) 
message (s) qui exprime l'intention de A de se faire authentifier par un principal en 
particulier et l'etat (ou les etats) acceptant qui exprime la croyance de Tauthentifica-
teur. Une fois ce choix fait, l'analyse lui permet de determiner si le protocole assure 
rauthentification de A par B dans ces conditions. A titre d'illustration, nous allons 
examiner le protocole WMF utilise comme protocole d'authentification de A par B. 
En effet, nous pouvons essayer d'utiliser le protocole WMF pour faire de rauthen-
tification d'entite comme suit : Tidentite de B contenue dans le premier message 
(A, B,{K}KAS) de A exprime le fait que A veut se faire authentifier par B et la 
reception a la fois des messages {A, K}KBS et {M}K permet a B de croire qu'il com-
munique bien avec A. En effet, la reception du message {A, K}KBS lui assure que, 
d'apres le serveur, en qui il a confiance, la cle secrete K provient bien de A et la 
reception d'un message chiffre par cette cle finit de le convaincre qu'il parle bien a 
A. Aussi, pour s'assurer que la protocole assure la "non-transferabilite", nous allons 
legerement modifier la specification du pretendant A pour lui permettre d'initier le 
protocole de maniere legitime avec n'importe quel principal X comme suit : 
A(X)::=[(K,KAS) henc x0][(A,X,x0) \~pair xx}c{{xi)\{M,K) \-enc x2].c^(x2).0 
La decoration iAuth{WMF) du protocole d'authentification WMF dans le cas d'une 
verification de I 'authentification du pretendant A par le principal B est illustree dans le 
Tableau 3.4. La specification de A est decoree par Taction de init^(fi) qui declassifie 
tout ce qui vient apres a condition que la garde [X = B], qui exprime l'intention 
de A de se faire authentifier par B, soit verifiee. La specification de B est decoree 
par Taction de bas niveau autJiB{A) qui exprime que B a regu a la fois le message 
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TABLEAU 3.4 Specification de la decoration d'authentification du protocole WMF 
A(X)::= [(K,KAS) henc x0][(A,X,x0) hpair xi]{[X = E\initA(B).Ai+A{) ou 
Ai ::=cl(x1).[{M,K) henc x2].C3~(x2).0 
£ ' : := BX\B2 ou 
<~P2 2/3 ] 
B2 ::= c3(y4).[(2/4,2/3) Hdec 2/5][2/2 = B]aut/iB(J4).0 
5 " = Ci(zo).[2:o l~pi ^l][^0 ^p2
 z2][zo \~p3 Z3[[{zz,Kzls) ^dec Z4][(zi,Z4,) \-pair Z5] 
[{Z5, KZ2s) \~enc Z6}.C2~(Z6).0 
{A, K}KBS et un message chiffre par la cle K, ce qui le fait croire qu'il communique 
avec B. 
Evidemment, le protocole WMF ne garantit pas l'authentification de A par B pour la 
simple raison qu'il n'assure pas la non-transferabilite. En effet, lorsque le pretendant 
A initie le protocole de maniere legitime avec un principal malhonnete / , ce dernier 
peut utiliser le message pour se faire passer pour A aupres de B (et du serveur). L'at-
taque d'authentification contre le protocole WMF est illustree dans le Tableau 3.5. 
Le protocole n'est pas NAI^ securitaire4 pour la simple raison qu'en supprimant a 
la fois Taction de declassification et les actions de haut niveau dans jAuth(WMF), 
Taction de bas niveau ne pourra pas s'executer, alors que supprimer Taction de de-
classification et masquer les actions de haut niveau permet a Taction de bas niveau 
de s'executer comme Tillustre Tattaque. 
44> ne contenant pas bien sur les cles KAs, KBS et K. 
75 
TABLEAU 3.5 Attaque d'authentification contre le protocole WMF 
(1) A^I(S): A,I{K}KAS 
(V) 1(A) - S : A,B{K}KAS 
(2) S ^ B : {A,K}KBS 
(3) A ^ 1(B): {M}K 
(3') 1(A)->B: {M}K 
3.4.2 Integrity 
L'integrite est une propriete de securite qui permet de garantir qu'une information ne 
soit modifiee que par les utilisateurs habilites, dans les conditions normalement pre-
vues. C'est une propriete des systemes de securite a flux d'information admissible qui 
permet d'assurer que toute modification apportee a un message regu par un principal 
a ete faite dans des conditions legales, i.e. aucune alteration non admissible de l'in-
formation n'a ete faite. Nous pouvons l'exprimer grace a l'interference admissible. En 
effet, soit un principal A qui envoie un message M a un principal B, nous voulons que 
B "accepte" le message M seulement si, effectivement, A l'a envoye au prealable. La 
dependance qu'on veut capturer, ici, est celle qu'il y a entre la reception du message 
et celui de son envoi. Idealement, on aimerait verifier la dependance entre l'envoi et la 
reception du meme message entre deux principaux, mais en pratique, le message dont 
on veut assurer l'integrite peut etre une composante des messages envoyes et regus. 
En effet, dans le cas d'un systeme de paiement electronique, le protocole doit assurer 
l'integrite des donnees bancaires du client envoyees a la banque. Or, le message origi-
nal, contenant ces donnees bancaires et envoye par le client, est generalement different 
de la demande de payement (contenant elle aussi ces donnees bancaires) envoye a la 
banque par le marchand. 
Soit P un protocole, A et B deux principaux du protocole et M un message. Nous 
disons que P assure l'integrite du message M entre l'emetteur A et le receveur B 
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si, pour toute execution du protocole ou B termine correctement le protocole en 
acceptant M, A a effectivement envoye le message. Aussi, nous allons definir deux 
fonctions de decoration 7^f qui declassified les outputs de l'emetteur A et 7;M qui 
decore la specification du receveur B avec Taction de bas niveau accept(m). Soit M 
un message, P un processus et TerminaW(F) l'ensemble d'etats terminaux de P 
acceptant M. Formellement, nous avons 
Definition 3.4.3 : Soit M un message. Alors, les fonctions de decoration d'integrite 
7^f et 7(
M, respectivement de declassification et de bas niveau sont definies comme 
suit : 
' ^{pfnanfiQ) 
^PeVroc B >Q =$• < si a £ H est de la forme c(m) et M -< m 




i{Q) si Q e TerminaW(P) 
ltI{P)J^lf(Q) 
Maintenant, nous pouvons definir la fonction de decoration 77nt ' d'integrite du 
message M entre l'emetteur A et le receveur B formellement comme suit : 
•nt ' d'integrite est definie 
Definition 3.4.4 : SoitP = A|S|<5 un protocole, A et B deux principaux duprotocole 
et M un message. Alors, la fonction de decoration j r 
comm,e suit : 
jtTg
B\P)=ir(A)\^(B)\Q 
Ainsi, la propriete d'integrite d'un message peut s'enoncer comme suit : 
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T A B L E A U 3.6 Specification de la decoration d'integrite du protocole WMF 
-tf(A)::= l(K,KAS) h e n c x0][(A,B,x0) \~pair xi]ci(xi).[(M,K) \-enc x2)d(x2).c3(x2).0 
7,M(B)::= B ^ ou 
J5i ::=c2(t/o)-[(yo,^Bs) ^dec 2/i][yi l-Pl V2][yi ^-p2 Vs] 
B2 •••=C3(y^).[(yi,y3) \~dec y5}[yb = M]accept(M).0 
S ::= Ci(z0).[z0 hp i zi)[z0 \-P2 z2][z0 \~P3 z3][(z3, Kzis) \~dec Zi\{(z\,Zi) \~pair 25] 
enc 
P r o p o s i t i o n 3.4.1 Soit P = A\B\Q un protocole, A et B deux principaux du 
protocole et M un message. Alors P assure I'integrite du message M de A vers B 
M(A.B) 
dans un environnement <j> si et seulement si P € NAI^'711*9 . 
A titre d'illustration, verifions si le protocole WMF assure I'integrite de tout message 
M envoye par A a B. La reponse est non, comme illustre par l 'attaque decrite dans 
le Tableau 3.7. En effet, un principale malhonnete / qui execute une session legitime 
(session 1 de l 'attaque) peut se servir de la cle legitimement acquise dans cette ses-
sion pour remplacer tout message M d'une session ulterieure entre A et B par tout 
autre message M' qu'il connait. En effet, dans la session 2 de l 'attaque, sa base de 
connaissance contient les messages {KI}KAS et K\ obtenus grace a la session legitime 
1. Ces messages lui permettent ensuite d'envoyer les messages des etapes (V) et (3'). 
Les messages legitimes (etapes (1) et (3)) interceptes par l 'attaquant sont simplement 
detruits. Puisque le seul etat terminal acceptant pour B est 0, nous avons 
{0} si 2/5 = M 
Terminal A/(S) = 
smon 
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Nous avons done la specification de 77nt ' (WMF) donnee dans le Tableau 3.6 qui 
n'est pas NAI<f,2 securitaire. 





A->S: A/{# i}* A S 









1(A) ^ S : A5{^ ik , s 
S ^ B : R ^ i k B S 
A -+ 1(B) : {M}K 
1(A) ^B: {M'}Kl 
3.4.3 Non-repudiation 
La non-repudiation est une propriete de securite qui cherche a assurer que : 
Si un principal A envoie un message m a un principal B, alors A pent 
prouver que B a bien recu m (non-repudiation de reception ou NRR) et 
que B pent prouver que A a effectivement envoye m (non-repudiation 
d'origine ou NRO). 
NRR et NRO necessitent respectivement Vevidence de reception (FOR) et Vevidence 
d'origine (EOO) et tous les principaux doivent s'accorder que ces evidences consti-
tuent des preuves valides qu'un evenement particulier de reception ou de transmission 
a en lieu. Un juge doit pouvoir verifier les evidences EOR et EOO en cas de dispute. 
EOR (resp. EOO) est un ensemble de messages que A (resp. B) acquiert au cours de 
l'execution du protocole. Par exemple, dans le protocole WMF, B pourrait utiliser 
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l'ensemble {{A,K}KBS,{M}K} comme evidence d'origine du message M. En effet, 
le fait que le serveur ait inclu l'identite de A dans le message {A, K}KBS signifie que 
la cle provient de A (d'apres le serveur!) et que le succes du dechiffrage du crypto-
gramme {M}K} par K signifie que le message provient de A. Mais, d'apres l'attaque 
(Tableau 3.7), on sait que {{A, K}KBS, {M}K} ne constitue pas une preuve valide de 
l'origine du message. Avant de formaliser la propriete d'integrite, examinons rapide-
ment un vrai protocole dont l'objectif principal est la garantie de la non-repudiation. 
Protocole de non-repudiation de Zhou-Gollmann 
Pour illustrer ce qui peut etre une preuve d'evidence de reception ou d'origine, consi-
derons le protocole de non-repudiation de Zhou-Gollmann decrit dans le Tableau 3.8 
ou 
X «-»• TTP : m signifie que le principal X obtient le message m de TTP en utilisant 
un ftp-get. 
L une etiquetage unique liant tous les messages du protocole. 
fm est un "flag" qui indique le role du message m. 
[m]sx est la signature du principal X sur le message m (n'inclut pas m). 
EOO_C =[fEOO,B,L,{M}K]SA, {M}K. 
EOR_C = [fEOR,A,L,{M}K}SB, {M}K. 
sub_K=[fSUB,B,L,K]SA,K. 
con_K = [fcoN,AB,L,K}STTP, K. 
Le but du protocole est de transmettre un message d'un principal A a un autre 
principal B, de fournir a B la preuve que le message provient de A, et inversement, 
de fournir a A la preuve que B a regu le message. Un tiers de confiaiice T T P en ligne 
est implique dans le protocole. L'idee est de diviser l'envoi du message M de A vers 
B en deux etapes. D'abord, A envoi un cryptogramme {M}K du message et B lui 
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TABLEAU 3.8 Protocole de non-repudiation de Zhou-Gollmann 
(1) A - + B 
(2) B - + A 
(3) A - • TTP 
(4) B <-»• TTP 




fcoN,A, B, L, K, con_K 
fcoN, A, B, L, K, con_K 
renvoie un accuse de reception. Ensuite, A met la cle K a la disposition de B par 
l'intermediaire d'un tiers de confiance. Le principe est le meme que celui du protocole 
WMF avec la difference notable qu'ici chaque message est accompagne d'une preuve 
de son authenticite (EOO_C,EOR_C,con_K,sub_K). Ainsi, 
EOO = {EOO_C,con_K} et EOR = {EOR_C,con_K}. 
En cas de dispute, i.e. lorsque B pretend avoir re§u un message m de A et que ce 
dernier nie l'avoir envoye ou A pretend avoir envoye m a B alors que ce dernier nie 
l'avoir recu, EOO et EOR doivent etre envoyes a un juge pour verifier que : 
- con_K est la signature de TTP sur (fCoN,A,B,L,K), signifiant que le message 
ICON, A, B, L, K, con_K est rendu disponible par le tiers de confiance TTP a cause 
de la reception du message /SUB de A, 
~ EOO_C est la signature de A sur (/EOO, B, L, {M}K), ( EOR_C est la signature 
de B sur ((fEOR,A,L,{M}K), respectivement), 
- le message m est egale a {M}K. 
Non-repudiation d'origine (NRO) 
Maintenant, nous allons formaliser la garantie de la non-repudiation d'origine d'un 
message comme une propriete de correspondance, done une propriete d'interference 
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admissible. La formalisation de la garantie de la non-repudiation de reception en 
decoule. 
Soit m un message, P un protocole, A et B deux participants au protocole tels que A 
est la source du message et B sa destination. P garantit la non-repudiation d'origine 
de m, denotee NRO(m), si B peut prouver a un juge, hors de tout doute que A 
est la source de TO. Concretement, ga veut dire que si EOO(m) = {mi,777,2, • • • ,mk} 
constitue une evidence d'origine irrefutable de TO pour B, alors, a chaque fois que 
le systeme est dans un etat oil B possede tous les messages mi, 777,2, •• • , et rrik, A a 
prealablement envoye le message m a B. Mais, comme l'illustre bien le protocole de 
Zhou-Gollmann, l'envoi du message peut etre divise en plusieurs parties, i.e. A envoie 
en k etape les messages m'1,m'2,--- , et m'k tels que la combinaison de tous ces messages 
permet de reveler TO et que pour tout i (1 < i < k) m, est la preuve d'origine de 7n't. Par 
exemple, pour le protocole de Zhou-Gollmann, on a EOO(M) = {EOO_C, con_K} 
et EOO_C est la preuve d'origine du cryptogramme {M}K, alors que con_K est la 
preuve d'origine de la cle K. La dependance que Ton veut detecter est celle qui existe 
entre la reception de EOO(m), i.e. l'arrivee du systeme dans un etat o u B a recu tous 
les messages m* appele etat acceptant pour EOO(m) et l'envoi au prealable par A des 
messages m .̂ Soit AcceptantBOO(TO)(P), l'ensemble des etats acceptants de l'evidence 
d'origine du message TO dans le protocole P et Auth^oo : -M. —> Ai la fonction qui, 
etant donne un message m* de l'evidence d'origine EOO, retourne le message m!i dont 
il est la preuve d'origine. Par exemple, pour le protocole de Zhou-Gollmann, on a : 
AuthEOo(M){EOO_C) = {M}K et AuthEoo(M)(con_K) = K. 
Nous pouvons maintenant definir les fonctions de decoration de declassification et de 
bas niveau de la non-repudiation d'origine d'un message. 
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Definition 3.4.5 : SoitM un message. Alors, les fonctions de decoration d'integrite 
7d et 7; \ respectivement de declassification et de has niveau, sont definies 
comme suit : 
VPeVroc P >Q 
NRO(M), m d ( m ) NROiM),^ 
si a € H est de la forme c(m) et 3TO'e£00(M) m' <m 
7 ^ 0 ( M ) ( j P ) ^ 7 ^ 0 ( M ) ( g ) 
et 
NRO(M), v \ « - T ^ n ^ 7 — i M\ NRO(M) 
VpeVroc P ¥Q => \ 
7r{'(P)^evidenceEOo(M).Yr''(Q) 
si Q E Acceptant£ 0 0 ( M )(P) 
^NROiM) {p) _*^NROm {Q) 
Maintenant, nous pouvons definir la fonction de decoration JNRQ de non-repudiation 
d'origine d'un message M d'une source A vers un receveur B. Formellement : 
Definition 3.4.6 : Soit P = A\B\Q un protocole, A et B deux principaux du proto-
cole et M un message. Alors, la fonction de decoration ~fNRQ , de non-repudiation 
d'origine, est definie comme suit : 
iT£B\p)=iro{M\A)\ir(M\B)\Q. 
La propriete de non-repudiation d'origine d'un message peut s'enonce alors : 
Proposition 3.4.2 Soit P = A\B\Q un protocole, A et B deux principaux du 
protocole et M un message. Alors, P assure la non-repudiation d'origine du message 
M(A.B) 
M de A vers B dans un environnement d> si et seulement si P £ NAI,NRO . 
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Non-repudiation de reception (NRR) 
La non-repudiation de reception (NRR) est le probleme dual de la non-repudiation 
d'origine. Elle a pour but de garantir que A peut prouver a un juge, hors de tout 
doute, que B a bien regu le message. La formulation de la non-repudiation de re-
ception en termes de l'interference admissible peut etre obtenue a partir de celle 
de la non-repudiation d'origine comme suit. Soit Acceptant£0/j(M)(P), l'ensemble 
des etats acceptants de l'evidence d'origine du message m dans le processus P, et 
AutliEOR(M) '• -M. —> Ai la fonction qui, etant donne un message de l'evidence de 
reception EOR, retourne le message dont il est la preuve de reception. Par exemple, 
pour le protocole de Zhou-Gollmann, pour lequel EOR(M) = {EOR_C,con_K}, 
on a : 
AuthEOR(M)(EOR_C) = {M}K et AuthEOR(M)(con_K) = K. 
Nous obtenons, done, les fonctions de decoration de declassification et de bas niveau 
suivantes : 
Definition 3.4.7 : Soit M un message. Alors, les fonctions de decoration d'integrite 
7d et 7; , respectivement de declassification et de bas niveau, sont definies 
comme suit : 
a 
^P^Vroc P >Q 
NRR(M) / m d W NRR(M), ^ 
si i a € H est de la forme c(m) et 3m'eEOR(A4) m! <m 
^mm^jL^xmu)^ sinon 
et 
VpeVroc P >Q => \ 
7^(M) ( p ) J^emdenceEOR{M) , 7 ^(M) {Q) 
si Q e Acceptant£aR(M)(P) 
7; (Pj—>jd (Q) smon 
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Definition 3.4.8 : Soit P = A\B\Q un protocole, A et B deuxprincipaux duprotocole 
et M un message. Alors, la fonction de decoration 7TV.RO de non-repudiation de 
reception5 est definie comme suit : 
izr\p)=^mM\A)\,rR{M\B)\Q. 
Ainsi, la non-repudiation de reception d'un message peut s'enonce alors : 
Proposi t ion 3.4.3 Soit P = A\B\Q un protocole, A et B deux principaux du pro-
tocole et M un message. Alors, P assure la non-repudiation de reception du message 
M(A.B) 
M de A vers B dans un environnement <\> si et seulement si P E NAllNRR . 
Nous avons prouve (cf. (Bastien et al, 2006)) le resultat suivant pour le protocole de 
Zhou-Gollmann : 
T h e o r e m e 3.4.1 Le protocole de Zhou-Gollmann, tel que decrit dans le Tableau 3.8, 
assure la non-repudiation d'origine et de reception du message M du principal A 
vers le principal B dans tout environnement <ft ne connaissant pas les cles privies de 
signature des participants au protocole6, i.e. 
M(A.B) M(A.B) 
P £ NAllNRO etPe NAf/RR . 
A noter que la decoration de la specification d'un protocole P par les actions de 
bas niveau et de declassification se fait de maniere automatique et necessite tres peu 
5A noter que, contrairement a la non-repudiation d'origine (Definition 3.4-6), ici, on declassifie 
les actions de reception de B et on decore. les etats acceptants de EOR(M) de A. 
0 Evidemment nous supposons que le tiers de confiance TTP ne permet pas la reutilisation ni 
de la cle de session K, ni Vetiquette de la session L, ce qui suppose qu'il garde toutes les sessions 
anterieures dans une base de donnees et verifie que la nouvelle cle et I 'etiquette de la session courante 
n'y figurent pas. 
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l'intervention de l'usager. En effet, la verification se fait sur le systeme de transitions 
du protocole decore. Or ce dernier s'obtient automatiquement de celui de P comme 
l'indique les definitions de fonctions de decoration (cf. Definitions 3.3.5, 3.4.3, 3.4.5 
et 3.4.7). Par exemple, dans le cas de la confidentialite, il suffit a l'usager de fixer 
l'ensemble de messages secrets S et le reste se fait automatiquement. Dans le cas 
de l'integrite d'un message M, il suffit de fixer qui est le principal source A du 
message pour la declassification et le principal destinataire B et les etats terminaux 
TerminalM(B) du message, i.e. les etats dans les quels B a effectivement regu le 
message M. 
Pour clore ce chapitre sur la verification des protocoles cryptographiques, nous presen-
tons dans la section qui suit une importante etude de cas d'un protocole de commerce 
electronique : le protocole ASET. C'est un nouveau protocole de transaction electro-
nique securitaire et, surtout, anonyme par l'association d'un logiciel de cryptage et 
d'une carte a puce. C'est un protocole initialement developpe dans le cadre de nos 
etudes de maitrise (Hamadou, 2002) et ameliore grace a nos techniques de verification 
presentes dans ce chapitre. La securite du protocole est assuree par l'utilisation des 
techniques cryptographiques telles que le chiffrement, la signature electronique et l'au-
thentification. L'anonymat est exprime comme une propriete de flux d'information. 
Les principaux resultats presentes ici ont ete publies dans (Brlek et al, 2003) -qui fut 
prime meilleur article de la conference- avant d'etre etendus dans (Brlek et al, 2005). 
3.5 Etude de cas : ASET, Anonymous and Secure Electronic Transaction 
Le protocole SSL (Garfinkel et Spafford, 2001) de Netscape est actuellement le systeme 
de paiement electronique le plus utilise. II consiste en la transmission des coordonnees 
bancaires du client, de maniere securitaire, au marchand. Le risque de fraude par le 
marchand qui detient ces coordonnees bancaires est enorme, sans compter que le 
86 
site du marchand peut etre un ecran virtuel servant a pousser les gens a reveler 
leurs coordonnees bancaires. C'est pourquoi Visa et Mastercard, en association avec 
d'autres firmes, ont developpe en 1997, le protocole SET, un systeme de paiement 
specialement congu pour le commerce electronique. Ce systeme, sense devenir un 
standard au niveau planetaire, est une solution purement logicielle. Mais de l'avis 
general : 
"La protection par un systeme purement logiciel ne pourra jamais etre 
totalement fiable. La solution la plus viable a I'heure actuelle semble etre 
Vassociation d'un logiciel de cryptographic et d'une carte a puce." 7 
ASET est un protocole qui, par association des techniques cryptographiques et d'une 
carte a puce, permet de faire des achats securitaires et surtout anonymes sur Internet. 
Par anonymat, nous entendons la non revelation de l'identite du client au marchand. 
3.5.1 Apergu du protocole ASET 
Le protocole ASET est un protocole de paiement electronique dont le but est d'assurer 
la confidentialite des donnees relatives aux details de paiement du client, I'integrite 
et I'authenticite des messages, la non-repudiation et I 'anonymat du client aupres du 
marchand. Pour atteindre ces objectifs, ASET utilise les primitives cryptographiques 
comme le chiffrement (symetrique et a cle publique) et la signature electronique. En 
vue d'assurer la "fraicheur" des messages, Putilisation des nonces de session a ete 
preferee a l'horodatage qui necessite la synchronisation des differentes horloges, ce 
qui n'est pas evident dans un systeme reparti. 
7Pierre Bresse et Al, dans (Bresse et al, 1997), p. 37 
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Deroulement d'une transaction 
Le deroulement d'une transaction necessite 1'intervention de quatre agents : le client, 
le marchand et leurs banques. Nous supposons que le client dispose d'un compte 
bancaire aupres d'une institution financiere qui lui delivre une carte a puce accessible 
par un mot de passe ou NIP et contenant : un logiciel de signature electronique, une 
cle privee de signature, une cle privee de chiffrage et les cles publiques de chiffrage 
et de verification de signature de sa banque. Le marchand possede une cle privee de 
signature, une cle privee de chiffrage, un certificat de ses cles publiques de chiffrage et 
de verification de sa signature signe par sa banque et les cles publiques de toutes les 
banques avec lesquelles il fait directement affaire. Les banques possedent leurs paires 
de cles de chiffrement et de signature ainsi que les certificats de ces cles publiques. La 
transaction se deroule en cinq phases : 
Initialisation : lorsqu'un client decide de faire un achat, le marchand lui envoie son 
certificat des cles publiques certM-
Authentification du marchand : en vue de s'assurer de la validite du certificat, le client 
ouvre une session (login) aupres de son institution financiere. II s'authentifie, 
done, aupres de celle-ci. II transmet le certificat du marchand a sa banque qui 
procede a la verification et lui confirme sa validite. 
Ordre d'achat: ayant authentifie le marchand, le client procede a l'achat en envoyant 
au marchand les donnees relatives au paiement de telle sorte que ce dernier ne 
puisse ni l'identifier, ni avoir acces a ses coordonnees bancaires, tout en ayant la 
garantie d'etre paye si la banque valide la transaction. Aux donnees du paiement, 
est joint le certificat de la banque du client. 
Authentification du certificat de la banque du client : en vue de s'assurer que le client 
lui a transmis un certificat valide, le marchand s'adresse a sa propre banque 
pour l'authentiner. 
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Demande de paiement : maintenant que le marchand est sur de disposer des cles 
publiques de la banque du client, il prepare une demande de paiement incluant 
les details de paiement envoyes par le client et l'envoie a la banque. Cette 
derniere verifie si les deux messages concordent et valide la transaction. 
Delivrance d'un regu : lorsque le marchand a regu la confirmation de la banque, il 
transmet un regu au client accompagne d'une confirmation de la banque qui lui 
permet de verifier la decision de la banque. La description complete du protocole 
a la "Alice and Bob" est donnee a la section 3.5.2. 
Notations 
Dans la description du protocole ci-dessous, les lettres A, B, C et M designent respec-
tivement la banque du marchand, la banque du client, le client et le marchand. Kxy 
designe une cle de session (secrete) partagee par les principaux X et Y et Kx la cle 
publique de X. {m}K represente le cryptogramme obtenu en chifTrant le message m 
avec la cle K. La signature d'un message y par le principal X sera notee par [y]x, son 
identifiant par idx et le certificat de ses cles publiques de chiffrage et de verification de 
sa signature obtenu aupres de son institution financiere par certx. Les parametres nx 
et refx designent respectivement un nonce de session et un numero de reference pour 
la transaction choisie par le principal X. Enfin, nous designerons par UstP la liste 
des produits achetes, receipt le regu delivre au client par le marchand, $ le montant 
de la transaction et par statut le statut de la transaction (refusee ou acceptee). 
3.5.2 Le protocole ASET 
La description du protocole a la "Alice et Bob" est la suivante : 
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Initialisation 
(1) M -> C : certm 
Authentification du marchand 
(2) C - , B : {(x, [x]c)}Kh 
ou x = (nc, idc, certm) 
(3) C *- B : {(nb, refb,, [x]b)}Kc 
ou x = (nc, nb, idc, certm, refb) 
Ordre d 'achat 
(4) C - M : (UstP,{(nc,Kcm)}Km) 
(5) C <- M : {(nm, re/m , $, [x]m) }/<-„„ 
ou x = (nc, nm , zdm, re/TO, ZisiP, $) 
(6) C -»• M : (ne/ro, {(nc, nm , cert6, refm, refb, $, regC2B)}Kcm) 
oil reqC2B = [(nc, nm,nf,, idTO, *dc, re / m , re/6, $)]c 
Authentification du certificat de la banque du client 
(7) M - A : {(x,[x]m)}Ka 
(8) M «- A : [x]a 
ou x = (n^, zdm, cer£f,) 
Demande de paiement 
(9) M -> B : {(x, [x ] m )}^ ou x = (nc, nTO, idm, re / m , ne/6, $, reqC2B) 
(10) M <- B : {(re/m , status, reqB2C, [x)b)}Km 
ou x = (nc, nm , idm, i<4, refm, refb, $, s t a t e , reqB2C) 
ReqB2C = [(nc, ram, nb, idm, idc, refm, refb, $, status)]b 
Delivrance d'un recu 
(11) C <—M : {(receipt, status, reqB2C,[x]m)}Kcm 
ou x = (nc, nm, refm, refb, receipt, status, reqB2C) 
3.5.3 M o d e r a t i o n du protocole ASET en CSPAD 
Nous specifions chaque principal X par un processus (un agent clos) qui modelise son 
comportement aux differentes etapes du protocole et sera note par la meme lettre. 
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Nous designons par KSX (resp. KS~
l) la cle privee (resp. publique) de signature du 
principal X et par C = {CJ/1 < i < 11} Pensemble des canaux publics. Le canal ct 
correspond a l'etape (i) du protocole. En plus des fonctions privees habituelles Tu 
de chacun des principaux, nous supposerons que les deux banques out chacune une 
fonction privee checkCertx (X = A ou B) qui leur permet de verifier la validite d'un 
certificat. Nous supposerons egalement que chaque processus utilise des variables dif-
ferentes (dont la portee se limite au processus en question). La modelisation du client 
est illustree par la figure 3.9. Chaque processus Cl correspond a son comportement a 
l'interieur du protocole a l'etape ou il se trouve. Par exemple, le processus C1 signifie 
qu'apres la reception d'un message x\ par le canal public c\, le client doit preparer 
un message x2 compose de son nonce de session nc, son identificateur idc et du mes-
sage x\ (= certM)- Ensuite, il signe le message, le chiffre avec la cle publique de sa 
banque, l'envoie par le canal public c2 et se comporte comme le processus C
2. La 
specification du protocole complet est donnee a 1'Annexe I. Finalement, le protocole 
se modelise simplement par la synchronisation de ces differents processus. Ainsi, le 
protocole ASET sera specifie par 
ASET := M\C\B\A 
Notons que les nonces nc, nm et la cle de session Kcm peuvent etre compromis par 
un intrus (marchand). L'attaque consiste a intercepter le certificat du marchand au 
message (1) et a le remplacer par le certificat (valide) de l'intrus qui doit etre un 
marchand connu des banques. L'intrus jouera ainsi le role d'un marchand honnete 
aupres du client et cherchera a tromper le marchand. Or, la banque du client ayant 
authentifie le certificat de l'intrus, inclura l'identifiant de ce dernier dans le message 
(10). L'intrus pourra essayer de remplacer son id par celui du marchand, chiffrer le 
message avec la cle publique du marchand et le lui transmettre. Mais, la verification 
de la signature de la banque echouera. II sera done oblige de livrer la marchandise 
au client qui le connait bien, puisque la banque l'ayant authentifie, il ne pourra faire 
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TABLEAU 3.9 Specifications des processus client et sa banque en CSPAD 
C::= c^x^.C1 




_1) d̂ec a;6] J J [x6 hPi x6+j] 
l< i<3 
[ ( n c , X 7 , i d c , X i , X 8 ) hpair Xio][xi 0 \~hash 111] 
[(x9,ii:56
_1) hdec X12][xn =Xi2]C
3 
C3 ::= [((nc, ),A'm) l-enc xi3][(UstP C
4 
C4 ::= c5(x15)[(xi5,i
:rcm) hdec xi6] J J [xi6 l>,; Xi6+i] 
l<i<4 
[(nc,xi7,idm,xi8, UstP, xw) \-pair x2i][x2i \~hash 2̂2] 
[(x20, KSm'
1) *rdec X2i] [x22 = X23]C
5 
C 5 : := [ ( n c , X i 7 , X 7 , i d m , i d c , X i 8 , x 8 , X i 9 ) h p a i r x 2 4 ] [ ( x 2 4 , KSC) \~pair x25] 
[ ( n c , X i 7 , C e r t ( „ X i 8 , X S , X i 9 , X 2 5 ) \~pair X2e]{(x2e, Kcm) \~enc X27] 
[(^18,^27) \~pair X2%]c&(x2&) .C
6 
C6 ::= cn(x29)[(x29,.fcrcm) hdec x30] J J [
x28 >>,; ^30+i] 
l<i<4 
[ (n c ,X i7 ,X i 8 , a ; 8 ,X3 i ,X3 2 ,X33) \-pair X35][X35 \-hash X36] 
{{x3i,KSm~
l) I"dec X37][x3 6 = X37] 
[(nc,xi7,X7,i(iTO,idc,xi8,x8,xi9,X3i) \-pair x38][x38 \-hash x39] 
[(X33,ifS;,-1) hdec X40][x39 = X40]0 
croire ni au marchand ni au client que la transaction a ete refusee. C'est quand meme 
un cas de bris de confidentiality. Illustrons brievement comment la propriete de SNAI 
peut capturer ce bris de confidentialite. Soit 
<̂o = {KSe, Ke~
l, idE, ne, Kern, certe, certb, Kb, KSb"
1, Ka, KSa~
x} 
l'ensemble de la connaissance initiale de l'intrus et 




l'ensemble des messages confidentiels. Considerons le sous-processus 
Q = 40U{certm}{M
l\C'\BM) 
de j^o(ASET) ou M
1, C3 et B2 sont les processus definis dans les Tableaux 1.1 et 
1.2 de 1'Annexe I. Q est Tetat atteint apres que la banque ait authentifie le certificat 
de l'intrus et que le client est pret a lui envoyer la cle de session Kcm. Puisque le 
marchand authentifie par la banque du client est l'intrus, ce dernier utilisera sa cle 
publique Ke pour chiffrer le message {(nc,Kcm)}, i.e x14 = (UstP, {(nc, Kcm)}Kf), 
qui est dans l'ideal I(f>0u{certm}(<S)- L'action de haut niveau ci(xu) n'est done pas 
declassinable. Ainsi, d'une part, en masquant les actions de haut niveau nous avons 
(Q\D)/H EE ((7fo U { c e r i m }(Af
1 | r^4 |52 |A))\ JD)/// 
et, en les supprimant, 
Q\(D U i/) = (7 |oU{certrn}(M
1 |0|B2 |yi)\(I? U H). 
Ces deux processus ne sont evidemment pas trace-equivalents puisque le premier 
permet a Taction de haut niveau ~cl((listP, {(nc,Kcm)}Ke)) (masquee par Taction r 
precedant C4) de s'executer, ce qui conduit au bris de confidentialite de nc et Kcm, 
alors que le second ne le permet pas. 
3.5.4 Anonymat 
Pour analyser Tanonymat en tant que propriete de securite, nous devons le definir 
d'une maniere precise. Mais plutot qu'une simple propriete, il semble qu'il existe plu-
sieurs types d'anonymat et ses requis dependent du type d'application : e-mail, vote 
electronique, paiement electronique, publication electronique, etc. Une definition for-
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melle doit etre applicable a toutes ces differentes situations et quelques efforts ont 
ete faits dans cette direction : les techniques de specification et d'analyse formelles 
d'anonymat incluent les approches basees sur les algebres de processus (Schneider et 
Sidiropoulos, 1996) et celles qui utilisent la logique modale de connaissance (Syverson 
et Stubblebine, 1999; Hughes et Shmatikov, 2004) pour les protocoles non determi-
nistes, et (Shmatikov, 2004b; Brlek et al, 2007b; Brlek et al, 2007a; Chatzikokolakis 
et Palamidessi, 2007;Garcia et al, 2007) pour les systemes probabilistes. Dans ce qui 
suit, nous ne definissons pas un nouveau cadre formel pour specifier l'anonymat qui 
sera applicable a tous les differents types d'anonymat. Nous allons prouver que, pour 
le protocole ASET, l'anonymat peut se reduire a une question de confidentialite et, 
done, pourra etre specifie et analyse formellement en appliquant le Theoreme 3.3.1. 
Pour le protocole ASET, definissons precisement ce que nous entendons par anony-
mat. 
Definition 3.5.1 : Le protocole ASET assure l'anonymat du c l i en t envers l e 
marchand si les points suivants sont etablis : 
(i) il est impossible pour le m.archand de retracer I'identite du client au moyen du 
protocole (mtracabilite,); 
(ii) le marchand ne peut pas relier differentes transactions performees par le meme 
client, meme si son identite reste cachee (non-liabilite,); 
(hi) la divulgation de I'identite pour une transaction ne doit pas entrainer la perte 
d'anonymat pour les autres transactions effectuees par le meme client (iion-liabilite 
par fait). 
Conformement a la definition ci-dessus, nous avons la proposition suivante : 
Proposition 3.5.1 Le protocole ASET assure l'anonymat du c l i en t envers 
le marchand si et seulement s'il assure la conf iden t ia l i t e de l ' i d e n t i f i a n t du 
c l i en t idc (avec le nonce de l a banque n^) envers l e marchand. 
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Preuve: 1. Anonymat =£• confidentialite de Vidc est triviale par le point (i). 
2. Supposons que la confidentialite de Vidc et rib est assuree. Nous devons prouver que 
l'intragabilite et la non-liabilite sont verifiees. Nous le montrons par une induction 
sur la structure des messages : 
Message en clair : m contient l'identifiant chiffre (ou le certificat) de X. Pour le 
client, ceci est impossible par hypothese. 
Message signe : m = (m', [vn']x) est un message signe par X et la verification de la 
signature est un succes. Ce cas necessite done l'acces a la signature du client. 
Mais dans ASET, il y a seulement deux messages signes par le client (etapes 
(2) et (6) du protocole) et ces messages contiennent tous deux son identifiant 
idc, done le succes de la verification de sa signature depend de la connaissance 
prealable de son identifiant, ce qui est impossible par hypothese. 
Message chiffre avec une cle symetrique : {m}xxy est un message chiffre avec la cle 
secrete Kxy partagee par X et Y et Y connaissant l'identite de X. Par exemple, 
supposons qu'on supprime l'identite de l'expediteur dans le message (1) du 
protocole WMF. Quand le serveur regoit le message, il est suppose ignorer sa 
provenance. Mais, le serveur peut essayer de dechiffrer le message avec toutes le 
cles partagees avec les autres principaux et, comme seule la bonne cle, i.e. celle 
de A, pourra dechiffrer le message, il est en mesure de determiner la source du 
message meme si le message ne contient pas son identite. Ce cas suppose, done, 
que la cle partagee soit liee aux identites des principaux qui la partagent; ce qui 
n'est pas le cas de la cle secrete generee aleatoirement par le client dans ASET. 
Message chiffre avec une cle publique : {m}Kx, Y envoie un message m frais (par 
exemple un nonce), qu'il a chiffre avec la cle publique de X, et regoit, en re-
tour, une information que seule la connaissance du message m pourra inferer, 
signifiant que X a dechiffre son message et participe au protocole. La fraicheur 
de m assure que X participe a la presente session du protocole, i.e. la reponse 
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regue par Y n'est pas une reprise d'une ancienne session. Or, dans ASET, la 
seule fois que le client essaie de dechiffrer un message avec sa cle publique est le 
message (3) envoye (en principe!) par sa banque. II ne continuera le protocole 
que si ce message contient son identiflant (cf. test [x; — idc]). La encore, le 
succes de l'identification depend de la connaissance prealable de son id, ce qui 
est impossible par hypothese. 
Done, la confldentialite de idc implique l'intragabilite de son identite. Pour la non-
liability, notons que les trois items directement lies a l'identite du client sont son 
identifiant idc, ses cles publiques et sa signature. La non-liabilite est assuree par le 
fait que tout message qui contient Vidc, ou chiffre avec sa cle publique, ou que le client 
a signe, est bourre avec le nonce frais nb, qui est different (et surtout aleatoire!) pour 
chaque transaction. Si nb n'est pas confidentiel, alors la divulgation de Yidc pour une 
transaction permettra au marchand de lier cette transaction a toutes les transactions 
perforates par le meme client, puisque dans ce cas, il connait tous les parametres 
du message signe ReqB2C. La verification de la signature de la banque permet de 
determiner si la transaction est effectuee par ce client en particulier. 
• 
Pour ce protocole, notre objectif est d'assurer que seule la banque du client peut 
Fidentifier. L'anonymat est done assure par la confldentialite de son id et le nonce n^ 
vis-a-vis du marchand, sa banque et tout intrus (le marchand et sa banque sont done 
consideres comme complices de l'intrus). Ainsi, l'ensemble des messages confidentiels 
pour l'anonymat du client se reduit a : 
& Anonym 
{idc,nb,Kb-\K-\KSb,KSc}, 
i.e. l'identifiant du client, le nonce de session de sa banque et leurs cles privees. Bien 
que le marchand et sa banque soient des complices de l'intrus, nous les considerons 
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comme des agents honnetes. La raison est que nous modelisons leur complicite avec 
l'intrus en ajoutant a sa base de connaissance leurs cles privees. Ainsi, si le marchand 
ou sa banque peuvent identifier le client, alors l'intrus le pourra aussi. L'anonymat (du 
client), dans le protocole ASET, s'exprime done en reformulant le Theoreme 3.3.1, 
i.e. 
Corollaire 3.5.0 [AnonymatJ Le protocole ASET preserve l'anonymat du client dans 
un environnement (f> si et seulement si 
^Anonym 
ASET e SNAT/ 
Nous avons prouve (voir la preuve complete dans (Brlek et al, 2005)) que l'anonymat 
est assure, e'est-a-dire, nous avons le theoreme suivant : 
Theoreme 3.5.1 Le protocole ASET preserve I'anonym.at du client envers le mar-
chand dans tout environnement ne connaissant pas initialement les donnees confiden-
VieiieS OAnonym? *.G. 
^Anonym 
V<t>cM t.q. SAnonym U V{$) = 0, ASET € SNAI1* 
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CHAPITRE 4 
UN MODELE DE CALCUL PROBABILISTE POLYNOMIAL 
4.1 Introduction 
Le modele CSPAD, ainsi que la plupart des modeles de specification de protocoles 
cryptographiques, est basee sur l'approche dite possibiliste dans laquelle le non-
determinisme sert a modeliser les mecanismes aleatoires de generation de tous les 
comportements possibles des systemes de securite. Parmi ces theories, celle de flux 
d'information presentee dans le chapitre 2 semble etre tres naturelle. En effet, comme 
nous l'avons vu dans le chapitre precedent la plupart des proprietes de securite des 
crypto-protocoles sont des instances de la non-interference. Ces modeles (derives du 
modele de Dolev-Yao) se basent egalement sur l'hypothese de cryptographic parfaite 
et souffrent de deux limitations importantes. En effet, I 'absence des notions de proba-
bility limite l'expressivite des ces modeles aux protocoles non probabilistes. Or, de plus 
en plus de protocoles de securite utilisent des precedes aleatoires ("randomization") 
pour atteindre certains objectifs de securite (que Ton pense au protocole probabi-
liste de signature de contrat electronique Norman et Shmatikov, 2002a ou le "Crowds 
system" (Reiter et Rubin, 1998) qui garantit l'anonymat pour les transactions sur 
le web). La deuxieme limitation importante est Vhypothe.se de cryptographie parfaite, 
qui est une abstraction tres forte limitant enormement les capacites de l'attaquant. 
En effet, la cryptographie parfaite est une idealisation qui n'existe pas dans nos mo-
deles de calcul classiques (non quantique!), a l'exception du chiffrement a cle jetable 
de Vernam (le One-Time Pad), qui est pratiquement inutilisable. La securite de ces 
primitives cryptographiques est une securite dite computationnelle qui stipule que le 
crypto-systeme est securitaire contre tout attaquant de capacite de calcul en temps 
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polynomial. De plus, les crypto-systemes juges suffisamment surs tels que le One-Time 
Pad, le chiffrement RSA, le chiffrement symetrique en mode ECB (Electronic Code 
Bloc), pour ne citer que ceux la, presentent des proprietes algebriques (l'associativite, 
la commutativite et la nilpotence du ou-exclusif de One-Time Pad, rhomomorpliisme 
du mode ECB et du chiffrement a cle public RSA, etc.), qui peuvent devenir des vul-
nerabilites exploitables par l'attaquant dans un protocole donne (Ryan et Schneider, 
1998). En effet, considerons l'exemple suivant ou un usager A envoie un message M 
signe par l'algorithme RSA a un usager B : 
A-+B:RSAKSA{M) 
oii KSA designe la cle privee de signature RSA de A. Notons que nous traitons ici la 
signature avec recouvrement du message, i.e. signer un message revient a le chiffrer 
avec sa cle privee. En utilisant la propriete algebrique d'homomorphisme de RSA, i.e. 
RSAK(x x y) — RSAK{X) X RSAK(V), nous pouvons monter une attaque qui n'est 
pas detectable dans un modele a la Dolev-Yao. En effet, considerons un attaquant 
qui intercepte deux sessions differentes de ce protocole ou les signatures des messages 
Mi et M2 ont ete envoyes. II peut alors forger une nouvelle session pour la signature 
du message Mi x Mi juste en multipliant modulo n (n etant la valeur publique de la 
cle RSA) les deux sessions interceptees. 
4.1.1 Extensions des modeles possibilistes a la de Dolev-Yao 
Ces dernieres annees, plusieurs approches ont ete proposees pour etendre les modeles 




Des travaux recents ont propose les moyens de raffiner les modeles possibilistes en 
affaiblissant l'hypothese de cryptographie parfaite. Le but est de prendre en compte les 
proprietes algebriques des primitives cryptographiques. La methode consiste a enrichir 
le systeme deductif de l'intrus par des equations algebriques verifiees par les crypto-
systemes. Par exemple, la commutativite d'un chiffrement se definit par l'equation 
{{^jylz = {{x}z}y Ainsi, si 4> h {{M}K}K>, alors on a aussi <p h {{M}K>}K. Plus 
generalement, soient <\> l'ensemble des connaissances de l'attaquant et £ une classe 
de theories equationnelles verifiees par les crypto-systemes. On definit le systeme 
deductif 4>€ comme suit : <j)£ h M si $ h M ou <j> \- M' et 3E € £ tel que M =E M'. 
Plusieurs proprietes algebriques ont ete etudiees dans la litterature : la commutativite 
(Chevalier et al., 2005;Rusinowitch et Turuani, 2001;Even et al, 1985), le ou-exclusif 
(Chevalier et al., 2005;Comon-Lundh et Cortier, 2003), les groupes Abeliens (Millen 
et Shmatikov, 2003;Shmatikov, 2004a), I'homomorphisme (Comon-Lundh et Treinen, 
2003), prefixe et postfixe (Kremer et Ryan, 2005), exponentiation modulaire (Kapur 
et al., 2003; Millen et Shmatikov, 2003; Boreale et Buscemi, 2003; Chevalier et al, 
2003) et des classes de theories equationnelles plus complexes (Abadi et Cortier, 
2006;Delaune et Jacquemard, 2004). Un survol complet de ces equations algebriques 
est donne dans (Cortier et al, 2006). La robustesse de ces modeles conformement aux 
modeles computationels a base de machines de Turing chers aux cryptographies est 
maintenant bien etablie (Abadi et Rogaway, 2000; Cortier et Warinschi, 2005;Herzog, 
2005; Adao et al, 2005; Janvier et al, 2005). 
Le principal avantage de ces techniques est que les preuves de securite peuvent etre 
totalement automatisees. Le principal inconvenient est qu'elles exigent de restreindre 
les primitives cryptographiques utilisables, puisque ces dernieres doivent souvent sa-
tisfaire des proprietes de securite tres importantes pour correspondre aux contraintes 
imposees par le systeme deductif. De merne, les protocoles verifiables doivent egale-
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ment satisfaire certaines conditions telles que l'absence des cles cycliques (Adao et al., 
2005). De plus, ce sont tout de meme des modeles possibilistes qui se sont attaques 
uniquement au probleme de cryptographie parfaite. 
Modeles prohabilistes 
D'autres modeles sont purement probabilistes : a chaque etape de l'execution, le 
choix de la prochaine action a executer se fait selon une distribution probabiliste. Les 
plus connus, abondamment etudies et utilises dans la litterature sont les chaines de 
Markov (Bremaud, 1999) et ses variantes telles que les chaines de Markov etiquetees 
(Desharnais et al, 2003), les processus de decision de Markov (Feinburg et al, 2001; 
Puterman, 1994) et les programmes probabilistes (Kozen, 2003). Des model-checkers 
tel que PRiSM (Kwiatkowska et al, 2001) ont ete developpes pour ces modeles et 
sont utilises pour la verification des systemes probabilistes. 
Dans le but de pouvoir modeliser des systemes qui combinent a la fois le non-
determinisme et les probabilites, des travaux plus recents ont explore des methodes 
pour etendre les modeles (possibilistes) a base d'algebres de processus tels que le ir-
calcul et le CSP, en y integrant des probabilites pour pouvoir modeliser les protocoles 
naturellement probabilistes comme le "Crowds protocol". On distingue deux types des 
modeles. 
D'une part, on a des modeles qui s'attaquent uniquement au manque des notions de 
probability dans les modeles non-deterministes en y ajoutant des notions de proba-
bility (Chatzikokolakis et Palamidessi, 2005;Aldini et al, 2002;Bengt et al, 2002), 
mais abstraient la cryptographie. Ces modeles ne s'attaquent, done, pas au probleme 
de cryptographie parfaite. Le modele (Aldini et al., 2002) etend CSP au modele pro-
babiliste des systemes generatifs-reactifs (van Glabbeek et al., 1995) en considerant 
les actions d'output comme actions generatives et les inputs comme reactives. Les 
proprietes de securite sont exprimees en termes de non-interference probabiliste qui 
101 
exige que la distribution probabiliste des evenements de bas niveaux ne soit pas al-
teree par la modification de celle des evenements de haut niveau. Notons que les 
systemes de transitions generes par la semantique de ces processus sont totalement 
probabilistes, et done ne necessitent pas 1'utilisation des ordonnanceurs pour resoudre 
le non-determinisme. En effet, ceci est evite en associant une probabilite a la compo-
sition parallele mais complique enormement la semantique probabiliste. Enfin, signa-
lons que ce modele permet la lecture multiple, ce qui peut limiter dans certains cas 
la capacite de l'attaquant. Le modele (Chatzikokolakis et Palamidessi, 2005) etend le 
7r-calcul en associant une probabilite a l'operateur de choix alternatif. On obtient un 
modele ayant une semantique probabiliste tres simple qui genere des automates pro-
babilistes. Ces automates ont deux types de transitions : des transitions probabilistes 
representant les choix alternatifs, et des transitions non-deterministes qui representent 
les choix purement non-deterministes engendres par la composition parallele. Le non-
determinisme est elimine en utilisant des ordonnanceurs qui permettent de choisir 
(avec probabilite 1) une seule transition. Les auteurs y ont developpe une version 
probabiliste de la semantique de test et s'en servent pour exprimer les proprietes de 
securite. 
D'autre part, les modeles (Mitchell et al, 2006;Blanchet, 2006; Laud et Vene, 2005) 
definissent des modeles computationnels qui eliminent completement l'hypothese de 
cryptographie parfaite. Le modele (Mitchell et al, 2006) -une extension du modele 
CCS avec replication finie- est un modele probabiliste polynomial et computationnel. 
Les primitives cryptographiques sont considerees comme des termes (fonctions) pro-
babilistes polynomiaux. Ces primitives font partie de la syntaxe des processus ; ce qui 
permet d'ecrire directement l'algorithme utilise, qu'il s'agisse de RSA, El-Gammal, 
DES, AES, etc., dans la syntaxe du processus. L'analyse permet done de prendre en 
compte les caracteristiques specifiques de ces algorithmes, telles que leurs proprietes 
algebriques. La semantique probabiliste du modele est plus complexe que celle defi-
nie dans (Chatzikokolakis et Palamidessi, 2005), mais plus simple comparee a celle 
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proposee dans (Aldini et al., 2002). lis y ont defini une equivalence observationnelle 
asymptotique (en fonction du parametre de securite) et s'en servent pour exprimer 
les proprietes de securite. A notre connaissance, ce sont les seuls modeles a base d'al-
gebres de processus qui se sont reellement attaques a la fois aux deux principales 
limites des modeles possibilistes a la Dolev-Yao : I 'absence des notions de probability 
et I'hypothese de cryptographic parfaite. 
4.1.2 N o t r e contribution 
II est d'usage d'utiliser les ordonnanceurs pour resoudre le non-determinisme dans 
des modeles probabilistes. Et, comme le reseau de communication est generalement 
considere sous le controle de l 'attaquant, l'ordonnancement est alors controle par ce 
dernier. Ainsi, l'ordonnancement doit etre soigneusement defini pour refleter autant 
que possible la capacite de l'intrus a controler le reseau de communication, sans 
pour autant controler la reaction interne du systeme avec lequel il interagit. En effet, 
considerons le protocole c(a).0|c(6).0, qui peut emettre les messages a et b sur le canal 
public c, et l'intrus c(x).0, qui ecoute une seule fois sur ce canal public. Compte tenu 
de la nature totalement non-deterministe du protocole, la probabilite que le message 
ecoute par l'intrus soit l'un ou l'autre message doit etre la meme. Un ordonnanceur qui 
pourrait attribuer une distribution probabiliste quelconque a ces deux actions pourrait 
egalement forcer le protocole a emettre l'un ou l'autre message. Un tel ordonnanceur 
est done trop puissant. Toutefois, on doit faire tres attention en limitant la puissance 
des ordonnanceurs, autrement cela pourrait resulter en des at taquants trop faibles. 
En effet, considerons le processus 
P = (c(x)x'(x).0\d(l).0\c'(y).[y = 0}c{secret).0)\{c'}, 
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qui est evidemment non securitaire, puisque l'intrus pourrait envoyer 0 a P a travers 
le canal public c et, ainsi, permettre a P d e publier le secret. Une telle faille de securite 
ne pent pas etre detectee par une semantique dont l'ordonnancement donne la priorite 
aux actions internes. 
Aussi, dans ce chapitre, nous proposons une extension probabiliste polynomiale a la 
PPC (Mitchell et al, 2006) de notre modele CSPAD. Nous l'avons muni d'une se-
mantique specialement definie pour resoudre le probleme de caracterisation de la puis-
sance des attaquants. C'est un modele denomme ProSPA {Probabilistic Security Proc-
cess Algebra), qui etend l'algebre de processus CSPAD syntaxiquement, pour prendre 
explicitement en compte la specification des primitives cryptographiques (probabi-
listes) polynomiales et les protocoles probabilistes et, semantiquement, pour prendre 
en compte l'analyse des protocoles de securite dans un environnement hostile. Contrai-
rement a la plupart des modeles probabilistes notre semantique ne normalise pas les 
probabilites. La raison est que la normalisation a pour effet d'affaiblir l'attaquant en 
lui enlevant le controle total sur ses propres actions. En effet, considerons le processus 
P — c(m).Qi\c(m).Q2- Dependamment qu'il represente un protocole ou un attaquant, 
l'ordonnancement de ses deux composantes doit etre respectivement equiprobable et 
quelconque. Une solution pourrait etre de discriminer, au niveau semantique, entre les 
actions du protocole analyse et celles de l'attaquant. Mais, cette solution est diffici-
lement praticable puisque les actions de synchronisation peuvent impliquer les deux. 
Notre solution consiste a partitionner l'ensemble des actions executables a chaque etat 
en classes d'actions indistinguables par un attaquant et de forcer les ordonnanceurs a 
choisir les actions de la meme classe equiprobablement. Nous avons demontre la cor-
rection de notre approche et la limite des approches utilisees dans d'autres modeles, 
en particulier celle dans (Mitchell et al., 2006). 
En vue de verifier des proprietes de securite, nous avons defini deux equivalences 
asymptotiques. La premiere equivalence est Vequivalence observationnelle asympto-
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tique de Mitchell et al., 2006. C'est ime equivalence qui stipule que deux processus 
sont equivalents, si et seulement si, soumis aux memes attaques, ils engendrent "ap-
proximativement" les memes observations, c'est-a-dire, les memes actions visibles 
avec approximativement les memes probabilites. Par approximativement, nous vou-
lons dire asymptotiquement proclies par rapport au parametre de securite. En effet, 
notre objectif est de verifier des protocoles de securite dont la securite des primitives 
cryptographiques depend de la valeur du parametre de securite. Comme c'est souvent 
le cas dans des modeles computationels, un protocole peut ne pas etre securitaire 
pour certaines valeurs du parametre de securite, mais, si on augmente sufflsamment 
le parametre de securite (par exemple la taille des cles), alors aucun adversaire de 
puissance de calcul en temps polynomial ne peut attaquer le protocole. Bien que pra-
tique, l'equivalence observationnelle s'avere non adaptee pour l'analyse de plusieurs 
systemes pour lesquels on est souvent amene a calculer la probabilite d'une suite 
d'observables comme nous allons le voir dans notre etude de cas. Pour remedier a ce 
probleme, nous l'avons etendu pour inclure toutes les traces observables. Nous avons 
montre que les deux formulations sont equivalentes. 
Enfin, pour demontrer l'utilite de notre approche, nous avons analyse un important 
protocole de securite : le protocole Diner des Cryptographes (Chaum, 1988). Nous 
avons propose une version probabiliste de la specification de la propriete d' anonymat 
due a Schneider et Sidiropoulos, 1996, et une specification du protocole comportant 
une faille de securite et avons montre qu'une semantique qui privilegie les actions 
internes ne peut pas detecter cette faille. Nous avons ensuite montre que, dans une 
implementation ideale du protocole, l'anonymat du payeur ne depend que du "fair-
ness" des jetons. Nous avons egalement montre que, meme si les jetons ne sont pas 
biaises, une implementation reelle du protocole peut ne pas etre securitaire, ceci etant 
du a certaines proprietes mathematiques des crypto-systemes utilises ; ce qui montre 
l'importance d'avoir des modeles qui vont au dela des hypotheses traditionnelles a la 
Dolev-Yao. 
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4.1.3 Caracterisation de la puissance de l'intrus et modeles probabilistes 
Le probleme de caracterisation de la puissance de l'attaquant a ete recemment aborde 
dans d'autres types de modeles (Canetti et al., 2006;Chatzikokolakis et Palamidessi, 
2007;Garcia et al, 2007). L'article (Canetti et at, 2006) traite le probleme d'ordon-
nanceurs trop puissants dans le modele d'Automate Probabiliste. lis limitent la puis-
sance des attaquants en definissant deux niveaux d'ordonnanceurs. Un ordonnanceur 
de haut niveau appele ordonnanceur adversaire controle le reseau de communication. 
II a une connaissance limitee du comportement des autres composantes du systeme. 
En effet, leurs choix internes et informations secretes lui sont caches. D'autre part, 
un ordonnanceur de bas niveau, denomme ordonnanceur des tdches, resout le non-
determinisme interne du systeme. Ces tdches sont des classes d'equivalence d'actions 
et sont independantes des choix de l'ordonnanceur adversaire. 
Le meme probleme a ete aborde dans (Garcia et al., 2007) toujours dans un modele 
d'Automate Probabiliste. II y est defini un ordonnanceur probabiliste qui attribue 
localement une distribution probabiliste aux transitions sortantes de chaque etat. 
Contrairement a notre approche, leur ordonnanceur est historique dependant, puis-
qu'il definit, en fait, des chemins equiprobables. De plus, il n'est pas stochastique et 
peut, done, arreter l'execution a tout moment. Plus specifiquemeiit, les ordonnan-
ceurs admissibles sont definis relativement a une bisimulation : toutes traces, obser-
vationnellement equivalentes, sont equiprobablement choisies et menent a des etats 
bisimilaires. 
Une autre approche tres recent sur ce probleme est proposee dans (Chatzikokolakis 
et Palamidessi, 2007). Au contraire de notre approche et celle dans (Garcia et al, 
2007), qui defmissent l'ordonnancement au niveau semantique, l'article (Chatziko-
kolakis et Palamidessi, 2007) propose un modele (une extension probabiliste, mais 
non computationnelle, du CCS) dans lequel l'ordonnancement est controle au ni-
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veau syntaxique. Le but est de rendre les choix probabilistes internes du protocole 
transparent^ a l'attaquant. Notons que ce probleme ne se pose pas dans un modele 
computationnel comme le notre, dans lequel les choix (probabilistes) internes sont 
traites comme calculs internes, au meme titre que revaluation des primitives cryp-
tographiques et, done, ne sont pas ordonnangables. Toutefois, cette approche peut 
etre complementaire a notre approche et, ainsi, faciliter la definition de nos classes 
d'actions strategiquement equiprobables. 
4.1.4 Organistion du chapitre 
Le reste du chapitre se presente comme suit : la section 4.2 presente en detail notre 
modele. Les proprietes de securites sont exprimees en termes d'equivalences asymp-
totiques dans la section 4.3 et notre etude de cas est presentee dans la section 4.4. 
4.2 Modele de calcul ProSPA 
L'algebre de processus ProSPA (Probabilistic Security Preces Algebra) etend l'algebre 
de processus CSPAD syntaxiquement, pour prendre explicitement en compte la speci-
fication des primitives cryptographiques (probabilistes) polynomiales et les protocoles 
probabilistes et semantiquement, pour prendre en compte l'analyse des protocoles de 
securite dans un environnement hostile. 
4.2.1 Fonctions probabilistes polynomiales 
Les definitions qui suivent sont standard : voir par exemple (Atallah, 1999) (chapitre 
24, pp. 19-28). 
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Definit ion 4.2.1 : Une fonction probabiliste F de X aY est une fonction X xY -+ 
[0,1] qui satisfait : 
-VxeX:Y:yeYF(x,y)<l 
- Vx E X, Vensemble {y\y E Y,F(x,y) > 0} est fini. 
Pour x E X et y E Y, nous dirons que F(x) s'evalue a y avec la probabilite p, note 
Prob[F(x) = y] = p, si F(x, y) = p. 
Definition 4.2.2 : La composition F — Fi o F2 : X x Z —> [0,1] de deux fonctions 
probabilistes F\ : X x Y —> [0,1] ei F2 : Y x Z —> [0,1] est la fonction probabiliste : 
Vrc E X.Vz E Z : F(x, z) = ^ F1{x, y) • F2(y, z) 
yev 
Definition 4.2.3 : Une machine de Turing a oracle est une machine de Turing avec 
une bande extra a oracle et trois etats extra qqUery, %es et qno. Quand la machine 
entre dans I'etat qqUery, ^ controle passe a I'etat qyes si le contenu de la bande a oracle 
appartient a I 'ensemble de V oracle, Sinon le controle passe a I'etat qno. 
Etant donne une machine de Turing a oracle M, nous notons par Ma{~a) le resultat 
de l'application de M a "a* en utilisant l'oracle a. 
Definition 4.2.4 : Une machine de Turing a oracle s'execute en temps polynomial 
s'il existe un polynome q(x) tel que, pour tout oracle a, Ma(~a) s'arrete en temps 
q{\~a\), ou It = (ax, • • • ,ak) et \~a\ = |ai | 4- • • • + \ak\-
Soit M, une machine de Turing a oracle dont le temps d'execution est borne par le 
polynome q(a). Puisque M( a ) ne peut que faire appel a un oracle qu'avec au plus 
q(jt) bits, nous avons \\n ensemble fini Q d'oracles pour lequels M s'execute en temps 
borne par q(a). 
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Definition 4.2.5 : Nous disons qu'une machine de Turing a oracle Mest probabiliste 
polynomiale et notons Vioh[M(~a) = b] — p la probability que M appliquee a ~~a 
retourne b estp, ssi en choisissant uniformement un oracle a dans I 'ensemble fini Q, 
la probability que Ma( a) = b est p. 
Definition 4.2.6 : Une fonction probabiliste F est dite polynomiale si elle est cal-
culable par une machine de Turing probabiliste polynomiale, i.e. pour tout input a et 
tout output b, ¥xob[F(~a) = b] = Prob[M("a') = b]. 
4.2.2 Syntaxe de ProSPA 
Termes. L'ensemble des termes T de l'algebre ProSPA est forme d'un ensemble V de 
variables, des nombres N, des couples ainsi qu'un terme specifique note N designant le 
parametre de securite. Le parametre de securite peut etre vu comme la taille des cles 
des primitives cryptographiques et peut apparaitre dans les fonctions. Formellement, 
nous avons : 
t ::= n (entier) \ x (variable) | N (param. secur.) \ (t,t) (couple) 
Pour tout terme t, on denote par fv(t) l'ensemble des variables dans t. Un message 
est un terme clos (i.e. ne contenant pas de variables). L'ensemble des messages (i.e. 
termes clos) est denote par M. 
Fonctions. Afm de pouvoir modeliser l'appel des primitives cryptographiques telles 
que la generation de cles ou de nonces, le chiffrage, la dechiffrage, la signature, etc, les 
regies d'inference de CryptoSPA sont remplacees ici par l'ensemble A des fonctions 
probabilistes polynomiales de la forme A : Mk —>• M tel que 
V(mi,. . . ,mk) G M
k, Vm E M, VA G A 3p € [0,1] 
109 
tel que Prob[A(mi, • • • , m,k) = m] = p. 
Nous denotons par A(mi, • • • , rrik) •—> x l'affectation de la valeur A(mi, • • • , nik) a la 
variable x et par A(mi, • • • , m/c)̂ -> m si A(mi, • • • , m^) s'evalue a m avec la probabi-
lity p. D'apres la definition 4.2.1, l'ensemble des messages m tel que A(mi, • • • , m^) 
s'evalue a m avec une probabilite non nulle est fini. Nous denotons cet ensemble par 
7m(A(mi, • • • , m^)). Formellement, on a 
7m(A(mi,--- ,mk)) = {m\3p e]0..1] A(m].,--- ,mfc)<-+ TO}. 
Par exemple, le chiffrement RSA, qui prend comme parametres le message m a 
chiffrer et la cle de chiffrage formee par la paire (e, n) et retourne le nombre 
me mod n, est la fonction probabiliste polynomiale \RSA{fn, e,n) qui retourne c 
avec la probabilite 1 si c — me mod n et 0 autrement. De meme, nous pouvons 
modeliser l'attaque a force brute d'un cryto-systeme par le produit des fonctions 
[rand(lfc) ^-> key][dec(c, key) •—> x] ou lk est la taille de la cle generee aleatoirement 
par la fonction rand et la fonction de dechiffrage dec retourne m avec la probabilite 1 
si c = {m}h et key = k. Le succes d'une telle attaque est de probabilite p = ^m. Nous 
pouvons egalement modeliser le jet d'une piece (biaisee ?) qui retourne pile ou face 
avec les probabilites respectives p et 1 — p par la fonction A d'arite 1 qui retourne 0 
ou 1 avec les probabilites respectives petl—p. Ces quelques exemples illustrent l'ex-
pressivite qu'offrent ces fonctions. Nous nous limitons a des fonctions (probabilistes) 
polynomiales pour pouvoir modeliser toutes les attaques realisables (dans le modele) 
en temps polynomial. 
Processus. Soit C un ensemble denombrable de canaux publics. Nous supposons que 
chaque canal est muni d'une bande passante donnee par la fonction bw : C —> N. 
Nous dirons qu'un message m appartient au domaine d'un canal c, denote par m € 
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dom(c), si 
\m\ < bw(c). 
avec |(m,m')| = \m\ + \m'\ + \r\ ou r est un entier fixe nous permettant de composer 
et decomposer deux termes de maniere non ambigue. 
Les processus ProSPA sont constants comme suit : 
P : :=0 | c(x).P | c(m).P | P\P \ P\T \ [t = t]P \ 
I ! g ( N ) P I [ A ( / i , - - - ,tn) - > x \ P 
Etant doime un processus P, l'ensemble des variables libres fv(P) est l'ensemble des 
variables x de P qui ne sont dans la portee d'aucun prefixe d'entree (de la forme c(x)) 
ou d'evaluation probabiliste (de la forme [A(fi, ••• ,tn) -̂> x}). Nous dirons qu'un 
processus est clos s'il ne contient aucune variable libre et denotons par Vroc l'ensemble 
des processus clos. Dans la suite de ce document, tous les processus consideres sont 
clos. 
Les mecanismes de lecture, d'emission, la composition parallele, la restriction, la cor-
respondance et la constante sont classiques. Les seules nouveautes par rapport au 
modele CSPAD sont les mecanismes d'appel des fonctions probabilistes polynomiales 
et la replication finie. Le mecanisme d'appel des fonctions probabilistes polynomiales 
nous permet de modeliser les primitives cryptographiques ainsi que la nature probabi-
liste d'un protocole. C'est la principale source de probabilite dans ce modele, comme 
nous allons le voir a la section 4.2.3. La replication finie !g(N)-P
 e s t la composition pa-
rallele du processus P avec lui-meme g(N) fois ou q est un polynome. On remarquera 
egalement que nous n'avons pas pris en consideration l'operateur du choix alternatif 
"+". Nous l'avons omis pour la simple raison que nous pouvons le simuler grace a 
l'operateur de parallelisme et une fonction probabiliste speciale. 
I l l 
Exemple 1 
Soit flips, une fonction probabiliste polynomiale qui, etant donne coin une piece, 
retourne Pile avec probability p et Face avec probability 1 — p. Alors, le processus 
Q qui jette la piece et se comporte comme le processus Q' si le resultat est Pile et 
comme le processus Q" sinon, est modelise comme suit : 
Q := [flips(coin) <-> x]([x = Head]Q'\[x = Tail]Q") 
Exemple 2 
Soit Kgen une fonction (probabiliste) polynomiale qui, etant donne le parametre de 
securite N, genere une cle secrete de chiffrage et enc une fonction (probabiliste) de 
chiffrage qui, etant donne une cle secrete K et un message M, retourne le crypto-
gramme de M par K. Le processus P, qui regoit un message a travers un canal public 
c, genere une cle de chiffrage et retourne le cryptogramme du message a travers le 
meme canal public, peut etre modelise dans ProSPA comme suit : 
P := c(x).[Kgen(N) -̂> y)[enc(x,y) c-> z]c(z).0 
4.2.3 Semantique operationnelle. 
L'ensemble des actions 
Act = {c(m), c(m), Z(m) • c(m), c(m) • c(m), r | m € M et c € C} 
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est forme par Pensemble (Tactions d'output et d'input partielles, et l'ensemble d'ac-
tions de synchronisation sur les canaux publics et Taction interne r : 
Vartial = {c(m), c(m) \ m e M et c 6 C} 
Actual = {c(m) • c(m), c(m) • c(m),T | m 6 M. et c € C} 
L'ensemble des actions observables est Vis = Act — {r}. La semantique operationnelle 
de PPC est un systeme de transitions probabiliste (£, ^ , .E0) engendre par les regies 
d'inference de la Table 4.1 ou 
- £ C proc est l'ensemble des sommets. 
- 2? C £̂  x A;i x [0,1] x £ est l'ensemble des transitions. 
- E0 E Vroc est le sommet initial. 
Nous denotons par P—>P' la transition de P a P ' pour signifier que le processus 
F peut faire Taction a avec la probability p et evolue comme le processus P'. C'est 
une extension de la semantique de CCS avec un mecanisme d'appel des fonctions 
probabilistes polynomiales. Nous l'esquissons brievement dans ce paragraphe. 
L'appel des fonctions cryptographiques et le retour de valeur circulant sur des canaux 
prives sont modelises par la regie Eval.. Pour que les calculs internes des ces primitives 
ne puissent pas interferer avec les actions de communication, en particulier celles sur 
les canaux publics controles par un attaquant hostile, nous evaluons simultanement 
toutes les fonctions probabilistes exposees grace a la fonction eval (cf. Definition 4.2.7) 
ci-dessous, comme illustre par l'Exemple 3 qui suit. Cette etape, denomee Reduction, 
permet d'obtenir des processus bloques, i.e. des processus n'ayant aucun calcul interne 
a faire. L'ensemble des processus bloques est denote par Blocked. 
Definition 4.2.7 : La fonction d'evalution eval : Vroc —> Blocked est une fonction 
qui, etant donne un processus P, evalue toutes les fonctions probabilistes polynomiales 
exposees de P, i.e. tous les calculs internes du processus, pour retourner un processus 
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TABLEAU 4.1 Semantique operationnelle du m,odele ProSPA 
„ , eval(P)c—*P' PgBocked 
tVcLl . n 
T[p\ 
r, . m € dom(c) T m 6 dom(c) Output _ ; Input . .v — r c(m)[lj r c(m)[lj 
c (m) .P > P c(x).P • P[m/x] 
a\p] a\p] 
n . P i >P3' (P1 |P2)eHocfced P 2 >P^ (P!|P2)eS!ocfce(i 
a\p\ a[p\ 
Pi\Pi >P[\P2 P1IP2 >Pi|P2 
c(m)[pi] c(r«)[p2] c(m)[pi] c(m)[p2] 
P i > P t ' P 2 > P^ Pi > Pi' P 2 — - » P^ 
' ' c(m).c(m)[pi.p2] ' c(m).c(m)[pi.p2] 
P i | P 2 • P{\Pi Pi\P2 > Pi\Pi 
R P >P' o ^ r P&Bocked 
a[p] 
p\r—>p'\r 
bloque pret a executer une action sur ses canaux (publics et prives). Elle est definie, 
recursivement, comm,e suit : 
Prob[euaZ(0) = 0] = 1 
Piob[eval(c(m).P) =c(m).P] — 1 
Pxob[eval(c{x).P) = c{x).P] = 1 
Piob[eual([m = m']P) = Q] = Piob[eval(P) = Q] si m — m! 
Piob[eual([m = m']P) = 0] = 1 sinon 
Pmb{eual(P\Q) = P'\Q'} = Prob[eual(P) = P') x Pvob[eval{Q) = Q'] 
Prob[eual(P\T) = Q\T] = Prob[eual(P) = Q] 
Prob[euai([A(mi,--• ,mfc) <—> x]P) = Q] = 
Em6/m(A(mi,-,mfc)) Prob[A(mi, • • • ,mk) = m] x Prob[eval{P[m / x)) = Q] 
Exemple 3 
Si les processus Q' et Q" de l'Example 1 (Section 4.2.2) sont des processus bloques, 
alors Q se reduit a Q' avec la probability p et a Q" avec la probabilite 1 — p. En 
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d'autres termes, Prob[efaZ(<5) = Q'] = P et Prob[ei>a/(Q) = Q"\ = 1 — p. 
Le mecanisme d'output permet a un principal A d'envoyer un message sur les canaux 
publics (regie Output). Dualement, le mecanisme d'input doit prevoir la reception de 
n'importe quel message sur un canal public (regie Input). L'operateur de parallelisme 
et la restriction (regies Par. et Rest.) sont dermis de facon habituelle. Comme dans le 
cas du modele possibiliste CSPAD, nous utilisons la notation P\C pour restreindre les 
communications sur Pensemble des canaux publics C. Sa semantique est donnee dans 
le Tableau 4.2. Nous avons evidemment Prob[eya/(P\C) = Q\C] — Prob[eva/(P) = 
Q\. 
TABLEAU 4.2 Semantique operationnelle des canaux prives 
c(m).c(m)\p] c(m).c(m)[p] 
RestCL. ^ \ ,p'—^ RestCR. ^ \ ,p'—^ 
T\p\ T\p] 
P\C >P'\C P\C >P'\C 
a\p] , 
_ _ P yp' a^{c(m),c(m),c(m)-c(m),c(m)-c(m) | meM e t ceC} Pe&ocked 
a\p] 
p\c—yp'\c 
Enfin on notera que, contrairement a ce qui est d'usage dans d'autres modeles pro-
babilistes, nous n'avons pas normalise les probabilites. La raison principale est que, 
les attaquants ou l'environnement hostile dans lequel evolue le protocole etant repre-
sentes par un processus, normaliser les probabilites revient a enlever a l'attaquant le 
controle total sur ses propres actions. En effet, considerons le processus P suivant : 
P = c(m,).Qi\c(m).Q2. Si P represente un protocole evoluant dans un environnement 
hostile, alors la probabilite que le premier message m emis par le protocole sur le canal 
public c provienne de sa composante gauche ou de sa composante droite est la meme, 
c'est-a-dire | . Par contre, si P represente l'attaquant, alors il peut choisir comme il 
1'enteiid la composante qui doit s'executer en premier selon qu'il veuille utiliser Q\ 
ou Q2 pour continuer son attaque. Ainsi, normaliser nous obligerait soit a affaiblir 
l'attaquant (comme dans les autres modeles), soit a avoir une semantique qui doit 
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distinguer les cas oil le processus modelise un attaquant ou un protocole, sans compter 
que les actions de synchronisation peuvent impliquer les deux a la fois. Pour eviter 
les maux de tete engendres par une telle semantique, nous avons opte pour une autre 
approche beaucoup plus simple. Notre approche consiste a munir l'attaquant d'une 
strategie d'attaque (cf. la section qui suit), c'est-a-dire d'un processus de selection 
qui lui permettra de decider a chaque etape devaluation quelle action executer. Ce 
processus de selection sera defini pour refleter le pouvoir decisionnel de l'attaquant 
sur les actions selon qu'elles impliquent ou non une action du processus modelisant 
l'attaquant. 
4.2.4 Modele de l'Attaquant 
Notons que les systemes de transitions engendres par la semantique operationelle des 
processus ProSPA ne sont pas purement probabilistes, puisque la somme des pro-
babilites des transitions sortantes d'un sommet peut etre superieure a 1. En effet, 
considerons les processus P = c7(a).0|c^(6).0, dont le systeme de transitions est illus-
tre par la Figure 4.1 ou a = cT(a) et /? = 02(b). On voit clairement que la somme des 
probabilites des transitions sortantes du sommet initial est egale a 2. C'est essentielle-
ment du a la composition parallele qui introduit du non-determinisme. Pour resoudre 
ce non-determinisme et obtenir des systemes de transitions purement probabilistes, 
il est done essentiel d'ordonnancer les differentes actions disponibles a chaque etape 
devaluation du processus. Mais en pratique, lorsqu'on analyse un protocole cryp-
tographique, nous devons supposer que ce dernier s'execute dans un environnement 
hostile, c'est-a-dire l'existence d'un attaquant externe qui exerce un controle total 
sur le reseau de communication. Typiquement, cet attaquant est un processus qui 
essaie d'attaquer le protocole en interagissant avec ce dernier a travers les canaux de 
communication publics. II peut done intercepter et modifier tout message envoye sur 






FIGURE 4.1 Systeme de transitions probabiliste de P = cl(a).0|c^(fe).0. 
Mais, des tels attaquants peuvent s'averer trop puissants si on ne leur impose pas 
certaines restrictions. En effet, les canaux de communication etant supposes etre sous 
le controle de l'attaquant, l'ordonnancement des actions visibles doit etre controle 
par ce dernier. II pourrait done leur affecter une distribution probabiliste selon ses 
desirs. Mais, bien qu'ayant un controle total sur les canaux de communication, il ne 
doit etre ni capable de modifier les distributions probabilistes des actions internes du 
processus qui sont independantes de la distribution probabiliste des canaux publics, 
ni de controler les reactions internes du protocole a ses requetes. Puisque nous ne 
voulons pas definir une strategic d'attaque en particulier, l'ordonnancement n'est pas 
inclus dans la semantique des processus, mais plutot dans la definition de l'intrus. 
Ainsi, un intrus est identifie par la paire (II, S) formee d'un processus II representant 
l'ensemble des actions qu'il peut faire et d'un ordonnanceur, denote par S (decrit en 
detail dans la section 4.2.5 qui suit), representant sa strategic d'attaque, i.e. l'ordre 
dans lequel et les probabilites selon lesquelles ces actions seront executees1. 
4.2.5 L'ordonnanceur externe 
Dans cette section, nous definissons formellement l'ordonnanceur externe. N'oublions 
pas que ce dernier est controle par l'attaquant et nous devons faire en sorte que sa de-
finition reflete la capacite reelle de nuisance de l'intrus. En effet, bien que l'attaquant 
xPar abus de laiigage, nous identifierons souvent l'attaquant au processus II. 
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ait un controle total sur les canaux de communication, il ne doit pas etre capable 
de modifier les distributions probabilistes des actions internes du processus qui sont 
independantes de la distribution probabiliste des canaux publics. L'exemple du pro-
cessus P = c(m).Qi\c(m).Q2 qui se comporte differement, selon qu'on le considere 
comme un intrus ou un systeme attaque, nous montre que le processus de selection des 
actions, autrement dit l'ordonnencement, doit pouvoir identifier si Taction a clioisir 
implique ou non une action de l 'attaquant. Puisqu'un systeme P at taque par l'intrus 
II est simplement identifie par la composition parallele P | I I , nous allons indexer les 
actions par les positions des composantes qu'elles font intervenir. Par composante, 
nous voulons dire la composante parallele. Ainsi, si P et II out respectivement n et 
k composantes paralleles, le produit P | I I en aura n + k. Par convention, nous suppo-
sons que l 'attaquant est toujours a droite. Par consequent, toutes les actions dont les 
indices sont inferieurs ou egales a n ne font pas intervenir une action de l'intrus, alors 
que toutes celles dont les indices sont strictement superieurs a n ne font intervenir que 
les actions de l'intrus. Une action partielle sera indexee par un entier representant la 
composante parallele dont elle appartient tandis qu'une action de communication sera 
indexee par une paire d'entiers correspondant aux composantes contenant les actions 
partielles qu'elle fait intervenir. Soit Index, l'ensemble de tous les indices. Formelle-
ment, nous avons Index = NUN2. Nous etendons l'ensemble d'actions Act a l'ensemble 
des actions indexees denote par Act x Ind = {(a, ID)\ a 6 Act et ID £ Index}. 
Etant donne un protocole P attaque par l'intrus (II, S), revaluation du systeme P | I I 
selon la strategic d'attaque S s'effectue en quatre etapes comme suit : 
Reduct ion : Evaluation de toutes les fonctions probabilistes polynomiales exposees 
(cf. la Definition 4.2.7); ce qui donne le processus bloque eual(P\U), c'est a dire 
pret a executer une action s'il en existe au moins une, bien sur. 
Localisation : Indexation des differentes actions executables de efa/(P|II) grace a 
la fonction de localisation x ci-dessous, qui nous permet de savoir si une action 
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donnee fait intervenir ou non une action de l'intrus. 
Selection : L'ordonnanceur2 S (que nous definissons plus loin en detail) choisit une 
action indexee parmi toutes les actions disponibles. 
Execution : I/action choisie par S est executee et le processus recommence jusqu'a 
ce qu'il n'y ait plus d'actions executables. 
Soit la fonction support : Act \ {r} —> C qui, etant donne une action a, retourne le 
support de Taction, i.e. le canal sur lequel Taction a eu lieu. 
Definition 4.2.8 : La fonction de localisation x '• Blocked —>• 2-ActxInd est definie 
recursivement comme suit : 
X(0) = 0 
X(a.P) = {(a,l)} 
X{P\Q) = x(f)U{(a,p(P) + ») | (a 1 i )ex(Q)} 
U{(a • a, i, p{P) + j) | (a, z) e X(Q) et (a, j) G x(Q)} 
X(P\T) = x(P)\{(a,id)ex(,P)\aeT} 
X(P\C) = (X(P)\ {(a, id) €*(P) I support(a)eC}) 
U{(r,i,j) | 3pe-Partiai (P • P,i,j) £ x(P) et support(/3) e C} 
oil a £ Partial, max(i, (j, k)) = max(i, j , k). et 
\ max{/D e Index \ (/3, ID) G x(P), P G Vis} si x(P) ^ 0 
P{p) = \ 
0 sinon 
2Notons que l'ordonnancement n'est defini que pour les etats correspondants aux processus blo-
ques, puisque dans le cas d'un processus lion bloque, la seule action disponible est Paction interne 
correspondant a revaluation des fonctions. 
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A c t i o n s s t r a t e g i q u e m e n t e q u i p r o b a b l e s 
Maintenant que nous savons comment localiser les differentes actions executables a 
un etat donne, il nous reste a definir le processus de selection lui-meme. Mais avant de 
definir formellement l'ordonnancement, nous allons partitionner l'ensemble d'actions 
indexees par classes d'actions strategiquement equiprobables, c'est-a-dire les actions 
qui doivent etre choisies de maniere uniforme etant donne une strategie S. Notre 
approche sera guidee par les principes suivants : 
1. Aucune strategie ne doit distinguer les actions internes d'un protocole. En ef-
fet, les actions internes d'un protocole etant invisibles a l'intrus, si la strategie 
consiste a laisser evoluer le protocole interieurement (si c'est possible evidem-
ment), alors si le protocole possede plusieurs actions internes, l'une de ces actions 
est choisie uniformement et executee. 
2. Aucune strategie ne doit permettre a l'intrus d'avoir un controle sur la reaction 
interne du protocole a ses requetes. En effet, si l'intrus decide, par exemple, 
d'envoyer un message sur un canal public de lecture du protocole et que le 
protocole peut le lire a plusieurs positions, alors toutes ces positions doivent 
avoir la meme chance de reagir a la requete de l 'attaquant. 
3. Quelque soit la strategie choisie, l'intrus doit avoir un controle total sur ses 
propres actions. 
Bien que la fonction x nous permet de localiser les actions, elle ne permet pas de 
savoir si une action indexee implique ou non une composante de l'intrus. Or, les trois 
principes ci-dessus nous montrent que la partition des actions indexees dependra de 
notre capacite a savoir si une action implique ou non l'intrus. II nous faut, done, 
une information supplementaire. Pour cela, nous allons definir deux ensembles d'en-
tiers Ii et I2 tels que tous les indices correspondant aux positions des composantes 
du protocole appartiennent a I\ et ceux correspondant aux composantes de l'intrus 
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TABLEAU 4.3 Actions strategiquement equiprobables 
uT {i n))] _ / {(T, (i',f)) I i',f G h} si i,j G A 
U T , U , j J j j / l X / 2 - | {(T ,(i,j))} sinon 
r/_, N .sn f {(c(m'),0 I i' E h et m' G dom(c)} si i e /i (c (m) , i ) / l X / 2 = < f;_; / ,u' LV v ; /J * 2 [ {(c(m),?,)} smon 
iv v ;> /JJ1AJ2 ^ | ( c ( m ) ^ ) | smon 
[(c(m)-c(m),(i,j))]/ lX/2 = 
{(a • a, {i',j')) | i',j' G ii et support(a) = c} si i, j G 7i 
{(c(m') • c{m'), (i',j)) \ i' G h et m' G dom(c)} si i G ii et j G 72 
{(c(m) • c(m), (i,j))} sinon 
[(c(m)-c(m),(i,j))]/ lX/2 = 
{(a • a, {i',j')) | i', j ' G Ii et support(a) = c} si i, jf G I\ 
< {(c(m) • c{m), (i',j)) | i' G h} s\ i e h et j G I2 
_ {(c(m)-c(m),(i,j))} sinon 
appartiennent a I2. Formellement, etant donne un protocole P attaque par l'intrus 
(II, 5), nous allons poser 
, {1,2, •••,p(eval(P))} si x(eua/(P)) ± 0 
1 
smon 
{p(ewil(P)) + 1, • • • , p{eval{P)) + p(eval(Tl))} si x(eua/(II)) ^ 0 
3 sinon 
conformement a notre convention de placer le processus ennemi a droite. Par exemple, 
si P = c(rn).Pi\c(m').P2 et II = c(x).U' alors on a : 
X(eval(P\U)) = 
{(c(m),l),(c(m'),2),(c(m),3),(c(m'),3),(c(m) • c(m), (1,3)), (c(m') • c(m'), (2,3))}, 
7i = { l , 2 } e t / 2 = {3}. 
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Les classes d'equivalence sont donnees dans le Tableau 4.3 oil [(a,ID)]IlXl2 designe 
la classe d'equivalence de Taction indexee (a, ID) par rapport aux ensembles I[ et I2. 
Nous les decrivons brievement ici. 
Action interne : Quelle que soit la strategie choisie, toutes les actions internes d'un 
protocole sont equiprobables. En effet, la classe [(r, (?, j ) )] /^ .^ nous indique que 
si Taction r est indexee par des positions correspondant a celles des compo-
santes du protocole (done dans 7i), alors elle est equiprobable a toute autre 
action interne indexee egalement par des positions referant aux composantes 
du protocole. Ceci est conforme a notre principe numero 1. La classe de toute 
action interne indexee, dont au moins un element de la paire d'indices ne cor-
respond pas a une position d'une composante du protocole, est reduit a cette 
derniere. Ce deuxieme cas correspond a notre principe numero 3, puisque force-
ment les deux elements de la paire d'indices de Taction r referent aux positions 
des composantes de Tintrus, i.e. dans I-i-
Output partiel : Toutes les actions d'output du protocole sur le meme canal public 
sont equiprobables. Ceci est conforme a notre deuxieme principe qui exige que 
Tintrus ne puisse pas controler les reactions internes du protocole. En effet, dans 
le cas d'emission, bien que Tattaquant peut choisir le canal public sur lequel 
ecouter (ou simplement observer), il n'a aucun controle en ce qui concerne le 
message qui va etre emis sur ce canal. Evidemment, si Temission est une action 
de Tattaquant, non seulement il peut choisir le canal, mais il peut egalement 
choisir le message qui doit etre emis sur ce canal ainsi que la composante (i.e. 
la position de Taction) qu'il veut utiliser pour monter son attaque. L'exemple 
de Tintrus II = c(m).Ui\c(m).U2 est illustratif. Enfin, un output partiel indexe 
par une position qui est ni dans h ni dans I2 est la a titre conventionel pour 
avoir une relation d'equivalence sur tout Tensemble Act x ind. 
Input partiel : Le principe est le meme que celui d'output partiel avec la difference 
notable que, contrairement aux actions d'output partielles, Tattaquant a un 
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controle sur le message recu par le protocole, puisqu'il provient en principe 
de "l'exterieur", done de l'intrus. La seule chose qu'il ne controle pas, e'est la 
position de la composante par laquelle le protocole reagit. 
Synchronisation publique : Les memes principes gouvernent les actions de syn-
chronisation sur les canaux publics. En effet, l'attaquant peut fixer un canal 
public du protocole et observer ce qui peut s'y passer. Dans ce cas, puisqu'il 
ne fait qu'observer sans interagir avec le protocole, toute communication sur ce 
canal doit faire intervenir deux composantes (output et son input associe) du 
protocole. Ici evidemment, il n'a aucun controle ni sur le contenu du message 
echange, ni les positions impliquees. Par contre, si la synchronisation est un out-
put du protocole et un input de rattaquant, alors il peut decider sur quel canal 
il ecoute ainsi que la position de sa composante d'ecoute. Si e'est l'attaquant 
qui emet et le protocole recoit, alors non seulement il peut choisir le canal de 
communication, mais il peut egalement chosir le message a emettre ainsi que 
sa composante d'emission. Enfin, si e'est une synchronisation de deux actions 
de l'intrus, alors il a un controle total sur tout, i.e. le canal, le contenu et les 
composantes impliquees. 
L'ordonnanceur externe 
Nous sommes maintenant en mesure de definir l'ordonnanceur. 
Definition 4.2.9 : /Ordonnenceur] Un ordonnanceur externe est une fonction pro-
babiliste polynomiale stochastique S : 2ActxInd x 2N x 2N —> Act x ind satisfaisant 
pour tout A C Act x ind non vide, I\ et I2 C N non tous deux vides et t.q. 
V?.] & IT, Vi2 €= l2,ii < i-2, les deux conditions suivantes : 
1- E(T«)^,i J- e /1Prob[5(A,/1 , /2) = (T,i,j)] G {0,1}. 
2. Va,/? e A, a e [{3}hxh => Piob[S(A, h, I2) = a] = Prob[5(.4, Iu I2) = /?]. 
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L'ensemble de tous les ordonnanceurs est denote par Sched. 
Remarque importante. Puisque, etant donne un protocole P attaque par l'intrus 
(11, S), nous savons exactement comment calculer les ensembles d'indexation I\ et I2, 
par soucis d'alleger le texte, nous les supposerons dorenavant implicites dans la suite 
de ce chapitre. Par consequent, etant donne un ensemble d'actions indexees A, nous 
ecrivons S(A) simplement, au lieu de S(A,Ii,l2). 
Voici quelques proprietes tres interessantes de l'ordonnancement qui justifient notre 
maniere de definir l'ordonnanceur. 
Lemme 4.2.1 Soit P, un processus tel que A = x(ena/(P)) ^ 0. On a : MS G Sched, 
3a e A une action indexee executable t.q. Pvob[S(A) — a] ^ 0. Autrement dit, 
1'evaluation du protocole progressera quelque soit l'ordonnanceur choisi. 
La preuve decoule de la condition de stochasticite qui est une condition de progression 
en ce sens qu'a chaque etape d'evaluation quelque chose de positif doit se passer, i.e. 
une des actions disponibles va etre executee. C'est une propriete importante en ce 
sens que l'ordonnancement n'introduit pas de "deadlocks" qui n'ont pas lieu d'etre. 
Lemme 4.2.2 L'ordonnancement ne modifte pas les distributions probabilistes des 
actions internes r d'un processus. 
La preuve decoule des conditions 1 et 2 de la Definition 4.2.9. En effet, d'apres la 
condition 1, on peut permettre a l'attaquant soit, "d'attaquer" le protocole (i.e. 
d'intercepter un message emis par le protocole, d'emettre un message sur l'un des ses 
canaux d'ecoute, ou tout simplement d'observer un canal public) en choisissant une 
action visible (disponible bien sur!) avec une distribution probabiliste conforme a son 
ordonnanceur. Dans ce cas aucune action interne n'est affectee. Soit de ne rien faire (a 
condition qu'au moins une action interne soit disponible conformement a la condition 
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de stochasticite). Dans ce cas, l'une des actions internes est choisie uniformement 
(condition 2 de la definition) et executee sans que leur distribution probabiliste soit 
modifiee. Ici notre strategie differe de celle proposee (Mitchell et al., 2006) qui choisit 
de privilegier les actions internes au detriment des actions visibles. De ce fait, si le 
succes d'une attaque depend de la non realisation de certaines actions internes, alors 
leur strategie ne la detectera pas alors que la notre si. En effet, nous permettons a 
l'intrus d'attaquer le protocole des que possible sans tenir compte de l'etat interne 
du processus, alors que leur strategie ne le lui permet que si le processus ne peut 
plus evoluer interieurement. Une telle attaque est possible si, par exemple, son succes 
depend d'une variable booleenne du systeme attaque et qu'une action interne du 
systeme peut modifier la valeur de cette variable permettant ainsi de rendre l 'attaque 
possible ou non. En effet, considerons le processus suivant : 
P = (c(x).?(x).0|?(l).0|c'(j/).[y = 0}c(secret).O)\{c'}. 
Si nous privilegions les actions internes, alors ce processus ne pourra jamais emettre 
le secret sur le canal public c alors qu'autrement l 'attaquant pourra emettre 0 sur 
le canal public de lecture c(x) et ainsi permettre au processus de publier le secret. 
Ce protocole, qui a une faille de securite evidente, serait considere stir d'apres leur 
strategie. 
L e m m e 4.2 .3 L'ordonnancement n'influence que globalement la distribution proba-
biliste des actions impliquant des outputs du protocole sur un mime canal. Autrement 
dit, l'attaquant peut influer sur la distribution probabiliste des canaux d'output du 
protocole, mais pas sur leurs contenus. 
La preuve decoule de la condition 2 de la Definition 4.2.9. En effet, cette condition 
exige que si plusieurs actions differentes d'output sur un meme canal sont executables 
dans un etat donne, alors, si l'ordonnanceur choisit d'ecouter sur ce canal selon une 
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distribution quelconque, cette distribution est redistribute de la meme fagon sur toutes 
les actions d'output sur ce canal. Ceci est tout a fait normal, puisque, dans le cas des 
actions d'output, l'intrus a certes un controle sur les canaux, mais est passif quand a la 
nature du message que le processus va emettre sur le canal choisi. En effet, considerons 
le processus P = c(m).0|c(m').0 qui envoie sur le canal public c soit le message m suivi 
de m! soit le message m! suivi de m. Tout attaquant (II, S) doit etre completement 
passif devant un tel processus, puisque la seule attaque sur le processus P qu'il peut 
faire est d'ecouter sur le canal c. Tout ordonnanceur, qui pourrait choisir avec des 
probabilites differentes non nulles les deux actions, serait en dehors de la capacite 
reelle d'un attaquant. Ici encore, notre strategie differe de celle de Mitchell et ah. En 
effet, selon leur strategie l'attaquant peut decider que, par exemple, dans 75% des cas, 
le premier message emis sera m et dans 25%, il sera m!. Ce qui est absurde compte 
tenu de sa passivite totale devant un tel processus. Avec notre strategie, ce processus 
emettra l'un ou l'autre message avec la meme probabilite quelque soit 1'ordonnanceur, 
ce qui est normal. En effet, nous avons {(c(m), 1), (c(ra'),2)} C A = x(eual(P|II)) 
et d'apres la condition 2, on a : Prob[S"(^) = (c(m'),2)] = Piob[S(A) = (c(m),l)], 
puisque les deux actions indexees sont equivalentes. Ce qui reflete bien la nature 
totalement non deterministe de P. 
Lemme 4.2.4 L'attaquant a une influence totale sur la distribution probabiliste de 
ses propres actions. 
Ceci est normal compte tenu qu'une strategie d'attaque ne doit pas etre non-
deterministe. Un attaquant, compose de plusieurs processus en parallele, doit pouvoir 
decider quelle composante privileger pour monter son attaque. Enfin, pour clore cette 
section sur 1'ordonnanceur, nous avons cet important resultat. 
Theoreme 4.2.1 La somme des probabilites des transitions sortantes d'un sommet 
selon un ordonnanceur quelconque est inferieure ou egale a 1. 
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Preuve: Soit P un sommet donne et Exec(P) l'ensemble des transitions sortant de 
P. Deux cas se presentent : 
[P $ Blocked] : Dans ce cas, il n'y a pas d'ordonnencement et 
Exec(P) = {P^Q | eval{P)^ Q}. 
La somme des probabilites des transitions sortant de P est 
p = Y^ Prob[euai(P) = Q] 
Qeim{eval(P)) 
< 1 par definition de eval, 
puisque c'est line fonction probabiliste polynomiale. 
[P G Blocked] : Dans ce cas, on a : 
Exec(P) = {tID = P°^
]Q | (a, ID) G *(P)}. 
La somme des probabilites des transitions sortant de P selon l'ordonnenceur S est 
p = Y, Prob[5(X(P)) = ( a , / D ) ] x 9 / D 
(a,ID)ex(P) 
< Y Pr°b[5'(x(P)) = (a, ID)] puisque \/ID G Index, qID < 1 
(a,ID)ex(P) 
< 1 par definition de S. 
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4.2.6 Probability cumulative 
On voudrait parfois calculer a partir d'un sommet donne, la probabilite d'atteindre 
un ensemble des sommets. Ainsi, on pourrait etre ammene a calculer la somme des 
probabilites de plusieurs chemins ayant la meme source. Pour etre stir d'avoir bien 
compte tous les chemins, il est indispensable d'etiqueter de maniere unique chaque 
chemin. 
Pour les sommets correspondant aux processus bloques, nous disposons deja d'un 
moyen d'etiquetage : la fonction de localisation %. II nous reste a trouver un moyen 
d'etiqueter les transitions sortantes d'un processus non bloque. Or, si P est non 
bloque, on sait qu'il existe un nombre fini n = \Im(eval(P))\ des processus Qi (1 < 
i < n) t.q. 3qi ^ 0 et P—%-*Qi est une transition sortante de P. Nous allons classer les 
processus Qi de 1 a n et utiliser ce classement3 pour etiqueter les transitions sortantes 
de P. Ainsi, si la transition P—^Qi sera etiquetee par la paire (r, (i, i)) par analogie 
a l'indexation des actions r par la fonction \-
Soit a = (ai,idx)(a2,id2) • • • (an,idn), une sequence d'actions indexees. Nous disons 
que a est un chemin du processus P au processus Q s'il existe des probabilites non 
nulles pi,P2, • • • ,pn telles que P0 —*• Px —> • • • —• Pn, P = P0 et 
Q = Pn. De meme, nous disons que P atteint Q par le chemin a avec la probabilite p 
suivant l'ordonnancement S, denote par P =4>s Q, si la probabilite que S choisit a, 
definie par 
Pi si P^ g Blocked 
Prob[S(a)] = [[ qt ou q% = I 
\<i<n 1 Prob[5(x(Pj-i)) = ((*i,idi)] x Pi) sinon 
est egale a p. 
3Techniquement, ce classement peut etre fait grace aux resultats des fonctions evaluees, la loca-
lisation de leurs composantes, ainsi que l'ordre lexicographique 
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Exemple. Soit P, le processus dont le systeme de transitions est illustre dans la 
Figure 4.2 ou Pi qL Blocked et Prob[et>a/(Pi) = PJ — Pi pour 3 < i < 5. Soit 5 
l'ordonnanceur tel que 
- Prob[S({(a1,1); (a2) 2)}) = (a l51)] = q 
- Prob[5({(a1; 1); (a2) 2)}) = (a2,2)] - 1 - </
4 
- Prob[S,({(a3,1)}) = (a3,1)] = 1 (conformement a la condition de stochasticite). 
FIGURE 4.2 Systeme de transitions de P 
Alors la probability que P atteigne Q par le cliemin a — (a>i, l)(r, (2, 2))(a3,1), selon 
l'ordonnanceur S, est 
Prob[5(<7)] = (pi x g ) x p 4 x (p6 x 1). 
Soit a une action, nous designons par a-chemins l'ensemble des chemins de la forme 
(r, idi)(r,id-z)... (T,idn-i)(a,idn), c'est-a-dire un chemin terminant par Taction a 
precedee d'un nombre fini (eventuellement nul) de r. La notation P =?s Q signifie 
qu'il existe un a-chemin a tel que P = ? s Q- De meme, P =>s Q designe P = > s Q 
si a ^retpMsQ sinon, i.e. un chemin (eventuellement vide!) forme uniquement 
des r. 
Soit un ensemble £ C Proc de processus et Q € # . Soit P un processus et a un 
a-chemin de P a Q, nous dirons que a est minimal conformement a $ s'il n'existe 
4Notons que si ( a i , l ) et (0:2,2) sont equiprobables alors q = 1 — q, i.e. 9 = 5 . 
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pas un autre a-chemin a1 de P a Q' tel que a' est un prefixe5 de a et Q' € <f. 
Definition 4.2.10 : 5oii un ensemble £ C "Proc de processus, P un processus et 
a une action. Nous designons par Paths(P, ===$•, £) I'ensemble de tous les a-chemins 
minimaux de P vers un element de <§. 
Notons que la condition de minimalite ne s'applique qu'aux r-chemins. 
Definition 4.2.11 : Soit un ensemble £ C Vroc de processus, P un processus, S 
un ordonnanceur et a une action. La probability totale que le processus P atteigne un 
processus dans £ par un a-chemin selon I'ordonnanceur S est calculee par la fonction 
de probability cumulative 
[i : Vroc x Act x 2Proc x Sched —> [0,1] definie par 
{ 1 siP e£ eta = r 
Y^ Prob[S(a)} sinon 
aePaths(P,=>/.') 
Nous pouvons demontrer (par une induction sur la longueur des a-chemins) le theo-
reme ci-dessous. 
Theoreme 4.2.2 La fonction de probability cumulative est bien definie, i.e. 
Vp,a/;,S / I ( P , 4 S , « ? ) < 1 . 
5Le prefixage ne concerne que les actions et non leur indexation. Ainsi, (ai,idn) est un prefixe 
de (ai,idi)(a2,id2) quelque soit les indexs id\ et idj. 
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4.3 Equivalences asymptotiques 
Dans cette section, nous voulons etablir une equivalence qui nous permet de dire 
qu'un protocole P verifie une propriete de securite si et seulement s'il est observa-
tionnellement equivalent a une idealisation Q du protocole qui verifie la propriete de 
securite par construction. Nous voulons que deux processus soient equivalents, si et 
seulement si, soumis aux memes attaques, ils engendrent "approximativement" les 
memes observations. Par approximativement, nous voulons dire asym.ptotiquement 
proches par rapport au parametre de securite. En effet, notre objectif est de verifier 
des protocoles de securite dont la securite des primitives cryptographiques depend de 
la valeur du parametre de securite. II est d'usage dans les modeles computationels 
de considerer qu'un protocole peut ne pas etre securitaire pour certaines valeurs du 
parametre de securite, mais si on augmente suffisamment le parametre de securite 
alors aucun adversaire de puissance de calcul en temps polynomial ne peut attaquer 
le protocole. 
Dans la suite de ce chapitre, pour les besoins de verification, nous ne considerons 
que les actions reelles, c'est-a-dire les actions de communication Actual. En effet, 
les actions partielles ont ete considerees, jusqu'a present, par souci de coherence 
et de completude de la semantique, mais en pratique, aucune action partielle n'est 
executable. Ainsi, nous allons restreindre la fonction de localisation \ aux actions 
Actual comme suit : x '• Blocked —• 2ActualxInd avec 
X(P) = x{P) n Actual x Ind. 
Ainsi done l'ordonnanceur ne choisira que des actions de reelles dans x(-P). 
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4.3.1 Equivalence observationnelle asymptotique 
Nous allons definir une equivalence observationnelle due a Mitchell et al, 2006, dans 
le contexte ProSPA. 
Nous commencons par definir la probability d'observer une action visible qui nous 
servira a etablir l'equivalence observationnelle. Nous allons definir la probability d'ob-
server une action visible a comme somme de la probabilite d'observer directement a, 
i.e. la probabilite cumulative de faire un a-chemin pour atteindre n'importe quel etat 
plus la probabilite de l'observer indirectement, i.e. en observant d'abord des actions 
visibles differentes de a avant de l'observer. Pour cela, nous avons besoin d'etendre la 
notion de probabilite cumulative a une notion de probabilite cumulative plus generale 
que nous appelons probabilite cumulative "up to H" ou H C Actual \ {r}. 
Definition 4.3.1 : Soit un ensemble £ C Vroc de processus, P un processus, S un 
ordonnanceur et H un ensemble d 'actions visibles dans Actual \ {r}. La probabilite 
cumulative "up to H" est define recursivem,ent comme suit : Va € Actual \ H 
H(P,^*S/H,£) = 
1 si P € Sand a = r, 
v(p^s,£)+ Y. »(P,=^S,{Q}MQ,=^S/H,£) smon 
0€H, 
QeVroc 
Lemme 4.3.1 La fonction de probabilite cumulative up to H est Men definie, i.e. 
Preuve: Si P G £ et a — r alors /x(P, ==>S/H, &) — 1 et le resultat en decoule. 
Supposons qu'on n'est pas dans ce cas. Soit a = T*OL\- • -T*an, un chemin forme 
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de n actions reelles visibles separees par un nombre fini d'actions r (nous omettons 
l'mdexation des actions), P un processus et S un ordonnanceur. Nous disons que 
Taction a,b (1 < i < n) est a une distance i du processus P sur le chemin a selon 
l'ordonnanceur S, denote par da{P,a.i,S) = i s'il existe une probability non nulle p 
et un processus Q tels que P =?s Q e t Vj < i ctj ^ CKJ. Autrement dit, da(P,a,S) 
est la premiere position de Taction visible a sur le chemin a selon S. De meme, etant 
donne a E~ H une action visible et 
Sff(a) = {u = T*a\T*a2 • • • r*anT*a | n e N et Vi < n, « j £ iJ}, 
nous disons que Taction a est a une distance maximale k du processus P confor-
mement a Tensemble H selon l'ordonnanceur S, denote par dn(P,a,S) = k si 
suptT6SH(Q)(dCT(F, a, 5) = fc. Nous allons prouver le theoreme par une induction sur 
dfi(P, a, S). Soit a E Actual \ (H U {T}) nous avons : 
- [Base :] Si d}j(P, a, S) — 0 alors 
KP, =^S/H, $) = /*(*>, =^S , ^OC) < 1. 
La base d'induction est done etablie. 
- [Etape d'induction :] Supposons, maintenant, que pour tout P et H satisfaisant 
dn(P, a,S) < n on ait n(P, =>s/Hi <£) < 1- Puisque 
+ Yl KP^s,{Q})v(Q^s/H,£) 
P€H, Q&Vroc 
et que l'hyphothese d'induction nous garantit que pt{Q,==>s/H,£') < 1, il nous 
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reste a montrer que 
0€H, QeT>roc 
Or, nous avons 
I3£H, QeProc 
< £ n(P,=Us,Vtvc) 
0EHU{a} 
Nous terminons la preuve en remarquant que YlpeHuia} M-P* ==^s,'Proc) est infe-
rieur a la somine des probabilites des transitions sortantes de P selon l'ordonnan-
ceur S qui est inferieure a 1 d'apres le Theoreme 4.2.1. 
Definition 4.3.2 : Soit a G Actual \ {r}, une action observable et P un processus. 
La probabilite que P genere a selon I'ordonnanceur S est 
Prob[P ~*s a] = /i(P, ^s/(Muai\{a}),Proc) 
Avant de definir notre relation d'equivalence observationnelle, nous allons montrer 
que ProbfP ~~~>s a] e s t bien une probabilite. 
Lemme 4.3.2 La probabilite d'observer une action visible est bien definie, ie 
Vp,a,s Prob[F - t s a j < l . 
Preuve: Le resultat decoule du lemme 4.3.1. • 
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Nous etendons l'observation d'une action visible a celle d'un ensemble d'actions vi-
sibles comme suit : 
Definition 4.3.3 : Soit un ensemble T C Actual \ {r} d'actions visibles et P un 
processus. La probabilite que P genere des actions dans T selon Vordonnanceur S est 
Prob[P ~>s T] = Y2 K
p, =^s/(Actuai\r),Proc). 
aer 
Avant de deflnir notre relation d'equivalence observationnelle, nous allons montrer 
que Prob[P ~~>g T] est bien une probabilite. 
Lemme 4.3.3 La probabilite d'observer un ensemble d'actions visibles est bien 
definie, i.e. 
VP>Q)5 Prob[P ~»5 T] < 1. 
Preuve: Soit P, un processus, S un ordonnanceur, un ensemble T C Actual \ {T} 
d'actions visibles et H = Actual \ (F U {T}). Nous utilisons une induction sur la 
distance dn(P, a, S) definie dans la preuve du lemme 4.3.1. 
- [Base :] Si dH(P, a,S) = 0\/aeT alors, 
Prob[P^ 5 r ] = 
< 
< 
La base d'induction est done etablie. 
- [Etape d'induction :] Supposons maintenant que si pour tout a € V, et tout pro-




1 , (d'apres le Theoreme 4.2.1). 
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cessus Q t.q. dn{Q, a,S) < n alors Prob[Q -^s T] < 1. 
Nous avons 
Prob[P - s r ] = Y2 M
P> =>s/(Actuai\r), Vroc) 
aer 
aer 
aer peH, QeVroc 
C'est-a-dire 
P r o b [ P - s r ] = J2^
P^s,Vroc) 
aer 
£ M ^ ^ s , { Q } ) P r o b [ Q ~ * s r ] 
0eH, QeVroc 
< Y,v(P>J*s,Vrvc) + 
y j /j,(P, = > s , {Q}) ( par hypothese d'induction) 
0eH, QeVroc 
< ^ n(P,=^s,Vrvc) 
peAct 
< 1 , (d'apres le Theoreme 4.2.1). 
Maintenant, nous pouvons definir ce qu'on entend par une observation. Une obser-
vation o est tout simplement un canal public et un message, i.e. o = (c,m). Nous 
denotons par Obs l'ensemble de toutes les observations. 
Definition 4.3.4 : Soit o = (c,m) 6 Obs, une observation et P un processus. La 
probability que P genere o selon I'ordonnanceur S est 
Prob[P ~>s o] = Prob[P ~»s {c(m) • c(m), c(m) • c(m)}}. 
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Nous pouvons maintenant definir notre relation d'equivalence observationnelle asymp-
totique qui stipule que deux processus sont equivalents s'ils engendrent les merries 
observations avec approximativement les memes probability lorsqu'ils sont attaques 
par le meme attaquant. 
Definition 4.3.5 : [Equivalence observationnelle asym.ptotiquej Soit Voly, Vensernble 
des polynomes positifs de la forme q : N —> R+. Deux processus P et Q sont asympto-
tiquement equivalents, denote par P ~ Q, si et seulement si Vq€-p0iy, V0eObs, ^ueSnemy, 
yseSched> 3*o t.q. VN>io 
|Prob[P|n ~*s o] - Prob[Q|II ~*so}\< 
q(N) 
Theoreme 4.3.1 L 'equivalence observationnelle asymptotique ~ est une relation 
d 'equivalence. 
Preuve: La reflexivite et la symetrie sont evidentes. Nous allons done prouver la 
transitivite. Soit done P, Q et R des processus tels que P ~ Q et Q ~ R. Soit 
q € Poly, o 6 Obs, VII € Enemy et S € Sched, alors on a : 
P ~ Q => 3i0 tel que VN > i0 
|P rob[F |n-w<jo]-Prob[Q|n^so] | < * 
2g(N)' 
et Q ~ R => 3jo tel que VN > j 0 
1 
|Prob[Q|II -^5 o] - Prob[i?|n ^ s o]\ < 
2?(N)' 
Nous avons done V N > fc0 = max(? '0 , io) 
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Prob[P|n ~*s o] - Prob[i2|n ~>s o]\ 
Prob[R\U^so}\ 
Prob[i2 |n-^ so] | 
Bien que tres pratique, telle que definie, l'equivalence observationnelle s'avere non 
adaptee pour l'analyse de plusieurs systemes pour lesquels on est souvent amene a 
calculer la probability d'une suite d'observables comme nous allons le voir a la fin du 
chapitre dans notre etude de cas. Pour remedier a ce probleme, nous allons etendre 
dans la section qui suit l'equivalence observationnelle pour inclure toutes les traces 
observables. 
4.3.2 Equivalence de trace asymptotique 
Cette section a pour but d'etablir une equivalence qui nous permet de dire que deux 
processus sont equivalents si et seulement si, soumis aux memes attaques, ils en-
gendrent les memes traces observables avec "approximativement" les memes proba-
bilites. Par approximativement, nous voulons dire des probabilites asymptotiquement 
proches par rapport au parametre de securite. Nous allons montrer que c'est une refor-
mulation de l'equivalence observationnelle asymptotique, en d'autres termes les deux 
formulations sont equivalentes. Nous commengons d'abord par definir la probabilite 
d'observer une suite d'observables qui nous servira a etablir notre nouvelle equiva-
lence. Nous definissons la probabilite d'observer une suite d'observables Oi02 • • • on 
= |Prob[P|n ^ s o) - Prob[<2|n ~^s o] 
+ Prob[Q|n -^s 0} • 
< |Prob[P|n ~+s 0} - Prob[Q|n ~*s o]\ 
+ |Prob[Q|n -ws 0} 
1 1 1 
< ^ T T 7 + 2g(N) 2g(N) q(N)' 
D'ou P ~ R. 
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recursivement comme la probabilite d'observer directement ox pour atteindre n'im-
porte quel etat fois la probabilite que cet etat engendre o2 • • • on. 
Definition 4.3.6 : Soit P un processus et 0\02 •••on, une suite d'actions observables 
t.q\/i < n, o* = (CJ, m^). Soit on — ci(ml) • c^rrii) et Pi — Cj(mj) • cj(mj) VI < i < n. 
La probabilite que P genere 0\02 • • • on selon I'ordonnanceur S est 
Prob[ P ^ol02---on) 
QeVroc 
Avant de defmir notre equivalence, nous devons nous assurer que la probabilite d'ob-
server une sequence d'actions visibles est bien definie. 
Lemme 4.3.4 La probabilite d'observer une suite d'actions visibles est bien definie, 
i.e., \/P, 01, o2, • • • , o„, S Prob[P ~~>5 Oio2 • • • on] < 1. 
Preuve: Une simple induction sur la longueur des suites et le Theoreme 4.2.2. • 
Nous pouvons, maintenant, defmir notre relation d'equivalence de trace asymptotique 
qui stipule que deux processus sont equivalents si et settlement s'ils engendrent les 
memes traces observables avec approximativement les memes probabilites lorsqu'ils 
sont soumis aux memes attaques, i.e. lorsqu'ils evoluent dans le meme environnement 
et selon le meme ordonnanceur. 
Definition 4.3.7 : [Equivalence de trace asymptotique] Deux processus P et Q sont 
asymptotiquement trace equivalents, denote par P ~ ' r Q, si et seulement si\/q G Voly, 
V01, 02, • • • , on € Obs, VII € Enemy, VS € Sched, 3io tel que V N > ?'0 
|Prob[P|IT - £ 0 l o 2 • • • on] - Prob[Q|n ~>» oxo2 • • • on}\ < - J - . 
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Theoreme 4.3.2 L'equivalence de trace asymptotique ~ t r est une relation d'equi-
valence. 
Preuve: La reflexivite et la symetrie sont evidentes. Nous allons done prouver la 
transitivite. Soit done P, Q et R des processus tels que P ~ Q et Q ~ R. Soit 
q G Poly, s une sequence d'observations, II un attaquant et S G Sched. Alors on a : 
P ~*r Q => 3i0 tel que VN > i0 
|Prob[P|n ~ # S] - Prob[Q|n ~ £ s]\ < ^ , 
et Q~tr R=> 3j0 tel que VN > j0 
|Prob[Q|n ~>£ S] - Prob[i?|n - £ s}\ < - ^ . 
Nous avons done VN > k0 — max(i0, jo) 
|Prob[P|n ^*s
r s] - P rob^ in - ^ r s]\ 
= |Prob[P|n ~»£ s] - Prob[Q|n ^ s] 
+ Prob[Q|n ~>s s] - Prob[P|II ^ s}\ 
< |Prob[P|n -wfs
r s] - Prob[Q|II~4 rs] | 
+ |Prob[Q|n ^ s] - Prob[i?|n ~+% s}\ 
2g(N) 2g(N) g(N)' 
D'oii P ~ t r R. m 
Nous avons le resultat suivant, qui etablit que l'equivalence de trace est une reformu-
lation de l'equivalence observationnelle. 
Theoreme 4.3.3 \/PtQeVrocP ~
tr Q <£> P ~ Q. 
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Preuve: (=>•). Soit un ensemble (Tactions visibles H C Actual \ {r}, un observable 
o = (c,m) t.q. {c{m) • c(m),c(m) • c(m)} n H = 0 , S un ordonnanceur et Ft un 
processus. Alors, djj(R,o,S) denote 
dn(R, o, S) = max(d#(R,c~(m) • c(ra), S),dH{R, c{m) • c~{m), S)). 
Soit O, un ensemble d'observables t.q. o ^ O, et Tr°(R,o,S) Tensemble 
2>£(P, o, 5) = {s = oio2 • • • ofco|Vi < k, Oi € O et Prob[P -w*s
r s] 7̂  0}. 
Alors, pour tout observable o, nous avons 
Prob[F ~*s 0} = Y^ Yl Prob[F ~»£ s). 
*>0 s e r r«-\{°> ( i e ,o ,s) 
Soit P et Q, deux processus t.q. P ~ i r Q, 0 = (c, m) € C6s, (II, S1) € Enemy, q G Po/y 
et 
H = {a\ 3(c', m') € Ofo \ {0} et a E {c'{m') • c'\w!), d\m') • ?(m')}}. 
Nous prouvons le theoreme par induction sur 
m&x(dH(P\U, o, S), dH(Q\IL, o, S)). 
[Base :] Si d# (P|II, 0, S) = d//(<5|II, o, 5) = 0, alors, nous avons : 
Prob[F|n —s o] = /z(P|n, = ^ s , Proc) + jz(P|II, =US, Vroc) 
ou a — c(m) • c(m) et /? = c(m) • c(m). De meme, 
Prob[Q|IT -w5 o] = M(Q|n, = ^ 5 , Vroc) + /z(Q|II, = 4 S , Froc). 
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P~tr Q 
\lj(P\Il,^s,Vroc) + /x(P|n, J*s, Vroc) 
- M Q | n , ^ s , P r o C ) + / i ( Q | n , ^ s , P r o c ) | < 
g(N) 
D'ou 
|Prob[P|n ~*s o] - Prob[Q|II ^ s o}\ < -^—. 
[Induction :] Supposons que max(d#(P|II, o, S), dH(Q\H, o, S) = n, et que \/qep0iy 
nous avons 
E E |Prob[P|n - £ s] - Prob[Q|n ~>£ S ] | < —!—. 
, c < " S 6Trf '
s U o } (P , 0 ,S )UTrf ' '
A { o > (Q, 0 ! 5) 
Maintenant, soit Uk = T r f (P|II, o, S) U T r f (Q|I1, o, S), alors nous avons 
|Prob[P|II ~*s o] - Prob[Q|n-w so]| 
= I E E (Prob[P|H ~>£ s] - Prob[Q|n - £ s])\ 
k<nseUk 
< | E E P r o b [ p l n ~4 r «] - Prob[Q|n ~>£ a] | 
k<n seU^ 
+ E |Prob[P|Il ^ s] - Prob[Q|n ^ s}\ 
seun 
Par hypothese d'induction nous avons 
| E E Prob[P|n ~ # S] - Prob[Q|n ~ # s]\ < —!—. 
k<nseUk ^ ' 
Posons r„ = |Trf (P|I1, o, 5) | + |Tr*(Q|II, o, S)\. P~tr Q^Vse Un 
tr „i TJ KT/nlTT ,tr •" - 1 |Prob[P|n ^ r s] - Prob[Q|n ~4 r s]| < 
r n -2g(N) ' 
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alors 
V |Prob[F|n ^ s] - Prob[Q|II ^ s]\ < 
,t?T ' ^ J l " ' " J ' - r n - 2 g ( N ) 2g(N)' 
Nous avons ainsi 






(<S=). Supposons maintenant que P ~ Q, mais P 9^tr Q. Alors, nous allons prouver 
qu'on aboutit a une contradiction. En effet, si P ^tr Q, alors il existe un attaquant 
(II, S), une trace observable 0\02 • • • on et un polynome q t.q. 
VN |Prob[P|n ~»£ 0lo2 • • • on] - Prob[Q|n ~>£ oxo2 • • • 0„]| > - i - . 
Soit d = (c', m) t.q. c' n'est ni un canal P et Q ni un canal de II et soit (II', S") 
un attaquant qui se comporte exactement comme (II, S) exepte que chaque fois qu'il 
observe une trace oxo2 • • • on il produit l'observable d avec probability 1. Alors nous 
avons 
|Prob[ P\W ~*'s d] - Prob[Q|n' ~*'s d]\ 
= |Prob[P|n - £ oxo2 • • • ond) - Prob[Q|II ~ # oxo2 • • • ond]\ 
D'ou P rfi. Q qui contredit notre hypothese. • 
4.4 Etude de cas : Anonymat dans le protocole du "diner des crypto-
graphes" 
Pour demontrer l'utilite de notre approche, nous allons terminer ce chapitre par une 
etude de cas : l'analyse du protocole du Diner des Cryptographes (Chaum, 1988). C'est 
143 
un exemple classique de protocole assurant la propriete d'anonymat inconditionnel. 
Son autheur le decrit comme suit : 
Trois cryptographes sont assis dans leur restaurant favori pour diner. Leur 
hote les informe qu'un arrangement a ete pris avec le mattre d'hotel pour 
que le diner soit paye de maniere anonym,e. II se pourrait que I'un des 
cryptographes paie le diner, ou il pourrait etre paye par la NSA (U.S. 
National Security Agency). Les trois cryptographes respectent le droit de 
chacun d'eux de payer de maniere anonyme, mais se demandent si la NSA 
paie ou non. 
Pour resoudre leur probleme, Chaum propose le protocole suivant : chaque crypto-
graphe lance un jeton se trouvant entre lui et le cryptographe a sa droite, de telle 
sorte qu'ils soient les seuls a voir le resultat. Ensuite, chacun dit a haut voix si les 
deux pieces qu'il voit sont tombees sur la meme face ou non. Un cryptographe payeur 
(s'il y'en a bien stir!) dit le contraire de ce qu'il voit. L'idee est que si les jetons ne 
sont pas biaises et que les cryptographes jouent correctement le protocole, alors un 
nombre impair de "different" indique que l'un d'eux paie sans que les deux autres 
apprenent quoique soit sur l'idendite du payeur. Autrement, c'est la NSA qui paie. 
4.4.1 Une specification incorrecte du protocole 
Dans la specification6 ci-dessous, nous supposons que la NSA choisit le payeur selon 
une distribution probabiliste (connue de lui seul!) definie par la fonction XNSA et 
informe chaque cryptographe a travers un canal sur (prive) s'il est le payeur ou non. 
Pour assurer l'equite entre les cryptographes, chaque lancement de jetons est fait par 
une "tierce partie de confiance" grace a la fonction flips et le resultat est rendu 
cou © denote l'addition modulo 2. 
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disponible simultanement aux deux cryptographes concernes. 
NSA ::= 
Payer3 ::= 





[KNSA{3) ^ x]( Yl [x = i]Payen) 
0<j<3 
Co(nopay).ci(nopay).C2{nopay).0 
Ct(pay).ciei(nopay).Ci(B2(nopay).0 if 0 < i < 2. 
[flips(coin0) ^ yo][flips(coini) ^ yi][flips(coin2)
 c-> 2/2] 
Ci(zi).([zi =pay]Pi\[zi = nopay]Qi) 
[Vi = yi(Bi]Pubi(desa9ree).0\[yi ^ yi^pub^agree)^ 
[Vi = yiei]pubi(a9ree)-°\[yi ¥= yiei}pubi{desagree).0 
JJ CrypU 
0<i<2 
Le protocole est alors specifie comme suit : DCP1 ::= (NSA\Crypts)\{co,Ci,C2} 
4.4.2 Specification de l'anonymat 
Nous proposons une version probabiliste d'une specification de la propriete d'anony-
mat due a Schneider et Sidiropoulos, 1996, dans le modele possibiliste CSP. L'idee 
est que, etant donne deux ensembles A et O d'evenements anonymes et observables 
respectivement, un protocole P assure l'anonymat d'evenements A envers un observa-
teur quelconque ne voyant que les evenements O si P ne lui permet pas de determiner 
toute dependance causale entre les distributions probabilistes des evenements A et O. 
Soit Perm(yl), l'ensemble des permutations des elements de A et n G Perm(A) une 
permutation. Nous denotons par n{P) le processus obtenu en remplagant toute oc-
currence d'un evenement a dans P par l'evenement 7r(a). 
Definition 4.4.1 : /Propriete d'anonymat] P assure l'anonymat des evenements A si 
et seulement si 
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Dans la specification ci-dessus, les evenements anonymes sont ADCP = {(Ci,m) \ i = 
0,1,2 and m = pay, nopay} et les evenements observables sont les communications 
a travers les canaux publics. 
Soit 
Schedr = {S e Sched | ^ Prob[5(A, h, h) = (r, i, j)\ = 1} 
(T,i,j)eA,i,jeh 
le sous-ensemble d'ordonnanceurs donnant priorite aux actions internes du protocole 
et ~ .̂r l'equivalence de trace induite par Schedr. Alors, nous avons les resultats suivants 
qui montrent que Sched detecte la faille dans DCP1 alors que Schedr ne peut pas la 
detecter. 
Theoreme 4.4.1 




- Quelle que soit la distribution probabiliste des jetons, si n n'est pas la permutation 
identite alors DCP1 ^tr n{DCPl). 
La faille DCP1 est due au fait que le cryptographe qui paie a un certain avantage 
sur les deux autres puisqu'il est le premier a etre informe par la NSA. De plus, cette 
specification est faite de telle sorte que chaque cryptographe puisse automatiquement 
emettre son message des qu'il est informe de son statut de payeur ou non independam-
ment des autres. Ainsi, un ordonnanceur donnant la priorite aux actions observables 
va seulement generer des traces observables commengant par le message du crypto-
graphe payeur (s'il en existe un bien sur!). Puisque si IT n'est pas la perputation 
identite, alors elle change l'idendite du payeur. Avec de tels ordonnanceurs, DCP1 et 
TT(DGP1) ne peuvent que generer des traces observables differentes. Ces deux proces-
sus ne sont done pas equivalents. Une specification corrigeant cette faille est donnee 
ci-dessous. Elle bloque simplement le lancement des pieces jusqu'a ce que tous les 
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cryptographes recoivent leurs messages de la part de la NSA. 
NSA::= [\NSA(3) ^ x]( ]J [x = i]Payeri) 
0<?<3 
Payer?, ::= co(nopay).c\{nopay).c2{nopay).0 
Payers ::= ct(pay) xt(Bi(riopay) .cm(nopay) .0 if 0 < % < 2. 
Crypts2 ::- c0(z0).ci(z1).c2{z2)-Flip 
Flip::= [flips(coin0) ^ y0][flips(coini) <-> yi)\flips{coin2) ^ y2]{ ]^[ Crypti) 
0<i<2 
Crypti •••= {{zi= pay]Pi\[zi = nopay]Q,) 
P, ::= [j/j = yiffii]pM6j(desa3ree).0|[yi ^ y ^ p M ^ (agree).0 
Qi ::= [j/i = J/i®iW»,(affree).0|[yj 7̂  yi(s>i}pubi(desagree).0 
Le protocole est alors specific- par : DCP2 ::= (NSA\Crypts2)\{c0,Ci,c2} et nous 
avons cet important resultat tres classique du DCP qui stipule que si les pieces ne 
sont pas biaisees, alors DCP assure Panonymat du cryptographe payeur. 
Theoreme 4.4.2 Si V0<,;<2 ~Prob[flips(coini) = Head] = | alors VirePerm(ADCp2) 
DCP2 ~tr TT{DCP2) 
4.4.3 Implementat ion du protocole par des canaux chiffres 
Supposons que la NSA ne veut pas informer les cryptographes de sa decision avant 
qu'ils n'aillent diner. La raison pourrait etre qu'un payeur averti a Pavance pourrait 
manquer le rendez-vous pour eviter de payer. Nous proposons une solution qui permet 
a la NSA d'implementer les canaux prives par des canaux chiffres, i.e. elle chiffre ses 
choix en utilisant des cles secretes communes avant de les envoyer a travers des canaux 
publics, comme indique par la specification donnee dans le Tableau 4.4, ou Kgen, enc 
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T A B L E A U 4.4 Specification du protocole DCP par des canaux chiffres 
NSA : 
NSA::= [Kgen(N) --» ki][Kgen{TS) <-+ k2)[Kgen(N) ^ ks]P 
P ::= priv1(ki).priv2(k2).priv3(k3).Payers 
Payers ::= [AJVSA(3) <-» x]( J J [a: = i] Payer,) 
0<K3 
Payer® ::= [enc(nopay, k\) <̂-> ei]ci(ei).[enc(nopay, £2) ^ 62)02(62). 
[enc(nopay, fc3) <̂-> e3]c3(e3).0 
Payeri ::= [enc(pay,k\) -̂» ei]ci(ei).[enc(nopay, A )̂ <—» e2JC2(e2). 
\enc(nopay,k3) ^> e3]e3(e3).0 
Payer2 ::— [enc(nopay, k\) '—* ei]ci(ei).[enc(pay, k2) "—* e2]c2(e2). 
[enc(nopay,k3) <̂-> e3]c3(e3).0 
Payers '•'•= \enc(nopay,k\) c-» ejjci(ei).[enc(nopay, ^2) ^ e2]c2(e2)-
[enc(pay, fc3) <-> e3]c3(e3).0 
Cryptographes : 
Crypts ::= priv\(keyi).priv2{key2).priv$(keyz).Flip 





= privi{keyi).Ci{zi).[dec{zi)keyi) <-> mj]([m,; = pay]Pj|[mj = nopay)Qi) 
= [Vi = j/i® 1]pubj(cfesagree).01[y, 7̂  y«®i]pw&i(agree).0 
= [y* = yi©i]pw&i(ayree).0|[yj ^ yiei]pufe;(cfesayree).0 
Protocole DCP : 
D C P ::= (NSA\Crypts)\{privi,priv2,priv3} 
et dec designent respectivement un algorithme de generation des cles, le chiffrement 
a cle symetrique et l'algorithme de dechiffrage correspondant. 
Avec une telle implementation, nous pouvons monter une attaque qui brise la propriete 
d'anonymat du protocole en utilisant les proprieties algebriques du crypto-systeme. 
En effet, supposons que l'algorithme de chiffrage utilise est le chiffrement de Vernam 
a cle jetable le "One-time Pad" (OTP en abrege), i.e. enc(m,k) = XOR(m,k). 
Puisque l 'OTP est sensible a la longueur des messages et que l'ensemble des messages 
secrets est {pay,nopay}, alors nous supposons que pay et nopay sont implementes 
respectivement par les valeurs booleennes True et False. Nous avons alors le resultat 
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suivant : 
Theoreme 4.4.3 Quelle que soit la distribution probabiliste des pieces, le DCP 
n'assure pas I'anonymat du payeur. 
Preuve: Soit k = XOR(True, False) et l 'attaquant (II, S) defini par II — 
c.i(e).[enc(e,k) <—> e']ci(e').0 et S un ordonnanceur quelconqne. Essentiellement, 
l 'attaquant essaie d'inverser les messages pay et nopay du cryptographe i, puisque 
XOR{XOR(ki, True),XOR{True, False)) = XORfc, False) 
et inversement, 
XOR(XOR(ku False), XOR(True, False)) = XOR(ki,True). 
Nous avons les cas suivants : 
- Si le cryptographe attaque est le payeur, alors le resultat de l 'attaque est que la 
NSA paie, puisque le message pay du payeur est inverse a nopay et ainsi, tous les 
trois regoivent des messages nopay. Ainsi, le resultat lui permet de deduire que le 
veritable payeur est le cryptographe qu'il a attaque. 
- Si c'est la NSA qui paie, alors le resultat de l 'attaque est que le protocole se termine 
normalement et un des cryptographes doit payer. En effet, le cryptographe attaque 
regoit le message pay au lieu de nopay. Par consequent, l 'attaquant sait que le 
veritable payeur devrait etre la NSA, mais son attaque fait que le cryptographe 
attaque va aussi payer. Ce cas est le plus dangereux, puisque si l 'attaquant se trouve 
etre le maitre d'hotel (la NSA pourrait lui indiquer d'avance si elle paye ou si c'est 
l'un des cryptographes qui doit payer sans lui reveler son identite!), alors l 'attaque 
lui permet de se faire payer deux fois, i.e. par la NSA et le cryptographe attaque. 
Ainsi, si les cryptographes ne recommuniquent pas avec la NSA (par exemple pour 
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la remercier d'avoir paye leur facture), alors l'arnaque ne sera jamais detectee. 
- Enfin, si ni le cryptographe attaque ni la NSA ne paient, alors la consequence de 
cette attaque est qu'il y aura deux payeurs : le veritable payeur choisi par la NSA 
et le cryptographe attaque. Ainsi, le protocole doit se terminer par un echec. Au 
moins Fattaquant sait que l'un des cryptographes doit payer et que ce n'est pas celui 
qui est attaque. Et comme Fattaque peut etre interne, i.e. un des cryptographes 
collabore avec l'intrus (qui ne Fattaque pas bien sur!), Fattaque permet a un tel 




SEMANTIQUE CONTEXTUELLE DU MODELE PROSPA 
5.1 Introduction 
Notre modele ProSPA, ainsi que tous les modeles formels probabilistes pour la verifi-
cation des protocoles cryptographiques proposes a ce jour, se heurte a l'obligation de 
quantifier sur tous les attaquants possibles. De plus, ces modeles se heurtent egale-
ment au probleme des faux attaquants, i.e. des attaquants qui connaissent par magie 
les donnees secretes du systeme avant de l'attaquer. En effet, considerons a nouveau 
le protocole d'authentification par mot de passe 
(c(Pw)\c(x).c'{y)[y = x].d(ok).0)\{c}. 
Puisque dans ces modeles un attaquant est un processus quelconque muni d'une stra-
tegic d'attaque, i.e. un ordonnnanceur, alors l'attaquant II = c'(pw).0, qui transmet 
le bon mot de passe serait admissible. Aussi, s'inspirant des techniques deja utili-
sees pour notre modele possibiliste CSPAD, nous proposons dans ce chapitre, une 
semantique contextuelle de notre modele probabiliste. 
5.1.1 Notre contribution 
Pour contourner ces difficultes, nous avons separe le modele des systemes de celui de 
rattaquant. En effet, comme dans le modele CSPAD, les protocoles sont modelises par 
des processus, alors que l'attaquant est implicitement represente par l'ensemble de ses 
connaissances plus un systeme deductif probabiliste polynomial et un ensemble des 
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fonctions probabilistes polynomials contraignates, denommees fonctions de selection. 
Ces fonctions de selection permettent a l'attaquant de pouvoir fixer un domaine de 
recherche "valide" pour tout canal d'ecoute conformement a sa base de connaissance. 
En effet, si on considere, par exemple, le protocole d'authentification par mot de 
passe ci-dessus, l'attaquant peut fixer un domaine de recherche D C M pour le canal 
d'input c'(y), i.e. pour le mot de passe. Si le mot de passe est genere de maniere 
totalement aleatoire, alors la probabilite qu'une fonction de selection F retoure un 
domaine de recherche contenant le bon mot de passe, doit etre de l'ordre de ^, ou 
n designe la longueur de la bande passante du canal c'. Si JF denote l'ensemble des 
fonctions de selection et Voly l'ensemble des polynomes positifs, cette contrainte est 
formellement etablie comme suit : 
VFef,ge-Poiy,<t>cM t.q. pw g 4> Prob\pw G F(c\ <j>)] < ——. 
q{n) 
Cette facon de faire, en plus de nous permettre d'eviter de quantifier sur tous les 
attaquants possibles, nous simplifie enormement la tache au moment de definir les 
classes d'actions equiprobables et rordonnancement. 
La semantique contextuelle ainsi obtenue engendre des systemes de transitions de la 
forme : les etats sont des configurations <f> > P ou P est un processus et <j> est la 
connaissance actuelle de l'attaquant et les transitions cf> > P—>ip > Q qui signifient 
que le processus P interagissant avec le contexte de connaissance <$> peut faire Tac-
tion a avec la probabilite p et evoluer comme Q interagissant avec un contexte de 
connaissance ip. 
En vue de verifier des proprietes de securite, nous avons defini les versions contex-
tuelles de nos equivalences asymptotiques du chapitre precedent. Au contaire de la 
semantique concrete, elles ne sont plus equivalentes : l'equivalence de trace etant 
plus fine. Nous avons egalement defini une bisimulation faible contextuelle et prouve 
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qu'elle raffine les deux equivalences asymptotiques. 
Enfin, pour demontrer l'utilite de notre approche, nous avons analyse un important 
protocole de securite : le "Crowds protocol" (Reiter et Rubin, 1998) developpe par 
Reiter et Ruben. C'est un protocole qui vise a assurer l'anonymat dans les transactions 
sur le Web. Pour assurer l'anonymat, ce protocole masque les communications de 
cliaque usager en les faisant acheminer par un usager choisi de maniere aleatoire a 
l'interieur d'un groupe d'usagers similaires. Ainsi, meme si un usager indiscret ou un 
membre malicieux du groupe observe un message envoye par un usager particulier, il 
ne peux jamais etre certain si l'usager est bien celui qui a envoye le message ou s'il 
achemine simplement le message d'un autre usager. Cette analyse nous a permis de 
donner une nouvelle caracterisation de Vinnocence probable en termes de probabilites 
cumulatives et de deduire, grace au systeme de transitions engendre par la semantique 
du protocole, un important theoreme, du a Reiter et Ruben, sur une relation que 
doivent verifier les parametres du protocole pour que l'innocence probable soit assuree. 
5.1.2 Organisation du chapitre 
Le reste du chapitre se presente comme suit : la semantique contextuelle est donnee 
dans la section 5.2. Les proprietes de securite sont exprimees en termes d'equivalences 
asymptotiques presentees dans la section 5.3 et la bisimulation faible dans la section 
5.4. Notre etude de cas est presentee dans la section 5.5. 
5.2 Semantique contextuelle 
Nous rappellons le lecteur que la syntaxe et la semantique concrete du modele sont 
decrites dans la Section 4.2 du chapitre precedent. Comme dans le cas possibiliste, 
l'attaquant peut etre modelise par l'ensemble des connaissances, denote par (f>, qu'il 
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acquiert lors de l'execution du protocole plus un systeme deductif illustre par le Ta-
bleau 5.1 qui lui permet d'inferer des messages a partir de cette base de connaissances. 
Mais comme dans la vie reelle, l'environnement dans lequel evolue le protocole est to-
talement sous le controle de l'attaquant, ce dernier peut done affecter une distribution 
probabiliste aux canaux publics sous son controle. Nous le modelisons en plagant les 
canaux publics sous le controle d'un ordonnanceur externe S decrit plus loin. Ainsi, 
l'attaquant est forme par la paire (</>, S). 
TABLEAU 5.1 Regies d'inference des messages ProSPA. 
<ph1in 4> H P l .p 2 (mi,ra2) 
<1 
<l> hPj m,; (l<i<k) A(!ni,---,m/;) '—> m 
d>\- k m 
v 9 i Pi 
5.2.1 Systeme deductif 
Le systeme deductif probabiliste du Tableau 5.1 permet a l'intrus d'inferer des mes-
sages a partir de sa base de connaissances 4>. La notation (/) \-p m signifie que m est 
deductible de (f) avec la probabilite p. Intuitivement, l'attaquant peut inferer, avec pro-
babilite certaine, tout message qui appartient a sa base de connaissances. De meme, 
s'il peut inferer deux messages rn\ et ra^ avec les probabilites respectives p\ et p2, alors 
il peut inferer le couple (mi, m2) avec la probabilite p\P2- Enfin, si A est une fonction 
probabiliste polynomiale d'arite k et A(mi, • • • , m^^m, alors m est deductible de cj> 
si tous les rrii le sont. 
Definition 5.2.1 : Soit cj) un ensemble. Un message m est deductible de, </> s'il 
peut etre engendre par les regies d'inference du Tableau 5.1. Nous denotons parT>((f>) 
I 'ensemble des messages deductibles de <f>. 
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Toute derivation (j> \-p in n'est pas forcement effectue en temps polynomial, puisque 
rien n'empeche l'arbre de derivation d'etre exponentiel (en N). Or, notre modele 
d'attaquant doit etre probabiliste polynomial. D'ou l'interet de ne considerer que les 
derivations qui se font en temps polynomial, denote par T>poiy^((f)). 
Proposition 5.2.1 Solent m, un message et eft un ensemble de messages. Une 
derivation (f> \-p m appartient a T>poly(N){<f)) si et seulement s'il existe un arbre de 
derivation de <f> \-p m dont le nombre de noeuds est polynomial en N. 
Preuve: Soit <j)\-p m une derivation. II est clair que si </> \-p m € £>poiy(N) (</>)> alors 
il existe un arbre de derivation de (j> \-p m dont le nombre de noeuds, denote par 
nodes(^) hp m), est polynomial en N. En effet, si nodes(<̂ > \~p m) n'est pas polynomial, 
alors le temps de derivation de m ne le serait pas non plus car chaque etape de 
derivation se fait en temps polynomial et il y aurait un nombre exponentiel d'etapes 
(ie de noeuds). 
Supposons maintenant que nodes((/> hp m) est polynomial en N. Puisque chaque etape 
se fait en temps polynomial, alors \/i G [l..nodes(m, (/>)(N)], il existe un polynome g, 
tel que le temps de la ieme etape de derivation soit majore par </j(N). Soit n le plus 
grand degre apparaissant dans tous les polynomes </,. Pour chaque polynome qt, posons 
qi = Ylj<n
 aijx^ o u a>j est le coefficient du monome xJ si ce dernier apparait dans qi 
et 0 autrement. Soient 6, = max{aij \ i G [l..nodes(</> \-p m)(N)]} et q le polynome 
defini par q = '^2j<n^jx''- ^ es^ c^a^r Que ^e polynome q majore les polynomes qt et 
le temps de derivation cj> \-p m est majore par nodes(c/> hp m)(N) x g(N), qui est un 
polynome en N puisque e'est le produit de deux polynomes. • 
La semantique contextuelle de ProSPA est donnee a la Table 5.2. Si un processus 
P peut faire une action a pour atteindre le processus P', alors la probability totale 
de cette action est calculee comme etant la probability que P fasse Taction a et 
atteint P' sur le nombre total des fagons differentes dont le processus peut faire 
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TABLEAU 5.2 Semantique contextuelle de ProSPA. 
c(m)[p] c(m)[p] 
Uutput 7i-,-nir p \ Input , u „.„ / "' — 
4>>P • 0U{m}[>F' </»p > 0 > P ' 
r[p] a-f>[p] 
p > pi p ^ pi 
Tau :—5—; Comm —, 5—: 1 LT(P.r )J " " l T ( P . o - 5 ) J 
fllt>P > 0 > F ' 4>\>P > 0 > F ' 
Taction a, qui est compte par la fonction de normalisation T definie ci-dessous. 
La fonction de normalisation nous permet de nous assurer que les probabilites de 
distribution sont bien comptees quand on evalue un processus dans un contexte donne, 
en particulier lorsqu'on compose plusieurs processus. En effet, lorsqu'on evalue un 
processus, l'ordonnanceur que nous expliquons plus loin en detail, choisit une action 
parmi toutes les actions disponibles et cette derniere est executee. L'ordonnanceur 
est certes controle par l'attaquant, mais ce dernier ne doit pas controler la reaction 
interne du processus. Par exemple, l'attaquant peut decider d'envoyer le message m 
sur le canal c, si le processus peut lire sur ce canal en plusieurs endroits, alors chacun 
des inputs sur ce canal a la meme probabilite de reagir a la requete de l'attaquant. 
Ainsi, chaque action est choisie uniformement parmi toutes les actions executables de 
meme type. D'ou l'importance de savoir le nombre exact de toute action executable 
a ce stade d'evaluation. A noter que dans le cas d'un output c(m) du protocole, nous 
normalisons la probabilite sur tous les outputs du protocole sur le canal c grace a la 
fonction T, avec 
~ , p v / Em'gdomM
 T ( p ' ~<m')) s i « € {c(m) \ceCetmeM}. 
T(P, a) = < 
I T(P, a) sinon. 
Enfin, tout message envoye par le protocole et intercepts par l 'attaquant augmente la 
connaissance de l'attaquant. Tout message recu de ce dernier doit etre deductible de 
sa base de connaissance cf>. Toute communication directe, observable ou privee, entre 
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deux composantes du protocole ne modifie pas sa base de connaissances. 
Definition 5.2.2 : La fonction normalisation T : Vroc x Act 
recursivement comme suit : 
N est definie 
Si P ^ Blocked dors Y(P, a) = 
smon : 
T(0,a) = 0 
1 si a = T 
0 sinon 
T(/3.P,a) 
1 si a — ft 
0 sinon 
T ( P \ I » 
T(P, a) s« a £ T 
0 smon 
T ( P \ C , a ) = 4 
T(P, a) si support (a) ^ C et a ^ T 
T(P, a) + Y.{pevaruai \ suPPort(/3)eC}
 T ( p - Z3 • ^) sia = r 
T(P|Q,a) = 
T(P,a) + T(Q,a) s i a S {Partial U {r}) 
T(P, a) + T(Q, a) + T(P, /3) x T(Q, (3) si a = (3 • (3 
Notons que, ici egalement, malgre la normalisation des probabilites, les systemes 
de transitions engendres par la semantique contextuelle (Tableau 5.2) des processus 
ProSPA ne sont pas purement probabilistes, puisque la somme des probabilites des 
transitions sortantes d'un sommet peut etre superieure a 1. En effet, considerons les 
processus P = cT(a)|cJ(6) dans l'environnement de connaissance (j> dont le syteme 
de transitions est illustre par la Figure 5.1 ou a = c^(a) et (3 = c^(b). On voit 
clairement que la somme des probabilites des transitions sortantes du sommet initial 




FIGURE 5.1 Systeme de transitions probabiliste de la configuration 4> > P = <j> > 
cl(o).0|^(6).0 
est done essentiel d'ordonnancer les differentes actions disponibles a chaque etape 
d'evaluation du processus. 
5.2.2 Actions strategiquement equiprobables 
Comme dans le cas concret, nous allons partitionner l'ensemble d'actions Act en 
classes d'actions strategiquement equiprobables. Nous rappellons que par strategique-
ment equiprobables, nous voulons dire les actions qui doivent etre choisies de maniere 
uniforme etant donnee une strategie S et que notre approche est guidee par les prin-
cipes suivants : 
1. Aucune strategie ne doit distinguer les actions internes d'un protocole. En ef-
fet, les actions internes d'un protocole etant invisibles a l'intrus, si la strategie 
consiste a laisser evoluer le protocole interieurement (si e'est possible evidem-
ment), alors si le protocole possede plusieurs actions internes, l'une de ces actions 
est choisie uniformement et executee. 
2. Aucune strategie ne doit permettre a l'intrus d'avoir un controle sur la reaction 
interne du protocole a ses requetes. En effet, si l'intrus decide, par exemple, 
d'envoyer un message sur un canal public de lecture du protocole et que le 
protocole peut le lire a plusieurs positions, alors toutes ces positions doivent 
avoir la meme chance de reagir a la requete de l'attaquant. 
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3. Quelle que soit la strategic choisie, l'intrus doit avoir un controle total sur ses 
propres actions. 
Definition 5.2.3 : La relation de strategies equiprobables ~ sur I 'ensemble Act est 
definie comme suit : 
{T} si a = T 
{c(ra)} si a = c(m) 
{c(ra') | m' & dom(c)} si a = c(m) 
{(3 • {3 | support(/?) = support(a)} si a — a' • a' 
oil [a]„ denote la classe d'equivalence de Vaction a. 
Cette equivalence dit simplement que 
1. Toutes les actions internes executables d'un protocole dans un etat sont indis-
tinguables. 
2. Tous les inputs d'un message m sur le meme canal sont equiprobables. 
3. Tous les outputs sur un canal sont equiprobables. Done en particulier si un 
protocole peut, dans un etat donne, emettre deux messages differents, alors 
l'attaquant ne peut pas le forcer a emettre l'un des messages au detriment de 
l'autre. 
4. Toutes les communications, observables sur un canal donne, sont equiprobables. 
En d'autres termes, un attaquant qui observe une communication sur un canal-
public, ne peut pas a priori imposer quel message doit etre communique sur ce 
canal. 
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5.2.3 L'ordonnanceur externe 
Maintenant, nous definissons formellement l'ordonnanceur externe. N'oublions pas 
que ce dernier est controle par l'attaquant et nous devons faire tres attention pour 
que sa definition reflete la capacite reelle de nuisance de Fintrus. Rappelons que 
conformement a la semantique contextuelle (cf. Table 5.2), tout message recu de 
l'environnement (regie Input) doit etre deductible de sa base de connaissance </>. Mais, 
comme le parametre de securite N est public, alors toute base de connaissance cj) d'un 
attaquant contient N. De plus, comme toute fonction constante, i.e. une fonction de 
la forme 
\fx \m(x) = m, 
est une fonction probabiliste polynomiale, alors tout message de longueur polynomiale 
est deductible en temps constant de cf>. En effet, N € <f> =>• <p hi N et comme Am(N) = 
m (i.e. Am(N) '—* m), on a bien <̂> hi m. Ainsi, etant donne un canal d'ecoute c(x) 
d'un protocole, ces fonctions permettent a l'intrus de generer et d'envoyer, en temps 
constant, tout message appartenant au domaine de ce canal. En d'autres termes, si 
un protocole attend un message secret (par exemple un mot de passe), l'attaquant 
peut par magie choisir la bonne fonction constante, i.e. celle qui retourne le bon 
secret et ainsi reussir son attaque. Pour eliminer ces faux attaquants, il ne suffit pas, 
comme dans le cas possibiliste, d'imposer que le secret n'appartient pas initialement 
a cj). Aussi, nous allons munir l'attaquant d'un ensemble de fonctions probabilistes 
polynomiales contraignantes de la forme F : 2M x C —• 2M, appelees fonctions de 
selection. Etant donne l'ensemble des connaissances actuelles (/> de l'attaquant et un 
canal public c, une fonction de selection F choisit un domaine de recherche valide 
pour ce canal conformement a (j). Soit Conf l'ensemble des configurations de la forme 
</> D> P et T l'ensemble des fonctions de selection. Nous definissons la fonction de 
localisation \ '• Conf x T —> 2~Act conformement a la nouvelle semantique. Elle prend 
une configuration ^ D> F et une fonction de selection F et retourne l'ensemble des 
160 
actions executables de <f> > P conformement aux contraintes imposees par F. 
Definition 5.2.4 : La fonction x '• C°nf x F ~~> 2"̂ * est definie recursivement par 
Si P i Blocked dors x{<t> > P,F) = {r} 
sinon : 
X((pl>0,F) = 0 
X(<P > c(m).P,F) = {c(m)} 
x(<j>>c{x).P,F) = F(<p,c) 
X(4>>P\Q,F) = x(<P>P,F)UX(<P>Q,F) 
U{a • a | a € x(4> > P,F) eta£x{4>> Q, F)} 
x(4>t>(P\r),F) = xtt>P,F)\r 
(x((f> > P, F) U {r}) \ {a € Vis | support (a) € C} 
, , , m / 1 , „ i «« ^aevartial t.q. support (a) eC eta-a€x(<f>>P,F) 
X 0 > (P\C),F) = { 
X(4> > P,F)\{ae Vis | support(a) € C) 
Nous sommes maintenant suffisament outilles pour definir formellement l'ordonnan-
ceur externe : 
Definition 5.2.5 : Un ordonnanceur externe S est une paire de fonctions probabi-
listes polynomiales (F, Q oil F G F est une fonction de selection et £ : 2-Act —• Act, 
une fonction probabiliste polynomiale stochastique verifiant les conditions suivantes : 
1. VACACI reA=^ Pvob[({A) = r] e {0,1}. 
2. ya,rseA a ~ 0 = » Prob[C(yl) = a] = Prob[C(,4) = /?] 
Etant dorme une configuration <p t> P (i.e. un etat du systeme de transitions) et un 
ordonnanceur (F,Q, le choix de la prochaine transition se deroule comme suit : la 
localisation x(4> > P, F) = A retourne l'ensemble des actions executables de l'etat <fi > 
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P conformement aux contraintes imposees par F. Ensuite, la fonction £ attribue une 
distribution probabiliste aux actions executables, i.e. elle choisit (avec une certaine 
probability) une action a dans A. Finalement, une des actions a disponibles est 
uniformement (cf. la normalisation) choisie et executee. 
Lemme 5.2.1 Soit 4> \> P une configuration. Pour tout (F,() € Sched, A — x(4> 1> 
P, F) ± 0 ==> 3a € A t.q. Prob[S(,4) = a] ^ 0. 
La preuve decoule de la condition de stochasticite qui est une condition de progression 
en ce sens que, a chaque etape devaluation, quelque chose de positif doit se passer, 
i.e. une des actions disponibles va etre executee. C'est une propriete importante en 
ce sens que l'ordonnancemeiit n'introduit pas des deadlocks qui n'ont pas lieu d'etre. 
Lemme 5.2.2 Soitcf) t> P une configuration, A = x{4> t> P-,F), Out(-4) eiComm(A) 
respectivem,ent les ensembles d!actions d'output partiels et de communications pu-
ft [pi 
bliques dans A. Soit </> > P—>ip t> Q une transition sortante de </> O P et q la 
probability que <j>> P execute a et atteint ip > Q selon Vordonnanceur (F,() denotee 
p si Piob[S(A) = T] = 1 
D> P—>s4> > Q- Nous avons alors : 
1. a — r alors q = p x Prob[S,(4.) = r] — 
0 sinon 
2. a £ Out (A) alors q — px Pvob[S(A) = a et siq ^ 0 alors pour tout (5 € Out (A) 
t.q. support(a) = support(,9) il existe ip' D> Q' G Conf t.q. <j> > P—>ip' t> Q', 
3. a = c(m) et 3D:a&D alors q = px Prob[5(.A) = a] x Prob[F(0, c) = D]. 
En d'autres termes, l'ordonnancement ne modifie pas les distributions probabilistes 
des actions internes d'un processus. L'ordonnancement n'infiuence que globalement 
la distribution probabiliste des actions d'output sur un meme canal. Autrement dit, 
l'attaquant peut influer sur la distribution probabiliste des canaux d'output, mais pas 
sur leurs contenus. L'attaquant a une influence totale sur la distribution probabiliste 
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des actions d'input. 
La preuve de 1 decoule de la condition 1 de la Definition 5.2.5. En effet, d'apres 
cette condition, on peut permettre a l'attaquant soit "d'attaquer" le protocole (i.e. 
d'intercepter un message emis par le protocole ou d'emettre un message sur l'un des 
ses canaux d'ecoute) en choisissant une action visible (disponible bien sur!) avec une 
distribution probabiliste conforme a son ordonnanceur : dans ce cas, aucune action 
interne n'est affectee. On peut aussi ne rien faire (a condition qu'au moins une action 
interne soit disponible. conformement a la condition de stochasticite) : dans ce cas, 
l'une des actions internes est executee sans que leur distribution probabiliste ne soit 
modifiee. 
La preuve de 2 decoule de la definition de la classe d'equivalence des outputs (De-
finition 5.2.3) et de la condition 1 de la Definition 5.2.5. En effet, la definition des 
classes equiprobables exige que, si plusieurs actions differentes d'output sur un meme 
canal sont executables a un etat donne, alors elles sont strategiquement equipro-
bables, i.e. choisies avec la meme probability Ici encore, voyons comment notre 
strategic differe de celle de Mitchell et al, 2006. Considerons a nouveau le proces-
sus P = c(m)\c(m') qui envoie sur le canal public c soit le message m suivi de 
m' soit le message vnl suivi de m. Soit (</>, (F, £)) un attaquant, avec notre stra-
tegic, nous avons A = xi'P l> P,F) = {c{m).c(m')}. Ces deux actions etant 
(support(c(m')) = support(c(m))) equiprobables, d'apres la condition de stochas-
ticite, on a : 
Prob[C(A) - c(m)\ + Prob[C(A) = c(m')} = 1. 
L'une, au moins, de ces probabilites est done non nulle. Supposons que e'est la pre-
miere et posons Prob[C(^4) = c(m)] = p ^ 0. D'apres la condition 2, on a : 
Prob[C(4) = c{m')} = Prob[((A) = c{m)] = p. 
On a done 2p = 1 qui implique que p = 1/2 et ceci quelque soit l'ordonnanceur choisi. 
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Ce qui reflete bien la nature totalement non deterministe de P. 
Nous obtenons alors le resultat important suivant : 
Theoreme 5.2.1 La somme des probabilites des transitions sortantes d'un sommet 
selon un ordonnanceur quelconque est inferieure ou egale a 1. 
Preuve: 
Soit (f) \> P une configuration, S = (FX) un ordonnanceur et Execs(<^> t> P) l'en-
semble des transitions sortantes de 4> t> P• Nous avons deux cas : 
[P $ Blocked] : dans ce cas nous avons 
Exec 5(^ > P) = {0 > P^<j> > Q | eual(P)^ Q} 
puisque x{4> >P,F) = { r} et T (P , r ) = 1. 
La somme des probabilites des transitions sortantes de </> > P selon S est 
p = ^ (Prob[eua/(P) = Q] x Prob[C({r}) - r]) 
Qeim(eval(P)) 
= \ J Prob[eua/(P) = Q] (condition de stochasticite de (.) 
Qeim(eval(P)) 
< 1 (par definition de eval.) 
[P € Blocked] : dans ce cas, nous avons 
Execs((p >P) = {tati = <t>> P ° - ^ V >Q\aex(^> P,F)etie [l..T(P, a)]}. 
La somme des probabilites des transitions sortantes de <f> > P selon S est 
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p = Yl Prob[C(x(0I> P,F)) = a] x qa x ( ^ pQ>i) 
Q£X(0I>-P) ie[l..T(P,Q)] 
{ 1 si a n'est pas une action d'input max{ Z ) e /m ( F W i C ) ) j m e £ )}(Prob[F(^, c) = D]) si a = c(m) 
< J ] Prob[C(x(<£ t> P, F) ) = a ] x g a 
c*6x(0I>P,F) 
( 2 , Pa,» < 1 : les paji etant des probabilites normalisees de la 
ie[l..T(P,a)] 
forme 
T ( P , a ) ' 
< J ] Prob[C(x(<£>P,F)) = a] 
(puisque qa < 1 : F etant une fonction probabiliste polynomiale) 
< 1 (par definition de Q. 
5.2.4 Probabil ity cumulat ive 
Pour conclure cette section sur la semantique contextuelle de ProSPA, nous adaptons 
les resultats sur le calcul des probabilites cumulatives dans la nouvelle semantique. 
Soit a = a\a.i . . . a „ une sequence d'actions. Nous disons que a est un chemin de la 
configuration cf> x> P a la configuration ip > Q s'il existe des probabilites non nulles 
Pi,p2,...,pn telles que 
</>0 > Po > <j)l\> Pi > ••• • 4>n > Pn, 
<f> = 4>0, if) = 4>n, P = P0 et Q = Pn. Si aucune confusion n'est a craindre, nous 
dirons simplement que a est un chemin de P a Q. De meme, nous disons que <f>\> P 
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atteint I/J > Q par le cliemin a avec la probabilite p suivant 1'ordonnancement S = 
(F,(), denote par 0 [> P = > s ip t> Q, si la probabilite que 5* choisit a, definie par 
Qi 
Prob[((x(^z-i > Pi-i, F)) — ai]pi) si a n'est pas un input partiel 
Prob[((x(^_i > Pi-i,F)) = a>i} x Plx 
(maxD€M(fWi_1)C)) Prob[F(c6j_i,c) = D]) sinon. 
est egale a p. Soit a une action, nous designons par a-chemin tout chemin de la forme 
of pi 
r*a. La notation 4> \> P ==>s V; t> Q signifie qu'il existe un a-chemin cr tel que 
4> [> P ^=>s 4> > Q- De meme, <fi > P ==>s ip > Q designe (f> D> P ^ 4 - s ip > Q si 
a ^ r et </> t> P = ^ 5 V •> Q sinon. 
Soit Con/ 1'ensemble de toutes les configurations, <? C Con/ un ensemble de configu-
rations et xj) t> Q €= <̂ . Soit P un processus, <f) un environnement et cr un a-chemin de 
4> t> P h \[) \> Q, nous dirons que a est minimal conformement a £ s'il n'existe pas un 
autre a-chemin a' de 4> \> P a ip > Q' tel que cr' est un prefixe de cr et ^ > Q' S <̂ -
Definition 5.2.6 : Soit £ C Con/ un ensemble de configurations, P un processus, 
(j) un environnement et a une action. Nous designons par Paths(cj) > P,=$•,$) le 
multi-ensemble de tous les a-chemins minim,aux de (f> \> P vers un element de £'. 
Notons que, si a et a' sont deux a-chemins tels que cj> t> P =^s ip > Q et (j> > 
P =>s V;' t> Q\ alors V; = V7' puisque les deux chemins ne different que par le 
nombre d'actions r qui precedent a. Notons egalement que la condition de minimalite 
ne s'applique qu'aux r-chemins. 
Definition 5.2.7 : Soit £ C Conf un ensemble de configurations, P un processus, 
4> un environnement, S un ordonnanceur et a une action. La probabilite totale que 
la configuration 4> \> P atteigne une configuration dans £ par un a-chemin selon 
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I'ordonnanceur S est calculee par la fonction de probability cumulative 
fj, : Conf x Act x 2Conf x Sched —• [0,1] definie par 
!
1 si(j)>P£<$'eta = T 
J2 Prob[S(<r)] smon 
crePaths(<t>>P,=^,A) 
Nous pouvons demontrer (par une induction sur la longueur des a-chemins) le theo-
reme ci-dessous. 
Theoreme 5.2.2 La fonction de probability cumulative est bien definie, i.e. 
5.3 Equivalences asymptotiques 
Dans cette section, nous allons redefinir nos equivalences asymtotiques du chapitre 
precedent qui stipulent que deux processus sont equivalents, si et seulement si, soumis 
aux memes attaques, ils engendrent " approximativement" les memes observations. 
Par approximativement, nous voulons dire asymptotiquement proches par rapport 
au parametre de securite. Nous allons montrer que, contrairement au cas concret, 
les nouvelles equivalences engendrees par cette semantique contextuelle ne sont pas 
des congruences pour les operateurs de restriction et de parallelisme. Nous allons 
egalement montrer qu'elles ne sont plus equivalentes : l'equivalence de trace est plus 
fine que l'equivalence observationnelle. 
167 
5.3.1 Equivalence observationnelle asymptotique 
Nous commengons par definir la probability d'observer une action visible qui nous 
servira a etablir l'equivalence observationnelle. Nous defmissons la probability d'ob-
server une action visible a comme somme de la probability d'observer directement a, 
i.e. la probability cumulative de faire un a-chemin pour atteindre n'importe quel etat 
plus la probability de l'observer indirectement, i.e. en observant d'abord des actions 
visibles differentes de a avant de l'observer. Pour cela, nous avons besoin d'etendre 
la notion de probability cumulative a une notion de probability cumulative plus ge-
nerate que nous appelons probabilite cumulative "up to H" dans un environnement (f> 
ou H C Vis. 
Definition 5.3.1 : Soit £ C Conf un ensemble de configurations, P un processus, 
4> un environnement, S un ordonnanceur et H un ensemble d'actions visibles. La 
probabilite cumulative "up to Hn est define recursivement comme suit: \/a £ Act\H 
= 1 si(j)> P € £ et a = r, 
= (i(</>>P,=Us,g) + 
0EH, ipoQeConf 
Lemme 5.3.1 La fonction de probabilite cumulative up to H est bien definie, i.e. 
Preuve: Si </> > P 6 S et a = r, alors /j,((f> > P, =>S/H, <̂ ) = 1 et le resultat en 
decoule. 
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Supposons qu'on n'est pas dans ce cas. Soit ir — T*a\ • • • T*an un chemin, <J) t> P 
une configuration et S un ordonnanceur. Nous disons que Taction a,; (1 < i < n) 
est a une distance i de la configuration <j) t> P sur le chemin n selon l'ordonnanceur 
S, denote par dv(<f> > P,ai:S) = i s'il existe une probability non nulle p et une 
configuration ip o Q telles que <fi [> P =4-s ip > Q et Vj> < i a,- ^ a,;. Autrement dit, 
dv((p > P, a, S) est la premiere position de Taction visible a sur le chemin -K slon 5. De 
meme, soit a £ H une action visible, posons UH(a) = {n = r*ctir*a2 • • -T*anT*a : 
n € N et Mi < n, on € //"}, nous disons que Taction a est a une distance maximale 
k de la configuration <fi > P selon 5 conformement a l'ensemble H, denote par 
dn{4> I> P,a,S) = k si supff6nH(Q)(dT(^» > P,a,S) — k. Nous allons prouver le 
lemme par une induction sur du{<j) D> P, a, H). Soit a £ Act \ H, nous avons : 
- [Base :] Si dn{4> > P, ct, 5) = 0, alors 
li{<f> D> P,=^s/ f f )<?) = / ^ > P,=4S ,Con/) < 1. 
La base d'induction est done etablie. 
- [Etape d'induction :] Supposons maintenant, que pour tout </>, P et H tels que 
du(4> > P, OL, S) < n, alors /i(</> > P, ==>S/H, &) < 1-
Puisque 
H(<I>>P,=US/H,£) = v(4>>P,^s,<?) 
+ J2 M>P^s,{1>>Q})i*kl>>Q^siH,g) 
0€H, y\>Q€Conf 
et que Thyphothese d'induction nous garantit que /j,(ip > Q, ==>S/H, &) < 1) H nous 
reste a montrer que 
/3e#, ip>QeConf 
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Or nous avons 
»(</>> P,=^>S,£) + Y, rt<t>>P,^s,{1>>Q}) 
0eH, ^>QeConf 
< Yl »(<!>> P,=£>s,Conf) 
0eHU{a} 
Nous terminons la preuve en remarquant que Saemjfa} M<A ^ Pi==^SiConf) est 
inferieur a la somme des probabilites des transitions sortantes de >p \> P selon 
l'ordonnanceur S, qui est inferieure a 1 d'apres le Theoreme 5.2.1. 
• 
Definit ion 5.3.2 : Soit a € Vis une action observable et P un processus. La proba-
bility que P genere a sous I'environnement <j> selon l'ordonnanceur S est 
Prob[0 t > P - » s a ] = ^ O > P, =^s/(Vis\{a}),Conf) 
Avant de definir notre relation d'equivalence observationnelle, remarquous que le 
Lemme 5.3.1 nous assure que Prob[</> > P ~^s ct] est bien une probabilite. 
L e m m e 5.3.2 La probabilite d'observer une action visible est bien definie, i.e. 
Vp,a,s,0 Prob[</> >P~*sa]<l. 
Nous pouvons maintenant definir notre relation d'equivalence observationnelle asymp-
totique qui stipule que deux processus sont equivalents s'ils engendrent les memes 
observations avec approximativement les memes probabilites lorsqu'ils evoluent dans 
le meme environnement et selon le meme ordonnanceur. 
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Definition 5.3.3 : [Equivalence observationnelle asymptotique] Deux processus P et 
Q sont asymptotiquement equivalents dans I'environnement (f>, denote par P ~^ Q, si 
et seulem.ent si, Mq € Poly, Va E Vis, MS E Sched, Bio t.q. VN > i0 
|Prob[</> > P -ws a] - Fiob[(j) \> Q ~^s a]\ < 
q(NY 
Theoreme 5.3.1 L'equivalence observationnelle asymptotique ~^ est une relation 
d! equivalence. 
Preuve: La reflexivite et la symetrie sont evidentes. Nous allons done prouver la 
transitivity. Soit P, Q et R des processus et </> un environnement tels que P ~^ Q et 
Q ~^ R. Soit q E Poly, a E Vis et S E Sched, alors on a : 
P ~ 0 Q => 3i0 tel que VN > i0 
|Prob[</> D> P ~*+s ct] — Prob[(/> D> Q -^s a]| < 
2g(N)' 
et Q ~0 R =4> 3j0 tel que VN > j 0 
|Prob[</> t > ( ? ^ s a ] - Prob[cj) > R-^s a}\ < ^7^)-
Nous avons done, VN > ko = max(?'o, jo) 
|Prob[0 D> P —>s a] - Prob[</> O R -~*S «]| 
= |Prob[0 > P ~»s ct] — Prob[(/> D> Q ~->s a] 
+ Prob[(/> > Q ~^5 a] — Prob[</> > i? ^ a]| 
< |Prob[0 l> P ~*S oi) - Prob[̂ > t> Q -^>s ct]\ 
+ |Prob[(/> o Q ~^s ct] — Prob[0 D> R -^s a] 
1 1 1 
2q(N) 2q(N) g(N) 
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D'ou P ~ 0 R. 
Lemme 5.3.3 Soit P, Q et R des processus. 4> un environnement et L un ensemble 
actions visibles. Nous avons : 
1. Si P ^u{a} Q alors c(a).P ~^ c(a).Q 
2. Si P ~,£ Q alors c(a).P ~^, c(a).Q 
3. Si P ~0 Q alors [A(a1; • • • an)^» m]P ~^ [A(al7 • • • an)^-* m].Q 
Preuve: 1. Nous avons Prob[<̂ > > c(a).P ~->s a] = fi(4> > P, =>s/(vis\{a})!Con/). 
Alors, si a = c(a), de la Definition 5.3.1, nous avons : 
~c(a) 
P r o l # >c(a) .P~> sc(a)] = ] T ^ > c(a).P,^s, {V> > Q}), 
ip>QeConf 
= ^>c(«) .F,4,t fU{a}t>P}) = l. 
De meme, 
Prob[0 t> c(a).Q ^ S c(a)] = n{<j> > c{a).Q, Ms, {4> U {a} O Q}) = 1. 
D'ou |Prob[0 > c(a).P ~>S c(a)\ - Prob[^ > c(a).Q ^S c(a)]\ = 0. 
Si a 7̂  c(a) alors de la Definition 5.3.1 nous avons : 
Prob[0 |> c(a).P -»S a] 
= X I M<£ •> c(a).P, =>s,Conf)n{4> > Q, =4-s/(Vi5\{a}),Con/) 
/ 3eVis \{a} , ip>QeConj 
c(a) = n{<j)\> c(a).P, ==±s,{(f)(j{a} O P}) ju(^U{a} [> P, =^s/(vis\{a})>
Con/)> 
C'est-a-dire 
Prob[^ l> c(a).P - * s a ] = l x Prob[</> U {a} > P -+ s a]. 
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De meme, nous avons 
Prob[(/> > c(a).Q - » s a] = 1 x Prob[<̂ > U {a} \> Q ~~>s a\. 
Puisque P ^u{a} Q, n o u s avons c(a).P ~^ c(a).Q. 
2. La preuve de c(a).P ~0 c(a).Q est identique a la prenve precedente a l'exception 
du fait que l'environnement n'evolue pas. 
3. Nous avons, Prob[</> > [A(a1, • • • an)^->].P -~**s a] = p x Prob[<j!> > P ~~>s a], et de 
meme, Prob[̂ > O [A(a1; • • • an)^\.Q -^s "] = p x Prob[(/> t> Q ^>s a]. Finalement le 
resultat decoule du fait qu'on a P ~^ Q. • 
Lemme 5.3.4 L 'equivalence observationnelle asymptotique nest pas une congruence 
pour les operateurs de restriction et le parallelisme, i.e. 
1. P ~ 0 Q & P\F ^ Q\T 
2. P ~ 0 Q j> P\R ~ 0 Q\R 
Preuve: Nous allons donner un exemple de deux processus obsrervationnellement 
equivalents, mais qui ne le sont pas par restriction ou par composition parallele. Soit 
i 
A(n)'—> i (0 < i < n et t.q. n + 1 est une puissance de 2), a = c(m) et (3 = c(m'). 
Considerons alors les processus suivants : 
P = a.0.0, Q = [A(l) --> a:]([a: = 0]a.(3.0\[x = l]/3.a.O) et P. = c(y).0 
II est clair que P ~̂ > Q quel que soit l'environnement 0, mais P \ r 9^ Q \ r si T = {a}. 
En effet, P \ r = 0, alors que Q \ r ^ 0 et permet d'observer j3 avec une probability 
non nulle. C'est evidemment du au fait que l'ordre d'apparition des actions n'a pas 
d'inipoitance pour l'equivalence observationnelle et que, contrairement au cas concret, 
l'attaquant ne peut pas inserer ses propres observations pour pouvoir distinguer P 
de Q. De meme, P\R 9̂ 0 Q\R- En effet, considerons l'ordonnanceur S = ((,F) 
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privilegiant les deux actions de communication a- a et /?•/?, i.e. formellement a • a 6 
A => C(A)c-^a • a et (3 • (3 € A =4> £ (A) <--»/? • /31, et F une fonction de selection 
quelconque. Alors, Prob[(/> > P|i? -ws a] = 0 et Prob[</> t> Q|i? ^ 5 a] = | • 
Bien que pratique, l'equivalence observationnelle contextuelle s'avere non suffisament 
forte devant un attaquant qui essaie, par exemple, de distinguer deux systemes en 
se basant sur l'observation d'une sequence d'actions visibles au lieu d'une action a 
la fois. Pour illustrer ce fait brievement, considerons par exemple les processus P = 
c(a).c(a).0 et Q = c(a).0. Ces deux processus sont insensibles a l'ordonnancement et 
\/S G Sched Ma G Vis et <j> on a 
Prob[0 > P -ws a] = Prob[</> t> Q ~+s a] = 1 si a = c(a) 
Prob[0 > P -^s OL\ = Prob[c/> 1> Q ^ j a] = 0 sinon 
Done, on a bien P ~0 Q. Ainsi, aucun attaquant ne peut distinguer P et Q bien 
qu'ils engendrent des traces observables differentes. Ici encore, contrairement a la 
semantique concrete, ou l'attaquant II — c(x) .c(y) .c'(b) .0 peut distinguer ces deux 
processus grace a sa propre observation c'(b) inseree apres avoir observe la sequence 
aa, la semantique contextuelle ne lui permet pas ce genre de manoeuvre. Pour remedier 
a ce probleme, nous allons etendre l'equivalence observationnelle pour inclure toutes 
les traces observables. 
5.3.2 Equivalence de trace asymptotique 
Nous commengons d'abord par definir la probabilite d'observer une suite d'actions 
visibles qui nous servira a etablir notre nouvelle equivalence. Nous definissons la pro-
babilite d'observer ctiO^ • • • otn recursivement comme la probabilite d'observer directe-
*A noter que ces deux actions ne peuvent pas etre disponibles tous les deux a la fois dans un 
meme etat. 
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ment cvi, i.e. la probability cumulative de faire un ai-chemin pour atteindre n'importe 
quel etat fois la probabilite que cet etat engendre a2 • • • an. 
Definition 5.3.4 : Soit ct\a2 •••otn une suite d'actions observables et P un processus. 
La probabilite que P genere a\d2 • • • an sous I'environnement (j) selon Vordonnanceur 
S est 
Prob[0 t> P ~»s UiOt2 • • • an] 
= Y, M > F ' = ^ ' {rp > Q}) • Prob[^ > Q - s a2---an\. 
ip>QeConJ 
Avant de definir notre equivalence, nous avons le lemme suivant (qui decoule d'une 
simple induction sur la longueur des traces observables et le Theoreme 5.2.2) nous 
assurant que la probabilite d'observer une sequence d'actions visibles est bien defmie. 
Lemme 5.3.5 La probabilite d'observer une suite d'actions visibles est bien definie, 
i-e., Vp,aua2,-,an,s,<i> Prob[0 D> P -+<? ai«2 • • •««]<!• 
Nous pouvons maintenant definir notre relation d'equivalence de trace asymptotique 
qui stipule que deux processus sont equivalents, si et seulement s'ils engendrent les 
memes traces observables avec approximativement les memes probabilites lorsqu'ils 
sont soumis aux memes attaques, i.e. lorsqu'ils evoluent dans le meme environnement 
et selon le meme ordonnanceur. 
Definition 5.3.5 : [Equivalence de trace asymptotique] Deux processus P et Q sont 
asym,ptotiquement trace-equivalents dans I'environnement </>, denote par P c^T Q, si 
et seulement si Vg 6 Voly, \/cti,a2, • • • , an € Vis, \/S G Sched, 3i0 tel que VN > iQ 
|Prob[(/> t> P ~>s cnia2 • • • « „ ] - Prob[</> > Q -~>s "1^2 • • • an]\ < -j^r-
175 
T h e o r e m e 5.3.2 L 'equivalence de trace asymptotique ~^r est une relation d'equi-
valence. 
P r e u v e : La reflexivite et la symetrie sont evidentes. Nous allons done prouver 
la transitivite. Soit done P, Q et R, des processus et (p i m environnement tels que 
P ~0 Q et Q ~0 R. Soit q e Poly, s une sequence d'actions observables et S £ Sched, 
alors on a : 
P~%Q=> 3i0 tel que VN > i0 
|Prob[0 \> P^3 s] - Prob[</> o Q ~»S s]| < ^ " 7 ^ 7 , 
et Q ~*0
r i? => 3 j 0 tel que VN > j 0 
1 
|Prob[^ >Q-~S s}- Prob[(j> D> R ~~s s]\ < 
2g(N) ' 
Nous avons done, VN > k0 — max(zo, jo) 
|Prob[<^> l > P ^ s s ] - Prob[c/> t> R ~»s s]\ 
= |Prob[<£ [> ? -> S s] - Prob[0 > Q -*S s] 
+ Prob[c/f) t> Q ~*s s] - Prob[^> t> i? ~+5 s] 
< |Prob[<£ D > F ^ s ] - Prob[<^ > Q ^ s j | 
< 
+ |Prob[^ > Q -^s s}- Prob[4> > R ~*s s] 
1 1 1 
2 9 (N) 2g(N) g (N) ' 
D'ou F ~ £ R. M 
L e m m e 5.3.6 Soit P, Q et R, des processus, <j> un environnement et L un ensemble 
d'actions visibles. Nous avons alors : 
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1. Si P ~ £ u { a } Q dors c(a).P ~ £ c(a).Q 
2. Si P ^% Q dors c(a).P ~* c{a).Q 
3. Si P ~^r Q dors [A(ax, • • • a„)'-» m ] P ~^
r [A(al5 • • • a n ) ^ m].Q 
Preuve: 1. Nous allons le prouver par induction sur la longueur de la sequence s. 
[Base :} s = a. Nous avons Prob[</> > c(a) .P ~~>s a] = fi((j) > P,=^s/(viS\{a}) )&>"/) > 
et alors : 
si a = c(a), de la Definition 5.3.1, nous avons : 
PTob[<t>>c(a).P~*sc(a)] = J^ K4>>c(a).P,Ms,{^ > Q}), 
4>t>QeConf 
= v(<P>c(a).P,Ms,{cf)U{a}>P}) = l. 
De meme : Prob[</> D> ̂ (a^.Q ^ s c(
a)} — ^{4> > c(a).<5, =?-5 , {</> U {a} > Q}) = 1. 
D'oii |Prob[</> > c(a) .P ~+s c(a)] - Prob[0 > c(a).Q ^ S c(a)]| = 0. 
Si a 7̂  c(a) alors, Prob[0 > c(a),P —*s en] = Prob[<̂ > > c(a).Q ~->s "] = 0. 
[Etape d'induction :] s = aia2 • • • an. Si a i = c(a) alors, par definition, nous avons : 
Prob[<j4 > c(a) .P ~+s 5] 
X I v{$>c{a)-P,z^s,Conf)ii{\l)>Q,=^si<yia\{a}),Conf) 
/3eVis\{a}, ip>QeConf 
= ^ D> c(a).P, Ms, {</> U {a} > P})/z(0 U {a} > P, 
C'est-a-dire Prob[(/> > c(a).P ~^s a] = 1 x Prob[0 U {a} > P ~^s a ] . De meme, 
nous avons Prob[^> O c(a).Q ~^s a] — 1 x Probf^U {a} t> Q ~^s " ] • Enfin, puisque 
P -0u{a} Q' n o u s a v o n s c(a).P ~% c(a).Q. 
2. La preuve de c(a).P ~^r c(a).Q est identique a la preuve precedente a l'exception 
du fait que l'environnement n'evolue pas. 
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3. Nous avons Prob[<£ t> [A(ai, • • • an)^->].P ~+s -s] = P
 x Prob[</> > P ~*s s], et de 
meme, Prob[</> > [A(ai, • • • an)^->].Q ~^s s] = p x Prob[</> > Q -~>s s]. Finallement, le 
result at decoule du fait qu'on a P ~lT Q. • 
Lemme 5.3.7 L'equivalence de trace contextualisee n'est pas une congruence pour 
les operateurs de restriction et le parallelisme, i.e. 
1. P ~* Q & P\T -*; Q\T 
2. P~»Q&P\R~»Q\R 
Preuve: Voici un contre-exemple. Considerons les processus suivants : 
P = (c(m).0|c(x).c7(a).0)\{c}, Q = <7(a).0 and R = d(b).0. 
Evidemment, nous avons P ~ ^ Q pour tout environement <j>, mais P | P 9^ Q\R. 
En effet, considerons l'ordonnanceur S = (P, £) ne donnant pas priorite aux actions 
internes, i.e. £(A)<-*T si {r} C A Alors, on a : 
Prob[0 > P | P -»S ~d{a)d{b)] = 0 et Prob[c/> D> P | P ~>s ?(6)?(a)] = 1, 
tandis que 
Prob[<^ > Q\R ~+s ~d{a)~d{b)\ = Probfcji > Q\R ~»s c'C&yta)] - ^ 
Nous avons le resultat suivant qui etablit que l'equivalence de trace asymptotique 
raffine l'equivalence observationnelle asymptotique. 
Theoreme 5.3.3 Si deux processus P et Q sont trace-equivalents, alors Us sont 
observationnellem.ent equivalents, i.e. P c^T Q =$• P ~^ Q. 
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Preuve: La preuve se fait par induction sur la distance dH(cf) O P, a, S) definie dans 
la preuve du Lemme 5.3.1. Soit a une action visible, 5 = {(,F) un ordonnanceur, q 
un polynome et H = Vis \ {a}. 
Prob[</> D>P->sa] = /i(</> O P, =^s/H,Conf) 
= fi(<f>>P,^s,Conf) 
PeH, rji>ReConf 
xProb[z/> > R ~^s «]• 
Soit 
Tr%{(j) D> P, a, S) = {s = aia2 • • • aka | Vt<k a{ € H et Prob[</> > P ^ s] + 0}, 
l'ensemble des traces observables de <f> \> P terminant par Taction a precedee exacte-
ment de k actions dans H. Notons que Tr^{4> > P, a) est un ensemble fini puisque, 
d'une part, ce sont des traces de longueurs finies (egales a f c + 1 ) et, d'autre part, 
le systeme de transitions sous un ordonnanceur S est a branchement fini. En effet 
a chaque etat ip t> R, l'ensemble des actions choisies par S est Im(((x{4> > P,F))) 
qui est fini, puisque ( est une fonction probabiliste (cf : Definition 4.2.1). Le nombre 
de transitions sortantes de ip > R selon l'ordonnanceur S est inferieur ou egal a 
£ / 8 e / m ( C ( X ( * > P , F ) ) )
T ( i 2 > / 3 ) - N ° U S a V O n S 
Prob[(̂ > > P ~^s a] 
k>0 sETrf*(4>>P,a,S) 
De meme, 
Pvob[(f)>Q^sa} = Yl Yl Prob[<j> > Q ~*% s]. 
k>0 seTrg (0>Q,o) 
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[Base :] si dH(4> > P, a, S) = dH(4> t> Q, a, S) = 0, alors on a : 
Fmb[(j) > P - < s a ] = n((j) > P, =^s,Conf) 
et 
Prob[0 l> Q ^ S a] = ^t(> > Q, ==>• 5, Con/). 
Puisque P ~ J <5, on a 
1 1/̂ (0 > i
3, ^s,Conf) - n(</> > Q, =^s,Conf)\ < 
9(N) 
D'ou 
|Prob[</> > P ~-+s a] - Prob[</> > Q ~>s a] I < —^TT 
[Etape (['induction :] supposons que m a x ( d ^ ( P | n , o, S), d# (Q|II, o, 5) = n, et ^qePoiy 
nous avons 
^ J ] |Prob[P |n ~ £ 5] - Prob[Q|II ~ £ *] | < - ^ — . 
k<ns<=Trg(.<t>>P,a,S)UTrg(<l>>Q,a,S) 
Maintenant, posons 
C/fc = T r f (<̂> > P, a, S) U T r f (</, > Q, a, S), 
alors on a : 
|Prob[</> > P ~*s a] - Prob[</> [> Q —>s a ] | 
= i E E (prob^ > p ^ s i - P r o b [< /> > Q ~*s *])i 
k<ns&Uk 
< | J2 E Prob[</> > P ~»£ 5] - Prob[<£ > Q ^ s]\ 
k<ns£Ufc 
+ J2 \Prob[<j> > P ~ # s] - Prob[c/> > Q ~»£ s]| 
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Par hypothese d'induct ion, nous avons 
| J2 E P r°b^ > P - 5 *] - P r ° b ^ > Q - 5 S}\ < — ! ^ r . 
k<nseUk ^ ' 
Posons rn = \Tr%(<t> t> P,a)\ + \Tr%{<j) > Q,a)\. 




£ |Prob[0 > P - | ,] - Pr„b[^ > « - f . ] | < — i ^ = ^ 
S€zUn 
On a done, 





5.4 Bisimulation probabiliste 
Nous adaptons la bisimulation probabiliste (faible) Mitchell et al, 2006, qui elle-
meme est une adaptation de celle de Milner, 1989, en presence d'un ordonnanceur 
probabiliste au lieu d'un ordonnanceur non-deterministe. C'est une facon classique de 
definir la bisimulation faible dans un modele probabiliste (Mitchell et al, 2006;Aldini 
et al, 2002;Bengt et al, 2002) decoulant des travaux de van Glabbeek et al., 1995. 
L'idee de base consiste a remplacer les transitions de la forme 4> > P =>• $ \> P' de 
la Definition 2.4.3 par la probability cumulative d'atteindre, a partir de l'etat </> t> P, 
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un ensemble d'etats (ie processus) equivalents via des sequences de transitions de la 
forme r*a. 
Soit K une relation d'equivalence sur l'ensemble des configurations Conf. L'ensemble 
quotient de Conf par R est denote par Conf/^ et pour toute configuration (j> > P € 
Conf, la classe d'equivalence de 4> > P est designee par [<f> D> P}^. 
Definition 5.4.1 : [Bisimulation contextuellej Une relation d'equivalence 3? sur l'en-
semble Conf est une bisimulation faible, si pour toute configuration (</> E> P, ij) \> Q) G 
3? on a : 
\/& € Conf/UMS e Sched.Va e Act : (i{4> > P, = ^ s , <%) = //(> > Q, ^>s, W) 
Deux configurations (p > P et il> \> Q sont probabilistiquement bisimilaires, denote 
par <f) \> P « ip t> Q, s'il existe une relation de bisimulation 3? telle que (4> > P,ip \> 
Q) G 3?. Nous sommes outilles pour definir la bisimulation sous un environnement 
donne. 
Definition 5.4.2 : [Bisimulation sous un environnement] Deux processus P et Q 
sont probabilistiquement bisimilaires sous I'environnement <\>, denote par P «^ Q, s'il 
existe une relation de bisimulation 5ft telle que ( ^ > P , ^ > Q ) g S . 
Nous avons le resultat suivant etablissant que l'equivalence observationnelle asymp-
totique est moins fine que la bisimulation probabiliste. 
Theoreme 5.4.1 Si deux processus P et Q sont bisimilaires, alors Us sont obser-
vationnellement equivalents, i.e. P «^ Q => P ~^ Q. 
Preuve: Nous allons faire la preuve par induction sur la distance dn(4> l> P>&,S) 
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definie dans la preuve du Lemme 5.3.1. Plus specifiquement, nous allons montrer que 
pour toute action visible a et tout ordonnanceur S, 
Prob[0 t> P ~+s oi\ = Prob[0 D> Q ~^>s ot]. 
Supposons que P R^ Q. Remarquons tout d'abord que P ra^ Q implique qu'il existe 
une bisimulation 5ft t.q. (<f> > P, <j> > Q) € 3ft. De plus, grace a la condition de 
minimalite des a-chemins, on a : V ^ £ Conf /9J.V5 € Sched.Va € Act : 
Soit a une action visible, S un ordonnanceur et H = Vis \ {a} 
[Base :] si d#(</> > P, a, S) — dn(<p > Q, OL, S) = 0, alors on a : 
Prob[</> > P ^ 5 a] = fi{<f> > P, =^s,Conf), 
xp>ReConf 
= Y, V(<P>P,^S,<?/). 
''//econf/n 
De meme, on a : 
Prot# > Q ~»s a] = Y »(<t»Q,=^s,&)-
'//eConf/^t 
Puisque 
V<^ G Con//3? : /i(^ t> P, =US, W) = //(tf> > Q, =US, 9/), 
on a 
|Prob[<£ > P ~~s a] - Prob[</> > Q —s a]\ = 0 
[Etape d'induction .'/supposons que pour tout ip\, fa, Pi et P 2 t.q. 
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duii'i > Ri, a) < n et dH(tj)2 O R2, a) < n, on a (^i > Ri, 1P2 > R2) € 3? =*• 
Prob[V>i > R\ ^ s &] — Prob[-02 > R2 ~^s &]• 
Maintenant, si max(dff(0 0 P, a, 5) = d# (̂> > Q, a, £)) = n (n > 0), on a 
Prob[<̂ > > P - » S « ] = M</> > P, ^ S / H , Con}) 
= ,i(</>[>P,=^s,Con/) 
+ £ / i (^>P,=^S ){V>il>i*i}) 
xProb[-0i l> Ri ~*s a] 
'//eConf/m 
+ E E rt<t>>P,J*s,tyi>Ri}) 
•'//tConf/vipeH, Vi>iJiey/ 
xProb[^i > i?i ^ 5 a]. 
De meme, 
Prob[</> > Q - 5 a] = E M ^ > Q > = ^ 5 , ^ ) 
J'/€Con//SR 
+ E E M^><3,^5,{^2>M) 
xProb[^2 t> -R2 ^ s a]. 
Soit VV/ t> P^/, un representant de la classe d'equivalence %'. Par hypothese d'induc-
tion, nous avons : 
\/ip t> R<E <$/.Picob[ip > R ~^s a] = Prob[V% [> Rf/ -^s «]• 
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Ainsi, on a : 
Prob[0 > P — S a] = J Z K<f>> P,^s,W) 
//eCon//SR 
+ Yl ^2v(4>>p> =^>s, W) • Prob[W/ > /** ^ 5 a], 
^/eConf/S/JG-H" 
et 
Prob[0 > Q - S a] = £ M ^ O Q , ^ , ^ ) 
y/eCon//s? 
+ J ] ] T M(^ > Q, = ^ s , ̂ ) • Probty;* > i i * ^s a]. 
Puisque 
P ^ Q => V/3 e Art. V ^ € Gm//3fc, M<̂  t> P, - 4 S , ^ ) - K<t> > Q, =^s, &) 
on a Prob[(f> t> P ~^s &] = Prob[</> > Q ~~+5 a]. • 
Enfin, pour conclure cette section, nous obtenons le resultat suivant etablissant que 
la bisimulation raffine l'equivalence de trace asymptotique. 




Preuve: Similaire a celle du Theoreme 5.4.1. Le lecteur le trouvera en Annexe II. 
Nous avons fmalement ce classement : 
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Corollaire 5.4.2 La bisimulation raffine Vequivalence de trace qui elle mime raffine 
Vequivalence observationnelle, i.e., nous avons les inclusions strides suivantes : 
Pour demontrer l'utilite de notre approche, nous allons terminer ce chapitre par 
une etude de cas : l'analyse de l'anonymat dans le "Crowds protocol" de Reiter et 
Rubin, 1998. Nous allons donner une nouvelle caracterisation de Y innocence probable 
en termes des notions definies dans cette section. Nous allons egalement deduire, grace 
au systeme de transitions engendre par la semantique du protocole dans le modele 
ProSPA, un important theoreme du a Reiter et Ruben sur une relation que doivent 
verifier les parametres du protocole pour que l'innocence probable soit assuree. 
5.5 Etude de cas : anonymat dans le "Crowds protocol". 
Le "Crowds protocol" (Reiter et Rubin, 1998) developpe par Reiter et Ruben vise 
a assurer l'anonymat dans les transactions sur le Web. Pour assurer l'anonymat, ce 
protocole masque les communications de chaque usager en les faisant acheminer par 
un usager choisi de maniere aleatoire a l'interieur d'un groupe d'usagers semblables. 
Ainsi, meme si un usager indiscret ou un membre malicieux du groupe observe un 
message envoye par un usager particulier, il ne peux jamais etre certain si l'usager est 
bien celui qui a envoye le message ou s'il achemine simplement le message d'un autre 
usager. 
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5.5.1 Specification du protocole 
Soit TV le nombre d'usagers participant au protocol, UH — {Ui\l < i < n, n < N} 
1'ensemble de usagers honnetes (non corrompus) et UE — {Uj\n < j < N} l'ensemble 
des usagers sous le controle de l'ennemi. Quand un usager Ut dans Un (l'initiateur 
doit etre un usager honnete) veut etablir une connection avec un serveur web, tout 
en restant anonyme, son fuerteur commence le processus de creation d'un chemin 
aleatoire jusqu'au serveur web comme suit : 
- Vinitiateur U choisit aleatoirement un usager Uj (relayeur) parmi les TV membres 
du Crowd (y compris lui-meme) et lui redirige sa reqiiete de connexion (chifrre avec 
la cle symetrique Ktj partagee par les usagers i et j). 
- Soit, avec la probability fixe (1 — p), ce dernier achemine la requete au serveur. Soit 
il choisit aleatoirement un nouveau relayeur Uk (avec la probabilite p) parmi les N 
membres (y compris lui meme) et lui transmet la requete re-chiffree avec la cle K^. 
Cet etape se repete jusqu'a ce que la requete soit acheminee au serveur. 
Dans la specification du "Crowds protocol" ci-dessous, nous utilisons la somma-
tion ^2i<nPiPi comme abreviation du processus probabiliste defini par le produit 
[A(m1;--- ,mk) w x](nj<n[a; = i]Pi) ou A(m i r - - ,mk)^i et Y,Pi = 1- Ce pro-
cessus modelise le choix probabiliste alternatif ou cliaque processus Pi est choisi avec 
la probabilite pit Par exemple, prenons le cas de l'initiateur du protocole. D'apres la 
description ci-dessus, il choisit aleatoirement un usager Uj parmi les iV membres du 
Crowd (y compris lui-meme) et lui redirige sa requete de connexion. Ce qu'on peut 
modeliser par la somme ^2j<N jjCij(req).0, oil la fonction A est la fonction random qui 
retourne i (i < N) avec la probabilite uniforme, ie pi = jj. Ensuite, il doit se compor-
ter comme n'importe quel relayeur, i.e., il attend sur ces canaux d'ecoute un message 
de la part des autres usagers ; ce qui est modelise par le produit fl/Kiv Cki{yk)-U'ik{yk)-
Enfin, s'il regoit le message m d'un autre usager sur le canal d'ecoute cki, il doit se 
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comporter comme le processus U'ik(m) qui, soit transmet le message au serveur avec la 
probability 1 — p, soit le fait suivre a un autre usager et revient a sa position initiale. 
Nous pouvons done specifier les usagers par des processus probabilistes suivants : 
Initiateur : Ui (i < n) 
i _^_^ 
Ui ::= E jy^(re9)-°)l E[ C^(yk)-Uik(yk) 
j<N k<N 
U'lk{z) ::= (C£ ^c,,{z)-0)\cM(z').U:k(z')) +
pcts(z).0 
1<N 
Relayeur honnete : Uj (i ^ j < n) 
Uj :== n ^{yk)-u'3k{yk) 
k<N 
1<N 
Relayeur corrompu : Uj (n < j < N) 
UJ::= Y[ckj{yk)^h{IDk).U'3k{yk) 
k<N 
U^(z) ::= ( ( £ ^c3l{z).Q)\ckj{z').U'jk{z')) +^cls{z).Q 
1<N 
Serveur : S ::= l\i<Nc's(x)-° 
oil Cij (Cij 7̂  Cji) est le canal de transmission des messages de l'usager U a l'usager Uj 
et P +p Q est l'abreviation de pP + (1 — p)Q. Notons que, d'apres la description du 
protocole, aucun usager ne peut voir une communication qui ne l'implique pas. Pour 
que notre specification respecte cette description, toutes les communications doivent 
se faire a travers des canaux prives, e'est-a-dire des canaux restreints. C'est pourquoi, 
dans le cas d'un usager corrompu, nous avons ajoute Faction "decorative" pub(IDk) 
qui modelise le fait que l'usager corrompu informe Fattaquant (a travers le canal public 
pub) de Fidentite de celui qui lui a envoye le message. Notons egalement que, dans 
cette specification, nous avons omis le chiffrement dont le seul but, pour ce protocole, 
est d'assurer le caractere prive des communications entre les membres du Crowd. Le 
protocole se modelise par la composition parallele de tous ses membres ou seul le 
canal pub est public. Formellement, soit C = {c^ : 1 < i, j < N} U {cis : 1 < i < N}, 
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la specification du protocole dans notre modele est le processus P defini comme suit : 
P::=(5|IJ^)\C 
i<N 
5.5.2 Specification de la propriete d'anonymat 
Reiter et Rubin, 1998, ont defini trois proprietes d'anonymat pour ce protocole. Celle 
qui nous interesse ici, est la propriete d'innocence probable qui stipule que, du point 
de vue de l'attaquant, l'usager de qui il recoit le message ne parait pas etre initiateur 
du protocole plus probable qu'un simple relayeur. En d'autres termes, la probabilite 
que l'usager, qui lui a envoye le message, soit effectivement l'initiateur du protocole 
est inferieure ou egale a i. Notons que seul le premier usager honnete a avoir envoye le 
message a un usager corrompu peut etre considere comme etant l'initiateur probable 
du protocole du point de vue de l'attaquant. En effet, si un usager apparait apres un 
usager corrompu dans la chaine de transmission du message, alors l'attaquant est sur 
qu'a cette position, il n'apparait qu'a titre de relayeur. Nous pouvons done dennir 
l'innocence probable comme suit : 
Definition 5.5.1 : Le "Crowds protocol" assure l'innocence probable a un initiateur 
si, sachant qu'il existe au moins un usager corrompu dans la chaine de transmission 
du message, la probabilite totale que l'initiateur puisse etre le premier a choisir comme 
successeur immediat (relayeur) un usager malveillant est inferieure a | . 
Soit E, l'evenement "il existe au moins un usager corrompu dans la chaine de trans-
mission du message" et Et l'evenement "l'usager Ui est le premier a choisir comme 
successeur imediat un usager malveillant". Soit Uio l'initiateur le protocole, l'inno-
cence probable est assuree si la probabilite que revenement Eio soit vrai, sachant 
que E est vrai, est inferieure a | , ie Prob[J5,0|£J] < | . Or Prob^^ l^] =
 r ° r o b ^ 
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et, puisque Eio => E, nous avons Prob[£
,j0|£'] = p ° i g | . Puisque nous nous inte-
ressons uniquement au premier usager a avoir transmis le message a un usager cor-
rompu, nous avons E = \J1<i<n E;b. Or les evenements Ei sont mutuellement exclusifs, 
done Prob^] = ^2i<i<n^'
ro^[^'i\- Enfin, soit Prob[</> > P ~-*s Ei] la probability que 
sous l'ordonnanceur S, le protocole engendre l'evenement Ei sous Tenvironnement de 
connaissance initiale (j). Nous avons le resultat suivant : 
Proposition 5.5.1 ViehniSeSched 
Prob[0 > P ^S Ei] = M > P,
P^i)s,Conf). 
La preuve de cette proposition decoule tout simplement du fait que les seules actions 
visibles sont les actions de la forme pub{IDi) et du fait que les evenements Ei sont 
mutuellement exclusifs et que Prob[̂ > D> P ~+s Ei] = Prob[(/> t> P ~~>s pub(IDi)]. 
Avec ce resultat, nous pouvons done specifier la propriete d'innocence probable grace 
aux probabilites cumulatives. Ainsi, nous avons le theoreme suivant : 
Theoreme 5.5.1 Le protocole assure I'innocence probable de I'usager Ui0 ssi 
VS € Sched. / i ( ^ P ' =*_s,Co»f) < 1 
£ 1 < J < n M < ^ ^ ^ , C - / )
 2 
A premiere vue, on pourrait penser que prouver que Finnocence probable est assuree 
par le protocole est une tache ardue, puisqu'il faut calculer les differentes probabilites 
pour tous les ordonnanceurs et il pourrait y en avoir une infinite. Heureusement, 
notre specification du "Crowds protocol" est insensible a l'ordonnancement, car il n'y 
a qu'un seul canal public et les actions sur ce canal ne sont que des actions d'ouput. 
De plus, il est facile de constater qu'il n'y a qu'une seule action pour cliaque etape 
d'execution du protocole. Enfin, signalons que la connaissance initiale de l'intrus (p a 
peu d'importance car e'est un attaquant passif. 
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Avant de calculer formellement la valeur de cette probabilite cumulative, nous allons 
exploiter quelques proprietes du protocole pour simplifier le calcul. En effet, tous les 
usagers honnetes jouent des roles similaires. Nous pouvons done les rassembler pour 
former un seul relayeur honnete en redistribuant correctement les probabilites. Nous 
pouvons faire de meme pour les usagers corrompus. Enfin, nous pouvons modifier la 
specification des usagers corrompus sans affecter la propriete. En effet, nous pouvons 
permettre aux usagers corrompus de transmettre leur message au serveur puisque le 
relayer a un autre usager ne leur apporte rien d'interessant sur la nature de l'identite 
de l'initiateur. Nous pouvons done specifier les differents agents comme suit : 
Initiateur : / 
h ••••= jjCih(req).0 + cie{req).0 
Relayeur honnete : H 
H :•= cih(x).Qh(x) 
ou Qh(x) •••= Rh(x)\chh(z).Qh(z) et 
, - , /x , „ / s p x n , . p(N — n) . 1 . . n — 1 , , -
Rh{x) ::= (1 - P)chs(x).0 +
 t^-chh(x).Q + N (-ete{x).0 + -^-c,,e(a;).0) 
Relayeur corrompu : E 
E ::= cie(x).pub(IDi).ces(x)\che(y).pub{IDh).ces(y) 
Serveur : S ::= cis(x).0\chs(y).0\ces{z).0 
La nouvelle specification du protocole est ainsi obtenue par la compostion parallele 
P = {I0\H\E\S)\C 
avec C = {cxy : x,y G {i,h,e,s}} dont le systeme de transitions est donne par la 
Figure 5.2. Les transitions etiquetees par r representent les actions internes du systeme 
tandis que les deux transitions etiquetees par a et [5 representent respectivement les 
deux actions publiques pub(IDi) et pub(IDh) par lesquelles l'usager corrompu informe 
l'attaquant de l'identite de celui qui lui a transmis le message. 
Nous pouvons maintenant calculer, a partir du systeme de transitions engendre par 
r—Az|UiiLf3 
10 
FIGURE 5.2 Systeme "Crowds" 
la semantique du protocole, les probabilities 
M0 > Prm^s&nf) et M(0 > P / " ^
h )
5 , C o n / ) . 
En effet, d'apres la Figure 5.2, nous avons MS € Sched, 
pub(IDt) 
M(0 > Pr^>sXonf) = ^ x l + f x (ZU^Y) x 
P \ i \ v p(N-n) 
N 
N-n(i , p 1 
^>P,pub^h)s,Conf) N-n N 
JL\i\ x p(N-n) x 
JV 
X 1 + ^ X (Si>0VjV 
N-n v P("-1) 
iV A (AT-pra) 
D'apres le theoreme 5.5.1, nous obtenons le resultat suivant : 
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Lemme 5.5.1 Le protocole Crowds assure I'innocence probable ssi 
N + p(l-n) ^^ 1 
N ~ 2 
Nous pouvons ainsi deliver cet important resultat du a Reiter et Rubin, 1998 : 
Theoreme 5.5.2 Soit p > \ la probability de relayer. Si le nombre total d'usagers 
corrompus, denote par c, est tel que N > p_l', alors le protocole assure I'innocence 
P 2 
probable de I'initiateur. 
Preuve: Puisque n est le nombre d'usagers honnetes, nous avons c = N — n et done 
plc+V, = P(N-n+l) _ p u i > I n Q U S a v o n g 
P~2 P-2 2 
p(c+l)<(p-\)N 
p(N -n+1) <[p- \)N 
P(l -n)< =jN 
N + p(l-n) < ijV 
JV+p(l-Ti) < 1 
N — 2" 
1 
' 2 P~ 
< N => 




L'interference admissible est une notion tres generale qui apparait etre une primitive 
tres naturelle a partir de laquelle il est possible d'exprimer la plupart des requis 
des systemes a flux d'information admissible. Toutefois les modeles proposes jusqu'a 
present, pour l'analyse des protocoles cryptographiques dans le cadre de la theorie 
du flux d'information admissible, se heurtent a un probleme majeur : 1'obligation de 
quantifier sur tous les attaquants possibles. Par consequent, l'interference admissible, 
telle que definie dans ces modeles, n'est pas tres pratique comme moyen de verification. 
Modele CSPAD. Pour resoudre ce probleme, nous avons propose un modele de speci-
fication des protocoles cryptographiques tres simple denomme Cryptographic Security 
Process Algebra with Downgrading ou CSPAD en abrege. C'est une algebre de proces-
sus a la CCS (Milner, 1989) avec passage de parametres par valeur qui etend l'algebre 
de processus SPA (Focardi et Gorrieri, 2001) syntaxiquement, pour prendre explicite-
ment en compte la specification des primitives cryptographiques, et semantiquement, 
pour prendre en compte la specification des niveaux de securite avec mecanisme de 
declassification. Nous y avons defini de nouvelles caracterisations de l'interference 
admissible grace a une representation symbolique (done finie) des attaquants. Le pro-
bleme d'analyse se reduit alors a un probleme d'equivalence checking de systemes 
infinis. Ces equivalences sont definies sur un systeme de transitions enrichi dont les 
transitions sont contraintes par la connaissance acquise par l'environnement, e'est-
a-dire des attaquants eventuels, a la reception de chaque message du protocole. On 
a defini sur ce systeme de transitions enrichi une equivalence de trace et une bisi-
mulation faible a partir desquelles nous avons defini nos nouvelles caracterisations de 
l'interference admissible qui evitent de quantifier sur tous les attaquants. Le probleme 
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d'analyse est ainsi un probleme semi-decidable. Les principales sources d'indecidabi-
lite proviennent du caractere non borne des parametres du systeme a verifier (nombre 
de sessions, nombre des participants, tallies des messages, etc.). Cette derniere dif-
ficulte peut etre surmontee en adoptant l'idee de la reduction symbolique que nous 
avons propose dans (Bastien et al, 2006) ou celle proposee dans (Lafrance et Mullins, 
2003a;Lafrance, 2004). Bien que dans cette these nous nous sommes limites aux requis 
de secret et de correspondance qui sont des proprietes de surete, notre approche peut 
etre facilement etendue pour prendre en compte des proprietes de vivacite, telle que 
l'equite, grace aux caracterisations de l'interference admissible basees sur la bisimu-
lation proposees dans cette these. 
Verification. Notre methode a ete implemente dans un prototype d'analyseur sym-
bolique des protocoles cryptographiques ASPiC (Bastien, 2004;Bastien et al, 2006) 
qui nous a permis d'analyser la plupart des protocoles de la librairie Clark et Jacob, 
1997, et surtout, de detecter une faille de securite dans le protocole SET (Brlek et al, 
2006a) d'e-commerce de Visa et Mastercard. Le fait que l'article (Brlek et al, 2006a) 
tienne le premier rang au palmares des articles de la revue scientifique Information 
Processing Letters les plus telecharges des sa parution, en debut de l'annee 2006, et 
continue de figurer dans le top 25 de ce palmares presque deux ans apres sa paru-
tion, temoigne de Finteret qu'une telle approche suscite au sein de la communaute 
scientifique internationale. 
Mode le probabil iste 
Toutefois, notre modele CSPAD, ainsi que la plupart des methodes formelles exis-
tantes de la securite de l'information developpees quand nous avons debute ce pro-
jet, est basee, d'une part sur l'approche dite "possibiliste" dans laquelle le non-
determinisme sert a modeliser les mecanismes aleatoires de generation de tous les 
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comportements possibles des systernes analyses et, d'autre part sur l'hypothese de 
cryptographie parfaite qui stipule que les primitives cryptographiques sont des boites 
noires. Ces approches sont trop grossieres pour decrire les fuites d'information pro-
babilistes et ainsi, prevenir les attaques basees sur les distributions probabilistes des 
evenements observables du systeme. 
Modele ProSPA. Aussi, nous avons propose un nouveau modele probabiliste polyno-
mial denomme ProSPA (Probabilistic Security Process Algebra). C'est un modele qui 
etend aussi bien syntaxiquement que semantiquement le modele CSPAD pour prendre 
en compte la specification des systemes de securite probabilistes utilisant des primi-
tives cryptographiques (probabilistes) polynomials et l'analyse de tels systemes dans 
un environnement hostile. Nous avons montre que la semantique de notre modele re-
flete adequatement la capacite de l'intrus a controler le reseau de communication sans 
pour autant controler la reaction interne du systeme avec lequel il interagit. En vue de 
verifier des proprietes de securite, nous avons defini deux equivalences asymptotiques. 
La premiere est une reformulation de I 'equivalence observationnelle asymptotique pro-
posee dans (Mitchell et al, 2006) dans le cadre de ProSPA. Constatant qu'elle n'est 
pas suffisamment adaptee pour nos besoins de verification, nous l'avons reformule 
pour prendre en compte toute trace observable au lieu d'une observation a la fois. 
Cependant, comme la plupart des problemes d'equivalence checking pour des modeles 
de calcul a base d'algebres de processus, nos equivalences asymptotiques souffrent du 
probleme de quantification sur tous les intrus possibles. S'inspirant des techniques 
utilisees pour le modele possibiliste CSPAD, nous avons defini une semantique contex-
tuelle pour notre modele probabiliste. Cette semantique, en plus de nous permettre 
d'eviter de quantifier sur tous les attaquants possibles, nous a enormement simpli-
fie la tache au moment de definir les classes d'actions strategiquement equiprobables 
et surtout d'avoir une definition simple d'ordonnanceurs et uniforme. Par uniforme, 
nous voulons dire applicable aussi bien aux processus bloques qu'aux processus non 
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bloques. Nous avons reformule nos equivalences asymptotiques, conformement a cette 
nouvelle semantique et avons prouve que, contrairement a la semantique concrete, elles 
ne sont pas equivalentes; l'equivalence observationnelle etant moins fine, justifiant le 
passage a l'equivalence de trace. Nous avons egalement defini, dans cette nouvelle 
semantique, une bisimulation faible qui raffine les equivalences asymptotiques. 
Verification. Enfin, pour demonter l'utilite de ce modele, nous avons verifie deux im-
portants protocoles probabilistes : le protocole "le Diner des Cryptographes" (Chaum, 
1988) et le "Crowds protocol" (Reiter et Rubin, 1998). Dans le premier cas, nous avons 
propose une version probabiliste de la specification de la propriete d'anonymat, due 
a Schneider et Sidiropoulos, 1996, et une specification du protocole comportant une 
faille de securite et avons montre qu'une semantique qui privilegie les actions internes, 
telle que celle proposee dans Particle (Mitchell et ai, 2006), ne peut pas detecter cette 
faille alors que la notre la detecte. Nous avons ensuite montre que, dans une imple-
mentation ideale du protocole, l'anonymat du payeur ne depend que du "fairness" 
des jetons. Nous avons egalement montre que, meme si les jetons ne sont pas biaises, 
une implementation reelle du protocole peut ne pas etre securitaire, due a certaines 
proprietes mathematiques des crypto-systemes utilises; ce qui montre l'importance 
d'avoir des modeles qui vont au-dela des hypotheses traditionnelles a la Dolev-Yao. 
Dans le deuxieme cas, l'analyse nous a permis de donner une nouvelle caracterisation 
de 1'innocence probable en termes de probabilites cumulatives et de deduire, grace au 
systeme de transitions engendre par la semantique du protocole, un important theo-
reme du a Reiter et Ruben sur une relation que doivent verifier les parametres du 
protocole, pour que l'innocence probable soit assuree. Bien que n'ayant pas necessite 
l'utilisation des equivalences contextuelles, cette analyse donne un apercu de toutes 
les belles choses que Ton peut faire dans ce modele. Le lecteur interesse trouvera dans 




Flux ^information probabiliste. Bien que, n'ayant pas encore totalement ex-
plore les consequences des nos definitions des equivalences probabilistes, nous pensons 
qu'elles permettront d'etablir de nouvelles caracterisations importantes des proprietes 
de flux d'information probabiliste qui exigent que les distributions probabilistes des 
evenements observables d'un systeme ne soient pas alterees par n'importe quel intrus. 
On serait tente de croire que les techniques presentees dans la premiere partie de cette 
these (Chapitres 2 et 3), pour les modeles possibilistes, sont transposables de maniere 
naturelle au modele computationnel ProSPA. Malheureusement, la reponse est nega-
tive. En effet, les caracterisations des proprietes de flux d'information pour les modeles 
possibilistes sont essentiellement basees sur le fait qu'en masquant et en supprimant 
les actions de haut niveau d'un processus, nous obtenons deux processus observation-
nellement equivalents. Or ces deux operations n'affectent pas l'ensemble des actions 
executables a un etat de la meme maniere. La premiere remplace certaines actions 
visibles par une action interne alors que la seconde les supprime. Puisque la strategic 
d'attaque, i.e. les ordonnanceurs, depend de l'ensemble des actions executables, l'at-
taquant pourrait utiliser cette difference pour distinguer les deux processus. II serait 
done necessaire de developper des nouvelles caracterisations de la non-interference 
et de Finterference admissible probabilistes adaptees aux particularites des modeles 
computationnels. A cote de cela, il serait egalement important d'etendre le champs des 
systemes de securite a verifier pour inclure une emergente et non moins importante 
categorie des systemes de securite : les protocoles steganographiques. 
Protocoles steganographiques. L'art de la dissimulation est a la steganographie ce 
que celui du secret est a la cryptographie. L'analyse des systemes steganographiques 
est encore peu dcveloppee. Si la cryptographic est devenue un champ de recherche de 
pointe, la steganographie est emergente. Encore peu mediatisees, les applications de 
la steganographie n'en sont pas moins spectaculaires et redoutables dans le contexte 
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de la mondialisation des economies, des tensions geo-politiques, de l'expansion de 
l'lnternet, de l'espionnage industriel, du piratage ou encore de la protection de droit 
d'auteur par "filigrane" (watermarking). II devient done important de developper des 
methodes d'analyse et de detection fiables. Toutes les methodes d'analyse develop-
pees a ce jour sont basees sur la theorie de rinformation. La securite des systemes 
de securite peut etre classee selon la capacite de calcul de l'adversaire. La securite 
des systemes contre des attaquants de capacite de calcul "raisonnablement" restreinte 
est dite securite computationnelle, alors que celle ne faisant aucune hypothese sur 
leur capacite de calcul est dite securite au sens de la theorie d'information. Or la 
securite de la plupart des systemes de securite pratiques, en particulier les protocoles 
steganographiques, est une securite computationnelle, puisqu'ils doivent etre robustes 
contre tout attaquant de capacite de calcul en temps polynomial. Nous pensons que 
la theorie de flux d'information que nous avons abordee dans la premiere partie de 
cette these, couplee a un modele computationnel comme le modele ProSPA, serait 
parfaitement adaptee pour exprimer les proprietes de securite des protocoles stega-
nographiques pour lesquels l'observation d'un stego-message au niveau public ne doit 
en aucun cas reveler l'existence du message dissimule. 
Toutefois, Panalyse des protocoles steganographiques s'avere plus complexe que celle 
des crypto-protocoles car un stego-systeme peut etre vu comme un crypto-systeme 
avec l'hypothese supplementaire que l'observateur connait, a priori, la distribution 
probabiliste des variables aleatoires des steganogrammes. De plus, l'adversaire n'a ni 
le meme role ni la meme puissance de nuisance que celui des crypto-protocoles. II 
s'agira done de developper une nouvelle caracterisation de la non-interference pro-
babiliste capable de detecter toute fuite d'information dans ces systemes en tenant 
compte de leur specificite. Une autre specificite des protocoles steganographiques est 
que, dans le cas de la detection des stego-messages, le protocole analyse ne rem-
plit pas le "principe de Kerckhoffs" (generalement admis pour les crypto-protocoles) 
qui stipule que le protocole est du domaine public : seules les cles doivent etre se-
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cretes. En effet, un observateur qui intercepte line communication et qui voudrait 
verifier si cette derniere contient ou non un stego-message, ne connait pas, a priori, 
le stego-systeme eventuellement utilise pour dissimuler le message. On est dans ce 
cas devant un probleme de test d'hypothese. II est done important de trouver une 
nouvelle propriete computationnelle de flux d' information correspondant aux bornes 
Bayesiennes (Chatzikokolakis et al, 2007) de la theorie d'information qui minimise 
la probability d'erreur. Enfin, signalons que la quantification du flux d'information a 
ete abordee dans des modeles formels (Clark et al, 2005), mais a notre connaissance 
aucun resultat de ce type n'existe dans un modele computationnel. II s'agira done 
d'etendre ces resultats aux modeles computationnels prenant en compte les specifici-
tes des stego-systemes. 
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ANNEXE I 
Specification du protocole ASET dans le modele CSPAD 
T A B L E A U 1.1 Specifications des processus client et sa banque en CSPAD 
C ::= a(xi).Cl 
C 1 ::= [{nc,idc,x{) \-pair x2][(x2,KSC) t-e«c x3}[((x2,x3),Kb) Henc x4]c2~(x4).C
2 
C2 ::= c3(x5).[(x5,Kc~
l) \-dec x6] J^J [x6 \~Pi x6+i] 
1<»<3 
[(n c ,x7 , id c ,xi ,x8) \-pair xi0][x10 \-hash xn] 
{(xg^KSb'1) \-dec x12][xu = x12]C
3 
C 3 ::= {{(nc,Kcm),Km) \-enc xn][(listP,x13) \-pair xi4]cl(xi4).C
4 
C4 ::= c5(x15)[(x15,Ken) ^dec x i6] J J [x16 (-P< xie+i] 
l<i<4 
[ ( n c , X i 7 , i c f m , X i 8 , Ks*P,Xi9) h p a i r X 2 i ] [x 2 i h ^ / j X22] 
[(X20,-ftr5'm"1) I"dec X23] [.T22 = X23]C
5 
C5 ::= [(nc ,xi7 ,X7,idm ,idc ,x18 ,x8 ,xig) hp a i r x24][(x24,.ft'S'c) l-pair x25] 
[ ( n c , X l 7 , C e r t 6 , X i 8 , X 8 , X i 9 , X 2 5 ) h j , o i r X26][(x26,-K'cm) ^enc X27] 
[(X18 ,X27) f-pair X 2 8 ] c £ ( x 2 8 ) . C
6 
C6 : : = Ci i (x29)[ (x 2 9, i^CTO) l"<iec X30] ^ Q [x28 ! > , X3 0+i] 
1<?<4 
[ ( n c , X i 7 , X i 8 , X 8 , X 3 i , X 3 2 , X 3 3 ) \-pair X35] [X35 \-hash X36] 
[(x34, KSm"
1) \-dec X37][X36 = X37] 
{(nc,xi7,x7,idm,idc,xls,x$,x19,x3l) \-pmr x38][x38 \-hash x39] 
[(x^.-ftT^b"1) \~dec X4o][x39 = X40]0 
B ::= c2(z1).[(xi,Kb~
1) hdec z2][z2 \~Pl z3][z2 hP2 z4] 




l) \-dec z9][zs = zg][z7 = certm] 
Bl •••= [{z5,nb,ze,z7,refb).zn-=encB(KSb,zw) \-pair zw] 
[({nb,refb,zu),Kc) he n c z12]cE{zi2).B
2 
B2 ::= c9(z13).[(zi3,Kb" ) \~dec zu][zu *-pi Z15P14 ^P2
 216] 
Yl [̂ 15 hPi zw+i}[z2i = refbV zn = z5][zi5 \-hash zi7] 
l<i<7 
[(zw,KSm~ ) \~dec Zis][zn = Zis,][(z5,Z20,rib,Z21,Z6,Z22,refb,Z2i) ^Pair Z2Q\ 
[z26 ^hash Z27][(z25,KSc~ ) \-dec Z2S][z27 = Z2S] 
B ••••= [(zs, Z20, >ib> z21, Zo, Z'22T ref bi z24, status) \-pair ^29] [(^29) -^ Sb) h e r e c z3g] 
[(z$,z2o,z2i,idb,Z22,refb,z24, status, z3o) \~pair z3\) 
\{z3\,KSh) \-enc z32][((z22, status, z30,z32),Km) he n c z33]cI^(x33)-0 
TABLEAU 1.2 Specifications des processus marchand et sa banque en CSPAD 
M ::= c{{certm).M
l 
M1 ::= c4(yi).[yi h p i y2][y1 hP2 y3][{y3,K 
m ) '"pi VA 
[y± i>i 2/5] [2/4 i-P2 ye]M
2 
M 2 ::— [{y5,nm,idm,refm,y2,$) ^Pmr yi\[{yi,KSm) \- enc 2/8 J 
l({nm,refm,$,ys),y(i) h e n c 2/9^(2/9). Af
3 
M 3 ::= c6(yio).[?/io l-pi yn][j/io l>2 2/12] 
b l l = re/m][(yi2,2/6) ^rfec 2/13] J J [2/13 ^ P i 2/13+i] 
l<i<6 
[2/14 = 2/5 V y15 = n m V y17 = refm][(n'm, idm, y18) h p a i r y2o] 
[(2/20, i^S'm) h e n c ?/2l] [((2/20, 2/2l), # a ) K n c 2/22]c7~(2/22)-Af
 4 
Af4 : := C8 (2/23)-[2/20 l-ftasft J/24][(2/23,-K'S~
1) hdec 2/25] [2/24 = 2/25] A4"5 
M5 •••= [(2/5, nm,idm,refm,y1s,$, 2/19) l-pair 2/26][(2/26,-^S'm) l-po»r 2/27] 
[((2/26, 2/27),-Kb) I-enc 2/2s]c9(2/28)-Af6 
Af6 ::= cio(2/29)-[(2/29,A''m"
1) \-dec y30] J J [2/30 ̂ P i 2/30+;] 
l<i<4 
[2/31 = re/TO] [(y5, nm, idm, idb, refm, 2/is, $, 2/32,2/33) ^pmr £35] 
[2/35 l-ftosfe 2/36] [(i/34, KS^1) I"dec J/37] [2/36 = 2/37] A4"7 
M 7 ::= [(y5, n m , ne / m , y18, receipi, y33) hpair y38} 
[(y3S,KSm) \-smg 2/39][((receipt,j/32,2/33,2/39),2/6) ^enc 2/4o]cH(2/4o)-0 
A : : = C T ^ I ) . ^ * ! , ^ - 1 ) h d e c f2][t2 hpi t3][t2 hp2 t4] 
I I [*3 ^Pi U+i\[U = idm][t3 hhash h][{U,KS^) hdec tg][ts = tg]A
1 
1<<<3 
A 1 — [t7 = cert6][(*8,if50) he n c *io]^(*io)-0 
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ANNEXE II 
Preuve du theoreme 5.4.2 
Nous allons prouver le theoreme par une induction sur la longueur des sequences 
(traces) observables. Plus particulierement, nous allons prouver que, pour toute se-
quence s = a\a.2 • • • an d'actions visibles et tout ordonnenceur S, 
Prob[<£ O P -^s s] — Pvob[(f> > Q -^s s\. 
P ^ Q => 35R, une bisimulation t.q. (4> > P, <f> > Q) € 5ft. 
[Base :] n = 1, c'est-a-dire s = a\. 
|Prob[</> O P ~>s s] - Prob[0 > Q ~^S s]\ 
4>>ReConf 





[Etape d'induction :] supposons que, pour toute sequence s' = a^a^ • • • a'k t.q. k < n 
et pour toutes configurations (ip t> R, ip' > R') 6 5ft, on a 
|Prob[V> \> R~>s A - Prob[V/ \> R' ~*s *']\ = 0. 
216 
Alors, on a : 
|Prob[(/> > P ~*s s]- Prob[</> D> Q ~>s s}\ 
= I H^ReConf M</> > P> ^ s , {V> > R}) • Prob[^ > R^sa2--- an] 
- Z^R'zeonf ^ >Q,^s, W >R'})- P r o t # ' > # - s a2 • • • an) | 
= I E^eQ>n//«(Ev»>fle«' M 0 > ^ =^s> {^ > i?}) • Prob[^ > R~+s a2-••(*„] 
- E ^ > t f e * M 0 > <?> =^>s, {^' > # } ) • Prob[^ ' > i ? ^ a 2 - «„]) 
Soit V-V/ !> ^?'//, un representant de la classe d'equivalence W. Par hypothese d ' induo 
tion nous avons : 
Vi/> > R € fy.Prob[ip > R ~^>s a2---an] = ProbfVv/ > Rjy ~^>s a2--- an). 
Ainsi, on a : 
|Prob[0 > P -~+s s] - Prob[<jf> t> Q —>S s}\ 
= I EveConf/xCZ^Re-// M</> > P> ^ s , {i> > R}) 
~ E v > f l ' € * M</> > <9, ̂ s > {^' t> R'})) • Prob[i/>* D> Rf/ -~*3 ot2--- an] 
= I E veconf/ui^ >P,^>s,W)- K<l> > Q, ^>s, <%)) 
•Prob[t/% > Ry/ ~>s «2 • • • «„] 
= 0 puisqueP » ^ Q. 
