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ABSTRACT
In this paper we describe an approach to generating low-order mod-
els of spiral inductors that accurately capture the dependence on
both frequency and geometry (width and spacing) parameters. The
approach is based on adapting a multiparameter Krylov-subspace
based moment matching method to reducing an integral equation
for the three dimensional electromagnetic behavior of the spiral in-
ductor. The approach is demonstrated on a typical on-chip rectan-
gular inductor.
Index terms: RF-inductor synthesis, RF-inductor design, RF in-
ductor optimization, parameterized model order reduction, param-
eterized reduced order modeling, modeling.
1. INTRODUCTION
In order to provide product designers with inexpensive wireless
connectivity, designers of mixed-signal integrated circuits are often
including radio-frequency (RF) subsystems. Almost all of these
RF subsystems make use of inductors, and for on-chip applica-
tions, these inductors are fabricated using spirals of aluminum or
copper. Therefore, in order to optimize RF designs, designers and
computer-aided design tools need accurate, but easily evaluated,
models of the electrical behavior for these spiral inductors.
Analytically determining general and easily evaluated models for
spiral inductors is difficult because inductor current-voltage charac-
teristics are nonlinearly dependent on both semiconductor process
parameters, such as dielectric constants and metal thickness, and
design parameters such as metal width and spacing. Instead, the
most reliable approach to accurately determining spiral inductor
characteristics is to solve numerically Maxwell’s equations on the
three-dimensional inductor geometry associated with the process
and design parameters of interest. However, numerical simulation
is too computationally expensive to allow for design exploration.
If it were possible to extract geometrically parameterized, but in-
expensive to evaluate, models for the spiral inductors, then such
models could be used for detailed optimization and synthesis of RF
subsystems.
The idea of generating parameterized reduced-order models is
not new, recent approaches have been developed for interconnect
that focus on statistical performance evaluation [1, 2] and clock
skew minimization [3]. One recently developed technique for gen-
erating geometrically parameterized models of physical systems
assumed a linear dependence on the parameter, and was applied
to reducing a discretized linear partial differential equation using
a projection approach [4]. Resistor-capacitor (RC) models of in-
terconnect are linearly dependent on width and spacing parame-
ters, at least for simplified models, and are typically reduced with
respect to the Laplace transform parameter using projection ap-
proaches [5, 6, 7, 8, 9, 10, 11, 12, 13]. This fortuitous combi-
nation of attributes made generating geometrically-parameterized
reduced-order models of RC interconnect a natural candidate to
drive the development of projection-based multiparameter model
reduction techniques [14, 15].
In this paper we extend the parameterized model reduction ap-
proach presented in [15] to the case of spiral inductor modeling, a
more challenging application because the inductor’s electrical char-
acteristics are nonlinearly dependent on geometry parameters. We
start in the next section by describing the electromagnetic model
for spiral inductors and the linear projection-based multiparame-
ter model reduction technique. In Section 4, we describe a simple
fitting approach combined with parameter extension to convert the
nonlinear dependence on a few geometry parameters in the electro-
magnetic model of the spiral inductor to a linearly dependent model
over a larger number of parameters. Specifics of the procedure are
given in Section 5, results for a rectangular spiral inductor are given
in Section 6. Finally, conclusions and acknowledgments are given
in Section 7.
2. BACKGROUND: A VOLUME INTEGRAL
FORMULATION
In order to characterize accurately the quality factor and resonant
frequency of a integrated circuit spiral inductor, it is necessary to
properly account for the impact of the distributed capacitance, skin
depth, and proximity effects. In one commonly used formulation
which captures these relevant effects, described in [16, 17], con-
ductor volume currents and surface charges satisfy the following
system of integral-differential equations:
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where V and S are the union of the conductor volumes and surfaces,
J is the unknown volume current distribution and ρ is the unknown
conductor surface charge (diagrammed for a single conductor in
the top of Fig. 1). The scalar potential, denoted above as φ, is un-
known on all but external contact surfaces. The constants µ, ε, and
σ are the free space permeability, the free space permittivity, and
the conductor conductivity respectively. Finally, ω is the angular
frequency of the conductor excitation.
The are many approaches to discretizing the system represented
by (1), (2), (3), and (4). Standard piecewise constant, higher order,
or frequency-dependent basis functions have been used to repre-
sent J and ρ [18, 16, 19, 20, 21, 22], and the basis function coef-
ficients have been determined using both collocation and Galerkin
methods applied to (1) and (2). There are also several choices for
imposing the current and charge conservation conditions in (3) and
(4) [16, 23, 24]. In this effort, we have used piece-wise constant
basis functions to approximate both volume currents and surface
charges as shown in the bottom of Fig. 1. In addition, (1) and (2)
were enforced using a Galerkin condition and collocation condition
respectively. Finally, we have imposed current and charge conser-
vation using a mesh formulation as in [17, 25], leading to a set of
algebraic equations in the Laplace transform domain:

M f Mp 
R f

sL f 0
0 Ps 

MTf
MTp

Im
 
s   Vm
 
s  (5)
where s is the Laplace transform variable, R f 
 L f and P are the re-
sistance, partial inductance and coefficient of potential matrices re-
spectively. Im
 
s  is the vector of unknown mesh currents, and Vm
 
s 
is the mostly zero vector of known mesh voltages. The sparse ma-
trices M f and Mp represent KVL equations which involve current-
carrying filaments or charged panels respectively. Defining a state
x including Im and φ, (where φ  PMTp Im  s), and using a manipu-
lation shown in [25] one can write (5) as a dynamical state space
linear system
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3. BACKGROUND: MODEL ORDER REDUC-
TION FOR LINEARLY PARAMETERIZED
SYSTEMS
Consider a parameterized system of equations

E0

s1E1



spEp  x  Bu (11)
y  Cx

where u is the input, y is the output, x is the vector of internal
“states” related to the input and output through matrices B and C
respectively, s1 



 sp are p scalar parameters, and E0 



 Ep are
n ﬀ n matrices. If the parameterized system represents a “dynam-
ical” system, a subset of the parameters will be dependent on a
Laplace transform parameter.
Figure 1: Conductor volumes are discretized into current-
carrying filaments to represent interior current distribution
and conductors surfaces are discretized into charged panels to
represent surface charge distribution.
Following [15], one can produce a reduced order system using
congruence transformations on the individual matrices E0 ﬁﬂﬂﬂﬁ Ep
ﬃ
V T E0V  s1V T E1V !    spV T EpV " xˆ # V T Bu (12)
y # CVxˆ
ﬁ
where xˆ is the reduced state vector of length q $%$ n, and the projec-
tion matrix V has size n & q. The columns of V can be chosen so that
the transfer function of the reduced system (12) matches the first
q terms of the multi-variable Taylor series expansion in s1 ﬁﬂﬂﬂﬁ sp
of the transfer function of the original system (11). Specifically,
in [15] it is suggested that for a single-input multi-parameter sys-
tem, V is constructed such that
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where vector b is given by
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4. MODEL ORDER REDUCTION OF NON-
LINEARLY PARAMETERIZED SYSTEMS
In this section we consider a non-linearly parameterized state
space system model
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 sψ  is a system descriptor matrix function of size
n ﬀ n, which in general may be non-linearly dependent on the ψ pa-
rameters s1,...,sψ. These dependencies may be known analytically
or a black box function evaluator, such as an electromagnetic field
solver, may be used to compute ˜E
 
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 sψ  for desired combina-
tions of parameters s1,...,sψ.
One way to reduce the order of such parameterized systems is to
fit the nonlinear ˜E with a linearly parameterized system as in (11),
and then apply the moment-matching procedure described in Sec-
tion 3. If ˜E
 
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 sψ  is available in a simple analytical form, or
if a field solver can be used to evaluate the function for many val-
ues of the parameters, then a least-squares polynomial interpolation
scheme can be used to fit ˜E to a truncated power series as in
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The nonlinearly dependent polynomial interpolant in (16) can then
be cast in the form of (11) by extending the parameter set to p new
parameters
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and consequently the p  1 new matrices
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The above simple scheme will only be effective for ˜E matrix
functions which are either only mildly nonlinear or functions of
very few parameters. To see why, consider that following (16), the
number of terms in a kth-order power series approximation grows
as O
 
ψk  , and therefore the approximating linearly parameterized
system will have p  O
 
ψk  parameters. Matching moments for
a large number of parameters is prohibitively expensive, though it
is possible to improve complexity somewhat by exploiting the rela-
tionship between the power series approximation of ˜E and moment-
matching, along the lines of the single-parameter approach in [26].
5. PARAMETERIZED MODEL REDUCTION
OF AN SPIRAL RF-INDUCTOR
In this section we describe our procedure for generating param-
eterized low-order models of integrated spiral inductors. In this
work, skin and proximity effects as well as resonances due to dis-
placement currents (parasitic capacitors) are all accounted for us-
ing the method described in Section 2. A picture of the volume
discretization is shown in Fig. 2
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Figure 2: Planar spiral two-turns RF-Inductor used for the
analysis in this work. In this picture the volume discretization
of the wires is made visible: the picture is not to scale. Different
shades indicate different current densities in each filament.
In order to keep the system sizes manageable for our prototype
implementation, we did not include the effect of the substrate, al-
though we recognize that it may play an important role in the be-
havior of many spiral inductors.
To construct a low-order parameterized dynamical linear system
model for the two turn inductor as a function of wire width W and
wire separation d, we followed a procedure based on the techniques
presented above. In particular, we used the following steps:
1. We selected 9 evaluation points for wire width and wire sep-
aration
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2. Matrices R f 
 L f , and P in (5) depend on parameters W and
d. For each pair
 
Wk 
 dk  we used the solver in Section 2 to
calculate the matrices R f
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Wk 
 dk 
 L f
 
Wk 
 dk  , and P
 
Wk 
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We then used (7) and (9) to calculate Lk  L
 
Wk 
 dk  and
Rk  R
 
Wk 
 dk  . The discretization panels were adapted to
represent charge crowding near edges and corners, and the
filaments were adapted to accurately model current proxim-
ity and skin depth effects. For a two turn inductor, the num-
ber of filaments and panels required generated dense Lk and
Rk matrices which were of size 422 ﬀ 442.
3. We calculated a second order polynomial interpolation match-
ing the 9 matrices data points Lk and Rk previously obtained
for each pair of parameters
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Specifically, L i  jr t , the
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of data matrices Lk solving the least square problems
ab
b
b
b
b
b
b
b
b
b
b
bc
1 W1 d1 W 21 W1d1 d21
1 W2 d2 W 22 W2d2 d22
1 W3 d3 W 23 W3d3 d23
1 W4 d4 W 24 W4d4 d24
1 W5 d5 W 25 W5d5 d25
1 W6 d6 W 26 W6d6 d26
1 W7 d7 W 27 W7d7 d27
1 W8 d8 W 28 W8d8 d28
1 W9 d9 W 29 W9d9 d29
d e
e
e
e
e
e
e
e
e
e
e
e
f
ab
b
b
b
b
b
b
b
b
c
L i  j0  0
L i  j1  0
L i  j0  1
L i  j2  0
L i  j1  1
L i  j0  2
d e
e
e
e
e
e
e
e
e
f

a
b
b
b
b
b
b
b
b
b
b
b
b
b
bc
L i  j1
L i  j2
L i  j3
L i  j4
L i  j5
L i  j6
L i  j7
L i  j8
L i  j9
d
e
e
e
e
e
e
e
e
e
e
e
e
e
e
f

R i  jr t the
 
i 
 j  components of interpolation matrices Rr t can
be calculated from R i  jk , the
 
i 
 j  components of data ma-
trices Rk solving similar least square problems. Other basis
functions could be used for this interpolation.
4. Assuming a Taylor series expansion point s0 for the the fre-
quency variable s in (6) we introduced p  11 new parame-
ters and we calculated the 12 matrices for the linearly param-
eterized system in (11)
E0  s0 g L0  0
 R0  0
s1  W E1  s0 g L1  0
 R1  0
s2  d E2  s0 g L0  1
 R0  1
s3  W 2 E3  s0 g L2  0
 R2  0
s4  W d E4  s0 g L1  1
 R1  1
s5  d2 E5  s0 g L0  2
 R0  2
s6  s E6  s0 g L0  0
s7  sW E7  s0 g L1  0
s8  sd E8  s0 g L0  1
s9  sW 2 E9  s0 g L2  0
s10  sW d E10  s0 g L1  1
s11  sd2 E11  s0 g L0  2
5. Finally we applied the procedure in Section 3 and obtained
a parameterized small system. For this example we chose
to match one single moment with respect to each of the 11
parameters si, resulting in a final system as in (12) of or-
der q  12 where each reduced matrix V T EiV is size 12x12.
Note that matching a single moment with respect to the pa-
rameters si implies matching two moments in the original
parameters W and d. Note also that one can choose to adjust
the accuracy with respect of each parameter si independently
by adding more vectors related to si in (13).
6. EXAMPLE RESULTS
We have used the procedure described in the previous section to
construct a parameterized low order model for a two-turn inductor.
Wire width and wire separation were varied between 1um and 5um.
The overall dimensions of the inductor is maintained constant at
600um x 600um. The wire thickness is 1um. The effect of the
substrate is neglected. In Fig. 3 and 4 we show inductance and the
quality factor of the inductor
Lind 
Im [ Zind ^
ω
Qind 
ωLind
Rind

Im [ Zind ^
Re [ Zind ^


where Zind  1  Yind , and Yind is the admittance of the inductor,
captured by the transfer function of the dynamical state space lin-
ear system model. The original model (continuous lines) has order
422 while the reduced model after interpolation and congruence
transformation has order 12 (dash-dotted lines). It can be observed
how changing wire width and wire separations from 1um to 5um
can have significant effects both on the quality factor of the induc-
tor and on the position of the first resonance. The parameterized
reduced order model produced by the procedure in Section 5 can
successfully capture such dependency. It can also be observed that
the interpolation step of the algorithm seems to be the most criti-
cal, since the largest errors (4% in amplitude near the peak for the
quality factor, and 3% in position of the resonance peak for the in-
ductance) are observed at d=2um and d=4um, which are far from
the three interpolation data points at d=1um, 3um and 5um.
7. CONCLUSIONS
In this paper we described a computational approach to gener-
ating low-order models of spiral inductors that accurately captures
the linear dependence on frequency and the nonlinear dependence
on geometry (width and spacing) parameters. The method began
with a discretized integral equation to represent the electromag-
netic behavior of the spiral inductor, and combined polynomial fit-
ting with a multiparameter moment-matching technique to gener-
ated the parameterized reduced-order model. The approach was
tested on a spiral inductor and used to reduce the order of the origi-
nal discretization representation by a factor of 35, while still retain-
ing good accuracy (worst case 4% error). The method has many
limitations, most of them stemming from use of simple moment-
matching for reduction and polynomial interpolation to fit the ge-
ometry dependence of the discretized integral equation matrices.
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Figure 3: Above: inductance. Below: quality factor. The five
continuous lines in each plot correspond to the response of the
original model for the inductor in Fig. 2. The dash-dotted lines
are the response of the parameterized reduced order model.
The five pairs of curves correspond to wire width W=1um, and
wire separation d = 1um, 2um, 3um, 4um, 5um.
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Figure 4: Same curves as in Fig. 3, obtained here for a differ-
ent wire width W = 5um. The largest errors (4% in amplitude
near the peak for the quality factor, and 3% in position of the
resonance peak for the inductance) are observed at d=2um and
d=4um, which are farthest from the interpolation data points.
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