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a b s t r a c t
For a connected graph G = (V , E), an edge set S ⊂ E is a k-restricted edge cut if G − S is
disconnected and every component of G − S contains at least k vertices. The k-restricted
edge connectivity of G, denoted by λk(G), is defined as the cardinality of a minimum k-
restricted edge cut. For U1,U2 ⊂ V (G), denote the set of edges of Gwith one end in U1 and
the other in U2 by [U1,U2]. Define ξk(G) = min{|[U, V (G) \ U]| : U ⊂ V (G), |U| = k ≥
1 and the subgraph induced by U is connected}. A graph G is λk-optimal if λk(G) = ξk(G).
Furthermore, if every minimum k-restricted edge cut is a set of edges incident to a certain
connected subgraph of order k, then G is said to be super-k-restricted edge connected or
super-λk for simplicity. Let k be a positive integer and let G be a bipartite graph of order
n ≥ 4 with the bipartition (X, Y ). In this paper, we prove that: (a) If G has a matching that
saturates every vertex in X or every vertex in Y and |N(u)∩N(v)| ≥ 2 for any u, v ∈ X and
any u, v ∈ Y , then G is λ2-optimal; (b) If G has a matching that saturates every vertex in X
or every vertex in Y and |N(u) ∩ N(v)| ≥ 3 for any u, v ∈ X and any u, v ∈ Y , then G is
super-λ2; (c) If theminimumdegree δ(G) ≥ n+2k4 , then G is λk-optimal; (d) If theminimum
degree δ(G) ≥ n+2k+34 , then G is super-λk.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A network can be conveniently modeled as a graph G = (V , E). A classical measurement of the fault tolerance of a
network is the edge connectivity λ(G). In general, the larger the λ(G), the more reliable the network. Denote by δ(G) the
minimum degree of G. It is well known that λ(G) ≤ δ(G). A graph Gwith λ(G) = δ(G) is said to be λ-optimal. Furthermore,
if every minimum edge cut of G consists of edges incident to a vertex of minimum degree, then G is said to be super-λ,
which was firstly proposed by Boesch [3]. Sufficient conditions for a graph to be λ-optimal or super-λwere studied bymany
authors.
As a more refined index than the edge connectivity, the restricted edge connectivity was proposed by Esfahanian and
Hakimi [6]. An edge set S ⊂ E(G) is said to be a restricted edge cut if G − S is disconnected and every component of
G − S contains at least 2 vertices. The restricted edge connectivity of G, denoted by λ′(G), is defined as the cardinality of
a minimum restricted edge cut of G. Wang and Li [16] proved that the larger the λ′(G), themore reliable the network. Define
the parameterminimum edge degree ξ(G) = min{d(u)+ d(v)− 2 : uv ∈ E(G)}. In [6], the authors proved that λ′(G) ≤ ξ(G)
holds if G is a graph of order n ≥ 4 and is not isomorphic to the star K1,n−1. A graph G with λ′(G) = ξ(G) is said to be
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λ′-optimal. Furthermore, if everyminimum restricted edge cut ofG is a set of edges adjacent to a certain edgewithminimum
edge degree in G, then G is said to be super-λ′. Some classes of λ′-optimal graphs and super-λ′ graphs were studied in [1,2,
8,11,12].
Fàbrega and Fiol [7] proposed a more general concept of k-restricted edge connectivity (called extra connectivity in their
paper). For a connected graph G, an edge set S ⊂ E(G) is called a k-restricted edge cut if G − S is disconnected and every
component of G − S contains at least k vertices. The k-restricted edge connectivity of G, denoted by λk(G), is defined as the
cardinality of a minimum k-restricted edge cut of G. Clearly, λ1(G) = λ(G) and λ2(G) = λ′(G). It should be emphasized that
not all connected graphs have k-restricted edge cuts. A connected graph G is said to be λk-connected if G has a k-restricted
edge cut. Sufficient conditions for graphs to be λk-connected were shown by several authors [5,13,14]. According to recent
studies on the k-restricted edge connectivity of G, it seems that the larger the λk(G), the more reliable the network. So we
expect λk(G) to be as large as possible. For two disjoint vertex sets U1,U2 ⊂ V (G), denote by [U1,U2] the set of edges with
one end in U1 and the other in U2. If U1 = {u}, then [U1,U2] is abbreviated as [u,U2]. Similarly, if U2 = {v}, then [U1,U2] is
abbreviated as [U1, v]. We use G[U] to denote the subgraph of G induced byU ⊆ V (G), andU = V (G)\U the complement of
U . Define ξk(G) = min{|[U,U]| : U ⊂ V (G), |U| = k ≥ 1 and G[U] is connected}. Clearly, ξ1(G) = δ(G) and ξ2(G) = ξ(G).
It has been shown that λk ≤ ξk holds for many graphs [14,15,17,18]. A connected graph G with λk(G) = ξk(G) is said to be
λk-optimal. Furthermore, if every minimum k-restricted edge cut is a set of edges incident to a certain connected subgraph
of order k, then G is said to be super-λk. By definition, if G is super-λk, then G is λk-optimal. However, the converse is not true.
For example, a cycle of length n ≥ 2k + 2 is λk-optimal, but not super-λk. Several researchers have studied the sufficient
conditions for a graph to be λk-optimal, for example Ou [15], Zhang and Yuan [17,18].
For graph-theoretical terminology and notation not defined here we follow [4]. In this paper, we denote a bipartite graph
Gwith bipartition (X, Y ) by G(X ∪Y , E). Let G be a graph and let U be a vertex subset of V (G). Define the open neighborhood
NG(U) of U in G is the set {v ∈ U : |[v,U]| ≥ 1}. For NG(U), we will usually omit the subscript for the graph when no
confusion arises. A vertex set U ⊂ V (G) is called a λk-fragment if [U,U] is a k-restricted edge cut of Gwith |[U,U]| = λk(G).
For a λk-fragment U , it is easy to see that G[U] and G[U] are both connected.
It is well known that many famous interconnection networks are bipartite graphs such as hypercubes, star graphs etc.
However, few results on the sufficient conditions for a bipartite graph to be λk-optimal or super-λk were given. In Section 2,
we prove a sufficient condition for a bipartite graph to be λ′-optimal and a sufficient condition for a bipartite graph to be
super-λ′. In Sections 3 and 4, we prove a minimum degree condition for a graph to be λk-optimal and a minimum degree
condition for a graph to be super-λk, respectively.
2. Super-λ′ bipartite graphs
Observation 2.1. Let G(X ∪ Y , E) be a bipartite graph of order n ≥ 3. If
|N(u) ∩ N(v)| ≥ 1
for any u, v in X and any u, v in Y , then the diameter of G is at most three.
Lemma 2.2. Let k be a positive integer and let G(X ∪ Y , E) be a bipartite graph of order n ≥ 3. If
|N(u) ∩ N(v)| ≥ k
for any u, v in X and any u, v in Y , then G is λk-connected and λk(G) ≤ ξk(G).
Proof. By the assumption and Observation 2.1, we have that G is connected, and so the result follows when k = 1. Suppose
that k ≥ 2. Let U be a set of k vertices such that G[U] is connected and |[U,U]| = ξk(G) and let G1 be an arbitrary component
of G[U]. We shall prove that |V (G1)| ≥ k. Suppose to the contrary that |V (G1)| < k. Then |U| + |V (G1)| < 2k. Set
U1 = U ∩ X,U2 = U ∩ Y , V1 = X ∩ V (G1), V2 = Y ∩ V (G1). It follows that |U1 ∪ V1| < k or |U2 ∪ V2| < k from
|U| + |V (G1)| < 2k. Say |U2 ∪ V2| < k. If V1 = ∅, then |V (G1)| = |V2| = 1. Let V (G1) = {u}. Clearly, d(u) ≤ |U1| < k. On the
other hand, by assumption, we have that δ(G) ≥ k, which contradicts d(u) < k. So V1 6= ∅. For any x ∈ U1 and y ∈ V1, we
have that N(x)∩N(y) ⊆ U2∪V2 and hence |N(x)∩N(y)| ≤ |U2∪V2| < k, a contradiction. Therefore, [U,U] is a k-restricted
edge cut of G and λk(G) ≤ ξk(G). The proof is completed. 
Theorem 2.3. Let G(X ∪ Y , E) be a bipartite graph of order n ≥ 4. If G has a matching that saturates every vertex in X or every
vertex in Y and
|N(u) ∩ N(v)| ≥ 2
for any u, v ∈ X and any u, v ∈ Y , then G is λ′-optimal.
Proof. By Lemma 2.2, G is λ′-connected and λ′(G) ≤ ξ(G). We shall prove that λ′(G) ≥ ξ(G). Let U be a λ2-fragment of G
and let U1 = N(U), U˜1 = N(U). Denote U11 = U1∩X,U12 = U1∩Y , U˜11 = U˜1∩X, U˜12 = U˜1∩Y ,U0 = U \U1, U˜0 = U \ U˜1.
We shall consider the following two cases.
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Case 1. U0 = ∅ or U˜0 = ∅.
Suppose, without loss of generality, that U0 = ∅. Let uv be an edge G[U1]with u ∈ U11, v ∈ U12. Then
λ′(G) = |[U1, U˜1]|
≥ |U1 − {u, v}| + |N(u) ∩ U| + |N(v) ∩ U|
= |U1| − 2+ |N(u) ∩ U| + |N(v) ∩ U|
≥ |N(u) ∩ U12| + |N(v) ∩ U11| − 2+ |N(u) ∩ U| + |N(v) ∩ U|
= d(u)+ d(v)− 2 ≥ ξ(G).
Case 2. U0 6= ∅ and U˜0 6= ∅.
ByObservation 2.1,we have that the diameter ofG is atmost three and hence for any two vertices x, ywith x ∈ U0, y ∈ U˜0,
x, y belong to different partite sets, that is, either x ∈ X, y ∈ Y or x ∈ Y , y ∈ X . This implies that U0 and U˜0 are contained in
different partite sets of G. Without loss of generality, let U0 ⊂ X and U˜0 ⊂ Y . By assumption, G has amatching that saturates
every vertex in X or every vertex in Y . If G has a matching that saturates every vertex in X , then
|U0| ≤ |U12|. (2.1)
For any x ∈ U12, y ∈ U˜0, it can be concluded that N(x) ∩ N(y) ⊂ U˜11. Since |N(x) ∩ N(y)| ≥ 2, we have
|N(x) ∩ U˜11| ≥ |N(x) ∩ N(y) ∩ U˜11| ≥ 2. (2.2)
Let u1u2 be an edge of G with u1 ∈ U0 and u2 ∈ U12. By (2.2), we have that |[U12, U˜11]| ≥ 2|U12 − {u2}| + |N(u2) ∩ U|.
Combining this with (2.1), it can be shown that
λ′(G) = |[U1, U˜1]|
= |[U11, U˜12]| + |[U12, U˜11]|
≥ |U11| + 2|U12 − {u2}| + |N(u2) ∩ U|
≥ |U11| + |U12 − {u2}| + |U0 − {u1}| + |N(u2) ∩ U|
≥ |N(u2) ∩ U11| + |N(u1) ∩ (U12 − {u2})| + |N(u2) ∩ (U0 − {u1})| + |N(u2) ∩ U|
= |N(u2) ∩ U11| + |N(u2) ∩ (U0 − {u1})| + |N(u2) ∩ U| + |N(u1) ∩ (U12 − {u2})|
= d(u2)− 1+ d(u1)− 1 ≥ ξ(G).
Similarly, we can show that λ′(G) ≥ ξ(G) if G has a matching that saturates every vertex in Y . The proof is completed. 
Theorem 2.4 ([4, Theorem 5.2, p. 72]). Let G be a bipartite graph with bipartition (X, Y ). Then G contains a matching that
saturates every vertex in X if and only if
|N(S)| ≥ |S|
for all S ⊆ X .
A bipartite graph G(X ∪ Y , E) is balanced if |X | = |Y |.
Lemma 2.5. Let G(X ∪ Y , E) be a balanced bipartite graph. If
d(u)+ d(v) ≥ n
2
+ 1
for any u, v ∈ X and any u, v ∈ Y , then G has a perfect matching.
Proof. Otherwise, by Theorem 2.4, there is a vertex set S ⊆ X such that |N(S)| < |S|. It is easy to see that |S| ≥ 2. Let
u, v ∈ S. Clearly, N(u) ∪ N(v) ⊆ N(S). It follows that |N(S)| ≥ n+24 from |N(u) ∪ N(v)| ≥ 12 (d(u) + d(v)) ≥ n+24 . If|Y \ N(S)| = 1, then, by |N(S)| < |S|, we have |S| = |X | and hence d(w) = 0 for any w ∈ Y \ N(S). It follows that
d(u) + d(v) ≤ |X | = n2 for any u ∈ Y \ N(S), v ∈ Y , which contradicts d(u) + d(v) ≥ n2 + 1. So |Y \ N(S)| ≥ 2. Let
y1, y2 ∈ Y \ N(S). Then N(y1) ∪ N(y2) ⊆ X \ S and hence |N(y1) ∪ N(y2)| ≤ |X \ S| = n2 − |S| < n2 − |N(S)| ≤ n−24 . On the
other hand, by assumption, |N(y1) ∪ N(y2)| ≥ 12 (d(y1) + d(y2)) ≥ n+24 , a contradiction. So G has a perfect matching. The
proof is completed. 
Corollary 2.6. Let G(X ∪ Y , E) be a balanced bipartite graph of order n ≥ 4. If
d(u)+ d(v) ≥ n
2
+ 2
for any u, v ∈ X and any u, v ∈ Y , then G is λ′-optimal.
Proof. Let u and v be two vertices of X . Since d(u) + d(v) ≥ n2 + 2 and |X | = |Y | = n2 , it follows that |N(u) ∩ N(v)| =
d(u) + d(v) − |N(u) ∪ N(v)| ≥ n2 + 2 − |Y | = 2. Similarly, for any u, v ∈ Y we have that |N(u) ∩ N(v)| ≥ 2. Combining
Lemma 2.5 with Theorem 2.3, G is λ′-optimal. The proof is completed. 
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Theorem 2.7. Let G(X ∪ Y , E) be a bipartite graph of order n ≥ 4. If G has a matching that saturates every vertex in X or every
vertex in Y and
|N(u) ∩ N(v)| ≥ 3
for any u, v ∈ X and any u, v ∈ Y , then G is super-λ′.
Proof. By Theorem 2.3, G is λ′-optimal and hence λ′(G) = ξ(G). Suppose to the contrary that G is not super-λ′. Then there is
a λ2-fragment U such that |U| ≥ 3 and |U| ≥ 3. Let U1 = N(U) and U˜1 = N(U). Denote U11 = U1 ∩ X,U12 = U1 ∩ Y , U˜11 =
U˜1 ∩ X, U˜12 = U˜1 ∩ Y ,U0 = U \ U1, U˜0 = U \ U˜1. We shall consider the following two cases.
Case 1. U0 = ∅ or U˜0 = ∅.
Without loss of generality, assume that U0 = ∅, that is U1 = U .
Claim. |[w, U˜1]| = 1 holds for anyw ∈ U1.
Since G[U] is connected and |U| ≥ 3, we have that dG[U1](w) ≥ 1 for any w ∈ U1. Let uv be an arbitrary edge in G[U1]
with u ∈ U11, v ∈ U12. Then,
λ′(G) = |[U,U]| = |[U1, U˜1]|
≥ |U1 − {u, v}| + |N(u) ∩ U| + |N(v) ∩ U|
= |U1| − 2+ |N(u) ∩ U| + |N(v) ∩ U|
≥ |N(v) ∩ U11| + |N(u) ∩ U12| − 2+ |N(u) ∩ U| + |N(v) ∩ U|
= d(u)+ d(v)− 2 ≥ ξ(G).
Combining the above inequality with λ′(G) = ξ(G), we have |U1| = |N(v) ∩ U11| + |N(u) ∩ U12| and |[U1, U˜1]| =
|U1 − {u, v}| + |N(u) ∩ U| + |N(v) ∩ U|. It follows that N(v) ∩ U11 = U11,N(u) ∩ U12 = U12 and |[w, U˜1]| = 1 for any
w ∈ U1 \ {u, v}. Since uv is an arbitrary edge in G[U1], we see that
N(x) ∩ U12 = U12,N(y) ∩ U11 = U11 (2.3)
for any x ∈ U11, y ∈ U12, and
|[w, U˜1]| = 1 (2.4)
for any w ∈ U1 except either w = u and U11 = {u} or w = v and U12 = {v}. Suppose that U11 = {u}. Let v1, v2 ∈ U12.
Since |[v1, U˜1]| = |[v2, U˜1]| = 1 and |U11| = 1, it follows that |N(v1) ∩ N(v2)| ≤ 2, a contradiction. So |U11| ≥ 2. Similarly,
we can conclude that |U12| ≥ 2. By (2.4), we have that |[w, U˜1]| = 1 for anyw ∈ U1. The claim is proved.
Consider U˜0. If U˜0 = ∅, by following the reasoning analogous to the above claim, we can show that |[w,U1]| = 1 for
any w ∈ U˜1. Therefore, for any x ∈ U11, x′ ∈ U˜11, we have |N(x) ∩ N(x′)| ≤ 2, a contradiction. So U˜0 6= ∅.Without loss
of generality, assume that U˜0 ∩ X 6= ∅. Let x ∈ U11, x′ ∈ U˜0 ∩ X . Since |[x, U˜1]| = 1 and N(x) ∩ N(x′) ⊆ U˜1, it follows
that |N(x) ∩ N(x′)| ≤ 1, a contradiction.
Case 2. U0 6= ∅ and U˜0 6= ∅.
By Observation 2.1, we have that the diameter of G is at most three and hence U0 and U˜0 are contained in different partite
sets of G. Without loss of generality, let U0 ⊂ X and U˜0 ⊂ Y . It follows that U12 6= ∅ and U˜11 6= ∅. By assumption, G has a
matching that saturates every vertex in X or every vertex in Y . Assume that G has a matching that saturates every vertex in
X . For any x ∈ U0 and x′ ∈ U˜11, we have N(x) ∩ N(x′) ⊆ U12. By assumption, we have that |N(x) ∩ N(x′)| ≥ 3 and hence
|U12| ≥ 3. Following the reasoning analogous to Case 2 of Theorem 2.3, we can show that λ′(G) > ξ(G), which contradicts
λ′(G) = ξ(G). The proof is completed. 
Corollary 2.8. Let G(X ∪ Y , E) be a balanced bipartite graph of order n ≥ 4. If
d(u)+ d(v) ≥ n
2
+ 3
for any u, v ∈ X and any u, v ∈ Y , then G is super-λ′.
Proof. Combining G is balanced with d(u)+ d(v) ≥ n2 + 3 for any u, v ∈ X , we have that |N(u) ∩ N(v)| = d(u)+ d(v)−|N(u)∪N(v)| ≥ n2 + 3−|Y | = 3. Similarly, it can be shown that |N(u)∩N(v)| ≥ 3 for any u, v ∈ Y . Combining Lemma 2.5
with Theorem 2.7, G is super-λ′. The proof is completed. 
Let k ≥ 2 be an integer and let H1(X1 ∪ Y1, E1) and H2(X2 ∪ Y2, E2) be two balanced complete bipartite graphs with
X1 = {x11, x12, . . . , x1k}, Y1 = {y11, y12, . . . , y1k}, X2 = {x21, x22, . . . , x2k}, Y2 = {y21, y22, . . . , y2k}. Let M1 be a perfect
matching betweenX1 andY2 and letM2 be aperfectmatching betweenX2 andY1. LetGbe a graphwithV (G) = X1∪Y1∪X2∪Y2
and E(G) = E1 ∪ E2 ∪M1 ∪M2. Clearly, G is a (k+ 1)-regular balanced bipartite graph of order 4k and |[V (H1), V (H2)]| =
|M1 ∪ M2| = 2k. By Corollary 2.6, G is λ′-optimal and hence λ′(G) = ξ(G) = 2(k + 1) − 2 = 2k. So [V (H1), V (H2)] is a
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minimum restricted edge cut of G. Since k ≥ 2, we have |V (H1)| = |V (H2)| = 2k ≥ 4. This implies that G is not super-λ′.
This example shows that Corollary 2.8 is the best possible in the sense that the condition d(u) + d(v) ≥ n2 + 2 for any
u, v ∈ X and any u, v ∈ Y in a balanced bipartite graph G(X ∪ Y , E) does not imply that G is super-λ′.
3. λk-optimal bipartite graphs
Lemma 3.1. Let G be a λk-connected graph with λk(G) ≤ ξk(G) and let U be a λk-fragment of G.
(i) If there is a connected subgraph H of order k in G[U] such that
|[V (H),U \ V (H)]| ≤ |[U \ V (H),U]|,
then G is λk-optimal.
(ii) There exists no connected subgraph H of order k in G[U] such that
|[V (H),U \ V (H)]| < |[U \ V (H),U]|.
Proof. (i) By assumption, we have
ξk(G) ≤ |[V (H), V (H)]| = |[V (H),U \ V (H)]| + |[V (H),U]|
≤ |[U \ V (H),U]| + |[V (H),U]|
= |[U,U]| = λk(G).
Since λk(G) ≤ ξk(G), it follows that λk(G) = ξk(G) and hence G is λk-optimal.
(ii) Suppose to the contrary that there is a connected subgraph H of order k in G[U] such that
|[V (H),U \ V (H)]| < |[U \ V (H),U]|.
Similarly to the proof of ξk(G) ≤ λk(G) in (i), we can get ξk(G) < λk(G), contradicting the assumption that λk(G) ≤ ξk(G).
The proof is completed. 
Lemma 3.2. Let G(X ∪ Y , E) be a λk-connected bipartite graph and let U be a λk-fragment. If λk(G) < ξk(G), then the set
U∗ = {v ∈ U : |[v,U]| ≤ k−12 } is not empty.
Proof. LetW be a vertex set of k vertices in U such that G[W ] is connected and ‖W ∩ X | − |W ∩ Y‖ is as small as possible.
Since λk(G) < ξk(G), we have U \W 6= ∅. We consider the following two cases.
Case 1. ‖W ∩ X | − |W ∩ Y‖ ≤ 1.
Without loss of generality, assume that |W ∩ X | ≥ |W ∩ Y | and hence |W ∩ X | = d k2e, |W ∩ Y | = b k2c. Since G[W ] is a
bipartite graph, it follows that
|[W ,U \W ]| = |[W ∩ X, (U ∩ Y ) \W ]| + |[W ∩ Y , (U ∩ X) \W ]|
≤ |W ∩ X‖(U ∩ Y ) \W | + |W ∩ Y‖(U ∩ X) \W |
≤
⌈
k
2
⌉
(|(U ∩ Y ) \W | + |(U ∩ X) \W |) =
⌈
k
2
⌉
|U \W |. (3.1)
We shall show that there is a vertex v ∈ U \W such that |[v,U]| ≤ k−12 . Suppose to the contrary that |[v,U]| ≥ k2 holds
for any v ∈ U \W . It follows that |[U \W ,U]| =∑v∈U\W |[v,U]| ≥ d k2e|U \W |. Combining this with (3.1), we have that
|[W ,U \W ]| ≤ |[U \W ,U]|. By Lemma 3.1(i), G is λk-optimal, which contradicts λk(G) < ξk(G).
Case 2. ‖W ∩ X | − |W ∩ Y‖ ≥ 2.
This implies that |W ∩ X | − |W ∩ Y | ≥ 2 or |W ∩ Y | − |W ∩ X | ≥ 2. Without loss of generality, assume that
|W ∩ X | − |W ∩ Y | ≥ 2 and hence |W ∩ X | ≥ k2 + 1, |W ∩ Y | ≤ k2 − 1.
Claim. NG[U](W ∩ X) ⊆ W ∩ Y .
Otherwise, let u ∈ NG[U](W ∩ X)− (W ∩ Y ) and letW ′ = W ∪ {u}. Clearly, G[W ′] is connected. Let T be a spanning tree
of G[W ′] and let S = {v ∈ W ′ ∩ X : dT (v) = 1}. Denote the edge number of T by ε(T ). Then k = ε(T ) =∑v∈W ′∩X dT (v) ≥
2(|W ′ ∩ X | − |S|) + |S| = 2(|W ∩ X | − |S|) + |S| ≥ k + 2 − |S|. It follows that |S| ≥ 2. Let w1, w2 ∈ S. If w1u ∈ E(G),
then let W ′′ = W − {w2} + {u}. Otherwise, let W ′′ = W − {w1} + {u}. Clearly, |W ′′| = k and G[W ′′] is connected. As
|W ∩ X | − |W ∩ Y | ≥ 2, we have |W ′′ ∩ X | − |W ′′ ∩ Y | = |W ∩ X | − |W ∩ Y | − 2 ≥ 0, which contradicts the choice ofW .
Therefore, NG[U](W ∩ X) ⊆ W ∩ Y . The claim is proved.
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Thus,
|[W ,U \W ]| = |[W ,NG[U](W )]|
≤ |W ∩ Y ||NG[U](W )|
≤
(
k
2
− 1
)
|NG[U](W )|
<
k
2
|NG[U](W )|. (3.2)
We shall show that there is a vertex v ∈ NG[U](W ) such that |[v,U]| ≤ k−12 . Suppose to the contrary that |[v,U]| ≥ k2
holds for any v ∈ NG[U](W ). Combining this with (3.2), we have that |[W ,U \W ]| < k2 |NG[U](W )| ≤
∑
v∈NG[U](W ) |[v,U]| ≤
|[U \W ,U]|,which contradicts Lemma 3.1(ii). The proof is completed. 
Observation 3.3. Let G(X ∪ Y , E) be a connected bipartite graph and let Z be a subset of X ∪ Y such that G[Z] is connected.
Then |Z ∩ X ||Z ∩ Y | − |E(G[Z])| ≤ |X ||Y | − |E(G)|.
Proof. Let H be a complete bipartite graph with the bipartition (X, Y ) such that G is a subgraph of H . Since Z is a subset
of X ∪ Y such that G[Z] is connected, we have that H[Z] is a complete bipartite graph with G[Z] as a subgraph. Therefore,
E(H[Z])− E(G[Z]) ⊆ E(H)− E(G). It follows that |Z ∩ X ||Z ∩ Y | − |E(G[Z])| ≤ |X ||Y | − |E(G)|. 
Lemma 3.4. Let G(X ∪Y , E) be a bipartite graph with λk(G) < ξk(G) and let U be a λk-fragment of G with |U ∩X | < |U ∩Y |. If
there is a vertex set W ⊆ U such that |W∩X | = b k2c, |W∩Y | = d k2e and G[W ] is connected, then |U| ≥ max{k+1, 2δ−k+1}.
Proof. If |U| = k, then ξk(G) ≤ |[U,U]| = λk(G), contradicts the assumption λk(G) < ξk(G). It follows that |U| ≥ k + 1.
Let ε(U) be the number of edges in G[U] and let ε(W ) be the number of edges in G[W ]. By Observation 3.3, we have that
|W ∩ X ||W ∩ Y | − ε(W ) ≤ |U ∩ X ||U ∩ Y | − ε(U). It follows that ε(U) ≤ |U ∩ X ||U ∩ Y | − (b k2cd k2e − ε(W )). Since
|U ∩ X | < |U ∩ Y | and |U ∩ X | + |U ∩ Y | = |U|, we can conclude that |U ∩ X ||U ∩ Y | ≤ |U|−12 × |U|+12 = |U|
2−1
4 . Therefore,
ε(U) ≤ |U|
2 − 1
4
−
(⌊
k
2
⌋⌈
k
2
⌉
− ε(W )
)
≤ |U|
2 − 1
4
− k
2 − 1
4
+ ε(W )
= |U|
2 − k2
4
+ ε(W ).
Since U is a λk-fragment,
λk(G) = |[U,U]| =
∑
v∈U
d(v)− 2ε(U)
≥
∑
v∈U
d(v)− 2
( |U|2 − k2
4
+ ε(W )
)
=
∑
v∈U
d(v)− |U|
2 − k2
2
− 2ε(W ).
By the definition of ξk(G), we have that
ξk(G) ≤ |[W ,W ]| =
∑
v∈W
d(v)− 2ε(W ).
Since λk(G) < ξk(G), we have that
∑
v∈U\W d(v)− |U|
2−k2
2 < 0 and hence (|U| − k)( |U|2 − δ+ k2 ) > 0. Since |U| ≥ k+ 1,
it follows that |U| > 2δ − k. The proof is completed. 
Theorem 3.5 ([9]). Let G be a connected bipartite graph of order n. If the minimum degree
δ(G) ≥ n+ 1
4
,
then λ(G) = δ(G).
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Theorem 3.6. Let k be a positive integer and let G be a bipartite graph of order n. If the minimum degree
δ(G) ≥ n+ 2k
4
,
then G is λk-optimal.
Proof. Let X and Y be the bipartitions of G. First we shall prove that G is connected. Let G1 be an arbitrary component of G.
Since δ(G) ≥ n+2k4 , it follows that V (G1) ∩ X 6= ∅ and V (G1) ∩ Y 6= ∅. Let x and y be two vertices with x ∈ V (G1) ∩ X and
y ∈ V (G1)∩Y . Then |N(x)∪N(y)| = d(x)+d(y) ≥ 2δ ≥ n2 + k and hence |V (G1)| ≥ n2 + k. This implies that G is connected.
If k = 1, then, by Theorem 3.5, we have that G is λk-optimal. Suppose that k ≥ 2. Let U be a vertex set in Gwith |U| = k
such that G[U] is connected and |[U,U]| = ξk(G). Let H be an arbitrary component in G[U]. We shall prove that |V (H)| ≥ k.
Since n+2k4 ≤ δ(G) ≤ n2 , wehave that δ(G) ≥ k. If |V (H)| = 1, then letV (H) = {v}. It is easy to see that d(v) ≤ |U|−1 = k−1,
a contradiction. So |V (H)| ≥ 2 and V (H)∩X 6= ∅, V (H)∩Y 6= ∅. Suppose that |V (H)| < k. It follows that |V (H)|+|U| < 2k
andhence |V (H)∩X |+|U∩X | < kor |V (H)∩Y |+|U∩Y | < k. Suppose,without loss of generality, that |V (H)∩X |+|U∩X | < k.
Then for any y ∈ V (H)∩Y , we have d(y) = |N(y)∩(V (H)∩X)|+|N(y)∩(U∩X)| ≤ |V (H)∩X |+|U∩X | < k, contradicting
δ(G) ≥ k. Therefore, G is λk-connected and λk(G) ≤ ξk(G).
We shall prove that λk(G) ≥ ξk(G). Suppose to the contrary that λk(G) < ξk(G). Let U be a λk-fragment with |U| ≤ |U|.
Clearly, |U| ≤ n2 . By Lemma 3.2, the set U∗ = {v ∈ U : |[v,U]| ≤ k−12 } is not empty. Assume that there exist two vertices
u1 and u2 in U∗ such that u1 ∈ U∗ ∩ X, u2 ∈ U∗ ∩ Y . Then
d(u1)+ d(u2) = |N(u1) ∩ U| + |N(u1) ∩ U| + |N(u2) ∩ U| + |N(u2) ∩ U|
≤ |U ∩ Y | + k− 1
2
+ |U ∩ X | + k− 1
2
= |U| + 2k− 1
2
≤ n
2
+ k− 1,
which contradicts the fact that d(u1) + d(u2) ≥ 2δ ≥ n2 + k. Thus the vertices in U∗ belong to the same partite set of
G. Suppose, without loss of generality, that U∗ ⊆ X . We shall prove that |U ∩ Y | ≥ n+24 . Assume that U∗ = {u∗}. Since
d(u∗) ≥ n+2k4 , we have |N(u∗)∩ U ∩ Y | ≥ n+2k4 − k−12 = n+24 and hence |U ∩ Y | ≥ n+24 . Assume |U∗| ≥ 2 and let u, v ∈ U∗.
Then d(u)+ d(v) = |N(u) ∩ U ∩ Y | + |N(u) ∩ U| + |N(v) ∩ U ∩ Y | + |N(v) ∩ U| ≤ 2|U ∩ Y | + 2 k−12 . On the other hand,
since δ(G) ≥ n+2k4 , it follows that d(u)+ d(v) ≥ n2 + k. Therefore, |U ∩ Y | ≥ n+24 . Set α = |U ∩ X |, β = |U ∩ Y |, γ = |U∗|
respectively. Then we have that
1 ≤ γ ≤ α, (3.3)
β ≥ n+ 2
4
, (3.4)
α + β = |U| ≤ n
2
. (3.5)
Since G is bipartite, δ(G) ≤ n2 . Combining this with the assumption δ(G) ≥ n+2k4 , we have that
k ≤ n
2
. (3.6)
Combining (3.6) with k ≥ 2, we have that n ≥ 4. Since U∗ 6= ∅, there exists a vertex u ∈ U∗. Thus dG[U](u) ≥ δ(G)− k−12 ≥
n+2k
4 − k−12 ≥ 3/2. This implies that dG[U](u) ≥ 2. Let v1, v2 ∈ NG[U](u). Consider the case k ≤ 3. If k = 2, then letU02 = {v1}.
Otherwise, let U02 = {v1, v2}. Let U0 = {u} ∪ U02. Clearly, G[U0] is a connected bipartite graph with |U0 ∩ X | = |{u}| = b k2c
and |U0 ∩ Y | = |U02| = d k2e. By (3.4) and (3.5), we have α < β and hence U is a λk-fragment of G with |U ∩ X | < |U ∩ Y |.
Combining Lemma 3.4 with δ(G) ≥ n+2k4 and (3.6), we have that |U| ≥ max{k+ 1, 2δ− k+ 1} = n2 + 1, contradicting (3.5).
So suppose k ≥ 4.
For any two vertices u and v in U∗ (if exist),
|N(u) ∩ N(v) ∩ (U ∩ Y )| ≥ d(u)+ d(v)− |U ∩ Y | − |[u,U]| − |[v,U]|
≥ n
2
+ k− β − 2k− 1
2
≥ n
2
+ k−
(n
2
− γ
)
− (k− 1) (by (3.3)–(3.5))
= γ + 1. (3.7)
If |U∗| = 1, then the above deduction on u and v in U∗ is insignificant.
We shall discuss the following two cases.
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Case 1. γ ≥ k2 .
Let U01 = {u1, u2, . . . , ub k2 c} be a subset of U
∗. By (3.7), we get |N(ui)∩N(ui+1)∩ (U ∩ Y )| ≥ k2 + 1 for i = 1, 2, . . . , b k2c
(let ub k2 c+1 = u1) and hence there is a vertex set U02 = {v1, v2, . . . , vd k2 e} such that vi ∈ N(ui) ∩ N(ui+1) ∩ (U ∩ Y ) for
i = 1, 2 . . . , b k2c − 1 and vb k2 c, vd k2 e ∈ N(ub k2 c) ∩ N(u1) ∩ (U ∩ Y ). Let U0 = U01 ∪ U02. Therefore, G[U0] is a connected
bipartite graph with |U01| = b k2c and U02 = d k2e. By (3.4) and (3.5), we have α < β and hence U is a λk-fragment of Gwith
|U ∩ X | < |U ∩ Y |. Combining Lemma 3.4 with δ(G) ≥ n+2k4 and (3.6), we have |U| ≥ max{k + 1, 2δ − k + 1} = n2 + 1,
contradicting |U| ≤ n2 .
Case 2. 1 ≤ γ < k2 .
Case 2.1. α ≤ k2 .
Let T be a spanning tree of G[U] and let S = {v ∈ U ∩ Y : dT (v) = 1}. Denote the edge number of T by ε(T ). It is easy to
see that ε(T ) = α+ β − 1 ≥ |S| + 2(β − |S|) = 2β − |S|. So |S| ≥ β − α+ 1 > β − k2 ≥ β + α− k. Let S ′ be a subset of S
with |S ′| = β+α− k and let U0 = U \ S ′. Clearly, G[U0] is a connected bipartite graph of order k and U∗ ⊆ U ∩ X = U0 ∩ X .
It follows that |U ∩ X | − |U0 ∩ X | = 0 and |[v,U]| ≥ k2 for any v ∈ U \ U0. So we have
∑
v∈U\U0 |[v,U]| ≥ k2 |U \ U0|.
Therefore,
|[U0,U \ U0]| =
∑
v∈U\U0
|[U0, v]|
≤ (|U ∩ Y | − |U0 ∩ Y |)|U0 ∩ X | + (|U ∩ X | − |U0 ∩ X |)|U0 ∩ Y |
= (|U ∩ Y | − |U0 ∩ Y |)|U0 ∩ X |
= (|U ∩ Y | − |U0 ∩ Y |)α
≤ k
2
(|U ∩ Y | − |U0 ∩ Y |)
= k
2
|U \ U0| ≤
∑
v∈U\U0
|[v,U]|
= |[U \ U0,U]|.
Case 2.2. α > k2 .
Suppose that there is no vertex u ∈ N(U∗) ∩ U ∩ Y such that |[u,U ∩ X]| ≥ k2 . This implies that |[u,U ∩ X]| ≤ k−12 for
any u ∈ N(U∗)∩ U ∩ Y and hence |[u,U]| ≥ n+24 . For any u∗ ∈ U∗, we have that |N(u∗)∩ U ∩ Y | = d(u∗)− |N(u∗)∩ U| ≥
n+2k
4 − k−12 = n+24 . Let T be a spanning tree of G[U] and let S = {v ∈ U ∩ Y : dT (v) = 1}. Clearly, the edge number
ε(T ) = α + β − 1 ≥ |S| + 2(β − |S|) = 2β − |S|. Combining this with (3.4), (3.5) and |N(U∗) ∩ U ∩ Y | ≥ n+24 ,
we have that |S| ≥ β − α + 1 ≥ β − n−24 + 1 > β − n+24 + 1 ≥ β − |N(U∗) ∩ U ∩ Y | + 1. This implies that
S ∩ N(U∗) ∩ U ∩ Y 6= ∅. Let u ∈ S ∩ N(U∗) ∩ U ∩ Y and let U ′ = U − {u}. By the choice of u, we deduce G[U ′] is connected
and |[u,U ′]| = |[u,U ∩ X]| ≤ k−12 , |[u,U]| ≥ n+24 . Since |[u,U]| ≥ n+24 , G[U ′] is also connected. By the assumption that
λk(G) < ξk(G), we can easily get that |U| ≥ k+ 1, |U| ≥ k+ 1. It follows that |U ′| ≥ k, |U ′| ≥ k+ 2. Therefore,
λk(G) ≤ |[U ′,U ′]|
= |[U,U]| − |[u,U]| + |[u,U ′]|
≤ |[U,U]| − n+ 2
4
+ k− 1
2
(by (3.6))
< |[U,U]| = λk(G),
a contradiction.
If there exists a vertex u ∈ N(U∗) ∩ U ∩ Y such that |[u,U ∩ X]| ≥ k2 , then there is a vertex set U01 ⊆ NG[U](u) \ U∗
with |U01| = b k2c − |U∗|. Let U∗ = {u1, u2, . . . , uγ }. Combining δ(G) ≥ n+2k4 with (3.6), we have that |N(u1) ∩ (U ∩ Y )| =
d(u1) − |N(u1) ∩ U| ≥ n+2k4 − k−12 = n+24 > d k2e − 1. By (3.7) and |N(u1) ∩ (U ∩ Y )| > d k2e − 1, there exists a vertex
set U02 = {v0, v1, . . . , vd k2 e−1} in N(U
∗) ∩ U ∩ Y such that v0 = u, vi ∈ N(ui) ∩ N(ui+1) ∩ (U ∩ Y ) for i = 1, . . . , γ − 1
and {vγ , . . . , vd k2 e−1} ⊆ (N(u1) ∩ (U ∩ Y )) \ {v0, v1, . . . , vγ−1}. Let U0 = U
∗ ∪ U01 ∪ U02. It is easy to check that G[U0] is a
connected bipartite graph of order k with |U0 ∩ X | = b k2c, |U0 ∩ Y | = d k2e. Since U∗ ⊂ U0, it follows that |[v,U]| ≥ k2 for
any v ∈ U \ U0 and hence∑v∈U\U0 |[v,U]| ≥ k2 |U \ U0|. Therefore,
|[U0,U \ U0]| =
∑
v∈U\U0
|[U0, v]|
≤ (|U ∩ X | − |U0 ∩ X |)|U0 ∩ Y | + (|U ∩ Y | − |U0 ∩ Y |)|U0 ∩ X |
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=
(
α −
⌊
k
2
⌋)⌈
k
2
⌉
+
(
β −
⌈
k
2
⌉)⌊
k
2
⌋
≤ k
2
(α + β − k) = k
2
|U \ U0|
≤
∑
v∈U\U0
|[v,U]| = |[U \ U0,U]|.
Therefore, in Case 2, there is always a connected induced subgraph G[U0] of order k in G[U] such that |[U0,U \ U0]| ≤
|[U \U0,U]|. By Lemma 3.1 (i), G is λk-optimal and hence λk = ξk, which contradicts the assumption that λk < ξk. The proof
is completed. 
For any pair of positive integers n, kwith n ≡ 0( mod 4), k is even and n ≥ 2k+1, let G1(X1∪Y1, E1) and G2(X2∪Y2, E2)
be two balanced complete bipartite graphs of order n2 , and let G3(X1 ∪ Y2, E3) and G4(X2 ∪ Y1, E4) be two ( k2 − 1)-regular
bipartite graphs. It is easy to see that G = G1 ∪ G2 ∪ G3 ∪ G4 is not λk-optimal. This example shows that Theorem 3.6 is the
best possible in the sense that the condition δ(G) ≥ n+2k4 − 1 does not imply that G is λk-optimal.
4. Super-λk bipartite graphs
In this section, we shall prove a sufficient condition for a bipartite graph to be super-λk. We first prove a useful lemma
in the following.
Lemma 4.1. Let G be a bipartite graph of order n and the minimum degree
δ(G) ≥ n+ 2k+ 3
4
.
If G is not super-λk, then for any λk-fragment U of G with |U| ≥ k+ 1 and |U| ≥ k+ 1, the set U∗ = {v ∈ U : |[v,U]| ≤ k2 } is
not empty.
Proof. Suppose to the contrary that there is a λk-fragment U of G with |U| ≥ k + 1 and |U| ≥ k + 1 such that the set
U∗ = {v ∈ U : |[v,U]| ≤ k2 } is empty. By Theorem 3.6, G is λk-optimal and hence
|[U,U]| = λk(G) = ξk(G). (4.1)
LetW be a set of k vertices in U such that G[W ] is connected and ‖W ∩ X | − |W ∩ Y‖ is as small as possible. We consider
the following three cases.
Case 1. ‖W ∩ X | − |W ∩ Y‖ = 0.
Clearly, |W ∩X | = |W ∩ Y | = k2 and k is even. Since G[W ] is a bipartite graph, similarly to (3.1), we have |[W ,U \W ]| ≤
k
2 |U \W |. Since U∗ = ∅, it follows that |[v,U]| ≥ k+12 for any v ∈ U and hence k2 |U \W | <
∑
v∈U\W |[v,U]| = |[U \W ,U]|.
Therefore, |[W ,U \W ]| < |[U \W ,U]|. By Lemma 3.1(ii), we have that λk(G) > ξk(G), which contradicts (4.1).
Case 2. ‖W ∩ X | − |W ∩ Y‖ = 1.
This implies that |W ∩X |− |W ∩Y | = 1 or |W ∩Y |− |W ∩X | = 1.Without loss of generality, let |W ∩X |− |W ∩Y | = 1.
It follows that k is odd and |W ∩X | = k+12 , |W ∩Y | = k−12 . Since G[W ] is bipartite, similarly to (3.1), we have |[W ,U \W ]| ≤
k+1
2 |U \W |. Since U∗ = ∅, it follows that |[v,U]| ≥ k+12 for any v ∈ U and hence k+12 |U \W | ≤
∑
v∈U\W |[v,U]|. Then it
can be shown that
ξk(G) ≤ |[W ,W ]| = |[W ,U]| + |[W ,U \W ]|
≤ |[W ,U]| + k+ 1
2
|U \W |
≤ |[W ,U]| +
∑
v∈U\W
|[v,U]|
≤
∑
v∈U
|[v,U]| = λk(G).
Combining this with (4.1), we have that
|[W ,U \W ]| = k+ 1
2
|U \W |, (4.2)
k+ 1
2
|U \W | =
∑
v∈U\W
|[v,U]|. (4.3)
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Combining (4.2) with the fact that |[W ,U \ W ]| ≤ |W ∩ X ||(U ∩ Y ) \ W | + |W ∩ Y ||(U ∩ X) \ W | = k+12 |(U ∩ Y ) \
W | + k−12 |(U ∩ X) \ W |, we get (U ∩ X) \ W = ∅ and for any y ∈ (U ∩ Y ) \ W , |[y,W ∩ X]| = k+12 . It follows that
|[y,U ∩ X]| = |[y,W ∩ X]| + |[y, (U ∩ X) \W ]| = |[y,W ∩ X]| = k+12 . Combining |[v,U]| ≥ k+12 for any v ∈ U \W with
(4.3), we have that |[y,U]| = k+12 for any y ∈ (U ∩ Y ) \W . Therefore, d(y) = |[y,U ∩ X]| + |[y,U]| = k+ 1. On the other
hand, by assumption, we have d(y) ≥ n+2k+34 . Thus, n ≤ 2k+ 1, which contradicts that n = |U| + |U| ≥ 2k+ 2.
Case 3. ‖W ∩ X | − |W ∩ Y‖ ≥ 2.
This implies that |W ∩X |− |W ∩Y | ≥ 2 or |W ∩Y |− |W ∩X | ≥ 2. Without loss of generality, let |W ∩X |− |W ∩Y | ≥ 2
and hence |W ∩ X | ≥ k2 + 1, |W ∩ Y | ≤ k2 − 1. By a discussion similar to the claim of Case 3 in Lemma 3.2, we have that
NG[U](W ∩ X) ⊆ W ∩ Y . Thus
|[W ,NG[U](W )]| ≤ |W ∩ Y ||NG[U](W )| ≤
(
k
2
− 1
)
|NG[U](W )|. (4.4)
SinceU∗ = ∅, it follows that |[v,U]| ≥ k+12 for any v ∈ NG[U](W ) and hence k2 |NG[U](W )| <
∑
v∈NG[U](W ) |[v,U]|. Combining
this with (4.4), we have
|[W ,U \W ]| = |[W ,NG[U](W )]| <
∑
v∈NG[U](W )
|[v,U]|
= |[NG[U](W ),U]| ≤ |[U \W ,U]|.
By Lemma 3.1(ii), we have that λk(G) > ξk(G), which contradicts (4.1). The proof is completed. 
Lemma 4.2. Let G(X∪Y , E) be a λk-optimal bipartite graph and let U be a λk-fragment of Gwith |U| > k and |U∩X | < |U∩Y |.
If there is a vertex set W ⊆ U such that |W ∩X | = b k2c, |W ∩Y | = d k2e and G[W ] is connected, then |U| ≥ max{k+1, 2δ−k}.
Proof. The proof is similar to that of Lemma 3.4, except that λk(G) = ξk(G) is used here instead of λk(G) < ξk(G) in
Lemma 3.4. 
Theorem 4.3 ([10]). If G is a bipartite graph with
δ(G) ≥ n+ 1
2
,
then G is super-λ.
Theorem 4.4. Let k be a positive integer and let G be a bipartite graph of order n. If the minimum degree
δ(G) ≥ n+ 2k+ 3
4
,
then G is super-λk.
Proof. If k = 1, then, by Theorem 4.3, G is super-λk. Suppose k ≥ 2. By Theorem 3.6, G is λk-optimal and hence
λk(G) = ξk(G). Suppose to the contrary that G is not super-λk. Then there exists a λk-fragment U such that |U| ≥ k + 1
and |U| ≥ k + 1. Suppose, without loss of generality, that |U| ≤ |U|. Then |U| ≤ n2 . Denote U∗ = {v ∈ U : |[v,U]| ≤ k2 }.
By Lemma 4.1, U∗ 6= ∅. Let X and Y be the bipartitions of G. Assume that there exist two vertices u1 and u2 in U∗ such that
u1 ∈ U∗ ∩ X, u2 ∈ U∗ ∩ Y . It can be shown that
d(u1)+ d(u2) = |N(u1) ∩ U| + |N(u1) ∩ U| + |N(u2) ∩ U| + |N(u2) ∩ U|
≤ |N(u1) ∩ U ∩ Y | + k2 + |N(u2) ∩ U ∩ X | +
k
2
≤ |U| + 2 k
2
≤ n
2
+ k,
which contradicts that d(u1)+d(u2) ≥ 2δ ≥ n2 + k+ 32 . This implies that the vertices in U∗ belong to the same partite set of
G. Suppose, without loss of generality, that U∗ ⊆ X . We shall prove that |U ∩Y | ≥ n+34 . Let U∗ = {u∗}. Since d(u∗) ≥ n+2k+34 ,
we have |N(u∗) ∩ U ∩ Y | ≥ n+2k+34 − k2 = n+34 and hence |U ∩ Y | ≥ n+34 . Assume |U∗| ≥ 2 and let u, v ∈ U∗. Then
d(u) + d(v) = |N(u) ∩ U ∩ Y | + |N(u) ∩ U| + |N(v) ∩ U ∩ Y | + |N(v) ∩ U| ≤ 2|U ∩ Y | + 2 k2 . On the other hand, since
δ(G) ≥ n+2k+34 , it follows that d(u) + d(v) ≥ n+32 + k. Therefore, |U ∩ Y | ≥ n+34 . Set α = |U ∩ X |, β = |U ∩ Y |, γ = |U∗|
respectively. Then we have that 1 ≤ γ ≤ α, β ≥ d n+34 e and α + β ≤ n2 .
Since U∗ 6= ∅, there exists a vertex u ∈ U∗. Since n2 ≥ δ(G) ≥ n+2k+34 , it follows that
n ≥ 2k+ 3. (4.5)
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Combining this with k ≥ 2, we have that n ≥ 7 and hence dG[U](u) ≥ δ(G)− k2 ≥ n+2k+34 − k2 ≥ 5/2. Let v1, v2 ∈ NG[U](u).
Consider the case k ≤ 3. If k = 2, then let U02 = {v1}. Otherwise, let U02 = {v1, v2}. Let U0 = {u} ∪ U02. Clearly, G[U0] is
a connected bipartite graph with |U0 ∩ X | = |{u}| = b k2c and |U0 ∩ Y | = |U02| = d k2e. Since α + β ≤ n2 and β ≥ n+34 ,
we have α < β and hence U is a λk-fragment of G with |U| ≥ k + 1 and |U ∩ X | < |U ∩ Y |. Combining Lemma 4.2 with
δ(G) ≥ n+2k+34 and (4.5), we have |U| ≥ max{k+ 1, 2δ − k} = n+32 , contradicting |U| ≤ n2 . So k ≥ 4.
For any two vertices u and v in U∗,
|N(u) ∩ N(v) ∩ (U ∩ Y )| ≥ d(u)+ d(v)− |U ∩ Y | − |[u,U]| − |[v,U]|
≥ n+ 3
2
+ k− β − 2 k
2
≥ n+ 3
2
+ k−
(n
2
− γ
)
− k
≥ γ + 3
2
.
We shall discuss the following two cases.
Case 1. γ ≥ k2 .
Following the reasoning analogous to Case 1 of Theorem 3.6, we can show that there exists a vertex set U0 ⊂ U such that
G[U0] is connected and |U0 ∩ X | = b k2c, |U0 ∩ Y | = d k2e. Since α + β ≤ n2 and β ≥ d n+34 e, we have α < β and hence U is
a λk-fragment of Gwith |U| ≥ k+ 1 and |U ∩ X | < |U ∩ Y |. Combining Lemma 4.2 with δ(G) ≥ n+2k+34 and (4.5), we have
|U| ≥ max{k+ 1, 2δ − k} = n+32 , contradicting |U| ≤ n2 .
Case 2. 1 ≤ γ < k2 .
Following the reasoning analogous to Case 2 of Theorem 3.6, it can be shown that there exists a connected induced
subgraph G[U0] of order k in G[U] such that |[U0,U \ U0]| < |[U \ U0,U]|, which contradicts Lemma 3.1(ii). The proof is
completed. 
For any pair of positive integers n, kwith n ≡ 0 (mod 4), k is even and n ≥ 2k+1, let G1(X1∪Y1, E1) and G2(X2∪Y2, E2)
be two balanced complete bipartite graphs of order n2 , and let G3(X1 ∪ Y2, E3) and G4(X2 ∪ Y1, E4) be two k2 regular bipartite
graphs.We can easily prove that G = G1∪G2∪G3∪G4 is λk-optimal, but not super-λk. This example shows that Theorem 4.4
is the best possible in the sense that the condition δ(G) ≥ n+2k4 does not imply that G is super-λk.
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