ABSTRACT Underwater acoustic sensor networks (UASNs) provide new opportunities for exploring oceans and consequently improving our understanding of the underwater world. UASNs usually rely on hardware infrastructure with poor flexibility and versatility. Compared with wireless sensor networks, UASNs are quite expensive to manufacture and deploy. Due to the unique data format, protocols, and service constraints of various applications, UASNs are typically deployed in a redundant manner, which not only leads to waste but also causes serious interference due to the presence of multiple signals in the same underwater region. Software-defined networking (SDN) provides an innovative means of improving the flexibility of underwater systems. In this paper, we present an SDN-based UASN framework, followed by the design of a clustering method in which learning automata and degree-constrained connected dominating sets are employed. We then propose a load balancing mechanism involving multiple controllers, based on the consistent hashing algorithm. Finally, we describe a simulation program (called UASNs hypervisor) that we developed and implemented to assess the network survival time, bit-error rate, and computational complexity. The experimental results show that the UASN was improved significantly. This work provides important theoretical and technical support for the implementation of SDN-based UASNs.
I. INTRODUCTION
Underwater acoustic sensor networks (UASNs) are composed of series of sensor nodes that are randomly deployed in specified underwater regions and communicate by using acoustic signals [1] . The system topology is ad-hoc in general. UASNs have gained significant attention for use in underwater applications [2] such as marine data acquisition, environmental monitoring, subaquatic resource surveying, earthquake and tsunami monitoring, auxiliary navigation, submarine robots, etc. However, they face several challenges [3] , including extremely high path loss, severe multipath effects, Doppler diffusion, limited bandwidth, and fast channel variation [4] . Generally speaking, UASNs rely on hardware infrastructure and the related protocols and applications are solidified in read-only memory (ROM) of nodes before deployment.
Nodes are typically placed in the water by autonomous underwater vehicles (AUVs), wheels, or unmanned aircraft. Nodes are powered by batteries, which are difficult to salvage and recharge once placed. Therefore, customized UASNs are generally disposable systems, which are designed for only a few applications. In addition, devices from different enterprises vary, which makes it difficult for them to communicate effectively. Consequently, the interactions and flexibility of UASNs are currently extremely poor.
Compared with wireless sensor networks (WSNs), UASNs are quite expensive to manufacture and deploy. Considering the actual deployment and application requirements, UASNs are typically arranged in a redundant manner [5] , [6] . For example, an application that lasts for a period of three months generally requires about 3,000 sensors. However, to ensure reliability, underwater systems are designed to be operable for 2-3 times their application periods. Therefore, at least 6,000-9,000 nodes would be deployed in this case. In general, UASNs survive until completely abandoned, which is an enormous waste. Due to the different data formats, protocols [7] , and service constraints of various applications, duplicate deployment of UASNs results. The deployment of various acoustic sensor networks in the same underwater regions is an acute problem and causes serious signal interference.
In software-defined networking (SDN), the data plane is separated from the control plane [8] - [10] . Based on SDN, administrators can build programmable hardware infrastructure [11] - [13] by employing an open standardized interface and define the behaviors and operation of network devices by using controllers. OpenFlow [14] - [16] is currently the most promising technology in SDN.
SDN provides an innovative solution for UASNs [17] , [18] . With the generic protocols and OpenFlow application programming interface (API), we implemented centralized management by disposing underwater nodes as virtual switches and quantizing the surface sinks as controllers. Virtualization based on SDN can be employed to make UASNs reusable. Since the nodes are managed by controllers, the network resources can be scheduled on demand and with greater flexibility. In this way, the redundant deployment issue can be solved and the range of applications expanded. With the development of technology, SDN is also an important method of realizing safety, robustness, quality of service (QoS) [19] and other requirements in UASNs.
Generally, single-sink (single-controller) architecture is used in UASNs. For a small-scale underwater network, a single controller can indeed manage the whole system and thereby reduce the overhead. Nevertheless, there are many nodes in large-scale UASNs, so if a single sink (controller) manages the system, the following problems will result.
Firstly, all of the flow will be forwarded to a single controller. In a large-scale UASN, the flow of a controller increases rapidly as the number of nodes increases. Therefore, a single controller will cause a bottleneck [20] - [22] in the system. Secondly, since the network range is extensive, the underwater nodes far from the controller will not be able to receive feedback in time, which is a fundamental issue in data exchange and synchronization. Thirdly, if the controller fails or is attacked, all of the nodes will lose connection, resulting in system paralysis. Therefore, multi-controller architecture [23] , [24] is a better choice for SDN-based underwater sensor acoustic networks.
The main contributions of this paper are as follows. Firstly, we propose an SDN-based UASN framework with multiple controllers. Secondly, we describe a clustering algorithm that we designed with learning automata (LA) and a degree-constrained connected dominating set (d-CDS). Thirdly, we propose a multi-controller load balancing mechanism based on the consistent hashing algorithm. Finally, we describe a simulation program (called UASNs Hypervisor) that we built and implemented to assess the network survival time, bit error rate (BER), and computational complexity.
The remainder of this paper is organized as follows. Section 2 provides an overview of the related literature. Sections 3, 4, and 5, describe the SDN-based UASN framework, clustering algorithm, and load balancing mechanism, respectively. The simulation experiment is discussed in Section 6. Finally, Section 7 concludes the paper.
II. RELATED WORKS
SDN is a topic of great interest, where wired networks and terrestrial WSNs are the primary focuses. Thus far, some distributed technologies based on SDN for wired networks and terrestrial wireless networks, such as Onix [25] , [26] , FlowVisor [27] , [28] , DIFANE [29] , etc., have been developed. In addition, the coordination of multiple controllers in SDN-based networks has been achieved.
The abovementioned technologies provide significant technical support for SDN-based UASNs. Nonetheless, there are still huge obstacles to the practical application of UASNs. On one hand, the multi-controller architecture in WSNs usually does not over-constrain the physical nodes. The hardware capabilities of these nodes are greater than those of underwater nodes. On the other hand, these nodes are easy to deploy. The energy supply is convenient, so it is not necessary to consider energy usage reduction. In addition, radiofrequency (RF) signals, which propagate at 3.0 × 10 8 m/s, are used in terrestrial WSNs, while acoustic waves, which propagate at about 1500 m/s, are generally adopted in UASNs [30] - [32] . Furthermore, the communication conditions are more complicated and the reliability is worse in UASNs than in WSNs.
To the best of our knowledge, SDN-based UASN architecture is currently fairly rare. As software-defined radio (SDR) [33] , [34] provides reliability in environments that vary rapidly over time, the design of UASNs based on SDR has attracted significant attention. For instance, Sozer and Stojanovic [35] proposed an SDR-based approach to separate the signal processing from hardware modems. In addition, Jones [36] described the potential advantage of SDR in underwater acoustic communication. Cong et al. [37] proposed a multi-mode UASN framework based on SDR and presented a cross-layer modulation and demodulation solution. Demirors et al. [38] developed a software-defined underwater acoustic modem based on SDR and demonstrated experimentally that the modem improves UASN performance and provides higher transmission rates. Furthermore, Potter et al. [39] designed a software-defined modem and developed an engine to negotiate the switching of different modules. Torres et al. [40] presented a software-de?ned underwater platform called UANT, which is intended for field deployment. An application running on UANT was elucidated, in which the channel assignment and time synchronization protocols were evaluated simultaneously.
Akyildiz et al. [41] presented an SDN-based underwater network called SoftWater and described a hybrid communication method combining sound, optical, and RF waves. The authors also proposed the essential method for designing SDN-based UASNs. Fan et al. [42] designed an SDN-based underwater network in which long-range acoustic communication was employed to implement the control plane and near-field optical communication was used to achieve the data plane. However, it was difficult to design a hybrid acoustic-optical scheme.
Fan et al. [43] also designed an SDN-based AVU-aid underwater network. Furthermore, in [44] , an SDN-based underwater testbed called WaterCom was proposed, in which the Slotted FAMA [45] and UW-Aloha [46] protocols were tested.
Thus, some works on software-defined UASNs [47] , [48] exist in the current literature. However, the studies described therein have mainly been focused on SDR technology and designing the physical and media access control (MAC) layers, but not programmable network layers. Although some works have involved SDN-based UASNs, the network architecture has been described only minimally and the networks have generally been assumed to be in single-controller mode. In other words, the core SDN technical indicators for largescale UASNs have not been investigated.
III. ARCHITECTURE OF SDN-BASED UASNS WITH MULTIPLE CONTROLLERS
In UASNs, nodes are randomly deployed, while the sink nodes are placed in a fixed manner.
A. UASN STRUCTURE
According to the actual requirements, UASNs can have either two-dimensional (2D) or three-dimensional (3D) structures [49] - [51] .
In a 2D structure, each node is equipped with a heavy anchor and deployed on the ocean floor. Meanwhile, in a 3D structure, each node is equipped with a buoy, an anchor chain, and an anchor. There are two methods of implementing 3D structures. In the first approach, the buoys float on the ocean surface. The nodes can be extended or retracted by the anchor chains to the required depths according to the localization information. All of the sensors are placed on the anchors. In this method, the buoyancy of the buoys should be greater than the gravity of the anchors. In the second technique, when all of the nodes are deployed in the ocean, the anchors are set on the ocean floor. According to the location information of the nodes, each anchor chain is extended to a certain length, and each buoy floats up to a definite height. Finally, all of the sensors are placed on the buoys. Unlike in the first approach, the buoyancy of the buoys is less than the gravity of the anchors.
The second method is widely used, firstly because nodes deployed in the ocean are hard to find, so high security can be guaranteed, and secondly because it provides higher performance than the first method. In the first approach, the nodes can easily float with the ocean current, and the buoys are susceptible to the influences of naval vessels and stormy waves. However, as the buoys are deployed on the ocean surface, the associated solar-energy equipment can be placed on them to charge the underwater nodes in real time through the anchor chains. In addition, the second method is more expensive, as it requires extremely long chains and the chain length must be precise, which is a huge challenge in deep water. These 3D structures are depicted in Fig. 1 . Furthermore, AUV-based mobile 3D architecture designs have been proposed in some works [52] , [53] . However, it is believed that these methodologies should be applied to hybrid structures. These investigations have been conducted by underwater robots to plan AUV operation trajectories, while there is presently a lack of significant research on 2D or 3D division.
In this study, we adopted the second type of structure. To realize the related processes (such as node addressing, location, and clustering), a single region was quantified using spherical, cylindrical, cubic, and other related 3D models [54] . A cubic grid was employed to form the addressing units in this research, and the location method is described in detail in [55] .
B. LAYERS OF SDN-BASED UASNS
SDN offers an open, programmable network architecture that allows for more flexibility in configuring, managing, and optimizing UASNs and involves the use of controllers in applications. In SDN, the traditional network architecture is decoupled into data, control, and application planes. The data layer is the lowest, followed by the control layer, with the application layer at the top [56] - [58] . The layers of SDN-based UASNs with multiple controllers are shown in Fig. 2 . 
1) DATA LAYER
In SDN-based UASNs, nodes are placed in specified underwater regions. All of the nodes are supposed to be SDN switches. The data layer considered in this paper consists of underwater nodes with Open vSwitch [59] , [60] installed. Once the nodes are deployed, the clusters can be formed automatically. All of the nodes are divided into different control domains by the clusters. A head node (HN) is elected for each cluster based on the residual energy, node status, location, and other related information in a fixed cycle.
2) CONTROL LAYER
Sink nodes are placed on the ocean surface to act as controllers. OpenFlow is used to facilitate communication between the switches and controllers. The control layer is responsible for network control and maintenance. Specifically, infrastructure information can be obtained through the standardized southbound interface (the interface between the control and data planes). At the northbound interface [61] - [63] , an API is used to implement the interaction between the controller and application layers.
3) APPLICATION LAYER
The application layer can be built conveniently based on virtualization. In the application layer, subscribers customize a variety of specific applications and develop management strategies according to the network views provided by the controllers. The northbound and southbound interfaces are utilized to realize logical definition and thereby to perform scheduled tasks. We built an application layer suitable for multiple applications based on virtualization, using the actual requirements of a variety of applications. An SDN-based management platform was established with Java Web and could facilitate application development.
C. CONTROL AND DATA COMMUNICATION
In SDN-based UASNs, the data communication is decoupled from the control communication. The control communication enables flexible management through programming, such as the assignment of data formats, protocols, and applications. The control communication is implemented in one-hop mode, i.e., all of the controllers send the requested control message to fixed clusters. The corresponding nodes within each cluster feedback an acknowledgement (ACK) message, and a management pipe is established.
The data communication is used to transmit the information sensed by the underwater nodes. Within each cluster, all of the data are transmitted to the corresponding HN. After data verification, the HN sends the aggregated data to the corresponding controller in one-hop or multi-hop mode. The communication mode depends on the distance between the HN and the corresponding controller. If the distance is extremely large, multiple HNs are used to achieve relay transmission. Otherwise, the data can be sent to the controllers by a HN directly. Then, the controllers send the data to the coastal control center using RF waves.
Both the data and control communication are implemented with acoustic waves. To prevent symbol interference, the two types of communication are designed with different frequencies, which are assigned by the controllers. The data and control communication parameters are summarized in Table 1 . 
D. NETWORK VIRTUALIZATION TECHNOLOGY
Ordinarily, the nodes in UASNs are disposable and cannot be salvaged after deployment. Thus, nodes are designed specifically according to the required applications and protocols. As the node energy is limited, only a few applications and protocols are pre-configured, which means that a variety of underwater nodes must be laid to perform a diversity of applications.
Network function virtualization (NFV) [64] - [66] can be employed based on SDN. Therefore, applications and protocols can be delivered through controllers in a timely manner and a variety of applications can be achieved. NFV enables the achievement of reasonable substantiality by using numerous physical entities or creating physically sustainable logical entities [67] - [69] . For instance, virtual multiple-input multiple-output (MIMO) nodes [70] , [71] can be formed based on clustering and other techniques, and relay communication among the multi-clusters can be implemented to realize a logical entity with multiple nodes. In addition, a variety of SDN-based services can be realized flexibly.
The network infrastructure resource (bandwidth, system capacity, CPU, etc.) is divided into a number of slices, each of which forms a virtual device. The multiple effective devices form a flexible virtual network, and each is assigned to a specific application. In this manner, it is possible to implement a variety of applications on a specified system whose components dynamically share the same physical infrastructure and do not interfere with each other.
According to SDN, three layers are designed, namely, physical, MAC, and network layers. The data plane mostly involves the physical and MAC layers, and the control plane chiefly involves the network layer. The physical and MAC layers are built by SDR, while the network layer is constructed by OpenFlow. The flow table can be configured through the southbound interface (as well as the representational state transfer API). Based on the flow table, standardized applications can be implemented. VOLUME 6, 2018
IV. CLUSTERING ALGORITHM BASED ON LA AND d-CDS
In this section, a cluster algorithm is proposed. The backbone of the UASN is constructed by using a d-CDS (a connected dominating set (CDS) with degree constraints), and LA are employed to select the optimal nodes and thereby to optimize the d-CDS and improve the clustering efficiency and reliability of the UASN.
A. LA LA [72] - [76] are intelligent decision units, which respond to the environment (implement a reward or punishment) by entering a limited set of activities. LA can be expressed by triplets of the form <a, b, c>, where a is the input set, b the active set, and c the learning algorithm. LA are recursive relationships of the probability vectors employed to modify activities.
Let α i (α i ∈ a) denote the LA activity and p(t) the probability vector at time t. In addition, let P reward and P penalty represent the reward and penalty factors, respectively, which are used to determine the increasing or decreasing probabilities of activities separately. Let r be the number of activities performed by the LA. Then at time t, the probability vector for selecting neighbor node j of activity a i is updated as P j (t + 1).
If the activity is rewarded by a random environment, its probability vector is updated according to (1):
If the activity is penalized by a random environment, its probability vector is updated according to (2) :
A learning automaton A i is assigned to each node n i . Here, we define a two-tuple <A(t), α(t)>, where A(t) = {α i |∀n i ∈ n(t)} is the set of LA and α(t) = {α i |∀A i } the set of activities that the LA perform. A i selects the communication link events as its active set at n i , as shown in (3):
The LA implement correspondences to the nodes and use the activity set to achieve correspondences to the communication links. The activity α i (t) is time-varying, and the number of activities may change with time. Therefore, an activity probability vector (APV) is used to select the activities, and it must keep up to date. The APV of A i is given by (4):
where P j i (t) represents the probability of selecting α j i (t) at time t. The APV of A i is set by referring to the initial energy of its neighbor nodes. Let E n i (t) denote the expectation of the residual energy for all of the neighbors of n i at time t, as shown in (5):
Therefore, at time t, P j i (t) is given by (6):
Using this method, the selected nodes will have the maximum energy throughout the coverage area.
B. CDS WITH DEGREE CONSTRAINTS
Suppose G = V , E, W is a weighted undirected graph, where V is the set of vertices, E the set of edges, and W the weight. The CDS [77] , [78] is a subset of vertices in G, where each vertex is either in the subset or adjacent to a vertex of the subset. Let V i represent the degree of vertex
Let the triplet N , L, E denote the UASN topology, where N = {n 1 , n 2 , . . . , n t } is the set of nodes. In addition, let L = {L(n 1 , n 2 , . . . n t )} denote the set of communication links between nodes, E n i the expected residual energy of node n i ,
E n i the expected residual energy for all of the nodes. The CDSs are formed by finding sets of nodes with the maximum residual energy, which are degree constraints. Let C = {C 1 , C 2 , . . . C n } represent all of the possible d-CDSs in UASNs and C * the d-CDS with the minimum weight. Therefore, E C * (the expected residual energy of C * ) is given by (7):
C. ALGORITHM PROCESS Assume that the clustering algorithm starts from node n i , which is called the initial node. At time t, n i discovers its neighbor nodes and forms its active set A i = α j i by sending an action-set formation (ASF) packet. Then, all of the neighbor nodes send response message packets as replies after receiving the ASF packets, which include the expected residual energies of all of the neighbors of n i . Since the topology constantly changes in a UASN, the initial node may leave or join other active sets at time t. If communication link L (n i ,n j ) is interrupted at time t + 1, its corresponding activity α j i must be removed from the active set. At this time, A i will update the APV, which can be represented by P i (t). The updating rules are shown in (8) :
where P j i (t) denotes the selection probability of the new activity. When a new link is established at time t + 1, P j i (t) is initialized as in (9):
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The selection probabilities of the other activities are updated according to (10) :
Let C t represent the d-CDS at time t and C t the subset of C t . The initial C t is formed by n i and its neighbors in the next hop, and only node n i can be covered in C t . Let E C t represent the expected residual energy of C t , which is set to min E n j , E C t . Thus, the initial value of E C t is represented by E n i . Let d t denote the average degree of C t , which can be expressed as in (11):
In (11), d t is automatically updated with time, where ni (t) denotes the degree of node n i at time t. In this algorithm, node n i selects an activity α j i randomly, adds node n j to C t , and updates d t . Let E n i be the average expected residual energy of n i at time t, which can be expressed as in (12):
Then, node n i compares E n i and E n j , where E n j denotes the expected residual energy of node n j , and compares d t and n j , where n j is the degree of n j . After that, n i updates the internal state of its LA according to the following rules.
(1) If E n j > E n i and d t < n j , then n j is set to the neighbor node of n i with the maximum residual energy, with the degree constraints. Then, A i will reward activity α j i based on (1). (2) If E n j < E n i and d t > n j , n j is not the neighbor node of n i with the maximum residual energy. Therefore, A i will punish activity α j i according to (2) . (3) If E n j = E n i and d t = n j , the APV of A i will remain unchanged. When A i updates the APV, n i will send an active (ACT) message to activate node n j . The ACT message consists of C t , C t , the average degree d t , and E C t . When an ACT message is received, n j will check whether the ID of the message corresponds to that of the specified node n i . If so, n j will be added to C t in the next cycle. If the network is covered by the constructed CDS, the algorithm will end after t cycles. Otherwise, node n j will be set to the initial node and will perform the same operation as node n i until the whole network is covered.
If system coverage is accomplished by node n i , then a sleep message (SLP) will be broadcasted based on C t . SLP includes C t and E C t , which denotes the expected average residual energy of C t .
In this manner, all of the active nodes will form a complete coverage area, and the network will be rebuilt until the average residual energy of the current node is below the predefined threshold τ N i or more nodes fail. In the coverage area reconstruction, the nodes with residual energies lower than τ N i fail to detect the activity events and are responsible for initializing new coverage processes. The process flow is shown in Fig. 3 . 
V. LOAD BALANCING MECHANISM BASED ON MULTIPLE CONTROLLERS
We designed an SDN-based underwater system with multiple controllers (sink nodes) to achieve logical centralized management while avoiding the bottleneck issue experienced if a single controller is used.
A. LOAD BALANCING MODULE OF CONTROLLERS
Controllers are responsible for logical centralized management in SDN. The main tasks of a controller are (1) explaining the application requirements to the fundamental infrastructure layer and (2) abstracting the elementary network and submitting the global view to the application layer.
In this paper, POX controllers are considered. The core components of POX are OpenFlow and OF-01 [79] , [80] , which primarily support the device management, topology management, link discovery, data forwarding, and routing modules. A load balancing module is included above the functional modules, which mainly include the load detection and distribution phases. The modified POX structure is depicted in Fig. 4.   FIGURE 4 . Modified POX structure. VOLUME 6, 2018
B. CONTROLLER CLASSIFICATION BASED ON LOAD BALANCING
Considering the load balancing mechanism, multiple controllers are deployed. In SDN-based UASNs, the controllers are of three types: master, pri-slave, and sec-slave.
The load detection phase and traffic threshold are equipped on controllers. Initially, all of the load of a cluster is assigned to a master controller. Once the actual load exceeds the preset threshold, the excess traffic is transferred to the corresponding slave controllers, where a pri-slave controller allocates 80% of it and a sec-slave is responsible for the remaining 20%.
The master controllers are allocated to fixed clusters, but the slave controllers have double identities. Specifically, the pri-slave controller of one cluster also acts as a sec-slave controller for another. The reliability can be significantly improved through the controller mapping.
The ratio of master controllers to slave controllers is recommended to be 1:n in large-scale UASNs. Clearly, the reliability can be greatly enhanced by increasing n, although the controller relationships will be more complex and building a spanning tree protocol-based topology on each cycle will be more time consuming. The optimal ratio of masters to slaves depends on the application requirements and is another task that we are currently working on.
C. LOAD BALANCING ALGORITHM
In UASNs, the nodes are clustered to form multiple autonomous systems, and the sink nodes are assigned as controllers for the corresponding clusters. A load balancing module deals with the following issues.
(1) Huge Overhead of Flow Initialization in a Single Controller: In SDN, the controllers are responsible for initializing the flow, which is done with packet_in [81] , [82] messages. If a node does not find a matching entry in a flow table when a new packet arrives, it will send a packet_in message to a specified controller. The controller will assist the node in configuring the forwarding rules. Since the packet_in messages significantly impact the controller loads, i.e., numerous nodes send packet_in messages to single controllers, huge overhead occurs in large-scale underwater systems. Thus, it was decided to construct a distributed framework of multiple controllers and to convert the centralized UASN management to the cluster-based type.
(2) UASN Reliability: Controllers are the core of SDN. In a single-controller system, if the controller is attacked or fails, the network becomes paralyzed. Furthermore, if there are too many events and requests for a single controller, a bottleneck occurs. Thus, the load balancing technology takes responsibility for both the backup and redundancy tasks. In this paper, a master, pri-slave, and sec-slave controller are assigned to each cluster, which can greatly improve the reliability.
1) LOAD DETECTION PHASE
In this phase, the actual controller loads can be identified according to the number of managed nodes, requested application frequency, resource status, and residual energy of the system.
In a controller, let U cpu , U memory , and U network denote the CPU, memory, and network utilization, respectively. In addition, Th cpu , Th memory , and Th network are defined as the CPU performance, memory size, and bandwidth thresholds, respectively, and Idle cpu , Idle memory , and Idle network are the preset CPU performance, memory size, and bandwidth, respectively, when the system is idle. R Load (i) is the real-time load rate of controller i and can be expressed as in (13): , which correspond to light, suitable, and heavy loads, respectively. If a master controller has a heavy load, it will broadcast a release_nodes() message, which is used to release the connections of some nodes. These nodes will query the corresponding controllers to perform a release action. If a master controller has a suitable load, it will broadcast a lock_nodes() message to set the lock flag for the associated nodes, so that the administrative rights to these nodes are not handed over to other controllers. If a master controller has a light load, it will broadcast an accept_nodes() message to the nodes that are released by other controllers in the overload status.
The underwater SDN-based network is quantified using an undirected graph G = (V , E), where V is the set of nodes and E the set of edges. G is divided into different domains, i.e., G = {D 1 , D 2 , . . . D k , . . . , D n }, where each domain belongs to a controller and there is no overlap between adjacent domains. The assemblage of controllers is denoted as V = v 1 , v 2 , . . . , v j . . . , v n , and the controllers in domain D k are defined as v k . The assemblage of the m nodes in domain D k is written as {n k1 , n k2 , . . . , n km }. The following metrics are considered to determine the deployment location and quantity of slave controllers.
(1) Information Interaction Cost Upon Controller Failure: When controller V k in domain D k fails, the set of the remaining controllers is V * = V \ {v k }. In domain D k , let d n ki , v j denote the shortest distance from node i to controller v j and χ n ki v j the link factor. Therefore, the average information interaction cost C interaction between multiple controllers in domain D k can be expressed as in (14):
(2) Overhead Caused by Node Communication Failure: When a node no longer has the opportunity to choose the 25704 VOLUME 6, 2018 slave controllers, it will not receive any indications from the corresponding controllers, and the node connectivity will be lost. Assuming that the probability of failure for each link is l, the average cost of disconnection in domain D k is C disconnection , which can be represented as in (15):
Node Migration Overhead: Due to the clustering nonuniformity, it is necessary to migrate some tasks to other clusters when the current controller is overloaded or fails. That is, the nodes connected to the current controller are released and can be assigned to other controllers.
We used the equal probability distribution method [83] to handle the node migration overhead. Let the load handled by controller v j be L v j . When a controller does not fail, the load is quantized by the number of packet_in messages that it processes. Let R n ki denote the average number of flow requests sent by node n ki to the master controller in domain D k . Due to the node migration, the new number of flow requests R v j that controller v j processes is given by (16) :
If the maximum number of flow requests that controller v j can handle is max R v j , the node migration overhead can be expressed as in (17) :
Let M R v be the variance of the vector max R v j , which is shown in (18) :
where the number of elements in V * is |V * |.
(4) Controller Communication Overhead:
If data are forwarded to master controllers, they will transfer these data to the coastal station in relay mode, which will lead to controller communication overhead. Let S n ki V j represent the set of controllers that traverse the shortest path from node n ki to controller V j in different domains. Thus, the average communication overhead C traverse between controllers can be expressed as in (19) :
Let Cost k represent the system overhead, which is the combination of the abovementioned four costs, as shown in (20): min Cost k = αC interaction + βC disconnection + γ C migration + µC traverse (20) such that
and
where α, β, γ , µ represent the weight factors of the system. The constraints of Cost k are shown in (21) and (22), which respectively ensure that the elements in the backup membership matrix are binary variables and that each node has at least two slave controllers. At this time, the backup case
By traversing the network, the backup membership matrix will be obtained.
2) LOAD DISTRIBUTION PHASE
In this phase, the master controllers are used for the initial flow allocation. If the master controllers are overloaded, the excess traffic will be migrated to the slave controllers. The controllers can obtain uniform management areas by employing special equipment (e.g., fixed surface buoys), resulting in different numbers of nodes being managed by distinctive controllers.
The consistent hashing algorithm [84] , [85] is utilized to distribute the controller loads. Firstly, the hash function is used to map the flow and controllers into a 32-bit k-value. That is, the range of values is from 0 to 2 32 − 1. Secondly, each flow will traverse the address space via clockwise turns. Thereby, the nearest controllers can be found. If a controller is idle, then the flow will be delivered, but if it is busy, the flow will continue until the next nearest idle controller can be found. Both the controllers and flow IDs are used to calculate the hash address. For example, if there are four controllers (C 1 , C 2 , C 3 , C 4 ) and 10 flows (F 1 , F 2 , . . . , F 10 ) in a UASN, they are mapped to the closed space as illustrated in Fig. 5 .
To improve the processing speed, the upper limit for each controller is set to δ max and an idle flag is idle and a flow number Flow count are set on controller C i . Before load distribution, each flow traverses the address space one by one to find the nearest controller. If is idle = 1, the controller is idle, so the flow will be assigned to the controller and carry out Flow count = Flow count + 1. If is idle = 0, the controller is busy, so the flow will continue to travel clockwise until the next nearest controller is found.
Initially, δ max = 3, Flow count (i) = 0, and is idle (i) = 0 are set for each controller. Then, flow F 1 is allocated to controller C 1 , and F 2 , F 3 and F 4 are assigned to C 2 . When δ max = 3, F 5 can only be delegated to C 3 . Similarly, F 6 and F 7 are allocated VOLUME 6, 2018 to C 3 and F 8 , F 9 and F 10 are distributed to C 4 , as shown in Fig. 6 .
The abovementioned allocation method involves uniform flow distribution. However, non-uniform distribution may occur in practice. If the number of flows is extremely large in a UASN and very few controllers are available, some of the flows will not be distributed.
For example, if C 4 fails, there will still be three controllers (C 1 , C 2 and C 3 ) in the system, so δ max = 3 and F 7 cannot be assigned to any of the remaining controllers, as depicted in Fig. 7 .
Nevertheless, the processing capacities of C 1 and C 2 will not yet have reached the upper limit δ max , which will cause unfair flow distribution. Theoretically, all of the controllers should handle nine flows, but only six flows are processed due to the unfair distribution. If a controller fails, the probability that the flow cannot be processed will increase dramatically.
Based on virtualization, the consistent hashing algorithm is employed to handle the unfair flow distribution. As shown in Fig. 8, each controller is mapped to multiple virtual nodes, and each virtual node corresponds to a physical controller. Each virtual node supports a section on a continuous hash loop. If a new controller is added, many virtual nodes are added accordingly. The newly added virtual nodes are inserted into the entire hash ring evenly, which means that the load distribution problem of the existing controllers can be mitigated effectively. If a controller fails, many virtual nodes will simultaneously become invalid.
Virtual nodes are used to reallocate flow. Firstly, each controller is mapped to two virtual nodes, which are then inserted into the hash ring. Secondly, assuming that a virtual node can accept up to two flows, flow F 1 is assigned to virtual node VC 1−1 , and F 2 to virtual node VC 2−1 , followed by F 3 to VC 2−2 , F 4 to VC 3−1 , and F 5 to VC 3−2 . The distribution is performed only in the original hash ring. Only VC 1−2 is released, so F 6 and F 7 will be assigned to VC 1−2 . Thus, C 3 , which has a relatively heavy load, can allocate some of its load to C 1 . Thereby, a flexible load balancing mechanism can be achieved.
VI. SIMULATION
This section introduces the simulation performed to reveal the potential advantages of SDN in underwater sensor networks.
A. EXPERIMENTAL SETTINGS 1) EXPERIMENTAL PARAMETERS
In this study, the maximum transmission distances between underwater nodes and between a node and a controller were considered to be 100 m and 3 km, respectively. The channel was Rayleigh type [86] , [87] , the noise was quantified as complex Gaussian, and the spread spectrum technique was realized based on Hadamard Walsh Code [88] , [89] . The other environmental conditions (temperature, tide, etc.) were not considered temporarily. The main parameters are summarized in Table 2 . 
2) CONTROLLER HARDWARE
To verify the performance of the load balancing mechanism, we set eight controllers based on improved POX. The physical machine was a cluster of eight blade servers on which controllers and underwater nodes ran. Each server was configured with two Intel Xeon E5-2698 v4 CPUs, each with 20 cores. Each server had 256 GB of RAM, so the total memory size was 2,048 GB, and the storage capacity of the entire system was 3,000 GB. Each master controller was allocated CPUs with 10 cores, 64 GB of RAM, and 100 GB of storage. Each slave controller (include the pri-slave and secslave) was configured with CPUs of 8 cores, RAMs of 32 GB, and 50 GB of storage. There were 160 underwater nodes, each of which was allocated CPUs with one core, 2 GB of RAM, and 10 GB of storage.
3) SIMULATION PROGRAM
We used Mininet and Cbench to build the simulation. Mininet [89] - [94] is a lightweight platform based on SDN, and Cbench [95] - [98] is a performance testing tool that emulates packet_in messages by simulating a certain number of switches connected to controllers and waits for flowmod messages. Cbench was employed to simulate a complex network on a physical host. The controller throughput and delay were monitored by configuring parameters such as the numbers of switches and measurements. The controller bottleneck could be analyzed based on the simulation results.
For convenience, a simulation program (called UASNs hypervisor) was established with Java Web. We designed a graphical user interface to call Mininet and Cbench. Using the program, we built the system with the environmental parameters given in Table 2 . The clustering algorithm based on LA and d-CDS was designed, and the load balancing mechanism based on the consistent hashing algorithm was arranged. The general node information is shown in Fig. 9.   FIGURE 9 . General node information.
In a specified controller, the working mode and other node parameters can be forced to change, such as by adjusting the affiliated properties, as illustrated in Fig. 10 . We built a switching procedure to quantify the network performance reasonably, thereby ensuring that the working mode (i.e., active or sleep mode) could be switched in different cycles randomly. Notably, nodes could die due to energy depletion or failure and never be reactivated. The energy of the underwater nodes was monitored online. For each node, the energy consumption in active mode was calculated based on the number of packet_in messages sent from Cbench. To save energy, sleep mode was also accounted for. In this case, the energy consumption was less, specifically, only 5% of that in active mode. Considering the controller status, there was flexibility in that the packet_in messages could be managed automatically or by changing the working mode manually. In reality, the number of clusters will decrease as the nodes die during network operation. The controller load is relatively large when all of the nodes are functional.
B. EXPERIMENTAL RESULTS OF THE LOAD BALANCING ALGORITHM
Eight controllers that were evenly placed on the ocean surface were employed in this experiment, and 160 underwater nodes were built in a simulation environment. The nodes could be divided into four clusters.
Due to the energy limitations of underwater nodes, the nodes surviving in a cluster change as energy is consumed, which means that the utilization of the master controllers changes dramatically. We set the load reallocation threshold to 0.8, that is, when the utilization rate of a controller reached 80%, it was obligated to perform load reallocation.
Upon load reallocation, 80% of the traffic exceeding the preset threshold was assigned to the corresponding pri-slave controllers, and the remaining 20% was assigned to the homologous sec-slave controllers. Since each slave controller acted as a pri-slave and sec-slave in two separate clusters, the load of each slave controller could be measured based on the related pri-slave and sec-slave controller loads. We assigned the controllers numbered 1, 3, 5, and 7 to be master controllers and those numbered 2, 4, 6, and 8 to be slave controllers. The mapping between controllers and clusters is depicted in Fig. 11 . When the system was running, the controller loads were counted and used to estimate the performance of the algorithm. In a system containing multiple controllers, the loads of the master controllers will rise first, owing to the receipt of numerous packet_in messages. When the load exceeds the threshold of the master controllers, the load balancing mechanism will start, and the relevant load will be transferred to the corresponding slave controllers.
To measure the controller performance accurately, we did not account for the dead nodes in the clusters. The clustering in nine cycles and the performances of the corresponding controllers were constantly received and counted to consolidate the system functions. Each cycle was set to be 10 h long. The running state was monitored continuously for 90 h. Let i, j represent the set of nodes in a cluster, where i and j are the numbers of active and sleeping nodes, respectively. The nodes statuses during nine cycles are presented in Table 3 .
The controller loads were quantified based on the peak traffic (number of packet_in messages N (i) packet_in ), CPU utilization rate R (i) CPU , memory utilization rate R (i) RAM , and peak bandwidth B (i). Thus, the controller utilization rate was quantified as in (23):
The system consisted of three stages when all of the nodes were functional. In the first stage, the controller loads increased gradually. Compared to the initial load of the master controllers, that of the slave controllers was very low. With the system running, the loads increased smoothly, with that of the master controllers fluctuating, as shown in Fig. 12 . In the second stage, the load of the master controllers exhibited a downward fluctuating trend. The load balancing mechanism began to run during this time, which means that the overhead traffic was assigned to the corresponding pri-slave and sec-slave controllers. The load of the master controllers eventually decreased to around 0.45, while that of the slave controllers increased to about 0.35, as depicted in Fig. 13 . In the third stage, all of the controller loads were adjusted and became basically stable and the system load reached a more final state. Eventually, the performances of all of the controllers were maximized by transferring the load from the masters to the slaves. It appears that the load of all of the master controllers decreased, while that of the slave controllers always increased, such that the two almost converged. In short, a uniform distribution was achieved, as shown in Fig. 14 . 
C. SDN-BASED UASN PERFORMANCE TEST
To test the performances of SDN-based UASNs, we conducted simulations based on the program developed using Java Web, and compared the performances in MATLAB.
The data from nine cycles are presented in Table 3 . We compared the network survival time, BER, and computational complexity in four different cases: a traditional UASN with Node_Elect_cluster (TUNE), which means that the nodes were randomly elected to achieve clustering in a traditional underwater system; a traditional UASN with Learning_Automata_cluster (TULA), which means that LA based clustering was employed in a traditional underwater system; an SDN-based UASN with Node_Elect_cluster (SUNE), which refers to an SDN network based on TUNE; and an SDN-based UASN using Learning_Automata_cluster and load balancing (SULA&LB), which indicates an SDN network based on TULA and the load balancing mechanism. SULA&LB is the system proposed in this paper.
1) SURVIVAL TIME COMPARISON
Usually, underwater nodes are powered by batteries. Once a battery dies, the corresponding node fails. The average expected residual energy of the active nodes was used to evaluate the network survival. The average expected residual energies of TUNE, TULA, SUNE, and SULA&LB are compared in Fig. 15 . The average expected residual energy of SULA&LB is the highest, that of TUNE is the lowest, and that of SUNE is higher than that of TULA, which indicates that employing SDN prolongs UASN survival. The expected residual energy of TULA is greater than that of TUNE which suggests that the lifetime is shorter when LA-based clustering is employed. In addition, the expected residual energy of SULA&LB is higher than that of SUNE, demonstrating that the survival time of SULA&LB can be prolonged significantly.
2) BER COMPARISON
The network reliability was assessed based on the BER, which indicates the accuracy of data transmission within the required time. The BERs of TUNE, TULA, SUNE, and SULA&LB were analyzed using the data obtained from active nodes whose numbers are indicated in Table 3 , as shown in Fig. 16 . The BER was evaluated in each case by performing a Monte Carlo (MC) [99] simulation in MATLAB. MC simulation is a popular method of estimating the BERs of various communication systems and is especially useful when the system is so complex that analytical analysis is not feasible or excessively complicated.
With the network running, the BER increases in each case. However, the BER of SULA&LB is relatively flat, and that of TUNE rises sharply. Since no conditional constraints were imposed, the BER exhibits cumulative stacking in TUNE. While data transmission is subject to the centralized management of the controllers in SDN, the interference is greatly reduced for SUNE and SULA&LB, and the BER is higher for SUNE than for SULA&LB, due to the load balancing mechanism. In addition, due to the clustering technology, the BER of TULA is lower than that of TUNE.
3) COMPUTATIONAL COMPLEXITY COMPARISON
Extremely high complexity can result in rapid energy depletion in underwater nodes, while placing higher requirements on the hardware (CPU, RAM, etc.). In this section, the computational complexities of TUNE, TULA, SUNE, and SULA&LB are compared.
For TUNE, the HNs of the clusters are elected by utilizing polling methods based on the residual energies and locations of the nodes. Since HNs consume energy rapidly, they are usually elected cyclically. Assuming that there are n nodes in a UASN, each node generates a random value P random , and HNs are generated by comparing P random with the HN election threshold x. Therefore, the computational complexity of TUNE is given by (24) :
For TULA, the UASN backbone can be constructed based on a d-CDS, and the LA are used to select the optimal neighbors of these nodes to implement clustering. Assume that there are n nodes in an underwater sensor network and that the maximum node degree d max is k. If the degree of node i is d i and its neighbor set is S i , then the number of nodes in S i with degrees greater than d i is at most k. According to the breadth-first search method [100] , the computational complexity of constructing a d-CDS is O k 2 . After that, the LA are employed. Therefore, for node i, the number of times that the LA perform the optimal node selection is k, so the computational complexity of the LA is O (kn). Consequently, the computational complexity of TULA is O k 2 + O (kn), and when k → n,
SDN is implemented for SUNE and SULA&LB. Thus, the clustering and many other computing tasks can be shouldered by the controllers. In addition, all of the nodes can be seen as white-box switches [101] that only receive the processing results in the form of flow tables from the controllers. Therefore, the computational complexity of all of the nodes can be seen as O (1) .
Controllers are high-performance devices and are deployed on the ocean surface, so they can be charged easily. Therefore, the computational complexity is closely related to the application agility of a UASN. For SUNE, which is TUNE based on SDN, the computational complexity can be expressed as in (26):
SULA&LB is TULA combined with the consistent hashing algorithm based on SDN. For SULA&LB, a multicontroller architecture with master and slave controller mapping was implemented. Assuming that n i nodes are managed by controller i, the computational complexity of controller i when implementing TULA is given by (27) :
After that, the consistent hashing algorithm is executed, whose computational complexity is shown in (28):
Therefore, the computational complexity of controller i when implementing SULA&LB is given by (29) :
In this study, the ratio of master controllers to slave controllers was set to 1:2 for SLUA&LB. As a result, two-thirds of the tasks that were shouldered by the master controllers could be assigned to the slave controllers (pri-slave and secslave controllers). Thus, the finally computational complexity of a master controller can be expressed as in (30) :
To increase the performance, the ratio 1:k can be increased. Therefore, the computational complexity of the controllers is given by (31) : We also used the active nodes described in Table 3 to execute the four algorithms. As shown in Fig. 17 , the computational complexity of TULA is the highest. Furthermore, although TULA could achieve optimal clustering, a balance could not be achieved between the computational complexity and clustering performance. It appears that the computational complexities of TUNE and SUNE_controller are basically the same. Due to the multi-controller mapping method, the computational complexity of SULA&LB_controller is lower than that of TULA. Thus, SULA&LB could achieve a balance between computational complexity and clustering performance.
To determine the 1:k ratio related to the computational complexity of SULA&LB (specifically, the SULA&LB controller), we performed computational statistics with k = 2, 3, 4 and 5. We then compared the results obtained with SULA&LB, TULA, TUNE, and SUNE (specifically, the SUNE controller). The computational complexity of SULA&LB clearly decreases gradually with increasing k, similarly to those of TUNE and SUNE, as shown in Fig. 18 . 
VII. CONCLUSIONS
In this study, we developed an SDN-based UASN framework and designed a clustering method involving LA and d-CDSs.
We then realized a load balancing mechanism based on the consistent hashing algorithm and implemented a program to simulate the networks. Finally, we checked the performance of the load balancing mechanism and compared the survival times, BERs, and computational complexities of the networks in four cases: TUNE, TULA, SUNE, and SULA&LB.
The results reveal that UASN performance can be greatly improved by employing SDN. We expect that these findings will provide important theoretical and technical support for the development of high-performance SDN-based UASNs.
We are currently focusing on assessing the performance statistics by employing a variety of bionic clustering algorithms (such as ant colony, firefly, and bee algorithms) in SDN-based underwater sensor networks. The next task is to improve the UASN performance by constructing virtual MIMO nodes and incorporating cross-layer optimization technology.
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