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Abstract
LetK denote a field, and let V denote a vector space overK with finite positive dimension. We consider
a pair of linear transformations A : V → V and A∗ : V → V that satisfy (i), (ii) below:
(i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal
and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irreducible tridiagonal
and the matrix representing A is diagonal.
We call such a pair a Leonard pair onV . In this paper we investigate the commutatorAA∗ − A∗A. Our results
are as follows. Abbreviate d = dim V − 1 and first assume d is odd. We show AA∗ − A∗A is invertible and
display several attractive formulae for the determinant. Next assume d is even. We show that the null space
of AA∗ − A∗A has dimension 1. We display a nonzero vector in this null space. We express this vector as
a sum of eigenvectors for A and as a sum of eigenvectors for A∗.
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1. Introduction
Throughout this paper, K will denote a field and V will denote a vector space over K with
finite positive dimension.
We begin by recalling the notion of a Leonard pair. We will use the following notation. A
square matrix X is called tridiagonal whenever each nonzero entry lies on either the diago-
nal, the subdiagonal, or the superdiagonal. Assume X is tridiagonal. Then X is called irreduc-
ible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is
nonzero.
Definition 1.1 [18]. By a Leonard pair on V , we mean an ordered pair of linear transformations
A : V → V and A∗ : V → V that satisfy the following two conditions:
(i) There exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irreducible
tridiagonal and the matrix representing A is diagonal.
Note 1.2. It is a common notational convention to use A∗ to represent the conjugate-transpose
of A. We are not using this convention. In a Leonard pair A, A∗ the linear transformations A and
A∗ are arbitrary subject to (i) and (ii) above.
We refer the reader to [3,10,13–18,20–27,29,30] for background on Leonard pairs. We espe-
cially recommend the survey [27]. See [1,2,5–9,11,12,19,28] for related topics.
For the rest of this paper let A, A∗ denote a Leonard pair on V . For notational convenience
we define d = dim V − 1. We are going to investigate the commutator AA∗ − A∗A. It turns
out the behavior of this commutator depends on the parity of d. First assume d is odd. We show
AA∗ − A∗A is invertible and display several attractive formulae for the determinant. Next assume
d is even. We show that the null space of AA∗ − A∗A has dimension 1. We display a nonzero
vector in this null space. We express this vector as a sum of eigenvectors for A and as a sum of
eigenvectors for A∗.
The rest of this section is devoted to giving formal statements of our results. We will use the
following notation. Let Matd+1(K) denote theK-algebra consisting of all d + 1 by d + 1 matrices
that have entries inK. We index the rows and columns by 0, 1, . . . , d. Let u0, u1, . . . , ud denote a
basis for V . For a linear transformation X : V → V and for Y ∈ Matd+1(K), we say Y represents
X with respect to u0, u1, . . . , ud whenever Xuj =∑di=0 Yijui for 0  j  d. Also, by the null
space of X we mean {v ∈ V |Xv = 0}. We recall that X is invertible if and only if the null space
of X is zero. We now state our first main result.
Theorem 1.3. The following hold:
(i) Suppose d is odd. Then AA∗ − A∗A is invertible.
(ii) Suppose d is even. Then the null space of AA∗ − A∗A has dimension 1.
Before we state our next two main theorems we make some comments. We fix a basis
v∗0 , v∗1 , . . . , v∗d for V that satisfies Definition 1.1(i). Observe that with respect to this basis the
matrices that represent A, A∗ take the form
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A :


a0 b0 0
c1 a1 b1
c2 · ·
· · ·
· · bd−1
0 cd ad


, A∗ :


θ∗0 0
θ∗1
θ∗2 ·
·
0 θ∗d


, (1)
where bi−1ci /= 0 for 1  i  d . We also fix a basis v0, v1, . . . , vd for V that satisfies Definition
1.1(ii). With respect to this basis the matrices that represent A, A∗ take the form
A :


θ0 0
θ1
θ2
·
·
0 θd


, A∗ :


a∗0 b∗0 0
c∗1 a∗1 b∗1
c2 · ·
· · ·
· · b∗d−1
0 c∗d a∗d


, (2)
where b∗i−1c∗i /= 0 for 1  i  d . Observe that θ0, θ1, . . . , θd (respectively θ∗0 , θ∗1 , . . . , θ∗d ) are the
eigenvalues of A (respectively A∗). It is known [18, Lemma 1.3] that θi /= θj , θ∗i /= θ∗j if i /= j
for 0  i, j  d. We now state our second and third main results.
Theorem 1.4. Suppose d is odd. Then
det (AA∗ − A∗A) =
∏
1id
i odd
bi−1ci
(
θ∗i−1 − θ∗i
)2
, (3)
det (AA∗ − A∗A) =
∏
1id
i odd
b∗i−1c∗i (θi−1 − θi)2. (4)
Theorem 1.5. Suppose d is even.
(i) The null space of AA∗ − A∗A is spanned by∑dk=0 γkv∗k , where γk = 0 if k is odd, and
γk =
∏
1ik−1
i odd
ci
(
θ∗i−1 − θ∗i
)
bi
(
θ∗i − θ∗i+1
) , (5)
if k is even.
(ii) The null space of AA∗ − A∗A is spanned by∑dk=0 γ ∗k vk, where γ ∗k = 0 if k is odd, and
γ ∗k =
∏
1ik−1
i odd
c∗i (θi−1 − θi)
b∗i (θi − θi+1)
, (6)
if k is even.
Remark 1.6. Theorems 1.3 and 1.5 give an answer to a problem by the second author [27, Section
36].
In order to state our next result we recall a few facts.
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Lemma 1.7 [18, Theorem 1.9]. The expressions
θi−2 − θi+1
θi−1 − θi ,
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
(7)
are equal and independent of i for 2  i  d − 1.
Using Lemma 1.7 we define a scalar q as follows.
Definition 1.8. For d  3 let β denote the scalar in K such that β + 1 is the common value of
(7). For d  2 let β denote any scalar inK. LetK denote the algebraic closure ofK. Let q denote
a nonzero scalar in K such that β = q2 + q−2.
We recall some notation.
Definition 1.9. For an integer n > 0 we define
[n]q = qn−1 + qn−3 + · · · + q1−n. (8)
We observe:
(i) If q2 /= 1 then
[n]q = q
n − q−n
q − q−1 . (9)
(ii) If q = 1 then
[n]q = n. (10)
(iii) If q = −1 then
[n]q = (−1)n+1n. (11)
We mention here a technical result for later use. We will show
[i]q /= 0 if i is odd (1  i  d). (12)
We recall some parameters. By [18, Theorem 3.2] there exists a sequence of nonzero scalars
ϕ1, ϕ2, . . . , ϕd inK and there exists a basis for V with respect to which the matrices representing
A, A∗ are
A :


θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd


, A∗ :


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d


.
The sequence ϕ1, ϕ2, . . . , ϕd is uniquely determined by the ordering (θ0, θ1, . . . , θd; θ∗0 , θ∗1 , . . . ,
θ∗d ). We call the sequence ϕ1, ϕ2, . . . , ϕd the first split sequence with respect to the ordering
(θ0, θ1, . . . , θd; θ∗0 , θ∗1 , . . . , θ∗d ). Let φ1, φ2, . . . , φd denote the first split sequence with respect to
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the ordering (θd, θd−1, . . . , θ0; θ∗0 , θ∗1 , . . . , θ∗d ). We call the sequence φ1, φ2, . . . , φd the second
split sequence with respect to the ordering (θ0, θ1, . . . , θd; θ∗0 , θ∗1 , . . . , θ∗d ). We now state our final
main result.
Theorem 1.10. Suppose d is odd. Then
det(AA∗ − A∗A) = (−1)(d+1)/2
∏
1id
i odd
ϕiφi
[i]2q
. (13)
Remark 1.11. The denominator of (13) is nonzero by (12).
Remark 1.12. Theorem 1.10 was conjectured by the second author [27, Section 36].
2. Proof of Theorems 1.3, 1.4 and 1.5
Lemma 2.1. Let B ∈ Matd+1(K) denote the matrix that represents AA∗ − A∗A with respect to
the basis v∗0 , v∗1 , . . . , v∗d . Then
(i) The (i, i − 1)-entry of B is ci
(
θ∗i−1 − θ∗i
) for 1  i  d.
(ii) The (i − 1, i)-entry of B is bi−1
(
θ∗i − θ∗i−1
) for 1  i  d.
(iii) All other entries of B are 0.
Proof. Obtained by routine computation using (1). 
Proof of Theorem 1.4. We first prove (3). Let the matrix B be as in Lemma 2.1. Observe that B is
tridiagonal with all diagonal entries zero. For 0  r  d let Br denote the submatrix of B obtained
by taking rows 0, 1, . . . , r and columns 0, 1, . . . , r . Then the determinants of B1, B3, . . . , Bd
satisfy the following well-known recursion [4, p. 28]:
det(B1) = b0c1
(
θ∗0 − θ∗1
)2
,
det(Br) = br−1cr
(
θ∗r−1 − θ∗r
)2 det(Br−2) (3  r  d, r odd).
Solving this recursion we find
det(Br) =
∏
1ir
i odd
bi−1ci
(
θ∗i−1 − θ∗i
)2
(1  r  d, r odd). (14)
Setting r = d in (14) we obtain (3). The proof of (4) is similar. 
Proof of Theorem 1.5(i). Let the matrix B be as in Lemma 2.1. Define a vector v = (γ0, γ1, . . . ,
γd)
t where t denotes the transpose, and γ0, γ1, . . . , γd are from the statement of the theorem. It
suffices to show that v spans the null space of B. By matrix multiplication we find Bv = 0, so v
is contained in the null space of B. Let w denote any vector in the null space of B. We show w is
a scalar multiple of v. For notational convenience write w = (w0, w1, . . . , wd)t . Multiplying out
Bw = 0 we routinely obtain the recursion
b0
(
θ∗1 − θ∗0
)
w1 = 0,
K. Nomura, P. Terwilliger / Linear Algebra and its Applications 416 (2006) 880–889 885
ci
(
θ∗i−1 − θ∗i
)
wi−1 + bi
(
θ∗i+1 − θ∗i
)
wi+1 = 0 (1  i  d − 1),
cd
(
θ∗d−1 − θ∗d
)
wd−1 = 0.
Solving this recursion we find wk = w0γk for 0  k  d. Therefore w = w0v. We have now
shown that w is a scalar multiple of v and the result follows. 
Proof of Theorem 1.5(ii). Similar to the proof of Theorem 1.5(i). 
Proof of Theorem 1.3. Immediate from Theorems 1.4 and 1.5. 
3. The proof of Theorem 1.10, part I
We now turn to the proof of Theorem 1.10. We will use the following notation. Let λ denote
an indeterminate and let K[λ] denote the K-algebra consisting of all polynomials in λ that have
coefficients in K.
Definition 3.1. For 0  i  d let τ ∗i , η∗i denote the following polynomials in K[λ]:
τ ∗i =
(
λ − θ∗0
)(
λ − θ∗1
) · · · (λ − θ∗i−1), (15)
η∗i =
(
λ − θ∗d
)(
λ − θ∗d−1
) · · · (λ − θ∗d−i+1). (16)
We observe that each of τ ∗i , η∗i is monic with degree i.
Theorem 3.2 [27, Lemma 7.2, Theorem 23.7]. For 1  i  d we have
bi−1ci = ϕiφi
τ ∗i−1
(
θ∗i−1
)
η∗d−i
(
θ∗i
)
τ ∗i
(
θ∗i
)
η∗d−i+1
(
θ∗i−1
) . (17)
We now assume that d is odd and evaluate (3) using (17). We find that det(AA∗ − A∗A) is
equal to∏
1id
i odd
ϕiφi
times
∏
1id
i odd
(
θ∗i−1 − θ∗i
)2 τ ∗i−1(θ∗i−1)η∗d−i(θ∗i )
τ ∗i
(
θ∗i
)
η∗d−i+1
(
θ∗i−1
) . (18)
We now evaluate (18).
Lemma 3.3. Suppose d is odd. Then (18) is equal to
(−1)m+12, (19)
where m = (d − 1)/2 and
 =
∏
0	<km
θ∗2	+1 − θ∗2k
θ∗2	 − θ∗2k+1
.
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Proof. For an integer i define s(i) = (−1)i . Using (16) we find
∏
1id
i odd
η∗d−i (θ∗i )
η∗d−i+1(θ∗i−1)
=
∏
0i<jd
(θ∗i − θ∗j )s(i+1).
Similarly using (15) we find
∏
1id
i odd
τ ∗i−1(θ∗i−1)
τ ∗i (θ∗i )
= (−1)m+1
∏
0i<jd
(θ∗i − θ∗j )s(j).
Evaluating (18) using these equations we routinely obtain the result. 
4. Some comments
In order to prove Theorem 1.10 we will evaluate (19) further using Lemma 1.7. There are some
technical aspects involved which we will deal with in this section.
Lemma 4.1 [18, Lemma 9.3]. Assume d  3. Then with reference to Definition 1.8 the following
(i)–(iv) hold:
(i) Suppose β /= 2, β /= −2. Then q2i /= 1 for 1  i  d.
(ii) Suppose β = 2 and Char(K) = p > 2. Then d < p.
(iii) Suppose β = −2 and Char(K) = p > 2. Then d < 2p.
(iv) Suppose β = 0 and Char(K) = 2. Then d = 3.
Lemma 4.2. Referring to Definition 1.9, assume that n is odd and q2 = −1. Then [n]q =
(−1)(n−1)/2.
Proof. Routine using line (9). 
Corollary 4.3. With reference to Definitions 1.8 and 1.9, we have [i]q /= 0 for i odd(1  i  d).
Proof. Assume d  3; otherwise the result holds since [1]q = 1. Let the integer i be given and
assume i is odd. We consider three cases. First assume β /= 2, β /= −2. Then the result holds by
Lemma 4.1(i) and (9). Next assume β = 2 and Char(K) /= 2. Using β = 2 and q2 + q−2 = β
we find q2 = 1. Now [i]q = i by (10) or (11) and since i is odd. Each of 1, 2, . . . , d is nonzero in
K by Lemma 4.1(ii) so [i]q /= 0. Next assume β = −2. Using q2 + q−2 = β we find q2 = −1,
so [i]q = (−1)(i−1)/2 by Lemma 4.2. In particular [i]q /= 0 as desired. 
Lemma 4.4 [18, Lemma 9.4]. Assume d  3. Pick any integers i, j, r, s (0  i, j, r, s  d) and
assume i + j = r + s, i /= j, r /= s. Then with reference to Definition 1.8 the following (i)–(iv)
hold:
(i) Suppose β /= 2, β /= −2. Then
θ∗i − θ∗j
θ∗r − θ∗s
= q
2i − q2j
q2r − q2s .
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(ii) Suppose β = 2 and Char(K) /= 2. Then
θ∗i − θ∗j
θ∗r − θ∗s
= i − j
r − s .
(iii) Suppose β = −2 and Char(K) /= 2. If r + s is even, then
θ∗i − θ∗j
θ∗r − θ∗s
= (−1)i+r i − j
r − s .
If r + s is odd, then
θ∗i − θ∗j
θ∗r − θ∗s
= (−1)i+r .
(iv) Suppose β = 0 and Char(K) = 2. Then
θ∗i − θ∗j
θ∗r − θ∗s
= 1.
In the above formulae all denominators are nonzero by Lemma 4.1.
Corollary 4.5. Assume d  3. Pick any integers i, j (0  i < j  d) and r, s (0  r < s  d).
Assume i + j = r + s and this common value is odd. Then with reference to Definitions 1.8 and
1.9,
θ∗i − θ∗j
θ∗r − θ∗s
= [j − i]q[s − r]q . (20)
Proof. In each case of Lemma 4.4 we routinely express the result using Definition 1.9 and Lemma
4.2. 
5. Proof of Theorem 1.10, part II
In this section we complete the proof of Theorem 1.10. Our argument is based on the following
proposition.
Proposition 5.1. Assume d is odd. Then the expression  from Lemma 3.3 satisfies
 =
∏
1id
i odd
1
[i]q . (21)
Proof. We may assume d  3; otherwise the result holds since [1]q = 1. Now we have
=
∏
0	<km
θ∗2	+1 − θ∗2k
θ∗2	 − θ∗2k+1
=
m∏
k=0
k−1∏
	=0
θ∗2	+1 − θ∗2k
θ∗2	 − θ∗2k+1
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=
m∏
k=0
k−1∏
	=0
[2k − 2	 − 1]q
[2k − 2	 + 1]q (by Corollary 4.5)
=
m∏
k=0
1
[2k + 1]q
=
∏
1id
i odd
1
[i]q . 
Proof of Theorem 1.10. Immediate from Lemma 3.3, Proposition 5.1, and the comment after
Theorem 3.2. 
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