the final set would be less than the area of the initial set. As a consequence of this, dissipative systems typically are characterized by the presence of attractors.
Attractor. If one considers a system and its phase space, then the initial conditions may be attracted to some subset of the phase space (the attractor) as time t -* o. For example, for a damped harmonic oscillator (Fig. la) the attractor is the point at rest (in this case the origin). For a periodically driven oscillator in its limit cycle the limit set is a closed curve in the phase space (Fig. lb) .
Strange attractor. In the above two examples, the attractors were a point ( Fig. la) , which is a set of dimension zero, and a closed curve (Fig. lb) , which is a set of dimension one. For many other attractors the attracting set can be much more irregular (some would say pathological) and, in fact, can have a dimension that is not an integer. Such sets have been called "fractal" and, when they are attractors, they are called strange attractors. [ For a more precise definition see (1) .] The existence of a strange attractor in a physically interesting model was first demonstrated by Lorenz (2). formed by taking the line interval from 0 to 1, dividing it in thirds, then discarding the middle third, then dividing the two remaining thirds into thirds and discarding their middle thirds, and so on ad infinitum. The Cantor set is the closed set of points that are left in the limit of this repeated process. If we take E = 3 with n an integer, then we see that N(E) = 2n and Eq. 1 (in which E -* 0 corresponds to n -* oc) yields d = (In 2)/(ln 3), a number between 0 and 1, hence, a fractal. The topic of the dimension of strange attractors is a large subject on which much research has been done. One of the most interesting aspects concerning dimension arises from the fact that the distribution of points on a chaotic attractor can be nonuniform in a very singular way. In particular, there can be 30 OCTOBER 1987 an arbitrarily fine-scaled interwoven structure of regions where orbit trajectories are dense and sparse. Such attractors have been called multifractals and can be characterized by subsidiary quantities that essentially give the dimensions of the dense and sparse regions of the attractor. In this review we shall not attempt to survey this work. Several papers provide an introduction to recent work on the dimension of chaotic attractors (3-5).
Dimension. There are many definitions of the dimension d (3). The simplest is called the box-counting or capacity dimension and is defined as follows
Chaotic attractor. By this term we mean that if we take two typical points on the attractor that are separated from each other by a small distance A(O) at t = 0, then for increasing t they move apart exponentially fast. That is, in some average sense A(t) -A(O)exp(ht) with h > 0 (where h is called the Lyapunov exponent). Thus a small uncertainty in the initial state of the system rapidly leads to inability to forecast its future. [It is not surprising, therefore, that the pioneering work of Lorenz (2) was in the context of meteorology.] It is typically the case that strange attractors are also chaotic [although this is not always so; see (1, 6)].
Dynamical system. This is a system of equations that allows one, in principle, to predict the future given the past. One example is a system of first-order ordinary differential equations in time, dx(t)l dt = G(x,t), where x(t) is a D-dimensional vector and G is a Ddimensional vector function of x and t. Another example is a map.
Map. A map is an equation of the form xI = F(x,), where the "time" t is discrete and integer valued. Thus, given x0, the map gives x1. Given x1, the map gives x2, and so on. Maps can arise in continuous time physical systems in the form of a Poincare surface of section. 
where 0 is the angle between the pendulum arm and the rest position, v is the coefficient of friction, w0 is the frequency of natural oscillation, and f is the strength of the forcing. In Eq. 4, the first term represents the inertia of the pendulum, the second term represents friction at the pivot, the third represents the gravitational force, and the right side represents an external sinusoidally varying torque of strengthf and frequency X applied to the pendulum at the pivot. In Fig. 5a , we plot the Poincare surface of section of a strange ARTICLES 633 is an artifact due to chaos-amplified roundoff error. Although a numerical trajectory will diverge rapidly from the true trajectory with the same initial point, it has been demonstrated rigorously (10) in important cases [including the Henon map (11) ] that there exists a true 634 trajectory with a slightly different initial point that stays near the noisy trajectory for a long time. [For example, for the Henon map for a typical numerical trajectory computed with 14-digit precision there exists a true trajectory that stays within 10-7 of the numerical trajectory for 107 iterates (11) .] Thus we believe that the apparently fractal structure seen in pictures such as Figs. 4, 5, and 7 is real.
The Evolution of Chaotic Attractors
In dissipative dynamics it is common to find that for some value of a system parameter only a nonchaotic attracting orbit (a limit cycle, for example) occurs, whereas at some other value of the parameter a chaotic attractor occurs. It is therefore natural to ask how the one comes about from the other as the system parameter is varied continuously. This is a fundamental question that has elicited a great deal of attention (9, 12-19).
To understand the nature of this question and some of the possible answers to it, we consider An infinite period-doubling cascade is one way that a chaotic attractor can come about from a nonchaotic one (13) . There are also two other possible routes to chaos exemplified in Fig. 8, a and burst (the "intermittent burst") of chaotic-like behavior, followed by another long stretch of almost period-three behavior, followed by a chaotic burst, and so on. As C approaches Co() from below, the average duration of the long stretches between the intermittent bursts becomes longer and longer (14), approaching infinity and proportional to (Co -Cf"2 as C -Co(3. Thus the pure periodthree orbit appears at C = Co(3). Alternatively we may say that the attracting periodic attractor of period three is converted to a chaotic attractor as the parameter C decreases through the critical value C(3). It should be emphasized that, although our illustration of the transition to chaos by way of intermittency is within the context of the period-three window of the quadratic map given by Eq. 7, this phenomenon (as well as period-doubling cascades and crises) is very general; in other systems it occurs for other periods (period one, for example) in easily observable form.
Crises. From Fig. 8a we see that there is a chaotic attractor for C < C, = 2, but no chaotic attractor for ( > Cc. Thus, as C is lowered through Cc, a chaotic attractor is born. How does this occur? Note that at C = Cc the chaotic orbit occupies the interval -2 s x < 2. If C is just slightly larger than Cc, an orbit with initial condition in the interval -2 <Cx <C 2 will typically follow a chaoticlike path for a finite time, after which it finds its way out of the 30 OCTOBER 1987 interval -2 c x c 2, and then rapidly begins to move to large negative x values (that is, it begins to approach x = -Xo). This is called a chaotic transient (15) As examples, two "universal" results can be stated within the context of the bifurcation diagrams (Fig. 8, a and b) . Let Cs denote the value of C at which a period 2n cycle period doubles to become a period 2cni cycle. Then, for the bifurcation diagram in Fig. 8a, The result given in Eq. 12 is not restricted to the quadratic map. In fact, it applies to a broad class of systems that undergo period doubling cascades (13, 39) . In practice such cascades are very common, and the associated universal numbers are observed to be well approximated by means of fairly low order bifurcations (for example, n = 2,3,4). This scaling behavior has been observed in 636 many experiments, including ones on fluids, nonlinear circuits, laser systems, and so forth. Although universality arguments do not explain why cascades must exist, such explanations are available from bifurcation theory (40) . In fact, even for the k = 3 window (Fig. 8b) the 9/4 value is closely  approximated (it is 9/4 -0.074... .) . This result is universal for one-dimensional maps (and possibly more generally for any chaotic dynamical process) with windows.
Fractal Basin Boundaries
In addition to chaotic attractors, there can be sets in phase space on which orbits are chaotic but for which points near the set move away from the set. That is, they are repelled. Nevertheless, such chaotic repellers can still have important macroscopically observable effects, and we consider one such effect (42, 43) We now wish to explore the consequences for prediction of this infinitely fine-scaled structure. To do this, consider an initial condition (0, dOldt). What is the effect of a small change E in the 0-coordinate? Thus we integrate the forced pendulum equation with the initial conditions (0, dOldt), (0, d8/dt + E), and (0, dOldt -e) until they approach one of the attractors. If either or both of the perturbed initial conditions yield orbits that do not approach the same attractor as the unperturbed initial condition, we say that (8, deldt) is uncertain. Now we randomly choose a large number of initial conditions and let! denote the fraction of these that we find 30 
