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Let G be a semisimple algebraic group over a field of characteristic p > 0 and let
B ⊂G be a Borel subgroup. The strong linkage principle for G in [1] gives a condition on
the highest weights of composition factors of the cohomology of line bundles on G/B . As
a consequence the category of rational G-modules breaks up into blocks corresponding to
the weight orbits of the affine Weyl group associated with G.
In this paper we shall discuss the same principle for quantum groups. More precisely,
we let R denote the root system for G relative to the maximal torus T in B , and we denote
by Uq the corresponding quantum group over a field k. The parameter q is a non-zero
element of k andUq is the specialization of Lusztig’sZ[v, v−1]-form of the usual quantized
enveloping algebra over Q(v), see [5]. When q is a root of unity we prove an analogous
strong linkage principle for certain cohomology modules for Uq (see Theorem 3.1), and
we deduce that the category of integrable Uq -modules splits up into blocks for an affine
Weyl group associated to Uq (when q is not a root of unity it is well known and easy to
check that this category is semisimple).
The quantum version of the strong linkage principle presented in this paper is not
new. In the case where the characteristic of k is 0 and the order of q is an odd prime
power it appears in [5]. More general versions are found in [4,6,10]. Our treatment will be
uniform covering all fields k and roots of unity of arbitrary order. Moreover, our proof is
elementary and almost self-contained (taking only standard facts about representations of
Uq for granted and leaving some of the details of the sl2-case to the reader).
As a byproduct of our proof we get the finite dimensionality of the cohomology modules
we are dealing with. In addition to the above mentioned application toward the splitting
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of the category of integrable modules (including in particular all finite-dimensional
Uq -modules) into blocks we also give a few other consequences. This culminates—as
we thought appropriate on this occasion—in a discussion of the Steinberg module in this
context.
1. Quantum groups and their representations
1.1. Let R be a root system and denote by (aij )i,j=1,...,n the Cartan matrix of R. Pick
a minimal n-tuple (d1, . . . , dn) ∈Nn such that (diaij )i,j=1,...,n is symmetric.
Let v be an indeterminate and denote by Uv the quantum group overQ(v) associated to
R. This is a Q(v)-algebra with generators Ei,Fi,Ki , and K−1i , i = 1, . . . , n, satisfying a
list of relations defined in terms of the numbers aij , see, e.g., [7]. Moreover, Uv is a Hopf
algebra with comultiplication ∆, counit  and antipode S.
We set A= Z[v, v−1] and denote by UA theA-subalgebra (in fact also Hopf subalgebra)
of Uv generated by the divided powers E(r)i ,F
(r)
i together with K
±1
i , i = 1, . . . , n. Recall
that E(r)i =Eri /[r]di ∈Uv with similar convention for F (r)i . Here we have for a ∈ Z, d ∈N
employed the notation [a]d = (vda − v−da)/(vd − v−d ) and when a ∈ N we set [a]d ! =
[a]d[a − 1]d · · · [1]d. Later we shall also need the Gaussian binomial coefficients[
m
a
]
d
= [m]d [m− 1]d · · · [m− a + 1]d[a]d ! , m ∈ Z, a ∈N.
Suppose k is a field and q ∈ k is a non-zero element. We make k into an A-algebra by
specializing v to q and define Uq = UA ⊗A k. Clearly, Uq is then a Hopf algebra over k
(with comultiplication, counit and antipode induced from UA and denoted by the same
symbols as for Uv). In the following we shall assume that q is a root of unity and we shall
set l equal to the order of q2. Clearly, q is then a primitive lth or 2lth root of 1.
Abusing notation, we shall write Ki , E(r)i etc also for the images in Uq of these
generators. We define U+q and U−q to be the subalgebras of Uq generated by the {E(r)i | i =
1, . . . , n, r ∈ N} and {F (r)i | i = 1, . . . , n, r ∈ N}, respectively. Moreover, U0q will denote
the subalgebra of Uq generated by {Ki,
[
Ki;0
t
] | i = 1, . . . , n; t ∈ N}. Here we use (for all
c ∈ Z) the notation
[
Ki; c
t
]
=
t∏
s=1
Kiq
di(c−s+1) −K−1i qdi(−c+s−1)
qdis − q−dis .
These ‘extra’ generators show up in the important commutation formula
E
(r)
i F
(s)
i =
min{r,s}∑
t=0
F
(s−t )
i
[
Ki;2t − s − r
t
]
E
(r−t )
i .
Then Uq =U−q U0qU+q . We set Bq =U−q U0q . This will be our ‘Borel subalgebra.’
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1.2. Let X = Zn. Then the elements αi = (d1a1i, d2a2i , . . . , dnani) ∈ X, i = 1, . . . , n,
form a set of simple roots in the root system R ⊂X⊗Z R.
If λ ∈X we may define a character χλ :U0q → k by
χλ
(
K±1i
)= q±diλi , χλ
([
Ki; c
t
])
=
[
λi + c
t
]
di
,
i = 1, . . . , n, c ∈ Z, t ∈ N. The one-dimensional U0q -module determined by χλ is denoted
kλ. This extends to a Bq -module with trivial U−q -action.
For an arbitrary U0q -module M we define the weight space Mλ to be
Mλ =
{
m ∈M ∣∣ um= χλ(u)m, u ∈U0q }.
We say that λ is a weight of M if Mλ = 0. The different weight spaces of M form
direct sum, and it is easy to see that the subspace
⊕
λ∈XMλ is a Uq -submodule. In fact,
E
(r)
i Mλ ⊂Mλ+rαi and F (r)i Mλ ⊂Mλ−rαi for all i = 1, . . . , n, r ∈N.
Definition 1.1. A Uq -module M is called integrable if it satisfies
(i) M =⊕λ∈XMλ,
(ii) for each m ∈M and each i = 1, . . . , n we have E(r)i m= 0 = F (r)i m for r  0.
The category of integrable Uq -modules is denoted Cq .
Remark 1.2. Strictly speaking Cq is the category of integrableUq -modules ‘of type 1,’ i.e.,
all weights are in X. For each σ = (σ1, . . . , σn) with σj =±1 for j = 1, . . . , n and each
λ ∈X we may define
Mλ,σ =
{
m ∈M ∣∣ um= χλ,σ (u)m, u ∈U0q },
where χλ,σ is the character of U0q which takes K
±1
i into σiq
±diλi , i = 1, . . . , n. It is easy to
see, however, that the corresponding category Cq,σ is equivalent to Cq and any Uq -module
which is a direct sum of its subspaces Mλ,σ with λ ∈X and σ running through all sets of
signs brakes up into a direct sum of submodules from the various categories Cq,σ . We shall
therefore only consider Cq .
We have similarly categories C0q and C−q of integrable U0q and Bq -modules. In the first
case, only part (i) of Definition 1.1 applies whereas in the latter case also the relevant part
of (ii) (i.e., the statement about the F (r)i ’s) applies.
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2. Induction functors
2.1. Define now the functor F from the category of Uq -modules to Cq by
F(M)=
{
m ∈
⊕
λ∈X
Mλ
∣∣∣ E(r)i m= F (r)i m= 0, i = 1, . . . , n; r  0
}
.
It is not hard to check that F(M) is indeed a Uq -submodule of M and F(M) ∈ Cq . Clearly
F is a left exact functor.
We define the induction functor H 0q =H 0(Uq/Bq,−) :C−q → Cq by
H 0q (M)= F
(
HomBq (Uq,M)
)
, M ∈ C−q .
HereUq is considered aBq -module via left multiplication ofBq onUq and HomBq (Uq,M)
is made into a Uq -module via the formula
uf (x)= f (xu), u, x ∈ Uq, f ∈ HomBq (Uq,M).
Similarly, we have induction functors H 0(Bq/U0q ,−) :C0q → C−q and H 0(Uq/U0q ,−) :
C0q → Cq . Later we shall also need to consider induction functors H 0(Pq/Bq,−) and
H 0(Uq/Pq,−) for certain ‘parabolic’ subalgebras Pq ⊂Uq .
2.2. The induction functors defined in Section 2.1 have the following basic properties
which we formulate only for H 0q and whose proofs we leave to the readers (or see [5])
(1) Let M ∈ C−q . The evaluation map Ev :H 0q (M)→M is a Bq -homomorphism. For each
V ∈ Cq we have a natural isomorphism of k-vector spaces
HomCq
(
V,H 0q (M)
) HomC−q (V ,M)
which maps φ ∈ HomCq (V ,H 0q (M)) into Ev ◦ φ.
(2) Induction is transitive, e.g.,
H 0q
(
H 0
(
Bq/U
0
q ,M
))H 0(Uq/U0q ,M) for all M ∈ C0q .
(3) If Q ∈ C−q is injective then H 0q (Q) is injective in Cq .
(4) We have the following tensor identity valid for all V ∈ Cq and M ∈ C−q :
V ⊗k H 0q (M)H 0q (V ⊗k M).
Note that all objects in C0q are injective. Hence by (3) we see that C−q and Cq have enough
injectives. To be more precise, we can for M ∈ C−q embed M (note that the homomorphism
obtained from the identity on M via (1) is indeed an injection) into the injective (cf. (3))
module H 0(Bq/U0q ,M). Similarly, V ⊂H 0(Uq/U0q ,V ) for all V ∈ Cq .
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2.3. Induction functors are left exact by construction. By Section 2.1 they have right
derived functors. These we shall denote Hjq = Hj(Uq/Bq,−), Hj(Uq/U0q ,−) etc. for
j  0. We shall derive most of the properties of these functors as we go along. However,
there is one fact which will be crucial to us and which we shall not prove here (the only
proof I know is the one in [6] where the result is deduced from the corresponding well-
known classical fact about cohomology of coherent sheaves on projective varieties):
Theorem 2.1. Hjq = 0 for j > N .
Here and elsewhere N denotes the number of positive roots in R.
3. Linkage
3.1. For each i = 1, . . . , n we have a reflection si corresponding to the simple root αi .
These reflections generate the Weyl group W of R. Note that if α∨i denotes the coroot of αi
then si is given by si (λ)= λ− 〈λ, α∨i 〉αi , λ ∈X and 〈λ,α∨i 〉 = λi . A fundamental domain
for the action of W on X is determined by the set of dominant weights
X+ = {λ ∈X ∣∣ 〈λ,α∨i 〉 0 for all i = 1, . . . , n}.
We shall now introduce also an affine Weyl group associated to Uq .
Write li = l/(l, di). For any β ∈ R there exist w ∈ W and i ∈ {1, . . . , n} such that
β = w(αi). We then set lβ = li and we let Wl be the group generated by the affine
reflections sβ,m,β ∈ R,m ∈ Z given by
sβ,m · λ= sβ · λ+mlββ, λ ∈X.
Here we are using the ‘dot’-action determined by sβ · λ = sβ(λ + ρ) − ρ where ρ =
(1,1, . . . ,1) ∈X.
Note that if l is prime to all entries of the Cartan matrix then Wl is the ‘usual’ affine
Weyl group of R. However, in general Wl is the affine Weyl group of the dual root system,
see [4].
We say that two weights µ,λ ∈X are linked if there exists w ∈Wl such that λ=w ·µ.
Furthermore, λ is said to be strongly linked to µ if there exists a chain λ = λ1, λ2, . . . ,
λr = µ in which λi−1 = sβi · λi + ni lβi βi  λi for some βi ∈ R+ and ni ∈ Z, i = 2, . . . , r .
The inequality sign  refers to the usual order on X determined by the positive roots R+.
Our main result can now be stated as follows
Theorem 3.1 (The strong linkage principle). Let λ ∈ X+ − ρ. All composition factors of
H
j
q (kw·λ), j ∈ N,w ∈W , have highest weights strongly linked to λ.
Note that for any µ there exists a (unique) weight λ ∈X+ − ρ and a w ∈W such that
µ= w · λ. Hence this theorem gives information about the cohomology modules Hjq (kµ)
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for all µ ∈X. In the process of the proof we shall also see that all such modules are finite
dimensional.
3.2. The proof of Theorem 3.1 begins with a close analysis of the sl2-case. More
precisely, we shall fix i ∈ {1, . . . , n} and consider the ‘parabolic’ subalgebra Pq(i)
generated by Bq together with {E(r)i | r ∈N}. We let Cq(i) denote the category of integrable
Pq(i)-modules. Then the induction functor
H 0
(
Pq(i)/Bq,−
)
:C−q → Cq(i)
will be abbreviated H 0q,i . Its right derived functors are likewise denoted H
j
q,i, j  0.
Proposition 3.2. With notation as above we have Hjq,i = 0 for all j > 1.
This is the sl2-case of Theorem 2.1. In this case there is a direct and elementary proof
in [8].
Proposition 3.3. Let λ ∈X. If s = 〈λ,α∨i 〉−1 then Hjq,i(kλ)= 0 for j > 0 and H 0q,i(kλ)
is (s + 1)-dimensional with a basis {v0, v1, . . . , vs} which satisfies
(i) vj ∈H 0q,i(kλ)λ−jαi ,
(ii) E(r)i vj =
[
j
r
]
di
vj−r ,
(iii) F (r)i vj =
[
s−j
r
]
di
vj+r ,
for all j = 0,1, . . . , s (we have set vm = 0 if m< 0 or m> s).
Proof. Define vj :Pq(i)→ k by vj (bE(r)i )= χλ(b)δj,r , b ∈ Bq, r ∈N. Then it is easy to
check (using the commutator formula from Section 1.1) that vj ∈ H 0q,i(kλ) if and only if
0  j  s, and that the action of Pq(i) on H 0q,i(kλ) is given by the stated formulas (note
that F (r)m vj = 0 for all j when m = i and r > 0). ✷
For more details and for a proof of the vanishing statement we refer to [5].
Even though we do not need it in the following let us state the following result which
together with the two previous propositions determine completely the modules Hjq,i(kλ)
for all j ∈N and all λ ∈X. Again the details can be found in [5].
Proposition 3.4. Let λ ∈X. If s = 〈λ,α∨i 〉−1 then Hjq,i(kλ)= 0 for j = 1, and H 1q,i(kλ)
is (−s − 1)-dimensional with a basis {f0, f1, . . . , f−s−2} which satisfies
(i) fj ∈H 1q,i(kλ)λ+(j+1)αi ,
(ii) E(r)i fj =
[
j+r
r
]
di
fj−r ,
(iii) F (r)i fj =
[
r−j−s−2
r
]
di
fj+r ,
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for all j = 0,1, . . . ,−s − 2 (we have set fm = 0 if m< 0 or m>−s − 2).
It is not difficult to check that, Propositions 3.2–3.4 imply Theorem 3.1 in the case when
n= 1. We shall now see how we can use the above results to deduce it in general.
3.3. Consider λ ∈ X+ and set s = 〈λ,α∨i 〉. If s  0, respectively s > 0, we have the
following short exact sequence in C−q
0 →Ki(λ)→H 0q,i(kλ)→ kλ→ 0, (1)
respectively
0→ ksi(λ)→Ki(λ)→Qi(λ)→ 0. (2)
In (1) the map H 0q,i(kλ)→ kλ is the evaluation map from (1) of Section 2.2 and Ki(λ) is
its kernel.
If s = 0 then Ki(λ)= 0. So assume s > 0. Then Proposition 3.3 shows that vs spans a
Bq -invariant line in Ki(λ) with weight si (λ). This gives (2).
Assume s > 1 and denote by v¯1, . . . , v¯s−1 the images in Qi(λ) of the basis elements
v1, . . . , vs−1. If we use {v′0, v′1, . . . , v′s−2} to denote the basis of H 0q,i(kλ−αi ) coming
from Proposition 3.3 then the following recipe defines a Bq -homomorphism φ :Qi(λ)→
H 0q,i(kλ−αi )
φ(vj )= [s − j ]di v′j−1, j = 1, . . . , s − 1.
(In fact, up to a scalar this is the only Bq -homomorphism between these two modules.)
Set Ii(λ) = Imφ,Ci(λ) = Kerφ, and Ni(λ) = Cokerφ. Then we have two additional
short exact sequences in C−q
0 →Ci(λ)→Qi(λ)→ Ii(λ)→ 0 (3)
and
0 → Ii(λ)→H 0q,i(kλ−αi )→Ni(λ)→ 0. (4)
Note that if a ∈N is determined by ali < s  (a + 1)li then the weights of both Ci(λ) and
Ni(λ) are si (λ)+ liαi , si(λ)+2liαi , . . . , si (λ)+aliαi , all occurring with multiplicity 1. (In
fact, if chark = 0 one may check that there is in fact a Bq -isomorphism Ci(λ)Ni(λ).)
Replace now λ by λ + ρ above and tensor all the sequences by the one-dimensional
Bq -modules k−ρ . If we then write K˜i (λ)=Ki(λ+ ρ)⊗k k−ρ and similarly for the other
modules, then we obtain the following set of four short exact sequences in C−q
0→ K˜i(λ)→H 0q,i(kλ+ρ)⊗k k−ρ → kλ → 0,
0→ ksi ·λ → K˜i (λ)→ Q˜i(λ)→ 0,
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0→ C˜i (λ)→ Q˜i(λ)→ I˜i (λ)→ 0,
0→ I˜i (λ)→H 0q,i(kλ+ρ−αi )⊗k k−ρ → N˜i (λ)→ 0. (5)
Here the modules C˜i(λ) and N˜i (λ) both have weights{
si · λ+mliαi
∣∣ 0 <mli < 〈λ+ ρ,α∨i 〉}.
3.4.
Proposition 3.5. Let V ∈ Cq(i) and let λ ∈X. If 〈λ,α∨i 〉 = −1 then Hjq (V ⊗k kλ)= 0 for
all j .
Proof. By (4) of Section 2.2 (or rather its generalization to the higher derived functors of
induction) we have Hjq,i(V ⊗k kλ) V ⊗k H jq,i(kλ). All these modules vanish according
to Propositions 3.3–3.4. The result follows then via transitivity of induction (see (2) of
Section 2.2) since the above vanishing result implies that the functor H 0q,i will take an
injective resolution of V ⊗k kλ in C−q into an injective resolution of 0 in Cq(i). ✷
Via this proposition and (5) of Section 3.3 we get
H
j
q (kλ)Hj+1q
(
K˜i (λ)
)
, respectively Hjq
(
N˜i(λ)
)Hj+1q (I˜i (λ))
for all j ∈N. Inserting this in the long exact cohomology sequences arising from the two
middle sequences in (5) of Section 3.3 we find
Proposition 3.6. Let λ ∈X and suppose 〈λ,α∨i 〉 = −1. Then we have long exact sequences
in Cq :
· · ·→Hjq (sαi · λ)→Hj−1q (λ)→Hjq
(
Q˜i(λ)
)→·· ·
and
· · ·→Hjq
(
C˜i (λ)
)→Hjq (Q˜i(λ))→Hj−1q (N˜i(λ))→ ·· · .
3.5. In order to analyze the sequences in Proposition 3.6 further we need
Lemma 3.7. Suppose λ ∈ X+ − ρ. Let w ∈ W and i ∈ {1, . . . , n} such that siw > w.
If m ∈ N satisfies 0 < mli < 〈w(λ + ρ),α∨i 〉 and y ∈ W is chosen such that µ =
y · (siw · λ+mliαi) ∈X+ − ρ then µ is strongly linked to and strictly less than λ.
Proof. Observe that when ν ∈ X+ − ρ then x · ν is strongly linked to ν for all x ∈W . If
y(αi) < 0 we therefore have that µ = ysiw · λ +mliy(αi) is strongly linked to ysiw · λ
and hence to λ. If on the other hand y(αi) > 0 we argue that µ = sy(αi)yw · λ +
mliy(αi) is strongly linked to yw · λ (note that the requirement 〈yw(λ + ρ), y(αi)∨〉 =
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〈w(λ + ρ),α∨i 〉 >mli is met by our assumptions) and hence to λ. In both cases we have
µ< λ. ✷
Corollary 3.8. Let λ be minimal ( for the ordering ) among weights in X+ − ρ. Then for
all w ∈W we have
H
j
q (kw·λ)
{
H 0q (kλ) if j = =(w),
0 otherwise.
Proof. It is easy to check that H 0q (kµ)= 0 unless µ ∈X+. On the other hand Hjq (kµ)= 0
for all µ when j > N . Note that N = =(w0) (as usual we denote by w0 the longest element
in W ) and so in our case we have H 0q (x · λ) = 0 for all x ∈W \ {1} and Hjq (kw0·λ) = 0
for j > N . Hence the corollary follows once we establish that whenever w ∈ W, and
i ∈ {1, . . . , n} have siw >w then
H
j+1
q (ksiw·λ)Hjq (kw·λ) for all j ∈N.
But these isomorphisms come from Proposition 3.6 by noticing that our assumptions on
λ imply C˜i (w · λ)= N˜i(w · λ)= 0, see Lemma 3.7. ✷
3.6. For λ ∈X+ − ρ we define
Π(λ)= {µ ∈X ∣∣w(µ) λ for all w ∈W}.
Note that Π(λ) = ∅ unless there exists µ ∈ X+ with µ λ. Clearly, if λ ∈ X+ then λ is
the unique maximal element in Π(λ). In any case, Π(λ) is a finite set.
Theorem 3.9. Let λ ∈ X+ − ρ. If w ∈W and j ∈ N then all weights of Hjq (kw·λ) are in
Π(λ) and all weight spaces of these modules are finite dimensional.
Proof. We observe first that the statement is true for H 0q (kλ). In fact, for this we may
assume that λ ∈ X+ (as otherwise H 0q (kλ) = 0). Then λ is the highest weight of H 0q (kλ)
and since W operates on the weights of a module from Cq (see [5]) we get the claim.
Now we proceed by induction on λ. The case where λ is minimal is taken care of by the
above and Corollary 3.8. So assume λ ∈X+−ρ such that the theorem holds for all smaller
weights. Consider w ∈W and i ∈ {1, . . . , n} such that siw > w. Since Π(µ) ⊂Π(λ) for
all µ ∈X+ − ρ with µ λ we get via Lemma 3.7 that all weights of Hjq (C˜i (w · λ)) and
H
j
q (N˜i(w · λ)) are in Π(λ) for all j ∈ N. Hence Proposition 3.6 gives that the theorem is
true for Hj+1q (ksiw·λ) if it is true for H
j
q (kw·λ). Since we have already checked the result
for w = 1 we are done via a straightforward induction on w.
The statement about finite dimensionality is clear for H 0q (kλ). The same induction as
the one we just performed proves then the general case. ✷
Corollary 3.10. If M ∈ C−q is finite dimensional then all the cohomology modules Hjq (M),
j ∈N, are also finite dimensional.
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Proof. This follows immediately from Theorem 3.9 by noting that M has a finite Bq -
filtration with quotients of the form kµ,µ ∈X. ✷
3.7. Let λ ∈ X+. The construction of H 0q (kλ) shows that the subspace in this module
fixed by U+q is one-dimensional and coincides with the λ weight space. It follows that
H 0q (kλ) contains a unique simple submodule. We denote this simple module in Cq by
Lq(λ). An easy application of the Frobenius reciprocity law ((1) of Section 2.2) gives that
the set {Lq(λ) | λ ∈X+} is a complete list of all simple modules in Cq up to isomorphisms.
In order to prove the strong linkage principle we need
Lemma 3.11. Let λ ∈X+. Then
(i) Lq(λ) is a quotient of HNq (kw0·λ).
(ii) There is up to a scalar a unique non-zero homomorphism in Cq from HNq (kw0·λ) to
H 0q (kλ). It has image Lq(λ).
Proof. (i) Since λ is the highest weight of Lq(λ) there is a non-zero Bq -homomorphism
Lq(λ) → kλ. When we tensor this by k−λ−2ρ and apply HNq we obtain a surjection
(because HN+1q = 0) HNq (Lq(λ) ⊗k k−λ−2ρ) → HNq (k−2ρ). Note that by Theorem 3.9
we have HNq (k−2ρ)  k. Applying also the tensor identity ((4) of Section 2.2) we get
a non-trivial homomorphism
Lq(λ)⊗k HNq (k−λ−2ρ)→ k.
This is equivalent to the statement in (i) because the dual of Lq(λ) is Lq(−w0(λ)).
(ii) By Theorem 3.9 λ is the highest weight of HNq (kw0·λ). It occurs with multiplicity 1
(see the proof of Theorem 3.9). Hence there is up to a scalar just one Bq -homomorphism
HNq (kw0·λ)→ kλ. From the Frobenius reciprocity this gives the first statement in (ii) and
the second claim then follows from (i). ✷
Remark 3.12. This lemma follows also from the quantum version of the Serre duality.
This is the statement which says that for each M ∈ C−q with dual module M∗ and for each
j = 0, . . . ,N we have a non-degenerate pairing
H
N−j
q (M
∗ ⊗k k−2ρ)⊗k H jq (M)→ k.
On the other hand, the lemma is the first step in the proof of this, see [6].
Using the above notation we can now restate Theorem 3.1 as follows.
Theorem 3.13. Let λ ∈X+−ρ and µ ∈X+. If Lq(µ) is a composition factor of Hjq (kw·λ)
for some w ∈W,j ∈N then µ is strongly linked to λ.
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Proof. We shall proceed by an induction similar to the one used in the proof of
Theorem 3.9. However, in this case we cannot deal with the j = 0 case so easily.
Assume λ is minimal in X+ − ρ. Then Corollary 3.8 shows that Lq(λ) is the only
possible composition factor of Hjq (kw·λ) (and that all these cohomology modules vanish if
λ ∈ (X+ − ρ) \X+). So the theorem holds for λ minimal.
Now let λ ∈ X+ − ρ and assume the theorem is true for all smaller weights. Let
w ∈ W and i ∈ {1, . . . , n} such that siw > w. The induction hypothesis combined with
Lemma 3.7 give that all composition factors Lq(µ) of Hjq (C˜i (w · λ)) and Hjq (N˜i(w · λ))
have µ strongly linked to λ. Hence repeated use of Proposition 3.6 shows that if Lq(λ)
is a composition factor of H 0q (kλ) then either µ is strongly linked to λ or Lq(µ) is a
composition factor of the image of the composite
HNq (kw0·λ)→·· ·→H=(siw)q (ksiw·λ)→H=(w)q (kw·λ)→·· ·→H 0q (kλ).
However, in the latter case we must have µ= λ by Lemma 3.11(ii). Hence we are done in
the w = 1 case. An easy induction on w then takes care of the general case. ✷
4. Applications
4.1. Consider the fixed-point functor
H 0(Bq,−) :C−q → Vec,
where Vec denotes the category of vector spaces over k. The right derived functors are
denoted Hj(Bq,−), j ∈N.
Proposition 4.1. Let λ ∈ X. Then Hj(Bq, kλ) = 0 for all j unless λ  0. For λ = 0 we
have
Hj(Bq, k0)
{
k if j = 0,
0 otherwise.
Proof. Recall from Section 2.1 that if M ∈ C−q then M ⊂ I0 = H 0(Bq/U0q ,M). We set
Q0 = I0/M and proceed to define I1 =H 0(Bq/U0q ,Q0), Q1 = I1/Q0, etc. Then
0 →M → I0 → I1 → ·· ·
is an injective resolution of M in C−q . By construction we see that the weights of I0 have
the form λ+µ where λ is a weight of M and µ 0. This consideration shows that when
we apply H 0(Bq,−) to this resolution then all terms vanish unless M has a weight which
is  0. This easily implies the proposition. ✷
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4.2.
Proposition 4.2. Let V ∈ Cq and λ ∈ X+. If Ext1Cq (V ,H 0q (kλ)) = 0 then there exists a
weight µ of V with µ> λ.
Proof. Set I0 =H 0(Bq/U0q , kλ) and Q0 = I0/kλ. Then the short exact sequence in C−q
0 → kλ→ I0 →Q0 → 0
gives us an exact sequence of induced modules in Cq
0 →H 0q (kλ)→H 0q (I0)→H 0q (Q0).
Let Q denote the image of the last map in this sequence. Then we obtain the following
exact sequence of k-spaces
HomCq (V ,Q)→ Ext1Cq
(
V,H 0q (kλ)
)→ Ext1Cq (V,H 0q (I0)).
Here the last term vanishes because H 0q (I0) is injective. If Ext1Cq (V ,H 0q (kλ)) = 0 we
therefore have a non-zero homomorphism V → Q ⊂ H 0q (Q0). From the Frobenius
reciprocity this gives that HomC−q (V ,Q0) = 0. But this means in particular that V and
Q0 must have a common weight. Considerations as in the proof of Proposition 4.1 then
give the result.
Theorem 4.3. Let λ,µ ∈X+. If Ext1Cq (Lq(λ),Lq(µ)) = 0 then λ is linked (but not equal)
to µ.
Proof. Set Q=H 0q (kµ)/Lq(µ). Then we have an exact sequence
HomCq
(
Lq(λ),Q
)→ Ext1Cq (Lq(λ),Lq(µ))→ Ext1Cq (Lq(λ),H 0q (kµ)).
Assume λ  µ. Then the last term is 0 by Proposition 4.2. Therefore, the non-vanishing
of Ext1Cq (Lq(λ),Lq(µ)) implies that Lq(λ) is a submodule of Q and hence in particular a
composition factor of H 0q (kµ). By Theorem 3.13 this means that λ is strongly linked to µ.
Observe that since the dual (whether defined via the antipode S or via S−1) of Lq(λ)
is Lq(−w0(λ)), we see that Ext1Cq (Lq(λ),Lq(µ))  Ext1Cq (Lq(−w0(µ)),Lq(−w0(λ))).
Hence if λ  µ we can repeat the above argument relative to −w0(µ),−w0(λ), and the
theorem follows.
Clearly this theorem has the following corollary (sometimes called the linkage principle
for Uq )
Corollary 4.4. Let M ∈ Cq be indecomposable. Then all composition factors of M have
linked highest weights.
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This corollary proves the statement in the introduction about the splitting of Cq into
blocks according to the orbits of Wl in X+.
4.3. As a direct consequence of Theorem 3.1 we get
Corollary 4.5. Let λ ∈X+ − ρ. If no weight µ ∈X+ is strongly linked to λ then we have
for all w ∈W
H
j
q (kw·λ)
{
Lq(λ) if j = =(w) and λ ∈X+,
0 otherwise.
Let C = {λ ∈X | 0< 〈λ+ρ,α∨〉< lα for all α ∈R+}. This is the bottom alcove in X+
and its closure C = {λ ∈X | 0 〈λ+ρ,α∨〉 lα for all α ∈ R+} is a fundamental domain
for the action of Wl on X. In particular, when λ ∈ C then λ clearly satisfies the condition
in Corollary 4.5. So as an important special case of this statement we have
Corollary 4.6. Let λ ∈C. Then we have for all w ∈W
H
j
q (kw·λ)
{
Lq(λ) if j = =(w) and λ ∈X+,
0 otherwise.
Set cq = {M ∈ Cq | all composition factors Lq(µ) of M have µ ∈ C}. Then it follows
from Theorem 4.3 that cq is a semisimple subcategory of Cq . In fact, when we also employ
Corollary 4.6 we see that a module M ∈ cq is a direct sum of simple modules of the form
H 0q (kλ), λ ∈C. In particular, the elements of cq are tilting modules, see [2].
It turns out that cq is a tensor category (see [2]). It plays a key role in the construction
of quantum invariants for 3-manifolds [9].
4.4. Finally, set σl = 1/2 ∑α∈R+(lα − 1)α. It is easy to check that 〈σl, α∨i 〉 = li − 1 for
all i = 1, . . . , n. We shall call this the Steinberg weight. The corresponding simple module
Lq(σl) is called the Steinberg module for Uq and denoted Stl .
Noting that σl satisfies the condition in Corollary 4.5 we get as another important special
case of this result
Corollary 4.7. For each w ∈W we have
H
j
q (kw·σl )
{
Stl if j = =(w),
0 otherwise.
It follows that Stl is also a tilting module. If chark = 0 one deduces easily (see, e.g., [2])
from Theorem 3.1 that it is injective in Cq . In general, it remains simple and is injective for
the ‘small’ quantum group, see [4]. It plays a crucial role in the representation theory of
Uq as illustrated, e.g., by [3].
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