Abstract. The standard operator approach to the identification problem of diffusions and more general Markov processes relies on the variational principles for self-adjoint operators. If the process is not time reversible, equivalently, the infinitesimal operator of the process is not self-adjoint, these principles are not applicable. We develop the spectral decomposition for multi-factor time-irreversible OU processes, ATSMs and QTSMs, and use it to construct new estimating equations. Using these equations, we construct identification schemes for the leading eigenfunction, stationary distribution, gap between the leading eigenvalue and the real part of the rest of the spectrum, and more involved schemes for all parameters of the process. Finally, we use the variational principles for the self-adjoint operator associated to an appropriate quadratic form to construct the leading eigenfunction and a basis in the vector space of unobserved factors from observed yields in a QTSM, and provide the reduction of the identification problem of a QTSM to the identification problem of an OU model.
1. Introduction 1.1. The problem of identification of model parameters has always been a central one in economics and finance. In many instances, the estimated parameters and the testable predictions based on the estimated values are the only way of discerning which theory fits the observed economy better. Recently, the operator approach to identification of the parameters of diffusion (and more general Markov) processes has become popularsee Hansen and Scheinkman (1995) , Hansen et al (1998) , Kessler and Sørensen (1999) , Chen et al. (2005) and the bibliography therein. The operator method naturally leads to the construction of estimating equations of the form
where λ j are eigenvalues of the infinitesimal generator, L, of the process, and u j are the corresponding normalized eigenfunctions.
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This approach works well if L is a self-adjoint operator in L 2 (qdx), the space of measurable functions with the finite norm
where q is the stationary distribution of the process. Indeed, in this case, e τ λ 0 , the maximal eigenvalue of e τ L , and the corresponding eigenfunction can be found as a unique solution of the maximization problem
and the next eigenvalues (possibly, multiple ones) and eigenfunctions can be found using the same maximization problem (1.2) but with the maximization over a subspace orthogonal to the subspace generated by the already found eigenfunctions. However, this construction is applicable only if L is self-adjoint or, equivalently, if the underlying process is time-reversible. If the generator of the process on the real line is not self-adjoint, it is sometimes possible to find a similarity transformation which reduces the initial generator to a self-adjoint one, allowing for variational principles to be applied. Unfortunately, for multi-factor processes, such a transformation does not exist, typically, or is very difficult to find. While certain information can be extracted in the non-selfadjoint case by considering the self-adjoint operator associated with the quadratic form (Lu, u) q (see, e.g., Chen et al. (2005) ), one needs to be able to infer Lu from the data in this case, which is difficult as only observations at discrete time moments are available. The quadratic form (e τ L u, u) q is observable but, in order to extract information from these observations, one must calculate the action of the transition operator e τ L . This can be done if the spectral decomposition of L is available.
In economics and finance, time-irreversible multi-factor models are widely used, and, for realistic parameter values, are not reducible to models with self-adjoint infinitesimal generators. Some examples of such models include multi-factor Ornstein-Uhlenbeck processes and affine and quadratic term structure models (ATSMs and QTSMs, respectively). While ATSMs and QTSMs were developed originally to price interest rate derivatives and stocks in situations with a stochastic interest rate (see, e.g., Dai and Singleton (2000) for ATSM and Ahn et al. (2002) , Boyarchenko and Levendorskiǐ (2007) , Chen and Poor (2004) , Chen et al. (2003) , Chen and Scaillet (2007) , Wu (2002, 2003) , Levendorskiǐ (2005) for QTSM), more recently, these have been applied to various other situations in finance. Some of the most prominent applications include the pricing of credit risk derivatives (see Duffie (2005) and the bibliography therein for applications of ATSMs and Gaspar and Schmidt (2005) for applications of QTSMs) and portfolio theory (see e.g. Dumas et al (2007) ).
Of the above three types of models, estimation of QTSM is especially difficult. Even in the case of time-irreversibility, parameters of an ATSM can be easily inferred using a number of classical methods, such as maximum likelihood estimation, provided that a sufficiently extensive time series of either the factors or a linear function of the factors (such as bond yields in the case of term structure models) is available. In the case when the factors are fully observable, QTSM models can be reduced (for purposes of estimation) to ATSM models. When, however, unobservable factors are present, no such alternative methods for QTSM models exist. Notice that, although both ATSM and QTSM are viable models, empirical evidence suggests that QTSM may provide better out-of-sample predictions (see e.g. Brandt and Yaron (2003) ); hence, it becomes necessary to develop methods that allow for fitting of QTSM models with unobserved factors.
For multi-factor QTSM, time irreversibility is the source of difficulty in identification of parameters. For time-irreversible processes, there is no variational principle for all eigenvalues and eigenfunctions except the first one. Even for the first eigenvalue, the variational principle is valid under fairly restrictive conditions which may be difficult to verify even when they hold. However, if the spectral decomposition of the infinitesimal generator is derived, then estimation equations similar to (1.1) can be written.
1.2.
The main contribution of the present paper is thus to use the spectral decomposition derived in Boyarchenko and Levendorskiǐ (2007) to obtain estimating equations for QTSMs. These equations can be divided into four groups. The first group of identification equations is based on the theory of Continuous Algebraic Riccati Equations (CARE) and uses, as observables,
• the long run growth rate, denoted λ 0 ;
• the principal eigenfunction of the infinitesimal generator of the pricing semi-group (normalized price of long-dated securities), φ 0 ; . Using the theory of CARE, we show that L φ 0 := (1/φ 0 )Lφ 0 is the infinitesimal generator of an Ornstein-Uhlenbeck process with the killing rate λ 0 (if λ 0 < 0, with the birth rate −λ 0 ), which means that a QTSM is equivalent to an Ornstein-Uhlenbeck model. After that, we derive explicit formulas for φ 0 , λ 0 and q QT SM in terms of the maximal and minimal Hermitian solutions of the CARE associated with the QTSM. For an n-factor QTSM, the first group of identification equations consists of n(n + 1) + 2n + 1 equations, and we need additional n 2 equations, at least.
The second group of identification equations uses, as observables, the "covariance functions"
where f and g are polynomials. This choice of observables is natural because φ 0 q QT SM coincides (up to the scalar factor) with the stationary distribution q OU of the OrnsteinUhlenbeck process X OU t with the infinitesimal generator L φ 0 − λ 0 . Thus,
where c OU;Q is a constant. Using (1.4), we can translate the observable "covariance functions" of a QTSM into "observables" of the corresponding OU model. Hence, it suffices to write the next two groups of estimation equations for the OU model, which is convenient because the spectral decomposition for OU-processes is of a simpler form than the one for QTSMs. Notice that, generally, L φ 0 is not self-adjoint, and, therefore,
The identification equations for X OU t are obtained in several steps. First, we decompose
where H k are Hermitian polynomials. In particular, V 0 = R · 1, and V 1 is a subspace of homogenous polynomials of degree 1. Next, we calculate the matrices of the restrictions L (1) m := L φ 0 | V m in terms of the parameters of the model, and then the eigenvalues and eigenvectors (or generalized eigenvectors) of these matrices. Once the eigenvalues are calculated, we can calculate quite easily the trace, determinant and other coefficients of the characteristic polynomial of exp[τ L (1) m ] if m ≥ 2 (we will call these coefficients spectral invariants) in terms of the parameters of the model, and use these analytical expressions to write the second group of estimation equations. The use of spectral invariants is attractive, but, as the complete analysis in the two-factor case shows, the number of effective parameters that define the spectrum is less than n 2 . Therefore, the second group of identification equation is insufficient. The third group of identification equations uses explicit analytical expressions for matrix elements of exp[τ L (1) m ]. In the paper, we realized this program in full for 2-factor models. Since we used the eigenfunction decomposition for the n × n matrix L (1) 1 only, the realization of the program for 3-factor models is possible (and fairly straightforward) albeit messier. Hansen et al. (1998) , our identification method is robust to the presence of possibly temporarily dependent randomization of the sample time interval, and, because infinitely many estimation equations can be derived considering the other blocks, there is an extensive list of overidentifying restrictions. These restrictions can be used to infer the long-run growth rate, leading eigenfunction of the infinitesimal generator of the pricing semi-group and stationary distribution from the observed "covariance functions". Simultaneously, the gap between the leading eigenvalue (long-run growth rate) and the real part of the rest of the spectrum is calculated. The reader may think that this inference requires the solution of a very large non-linear algebraic system of equations. However, the second group of identification equations allows us to reduce the identification problem to a sequence of much simpler systems. This reduction is based on general relations among the spectral invariants of various blocks; the relations can be obtained once the spectrum of each block is calculated.
Similarly to
Note the importance of the gap for the study of the long-run dynamics. Indeed, in applications, one cannot consider arbitrary long time intervals. If the gap is small, the leading term of the long-run asymptotics is difficult to separate from the influence of the next terms of the eigenfunction decomposition. We show that, in a family of twofactor models with the same variance-covariance matrix Σ, leading eigenfunction and stationary distribution q, there is only one time-reversible process, and the gap for this process is the narrowest. We show that, in the family of OU processes with the unit variance-covariance matrix, the time-reversible processes can be characterized as the ones with the gap min j=1,2 µ j , where µ j are eigenvalues of the matrix associated with − log q; for time irreversible processes, the gap can assume any value between min j=1,2 µ j and (µ 1 + µ 2 )/2], the latter (but not the former) including.
1.4.
To apply the estimation equations of the first group, one must assume that a basis in the space of linear functions of unobserved factors is observable. In the case of ATSM, such a basis can be constructed relatively easily if a sufficient number of yields on bonds of different maturities are observed because the yields are affine functions of the (unobserved) factors. In the case of QTSM, the yields are quadratic functions of the (unobserved) factors. To construct a basis of linear functions of unobserved factors, we use the variational principles for the self-adjoint operator associated to the quadratic form (e τ L φ 0 u, u) q restricted on the vector-space generated by yields. After that, we formulate an optimization problem which can be used to infer φ 0 .
1.5. The rest of the paper is organized as follows. In Section 2, we reduce a QTSM to OU model, and find invariant subspaces of the infinitesimal generator. In Section 3, we derive formulas for (pseudo-)stationary distributions of QTSM and OU models, and establish a connection between covariance functions of QTSMs and OU models. In Section 4, we calculate the spectrum and eigenfunctions for all blocks in the twofactor case, and derive general relations between spectral invariants of different blocks. In Section 5, we use these relations to write relatively simple systems of equations for identification of the stationary distribution and gap in the two-factor OU model with the unit variance-covariance matrix. After that, we outline the identification scheme for the stationary distribution, gap, and variance-covariance matrix for OU model, and, finally, for a QTSM. In Section 6, we add the third group of identification equations, and identify the mean-reverting matrix as well, for the same sequence of models. In Section 7, we construct the leading eigenfunction and a basis in the vector space of linear functions of unobserved factors using the variational principles for for the self-adjoint operator associated to the quadratic form (e τ L φ 0 u, u) q . Section 8 concludes.
2. Decomposition of the infinitesimal generator of a (generalized) QTSM 2.1. Consider the Markov process in R n with the infinitesimal generator
where ∂ denotes the gradient, Σ is a non-degenerate n × n matrix, (A, B) = A j B j denotes the sum of ordered products of operators, κ is an antistable n × n matrix, Γ is a non-negative symmetric n × n matrix, θ, d 1 ∈ R n , and d 0 ∈ R. The special cases of the above specification include:
The first step is a general result about the similarity of a QTSM to an OU model. The similarity is obtained by the conjugation with an appropriate function of the form e −Φ , where Φ is a quadratic polynomial:
where κ + is anti-stable.
Proof. We use e
where
If κ is anti-stable and Γ ≥ 0, the Continuous Algebraic Riccati Equation (CARE) , Lancaster and Rodman (1995) ). Then, defining (2.4)
we obtain Γ 1 = 0,d 1 = 0 .
2.2.
At the next step, we change the variables
, where Z 1 solves the Bernoulli equation:
The result is
The following property is crucial for the study of spectral properties of L
:
Equivalently, the matrix
. Let e be a basis of eigenvectors of
, where µ j are eigenvalues of Z 1 , and x = (x 1 , x 2 , . . . , x n ) are coordinates of x in the basis e. Let B = [b jk ] be the matrix κ + − Z 1 in the basis e. On the strength of (2.6), B is skew-symmetric. It follows that
In Boyarchenko and Levendorskiǐ (2007) , we used (2.7) to prove that
To be more specific:
and, for any m, V m is spanned by vectors of the form
and rewrite (2.5) as:
Then we have
and
Denote by H − the unique negative-definite solution of (2.3) s.t. Boyarchenko and Levendorskiǐ (2007) for details and further references).
Stationary distributions and "covariance functions"
3.1. Consider the Ornstein-Uhlenbeck process X OU with the infinitesimal generator
Since κ + is anti-stable, the stationary distribution of X OU , denoted by q OU (x)dx, exists.
Lemma 3.1. Let Z be the positive-definite solution of (2.8). Then
). We substitute (3.1) into (3.3) and multiply by 1/q OU . Since 1
where the last equality follows from (2.8). It remains to prove that Tr (ΣΣ T Z) = Tr κ + . Multiplying (2.8) by Σ T on the left and by Σ on the right, we obtain
, and write (3.4) in a basis of eigenvectors of the matrix V . Considering the diagonal elements, 3.2. Now we return to the initial process X with the infinitesimal generator (2.1). In view of (2.2), L is similar to the infinitesimal generator of an Ornstein-Uhlenbeck process with killing, where the killing rate is λ 0 (or with birth, if λ 0 < 0, with the birth rate being −λ 0 > 0). We modify the above procedure considering the modified process X
with the infinitesimal generator L−λ 0 . Equivalently, instead of the transition operators T t , we work with the transition operators e
. This can be derived quite easily using
where c 0 ∈ R. Thus,
,
Finally, comparing (3.1) and (3.6), we conclude that in (3.5),
.
"Covariance functions". Denote by X
Φ the process with the infinitesimal generator L −b + ;−H + , and consider "covariance functions":
The former are presumed observable, the latter are more convenient because the invariant subspaces of
are spanned by polynomials. In particular, the leading eigenfunction with the eigenvalue e τ λ 0 is 1, and the next n-dimensional invariant subspace is the subspace of homogeneous polynomials of degree 1.
Assume that we know the analytic expression for a covariance function cov τ OU (f, g) in terms of the parameters of the model. We need to express this covariance function in terms of a covariance function cov τ QT SM (f , g ) for some f , g . The following Lemma provides this result.
Proof. Without loss of generality, we may assume that λ 0 = 0. Then
Since 1 is the leading eigenfunction of
is the leading eigenfunction of L, that is, the leading term of the price of the long-dated securities (up to an unknown scalar factor). Denoting by φ 0 the normalized leading eigenfunction of L, we obtain that
), where c OU;Q is a constant which can be calculated explicitly in terms of the parameters of the model. The resulting expression is rather involved, and, therefore, it is not useful for identification purposes. Since c OU;Q is independent of τ , it is much simpler to find it using the covariance functions for different values of τ . Assuming that φ 0 is observable, we can use the observed "covariance functions" of a QTSM to construct the "covariance functions" of the OU model and use them as observables.
4. Identification of two-factor models using spectral invariants 4.1. Spectral decomposition. In the two-factor case, Boyarchenko and Levendorskiǐ (2007) 
where c α are normalizing constants. For the sake of brevity, in this paper, we consider mainly the case Λ = 0. We have a basis of eigenvectors of L
1 of the form φ 10 = (α − Λ)g 10 + βg 01 , φ 01 = (α + Λ)g 10 + βg 01 , where
the corresponding eigenvalues being (4.2)
One can easily calculate the trace and determinant 
1 ] and identification. The equations which are derived in the rest of the section can be regarded as identification equations of the second and third group, which can be used only if the observables for the first group are available, and the artificial observable "covariance functions" for the OU model in coordinates x are calculated in terms of the "covariance functions" of the initial model. In the next section, we will use the equations derived here to obtain a system of equations for the coefficients of the quadratic polynomials (H ± x, x)/2 + (b ± , x), which define the leading eigenfunction and stationary distribution.
Denote by Tr m = Tr 
and, from (4.2), we calculate 
If λ 0 is unknown, then we need an additional piece of information, for instance, an invariant of the next block.
4.3. Identification of α and β. Using (4.11)-(4.12), we can simplify the expression for the off-diagonal elements of the matrix exp[τ L 1 ] g in (4.5). One of these suffices to identify β. For instance, the upper right element equals
In (4.13), the LHS and k are observables, and Λ has been expressed via observables already (eq. (4.10)). Hence, β can be found quite easily. Similarly, using the upper left element, we obtain a linear equation for α (4.14)
Spectral invariants of exp[τ L
(1 
the corresponding eigenvalues being
One can easily calculate the spectral invariants 4.5. Identification of λ 0 and the gap using the spectral invariants. From (4.18), we find
Solving a system of two linear equations (4.7) and (4.19) with the unknowns µ 1 + µ 2 and λ 0 , we calculate
log det 1 − 1 3 log det 2 , (4.20) (4.21) and then the gap, which equals (a) if k ≤ 2,
Identities for spectral invariants.
For identification of the leading eigenfunction and stationary distribution, additional spectral invariants are needed. Since transcendental equations involving e τ λ jk are difficult to solve, it is useful to exclude these quantities and derive simple equations which relate invariants one to another. Using 5. Identification of the long-run growth rate, leading eigenfunction of the pricing semi-group and stationary distribution using the spectral invariants 5.1. Two-factor OU model: the case Σ = I, θ = 0. There is no need to identify the leading eigenfunction (we know that it is 1), and the stationary distribution is given by (3.1) with θ + = θ. We need to identify the form (Zx, x) and the location parameter θ. Assume first that θ = 0. We parametrize the form by the triplet (µ 1 , µ 2 , γ), where µ 1 , µ 2 are eigenvalues of Z, and γ ∈ [0, 1] is the first coordinate of the first (normalized) eigenvector. The γ defines the orthonormal basis e of the eigenvectors of Z (up to changes of the directions of the coordinate axes, which does not change the form)
Let x be the coordinates of x in the basis e . Then x = Cx , where C = [e 1 e 2 ], and
In order to apply the identification equations derived in the previous section, we need to express the artificial observables
The calculation of these functions is straightforward, especially for (jk, j k ) ∈ {10, 01}. Indeed, the matrix of these observables is
Since we have calculated the elements of the matrix exp[τ L
( 1) 1 ] in the orthonormal basis g as functions of µ 1 , µ 2 and γ (and of observables cov jk ), we can calculate the trace and determinant as functions of the same parameters and observables. We need 3 equations, therefore, we need to calculate the invariants of the next block. Assuming that they have been calculated (as functions of the same parameters and additional observables), we can consider the system of equations (4.22)-(4.24) together with an explicit formula (4.10) for Λ which expresses the latter in terms of observables. After the system is solved (numerically, of course) and µ 1 , µ 2 , γ are found, we use (4.7) to find λ 0 , and calculate the spectrum and the gap between the leading eigenvalue and the spectrum.
5.2. Two-factor OU model: the case Σ = I, θ = 0. We need to introduce additional vector-parameter (two scalar parameters), and use the change of variables x = θ + Cx . After that, we proceed as above. Since we need two additional equations, we have to use the invariants of the third block as well.
6. Complete identification of 2-factor models 6.1. Identification of the two-factor OU model: the case Σ = I. Assume that the stationary distribution and λ 0 are known or have been inferred from the data as explained above. Choosing an appropriate Euclidean coordinate system, we may assume that the stationary distribution is of the form
where µ j , j = 1, 2, are known. Then, the Bernoulli equation (2.5) is 2 µ
From this equation, we see that the diagonal elements of κ are uniquely defined: κ jj = µ j , j = 1, 2, and the off-diagonal elements satisfy (6.2) µ 1 κ 12 + µ 2 κ 21 = 0.
Thus, to find κ 12 and κ 21 , it remains to construct one more equation. We consider e is observable:
Using the expression (4.3) for the trace, we obtain the second equation for κ 12 and κ 21 . As we know from the spectral analysis of the operator L (iii) λ 10 = λ 01 are real, and Λ = 0. In terms of the observed k, µ 1 and µ 2 , these three cases are:
, respectively. In all cases, an additional equation is
, which we consider as a quadratic equation w.r.t. y = e τ Λ/2
. Solving (6.3), we find y, then Λ and β
, whereupon the modulus of b = B 12 = 2β can be found, and then, taking (6.2) into account, we obtain that either
In Case (i), we calculate the positive root
and, solving the system (6.2), (6.6), obtain
In Case (iii), we have α
/4. It remains to find the sign of β. Since α and Λ have been already found, we can calculate λ 10 and λ 01 and then, using (4.5), find β from
6.2. Identification of the two-factor OU model: the case of a general Σ. Consider the OU process with the infinitesimal generator
In the case Σ = I, we can identify ΣΣ T and κ as follows. Without loss of generality, we may consider upper-diagonal Σ with positive diagonal elements (or any other 3-parameter family of matrices Σ such that ΣΣ T span the set of positive-definite matrices). Further, the density of the stationary distribution can be represented in the form
where the positive-definite matrix Z and vector θ are observable, and
is expressed in terms of the observed matrix Z and unknown Σ. Change variables x = Σ −1 (x−θ). In the coordinates x , the infinitesimal generator of the process becomes
where , whose coefficients are observables E[X t+τ,p X t,s | X t ], p, s ∈ {1, 2}; the latter are independent of the choice of the parameter Σ. We may say that f τ jk (Σ) are observable functions of Σ. Note that the calculation of f τ jk (Σ) as functions of Σ and observables is a straightforward linear algebra exercise although the resulting expressions are rather cumbersome.
We need 4+3=7 equations, at least, to identify Σ and κ = κ (Σ); after that, we can find κ = Σκ (Σ)Σ . As in the case Σ = I, 3 cases are possible; for the sake of brevity, the following calculations are made under assumption (6.12) and, from (6.9) and (6.11), we calculate
Finally, we write two equations using the explicit formulas for the covariance functions, for instance, (6.7) and
(see (4.5)). In these two equations, the LHS are observable functions of Σ, and Λ and e τ λ 10 and e τ λ 01 have been calculated as functions of Σ already. Hence, we have two separate linear equations for α and β, which are easy to solve explicitly (we omit the resulting expressions, denote them α 0 (Σ) and β 0 (Σ), in order to save space). From the system of two linear equations: α 0 (Σ) = µ 1 − µ 2 and the second equation in (6.9), we find
Recall that we already have explicit functions µ j = µ 0 j (Σ), j = 1, 2, and α = α 0 (Σ). Hence, we have the system of 3 equations for elements of Σ: (6.20) Assume that the system (6.18)-(6.20) is solved. Then it remains to identify the elements of κ . Since µ j , j = 1, 2, are already known, we find From the first two equations (6.8) we can find κ , and equation µ 1 κ 12 + µ 2 κ 21 = 0 (see (6.8)) allow one to find the remaining unknowns κ 12 and κ 21 . Finally, the matrix κ can be calculated.
6.3. Identification of the two-factor QTSM. At the first step, we use the principal eigenfunction φ 0 of the pricing semigroup (we do not assume that φ 0 is normalized) and (pseudo-)stationary distribution to find the matrix H + and vector b + . After that, we can reduce the identification problem to the identification problem for OU model which was solved above. There is an additional subtlety, however: we do not know the constant c OU;Q in (3.8), which is needed to calculate the artificial observables of the OU model from the observables of the QTSM. However, we can write the identification equations for two values of τ with the unknown additional factor c OU;Q in front of each artificial covariance functions in the identification schemes above, and find c OU;Q (see (7.2)). , then Φ(λ 10 ) and Φ(λ 01 ), next λ 10 and λ 01 , and finally, µ 1 + µ 2 and Λ as functions of Σ. After that, we proceed as above. The dimension of Y is finite: dim Y = 1 + n + n(n + 1)/2 = (n + 1)(n + 2)/2, therefore, if we find dim Y yields, which are linearly independent, we have a basis in Y.
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Once a system of vectors (yields Y (t, t + T j )) that span Y is found, the construction of a basis is a simple linear algebra exercise. The elements of a chosen basis are quadratic polynomials; we need to find a linear combination of the elements of the basis, which is proportional to 1, and linear combinations, which constitute a basis in Y 1 . The latter can be regarded as coordinate functions X j , j = 1, 2, . . . , n, used in the preceding sections.
Assume that the leading eigenfunction, φ 0 , of the pricing semigroup is known (and chosen positive), and consider the restriction of the quadratic form
on Y. Notice that, since φ 0 is defined up to a scalar multiple, cφ 0 q QTSM = q OU , where c > 0 is the unknown constant, and we have
We know that Y admits a decomposition into the orthogonal sum of invariant subspaces of
, the structure of the Euclidean space in Y being inherited from L 2 (R n ; q OU (x)dx). Therefore, these subspaces are invariant under the adjoint operator (e τ L φ 0 ) * = e τ (L φ 0 ) * and under the symmetric operator
we can use the observables in the RHS and the variational principles for the symmetric operator A and find an orthogonal basis of eigenvectors of A : Y → Y (and eigenvalues, up to the common unknown factor). Recall that dim Y 0 = 1, dim Y 1 = n, and Y 0 and Y 1 are invariant under A. Thus, the eigenfunctions of A include: u 0 , which is proportional to 1; n functions u 1 , . . . , u n , which constitute a basis in Y 1 ; and n(n + 1)/2 functions u j , j = n+1, . . . , n+n(n+1)/2, which constitute a basis in Y
. We need to identify u 0 and the list u 1 , . . . , u n in the larger list u j , j = 0, 1, . . . , n + n(n + 1)/2. Being proportional to 1, u 0 can be identified as a unique function in the list that satisfies u 2 = cu 0 , for some c ∈ R. Being linear functions of the unobserved factors, u 1 , . . . , u n are the only functions among remaining ones that satisfy u 2 ∈ Y; equivalently, the only ones that can be represented as linear combinations of functions of a basis in Y. Since the list u j , j = 0, 1, . . . , n + n(n + 1)/2 constitutes an orthonormal basis in Y, the equivalent condition is:
which is easy to verify. Finally, when u 1 , . . . , u n are identified, we can use them as coordinate functions in the vector space of unobserved factors: X j = u j , j = 1, 2, . . . , n. On the other hand, in terms of the observables,
Comparing these two expressions for two different values of τ , we find λ 0 :
and then c:
To calculate A 1 , we need to express the matrix of e τ L φ 0 in terms of the parameters of the model. In the two-factor case, under assumption that Λ = 0 (which is equivalent to λ 10 = λ 01 ), the calculations has already been made (see (4.5)). Assuming that the eigenvalue of A 1 corresponding to u 1 is smaller than the eigenvalue corresponding to u 2 , the matrix of A 1 in the basis {u 1 , u 2 } equals
Therefore,
Of course, one can derive (7.4)-(7.5) from (4.5) directly, without introducing A. 7.3. Characterization of φ 0 . In a QTSM, log φ 0 is a quadratic function of unobserved factors. Assume that a list {Y j } of (n + 1)(n + 2)/2 linearly independent yields is found. This list constitutes a basis in Y, the space of quadratic polynomials. Therefore, there exist reals d j , j = 0, . . . , (n + 1)(n + 2)/2 − 1, such that
and it remains to find the constants d j , 0 ≤ j ≤ (n + 1)(n + 2)/2 − 1. We take an arbitrary list d of these constants and construct φ 0 (x) = φ 0 (d; x). After that, we define the form (e . Once again, one should expect that for an incorrect choice of d, the dimension is larger. Indeed, the fact that R · 1 and Y 1 are invariant subspaces of e L φ 0 is a rather special property of the OU model, and, with an incorrect choice of φ 0 , the reduction will be made to either ATSM or QTSM (possibly, with non-semibounded Γ). Therefore, d can be found as a (presumably, unique) solution of the minimization problem min
Since the minimum is presumed to be equal to (n + 1)
, one can recast this problem as the minimization problem for the sum of squares of minors of order (n + 1) 2 + 1, of the matrix k=0,...,(n+1) k=0,...,(n+1) (n+2)−1 
Conclusion
In the paper, we constructed 4 groups of identification equations for QTSMs. The first group is based on the theory of Continuous Algebraic Riccati Equations (CARE) and uses the long-run growth rate, the price of long-dated securities, φ 0 , and (pseudo-)stationary distribution of the process as observables. Using the same theory, we showed that the identification problem can be reduced to the identification problem for an OrnsteinUhlenbeck process, and we formulated the second and third group of identification equations for OU model. Both are based on the decomposition of L 2 (R n ; q OU (x)dx), where q OU (x)dx is the stationary distribution of the OU process, into the orthogonal sum of finite-dimensional invariant subspaces V m of L OU , the infinitesimal generator of the OU process. The invariant subspace, V 0 , is trivial: V 0 = R · 1, the next one, V 1 , is the space of homogenous polynomials of order 1, and V m , m ≥ 2, is spanned by products of Hermit polynomials of appropriate coordinate functions, the total order of the products being equal to m. We need spectral analysis of the restrictions L m of L OU on the invariant subspaces to write identification equations based on the spectral invariants of the blocks (the second group) and equations based on individual matrix elements (third group). The third group of equations contains all the information which the second group can provide, however, the solution of the (rather large) system of identification equations simplifies greatly if the second group of identification equations is used first to express the eigenvalues of the infinitesimal generator of the process in terms of the observed "covariance functions". This is especially important in the case of subordinate processes. The realization of the scheme requires the spectral analysis of the blocks, which is done for all blocks in the two-factor case. The realization of the scheme for 3-factor models seems to be fairly straightforward albeit much more involved from the computational point of view. We explained how one can use the spectral decomposition and covariance functions to infer the long-run growth rate, leading eigenfunction and stationary distribution.
The first three groups of identification equations imply that covariance functions between polynomial functions of unobserved factors are observable. The fourth group of identification equations uses yields on bonds in QTSM (which are quadratic functions of unobserved factors), φ 0 and variational principles for the self-adjoint operator associated with the quadratic form (e τ L φ 0 u, u) q QTSM to construct a non-zero) constant function and a basis in the space of linear functions of unobserved factors. Finally, we notice that log φ 0 is a quadratic function, which belongs to the space of yields of the QTSM, and explain how one can find log φ 0 as a linear combination of yields.
Once φ 0 and covariance functions among unobserved factors and polynomial functions of these factors are calculated starting from observed covariance functions of the observed yields, we can calculate artificial observables: covariance functions of an OU model. After that, either the second and third group of identification equations can be applied, or any standard identification procedure of the OU model, which uses only covariance functions among polynomials as inputs. Finally, the parameters of the QTSM can be defined.
