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MOST LAPLACIAN EIGENVALUES OF A TREE ARE SMALL
DAVID P. JACOBS, ELISMAR OLIVEIRA, AND VILMAR TREVISAN
Abstract. We show that the number of Laplacian eigenvalues less than the average
degree 2− 2
n
of a tree having n vertices is at least ⌈n
2
⌉.
1. Introduction
For a graph G of order n, the Laplacian matrix of G is L = D − A, where A is the
adjacency matrix and D is the diagonal degree matrix. The eigenvalues of L, which lie
in the interval [0, n], are called Laplacian eigenvalues of G. Studying the distribution
of Laplacian eigenvalues of graphs is a natural and relevant problem. It is relevant
due to the many applications related to Laplacian matrices (see, for example [17]).
We believe it is also a hard problem because little is known about how the Laplacian
eigenvalues are distributed in the interval [0, n]. Even though there exist results that
bound the number of Laplacian eigenvalues in subintervals of [0, n] (see for example
[8, 9, 12, 13, 16, 23] and the references therein) there lacks a finer understanding of the
distribution. For instance, it is not known whether smaller eigenvalues outnumber the
larger ones, and little known about how eigenvalues are clustered around a point [11].
We first consider the question What is a large Laplacian eigenvalue? A reasonable
measure is to compare this eigenvalue with the average of all eigenvalues. Since the
average of the Laplacian eigenvalues equals the average degree dn =
2m
n
ofG, we say that
a Laplacian eigenvalue is large if it is greater than or equal to the average degree, and
small otherwise. Inspired by this idea, the paper [6] introduces the spectral parameter
σ(G) which counts the number of Laplacian eigenvalues greater than or equal to dn.
There is evidence that σ(G) plays an important role in defining structural properties
of a graph G. For example, it is related to the clique number ω of G (the number of
vertices of the largest induced complete subgraph of G) and it also gives insight about
the Laplacian energy of a graph [6, 20]. Moreover, several structural properties of a
graph are related to σ (see, for example [5, 6]).
In this paper, we are interested in the distribution of Laplacian eigenvalues of trees.
More precisely, we want to investigate σ(T ). If I is a real interval, we let mGI denote
the number of Laplacian eigenvalues of G in I, counting multiplicities. Given a tree
of order n, its average vertex degree is dn = 2 − 2n . In 2011 it was conjectured that in
any tree, at least half of the Laplacian eigenvalues were less than this average [22]. The
purpose of this paper is to prove the conjecture, which we state as the following result.
Theorem 1.1. For any tree T of order n, mT [0, dn) ≥
⌈
n
2
⌉
.
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Since there are n Laplacian eigenvalues bounded by n, this is equivalent to
σ(T ) = mT [dn, n] ≤
⌊n
2
⌋
.
This property does not hold for general graphs, and complete graphs Kn provide a
counter-example. It is known that rational Laplacian eigenvalues of graphs are integers,
and when n ≥ 3, dn is not integer so it suffices to show mT (dn, n] ≤ ⌊n2 ⌋ for all trees T .
The proof of this conjecture is, perhaps surprisingly, difficult. There have been a few
attempts to solve it and we summarize now some partial results. First, computation
has verified that Theorem 1.1 holds for all trees of order n ≤ 20 (see the experiments by
J. Carvalho [4].) In the paper [22], where the conjecture was set forward, it was proved
that diameter 3 trees and caterpillars satisfy the conjecture and in [15] the theorem was
shown to hold for all trees of diameter four. It is known [10, 3] that mT [0, 2) ≥ ⌈n2 ⌉
for all trees T . If there were never eigenvalues in
(
2− 2
n
, 2
)
, then Theorem 1.1 would
easily follow from this result. However, there can exist eigenvalues in this interval.
By [4] we assume n ≥ 8. For each n ≥ 8, our proof makes use of four prototype
trees which satisfy the theorem. If any tree can be transformed to a prototype tree in
a way that does not decrease the number of eigenvalues above the average degree, then
Theorem 1.1 holds.
The paper’s remainder is organized as follows. In the next section, we present a
notation that is crucial for our strategy to prove our result. To simplify the representa-
tion of trees we introduce a concatenation operator that is executed on suns and paths
to form generalized pendant paths. We also define a summation operator and starlike
vertices which are based on these operators. The main tool to prove Theorem 1.1 is
the algorithm Diagonalize that counts the number of Laplacian eigenvalues of a tree
in any interval [3]. In Section 3 this algorithm is described along with a procedure
called Transform, a high-level proof strategy. In Section 4, we show how to use the
Diagonalize algorithm to transform a tree in a way that does not decrease the num-
ber of eigenvalues above average degree, which we call a proper transformation. In
Section 5, we define prototype trees, which are close to stars and depend only on the
congruence n ≡ α (mod 4). We prove that these prototype trees satisfy the conjecture,
however they are extreme examples in which equality is achieved in Theorem 1.1. In
Section 6 describe a procedure ReduceStarVertex that does much of the structural
transformation. This is based on the proper transformations and since it is not obvious
that Transform halts we also prove its correctness in Section 6. All trees get reduced
to some small cases that are eventually transformed into prototype trees in Section 7.
A complete example showing a tree properly transformed into a prototype tree is given
in Section 8.
2. Notation
Consider a tree T with n vertices, whose average degree is dn = 2 − 2n . Recall that
mT [0, dn) is the number Laplacian eigenvalues of T which are smaller than dn, and
σ(T ) = mT (dn, n], denotes the number of eigenvalues which are larger than dn. We will
use the fact that mT [0, dn) + σ(T ) = n.
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The concept of a pendant path is well known, but important here. Let u be a vertex
of a tree T with degree ≥ 3. Suppose that Pq = u u1 . . . uq (q ≥ 1) is a path in T whose
internal vertices u1, . . . , uq−1 all have degree 2 in T , and where uq is a leaf. Then we
say that Pq is a pendant path of length q attached at u. The following is known [18].
Lemma 2.1. Any tree that is not a path has at least one vertex u, with deg(u) ≥ 3,
having (at least) two pendant paths.
Let T be a tree with n vertices, and let u be a vertex of degree at least ℓ of T having
ℓ ≥ 1 pendant paths attached at u. We denote the sum of pendant paths attached at u
by P (u) = Pq1 ⊕ · · ·⊕Pqℓ , as illustrated in Figure 1. The number of edges in each path
is denoted by ♯Pq = q. Pendant paths of length 2 are key to our strategy. Essentially,
u
P2
P2
P4
P5
P1
Figure 1. Vertex u with P (u) = P1 ⊕ 2P2 ⊕ P4 ⊕ P5
we transform any tree T to a tree T ′ having only P2’s as pendant paths. A subgraph
obtained by a vertex u attached to r ≥ 1 paths of length 2, is called a sun with r rays
and denoted by Sr. Hence, if a vertex u of degree at least r has r ≥ 1 pendant paths
of length 2, say P (u) = rP2, we will write P (u) = Sr.
Consider a path between u and v, where v has r pendant P2 paths, that is P (v) = Sr.
To simplify the representation, we use the concatenation symbol and write Pq ∗ Sr.
Given a tree T , we recall that a branch at a vertex u is a maximal subtree where u
is a leaf. Let v be a vertex where P (v) = Sr. If a vertex u of degree ≥ 3 is connected
to v by a path of length q ≥ 0, we observe that P (u) = Pq ∗ Sr is a branch at u, which
we call a generalized pendant path at u, abbreviated by gpp.
To further simplify the graphic part of the representation, we will use a black square
 to represent a pendant sun Sr attached to a vertex, and a single edge to represent
the entire path Pq, omitting the r pendant P2’s and the q vertices. We will refer to
this as the (Pq, Sr) representation of this generalized pendant path Pq ∗Sr, as shown in
Figure 2.
P3
P3 ∗ S4
4P2
v
(Pq, Sr) representation
u
u
Figure 2. (Pq, Sr) representation of a generalized pendant path
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We can consider q = 0 for paths Pq of length 0, as well as r = 0 for no pendant Sr.
However, we do not allow both r = q = 0 simultaneously. As we will see in Algorithm
InitiateRepresentation, it is always possible to use the (Pq, Sr) representation to
represent every pendant path in a given tree. We call this a (Pq, Sr) representation of
T . We adopt the following convention for representing paths.
P1 = P1 ∗ S0
P2 = P0 ∗ S1
Pq = Pq−2 ∗ S1 for q ≥ 3.
This convention provides a particular (Pq, Sr) representation of paths in a given tree
in which r is always equal to 0 or 1. We observe that there are many other feasible
choices, including the one where, if a vertex u has r ≥ 2 pendant P2 attached and no
other pendant paths, we write P (u) = r P2 = P0 ∗ Sr.
Consider the fairly large tree T¯ in Figure 3 that will be used throughout the paper.
Using the special symbol to represent pendant Sr, we obtain, in Figure 20 (left), its
(Pq, Sr) representation. All trees are considered to be in (Pq, Sr) representation.
Figure 3. Tree before the (Pq, Sr) representation
We say a vertex u is a starlike vertex if it has degree ≥ 3 and has at least two
generalized pendant paths attached to it. This definition depends on the particular
(Pq, Sr) representation, as well as the graph itself. For example, even though they
represent the same subgraph, a vertex u with P (u) = 3(P0 ∗ S1) has three generalized
pendant paths (hence a starlike vertex), whereas P (u) = P0∗S3 has a single generalized
pendant path and therefore is not starlike. Let T be a tree and let u be a starlike vertex
of T having ℓ ≥ 2 generalized pendant paths attached at u. According to our (Pq, Sr)
representation, we have P (u) = Pq1 ∗ Sr1 ⊕ · · · ⊕ Pqℓ ∗ Srℓ . Let us call the weight of
u and denote by w(u), the sum of the number of vertices of the generalized pendant
paths, that is
w(u) =
l∑
i=1
♯(Pqi ∗ Sri) =
l∑
i=1
(qi + 2ri).
For example in ascending order of weight, the vertices u1, u2, u3, u4 and u5 in the tree
of Figure 20 are all its starlike vertices and have weights respectively, 2,3,4, 6 and 8.
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InitiateRepresentation(T)
input: a tree T with n vertices.
output: a (Pq, Sr) representation of T.
Identify all j pendant paths Pq1 , . . . , Pqj of T.
for i from 1 to j do.
if qi = 1 then replace Pqi with gpp P1 ∗ S0;
if qi = 2 then replace Pqi with gpp P0 ∗ S1;
if qi ≥ 3 then replace Pqi with gpp Pqi−2 ∗ S1;
end do
return T.
Figure 4. Procedure InitiateRepresentation.
3. Strategy and algorithmic tools
A proper transformation is defined as an operation on a tree T which gives a new tree
T ′, with the same number of vertices, that does not decrease the number of eigenvalues
above the average degree, that is
σ(T ) ≤ σ(T ′).
A proper transformation requires n ≥ 8, however as explained earlier, trees of smaller
size have been checked by computation.
Our strategy to prove that, for any tree T of order n, σ(T ) ≤ ⌊n
2
⌋ is to make suc-
cessive transformations on T to obtain a prototype tree T ′. From the fact that we use
proper transformations, and that σ(T ′) ≤ ⌊n
2
⌋, it follows that σ(T ) ≤ σ(T ′), proving
Theorem 1.1. More precisely, for any tree with a given order n, we properly reduce
it to a prototype tree that depends only on the congruence n ≡ α (mod 4). We refer
to Section 5 for the definition of the prototype trees and for the proof they satisfy
Theorem 1.1.
We describe a high level algorithm Transform to do the transformation, shown in
Figure 5. The initialization procedure InitiateRepresentation(T ) puts the tree T
Algorithm Transform(T )
input: a tree T with n ≥ 8 vertices.
output: a tree T ′ with n vertices and σ(T ) ≤ σ(T ′)
initialize: T:=InitiateRepresentation(T ).
order starlike vertices of T as u1, . . . , uk by weight,w(u1) ≤ · · · ≤ w(uk).
while k ≥ 2 do
loop invariant: w(u1) ≤ 2⌊n4 ⌋
T ′ := ReduceStarVertex(T, u1).
order starlike vertices of T as u1, . . . , uk by weight,w(u1) ≤ · · · ≤ w(uk).
end loop
return T ′
Figure 5. Transforming T .
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into a (Pq, Sr) representation, as illustrated in Figure 20. It may be formally described
by the pseudo code of Figure 4.
The next step is the identification and ordering of all k starlike vertices of T . Recall
that the weight of a starlike vertex u is the total number of vertices hanging at u. The
main parameters of our transformation algorithm is the number k of starlike vertices
and their weights.
The heart of our algorithm is the procedure ReduceStarVertex (T, u1). It takes
the tree T and its starlike vertex of minimum weight u1 as arguments, and properly
transforms the generalized pendant paths at u1 into a single generalized pendant path.
More precisely, P (u) = Pq1 ∗ Sr1 ⊕ · · · ⊕ Pqℓ ∗ Srℓ is replaced by Pq ∗ Sr, for certain
values of q and r. We will prove in Section 6, Lemma 6.2 that if the number of starlike
vertices is greater than one, then there is always a starlike vertex u with w(u) ≤ 2⌊n
4
⌋.
Moreover, we will see that this does not increase the number of starlike vertices, but
increases the minimum weight. This guarantees the algorithm stops.
While the (Pq, Sr) representation of a tree changes during the transformation, the
following invariants are preserved by ReduceStarVertex. Leaves and only leaves are
square representing Sr, and pendant paths appear to have length one, representing Pq,
q ≥ 0, and where r + q ≥ 1. That is, gpps are on the tree’s extremities.
For trees with a small number of starlike vertices, we have a different strategy. In fact
if a tree T of order n ≥ 8 has k = 0 or 1 starlike vertices, we prove in Section 7, that
T can be properly transformed into Tα, where n ≡ α (mod 4). These results, along
with the main procedure ReduceStarVertex (T, u1), are going to be described later (in
Sections 6 and 7), as they need some technical analysis.
We finally review our main tool to prove the conjecture. It is the algorithm repro-
duced in Figure 6. For any tree T with n vertices, it produces a diagonal matrix D that
is congruent to the matrix L+ xIn, where L is the Laplacian matrix of T .
This algorithm, presented first in [7], is the Laplacian matrix version of the adjacency
matrix algorithm [14] that has been useful in many applications of spectral graph theory
(see, for example, the recent ordering by the spectral radius [19, 2] of certain trees). It
is shown (see [14]) that
Lemma 3.1. The number of eigenvalues of T less (greater) than x is exactly the number
of negative (positive) diagonal elements produced by Diagonalize(T,−x ).
Example 3.2. We illustrate here how the algorithm may be executed on the tree itself.
Considering the star with n > 2 vertices K1,n−1 with n− 1 leaves and the center vertex
of degree n− 1. The tree can be rooted anywhere, but we choose the center vertex as
the root. A vertex v is initialized with deg(v) + x. When x = −2+ 2
n
, the initial values
at the leaves are −1 + 2
n
< 0 and the initial value at the root is n− 3 + 2
n
. The values
at the leaves are kept, while the value at the root changes to
n− 3 + 2
n
− n− 1−1 + 2
n
> 0.
By Lemma 3.1, it implies there are n−1 Laplacian eigenvalues smaller than the average
degree and a single eigenvalue above it.
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Algorithm Diagonalize(T, x)
initialize d(v) := deg(v) + x for all vertices v
for k = 1 to n
if vk is a leaf then continue
else if d(c) 6= 0 for all children c of vk then
d(vk) := d(vk)−
∑ 1
d(c), summing over children
else
select one child vj of vk for which d(vj) = 0
d(vk) := −12
d(vj) := 2
if vk has a parent vl, remove the edge vkvl.
end loop
Figure 6. L+ xIn diagonalization
The technique we use to prove that for any tree T with n vertices, the number of
Laplacian eigenvalues greater than 2− 2
n
is at most ⌊n
2
⌋, is the analysis of the signs on
T after applying Algorithm Diagonalize(T,−2 + 2
n
).
4. Proper transformations
In this section we present a few local transformations which are performed on a tree
T that preserve the number of vertices and do not decrease the number of eigenvalues
above the average degree. Such proper transformations are local and for this reason we
can translate this property in terms of elementary rational recursions.
We start by analyzing the signs of the vertices after applying Diagonalize
(
T,−2 + 2
n
)
on a tree having r pendant P2’s attached to a path as in Figure 7. We assume n ≥ 8
is the number of vertices in T and 0 ≤ r ≤ ⌊n
2
⌋ is the number of pendant paths P2. In
fact, using our notation established above, this is a generalized pendant path Pq ∗ Sr.
We use a white dots to indicate vertices where Diagonalize
(
T,−2 + 2
n
)
produces
a negative value, black dots indicate a positive value and light gray where we do not
know the precise sign.
Sr
x1 x2
x1
x1
x1
x2
x2
x2
b1(r)
b2(r)
Pq
Figure 7. A tree end with a generalized pendant path Pq ∗ Sr.
Applying the algorithm to the Laplacian matrix to locate x = dn we obtain, in each
extremal vertex of the pendant path P2 the value
x1 = 1− dn = −1 + 2
n
< 0
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and the next value is
x2 = 2− dn − 1
x1
=
2
n
− 1
x1
> 1.
For completeness, we may consider the recurrence relation
(1)
{
x1 = −1 + 2n
xj+1 =
2
n
− 1
xj
From these values we proceed processing the vertices of the path Pq in Figure 7. ob-
taining
b1 = r + 1− dn − r
x2
= x1 + r
(
1− 1
x2
)
,
and the rest of the values on the path are given by the recursion
(2)
{
b1 = x1 + r
(
1− 1
x2
)
bj+1 =
2
n
− 1
bj
for n ∈ [8, ∞). We observe that bj 6= 0. To see this, notice that bj is a rational
function of dn = 2− 2n , and if this was 0, then dn would be a root of a polynomial with
integral coefficients, which is absurd since dn is non integral rational number. In what
follows, we are going to analyze the signs of the values b1 and b2. Denoting by v1 and
v2, respectively, the corresponding vertices, we can always choose the root of the tree
away from these vertices, provided there are other vertices. In case there are no other
vertices in the tree, then this tree is already one of the prototype trees.
As the sequence b depends on r we denote bj := bj(r) for r ≥ 0. We observe that
if r = 0, then bj = xj and if r = 1, then bj = xj+2. We can summarize the main
properties of these two sequences in the following lemma
Lemma 4.1. Consider the above defined sequences xj and bj then
a) −1 < x1 < 0 and x2 > 1;
b) x1 ≤ b1(r), for all r, with strict inequality when r ≥ 1.
c) If r = 0 then b1(r) = x1 and for r = 1 we have b1(r) = x3;
d) The map r → b1(r) is linear, strictly increasing from N→ [x1,∞)
e) b1(r + 1)− b1(r) = 1− 1x2 for all r.
Proof. All five claims are straightforward computations. For example, for (c) we know
that x1 = −1+ 2n , x2 = 2n − 1x1 , b1(0) = x1+0(1− 1x2 ) = x1 and b1(1) = x1+1(1− 1x2 ) =
2
n
− 1
x2
= x3. 
Our first concern is the dependence of the initial condition b1(r) with respect to r.
Lemma 4.2. Let n ≥ 8. If 0 ≤ r ≤ ⌊n
4
⌋ then b1(r) < 0.
Proof. Assume n ≥ 8. Recall that b1(r) = x1 + r(1 − 1x2 ). On the non-negative reals,
define the linear function into R
g(r) = x1 + r(1− 1
x2
).
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Then g(0) = x1 < 0. Since g
′(r) = (1− 1
x2
) > 0, it is increasing. By continuity there is
a unique point g(r0) = 0. Solving for r0 we have r0 =
−x1
1− 1
x2
> 0. Since x1 = −n−2n and
x2 =
n2+2n−4
n2−2n , r0 depends rationally on n
r0 =
(n− 2) (n2 + 2n− 4)
4n (n− 1) .
Therefore b1(r) < 0 if and only if r ≤ ⌊r0⌋. We claim that n4 < r0 for n ≥ 7. Indeed,
the inequality n
4
< r0 can be simplified to 0 < n
2 − 8n + 8 whose largest root is
4 + 2
√
2 ≈ 6.8. 
The proof of Lemma 4.2 shows that the inequality holds when n ≥ 7, however it will
be more convenient to assume n ≥ 8.
Corollary 4.3. Let T be a tree with n ≥ 8 vertices and u a vertex having 0 ≤ r ≤ ⌊n
4
⌋
pendant P2’s and a path Pq with q ≥ 2. Then b2(r) > 0.
Proof. We know from Lemma 4.2 that b1(r) < 0 for 0 ≤ r ≤ ⌊n4 ⌋ and by the recurrence
relation b2(r) =
2
n
− 1
b1(r)
we conclude that b2(r) > 0. 
We observe that these results do not account for the sign associated with the vertex
where the gpp Pq ∗Sr is attached. We now present the first proper transformation that
we use.
Proposition 4.4. (Star-up transform) Let u be a vertex that is not a leaf of a tree T
with n ≥ 8 vertices. If u has a path Pq, q ≥ 2 connecting u to a vertex that has exactly
0 ≤ r ≤ ⌊n
4
⌋ − 1 pendant P2, and no other pendant path, then the transformation
Pq ∗ Sr → Pq−2 ∗ Sr+1
is proper.
Sr
u
P2
Pq−2
Sr+1
u
Pq
Figure 8. Star-up transform
Proof. We consider the transformation on a tree T , as illustrated in Figure 8. This
takes one pendant path P2 at the vertex u connected to the sun Sr formed by r P2
paths, and produces a new tree T ′ with a sun Sr+1 attached at u. We consider u as the
root of T , meaning that it is going to be the last vertex to be processed.
The signs at the vertices of the branch of T ′ not containing Sr+1 are the same as the
signs in T . By Lemma 4.2 and Corollary 4.3, we know that b1 < 0 and b2 > 0. Hence
after applying the transformation, there are exactly the same number of negative signs in
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P (u) = P2∗Sr of T as in P (u) = P0∗Sr+1 of T ′. Hence, to prove that the transformation
is proper, we need to compare fT (u) and fT ′(u), the values obtained by the application
of the algorithm Diagonalize
(
T,−2 + 2
n
)
and Diagonalize
(
T ′,−2 + 2
n
)
.
Applying the algorithm we obtain
fT (u) = degT (u)− dn − ξ −
1
b2(r)
fT ′(u) = degT (u) + r − dn − ξ −
r + 1
x2
= degT (u) + r(1−
1
x2
)− dn − ξ − 1
x2
,
where ξ is the processing of the part not affected by the transformation. Therefore,
using the value of b1(r) and b2(r) in (2) and x2 in (1)
fT ′(u)− fT (u) = 1
b2(r)
− 1
x2
+ r(1− 1
x2
)
=
1
b2(r)
− 1
x2
− x1 + x1 + r
(
1− 1
x2
)
=
1
b2(r)
− 1
x2
− x1 + b1(r)
=
(
b1(r) +
1
b2(r)
)
−
(
x1 +
1
x2
)
= b1(r) +
1
2
n
− 1
b1(r)
−
(
x1 +
1
2
n
− 1
x1
)
.(3)
We need to show that (3) non-negative for 0 ≤ r ≤ ⌊n
4
⌋ − 1. Consider the function
g(t) = t +
1
2
n
− 1
t
−
(
x1 +
1
2
n
− 1
x1
)
We see that g(x1) = 0. By Lemma 4.1 and Lemma 4.2 one has −1 < x1 ≤ b1(r) < 0.
We need to show that g(t) is positive in the interval (x1, 0). Now, g
′(t) = 1− 1
( 2n− 1t )
2 · 1t2 .
Because 2t
n
−1 < −1, it implies that 1
( 2n− 1t )
2 · 1t2 < 1, which it turns imply that g′(t) > 0
and thus g(t) is strictly increasing and, hence g(t) > 0 in the desired interval. This
shows that for each r ≤ ⌊n
4
⌋ − 1, one has g(b1(r)) ≥ 0, and therefore fT (u) ≤ fT ′(u).
Therefore, the number of positive values produced by Diagonalize
(
T ′,−2 + 2
n
)
either
equals or exceeds by one, the number of positive values in Diagonalize
(
T,−2 + 2
n
)
,
showing the Star-up transformation is proper. 
Example 4.5. We consider the proper transformation of a tree T with a path P9 into
a new tree T ′ with the replacement of P9 by P1 ∗ S4, by successive applications of the
Star-up transform. See Figure 9 for an illustration.
We now present the second proper transformation that we will use.
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P9 ∗ S0 P7 ∗ S1 P5 ∗ S2 P3 ∗ S3 P1 ∗ S4
u u u u u
Figure 9. Repeated applications of Star-up
Proposition 4.6. (Star-down transform) Consider a transformation on a tree T that
takes one pendant path P1 on a vertex u connected to a sun Sr and another pendant
path P2 on the vertex u and produces a new tree T
′ with a sun Sr+1 attached in P1. If
0 ≤ r ≤ ⌊n
4
⌋− 1 then
P1 ∗ Sr ⊕ P2 → P1 ∗ Sr+1
is a proper transformation.
u
P1
P1
Sr
u
P2
Sr+1
N
Figure 10. Star-down.
Proof. We root both trees at u. We apply the diagonalization algorithm on T and T ′
and notice that the number of positive vertices remains unchanged except at the vertex
u (as r ≤ ⌊n
4
⌋−1 we know that b1(r) < 0, by Lemma 4.2). Therefore we must compare
fT (u) and fT ′(u). We will have σ(T ) ≤ σ(T ′) if fT (u) ≤ fT ′(u). Applying the algorithm
we obtain
fT (u) = degT (u)− dn − ξ −
1
b1(r)
− 1
x2
fT ′(u) = degT (u)− 1− dn − ξ −
1
b1(r + 1)
where ξ is the processing of the part not affected by the transform. Using Lemma 4.1,
part e
fT ′(u)− fT (u) = −
(
1− 1
x2
)
+
(
1
b1(r)
− 1
b1(r + 1)
)
=
(
1− 1
x2
)(
−1 + 1
b1(r)b1(r + 1)
)
(4)
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Using the properties in Lemma 4.1 and Lemma 4.2, −1 < b1(r) < b1(r + 1) < 0 and
x2 > 1, and so (4) is positive. This completes the proof. 
P0 ∗ S5
u
P0 ∗ S3
P0 ∗ S6P0 ∗ S2
u
Figure 11. An example of a trivial Star-star transform
The third transformation we use is the following.
Proposition 4.7. (Star-star transform) Suppose u has at least two generalized pendant
paths Pq1 ∗ Sr1 and Pq2 ∗ Sr2, where q1, q2 ∈ {0, 1}. The following transformations are
proper:
a) If q1 = q2 = 0, for any r
′
1, r
′
2 such that r
′
1 + r
′
2 = r1 + r2;
(P0 ∗ Sr1)⊕ (P0 ∗ Sr2)→ (P0 ∗ Sr′1)⊕ (P0 ∗ Sr′2),
b) If q1 = q2 = 1 and 0 ≤ r1, r2 ≤ ⌊n4 ⌋;
(P1 ∗ Sr1)⊕ (P1 ∗ Sr2)→
{
P2 ∗ Sr1+r2 if r1 + r2 ≤ ⌊n4 ⌋
P0 ∗ Sr1+r2−⌊n4 ⌋ ⊕ (P2 ∗ S⌊n4 ⌋) if r1 + r2 > ⌊n4 ⌋
c) If q1 = 1, q2 = 0 and 0 ≤ r1, r2 ≤ ⌊n4 ⌋;
(P1 ∗ Sr1)⊕ (P0 ∗ Sr2)→
{
P1 ∗ Sr1+r2 if r1 + r2 ≤ ⌊n4 ⌋
P0 ∗ Sr1+r2−⌊n4 ⌋ ⊕ (P1 ∗ S⌊n4 ⌋) if r1 + r2 > ⌊n4 ⌋
Proof. The case q1 = 0 and q2 = 0 (see Figure 11) is actually a formal rearrangement.
We do not change the graph, only perform a different partition of the r1 + r2 original
P ′2s attached to u. In this case it is not necessary to consider the sign of any vertices.
It is a trivial Star-star transform, shown in Figure 11.
We notice that by Corollary 4.3, the case q1 = 1 and q2 = 1 (see Figure 12) is
clearly proper because the number of positive signs (black vertices) increases by one.
Therefore, it does not matter what happens in u, the transformation is proper.
The case q1 = 1 and q2 = 0 (see Figure 13) is actually a particular application of
several Star-down transformations (Proposition 4.6). In each step, a P2 from the P0∗Sr2
is brought down to the gpp P1 ∗ Sr1 . Thus the Star-star transformation is proper. 
5. Equality for prototype trees
In Section 6 we present a reduction procedure that properly transforms several gpp’s
attached to a starlike vertex to a single gpp, leading to an eventual decrease on the
number of starlike vertices of a tree. Then, in Section 7, we show that a tree T of order
n with k = 0 or 1 starlike vertices can be properly transformed into a prototype tree
Tα, where n ≡ α (mod 4). These prototype trees Tα are defined as follows.
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P1 ∗ S5
u
P1 ∗ S3 P2 ∗ S6
u
P0 ∗ S2
⌊
n
4
⌋
= 6
P1 ∗ S5
u
P1 ∗ S3
P2 ∗ S8
u
⌊
n
4
⌋
= 9
Figure 12. An example of a 1-1 Star-star transform. On top
⌊
n
4
⌋
= 6.
On bottom
⌊
n
4
⌋
= 9.
P0 ∗ S5
u
P1 ∗ S3 P1 ∗ S6
u
P0 ∗ S2
⌊
n
4
⌋
= 6
P0 ∗ S5
u
P1 ∗ S3
P1 ∗ S8
u
⌊
n
4
⌋
= 9
P0 ∗ S4
u
P1 ∗ S4
. . .
Figure 13. An example of a 1-0 Star-star transform. On top
⌊
n
4
⌋
= 6.
On bottom
⌊
n
4
⌋
= 9.
Definition 5.1. Let r ≥ 2 and α ∈ {0, 1, 2, 3}. For n = 4r + α ≥ 8, define the tree Tα
of order n given in Figure 14.
If T is properly transformed to Tα, that is σ(T ) ≤ σ(Tα), in order to prove the
conjecture is true, it will remain to prove that σ(Tα) ≤ ⌊n2 ⌋. As a warm up application
of the results of the previous section, we prove here this result. In fact, we prove that
Tα satisfy the equality in Theorem 1.1, that is σ(Tα) = ⌊n2 ⌋.
14 D. JACOBS, E. OLIVEIRA, AND V. TREVISAN
u uT0
P0 ∗ Sr−1
T0
P1 ∗ Sr
r − 1 r
u u
T1
P0 ∗ Sr
T1
P0 ∗ Sr r r
u u
T2
P0 ∗ Sr
T2
P1 ∗ Sr r r
u
u
T3
P1 ∗ Sr
T3
P1 ∗ Sr r r
Figure 14. Left: trees Tα, α = {0, 1, 2, 3} in (Pq, Sr) notation. Right:
the actual tree Tα. The minus signs (white vertices) and plus signs(black
vertices) are defined by Lemma 4.1, Lemma 4.2 and Theorem 5.2.
Theorem 5.2. For r ≥ 2, α ∈ {0, 1, 2, 3}, let n = 4r + α, and dn = 2− 2n . Then
(a) mT0([0, dn)) = 2r;
(b) mT1([0, dn)) = 2r + 1;
(c) mT2([0, dn)) = 2r + 1;
(d) mT3([0, dn)) = 2r + 2.
In particular mTα([0, dn)) =
⌈n
2
⌉
, or equivalently, σ(Tα) =
⌊n
2
⌋
.
Proof. We first observe that in all cases n
4
= r + α
4
, and as 0 ≤ α/4 < 1, we have
r =
⌊
n
4
⌋
, so therefore when applying Diagonalize(Tα,−2 + 2n), the value b1 < 0, by
Lemma 4.2. We used Maple to compute f(u) for each α, as shown below.
(a) We observe that T0 = P (u) = P0 ∗ Sr−1 ⊕ P1 ∗ Sr, and n = 4r. In P0 ∗ Sr−1
there are r − 1 negative signs and r − 1 positive signs. Due to the observation
above, in P1 ∗Sr there are r+1 negative signs and r positive. To show equality
we need to show that the value at the vertex u is positive. Then
f(u) = deg u− dn − (r − 1) 1
x2
− 1
b1
= r − (2− 2
4r
)− (r − 1)
x2
− 1
b1
= r − 2 + 1
2r
− r − 1
x2
− 1
b1
.(5)
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One can write x2 =
4r2+2r−1
(2r)(2r−1) and b1 =
−2r2+4r−1
2r(4r2+2r−1) . Substituting into (5) we
obtain
f(u) =
1
2
64 r6 + 64 r5 − 36 r4 + 36 r3 − 32 r2 + 10 r − 1
r (4 r2 + 2 r − 1) (2 r2 − 4 r + 1)
A plot of f(u) shows it is positive for all r ≥ 2. This proves that σ(T0) = ⌊n2 ⌋.
(b) The same reasoning can be done by applying our method, but we may also recall
the result [1, Proposition 3.1], where it is shown that the spectrum of T1 is[
0[1], θ[2r−1], λ[1]1 , θ
[2r−1]
, λ
[1]
2
]
,
where (θ, θ) = (3−
√
5
2
, 3+
√
5
2
), λi, i = 1, 2 are the roots of p(x) = x
2−(2r+3)x+
(4r + 1). Now it is easy to see that 0, θ, λ1 < 2 − 2/n, while θ, λ2 > 2 − 2/n.
Hence exactly 2r + 1 Laplacian eigenvalues are smaller than 2− 2/n.
(c) T2 = P (u) = P0 ∗ Sr ⊕ P1 ∗ Sr. There are 2r + 1 negative signs and r positive
signs except at the vertex u. Here n = 4r + 2.
f(u) = r + 1− dn − r
x2
− 1
b1
Expressing n, x2 and b1 in terms of r, and substituting in f(u), leads to
f(u) =
64 r6 + 256 r5 + 348 r4 + 260 r3 + 95 r2 + 16 r + 1
(2 r + 1) (4 r2 + 6 r + 1) r (6 r + 1)
which is clearly positive proving that σ(T2) = ⌊n2 ⌋.
(d) Proceeding similarly as in the previous case, T3 = P (u) = P1 ∗ Sr ⊕ P1 ∗ Sr, we
obtain 2r+ 2 negative signs and 2r positive signs. To show equality we need to
show that the value at u is positive. Here n = 4r + 3, and
f(u) = 2− dn − 2
b1
.
Writing n and b1 in terms of r, and substituting into f(u), yields
f(u) =
4(128 r4 + 448 r3 + 576 r2 + 302 r + 55)
(4 r + 3) (64 r2 + 52 r + 11)
which is clearly positive showing that σ(T3) = 2r + 1 = ⌊n2 ⌋.

6. Reduction: Starlike vertices
In some cases a starlike vertex u can be properly transformed in such a way that its
generalized pendant paths are reduced to a single generalized pendant path. This is
possible when the weight of u is small, more precisely when w(u) ≤ 2⌊n/4⌋.
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Theorem 6.1. Consider a tree T in (Pq, Sr) representation and u a starlike vertex with
ℓ ≥ 2 generalized pendant paths, or P (u) = Pq1 ∗ Sr1 ⊕ · · · ⊕ Pqℓ ∗ Srℓ. If w(u) ≤ 2⌊n4 ⌋
then we can properly transform T to T ′ obtaining
Pq1 ∗ Sr1 ⊕ · · · ⊕ Pqt ∗ Srt ⇒ Pq′ ∗ Sr′
where 2 ≤ t ≤ ℓ and {
q′ ≡∑ qi (mod 2) ∈ {0, 1}
r′ = w(u)−q
′
2
≤ ⌊n
4
⌋
Proof. The proof is by induction on t. For t = 2 assume
P (u) = Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ,
where w(u) ≤ 2⌊n
4
⌋. Then we may write
w(u) = q1 + 2r1 + q2 + 2r2 = α1 + α2 + 2(k1 + k2 + r1 + r2)
where αi ≡ qi (mod 2) and ki = ⌊ qi2 ⌋ for i = 1, 2. Since r1 + k1 < w(u)2 ≤ ⌊n4 ⌋, by
Proposition 4.4, the Star-up transform
Pq1 ∗ Sr1 ⇒ Pq1−2 ∗ Sr1+1
can be performed k1 times. Hence, the transformation
Pq1 ∗ Sr1 ⇒ Pα1 ∗ Sr1+k1
is proper, and similarly,
Pq2 ∗ Sr2 ⇒ Pα2 ∗ Sr2+k2
is proper. As α1, α2 ∈ {0, 1} by Proposition 4.7, a Star-star operation can be performed
since r1 + k1 + r2 + k2 ≤ ⌊n4 ⌋ producing
Pα1 ∗ Sr1+k1 ⊕ Pα2 ∗ Sr2+k2 ⇒ Pα1+α2 ∗ Sr1+k1+r2+k2 .
If q′ = α1 + α2 ∈ {0, 1} we are done, otherwise, if α1 + α2 = 2 we can perform an
additional Star-up transformation
Pα1+α2 ∗ Sr1+k1+r2+k2 ⇒ P0 ∗ Sr1+k1+r2+k2+1
because 2(r1 + k1 + r2 + k2 + 1) = w(u) ≤ 2⌊n4⌋, and so r1 + k1 + r2 + k2 ≤ ⌊n4 ⌋ − 1.
To complete the induction, assume the theorem is true for some t ≥ 2. To obtain the
correctness for t + 1, first transform
Pq1 ∗ Sr1 ⊕ . . .⊕ Pqt ∗ Srt ⇒ Pq′ ∗ Sr′,
and then repeat the proof for t = 2 on Pq′ ∗ Sr′ ⊕ Pqt+1 ∗ Srt+1. 
Theorem 6.1 above justifies the introduction of our Procedure ReduceStarVertex
shown in Figure 15 which replaces all the generalized pendant paths at a starlike vertex
by a single gpp. It also labels the new generalized pendant path with Pq′ ∗Sr′ calculated
in the procedure. If u is a leaf in the tree T ′ \P (u), we remove it from starlike vertices
list and collapse the path to the nearest vertex v whose degree is greater than two,
creating the gpp Pq′+q′′ ∗ Sr′ at v where d(u, v) = q′′. If the procedure were applied to
u1 in the tree of Figure 20(right), for example, we would first form P1 ∗ S1 and then
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ReduceStarVertex(T, u)
input: a tree T with n vertices
a starlike vertex u with P (u) = Pq1 ∗ Sr1 ⊕ · · · ⊕ Pqℓ ∗ Srℓ.
precondition w(u) ≤ 2⌊n4 ⌋
output: a tree T ′ where the gpps at u are replaced by a single gpp.
Let w = w(u)
Compute q′ =
∑
qi mod 2.
Compute r′ = w−q
′
2 .
Replace in T all gpps at u with P (u) = Pq′ ∗ Sr′, forming T ′.
if degT ′\P (u)(u) = 1 then
find v, the nearest vertex to u having degT ′(v) > 2
remove u and path to v
create gpp P (v) = Pq′′ ∗ (Pq′ ∗ Sr′) = Pq′′+q′ ∗ Sr′, where d(u, v) = q′′
return T ′.
Figure 15. Procedure ReduceStarVertex.
the path of length one would be collapsed creating the gpp P2 ∗ S1, as Figure 21(left)
illustrates.
As this example illustrates, the vertex u, after applying ReduceStarLike, will no
longer be a starlike vertex or it will collapse and removed from the representation.
Hence the number of starlike vertices may be reduced by one. However, a new starlike
vertex may be created. As an example, consider applying ReduceStarVertex at vertex
u1 of Figure 20(left). Initially P (u1) = P1∗S0⊕P1∗S0, having weight 2. After applying
the procedure we obtain P (u1) = P1 ∗ S1. Now u1 is no longer a starlike vertex, but its
neighbor v now has P (v) = P1 ∗ S1 ⊕ P1 ∗ S0 with weight 4. In general, this happens
when the body of the if-statement in ReduceStarVertex is executed, and the vertex v
already had a single gpp. The if-statement is not always executed as Figures 22 and 23
show. A full example of the reduction procedure is executed at the end of this paper
in Section 8.
We claim that ReduceStarVertex will always be called with a vertex u satisfying
the precondition w(u) ≤ 2⌊n
4
⌋. Note it is only called when there are at least two tarlike
vertices, and is passed the one with smallest weight.
Lemma 6.2. Let T be a tree with n ≥ 8 vertices and k ≥ 2 starlike vertices. Then at
least one of the starlike vertices has weight w ≤ 2⌊n
4
⌋.
Proof. Let u1, u2, . . . , uk be the k ≥ 2 starlike vertices ordered by weight so that w(u1) ≥
w(u2) ≥ . . . ≥ w(uk). Suppose, by contradiction, that w(uk) ≥ 2⌊n4 ⌋ + 1. As n =
4⌊n
4
⌋ + α, with α ∈ {0, 1, 2, 3}, we see that n ≥ w(u1) + w(u2) + 2 ≥ 2w(uk) + 2 ≥
2(2⌊n
4
⌋+1)+ 2 = 4⌊n
4
⌋+4, an absurd. Hence, we conclude that w(uk) ≤ 2⌊n4 ⌋ and the
result follows. 
The correctness of algorithm Transform depends on not only showing each procedure
is correct, but also showing that it halts. Clearly it halts if and only if its while loop
halts. Being a local transformation, ReduceStarVertex only operates on a starlike
vertex u, and can not create more than one new starlike vertex since u is adjacent (or
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has a path) to only one other vertex. Hence the number of starlike vertices does not
increase by the application of ReduceStarVertex. Moreover, once a new starlike vertex
is created, its weight includes the weight of u and, hence, the total weight of the starlike
vertices increase. Therefore Transform must stop, as the total weight is bounded by n.
7. Reduction: Small number of starlike vertices
In this section we show that a tree with fewer than two starlike vertices can be
properly transformed into a prototype tree. We introduce a new notation for the entire
tree. Here
T = v +X ⊕ Y
denotes a tree in which v is the root, X and Y are gpps attached to v. Using this
notation, T = v + Pq′ ∗ Sr′ ⊕ Pq′′ ∗ Sr′′ or T = u + Pa ∗ Sr′ ⊕ Pb ∗ Sr′′ are different
representations of the same tree, provided q′ + q′′ = a+ b (see Figure 16)
v
u
T T
r′
r′′
X = Pq′ ∗ Sr′ Y = Pq′′ ∗ Sr′′
v
T
X = Pa ∗ Sr′ Y = Pb ∗ Sr′′
u
Figure 16. Different representations for T as T = v + P4 ∗ S2 ⊕ P5 ∗ S3
or T = u+ P6 ∗ S2 ⊕ P3 ∗ S3 and 4 + 5 = 6 + 3.
Given a tree in (Pq, Sr) representation, recall that a starlike vertex is a vertex u of
degree ≥ 3 having at least two generalized pendant paths Pq∗Sr. In this section we deal
with trees that have fewer than 2 starlike vertices. We always assume that n = 4⌊n
4
⌋+α
and α = 0, 1, 2, 3. Let k ≥ 0 be the number of starlike vertices in this representation.
We first handle the case k = 0.
Lemma 7.1. T has a starlike vertex iff it has a vertex v, deg(v) ≥ 3, that is not a part
of any gpp.
Proof. The ‘only if’ is trivial. Conversely, assume T has a vertex v, deg(v) ≥ 3, not
part of a gpp. Note that trees in (Pq, Sr) representation have squares for leaves, and
pendant paths are represented by each gpp, and appear to have length one, although
these paths represent a path Pq. Indeed this property exists at initialization and is
maintained by ReduceStarVertex. Consider the tree T˜ of T obtained by converting
the square leaves to normal vertices and removing all labels. Since q + r ≥ 1, T˜ is a
subtree of T , and its pendant paths of length one correspond to gpps in T . This tree
also has a vertex of degree greater than 2, so it is not a path. By Lemma 2.1, it has
a vertex u having degree at least 3 with at least two pendant paths. This must be a
starlike vertex in T . 
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From Lemma 7.1 if T does not have a starlike vertex, then it is a path with a gpp on
each end, and we may write
T = u+ P (u) = u+ Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2.
An illustration of a general form of this tree is given in Figure 17.
u
Pq1 ∗ Sr1 Pq2 ∗ Sr2
Figure 17. The case k = 0 starlike vertices.
Theorem 7.2. Let T be a tree of order n having no starlike vertices. Then T can be
properly transformed into Tα, α ∈ {0, 1, 2, 3} according to n ≡ α (mod 4).
Proof. By Lemma 7.1, T may written as T = u + P (u) = u + Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2.
Assuming that n = 4r + α and r = ⌊n
4
⌋, we divide our proof in two cases.
Case 1: r1, r2 ≥ r. It follows that w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2) + 1 = n = 4r + α or
q1 + 2r1 + q2 + 2r2 + 1 = 4r + α.
Using the assumption of Case 1, we conclude that q1 + q2 ≤ α− 1. Let us analyze the
possibilities of α.
Note that α = 0 is impossible because q1 + q2 ≥ 0. When α = 1, we must have
q1 = q2 = 0, and then T is already T1.
Consider next α = 2. This implies that q1+q2 ≤ 1. A possible solution is q1 = q2 = 0.
This is not feasible, as otherwise 1 + 2r1 + 2r2 = n ≡ 1 (mod 2) but n is even when
α = 2. The other possible solution is q1 = 0 and q2 = 1, leading to 1 + 1 + 2r1 + 2r2 =
n = 4r + α = 4r + 2, or 2r = r1 + r2. As r1, r2 ≥ r, we have r1 = r2 = r. We conclude
that T = u+ P0 ∗ Sr ⊕ P1 ∗ Sr = T2, as we claimed. We notice that q1 = 1 and q2 = 0
also leads to T2 by symmetry.
Finally consider α = 3. This implies that q1 + q2 ≤ 2 and the possibilities are
(i) q1 = q2 = 0,
(ii) q1 = q2 = 1,
(iii) q1 = 0 and q2 = 1,
(iv) q1 = 0 and q2 = 2.
Because 1+1+2r1+2r2 = n is even we see that (iii) is not feasible. If (ii) happens, we
are faced to 1 + q1 + 2r1 + q2 + 2r2 = 3 + 2r1 + 2r2 = n = 4r + 3, or r1 + r2 = 4r. And
as before, r1 = r2 = 2r or T = u+ P1 ∗ Sr ⊕ P1 ∗ Sr = T3, as claimed. If (iv) happens,
a counting argument similar to (ii) shows that T = u+ P0 ∗ Sr ⊕ P2 ∗ Sr. If we root T
at the middle vertex of P2 rather than u it has the form P3.
We consider now the case (i) q1 = q2 = 0. As n = 4r + 3 = 1 + 2r1 + 2r2, it
implies r1 + r2 = 2r + 1, r1 = r and r2 = r + 1 because r1, r2 ≥ r. We consider the
transformation described in Figure 18 which transforms a tree T∗ = v+P0∗Sr⊕P0∗Sr+1
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with n = 4r+3 vertices into the tree T3 = u+P1 ∗ Sr ⊕P1 ∗ Sr. Using the Diagonalize
algorithm in both trees we have the knowledge of all signs except that of v in T∗ (we
know the signs in T3 from Theorem 5.2).
Let us call fT∗(v) the value obtained by the Diagonalize algorithm
u
u
T3
r r
T∗
r
r
v
Figure 18. On the left the tree T∗ on the right side the tree T3.
fT∗(v) = (2r + 1)− (2−
2
n
)− (2r + 1) 1
x2
= −2 + 2
n
+ (2r + 1)
(
1− 1
x2
)
where degT∗(v) = 2r + 1. Analyzing the correspondence r → fT∗(v), using Maple, we
expressed x2 in terms of r, obtaining rational function
−4 24 r
2 + 22 r + 5
(4 r + 3) (16 r2 + 32 r + 11)
which is always negative for r ≥ 2, thus fT∗(v) < 0 and we paint this vertex as white.
Counting the black vertices in T∗ we see that σ(T∗) = 2r+1 and we already know that
σ(T3) = 2r + 1. Therefore this transformation is proper.
Case 2: r1 < r or r2 < r. Let us assume, say, that r1 < r. If q1 + q2 ≥ 2 we can
rewrite T as
v + Pq1+q2 ∗ Sr1 ⊕ P0 ∗ Sr2 .
Then , using a Star-up Proposition 4.4, we may transform T → v + Pq1+q2−2 ∗ Sr1+1 ⊕
P0 ∗ Sr2 . More generally, performing several Star-up transformations we may assume
that T is transformed into
T ′ = v + Pq′
1
∗ Sr′
1
⊕ Pq′
2
∗ Sr′
2
,
with either
(a) r′1, r
′
2 ≥ r or
(b) r′1 < r or r
′
2 < r and q
′
1 + q
′
2 ≤ 1.
If (a) happens the result follows by the previous Case 1. We may suppose then r′1 < r
and q′1 + q
′
2 ≤ 1. The possibilities are the following.
• q′1 = q′2 = 0, which corresponds to T ′ = v + P0 ∗ Sr′1 ⊕ P0 ∗ Sr′2 and n = 1 + 2r′1 + 2r′2
is odd. Thus n = 4r + 1 or n = 4r + 3, corresponding to α = 1 or α = 3, respectively.
If α = 1, then 4r + 1 = 1 + 2r′1 + 2r
′
2 which is equivalent to r
′
1 + r
′
2 = 2r. A Star-star
(Proposition 4.7)transformation produces the tree v + P0 ∗ Sr ⊕ P0 ∗ Sr = T1. If α = 3,
then 4r + 3 = 1 + 2r′1 + 2r
′
2 which is equivalent to r
′
1 + r
′
2 = 2r + 1. A Star-star
transformation produces a tree v+P0 ∗Sr⊕P0 ∗Sr+1 = T∗. As we saw in Case 1 above,
this tree can be properly transformed into T3.
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• q′1 = 0 and q′2 = 1, which corresponds to T ′ = v + P0 ∗ Sr′1 ⊕ P1 ∗ Sr′2 and so
n = 1 + 2r′1 + 1 + 2r
′
2 = 2 + 2r
′
1 + 2r
′
2 is even, implying n = 4r or n = 4r + 2, which
corresponds to α = 0 or α = 2, respectively. If α = 0, then 4r = 2+ 2r′1 + 2r
′
2 which is
equivalent to r′1 + r
′
2 = 2r − 1. Using the 0 − 1 Star-star transformation (Proposition
4.7) we can obtain T0 = v+P0 ∗Sr−1⊕P1 ∗Sr. If α = 2, then 4r+2 = 1+2r′1+1+2r′2
which is equivalent to r′1 + r
′
2 = 2r. Using the 0 − 1 Star-star transformation we can
obtain T2 = v + P0 ∗ Sr ⊕ P1 ∗ Sr. 
We now turn our attention to a tree T with a single starlike vertex. By Lemma 7.1
there is exactly one vertex of degree ≥ 3 not in a gpp. Let us nominate u to be this
starlike vertex, then T has the form
(6) T = u+ P (u) = u+ Pq1 ∗ Sr1 ⊕ · · · ⊕ PqL ∗ SrL,
for L ≥ 3. An example is given in Figure 19 (left).
u
P2 ∗ S2 P2 ∗ S9P5 ∗ S2
u
P0 ∗ S3 P2 ∗ S9P1 ∗ S4
Star-up
Figure 19. The case k = 1 starlike vertex. In this example n = 36 ≡ 0
(mod 4) and r = ⌊n
4
⌋ = 8 therefore we can not perform Star-up (Propo-
sition 4.4) on the gpp P2 ∗ S9.
Theorem 7.3. Let T be a tree of order n having a single starlike vertex. Then T can
be properly transformed into Tα, α ∈ {0, 1, 2, 3} according to n ≡ α (mod 4).
Proof. We write n = 4r+α. For each gpp Pqi ∗Sri in (6) we consider three possibilities.
Either (i) qi ≥ 2 and ri ≤ r− 1 or (ii) qi ∈ {0, 1} or (iii) ri ≥ r. If (i) happens, then we
can execute some Star-up (Proposition 4.4) transformations to shorten the path Pqi as
much as possible.
In this proof we will use ReduceStarVertex to simply combine several gpps into a
single gpp, but we will not execute the if-statement inside it.
Without loss of generality assume the gpps are ordered in non-decreasing ri. Since
L ≥ 3 there are three positive indices in {L− 2, L− 1, L}. We claim that there exists
an index l0 ∈ {L − 2, L − 1, L} such that ri ≤ r − 1 if and only if i ≤ l0. Moreover
qi ∈ {0, 1} when i ≤ l0. To see this, we observe that if ri ≥ r for L− 2, L− 1 and L, we
would have n ≥ 6r, a contradiction. And if for some i ≤ l0 qi ≥ 2 we could use Star-up
transform contradicting the fact that we have made these transformations as much as
possible. Let us analyze then the possible values of l0.
Case 1: l0 = L − 2. Here rL−1, rL ≥ r, meaning that these two gpps have weight at
least 4r. In fact, we can see that if rL−1, rL 6= r, then the degree of v could be less than
3, contradicting the fact that it is a starlike vertex. Taking into account the root u,
there are at least 4r + 1 vertices. This means that α = 0 is impossible. If α = 1, we
would have n = 4r + 1, leaving nothing for the first L− 2 gpps, an impossibility.
22 D. JACOBS, E. OLIVEIRA, AND V. TREVISAN
If α = 2, we have n = 4r + 2 and there is a single vertex to be distributed to the
other gpps. This implies that T = u+ P1 ∗ S0 ⊕ P0 ∗ Sr ⊕ P0 ∗ Sr. Let v be the vertex
in P1 having degree one. By using Star-down (Proposition 4.6) r times, we can move r
of the P2’s to v, and the tree is properly transformed into u + P1 ∗ Sr ⊕ P0 ∗ Sr = T2,
as we want.
Finally, if α = 3, we have n = 4r+ 3, which gives more freedom for the choice of the
particular tree. We have
n = 4r + 3 = 1 + w(Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 ) + qL−1 + 2rL−1 + qL + 2rL
≥ 1 + 1 + qL−1 + 2rL−1 + qL + 2rL
= 2 + qL−1 + qL + 4r,
implying 1 ≥ qL−1 + qL. The possible cases choices for qL−1 and qL are qL−1 = qL = 0,
implying
n = 4r + 3 = 1 + w(Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 ) + 2(rL−1 + rL)
= 1 + w(Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 ) + 4r,
meaning that w(Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 ) = 2, leading to the following possibilities:
(i) Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 = P0 ∗ S1
(ii) Pq1 ∗ Sr1 ⊕ . . .⊕ Pql0 ∗ Srl0 = P1 ∗ S0 ⊕ P1 ∗ S0.
If Subcase (i) happens then the result follows from the analysis of the previous case,
namely using r Star-down transformations we can achieve T3.
If case (ii) happens, then T = u + P1 ∗ S0 ⊕ P1 ∗ S0 ⊕ P0 ∗ SrL−1 ⊕ P0 ∗ SrL and by
counting the number of vertices since rL−1, rL ≥ r, we must have rL−1 = rL = r. Now,
for each pair P1∗S0⊕P0∗Sr we apply Star-down transforming into P1∗Sr, transforming
T into u+ P1 ∗ Sr ⊕ P1 ∗ Sr = T3, as we wish.
If qL−1 = 1 and qL = 0, proceeding as before, we obtain that the only possibility for
Pq1∗Sr1⊕. . .⊕Pql0 ∗Srl0 is P1∗S0. This means that T = u+P1∗S0⊕P0∗SrL−1⊕P1∗SrL.
As rL−1 + rL = 2r and rL−1, rL ≥ r and we must have rL−1 = rL = r. Apply Star-star
(Proposition 4.7) to the first two summands getting P1 ∗ Sr. Now T = T3.
Case 2: l0 = L − 1. Here only rL ≥ r, meaning that the gpp PqL ∗ SrL has weight at
least 2r. Taking into account the root u, there are at least 2r + 1 vertices. The whole
tree is T = u+ Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ PqL−1 ∗ SrL−1 ⊕ PqL ∗ SrL whose weight is n.
We analyze the possible values of α.
If α = 0, then
n = 4r = 1 + w(P1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ PqL−1 ∗ SrL−1) + w(PqL ∗ SrL)
≥ 1 + w(P1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) + 2r,
meaning that
w(P1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) ≤ 2r − 1.
We then may apply ReduceStarVertex transforming it into a single gpp Pq′ ∗ Sr′ and
T = u+ Pq′ ∗ Sr′ ⊕ PqL ∗ SrL .
Now T has no starlike vertices and then by Theorem 7.2 we can transform T into T0.
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If α = 1, proceeding as in the previous paragraph, we see that
w(P1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) ≤ 2r.
Hence we can still apply ReduceStarVertex, so that the tree has a single gpp. Now
the tree has no starlike vertices and by Theorem 7.2, T is properly transformed into T1.
For α = 2, the similar analysis allows one to conclude that
(7) w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) ≤ 2r + 1.
If the left of (7) is ≤ 2r, ReduceStarVertex can be applied and, as before, Theorem 7.2
shows that T is properly transformed into T2. Therefore we may assume equality occurs
in (7). This means that qL = 0 and rL = r and so
T = u+ (Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 )⊕ P0 ∗ Sr.
As L ≥ 3, we see that l0 ≥ 2. Moreover, there exists at least an index i ∈ {1, . . . , l0}
such that qi is 1 for, otherwise n = 4r + 2 would be odd. Consider the gpps
(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 )− Pqi ∗ Sri .
Since their weight ≤ 2r, we can apply ReduceStarVertex transforming T into
u+ Pqi ∗ Sri ⊕ Pq′ ∗ Sr′ ⊕ P0 ∗ Sr.
As w(Pqi ∗ Sri ⊕Pq′ ∗ Sr′) = 2r+1, it follows that ri + r′ = r. Since qi = 1, by parity
we must have q′ = 0. Therefore we apply Star-star transformations (Proposition 4.7)
to convert P1 ∗ Sri ⊕ P0 ∗ Sr′ into P1 ∗ Sr reducing T to u+ P1 ∗ Sr ⊕ P0 ∗ Sr = T2.
For α = 3, we have n = 4r + 3
= 1 + w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) + qL + 2rL
≥ w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) + 2r + 1,
and, consequently,
w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 ) ≤ 2r + 2.
Now, we look at Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pql0 ∗ Srl0 and claim that there exists at
least one gpp Pqj ∗Srj with rj ≥ 1 for, otherwise all the gpps have the form P1 ∗S0 and
then we can take two of them and transform into P0 ∗ S1, by Star-star transformation.
Consider the tree
u+ Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ · · · ⊕ Pqj−1 ∗ Srj−1 ⊕ Pqj+1 ∗ Srj+1 ⊕ · · · ⊕ Pql0 ∗ Srl0 .
Its weight of the last tree is ≤ 2r. Hence we can apply ReduceStarVertex transforming
it into a single gpp Pq′ ∗ Sr′ and T = u+ Pqj ∗ Srj ⊕ Pq′ ∗ Sr′ ⊕ PqL ∗ SrL.
If qL ≥ 2, it is easy to show that w(Pqj ∗ Srj ⊕ Pq′ ∗ Sr′) ≤ 2r and then, by applying
ReduceStarVertex, we transform it into a gpp and T = u+Pq′′ ∗Sr′′⊕PqL ∗SrL, which
by Theorem 7.2 may be transformed into T3.
If qL = 1 then w(Pqj ∗ Srj ⊕ Pq′ ∗ Sr′) ≤ 2r + 1 and, as before, we only need to
consider when w(Pqj ∗ Srj ⊕ Pq′ ∗ Sr′) = 2r + 1. From this we conclude that rL = r
and T = u + Pqj ∗ Srj ⊕ Pq′ ∗ Sr′ ⊕ P1 ∗ Sr. Since qj + 2rj + q′ + 2r′ = 2r + 1, and
qj, q
′ ∈ {0, 1}, by parity we conclude that qj + q′ = 1 and so rj + r′ = r. Thus we
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can apply Star-star (Proposition 4.7) transforming Pqj ∗ Srj ⊕ Pq′ ∗ Sr′ into P1 ∗ Sr and
T = u+ P1 ∗ Sr ⊕ P1 ∗ Sr = T3.
If qL = 0, then T = u+ Pqj ∗ Srj ⊕ Pq′ ∗ Sr′ ⊕ P0 ∗ SrL, where 1 ≤ rj ≤ r− 1, rL ≥ r,
and qj , q
′ ∈ {0, 1}. We transform this into u + Pqj ∗ Sr ⊕ Pq′ ∗ Sr′ ⊕ P0 ∗ SrL−(r−rj),
using Star-star. Since n is odd, either qj = q
′ = 0 or qj = q′ = 1. In the first case
T = u+P0∗Sr+r′+rL−(r−rj) = u+P0∗Srj+r′+rL. From n = 4r+3 = 1+2(rj+r′+rL), we
deduce that rj+r
′+rL = 2r+1, so this is the tree T∗ in Figure 18 that was transformed
into T3. If qj = q
′ = 1, the summands are P1 ∗ Sr ⊕ P1 ∗ Sr′ ⊕ P0 ∗ SrL−(r−rj). It is easy
to see that r = r′ + rL − (r − rj), so P1 ∗ Sr′ ⊕ P0 ∗ SrL−(r−rj) ⇒ P1 ∗ Sr, obtaining T3.
Case 3: l0 = L. In this case we have
T = u+ P (u) = u+ Pq1 ∗ Sr1 ⊕ · · · ⊕ PqL ∗ SrL,
with
(8) qi ∈ {0, 1} and ri ≤ r − 1, for all i = 1, . . . , L.
We claim that any tree having L ≥ 3 gpps and satisfying the conditions in (8) can be
reduced to a prototype tree.
We may assume that r1 ≤ r2 ≤ · · · ≤ rL. Consider the weight w of Pq1∗Sr1⊕Pq2 ∗Sr2.
If w ≤ 2r, we can use ReduceStarVertex and the 2 gpps into a single one and trans-
forming the original tree into T = u + P (u) = u + Pq1 ∗ Sr1 ⊕ · · · ⊕ PqL−1 ∗ SrL−1
having L − 1 gpps. If L − 1 = 2, then the tree has no starlike vertices and the re-
sult follows from Theorem 7.2. If there remains any pair of gpps whose weight is
bounded by 2r, this argument can be repeated. Hence we can assume that the tree is
of form T = u + P (u) = u + Pq1 ∗ Sr1 ⊕ · · · ⊕ PqL ∗ SrL, with L ≥ 3, qi ∈ {0, 1} and
w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2) ≥ 2r + 1. Since r1 + r2 is integer, it follows that r1 + r2 ≥ r.
We also exploit the fact that ri ≤ r − 1. We consider the possible values for α.
• α = 0. As n = 4r = 1+w(Pq1∗Sr1⊕Pq2∗Sr2)+w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL) ≥ 1+2r+
1+w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL), implying that w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL) ≤ 2r−2, which
means we can use the ReduceStarVertex procedure to reduce it to a single gpp Pq′ ∗Sr′
and T becomes T = u+Pq1∗Sr1⊕Pq2∗Sr2⊕Pq′∗Sr′, with r′ ≤ r−1, q′+2r′ ≤ 2r−2, and
q′ ∈ {0, 1}. As n = 4r = 1+q1+q2+q′+2r1+2r2+2r′, we see that either (i) only q1 = 1
or only q2 = 1 or only q
′ = 1 or (ii) q1 = q2 = q′ = 1. If (say) q2 = 1 and q1 = q′ = 0,
we see that T has the form T = u + P (u) = u + P0 ∗ Sr1 ⊕ P1 ∗ Sr2 ⊕ P0 ∗ Sr′. By
star-down transform (Proposition 4.6) we reduce it to u+P0∗Sr1−t⊕P1∗Sr2+t⊕P0∗Sr′,
with r2 + t = r. If r1 − t ≥ 1, we can use star-down transform to pass the remaining
r1 − t paths P2 to P0 ∗ Sr′ to produce u + P (u) = u + P1 ∗ Sr ⊕ P0 ∗ Sr′+r1−t, which
has no starlike vertices and the result follows from Theorem 7.2. The case q1 = 1 with
q2 = q
′ = 0 and the case q′ = 1 with q1 = 0 and q2 = 0 are similar.
It remains to analyse when q1 = q2 = q
′ = 1. This means that T = u + P (u) =
u+P1∗Sr1⊕P1∗Sr2⊕P1∗Sr′. Since r1, r2 ≤ r−1, we use star-star transform to reduce T
to u+P (u) = u+P0∗Sr1+r2−r⊕P2∗Sr⊕P1∗Sr′. Since 2(r1+r2−r+r′)+2r+1+2+1 =
n = 4r, we have r1 + r2 − r + r′ < r.
Therefore we can use star-star to transform T into u+P (u) = u+P1 ∗ Sr1+r2−r+r′ ⊕
P2 ∗Sr, which has no starlike vertices and then we can invoke Theorem 7.2 to claim the
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result.
• α = 1. As n = 4r+1 = 1+w(Pq1 ∗Sr1⊕Pq2 ∗Sr2)+w(Pq3 ∗Sr3⊕· · ·⊕PqL ∗SrL) ≥
1+2r+1+w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL), implying that w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL) ≤ 2r−1,
which means we can use the ReduceStarVertex procedure to reduce it to a single
gpp Pq′ ∗ Sr′ and since its weight is ≤ 2r, we know that q′ ∈ {0, 1}, r′ ≤ r − 1
and T is transformed into T = P (u) = u + Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ Pq′ ∗ Sr′. As
n = 4r + 1 = 1 + q1 + q2 + q
′ + 2r1 + 2r2 + 2r′ is odd, we see that either (i) q1 =
q2 = q
′ = 0 or (ii) two q’s equal 1 and the other 0. If q1 = q2 = q′ = 0, we see
that the tree has the form T = P (u) = u + P0 ∗ Sr1 ⊕ P0 ∗ Sr2 ⊕ P0 ∗ Sr′ . Since
n = 4r + 1 = 2(r1 + r2 + r
′) + 1, we use star-star (Proposition 4.7) to transform the
tree into T = P (u) = u+ P0 ∗ Sr ⊕ P0 ∗ Sr = T1, as claimed.
It remains to analyze when two q’s are 1 and the other is zero, say q1 = 0 and
q2 = q
′ = 1. This means that T = P (u) = u + P0 ∗ Sr1 ⊕ P1 ∗ Sr2 ⊕ P1 ∗ Sr′. Since
r1+ r2 ≥ r and r1, r2 ≤ r− 1 we can use star-star transform reducing it to T = P (u) =
u+P0∗Sr1+r2−r⊕P1∗Sr⊕P1∗Sr′. Now, since n = 4r+1 = 1+2(r1+r2−r)+1+2r+1+2r′,
we conclude that r − 1 = (r1 + r2 − r) + r′, and we can use star-star to transform T
into T = P (u) = u + P1 ∗ Sr−1 ⊕ P1 ∗ Sr, which has no starlike vertices and then we
can invoke Theorem 7.2 to claim the result. The other possible values of q are similar,
concluding the case α = 1.
• α = 2. As n = 4r+2 = 1+w(Pq1 ∗Sr1⊕Pq2 ∗Sr2)+w(Pq3 ∗Sr3⊕· · ·⊕PqL ∗SrL) ≥
1+2r+1+w(Pq3∗Sr3⊕· · ·⊕PqL ∗SrL), implying that w(Pq3 ∗Sr3⊕· · ·⊕PqL ∗SrL) ≤ 2r,
which means we can use the ReduceStarVertex procedure to reduce it to a single
gpp Pq′ ∗ Sr′ and since its weight is ≤ 2r, we may assume that q′ ∈ {0, 1} and T is
transformed into u+ P (u) = u+ Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ Pq′ ∗ Sr′ . Because n = 4r+ 2 =
1 + q1 + q2 + q
′ + 2r1 + 2r2 + 2r′ is even, we see that either (i) One of the q’s is 1 the
other two are 0 or (ii) q1 = q2 = q
′ = 1. Consider when (i) occurs, say q1 = 1 and
q2 = q
′ = 0 (the other possibilities are similar). We see that the tree has the form
T = u + P (u) = u + P1 ∗ Sr1 ⊕ P0 ∗ Sr2 ⊕ P0 ∗ Sr′. Since 1 + 2(r1 + r2) ≥ 2r + 1, we
conclude that r1 + r2 ≥ r but r1, r2 ≤ r, then by star-star transform we reduce T to
u+ P (u) = u+ P0 ∗ Sr1+r2−r ⊕ P1 ∗ Sr ⊕ P0 ∗ Sr′. We can use star-star to transform T
into u+P (u) = u+P0 ∗Sr1+r2−r+r′⊕P1 ∗Sr. Now, by counting, 2r = 2(r1+r2−r+r′),
we see that r1 + r2 − r + r′ = r and T = T2.
If (ii) occurs, then T = u + P (u) = u+ P1 ∗ Sr1 ⊕ P1 ∗ Sr2 ⊕ P1 ∗ Sr′ . If r1 + r2 = r
then using star-star we obtain T = u + P2 ∗ Sr ⊕ P1 ∗ Sr′, which has no starlike ver-
tices and we are through. Otherwise r1 + r2 ≥ r + 1, and we first use star-star to
transform T into u + P (u) = u + P2 ∗ Sr ⊕ P0 ∗ Sr1+r2−r ⊕ P1 ∗ Sr′ . By counting,
we see that r − 1 = r1 + r2 − r + r′, and we use again a star-star to transform T
into u + P (u) = u + P2 ∗ Sr ⊕ P1 ∗ Sr−1. We then change the root and see T as
T = v + P (v) = v + P0 ∗ Sr ⊕ P3 ∗ Sr−1, and by executing a star-up (Proposition 4.4),
T is transformed into v + P (v) = v + P0 ∗ Sr ⊕ P1 ∗ Sr = T2, as we claimed.
26 D. JACOBS, E. OLIVEIRA, AND V. TREVISAN
• α = 3. As n = 4r+3 = 1+w(Pq1∗Sr1⊕Pq2∗Sr2)+w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL) ≥ 1+
2r+1+w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL), we conclude that w(Pq3∗Sr3⊕· · ·⊕PqL∗SrL) ≤ 2r+1.
We consider two cases. If L = 3 (only 3 gpp’s), by assumption r3 ≤ r − 1 and
q3 ∈ {0, 1}. We now consider the two possibilities for q3. In case q3 = 0 we have
T = u + Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ P0 ∗ Sr3 . Counting the number of vertices, we have
4r+3 = 1+ q1 + q2 +2r1+2r2 +2r3 or 4r+2 = q1 + q2 +2r1 +2r2+2r3, meaning that
q1+q2 is even. If q1 = q2 = 0 then T = u+P0∗Sr1⊕P0∗Sr2⊕P0∗Sr3, using star-star T can
be written as T = u+P0 ∗Sr⊕P0 ∗Sr+1. This has no starlike vertices and we are done.
On the other hand, assume q1 = q2 = 1, and so T = u+ P1 ∗ Sr1 ⊕ P1 ∗ Sr2 ⊕ P0 ∗ Sr3.
We distribute the r3 P2 paths as follows. Let t = r − r1 and s = r − r2. Then,
using star-star, write this as T = u + P1 ∗ Sr1+t ⊕ P1 ∗ Sr2 ⊕ P0 ∗ Sr3−t, and then
T = u+P1 ∗Sr1+t⊕P1 ∗Sr2+s⊕P0 ∗Sr3−t−s. Since r1+ r2+ r3 = 2r, this last tree must
be u+P1 ∗Sr⊕P1 ∗Sr⊕P0 ∗S0, or T3 = u+P1 ∗Sr⊕P1 ∗Sr. We can handle the case
q3 = 1 in the same way because, in this case, 4r + 3 = 1 + q1 + q2 + 1+ 2r1 + 2r2 + 2r3
or 4r+1 = q1 + q2 + 2r1 + 2r2 + 2r3 then one should consider q1 = 0, q2 = 1, which is a
symmetric possibility.
If L ≥ 4 then consider the ggp Pr3 ∗Sr3 . Since its weight is at least 1 (corresponding
to P1 ∗ S0) we have w(Pq4 ∗ Sr4 ⊕ · · · ⊕ PqL ∗ SrL) ≤ 2r. We apply ReduceStarVertex
procedure to reduce it to a single gpp Pq′ ∗ Sr′ with q′ ∈ {0, 1} and r′ ≤ r − 1. Thus T
is transformed into u+ P (u) = u+ Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2 ⊕ Pq3 ∗ Sr3 ⊕ Pq′ ∗ Sr′.
There are four gpps and we know w(Pq1 ∗ Sr1 ⊕ Pq2 ∗ Sr2) ≥ 2r + 1. If w(Pq3 ∗
Sr3 ⊕ Pq′ ∗ Sr′) ≤ 2r we could reduce this pair and we would be back to L = 3,
so assume w(Pq3 ∗ Sr3 ⊕ Pq′ ∗ Sr′) ≥ 2r + 1. Therefore n = 4r + 3 = 1 + w(Pq1 ∗
Sr1 ⊕ Pq2 ∗ Sr2) + w(Pq3 ∗ Sr3 ⊕ Pq′ ∗ Sr′) ≥ 1 + 2r + 1 + 2r + 1 = n. We obtain
w(Pq1∗Sr1⊕Pq2∗Sr2)+w(Pq3∗Sr3⊕Pq′ ∗Sr′) = 4r+2. As w(Pq1∗Sr1⊕Pq2∗Sr2) ≥ 2r+1
and w(Pq3∗Sr3⊕Pq′∗Sr′) ≥ 2r+1, we must have equality, that is, w(Pq1∗Sr1⊕Pq2∗Sr2) =
2r + 1 and w(Pq3 ∗ Sr3 ⊕ Pq′ ∗ Sr′) = 2r + 1.
The possible values for the q’s are the following. Either (i) q1 = 1, q2 = 0 combined
with q3 = 1, q
′ = 0 or (ii) q1 = 0, q2 = 1 combined with q3 = 1, q′ = 0 or (iii)
q1 = 1, q2 = 0 combined with q3 = 0, q
′ = 1 or (iv) q1 = 0, q2 = 1 combined
with q3 = 0, q
′ = 1. We consider the case (ii) q1 = q′ = 0 with q2 = q3 = 1 (the
other possibilities are similar). We see that the tree has the form T = u + P (u) =
u + (P0 ∗ Sr1 ⊕ P1 ∗ Sr2) ⊕ (P1 ∗ Sr3 ⊕ P0 ∗ Sr′), with r1 + r2 = r, r3 + r′ = r but
r1, r2, r3, r
′ ≤ r − 1.
We apply star-star within each pair reducing T to u+ P0 ∗ Sr1+r2−r ⊕ P1 ∗ Sr ⊕ P0 ∗
Sr3+r′−r ⊕ P1 ∗ Sr, but since r1 + r2 − r = 0 and r3 + r′ − r = 0, the proof is complete.

8. A complete example
Consider the tree T given by Figure 3. This tree has n = 53 vertices. Since 53 ≡ 1
(mod 4) we are going to properly transform it into the prototype tree T1. We notice
that, in this case, r = ⌊n
4
⌋ = 13. Thus we can always apply ReduceStarVertex(T, u)
provided that w(u) ≤ 26.
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u4
3× P0 ∗ S1
P7 ∗ S1
4× P0 ∗ S1
P1 ∗ S0
P1 ∗ S0P0 ∗ S1
2× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
2× P1 ∗ S0
u2
u1
u5
u3
u4
3× P0 ∗ S1
P7 ∗ S1
4× P0 ∗ S1
P1 ∗ S0
P1 ∗ S0P0 ∗ S1
2× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1
u2
u5
u3
P1 ∗ S1
Figure 20. Application of procedures InitiateRepresentation and
identification of 5 starlike vertices.
The initialization step of algorithm Transform is to apply the procedure Initi-
ateRepresentation to the tree T of Figure 3, obtaining the (Pq, Sr) representation
illustrated in Figure 20 (left). The second step is to identify the starlike vertices. There
are five, u1, u2, u3, u4, u5 in increasing order of weights 2, 3, 4, 6, 8. As prescribed by
the Algorithm Transform(T ), for k = 5 ≥ 3 we should apply ReduceStarVertex(T, u1),
which is P (u1) = P1 ∗ S0 ⊕ P1 ∗ S0. After ReduceStarVertex(T, u1), the gpps at
u1 are reduced to P (u1) = P0 ∗ S1. However q gets incremented by one in the if-
statement of ReduceStarVertex so the new gpp is P1 ∗ S1. The starlike vertex u1 is
eliminated producing a new starlike vertex with weight 4 which is labeled as u2, where
P (u2) = P1 ∗ S0 ⊕P1 ∗ S1. The previous u2 is labeled as the new u1. This is illustrated
in Figure 20 (right).
In Figure 20 (right) we still have k = 5 ≥ 3 so we apply ReduceStarVertex(T, u1).
After ReduceStarVertex(T, u1), the starlike vertex u1 is transformed to P (u1) = P1∗S1.
However, as u1 is attached to its neighbor by the path P1, its neighbor will have the
single ggp P2∗S1. As no new starlike vertex is created, the number of starlike vertices is
reduced by one, therefore the previous ui is labeled as the new ui−1 for i = 2, 3, 4, 5, as in
Figure 21 (left). Now we have k = 4 ≥ 3 and after applying ReduceStarVertex(T, u1),
we obtain a new starlike vertex P1 ∗S2⊕P2 ∗S1, whose weight is 9. Hence, the number
of starlike vertices remains the same and the remaining starlike vertices are relabeled
according to its weights, as in Figure 21 (right).
u3
3× P0 ∗ S1
P7 ∗ S1
4× P0 ∗ S1
P1 ∗ S0 2× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1
u4
u2
P1 ∗ S1
P2 ∗ S1
u3
3× P0 ∗ S1
P7 ∗ S1
4× P0 ∗ S1
2× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1
u2
P1 ∗ S2
P2 ∗ S1
u4
Figure 21. Relabeling after applications of ReduceStarVertex(T, u1)
with k = 4.
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Now, in Figure 21 (right), we have k = 4 and then after applying ReduceStarVer-
tex(T, u1), the gpp P1 ∗ S2 is created. The starlike vertex u1 is eliminated while a new
starlike vertex is created having weight equal 7. Then it is relabeled as u2 again and
u2 is relabeled as u1. Only u3 and u4 remain unchanged, as Figure 22 (left) illustrates.
We still have k = 4 and apply ReduceStarVertex(T, u1), creating the gpp P2 ∗ S3.
The starlike vertex u1 is eliminated and a new starlike vertex is created. Counting the
weights we label the new starlike vertices as u1, u2, u3 and u4 with weights 7, 8, 9 and 17,
as in Figure 22 (right).
u3
3× P0 ∗ S1
P7 ∗ S1
4× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1 u2
P1 ∗ S2
P2 ∗ S1
P1 ∗ S2
u4
u3
P2 ∗ S3
P7 ∗ S1
4× P0 ∗ S1
P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1
u2
P1 ∗ S2
P2 ∗ S1
P1 ∗ S2
u4
Figure 22. Relabeling after applications of ReduceStarVertex(T, u1)
with k = 4.
In Figure 22 (right), k is four. Applying ReduceStarVertex(T, u1), eliminates the
starlike vertex u1. The remaining three starlike vertices will be labeled as u1, u2 and
u3 with weights 8, 9 and 17, as in Figure 23 (left).
We now have k = 3 then we still apply ReduceStarVertex(T, u1). The starlike vertex
u1 is eliminated but a new starlike vertex is created as P (u2) = P1∗S3⊕P1∗S4. Counting
the weights we label new starlike vertices u1, u2 and u3 with weights 9, 16 and 17. This
is illustrated in Figure 23 (right).
u3P2 ∗ S3
P7 ∗ S1
4× P0 ∗ S1
P1 ∗ S0
P1 ∗ S1
u1
u2
P1 ∗ S2
P2 ∗ S1
P1 ∗ S3
u3P2 ∗ S3
P7 ∗ S1 P1 ∗ S0
P1 ∗ S1
u1
u2
P1 ∗ S2
P2 ∗ S1
P1 ∗ S3
P1 ∗ S4
Figure 23. Relabeling after applications of ReduceStarVertex(T, u1)
with k = 4 and k = 3, respectively.
In Figure 23 (right), we have k = 3. After ReduceStarVertex(T, u1), the starlike
vertex u1 is just eliminated and the remaining two starlike vertices will be labeled as u
and v with weights 16 and 17, as Figure 24 (left) illustrates.
Since k = 2, we should apply ReduceStarVertex(T, u), because w(u) = 16 ≤ 2r =
26. After ReduceStarVertex(T, u), the starlike vertex u is eliminated but a new starlike
vertex is created. Counting the weights, the remaining two starlike vertices will be
labeled as u and v with weights 17 and 20, Figure 24 (right).
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vP2 ∗ S3
P7 ∗ S1 P1 ∗ S0
P1 ∗ S1
u
P1 ∗ S4 P1 ∗ S3
P1 ∗ S4
vP2 ∗ S3
P7 ∗ S1 P1 ∗ S0
P1 ∗ S1
u
P1 ∗ S4
P3 ∗ S8
Figure 24. Relabeling after applications of ReduceStarVertex(T, u1)
with k = 3 and k = 2, respectively.
In Figure 24 (right), we have k = 2, and because w(u) = 17 ≤ 2r = 26, we should
apply ReduceStarVertex(T, u). After ReduceStarVertex(T, u), the starlike vertex u
is eliminated but a new starlike vertex is created. Counting the weights, the remaining
two starlike vertices will be labeled as u and v with weights 20 and 27, respectively, as
in Figure 25 (left).
v
P2 ∗ S8
P1 ∗ S0
P1 ∗ S1
u
P1 ∗ S4
P3 ∗ S8
v
P2 ∗ S8
P1 ∗ S1
u
P1 ∗ S4
P1 ∗ S10
Figure 25. Relabeling after applications of ReduceStarVertex(T, u1)
with k = 2.
We still have k = 2 so we should apply ReduceStarVertex(T, u), because w(u) =
20 ≤ 26. After ReduceStarVertex(T, u), the starlike vertex u is eliminated but a new
starlike vertex is created. The remaining two starlike vertices will be labeled as u and
v with weights 24 and 27, as illustrated in Figure 25 (right).
In Figure 25 (right), k remains at two, so we should apply ReduceStarVertex(T, u),
because w(u) = 24 ≤ 2r = 26. After this transformation the starlike vertex u is
eliminated. There remains only one starlike vertex which will be labeled u and T =
u+ P2 ∗ S8 ⊕ P1 ∗ S4 ⊕ P1 ∗ S12, which is illustrated in Figure 26 (left).
P2 ∗ S8 P1 ∗ S12
u
P1 ∗ S4
P1 ∗ S12
u
P1 ∗ S13
Figure 26. Relabeling after application of ReduceStarVertex(T, u1)
with k = 2, and a single starlike remaining.
We now have k = 1. Then, by Theorem 7.3, we should apply the transformation
Star-up (Proposition 4.4) where it is possible. In this case P2 ∗S8 → P0 ∗S9. Therefore,
T is transformed to u+P0∗S9⊕P1∗S4⊕P1∗S12. Here, L = 3 and ℓ0 = 3 because r = 13.
As prescribed by Case 3 of Theorem 7.3, we perform Procedure ReduceStarVertex
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P1 ∗ S12
u
P1 ∗ S13
P2 ∗ S12
v
P0 ∗ S13
v
P0 ∗ S13
v
P0 ∗ S13
Figure 27. Applications of Star-up and ReduceStarVertex.
on two summands (e.g. case α = 1, (ii) q1 = 0, s1 = 9, q2 = 1, s2 = 4, q
′ = 1, s′ = 12),
P0 ∗ S9 ⊕ P1 ∗ S4 → P1 ∗ S13, as Figure 26 (right) illustrates.
Finally, we have T = u+P1∗S13⊕P1∗S12, and k = 0meaning that there are no starlike
vertices anymore. As r2 < r we are in Case 2 of Theorem 7.2. Recall that we change
the root from u to the vertex v obtaining T ′ = v + P0 ∗ S13 ⊕ P2 ∗ S12. Then we apply
Star-up in P2 ∗S12 → P0 ∗S13. We reached our goal. That is, T1 = v+P0 ∗S13⊕P0 ∗S13
as expected. These final transformations are illustrated in Figure 27.
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