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ON SPT-CRANK TYPE FUNCTIONS
MIN-JOO JANG AND BYUNGCHAN KIM
Abstract. In a recent paper, Andrews, Dixit, and Yee introduced a new spt-type function
spt
ω
(n), which is closely related to Ramanujan’s third order mock theta function ω(q).
Garvan and Jennings-Shaffer introduced a crank function which explains congruences for
spt
ω
(n). In this note, we study asymptotic behavior of this crank function and confirm a
positivity conjecture of the crank asymptotically. We also study a sign pattern of the crank
and congruences for spt
ω
(n).
1. Introduction
Since Andrews [1] introduced the spt function, which counts the total number of appear-
ance of the smallest part in each integer partition of n, there have been numerous studies
on spt function and its variants. For example, see [4, 6, 11, 12, 13, 19] to name a few. In
particular, Andrews proves striking congruences:
spt(5n+ 4) ≡ 0 (mod 5),
spt(7n+ 5) ≡ 0 (mod 7),
spt(13n+ 6) ≡ 0 (mod 13).
Motivated from Dyson’s rank [10] and Andrews and Garvan’s crank [2] which explain Ra-
manujan’s famous partition congruences, Andrews, Garvan, and Liang [6] introduced an
spt-crank which explains the modulo 5 and modulo 7 congruences of the spt function.
More recently, Andrews, Dixit, and Yee [5] introduced a new spt function sptω(n). The
partition function pω(n) is defined to be the number of partitions of n such that all odd
parts are smaller than twice the smallest part. A new spt-type function sptω(n) is defined
by the total number of appearances of the smallest part in each partition enumerated by
pω(n). Recall that Ramanujan’s third order mock theta function is
ω(q) :=
∞∑
n=0
q2n
2+2n
(q; q2)2n+1
.
The subscript ω is used in pω because its generating function is essentially ω(q) [5, Theorem
3.1] : ∑
n≥1
pω(n)q
n =
∑
n≥1
qn
(1− qn) (qn+1; q)n (q2n+2; q2)∞
= qω(q).
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As usual, (a)n := (a; q)n :=
∏n
k=1(1 − aqk−1) for n ∈ N0 ∪ {∞}. In particular, Andrews,
Dixit, and Yee proved the congruence
sptω(5n+ 3) ≡ 0 (mod 5).
On the other hand, motivated by Andrews, Garvan and Liang [6], Garvan and Jennings-
Shaffer [14] introduced many spt like functions with corresponding spt-crank-type functions.
Garvan and Jennings-Shaffer first find a proper spt-crank-type function which dissects appro-
priately, and later define corresponding spt-type functions which have congruences inherited
from beautiful dissections of crank functions. To introduce new spt-crank-type functions,
Garvan and Jennings-Shaffer investigate Bailey pairs in Slater’s list. In particular, they
defined NC1(m,n) by∑
n≥0
m∈Z
NC1(m,n)z
mqn =
(q; q2)∞(q)∞
(z)∞(z−1)∞
∞∑
n=1
qn(z)n(z
−1)n
(q; q2)n(q)n
,
and showed that
NC1(0, 5, 5n+ 3) = NC1(1, 5, 5n+ 3) = · · · = NC1(4, 5, 5n+ 3),
where
NC1(i, 5, n) =
∑
m∈Z
m≡i (mod 5)
NC1(m,n).
This clearly implies that
sptC1(5n+ 3) ≡ 0 (mod 5),
where sptC1(n) =
∑
m∈ZNC1(m,n). Actually, the generating function for sptC1(n) is identical
with that of sptω(n), and thus we see that sptC1(n) = sptω(n) and NC1(m,n) can be regarded
as a crank function for sptω(n).
In this paper, we investigate arithmetic properties of sptω(n) and its crank function
NC1(m,n). The main result is an asymptotic formula for NC1(m,n) which we derive by
using Wright’s circle method. Typically, Wright’s circle method is employed only when the
generating function has just one dominant pole. In our case, due to the presence of the
factor 1
(q2;q2)∞ in the generating function (see Section 2 for details), there are two dominant
poles, namely q = ±1.
Theorem 1.1. As n→∞,
NC1(m,n) ∼
log 2
4π
√
n
e
pi
√
n√
3 .
The following corollary is an immediate result from Theorem 1.1 and confirms Garvan and
Jennings-Shaffer’s positivity conjecture on NC1(m,n) asymptotically.
Corollary 1.2. For a fixed integer m,
NC1(m,n) > 0,
for large enough integers n.
Bringmann and the second author [8] proved that various unimodal ranks satisfy inequal-
ities of the form u(m,n) > u(m + 1, n) for large enough integers n. For the spt-crank
NC1(m,n), the situation is slightly different.
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Theorem 1.3. For a fixed nonnegative integer m,
(−1)m+n+1(NC1(m,n)−NC1(m+ 1, n)) > 0,
for large enough integers n.
We also investigate a congruence property of sptω(n) via the mock modularity of its
generating function.
Theorem 1.4. Suppose that p ≥ 5 is an odd prime, and j,m and n are positive integers
with
(
n
p
)
= −1. If m is sufficiently large, then there are infinitely many primes Q ≡ −1
(mod 576pj) satisfying
sptω
(
Q3pmn + 1
12
)
≡ 0 (mod pj).
The rest of paper is organized as follows. In Section 2, we derive the generating functions
for NC1(m,n) and its companion NC5(m,n). In Section 3, we define an auxiliary function
and investigate its asymptotic behavior near and away from dominant poles. These estimate
will play important roles in Section 4, where we employ Wright’s circle method to prove
Theorem 1.1. In Section 5, we prove Theorem 1.3. We conclude the paper with the proof of
Theorem 1.4 in Section 6.
Acknowledgements
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2. Generating functions and combinatorics
From [14, Prop 5.1], we know that
SC1(z, q) :=
∑
n≥0
m∈Z
NC1(m,n)z
mqn =
1
(1− z)(1− z−1)(R(z, q
2)− (q; q2)∞C(z, q)),
where R(z, q) and C(z, q) are the generating functions for ordinary partition ranks and
cranks. From the Lambert series expansion of C(z, q) and R(z, q), we obtain that
SC1(z, q) =
1
(q2; q2)∞
∞∑
n=1
(−1)n−1
(
qn(n+1)/2(1 + qn)
(1− zqn)(1− qn/z) −
q3n
2+n(1 + q2n)
(1− zq2n)(1− q2n/z)
)
.
By noting that
1 + qn
(1− zqn)(1− qn/z) =
1
1− qn
(
1
1− zqn +
qn/z
1− qn/z
)
,
we deduce that
(2.1)
SC1,m(q) : =
∑
n≥0
NC1(m,n)q
n
=
1
(q2; q2)∞
∑
n≥1
(−1)n−1
(
qn(n+1)/2+|m|n
1− qn −
q3n
2+n+2|m|n
1− q2n
)
.
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Garvan and Jennings-Shaffer [14] also conjectured the positivity of NC5(m,n), which is a
crank to explain the congruence sptC5(5n + 3) ≡ 0 (mod 5). They showed that sptC5(n) =∑
m∈ZNC5(m,n) = sptω(n) − spt(n/2), where spt(n/2) = 0 for odd n. As the shape of the
generating function is similar to NC1(m,n), we also investigate this function. From [14], and
after some manipulations, we find that
(2.2)
SC5,m : =
∑
n≥0
NC5(m,n)q
n
=
1
(q2; q2)∞
∑
n≥1
(−1)n−1
(
qn(n+1)/2+|m|n
1− qn −
qn
2+n+2|m|n
1− q2n
)
.
3. An auxiliary function
The generating functions in the previous section suggest defining
hA,B(q) :=
∑
n≥1
(−1)n q
An2+Bn
1− qn ,
where 2A ∈ N and 2B ∈ Z with A+B is a positive integer. The key step to prove Theorem
1.1 is estimating its asymptotic behaviors near dominant poles, namely q = 1 and q = −1,
and away from them.
We start with investigating hA,B(q) near q = 1. Throughout the paper, we set q = e
2πiz
with z = x+ iy. From the Mittag-Leffler partial fraction decomposition ([9, eqn. (3.1)] with
corrected signs), for w ∈ C we find that
(3.1)
eπiw
1− e2πiw =
1
−2πiw +
1
−2πi
∑
k≥1
(−1)k
(
1
w − k +
1
w + k
)
.
Using this, we rewrite hA,B(q) as
hA,B(q) =
∑
n≥1
(−1)n q
An2+Bn
1− qn
=
∑
n≥1
(−1)nqAn2+(B− 12)n q
n
2
1− qn
=
∑
n≥1
(−1)nqAn2+(B− 12)n
(
1
−2πinz +
1
−2πi
∑
k≥1
(−1)k
(
1
nz − k +
1
nz + k
))
=
−1
2πiz
∑
n≥1
(−1)nn−1qAn2+(B− 12)n
− 1
2πi
∑
n≥1
(−1)nqAn2+(B− 12)n
∑
k≥1
(−1)k
(
1
nz − k +
1
nz + k
)
.
We first note that
1
nz − k +
1
nz + k
=
2nz
n2z2 − k2 = 2nz
(
1
n2z2 − k2 +
1
k2
− 1
k2
)
,
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and for |x| ≤ y∑
k≥1
∣∣∣∣ 1n2z2 − k2 + 1k2
∣∣∣∣ =∑
k≥1
∣∣∣∣ n2z2k2 (n2z2 − k2)
∣∣∣∣ ≤∑
k≥1
2n2y2
k4
≤ 3n2y2.
Therefore, it follows that
(3.2) hA,B(q) =
−1
2πiz
f1,2A,2B−1(z)− zπ
12i
f−1,2A,2B−1(z)− z
πi
∑
n≥1
(−1)nnqAn2+(B− 12)nSn(z),
where |Sn(z)| ≤ 3n2y2 and fj,a,b(z) :=
∑∞
n=1(−1)nn−jq
an
2+bn
2 . For nonnegative integers j, the
asymptotic behavior of fj,a,b(z) is well-known (See [8, 16]). By adopting the same technique
in [8] using Zagier’s asymptotic expansion [22], we find that f−1,a,b(z) = 14 +O(y) for |x| ≤ y
and y → 0+. Note also that
(3.3)
∣∣∣∣∣∑
n≥1
(−1)nnqAn2+(B− 12)nSn(z)
∣∣∣∣∣ ≤ 3y2∑
n≥1
n3e−2πy(An
2+(B− 12)n) ≪ 1.
Since f1,a,b(z) = − log 2 +O(y) for |x| ≤ y and y → 0+, we have proven the following.
Lemma 3.1. For |x| ≤ y, as y → 0+
hA,B(q) =
log 2
2πiz
+O(1).
Now we turn to investigate hA,B(z) near q = −1. By setting τ := z − 12 = x− 12 + iy and
Q := e2πiτ = −q, we derive that
hA,B(q) = hA,B(−Q) =
∑
n≥1
(−1)n (−Q)
An2+Bn
1− (−Q)n =
∑
n≥1
(−1)(An+B+1)nQAn2+Bn
1− (−1)nQn
=
∑
n≥1
(−1)nQ4An2+2Bn
1−Q2n + (−1)
A+B
∑
n≥1
(−1)nQ4An2−(4A−2B)n+A−B
1 +Q2n−1
,
provided B is a half-integer. The first sum can be estimated using Lemma 3.1, and thus we
need only deal with the second sum.
By setting w = (2n− 1)τ + 1/2 in (3.1), we find that
eπi(2n−1)τ i
1 + e2πi(2n−1)τ
=
1
−2πi
1
(2n− 1)τ + 1/2
+
∞∑
k=1
(−1)k
−2πi
(
1
(2n− 1)τ − k + 1/2 +
1
(2n− 1)τ + k + 1/2
)
=
∞∑
k=1
(−1)k
−2πi
(
1
(2n− 1)τ − k + 1/2 −
1
(2n− 1)τ + k − 1/2
)
=
∞∑
k=1
(−1)k
−πi
(
1
(4n− 2)τ − (2k − 1) −
1
(4n− 2)τ + 2k − 1
)
=
∞∑
k=1
(−1)k
−πi
4k − 2
(4n− 2)2τ 2 − (2k − 1)2 .
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Applying this, we have
∑
n≥1
(−1)nQ4An2−(4A−2B)n+A−B
1 +Q2n−1
=
∑
n≥1
(−1)nQ4An2−(4A−2B+1)n+A−B+ 12 · Q
n− 1
2
1 +Q2n−1
=
1
π
∑
n≥1
(−1)nQ4An2−(4A−2B+1)n+A−B+ 12
∞∑
k=1
(−1)k 4k − 2
(4n− 2)2τ 2 − (2k − 1)2 .
By decomposing
1
(4n− 2)2τ 2 − (2k − 1)2 =
(
1
(4n− 2)2τ 2 − (2k − 1)2 +
1
(2k − 1)2 −
1
(2k − 1)2
)
and noting that∣∣∣∣ 1(4n− 2)2τ 2 − (2k − 1)2 + 1(2k − 1)2
∣∣∣∣
=
∣∣∣∣ (4n− 2)2τ 2(2k − 1)2 ((4n− 2)2τ 2 − (2k − 1)2)
∣∣∣∣ ≤ 2(4n− 2)2y2(2k − 1)4 ,
we conclude that the whole sum is bounded.
Lemma 3.2. For
∣∣x− 1
2
∣∣ ≤ y and a half-integer B, as y → 0+,
hA,B(q) =
log 2
4πiτ
+O (1) .
Since the term 1
(q2;q2)∞
in (2.2) is exponentially small away from the dominant poles, we
do not need a sharp bound for hA,B(z) in this region.
Lemma 3.3. For y > 0 with y ≤ |x| ≤ 1/2− y,
|hA,B(q)| ≪ y−3/2.
Proof:
|hA,B(q)| ≤ 1
1− |q|
∑
n≥1
|q|An2+Bn ≪ 1
y
y−1/2.

4. Proof of Theorem 1.1
In this section, we use Wright’s Circle Method to complete the proof of Theorem 1.1.
Before beginning the proof, we first investigate 1
(q2;q2)∞ near and away from q = ±1. Recall
that, from the modular inversion formula for Dedekind’s eta-function ([18, P.121, Proposition
14]),
(4.1) (q; q)∞ =
1√−iz e
−piiz
12
− pii
12z
(
1 +O
(
e−
2pii
z
))
.
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Therefore, we find that
(4.2)
1
(q2; q2)∞
=
√−2iz e pii24z +O
(
y3/2e
pi
24
Im(−1
z
)
)
, for |x| < y,
1
(Q2;Q2)∞
=
√−2iτ e pii24τ +O
(
y3/2e
pi
24
Im(−1
τ
)
)
, for |x− 1/2| < y.
Now we consider the behavior away from the dominant poles, i.e., in a range of y ≤ |x| ≤
1/2− y. Note that
log
(
1
(q2; q2)∞
)
= −
∞∑
n=1
log
(
1− q2n) = ∞∑
n=1
∞∑
m=1
q2nm
m
=
∞∑
m=1
q2m
m (1− q2m) .
Thus,∣∣∣∣log( 1(q2; q2)∞
)∣∣∣∣ ≤ ∞∑
m=1
|q|2m
m |1− q2m| ≤
∞∑
m=1
|q|2m
m (1− |q|2m) +
|q|2
|1− q2| −
|q|2
1− |q|2
= log
(
1
(|q|2; |q|2)∞
)
− |q|2
(
1
1− |q|2 −
1
|1− q2|
)
.(4.3)
Plugging z 7→ 2iy into (4.1), we find that
log
(
1
(|q|2; |q|2)∞
)
=
π
24y
+
1
2
log(2y) +O(y).
To estimate the other term in (4.3), first note that if y ≤ |x| ≤ 1
4
, then cos(4πy) ≥ cos(4πx).
On the other hand, if 1
4
≤ |x| ≤ 1
2
− y, then cos(4πx) ≤ cos(2π− 4πy) = cos(4πy). Thus, for
all y ≤ |x| ≤ 1/2− y, cos(4πx) ≤ cos(4πy). Therefore,∣∣1− q2∣∣2 = 1− 2e−4πy cos(4πx) + e−8πy ≥ 1− 2e−4πy cos(4πy) + e−8πy.
From the Taylor expansion, we conclude that |1− q2| ≤ 4√2πy + O (y2). Since 1 − |q|2 =
1− e−4πy = 4πy +O (y2), we arrive at
(4.4)
∣∣∣∣ 1(q2; q2)∞
∣∣∣∣≪√2y exp [1y
(
π
24
− 1
4π
(
1− 1√
2
))]
.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1: First, rewrite (2.1) in terms of hA,B(q) as follows:
(4.5) SC1,m(q) =
∑
n≥0
NC1(m,n)q
n =
−1
(q2; q2)∞
(
h 1
2
, 1+2|m|
2
(q)− h 3
2
, 1+|m|
2
(
q2
))
.
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By Cauchy’s Theorem, we see for y = 1
4
√
3n
that
NC1(m,n) =
1
2πi
ˆ
C
SC1,m(q)
qn+1
dq =
ˆ 1
2
− 1
2
SC1,m
(
e
2πix− pi
2
√
3n
)
e
−2πinx+pi
√
n
2
√
3 dx
=
ˆ
|x|≤y
SC1,m
(
e
2πix− pi
2
√
3n
)
e
−2πinx+pi
√
n
2
√
3 dx
+
ˆ
y≤|x|≤ 1
2
−y
SC1,m
(
e
2πix− pi
2
√
3n
)
e
−2πinx+pi
√
n
2
√
3 dx
+
ˆ
|x− 12 |≤y
SC1,m
(
e
2πix− pi
2
√
3n
)
e
−2πinx+pi
√
n
2
√
3 dx
=: I1 + I2 + I3,
where C = {|q| = e− pi2√3n}. In this case, the integral I1 contributes the main term and the
integrals I2 and I3 are absorbed in the error term.
To evaluate I1 we first introduce a function Ps(u) which is defined by Wright [21]. For
fixed M > 0 and u ∈ R+
Ps(u) :=
1
2πi
ˆ 1+Mi
1−Mi
vseu(v+
1
v
)dv
This functions is rewritten in terms of the I-Bessel function up to an error term.
Lemma 4.1 ([21]). As n→∞
Ps(u) = I−s−1(2u) +O (e
u) ,
where Iℓ denotes the usual the I-Bessel function of order ℓ.
From Lemma 3.1 and (4.2), we find that for |x| ≤ 1
4
√
3n
= y as n→∞
SC1,m(q) =
e
pii
24z log 2
2π
√−2iz +O
(
n−1/4e
pi
24
Im(− 1
z
)
)
.
Thus the integral I1 becomesˆ
|x|≤ 1
4
√
3n
(
e
pii
24z log 2
2π
√−2iz +O
(
n−1/4e
pi
24
Im(− 1z)
))
e
−2πinx+pi
√
n
2
√
3 dx.
By making the change of variables v = 1− i4√3nx, we arrive at
ˆ 1+i
1−i
1
i4
√
3n
e pi√n2√3v (3n)1/4 log 2
π
√
2v
+O
(
n−1/4e
pi
√
nv
2
√
3
) epi√nv2√3 dv
=
(3n)−1/4 log 2
2
√
2
P− 1
2
(
π
√
n
2
√
3
)
+O
(
n−3/4e
pi
√
n√
3
)
=
(3n)−1/4 log 2
2
√
2
I− 3
2
(
π
√
n√
3
)
+O
(
n−3/4e
pi
√
n√
3
)
=
log 2
4π
n−1/2e
pi
√
n√
3 +O
(
n−3/4e
pi
√
n√
3
)
,
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where we use the asymptotic formula for the I-Bessel function [3, 4.12.7]
Iℓ(x) =
ex√
2πx
+O
(
ex
x
3
2
)
.
Now we consider the integral I2. From the Lemma 3.3 and (4.4), for 14√3n ≤ |x| ≤ 12− 14√3n
we have
SC1,m(q)≪ n1/2exp
(
π
√
n
2
√
3
−
√
3n
π
(
1− 1√
2
))
,
as n→∞. Hence, we have
I2 ≪ n1/2exp
(
π
√
n√
3
−
√
3n
π
(
1− 1√
2
))
.
Finally, to estimate I3 first we shift x 7→ x˜ + 12 (thus τ = x˜ + i π4√3n), and rewrite I3 as
follows:
I3 =
ˆ
|x− 12 |≤y
SC1,m
(
e2πiz
)
e
−2πinx+pi
√
n
2
√
3 dx = (−1)n
ˆ
|x˜|≤y
SC1,m
(
e2πiτ
)
e
−2πinx˜+pi
√
n
2
√
3 dx˜
As before, from Lemma 3.2 and (4.2), we find that for
∣∣x− 1
2
∣∣ = |x˜| ≤ 1
4
√
3n
as n→∞
SC1,m
(
e2πiτ
)
= O
(
y1/2e
pi
24
Im(−1τ )
)
.
Thus, we arrive at
I3 ≪
ˆ
|x˜|≤ 1
4
√
3n
n−1/4e
pi
√
n√
3 dx˜≪ n−3/4epi
√
n√
3 ,
which finishes the proof of Theorem 1.1. 
By noting that
SC5(q) =
∑
n≥0
NC5(m,n)q
n =
−1
(q2; q2)∞
(
h 1
2
,
1+2|m|
2
(q)− h 1
2
,
1+2|m|
2
(q2)
)
,
we can deduce the following asymptotic formula by proceeding in the same way as before.
Proposition 4.2. As n→∞,
NC5(m,n) ∼
log 2
4π
√
n
e
pi
√
n√
3 .
5. Proof of Theorem 1.3
In this section, we study crank differences and prove their sign pattern. From (2.1), one
easily sees that for a nonnegative integer m
(5.1)
SDC1,m(q) := SC1,m(q)− SC1,m+1(q)
=
1
(q2; q2)∞
∑
n≥1
(−1)n−1 (qn(n+1)/2+mn − qn(3n+1)+2mn) .
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In [17, Theorem 1.1], the asymptotic behavior of f0,a,b is effectively given. It implies that
for |x| < y as y → 0+,
f0,a,b(z) = −1
2
+
b
8
(−2πiz) +O(y2).
From the above, we easily see that for |x| < y as y → 0+,
(5.2) SDC1,m(q) = −
(1 + 2m)π
√
2i
4
z3/2e
pii
24z +O
(
y5/2e
pi
24
Im(−1
z
)
)
.
For asymptotic behavior near q = −1, we set τ = z − 1
2
= x− 1
2
+ iy and Q = e2πiτ = −q
as before. Then, we obtain that
SDC1,m(q) =
1
(Q2;Q2)∞
(−f0,4,2(2m+1)(τ) + (−1)mQ−mf0,4,2(2m−1)(τ) + f0,6,2(2m+1)(τ))
=
(√−2iτe pii24τ +O (y3/2e pi24 Im(−1τ )))(−(−1)m
2
+
(−1)m
2
πiτ +O
(
y2
))
=
(−1)m+1
2
√−2iτe pii24τ +O
(
y3/2e
pi
24
Im(−1τ )
)
,(5.3)
as y → 0+ for |x − 1/2| ≤ y. The rest of proof is almost identical to that of Theorem 1.1
except that I3 contributes the main term this time. Since the other estimates are similar,
we only give a brief explanation for the main term. In this case, I3 becomes
I3 =
ˆ
|x− 12 |≤y
SDC1,m
(
e2πiz
)
e−2πinx+
pi
√
3n
6 dx = (−1)n
ˆ
|x˜|≤y
SDC1,m
(
e2πiτ
)
e−2πinx˜+
pi
√
3n
6 dx˜.
As before, by setting v = 1− i4√3nx˜ and the equation (5.3), we find that
I3 ∼ (−1)
n+m+1π(3n)−3/4
4
√
2
P 1
2
(
π
√
n
2
√
3
)
∼ (−1)
n+m+1
8
√
3n
e
pi
√
n√
3 ,
which completes the proof of Theorem 1.3.
Again, we can also think about the differences for NC5(m,n). From (2.2) it follows that
SDC5,m : = SC5,m(q)− SC5,m+1(q)
=
1
(q2; q2)∞
∑
n≥1
(−1)n−1 (qn(n+1)/2+|m|n − qn(n+1)+2|m|n) .
By proceeding the same way, we can also conclude that for a fixed nonnegative integer m,
(−1)n+m+1(NC5(m,n)−NC5(m+ 1, n)) > 0
holds for large enough integers n.
6. Modularity and congruences
In this section, we show that the generating function for sptω(n) is a part of the holo-
morphic part of a certain weight 3/2 harmonic weak Maass form to prove the Theorem
1.4.
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We first note that from [5, Lemma 6.1]
Sω(z) :=
∑
n≥1
sptω(n)q
n =
∑
n≥1
qn
(1− qn)2 (qn+1; q)n (q2n+2; q2)∞
=
1
(q2; q2)∞
∑
n≥1
nqn
1− qn +
1
(q2; q2)∞
∑
n≥1
(−1)n (1 + q2n) qn(3n+1)
(1− q2n)2 .
We also note that
E2(z) := 1− 24
∞∑
n=1
σ1(n)q
n = 1− 24
∑
n≥1
nqn
1− qn ,
as usual the Eisenstein series with σ1(n) :=
∑
d|n d, and
R2(z) :=
∑
n≥0
1
2
N2(n)q
n =
−1
(q; q)∞
∑
n≥1
(−1)n(1 + qn)q n(3n+1)2
(1− qn)2 , [1, (3.4)],
with Nj(n) :=
∑
m∈Zm
jN(m,n) the moments of the rank. By using these, we rewrite Sω(z)
as follows:
Sω(z) =
q
1
12 (1− E2(z))
24η(2z)
− R2(2z),
where η(z) := q
1
24
∏∞
n=1(1 − qn) is Dedekind’s η-function. To state more define (we have
corrected the sign for M(z) in [7] (c.f. [11]).)
N (z) := i
4
√
2π
ˆ i∞
−z
η(24z)
(−i(τ + z)) 32 dτ,
M(z) := q−1Sω(12z)− E2(24z)
24η(24z)
−N (z).
Lemma 6.1. The function M(z) is a harmonic weak Maass form of weight 3/2 on Γ0(576)
with Nebentypus character χ12(·) :=
(
12
·
)
.
It is an immediate result from [7, Theorem 1.1] and the basic properties of E2(z) and
η(z). Here N (z) is the non-holomorphic part and supported on finitely many square classes.
Hence, the holomorphic part q−1Sω(12z) − E2(24z)24η(24z) is a mock modular form of weight 3/2
and becomes an weakly holomorphic modular form with appropriate arithmetic progressions
which make N (z) vanish. Theorem 1.4 follows from [20, Theorem 1.1] together with the fact
that E2(z) is a p-adic modular form for any prime p.
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