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Abstract
This paper presents a restricted form of linear indexed grammars, called even linear in-
dexed grammars, which yield the even linear indexed languages. These languages properly
contain the context-free languages and are contained in the set of linear indexed languages.
We show that several patterns found in natural languages are also generated by these gram-
mars, including crossing dependencies, copying, and multiple agreements. We discuss the
learning problem for even linear indexed languages and show that it is reducible to that of
the context-free languages. The closure properties for this class of languages are also pre-
sented.
Keywords: Formal Languages, Grammatical Inference, Mildly Context-Sensitive Languages,
Natural Language Processing
1. Introduction
The field of grammatical inference aims to learn a formal grammar based on observations
about the grammar. These observations might take the form of examples or non-examples
(called positive and negative examples, respectively) of strings in the grammar’s correspond-
ing formal language. In this case, Gold’s model of identification in the limit [7] is used, where
a learning algorithm (learner) is fed positive and negative examples from the target language.
With each new string, the learner guesses a possible grammar based on all previously seen
examples. Gold has shown that not even super-finite classes of languages, which contain all
finite languages and at least one infinite language, can be learned in the limit from only pos-
itive examples. Therefore, classes of languages as simple as the regular languages cannot be
learned from positive data. To combat this result, researchers have begun studying classes of
formal languages that are not super-finite, so they do not contain all finite languages. Some
such classes are, in fact, learnable from only positive examples [3].
Researchers have also studied reductions from language classes to their more easily
learned subsets. In 1988, Takada used control sets to prove that the learning problem
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for even linear languages (a subset of context-free languages) is reducible to that of regular
languages [15]. Later, Sempere and Garcia gave a more language-theoretic reduction [13].
One particularly important application of grammatical inference is in natural language
processing. Due to the great abundance of positive examples of natural languages, such as
literature and journal articles, researchers would like to learn natural languages entirely from
positive examples. In order to apply grammatical inference to natural language processing,
however, we must first locate the class of languages in which the natural languages are held.
In 1985, Shieber studied cross-serial dependencies in Swiss German related to the language
{anbmcndm|n,m > 0} [14]. Culy later studied the morphology of words in the African
language, Bambara [5]. He found that this language uses a duplication structure similar
to the copy language {wcw|w ∈ {a, b}∗}. As neither language is context-free, linguists have
concluded that the natural languages are not context-free.
This has led to the studying of a superset of context-free languages (and subset of context-
sensitive languages) known as the mildly context-sensitive languages (MCSL). This class
includes the above languages whose patterns are found in natural languages. Head grammars,
linear indexed grammars, tree-adjoining grammars, and categorical grammars all generate
exactly the class of MCSLs [8]. Some subsets of MCSLs that are learnable in the limit from
positive data have already been found, including the simple external contextual languages
[11] and the multidimensional substitutable languages [17].
In this paper, we present a restricted form of linear indexed grammars, called even lin-
ear indexed grammars, which generate the even linear indexed languages. These can be
thought of as the indexed equivalent of even linear grammars. We believe that the natural
languages may be generated by these grammars. Section 3 presents a reduction from the
learning problem of even linear indexed grammars to that of context-free grammars. Section
4 discusses notable even linear indexed languages, including every context-free language and
several non-context-free languages whose patterns are found in natural languages. Lastly, in
section 5 we present several closure properties for the set of even linear indexed languages.
2. Basic Concepts and Notation
Let Σ denote an alphabet and Σ∗ be the set of words over Σ. We use λ to denote the
empty string and ǫ as the empty stack symbol. For any string x ∈ Σ∗, the length of x is
denoted |x| and the reverse of x will be written as xr. The concatenation (or product) of
two strings u and v will be denoted uv or u · v. We describe any L ⊆ Σ∗ as a language, L,
over Σ.
Definition 2.1. A grammar is a 4-tuple G = (N,Σ, P, S), where N is a finite set of non-
terminals (variables), N ∩ Σ = ∅, P is a finite set of production rules, and S is the start
symbol.
Definition 2.2. A grammar is context-free if the left side of every production rule contains
exactly one non-terminal and no terminals. These grammars yield context-free languages,
and the set of such languages is denoted CFL. We use REG to denote the set of regular
languages.
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Definition 2.3. An even linear grammar is a a context-free grammar where the right side
of every production rule contains at most one non-terminal. All productions that contain
a non-terminal have an equal number of terminals on either side of the non-terminal. Such
grammars yield the even linear languages, whose set is denoted ELL.
Definition 2.4. All even linear languages can be generated by a grammar, G = (Σ, N, P, S),
whose productions are in the following normal form [2]:
• A→ aBb, for A,B ∈ N and a, b ∈ Σ
• A→ a, for A ∈ N and a ∈ Σ
Note that ELL ⊂ CFL [2].
Definition 2.5. The indexed grammars were first defined by Aho in 1968 and yield the
indexed languages [1]. We use the definition given by Duske and Parchmann [6]. An indexed
grammar is a 5-tuple G = (N,Σ,Γ, P, S) where:
• N , Σ, and Γ are finite, pairwise disjoint sets. N , Σ, and Γ contain non-terminals
(variables), terminals, and stack symbols, respectively.
• P is a fine set of pairs (Af, ω), where A ∈ N , f ∈ Γ ∪ {ǫ}, and ω ∈ (NΓ∗ ∪ Σ)∗. We
denote the production (Af, α) as Af → α.
• S ∈ N is the start symbol.
Unless otherwise stated, when referring to an indexed grammar G = (N,Σ,Γ, P, S), the
following conventions will be used:
• A,B,C ∈ N
• a, b ∈ Σ
• α, β, w ∈ Σ∗
• f, g ∈ Γ ∪ {ǫ}
• γ ∈ Γ∗
• ω, φ ∈ (NΓ∗ ∪ Σ)∗
Let ω = α1B1γ1α2B2γ2...Bkγkαk+1 . We define ω : γ
′ = α1B1γ1γ
′α2B2γ2γ
′...Bkγkγ
′αk+1.
We write ω1 ⇒G ω2 if and only if ω1 = φ1Afγφ2, ω2 = φ1(ω
′ : γ)φ2, and Af → ω
′ ∈ P
[6]. We use ⇒∗G to denote the transitive and reflexive closure of ⇒G . A sequence of the
form x0 ⇒G x1 ⇒G ... ⇒G xk for x1, x2, ..., xk ∈ (N ∪ Σ)
∗ is a derivation from x0 to xk. A
derivation from S to α, where α ∈ Σ∗, is called a terminating derivation.
Definition 2.6. An indexed grammar is linear if there is at most one variable at the right
side of every production. The languages produced by these grammars are the linear indexed
languages (LIL).
Definition 2.7. A linear indexed grammar is called right linear indexed if all productions
are of the form Af → αBγ or Af → α. Right linear indexed grammars produce exactly the
set of context-free languages [6].
We now propose a restricted form of linear indexed grammars called the even linear indexed
grammars.
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Definition 2.8. An linear indexed grammar G = (N,Σ, P, S) is even when all productions
are of the form Af → α or Af → αBγβ, for |α| = |β|. Such grammars yield the even linear
indexed languages (ELIL).
Because this is a restricted form of linear indexed grammars, we can state that ELIL ⊆ LIL.
3. Notable Even Linear Indexed Languages
In this section, we show some notable languages that are found in ELIL, including several
patterns found in natural languages, such as duplication, multiple agreements, and crossed
agreements. We also show that all context-free languages are even linear indexed.
Proposition 3.1. The language {anbncn|n ≥ 0}, which represents the pattern of multiple
agreements [4], is even linear indexed.
Proof. Let G = ({S,A,B,B′}, {a, b, c}, {f,#}, P, S), where P contains the following pro-
ductions:
S → A# A→ aAfc A→ B Bf → B′
B′f → bBb B′#→ b B#→ λ
This even linear indexed grammar generates the language {anbncn|n ≥ 0}.
An example derivation follows:
S ⇒ A#⇒ aAf#c⇒ aaAff#cc⇒ aaBff#cc⇒ aaB′f#cc⇒
aabB#bcc ⇒ aabλbcc⇒ aabbcc
Proposition 3.2. The language {anbmcndm|n,m ≥ 0}, which represents the pattern of
crossed-agreements [4], is even linear indexed.
Proof. Let G = ({S, S ′, S ′′, A, B}, {a, b, c, d}, {f,#}, P, S), where P contains the following
productions:
S → S ′# S ′ → aS ′fd S ′ → A S ′ → B
A→ aAc A→ S ′′ B → bBd B → S ′′
S ′′f → bS ′′c S ′′#→ λ
This even linear indexed grammar generates the language {anbmcndm|n,m ≥ 0}.
An example derivation follows:
S ⇒ S ′#⇒ aS ′f#d⇒ aAf#d⇒ aaAf#cd⇒ aaS ′′f#cd⇒
aabS ′′#ccd⇒ aabλccd⇒ aabccd
Theorem 3.3. For any L ∈ ELIL, the duplication language [4] L′ = {wcw|w ∈ L} is an
even linear indexed language.
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Proof. Let L be an even linear language with grammar G = (N,Σ, P, S) such that all
productions in G are of the normal form specified in section 2. We construct an even linear
indexed grammar, G′ = (N ∪ {V },Σ∪ {c}, (Σ×Σ)∪ {#}, P ′, S ′), where V 6∈ N , c 6∈ Σ, and
P ′ contains the following productions:
• S ′ → S#
• A→ aB(a, b)b, if A→ aBb ∈ P
• A→ aV a, if A→ a ∈ P , for a ∈ Σ ∪ {λ}
• V (a, b)→ bV a
• V#→ c
We can see that G′ generates the language {wcw|w ∈ L} and is even linear indexed.
Theorem 3.4. The set of context-free languages is a subset of the even linear indexed lan-
guages.
Proof Idea. In section 3 of Duske and Parchmann’s paper on linear indexed languages [6],
they give a proof that the linear indexed languages are exactly the languages which are
yielded by controlling linear grammars with context-free languages. A simple modification
of this proof will show that the set of even linear indexed languages is precisely generated
by controlling even linear grammars with context-free languages. Khabbaz showed that
the context-free languages are generated by controlling regular grammars with context-free
languages [9]. Because regular languages are a subset of even linear languages [2], we can
conclude that context-free languages must be a subset of even linear indexed languages.
4. Reduction to Context-Free Languages
The next few theorems will work towards the main result in this paper, which is that
the set of even linear indexed languages can be learned using any algorithm that learns the
context-free languages.
Theorem 4.1. Any even linear indexed language can be generated by an even linear indexed
grammar G = (N,Σ,Γ, P, S) whose productions are in the following normal form:
• Af → aBγb
• Af → a, where a ∈ Σ ∪ {λ}
• Af → Bγ
Proof. Let L be an even linear indexed language, and let G0 = (N,Σ,Γ, P, S) be an even
linear indexed grammar such that every production in G0 is used in a terminating derivation
and L(G0) = L.
Let p = Af → aαBγβb be a production in G0, where |α| = |β| ≥ 1. We create the
grammar G1 = (N1,Σ,Γ, P1, S) so that N1 = N ∪{A1} and p is replaced by the productions
Af → aA1γb and A1 → αBγβ. We see that L(G1) = L(G0) and that finite repititions of this
process will yield a grammar G′ = (N ′,Σ,Γ, P ′, S), where |α| = |β| = 1 for all productions
of the form Af → αBγβ.
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Now let p′ = Af → aαb be a production in G’, where |α| ≥ 1. We create the grammar
G′1 = (N
′
1,Σ,Γ, P
′
1, S) so that N
′
1 = N
′ ∪ {A′1} and p
′ is replaced by the productions Af →
aA′1b and A
′
1 → α. We can see that L(G
′) = L(G′1) and that finite repititions of this process
will yield a grammar of the normal form.
Theorem 4.2. Any right linear indexed language can be generated by a grammar G =
(N,Σ,Γ, P, S) whose productions are in the following normal form:
• Af → aBγ, where a ∈ Σ
• Af → a, where a ∈ Σ ∪ {λ}
• Af → Bγ
Proof. The proof is similar to that of the previous theorem.
Definition 4.3. This definition is taken from Sempere and Garcia [13]. Let w ∈ Σ∗
be a string so that w = a1a2...ak−1akak+1...an−1an, where ai ∈ Σ for i ∈ [1, n], i 6=
k and ak ∈ Σ ∪ {λ}. We define the joined extreme of w, denoted σ(w) as the string
(a1, an)(a2, an−1)...(ak−1, ak+1)ak. We inductively define the joined extreme function σ from
Σ∗ to (Σ× Σ)∗ · (Σ ∪ {λ}):
• σ(a) = a, where a ∈ Σ ∪ {λ}
• σ(awb) = (a, b) · σ(w), where a, b ∈ Σ
The joined extreme language of a language is defined as σ(L) = {σ(w)|w ∈ L}.
We can also define the inverse function as:
• σ−1(a) = a, where a ∈ Σ ∪ {λ}
• σ−1((a, b) · w) = aσ(w)b, where a, b ∈ Σ
Notice that by this definition, all symbols to the right of a single terminal are ignored by
this function. So σ−1((a, c)b) = σ−1((a, c)b(a, a)) = abc. This function can also be define
over languages as σ−1(L) = {σ−1(x)|x ∈ L}. Note that σ−1(σ(x)) = x and so σ−1(σ(L)) = L.
Theorem 4.4. For any even linear indexed language, L, σ(L) is context-free.
Proof. Let G = (N,Σ,Γ, P, S) be an even linear indexed grammar of the normal form in
theorem 4.1 such that L(G) = L. We define a right linear indexed language G′ = (N, (Σ ×
Σ) ∪ Σ,Γ, P ′, S ′) so that L(G′) = σ(L). Define the productions of P ′ as follows:
• Af → (a, b)Bγ ∈ P ′, if Af → aBγb ∈ P , where a, b ∈ Σ
• Af → a ∈ P ′, if Af → a ∈ P , where a ∈ Σ ∪ {λ}
• Af → Bγ ∈ P ′, if Af → Bγ ∈ P
A simple induction process will show that S ⇒∗G w iff S
′ ⇒′∗G σ(w), for every w ∈ Σ
∗,
so L(G′) = σ(L). Since right linear indexed languages produce exactly the context-free
languages, σ(L) ∈ CFL.
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Theorem 4.5. For any context-free lanuguage, L, over an alphabet (Σ× Σ) ∪ Σ, σ−1(L) is
even linear indexed.
Proof. Let G = (N, (Σ × Σ) ∪ Σ,Γ, P, S) be a right linear indexed grammar of the normal
form in theorem 4.2 such that L(G) = L. We construct an even linear indexed grammar
G′ = (N,Σ,Γ, P ′, S) so that σ−1(L) = L(G′). Define the productions of P ′ as follows:
• Af → aBγb ∈ P ′, if A→ (a, b)Bγ ∈ P .
• Af → a ∈ P ′, if Af → a ∈ P , for a ∈ Σ ∪ {λ}
• Af → Bγ ∈ P ′, if Af → Bγ ∈ P
• Af → a ∈ P ′, if Af → aBγ ∈ P
Using induction, we can show that S ⇒∗G w iff S
′ ⇒∗G′ σ
−1(w), for all w ∈ ((Σ × Σ) ∪ Σ)∗,
so σ−1(L) = L(G′).
The last two theorems can be used to construct an inference algorithm that reduces
the problem of learning an even linear indexed language to the learning of a context-free
language. This is similar to the reductions given by Takada [15] and Sempere & Garcia [13].
Let F ⊆ ELIL be a family of languages and L ∈ F be an unknown language that must
be learned. Assume that we have an algorithm, A, that will learn any language in the set
σ(F ) = {σ(L′)|L′ ∈ F}. In other words, A learns context-free languages. The algorithm to
learn L is as follows:
• Take an input string s and information on whether or not s ∈ L. Pass the string σ(s)
to A and state whether σ(s) ∈ σ(L). We know σ(s) ∈ σ(L) iff s ∈ L.
• A runs on σ(s) and returns a context-free grammar G0 with the hypothesis that
L(G0) = σ(L).
• G0 is then converted to a push-down automaton, as shown by Martin [10]. This au-
tomaton is then converted to a right linear indexed grammar, G1. The latter conversion
is similar to the conversion from finite automata to regular languages [10].
• Using the process from the proof of the last theorem, G1 is then converted to an
even linear indexed grammar, G2. If L(G1) = σ(L), then L(G2) = σ
−1(L(G1)) =
σ−1(σ(L)) = L.
These steps are repeated for each new input string. Note that if σ(F ) is learnable from only
positive examples, then F is as well.
5. Closure Properties of Even Linear Indexed Languages
We will now show several common closure properties of even linear indexed languages.
Theorem 5.1. The set of even linear indexed languages is closed under intersection with
regular languages.
Proof. Let L1 ∈ ELIL and L2 ∈ REG. By theorem 4.4, we know that σ(L1) ∈ CFL. Since
REG ⊂ ELL [2] and the joined extreme language of any even linear language is regular [13],
we know that σ(L2) ∈ REG. Since context-free languages are closed under intersection with
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regular languages [12], we can see that σ(L1)∩σ(L2) ∈ CFL. Therefore, by theorem 4.5, we
can conclude that σ−1(σ(L1) ∩ σ(L2)) ∈ ELIL. Using the definition of σ and intersection,
we can see that σ(L1) ∩ σ(L2) = {σ(w)|w ∈ L1} ∩ {σ(w)|w ∈ L2} = {σ(w)|w ∈ L1 ∧ w ∈
L2} = σ(L1 ∩ L2). So σ
−1(σ(L1) ∩ σ(L2)) = σ
−1(σ(L1 ∩ L2)) = L1 ∩ L2 ∈ ELIL.
Remark The language {anbncndnen|n ≥ 0} is not linear indexed and therefore not even
linear indexed [16].
Theorem 5.2. The set of even linear indexed languages is not closed under intersection with
context-free languages.
Proof. Let L1 = {a
nbmcndmen|n,m ≥ 0} and L2 = {a
ibncndjek|i, j, k, n ≥ 0}. We can see
that L1 ∈ ELIL and L2 ∈ CFG. But L1 ∩ L2 = {a
nbncndnen|n,m ≥ 0}, which is known to
be outside ELIL. Therefore ELIL must not be closed under intersection with CFL.
Remark 5.3. The language L = {anbncnd3n|n ≥ 0} is not even linear indexed. If it were,
then σ(L) = {(a, d)n(b, d)n(c, d)n|n ≥ 0} would be context-free by theorem 4.4. But σ(L) is
homomorphic to {anbncn|n ≥ 0}, which is not context-free, although context-free languages
are closed under homomorphism [12].
Theorem 5.4. The set of even linear indexed languages is not closed under homomorphism.
Proof. Let L = {anbncndn|n ≥ 0} ∈ ELIL. We define the homomorphism h : {a, b, c, d} →
{a, b, c, d}∗ such that h(a′) = a′ if a′ ∈ {a, b, c} and h(d) = ddd. We now have it that
h(L) = {anbncnd3n|n ≥ 0}, which is not even linear indexed by the previous remark.
Theorem 5.5. The set of even linear indexed languages is not closed under concatenation
with regular languages.
Proof. Let L1 = {a
nbncn|n ≥ 0} and L2 = {d
m|m ≥ 0}. Assume for contradiction
that L1 · L2 is even linear indexed, so σ(L1 · L2) is context-free. Then L3 = σ(L1 ·
L2) ∩ {(a, d), (b, d), (c, d)}
∗ = {(a, d)n(b, d)n(c, d)n|n ≥ 0} is context-free, since context-
free languages are closed under intersection with regular languages [12]. So σ−1(L3) =
{anbncnd3n|n ≥ 0} is even linear indexed, which is a contradiction by the last remark.
Therefore, ELIL must not be closed under concatenation with regular languages.
6. Discussion
In this paper, we have presented a new class of languages, called even linear indexed
languages. This class properly contains the set of context-free languages, as well as several
languages representing patterns found in natural languages. We believe that this makes the
set of even linear indexed languages a valid candidate for the set containing the natural
languages. However, it is likely that any even linear indexed grammar would only be weakly
equivalent to any natural language. The reduction method described in section 4 allows
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the learning of even linear indexed languages to be reduced to context-free languages. This
makes the learning problem for even linear indexed languages easier than that of the linear
indexed languages. Although the learning algorithms for context-free languages are fairly
limited at the present, any future algorithms can be applied to learning even linear indexed
languages. In particular, algorithms that learn using only positive examples will be useful
for learning the natural languages.
We have also proven and disproven several closure properties of even linear indexed
languages. They share many properties with context-free languages, including closure under
intersection with regular languages. However, they are somewhat limited in that they are
not closed under homomorphism or concatenation with regular languages.
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