



近似問題      節点数最小
折れ線関数
誤差最小
0（m）     難しい
一般の折れ線
（e1）  0（m21ogn） 0（m2（1ogm）2）
     （e2）  0（m2109m）誤差基準     （e3）  0（n2109m）
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計算グラフによる2階偏導関数の自動計算とその応用
           千葉大学工学部西原  薫＊・星   守・戸田英雄
 関数の計算過程をグラフの形に表現し（計算グラフとよぶ），そのグラフを辿りながら関数の
値や徴係数を計算する方法（グラフ算法，高速微分法などとよぶ）を，ヘッセ行列を必要とす
る問題に適用し，その有効性を確かめた．
 まず第一に，計算グラフによる1階偏導関数値計算の方法を拡張した2階偏導関数値の自動
計算法を二つ示し，それらによるヘッセ行列と数値微分によるものとを比較した．グラフ算法
によれば，関数形を与えるだけで自動的に（刻み幅んをどうするかたどの心配はいらたい），
“（関数値計算の手間の定数倍）＊（入力変数の数）”に比例する手間でヘッセ行列を求めること
ができ，またそのどの要素も数値微分によるものより精度がよかった（単精度計算で，相対誤
差が10－5以下）．
 第二に，グラフ算法による“正確た”ヘッセ行列を用いた減速ニュートン法をいくつかの極値
問題に適用し，ヘッセ行列の逆行列を逐次的に“近似”しだから反復計算を繰り返す準ニュート
ン法と比較した．その結果，グラフ算法を用いたニュートン法による極値問題解法は，勾配ベ
クトルの誤差評価を行いたい場合（これは，現在，グラフ算法による以外に方法がない）や，時
中現富士銀ソフトウェアサービス
