A computationally effective hybrid approach to define the "optimal" compromise between sum and difference patterns in monopulse arrays is presented. Firstly, the partitioning into sub-arrays is performed by exploiting the knowledge of independently optimal sum and difference excitations. Then, the sub-array gains are computed by means of a gradient-based procedure, which takes advantage from the convexity of the problem at hand. Selected results are shown and compared with those from state-of-the-art methods in dealing with representative test cases.
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Introduction: Monopulse radar systems require antennas able to generate sum and difference patterns [1] . The sum mode is used in both the transmission modality and the reception one to detect the target. The difference mode provides information on the angular position of the target. As far as the corresponding beams are concerned, both patterns should have low sidelobe levels (SLLs).
Moreover, the sum pattern needs a high gain, while the difference one is required to have a null at the boresight direction with the maximum normalized slope (i.e., high sensitivity). In order to yield these features avoiding the use of a two-module feed network, sub-arraying techniques have been introduced [2] . In this letter, a hybrid approach for the solution of the "optimal" compromise problem is presented. It takes advantage from both the convex programming (CP) algorithm described in [6] and the CPM [12] . Starting from the knowledge of the optimal difference excitations [8] [9] as well as from their relationships with the optimized sum coefficients [10] [11], the sub-array configurations are determined as in [12] . Successively, for a given element clustering, the CP procedure is used to compute the sub-array weights. In [6] , it has been shown that the functional Ψ is convex with respect to G for a given clustering C , while it is not convex (i.e., local minima exist) with respect to C . On the other hand, by exploiting the knowledge of the optimal excitations of the difference beam [8] [9], the method proposed in [7] has strongly reduced the solution space to a limited number of sub-array configurations. As a consequence, the occurrence of sub-optimal solutions has been reduced and the convergence of the sub-arraying process improved.
As in [7] , let us consider the following cost function [2] and [7] in terms of SLL reduction for a fixed beamwidth. In particular, the cases of 3 = Q sub-arrays and with 5 = Q are shown in Fig. 1 and Fig. 2 
