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Abstract
Novel View Synthesis (NVS) is concerned with the generation of novel views of a
scene from one or more source images. NVS requires explicit reasoning about 3D
object structure and unseen parts of the scene. As a result, current approaches rely
on supervised training with either 3D models or multiple target images. We present
Unsupervised Continuous Object Representation Networks (UniCORN), which
encode the geometry and appearance of a 3D scene using a neural 3D representation.
Our model is trained with only two source images per object, requiring no ground
truth 3D models or target view supervision. Despite being unsupervised, UniCORN
achieves comparable results to the state-of-the-art on challenging tasks, including
novel view synthesis and single-view 3D reconstruction.
1 Introduction
In 1971, Shephard and Metzler [43] introduced the concept of mental rotation, the ability to rotate 3D
objects mentally, and link the model to its projection, to the cognitive sciences. Novel View Synthesis
(NVS) research seeks to replicate this capability in machines by generating images of a scene or an
object from previously unseen viewpoints. This is a challenging problem, as it requires understanding
the 3D scene structure or image semantics, and the ability to project the "mental" representation into
a target viewpoint.
A common approach for NVS is to use a large collection of views to reconstruct a 3D scene [9, 42].
Recent methods have made progress in learning 3D object representations, such as voxel grids [59, 45,
51, 31, 30], point clouds [1, 60, 55], or meshes [53, 10, 47, 54]. However, the discrete nature of these
representations limit the achievable resolution and induce significant memory overhead. Continuous
representations [34, 24, 41, 46, 57, 6, 23, 26] address these challenges. However, proposed methods
require either 3D ground truth or multi-view supervision, limiting the applicability of these approaches
to domains where data is available.
We introduce Unsupervised Continuous Object Representation Networks (UniCORNs), a neural
object representation that can be learned from as few as two images per object. The conditional
formulation of UniCORN, combined with a differentiable neural renderer, enforces multi-view
consistency of the learned 3D scenes, and naturally generalizes across different object shapes. The
key idea of UniCORN is to use transformation chains and 3D feature consistency as self-supervision
requiring 50× fewer data during training than the current state-of-the-art models. We build on recent
advances in continuous function representations, especially [34, 46, 26]. Instead of using a global
object descriptor, UniCORN combines local and global features to learn detailed 3D structures.
Furthermore, UniCORN uses an auto-encoder in contrast to the previously proposed auto-decoder
approaches [34, 46]. Using an auto-encoder avoids latent code optimization at test time, which
improves inference speed drastically.
In summary, our contributions are:
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Figure 1: Our model learns to synthesize novel views using only two source images per object during
training (a). For this instance, even though both source images are from the back of the car, our
model can reconstruct unseen areas with a reasonable level of detail. During inference (b), our model
predicts novel views from a single input image. It can accommodate drastically different source and
target poses.
• We present UniCORN for view synthesis based on a novel representation that captures the
scene’s appearance and geometry at arbitrary spatial resolution. UniCORN is end-to-end
trainable and uses only two images per object during training time, without any 3D space or
2D target view supervision.
• Despite being unsupervised, UniCORN performs competitively (up to within 2% of the best
score) against approaches that use dozens of images per object and direct supervision on the
target views.
• We present several applications of our method, including single-view 3D reconstruction and
novel view synthesis from out-of-domain samples.
2 Related Work
Our goal is to learn a generative model for novel view synthesis, that extracts 3D scene content,
without access to the 2D or 3D ground truth. As such, our work lies at the intersection of novel view
synthesis, 3D object reconstruction, and generative modeling. In the following, we review related
work.
Novel view synthesis. Novel view synthesis from single or few images is ill-posed, as infinitely
many different 3D shapes may render the same images. Early work on novel view synthesis has
sought to represent 3D knowledge implicitly; by directly regressing pixels in the target image [49,
48, 58], weakly disentangling view pose and appearance [65, 61, 20] or by learning appearance
flow [63, 33, 48, 5]. Other prior work proposed to apply the view transformations in latent space [56]
or learn a complete latent space [50] from which to sample. Generative Query Networks [8, 21, 29],
a probabilistic reasoning framework, embeds the 3D structure of a scene in a neural network. Implicit
3D representations do not allow extraction of the scene’s 3D structure. We propose a continuous
object representation that models 3D scenes explicitly and generates new views with a state-of-the-art
neural renderer.
3D scene representations. Novel view synthesis requires reasoning about the 3D world. If a
large number of images from distant viewpoints are available, 3D scene content can be inferred
and used to generate novel views with conventional methods. Traditionally, this was achieved
via multi-view geometry [7, 9, 42]. If only a single or a few images are given, we can learn a
representative 3D object representation from incomplete information. Different 3D representations
exist. Discrete representations include: one dimensional latent vectors embeddings [8], voxels [59,
45, 51, 31, 30], meshes [53, 10, 47, 54] or point clouds [1, 60, 55]. Methods based on continuous
function representations represent 3D scenes as learned binary classifiers [6, 23, 26] or continuous
signed distance functions [34, 24, 41, 46, 57]. While these techniques are successful at modeling
3D geometry, they often require 3D supervision. When combined with a neural renderer, some
approaches are supervised with 2D target images instead, relying on large image collections for
training. Our proposed method encapsulates scene geometry and appearance from only two source
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images per object and can be trained end-to-end via a learned neural rendering function through self
supervision.
Generative models. Our work builds on recent advances in using deep neural networks to gener-
ate high-quality images. Generative Adversarial Networks (GAN) [11, 37, 3] and its conditional
variants [28, 14, 64] generate these images from either a random latent code or in the conditional
case, directly from input images. Some approaches synthesize new views by embedding the view
transformations in the networks [13, 15, 59]. Another approach is to treat novel view synthesis as
an inverse graphics problem [20, 61, 19, 52, 44, 62]. In contrast to recent 3D scene representation
learning methods [46, 34] that learn by optimizing latent codes at train and inference time, we show
that the conditional GAN formulation allows novel view synthesis at test time from a single input
image, without additional overhead.
3 Method
In this section, we introduce UniCORN (Fig. 2) and describe how we overcome the main challenge
of representing a 3D scene without direct 2D or 3D supervision. To learn 3D structure, we project
the input images into a latent feature space from which we learn to generate a continuous 3D
representation of the object. This 3D representation is projected to a new view using a neural renderer,
and a refinement network synthesizes the target image. We frame the entire end-to-end system (Fig. 2)
as a GAN and use cyclic consistency to supervise the model with only the input images.
For each object, UniCORN takes as input a pair of source images I1, I2, and their camera poses
T1, T2. Our goal is to learn a continuous scene representation θ that explicitly represents the 3D
scene-structure and allows the synthesis of novel views IG at arbitrary camera positions TG without
direct supervision in either the 3D or 2D target domain.
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Figure 2: Our proposed end-to-end model. The system takes as input two source images Ij ,
together with their respective camera poses Tj , j = 1, 2, and a target pose TG. The feature predictor
function f learns to extract a global object descriptor zj and a set of local features Fj (visualizing
projected features with PCA). Local and global features along with a sampled 3D point x are input to
the continuous representation network θ to generate 3D features. These 3D features are rendered
using goal transformation TG and passed through a refinement network r to generate the target
prediction IˆG. We supervise the model by computing the inverse mapping Iˆj =M(IˆG, TG, Tj) and
enforce source image reconstruction using a variety of photometric and discriminator losses. For the
3D visualizations the RGB colors are directly taken from images, for clarity.
3.1 Spatial and global object feature network
An asymmetric Fully Convolutional Network (FCN) [25] f maps the raw input images into higher
dimensional global and local features. The global features represent high-level object semantics,
whereas the local features express pixel-level information and high-frequency details. The design of
the feature network follows standard architectures adapted for the task.
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Global feature network. We use a pretrained ResNet-18 [12] network to extract a 128-dimensional
global feature zj .
Local feature network. The local feature network builds on the UNet [39] architecture. It takes the
last two-dimensional feature map of the global feature extractor as input and uses four upsampling
and skip-connection layers to extract a 64-dimensional feature Fj for each pixel of the input image.
3.2 Continuous scene representation
Our continuous scene representation network θ maps local and global features at a point x ∈ R3 to a
learned high dimensional 3D object representation. We sample 3D points x uniformly at random and
extract local features by projecting the points to the feature map using the known camera pose. We
follow a perspective pinhole camera model that is fully specified by its extrinsic E = [R, t] ∈ R3×4
and intrinsic K ∈ R3×3 matrices. The extrinsic camera matrix contains rotation matrix R ∈ R3×3
and translation vector t ∈ R3. Given a 3D coordinate x, the projection from world space to the
camera is given by:
u = [u v 1]> = K(Rx+ t) (1)
where u and v are the pixel coordinates in the image plane. We extract local features at location
(u, v) using bilinear sampling. The continuous representation network θ takes concatenated features
v ∈ Rm (containing local features Fj(u, v), global features zj , and the sampled 3D point x) as
input and maps them to a higher dimensional feature v′ ∈ Rn at the given spatial coordinate
θ : Rm → Rn,v 7→ v′ = θ(v). In our experiments, we predict a 64-dimensional feature for each
spatial location. To increase spatial consistency, we also predict occupancy probabilities for each 3D
point, which we render as binary masks. This continuous representation densely models the scene
properties and can, in theory, be sampled with arbitrary resolution. In our work, we use a multi-layer
perceptron (MLP) to approximate θ.
In contrast to most recent work on representing scenes as continuous functions [34, 46], which only
use a global object descriptor to represent a scene, we use global and local features. In this, we
compare to the recent work by Xu et al. [57] on single-view 3D model reconstruction, which has
shown improved performance on modeling fine details using such an approach.
3.3 Point encoding
Instead of operating on xyz-coordinate inputs directly, we found that learning a higher dimensional
embedding of the 3D space improves the overall performance. This is consistent with recent
work [38, 27], which show that neural networks are biased towards learning low frequency functions.
A higher dimensional encoding can increase the networks capability to correctly model high-frequency
details. They also showed, that using deterministic trigonometric functions for the point encoding γ
achieves similar performance as when γ is parametrized as an MLP. Following Mildenhall et al. [27]
we parametrize γ as non-learned composition of trigonometric functions:
γ(x) =
(
sin(20pix), cos(20pix), ..., sin(2L−1pix), cos(2L−1pix)
)
. (2)
. In our experiments, we set L = 10 and apply γ to each point coordinate individually.
3.4 Neural renderer and refinement network
Given a neural scene representation θ and a targeted view pose TG, we generate a rendering of
the scene representation at the target viewpoint. We sample coordinates in a 3D bounding volume
uniformly at random for k points x1, ...,xk ∈ R3 and evaluate the scene representation at these
positions. The points are projected to the image plane at the target camera’s transformation matrix TG
using a neural renderer based on [55]. The renderer uses soft-rasterization [22] and α-compositing to
generate a projected feature map F ′j .
Even if the neural renderer projects features accurately, regions not seen in the input view will be
empty in the target image. The refinement network r infers these missing features. To build the
refinement network, we use a UNet [39] architecture with four down/upsampling blocks and skip
connections and spectral normalization [38] following each convolution layer to regularize training.
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3.5 Unsupervised learning
To discover a meaningful 3D scene representation without 3D or 2D target image supervision, we
assume without loss of generality that for an object, there exists a unique 3D object representation in
a canonical view frame. If we can discover such a representation, we can render arbitrary views. Our
key insight is that we can use cyclic consistency in the form of transformation chains to learn this
representation from only two source images in a self-supervised fashion.
Cyclic consistency. Given two source images I1 and I2 we define three transformation chains to
regularize the 3D representation. The first two are transforming one source image to the target
view pose and back to the second source image: Iˆ2 = I2 ← IˆG ← I1; Iˆ1 = I1 ← IˆG ← I2. To
encourage consistency between the two source views, we also transform source image one into source
image two and vice versa: Iˆ1 ← I2 and Iˆ2 ← I1. We use a combination of L1 and perceptual
losses [16] between the input source images and the source reconstructions to supervise our model
with reconstruction loss Lrec = |Ij − Iˆj |1 + |Ij − Iˆj |vgg.
3D feature consistency. Since we assume the object to be in a canonical view frame, we enforce 3D
feature consistency among transformations. Our scene representation network θ should, therefore,
learn a view independent, continuous object representation. Our 3D feature representation loss
L3d uses L1 loss between the different 3D feature representations of the transformation chains as
L3d =
∑
i 6=j |Vj − Vi|1, where V denotes the set of features {v′i}ki=1 for each point xi.
Other losses. To encourage the network to generate spatially meaningful features in 3D space, we
also use our object representation network θ to predict occupancy for the sampled 3D points x. We
supervise occupancy prediction using binary cross-entropy between the source masks (we segment
the input image instead of using ground truth mask) and the predicted masks. Finally, to encourage
the generator to synthesize realistic images, we use a GAN loss Lgan with a patch discriminator [14].
Our final objective function is:
L = λrecLrec + λ3dL3d + λbceLbce + λganLgan (3)
where the λ parameters are the respective weight of the loss terms.
Training details. The models are trained with the Adam optimizer, learning rate of 0.0002, and
momentum parameters (0, 0.99). Empirically, we found λrec = 10, λ3d = 1, λbce = 1, and λgan = 0.1
to lead to good convergence. The models are trained for 25 epochs (chair) and 5 epochs (car). We
implemented our models in PyTorch [35]; they take 1-2 days to train on 4 Tesla V100 GPUs. For
architectural details please see the supplementary material. Code, data, and model files will be made
available upon publication of this work.
4 Experiments
We evaluate our approach on the task of novel view synthesis and validate our architecture design
through ablations. We additionally evaluate our system on potential applications, namely single-view
3D reconstruction and out of distribution view synthesis on real data. For additional results, we refer
the reader to the supplementary document.
4.1 Experimental setup
Dataset. For novel view synthesis, we perform experiments on the ShapeNet v2.0 [4] dataset. Similar
to previous work, we use the car and chair categories and extract train/test data split from standard
benchmarks [33, 48]. Our dataset contains 108 RGB images per object with a resolution of 128×128
pixels. The camera poses are sampled from a viewing hemisphere with equally spaced azimuth
(ranging between 0◦ − 360◦) and elevation (0◦ − 20◦) angles. During training, our model uses only
two of the 108 images per object as input.
Evaluation metrics. We evaluate our method using two standard error metrics for image generation
tasks: a) L1 distance and b) structural similarity (SSIM) between the predicted and ground truth
images. The L1 distance (lower is better) measures the performance of the color estimation, whereas
the SSIM index (higher is better) measures structural properties, such as edge consistency.
Baselines. As our method is the first unsupervised continuous object representation, we compare
UniCORN on novel view synthesis against five recent methods that use 2D target view supervision.
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In our first experiment, we compare our approach against [48, 5, 58, 31], which share a common
evaluation protocol. At inference time, the models are presented with a single source image and
have to generate a fixed target view. To compare our method against SRN [46], we use a single
image to generate the 3D object representation. From this representation, we synthesize all 108 views
and compare them against the ground truth. Note that all these baseline methods have access to the
ground truth target images, while our method does not. For additional details on the baseline methods,
please see the supplementary document.
4.2 Comparison with other methods
Results on single image view synthesis. We use 20,000 randomly generated test pairs for the stan-
dardized view synthesis evaluation. The task is to transform a single source-view into a target camera
view. Table 1 and Fig. 3 show results on the ShapeNet v2.0 cars and chairs dataset. Despite being
unsupervised, our method performs competitively (up to within 2% of the best score) against the su-
pervised approaches, demonstrating UniCORNs ability to generate meaningful object representations
from a fraction of the data and without direct supervision. The appearance flow-based methods fail if
the viewpoint transformations are large (top row). Our model qualitatively preserves fine details and
generates meaningful results for missing parts of the object without any supervision.
Table 1: Quantitative novel view synthesis results. We report mean and standard deviation of the
L1 loss (lower is better) and the structural similarity (SSIM) index (higher is better) for several
supervised methods and our unsupervised one. Our model achieves competitive results, using 50×
less data and only two input images for self-supervision.
Methods Car Chair
L1(↓) SSIM (↑) L1(↓) SSIM (↑)
M2NV [48] 0.0692 / 0.03 0.7761 / 0.06 0.0573 / 0.03 0.7709 / 0.07
CVS [5] 0.0456 / 0.02 0.8251 / 0.05 0.0618 / 0.03 0.7766 / 0.07
VIGAN [58] 0.0261 / 0.01 0.8891 / 0.04 0.0605 / 0.02 0.7828 / 0.05
TBN [31] 0.0288 / 0.01 0.8823 / 0.05 0.0459 / 0.02 0.8298 / 0.06
UniCORN 0.0310 / 0.01 0.8716 / 0.04 0.0645 / 0.02 0.7627 / 0.04
Source M2NV CVS VIGAN TBN Ours Ground Truth
Figure 3: Qualitative novel view synthesis results. Our method generates detailed novel views,
outperforming most of the baselines. Appearance flow methods fail to generate convincing images
for large viewpoint transformations (e.g. top row of M2NV and CVS).
Our transformation chain and 3D feature supervision are shown to be important, as they improve the
baseline’s performance significantly (Tab. 2). Note that for the Lrec ablation, we removed only one of
the transformation chains: Iˆ1 ← I2; Iˆ2 ← I1.
Results on continuous scene representation. We compare our method against SRN [46], a state-of-
the-art continuous scene representation network. To allow a fair comparison, we use only objects
at the intersection of the two evaluation protocols for evaluation. We use a single source image for
both models to reconstruct the scene representation, before generating 108 views (ranging between
azimuth 0◦ − 360◦ and elevation 0◦ − 20◦ angles).
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Table 2: Loss function ablation on the chair dataset. We report the mean and standard deviation
of the L1 loss and SSIM index for each setup of our trained model. The ablations demonstrate the
utility of different aspects of our model.
Setup w/o Lgan w/o Lgan, Lvgg w/o Lrec w/o L3d Full model
L1(↓) 0.0692 / 0.020 0.0703 / 0.021 0.1053 / 0.033 0.0663 / 0.019 0.0645 / 0.02
SSIM (↑) 0.7486 / 0.045 0.7489 / 0.044 0.7167 / 0.042 0.7590 / 0.046 0.7627 / 0.04
Table 3 and Fig. 4 show the results. Our method outperforms SRN, even without target view
supervision. Our model does not require latent code optimization during inference, which dramatically
reduces the inference time from about 5 minutes (SRN) to milliseconds (ours) per image.
Table 3: Continuous representation results. We evaluate the ability of SRN [46] and UniCORN to
synthesize 108 novel views from a single image on car and chair objects. Our method outperforms
SRN on both datasets, even without supervision on the target view.
Methods Car Chair
L1(↓) SSIM (↑) L1(↓) SSIM (↑)
SRN [46] 0.04502 / 0.016 0.82804 / 0.049 0.08001 / 0.027 0.7392 / 0.055
UniCORN 0.03381 / 0.013 0.8632 / 0.048 0.06636 / 0.015 0.7568 / 0.036
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Figure 4: Quantitative results of view sequence generation. We used a single image to predict 108
target views. Our model synthesizes images with a higher level of detail.
4.3 Applications
Single-view 3D reconstruction. One possible application of our method is to perform single-image
3D reconstruction. We synthesize N novel views on the viewing hemisphere from a single image.
From these images, we sample k 3D points uniformly at random from a cubic volume in a similar
procedure to the one described in Section 3.4. Our goal is to predict the occupancy of each of these k
points. To accomplish this, we project each point onto the synthesized images and label it as occupied
if it projects to the foreground mask. Fig. 5 shows the 3D reconstruction results from the input images.
Our method captures the overall structure of the objects, and in most cases, their fine-level details. In
our experiments we synthesize N = 15 images and sample k = 105 points in 3D space.
Real images. Results reported so far are on synthetic datasets where the input images are rendered
from 3D CAD models. To test the generalization performance of UniCORN to real data, we evaluate
our model trained with the ShapeNet car objects on the Cars [17] dataset. This dataset contains a
7
Ground TruthOursInput Ground TruthOursInput
Figure 5: Qualitative single view 3D reconstruction results. The synthesized views can be used to
produce high quality 3D reconstructions from a single input image.
wide variety of real car images taken from natural scenes. Note that we did not retrain our model on
this dataset.
Fig. 6 shows the novel view synthesis of objects given real input images as input. Our method
preserves local geometric and photometric features in this challenging setup. This experiment
suggests that our model can be used to synthesize images from different datasets, indicating some
level of domain transfer capability.
Input Novel Views
Figure 6: Qualitative results of novel view synthesis on real data. Our model generates high
quality views of previously unseen data. We use the model trained on ShapeNet and evaluate on the
Cars [17] without retraining.
5 Conclusion
We introduced UniCORN, a continuous neural representation for novel view synthesis, learned
without any 3D object information or 2D target view supervision. The key component of our system
is the use of transformation chains and 3D feature consistency to self-supervise the network. The
resulting continuous representation network maps local and global features, extracted from a single
input image, onto a spatial feature representation of the scene. Incorporating a differentiable neural
renderer allows the synthesis of new images from arbitrary views in an end-to-end trainable fashion.
UniCORN requires only two source images per object during training and achieves comparable
results (within 2% of the state-of-the-art supervised models) with 50× fewer data and without target
view supervision. We demonstrate applications of our model for novel view synthesis, single image
3D object reconstruction, and out of distribution view synthesis on real images. The use of two
input views during training to regularize the 3D representation by imposing consistency across the
input training images is critical to our method’s success. We intend to investigate whether such
regularization can be achieved with only one training image per object or without access to the camera
poses in future work. We also plan to test our method in real-world applications, including settings
for robotic planning and manipulation.
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Broader Impact
Our approach to learning novel view synthesis has the immediate possibility of enabling augmented
and virtual reality applications [36, 18]. The limited requirement of only two images per object
will make these techniques applicable beyond synthetic data. As with any generative model that
provides tools for image manipulation, we too run the risk of producing fake visual content that can
be exploited for malicious causes. While visual object rotation itself does not have direct negative
consequences, the mere fact that such manipulations are possible can erode the public’s trust in
published images [32]. Image manipulation is not a new phenomenon, however, and there has been
research trying to detect manipulated images [40, 2] automatically. Still, more work on and broader
adoption of such techniques is needed to mitigate image manipulation’s adverse effects.
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A Additional Results
In this section, we present additional qualitative results of UniCORN.
Source Target UniCORN Source Target UniCORN
Figure 7: Additional qualitative results. Given a single source image and a target camera pose, our
method generates fine level details even for unobserved parts of the object. We provide the ground
truth view of the objects for reference.
Figure 8: Additional rotation results. We used a single image to predict 108 views. Compared to
the ground truth image sequence (top row per model) our model (bottom row per model) generates
target views with high detail.
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Input Predictions
Figure 9: Additional synthetic→ real results. Given a single image of a real car, we predict 108
novel views. We use our model trained on the synthetic ShapeNet dataset without retraining.
Input InputUniCORN UniCORN
Figure 10: Additional 3D reconstruction results. Given a single input image our method can
synthesize images from multiple viewpoints to generate the 3D reconstruction of an object.
B Additional architecture details
Here we give more information about the precise architecure used to build our model.
Spatial and global object feature network. We use a pretrained ResNet-18 for global and upsample
blocks for the local feature extraction. In particular, we use the setup in Fig. 11a.
Continuous function network. We use an MLP for the continuous function network. In particular,
we use the setup in Fig. 11b.
Neural renderer. Our neural renderer based on [55] uses disks of radius 2 pixels for splatting, and
stores 16 points per pixel for z-buffering. Please refer to [55] for additional details.
Refinement network. We use a UNet for the refinement network, containing 4 down/upsample
blocks with skip connections. In particular, we use the setup in Fig. 11c.
C Baselines
In this section we give additional details on the used baseline methods.
M2NV [48]: This baseline uses appearance flow and confidence estimates to combine values of
multiple source images. We use trained weights, made available by the authors, and evaluate their
method using a single source image.
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Figure 11: UniCORN architecture: (a) Our feature extractor uses a pretrained ResNet-18 for global
feature extraction (left). For local feature extraction (right) we use four upsampling blocks with skip
connections (red arrows). (b) Our continuous function network takes as input a position encoding,
local features and global features and produces a 3D feature at the given spatial location and an
occupancy probability. (c) Our refinement network contains a UNet with four down/upsampling
blocks.
CVS [5]: Another appearance flow method, CVS, integrates a transforming network and estimates a
depth map to improve performance. In [5], this method is evaluated for target views that are within
[−40◦, 40◦] rotation from the source image. We evaluate it using the provided models over the entire
range of the dataset.
VIGAN [58]: VIGAN is using an implicit feature space, that does not require a 3D representation.
We reimplemented their approach and modified their loss functions due to the non-convergence of
the original model. We remove all loss functions, except reconstruction, cyclic consistency, pixel
losses. The model was trained from scratch on our training dataset for 100,000 iterations (chairs) and
1,000,000 iterations (cars).
TBN [31]: This baseline uses a discrete voxel representation, learned from multiple 2D images.
The model disentangles viewpoint transformations and the objects’ appearance by introducing a
transformable bottleneck layer. This bottleneck layer is transformed with arbitrary SO(3) rotations.
We use the provided models for evaluation.
SRN [46]: Scene representation networks are closely related to our method, learning a continuous
scene representation with multi-view consistency. We use existing models, trained on 50 source
images, and optimize the latent vectors of objects in our test set until convergence.
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