In this paper, we give a treatment of the mathematical properties for a new distribution named a pseudo Lindley distribution (PsLD) [14] . The properties studied include: moments, cumulates, characteristic function, failure rate function, mean residual life function, Lorenz curve, stochastic ordering, asymptotic distribution of the extreme order statistics, maximum likelihood estimation and simulation schemes. An application to waiting time data at a bank is described.
Introduction
Let X be a random variable following the one-parameter distribution with the density function
introduced by Lindley(1958) . Sankaran (1970) This work offers a two parameters family of distributions which is PsLD because for Lindley distribution there is only one parameter and not flexible for analyzing an modeling different types of lifetime data. Moreover, Zakerzadah and Dolati (2010) introduced an other distribution with three parameters which Lindley distribution is a special case, but this distribution is difficult handled and not flexible. Recently, Nedjar (2016a,2016b ) introduced a new distribution, named gamma Lindley distribution, based on mixtures of gamma (2, θ ) and one-parameter Lindley (θ ) distributions.The idea of this paper is based on mixtures of the ordinary exponential (θ ) and gamma (2, θ ) distributions.
Pseudo Lindley distribution(PsLD) and some properties
In this section, we give the pseudo lindley distribution and study its properties. Let Y 1 ∼ exp(θ ) and Y 2 ∼ gamma(2, θ ) be two independent random variables. For β ≥ 0, we consider the random variable X = Y 1 and X = Y 2 with same probability β −1 β and 1 β respectively. Now, the density function of X is given by
Therefore, the mode of PsLD is given by
We can find easily the cumulative distribution function(c.d.f) of the PsLD :
Survival and hazard rate function
be the survival and hazard rate function, respectively.
Corollary 1.
Let X ∼ PsLD(β , θ ), the mean and variance for X are: 
where W −1 denotes negative branche of lambert W function.
Proof. The proof is omitted because it is very similar to the proof of Theorem 1 in Zeghdoudi and Nedjar (2016c).
Further the first three quantiles we obtained by substituting u = 
Lorenz curve
The Lorenz curve for a positive random variable X is defined as the graph of the ratio
is the proportion of total income that accrues to individuals having the 100p% lowest incomes. If all individuals earn the same income then L(p) = p for all p. The area between the line L(p) = p and the Lorenz curve may be regarded as a measure of inequality of income, or more generally, of the variability of X, see Gail and Gastwirth [2] for extensive discussion of Lorenz curves. For the exponential distribution, it is well known that the Lorenz curve is given by
For the PsLD distribution in (2),
Thus, from (4) we obtain the Lorenz curve for the pseudo Lindley distribution as
where x = F −1 (p) with F(·) given by (2).
Extreme order statistics
If X 1 , ..., X n is a random sample from (1) and if X = (X 1 +···+X n )/n denotes the sample mean then by the usual central limit theorem
approaches the standard normal distribution as n → ∞. Sometimes one would be interested in the asymptotics of the extreme values M n = max(X 1 , ..., X n ) andm n = min(X 1 , ..., X n ). For the c.d.f. in (2), it can be seen that
Thus, it follows from Theorem 1.6.2 in Leadbetter et al. [6] that there must be norming constants a n > 0, b n , c n > 0 and d n such that
and
as n → ∞. The form of the norming constants can also be determined. For instance, using Corollary 1.6.3 in Leadbetter et al. [6] , one can see that a n = 1 and b n = F −1 (1 − 1/n) with F(·) given by (2).
Maximum Likelihood Estimates (MLE)
In this section we shall discuss the point and interval estimation on the parameters that index the PsL(θ , β ). Let the log-likelihood function of single observation(say x i ) for the vector of parameter (θ , β ) can be written as
The derivatives of Lnl(x i ; β , θ ) with respect to θ and β are
The maximum likelihood estimatorθ of θ andβ of β is obtained by solving equation (7) and (8) 
Simulation
In this section, we investigate the behavior of the ML estimators for a nite sample size (n).Simulation study based on different PsLD(θ , β ) is carried out. A simulation study consisting of following steps is being carried out for each triplet (β , θ ; n), where θ = 0.5, 0.9, 1, β = 1.5, 5, 6 and n = 10, 30, 50.
-Choose the initial values of θ 0 , β 0 for the corresponding elements of the parameter vector Θ = (θ , β ) to specify GaL distribution; -choose sample size n; -generate N independent samples of size n from PsLD(θ , β ); -compute the ML estimateΘ n of Θ 0 for each of the N samples; -compute the mean of the obtained estimators over all N samples,
and the average square error (see tables 2 and 3) 
Application to Real Data sets
In this section, we illustrate, the applicability of PsLD by considering two different data sets used by different researchers. We also fit generalized Lindley [11] , quasi Lindley [9] , two-parameter Lindley [8] , gamma, Weibull and lognormal distributions.
In each of these distributions, the parameters are estimated by using the moment method, and for comparison we use negative log-likelihood values (−LL), the Akaike information criterion (AIC) and Bayesian information criterion (BIC) which are defined by −2LL + 2q and −2LL + qlog(n), respectively, where q is the number of parameters estimated and n is the sample size. 
Conclusion
In this work, we discussed more statistical properties of two parameter PsLD, including the quantile function, Lorenz curve and probability density of the order statistics. The maximum likelihood estimates of the two parameters index to the new distribution are discussed. The distribution includes the Lindley and the exponential distributions as special cases.Two real data sets are analyzed using the new distribution and it is compared with six immediate sub-models mentioned above in addition to another distributions (quasi Lindley ,Two-Parameter Lindley, Generalized Lindley, Weibull and Lognormal distributions). The results of the comparisons showed that the new distribution provides a better fit than those three mentioned distributions to the three data sets. We hope our new distribution might attract wider sets of applications in lifetime data reliability analysis and actuarial sciences. For future studies, we can explain the derivation of posterior distributions for the Pseudo Lindley distribution under Linex loss functions and squared error using non-informative and informative priors(the extension of Jeffreys and Inverted Gamma priors) respectively.
