Copula models have become very popular and well studied among the scientific community. Now, most academic researchers, engineers, modelers, etc, own at least some basic copula toolkit and are able to apply it in real situations. Based on the famous Sklar's theorem (Sklar 1959) , copulas allow to put in place the fruitful idea of splitting the specification of a multivariate model into two parts: the marginal distributions on one side, the dependence structure (copula) on the other part. This simple way of thinking has induced an impressive number of theoretical and applied papers during the last two decades and this trend is exponentially increasing. Indeed, all families of multivariate models and their associated statistical techniques (inference, testing, simulation, etc) potentially have to be revisited under a copula point of view for theoretical and practical reasons. This huge and necessary task has just started. On the theoretical side, a renewed focus on semiparametric techniques has been fuelled because the underlying marginal distributions are often replaced by their empirical counterparts in copula models. Moreover, two-or three-stage estimators are common under a copula point of view, inducing particular asymptotics and finite distance performances.
copula assumption", etc. Moreover, she provides an overview of applications in finance. The potential of vine models appears in a very convincing way in the paper of Holger Fink, Yulia Klimova, Claudia Czado and Jakob Stöber too. They propose a time-varying dependence structure based on Markov-switching copulas. Those copulas are defined through regular vines, and are related to dependencies between stock returns and volatility indices in different geographical areas. The authors identify times of "normal" and "abnormal" states, confirming the existence of joint points in time at which dependencies globally switch between different vine structures.
Beside vines, hierarchical Archimedean copula (HAC) models have emerged as realistic competitors: see McNeil (2008) , Okhrin et al. (2013) , e.g., They are restricted to Archimedean families, but allow complex combinations of p-dimensional copulas (not only p = 2 as with vines). Ostap Okhrin and Anastasija Tetereva propose to use high-frequency observations in dependence modeling. As in Fengler and Okhrin (2016) , they infer (daily) realized covariances of vectors of asset returns and Hoeffding's identity provides some moment conditions that will be used to estimate the copula parameters. In order to estimate the structure of the underlying HAC, they generalize the clustering method proposed by Górecki et al. (2016) by adapting the algorithm introduced in Segers and Uyttendaele (2014) . The proposed approach has been applied to predict daily VaR exceedances of portfolios of US stocks. High-dimensional realized copula models seem to outperform some benchmark models in higher dimensions, especially for low VaR levels.
In financial econometrics, latent factor models are now recognized as an efficient way of building static and/or dynamic high-dimensional models. In this special issue, two related papers adapt such techniques to dynamic factor copula models, in the vein of Murray et al. (2013) , Krupskii and Joe (2013) and Oh et al. (2017) . First, Eugen Ivanov, Aleksey Min and Franz Ramsauer apply the copula autoregressive (COPAR) model of Brechmann and Czado (2015) . They consider two dynamic factor models and estimate them separately by Kalman filtering/smoothing. The estimated factors are then combined with a COPAR model, inducing a non-Gaussian dependence structure of simulated latent factors. In their empirical application, they consider monthly U.S. financial and macroeconomic panel data to filter driving factors later employed for a mean-variance portfolio optimization. The forecasted factors with such a non-linear dependence structure are used to assess the future variability of multivariate asset returns. The obtained optimal portfolios performs well compared to more usual techniques.
Second, Benedikt Schamberger, Lutz F. Gruber and Claudia Czado develop Bayesian inference for a recently proposed latent factor copula model Krupskii and Joe (2013) , which utilizes a pair copula construction to couple the variables with the latent factor. They use adaptive rejection Metropolis sampling within Gibbs sampling for posterior simulation. Their approach is illustrated to forecast the value-at-risk and the expected shortfall of a portfolio of European bank stocks.
Finally, contagion and systemic risks provide a natural field for applications of copulas. Indeed, such questions naturally involve joint and conditional distributions. In a certain sense, contagion is a particular way of analyzing dependence. Fabrizio Durante, Enrico Foscolo and Alex Weissensteiner focus on dependence between sovereign risk (measured through credit spreads) and the failure risk of Italian banks (measured through their stock returns), during the agitated period of time 2003-2015. They found this dependence structure suffered from a structural break located around Lehman's collapse. Moreover, they try to know whether an increasing sovereign risk has transferred through contagion to the equity returns of Italian banks. By measuring potential contagions with a combination of conditional Spearman's rho, the answer seems to be negative.
I think all these papers offer an interesting and wide range of theoretical and applied contributions under the topic of copula modelling in economics and finance. Thanks are due to the Editor Marc Paolella, the assistant editors Michele Cardani, Lu Liao and Nancy Zhang, as well as the numerous referees who provided useful comments and advice.
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