Abstract-Remote sensing plays a major role in supporting decision-making and surveying compliance of several multilateral environmental treaties. In this paper, we present an approach for supporting monitoring compliance of river networks in context of the European Water Framework Directive. Only a few approaches have been developed for extracting river networks from satellite data and usually they require manual input, which seems not feasible for automatic and operational application. We propose a method for the automatic extraction of river structures in TerraSAR-X data. The method is based on mathematical morphology and supervised image classification, using automatically selected training samples. The method is applied on TerraSAR-X images from two different study sites. In addition, the results are compared to an alternative method, which requires manual user interaction. The detailed accuracy assessment shows that the proposed method achieves accurate results (Kappa 0.7) and performs almost similar in terms of accuracy, when compared to the alternative approach. Moreover, the proposed method can be applied on various datasets (e.g., multitemporal, multisensoral and multipolarized) and does not require any additional user input. Thus, the highly flexible approach is interesting in terms of operational monitoring systems and large scale applications.
I. INTRODUCTION

I
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S. Valero methods to monitor their water bodies and achieve a comprehensive overview of the current water status. Earth observation (EO) data play a major role in supporting the survey of environmental compliance of several multilateral treaties, such as the Kyoto Protocol [3] , the European initiative Global Monitoring for Environment and Security (GMES) [4] , and the WFD [2] , [5] . In context of the WFD most remote sensing-based applications are aiming on the assessment of the biological and chemical quality of surface water [6] - [9] . However, besides the quality of the water itself, a natural water course is an important factor of a natural river network. Usually, the mapping of physical attributes of rivers (i.e., width, sinuosity, floodplain characteristics, etc.) is done by cost-and time-consuming field work. The new generation of earth observation satellites with enhanced spatial resolution (e.g., TerraSAR-X) is capable to be utilized for the detection of smaller rivers. Several methods for the extraction of linear features from remote sensing images have been introduced [10] . Although most studies aim at the extraction of road networks [11] - [15] , a few methods are also introduced for the detection of other features, such as linear woody vegetation [16] , bridges [17] , [18] and rivers [19] . In [17] the water is separated by iterative threshold segmentation and a regional index. Afterwards the bridges are identified by a knowledge-based approach. The algorithm in [18] is based on a classified multispectral image, using a supervised classifier and a spectral library. The bridges are identified by the classification result and additional knowledge-based decisions. In [19] a two-step-detection approach is introduced. The first processing-step is applied on a low resolution image, using among others a least-cost-function to connect two manually chosen seed points. The second step is a refinement of the previous result, using an image of higher resolution and an active contour approach. However, this method is based on images of different resolutions and requires the manual definition of seed points. Therefore it does not seem adequate in the context of automatic and operational applications.
Although most methods for detecting linear features were not particularly developed for the extraction of river networks, they can be adapted to this application. In this context the method of Valero et al. [12] proposes a promising and easy to customize approach. The methodology is based on the analysis of the morphological profile [20] of a pixel, created by path openings and closings [21] as morphological filters. The method requires two user defined thresholds, one for the derivation of a gray value level, one for the minimum length of detected river segments. However, regarding operational monitoring systems, e.g., in context of the WFD, an automatic process seems interesting.
The main objective of our paper is the introduction of an automatic river detection. We adapted and extended the method of Valero et al. [12] by applying a (supervised) classification. While support vector machines (SVM) are a supervised classifier, the proposed classification strategy can be considered as unsupervised approach, because the training samples are automatically generated. Consequently, the demand of manual thresholds and the requirement of ground truth information, such as in a common supervised classification, is avoided. Moreover, the approach can be easily applied to multitemporal and multipolarized image data, while the original approach was only developed for 1-band images. The proposed methodology was tested on various TerraSAR-X datasets from two study areas with different environmental settings. We compared the results of our proposed method with the original approach in terms of accuracy.
The paper is organized as follows. The two methods are presented in Section II, whereas the study area and data are described in Section III. Results are shown in Section IV and conclusions as well as an outlook given in Section V.
II. METHODS
A. Morphological Profiles, Using Path Opening and Closing
Morphological image analysis is a powerful and multifunctional tool in image processing [22] , which has been successfully used in context of diverse remote sensing studies [12] , [14] , [23] , [24] . Adjustments of shape and size of the structuring element to the geometric properties of the image objects must be performed to get adequate results. Common structuring elements are symmetric areas (e.g., diamonds, discs, and squares) or straight line segments, which can be rotated to test the fitting in several directions. The problem of such morphological approaches is their lack of flexibility in order to detect rectilinear and curved structures in all possible orientations. Consequently, methods following these approaches are usually inadequate in the context of river detection, because the results are limited in order to describe a meandering river course adequately.
To address this limitation, path openings and closings [21] , [25] have been proposed in the last few years as new flexible morphological filters. These operators retain oriented and locally linear structures brighter respectively darker than their immediate surroundings. Studying the gray level scale, these filters assign to each pixel the highest (respectively lowest) gray level, where a path with the required length is formed. Thus, the parameter can be interpreted as the structuring element size for these morphological filters. Concerning the structuring element shape, these filters have proposed the use of adjacency graphs in order to determine the connectivity relations in the pixel neighborhood. The filters use a set of four different adjacency graphs corresponding to the four classical orientations as four structuring elements: one graph for horizontal lines, one that produces approximately vertical lines, and two that create approximately diagonal lines. According to these four adjacencies, path opening (and closing) is equivalent to the supremum (respectively infimum) of all the openings (respectively closings), using these four adjacencies as structuring elements. This makes it possible to match curved just as well as linear structures. Thus, path openings and closings are much more adequate in the context of river detection than opening and closing with common structuring elements.
Regarding the backscatter properties of river surfaces in SAR-images, i.e., they usually appear darker than the surrounding land cover, the proposed strategy is based on path closings. Path closing detects paths, which are darker than their surroundings and have a length equal or higher than . Hence, the length of the path ( ) highly affects the result obtained by path closing. As previously mentioned, this parameter is considered as the structuring element size. Consequently, short paths in the image may be detected, if a small is selected, but can be removed by filtering with a high . In order to use the information provided by the different values, the construction of morphological profiles (MPs) [20] , using path openings and closings has been recently proposed [12] . Following this approach, MPs are constructed by stacking the original image and performing a series of path openings and closings with increasing values. Hence, referring to the input image as and to the highest value for as , the morphological profile for each pixel is computed as (1) Fig. 1 illustrates the construction of a morphological profile, using the path closing operator. The MPs belonging to river pixels have similar characteristics: The values are low for small and they increase gradually, if becomes longer than the length of the river segment (Fig. 2) . In contrast, pixels not belonging to a river have usually notably higher MP values when is small. 
B. Extracting Linear Features, Using Thresholds
The method introduced by Valero et al. [12] employs the above-mentioned characteristic of the morphological profile of river pixels. A path closing with a large is computed to get the longest dark structures in the image, which are the pixels with low gray values. These pixels are selected by a first manual threshold (T1) and used as a mask for the computation of the median gray level (MGL), which is the median value of the pixels contained in the application of the above mentioned mask on the input image. The range of the MGL depends on the gray level range of the studied image. The morphological profile generated according to (1) will be compared to the MGL and a new image is defined as
The river can now be selected by choosing pixels with a value larger than a second manually set threshold (T2). The approach can be automated, by determining the thresholds automatically. There are several thresholding algorithms [26] . For this study the algorithm introduced by Rosin [27] was chosen. It assumes only one dominant population in the histogram and can separate a secondary population located at the higher end of the histogram, which does not need to produce a discernable peak. The threshold value ( ) is selected at that point of the histogram, where the perpendicular distance between a straight line from the peak of the histogram ( ) to the maximal gray value and the histogram itself is maximal. The method can easily be adapted to find a secondary population near the origin of the coordinate system ( ), which is the case in our study, by determining the maximal perpendicular distance between a straight line from to and the histogram itself (Fig. 3) .
Theoretically, the first manual threshold of the above-mentioned algorithm could be replaced by this method. However, the use of conventional thresholding methods is challenging regarding the complex distribution of (Fig. 4) and thereby the automatic definition of the second threshold for is difficult.
C. Proposed Concept
The proposed strategy addresses the aforementioned limitations. It is based on a classification with training samples, which are generated by automatic selected thresholds. The resulting scheme of the methodology is summarized in Fig. 5 , where the different steps consist of following individual operations: 1) Generation of morphological profiles, created by path closing with increasing , for each input image. The maximum is chosen depending on the resolution of the input images. 2) Using the layers generated with the maximum of the morphological profiles (step 1), the pixels were separated into three groups at and for each input image. Pixels with a value larger than were pre-classified as "confident non-water-pixels", pixels with a value between and as "potential non-water-training-pixels" and pixels with a value below as "potential watertraining-pixels" (Fig. 6 ). ; "potential water-training-pixels" in black, "potential non-water-training-pixels" in gray and "confident non-water-pixels" in white.
3) Pixels, which were assigned in all images to the class "potential non-water-training-pixel" and "potential water-training-pixel" respectively, are selected as training samples for the supervised classification. However, to reduce the computation time, a subset of these training samples can be selected. 4) Finally the morphological profiles (step 1) were classified into the classes "water" and "non-water", using a supervised classification, the automatically generated training samples (step 3) and an improved feature subset, which is generated by a wrapper. We chose SVM for the image classification in step 4. Several studies demonstrate their good performance in the context of classifying SAR images [28] - [31] . SVM separate two classes by fitting an optimal linear separating hyperplane (OSH) in a multidimensional feature space by maximizing the margin between the OSH and the support vectors, which are the closest training samples [31] . SVM can separate complex class distributions in high-dimensional feature spaces by using nonlinear kernel functions, and handle noise and class confusion by a regularization technique. A detailed introduction to the concept of SVM in context of remote sensing is given by Foody and Mathur [32] . In this study we used imageSVM [33] for the classification. We chose a Gaussian RBF kernel. The kernel parameter and regularization parameter were selected by grid search, using the Kappa coefficient as performance measure and cross validation as performance estimator.
Regarding relatively small changes in , the morphological profiles may contain redundant and irrelevant information. Even though SVM can handle large feature sets, several studies show that feature reduction can improve the results [34] , [35] . Thus, a wrapper was used for the selection of an improved feature subset, using forward selection as search strategy and the Kappa coefficient as performance measure [36] , [37] .
III. STUDY SITES/DATA
Two datasets from study sites with different environmental setting were used in this study. Study site I lies east of Wesel, in the West of Germany (Fig. 7) . The river Lippe takes a meandering course, while the Wesel-Datteln Canal takes a mainly linear course. The widths of this two river bodies vary between 30 and 50 m. Two TerraSAR-X-scenes were collected in May and July 2009, using Stripmap dual polarized mode (SM-D) with -and -polarization (Table I) . Study site II is located in the North-West of Freiburg, southern Germany, where the river Dreisam flows into the river Elz (Fig. 7) . The river network is characterized by different widths, but mainly straightened courses. The river bodies are narrower when compared to the water bodies in the first study site. Moreover, various linear features exist, e.g., a highway and some secondary roads, which have to be discriminated from the river network. The dataset consists of two SM-D images with -and -polarization, acquired in March and April 2009 (Table I) .
All data were ordered in slant range format and were calibrated and preprocessed, following common procedures. The data was resampled to 5 m 5 m ground resolution. The images were filtered with a directional filter [24] to emphasize linear structures and to reduce the SAR-inherent noise. In order to suppress other water bodies (i.e., lakes), a morphological top-hat-like operator, using a disk as structuring element, was applied on the data from the second study site. However, the first study site contains only a very small pond within a gravel pit. Therefore, the additional processing step was not required.
IV. EXPERIMENTAL RESULTS
The proposed strategy is based on the automatic selection of a user defined number of training samples. In addition, the morphological profiles, which consist in this experiment of the original images and 20 path closed images ( from 5 to 100 in steps of 5) for each input image, can also contain irrelevant and redundant information, which can affect the classification accuracy. Therefore, the impact of the number of training samples and features on the classification accuracy and the computation time is investigated. These findings are used to derive recommendations for the following experiments.
The experiments were conducted on two multitemporal and -polarized datasets, each consisting of two TerraSAR-X SM-D scenes (see Section III), which means two -polarized and two -polarized images respectively, using two different methods: (i) following the algorithm introduced in [12] and (ii) our proposed approach. The two thresholds, required as input in (i), were manually defined for each individual study site and polarization by trial-and-error. The values range between 0.11 and 0.15 (for T1), and 20 and 90 (for T2) respectively. Default recommendations for these parameters cannot be derived. Whereas (i) can only be applied on a single image, the proposed method is independent from the number of input images. In terms of comparability, the individual results provided by (i) were combined by morphological reconstruction, using a maxand min-operator as marker and mask [24] , [38] .
The accuracy assessment is based on area-wide ground truth data, which were manually generated, using multispectral RapidEye images with a spatial resolution of 6.5 m 6.5 m as reference images.
A. Impact of the Number of Training Samples and Features
To investigate the possible influence of the number of training samples on the performance of the proposed method (i.e., computation time and accuracy), training sets of different size were generated, containing 25, 50, 100, 6400 training samples per class (i.e., water and non-water). Regarding the random generation of the training sample sets, for each sample set size 10 experiments were conducted and the final results were averaged. As expected the computation time clearly increases with an increasing number of training samples (Fig. 8) , ranging from 3 seconds (e.g., for 25 training samples, study site I, ) to 2462 seconds (e.g., for 6400 training samples, study site I, ). The experimental results also show some positive effect of increasing the number of training samples. The averaged Kappa values range from 0.70 for 25 training samples up to 0.74 for 3200 and 6400 training samples, using the dataset from study site I. In addition, the standard deviation decreases with an increasing number of training samples and varies between 0.019 for 50 training samples and 0.004 for 3200 training samples (Fig. 9) . The accuracies achieved on the other datasets show a comparable dependency on the number of training samples.
Although these results underline the positive impact of the number of training samples on the accuracy and the stability of the classification result, the use of 200 training samples is adequate in terms of accuracy and computation time. Thus, 200 training samples were chosen for all further experiments.
Besides the impact of the number of training samples, the influence of a feature reduction on the classification accuracy was analyzed. Although SVM are adequate to handle large datasets, results show that a feature reduction can further improve the accuracy of the proposed method, in case of the datasets. However, when using only a single polarization, the wrapper does not further improve the classification accuracy (Table II) . 
B. Results for Study Site "Lippe/Wesel-Datteln Canal"
For study site I "Lippe/Wesel-Datteln Canal" both algorithms showed almost similar results. Only on the -polarized data the method of Valero et al. [12] slightly outperformed the proposed approach. Comparing the different polarizations, it can be assessed that the polarization outperforms the polarization in terms of accuracy, irrespectively of the method (e.g., Kappa of the proposed method: 0.73 ( ) and 0.64 ( )). The combination of the two polarizations provides almost similar results in terms of Kappa accuracy, when compared to the results with -polarization (Table III) . The visual assessment of the results confirmed this finding (Fig. 10) . Moreover, the visual assessment showed a wide gap in the detection of both, the Lippe and the Wesel-Datteln Canal. One reason for this limitation might be a power line, which crosses the center of the image from north-north-west to south-south-east. However, this is not a limitation of the methods itself. An additional processing step could connect the different river elements, e.g., with the method introduced in [39] . 
C. Results for Study Site "Dreisam/Elz"
Comparing the results achieved on the data for study site II "Dreisam/Elz", the proposed method clearly overestimated the river network in the -polarized images, resulting in a relatively low Kappa value (Kappa: 0.47). However, the method performed more accurate on the data (Kappa: 0.70) and on a combined dataset, including both polarizations (Kappa: 0.72). The algorithm of Valero et al. performed slightly better on each dataset and particularly on the -polarization (Fig. 11 , Table IV ). Likewise to the first study area, there were some gaps in the river network, which are induced by bridges. The two smaller rivers Alte Dreisam and Alte Elz were detected neither with the proposed method nor the method of Valero et al. The reason may be the noticeable smaller widths compared to the other rivers in the image.
V. CONCLUSION AND OUTLOOK
In this study, an automatic river detection algorithm has been presented for multitemporal and/or multipolarized high-resolution SAR data. The approach is based on a supervised classification of morphological profiles, using SVM and automatically selected training pixels. The outcomes were compared with the results obtained by the method introduced in [12] . While both methods obtained similar results, the proposed method can be performed fully automatically. Nevertheless both algorithms produced some gaps in the river network, which were caused for example by a bridge or a power line.
The results are controversial in terms of an adequate polarization: While in the first study site the highest accuracies were achieved on the data, the -polarization was more adequate for the second study site. A combination of the two polarizations produces similar results, when compared to the best single polarization. As discussed in previous studies, the combination of SAR and multispectral data can further improve the accuracy of land cover classifications [30] , [40] , thus, the integration of optical imagery in the proposed frameworks will be investigated in the future.
Overall, the proposed method is adequate for automatic detection of river networks in high-resolution SAR data. The accuracy assessment shows that the approach is comparable to techniques, which require manual user interaction. Moreover, the proposed approach can handle various input images (e.g., multitemporal data, different polarizations, etc.). Regarding these facts, the approach is adequate for operational monitoring systems and large scale applications.
