Abstract-In many practical applications, we need to compute a nonblocking supervisor that not only complies with pre-specified safety requirements but also achieves a certain time optimal performance such as maximum throughput. In this paper, we first present a minimum-makespan supervisor synthesis problem. Then we show that the problem can be solved by a terminable algorithm, where the execution time of each string is computable by the theory of heaps-of-pieces. We also provide a timed supervisory control map that can implement the synthesized minimum-makespan sublanguage.
I. INTRODUCTION

S
INCE the Ramadge-Wonham supervisory control paradigm was introduced in [18] and [22] , a large volume of research has been done on how to synthesize a supervisor that complies with the safety and nonblockingness requirements. In practical applications, we are also frequently asked to achieve a certain optimal performance, in particular, a time optimal performance such as maximum throughput. In this paper, we discuss time optimal supervisory control. The system under our consideration consists of a finite collection of components modeled as deterministic finite-state automata, whose transitions are associated with positive weights, representing their firing durations. The requirement is modeled as a 2-tuple: an unweighted deterministic finite-state automaton, which specifies the safety and nonblockingness properties, and a list of event pairs denoting desirable event mutual exclusions that a supervisor should enforce by appropriate event disabling. Since transitions have durations, transition firings in different components at different time instants may overlap. By initiating transition firings at appropriate moments in different components, a supervisor may drive the system from the initial state to a desirable state within the minimum duration that takes account R. Su is with the Division of Control and Instrumentation, School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore 639798 (e-mail: rsu@ntu.edu.sg).
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Digital Object Identifier 10.1109/TAC.2011.2157391 the possible elongation caused by the firings of uncontrollable events. For the time being we call such a minimum duration the makespan of the supervised system, whose precise definition will be given later in this paper. The synthesis problem is to find the least restrictive nonblocking supervisor whose makespan is minimum among those of all possible supervisors that comply with the pre-specified requirement.
The timed model used in our framework is inspired from those in scheduling problems, in particular, the job shop problems without preemption [17] , where jobs and machines have mutual constraints, for example, certain jobs can be scheduled on some machines only. In these problems, each job is a sequence of tasks modeled as individual events. Each task requires a fixed amount of processing time and is assigned to a specific machine, which is treated as a resource (thus imposing a mutual exclusion relation among different tasks). In the literature about scheduling all tasks are considered controllable in the sense that their executions can be postponed whenever it is needed. This may not always be true in complex systems because of either some prefabricated internal execution rules or some internal nondeterministic execution mechanism that cannot be interfered from the outside. For example, we cannot prevent malfunction of a component when the system reaches a certain state, or we cannot execute a program immediately when the operating system is still retrieving all relevant execution resources for this program according to a pre-specified internal mechanism unknown to the end user, or we cannot stop producing imperfect product, which requires rework. These phenomena can be modeled by uncontrollable events. How to combine modeling simplicity in job shop problems and effectiveness of Ramadge-Wonham supervisor synthesis to deal with minimum-makespan problems with the presence of uncontrollable events is the main motivation of the work presented in this paper. It is not difficult to show that a multiple-machine job shop problem without preemption can be mapped to a subclass of our timed supervisor synthesis problem, where all events are controllable and all automata are acyclic. With the assumption of all events being controllable, finding a schedule with the minimum makespan in a job shop problem is equivalent to finding a minimum-makespan controllable harmonious sublanguage (not necessarily the largest of its kind). Since our synthesis problem is more general than the job shop problems, it is not surprising that the NP-hardness possessed by some job shop problems is also possessed by our synthesis problem.
To solve the aforementioned control problem we make three contributions. First, we introduce two concepts: harmony, which specifies the capability of a supervisor to enforce a mutual exclusion relation imposed by a user, and supremal minimum-makespan controllable harmonious (SMCH) sublanguage, based on which we provide a precise formulation of the corresponding synthesis problem. Second, we present a novel timed supervisory control law that can achieve the time optimal performance specified by the SMCH sublanguage. Finally, we present an algorithm that computes the SMCH sublanguage. The basic idea of our algorithm is to first compute the supremal controllable harmonious (SCH) sublanguage satisfying the pre-specified requirement. This stage is very similar to computing the supremal controllable sublanguage in the untimed case as described in [18] . Then we bring time information back in the obtained SCH sublanguage and compute the SMCH sublanguage. To determine the minimum execution time of each string, we present an algebraic technique derived from the theory of heaps-of-pieces [10] , [20] .
The timed plant model used in this paper can be translated to other timed models. For example, in each component we split every event, say , into two events:
and , then associate a clock with them such that the clock is reset when is fired and can be fired only when the clock value is equal to the pre-specified duration. As a result, a timed automaton model [1] is obtained. To bring in the concept of control, we can set to be uncontrollable, and is set controllable if and only if is controllable. In the existing literature about supervisor synthesis for timed automata, a requirement is specified in terms of some acceptance condition [3] , [12] , which classifies states of the plant model as "good" or "bad" states, thus, is equivalent to a state-based requirement. As a contrast in this paper we use a language-based requirement. With a timed automaton plant model plus an appropriate acceptance condition, a time-optimal synthesis technique described in [2] or its inquiry-based variation described in [4] can be used to compute a supervisor that achieves the minimum makespan. Although the timed automaton framework provides an arguably rich modeling paradigm that allows more timed properties to be captured, for a very narrow goal like computing the minimum makespan, such richness may be an overkill, which is manifested in the conversion, where more events are created in order to explicitly introduce clocks, and new guard conditions are needed in order to handle required event mutual exclusions. Whether or not it is worth to do that from the computational complexity point of view is still open for debate. In the papers mentioned above, a game theoretical approach is used to deal with uncontrollable events, and zone construction for timed automata is used to deal with time information. The least restrictive control in [2] is in the state-based manner. As a contrast in this paper we adopt the standard Ramadge-Wonham synthesis paradigm, which pursues the least restrictive language-based supervision by disabling events leading to violations of controllability, harmony and nonblockingness, and use the theory of heaps-of-pieces to deal with time information. By separating the time information from the system model in our framework, we can derive a control law, which is robust in the sense that the supervisor still functions when the underlying system does not act as fast as the supervisor expects, and the performance of the supervised system simply degrades accordingly. As a contrast, in the timed automaton framework a delay of the system's response to a supervisory control command may result in some behavior not specified by the corresponding time optimal supervisor, making the subsequent supervisory control infeasible. Therefore, it is a common assumption that every issued control command must be executed by the system immediately to avoid any potential timing error, which is too strong to hold for many practical applications.
In [7] , the authors also describe least restrictive supervisory control of timed discrete-event systems in the Ramadge-Wonham paradigm. They adopt the Ostroff's semantics for timed transition models [15] for the plant and the controller. Time elapse is explicitly modeled by ticks. A timed model used in this paper can be converted to one in the modeling formalism of [7] by splitting each event, say , with a duration, say , into two instantaneous events: one remote event with the time interval , and one perspective event with the time interval . To preempt the occurrence of the (intuitively) uncontrollable event tick, the authors of [7] introduce the concept of event forcing. Their approach is conceptually simple but sufficiently general to capture many realistic cases. The main disadvantage is the high modeling and synthesis complexity caused by explicitly enumerating time instants. Also, in practical applications the forcing mechanism may make a supervisor not robust to possible delays of a system's responses to control commands.
Our synthesis problem bears some similarity to optimal supervisory control, e.g., [5] , [13] , [16] , and [19] . For example, if we assume that all events are pairwise mutually exclusive, then our problem becomes an optimal supervisory control problem, which is aimed to find a supervisor that can drive a deterministic plant from the initial state to a state within a target set with the minimum cost, (part of) which is defined as a sum weight. If some events are not mutually exclusive with each other, then the sum weight is different from the time weight used in this paper in the sense that the former is used to capture a pure asynchronous system (i.e., one event at each time instant), and the latter can capture a concurrent system. Because of the different natures of sum weights and time weights, their problem formulations are different from ours. As a result, their supervisor synthesis techniques and control strategies are different from ours. This paper is organized as follows. In Section II, we provide all relevant concepts about languages and time-weighted systems. Then in Section III we introduce a minimum-makespan supervisor synthesis problem, and describe a relevant timed supervisory control map in Section IV. After we briefly introduce the theory of heaps-of-pieces in Section V, we present a terminable algorithm in Section VI, and show that it solves the synthesis problem. After presenting an illustration example in Section VII, we draw conclusions in Section VIII.
II. TIME-WEIGHTED SYSTEMS
The notations for languages and relevant operations in this paper follow those in [21] . Let be the collection of all positive reals, and for the set of natural numbers. , where is a finite-state automaton with being the state set, for the alphabet, for the initial state, for the marker state set, and for the (partial) transition function, which is extended to , and is the (partial) weight function, which assigns a positive weight to each transition of and is defined over a pair if and only if the transition is defined, which is denoted as . The weight denotes the duration required for the corresponding transition to be completed. Let be the closed behavior of and be the marked behavior of . We say is nonblocking if . For each , sometimes we use to denote an automaton derived from restricting the state set of to . Let and denote respectively the set of finite-state automata, and the set of finite-state weighted automata, whose alphabets are . Given a language , we use to denote a nonblocking finite-state automaton that recognizes , i.e., . A time-weighted system is a 2-tuple , where is a finite index set, is a collection of finite-state weighted automata, and is a reflexive and symmetric binary relation, which is called the intrinsic mutual exclusion relation. A pair if the firings of and are mutually exclusive, i.e., if one event is under execution, the other event will not be fired; otherwise, . The reason why is reflexive is that at most one copy of each event can be executed in the system at each time instant, and the reason why is symmetric is that mutual exclusion is symmetric. From now on we write to denote both and . We use the term "intrinsic" to mean that the mutual exclusion relation imposed by is a property of the system, and holds automatically.
We make the following two assumptions about a timeweighted system throughout this paper. A1) In each automaton the order of events in a string denotes the order of their respective starting moments of event firings, and it is possible that the starting moments of two consecutive firings in are identical. For example, suppose . Let , , be their corresponding starting moments. Then . A2) If an event is shared by several component automata, then the starting moments of firings in different automata must be synchronized. Assumption A1 specifies that each string of imposes a partial order over the starting moments of participating events, and assumption A2 describes how those individual partial orders are related to each other through event sharing.
To specify global behavior of a time-weighted system a proper way of composing those individual weighted automata is needed. A typical composition rule for weighted automata can be found in, e.g., [8] The construction of is the standard synchronous product of and [21] , which is denoted as . The key part of the definition of is how to deal with shared events in . We choose to use for the following reason. Because the intrinsic mutual exclusion relation is defined over events, a transition is mutually exclusive to if and only if it is mutually exclusive to . By assumption A2 and must be fired at the same starting moment in the time-weighted system . Any other subsequent event must either wait for both transitions being executed because of the mutual exclusion constraint imposed by , or can be fired at any subsequent time instant regardless of executions of . The execution time is interpreted as the minimum time required to finish the execution of , which is attainable if every participating uncontrollable event is cooperative and fires immediately whenever it is eligible to fire. It is worth to point it out that a string equipped with a time stamp is close to a timed word [1] . We actually can write it in the standard form of . As an illustration, let be depicted in Fig. 1 , where the label "a/2" over the transition means that , and the remaining labels are interpreted similarly. The intrinsic mutual exclusion relation is . The list is a time-stamp for because , . The list is also a time-stamp for because and . We can check that there is no other time-stamp such that . Thus, the execution time of is .
III. PROBLEM FORMULATION OF MINIMUM-MAKESPAN SUPERVISOR SYNTHESIS
Let , where disjoint subsets and denote, respectively, the set of controllable events and the set of uncontrollable events.
Definition 2: Given a centralized model , let , we say is controllable with respect to if . The concept of controllability in Def. 2 is directly extended from the original one defined in [18] to a time-weighted system. Recall that in the standard Ramadge-Wonham control paradigm there are two basic assumptions, namely event firings are instantaneous and asynchronous. The latter means no more than one event can be fired at each time instant. With these two assumptions a requirement with can be interpreted as specifying the sequential orders of event firings. When each event has a nonzero firing duration, the firings of two different events may overlap with each other. Thus, none of those basic assumptions holds, which suggests that we should provide a new interpretation of a requirement before talking about supervisory control. Given a string, say , we can interpret it in two ways: 1) the starting moment of must precede the starting moment of ; or 2) the starting moment of is after the moment that the firing of is completed. To cope with both interpretations in a unified way we associate with a symmetric binary relation called the imposed mutual exclusion relation with respect to . We use as a requirement, and interpret in the first way, but set for scenario 2). Such a simple requirement form suffices to address the minimum makespan control problem. It is certainly interesting to explore requirements with richer timing features in the future, e.g., requirements used in control of automata [11] , or in general scheduling problems [17] or in control of timed automata [6] , [12] .
Recall that we have introduced an intrinsic mutual exclusion relation in the definition of time-weighted system. The difference between and is that is an intrinsic property of and always holds, but is imposed by a user and need not hold automatically. Thus, an appropriate control strategy may be needed to enforce it. For example, given two uncontrollable events ,
, if then we know that the executions of and will never overlap with each other no matter whether or not we use a supervisor. If then in general we need a supervisor to prevent the system from going to a state, where the firings of and may overlap. To the best of our knowledge this new feature of timed control has not been dealt in the literature. Therefore we need to introduce a new concept to cope with it.
Definition 3: Given a centralized model , a sublanguage and an imposed mutual exclusion relation with , is harmonious with respect to and if for all , , and , . In other words, if is harmonious with respect to and then for any two different uncontrollable events and connected by an uncontrollable path must "obey" the imposed mutual exclusion relation in the sense that, either or and are separated by another uncontrollable event , which is not necessarily different from , such that the execution of must be finished before is fired (i.e.,
). By assumption A1 we know that the starting moments of events in a string is sequentially ordered. Thus, we know that, if then the starting moment of executing is no sooner than that of executing , which means and must be mutually exclusive. If neither of these two conditions holds, after we cannot interfere with the executions of and because they are uncontrollable and connected by an uncontrollable path . As a result, the executions of and may overlap, which violates the imposed mutual exclusion relation . We only focus on uncontrollable events connected by uncontrollable paths because we can postpone the firings of controllable events indefinitely so that is obeyed by the supervised system. Given an imposed mutual exclusion relation with , let be a collection of countably many harmonious sublanguages with respect to and . By Def. . After that we can compute the supremal controllable sublanguage with respect to by using the standard synthesis procedure, e.g., the one described in [18] . Clearly, . As an illustration suppose and are depicted in Fig. 2 , where , and . Suppose , , and . The product is depicted in Fig. 2 . Because state 5 violates the harmony condition, we remove it from . After that we synthesize the supremal controllable sublanguage . By the above discussion we know that . Its recognizer is depicted in Fig. 2 .
Notice that the makespan of a sublanguage in need not be finite. Let
We suggests that we need to compute a control command at each time instant, which may require the value of to be updated infinitely often, in reality we do not need to do that. As a matter of fact, the value of is required to be updated only after either a new event starts firing or a previously fired event terminates its execution (which is trackable due to the finite alphabet of the system).
The Theorem 1 indicates that the supervisory control map can achieve a timed version of (i.e., associating each string of with a time stamp). Notice that, the real execution time of the closed-loop system is , which is defined over the intrinsic mutual exclusion relation . But the supervisory control map forces the closed-loop system to obey the imposed mutual exclusion relation . If additionally is ideal, then the makespan of with respect to can be achieved by . Although in practical applications is rarely ideal, as long as we can speed up computation of and initiation the firing of , the execution time of a finite run of under the supervision of can always be shortened.
To illustrate the aforementioned control strategy, we visit a timed manufacturing cell which is depicted in Fig. 3 . It consists of two machines (MACHINE1 and MACHINE2) with an input conveyor CONV1 and an output conveyor CONV2. Each machine may process two types of parts, and . It picks type part from CONV1 (denoted by the event ), processes and drops the finished part either to another machine for further processing or directly to CONV2 (denoted by the event ). The corresponding models with time weights are depicted in Fig. 3 , where is considered as controllable and is uncontrollable. There are three requirements:
• a -part must be processed first by MACHINE1 and then by MACHINE2; • a -part must be processed first by MACHINE2 and then by MACHINE1; • one -part and one -part must be processed in each product cycle. Let be the alphabet of MACHINE . We assume that each machine is smart enough to enforce appropriate mutual exclusions among its own events, which implies that the intrinsic mutual exclusion relation is . The imposed mutual exclusion relation is . This is because MACHINE1 must push out the -part first then MACHINE2 can pick it up for processing , and similarly, MACHINE2 must push out the -part first then MACHINE1 can pick it up for processing . By using a computational procedure which will be described in Section V we can derive a controllable harmonious sublanguage whose makespan is minimum (i.e., 8 time units) for one product cycle. updates its command only when the value of the map changes, i.e., either a new event starts firing or an old one ceases firing. This process will continue until no events can be fired. Fig. 4 depicts the aforementioned execution sequence. When is ideal, the execution time becomes minimum, as depicted in Fig. 4 .
V. COMPUTING STRING EXECUTION TIME
BY USING HEAPS-OF-PIECES Recall that, in the previous section we define a map , whose value is the execution time of in a centralized model . There are several ways to compute , one of which is by using the theory of heaps-of-pieces [20] .
Definition 4: A heap model is a 5-tuple , where 1) is a finite set whose elements are called pieces ; 2) is a finite set whose elements are called slots; 3) associates a piece with a subset of slots. We assume for all ; 4) gives the height of the lower contour of a piece; 5) gives the height of the upper contour of a piece. In other words, the piece , which appears after , should pile upon . We call a height-stamp of , which denotes the starting vertical position of each relevant piece. The upper contour of with respect to is a row vector , where
The height of with respect to is .
Suppose is the collection of all hight-stamps of . Then the height of is . Later we will see that, by a proper setup, the execution time of a string is equal to the height of , which can be computed by the following algebraic way.
Definition 5: The semiring is the set , equipped with the operation max, written additively (i.e., ), and the usual sum, written multiplicatively (i.e., ). In this semiring, the zero element is , and the unit element is 0. The matrix operations are induced by the semiring structure as follows. For matrices and of appropriate dimensions, , and . For a scalar ,
. From now on we omit the sign, and directly use to denote . By the definition of semiring we get that, the matrix multiplication is associative, i.e.,
. Let be the collection of all matrices, whose dimensions are . Let , where for all if and if otherwise and for all , with being the unit matrix (i.e., all diagonal entries are and all other entries are ). Thus, if , then . Clearly, is a morphism between and . We say is induced from . Let be the -dimensional column vector, whose entries are all equal to . We use to denote the transpose of , which is a row vector. From [9] we have the following:
Once a heap model is given, the morphism is uniquely determined. Thus, the height of each string can be computed.
is the upper contour of . Given a centralized model and a requirement , we build an undirected graph , where is the vertex set and is the edge set, where which means we use an edge to connect two different events, which are mutually exclusive specified by . A subgraph of is complete if every pair of vertices in the subgraph are connected by an edge. A complete subgraph is maximal if it is not contained in any larger complete subgraph. A clique cover of is a collection of (maximal) complete subgraphs such that every edge of is contained in at least one (maximal) complete subgraph. Such a clique cover need not be unique. Although it has been shown in [14] that, finding a clique cover whose size is no greater than a given value is NP-hard, which implies that, finding a clique cover with the minimum size is also NP-hard, we can certainly find a clique cover whose size is not necessarily minimum within polynomial time. . In other words, every pair of events in is mutually exclusive. We can easily check that, the corresponding graph is complete, which means in the resulting heap model , the resource set is a singleton. For each , we can derive that is the sum of weights of all relevant pieces in . We call induced from . Apply minimization on both sides and the statement 3) follows. Thus, the lemma is true.
By Lemma 1 we can decide the emptiness of by checking the emptiness of . The latter can be done by using the algorithm presented in [5] because time weights in becomes normal costs used in optimal supervisory control. Lemma 1 also indicates that the minimum makespan of controllable harmonious sublanguages of under is no larger than the minimum makespan of controllable (harmonious) sublanguages of under . Since the latter can be effectively computed by the algorithm presented in [5] , Lemma 1 allows us to construct a finite language which contains . To provide a procedure to compute , we treat as a number, where Given , for each we define . . This means , where is induced from . Then, by Lemma 1, we have . Theorem 2 indicates that the supremal controllable harmonious sublanguage is computable. It is worth to point out that the time complexity of Step 5) in SMT is exponential with respect to the number of states of , which may make us wonder whether we can do it more efficiently. Unfortunately we can show that computing is NP-hard. This suggests that the optimal solution provided in this paper may only be feasible for a relatively small system. Like centralized synthesis in the Ramadge-Wonham paradigm, which serves as a building block for more computationally efficient techniques such as distributed synthesis, the time optimal synthesis/control technique presented in this paper also provides one useful building block that can be used in the future in a possibly more advanced timed control paradigm.
VII. EXAMPLE OF A CLUSTER TOOL
As an illustration, we apply the aforementioned technique to a simplified cluster tool example depicted in Fig. 6 , which consists of one load/exit lock (LEL) for feeding unprocessed wafers into the system and pulling processed wafers out of the system, two processing chambers (PC1 and PC2) for processing wafers, two robots (R1 and R2) for transporting wafers inside the system, and one buffer (B) for swapping wafers between two robots. We assume that B has one slot. Fig. 7 depicts the time-weighted system model, where the time weight of each transition is 1, except for Process1 and Process2, whose weights are 12 (because processing usually takes more time). All events are controllable, except for Process1 and Process2. We assume that the intrinsic mutual exclusion relation is , where and are alphabets of R1 and R2, respectively. The rationality of such an assumption is that each robot can only perform one action at each time instant because it has only one arm to transport at most one wafer. The local requirements are depicted in Fig. 8 , where local requirements -specify that, each wafer needs to go through the following routine sequence:
. The local requirement specifies that there are only two wafers per each batch for the purpose of illustration. The overall requirement is the product of all local requirements. We define the imposed mutual exclusion relation as follows:
It specifies our expectation that in B pick and drop actions should never overlap because there is only one slot in B, and in each processing chamber the robot's actions should not overlap with the wafer processing action because a wafer can be processed only when it is in a chamber and can be removed from the chamber only when the processing is finished. Let be a centralized model of . We apply SMT on the system to compute .
Step 4) terminates with
. We then create a tree automaton according to SMT. Finally, the result of Step 5) is obtained, whose makespan is 54. This number matches our expectation based on manual calculation. A recognizer of is depicted in Fig. 9 . By Theorem 1 we know that, a timed supervisory control map exists that can achieve and respects the mutual exclusion imposed by . From Fig. 9 we can see that, the key to the minimum-makespan supervision is to process the second wafer in PC1 along with the first wafer being handled by R2, namely R1 and R2 handle two wafers in parallel.
VIII. CONCLUSION
In this paper, we have first introduced the concept of timeweighted system, and brought in a new type of requirement, which consists of one untimed automaton and a mutual exclusion relation. Then we have presented a time-optimal supervisor synthesis problem and provided an algorithm to solve it. We have shown that the computed supremal minimum-makespan controllable harmonious sublanguage can be implemented by a timed supervisory control map. In an ideal situation, where the computation of the control law takes no time and each eligible event fires immediately without any delay, the timed supervisory control map can achieve the minimum-makespan supervision.
