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Abstract
We study some properties of bounded and almost periodic solutions of convex Lagrangian
systems in the presence of almost periodic forcing
d
dt
rx0Lðt; xðtÞ; x0ðtÞÞ ¼ rxLðt; xðtÞ; x0ðtÞÞ;
then we establish a result of existence and uniqueness of the almost periodic solution.
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1. Introduction
For a Lagrangian function L :R RN  RN-R; where the partial function
Lðt; :; :Þ is convex and continuously differentiable for each tAR; we consider the
following Lagrangian system:
d
dt
ryLðt; uðtÞ; u0ðtÞÞ ¼ rxLðt; uðtÞ; u0ðtÞÞ; ð1:1Þ
where rxLðt; x; yÞ (resp. ryLðt; x; yÞ) denotes the gradient of the function Lðt; :; yÞ
(resp. Lðt; x; :Þ) with the respect to the inner product of RN :
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In the present work, we study the bounded or almost periodic solutions of
Lagrangian system (1.1), when L; rxL and ryL are almost periodic in t uniformly
for ðx; yÞARN  RN :
We establish a result about the structure of the set of bounded solutions, notably
that this set is convex (Theorem 3.1). We deduce a result of uniqueness for bounded
solutions (Corollary 3.2) and a result of existence of periodic (resp. constant)
solutions, when system (1.1) is periodic (resp. constant) and possesses a bounded
solution (Proposition 3.3). Then we state a result of existence and uniqueness of the
almost periodic solution (Theorem 3.5), when rLðt; :; :Þ (the gradient of Lðt; :; :Þ) is
strongly monotone with positive modulus c; and also globally Lipschitzian. We do
not assume that the Lipschitz constant on rL to be small.
When the Lagrangian Lðt; :; :Þ is convex, system (1.1) is a particular case of
problems treated by Rockafellar [14] and Gaines and Peterson [11]. In [11], the
authors state a result of existence of periodic solutions.
By using a variational approach, the question of the almost periodic solutions of
the autonomous convex Lagrangian system, without forcing term is studied by Blot
(c.f. [5] and references therein):
d
dt
ryLðuðtÞ; u0ðtÞÞ ¼ rxLðuðtÞ; u0ðtÞÞ: ð1:2Þ
Blot provides results about the structure of the set of almost periodic solutions.
To show the existence of almost periodic solutions of the convex Lagrangian
system, in the presence of almost periodic forcing term
d
dt
ryLðuðtÞ; u0ðtÞÞ ¼ rxLðuðtÞ; u0ðtÞÞ þ eðtÞ; ð1:3Þ
Blot built a variational method on an Hilbert space (like a space of Sobolev
functions) of Besicovitch almost periodic functions, and a notion of weak almost
periodic solutions (c.f. [6]). The results obtained by this way are theorems of
existence and uniqueness of generalized almost periodic solutions. For classic
solutions, the results of Blot are uniqueness of almost periodic solution for all almost
periodic e and existence only for a dense subset of those forcing terms e: Eq. (1.3) is a
special case of Eq. (1.1). In this paper we give some improvements and general-
izations for the existence result of Blot.
A special class of convex Lagrangian system (1.1) is the following second-order
differential system with convex potential F:
u00ðtÞ ¼ rFðuðtÞÞ þ eðtÞ; ð1:4Þ
where the associated Lagrangian function is
Lðt; x; yÞ :¼ 1
2
jyj2 þ FðxÞ þ/xjeðtÞS: ð1:5Þ
For the scalar case [2] and for the vectorial case [3], Berger and Chen have
established the existence and uniqueness of almost periodic solution of (1.4). In [3],
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Berger and Chen assume that e is almost periodic, and the potential F is of
the form
FðxÞ :¼ 1
2
/AxjxSþ UðxÞ; ð1:6Þ
where A is a symmetric positive-deﬁnite matrix and UAC2ðRN ;RÞ is a convex
function. They also need the following growth condition:
(M40; Mpjxkjpjykjðk ¼ 1;y; NÞ ) UðxÞpUðxÞ: ð1:7Þ
In [9], Carminati states a local version of the results of Berger and Chen, assuming
that F is convex only near the minimum of F: The above growth condition (1.7) is
not used by Carminati. To prove the existence and uniqueness of bounded or almost
periodic solution of (1.4), Carminati assumes that e is bounded or almost periodic
and the potential F is of form (1.6), where A is a symmetric positive-deﬁnite matrix
and U is a convex function of class C1 on the ball %Bðx0; rÞ (r40), where F reaches
its minimum in this ball at x0:
More recently in [17], Zakharin and Parasyuk have studied the existence of almost
periodic solution for the system
u00ðtÞ ¼ rxFðt; uðtÞÞ; ð1:8Þ
where FAC0ðR K ;RÞ; K is a compact convex subset of RN and Fðt; :Þ is convex
and differentiable on K ; for each tAR: The authors use a variational method on a
Hilbert space of Besicovitch almost periodic functions looks like a Sobolev space. By
this method the authors establish the existence of generalized solutions and in the
quasi-periodic case, they prove that these solutions are classical. To prove the
existence of quasi-periodic solutions, Zakharin and Parasyuk [17, Theorems 4.2 and
4.3] assume that rxF is quasi-periodic in t and rxFðt; :Þ is strongly monotone on K
with positive modulus c: They also assume that the boundary @K of K is a
differentiable manifold of class C1 such that, for each xA@K ; the gradient rxFðt; xÞ
makes an acute angle with an external normal unit vector to @K at the point x [17,
Theorem 4.3], or a similar condition using the projection operator on the closed
convex [17, Theorem 4.2].
The question of existence of almost periodic solutions for the system
u00ðtÞ þ BðtÞu0ðtÞ 
 Fðt; uðtÞÞ ¼ eðtÞ; ð1:9Þ
where BðtÞALðRN ;RNÞ and Fðt; :Þ is monotone, for all tAR; is considered in [7].
In the case where there is no linear dissipation: BðtÞ  0; the authors state a result
of existence and uniqueness of bounded or almost periodic solution, when
F is bounded on each R K (K is a compact subset of RN) or almost periodic
in t uniformly for xARN and Fðt; :Þ is strongly monotone with positive
modulus c:
Note that for our result of existence and uniqueness of the almost periodic
solution (Theorem 3.5) to Lagrangian system in the general form (1.1), we assume
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that rLðt; :; :Þ is globally Lipschitzian, while, for the particular Lagrangian
systems (1.4) and (1.8), the authors of [3,7,9,17] do not need a Lipschitz
condition.
This paper is organized as follows. In Section 2, we recall some notation about
almost periodic functions and give the list of assumptions which will be used in this
paper. The results are announced in Section 3. In Section 4 we prove Theorem 3.1. In
Section 5, we deduce Propositions 3.3 and 3.4, and in Section 6, we prove
Theorem 3.5.
2. Notation and deﬁnitions
We denote AP0ðRpÞ the space of the Bohr almost periodic functions from R to Rp
[10, Chapter 1].
Following [16, Chapter 1], fAC0ðR Rm;RpÞ is so called almost periodic in t
uniformly for xARm when: for each compact subset K in Rm; for each e40; there
exists c40; for each aAR; there exists tA½a; aþ c such that
sup
tAR
sup
xAK
jjf ðt þ t; xÞ 
 f ðt; xÞjjRpoe:
When eAAP0ðRpÞ and f is almost periodic in t uniformly for xARm; we denote,
respectively, by modðeÞ and modðf Þ the module of frequencies of e and f :
Let f :R Rm-Rp be almost periodic in t uniformly for xARm: The hull
of f is denoted by Hðf Þ: Hðf Þ is deﬁned by: gAHðf Þ if and only if there
exists a real sequence ðtkÞk such that, for each compact subset K in Rm; we
have
lim
k-þN
sup
tAR
sup
xAK
jjf ðt þ tk; xÞ 
 gðt; xÞjjRp ¼ 0
(c.f. [10] for almost periodic functions and [16] for almost periodic functions which
contains a parameter).
The numerical space RN is endowed with its standard inner product /xjyS :¼PN
k¼1 xkyk and j:j denotes the associated Euclidian norm. The space R2N  RN  RN
is also endowed with its standard inner product //X jYSS :¼ /X1jY1Sþ
/X2jY2S for X ¼ ðX1; X2Þ and Y ¼ ðY1; Y2ÞAR2N ; and jj:jj denotes the associated
Euclidian norm.
From a Lagrangian function L :R RN  RN-R; ðt; x; yÞ-Lðt; x; yÞ; we give the
following list of assumptions:
(H1) LAC0ðR RN  RN ;RÞ such that the partial function Lðt; :; :ÞAC1ðRN 
RN ;RÞ for each tAR; rxL and ryLAC0ðR RN  RN ;RNÞ:
(H2) L; rxL and ry are almost periodic in t uniformly for ðx; yÞARN  RN :
(H3) For each tAR; the partial function Lðt; :; :Þ is convex on RN  RN :
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(H4) There exists c40; such that for each tAR; rLðt; :; :Þ is strongly monotone with
modulus c on RN  RN : for all ðx1; y1Þ and ðx2; y2ÞARN  RN
/rxLðt; x1; y1Þ 
 rxLðt; x2; y2Þjx1 
 x2S
þ/ryLðt; x1; y1Þ 
 ryLðt; x2; y2Þjy1 
 y2S
Xcðjx2 
 x1j2 þ jy2 
 y1j2Þ:
(H5) There exists k40; such that for each tAR; rLðt; :; :Þ is Lipschitzian with
constant k on RN  RN : for all ðx1; y1Þ and ðx2; y2ÞARN  RN
jrxLðt; x1; y1Þ 
 rxLðt; x2; y2Þj2 þ jryLðt; x1; y1Þ 
 ryLðt; x2; y2Þj2
pk2ðjx2 
 x1j2 þ jy2 
 y1j2Þ:
Remark on Assumption (H2). Let L a Lagrangian function satisfying (H1). If we
assume that rxL and ryL are almost periodic in t uniformly for ðx; yÞARN  RN
(instead (H2)), then L is not necessarily almost periodic in t uniformly for
ðx; yÞARN  RN ; but there exists a Lagrangian function l satisfying (H1) and (H2)
such thatrxl ¼ rxL andryl ¼ ryL (for example, lðt; x; yÞ :¼ Lðt; x; yÞ 
 Lðt; 0; 0Þ).
Remark on Assumption (H4). Let L a Lagrangian function satisfying (H1). Recall
that L satisﬁes (H4) if and only if for each tAR; the partial function Lðt; :; :Þ is
strongly convex with modulus c on RN  RN ; and so (H4) implies that Lðt; :; :Þ is
strictly convex, therefore (H3).
We consider two types of solutions of equation (1.1).
(1) The notion of strong solution: u is a strong solution on R of (1.1), if
uAC1ðR;RNÞ such that the function ryLð:; uð:Þ; u0ð:ÞÞAC1ðR;RNÞ; and for all
tAR; we have equality (1.1).
(2) The notion of weak solution: u is a weak solution on R of (1.1), if uAH1locðR;RNÞ
such that the function ryLð:; uð:Þ; u0ð:ÞÞAH1locðR;RNÞ; and almost everywhere
on R; we have equality (1.1).
Clearly, a strong solution is a weak solution.
3. Statement of the results
We give a result about the structure of the set of bounded solutions of (1.1), when
L; rxL and ryL are almost periodic in t uniformly for ðx; yÞARN  RN : In the case
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of the autonomous convex Lagrangian system (1.2) (without forcing term), Blot has
established in [4, Theorem 3] that the set of almost periodic solutions is convex. In
Theorem 3.1, we state that this result remains valid for the set of bounded solutions
of (1.1). We also state a relation satisﬁed by two bounded solutions.
Theorem 3.1. We assume conditions (H1), (H2) and (H3) fulfilled. Let u and v two
weak (resp. strong) solutions on R of (1.1). If u; u0; v and v0ALNðR;RNÞ; then
rxLðt; uðtÞ; u0ðtÞÞ ¼ rxLðt; vðtÞ; v0ðtÞÞ;
ryLðt; uðtÞ; u0ðtÞÞ ¼ ryLðt; vðtÞ; v0ðtÞÞ
(
ð3:1Þ
almost everywhere on R; and for all yA½0; 1; wy :¼ ð1
 yÞu þ yv is also a weak (resp.
strong) solution on R of (1.1) such that wy and w
0
yAL
NðR;RNÞ:
The Proof of Theorem 3.1 will be given in Section 4.
An easy consequence of Theorem 3.1 is the following result of uniqueness for a
bounded solution.
Corollary 3.2. We assume conditions (H1) and (H2) fulfilled. If the partial function
Lðt; :; :Þ is strictly convex for each tAR (instead (H3)), then there exists at most one
weak (therefore strong) solution u on R of (1.1) satisfying u and u0ALNðR;RNÞ:
For some ordinary differential equations, the boundedness property of solutions
of a periodic equation implies the existence of a periodic solution [16, Chapter III].
By using the convexity of the set of bounded solutions of (1.1), we establish that this
result remains valid for a Lagrangian equation.
Proposition 3.3. (1) We assume conditions (H1) and (H3) fulfilled. If the partial
function Lð:; x; yÞ is T-periodic for each ðx; yÞARN  RN ; then the existence of a weak
solution (therefore a strong) solution u on R of (1.1) satisfying u and u0ALNðR;RNÞ
implies the existence of a weak solution which is T-periodic.
(2) In particular for Eq. (1.2) (autonomous case) where LAC1ðRN  RN ;RÞ and is
convex, the existence of a weak solution u (therefore a strong) solution on R satisfying u
and u0ALNðR;RNÞ; implies the existence of a constant solution.
The proof of Proposition 3.3 will be given in Section 5.
Remark. In the case of the autonomous convex Lagrangian system (1.2), Blot has
established in [4, Theorem 4] the existence of an almost periodic solution implies the
existence of a constant solution.
With Theorem 3.1 and Proposition 3.3, we obtain that if Lð:; x; yÞ is T-periodic
(resp. independent of t), then pðtÞ :¼ ryLðt; uðtÞ; u0ðtÞÞ is T-periodic (resp. constant)
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for a bounded solution u on R of (1.1). By using (3.1), we state that this result
remains valid in the general almost periodic case.
Proposition 3.4. We assume conditions (H1), (H2) and (H3) fulfilled. If u is a weak
(therefore a strong) solution on R of (1.1) satisfying u and u0ALNðR;RNÞ; then the
function defined by
pðtÞ :¼ ryLðt; uðtÞ; u0ðtÞÞ
is almost periodic and
modðpÞCmodðrLÞ;
where rLðt; x; yÞ :¼ ðrxLðt; x; yÞ;ryLðt; x; yÞÞ:
The proof of Proposition 3.4 will be given in Section 5.
Remark. Let FAC0ðR RN ;RÞ such that Fðt; :Þ is convex and differentiable for
each tAR: We assume that F and rxF is almost periodic in t uniformly for xARN :
By using Proposition 3.4, with the Lagrangian function Lðt; x; yÞ :¼ 1
2
jyj2 þ Fðt; xÞ;
we obtain that all bounded solutions u (in C2ðR;RNÞ-LNðR;RNÞ) of (1.8) are
almost periodic and modðuÞCmodðrxFÞ:
This last theorem is a result of existence and uniqueness of almost periodic
solution.
Theorem 3.5. We assume conditions (H1), (H2), (H4) and (H5) fulfilled. Then Eq.
(1.1) has one and only one strong solution u on R satisfying u and u0ALNðR;RNÞ:
Moreover, u is almost periodic and
modðuÞCmodðrLÞ:
The proof of Theorem 3.5 will be given in Section 6.
Remark. Here we explain why, for Eq. (1.3), Theorem 3.5 provides an improvement
on Theorem 5 of Blot in [6]. This result is as follows: let LAC1ðRN  RN ;RÞ; such
that L is strongly convex and have a gradient-mapping Lipschitzian. Then Eq. (1.3)
has a unique generalized solution (in sense of Besicovitch-almost periodic
derivatives) for all almost periodic forcing term e: For classic solutions, the results
of Blot are uniqueness of almost periodic solution for all almost periodic e and
existence only for a dense subset of those forcing terms e: We see that our hypotheses
of Theorem 3.5 are satisﬁed (with the Lagrangian function: Lðt; x; yÞ :¼ Lðx; yÞ þ
/xjeðtÞS and our result is existence and uniqueness of the classic solution for all
almost periodic e: Moreover Theorem 3.5 is valid for Eq. (1.1).
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4. Proof of Theorem 3.1
For the proof of Theorem 3.1, we need the two following lemmas.
Lemma 4.1. For the mapping L :R RN  RN-R; we assume that (H1), (H2) and
(H3) are fulfilled. Let K1 and K2 two compact subsets of R
N ; and u a weak solution on
R of (1.1) such that uðRÞCK1 and u0ðRÞCK2:
If there exists a numerical sequence ðtnÞn; and a mapping L :R RN  RN-R
satisfying (H1), (H2) and (H3) such that
lim
n-þN suptAR
sup
xAK1
sup
yAK2
jjrLðt þ tn; x; yÞ 
 rLðt; x; yÞjj ¼ 0; ð4:1Þ
then for a subsequence, we have
uðt þ tnÞ-vðtÞ as n-þN
uniformly on each compact subinterval of R; where v is a weak solution on R of
d
dt
ryLðt; vðtÞ; v0ðtÞÞ ¼ rxLðt; vðtÞ; v0ðtÞÞ ð4:2Þ
such that v and v0ALNðR;RNÞ: Moreover, we have
ryLðt þ tn; uðt þ tnÞ; u0ðt þ tnÞÞ-ryLðt; vðtÞ; v0ðtÞÞ as n-þN
uniformly on each compact subinterval of R:
Proof of Lemma 4.1. By assumptions, we have u and u0ALNðR;RNÞ; then
juðt þ tnÞjpc1 for all tAR ð4:3Þ
ju0ðt þ tnÞjpc2 almost everywhere on R ð4:4Þ
with c1 :¼ suptARjuðtÞjoþN and c2 :¼ suptARju0ðtÞjoþN: By Ascoli
theorem, (4.3) and (4.4), for all aob; there exists a subsequence of ðtnÞn such
that
uðt þ tnÞ-vðtÞ in Cð½a; b;RNÞ as n-þN ð4:5Þ
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where vACðR;RNÞ: From (4.4), we have also
u0ðt þ tnÞ,v0ðtÞ in L2ða; b;RNÞ weak as n-þN: ð4:6Þ
From (4.3), (4.4), (4.5) and (4.6), we obtain v and v0ALNðR;RNÞ:
If we denote by pðtÞ :¼ ryLðt; uðtÞ; u0ðtÞÞ; then pAH1locðR;RNÞ and p0ðtÞ ¼
rxLðt; uðtÞ; u0ðtÞÞ; and so
jpðtÞjpc3 for all tAR ð4:7Þ
jp0ðtÞjpc4 almost everywhere on R ð4:8Þ
with
c3 :¼ sup
tAR
sup
jxjpc1
sup
jyjpc2
jryLðt; x; yÞjoþN;
c4 :¼ sup
tAR
sup
jxjpc1
sup
jyjpc2
jrxLðt; x; yÞjoþN;
since rxL and ryL are almost periodic in t uniformly for ðx; yÞARN  RN [16,
Theorem 2.1, p. 7]. Then we have also for a subsequence
pðt þ tnÞ-qðtÞ in Cð½a; b;RNÞ as n-þN; ð4:9Þ
where qACðR;RNÞ and
p0ðt þ tnÞ,q0ðtÞ in L2ða; b;RNÞ weak as n-þN: ð4:10Þ
We must now prove that v is a weak solution on R of (4.2) and qðtÞ ¼
ryLðt; vðtÞ; v0ðtÞÞ:
It follows from (4.5), (4.6), (4.9) and (4.10) that
Z b
a
/uðt þ tnÞjp0ðt þ tnÞSþ/u0ðt þ tnÞjpðt þ tnÞS dt
-
Z b
a
/vðtÞjq0ðtÞSþ/v0ðtÞjqðtÞS dt as n-þN: ð4:11Þ
If we denote by
UðtÞ :¼ ðuðtÞ; u0ðtÞÞ and VðtÞ :¼ ðvðtÞ; v0ðtÞÞ; ð4:12Þ
PðtÞ :¼ ðp0ðtÞ; pðtÞÞ and QðtÞ :¼ ðq0ðtÞ; qðtÞÞ ð4:13Þ
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by (4.5), (4.6), (4.9) and (4.10), we obtain
Uðt þ tnÞ,VðtÞ in L2ða; b;R2NÞ weak as n-þN; ð4:14Þ
Pðt þ tnÞ,QðtÞ in L2ða; b;R2NÞ weak as n-þN: ð4:15Þ
If we use the standard inner product of R2N ; relation (4.11) becomes
Z b
a
//Uðt þ tnÞjPðt þ tnÞSSdt
-
Z b
a
//VðtÞjQðtÞSSdt as n-þN: ð4:16Þ
Since u is a solution on R of (1.1), we have
ðp0ðtÞ; pðtÞÞ ¼ ðrxLðt; uðtÞ; u0ðtÞÞ;ryLðt; uðtÞ; u0ðtÞÞÞ;
therefore Pðt þ tnÞ ¼ rLðt þ tn; Uðt þ tnÞÞ: If we denote by
QnðtÞ :¼ rLðt; Uðt þ tnÞÞ; ð4:17Þ
we obtain
jjPðt þ tnÞ 
 QnðtÞjjp sup
tAR
sup
xAK1
sup
yAK2
jjrLðt þ tn; x; yÞ 
 rLðt; x; yÞjj
and so, from (4.1), it follows
Pðt þ tnÞ 
 QnðtÞ-0 in L2ða; b;R2NÞ as n-þN: ð4:18Þ
From (4.14), (4.16) and (4.18), it follows
Z b
a
//Uðt þ tnÞjQnðtÞSSdt
-
Z b
a
//VðtÞjQðtÞSSdt as n-þN: ð4:19Þ
From the convex Lagrangian function L; we deﬁne the functional L from
L2ða; b;R2NÞ to R,fþNg by
LðWÞ ¼
R b
a
Lðt; WðtÞÞdt if Lð:; Wð:ÞÞAL1ða; bÞ;
þN otherwise:
(
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Since L is a mapping satisfying (H1), (H3) and
Lðt; X ÞX//rLðt; 0ÞjXSSþ Lðt; 0Þ
with rLð:; 0ÞAL2ða; b;R2NÞ and Lð:; 0ÞAL1ða; bÞ; the functional L is convex and
lower semi-continuous on L2ða; b;R2NÞ; and cþN: The subdifferential @L is
given by
@LðWÞ :¼ fRAL2ða; b;R2NÞ; RðtÞ ¼ rLðt; WðtÞÞ a:e:g ð4:20Þ
[1, Proposition 2.8, p. 119]. By using (4.20), we can write (4.17) by
QnA@LðUtnÞ with UtnðtÞ :¼ Uðt þ tnÞ: ð4:21Þ
By (4.14), (4.15), (4.18), (4.19) and (4.21), the maximal monotony of @L; implies
QA@LðVÞ ð4:22Þ
[8, Example 2.3.4, p. 25 and Proposition 2.5, p. 27], i.e. v is a weak solution on ða; bÞ
of (4.2) with qðtÞ ¼ ryLðt; vðtÞ; v0ðtÞÞ for all tAða; bÞ: Since this result is true for all
aob; then v is a weak solution on R of (4.2) such that qðtÞ ¼ ryLðt; vðtÞ; v0ðtÞÞ for
all tAR: &
Lemma 4.2. We assume conditions (H1) and (H3) fulfilled. If u and v are two weak
solutions on R of (1.1), then the function
f ðtÞ :¼ /ryLðt; uðtÞ; u0ðtÞÞ 
 ryLðt; vðtÞ; v0ðtÞÞjuðtÞ 
 vðtÞS ð4:23Þ
is nondecreasing on R:
Moreover, if f is constant on R; then u and v satisfy (3.1), and for all yA½0; 1;
wy :¼ ð1
 yÞu þ yv is also a weak solution on R of (1.1).
Proof of Lemma 4.2. The Fenchel transform of L with respect to the rate is the
Hamiltonian H :R RN  RN-R,fþNg with
Hðt; x; pÞ :¼ sup
yARN
f/pjyS
 Lðt; x; yÞg: ð4:24Þ
It is well known that, when Lðt; :; :Þ is convex, Hðt; :; :Þ is concave as a function
of x and convex as a function of p; and is a saddle function in Rockafellar’s
terminology [15]. According to Rockafellar [14], we can formulate the Hamiltonian
inclusion
u0ðtÞA@pHðt; uðtÞ; pðtÞÞ;

p0ðtÞA@xHðt; uðtÞ; pðtÞÞ:
(
ð4:25Þ
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With assumptions (H1) and (H3), ðu; pÞ satisﬁes (4.25) on R if and only if u is a weak
solution on R of (1.1) and pðtÞ ¼ ryLðt; uðtÞ; u0ðtÞÞ for all tAR [15, Theorem 37.5, p.
395]. Since u and v are two solutions of (1.1), then ðu; pÞ and ðv; qÞ satisfy the
Hamiltonian inclusion (4.25) with
pðtÞ ¼ ryLðt; uðtÞ; u0ðtÞÞ and qðtÞ ¼ ryLðt; vðtÞ; v0ðtÞÞ: ð4:26Þ
By a result of Rockafellar [14, Theorem 4], function (4.23) is nondecreasing on R:
Moreover, if f is constant on R; then for all yA½0; 1 and lA½0; 1; the pair
wyðtÞ ¼ ð1
 yÞuðtÞ þ yvðtÞ;
rlðtÞ ¼ ð1
 lÞpðtÞ þ lqðtÞ
(
satisﬁes (4.25); thus wy is a weak solution on R of (1.1). In particular, for y ¼ 0 and
l ¼ 1; the pair ðu; qÞ satisﬁes (4.25), therefore u is a weak solution on R of (1.1) with
qðtÞ ¼ ryLðt; uðtÞ; u0ðtÞÞ: From (4.26), we obtain pðtÞ ¼ qðtÞ; i.e. relation (3.1). &
Proof of Theorem 3.1. We assume that u and v are two weak solutions on R of (1.1)
such that u; v; u0 and v0ALNðR;RNÞ: We denote by
pðtÞ :¼ ryLðt; uðtÞ; u0ðtÞÞ ð4:27Þ
qðtÞ :¼ ryLðt; vðtÞ; v0ðtÞÞ: ð4:28Þ
By Lemma 4.2, the function
f ðtÞ :¼ /pðtÞ 
 qðtÞjuðtÞ 
 vðtÞS ð4:29Þ
is nondecreasing on R and from (4.7), one has
lim
t-þN f ðtÞ ¼ suptAR f ðtÞoþN: ð4:30Þ
Let K1 and K2 two compact subsets of R
N such that uðRÞCK1; vðRÞCK1; u0ðRÞCK2
and v0ðRÞCK2: Since rL is almost periodic in t uniformly for ðx; yÞARN  RN ; there
exists a numerical sequence ðtnÞn such that
lim
n-þN tn ¼ þN; ð4:31Þ
lim
n-þN suptAR
sup
xAK1
sup
yAK2
jjrLðt þ tn; x; yÞ 
 rLðt; x; yÞjj ¼ 0: ð4:32Þ
By Lemma 4.1, for a subsequence, we have
uðt þ tnÞ-uðtÞ as n-þN; ð4:33Þ
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vðt þ tnÞ-vðtÞ as n-þN; ð4:34Þ
pðt þ tnÞ-pðtÞ as n-þN; ð4:35Þ
qðt þ tnÞ-qðtÞ as n-þN ð4:36Þ
uniformly on each compact subinterval of R; where u and v are two weak solutions
on R of (1.1), and
pðtÞ :¼ ryLðt; uðtÞ; u0ðtÞÞ; ð4:37Þ
qðtÞ :¼ ryLðt; vðtÞ; v0ðtÞÞ: ð4:38Þ
If we denote by fðtÞ :¼ /pðtÞ 
 qðtÞjuðtÞ 
 vðtÞS; from (4.33), (4.34), (4.35) and
(4.36), then for all tAR; we obtain
fðtÞ ¼ lim
n-þN f ðt þ tnÞ: ð4:39Þ
From (4.30), (4.31) and (4.39), we obtain
fðtÞ  sup
sAR
f ðsÞ 8tAR ð4:40Þ
By Lemma 4.2, we have pðtÞ ¼ qðtÞ; therefore fðtÞ  0; and so
sup
tAR
f ðtÞ ¼ 0: ð4:41Þ
To prove
inf
tAR
f ðtÞ ¼ 0 ð4:42Þ
the reasoning is similar to (4.41), and so f ðtÞ  0: By Lemma 4.2, we obtain (3.1),
and for all yA½0; 1; wy is a weak solution on R of (1.1). Evidently wy and
w0yAL
NðR;RNÞ: In the case where u and v are strong solutions, then wy is a strong
solution. &
5. Consequences of Theorem 3.1
The object of this section is to prove Propositions 3.3 and 3.4.
Proof of Proposition 3.3. Let u a weak solution on R of (1.1) such that u and u0 are in
LNðR;RNÞ:
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(1.) Periodic case: If we denote by
SnðtÞ :¼ 1
n
Xn
1
k¼0
uðt þ kTÞ; ð5:1Þ
then SnAH1locðR;RNÞ; and
jSnðtÞjpc1 for all tAR ð5:2Þ
jS0nðtÞjpc2 almost everywhere on R ð5:3Þ
with c1 :¼ suptARjuðtÞjoþN and c2 :¼ suptARju0ðtÞjoþN: By Ascoli theorem,
(5.2) and (5.3), for all aob; there exists a subsequence of ðSnÞn such that
SnðtÞ-vðtÞ in Cð½a; b;RNÞ as n-þN; ð5:4Þ
where vACðR;RNÞ: From (5.3), we have also
S0nðtÞ,v0ðtÞ in L2ða; b;RNÞ weak as n-þN: ð5:5Þ
Relation (5.1) implies
jSnðt þ TÞ 
 SnðtÞjp2c1
n
for all tAR: ð5:6Þ
By (5.4) and (5.6), v is T-periodic. It remains to prove that v is a weak solution on R
of (1.1). Since L is T-periodic, then uð:þ kTÞ ðkANÞ is a solution; and so Sn is a
convex combination of solutions. By Theorem 3.1, Sn is also a solution of (1.1), and
for all nAN; Sn and u satisfy relation (3.1):
rLðt; SnðtÞ; S0nðtÞÞ ¼ rLðt; uðtÞ; u0ðtÞÞ for all tAR:
By usingL the convex extension of L on L2ða; b;RNÞ (c.f. proof of Lemma (4.1)), we
can ensure
rLðt; vðtÞ; v0ðtÞÞ ¼ rLðt; uðtÞ; u0ðtÞÞ for all tAR;
i.e. v is a weak solution on R of (1.1).
(2) Autonomous case: In this case, L is 1-periodic for example, by periodic case
there exists a solution v of (1.1) which is 1-periodic. If we denote by
TnðtÞ :¼ 1
n
Xn
1
k¼0
vðt þ kpÞ
by the precedent case, we have
TnðtÞ-wðtÞ as n-þN
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uniformly on each compact subinterval of R; where w is a solution on R of (1.1)
which is p-periodic. Since v is 1-periodic, then Tn is also 1-periodic; and so w: In
conclusion, w is a solution on R of (1.1) which is 1 and p-periodic, therefore w is
constant. &
For the proof of Proposition 3.4, we need the following lemma.
Lemma 5.1. Let L :R R2N-R a mapping satisfying (H1) and (H2). If GAHðrLÞ;
then there exists LAHðLÞ such that for all tAR; the partial function
Lðt; :ÞAC1ðR2N ;RÞ and rL ¼ G:
Remark. The Lagrangian function L satisﬁes (H1) and (H2).
Proof of Lemma 5.1. By deﬁnition of the hull of rL; if GAHðrLÞ; then there exists
a numerical sequence ðtnÞn; such that for all compact subset K of R2N :
lim
n-þN suptAR
sup
XAK
jjrLðt þ tn; X Þ 
 Gðt; XÞjj ¼ 0: ð5:7Þ
Since L is almost periodic in t uniformly for XAR2N ; there exists LAC0ðR
R2N ;RÞ such that for a subsequence of ðtnÞn; one has for all compact subset K of
R2N ;
lim
n-þN suptAR
sup
XAK
jjLðt þ tn; XÞ 
 Lðt; X Þjj ¼ 0 ð5:8Þ
[16, Theorem 2.2, p. 10] and so LAHðLÞ: For t0AR ﬁxed, we introduce the
following maps fn and f from R2N to R deﬁned by fnðX Þ :¼ Lðt0 þ tn; X Þ and fðX Þ :
¼ Lðt0; X Þ: We also introduce g the map from R2N to RN deﬁned by gðX Þ :¼
Gðt0; XÞ: By (5.7) and (5.8), we have
fnðXÞ-fðX Þ as n-þN; ð5:9Þ
rfnðX Þ-gðX Þ as n-þN ð5:10Þ
uniformly on each compact subset of R2N ; and so fAC1ðR2N ;RÞ and rf ¼ g; i.e.
Lðt0; :ÞAC1ðR2N ;RÞ and rL ¼ G: &
Proof of Proposition 3.4. Let ðtnÞn and ðtnÞn two numerical sequences. To prove that
p is almost periodic, we must build common subsequences such that
lim
n-þN pðt þ tfðnÞ þ tfðnÞÞ ¼ limn-þN limm-þN pðt þ tfðnÞ þ tfðmÞÞ ð5:11Þ
pointwise [10, Theorem 1.17, p.12].
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By (H2), there exists GAHðrLÞ and common subsequences ðtfðnÞÞn and ðtfðnÞÞn
such that for all compact subset K
lim
n-þN suptAR
sup
XAK
jjrLðt þ tfðnÞ þ tfðnÞ; XÞ 
 Gðt; X Þjj ¼ 0; ð5:12Þ
lim
n-þN limm-þN suptAR
sup
XAK
jjrLðt þ tfðnÞ þ tfðmÞ; XÞ 
 Gðt; XÞjj ¼ 0 ð5:13Þ
[16, Theorem 2.6, p. 15].
By Lemma 5.1, there exists LAHðLÞ satisfying (H1) and (H2) such that
rL ¼ G: ð5:14Þ
By (H3), for each tAR; the partial function Lðt; :Þ is convex on R2N :
By Lemma 4.1, there exists common subsequences such that
lim
n-þN limm-þN uðt þ tfðnÞ þ tfðmÞÞ ¼ u1ðtÞ; ð5:15Þ
lim
n-þN limm-þN pðt þ tfðnÞ þ tfðmÞÞ ¼ p1ðtÞ; ð5:16Þ
lim
n-þN uðt þ tfðnÞ þ tfðnÞÞ ¼ u2ðtÞ; ð5:17Þ
lim
n-þN pðt þ tfðnÞ þ tfðnÞÞ ¼ p2ðtÞ ð5:18Þ
uniformly on each compact subinterval of R; where u1 and u2 are two weak solutions
on R of (4.2) such that u1; u2; u
0
1 and u
0
2AL
NðR;RNÞ: Moreover, we have
p1ðtÞ ¼ ryLðt; u1ðtÞ; u01ðtÞÞ; p2ðtÞ ¼ ryLðt; u2ðtÞ; u02ðtÞÞ: ð5:19Þ
By Theorem 3.1 applied on (4.2), we have p1 ¼ p2; i.e. (5.11), and so p is almost
periodic.
By Lemma 4.1 and Theorem 3.1, we obtain also that if for all compact subset K of
R2N
rLðt þ tn; XÞ-rLðt; XÞ as n-þN
uniformly on R K ; implies
pðt þ tn; XÞ-pðtÞ as n-þN
uniformly on each compact subinterval of R; we have module containment [10,
Theorem 4.5, p. 61]. &
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6. Proof of result of existence and uniqueness
The object of this section is to prove Theorem 3.5. For that we need the following
lemma.
Lemma 6.1. We assume conditions (H1), (H2) and (H4) fulfilled. If u is a weak
(therefore a strong) solution on R of ð1:1Þ satisfying u and u0 are in LNðR;RNÞ; then u
is almost periodic and
modðuÞCmodðrLÞ:
Proof of Lemma 6.1. By Lemma 5.1, for each GAHðrLÞ; there exists LAHðLÞ such
that L satisﬁes (H1), (H2) and rL ¼ G: By deﬁnition of the hull of L; L satisﬁes
(H4), therefore Lðt; :; :Þ is strictly convex for each tAR: By Lemma 4.1, Eq. (4.2) has
at least one weak solution v on R such that v and v0 are in LNðR;RNÞ: By Corollary
3.2, this solution is unique. Consequently we have, for each LAHðLÞ; Eq. (4.2) has
one and only one weak solution on R such that v and v0ALNðR;RNÞ: The proof of
almost periodicity of u and the formula of module is similar to the Proof of
Proposition 3.4. &
Proof of Theorem 3.5. By using Corollary 3.2 and Lemma 6.1, it remains to prove
that Lagrangian system (1.1) has at least one strong solution u on R satisfying u and
u0ANðR;RNÞ: To build a bounded solution of (1.1), we use the Hamiltonian deﬁned
by (4.24). &
Lemma 6.2. We assume conditions (H1), (H2), (H4) and (H5) fulfilled. One has
(i) Hðt; :; :ÞAC1ðRN  RN ;RÞ for all tAR;
(ii) suptAR jrxHðt; 0; 0ÞjoþN and suptAR jrpHðt; 0; 0ÞjoþN;
(iii) there exists k40; such that for each tAR; rHðt; :; :Þ is Lipschitzian with
constant k on RN  RN ;
(iv) rHAC0ðR RN  RN ;RN  RNÞ;
(v) there exists c40; such that for each tAR;
ð
rxHðt; :; :Þ;rpHðt; :; :ÞÞ
is strongly monotone with modulus c on RN  RN : for all ðx1; p1Þ and
ðx2; p2ÞARN  RN

/rxHðt; x1; p1Þ 
 rxHðt; x2; p2Þjx1 
 x2S
þ/rpHðt; x1; p1Þ 
 rpHðt; x2; p2Þjp1 
 p2S
Xcðjx2 
 x1j2 þ jp2 
 p1j2Þ:
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Proof of Lemma 6.2. (i) By (H1), (H4), (H5) the partial function Lðt; x; :ÞA
C1ðRN ;RÞ and his gradient is strongly monotone with modulus c and Lipschitzian
with constant k: By (4.24) the partial function Hðt; x; :Þ is the conjugate of Lðt; x; :Þ;
therefore
Hðt; x; :ÞAC1ðRN ;RÞ ð6:1Þ
and his gradient is strongly monotone with modulus 1
k
and Lipschitzian with constant
1
c
: for all x; p1 and p2ARN
/rpHðt; x; p1Þ 
 rpHðt; x; p2Þjp1 
 p2SX1
k
jp1 
 p2j2; ð6:2Þ
jrpHðt; x; p1Þ 
 rpHðt; x; p2Þjp1
c
jp1 
 p2j ð6:3Þ
[12, Corollary 4.14, Theorems 4.21 and 4.22, pp. 82 and 83]. If we denote by L the
conjugate of Lðt; :; :Þ; i.e.
Lðt; q; pÞ :¼ sup
xARN
sup
yARN
f/qjxSþ/pjyS
 Lðt; x; yÞg;
then by (4.24), we have
Lðt; q; pÞ :¼ sup
xARN
f/qjxSþ Hðt; x; pÞg;
and so the partial function Lðt; :; pÞ is the conjugate of the convex function

Hðt; :; pÞ: Since Hðt; :; pÞ is concave and ﬁnite, then Hðt; :; pÞ is continuous [15,
Corollary 10.1.1, p. 83], then his biconjugate is itself, and so

Hðt; x; pÞ :¼ sup
qARN
f/qjxS
 Lðt; q; pÞg;
i.e. 
Hðt; :; pÞ is the conjugate of the convex function Lðt; :; pÞ:
By (H1), (H4) and (H5)
Hðt; :; pÞAC1ðRN ;RÞ ð6:4Þ
and his gradient satisﬁes for all x1; x2 and pARN

/rxHðt; x1; pÞ 
 rxHðt; x2; pÞjx1 
 x2SXcjx1 
 x2j2; ð6:5Þ
jrxHðt; x1; pÞ 
 rxHðt; x2; pÞjpkjx1 
 x2j: ð6:6Þ
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Relations (6.1) and (6.4), imply
Hðt; :; :ÞAC1ðRN  RN ;RÞ ð6:7Þ
[15, Theorem 25.1, p. 242 and Theorems 35.8 and 35.9, pp. 375 and 376].
(ii) Since rpHðt; 0;ryLðt; 0; 0ÞÞ ¼ 0 (Hðt; 0; :Þ is the conjugate of Lðt; 0; :Þ), it
follows from (6.3) with x ¼ 0; p1 ¼ 0 and p2 ¼ ryLðt; 0; 0Þ
jrpHðt; 0; 0Þjp1
c
jryLðt; 0; 0Þj: ð6:8Þ
By (H2), ryLð:; 0; 0Þ is almost periodic, therefore it is bounded on R; and so
sup
tAR
jrpHðt; 0; 0ÞjoþN: ð6:9Þ
Since
rxHðt; x; pÞ ¼ 
rxLðt; x;rpHðt; x; pÞÞ ð6:10Þ
[15, Theorem 37.5, p. 395], it follows
rxHðt; 0; 0Þ ¼ 
rxLðt; 0;rpHðt; 0; 0ÞÞ: ð6:11Þ
By (H2), (6.9) and (6.11), we obtain
sup
tAR
jrxHðt; 0; 0ÞjoþN: ð6:12Þ
(iii) Let y1 :¼ rpHðt; x1; pÞ and y2 :¼ rpHðt; x2; pÞ: Then
p ¼ ryLðt; x1; y1Þ ¼ ryLðt; x2; y2Þ; ð6:13Þ
it follows from (H4)
cjy2 
 y1j2p/rxLðt; x1; y1Þ 
 rxLðt; x2; y2Þjx1 
 x2S
and from (6.10)
cjy2 
 y1j2p
/rxHðt; x1; pÞ 
 rxHðt; x2; pÞjx1 
 x2S:
By (6.6) and Cauchy–Schwartz inequality, we have
cjy2 
 y1j2pkjx1 
 x2j2
and so for each tAR and pARN ; rpHðt; :; pÞ is Lipschitzian with constant k1 :¼
ﬃﬃ
k
c
q
on RN ; and from (6.3) we deduce that for each tAR; rpHðt; :; :Þ is Lipschitzian with
constant k2 :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
c2
þ k21
q
on RN  RN : By (H2) and (6.10), we obtain that for each
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tAR; rxHðt; :; :Þ is Lipschitzian with constant k3 :¼ k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k22 þ 1
q
on RN  RN ; and so
for each tAR; rHðt; :; :Þ is Lipschitzian with constant k :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k22 þ k23
q
on RN  RN :
(iv) It sufﬁces to prove thatrpHð:; x; pÞAC0ðR;RNÞ for all x and pARN : Indeed, if
this last condition is fulﬁlled, then by (6.10) we have rxHð:; x; pÞAC0ðR;RNÞ;
therefore rHð:; x; pÞAC0ðR;RN  RNÞ; and so iii) implies rHAC0ðR RN 
RN ;RN  RNÞ: To prove that rpHð:; x; pÞAC0ðR;RNÞ; we introduce a numerical
sequence such that limn-þN tn ¼ t: If we denote
pn :¼ ryLðtn; x;rpHðt; x; pÞÞ; ð6:14Þ
we have
rpHðt; x; pÞ ¼ rpHðtn; x; pnÞ; ð6:15Þ
lim
n-þN pn ¼ ryLðt; x;rpHðt; x; pÞÞ: ð6:16Þ
Since
ryLðt; x;rpHðt; x; pÞ ¼ p ð6:17Þ
by (6.16), we have
lim
n-þN pn ¼ p: ð6:18Þ
By (6.3) and (6.15), we obtain
jrpHðt; x; pÞ 
 rpHðtn; x; pÞjp1
c
jpn 
 pj
and so by (6.18), we conclude
lim
n-þN rpHðtn; x; pÞ ¼ rpHðt; x; pÞ:
(v) Let fAC0ðR RN  RN ;RÞ deﬁned by
f ðt; x; pÞ :¼ Hðt; x; pÞ 
 1
2k
jpj2 þ c
2
jxj2:
The partial function f ðt; :; :ÞAC1ðRN  RN ;RÞ and
rx f ðt; x; pÞ :¼ rxHðt; x; pÞ þ cx;
rp f ðt; x; pÞ :¼ rpHðt; x; pÞ 
 1
k
p:
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Since
/rx f ðt; x1; pÞ 
 rx f ðt; x2; pÞjx1 
 x2S
¼ /rxHðt; x1; pÞ 
 rxHðt; x2; pÞjx1 
 x2Sþ cjx1 
 x2j2
from (6.5), we obtain
/rx f ðt; x1; pÞ 
 rx f ðt; x2; pÞjx1 
 x2Sp0;
then f ðt; :; pÞ is concave on RN : From (6.2), by the same argument we obtain f ðt; x; :Þ
is convex on RN : Therefore, the concave–convex function f ðt; :; :Þ satisﬁes
/rpf ðt; x1; p1Þ 
 rpf ðt; x2; p2Þjp1 
 p2S
X/rx f ðt; x1; p1Þ 
 rx f ðt; x2; p2Þjx1 
 x2S
[15, Corollary 37.5.2, p. 396], then
/rpHðt; x1; p1Þ 
 rpHðt; x2; p2Þjp1 
 p2S
X/rxHðt; x1; p1Þ 
 rxHðt; x2; p2Þjx1 
 x2S
þ 1
k
jp1 
 p2j2 þ cjx1 
 x2j2
and so we obtain the conclusion with c :¼ minðc; 1kÞ: &
End of the Proof of Theorem 3.5. By Lemma 6.2 the Hamiltonian inclusion (4.25)
reduces to the classical Hamiltonian system:
u0ðtÞ ¼ rpHðt; uðtÞ; pðtÞÞ;
p0ðtÞ ¼ 
rxHðt; uðtÞ; pðtÞÞ:
(
ð6:19Þ
To build a bounded solution of (1.1), it sufﬁces to prove that (6.19) admits at least
one ðu; pÞ solution (in C1ðR;RN  RNÞ) such that u and u0ALNðR;RNÞ: For that we
use the method of guiding functions as developed in the book of Krasnoselski and
Zabreiko [13]. To describe this method, we consider the equation
X 0ðtÞ ¼ Fðt; XðtÞÞ; ð6:20Þ
where F :R R2N-R2N is continuous and locally Lipschitzian with respect to X :
Lemma 6.3 (Krasnosel’skii and Zabreiko [13, Theorem 13.6, p. 56]). Let V a regular
guiding function for (6.20), i.e. VAC1ðR2N ;RÞ; there exists R40; a40
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and WAC1ðR2N ;RÞ such that for all tAR and jjX jjXR; one has
//rVðXÞjFðt; XÞSS4ajjrVðXÞjjjjFðt; XÞjj; ð6:21Þ
jjrWðX ÞjjojjrVðXÞjj; ð6:22Þ
jWðX Þj-þN as jjX jj-þN: ð6:23Þ
If the index of V is nonzero, then (6.20) has at least one solution X (in C1ðR;R2NÞ)
such that XALNðR;R2NÞ:
If we denote by
VðXÞ :¼ 1
2
//KX jXSS with K :¼ 0N IN
IN 0N
 !
then, we have
rVðX Þ ¼ KX and jjKX jj ¼ jjX jj: ð6:24Þ
If we denote by
Fðt; XÞ :¼ JrX Hðt; X Þ with J :¼
0N IN

IN 0N
 !
then, by Lemma 6.2, we obtain
FAC0ðR R2N ;R2NÞ and sup
tAR
jjFðt; 0ÞjjoþN ð6:25Þ
and for all tAR; X1 and X2AR2N
jjFðt; X1Þ 
 Fðt; X2ÞjjpkjjX1 
 X2jj; ð6:26Þ
//Fðt; X1Þ 
 Fðt; X2ÞjKX1 
 KX2SSXcjjX1 
 X2jj: ð6:27Þ
From (6.24), (6.25) and (6.26), it follows
jjFðt; XÞjjjjrVðX Þjjp kjjX jj þ sup
tAR
jjFðt; 0Þjj

 
jjX jj ð6:28Þ
and from (6.24), (6.25) and (6.27), it follows
//Fðt; X ÞjKXSSXcjjX jj2 
 jjX jj sup
tAR
jjFðt; 0Þjj: ð6:29Þ
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By (6.28) and (6.29), we obtain (6.21) with a ¼ 1
2
and R40 such that R43ð2c 

kÞ
1suptAR jjFðt; 0Þjj: By (6.24) K is nonsingular, then the index of V is nonzero [13,
Theorem 12.1, p. 41]. For W ; we can choose WðXÞ :¼ 1
4
jjX jj2: By Lemma 6.3,
Eq. (6.20), therefore Hamiltonian inclusion (6.19) has at least one solution X such
that X ¼ ðu; pÞALNðR;R2NÞ: Moreover, we have
jjX 0ðtÞjj ¼ jjFðt; XðtÞÞjjpkjjX ðtÞjj þ sup
tAR
jjFðt; 0Þjj
and so X 0 ¼ ðu0; p0ÞALNðR;R2NÞ and the proof is complete. &
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