Missing traffic data are inevitable due to detector failure or communication failure. Currently, most of imputation methods estimated the missing traffic values by using spatial-temporal information as much as possible. However, it ignores an important fact that spatial-temporal information of the traffic missing data is often incomplete and unavailable. Moreover, most of the existing methods are verified by traffic data from freeway, and their applicability to urban road data needs to be further verified. In this paper, a hybrid method for missing traffic data imputation is proposed using FCM optimized by a combination of PSO algorithm and SVR. In this method, FCM is the basic algorithm and the parameters of FCM are optimized. Firstly, the patterns of missing traffic data are analyzed and the representation of missing traffic data is given using matrix-based data structure. Then, traffic data from urban expressway and urban arterial road are used to analyze spatial-temporal correlation of the traffic data for the determination of the proposed method input. Finally, numerical experiment is designed from three perspectives to test the performance of the proposed method. The experimental results demonstrate that the novel method not only has high imputation precision, but also exhibits good robustness.
Introduction
With the continuous increase in travel demand, the urban road traffic congestion is becoming ever more serious. However, it is not sufficient to solve the problem of traffic congestion only by building new roads and other infrastructures, because of some economic and environmental reasons. Therefore, more and more researchers are focusing on the optimization of the existing traffic network in order to avoid or mitigate traffic congestion. Intelligent transportation systems (ITS) play an important role in the optimization of the existing traffic network. ITS applications such as intelligent traffic control and dynamic traffic guidance are able to improve the actual capacity of existing roads based on traffic data collected in real time. Nowadays, traffic data collection methods such as loop detectors, microwave detectors, video sensors, and GPS become more and more widely in the ITS. Unfortunately, missing traffic data are inevitable because of detector faults or transmission distortion [1] , which severely limits the application and generalization of the ITS. For example, advanced traffic control system (a subsystem of ITS) requires sufficient and complete traffic flow data (including but not limited to traffic volume, speed, and occupancy) to generate appropriate traffic control strategies [2] .
Many research efforts have been undertaken to estimate missing traffic data and many excellent imputation methods have been proposed. From the viewpoint of modeling philosophy, these methods are roughly divided into three categories: prediction based methods, interpolation based methods, and statistical learning based methods [3, 4] .
Prediction based methods directly used existing traffic flow prediction methods, including Auto-Regressive Integrated Moving Average (ARIMA) model [5] and FeedForward Neural Network (FFNN) [2] . In these methods, a missing data point is regarded as a value to be predicted, and then the value is predicted using the relationship extracted from historical past-to-future data pairs [6] . However, two major differences between missing traffic data imputation and traffic flow prediction had not been fully considered in these methods. On the one hand, most of the prediction 2 Journal of Advanced Transportation methods do not use the traffic data collected after the missing value, which may reduce performance of missing traffic data imputation. On the other hand, if a consecutive series of traffic data are all missed, the prediction based methods are not able to provide satisfactory results for missing traffic data imputation.
Interpolation based methods estimate the missing data according to an average or weighted average of known data which is neighboring the missing data. There are two types of neighboring data, one is temporal-neighboring (collected from the same detector in the same time period but in neighboring days) [7] , and the other is patternneighboring (collected from the same detector at the same time period but in other days with similar daily flow variation patterns) [8] . The historical average model is a typical temporal-neighboring interpolation method that completes the missing data using the average of the known historical data collected from the same location or in the same time period but in the previous few days [9] . Pattern-neighboring interpolation methods often estimate the missing data using the average or weighted average of known data of neighboring detectors which is a typical pattern-neighboring [10] . The -Nearest Neighbor (KNN) model is a typical patternneighboring interpolation methods [11] , whose key work is to determine the neighboring points by appropriate distance metrics. Interpolation based methods are highly dependent on the assumption that neighboring traffic flows are strongly similar to each other. However, this assumption sometimes fails in practice. In addition, when the neighboring traffic data are also missing, the performance of the interpolation based methods will be degraded severely.
Statistical learning based methods often use the observed data to learn a scheme and then inference the corrupted or missing data points in an iterated fashion, which try to take advantages of the statistical feature of traffic flow [12] . These methods usually include two steps: first, assuming a special probability distribution that is followed by the observed data; secondly, the values which best fit the assumed probability distribution which will be used to fill the missing values. Markov Chain Monte Carlo (MCMC) imputation method [13] and Probabilistic Principal Component Analysis (PPCA) imputation method [3] are two classical statistical learning based methods. Moreover, Kernel Probabilistic Principal Component Analysis (KPPCA) [14] and Bayesian Principal Component Analysis (BPCA) method [15] have also been used for missing traffic data imputation. In 2014, Chiou et al. propose an imputation method for missing traffic values by using the conditional expectation approach to functional principal component analysis (FPCA) [16] , and their simulation study shows that the FPCA method performs better than the PPCA and BPCA. Though these methods have a strong assumption usually, their imputation performance is often better than that of conventional methods. This is mainly because the assumed probability distribution almost captures the essentials of traffic flow variations.
In recent years, a number of new methods have been proposed to impute missing traffic data. In 2013, Tan et al. [4] proposed a missing traffic data imputation method based on tensor for the first time, and the experimental results show that this tensor-based method has achieved a better performance, especially in the case with a high missing ratio. As multiway matrices, tensor can take full advantage of the temporal and spatial information of traffic flow data to impute the missing data with a higher precision. Subsequently, Tan et al. [17, 18] proposed several other tensor-based imputation methods according to different perspectives and tested the proposed methods using the traffic data from PeMS, and the results show that these methods have good performance under extreme conditions. In 2015, Tang et al. [19] proposed a missing traffic imputation method based on the fuzzymeans (FCM) optimized by the genetic algorithm. In this method, the matrix form is used to express missing traffic data and the genetic algorithm is employed to optimize the FCM parameters. The empirical results demonstrate that the optimized FCM method has good imputation performance for the missing traffic data with different missing ratios and different sampling intervals. In 2016, Asif et al. [20] proposed a matrix and tensor-based method to estimate the missing traffic data of road network and verified the performance of this method from three aspects: estimation accuracy, data variance, and estimation bias. In 2016, Duan et al. [21] proposed a deep learning method to impute the missing traffic data, and the empirical results show that the average imputation error of this method is below 10 veh/5 min, and the imputation performance is better than the historical average model, ARIMA model, and BP neural network model. More recently, Chen et al. [22] proposed an ensemble correlation-based low-rank matrix completion method which achieved better imputation performance than competing methods (including temporal average imputation and the PPCA imputation). In this method, low-rank matrix is used to represent traffic data and ensemble KNN learning is used to explore the relationship between the missing data and the complete data.
By reviewing the existing methods (especially in recent years) for missing traffic data imputation, it can be found that there are two important research directions in this field. One is to study how to use more spatial-temporal correlation data (which contain more spatial-temporal information) to impute missing data. The other is to study how to use advanced algorithms or improved methods for more fully mining spatial-temporal information contained in spatialtemporal correlation data. However, it ignores an important fact that spatial-temporal information of the missing traffic data is often incomplete and unavailable. Moreover, most of the existing methods are validated using traffic data from freeway (such as [16-19, 21, 22] ), and their applicability to urban road data needs to be further validated. As we all know, the freeway is relatively closed and there are no intersections to hinder the operation of the traffic flow; thus the continuity of traffic flow is better and the traffic flow data show a strong temporal-spatial correlation characteristic. Obviously, the traffic data spatial-temporal information of urban road is less than that of the freeway due to its own structural characteristics.
To tackle the shortcoming as mentioned above, a novel method is proposed to improve the performance of missing traffic data imputation. In order to fully utilize the available spatial-temporal correlation data, fuzzy -means (FCM) is chosen as the basic algorithm, because of its excellent performance to analyze the data with multiple attributes, and the spatial-temporal correlation data can be expressed as multiple attributes. In addition, FCM not only has been successfully applied to address the clustering with incomplete data, but also has been applied to the estimation of missing data [23] [24] [25] [26] , including estimation of missing traffic volume data [19] . In this study, we draw on the principle of a SVR-based method for missing data imputation and taking into account the advantages of particle swarm optimization (PSO) algorithm [27] and then propose a new optimization algorithm that combines PSO and SVR to optimize the parameters of FCM. In order to fully test the imputation performance of the proposed method, the experiment is designed from three perspectives.
The main contributions of this paper are summarized as follows. (a) The combination of PSO and SVR is employed to optimize FCM parameters for the first time. (b) The urban road data are used to test imputation performance of the proposed method, including urban expressway data and urban data arterial. (c) Choose the available data as input of the method, according to correlation analysis of experimental data, rather than taking all possible spatialtemporal correlation data into account. (d) The imputation performance of the proposed method is tested using the traffic data without complete spatial-temporal correlation data (i.e., some of the spatial-temporal correlation data are unavailable or inaccessible).
To give an explanation of the proposed imputation method in detail, the rest of this paper is organized as follows: Section 2 introduces the missing traffic data, including the patterns of the missing data points and the matrix-based missing traffic data representation. Section 3 presents the experimental result and discussion. Finally, the conclusions and future work are outlined in Section 4.
Missing Traffic Data

Patterns of Missing Traffic Data.
Reasons for missing data are uncertain and beyond our control. Therefore, it is necessary to investigate the process of missing data generation. In many studies, missing data are regarded as a probabilistic phenomenon and missing data points present one or more probability distributions. In general, there are three patterns of missing traffic data as follows [3, 16] :
(1) Missing Completely at Random (MCR), where the missing data points are completely independent of each other. Therefore, the missing data usually appear as some isolated points distributed randomly (see Figure 1(a) ).
(2) Missing at Random (MR), where the missing data points are associated with their neighboring points. Therefore, missing data usually appear as a small group of consecutive points lost at the same time, but these groups are random distribution (see Figure 1(b) ).
(3) Not Missing at Random (NMR), where the generation of missing data points have certain patterns. In Intelligent Transportation Systems (ITS), NMR is usually caused by a long time failure of detectors, which results in poor availability of collected traffic data. In this study, we assume that unexpected NMR data points of traffic flow time series have already been found and discarded.
In view of the above analysis, we focus on missing data imputation under three kinds of missing patterns including MCR, MR, and mixed MCR/MR which is a combination of MCR and MR.
Matrix-Based Missing Traffic Data
Representation. At present, matrix-based structure is one of the most widely used and most effective forms for missing traffic data representation. Compared with the traditional vector-based data structure, the matrix-based data structure can make more full use of spatial-temporal correlation information which is usually contained in similar traffic patterns, including 4 Journal of Advanced Transportation temporal patterns (such as "day pattern" and "week pattern") and spatial patterns (such as "link pattern" and "section pattern"). The "day pattern" is the traffic flow data collected in the same day but in the neighboring weeks, such as several consecutive Monday. The "week pattern" is the traffic flow data collected in the neighboring days of a week, such as several consecutive weekdays or weekends. The "link pattern" is the traffic flow data collected in the same link (lane) but in different sections. The "section pattern" is the traffic flow data collected in the same section but in different links (lanes). In this study, 5 min-interval traffic volume data are taken as an example. A matrix-based structure of "day pattern" is presented in Table 1 . A matrix-based structure of "week pattern" is given in Table 2 . Matrix-based structures of "link pattern" and "section pattern" are shown in Table 3 . As we can see, with a matrix-based data structure for missing data representation, the FCM method can make better use of the explicit topological around the missing data to improve the imputation performance.
Methodology
In this section, a brief summary of the relevant methods of this study is given firstly, which include support vector regression imputation, fuzzy -means imputation, particle swarm optimization (PSO), and PSO-based FCM imputation. Then, a novel imputation method named PSO-SVR-FCM is proposed using FCM optimized by a combination of PSO and SVR.
FCM-Based Imputation
Method. Clustering algorithms can be divided into two categories including hard clustering and soft (fuzzy) clustering. For hard clustering, a record of a dataset belongs to one and only one cluster, in which the record is the most similar to other records. However, for soft clustering, each record has a certain probability (known as the membership degree) that belongs to each of the clusters. As a typical hard clustering algorithm, the -means clustering is a powerful technique for data clustering in many fields. As the most famous soft clustering algorithm, the FCM is an improved algorithm of traditional -means clustering, which can overcome the limitations of local optimum in traditional -means clustering and also make a better clustering performance when the clusters are not well separated [28] .
For a dataset = { 1 , 2 , . . . , }, each (1 ≤ ≤ ) has attributes. And then can be expressed as (1) and transform into a matrix-based data structure.
where represents the th attribute value collected at the th time interval. indicates the set of available attributes, which can be used to estimate missing values.
The main steps of FCM-based imputation method are as follows.
Step 1. Set the values of parameters including cluster size and weighting factor , and initialize the value of membership function .
Step 2. Calculate the clusters centroids = { 1 , 2 , . . . , } by
where (1 ≤ ≤ ) is the centroid of the th cluster, the parameter (1 < < +∞) is weighting factor to quantify the fuzzy degree for clustering, membership function ( , ) is a × matrix and means the degree that belongs to , which can be calculated by (3) . For all , there is ∑ =1 ( , ) = 1.
where ( , ) is a generalized norm distance that between the specific data and the centroid , which can be calculated by (4) . When = 1, (4) indicates the Manhattan distance, and when = 1, (4) indicates the Euclidean distance.
Step 3. Minimize the objective function defined as follows and search the optimal values of and C.
Step 4. Whether the termination condition is met, if the objective function value is less than a preset threshold, the difference between objective function values of two consecutive iterations is less than a preset threshold, or the number of iterations reaches its preset maximum number, then the termination condition is met and go to the next step; otherwise update the according to (6) and return to Step 2.
( , ) = ( , )
.
Step 5. Obtain the optimal values of and to estimate the missing attribute values of based on
wherêpresents missing values regarded as the nonreference attributes. Figure 2 illustrates the process of FCM-based method for missing traffic data imputation, where "?" is supposed to be a sample missing value in the dataset. In this example, the complete data are clustered into 3 clusters with a weighting factor value of 2, which means that the parameters = 3 and = 2. As shown in Figure 2 , each data vector contains two attributes which, respectively, correspond to the abscissa and ordinate values. The membership values of missing value "?" are estimated as (0.1, 0.3), (0.2, 0.5), and (0.7, 0.2), and the clustering centroids are estimated to be (120, 119), (87, 85), and (25, 26) . Therefore, if the abscissa value is missing, the missing value is calculated as "?" = 0.1 × 120 + 0.2 × 87 + 0.7 × 25 = 46.9. Similarly, if the ordinate value is missing, the missing value is calculated as "?" = 0.5 × 119 + 0.3 × 85 + 0.2 × 26 = 90.2. Here, only two-dimensional data (two attributes) is used as an example, and the FCM-based method is also applicable to multidimensional data.
Support Vector Regression.
The Support Vector Machine (SVM) [29] is a popular machine learning method based on statistical learning theory. In general, the SVM can be divided into two categories according to their uses. The SVM is originally developed for the classification problem using structural risk minimization principle, which is also called support vector classification (SVC). Then, the SVM is modified to solve nonlinear regression problems by incorporating the -intensive loss function and is also called support vector regression (SVR). In SVR, the input data is mapped to a high-dimensional feature space using a nonlinear function (known as the kernel function that is satisfied with Mercer's condition) and then a linear regression function is computed in the mapped feature space [30] . A significant advantage of SVR is that mathematical calculations are relatively simple because nonlinear problems of input space are transformed into linear problems of high-dimension feature space. SVR only needs to select the appropriate kernel function without the need for knowledge about the specific form of nonlinear mapping. Then, the high-dimensional feature space can be transformed into a low dimensional space via the selected kernel function; thus SVR avoids the "dimension disaster." However, there is no mature and solid theory for the kernel function selection and parameters optimization. In this study, Gaussian radial basis function (RBF) is selected as the kernel function because of its excellent performance [31, 32] , which is defined as follows:
where is the kernel parameter and also called kernel width.
It is well known that the regression accuracy of the SVR with RBF kernel function is closely related to the settings of penalty factor (regularization parameter) , loss function parameter , and kernel parameter . In our study, the PSO algorithm is also employed to optimize the three parameters of SVR. The basic principle of the SVR algorithm and its solution are described in detail in [29, 30] , which are not described here because of the limited length. 
SVR-Based Imputation
Method. SVR is widely used for missing data imputation. In some methods, SVR is used to predict the missing values directly. In other methods, SVR is used to evaluate the accuracy of the estimated values, rather than estimate missing values directly. In these methods, the optimal estimated values can be found by intelligent optimization algorithm such as genetic algorithm and PSO algorithm. The SVR-based method with PSO is selected as an example and the main steps of this method are as follows.
Step 1. Select samples without any missing attribute values.
Step 2. Set one of the condition attributes (input attribute), some of whose values are missing, as the decision attributes (output attribute), and on the contrary, set the decision attributes as the condition attributes.
Step 3. SVR is used to predict the decision attribute values [33] .
The above three steps are used for each attribute one by one, and then all attribute outputs are combined into the model output which corresponds to the model input. In this way, the model is trained by recall itself. The process of the SVR-based imputation method with PSO is illustrated in Figure 3 . First, SVR model needs to be trained with complete records before it can be used to estimate missing data. When use the trained SVR, the input will be recalled on the output.
is the unknown data attribute (the missing data), which is approximated by PSO.
is the known attribute values (the complete data). The model input is shown in (9), the model output is shown in (10) , where (function) represents the mapping between the model input and output. The input data are recalled in the model, and the difference is known as an error and shown in (10) . The PSO is used to reduce the error between the input and the output SVR model. Thus, the fitness function (objective function) should be nonnegative to minimize the error, which results in most approximate value for the missing value. Equation (12) gives a commonly used the fitness function and all outputs are used to reduce fitness function value for completeness.
SVR output = ( )
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PSO-FCM-Based Imputation Method.
As mentioned in Section 3.1, there are two important parameters of FCM that need to be determined, one is cluster sizes and the other is weighting factor . However, there is no definite theory to determine the optimal values of these two parameters. The choice of parameters and depends on characteristics of the dataset and the relationship between each attributes. In recent years, intelligent optimization algorithm, such as PSO algorithm and genetic algorithm, is employed to optimize FCM parameters with a good performance [19, 26] . Figure 4 is the flowchart of PSO-FCM-based imputation method. In this method, some values of complete attributes are artificially deleted to simulate missing data, according to the patterns of missing data; then PSO algorithm is used to search optimal parameters and for the best imputation accuracy of the missing data. The main steps of the PSO-FCM-based imputation method are as follows.
Step 1. Initialize PSO algorithm and FCM parameters.
Step 2. Missing data are estimated by FCM method.
Step 3. Calculate the fitness function value, and the fitness function is shown as (12) , that is, the mean square error between estimated data and actual data.
Step 4. Update the velocity and position of particles, according to their respective update rules.
Step 5. Judge whether the stopping criteria (usually defaulted to a certain calculation accuracy or maximum number of iterations) are reached; if it is reached, output optimal parameters and , otherwise, return to Step 2.
PSO-SVR-FCM-Based Imputation Method (the Proposed Method).
In this study, a novel imputation method named PSO-SVR-FCM is proposed. Similarly, basic algorithms of the PSO-SVR-FCM method and the PSO-FCM method are both FCM-based imputation method. The difference between these two methods is optimization for FCM. In the PSO-SVR-FCM method, FCM is optimized via a combination of PSO algorithm and SVR, while only PSO is used to optimize the FCM in the PSO-FCM method.
In this paragraph, motivation and the unique features for proposed methods are given. Owing to a variety of reasons, the traffic data of urban road contain more noise data and outliers than that of freeway. Unfortunately, some noise data cannot be identified and processed, and these low-quality data are mixed in the complete data [3] . For the proposed method, FCM is selected as the basic algorithms, which is a strong tool for the identification of changing class structures and flexible, moveable, and creatable for uncertain data (i.e., noise and outliers) [34] to improve the imputation accuracy. However, FCM with constant parameters is difficult to apply for the missing values imputation of complex and diverse traffic datasets. Currently, when most heuristic optimization algorithms (e.g., PSO and GA) are used, the optimization objective function (fitness function) value is set as the observed value, and then FCM is trained using complete data with noise and outliers, which may lead to overfitting. Therefore, the optimized parameters are not optimal and need to be further optimized. For the proposed method, FCM parameters are optimized by a combination of PSO algorithm and SVR innovatively. SVR yields more sensible results for outliers, which is robust against the noise [35] . For the proposed method, SVR is introduced to build fitness function for FCM optimization, and the combination of PSO and SVR is used to optimize FCM parameters. In theory, the proposed method is likely to achieve better results for missing traffic data imputation. Figure 5 illustrates the flowchart of PSO-SVR-FCMbased imputation method. A dataset with missing values can be divided into two categories: complete dataset and incomplete dataset. The dataset consists of a series of data records and each record is obtained at each sampling interval. Any record in an incomplete dataset has one missing value (attribute) at least, while that in complete dataset has no missing value(s). As the basic algorithm, FCM is used to estimate missing data. The parameters and are optimized by a combination of PSO and SVR for the best imputation accuracy. As shown in Figure 5 , the purpose of the PSO algorithm combined with SVR is to minimize error. The fitness (objective) function is minimized error that is error = ( − ) 2 , where is the output of FCM imputation and is the output of SVR prediction. Before imputation for the missing values, the SVR must be trained using the complete records to estimate the output values that closely correspond to the input. Therefore, the PSO algorithm searches optimal parameters and to minimize the fitness function value.
The main steps of the PSO-SVR-FCM-based imputation method are as follows.
Step 1. SVR model is trained with complete records, for which Input ( ) ≈ Output ( ).
Step 2. FCM is used to impute the incomplete record and compare the FCM output with the SVR output, that is, calculate the fitness function value.
Step 3. The PSO algorithm is used to optimize parameters and to minimize the fitness function value.
Step 4. FCM with optimal parameters is used for missing data imputation.
Numerical Experiment
In this section, numerical experiments are conducted to test the performance of the proposed imputation method. First, experimental data are described, which include urban expressway data and urban arterial data. Then, analyze spatial-temporal correlation of these two types of traffic data to determine the input of the proposed method. Finally, the experiment is designed from three perspectives to test the performance of the proposed method. In addition, three state-of-the-art imputation methods are introduced for comparison.
Description of Experimental Data.
Two types of traffic data collected from urban expressway and urban arterial are both used to verify the proposed imputation method. Urban expressway traffic data are collected by some loop detectors located in North and South Elevated Expressway, Shanghai, China; and the urban arterial traffic data are collected by some loop detectors located in Lianqian West Road, Xiamen, China. Loop detectors can record traffic data (including traffic volume, average speed, and average occupancy) as time series at a certain time interval (e.g., 5 minutes). Although three types of traffic data can be obtained at the same time, this study only uses the traffic volume data as an example. According to the preliminary statistics, the missing data rate of traffic volume collected from urban expressway is 5.10%, and the missing data rate of traffic volume collected from the arterial road is 3.46%. It is worth noting that there are some loop detectors with a high missing ratio at certain sampling times.
Spatial-Temporal Correlation Analysis for Traffic Data.
The key for missing traffic data imputation is to make full use of spatial-temporal information. At present, many studies have demonstrated the freeway traffic volume with a strong spatial-temporal correlation. However, due to the different structure and function of freeway and urban road, it is necessary to further explore whether there is spatial-temporal correlation for the urban road traffic volume. Moreover, in view of the differences between the urban expressway and the urban arterial road, the traffic volume data from these two roads should be analyzed to determine which spatialtemporal correlation data is available. In this way, available spatial-temporal correlation data can be used for imputation method.
Temporal Correlation Analysis.
The temporal correlation of traffic volume data is mainly reflected in the "day pattern" and the "week pattern." The "day pattern" is the traffic volume collected in the same day but in the neighboring weeks. The "week pattern" is the traffic flow volume collected in the neighboring days of a week. In order to analyze the temporal correlation for urban road traffic volume, two loop detectors are randomly selected from the urban expressway and the arterial road, respectively, whose traffic volume is used for temporal correlation analysis. Figure 6 shows traffic volume data from five consecutive Mondays/Tuesdays to demonstrate the "day pattern." As can be seen from Figure 6 , the traffic volume series of each day is similar to each other obviously, which not only has a similar trend in the whole, but also has a similar traffic volume value at the same sampling interval. To quantify the correlation between each traffic volume series, Pearson's correlation coefficient is applied to measure the data correlation, which is given as follows:
where and represent two traffic volume time series, respectively, and cov is the covariance of two traffic volume time series. In particular, Tables 4 and 5 give the correlation coefficient matrices of the traffic volume data shown in Figures 6(a) and 6(b) , respectively. All the correlation coefficients are greater than 0.9, which illustrates that the traffic volume time series of urban expressway and urban arterial road are both with strong daily correlation. Figure 7 shows traffic volume data from five consecutive working days in a week to demonstrate the "week pattern." As can be seen from Figure 7 , the traffic volume series of each day is similar to each other obviously, which not only has a similar trend in the whole, but also has a similar traffic volume value at the same sampling interval. In particular, Tables 6  and 7 give the correlation coefficient matrices of the traffic volume data shown in Figures 7(a) and 7(b) , respectively. All the correlation coefficients are greater than 0.9 except the correlation coefficient (that is 0.8957 and very close to 0.9) between Thursday and Thursday in Table 7 , which illustrates that the traffic volume time series of urban expressway and urban arterial road are both with strong week correlation.
According to Section 4.2.1, it can be found that the traffic flow data of urban expressway and urban arterial road are both with strong temporal correlation (daily correlation and week correlation). In theory, the temporal correlation can be used for missing traffic data imputation effectively. typical loop detectors are randomly selected from the urban expressway and the urban arterial road, respectively, whose traffic volume data are used for spatial correlation analysis. The spatial correlation of traffic flow data is usually closely related to the structure of road where the traffic data are collected. Taking into account the different structures of urban expressway and urban arterial road, the traffic flow data from urban expressway and urban arterial roads are analyzed, respectively.
Spatial Correlation
In urban expressway, there are usually no intersections to hinder the operation of the traffic flow. In general, traffic volume data of urban expressway have "link pattern" and the "section pattern" obviously. Figure 8 shows traffic volume data from several adjacent sections in a lane of the urban expressway to demonstrate the "link pattern." Figure 9 shows traffic volume data from several adjacent lanes in a section of the urban expressway to demonstrate the "section pattern." As can be seen from Figure 8 , the traffic volume series of each section is similar to each other obviously. In Figure 9 , the traffic volume series of each lane is also similar to each other obviously. Tables 8 and 9 give the correlation coefficient matrices of the traffic volume data shown in Figures 8 and  9 , respectively. It can be seen in Tables 8 and 9 that all the correlation coefficients are greater than 0.9, which illustrates that the traffic volume time series of urban expressway show strong spatial correlation. The structure of the urban arterial road is significantly different from that of the urban expressway. For the urban arterial road, signal intersections affect the continuity of traffic flow, because there are many confluences and separations of traffic flow at the intersection. In general, the traffic volume of urban arterial road is considered not to have "link pattern." Figure 10 shows traffic volume data from two adjacent sections in a lane of the urban arterial road. It can be seen from Figure 10 that traffic volume data of the two sections have a large difference, and the correlation coefficient is calculated as 0.7931, which indicate that the urban arterial road has a weak "link pattern." Next, we analyze whether there is "section pattern" for the urban arterial road data. Figure 11 shows traffic volume data from three adjacent lanes in a section of the urban arterial road. It can be seen from Figure 11 that traffic volume of data the two straight lanes are very similar but are very different from the traffic volume data of the left lane. Table 10 gives the correlation coefficient matrices of the traffic volume data of these three lanes. The correlation coefficient of these two straight lanes is 0.9215, while the correlation coefficients between the straight lane and the left lane are less than 0.85. Therefore, traffic volume data from straight lanes of an urban arterial road have a strong "section pattern."
Experimental Scheme.
In order to evaluate the performance of the proposed method, we select no missing data (or the data with a very small missing ratio) from the urban expressway and the urban arterial road mentioned above; then, according to several certain missing patterns, the missing data are generated artificially; finally, the PSO-SVR-FCM method is used to impute these missing data and the differences between the imputed values and the actual (observed) values are compared. To analyze the performance of the imputation method more comprehensively, experimental scheme is designed from three aspects as follows.
(1) Two kinds of data sources mentioned in Section 4.1 are selected, including urban expressway data and urban arterial road data. Both urban expressway data and urban arterial road data are collected in 5 min intervals so that a daily traffic volume time series contains 288 data points.
For the urban expressway, the "day pattern" data are collected from five consecutive Tuesdays (4), and the other set of detectors contains five detectors numbered NBXX11(2), NBXX12(2), NBXX13(2), NBXX14(2), and NBXX15(2). The "section pattern" data are also collected from two sets of detectors, and one set of detectors contains five detectors numbered NBXX13(1), NBXX13(2), NBXX13(3), and NBXX13(4), and the other set of detectors contains five detectors numbered NBXX11(1), NBXX11(2), NBXX11(3), and NBXX11(4).
For the urban arterial road, the "day pattern" data are collected from five consecutive Mondays (01/05/2015, 01/12/2015, 01/19/2015, 01/26/2015, and 02/02/2015); the "week pattern" data are collected from five consecutive working days (01/05/2015∼01/09/2015). The "section pattern" data are collected from the detectors in the same section but in different straight lanes. Here, two sets of detectors are used for test the proposed method, and the first set contains three detectors numbered DC00004964(E1), DC00004964(E2 and DC00004964(E3), and the second set contains two detectors numbered DC00004963(W2) and DC00004963(W3). According to the spatiotemporal correlation analysis of traffic data from an urban arterial road (see Section 4.2), we can see that urban arterial road traffic data show weak "link pattern." Therefore, "link pattern" is not taken into account for imputation of the missing traffic data from an urban arterial road.
(2) Whether spatial-temporal correlation data for the missing traffic data is complete and available, in the process of traffic data collection, spatial-temporal correlation data for the missing traffic data are often incomplete or unavailable data, especially spatial correlation data. Even for urban expressway with better continuous traffic flow, this problem still exists. For example, the detector of the most upstream/downstream detection section or the detector of the most edge lane has less adjacent detectors, so that the available spatial-temporal correlation data are also less. In addition, spatial-temporal correlation data of other detectors may also be unavailable due to long time failures of adjacent detectors. Therefore, it is necessary to verify the method performance for missing traffic data imputation using incomplete spatial-temporal correlation data.
In this paper, the detector, whose missing data need to be estimated, is defined as the target detector. For urban expressway, the detector NBXX13(2) and the detector NBXX11(4) are used as target detectors respectively. Since the detector NBXX11 (4) is located on the outermost lane of the most upstream section, its spatial correlation data is not comprehensive. In contrast, the detector NBXX13 (2) is located in the middle lane of the midsection, so that its spatial correlation data is relatively comprehensive. Similarly, two detectors DC00004964(E2) and DC00004963(W2) that located on urban arterial road are selected as the target detectors. The spatial correlation data of detector DC00004964 (E2) is relatively comprehensive, and the spatial correlation data of the detector DC00004963 (W2) is not comprehensive.
(3) Different patterns of missing traffic data are taken into account, including Missing Completely at Random (MCR), Missing at Random (MR), and a combination of these two patterns (mixed MCR/MR). For each pattern of missing data, missing traffic volume data points are simulated by setting different missing ratios: 1%, 5%, 10%, 15%, 20%, 25%, and 30%.
Results and Discussion.
In order to analyze the performance of the proposed method more clearly, several typical missing traffic data imputation methods are introduced for comparison, including the imputation method based on genetic algorithm and fuzzy -means (GA-FCM) [19] , the imputation method based on -Nearest Neighbor and NonParametric Regression (KNN-NPR) [36] , the imputation method based on ARIMA model (ARIMA) [5] , and the SVRbased imputation method optimized by PSO (PSO-SVR) [33] . The GA-FCM and PSO-SVR belong to machine learning methods, the KNN-NPR belongs to interpolation methods, and ARIMA belongs to prediction methods. In order to ensure the performance of the comparison methods (GA-FCM, KNN-NPR, ARIMA, and PSO-SVR), their parameters are set and optimized according to the corresponding literatures.
In addition, two evaluation criteria are selected to measure the imputation accuracy of the methods: Root Mean Square Error (RMSE) and Relative Accuracy (RA). RMSE measures the error between the actual values and the estimated values and can be calculated as follows:
where is the actual value of the th missing data point,̃is the estimated value of the th missing data point, and is the number of missing data points.
RA is a measure of how many estimations are made within a certain tolerance. In this study, the tolerance is set to 10% as performed in [19, 23] . RA is calculated as (15) .
where is the number of correct estimations within a certain tolerance (here is PAE <= 10%). PAE means Percentage Absolute Error and is calculated as (16).
Optimization of the Proposed Method Parameters.
It is known from the experimental scheme that many groups of traffic data are used to test the PSO-SVR-FCM method. Next, the traffic data from NBXX13(2) detector is taken as an example to demonstrate the process of parameters optimization of the PSO-SVR-FCM method. The missing data of NBXX13 (2) detector is generated with a missing ratio of 15% in the mixed MCR/MR pattern. Randomly select 75% of the data as a training set and 25% of the data as a test set. The -fold cross-validation method [37] is used for training, which can make full use of the information in the sample and avoid overfitting and underfitting. In other words, it can improve the generalization ability of the model under the premise of ensuring good imputation accuracy. Infold cross-validation, the training dataset is randomly divided into subsets. The − 1 subsets are used as training set for building the model and the th subset is used as a validation set for verifying model performance. Each subset is used as a validation set and the verifying is repeated times in total. The average value of the results of times verifying is used to evaluate the model performance. In this study, 5-fold crossvalidation is selected. For the proposed method, FCM is the basic algorithm and the FCM parameters are optimized via a combination of PSO algorithm and SVR. Firstly, the parameters of the PSO algorithm are set as follows: population number is 20, acceleration coefficient 1 = 2 = 2, maximum iteration number max = 100, starting inertia factor start = 0.9, and termination inertia factor end = 0.4. Secondly, the parameters of SVR should be set before the SVR is trained using complete data. In this study, the parameters of SVR are also optimized using the PSO algorithm, and the optimized parameters of SVR are obtained as follows: penalty factor = 15.48, loss function parameter = 0.01, and kernel parameter = 0.53. Thirdly, the iteration termination condition for training FCM is that the reduction between objective function values in two iterations is less than 0.0001, or the maximum iterations number 100 is reached. It is necessary to determine the range of FCM parameters (weighting factor and cluster size ) before optimizing the FCM parameters. Here, the range of FCM parameters are set as 1 < ≤ 5 and ≤ √ , where is the sample size. In addition, the similarity between the data and the cluster centroid is measured using the Euclidean distance [19] . It is worth noting that all data need to be normalized at first, and the imputation data are obtained by the antinormalization. The normalized formula is as follows:
where is the th raw data, is the th normalized data, max is the maximum value of all the raw data, and min is the minimum of all the raw data. Figure 12 shows the RMSE curve of each method for comparison in MCR pattern. As can be seen from Figure 12 (a), the RMSE of each method is similar and smaller, when the missing ratio is lower. With the increase of the missing ratio, the RMSE of each method is gradually increasing, among which the increase rate of PSO-SVR-FCM method RMSE is the slowest. For almost any the missing ratios, RMSE of PSO-SVR-FCM method is less than the other three methods. Figure 13 gives the RA curve of each method for comparison in MCR pattern. As can be seen from Figure 13(a) , when the missing ratio is 1%, the RA of each method is 100%, which is due to the fact that the missing ratio of 1% corresponds to a small amount of missing data. With the increase of missing ratio, the RA of each method decreases gradually and the RA decrease rate of PSO-SVR-FCM method is the slowest, which shows that this method has better performance.
Test Results in MCR Pattern.
The RMSE curves shown in Figure 12 (b) are similar to those in Figure 12 (a), as can be seen from Figure 12(b) , the RMSE of each method is close when the missing ratio is 1% and 5%, for other missing ratios, the RMSE of the PSO-SVR-FCM method is smaller than that of the other comparison methods, which shows that the PSO-SVR-FCM method can impute the missing values by using the incomplete spatial-temporal information and also has a relatively good performance. However, an important difference between Figure 12 (b) and Figure 12 (a) can be found that, for the urban expressway data with incomplete spatial-temporal information (shown in Figure 12(b) ), the difference between the RMSE of the PSO-SVR-FCM method and the RMSE of the other methods is small, indicating that the PSO-SVR-FCM method has a smaller advantage than the other four methods. The reason is that incomplete spatial-temporal information makes the performance of the PSO-SVR-FCM method declined in a certain extent.
The RA curves shown in Figure 13 (b) are similar to that in Figure 13 (a). In Figure 13(b) , the RA of the PSO-SVR-FCM method is higher than the other four methods except for the missing ratios of 1% and 5%, which indicates that performance of the PSO-SVR-FCM method is better. The difference is that the gap between the RA of the PSO-SVR-FCM method and the RA of other methods is reduced for urban expressway data without complete spatial-temporal information (see Figure 13(b) ), which shows that incomplete spatial-temporal information makes the performance of the PSO-SVR-FCM method declined in a certain extent.
It can be seen from Figure 12 (c) that the RMSE of the PSO-SVR-FCM method is very close to the RMSE of the GA-FCM method, when the missing ratio is 1%; and for other missing ratios, the RMSE of the PSO-SVR-FCM method is lower than the RMSE of the four comparison methods. It can be seen from Figure 13 performance to estimate missing traffic volume of urban arterial road using complete spatial-temporal information. It can be seen from Figure 12 (d) that the RMSE of the PSO-SVR-FCM method is slightly lower than the RMSE of the KNN-NPR method when the missing ratios are 1% and 5%. However, with the increase of the missing ratio, the RMSE growth rate of the PSO-SVR-FCM method is the slowest. With the missing ratio of 10%, the RMSE of the PSO-SVR-FCM method is less than other methods, except for the missing ratio of 20%. It can be seen from Figure 13 (d) that the RA of the PSO-SVR-FCM method is lower than the RA of the KNN-NPR method when the missing ratio is 5%; for other missing ratios, the RA of the PSO-SVR-FCM method is higher than or very close to the RA of other methods. The comparison results show that the PSO-SVR-FCM method also has relatively good performance to estimate missing traffic volume of urban arterial road without complete spatial-temporal information.
To sum up, in the MCR pattern, the PSO-SVR-FCM method shows better performance for missing traffic volume imputation, especially in the case of high missing ratio. The PSO-SVR-FCM method has a more significant advantage when the spatial-temporal information is complete and available. Figure 14 shows the RMSE curve of each method for comparison in MR pattern. The results indicate that the RMSEs of all methods are similar to each other, when the missing ratio is 1%. Except for the missing ratio of 1%, the RMSE of the PSO-SVR-FCM method is less than comparison methods. Compared with the MCR pattern, the performance of PSO-SVR-FCM method is better in MR pattern, which is closely related to the data missing pattern. In the MR pattern, a large number of consecutive missing values are generated, especially with a high missing ratio. Therefore, it is more difficult to estimate the missing traffic values in the MR pattern using only temporal correlation information. As a typical prediction based imputation method, ARIMA has a poor performance in the MR pattern. Figure 15 shows the RA curve of each method for comparison in MR pattern. Clearly, the RA of the PSO-SVR-FCM method is greater than or equal to the RAs of other methods in any missing data. Therefore, for the MR pattern, the performance of the PSO-SVR-FCM method is superior to other comparison methods in terms of RA. And considering performance in terms of RMSE, the PSO-SVR-FCM method has better ability for missing traffic data imputation in MR pattern. Figure 15 shows the RMSE curve of each method for comparison in mixed MCR/MR pattern. As can be seen from Figure 15 , no matter what kind of data, the RMSE of each method is similar and smaller, when the missing ratio is 1%. With increase of the missing ratio, the RMSE of the PSO-SVR-FCM method is less than or equal to the RMSE of other methods. Therefore, in terms of RMSE, the performance of the PSO-SVR-FCM method is preferable to other comparison methods obviously. Figure 17 shows RA curve of each method for comparison in mixed MCR/MR pattern. It can be seen from Figures  17(a)-17(c) that the RA of the PSO-SVR-FCM method is greater than or equal to RAs of the methods with any missing ratio. However, the RA curve given in Figure 17(d) is slightly different, and when the missing ratio is 30%, the RA of the GA-FCM method is not only larger than the RA of the PSO-SVR-FCM method, but also larger than the RA of the GA-FCM method with the missing ratio of 25%. Not as we expected, the higher the missing ratio is, the lower RA is. But, there is no such phenomenon for RMSE of GA-FCM method based on the same test data (see Figure 16(d) ). Because RMSE is an absolute criterion, and RA is a relative criterion, they may present different characteristics, which are why we select RMSE and RA as the evaluation criteria. It can be seen from Figure 17 (d) that the RA of the PSO-SVR-FCM method is greater than or equal to RAs of other methods except for missing ratio of 30%. As described above, the PSO-SVR-FCM method has a better capacity to impute missing traffic volume in the mixed MCR/MR pattern.
Test Results in MR Pattern.
Test Results in Mixed MCR/MR Pattern.
Statistical Analysis.
The purpose of this section is to conduct a statistical analysis of the entire experimental results. The RMSE and RA of each method with different conditions have been given in above three sections. In this study, box-whisker plots are employed to illustrate the statistical results. Figure 18 shows box-whisker plots for RMSEs of different imputation methods. On each box, the central mark (red line) is the median; the edges of boxes are the 25th (Q1) and 75th (Q3) percentiles, and the interquartile range (IQR = Q3 − Q1) is used for evaluating the degree of concentration to median; the whiskers extend to the most extreme data points are not considered outliers (abnormal data points), and the outliers are the data points beyond the range of [Q3 + 1.5 IQR, Q1 − 1.5 IQR], which are usually plotted with symbol (+) individually.
It can be seen from Figure 18 that the median, 25th, and 75th percentiles of the PSO-SVR-FCM method RMSE are less than those of the other four methods RMSE, which indicates that the PSO-SVR-FCM method has less error for missing data imputation. In practice, an imputation method with a good statistical property is that its RMSE/RA is smaller/greater and has a fewer outliers. Fortunately, there is no outlier of RMSE obtained by each imputation method. However, the distance between the 25th and 75th percentiles of the PSO-SVR-FCM method RMSE is the smallest one and the normal range of the PSO-SVR-FCM method RMSE is also the smallest one, which shows that the PSO-SVR-FCM method can provide stable imputation results for different test data. that the median, 25th and 75th percentiles of the PSO-SVR-FCM method RA are greater than that of the other four methods RA, which indicates that the PSO-SVR-FCM method has higher accuracy for missing data imputation. Similar to Figure 18 , there is no outlier of RA obtained by each imputation method in Figure 19 . However, the distance between the 25th and 75th percentiles of the PSO-SVR-FCM method RA is close to that of GA-FCM method RA and is one of the smallest RA, and the normal range of the PSO-SVR-FCM method RA is also the smallest, which indicate that the PSO-SVR-FCM method can provide accuracy imputation results with good robustness.
Conclusions
Missing data is a common problem which has to be faced in the transportation management and control systems. In this paper, we propose a hybrid method for missing traffic data imputation based on FCM optimized by a combination of PSO and SVR. The "day pattern," "week pattern," "link pattern," and "section pattern" of traffic flow data are taken into account, and matrix-based data structure is used to express the missing traffic data, so that the better imputation results can be achieved by making full use of the spatialtemporal correlation of traffic flow data. Then, the experiment is designed from three perspectives to test the proposed method and four typical imputation methods (GA-FCM, KNN-NPR, ARIMA, and PSO-SVR) are introduced for comparison. Based on the comparison and analysis of the experimental results, the conclusions can be drawn as follows:
(1) When the missing ratio is low, the four methods can provide good imputation accuracy. With the increase of the missing ratio, the imputation accuracy of the four methods gradually decreased. However, decreased rate of PSO-SVR-FCM method imputation accuracy is the slower than the compared methods, which indicate that PSO-SVR-FCM method performance is better.
(2) Compared with the MCR pattern, the imputation performances of the four methods are relatively poor in the MR pattern. Because the MR pattern has more continuous missing data points, it is more necessary to use spatialtemporal information for missing traffic data imputation.
(3) The available spatial-temporal information of the urban expressway traffic data is more than that of the urban arterial road traffic data. Therefore, an imputation method often achieves better performance to estimate the missing traffic data from the urban expressway.
(4) The PSO-SVR-FCM method is more sensitive to the spatial-temporal information of the urban expressway. When the spatial-temporal information of the urban expressway is incomplete, the performance of the PSO-SVR-FCM method is reduced. However, for urban arterial road traffic data, this phenomenon is not obvious; the reason may be that traffic data of urban arterial road has less spatial information originally.
Although the proposed method has achieved favorable results for missing traffic volume imputation, other traffic flow variables (such as traffic speed, travel time, and occupancy) data and the data collected under extreme conditions (such as accidents and extreme weather) will be used to test the proposed method in further study. Moreover, future work will also focus on the improvement of the proposed method. An important direction is the integration of more advanced and efficient intelligent optimization algorithm.
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