Intra-industry firm heterogeneity, myopic adaptation and exit hazard: A fitness landscape approach to firm survival and learning by Trushin, Eshref & Ugur, Mehmet
1 
 
Intra-industry firm heterogeneity, myopic adaptation and exit hazard: 
A fitness landscape approach to firm survival and learning1  
Eshref Trushina and Mehmet Ugurb  
a de Montfort University, Department of Economics; b University of Greenwich Business School  
Abstract 
We draw on insights from the fitness landscape literature and from models of firm dynamics 
with learning to hypothesize that: (i) firms in industries with higher company age or size 
heterogeneity have higher exit hazard after controlling for age, size, and a variety of other 
predictors of firm survival; and (ii) higher levels of R&D investment mitigate the hazard-
increasing effects of industry firm heterogeneity after controlling for the direct effects of R&D 
intensities at industry and firm level.   We test for these novel sources of selection with evidence 
from a panel dataset of 35,136 R&D-active UK firms from 1998 to 2012 and a range of 
discrete-time hazard estimators. The findings, which remain robust to multiple sensitivity 
checks, offer two novel contributions to the literature: (i) firm heterogeneity is not just a passive 
precondition for subsequent selection process in industry evolution; this heterogeneity 
enhances selection as more firms might be stranded in suboptimal positions; (ii) firms in more 
heterogenous industries can mitigate the hazard-increasing effects through R&D investment 
that facilitates adaptation and search for better fitness locations.  
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Intra-industry firm heterogeneity, myopic adaptation and exit hazard: 
A fitness landscape approach to firm survival and learning  
 
1. Introduction. 
Significant and persistent heterogeneity of firm characteristics within an industry is well 
documented and puzzling (Dosi et al., 1997), and research that pays attention to firm 
heterogeneity now spans several areas in growth theory, international economics, organization 
studies, and industrial organization. In these areas, the entry and exit of heterogenous firms is 
the basis of industry evolution with creative destruction (Castellaci, 2011), however, the 
question of how heterogeneity itself affects firm strategies and survival is usually overlooked.  
The aim of this paper is to address this gap and offer two contributions to firm survival 
modelling and estimation. First, we argue that firm age or size heterogeneity in an industry is 
an indicator of fitness landscape ruggedness, which increases selection and churning 
independently of direct effects of firm age or size. We mainly infer the causal relationship 
between age/size heterogeneity and exit hazard from the fitness landscape literature, which 
suggests that rugged (multi-peak) industry fitness landscapes are conducive to sub-optimal 
(myopic) adaptation and low average firm fitness level. We also support this relationship with 
findings in organisation studies and game theory and empirically show, with multiple 
robustness checks, that firm heterogeneity in an industry increases exit hazard. Therefore, firm 
heterogeneity and selection are not independent processes as often assumed in evolutionary 
economics. The second contribution is to uncover a hitherto unexplored indirect effect of 
innovation on firm survival in heterogeneous industries. We demonstrate that it is not all doom 
and gloom for firms in heterogeneous industries: higher levels of R&D investment in such 
industries enhance search for better fitness peaks and thereby mitigates the hazard-increasing 
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effects of firm heterogeneity. Again, this mitigation effect is independent of the direct effects 
of R&D investment at firm or industry levels on company exit hazard.  
To demonstrate why age/size heterogeneity is an additional source of exit hazard and how 
investment in R&D can have mitigating effect, we proceed in stages and draw on three strands 
of literature. We begin with evolutionary and Schumpeterian models of industry evolution 
(Nelson and Winter, 1982; Aghion, Akcigit, Howitt, 2014) as well as stochastic models of firm 
dynamics (Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 1995). Then, we draw on 
the third strand of the literature - fitness landscape models and organisation studies - to 
demonstrate that industries with higher levels of firm age/size heterogeneity can approximate 
industry rugged fitness landscapes in evolutionary models. More rugged fitness landscapes are 
shown to be conducive to: (i) increased risk of remaining saddled on suboptimal fitness peaks 
in the presence of multiple local fitness maxima; (ii) higher costs of searching for better fitness 
peaks through adaptive steps of trial and error; and (iii) lower average fitness across the 
population (Kauffman, 1993).2 Hence, in addition to the stochastic models of firm dynamics 
with passive and active learning (Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 1995), 
we consider fitness landscape models that allow for ‘cognitive leaps’ towards higher fitness 
peaks (Gavetti and Levinthal, 2000; Felin et al., 2014) and infer that firms in industries with 
rugged fitness landscape can enhance searching and adaptation by investment in R&D.  
The rest of the paper is organised as follows. In section 2, we review the literature 
summarised above with a view to derive our testable hypotheses. In section 3, we present our 
dataset, introduce the measures of age/size heterogeneity and discuss the estimation method. 
As measures of intra-industry age/size heterogeneity, we use the Theil entropy index (TI) and 
the coefficient of variation (CV) of firm age and employment within 3-digit SIC industries. We 
 
2 For rugged fitness landscape models in evolutionary biology, see Kauffman (1993 and 2016); Clune et al. (2008); 
De Visser and Krug (2014); and Kaznatcheev (2019). For discussion of heterogeneity effects in organisation 
studies, see Barnett and Hansen (1996); Barnett and Sorenson (2002); and Barnett (2008). 
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use a range of discrete-time hazard estimators with and without frailty (unobserved 
heterogeneity). Section 4 presents the results of testing two hypotheses developed in section 2.  
The estimated parameters indicate that firms in industries with higher age and size 
heterogeneity have higher rates of exit hazard, which can be mitigated through higher levels of 
R&D investment. These findings remain consistent across different hazard estimators, stepwise 
model specifications, and various firm cohorts in terms of age, size, sector, and year of entry 
into the industry. They also remain robust to the direct effects of age, size, R&D intensity, the 
entry rate in the industry, firm productivity, market concentration, and other indicators included 
in firm survival models.  
 
2. Intra-industry age/size heterogeneity and learning on rugged fitness landscapes: 
Implications for exit hazard modelling 
Malerba et al., (2016) and Capone et al., (2019) summarize a vast empirical evidence to point 
out persistent heterogeneity of firms by age and size across and within industries and over time, 
even in mature industries. An earlier insight into firm heterogeneity is suggested by Nelson and 
Winter (1982) - firms with bounded rationality may acquire different technological capabilities, 
which lead to heterogeneous behaviour and performance. Metcalfe (1998) and Foster and Hölzl 
(2004) emphasize the central role of firm heterogeneity as the driving force of technological 
and economic changes in evolutionary economics as heterogeneous companies are better in 
discovering and exploring new opportunities: no company variety entails stagnant industrial 
evolution. Malerba and Pisano (2019) summarize recent empirical research that shows 
persistent heterogeneity across firms by size, age, productivity, and innovativeness. These 
authors conclude that one of the key reasons for such heterogeneity is that technologies, 
processes, and products often follow trajectories with repetitive application of a fixed set of 
heuristics so that heterogeneous companies learn and develop capabilities differently.  
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Three perspectives accord firm heterogeneity a central role in the analysis of firm entry 
and post-entry performance: (i) Schumpeterian models of innovation and growth (Aghion and 
Howitt, 1992; Aghion, Akcigit, Howitt, 2014); (ii) industry evolution models with passive or 
active learning (Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 1995); and (iii) 
evolutionary models that follow Nelson and Winter (1982). These theoretical models converge 
on three predictions, which enjoy considerable empirical support: (i) firms grow and mature as 
a result of past success driven by innovation and learning; (ii) firm age and size are correlated; 
and (iii) younger, hence, smaller firms are more likely to exit, but those that survive grow faster 
than the average firm in the industry (Geroski, 1995; Manjón-Antolín and Arauzo-Carod, 2008).  
These predictions and the empirical support they enjoy raise two questions: the first is 
whether firm age and size are appropriate proxies for firm fitness, defined as the ability to 
survive in the face of competition and shocks. The second question, which is usually 
overlooked, is whether firm age/size heterogeneity can reflect an underlying fitness landscape 
ruggedness in the industry, with implications for selection pressure and industry evolution.  
The relevance of firm size as a fitness indicator can be established from Schumpeterian 
models of innovation and growth (Aghion and Howitt, 1992; Aghion, Akcigit, Howitt, 2014). 
In these models, the firm grows and survives as a result of past success in converting innovation 
inputs into new product lines that increase the firm’s sales and value. A similar link can be 
derived from both passive and active learning models of firm dynamics, where firms enter the 
industry with imperfect information about their true types in terms of efficiency/productivity. 
Efficient firms with successful investments survive and grow, others exit when payoff of 
exiting is higher than from remining (Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 
1995). Jovanovic' model assumes that firms discover their relative productivity passively 
before they decide whether to exit. In contrast, Ericson and Pakes (1995) assume that firms 
discover their productivity from their investment in research and exploration.  
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Therefore, the distribution of firm sizes reflects the companies’ productivity draws in the 
passive learning models, or the idiosyncratic investment success rates in the active learning 
model. In both Schumpeterian models and stochastic learning models, firm size is an indicator 
of fitness underpinned by past success, and firm size and age are correlated. Geroski (1995) 
demonstrates relevant empirical evidence for this correlation. Therefore, age and size 
heterogeneity in the industry is an indicator of firm fitness heterogeneity, which reflects the 
industry’s rugged fitness landscape. Such landscape, in turn, can be an additional source of exit 
hazard.  
A fitness landscape is modelled with three parameters (Kauffman, 1993; Levinthal, 1997): 
the number of strategies/actions available for the firm (N); the number of interconnections 
(interdependencies) between the strategies (K); and the number of co-evolving links between 
firms/agents (C). These parameters determine the complexity (ruggedness) of the fitness 
landscape, the relevance of which for organisation studies and economics research has been 
acknowledged (see Krugman, 1996; Westhoff, Yarbrough, Yarbrough, 1996; Levinthal, 1997; 
Levinthal and Posen, 2007; Lenox, Rockart, Lewin, 2007; Khraisha, 2019; and Baumann, 
Schmidt, Stieglitz, 2018). Campos and Fontanari (2019) estimate that for rugged landscapes 
with K above three, the imitation strategy of another firm’s actions is not optimal and agents 
should explore the landscape independently. The myopic exploration entails that a firm accepts 
a strategy change if it leads to higher fitness, however, the probability of a given path leading 
to monotonic improvement in fitness declines exponentially with N (Franke et al., 2011).  
One common finding in this fitness landscape literature is that the search for optimal 
fitness or the quest for the best combination of firm strategies become increasingly harder as 
the ruggedness of the fitness landscape increases with firm’s number of strategies (N) and 
interdependence (K) between strategies (Kauffman, 1993; Levinthal, 1997; Levinthal and 
Posen, 2007). Another common finding is that landscape ruggedness perpetuates 
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heterogeneity among agents due to increasing difficulty of success imitation. It is assumed 
that firms follow myopic walk of switching on/off few strategies at a time, and such costly 
trial and error experimentation  can trap companies with no immediate steps to higher fitness 
peaks under incomplete emulation of the unknown set of the best strategies and interdepen-
dencies (Rivkin, 2000; Lenox, Rockart, Lewin, 2007; 2010). Hence, evolutionary walks on 
rugged fitness landscapes “… can be expected to become trapped fairly quickly at local 
optima, rather than at the global optimum.” (Macken, Hagan, Perelson, 1991, 799). Gerald et 
al., (2019) show that if a fraction of accessible fitness levels for a single search step is below 
a critical level, then the population is certain to be trapped in local optima.    
Furthermore, the average fitness level is lower and the probability of a successful move 
to a higher fitness peaks declines as the fitness landscape becomes more rugged (Clune et al., 
2008; Hartl, 2014; Gerald et al., 2019; Greenfield and Aleti, 2017). The expected number of 
local fitness maxima is a common measure of ruggedness, which is associated with the 
difficulty of adaptation on the landscape, and it increases exponentially with N, while 
variance of distance to the best peak is proportional to N (Neidhart, Szendro, Krug, 2014)3. 
Specifically, the probability of a successful move to a higher fitness peak declines 
exponentially with N (Hwang et al., 2018), while significant changes in the combination of 
strategies increase risk of organizational failure (Probst and Raisch, 2005). Finally, agents 
may not even reach local fitness optima as the ruggedness of the landscape creates path-
dependency (Kaznatcheev, 2019), and agent heterogeneity could make discontinuous 
trajectory and evolution more likely (Andriani and Cattani, 2016; Kauffman, 2016).  
 
3 However, the quantitative research on the relationships between the ruggedness and “…evolutionary trajectories 
is still in its infancy” (Lobkovsky and Koonin, 2012, 6) and an extensive rigorous justification is quite limited in 
the literature. Studies using real companies’ data to characterise underlying fitness landscape ruggedness 
(complexity) are rare as grasping this relationship is challenging. For example, Lenox, Rockart, and Lewin (2010) 
in a seminal study use a cross-section survey of over fourteen hundred R&D labs in the US manufacturing. Lenox 
with co-authors show that effect of firm interdependencies on average industry profitability is similar in magnitude 
to patent protection and industry growth rate. However, the interdependence was proxied by managers’ subjective 
perceptions about complexity of their lab’s processes, products, and imitation of innovations for a specific year.  
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On the rugged landscape the firms’ independent exploration trajectories of myopic 
search necessary diverge leading to fitness heterogeneity, which translates into different 
firms’ survival and growth time, hence, into heterogeneous size and age. Importantly, 
Lobkovsky, Wolf, and Koonin (2011) show that the measures of fitness landscape ruggedness 
(complexity) predict the mean path divergence on the fitness landscapes. As this path 
divergence translates into firms’ survival time and growth heterogeneity, then the firms’ 
heterogeneity should be associated with the fitness landscape ruggedness. The higher 
ruggedness of the landscape, the higher is the probability of exit by firms trapped in low local 
fitness optima that falls short of ensuring survival in the face of exogenous or endogenous 
(industry) shocks – the latter are continuously generated by companies changing their 
strategy combinations. 
Given these theoretical findings, we propose to test the following hypothesis: 
 H1: Higher level of firm age or size heterogeneity within an industry reflects a more 
rugged fitness landscape, where the exit hazard is higher due to higher costs of searching 
for optimal global fitness, lower average firm fitness level, and a higher proportion of 
firms stranded on local fitness peaks.  
H1 is compatible with insights from the organisation studies, where bounded rationality of 
companies, competency traps, and organizational inertia also decrease company survival 
(Hannan and Freeman, 1989; Hannan, 2005; Barnett and Hansen, 1996; Barnett and Poinikes, 
2008; Levitt and March, 1988). In Barnett (2008), firms’ cohort variety increases the costs of 
discovering and adaptation to rivals’ behaviour, creates uncertainty in the firms’ coevolution, 
and increases exit hazard. In Barnett and Hansen (1996), “Red Queen” competition increases 
the risk of maladaptation when firms compete with varied cohorts of rivals that have unshared 
co-evolutionary histories.  
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H1 is also compatible with predictions of game theory, where higher agents’ type 
heterogeneity often constitutes a more complex strategy space. When a player faces unknown 
types of rivals with multiple levels of bounded cognitive abilities, the cost of information 
processing increases together with risks of choosing sub-optimal strategies (Challet and Zhang, 
1998; Camerer, Ho, Chong, 2004; Kets, 2012; Strzalecki, 2014).  
The analysis so far has been about how the ruggedness of the fitness landscapes, combined 
with bounded rationality - limited cognitive ability of firms, can be an additional source of 
selection pressure driven by suboptimal adaptation. However, firm search for better fitness 
peaks is characterised by experimental learning and environmental feedback, which can be 
improved (Levinthal, 2011). Gavetti (2011) has argued that learning on rugged fitness 
landscapes may also involve “cognitive leaps” when companies can search less myopically at 
larger distances. The question in this line of research is how some portions of the landscape 
can be discovered as a result of such leaps, especially if myopic search is less successful4.  
R&D effort is often associated with exploration in product, process, technology, and 
strategy spaces (Chen, 2008; Fleming and Sorenson, 2001). Companies can develop the 
capacity for better search and discovery of opportunities (or better fitness peaks in the NKC 
model) with R&D investment (Cohen and Levinthal, 1990; Bosch, Volberda, Boer, 1999; 
Ganco, 2017). Levinthal (1997) argues that exploration (R&D) can lead to path breaking or 
“long jumps” on fitness landscape. This is in line with Knudsen and Levinthal (2007) who 
argue that investment in exploration relaxes the cognitive constraints that causes firms to be 
stranded on low fitness peaks. Colombelli, Krafft, Quatraro (2013) show that variety of 
French manufacturing firms' patent portfolios reflect broader companies’ R&D strategies, and 
 
4 Laboratory experiments with humans show that failures caused by increasing complexity of the environment 
motivates for more exploratory search (Billinger, Stieglitz, Schumacher, 2014, 103). 
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such variety is positively related to firms' survival due to better search of the technology 
landscape5.  
This resonates with active learning models where firms invest in R&D to discover their 
optimal market/technology niches (Ericson and Pakes, 1995). In this literature, the probability 
of success depends on: (i) the stochastic outcome of the R&D investment; (ii) the success of 
other firms in the industry; and (iii) the competitive pressure. The model predicts high mortality 
rates in the initial learning period, followed by longer survival for R&D-active firms that grow 
in size and fitness. The added value of the active learning models is that they suggest that the 
cognitive leaps are conditional on investment in learning and exploration, which is often 
associated with R&D. This matches with the finding of Lenox, Rockart, and Lewin (2007) that 
firms with a learning advantage are more successful in locating higher fitness peaks and their 
survival becomes more linked to “successful long-jumps” or “re-orientations”. Given these 
insights, we state our second hypothesis (H2) as follows:  
H2: Firms in industries with higher age/size heterogeneity can mitigate the hazard-
increasing effect of heterogeneity on survival by increasing their investment in R&D.  
H2 is in line with conceptualisation of innovation as a “creative endogenous response” and “an 
emergent property of a complex evolving system” (Antonelli, 2009, 629) when firms face large 
variation and uncertainty in fitness trajectories. It is also consistent with the work indicating 
that environmental uncertainty increases the need for fast adaptation and innovation as reported 
by Covin and Slevin (1989) with respect to small firms, and by Zahra and Bogner (1999) in 
relation to product and service innovation in the software industry. Finally, it is also in 
 
5 R&D expenditures as innovation input are important for firm survival: innovating companies survive about 
11% longer than those without innovation (Cefis and Marsili, 2019), and this survival premium is even larger 
for young and small companies (Cefis and Marsili, 2006), or when companies combine product and process 
innovation (Cefis and Marsili, 2012). A variety of firm key financial performance indicators have positive 
association with innovation (Expósito and Sanchis-Llopis, 2019). Success of start-ups also critically depend on 
innovation (Colombelli, Krafft, and Vivarelli, 2016). However, in industries with low technological opportunity, 
there is little incentive to invest in R&D (Sutton, 1998). This may partly explain the observed pattern (Figure 2) 
that R&D intensity is increasing in heterogeneous industries as different firms may better explore technologies.  
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accordance with Teece (2007), where firm performance depends on the acquisition of dynamic 
capabilities “to sense, seize, and reconfigure” opportunities. Certainly, dynamic capabilities 
are much broader than R&D efforts, but might be proxied by R&D investment.  
 
3. Data and empirical strategy.  
Our dataset is constructed by merging two UK firm-level databases: The Business Structure 
Database (BSD) and the Business Expenditure on Research and Development (BERD)6. BSD 
consists of the universe of UK firms registered for VAT and/or PAYE (pay-as-you-earn) 
purposes; and provides firm-level demographic information together with unique firm 
identifiers (entref) that allow for merging with BERD. We use the information in BSD to 
identify firms that exit due to bankruptcy or liquidation. The exit indicator takes the value of 1 
in the year the firm exist and remain as such in the following years during which the exiting 
firm may remain in the register due to recording errors. We have constructed the exit year as 
the earliest of the death year recorded by the ONS, or the first year when the firm employment 
and turnover are zero for three consecutive years7. We also excluded firms with birth date 
before 1974 as firms were given the same birth year of 1973 when the business register was 
first introduced in 1973. 
On the other hand, BERD consists of repeated annual surveys with stratified sampling of 
firms known to be R&D-active. The most R&D-intensive 400 firms receive a long 
questionnaire, with detailed questions on R&D types and sources of funding. Other firms 
receive a short questionnaire with questions on total, intramural and extramural R&D only. 
Missing data is imputed using other sources such as R&D Tax Credit returns or Annual 
 
6 Office for National Statistics (2019). Business Expenditure on Research and Development, 1995-2017: Secure 
Access [data collection]. 8th Edition. UK data Service. SN: 6690, http://doi.org/10.5255/UKDA-SN-6690-8; and 
Office for National Statistics (2019). Business Structure Database, 1997-2018: Secure Access [data collection]. 
10th Edition. UK data Service. SN: 6697, http://doi.org/10.5255/UKDA-SN-6697-10 
7 The second criterion is used because we have identified delays in the ONS assignment of a death code in some 
cases even though the firm’s return for employment and turnover is zero for several years.   
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Business Surveys. Further information on the datasets and the cleaning procedure is provided 
in Ugur, Trushin, Solomon (2016b).  
 In our dataset, the ratio of R&D to turnover is greater than one from the 96th percentile 
onwards. We have considered firms in the top four percent of the R&D intensity distribution 
as atypical and set our baseline estimation sample for firms with R&D intensity less than one. 
Our estimation sample consists of 35,136 firms and 158,316 observations from 1998 to 2012, 
of which 28,287 firms are survivors and 6,849 firms are exiters.8 Summary statistics for the 
estimation sample are presented in Table OA1 in the online Appendix broken down by exiting 
firms and survivors.   
 Scatter plots in Figure 1 are based on data within SIC 3-digit industries and allow for 
inspection of the relationship between average survival times and the age/size heterogeneity in 
an industry. The plots in panels (a) and (b) both indicate a negative relationship between firms’ 
age/size heterogeneity and survival time, which is equivalent to the positive association 
between industry heterogeneity and exit hazard rate postulated in H1.  
 
[Insert Figure 1 here] 
 
We use two measures of age and size heterogeneity as proxies for fitness heterogeneity in 
265 three-digit SIC industries: the Theil entropy index and the coefficient of variation of firm 
age and size. In our sample, the correlation between firm age and size is 0.51 and significant, 
reflecting the empirical patterns discussed in section 2 (see Geroski, 1995 for a review). In 
what follows, we first elaborate on the advantages and drawbacks of the proposed 
heterogeneity measures. Then, we discuss the specification and estimation issues related to 
 
8  However, our results are robust to different cut-off points for R&D intensity. These results are not presented 
here to save space, but they are available on request. 
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discrete-time hazard models, the way in which we choose between estimators, and the range of 
sensitivity/robustness checks we conduct.  
We utilise two measures or age/size heterogeneity with a set of desirable properties: the 
Theil’s entropy index (TI) and the coefficient of variation (CV) of the firm age and employment 
sizes within 265 industries at 3-digit SIC level. The Theil entropy index for each industry/year 












           (1a) 
Here 𝐿𝑖𝑗𝑡 is age or employment size of the i
th firm in industry j and year t; 𝐿𝑗𝑡̅̅̅̅  is average age or 
employment in industry j in year t; and 𝑁𝑗𝑡 is the number of firms in industry j and year t. Our 
choice of Theil index is informed by its property of being invariant not only to unit of 
measurement, but also to any scale factor. The TI is comparable over time and between 
industries; and it is also additive, symmetric, and decomposable (Theil, 1972; Haughton and 
Khandker, 2009). Nevertheless, the TI is sensitive to the left end of the size distribution and 
may better reflect the heterogeneity among smaller firms (Haughton and Khandker, 2009).    
Our second heterogeneity measure is the coefficient of variation (𝐶𝑉𝑗𝑡) for firm age or 













           (1b) 
Here 𝑆𝑗𝑡 is the standard deviation of firm age or employment in j-th industry, and 
1
𝐿𝑗𝑡̅̅ ̅̅
 is the 
inverse of the mean age or employment in the industry. Like TI, the CV is also invariant to 
multiplicative scale factors and units of measurement. The drawback here is that it is an 
interaction term between two variables: the standard deviation of size/age and the inverse of 
the mean employment or age in the industry. Therefore, we control for mean employment in 
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the industry to avoid the risk of omitted variable bias (Sørensen and Stuart, 2000; Solanas et 
al., 2012). Both TI and CV are monotonically increasing with firm heterogeneity. 
Scatter plots in Figure 2 shed light on a different empirical pattern in our data. Whether 
we measure heterogeneity with the Theil index (panel a) or the coefficient of variation (panel 
b), we observe a positive relationship between intra-industry age/size heterogeneity and 
average R&D intensity in the industry. These findings provide an empirical underpinning for 
H2 as it points to a higher R&D effort in more heterogeneous industries with higher risk of exit 
hazard. It also confirms findings in prior work, which report that firms do invest more in R&D 
when uncertainty is higher (Covin and Slevin, 1989; Zahra and Bogner, 1999).  
 
[Insert Figure 2 here] 
 
Modelling exit hazard: Main variables 
We conduct hazard estimations with a view to verify if the descriptive evidence in Figures 1 
and 2 is statistically significant after controlling for a wide range of firm, industry and 
macroeconomic factors that have been investigated in the prior literature on firm survival. To 
do this, we follow the general specification for the hazard rate function (Jenkins, 1995), but we 
use lagged, hence, predetermined or weakly exogenous covariates 𝑥𝑖𝑡 to deal with simultaneity 
bias. The probability (Pr) of exit in year t+1 conditional on observable covariates can be stated 
as follows:  
Pr(𝑦𝑖𝑡+1|𝑥𝑖𝑡,𝑣𝑖)= Pr(𝛽𝑥𝑖𝑡 + 𝛼𝑀𝑖𝑡 + 𝑣𝑖 + 𝛾𝑡+1 + 𝜀𝑖𝑡+1)      (2) 
Here, i and t are firm and year indices; 𝑥𝑖𝑡 is a vector of observable firm-level covariates that 
affect firm exit with an estimated vector of 𝛽  parameters; 𝑀𝑖𝑡  is a vector of industry, 
technology (Pavitt) classes (Pavitt, 1984), and macroeconomic variables that affect firm exit 
with an estimated vector of 𝛼 parameters; 𝛾𝑡+1 are year dummies; and 𝜀𝑖𝑡+1 is the disturbance 
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term. The unobserved heterogeneity between firms is captured by the independently and 
identically distributed (i.i.d.) normal random variable 𝑣𝑖|𝑥𝑖𝑡 ,𝑀𝑖𝑡+1 ~ N(0,𝜎𝑣
2)9. The strong and 
very common assumption in estimation of such models is that unobserved heterogeneity (𝑣𝑖) 
and the disturbance term 𝜀𝑖𝑡+1  are independent of the firm, industry, and macroeconomic 
characteristics.  
The variables of main interest in 𝑥𝑖𝑡 include the TI or CV measures of form heterogeneity 
and the interactions of the latter with firm-level R&D intensity. The remaining firm-level 
covariates in 𝑥𝑖𝑡 and also the industry, technology class and macroeconomic covariates in 𝑀𝑖𝑡 
are specified in accordance with the best practice in survival analysis. Definitions of all 
covariates and the literature that justifies their inclusion in the model are presented in Table 1.  
 
[Insert Table 1 here] 
 
The correlations between TI and CV is 0.44 for firm sizes and 0.37 for firm ages and both 
are statistically significant, but their correlation with the Herfindahl index is low and 
statistically insignificant, which reduces the risk of collinearity. We control for firm age and 
size separately in line with both theoretical and empirical work (Geroski, 1995; Klette and 
Kortum, 2004; Aghion et al., 2014). Although the existing literature tends to adopt a linear 
specification for the effects of innovation on survival, Ugur, Trushin, Solomon (2016a) 
demonstrate that a quadratic specification could be more plausible both theoretically and 
empirically.  
 
9 How important is the assumption that unobserved heterogeneity 𝑣𝑖 is i.i.d. Normal?  Nicoletti and Rondinelli 
(2010) have evaluated biases in estimated parameters of the discrete time hazard models caused by omitting or 
misspecifying the unobserved heterogeneity distribution using Monte-Carlo simulations. Their results 




We also control for labour productivity and firm growth rate relative to industry growth, 
which are reported as significant determinants of firm survival (Audretsch, 1991, 1995; 
Hopenhayn, 1992; Ericson and Pakes, 1995; Mata, Portugal, Guimaraes, 1995; Cefis and 
Marsili, 2005; and Ugur, Trushin, Solomon, 2016a). The other set of firm-level characteristics 
includes number of plants, whether the firm is engaged in civil R&D only, and domestic versus 
foreign ownership reported as significant by Audretsch (1991), Audretsch and Mahmood 
(1995), Mata, Portugal, Guimaraes, (1995); and Fernandes and Paunov (2015).  
Of the industry-level covariates, Baldwin and Rafiquzzaman (1995) report that higher 
entry rates tend to reduce firm survival. Positive association between entry and exit rates at the 
industry level has been reported by Dunne, Roberts, Samuelson (1988). However, if the 
landscape complexity is high, the negative effects of firm entry into an industry tend to be 
lower in simulations of the NK model (Wu et al., 2019). The effect of market concentration 
also varies, but it tends to be insignificant (see Baldwin and Rafiquzzaman, 1995; McCloughan 
and Stone, 1998; Ugur, Trushin, Solomon, 2016a).  
We control for average number of firm employees at 3-digit SIC industry level in order to 
address the risk of omitted variable bias, and include the industry median R&D intensity to 
verify whether higher level of creative destruction affects firm mortality (Aghion et al., 2014; 
Fernandes and Paunov, 2015; Ugur, Trushin, Solomon, 2016a). Finally, we check if technology 
classes matter using the Pavitt (1984) industrial technology taxonomy.10  The final set of 
covariates relates to macro-level indicators such as onsets of the financial crisis, real effective 
exchange rate of British pound, and GDP growth. Whilst currency appreciation may affect 
mortality through decline in international cost competitiveness, the recent financial crisis 
 
10 Pavitt technology classes are revised slightly by Bogliacino and Pianta (2010). Pavitt1 consists of firms in 
science-based industries such as chemicals, office machinery, precision, medical and optical instruments 
industries, ICT. Pavitt2 includes specialized suppliers of technology - mechanical engineering industries, 
manufacturers of electrical machinery, equipment, etc. Pavitt3 includes scale-intensive industries such as pulp and 
paper, transport vehicles, mineral oil refining industries. Pavitt5 consists of unclassified industries. 
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dummy accounts for changes in the business and credit environment. Finally, GDP growth 
captures the effect of business cycle on firm survival (Goudie and Meeks, 1991; Bhattacharjee 
et al., 2009; Ugur, Trushin, Solomon, 2016a).  
 
Estimation methodology 
Our estimation methodology follows Wooldridge (2010) on grouped duration data, where 
firm exit time is known within one year. The discrete-time hazard rate ℎ𝑖𝑡 that firm i exits in 
𝑇𝑒 years conditional on survival for 𝑇𝑒−1 years can be expressed as conditional probability of 
firm survival for 𝑇𝑖 years as follows:  
ℎ𝑖𝑡= 
Pr(𝑇𝑒−1 < 𝑇𝑖 ≤ 𝑇𝑒)
Pr (𝑇𝑖 > 𝑇𝑒−1)
              (3) 
Bauer and Agarwal (2014, 432) provide evidence that hazard models are “superior to the 
alternatives” in the context of estimating bankruptcy hazards. The parameters are estimated by 
maximizing the logarithm of the likelihood function. Whereas the Logit specification assumes 
a logistic distribution for the hazard, the Probit assumes a standard Normal distribution. Given 
the panel structure of the data, we choose random effect estimations as it helps to correct for 
omitted variable bias (Fernandes and Paunov, 2015), whereas fixed-effect estimations often 
lead to large biases in all estimated parameters with relatively small number of periods in the 
dataset due to the incidental parameters problem (Lancaster, 2000; Wooldridge, 2010; Bester 
and Hansen, 2009). The dependent variable is an indicator taking the value of one if the firm 
exits in year 𝑇𝑒, and zero otherwise. To partially eliminate competing causal attributions, we 
use one-year forward firm exit as our dependent variable (formula 2).  
The panel random effect estimator controls for unobserved firm heterogeneity11. Geroski, 
Mata, Portugal (2010) emphasize the importance of such control. Wooldridge (2010) 
 
11 For the random effects model the maximum log-likelihood estimations are based on Gauss-Hermite 
quadrature approximation (see Naylor and Smith, 1982) with a corresponding probability distribution hazard 
function Pr(z). To check for robustness, we use both non-proportional hazard functions (Logit and Probit) and 
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demonstrates that a √𝑁 consistent estimator in this case, the population-averaged parameters, 
can be obtained by maximization of the log-likelihood function 𝑙𝑜𝑔 𝐿: 




𝑖=1 ℎ𝑖𝑡+(1- 𝑦𝑖𝑡)𝑙𝑜𝑔 (1 − ℎ𝑖𝑡)}        (4) 
Typical distribution specification for the random-effects estimators are given by the standard 
Normal Ф cumulative density functions by Wooldridge (2010): 
Probit: Pr(z)=Ф(𝑧) = Ф(𝑥𝑖𝑡𝛽 + 𝑀𝑖𝑡+1𝛼 + 𝑣𝑖 + 𝛾𝑡+1 + 𝜀𝑖𝑡+1)     (5a) 
Logit: Pr(z) = 1 (1 + 𝑒𝑥𝑝(−𝑧))⁄           (5b) 
In the complementary log-log random-effects estimator, the conditional probability 
function is given by Clog-log: 𝑃𝑟(𝑧) = 1 − 𝑒𝑥𝑝 (− 𝑒𝑥𝑝(𝑧))      (5c) 
We use likelihood ratio test to check if the panel random effects estimators deliver similar 





2  is different from zero by sampling chance
12. We also use robust standard errors of the 
estimated parameters, which provide consistency when the disturbances are not correlated 
across firms. 
Importantly, in nonlinear models the interaction effect is not equivalent to the marginal 
effect - the sign of the estimated parameter for the interaction term between R&D intensity and 
the firm heterogeneity indicators within an industry can be misleading (Norton, Wang, Ai, 
2004). We numerically estimate the interaction effects by using margins (Williams, 2012) and 
inteff (Norton, Wang, Ai, 2004) procedures in Stata based on delta approximation method 
applied to Probit model, which is selected by the AIC and BIC information criteria13. In this 
model, the interaction effect for the conditional mean of the indicator variable y is:  
 
the proportional specification through Complementary log-log (Clog-log). Although Jenkins (1995) notes that 
both estimators tend to converge when hazard rates are small, it is appropriate to use both types of estimators as 
the hazard functions are not known ex ante. 
12 Stata reports panel level variance ln(𝜎𝑣
2) in form of lnsig2u_const. 
13 Akaike (AIC) and Bayesian (BIC) information criteria help to choose between non-nested models by 
asymptotically minimizing information loss – the lowest criterion favours more parsimonious model. The 
criteria are estimated as -2logL + cp, where L is the likelihood function, k is the number of parameters in the 
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E[y|𝑥1, 𝑥2, X] = 𝛷(𝛼1𝑥1𝑡 + 𝛼2𝑥2𝑡 + 𝛼12𝑥1𝑡𝑥2𝑡 + 𝑥𝑗𝑡𝛼𝑗) =  𝛷(𝑧)     (6) 
According to Norton, Wang, Ai (2004), the full marginal effect of the interaction term on 
the conditional mean survival is: 
𝜕2𝛷(𝑧)
𝜕𝑥1𝑥2
= [𝛼12 − (𝛼1 + 𝛼12𝑥2)(𝛼2 + 𝛼12𝑥1)𝑧] 𝛷
′(𝑧)      (7) 
Hence, the marginal effect of the interaction term depends on specific levels of all 
covariates. We also report graphical representations of the estimated interaction effects 
following Greene’s (2010) recommendation for nonlinear models.  
 
4. Results and discussion 
We report results form a wide range of discrete-time hazard models: pooled Probit, Logit, 
Complementary log-log (Clog-log); and their panel random effects versions. We present the 
preferred estimation results in the main text; and the additional robustness checks in the online 
Appendix. The preferred estimators are determined by AIC/BIC values, which point in favour 
of Probit estimator. Table 2 reports pooled and random-effects Probit estimations for both 
measures of size heterogeneity: the Theil entropy index (columns 1 and 2) and the coefficient 
of variation (columns 3 and 4) of firm employment.  We have also conducted the likelihood 
ratio (LR) test to check whether the panel random-effects estimators are preferable to pooled 
estimators - the test favours the random effects estimator, which we use to obtain non-linear 
interaction marginal effects (Table 3) and conditional effects depending on various levels of 
R&D intensity (Table 4).14  
 
 
model, and the coefficient c is 2 for AIC and logarithm of the number of observations for BIC (Aho, Derryberry, 
Peterson, 2014). 
14 Estimation results for age heterogeneity and exit hazards are presented in the online Appendix. The estimated 
parameters are fully consistent with those based on the size heterogeneity. The LR tests and the industry 
clustered standard errors are not reported to save space as they confirm the results in the main text and can be 
provided on request. 
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[Insert Table 2 here] 
 
Post-estimations for pooled Probit indicate that: (i) the model fits the data well as the 
Pearson χ2 does not reject the null hypothesis of good fit; (ii) the overall rate of correct 
classification is high, at 95.66% in the estimation based on the Theil index and 95.67% for the 
coefficient of variation; and (iii) the model has good power to discriminate between exiting 
and surviving firm as the area under the ROC curve is 0.69 and 0.68, respectively. There is 
sign and significance consistency across six estimators and two heterogeneity measures. The 
consistency is evident with respect to covariates of main interest (both heterogeneity measures, 
their interactions with R&D intensity, and the latter’s linear and quadratic terms), and the wide 
range of controls in the firm survival literature. Furthermore, estimated parameters (reported 
in the online Appendix) are robust across step-wise estimations, all age and size heterogeneity 
measures, various firm cohorts and sectors.  
The estimated parameters for age/size heterogeneity are significant and provide strong 
support for H1. This is observed after controlling for logarithm of firm size and its square, and 
also for the mean employment in the industry. Hence, the intra-industry size heterogeneity is a 
reasonable proxy for the landscape ruggedness, which is an exit hazard in its own right. The 
estimated effects are robust after controlling for firm size and mean size in the industry in order 
to minimize the risk of bias due to the left-tail sensitivity of the Theil index and the omitted 
variable bias that may be caused by the coefficient of variation (Stirling, 2010; Solanas et al., 
2012). The parameter estimates for the Theil entropy index are larger than those of the 
coefficient of variation. This, however, is to be expected because the mean of the coefficient 
of variation in the sample is 5.0 compared to a mean Theil index of 1.9, hence, the parameter 
estimates are consistent in terms of sign and magnitudes.  
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The negative and statistically significant parameter estimates for the interaction between 
the heterogeneities and R&D intensity lend support to H2, which posits that higher levels of 
R&D investment counterbalance the adverse effect of the landscape complexity on firm 
survival. We take account of the non-linear nature of the hazard estimators and obtain 
numerical estimates of the parameter using margins and inteff procedures in Stata (Norton, 
Wang, Ai, 2004; Williams, 2012). We also provide graphical representations of the estimated 
interaction effects following Greene’s (2010) recommendation for nonlinear models. Drawing 
on Greene (2010), we present in Figure 3 the sign and significance of the interaction effects 
from Probit model. The horizontal axis indicates the predicted probability of exit, whereas the 
vertical axis indicates the associated Z-statistics. The horizontal lines above and below zero 
demarcates the Z-values that corresponds to statistical significance at 5%. It can be seen that 
the parameter estimates for the interaction term are associated with negative Z-statistics, which 
confirm the significant negative interaction effects as the Z-statistics are almost always below 
the demarcation line for significance. These estimations support H2 that the R&D intensity 
ameliorates the adverse effect of the landscape ruggedness on firm survival.  
 
[Insert Figure 3 here] 
 
Table 3 provides further evidence to support H2 by using the delta method and routines 
presented by Norton, Wang, Ai, (2004) and Williams (2012). The estimated marginal 
interaction effects are always negative and significant at mean values of all covariates. When 
the full range of the covariate values are taken into account, the marginal effects are 
predominantly negative and significant. Hence, we can safely conclude that R&D intensity 
diminishes effects of the landscape complexity (as proxied by industry firm size/age 
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heterogeneity) on exit hazard. These findings tie in with the descriptive evidence presented by 
Figure 1 and 2.  
 
[Insert Table 3 here] 
 
The estimated parameters are strongly consistent across various sub-samples (see the online 
Appendix), including: (i) alternative pooled and panel hazard estimators; (ii) different cut-off 
points for R&D intensity; (iii) step-wise regressions; (iv) samples that avoid left truncation by 
investigating firms born in or after 2000 or 2003; (v) samples that exclude firms in the financial 
or defence industries. Vivarelli (2013) points to heterogeneous capabilities of new 
entrepreneurs as some companies might be established to escape unemployment by low 
business capacity founders, which could make more mistakes and fail earlier. Bartelsman, 
Scarpetta, and Schivardi (2005) found out that about 20-40% of entering firms fail within two 
years in ten OECD countries. To exclude the possibility that we observe this firm heterogeneity 
effect for young and small firms only, we have estimated the hazard models for firms above 
the sample average age and size (see online Attachment Table OA11) - the results are consistent 
with the full-sample estimations. This finding indicates that the adverse effect of age/size 
heterogeneity on survival in the full sample is not driven by small or young firms.  
The estimated parameters for other covariates are in line with the findings in the literature 
(Table 1). First, we confirm the diminishing scale effect in the relationship between R&D 
intensity and survival reported earlier in Ugur, Trushin, Solomon, (2016a) for hazard models 
specified in continuous time. The U-shaped relationship between R&D intensity and exit 
hazard can be due to either increased riskiness of R&D investments at higher levels of R&D 
intensity (Ericson and Pakes, 1995; Czarnitzki and Toole, 2013) or firms’ failure to diversify 
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their revenue at the same pace as their investment in R&D (Fernandes and Paunov, 2015; Ugur, 
Trushin, Solomon, 2016a).  
The estimated parameters also confirm that new entrants have shorter survival time (Klette 
and Kortum, 2004; Aghion et al., 2014; Cefis and Marsili, 2005; Evans, 1987). The U-shaped 
relationship between firm’s size and exit hazard is in line with the non-monotonic evidence on 
size distribution and survival among Portuguese firms (Cabral and Mata, 2003), which suggests 
that a firm size beyond an efficient scale may be a hazard factor.  
Following Audretsch and Mahmood (1995) and Fernandes and Paunov (2015), we report 
that multi-plant firms are less likely to exit as they are better able to diversify risk. We also 
report that real turnover per employee and growth rates relative to median growth in the 
industry are associated with lower exit hazard and this confirms earlier findings of Doms, 
Dunne, Roberts (1995), Mata, Portugal, Guimaraes (1995), and Griliches and Regev (1995) 
among others.  
Of the industry-level covariates, we find that the relationship between exit hazard and 
market concentration is insignificant. This is in line with some prior studies, which offer the 
following explanations: (i) market concentration may be less important than market niches in 
determining monopoly rents (Geroski, 1995); (ii) entry costs in concentrated industries depend 
on actions of hypercompetitive and less predictable firms, but not on the number of companies 
in an industry (D’Aveni, Dagnino, Smith, 2010); and (iii) industries with similar concentration 
ratios often show significant heterogeneity in the overall firm-size distribution (Carroll, 1985, 
1264). Perhaps, the market concentration index is not significant in comparison to the 
landscape complexity indicators.  
Four Pavitt classes are also significant, which is in line with empirical findings of Agarwal 
and Audretsch (2001) and also Cefis and Marsili (2005) that the nature of the technology in an 
industry impacts survival. The average R&D intensity in the industry, as a proxy for the 
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creative destruction caused by the industry-wide level of innovation, increases the hazard in 
line with the Schumpeterian innovation models (Aghion, Akcigit, Howitt, 2014; Ugur, Trushin, 
Solomon, 2016a) and previous empirical findings (Fernandes and Paunov, 2015).  
With respect to macroeconomic variables, we report that the real currency appreciation, 
which reduces competitiveness against foreign firms, and the onset of the recent financial crisis 
increase exit hazard; whereas the GDP growth rate has a negative relationship with exit hazard 
as the domestic demand expands. These findings are in line with those reported in firm survival 
studies that control for macroeconomic variables (Bhattacharjee et al., 2009; Goudie and 
Meeks, 1991; Ugur, Trushin, Solomon, 2016a).   
The final set of evidence we present here has significant implications for organisational 
strategy because it sheds light on the levels of R&D intensity required to counter-balance and 
eventually reverse the hazard-increasing effect of the landscape complexity as proxied by the 
firm heterogeneity. Table 4 presents the impacts of the heterogeneity on exit hazard conditional 
on different levels of firm R&D intensity.  
 
[Insert Table 4 here] 
 
Fixing the covariates at their sample means, we varied the level of firm R&D intensity from 
the bottom 5th to the top 95th percentile. The results indicate that the marginal hazard effects of 
the landscape complexity decline as R&D intensity increases, and the effects become 
insignificant between the 70th and 75th percentiles of the R&D intensity and eventually reverse 
at the top R&D intensity15. In other words, firms with the sample averages characteristics find 
that the impact of the firm heterogeneity on exit hazard declines to zero as the firms’ R&D 
 
15 In the case of age heterogeneity, the adverse effect is diluted significantly as R&D intensity increases, but it is 
never neutralised or reversed due to lower magnitude of firms’ age heterogeneity, which could be less 
informative measure of the landscape complexity.  
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intensity (the ratio of R&D expenditures to turnover) achieves 70th percentile, which is about 
9–11% of firm turnover.  
 
5. Conclusion  
Drawing on the fitness landscape literature and the firm dynamic models we have addressed 
two novel research questions: (i) are within-industry firm age and size heterogeneities 
associated with higher exit hazards as such heterogeneities indicate possibilities for myopic 
adaptation on the rugged fitness landscapes?; and (ii) can firm investment in R&D mitigate this 
new form of exit hazard in heterogeneous industries?  
We have provided theoretical insights from evolutionary economics, biology, organisation 
studies, and industrial organisation as to why observed firm heterogeneity, which reveals 
underlying fitness landscape complexity/ruggedness, can be an additional source of selection 
and churning pressure due to companies’ myopic adaptation. The literature review implies that 
firm heterogeneity is persistent not only because of continual flux of firm entry, exit, or 
technological differences, but also due to some firms stranded at local fitness peaks that are 
lower than the global maximum. We have also provided a wealth of empirical evidence 
supporting our hypotheses, with the evidence remaining consistent across different hazard 
estimators, stepwise model specifications, and different firm cohorts in terms of age, size, 
sector, and year of entry into the industry.  
Our analysis and findings offer three contributions to the exiting knowledge on firm 
dynamics and industry evolution. The first is the conceptual justification and empirical testing 
of new measure (proxy) of the fitness landscape ruggedness with intra-industry variation in 
firm age and size.  This proxy provides an opportunity to empirically test predictions of the 
NKC model with company data, beyond hypothetical numerical simulations. The second is that 
firm heterogeneity is not just a passive precondition for subsequent selection process as often 
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assumed in evolutionary economics. The firms age/size heterogeneity in the industry is both 
an indicator of potentially sub-optimal selection and an additional source of selection pressure. 
As such, heterogeneity indicates a rugged (complex) fitness landscape where the average 
fitness level may be lower due to co-evolutionary firm cohorts stranded at low fitness peaks in 
their path-dependent myopic search for the globally maximum fitness level. One implication 
that follows from our finding is that the generic strategy of diversification proposed by Porter 
(1980) has unintended effects of increasing industry heterogeneity, which makes the fitness 
landscapes more complex and this increases exit hazard. The second implication is that R&D 
improves survival in heterogeneous industries by facilitating learning on rugged fitness 
landscapes. This is why it is not surprising to observe that firms in industries with higher 
age/size heterogeneity do invest more in R&D. Our findings suggest that it is good practice to 
control for age/size heterogeneity and for the interactions of the latter with R&D intensity on 
both theoretical and empirical grounds.  
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Theil entropy of firm employment.       Coefficient of variation of firm employment. 
 
 
Theil entropy of firm age.          Coefficient of variation of firm age. 
  




Table 1. Covariates and expected effects on exit hazard 
Covariate 
Description and sign of expected effect 
on exit hazard in brackets (+/-) Related literature 
Covariates of main interest 
Firm-size and age 
heterogeneity  
(TI or CV) 
Theil’s entropy (TI) and coefficient of 
variation (CV) of firm employment or 
age in 3-digit industries (+) 
Size heterogeneity is not tested for firm survival; some 
cohort heterogeneity is tested by Hansen and Barnett 




Interaction of firm size and age 
heterogeneity measures with firm R&D 
intensity (-); natural logarithm is used 
Not tested before for firm survival 




Logarithm of firm R&D intensity (-) 
 
Aghion et al., (2014); Ericson and Pakes (1995)  
1. Log(R&Dint.+1) 
squared 
Logarithm of R&D intensity squared (+) Aghion et al., (2014); Ericson and Pakes (1995); 
Sharapov et al., (2011); Zhang and Mohnen (2013), 
Ugur et al., (2016a). 
Age: 
Log(firm age) 
Logarithm of firm age in years (-) Hopenhayn (1992); Ericson and Pakes (1995); Geroski 
(1995); Cefis and Marsili (2005); Doms et al., (1995); 
Disney et al., (2003) 
Log(firm age) squared Logarithm of firm age squared (+) Agarwal and Gort (2002); Ericson and Pakes (1995); 





Logarithm of firm employees  (-) 
 
Hopenhayn (1992); Ericson and Pakes (1995); Geroski 
(1995); Cefis and Marsili (2005); Doms et al., (1995); 
Disney et al., (2003) 
Log(Empl.) squared Log. of firm employees squared (+) Bhattacharjee et al., (2009); Cefis and Marsili (2005) 
Local units: 
Log(Number of plants) 
Logarithm of firm’s local units (plants) 
(+) 
Audretsch and Mahmood (1995); Fernandes and 
Paunov (2015); Audretsch (1991); Griliches and Regev 




Logarithm of deflated turnover per 
employee (-) 




Growth rate of firms’ deflated turnover 
minus median industry growth rate (-) 
Audretsch (1991); Hopenhayn (1992); Ericson and 
Pakes (1995); Cefis and Marsili (2005); Mata et al. 
(1995), Audretsch (1995), Ugur et al., (2016a) 
Civil R&D only Dummy variable indicating that firm is 
engaged in civilian R&D only (+/ -) 
Ugur et al., (2016a), Sharapov et al., (2011) 
UK-owned Dummy variable indicating that firm is 
UK-owned (+ /-) 




16 The R&D to turnover ratio is augmented with one to include (scale) R&D intensity equal zero: 




Herfhindahl index  
Herfindahl-Hirschman index of firm 
shares in industry turnover at 3-digit 
industry level (+/-) 
McCloughan and Stone (1998); Baldwin and 
Rafiquzzaman (1995); Geroski (1995) 
Pavitt technology class: 
(Pavitt #)* 
Dummy variables for Pavitt classes 1 to 
5, excluded category is Pavitt 4 (+/-)  
Pavitt (1984); Agarwal and Audretsch (2001); Cefis 
and Marsili (2005), Ugur, Trushin, Solomon (2016a) 
 
Entry rate: 
Log(% entry rate) 
Logarithm of firm entry rate (in %) at 3-
digit SIC industry level (+) 
Hannan and Freeman (1989); Fernandes and 
Paunov (2015) 




Logarithm of industry median ratio of 
total R&D to turnover at 3-digit SIC 
level (-) 
Audretsch and Mahmood (1995); Fernandes and 
Paunov (2015), Ugur, Trushin, Solomon (2016a) 




Logarithm of average employees per 
firm in 3-digit SIC industry level (+/-)  
Fernandes and Paunov (2015); 
Mata and Portugal (2002); Audretsch, Houweling, 
and Thurik (2004) 
 
Macroeconomic indicators 
Crisis dummy A dummy variable equal 1 for the Asian 
crisis year of 1998; dot.com bubble 
crisis of 2001; and the recent financial 
crisis in 2008 (+) 
Ugur, Trushin, Solomon (2016a); Bhattacharjee et 
al., (2009) report higher hazard rates in periods of 
crises 
Average real effective 
exchange rate (Areer) 
Average effective exchange rate against 
a basket of currencies - an increases in 
Areer indicates appreciation (+)  
Bhattacharjee et al., (2009); Goudie and Meeks 
(1991)  
GDP growth ( %) 
 
Annual growth rate of the GDP, %  
(-) 
Business cycle literature; Thompson (2005) for 
industry output, Mata and Portugal (2002) for 
employment growth 





Table 2. Size heterogeneity and exit hazard:  
Estimates from pooled and panel probit with random effects. 
 Size heterogeneity is 
measured with Theil index 
Size heterogeneity is measured with 
coefficient of variation 
Dependent variable: exit in year t+1 (1) (2) (3) (4) 
Firm Size Heterogeneity 0.0377*** 0.0398*** 0.0103*** 0.0112*** 
 (0.0109) (0.0116) (0.0030) (0.0032) 
Size Heterogeneity*log(R&Dint.+1) -0.244*** -0.247*** -0.0581*** -0.0588*** 
 (0.0588) (0.0617) (0.0143) (0.0149) 
Log(R&Dint.+1) -0.578*** -0.599*** -0.755*** -0.779*** 
 (0.200) (0.205) (0.181) (0.185) 
Log(R&Dint.+1) sq. 1.250*** 1.266*** 1.274*** 1.290*** 
 (0.271) (0.282) (0.272) (0.283) 
Log(firm Age) -0.222*** -0.214*** -0.222*** -0.215*** 
 (0.0107) (0.0114) (0.0107) (0.0114) 
Log(Employment) -0.197*** -0.217*** -0.197*** -0.218*** 
 (0.0121) (0.0137) (0.0121) (0.0137) 
Log(Employment) squared 0.0191*** 0.0209*** 0.0191*** 0.0209*** 
 (0.0017) (0.0019) (0.0017) (0.0019) 
Log(Real turnover /  -0.0992*** -0.104*** -0.0993*** -0.104*** 
employees) (0.0079) (0.0079) (0.0079) (0.0079) 
Firm growth relative  -0.0674*** -0.0681*** -0.0674*** -0.0681*** 
to industry median growth (0.0102) (0.0096) (0.0102) (0.0096) 
Log(Number of plants) -0.0226 -0.0202 -0.0211 -0.0186 
 (0.0157) (0.0162) (0.0157) (0.0162) 
Civil R&D only -0.0920*** -0.0951*** -0.0925*** -0.0957*** 
 (0.0130) (0.0138) (0.0130) (0.0138) 
UK-owned -0.0672*** -0.0723*** -0.0665*** -0.0717*** 
 (0.0211) (0.0222) (0.0211) (0.0222) 
Log(% entry rate) -0.0673 -0.0743 -0.0595 -0.0643 
 (0.0595) (0.0629) (0.0599) (0.0635) 
Log(Mean industry  0.0160** 0.0152* 0.0193** 0.0187** 
employment) (0.0079) (0.0085) (0.0078) (0.0083) 
Log(Median R&D intensity 0.633*** 0.647*** 0.630*** 0.642*** 
in industry) (0.114) (0.120) (0.112) (0.119) 
Herfindahl index -0.0434 -0.0540 -0.0387 -0.0503 
 (0.0614) (0.0651) (0.0602) (0.0642) 
Pavitt 1 -0.0637*** -0.0578** -0.0656*** -0.0608*** 
 (0.0216) (0.0232) (0.0220) (0.0235) 
Pavitt 2 -0.101*** -0.103*** -0.101*** -0.104*** 
 (0.0181) (0.0195) (0.0182) (0.0195) 
Pavitt 3 -0.0253 -0.0218 -0.0264 -0.0228 
 (0.0234) (0.0252) (0.0234) (0.0251) 
Pavitt 5 -0.0494* -0.0539** -0.0463* -0.0505* 
 (0.0257) (0.0274) (0.0257) (0.0274) 
Average effective real 0.0120*** 0.0119*** 0.0120*** 0.0119*** 
exchange rate (0.0009) (0.0009) (0.0009) (0.0009) 
Crisis dummy 0.0660*** 0.0620*** 0.0661*** 0.0622*** 
 (0.0154) (0.0159) (0.0154) (0.0160) 
GDP growth (%) -0.0250*** -0.0266*** -0.0251*** -0.0266*** 
 (0.0038) (0.0036) (0.0038) (0.0036) 
Constant -1.389*** -1.379*** -1.382*** -1.374*** 
 (0.116) (0.120) (0.116) (0.120) 
Log(𝜎𝑣
2)   -2.351***  -2.351*** 
   (0.0460)  (0.0462) 
N 158,316 158,316 158,313 158,313 
AIC 53,695.9 53,704.9 53,692.6 53,701.1 
BIC 53,935.2 53,954.2 53,931.9 53950.4 
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Log-likelihood -26,824.0 -26,827.4 -26,822.3 -26,825.6 
chi2 2,712.0 2,466.3 2,710.4 2,464.3 
3-digit industry dummies Yes Yes Yes Yes 
Year dummies Yes Yes Yes Yes 
Correctly classified 95.66% N/A 95.67% N/A 
p > Pearson χ2 0.98 N/A 0.81 N/A 
Area under ROC curve 0.69 N/A 0.68 N/A 
Note: Firm size is natural logarithm of firm’s number of employees. Top firm R&D intensity (R&Dint.) is less 
than 1. Estimators: pooled Probit in (1) and (3); panel random-effect Probit in (2) and (4). The dependent variable 
is one-year-forward exit indicator, which takes the value of 1 if firm exits in year t+1, and zero otherwise. Robust 
standard errors are in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. The number of firms in the sample is 





Table 3.  Negative interaction effects for R&D intensity and age/size heterogeneity:  
Marginal effect estimates based on panel logit estimator with random effects.  
Interaction indicator 
Marginal 
effects at mean 
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marginal effects 
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Note: R&D intensity is less than one. Number of observations: 158,313; number of firms: 35,136. Standard 
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Note: Other covariates are taken at their mean. Standard errors are in parentheses. Top R&D intensity is less 
than one. * p < 0.10, ** p < 0.05, *** p < 0.01. Conditional effects are based on estimated parameters using Probit 
random effects estimator reported in columns 2 and 4 of Table 2. 
 
 
 
