We obtain a variety of series and integral representations of the digamma function .a/. These in turn provide representations of the evaluations .p=q/ at rational argument and for the polygamma function .j / . The approach is through a limit definition of the zeroth Stieltjes constant 0 .a/ D .a/. Several other results are obtained, including product representations for expOE 0 .a/ and for the Gamma function .a/. In addition, we present series representations in terms of trigonometric integrals Ci and Si for .a/ and the Euler constant D .1/.
Introduction and statement of results
We recall the defining Laurent expansion of the Stieltjes constants k .a/ [5-8, 20, 22] .s;a/ D 1 s 1 C 1 X nD0 . 1/ n nŠ n .a/.s 1/ n ;
where .s; a/ is the Hurwitz zeta function. Notationally, we let .s/ D .s; 1/ be the Riemann zeta function [11, 15, 17, 21] , the Gamma function, D 0 = be the digamma function (e.g., [1] ) with D .1/ the Euler constant, .k/ be the polygamma functions [1] , and p F q be the generalized hypergeometric function [2] .
The Stieltjes constants may be expressed through the limit relation [3] n .a/ D . 1/ n nŠ lim N !1 " N X kD0 ln n .k C a/ k C a ln nC1 .N C a/ n C 1 # ; n 0:
Here, a … ¹0; 1; 2; :::º. For an asymptotic expression for these constants, even valid for moderate values of n, [16, Section 2] may be consulted.
In this paper, we obtain various representations of the digamma function via the connection 0 .a/ D .a/ [22] . These in turn lead to many special cases, including the values .p=q/ for rational argument, and further imply representations of the polygamma Proposition 1.1 and Corollary 1.2 subsume expressions for given in [18] . In addition, from Proposition 1.1 follow representations for the polygamma functions, and these include Corollary 1. 3 We have for Re a > 0 .j / .a/ D . 1/ j 1 .j 1/Š a j C .j 1/Š 
Hence we obtain representations at positive integer arguments for harmonic numbers H n Á P n kD1 1=k and generalized harmonic numbers H .r/ n Á P n kD1 1=k r . For we have H n D .n C 1/ . ln .a/ D a.ln a 1/ C 1
By inspection, we see that the right sides of (1.12)-(1.14) properly vanish at a D 1. The term a.ln a 1/ on the right sides there is the leading asymptotic form of ln .a/ when a ! 1. In writing (1.13b), we have used (e.g., [19, p. 16] )
ln u du D ln a; Re a > 0;
(1.15) thereby recovering Binet's first expression for ln .a/.
Then we have from (1.12) Corollary 1. 5 We have for Re a > 0
:
(1.16)
A multitude of summation formulas for the digamma function is known (e.g., [14, Section 55], [10] ). Our integral representations in particular well provide a basis for further developing such summations. We simply give an example here. In light of the asymptotic relation as a ! 1,
we may consider the following.
Corollary 1.6
For Re˛> 0 and Re .˛Cˇ/ > 0, we have (a)
ln v dv;
(1.18)
where B j is the j th Bernoulli number.
Then we may determine the asymptotic dependence to all orders of a certain second moment of the Riemann xi function. For this, we put .s/ D .s 1/ s=2 .1 C s=2/ .s/, and ".t/ Á .1=2 C it/. We have
The moment integral here, going back to Ramanujan, is of interest from many points of view [4] . Let
Then we have Proposition 1. 8 We have
: (1.20)
In this expression, Ci. / ' 0:07366079 and therefore the sum terms provide small corrections. Then from .n C 1/ D .n/ C 1=n we have
Ci.2 nj /:
Alternatively, this result follows from the Euler-Maclaurin summation expression
where P 1 is the polynomial given in (2.29 
where,
Proof of Propositions
We let 0 be the trigamma function and .b/ n D .b C n/= .b/ be the Pochhammer symbol. Preliminary relations for the proof of Proposition 1.1 are contained in
The rest of the lemma follows easily upon noting (e.g., p. 259 of [1] )
We now write from the lemma
The integrand of (2.2) being absolutely convergent, the interchange of summation and integration is justified. In order to achieve hypergeometric form, we note the ratios
Upon using the series definition of the function 3 F 2 , we therefore obtain
Here, we have used the transformation [18, (6) ], valid for Re s > 0 and Re v t > 0,
We have obtained (1.3). Next we have
The integral in (2.6) becomes
Therefore, from (2.6) we find
We can carry out the integration by using the partial fraction decomposition [13] N Š
We then have (1.4). If we employ the Beta function integral
Performing the integral over t gives (1.5).
We may rewrite (2.13) as
We now put u D xy, v D 1 x and use the Jacobian @.u;v/=@.x;y/ D x to obtain (1.6a). Putting x D X and y D .1 Y /=X, with Jacobian of transformation @.X; Y /=@.x; y/ D x, in (1.6a) yields (1.6b). Using
where we employed the Beta function integral of (2.12). Then we have the expressions
that are equivalent to (1.6c).
Remark 2.2
It is easy to show how the 3 F 2 function of (2.6) is related to the trigamma function. We have
Here partial fractions and (2.3) have been used.
Proof of Corollary 1.6: From (1.5) we have .a/ D ln a 1 2a
We then interchange summation and integration to find p˛" ln.2 ˛/ 2˛C
where .x/ D .x/ C 1=2x ln x. An alternative approach is to expand the integrand of Corollary 1.6(a), using
followed by the use of the integrals R 1 0 OEln j v=.1 v/dv D . 1/ j j Š .j C 1/. We note that the reciprocity relation itself provides the complementary asymptotic relation as˛! 0. For thenˇD 1=˛! 1.
We also note that the leading term of the asymptotic relation in Corollary 1.7 is connected with the skew self-reciprocal inverse Fourier cosine transform
This transform may be calculated by logarithmic differentiation with respect to x of the integral where 0 < p < q; P 0 means that when q is even the term with index n D q=2 is divided by 2.
Therefore, we have found representations for all the values of (2.21). The digamma and polygamma functions satisfy many properties including functional equations, duplication and multiplication formulas, and reflection formulas. All such properties must be inherent in our various series and integral representations. As an illustration, we have 
The corollary then follows from the factorization The idea of the proof is to suitably expand the logarithm of the integrand, and then to perform termwise integration. For this we write
2SiOE .j C 1//:
Shifting the index in the summations gives the expression (1.20).
Remark 2.6
The asymptotic forms of Si and Ci are easily obtained to any order by repeated integration by parts. It is then easy to see that the summations in (1.20) have summands that are O.1=j 2 /, and additionally these leading terms have sign alternation according to . 1/ j .
For comparison purposes, we recall an earlier result [9]
Ci.2 j /;
(2.27) that readily shows how to develop 1 from 1=2 with a series of corrections, and the leading terms in the corrections are easily written.
We recall that the constant (e.g., [19, p. 
where we integrated by parts and made a simple change of variable. As a second proof of (2.27) we have the following. We write
Here the interchange of summation and integration is justified by the absolute convergence of the x-integration. In the last step, we applied Hermite's expression for the digamma function ( [19, p. 91] 
OE .j / 1 j :
We provide an operational proof, using the Dirac delta function ı. We have, integrating by parts, 
OE2Ci.2 j / C j 2 1 2j Si.2 j /; (2.36a) and (b)
36b)
Proof: For part (a) we use the combination
(2.37) and carry out the integrations. For part (b) we again use the Fourier series (2.35), so that
Proof of Proposition 1.9: From (e.g., [11, p. 107 
We give a second direct proof of relation (2.43). We have
In the last step we integrated by parts. We now differentiate a known result [19, p . 100] to write As shown by part (c), the proposition extends to all summations P 1 nD1 .˙1/ n Ci.ˇn/ 1=n 2k with k 1. Alternatively, successive Fourier expansions may be built up by twice integrating the previous one, and requiring the appropriate .2k/ constant term. Of course in this part, the relation ( [11, p. 14] or [12, p. 1077] or [19, p. 98] ) .2k/ D . 1/ k 1 .2 / 2k B 2k =OE2.2k/Š applies.
Coffey
Analogous results can be given for sums P 1 nD1 OE 2Si.ˇn/=n 2kC1 with k 0. Part (d) of the Proposition subsumes part (c), owing to the reduction .1 n; q/ D B n .q/=n (e.g., [19, p. 85] ) and the functional equation B n .1 x/ D . 1/ n B n .x/. The latter relation shows the reflection property B 2k .1 x/ D B 2k .x/.
Other Ci summations are possible, based for instance upon known sums for P 1 kD0 .˙1/ k a k cos kx=.km C n/ [14, pp. 246-247].
Resumé
We have developed a variety of series and integral representations for a family of functions. From the representations for the polygamma functions follow many special cases, including representations of the values .p=q/, of harmonic numbers H n , and of generalized harmonic numbers H .r/ n . We have found representations for ln and in turn a product representation for the Gamma function. Most of the representations are quite suited for computation, and in fact their convergence may also be accelerated. The approach via the zeroth Stieltjes constant enables the development of new representations, as well as the recovery of known series and integral representations for constants such as and for the digamma function. We have given series representations in terms of trigonometric integrals Ci and Si for , for certain combinations of and .n/=n, for C ln 2, and generally for ln .a/ and .a/. Additionally, we have demonstrated in several ways how to perform summations over parameterized values of Si and Ci.
