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Abstract 
 
 
 
In smart houses context, in addition to the development of more energy efficient domestic 
appliances, is essential to understand households’ energy usage habits, in order to uncover 
saving opportunities. These opportunities reflect not only financial savings for the households, 
but also in the reduction of utility load. With the technological developments, some domestic 
appliances are able to store data related to their usage by the households, which enables tracing 
the usage profiles and use that information to leverage domestic energy efficiency by  many 
ways. This dissertation particularly focuses on hot water control as a resource to optimize 
(representing an average of 24% of the total energy consumption in the households), proposing 
a data analysis approach that is able to model hot water consumption in dwellings so that a 
water heater can act more efficiently when needed and heat only the necessary water volume.
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Chapter 1 
 
 
 
Introduction 
 
 
 
 
1.1 Context 
 
The DHW (Domestic Hot Water) consumption represents a large part of energy cost of 
residential end-users. There are two main kinds of water heating appliances: instantaneous and 
storage devices, respectively. The first type heats up the water on demand, while in the second 
type, the DHW is commonly stored in a water tank of variable size whose total capacity is 
heated up and maintained within a user-defined setpoint temperature by an electrical resistance 
(EWS – Electrical Water Storage), throughout the day. However, the DHW is not required 
during all day, the whole heated volume is rarely tapped by end-users and the required energy to 
keep the whole volume at the desired temperature is wasted through heat losses. A solution to 
overcome this problem is to heat only the DHW volume that residents need in order to adjust 
and control only the necessary energy. 
 
With the technological improvements on the domestic appliances ECUs (electronic 
control units), it is possible to store information about the hot water tappings in the appliance 
ECU. With a flow meter installed on the device, it is possible to obtain the volumetric 
consumption for each tapping in a regular temporal basis. This way, DHW usage data is 
available to be analyzed in order to uncover energy saving opportunities. This dissertation is a 
research project developed at Bosch Thermotechnology (Aveiro, Portugal). 
 
 
1.2 Motivation 
 
Since the early 80’s, companies and the government tried to incentive the population to 
lower their energy demand through several methods. This way, it would be possible not only to 
achieve financial savings by the households but also lower the need for investment on the 
electrical grid. [1]. Furthermore, the European commission has itself established a 20% energy 
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savings target by 2020  [2], and part of these savings can be achieved by understanding energy 
usage habits and trying to control domestic appliances in a more energy efficient way. The EWS 
appliance operates offering hot water throughout the day, but is clear that there are periods 
when it is not required. This leads to energy waste. A new working mode for this appliance 
could arise from this dissertation – “Smart Mode” – where the appliance learns hot water usage 
profiles and is able to heat only the DHW volume that residents need, when they need. Some 
studies about forecasting hot water consumption have been carried out but isn’t a spread subject 
in the informatics field. 
 
1.3 Objectives 
 
This dissertation has the main goal of studying a new approach in order to model DHW 
consumption using simple and low computational resources consuming algorithms that can be 
implemented in the appliance ECU in a cost-effective way, so that is possible to forecast hot 
water demand allowing the appliance to control the water setpoint temperature according to the 
specific usage profiles. 
The following sub-goals can be identified: 
 
 Study DHW forecasting and modeling techniques; 
 Generate DHW consumption data; 
 Decompose generated data; 
 Implement DHW forecasting algorithms; 
 Evaluate the developed models; 
 Conclude about the developed models. 
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1.4 Document Structure 
 
 
This document is organized in five chapters. Chapter 2 presents the state of the art 
regarding data analytics researches towards energy efficiency and  also modeling and 
forecasting DHW techniques. Chapter 3 shows the methodology used to achieve the goals 
described in this chapter. Chapter 4 presents the results obtained from our simulation 
framework. Finally, Chapter 5 draws the major conclusions and future work to be carried out.
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Chapter 2 
 
 
State of the art 
 
 
 
 
 
2.1 Data analytics research towards energy efficiency 
 
Several studies related to data collection and analysis have been made in order to 
understand the energy consumption behavior by the population, within a residential context. 
This sub-chapter presents a summary of some of those studies considered relevant for the 
dissertation context, and its main conclusions. 
 
Energy Saving Trust [UK, 2008] has made a study which involved collecting DHW 
consumption data in 120 apartments [3]. The main goal was to measure the DHW volume 
consumed and energy spent for this purpose, as well as factors that influence the DHW 
volumetric consumption in dwellings.  It also intended to identify DHW usage patterns, in terms 
of volume and temperature, and the identification of house sites where hot water is consumed. 
For this study, sensors were placed in the boiler outlet (or similar device which performs 
heating and supply of hot water) which allowed DHW measurement of the water volumetric 
amount and temperature. In order to obtain information about where in the house the hot water 
is consumed, extra sensors were placed in some apartments. This study concluded that the 
average consumption of hot water is fixed at 122 liters / day with a confidence interval of + - 18 
liters / day to 95%. The geographical area, number of occupants and division between adults 
and children were also recorded for each apartment, which was important to characterize the 
DHW volumetric consumption and check the main influential factors. To understand which 
attributes have more influence on the DHW consumption amount, a covariance analysis was 
performed - ANCOVA. Table 2.1 shows the results, wherein a probability equal to 100% 
indicates that the factor can be left without decreasing model quality, on the other hand a 
probability of 0% indicates that the attribute is essential for model formulation. It is possible to 
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observe that the number of occupants is the main factor that determines the amount of 
consumed hot water, while the number of children is not considered a relevant factor. 
 
 
Factor Probability 
  
Nº of children 67% 
  
Region 20% 
  
Boiler type 12% 
  
Nº of occupants 0% 
  
 
Table 2.1: Importance of several attributes in order to determine the volumetric DHW consumption [Source: 
(Energy Saving Trust, 2008)]. 
 
 
Domestic energy model BRE (BREDEM) defines the average daily volumetric DHW demand 
( ) at the household level according to the number of occupants N, as expressed in 
the equation (2.1) 
 
 
  (2.1) 
 
 
 
Relating the DHW volumetric consumption along the day, the research has obtained the results 
presented in figure 2.1, considering the average of all apartments it is possible to observe two 
usage peaks that indicate occupants routine. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 – Distribution of the DHW consumed along a day [Source: (Energy Saving Trust, 2008)]. 
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Considering the amount of energy required to heat the water, this study has established a linear 
regression that describes the energy amount required for heating the water as a function of the 
total volumetric DHW consumed, as presented in figure 2.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Linear regression describing the energy consumed according to the DHW usage [Source: (Energy Saving 
Trust, 2008)] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3: Energy spent along a day, with DHW heating purpose [Source: (Energy Saving Trust, 2008)] 
 
 
 
Another goal of this study was to analyze the DHW heating patterns: temperatures experienced 
by the households along the day, as well as the hours of the day which water is heated. 
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Figure 2.4: Average DHW temperature [Source: (Energy Saving Trust, 2008)]. 
 
 
Regarding DHW heating times, the study observed diverse results between the different 
apartments. Figures 2.5 and 2.6 show, respectively, heating times per hour regarding an 
apartment and an average of all the sample. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Time intervals when water is heated for an apartment  [Source: (Energy Saving Trust, 2008)] 
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Figure 2.6: Time intervals when the water is heated, for all apartments sample [Source: (Energy Saving Trust, 
2008)]. 
 
 
 
This study also concluded that the DHW usage on the different house sites (shower, bath, 
bathroom basin, kitchen basin) is according to the graph present on figure 2.7. In figure 2.8, is 
possible to observe the average frequency of its usage on a given day, on each hour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7: Comparison between DHW usage, on several domestic tasks [Source: (Energy Saving Trust, 2008)]. 
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Figure 2.8: Comparison between DHW usage on several domestic tasks, by each hour [Source: (Energy Saving 
Trust, 2008)]. 
 
 
The graph corresponding to the energy spent to DHW heating, for each domestic usage type, is 
presented in figure 2.9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9: Energy spent for heating the water, for each domestic task [Source: (Energy Saving Trust, 2008)]. 
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Abreu et al (2016) [4] proposed a framework whose main purpose was tracing the 
energy consumption profile of the inhabitants, within a number of dwellings, and provide them 
with energy saving tips according to their profile. The residences’ characteristics were obtained 
through questionnaires and the selected participants were asked to install energy consumption 
measuring devices that would allow the generation of the previously mentioned 
recommendations. The various residents groups were then analyzed to extract their behavioral 
characteristics and characterize each group. The proposed system architecture is according to 
the figure 2.10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10: System architecture proposed by Daniel Silva et al, in order to characterize residents’ energetic behavior. 
[Source: (Abreu et al, 2016)] [4]. 
 
 
In order to detect residences’ characteristics, several researches use questionnaires directed to 
the home appliances’ technical specifications trying to obtain information related to the 
domestic electrical devices [Abreu et al. 2012]. This kind of data collection has a big problem 
related to the lack of knowledge by the inhabitants with respect to the technical specifications of 
the appliances (only 25% of buyers indicate the energy consumption as a key factor when 
buying a domestic appliance [Gaspar and Antunes, 2011]). To overcome this problem, Abreu 
Silva et al (2016) [4] proposed to collect the residence characteristics through a Facebook 
application that is composed of roughly 100 questions related to residence characteristics (30% 
of the questions), household devices characteristics (40 % of the questions), energy habits 
(20%) and environmental awareness (10%). All these questions were prepared by abstracting 
technical details in order to overcome the difficulties mentioned above. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11: From left to right: residence related question; domestic appliances related question; energetic habits 
question [Source: (Abreu et al, 2016)] [4]. 
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The residence profile is based on the responses from the Facebook application questions: 
different profiles were detected. At this stage the detection of profiles was based on the number 
of residents, house typology and location. According to the previous step, residents have been 
selected with the criterion of maximizing the diversity of households with different 
characteristics. A set of selected residents were asked to monitor the energy consumption in 
their homes. Of the 113 responses to questionnaires that were submitted, 44 agreed to 
participate in the study and monitored their residence at energy consumption level. In order to 
monitor energy consumption, a set of sensors / meters has been integrated in the residence, 
which collects the data and stores them, allowing residents to view their energy consumption. 
Table 2.2 shows the number of monitored households, by country, while table 2.3 shows the 
number of residences, by type and average number of residents. 
Country Nº of monitored residences 
  
Australia 4 
  
France 1 
  
Germany 2 
  
Ireland 3 
  
Netherlands 3 
  
Portugal 11 
  
Slovenia 2 
  
Spain 3 
  
Sweden 2 
  
Switzerland 2 
  
United Kingdom 7 
  
United States of America 4 
  
 
Table 2.2: Number of residences, by country, energetically monitored in the system proposed by Daniel Silva et al 
[Source: (Abreu et al, 2016)]. 
 
 
Typology Nº of residences Nº of residents (average) 
   
    Studio 7 3.43 
    
 1 Bedroom 1 2 
    
 2 Bedroom 11 2.27 
    
 3 Bedroom 9 3.44 
    
 4 Bedroom 12 3.17 
    
 5 Bedroom 2 4 
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 6 Bedroom 2 12 
    
 
Table 2.3: Types of residences energetically monitored in the system proposed by Daniel Silva et al [Source: 
(Abreu et al, 2016)] 
 
 
 
 
After having the information regarding energy consumption for each household, the authors 
obtained additional information using the Accuweather service (available in 
http://www.accuweather.com/) to include information such as minimum and maximum 
temperatures recorded every day in the area coincident with each residence, as well as rainfall. 
With this extra information, authors could find relevant standards in data and / or relationships 
between the temperature and power consumption.  
 
 
In order to detect the energy profile of the residents, the authors used a method of hierarchical 
clustering - UPGMA (Unweighted Pair Group Method with Arithmetic Mean) using an 
implementation in MATLAB. The distance function used in said method is a heterogeneous 
function to handle continuous and nominal attributes, which consists in using different distance 
functions for each of the two types of attributes mentioned. The distance between two feature 
vectors attributes of N is given by equation (2.2). 
 
 
 
 
(2.2) 
 
 
The distance between two x and y values of a given attribute is defined by equation (2.3). 
 
 
 
 
(2.3) 
 
    
    
 
 
The clustering algorithm received three attributes to perform grouping and characterization of 
different profiles: value of energy consumption, house type and number of residents. With this 
input, the algorithm generated five clusters, two of which represented a very small sample of 
examples (< 4%). After analyzing the three relevant clusters, authors concluded the following 
about its characteristics: 
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• Cluster 1: residences with the highest energy consumption, larger type, and 
where the number of residents is higher; 
 
• Cluster 3: residences with the lowest power consumption, small type and the second largest 
number of residents; 
 
• Cluster 2: residences with the second highest amount of energy consumption, type, and the 
lowest number of residents 
 
 
Other metrics were analyzed by the authors and compared between the relevant clusters that 
were generated by the algorithm. 
 
With residents and residences’ profiles drawn, in order to promote behavioral change by the 
users, the last step in the architecture of the project was the planning and construction of a 
recommendation system able to define strategies to reduce energy consumption in each 
residence. These strategies may include multiple sources such as the characteristics of 
residential and household devices, energy consumption habits, among others. This information 
can be supplemented with the energy consumption measurements to measure the impact and 
choose the best strategy, which may include the replacement of a home device or establish a 
different timing to use different devices (e.g the dishwasher). 
 
 
Authors are developing the recommendations system for what will be the final step in the 
proposed architecture. The goal is to generate recommendations based on the profile of the 
resident described above, and also the monitoring of electricity consumption. These 
recommendations may include a lamp or electrical equipment, or to suggest a change in the 
most appropriate electricity rate based on the distribution of power consumption over the day. 
Another type of recommendation may be to turn off home appliances in idle periods, however, 
the authors focus on the need to engage users to follow the recommendations: follow them and 
want to get more recommendations for energy savings - for such a gamification system is being 
developed by the authors. This system is based on a score function that will put the user in a 
rank and, besides this, adopt a system of medals and other prizes to encourage and motivate the 
user to follow the recommendations are also being developed by the authors. The continuous 
motivation by the residents to use the system is critical. The authors will continue the 
philosophy used with the questionnaires using the Facebook application and will include a 
social component in this gamification system, encouraging the adoption of best practices 
provided by the system. 
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With the advances in energy consumption measurement techniques by devices such as 
smart meters, Shyam and Badri (2014) [5] discussed about the emerging opportunities that 
science and data analysis have gained in this area and their ability to have a positive impact in 
the energy efficiency issue. 
 
The smart meters are electronic devices that perform power consumption measurements (and 
sometimes other variables) at regular intervals. These measurements are typically stored on the 
device or sent directly to a central data repository. The combination of these data measurements 
with other sources of information (including data in public databases, media data, and 
unstructured web data) uncover new opportunities where the data analysis can provide new 
solutions. 
 
The authors argue that the classification and regression problems are often applied in the field of 
energy efficiency, for example, to relate the energy consumption of a building with the weather 
forecast or occupation. From the business point of view, this information obtained from the 
regression can be used to change the way the building is energy used under different weather 
conditions. 
 
The authors also argue that another type of data analysis that has application in the energy 
efficiency field is the semi-supervised learning / unsupervised, which can provide the generation 
of clusters to identify energy profiles and anomalies detection in time series forecasting. A 
typical example of semi-supervised learning is the classification of a building given its 
characteristics; given a building, identifying a similar buildings database is also a problem of 
semi-supervised learning in this field. Time series forecasting is used extensively with energy 
consumption data to monitor and verify the energy peak and detect abnormal behavior. It is also 
used to verify and quantify energy savings through operational changes or equipment 
replacement. 
 
Regarding the biggest challenges of data analysis in energy efficiency problems, the authors 
point out the following: in relation to energy consumption data, they are not always consistent 
due to noise introduced in the data or outliers (values far removed from expected due to any 
error or other factors), and even if two buildings have similar physical characteristics are used 
differently due to different people and on the other hand, very different buildings may have 
similar energy data. 
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2.2 Modeling and forecasting DHW techniques 
 
 
Lomet et al (2015) [6] proposed a model in order to estimate the daily DHW 
consumption from single family houses equipped with solar hot water tank. The goal is not to 
require strong computation resources and information about the residents. Thus, this model can 
be embedded and integrated in a planning and control strategy. Authors refer to previous studies 
in this field that focus the use of neural networks, grey-box modeling approaches and regression 
which is also used to model data in the energy field. However, these models consume a lot 
computational resources. On the other hand, authors refer to the probability based or moving 
average models that don’t consume a lot of resources but need strong assumptions of the DHW 
profiles which do not take into account isolated fluctuations of the consumption. 
 
The model developed by the authors is designed from a data mining study realized on real 
usages of 8 residences equipped with solar water tank. This study highlights a weekly 
periodicity, random fluctuations and the different profiles of consumption following the 
residence, the season, and the day of the week. Therefore, to take into account these results, 
authors proposed a time series model whose form is fixed for all residences and whose 
parameters are tuned for each residence. The proposed ARMA process considers the DHW 
consumption of the previous days and the day of the previous week. 
 
The data were gathered through the measurement of the real uses of DHW consumption for 8 
residential homes in France over two years between 2009 and 2011. The timestamp, the inlet 
and outlet temperatures of the tank and the consumed volume were given per day, but the 
location and the number of residents is unknown. The preliminary analysis revealed that the 
presence of DHW consumption early in the day involves a significant one in the evening, and a 
day for which a consumption is observed in the morning presents almost every time a non-
negligible one at the end of the day. Otherwise, the consumption is short time and irregular in 
consumed volume and when it is drawn as shown in figure 2.12. 
 
Figure 2.12: Consumed volume in liters per day for the residence A. 
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Authors also analyzed residents’ behavior with respect to their consumption in eight residences 
in order to highlight the different phenomena which impact the daily consumed volume. The 
statistical analysis of these data highlights that different factors have an influence on the DHW 
consumed volume. Thus, the season has a strong influence since the needs are lower in summer 
than in winter. Moreover the consumed volume depends on the month which decreases also 
during February and August as shown in figure 2.13. These graphs represent the average of 
consumed volume of DHW per month of the year and the average of the consumed DHW 
volume per day of occupancy for the residence A. This last one highlights that the decreases 
observed during February and August on the left graph are due to the lower number of days in 
February and to the absence of the residents since these decreases do not appear when we 
consider the average of consumption per days of occupancy. 
Figure 2.13: Average of consumed volume in liters per month of the year for the residence A: on the left, the graph 
represents the average of the consumed volume per month; on the right, the average of the consumed DHW volume 
per day of occupancy. 
 
 
Another result is the definition of different consumption profiles which vary following 
the residence and the day of the week as illustrated in Figure 2.14. These boxplots represent the 
consumed volume in liters per day of the week for the residences A (left subfigure) and C (right 
subfigure). It is possible to observe that the consumed volume on Wednesday is generally up 
two times compared to the average volume of Monday for the residence A because the school is 
closed (in France) while this is not the case for the residence C: generally, the profile of a 
typical week depends on the considered residence. The model used to forecast the DHW 
consumption has to be adaptable to the different daily profiles of each residence. 
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Figure 2.14: Boxplot of the consumed volume in liters per day of the week for the residences A (in the left) and C (in 
the right). 
 
Even if the consumption profiles are different for each residence, all of them present a periodic 
pattern of the consumption of one week as shown in figure 2.15. Authors also conclude that 
there are significant consumption peaks each seven days, which means that the values are 
correlated with a periodicity of a week. 
 
Figure 2.15: Autocorrelogram of the DHW consumed volume per day of the residence C and D (lag in days). 
 
Although the DHW consumption of the 8 residences presents various profiles, is possible to 
observe similar trends like the decrease in summer and the periodicity of one week. Authors 
proposed a model for time series with an autoregressive part to integrate all the preliminary 
observations. 
 
Since the DHW consumption is given in liters per day and the observations follow a temporal 
dimension in discrete time, they can be defined as a time series model like ARIMA in order to 
analyze the previous behavior and predict the future behavior. An ARIMA model is a 
generalization of the ARMA model and allows to take into account the non-stationarity and the 
periodicity of the data. An ARIMA process of order  is defined by three 
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components: the autoregressive model of order p, the integration of order d, the moving average 
of order q, and given by 
 
 
  (2.4) 
 
Where is an ARMA process of order  given by 
 
 
 
(2.5) 
 
 
 Where the parameters  and  are linear coefficients and  a white noise. 
 
To set the general form of the model, authors considered the results of the data analysis 
presented before which highlights a periodicity of one week for each residence. Moreover, to 
take into account promptly the variations of the consumption due to the absence of the residents 
during the holidays and other sudden changes, authors also consider in the model the DHW 
consumed volume of the previous days. Different numbers of previous days and numbers of 
weeks have been integrated in the model for example. Finally, authors retained the model that 
minimizes the forecasting error. Thus, the form of the model is fixed for all residences as in the 
equation (2.6), where  is a constant value (the mean of DHW consumed volume). 
 
 
  (2.6) 
 
Thus only the coefficient values  and  depend on the residence. Basically, these parameters 
are tuned through a learning phase based on a historical dataset. The developed model was 
compared to estimations given by the daily average consumption and by the moving average on 
the same day of the week during the last two months. Figures 2.16 an 2.17 show the forecasts 
and error distribution of the ARMA model for three residences. On the left, the testing dataset 
and the estimations are represented: the upper figure is the forecasts of the mean, the middle 
figure is the PG model estimations and the bottom figure is the developed ARMA model 
forecasts. On the right, the error distribution and median for each (in red) are plotted. 
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Figure 2.16: Autocorrelogram of the DHW consumed volume per day of the residence C and D (lag in days). 
 
Figure 2.17: Autocorrelogram of the DHW consumed volume per day of the residence C and D (lag in days). 
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Linas Gelažanskas * and Kelum A. A. Gamage (2015)] [7] analyzed a set of hot water 
consumption data from residential dwellings and fitted some forecasting models, such as 
exponential smoothing, seasonal autoregressive integrated moving average, seasonal 
decomposition and a combination of them, in order to test different prediction techniques. The 
developed models were compared against some benchmark models - mean, naive and seasonal 
naïve. The data were collected by the Energy Monitoring Company in conjunction with and on 
behalf of the Energy Saving Trust with funding of the Sustainable Energy Policy Division of the 
Department of Environment, Food and Rural Affairs (Defra), UK [30]. The initial dataset 
contained hot water consumption measurements from about 120 residential houses. The records 
included temperature information from various locations, where hot water was supplied. Total 
volumetric consumption was also measured. The data were collected during the years 2006 and 
2007. 
 
Figure 2.18 shows the performance of benchmark models for single house DHW consumption. 
It is possible to observe that both the mean and naive models do not perform well for 24 h 
ahead forecasting. A better performance is observed from seasonal naive models, and this 
suggests that seasonality plays a key role. 
 
 
Figure 2.18: Exemplar benchmark model forecasts for an individual dwelling. 
 
 
Figure 2.19 shows an example forecast for total hot water consumption. Since this time series 
involves information from many consumers, the aggregate profile is more stable and repetitive 
compared to profiles from individual dwellings, thus seasonal naive models perform reasonably 
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well. 
 
 
 
Figure 2.19: Exemplar benchmark model forecasts for aggregate hot water consumption. 
 
 
 
 
Authors also evaluated the performance of each forecasting models using two different error 
measures, and they are in equations (2.7) and (2.8). 
 
 
 
 
(2.7) 
 
 
 
 
(2.8) 
 
 
 
The first step developing the models was performing the time series stationarity analysis in 
order to determine whether the original time series need any nonlinear transformation to become 
stationary. Based on the previous tests results, authors concluded that a level of differencing 
was inevitable. Nearly all data become stationary when the first order differential is taken. 
Authors looked at the hot water usage time plots, autocorrelation functions, as well as the partial 
autocorrelation functions, and concluded that is clear that there is daily and weekly seasonality 
involved. Seasonal factors are calculated by taking the average consumption of the same hours 
from different weeks (seasons) and then normalizing it to mean consumption. Figure 2.20 shows 
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the overlaid daily seasonal plot of average seasonal factors. It can be observed that there is very 
strict repetitiveness from Monday to Friday. The weekend is slightly lagging, supposedly 
because people tend to start their day later during the non-working days. It can also be seen that 
the hot water consumption profile is generally flat during the weekend. In addition, the Sunday 
evening peak is highest, most likely due to certain household activities before the start of a new 
week. 
 
 
Figure 2.20: Seasonal plot of mean seasonal factors. 
 
 
 
Forecasting models analyzed by the authors can handle seasonality, thus it is not 
necessary to de-seasonalise the data beforehand. Basically, “STL and ETS” and “STL and 
ARIMA” do exactly the same process: they first de-seasonalize the data, apply the forecasting 
method and then re-seasonalize the data. The forecasting results of hot water usage in individual 
dwellings are positive and promising. Every forecasting method outperformed the chosen 
benchmark models. On average, they perform more than 30% better than the seasonal naive 
benchmark model. 
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Figure 2.21: Model fitting results for individual dwelling consumption. 
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Chapter 3 
 
 
Methodology 
 
 
 
 
After identifying the main goal of the dissertation, which is to create an accurate model 
capable of forecasting DHW consumption at residential level, and studying previous techniques 
and findings related to DHW consumption and forecasting, in this chapter we define the strategy 
used to create the models and generate the data in order to evaluate the results. It is of great 
importance that the algorithms used to model the DHW consumption are low computational 
resource consuming, in order to allow its implementation in the appliance ECU, in a cost 
effective way. So, on a first approach, more complex learning algorithms such as neural 
networks [19] were discarded. During the first week after the EWS appliance has been installed 
in dwelling, it works as if it was on “Always ON” working mode, then, after the first week, the 
algorithm is already able to perform predictions. 
 
The chosen approach for this problem is a time series forecast approach, since the main goal is 
to simulate hourly accumulated DHW consumption and then apply curve fitting algorithms in 
order to model the consumption. In figure 3.1 is possible to observe the high level architecture 
of our approach, although the appliance control module wasn’t implemented on this 
dissertation.  
 
 
Figure 3.1: High level architecture of the system to be modeled. 
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3.1 Data Generation and Simulation Scenarios 
 
Since no real data was available, in order to generate DHW consumption data a tool was 
used: DHWcalc [8]. The main purpose of using this program is to simulate the data produced 
and stored by the real appliance. DHWcalc is a tool to generate DHW consumption data. The 
generated data are text-files, containing a list of flow rate values for each time step. An example 
of a three day-period of a DHW-profile for a single-family house is shown in figure 3.2. 
Figure 3.2: Example of a DHW-profile for a single-family house. Time step: 1 min. [8] 
 
Some parameters are configurable on the tool in order to generate the data according to 
some specifications. It allows configuring general profile parameters, parameters concerning the 
draw-offs, and parameters concerning the statistical distribution of the draw-offs during the 
defined period of the profile. The following general profile parameters can be defined and 
general options can be chosen: 
 
 Single or Multi Family House; 
 Number of draw-off categories (bath, shower, etc) for flow rates; 
 Time step period in minutes; 
 Start day of the profile; 
 Total profile period in days; 
 Total mean daily draw-off volume in litres/day. 
For our simulation scenario, in order to simulate more realistic conditions, the selected options 
were: single family house (which means one water heater for one dwelling where lives one 
family), 4 draw-off categories (small and medium draw-offs, shower and bath), time step equal 
to 60 in order to generate accumulated hourly consumption, start day of the profile equal to 1 
(meaning that Monday is the first day on the generated file), total profile period of 35 days and 
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the total mean daily draw-off volume varies according to the table 3.1, since three dataset were 
generated. The main window of the user interface is shown in figure 3.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3: DHWcalc main user interface. 
 
Regarding the probability distributions, the number of draw-off incidences is calculated by the 
total annual draw-off volume (of each category) divided by the mean flow rate for each 
category. In order to spread the draw-off incidences throughout the time period for the profile, 
the cumulated frequency method was applied. The probability function of draw-offs is described 
by the product of probability functions for seasonal, daily, and week-daily variations of DHW-
consumption. The user interface to set parameters of probability distributions is shown in figure 
3.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Window to fill in parameters to define probability distribution. 
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The chosen probability during the day for our simulation scenario was the DHW standard 
distributions. In this option, a pre-defined probability distribution is based on Gaussian and step 
functions as shown in figure 3.5 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Probability distribution load in the course of the day. Category 1 and 2: For small and 
medium draw-offs the probability is distributed equally between 5:00 and 23:00 h. Category 3: Bath, 
Category 4: Shower. 
 
The proportion of mean draw-off volume on weekend-days compared to weekdays is set with 
the slide bar “Probability Weekend-day/Weekday” in the Probability Distribution Window 
(figure 3.4). For our simulation scenario, the value also was left as default meaning that a 
probability of 1.2 was set. For this value, being  the probability of having a draw-
off given an time instant t,  is defined in the equation (3.1) 
 
 
 
 
 
(3.1) 
The probability: seasonal variations are described by a sine function with a period of 365 days.. 
Regarding holiday periods, these were left disabled because as the main goal was to implement 
these models in the appliance ECU, and the user may set in the appliance the holiday 
departure/arrival dates, the algorithm receives that as an input and may ignore those days when 
formulating the models and forecasts. 
 
With respect to the draw-off parameters concerning the statistical distribution of the draw-offs , 
they can be defined in the “set flow rates” window, as shown in the figure 3.6. 
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Figure 3.6: Flow Window to specify flow rates, draw-off durations and the standard deviation of the 
Gaussian distribution of flow rates for up to 4 draw-off categories. 
 
Draw-off parameters include: 
 
 Mean flow rate; 
 Draw-off duration; 
 Standard deviation of the Gaussian functions; 
 Minimum flow rate; 
 Maximum flow rate; 
 Portion: percentage of volume assigned to each category 
 
For each category, a mean flow rate is defined. The values of the flow rates for the profile are 
spread around the mean value with a Gaussian-distribution, as defined in the equation (3.2) 
 
 
 
 
 
(3.2) 
Figure 3.7 shows the flow rate distributions if the option ‘DHW standard distribution’ is chosen, 
as it was for our simulation scenario.   
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Figure 3.7: Example for flow rate distributions for four categories. 
 
To test the models, three different simulations scenarios will be used. The generated datasets 
will simulate a small, medium and large dwelling, respectively. These datasets differ in the 
average total volumetric daily hot water consumption, which represents different dwellings with 
different number of residents (based on the literature, main factor influencing the total 
volumetric hot water consumption is the number of occupants).  The main goal is to generate 
three different datasets, each one simulating a different dwelling size with a different number of 
occupants. Since the average number of residents per household in the European Union  is equal 
to three [9], families of 3, 5 and 6 residents, respectively, were simulated.  
 
 
Equation (3.3) relates the number of residents (N), with the average daily hot water demand 
( ). 
 
 
  
 
(3.3) 
 
 
 
Dwelling 
Size 
Nº of Occupants Average Daily DHW Consumption (L) 
S 3 133 
M 5 203 
L 6 238 
Table 3.1: Data generated, according to the number of occupants. 
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3.2 Time Series decomposition 
 
 
The chosen approach for this forecasting problem is a time series-based approach. This sub-
section focus on how the time series is decomposed in order to remove seasonality from the 
data.  
 
A time series decomposition tool was developed. It receives the data produced by the DHWcalc 
tool and groups the accumulated volumetric DHW consumptions by weekday, generating seven 
text files (from Monday until Sunday, one for each weekday). These text files contain 24 DHW 
consumption values on each line, each column corresponding to an hour of the day (from 0:00 – 
23:00). This division is taken because, as Gelažanskas and Gamage (2015) [7] showed, there is 
a weekly seasonality when using DHW by the households, as a consequence of their routines 
that repeat as a pattern on each weekday. 
 
 
 
Figure 3.8: Time series decomposition Java tool interface 
 
Considering the following dataset produced by DHWcalc, where each position of the list is an 
accumulated volumetric consumption on a given hour of the day. 
 
-- Begin dataset 
1/1/2016 (Mon) [0,0,0,0,0,0,33,8,0,0,8,24,7,8,8,0,0,12,0,7,0,0,0,0] 
2/1/2016 (Tue) [0,0,0,0,0,0,108,16,0,0,0,8,0,0,0,0,0,0,8,7,0,0,0,0] 
3/1/2016 (Wed) [0,0,0,0,0,0,15,0,0,0,0,8,8,10,0,0,0,17,10,0,6,0,0,0] 
4/1/2016 (Thu) [0,0,0,0,0,0,55,0,0,0,0,9,0,0,0,0,0,16,20,0,7,10,0,0] 
5/1/2016 (Fri) [0,0,0,0,0,0,100,0,6,0,0,25,0,0,0,0,0,0,8,6,17,0,0,0] 
6/1/2016 (Sat) [0,0,0,15,0,0,70,69,0,0,0,6,0,0,15,7,0,0,0,9,0,9,0,0] 
7/1/2016 (Sun) [0,0,0,0,0,9,26,35,6,6,0,9,0,0,17,16,0,7,0,6,0,0,0,0] 
8/1/2016 (Mon) [0,0,0,0,0,0,50,0,0,0,0,7,0,0,9,0,0,0,7,0,0,0,0,0] 
9/1/2016 (Tue) [0,0,0,0,0,0,54,0,0,0,0,24,0,0,0,0,0,8,0,25,7,0,0,0] 
10/1/2016 (Wed) [0,0,0,0,0,0,49,0,0,0,0,23,0,0,0,8,0,10,0,8,8,0,0,0] 
11/1/2016 (Thu) [0,0,0,0,0,0,42,0,0,0,0,8,0,0,0,0,0,0,0,0,0,0,9,0] 
12/1/2016 (Fri) [0,0,0,0,0,0,23,0,0,0,0,16,0,0,0,0,0,0,0,15,0,9,0,0] 
13/1/2016 (Sat) [0,0,0,0,0,0,58,72,0,0,0,15,0,0,21,7,0,0,0,0,32,0,0,7] 
14/1/2016 (Sun) [0,0,8,0,0,0,31,41,8,0,0,0,0,0,6,18,7,0,8,0,0,0,0,0] 
15/1/2016 (Mon) [0,0,0,0,0,0,56,0,0,0,8,0,0,0,0,0,0,0,9,17,7,0,0,0] 
16/1/2016 (Tue) [0,0,0,0,0,0,80,0,0,0,0,15,0,0,0,9,0,9,0,0,7,0,0,0] 
17/1/2016 (Wed) [0,0,0,0,0,0,65,0,0,0,0,26,0,0,0,0,0,6,6,0,9,0,0,0] 
18/1/2016 (Thu) [0,0,0,0,0,0,55,0,0,0,0,15,8,0,0,6,0,6,0,7,9,0,0,0] 
19/1/2016 (Fri) [0,0,0,0,0,0,59,0,10,0,0,16,0,0,0,0,0,0,9,0,0,0,0,0] 
20/1/2016 (Sat) [10,0,6,0,0,9,32,29,0,0,0,0,0,0,17,15,0,0,0,11,0,15,0,0] 
21/1/2016 (Sun) [0,0,0,0,0,0,26,22,7,0,0,0,7,0,25,19,0,0,0,9,11,0,0,0] 
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22/1/2016 (Mon) [0,0,0,0,0,0,79,0,0,0,0,14,0,0,0,0,8,0,15,7,7,0,0,0] 
23/1/2016 (Tue) [0,0,0,0,0,0,31,0,8,0,0,8,0,0,0,0,0,9,18,0,19,0,0,0] 
24/1/2016 (Wed) [0,0,0,0,0,0,54,0,8,0,0,9,0,0,0,0,0,0,6,6,0,0,0,0] 
25/1/2016 (Thu) [0,0,0,0,0,0,76,0,8,0,0,23,0,0,0,0,0,0,7,0,7,0,0,0] 
26/1/2016 (Fri) [0,0,0,0,0,0,50,0,0,0,0,33,8,0,0,0,9,8,8,0,0,0,0,0] 
27/1/2016 (Sat) [0,0,0,9,0,0,34,15,0,0,0,0,0,0,34,17,0,0,0,8,10,0,0,0] 
28/1/2016 (Sun) [0,0,0,0,0,0,21,32,0,0,0,0,0,0,25,15,0,0,6,0,0,16,0,0] 
29/1/2016 (Mon) [0,0,0,0,0,0,100,0,0,0,7,38,0,0,0,0,0,7,9,0,15,0,0,0] 
30/1/2016 (Tue) [0,0,0,0,0,0,26,0,0,0,9,41,0,8,0,0,0,22,0,6,18,0,0,0] 
 
-- End dataset 
 
The tool decomposes the series by weekday: 
 
WEEKDAY: MON 
[0, 0, 0, 0, 0, 0, 33, 8, 0, 0, 8, 24, 7, 8, 8, 0, 0, 12, 0, 7, 0, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 50, 0, 0, 0, 0, 7, 0, 0, 9, 0, 0, 0, 7, 0, 0, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 56, 0, 0, 0, 8, 0, 0, 0, 0, 0, 0, 0, 9, 17, 7, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 79, 0, 0, 0, 0, 14, 0, 0, 0, 0, 8, 0, 15, 7, 7, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 100, 0, 0, 0, 7, 38, 0, 0, 0, 0, 0, 7, 9, 0, 15, 0, 0, 0] 
 
WEEKDAY: TUE 
[0, 0, 0, 0, 0, 0, 108, 16, 0, 0, 0, 8, 0, 0, 0, 0, 0, 0, 8, 7, 0, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 54, 0, 0, 0, 0, 24, 0, 0, 0, 0, 0, 8, 0, 25, 7, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 80, 0, 0, 0, 0, 15, 0, 0, 0, 9, 0, 9, 0, 0, 7, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 31, 0, 8, 0, 0, 8, 0, 0, 0, 0, 0, 9, 18, 0, 19, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 26, 0, 0, 0, 9, 41, 0, 8, 0, 0, 0, 22, 0, 6, 18, 0, 0, 0] 
 
WEEKDAY: WED 
[0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 8, 8, 10, 0, 0, 0, 17, 10, 0, 6, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 49, 0, 0, 0, 0, 23, 0, 0, 0, 8, 0, 10, 0, 8, 8, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 65, 0, 0, 0, 0, 26, 0, 0, 0, 0, 0, 6, 6, 0, 9, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 54, 0, 8, 0, 0, 9, 0, 0, 0, 0, 0, 0, 6, 6, 0, 0, 0, 0] 
 
WEEKDAY: THU 
[0, 0, 0, 0, 0, 0, 55, 0, 0, 0, 0, 9, 0, 0, 0, 0, 0, 16, 20, 0, 7, 10, 0, 0] 
[0, 0, 0, 0, 0, 0, 42, 0, 0, 0, 0, 8, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 9, 0] 
[0, 0, 0, 0, 0, 0, 55, 0, 0, 0, 0, 15, 8, 0, 0, 6, 0, 6, 0, 7, 9, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 76, 0, 8, 0, 0, 23, 0, 0, 0, 0, 0, 0, 7, 0, 7, 0, 0, 0] 
 
WEEKDAY: FRI 
[0, 0, 0, 0, 0, 0, 100, 0, 6, 0, 0, 25, 0, 0, 0, 0, 0, 0, 8, 6, 17, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 23, 0, 0, 0, 0, 16, 0, 0, 0, 0, 0, 0, 0, 15, 0, 9, 0, 0] 
[0, 0, 0, 0, 0, 0, 59, 0, 10, 0, 0, 16, 0, 0, 0, 0, 0, 0, 9, 0, 0, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 50, 0, 0, 0, 0, 33, 8, 0, 0, 0, 9, 8, 8, 0, 0, 0, 0, 0] 
 
 
WEEKDAY: SAT 
[0, 0, 0, 15, 0, 0, 70, 69, 0, 0, 0, 6, 0, 0, 15, 7, 0, 0, 0, 9, 0, 9, 0, 0] 
[0, 0, 0, 0, 0, 0, 58, 72, 0, 0, 0, 15, 0, 0, 21, 7, 0, 0, 0, 0, 32, 0, 0, 7] 
[10, 0, 6, 0, 0, 9, 32, 29, 0, 0, 0, 0, 0, 0, 17, 15, 0, 0, 0, 11, 0, 15, 0, 0] 
[0, 0, 0, 9, 0, 0, 34, 15, 0, 0, 0, 0, 0, 0, 34, 17, 0, 0, 0, 8, 10, 0, 0, 0] 
 
 
WEEKDAY: SUN 
[0, 0, 0, 0, 0, 9, 26, 35, 6, 6, 0, 9, 0, 0, 17, 16, 0, 7, 0, 6, 0, 0, 0, 0] 
[0, 0, 8, 0, 0, 0, 31, 41, 8, 0, 0, 0, 0, 0, 6, 18, 7, 0, 8, 0, 0, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 26, 22, 7, 0, 0, 0, 7, 0, 25, 19, 0, 0, 0, 9, 11, 0, 0, 0] 
[0, 0, 0, 0, 0, 0, 21, 32, 0, 0, 0, 0, 0, 0, 25, 15, 0, 0, 6, 0, 0, 16, 0, 0] 
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and 24 (number of hours in a day) * 7 (number of weekdays) = 168 time series that have been 
generated. For each weekday, there are 24 series corresponding to each hour of the day. 
 
3.3 Time Series preliminary analysis 
 
A preliminary analysis of the time series was performed for one year sample data generated 
by DHWcalc. The main goal was to visually check if there is obvious seasonality or trend in the 
data, according to the performed time series decomposition. Furthermore, two stationarity tests 
were performed to all the time series:  
 
 Augmented Dickey Fuller test; 
 Philip-Perron test.  
 
These tests aim to test the null hypothesis of whether a unit root is present in a time series 
sample. A unit root is a feature of processes that evolve through time that can cause problems in 
statistical inference involving time series models. These tests are based on the p-value, which is 
the probability of the null hypothesis (i.e, the non-stationarity of the process) being true. So 
large p-values are indicative of non-stationarity, and small p-values suggest stationarity. We 
used the usual 5% threshold, so differencing is required if the p-value is greater than 0.05, for 
each time series. These tests were executed using R software. Philip-Perron test could be used 
without the need of performing the augmented dickey fuller, although we decided to perform 
this second test because, as Davidson and MacKinnon (2004) reported [14], the Phillips–Perron 
test performs worse in finite samples than the augmented Dickey–Fuller test. 
 
3.4 DHW Forecasting algorithms 
 
 
Since the system will be deployed in the appliance ECU and as a consequence there are 
limited resources available, more complex learning algorithms such as neural networks were not 
considered. Forecasting was performed according to three algorithms:  
 
 Naïve 
 Simple Exponential Smoothing  
 Cumulative Moving Average 
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Naïve is based on the assumption that the next value of the time series will be equal to the 
previous observed value. Being the forecasted value for the time instant  and 
the observed value in time instant t, equation (3.4) shows the calculation of the forecasted 
values with respect to the past values. 
 
  (3.4) 
 
Exponential smoothing refers to the use of an exponentially weighted moving average (EWMA) 
to “smooth” a time series. Having the original time series, it is possible to create a smoothed 
time series. Being  the observed value of the original time series on instant t, α the smoothing 
constant and  the smoothed value on instant , The next smoothed value is 
given according to the equation (3.5). For , the smoothed value is equal to the observed 
value. 
 
 
  (3.5) 
 
The smoothing constant α determines the level at which previous observations have impact on 
the forecasted values. Large weights result in faster changes in the fitted line, while small 
weights result in slower changes. 
 
 
In order to find the best smoothing constant, R software HoltWinters() function was used, with 
Alpha and Beta parameters equal to false. It is able to fit a exponential smoothing model to the 
time series and automatically find the best smoothing constant, i.e, the value that minimizes the 
error of the fitted model with respect to the observed values. Figure 3.9 shows an example of 
using R in order to fit an exponential smoothing model to the Monday 23h time series. 
 
 
Figure 3.9: Using R to fit an exponential smoothing curve to the data. 
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On a cumulative moving average approach, forecasting is based on the average of all of 
the data up until the current datum point. Being CMA(t) the forecasted value for time instant t, it  
is given by the equation (3.6). 
 
 
 
(3.6) 
 
 
 
3.5 Model Evaluation 
 
In order to evaluate the forecasting models, two accuracy measures were considered. On 
first place, the models were evaluated as a classification problem: this measure aims to evaluate 
the percentage of times that the model predicts correctly when DHW is needed, by each 
weekday. Data is labelled according to the DHW volumetric consumption values. 
 
 
DHW volumetric consumption (L) Label 
<= 5 DHW_not_needed 
>5 DHW_needed 
Table 3.2: Labelling data resultant from forecasts and real consumptions. 
 
 
In order to compare the models with respect to the average hourly forecast precision by each 
weekday, the MAE - Mean Absolute Error - was used. This measure shows how far the 
predictions are from the observed values. Being  the forecasted value for time instant t and   
the observed value, MAE is according to the equation (3.7). 
 
 
 
 
 
(3.7) 
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Chapter 4 
 
 
Results 
 
 
4.1 Time Series Analysis 
 
A dataset containing one year hot water consumption data was generated. Using R 
software, the time series are plotted and it was possible to conclude, after a visual inspection of 
all the time series after decomposition, that no apparent trend or seasonality is observed. 
 
 
Figure 4.1: Time series sample for Monday. 
 
 Augmented Dickey Fuller and Philip-Perron tests were also performed in order to test 
the null hypothesis of non-stationarity based on the p-values. As stated in the methodology 
section, a p-value < 5% means that the hypothesis of non-stationarity can be safely dropped and 
the time series is assumed as stationary. The results are presented on table 4.1. 
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   # of time series   
 p-value < 5% p-value > 5% Total 
Augmented Dickey Fuller 135 33 168 
Philip-Perron 168 0 168 
Table 4.1: Stationarity tests for one year DHW consumption data sample. 
 
After looking at the table 4.1, we can conclude that using the Philip-Perron stationarity test all 
the time series are considered to be stationary, while with the Augmented Dickey Fuller test a 
small number of  time series present a p-value > 5%. Still, there is the possibility of some outlier 
generation by the tool and we can conclude that no differencing is needed in this step. 
 
4.2 L dwelling 
This subsection presents the results related to the L dwelling dataset (dataset 
representing a large family with 6 occupants and 268L/day average daily DHW consumption). 
 
4.2.1 Time Series decomposition 
Large dwelling time series data produced by DHWcalc were decomposed by the 
developed time series decomposition tool and the hourly DHW accumulated consumption 
information for each weekday (Monday – Sunday) was generated. Figures 4.2 – 4.8 show the 
decomposition. Each line color represents a different hour of the day. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Time series from 0 – 23 h for Monday. (L dwelling) 
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Figure 4.3: Time series from 0 – 23 h for Tuesday. (L dwelling) 
 
 
 
 
 
Figure 4.4: Time series from 0 – 23 h for Wednesday. (L dwelling) 
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Figure 4.5: Time series from 0 – 23 h for Thursday. (L dwelling) 
 
 
 
 
 
 
Figure 4.6: Time series from 0 – 23 h for Friday. (L dwelling) 
 
Results 
42 
 
 
 
 
 
Figure 4.7: Time series from 0 – 23 h for Saturday. (L dwelling) 
 
 
 
 
Figure 4.8: Time series from 0 – 23 h for Sunday. (L dwelling) 
 
It’s possible to observe that for all weekdays, the most part of the series representing the 
different hours of the days are equal to zero, meaning that no DHW draw-offs have occurred, as 
expected. From Monday until Friday, the 6AM time series presents the highest DHW 
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consumption values, while on weekend days, the 7AM time series shows higher consumptions. 
This is a reflex of household’s routine that may wake up earlier during the week to go to work, 
and wake up later in the weekend days. 
 
4.2.2 Hot water usage profiles 
 
Hot water usage profiles are generated and 168 plots (7 weekdays * 24 hours) like in the 
figure 4.9 are generated, where each line color represents a different algorithm. It’s important to 
refer that many times the best smoothing constant was equal to 1, which makes the exponential 
smoothing fitting curve be the same as the Naïve one. 
 
 
 
 
 
Figure 4.9: Hot water usage profile for Monday weekday, hour: 6:00 AM. (Large dwelling) 
 
4.2.3 Model evaluation 
Tables 4.2 and 4.3 show the error for each forecasting algorithm, based on MAE 
distance measure, and the classifier accuracy, respectively.  
 
Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 3.17 2.83 4.04 
Tuesday 4.18 3.55 4.38 
Wednesday 2.72 2.54 3.07 
Thursday 2.1 1.99 2.85 
Friday 1.86 1.46 2.09 
Saturday 3.38 3.16 3.96 
Sunday 2.76 2.83 2.98 
Average 2.88 2.37 3.34 
Table 4.2: Average hourly forecasting error (in liters) for L dwelling dataset, for each algorithm. 
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Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 80.2 % 85.4 % 77 % 
Tuesday 87.5 % 88.5 % 83.3 % 
Wednesday 84.4 % 87.5 % 87.5% 
Thursday 84.4 % 88.5 % 82.3 % 
Friday 90.6 % 91.6 % 88.5 % 
Saturday 88.5 % 91.7 % 87.5 % 
Sunday 90.6 % 94.8 % 88.5 % 
Average 87 % 90 % 85 % 
Table 4.3: Classifier precision for L dwelling dataset, by weekday, for each algorithm. 
 
By looking at the model evaluation tables, it is possible to observe that exponential 
Smoothing is the best performing algorithm, although the Naïve approach is not far worse 
because of the performed time series decomposition. Since each hour of the day is treated as a 
time series separately and households tend to have a routine is not wrong to assume a Naïve 
perspective, considering that the next volumetric hot water consumption on the next week, by 
the same hour, will be approximately the same as in the previous week, by season. Furthermore, 
considering that L dwelling has an average daily consumption of  238L, an error of 2.38L, 
hourly for each weekday, represents a promising result. 
 
4.2.4 Forecasts 
Figure 4.10 shows the forecasted values for three days (Monday-Wednesday) according 
to the output obtained by the exponential smoothing approach, since it was the best performing 
algorithm. Gray area on the graph means that no DHW is expected to be required (volumetric 
DHW consumptions of  ≤ 5L are considered the same as no DHW needed, since hot water takes 
in average 3-5L to be hot since the tap is opened by the residents[15]. The other days 
(Wednesday-Sunday) weren’t represented on the graph because they present similar expected 
consumptions by approximately the same hours and that indicates seasonality, as would be 
expected. The main difference is that during the weekdays at 6AM is the hour of the day that is 
required to have the most part of the DHW available, and on the weekend days higher 
consumptions are expected to happen by 22H (this information can be found on annex A.1 
where the complete one week ahead DHW forecasts for large dwelling dataset is presented). On 
the other periods of the day only small amounts of DHW are expected to be used and it is clear 
that the most part of the day is not expected to have DHW draw-offs, and that means great 
saving opportunities. 
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Figure 4.10: Forecasted values for three days ahead (L Dwelling). 
 
 
 
4.3 M dwelling 
 
This subsection presents the results related to the M dwelling dataset (dataset 
representing a medium sized family with 4 occupants and 188L/day average daily DHW 
consumption). 
 
4.3.1 Time Series decomposition 
Medium dwelling time series data produced by DHWcalc were decomposed by the 
developed time series decomposition tool and the hourly DHW accumulated consumption 
information for each weekday (Monday – Sunday) was generated. Figures 4.10 – 4.16 show the 
decomposition. Each line color represents a different hour of the day. 
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Figure 4.11: Time series from 0 – 23 h for Monday. (M Dwelling) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12: Time series from 0 – 23 h for Tuesday. (M Dwelling) 
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Figure 4.13: Time series from 0 – 23 h for Wednesday. (M Dwelling) 
 
 
 
 
 
               Figure 4.14: Time series from 0 – 23 h for Thursday. (M Dwelling) 
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Figure 4.15: Time series from 0 – 23 h for Friday. (M Dwelling) 
 
 
 
 
 
 
 
 
 
Figure 4.16: Time series from 0 – 23 h for Saturday. (M Dwelling) 
 
 
 
Results 
49 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.17: Time series from 0 – 23 h for Sunday. (M Dwelling) 
 
Like in L dwelling, it’s possible to observe that for all weekdays, the most part of the 
series representing the different hours of the days are equal to zero. Surprisingly, for all week 
and weekend days, the 6AM time series presents the highest DHW consumption values. It’s 
possible to observe a decrease in the volumetric consumption when compared to L dwelling, as 
expected. 
 
4.3.2 Hot water usage profiles 
 
Like in the L dwelling dataset, hot water usage profiles are generated and 168 plots (7 
weekdays * 24 hours) like in the figure 4.18 are generated, where each line color represents a 
different algorithm. It’s important to refer that, just as happened in the large dataset, many times 
the best smoothing constant when using the simple exponential smoothing algorithm to model 
DHW consumption, it was equal to 1, which makes the exponential smoothing fitting line be the 
same as the Naïve one. 
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Figure 4.18: Hot water usage profile for Monday weekday, hour: 12:00 AM. (Medium dwelling) 
 
 
 
4.1.1 Model Evaluation 
 
Tables 4.5 and 4.6 show the error for each forecasting algorithm, based on MAE 
distance measure, and the classifier accuracy, respectively.  
 
Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 4 3.76 3.73 
Tuesday 3.56 3.45 4.01 
Wednesday 4.34 3.40 4.17 
Thursday 3.14 2.45 2.86 
Friday 4.9 4.28 4.88 
Saturday 4.3 3.47 4.09 
Sunday 4.63 4.22 4.59 
Average 4.12 3.58 4.05 
Table 4.4: Average hourly forecasting error (in liters) for M dwelling dataset, for each algorithm. 
 
 
Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 79.2 % 78.1 % 72.9 % 
Tuesday 88.5 % 89.6 % 86.5 % 
Wednesday 84.4 % 87.5 % 87.5 % 
Thursday 83.3 % 87.5 % 82.3 % 
Friday 89.5 % 90.7 % 86.3 % 
Saturday 88.5 % 91.8 % 87.5 % 
Sunday 90.6 % 94.6 % 87.5 % 
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Average 86.3 % 88.5 % 84.4 % 
Table 4.5: Classifier precision for M dwelling dataset, for each algorithm. 
 
As happened with L dwelling, exponential Smoothing is the best performing algorithm, 
although the Naïve approach also shows reasonable results. This time, also CMA outperformed 
Naïve with respect to the forecasting precision. 
 
 
4.3.4 Forecasts 
Figure 4.19 shows the forecasts for three days of the week (Monday – Wednesday). As 
seen with large dwelling dataset, gray area mean that no DHW is expected to be required. After 
observing the image, the same conclusion as with the large dwelling can be drawn: it is clear 
that the most part of the day is not expected to have DHW available and small draw-offs are 
present during the most hours of the day, and that allows great saving opportunities. As 
happened with L dwelling, the other days (Thursday-Sunday) presented a similar behavior in 
terms of DHW forecasting which reveals strong seasonality on the data. For more details about 
the one week ahead forecasts please check annex A.2 
 
 
Figure 4.19: Forecasted values for three days ahead (M Dwelling). 
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4.2 S dwelling 
 
This subsection presents the results related to the S dwelling dataset (dataset 
representing a small family with 2 occupants and 138L/day average daily DHW consumption). 
 
4.2.1 Time Series decomposition 
Small dwelling time series data produced by DHWcalc were decomposed by the 
developed time series decomposition tool and the hourly DHW accumulated consumption 
information for each weekday (Monday – Sunday) was generated. Figures 4.18 – 4.24 show the 
decomposition. Each line color represents a different hour of the day. 
 
 
Figure 4.20: Time series from 0 – 23 h for Monday. (S Dwelling) 
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Figure 4.21: Time series from 0 – 23 h for Tuesday. (S Dwelling) 
 
 
 
 
 
 
Figure 4.22: Time series from 0 – 23 h for Wednesday. (S Dwelling) 
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Figure 4.23: Time series from 0 – 23 h for Thursday. (S Dwelling) 
 
 
 
 
 
 
 
 
Figure 4.24: Time series from 0 – 23 h for Friday. (S Dwelling) 
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Figure 4.25: Time series from 0 – 23 h for Saturday. (S Dwelling) 
 
 
 
 
Figure 4.26: Time series from 0 – 23 h for Sunday. (S Dwelling) 
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With this dataset, it’s possible to observe that only on Tuesday the 6AM hour presents 
the most DHW demand, while in the other days it is variable. It’s also possible to observe a 
decrease in the volumetric consumption when compared to M dwelling, as expected. 
 
 
 
4.2.2 Hot water usage profiles 
 
Like in them M and L dwelling dataset, hot water usage profiles are generated and 168 
plots (7 weekdays * 24 hours) like in the figure 4.27 are generated, where each line color 
represents a different algorithm. It’s important to refer that, just as happened in the large dataset, 
many times the best smoothing constant when using the simple exponential smoothing 
algorithm to model DHW consumption, it was equal to 1, which makes the exponential 
smoothing fitting line be the same as the Naïve one. 
 
 
 
 
Figure 4.27: Hot water usage profile for Monday weekday, hour: 5:00 AM. (small dwelling) 
 
 
4.2.3 Model Evaluation 
 
Tables 4.8 and 4.9 show the error for each forecasting algorithm, based on MAE 
distance measure, and the classifier accuracy, respectively.  
 
Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 3.26 2.66 3.07 
Tuesday 4.38 3.59 5.16 
Wednesday 4.63 3.62 3.99 
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Thursday 4.1 3.28 3.53 
Friday 4.03 2.75 3.42 
Saturday 4.3 3.27 4.43 
Sunday 5.19 4.23 4.58 
Average 4.27 3.34 4.02 
Table 4.6: Classifier precision for small dwelling dataset, for each algorithm. 
Weekday Naïve Exponential 
Smoothing 
CMA 
Monday 80.2 % 85.4 % 81.3 % 
Tuesday 88.5 % 89.6 % 86.5 % 
Wednesday 67.7 % 77.1 % 76 % 
Thursday 75 % 80.2 % 86.5 % 
Friday 81.2 % 85.4 % 87.5 % 
Saturday 68 % 77.1 % 71.9 % 
Sunday 77.1 % 81.3 % 79.2 % 
Average 77 % 82 % 81 % 
Table 4.7: Classifier precision for small dwelling dataset, for each algorithm. 
 
As happened with M and L sized dwellings, exponential Smoothing is the best performing 
algorithm, although for this dataset the CMA approach shows better results than Naive. It was 
an unexpected result that could have happened because of the generation of some outliers by the 
tool. 
 
4.4.4 Forecasts 
 
Figure 4.28 shows the three days ahead forecasts for each hour of the day, from Monday 
until Wednesday. As seen with large and medium dwelling dataset, gray area mean that no 
DHW is expected to be required. After observing the image, the same conclusion as with the 
large and medium dwellings can be drawn: it is clear that the most part of the day is not 
expected to have DHW available and small draw-offs are present during the most hours of the 
day, and that allows great saving opportunities. For more details about the one week ahead 
forecasts please check annex A.3. 
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Figure 4.28: Forecasted DHW consumption values for three days ahead (S Dwelling). 
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Chapter 5 
 
 
Conclusions and Future Work 
 
 
This dissertation arises from a smart cities context where energy efficiency assumes an 
invaluable importance, and represents a contribution to the energy efficiency topic at the 
residential level, presenting a new approach in order to model DHW consumption. A great 
percentage of water heating solutions are storage devices that store hot water within a certain set 
point temperature defined by the user, throughout the day. Although, hot water is not needed 
during all day and there are usage patterns that must be found in order to optimize energy 
efficiency on this kind of appliances. The forecasting of the consumed DHW volume allows to 
control and reduce the heating costs by heating only the needed volume, providing households 
with hot water only when required. On the industry’s point of view, it could originate a new 
working mode: “smart mode”, that learns household’s DHW usage habits and automatically 
adapts the water setpoint temperature when required. 
 
A new approach in order to forecast DHW demand in residential houses was presented. The 
problem was interpreted as a time series forecast problem and, since no real data were available, 
there was the need to simulate those data with a tool. The tool was configured to generate 
hourly accumulated consumptions, for a 35 day period, for three different dwelling sizes. Time 
series data were decomposed in order to remove seasonality: for each weekday 24 time series 
were created, one for each hour of the day, for the seven days of the week. Then, stationarity 
tests were performed using R software and the results showed that no obvious trend or 
seasonality was observed with the given decomposition. The models were then built using three 
simple algorithms: Naïve, Simple Exponential Smoothing and Cumulated Moving Average, and 
were then evaluated according to its forecasting precision and as a classifier, labeling the data as 
DHW needed and no needed. The results were positive and it’s possible to conclude that those 
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good results were due to the time series decomposition previously performed. Naïve performs 
well because in the next week, for the same weekday and hour it is very likely that the 
consumption will be similar to the previous week and since seasonality and trend were removed 
from the data the simple exponential smoothing algorithm is a reasonable approach [13] and 
shows the best results. Furthermore, it is few computational resources consuming and it’s able 
to be implemented cost effectively on an water heating appliance ECU, as it was also one of the 
main goals of this dissertation.  
 
It’s also possible to conclude that in the most part of the day DHW is not required by the 
household’s and there is the opportunity to save energy. These results could be improved using 
real data for testing because some inconsistencies were found on the generated data like for 
example much different hot water consumption for two consecutive weeks were sometimes 
generated, and those could be possibly interpreted as outliers. 
 
As future work, in order to better understand how residents use the DHW and make decisions in 
this context a machine learning approach using reinforcement learning algorithms as presented 
by Liu et al (2013) [21] can be applied to this problem. In addition, an environment intelligence 
modeling methodology like the one presented by Passos et al (2011) [22] can also be useful 
regarding the DHW consumption issue at the household level, exploring the opportunities 
uncovered by using cognitive agents to model households’ activities as explored by Rossetti and 
Liu (2005) [23].  Furthermore, it is very important to test the approach developed in this 
dissertation with real DHW usage data and compare the results obtained with the simulated 
data. The development of the appliance control module is also an item for future work: an 
algorithm that takes into account the appliance’s technical specifications and controls the 
electrical resistance having as input the DHW predictions developed in this dissertation. 
 
Since behavioral shifting was also part of this dissertation, a mobile application in order to 
remotely control and monitor the EWS is being developed at the moment. In the future, it is 
important to develop a module that provides the users with ecological tips based on their DHW 
consumption habits. These tips aim to change households’ habits in order to adopt sustainable 
and environmental friendly behavior, like for example lowering the hot water setpoint 
temperature in order to save energy or changing bath hours in order to move peak hour.  
Applying gamification techniques and a rewarding system inspired in the one proposed by 
Abreu et al (2016) [4] will have a much deeper impact of these tips on the user’s behavior, as 
discussed by Kokkinogenis et al (2014) [24] and Rossetti et al (2013) [25], in artificial 
transportation systems context. 
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Annexes 
 
Annex A.1: One week ahead DHW 
forecasts for L dwelling dataset 
 
Weekday Hour Naive ExpSmooth CMA 
 
 
 
 
 
 
 
 
 
 
Monday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 100 100 64 
7:00 0 0 2 
8:00 0 0 0 
9:00 0 0 0 
10:00 7 6 5 
11:00 38 23 17 
12:00 0 0 1 
13:00 0 0 2 
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14:00 0 0 3 
15:00 0 0 0 
16:00 0 0 2 
17:00 7 7 4 
18:00 9 9 8 
19:00 0 7 6 
20:00 15 15 6 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Tuesday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 26 30 60 
7:00 0 0 3 
8:00 0 0 2 
9:00 0 0 0 
10:00 9 9 2 
11:00 41 22 19 
12:00 0 0 0 
13:00 8 8 2 
14:00 0 0 0 
15:00 0 0 2 
16:00 0 0 0 
17:00 22 22 13 
18:00 0 8 5 
 65 
 
19:00 6 7 8 
20:00 18 18 10 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
Wednesday 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 26 26 41 
7:00 0 0 0 
8:00 0 0 2 
9:00 0 0 0 
10:00 0 0 0 
11:00 8 12 15 
12:00 0 0 2 
13:00 0 0 2 
14:00 0 0 0 
15:00 0 0 2 
16:00 0 0 0 
17:00 0 0 7 
18:00 6 6 6 
19:00 7 4 4 
20:00 18 6 8 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 66 
 
 
 
 
 
 
 
 
 
 
 
 
 
Thursday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 75 55 61 
7:00 0 0 0 
8:00 8 8 3 
9:00 0 0 0 
10:00 0 0 0 
11:00 20 20 15 
12:00 0 0 2 
13:00 0 0 0 
14:00 0 0 0 
15:00 5 0 3 
16:00 0 0 0 
17:00 0 0 3 
18:00 0 0 4 
19:00 7 0 3 
20:00 8 7 6 
21:00 0 0 2 
22:00 0 0 2 
23:00 0 0 0 
 
 
 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
 67 
 
 
 
 
 
 
 
 
Friday 
5:00 0 0 0 
6:00 75 75 87 
7:00 0 0 0 
8:00 0 6 3 
9:00 0 0 0 
10:00 0 0 0 
11:00 20 25 22 
12:00 0 0 0 
13:00 0 0 0 
14:00 0 0 0 
15:00 5 5 1 
16:00 0 0 0 
17:00 0 0 0 
18:00 8 8 7 
19:00 7 6 6 
20:00 0 0 3 
21:00 0 0 2 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
Saturday 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 2 
6:00 37 37 46 
7:00 20 20 41 
8:00 0 0 0 
9:00 0 0 0 
 68 
 
 
 
 
10:00 0 0 0 
11:00 17 6 8 
12:00 0 0 0 
13:00 0 0 0 
14:00 30 30 23 
15:00 17 17 15 
16:00 0 0 0 
17:00 0 0 0 
18:00 0 0 0 
19:00 7 9 9 
20:00 0 0 8 
21:00 0 0 0 
22:00 75 75 71 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Sunday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 2 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 2 
6:00 37 37 28 
7:00 20 20 30 
8:00 0 6 4 
9:00 0 0 1 
10:00 0 0 0 
11:00 0 9 2 
12:00 0 0 0 
13:00 0 0 0 
14:00 30 27 21 
 69 
 
15:00 17 17 17 
16:00 0 0 1 
17:00 0 0 1 
18:00 0 0 3 
19:00 7 6 4 
20:00 0 0 0 
21:00 0 0 0 
22:00 33 33 28 
23:00 0 0 0 
 
Annex A.2: One week ahead DHW 
forecasts for M dwelling dataset 
 
Weekday Hour Naive ExpSmooth CMA 
 
 
 
 
 
 
 
 
 
 
 
 
Monday 
0:00 6 2 1 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 1 
5:00 29 31 33 
6:00 49 49 12 
7:00 6 10 5 
8:00 1 2 3 
9:00 2 5 5 
10:00 0 2 3 
11:00 0 1 2 
12:00 0 2 2 
13:00 0 2 3 
14:00 5 4 5 
 70 
 
15:00 12 5 4 
16:00 7 4 3 
17:00 5 5 5 
18:00 0 5 1 
19:00 0 0 1 
20:00 0 3 3 
21:00 0 0 1 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Tuesday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 6 4 3 
5:00 8 8 5 
6:00 55 55 36 
7:00 0 0 0 
8:00 0 0 0 
9:00 0 0 0 
10:00 0 0 0 
11:00 3 0 2 
12:00 1 5 6 
13:00 6 6 5 
14:00 1 0 1 
15:00 13 13 6 
16:00 1 1 3 
17:00 0 0 9 
18:00 6 6 30 
19:00 22 22 25 
 71 
 
20:00 2 2 2 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
Wednesday 
 
 
0:00 0 0 0 
1:00 0 0 1 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 3 2 
5:00 8 0 12 
6:00 39 40 41 
7:00 10 10 5 
8:00 0 3 3 
9:00 10 3 5 
10:00 5 8 6 
11:00 1 7 4 
12:00 0 0 2 
13:00 6 9 8 
14:00 0 0 9 
15:00 5 4 5 
16:00 0 0 0 
17:00 30 30 36 
18:00 10 10 8 
19:00 5 2 3 
20:00 1 1 4 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 0:00 0 0 0 
 72 
 
 
 
 
 
 
 
 
 
 
 
 
Thursday 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 1 
4:00 8 8 2 
5:00 0 1 1 
6:00 33 36 39 
7:00 0 1 1 
8:00 5 5 4 
9:00 7 3 2 
10:00 12 5 7 
11:00 0 1 2 
12:00 5 5 3 
13:00 7 2 3 
14:00 13 4 3 
15:00 0 2 2 
16:00 7 7 5 
17:00 2 5 4 
18:00 2 11 7 
19:00 30 30 17 
20:00 2 2 1 
21:00 7 0 4 
22:00 0 1 1 
23:00 0 0 0 
 
 
 
 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 1 
5:00 0 0 0 
 73 
 
 
 
 
 
 
 
Friday 
6:00 42 42 38 
7:00 6 6 18 
8:00 8 8 4 
9:00 13 4 6 
10:00 1 0 2 
11:00 4 0 4 
12:00 0 6 4 
13:00 4 4 9 
14:00 2 0 3 
15:00 11 6 5 
16:00 0 2 4 
17:00 3 3 1 
18:00 0 0 9 
19:00 5 5 13 
20:00 0 0 3 
21:00 0 0 1 
22:00 0 0 1 
23:00 0 0 0 
 
 
 
 
 
 
 
Saturday 
 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 100 100 58 
7:00 0 0 0 
8:00 0 0 4 
9:00 0 5 4 
10:00 2 2 3 
 74 
 
 
 
11:00 0 7 4 
12:00 0 9 5 
13:00 0 0 1 
14:00 11 6 5 
15:00 10 10 9 
16:00 6 6 5 
17:00 7 5 6 
18:00 1 1 5 
19:00 8 5 15 
20:00 2 1 3 
21:00 5 5 8 
22:00 0 0 1 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Sunday 
0:00 0 0 0 
1:00 0 0 1.6 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 66 66 49 
7:00 9 6 6 
8:00 13 13 23 
9:00 40 21 8 
10:00 0 0 0 
11:00 12 12 10 
12:00 0 0 4 
13:00 0 0 0 
14:00 2 4 3 
15:00 1 2 2 
 75 
 
16:00 8 5 4 
17:00 8 4 3 
18:00 85 7 21 
19:00 5 5 5 
20:00 6 6 3 
21:00 4 4 4 
22:00 0 0 0 
23:00 0 0 0 
 
 
Annex A.3: One week ahead DHW 
forecasts for S dwelling dataset 
 
Weekday Hour Naive ExpSmooth CMA 
 
 
 
 
 
 
 
 
 
 
Monday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 100 100 64 
7:00 0 0 2 
8:00 0 0 0 
9:00 0 0 0 
10:00 7 6 5 
11:00 38 23 17 
12:00 0 0 1 
13:00 0 0 2 
14:00 0 0 3 
 76 
 
15:00 0 0 0 
16:00 0 0 2 
17:00 7 7 4 
18:00 9 9 8 
19:00 0 7 6 
20:00 15 15 6 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Tuesday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 26 30 60 
7:00 0 0 3 
8:00 0 0 2 
9:00 0 0 0 
10:00 9 9 2 
11:00 41 22 19 
12:00 0 0 0 
13:00 8 8 2 
14:00 0 0 0 
15:00 0 0 2 
16:00 0 0 0 
17:00 22 22 13 
18:00 0 8 5 
19:00 6 7 8 
 77 
 
20:00 18 18 10 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
Wednesday 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 26 26 41 
7:00 0 0 0 
8:00 0 0 2 
9:00 0 0 0 
10:00 0 0 0 
11:00 8 12 15 
12:00 0 0 2 
13:00 0 0 2 
14:00 0 0 0 
15:00 0 0 2 
16:00 0 0 0 
17:00 0 0 7 
18:00 6 6 6 
19:00 7 4 4 
20:00 18 6 8 
21:00 0 0 0 
22:00 0 0 0 
23:00 0 0 0 
 0:00 0 0 0 
 78 
 
 
 
 
 
 
 
 
 
 
 
 
Thursday 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
6:00 75 55 61 
7:00 0 0 0 
8:00 8 8 3 
9:00 0 0 0 
10:00 0 0 0 
11:00 20 20 15 
12:00 0 0 2 
13:00 0 0 0 
14:00 0 0 0 
15:00 5 0 3 
16:00 0 0 0 
17:00 0 0 3 
18:00 0 0 4 
19:00 7 0 3 
20:00 8 7 6 
21:00 0 0 2 
22:00 0 0 2 
23:00 0 0 0 
 
 
 
 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 0 
 79 
 
 
 
 
 
 
 
Friday 
6:00 75 75 87 
7:00 0 0 0 
8:00 0 6 3 
9:00 0 0 0 
10:00 0 0 0 
11:00 20 25 22 
12:00 0 0 0 
13:00 0 0 0 
14:00 0 0 0 
15:00 5 5 1 
16:00 0 0 0 
17:00 0 0 0 
18:00 8 8 7 
19:00 7 6 6 
20:00 0 0 3 
21:00 0 0 2 
22:00 0 0 0 
23:00 0 0 0 
 
 
 
 
 
 
 
Saturday 
 
 
 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 0 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 2 
6:00 37 37 46 
7:00 20 20 41 
8:00 0 0 0 
9:00 0 0 0 
10:00 0 0 0 
 80 
 
 
 
11:00 17 6 8 
12:00 0 0 0 
13:00 0 0 0 
14:00 30 30 23 
15:00 17 17 15 
16:00 0 0 0 
17:00 0 0 0 
18:00 0 0 0 
19:00 7 9 9 
20:00 0 0 8 
21:00 0 0 0 
22:00 75 75 71 
23:00 0 0 0 
 
 
 
 
 
 
 
 
 
 
 
 
Sunday 
0:00 0 0 0 
1:00 0 0 0 
2:00 0 0 2 
3:00 0 0 0 
4:00 0 0 0 
5:00 0 0 2 
6:00 37 37 28 
7:00 20 20 30 
8:00 0 6 4 
9:00 0 0 1 
10:00 0 0 0 
11:00 0 9 2 
12:00 0 0 0 
13:00 0 0 0 
14:00 30 27 21 
15:00 17 17 17 
 81 
 
16:00 0 0 1 
17:00 0 0 1 
18:00 0 0 3 
19:00 7 6 4 
20:00 0 0 0 
21:00 0 0 0 
22:00 33 33 28 
23:00 0 0 0 
 
