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Introduction
We study multidimensional BSDEs of the form
where Y t takes values in R d , Z t is R d×n -valued and W is an n-dimensional Brownian motion. If the terminal condition ξ is square-integrable and the driver f (t, y, z) Lipschitz continuous in (y, z), the existence of a unique solution can be shown with a Picard-Lindelöf iteration argument, see e.g. El Karoui et al. (1997) . Kobylanski (2000) proved that one-dimensional (d = 1)
BSDEs with drivers of quadratic growth in z have solutions if ξ is bounded. Moreover, if ξ has bounded Malliavin derivative, the growth of f (s, y, z) in z can be arbitrary; see Cheridito and Nam (2014) . For multidimensional BSDEs the situation is more complicated because one cannot use comparison results; see Hu and Peng (2006) . In fact, multidimensional BSDEs with drivers of quadratic growth in z do not always admit solutions even if the terminal condition ξ is bounded; see Frei and dos Reis (2011) for an example. An early result for superlinear multidimensional BSDEs was given by Bahlali et al. (2001) , which assumed that the growth of f (s, y, z) in z is of the order |z| log |z|. It was generalized by Bahlali et al. (2010) to the case where f (s, y, z) has strictly subquadratic growth in z and satisfies a monotonicity condition. Tevzadze (2008) gave an existence and uniqueness result for multidimensional BSDEs with general drivers of quadratic z-growth in the case where the terminal condition has small L ∞ -norm.
In this paper we put restrictions on the driver. Three different cases are considered. In all three we assume ξ to be bounded and use BMO martingale theory together with Girsanov's theorem to construct an equivalent probability measure that can be used to prove the existence of a solution.
In Section 2 we assume the BSDE to be Markovian and related to an FBSDE of the form dP t = G(t, P t , Q t , R t )dt + dW t , P 0 = 0
for a bounded function h. If the FBSDE has a solution we change the probability measure to obtain a solution to a different FBSDE, from which a solution to the BSDE (1.1) can be derived. Two different sets of conditions are discussed under which the FBSDE (1.2) has a solution.
A similar approach was used by Liang et al. (2010) but without proving that the solution is adapted to the filtration generated by the Brownian motion driving the BSDE. That is, they showed the existence of a weak solution. Here we prove the existence of a strong solution. Mania and Schweizer (2005) and Ankirchner et al. (2009) studied the transformation of onedimensional quadratic BSDEs under a change of measure, but not with the aim of proving the existence of a classical solution. In Section 3 conditions are given under which equation (1.1) can be turned into a one-dimensional quadratic BSDE by projecting it on a one-dimensional subspace of R d . Results of Kobylanski (2000) guarantee that the one-dimensional equation has a solution. From there a solution to the multidimensional equation can be obtained by changing the probability measure and solving a linear equation. In Section 4 the growth of f (s, y, z) in z is assumed to be strictly subquadratic. This allows to prove the existence of a unique solution on a short time interval with a contraction argument. Under an additional structural assumption, the solution can be estimated by taking conditional expectation with respect to an equivalent probability measure. Then the short-time solution can be extended to a global solution.
Notation:
In the whole paper T ∈ R + is a finite time horizon and (W t ) 0≤t≤T an n-dimensional Brownian motion on a probability space (Ω, F, P). By F we denote the augmented filtration (F t ) generated by W . The terminal condition ξ is a bounded, F T -measurable d-dimensional random vector and the driver f :
-measurable mapping, where P denotes the predictable sigma-algebra and B(R d ) and B(R d×n ) the Borel sigma-algebras on R d and R d×n , respectively. As usual we understand equalities and inequalities between random variables in the P-almost sure sense. Y, ξ and f are understood as d × 1-matrices, W as an n × 1-matrix and Z as a d × n-matrix. By Z i we denote the i-th row and by Z ij the ij-component of Z. Z T means the transpose of Z. | · | is understood as the Euclidean norm. That is, for a vector
and for a matrix Z, |Z| = tr(ZZ T ). R + denotes the set of nonnegative real numbers and . p the L p -norm. We need the following Banach spaces of stochastic processes:
where T denotes the set of all [0, T ]-valued stopping times τ and E τ the conditional expectation with respect to F τ . 
a martingale; see Kazamaki (1994) . So one obtains from Girsanov's theorem that E H T · P defines an equivalent probability measure, under which W t − t 0 H s ds is a Brownian motion. Moreover, every Z ∈ H BMO (R d×n ) with respect to P is also in H BMO (R d×n ) with respect to E H T · P.
Markovian quadratic BSDEs
In this section we consider BSDEs of the form
The following theorem gives conditions under which (2.1) has a solution if there is a solution to a related FBSDE. Theorem 2.1. Assume that there exists a constant C ∈ R + and a nondecreasing function ρ : R + → R + such that the following conditions hold:
Proof. One obtains from Itô's formula that for every a ∈ R + and [0, T ]-valued stopping time τ ,
By assumption (A2),
So for a = 2C 2 + 2C + 1, one obtains
from which it follows that G(s, P s , Q s , R s ) belongs to H BMO (R n×1 ). Therefore, P is a Brownian motion under the measure E
The backward equation from (A4) can be written as
But since Q t = q(t, P ) and R t = r(t, P ), one has
Moreover, if R is bounded, then so is Z. Remark 2.2. Since the BSDE (2.1) is Markovian, it is related to the semilinear parabolic PDE with terminal condition
But the standard construction of a viscosity solution to the PDE from a BSDE solution does not work because the necessary comparison results do not extend from the one-to the multidimensional case; see Peng (1999) .
The main assumption of Theorem 2.1 is (A4). There exist different results in the FBSDE literature from which it follows. In the following we use conditions of Pardoux and Tang (1999) and Delarue (2002) .
Corollary 2.3. In addition to (A1)-(A3), assume that F, G and h are continuous and there exist constants
that for all t, x, x ′ , y, y ′ , z, z ′ the following conditions hold:
, and it is of the form 
has a unique solution 
, and Q is of the form Q s = q(s, p s ). Moreover, it follows from Theorem 4.2 of Pardoux and Tang (1999) that q(t, x) is continuous in (t, x) and uniformly Lipschitz in x. As in the proof of Theorem 2.1, one obtains that P is an F-adapted n-dimensional Brownian motion with respect to a probability measureP equivalent to P. It can be seen from the representation
that Q is a continuous F-semimartingale. By Stricker's theorem, it is also a continuous semimartingale with respect to the filtration F P generated by P . In particular, it has a unique F P -semimartingale decomposition Q t = Q 0 + M t + A t . By the martingale representation theorem, M t can be written as M t = t 0 H s dP s for a unique F P -predictable process H. But since P is an F-Brownian motion, Q t = Q 0 + M t + A t is also the unique F-semimartingale decomposition of Q. It follows that R = H, and therefore, R t = r(t, P ) for a predictable function
This shows that (A4) holds. So it follows from Theorem 2.1 that (Y t , Z t ) = (q(t, W ), r(t, W )) is a solution of the BSDE (1.1). Moreover, since q is continuous and q(t, P t ) an Itô process, one obtains from Theorem 1 of Chitashvili and Mania (1996) that r(t, P ) = ∇ x q(t, P t ), where ∇ x q is a bounded weak derivative of q with respect to x. It follows that (q(t,
and let L be a common bound for Y, Y ′ , Z, Z ′ . Then (Y, Z) and (Y ′ , Z ′ ) are both solutions of the modified BSDE
Since this BSDE satisfies the conditions of Pardoux (1999) , it has a unique solution, and it follows that (Y, Z) = (Ỹ ,Z).
In the next corollary we use conditions of Delarue (2002) ensuring that the FBSDE in (A4) has a solution.
Corollary 2.4.
Assume that there exists a constant C ∈ R + such that for all t, x, x ′ , y, y ′ , z, z ′ the following hold: Proof. By Theorem 2.6 of Delarue (2002), the FBSDE in (A4) has a unique bounded solution (P, Q, R). Moreover, by Proposition 2.4 of the same paper, Q is of the form Q t = q(t, P t ) for a continuous function q : [0, T ] × R n → R d that is uniformly Lipschitz in x ∈ R n . Now the corollary follows like Corollary 2.3. 
Then the BSDE (2.1) has a unique solution
and its weak derivative ∇ x y.
Projectable quadratic BSDEs Definition 3.1. We call a multidimensional BSDE projectable if its driver can be written as
for a constant vector a ∈ R d and predictable functions
A projectable BSDE becomes one-dimensional if projected to the vector a:
In the following theorem we consider a projectable BSDE under conditions ensuring that the projected BSDE has a solution. This allows to derive the existence of a solution to the multidimensional BSDE. 
for a constant C ∈ R + and a nondecreasing function ρ : R + → R + . Then the BSDE
Proof. By Theorem 2.3 of Kobylanski (2000), the one-dimensional BSDE
, and it follows like in the proof of Proposition 2.1 in Briand and
and assume the multidimensional linear BSDE
, andP := E R T · P is an equivalent probability measure under whichW t = W t − t 0 R s ds is a Brownian motion. Now one can write
from which it follows that
and therefore,
whereẼ denotes expectation with respect toP. This uniquely determines Y . Now Z is uniquely given by (3.6). To show that (3.5) has a solution in
, which is equivalent to
where Γ is the unique solution of the SDE
Then Y belongs to S ∞ (R d ), and by the martingale representation theorem, there exists a unique predictable process Z such that ΓZ belongs to H 2 (R d×n ) and
Therefore,
and one obtains
From (3.6) one deduces that Z is in H BMO (R d×n ) with respect toP and hence, also with respect to P. So we have shown that for a given solution
which, like (3.5), can be shown that have a unique solution in 
Subquadratic BSDEs
In the case where our BSDE is not Markovian or projectable, we assume the driver f (s, y, z) to be of strictly subquadratic growth in z. For constants C i ∈ R + , ε ∈ (0, 1) and a nondecreasing function ρ : R + → R + , set C := d i=1 |C i | 2 and consider the following conditions: (B1) For every i, ξ i is an F T -measurable random variable bounded by C i .
where
The main result of this section is the following 
We prove Theorem 4.1 by first showing that the BSDE (4.1) has a unique solution for short time intervals and then constructing a solution on [0, T ] recursively.
For small δ > 0 we use Banach's fixed point theorem to prove the existence and uniqueness of a solution on [T − δ, T ]. For R ∈ R + , define Proof. In the whole proof we assume t ∈ [T − δ, T ] and treat ρ = ρ(R) as a constant. This is possible because Y will turn out to be bounded by R. For (y, z) ∈ B R , define φ(y, z) := (Y, Z), where (Y, Z) is the solution of the BSDE
it follows from standard arguments (see El Karoui et al., 1997) that (4.2) has a unique solution
. Moreover, if one takes E t , one obtains
Let τ be a stopping time with values in [T − δ, T ]. It follows from (B2) and Hölder's inequality that
Itô's formula gives
and by Itô's formula,
It follows from (B3) that
So for δ > 0 is small enough, one has In the next step we show that under the additional condition (B4), the solution of Lemma 4.2 satisfies 
