1. Introduction. In a series of remarkable papers extending over the years 1904-08 Mr. E. W. Barnesf has determined the asymptotic behavior in the neighborhood of the point at infinity of various types of analytic functions. The types considered are distinguished from each other by the forms of their Maclaurin developments, these being regarded as given and forming the starting point of the investigation in each case.$ In point of method, Barnes makes extensive use of contour integrations and the calculus of residues. In point of results, his emphasis falls rather upon the detailed study of each individual function-type considered than upon the attainment of one or more general theorems which may be regarded as central in character to the subject as a whole. In my book on divergent series (see footnote below) I have already indicated on page 60 a general theorem through which the asymptotic character of a wide variety of special functions, including some of those considered by Barnes, may be readily determined! and I desire in the present paper to indicate another such theorem, this being of a nature supplementary to the former one. It may be applied * Presented to the Society, September 8, 1927 . t Now the Bishop of Birmingham (England). X A list of the papers referred to may be found in my book entitled Studies on Divergent Series and Summability (Michigan Science Series, vol. II, 1916) page 184. The various function-types considered by Barnes are summarized in his paper entitled The asymptotic expansion of integral functions defined by Taylor's series appearing in the Philosophical Transactions of the Royal Society of London, vol. 206 (1906), pp. 249-297. § I take this occasion to note that the relation w=0, 1, 2, 3, • • • , occurring in line 6 of the theorem should be corrected to read w=0, ±1, ±2, ±3, ••• .
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where ft and 0 are any constants, real or complex, except that 07^0, -1, -2, • • • . In §4 I shall show, in fact, how the theorem may be applied to this special function. As to method, I find that the elementary theory of differential equations suffices to establish one of the two parts of the theorem. For the other part, I employ the calculus of residues in the manner common to such investigations.
Wherever the symbol R(z) occurs it is to be understood as meaning the real part of z. 
THEOREM.
Part I. R(z)>0. If, when considered for large (positive integral) values of n> the function g(n) occurring in the coefficient of the power series
It is to be observed at once that under the conditions imposed in either part I or part II of the theorem, the series (2) necessarily has an infinite radius of convergence, thus rendering ƒ {z) a so-called integral function. In this particular the theorem is in contrast to the former one referred to in §1.
In order to prove the theorem, let us begin by considering the special function defined by (2) in case g{n) = l; that is, the function which we shall call F{z), defined as follows : (6) F0O-Z---rrn=o ro + *)
Upon multiplying both sides of this relation by z k~l and subsequently taking the derivative of each member of the result, making use of the relation r(n+*) = (n+*-l)r(»+Jfe-l) f we find that
Thus it appears directly that F(z) satisfies the differential equation where c is an arbitrary constant. In order that this F(z) shall coincide with the particular F{z) defined by (6) we need only to determine c in such a manner that the limit approached by (7) as z approaches zero shall be the first term of (2); that is, shall be \/T(k).
Moreover, this will be the case if we take c = 0, it being assumed for the moment (in order that the integral involved may assuredly have a meaning) that R(k)>\.
In fact, with c = 0 in (7) we have as desired
Whenever R(k) > 1 we may therefore express the given F(z) of (6) as follows:
If we now confine ourselves to values of z for which R(z) >0, we may write (8) in the form
where it is understood that the integration in the first integral takes place along the positive real axis from s = 0toz= + oo, while in the second integral it takes place in the direction of the positive real axis from z = z to z = <x>.
We have now but to recall that ƒ"
in order to have
The expression here appearing is seen to have a meaning not only under the tentative assumption R(k) > 1, which was introduced above, but for all values (real or complex) of k. In fact, it is analytic throughout the finite ^-complex plane, and, inasmuch as the same is true of the expression occurring on the right in (6), it follows that, whatever the value of k, F(z) is given by (9) so long as R(z) >0. Moreover, with R(z) thus limited, we see that as mod z increases indefinitely the integral appearing in (9) becomes an infinitesimal of order higher than (mod z)~m, where m is any assigned positive integer. Hence, if R{z) >0, we may write This preliminary result having been established, we proceed to establish part I of the theorem. In order to avoid unnecessary repetition of statement, let it be henceforth understood until the contrary is stated that the only values of z under consideration are those for which -R(^) >0.
Having chosen an arbitrarily large positive integer rn, we may write the function f(z) defined by (2) in the form (12) ƒ ( where
We shall now show that when mod z is large yp(z y m) may be developed asymptotically in the analogous series (instead of polynomial) form as follows :
z z 2 J In order to do this, it suffices in view of (15) and (16) to show that, having chosen an arbitrarily small positive quantity e, we may determine m such that, by subsequently taking p = mod z sufficiently large, we may write (17) and (19) the desired result (4) of part I of the theorem.
We therefore proceed to the proof of part II of the theorem. For this we shall employ the following fundamental statement from the calculus of residues:* * The statement may be regarded as an immediate corollary of the fundamental theorems of Cauchy in the theory of functions of a complex variable. Details of a proof may be found, however, on page 9 of my Divergent Series, etc. already mentioned.
"If P(w) and Q(w) are any two functions of the complex variable w both of which are single valued and analytic throughout a region A of the w-plane and of which Q(w) vanishes within A only at the points ze/=Xi, X2, X 3 , • • , X n which are zeros of the first order, and if C n denotes any closed contour lying within A and including the points w=Xi, X2, X 3 , • • , X n , then we may write where the indicated integration is taken about the entire contour C n in the positive direction." Formula (20) being premised, let us take for our present purposes Tg(ttQ(-g)* P W * "~~^7 , ,N ' Ö(w) = sinirw,
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where g(^) is the function described in part II of the theorem, z being regarded for the present as having any fixed value. Moreover, for the contour C n , let us take the rectangle in the z^-plane formed by the straight lines
where a is any arbitrarily large negative integer, n is an arbitrarily large positive integer and j is any arbitrarily large positive quantity. Applying (20), we then obtain the relation
r a r(n + E) n =o r(» + &)
the last summation on the right thus becoming the sum of the first 2n terms of the given series (2). As to the integral on the left, we shall assume that the function ( -z) w appearing in the integrand is rendered precise in meaning for any given value of 2=p(cos </>+i sin 0) through the following convention :
Supposing at first that z is real and negative; that is, that <t> = -T, we now proceed to study in detail the integral appearing in (21).
First, along the side of the rectangle upon which w = x+ij, we have dw = dx and sin TTW = sinh 717 (sin KX ctnh irj+i cos irx), so that, if we designate by / the contribution to the integral from this side, we may write
Now, as j is allowed to increase indefinitely, sinh irj becomes infinite like e vi , while \T(x+k+ij) \ vanishes to as high an order as that of e~T 3 ' /2 f also we have lim/^oe ctnh x; = l. Hence, recalling the condition (b) of part II of the theorem, we see that lim/->oo / = 0.
Similarly, the contribution to the contour integral in (21) arising from the side of C n upon which w = x -ij, is seen to be the same as (23),except that -j occurs throughout instead of j. We have then but to recall that as j increases indefinitely sinh( -irj) becomes infinite like e TJ ' while [r(x+&-ij) \ vanishes to as high an order as that of e~T //2 , to see that this contribution also vanishes in the limit as J->oo.
Next, let us consider the contribution from the side of C n upon which w = l/2 + 2n+iy.
Here we have dw = idy and sin ww = cos iiry = cosh wy, so that, having taken j-<*> as indicated above, the contribution in question becomes * See for example formula (10), page 24 of Nielsen's Handbuch der Theorie der Gammafunction. The formula there occurring, however, contains a typographical error inasmuch as the letter u which appears under the radical should be v. [Jan.-Feb., That the improper integral here appearing has a meaning follows when we recall that as y increases indefinitely in the positive sense, T(2n+k + l/2+iy) vanishes to as high an order as that of e~T yl2 , and that as y increases indefinitely in the negative sense, the same function vanishes to as high an order as that of e* y,2 \ also that, by virtue of (b), g(2n +1/2+iy) remains less than a constant whatever the value of y. Moreover, we may now show that lim n^oo J = 0. In fact, this appears by writing J in the form 
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cosh iry and recalling that, inasmuch as the series (2) has an infinite radius of convergence, we have g(2n)z 2n lim = 0, n-oo T(2n + k) whatever the value of z; also recalling our hypothesis (b) and the well known properties of the T function.
If we now take account of the contribution to the integral in (21) arising from the remaining side w = a -l/2+iy of C n , noting that we here have dw = idy, sin TW = ( -l) 0-1 cosh7rj while the integration takes place from y= + <*> to ;y = -<*>, the fundamental relation (21) takes the following form {n having been allowed to increase indefinitely as indicated above) :
Thus far we have confined z to values which are real and negative. Suppose now that z as appearing in (24) is allowed to take on complex values. The right side of (24) is evidently analytic for all such values of z. We shall now show that the left side is likewise an analytic function of z so long asR(z) <0; that is, so long as -3TT/2 <<£< -7r/2. TO establish this it suffices to show that the improper integral in (24) converges uniformly for values of z confined to such a region.* Now, the denominator of the integrand becomes infinite to as high an order as that of e 7ry/2 when 3/->+oo , and it becomes infinite to as high an order as that of e~v yl2 when y-» -00. As to the factor ( -z)^, we have by (22) ( -£\iy = e iy [log p+i(<f>+ir) ] __ $iy log p e~( <f>+ir)y and under the proposed restriction as regards 0, that is, -37r/2<0<-7r/2, we have -3x/2+e^</>^ -TT/2-€, e>0, and hence -7r/2+e^<£ + 7r^7r/2 -e. We now have but to recall again hypothesis (b) of part II of the theorem to see that, under the indicated restrictions as regards 0, the integrand of (24) vanishes to as high an order as that of e -Ty/2 e -(-T/2+e)y ==e -ey w hen 3/ -> + oo , and vanishes to as high an order as that of e lcyl2 e~i TJ2~e)y = e €y when y->-00. The uniform convergence property in question now follows immediately.
Inasmuch as (24) holds true, as we have now shown, for all negative values of z and at the same time each side is an analytic function of z so long asi£(s) <0, it follows that it is likewise true for all such values of z. The proof of the theorem is thus complete.
3. Generalizations and Remarks. In order to secure simplicity of statement in the theorem the conditions (a) and (b) of part II were made unnecessarily restrictive. In fact, if one examines the proof of this part it appears readily that the following generalizations and remarks can be made. (5) continues to hold true provided that one adds to the right member the sum of the p loop integrals of (25) of which the mth is described as follows: Draw the straight line extending from the point W m to infinity in the direction of the positive (upper) half of the pure imaginary axis and let this line be regarded as a cut in the w-plane. Now let the loop consist of the two lines drawn on either side of and close to this cut, the ends of these lines near to the point W m being joined by a circular arc of small radius drawn about this point. Moreover, let the integration over the loop as thus formed be understood to be in the positive (counter-clockwise) direction.
In case the exceptions described in ((3) and (7) both occur in g(w) Sit the same time, the alterations to be made in (5) will then consist of both those described above.
