As an important application of medical informatization, healthcare big data analysis has been extensively researched in the fields of intelligent consultation, disease diagnosis, intelligent question-answering doctors, and medical assistant decision support, and have made many achievements. In order to improve the comprehensiveness and pertinence of the medical examination, this paper intends to use healthcare big data analysis combined with deep learning technology to provide patients with potential diseases which is usually neglected for lacking of professional knowledge, so that patients can do targeted medical examinations to prevent health condition from getting worse. Inspired by the existing recommendation methods, this paper proposes a novel deep-learning-based hybrid recommendation algorithm, which is called medical-history-based potential disease prediction algorithm. The algorithm predicts the patient's possible disease based on the patient's medical history, providing a reference to patients and doctors to reduce the problem of delaying treatment due to unclear description of the symptom or limited professional knowledge. The experimental results show that our approach improves the accuracy of the potential diseases prediction.
for improving lifestyle, diagnosis and treatment efficiency, medical service quality, accelerating drug research and development, and optimizing medical system. Potential disease prediction can help patient do targeted medical examinations by pointing the possible diseases, otherwise patients may miss significant medical examinations for lacking of professional knowledge, which will lead to severe health problems.
Inspired by the achievement of recommender system research, we argue that giving medical advice can be viewed as a kind of recommendation. We could dig the latent relations of diseases as the e-commercial product recommendation did, thus those the most possible diseases that the patient may have could be listed.
Traditional recommendation methods include collaborative filtering [12] , content-based recommendations [13] , hybrid recommendations [14] . Some of them have been adopted to industry. Among these methods above, CF is used mostly in candidate selection problem. The system predicts a score for each item, and items are ranked by the score, which can be viewed as the relevance between user and item (or patient and disease in this paper). With the development of deep neural networks (DNN), it provides a powerful tool which can be used to handle big data problems. DNN provides a novel way to model user-item relevance. Based on large amounts of data accumulated by the internet, we can extract features of users and items automatically through DNN. Some of these features are hard to find artificially and unexplainable.
Many previous collaborative filtering based methods only model second-order relations of item pairs or user pairs. Actually, take shopping on the internet as an example, multiple items with same or complementary usage are likely to be consumed together [15] . High-order relations exist in the real world scenario which have been verified in [16] . Second-order model does not indicate these high-order relations properly. Therefore, high-order relations have better performance than low-order in estimating user preference. And DNN is one feasible way to model high-order feature relations. Besides, DNN can handle large amounts of data with acceptable time and space consuming, and prevent overfitting with some special tricks.
In this paper, we construct our model with DNN to calculate the high-order relations among diseases. Like [17] and [15] indicated before, users' historical interactions are not weighted equally, as well to medical scenario, different symptom or disease has different relevance, so we adopt attention network to map the weight of each disease in the patient's medical history. With the weighted relevance among diseases, we first conduct a weighted-sum operation to model the patient's latent feature, which is viewed as the health condition of the patient, and then multiply with target disease embedding. After that we use DNN to model high-order relations among features. Inspired by DeepFM [18] , we argue that low-order disease relations are not neglectable, considering both high-order and low-order relations seems to be more reasonable in the real world data. So we conduct Factorization Machines to model low-order disease relations. By combining both high-order and low-order relations, the model gives a score which means the possibility of the disease that the user may have. Ranked by the possibilities, we select top-N diseases as the final predicting list. We term this algorithm as medical-historybased potential disease prediction algorithm.
II. RELATED WORK
The key to get optimal performance of recommender system is modeling user's preference accurately, we regard it as the patient's health condition features in our research. In this section, we briefly review some state-of-the-art methods that related to our approach.
A. HYBRID RECOMMENDATION
As mentioned in section I, there are several traditional base models using different data sources and structures in recommender system research. Although these methods could recommend items based on user interests, the advantages of them vary from fields. CF utilizes the given relations among users or items to generate the recommendation; content-based method depends on the features of item and context, knowledge-based model reasons according to explicit knowledge domain models. These methods have advantages and shortcomings respectively. To achieve better performance, one feasible method is to construct a model that combines the advantages of these methods.
B. BASE MODEL
Deep Item-based Collaborative Filtering is introduced in [15] (short for DeepICF), it models high-order feature relations between user and item. It provides an end-to-end way to generate user and item representation, given the close relationship to our proposed model. We briefly review DeepICF in this subsection.
The architectures of the model that DeepICF based called Neural Attentive Item Similarity Model [17] (short for NAIS) and DeepICF [15] are shown in Figure 1 . There are two parts of input. One is the user's historical interactions, which is multi-hot representation formed with items that the user has interacted (e.g., browsed or bought) before. The other is the target item that the user has not interacted yet, formed as one-hot representation. The items are mapped to dense vectors respectively through the embedding matrix, an elementwise product operation is conducted to extract relations of each pair of item embeddings. The items that user has interacted are not equally weighted in the real world scenario [17] , so they use the attention network to calculate the weight of the items. To make a fixed size vector for further calculation in DNN, a weighted sum-pooling is demonstrated as follows,
where a(v) is the attention function that takes vector v, which is the element-wise product of user interacted item j and target item i, as input, and outputs the relevance of v in the weighted average pooling. R + u is the item set that the user u has interacted with. R + u \i is to exclude the influence of the target item i in constructing u's profle to predict y u,i . The structure of the attention network is illustrated in Figure 2 . Both methods use a multi-layer perceptron with a hidden layer to parameterize the attention function,
where W and b denote the weight matrix and bias of the attention network. softmax is a variant of the softmax function to normalize the weights, which is defined as,
β is defined as a hyper-parameter to smooth the output of softmax function, we set β to 0.5 in our experiments. When accomplished those steps above, we get a The architecture of the Attention network. We conduct a neural network to calculate the relevance between q j and p i that denotes the weight value.
k-dimensional vector, let it represented as e u,i , set e u,i = f att (·). e u,i is input to a stacked multi-layer perceptron to achieve the high-order relations modeling. The deep interaction layers are defined as follows,
where W l and z denote the weight matrices, b l , b u , b i denotes the bias vectors.ŷ u,i is the output of the whole model, ranges from 0 to 1 which represents the preferance of the user on the item.
C. FACTORIZATION MACHINE
In many recommending scenarios, features are represented in large amounts of categorical fields. When transformed into one-hot format, features are represented by extremely high dimensional vector, which leads to severe sparsity [19] [20] [21] problem in modeling, so we conduct a Factorization Machine [22] (short for FM) model to handle this problem. Besides, sharing same embedding matrix with DNN, FM is able to model low-order relations in feature pairs. General linear model considers features individually, which ignores relations among features. But quantity of datasets from the real world indicate that there exists relations among features. From the perspective of the e-commerce website, the purchase of cosmetics is mostly for women, while the purchase of sporting goods is mostly for men. Such feature relations contain quantity of information, which leads to great influence on the performance of recommender system. Factorization Machine extracts the second-order relations which are defined as follows,
the equation is divided into two parts. The first part forms by the first and the second factors, which denote the linear model, ω 0 denotes the intercept, x i and ω i denote the i-th feature and the weight corresponding to it respectively. The second part is the second-order combinations of features. ω ij denotes the weight of the combination of the i-th and j-th feature.
Due to the sparsity of features, there are few feature combinations meet the condition that both i-th feature and j-th feature are not ''0'', w ij is hard to obtain by training. Thus we exploit accessorial vectors for each feature, so the weight matrix W is defined as:
III. POTENTIAL DISEASE PREDICTION ALGORITHM BASED ON MEDICAL HISTORY
As reviewed in section II, NAIS method introduced the attention network to weight the items of user historical interactions, confirmed that user interacted items do not make equal contribution to the recommending of the target item. Based on NAIS, DeepICF introduced an end-to-end method to model user preference to the given items by considering high-order feature relations through deep neural networks. Inspired by DeepFM [18] , we argue that low-order relations contain a small number of informations are not neglectable and should be considered simultaneously. We construct our model as follows.
A. INPUT DEFINITION
The architecture of our model is shown in Figure 3 , the input contains two parts of data with the same dimensions. The blue circle denotes the disease that the patient once had in the whole disease set. While the green circle denotes the target disease is going to be predicted from the same disease set. The disperse and sparse history vector is mapped into several low dimension and dense vectors through an embedding matrix, each dimension in these vectors denotes a latent feature of the disease, which is randomly initialized and will be trained through the historical medical data.
B. PATIENT LATENT FEATURE REPRESENTATION
The number of historical diseases may vary among patients, to represent the latent feature of patients, we adopt the weighted sum-pooling on historical diseases as the latent features of patients, which is defined as follows,
f latent (u) denotes the latent feature of the patient u, it can be viewed as health condition of patient u, q i and q t denote the embedding vectors of i-th historical disease and target disease t respectively. The relevance of diseases are different, so the historical diseases are weighted by their relevance. The weight of each disease a(·) (we set σ i = a(q i , q t ) in Figure3.) is calculated in an Attention Network function defined in Equation (2).
C. MULTI-LAYER PERCEPTRON
Supposing the embedding dimension is set to k, we have k-dimensional vector f latent (u) that denotes the latent feature of the patient u from equation (9). We adopt an element-wise product operation between f latent (u) and q t to represent their relations (eg. similarity or causality). The elements in the vector denote different indicators of health condition, to exploit the interplay among these indicators, we stack a multi-layer perceptron to extract nonlinear and high-order relations among these latent features, for it provides valuable signal, which is hard to find manually, to estimate the relevance between medical history and the target disease, which is defined as follows,
BN [23] denotes the batch normal operation, which reduces the model dependency on variables initialization, replacing the traditional dropout [24] layer. W i and b i denote the weight matrix and bias of each layer.
D. LOW-ORDER RELATIONS
Inspired by DeepFM [18] , we argue that the deep part missed some low-order relations which contains information that is not neglectable. The deep part extracted pairwise relation between historical disease and the target disease, and uses DNN to mine the high-order relations among latent features. But the latent features are weighted overlay of these pairwise relations, in real world scenario, the relation among two or three diseases combination in historical diseases also contributes to the target disease, we define it as low-order relations. Combining both low-order and high-order relations make more contribution to the performance of predicting. Different from DeepFM, we abandon the linear part of FM, since the number of historical disease are vary among patients, unlike those fixed dimension features in click-through rate (CTR) prediction. With the weights of historical diseases calculated in section III.B, we map the interacted items with the weights and calculate the element-wise product with the target disease embedding vector. The FM part is defined as:
simplified as:
q i,f denotes the f -th value of the i-th historical disease embedding vector, x i is binary, if the i-th disease in the set is one historical disease of the user, x i = 1, otherwise x i = 0, k and n denote the dimension of embedding vectors and the number of the whole disease set, respectively. We set
The output of the low-order part is a k-dimensional vector, which contains second-order relations among historical diseases.
E. OUTPUT AND LEARNING
For the last part of our approach, we concatenate the low-order and high-order outputs, and adopt an output layer with sigmoid function to calculate the final score which ranges from 0 to 1. The closer to 1 the score is, the higher possibility of the disease the patient may have.
where z is the weight vector, b u and b i denote the patient bias and disease bias of output layer. Our model can be treated as a bipartition problem, the loss function is defined as:
is the parameters of the L 2 regularization for preventing overfitting. R + denotes the positive examples, and R − denotes the negative examples which sample from the disease set that the user didn't have (introduced in Section IV.A).
IV. EXPERIMENTS
In this section, to verify the effectiveness of our proposed disease predicting model, we conduct some experiments and compare our proposed model with the other state-of-the-art models on a public dataset. The evaluation result indicates that our proposed model achieved better performance than any other state-of-the-art models.
A. EXPERIMENT SETUP

Datasets:
We conduct the experiment on the public dataset provided by [25] , it contains 103,886 pairs of sample of 1355 genes and 6563 phenotypes. This dataset provides a link between genes and Human Phenotype Ontology (HPO) terms. All phenotype terms associated with any disease that is associated with variants in a gene are assigned to that gene in this dataset. We adopt the widely used leave-one-out [26] , [27] evaluation protocol to evaluate our model in this section. The last phenotype is selected to testing data for each gene and the rest for training. We sample 99 random phenotypes which are not linked to the gene as the negative testing example. In other words, the gene in the testing dataset is linked to 1 positive phenotype and 99 negative phenotypes, our work is to ensure the positive phenotype ranks higher than any other negative phenotypes on the output score. To achieve better performance on these supervised learning models, we sample a number of negative examples for training. Consistent with these researches [15] , [17] , we set the negative sampling ratio to 4, which leads to the dataset nearly 5 times bigger.
Evaluation Metrics: We adopt two metrics to evaluate the performance of models in our experiment: Hit Ratio at rank k (HR@k) [26] and Normalized Discounted Cumulative Gain at rank k (NDCG@k) [19] , [28] , set k = 10. HR@10 is the hit ratio that the positive phenotypes of the gene is present at the top-10 ranked list, and NDCG@10 evaluate the position of the positive phenotypes in the top-10 list, the higher the ranking, the higher the score.
B. COMPETITORS
FISM [29] : It stands for the mainstream in learning-based item-based collaborative filtering, it provides a method that learns the item-item similarity matrix as the product of two low dimensional latent factor matrices, dealing with the problem of sparsity.
NAIS [17] : FISM's modeling fidelity can be limited by its assumption that all historical items of a user contribute equally in estimating the similarity between the user profile and the target item. The relevance between interacted items and the target item varies among pairs. So they designed an attention network to weight the interacted items of users, representing the score as the assumption of the weighted and paired inner product.
Base Model (DeepICF) [15] : It is built upon NAIS, using DNN to model high-order relations that NAIS missed. The DNN shows effective improvement on modeling high-order feature relations, and they verified that the hyper-parameters including neural network depth and embedding size have a certain effect on the performance of the model.
C. PERFORMANCE EVALUATION
Considering all models of competitors are embedding-based, we set the embedding size of all models to 32, the hidden layers of the attention network are set to 32 × 16 × 1 and the smoothing parameter β is set to 0.5. The hidden layers of DeepICF and the deep part of our model are constructed with 3 layers of fully connected neural networks (or MLP), the layers of MLP are set to 32 × 16 × 16 × 1.
The evaluation performance is presented in Table 1 , we can see that our proposed model achieved the best performance (both HR@10 and NDCG@10) among all competitors.
First of all, we can see from the Table 1 that the performance of NAIS is better on FISM on both HR@10 and NDCG@10, we owe this achievement to the attention network, it weighted the observed phenotypes with the relevance between each observed phenotype and the target phenotype, reduced the interference of those irrelevant phenotypes. Secondly, we can see that DeepICF significantly outperforms FISM and NAIS, it shows that high-order relations of the latent features of phenotypes contain more information that is helpful for modeling relevance between gene and the target phenotype. Thirdly, our proposed model achieves the best performance among all competitors, which means the low-order relations of phenotype combination are also unneglectable, considering both high-order and low-order relations achieves better performance than any single part of them. Figure 4 shows the growth of the HR@10 and NDCG@10 with the training step grows. The HR@10 achieved the best performance and remained stable early, while the NDCG@10 grew a few steps before stable, that means those positive phenotypes ranked in top-10 early and ranked higher when training step grew. Besides, the closer to HR@10 the NDCG@10 is, the closer to top-1 the positive phenotypes are, it seems our work also performs the best from this perspective. Since the hyper-parameters of the deep part of our model are the same to DeepICF [15] , and they did detailed hyper-parameters study in their work, thus we do no more further research on the hyper-parameters comparison in this paper.
V. CONCLUSION
In this paper, we proposed a medical-history-based potential disease prediction algorithm, and overcame the shortcomings of the state-of-the-art models listed in section IV.B with combining the advantages of FM and DNN. Our proposed model can not only handle high-order relations among disease features, but also consider the low-order combination of diseases that leads to a certain disease, thus the model's comprehensiveness is improved. We conduct some significant experiments on the real-world datasets that predict the potential phenotype based on the observed phenotypes of the gene. We owe the improvement of our proposed model to the following advantages: 1) we weighted the historical diseases with an attention network, the noise of irrelevant-disease is reduced; 2) by learning the deep part and the FM part jointly, the low-order relations and high-order relations are merged to predict the final score, that performs better than any single part of it.
Accurate potential disease prediction plays an important role in medical examination assisting, we believe that there are certain relations among diseases, as the genes, to be studied, it reminds doctors or patients those diseases which are latently relevant, provides medical references from the view of statistics, and improves the comprehensiveness and pertinence of the medical examination. However, since the prediction of the potential disease is pure statistic based, the prediction result and the latent features of diseases are unexplainable, we need to add some professional knowledge with some methods to make the prediction result more convincing. Thus for future study, there are two feasible directions. One is using the symptom of patients and other side information to improve the prediction accuracy. The other is considering the explicit features and other professional knowledge of diseases to make prediction more explainable with some strategies. 
