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ABSTRACT
This work presents MeKDDaM-SAGA, computer-aided automation software for implementing
a novel knowledge discovery and data mining process model that was designed for performing
justifiable, traceable and reproducible metabolomics data analysis. The process model focuses on
achieving metabolomics analytical objectives and on considering the nature of its involved data.
MeKDDaM-SAGA was successfully used for guiding the process model execution in a number
of metabolomics applications. It satisfies the requirements of the proposed process model design
and execution. The software realises the process model layout, structure and flow and it enables
its execution externally using various data mining and machine learning tools or internally using a
number of embedded facilities that were built for performing a number of automated activities such
as data preprocessing, data exploration, data acclimatization, modelling, evaluation and visualization.
MeKDDaM-SAGA was developed using object-oriented software engineering methodology and was
constructed in Java. It consists of 241 design classes that were designed to implement 27 use-cases.
The software uses an XML database to guarantee portability and uses a GUI interface to ensure its
user-friendliness. It implements an internal embedded version control system that is used to realise
and manage the process flow, feedback and iterations and to enable undoing and redoing the execution
of the process phases, activities, and the internal tasks within its phases.
Keywords Data Mining · Metabolomics · knowledge discovery · Computer-aided data mining · Software Engineering ·
Bioinformatics · Machine Learning
1 Introduction
Metabolomics is defined as `` the study of all low molecule weight chemicals (metabolites) which are involved in
metabolism, either as an end product or as necessary chemicals for metabolism´´ [1, 2, 3]. Metabolomics data consists
of both metabolomics dataset that is generated by the data acquisition instruments and their associated meta-data.
The dataset format varies depending on the data acquisition instruments [4]. It takes the format of metabolites signal
intensities, spectra, spectra bins, spectra peaks, and interferogram. Metabolomics meta-data refers to data that are
collected in metabolomics assay and that might influence the dataset such as bio-source, sample preparation, instrument
and assay parameters in addition to other administrative data [5, 6, 7, 8].
Knowledge discovery is defined as `` Non-trivial process of identifying valid, novel, potentially useful, and ultimately
understandable patterns in data´´ , while data mining is considered as a step in the knowledge discovery process [9, 10].
Data mining has two joint aspects: techniques and processes. Data mining techniques concern applying a variety of
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algorithms adopted from statistics, machine learning and pattern recognition, while data mining process concern the set
of activities that are required for applying data mining techniques. A data mining process model provides a systematic
approach for conducting data mining activities and procedures, which can take the form of a formalised framework
that provides effective guidelines. Data mining is used in a variety of metabolomics applications. Examples for these
applications can be found in [11, 12, 13, 14, 15] and in many other publications.
This paper presents software that provides computer-aided automation, realization and guidance for a novel knowledge
discovery and data mining process model that was proposed for performing metabolomics data analysis (MeKDDaM).
The software was named MeKDDaM-SAGA. The realised process model was developed to enable carrying out a
justifiable, traceable and reproducible data analysis to achieve the analytical objectives of metabolomics studies and
suiting the nature of the data. MeKDDaM offers improvements to existing data mining process models regarding their
layout structure and scientific orientation based largely on the principles of Scientific Methodology, Process Engineering,
Software Engineering. The idea of providing a software realisation of data mining process model is inspired by the
success of the Rational Unified Process (RUP) and the integrated tools available for software development [16]. Yet, the
importance of automation for data mining process has attracted the attention of practitioners for some time [17] as the
need for an integrated environment was emphasised in order to enable the users to apply complex data mining process
in several application domains. However, until now, no serious efforts have been made in addressing the automation of
a data mining process.
The paper provides an overview of MeKDDaM-SAGA software environment features and provides documentation
for its development process that covers its requirements, analysis, design, construction, and testing. It also presents
snapshots for its execution that was demonstrated using four metabolomics applications that were reported in [18].
MeKDDaM-SAGA software environment was developed to realise and manage the process flow and iteration and to
guide the execution of its phases and activities. It manages the process inputs, outcomes and deliveries and provides
support to its practical consideration including management, standardisation, quality assurance and process-human
interaction in addition to a number of other desired features such as data exploration, knowledge representation,
visualization and automation support.
The software realization of the proposed process enables both external and internal execution of the proposed model.
MeKDDaM-SAGA enables the internal executions of data preprocessing, data exploration and data acclimatisation
in addition a number of internal facilities that enable the building, evaluating and visualizing the generated data mining
models using a number of embedded machine learning algorithms. However, the external execution of the process
phases and activities is also supported by the software implementation through recording the results of their execution
and importing their outcomes into the software. MeKDDaM-SAGA implements an embedded version control system
that is used to realise, organise and manage the process flow, feedback and iterations using a number of rollbacks and
resuming mechanisms that enable undoing and redoing the process-level and phase-level activities execution.
MeKDDaM-SAGA was developed using object-oriented software engineering methodology and was implemented
in Java. The software realises the functionality of 27 use-cases using 241 design classes which were organized over
26 packages. It uses an XML database that stores and manages the process execution data in order to guarantee the
process execution portability and reduce its reliance on other software installations and technologies. The user interface
was designed as GUI in order to ensure its ease of use and user-friendliness. MeKDDaM-SAGA software is freely
and publicly available on Github software repositories [19]. The paper uses a number of UML diagrams to describe
the software data model and refers to screenshots that provide examples for the process model execution in the four
demonstrated real-life applications that are reported in [21].
The second section provides a brief overview of the implemented process model, while the third section discusses
the software development methodology which covers the requirements of the software development and its design,
construction and testing. The fourth section provides an evaluation of the software features and other aspects, in addition
to its satisfaction of the process model design requirements. The last provides a discussion for the automation results
and also a conclusion. Snapshots for the process execution using MeKDDaM-SAGA software is also provided in the
appendices as well as samples for its generated deliveries in XML format.
2 Overview of MeKDDaM Process Model
The proposed process model (MeKDDaM) consists of eleven phases that are illustrated in Figure 1. All the process
phases have a template for the execution of their internal tasks which covers: prerequisites, objectives, activities
planning, performing, validation and reporting. The process model defines the structure and layout of its phases
organization. It defines the normal flow of its phases’ execution and all the possible iteration and feedback between its
phases. The process model defines the inputs of the process execution which takes the form of both the metabolomics
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dataset and its associated meta-data as well as the aims of metabolomics study. It also defines the inputs and outputs of
each of the process phases and the final output of the process model instantiated execution.
Figure 1: MeKDDaM Process Model- the graphical representation of the process model illustrates the process model
structure and the flow of its phases. It also defines the inputs, deliveries and the participants in each phase.
The phases are briefly described as follows:
1. Objectives Definition provides a mechanism for defining the process objectives by matching the data mining
approaches, goals, and tasks to aims of the metabolomics study and the goals of its original investigation.
2. Data Pre-Processing is an optional phase which aims to clean the raw data acquired by the assay instruments.
The scale of this phase, and its extent and the procedures applied, depends on the data acquisition instruments
and techniques and on the procedures that are already performed during data acquisition.
3. Data Exploration involves performing a set of activities which aim to get insight into the data through:
investigation, understanding and prospecting in order to assess the potential of the data. The output of this
phase takes the form of a report, which contains details regarding the activities that are performed in the phase
and their outcomes.
4. Technique Selection provides a strategy for selecting and justifying the selection of a data mining technique
that should achieve the process objectives and suit the nature of the targeted data. The strategy considers
the requirements and feasibility of the selected technique and defines its performance measurability and
success criteria. The results of this phase are the selected technique and its justification, as well as a record of
factors, considerations and assessments involved. A detailed description of the strategy proposed for technique
selection is available in [20].
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5. Data Acclimatisation involves processing and preparing the dataset(s) for model building and evaluation
using the selected data mining technique and the applied tools. This phase generates one or more datasets,
which can be used for model building, training and testing.
6. Model Building involves building and training a data mining model that fulfills the defined process objectives
by applying the selected data mining modelling technique on the dataset acclimatised in the previous phase.
7. Model Evaluation involves testing, validating and evaluating the model based on the defined objectives and
using measurement criteria for the technique applied. Model evaluation is usually performed using a separated
data split which must be allocated for model validation during the data acclimatisation phase.
8. Knowledge Presentation involves presenting the model built and validated in the previous phases in a form
which presents the acquired metabolomics knowledge. Knowledge presentation might require complex
visualisation techniques in order to facilitate interactive presentation of knowledge.
9. Knowledge Evaluation evaluates the knowledge acquired and presented earlier from a metabolomics perspec-
tive. This is performed in terms of its fulfillment of the objectives defined in the first phase, as well as in terms
of its validity as a metabolomics knowledge, based on the background knowledge.
10. Deployment aims to deploy the acquired knowledge through a mechanism that enables effective knowledge
utilisation. It involves selecting appropriate deployment mechanisms in the light of the defined process
objectives and within the available resources, as well as the selection of the particular deliveries which must be
deployed with the knowledge.
11. Process Evaluation concerns evaluating the execution of MeKDDaM process model in terms of the flow of
its phases and the validity of the tasks applied within the performed phases. It also ensure the quality of the
process deliveries through the defined mechanisms of cross-deliveries validation. Cross-delivery validation
is a mechanism for evaluating process deliveries. This mechanism aims at providing a high level quality
assurance on the level of process deliveries. Its results can cause a feedback to an earlier phase either to resolve
inconsistencies or may cause a process iteration. Possible cross-delivery validations between the process phase
deliveries are shown in Figure 1.
The process model phases allow the iterative execution of a number of internal tasks which include:
• Phase Prerequisites involves confirming the validity of process inputs, phase deliveries, and other relevant
information which concerns phase customisation, implementation and running. Phase prerequisites must be
sufficient, specific, relevant and valid in order to perform the phase activities with no additional resources or
information. This helps the justifiability and traceability of the phase results, as well as the reproducibility of
its deliveries.
• Phase Objectives defines the objectives which the phase is expected to achieve, the deliveries it must generate
and the desired attributes and characteristics of those objectives in addition to the measurement criteria of
these objectives.
• Phase Planning maps the defined phase objectives to a set of practical actions designed to fulfil them. The
planned activities must be consistent with phase prerequisites and it must comply with data mining and
metabolomics procedural standards in addition to project management principles and human interaction best
practices.
• Phase Performing involves carrying out the planned phase activities and recording and justifying its execution.
Possible problems, gaps and limitations during the phase execution must be recorded and reported as it may be
used later for the purpose of phase validation, process iteration or cross-delivery validation.
• Phase Validation: aims at ensuring the validity of the phase execution and the quality of the data involved and
its compliance with the adopted standards. This validation is performed based on the planned phase activities
and its identified objectives.
• Phase Reporting concerns the generation of the phase outcomes including the tasks performed, deliveries,
processed data and report of running which must conform to the relevant standards in terms of their contents,
format and structure.
The process execution is carried out by running the internal tasks of the process phases and performing its planned
activities in order to generate its defined outcomes and deliveries either as part of the process normal flow, feedback or a
process iteration. Normal flow involves executing the process phases as defined by the process model, while iteration
involves the repetitive execution of all phases maintaining the flow of their execution as defined by the process model
and into consideration the inputs and deliveries of each iteration. An iteration might be triggered due to a significant
change in process objectives, or in order to formulate and test a new hypothesis, to achieve different analytical objectives,
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to answer a fresh or propagated question, to improve the process execution results, or to resolve major problems in
the process execution. A feedback ring is a micro scale iteration that involves two or more of the process phases. It
involves the re-running of all phases inside the feedback ring. Feedback is usually triggered as a response to poor phase
outcomes, problems with the running of the internal tasks within the phase, or due to the inadequacy of the phase
prerequisites or inputs. The process model also supports rollback, which enables undoing or discarding phase or process
iteration when it fails to achieve its purpose or intended objectives e.g. building a better model. Figure 2 provides
examples for the process execution scenarios that illustrate the process normal flow as well as concepts of iteration,
feedback, and rollback.
Figure 2: Process Execution Scenarios (Repeated for Reference only: The tree-like graph shows seven process
execution scenarios, which illustrates examples of MeKDDaM process model execution that demonstrates the process
feedback, rollback, phase iteration, and process iteration mechanisms.
3 Methodology of Software Development
The development of MeKDDaM-SAGA has been conducted based on object-oriented software engineering methodology
using Rational Unified Process (RUP) as described in [16].
3.1 MeKDDaM-SAGA Requirements Analysis
The requirements of the software features were identified and analysed based on proposed process model requirements,
foundations, enhancements and design features as described in [18]. Section 4 provides a detailed description of the
software designed features that satisfy each of these requirements.
Figure 3 illustrates the software use-case model, which was built based on the proposed process model requirements
and design features. Each of the use-cases in the model was then described using a use-case description scenario which
illustrated its preconditions, normal and alternative flows and also its actors and post-conditions.
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The use-case description of each use case was then analysed in order to extract the requirements analysis classes: Entity,
control, utility, and interface classes. The analysis classes were then refined, structured, and detailed in order to create
the current software design classes.
Figure 3: Process Use-Case Model: A UML Use-Case Model showing interaction between human users and the
process
3.2 MeKDDaM-SAGA Design and Construction
MeKDDaM-SAGA implementation was constructed using 241 Java classes which were organised into two major
packages. The first package was designed to implement and realise the process data model as described in Figure 4. It
contains 163 control and entity classes that were organised across a number of sub-packages. The second package was
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designed to create a graphical user interface (GUI) for the software environment and to handle a number of embedded
software services and to communicate with external tools and resources. This package contain 78 boundary and utility
classes in addition to a number of utility classes which provided a number of generic services e.g. objects persistence,
files management, XML database handling, etc.
MeKDDaM-SAGA enables the internal execution of several activities in the data exploration and acclimatisation
phases. It also allows building, evaluating, and visualising data mining models which are built internally using a number
of embedded data mining techniques. However, the software also supports the execution of all the activities in the
process externally, and then allows the recording of their results and importing their outcomes. This paper focuses
on the design of the process data model described in the first package, which forms the backbone of the software
implementation, while the second package is demonstrated using a number of screenshots, which are provided in
3.3 MeKDDaM-SAGA Testing
MeKDDaM-SAGA was tested based on unit and integration testing. More importantly, the process functionality
was also tested using test cases which were based on the process requirements and execution scenarios discussed.
The software has also been executed using four different real-world applications which have been discussed and
demonstrated in [18, 21].
4 MeKDDaM-SAGA Implemented and Realized Features
This section demonstrates how the implementation software satisfies MeKDDaM process model features. It also refers
to a number of diagrams which illustrate the software design and to a number of screenshots for the XML files that were
used to persist and store the data that are related to the process execution in a structured format including its involved
inputs, outcomes and deliveries.
4.1 Process Inputs
This section presents an overview of the facilities provided by the software environment to support the process inputs.
Figure 5 illustrates the design of the process Input class and its relationship with relevant classes.
Metabolomics Data
MeKDDaM-SAGA provides the option of importing the data into the system or interacting with it externally as an
independent file in the file system. The data importing facilities support the targeted dataset and also its associated
meta-data. The software is also capable of capturing information regarding the name and data types of the data attributes.
MeKDDaM-SAGA provides facilities for importing, exporting and converting the data using a number of common
formats. In addition, it is also capable of exporting the data to an Oracle database, where the data can be manipulated
using the Oracle PL/SQL language, and then be imported back by the software system. Figure 16 shows a screenshot of
an example input data that was captured from the software GUI. Appendix 7.2 provides examples XML files that for
the process inputs.
Since most data pre-processing procedures are usually performed externally on the level of the data acquisition
instruments or using dedicated external software, the software environment provides a number of facilities that can be
used for handling and processing the data throughout all the process phases. It provides facilities for importing the
results of data pre-processing and also for recording their applied procedures. Yet, MeKDDaM-SAGA is capable of
performing data exploration, data acclimatization and data visualisation procedures using a number of internal facilities.
Examples of these procedures include: replacing missing values by zero, median, and mean values in addition to
data standardisation, normalisation, dimensionality reduction, re-sampling, randomisation, data splitting, and attribute
deletion, insertion, and merging.
Study Design
MeKDDaM-SAGA provides facilities for recording information regarding the design of the study and its original
metabolomics investigation; these include the aims of the study, sample preparation, and data acquisition procedures,
which are required as prerequisites for performing some of the process phases such as objectives definition and data
pre-processing. Figure 17 shows a screenshot captured while recording information regarding the study of the cow
diet application.
Figure 4: Software Packages: A UML diagram illustrating the packages in the software environment used for implementing the process
8
Figure 5: Inputs Class Diagram: A UML class diagram for the process Inputs and their associated classes
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4.2 The Realisation of MeKDDaM Process Model Structure
The structure of MeKDDaM is realised by a number of Java packages and classes which reflect the process hierarchy.
The Project class holds information regarding the process execution, results, supplements, and traceability and provides
a number of functions regarding the project creation, saving, persistence, and loading. Figure 6 illustrates the Project
class and its relationship with the relevant classes using a UML class diagram. The Process class is used to accommodate
information regarding process execution and iteration covering its input data, executed phases, generated results and the
outcomes of its evaluation and cross-delivery validation. This class also implements a number of functions, which allow
the process iteration and rollback in addition to saving and loading of the process execution. Figure 7 illustrates the
Process class and its relationship with the relevant classes using a UML class diagram, while
Figure 6: Project Class Diagram:A UML diagram representing the project and its relevant classes
Process Phases
The Phase class is used for realising MeKDDaM phases and recording information regarding their execution, iteration,
and feedbacks. An object of this class is created for each of the eleven process phases in addition to other copies which
are instantiated, copied or cloned to resemble the phases’ feedbacks and iterations.
In addition, the Phase class provides functions for performing the phases internal tasks: planning, performing, validating,
and reporting as well as for defining and populating their perquisites, objectives and planned activities with their preset
descriptions or customisation. MeKDDaM-SAGA provides facilities for exporting and importing the phases preset
description and customisation which realises the process mapping mechanism.
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Figure 7: Process Class Diagram:A UML diagram representation of the process and its relevant classes
The Phase class also implements a number of functions concerning the execution, iteration, and rollback of the process
phases, in addition to their persistence, saving, and loading. Figure 8 illustrates the Phase class and its relationship with
its relevant classes using a UML class diagram. Figure 18 illustrates the phase execution of objectives definition phase,
while Appendix 7.2 provides examples for the persistence of the process phases’ outcomes and deliveries.
Phase Tasks
The phase prerequisites and their preset and customised description are illustrated by Figure 19, which also illustrates
their traceability, while snapshots of the phase objectives and their preset and customised description are demonstrated
in Figure 20. Phase planning is demonstrated in the snapshots in Figure 21. The figure provides an example of the phase
planning using both preset and customised description, which was linked to the phase objectives. The phase preset
description is loaded into the process as an initial description for the phase generic planned activities which can be
then customised and mapped to the particular application that is being conducted. It also illustrates the planned activity
allocated resources and potential performer. Phase performance is demonstrated in the snapshots in Figure 23 and
Figure 24. The figures provide an example of performing plan activities, where it shows its performance justification, as
well as its problems recording, traceability, and resolution, are shown. The figures show also the activity resources and
performer. Phase validation is demonstrated in the snapshots in Figure 25. The figure shows an example of a phase
validated activity. The phase validation then provides a mechanism for validating every aspect of the performed phase
activities.
MeKDDaM-SAGA provides facilities for generating phase deliveries and reports which concern two aspects. The first
concerns the execution of the phase internal tasks as illustrated in appendix 7.2 which provide examples for the phase
execution reporting, while the second aspect concerns the delivery of the phase execution outcome, which is reported by
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instantiating the specialised subclasses Delivery. An example of the GUI used for selecting the data mining technique
is shown in Figure 27, while examples of the XML files that are used for the persisting of the phase outcome deliveries
is illustrated in appendix 7.2. The Delivery class is implemented to provide a number of generic functionality and to
accommodate information inherited by the process phases specific deliveries as illustrated in the class diagram, which
is shown in Figure 9.
Process Flow, Feedback, Rollback, and Iteration
The software realises MeKDDaM process model flow, feedback, rollback, and iteration through a number of mechanisms.
It also provides a rigorous version control mechanism, which maintains the validity of the process execution and the
consistency of the performed phases and their relevant outputs and deliveries. The process flow is recorded in each
of the process executions by instantiating its participant phases in sequential order and adding generated deliveries
to the process outcomes. The process iteration is performed by invoking a function in the Process class, where the
current phase execution is backed up and a new instance of the process is instantiated. MeKDDaM-SAGA provides a
facility for rolling back the execution of the process to a previous status or iteration by recovering the backed up process
execution, which is also implemented as a function in the Process class. A snapshot of the process iteration that was
captured in the cow diet application reported is illustrated in both Figure 14 and Figure 15. The software realises the
process feedback mechanism based on the process model description. The phase feedback is realised by invoking a set
of functions implemented in the Phase class, which back up the process execution and then iterate through the internal
tasks of the targeted phase and re-instantiate and execute its successor phases. The Phase class also provides a rollback
mechanism, which allows the recovery of the backed up phase execution and its associated process execution status
during feedback. A snapshot of the process iteration that was captured in the Arabidopsis fingerprint application is
illustrated in both Figure 12 and Figure 13.
4.3 Scientific Orientation Support
The scientific orientation of MeKDDaM process model is realised through a number of mechanisms and features;
these include process activity justification and traceability as well as problem identification, traceability and resolution.
Figure 33 illustrates a screenshot of the GUI used for defining the process traceability sources in the Arabidopsis
isoprenoids application.
MeKDDaM-SAGA provides traceability facilities on several levels. The prerequisites of every phase in the process are
linked back to their sources and to every decision, justification, or solution. The process sources can be internal, such as
other phases and deliveries or external such as the literature. Human sources are also considered and linked with human
interaction facilities.
The class diagram in Figure 10 illustrates the process model classes which are related to the process of scientific
orientation. In addition, a number of snapshots of an example of the performance of a phase activity iteration that was
captured during the execution of the objectives definition phase in the Arabidopsis isoprenoids application. Figure 23
provides a screen shot of a performed activity justification, while Figure 24 provides an example of a reported problem,
which is linked to both of its reason and proposed solution.
4.4 Process Supplements and Practical Features
The process of supplements and practical features cover MeKDDaM process model management, human interaction,
quality assurance and the process standards. This section illustrates the software realisation of these features based
on the process model satisfaction the identified requirements and their realisation in the applications demonstrated in
[18, 21]. The class diagram in Figure 11 illustrates the data model classes which have been used for implementing the
process supplementary and practical features.
Management and planning
The implementation realises MeKDDaM process model management and planning features, which were incorporated
in response to the identified practical process requirements. MeKDDaM-SAGA provides facilities for defining the
processing time and cost constraints as well as management resources which cover human expertise, and both software
and hardware resources. In addition, the software also allows for the allocation of these resources during the phase
execution. The process planning and management features are also implemented, where the MeKDDaM-SAGA
software provides facilities for defining the objectives measurability, achievability, feasibility and other success criteria
which forms the basis of the knowledge evaluation and also for recording the results of their assessment. Figure 26
provides an example of objectives definition.
Figure 8: Phase Class Diagram: A UML representation of process phases and their associated classes
13
Figure 9: Delivery Class Diagram: A UML class diagram representing the process deliveries and their associated classes
14
Figure 10: Activity Class Diagram: A UML classes diagram representing the phases activities and their considered issues and relevant classes
15
Figure 11: Supplements Class Diagram: A UML classes diagram showing the process supplements and their associated classes
16
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The same thing is also applied to the selected data mining technique, where the feasibility, measurability, and success
criteria of the technique are defined. This is demonstrated in the screenshot in Figure 27 that is used for evaluating the
data mining model.
In addition, MeKDDaM-SAGA supports the process manageability by providing facilities for defining and customising
the process phases’ prerequisites, objectives, and planning and for managing its performing, validating, and reporting.
Screenshots for the software management facilities are also provided. Figure 31 provides an example of the process
resources and their requirements, while Figure 32 provides an example of the process time and management constraints.
Human Interaction
MeKDDaM-SAGA provides mechanisms for realising and organising human interaction throughout the process.
Human interaction provides facilities for defining the participants on the level of the process as demonstrated in the
appendix and assigning the performer for each individual activity during the performance of each phase in the process.
The screenshots in Figure 30 illustrate the GUI used for defining the process actors, while Figure 22 illustrates the
assignment of a phase activity performer.
Quality
MeKDDaM-SAGA provides facilities for implementing the quality assurance mechanisms of the process. The software
provides facilities for investigating the quality of the data within the data exploration phase and for enhancing its
quality later during data acclimatisation phase internally using a number of built-in facilities e.g. missing values
replacement by zero, median, and mean values in addition to data standardisation, and normalisation or externally using
dedicated software tools.
MeKDDaM-SAGA is also capable of evaluating the data mining models built internally using one of the data mining
techniques embedded in the software such as ANN (MLP), decision trees, random forest, MLR, and Bays Nets. In
addition, the software is also capable of recording and importing the evaluation of data mining models built externally.
Appendix 7.2 provides examples for persisting model evaluation and knowledge evaluation and their involved
deliveries. MeKDDaM-SAGA software also records the validation of the activities performed within the process phases.
Figure 25 provides an example of a process phase validation. The software also implements the process evaluation
and provides facilities for performing cross-delivery validation. Moreover, MeKDDaM-SAGA also provides facilities
for defining application-specific quality assurance policy, which can be defined on the level of the process execution.
Figure 28 provides a screenshot of the GUI used for defining the process quality assurance policy.
Standards
MeKDDaM-SAGA provides support for defining application-specific standards on the level of the process execution. A
GUI was used for defining process standards. The defined process standards can then be used for generating the data
mining model and storing it persistently as well as for reporting the various process deliveries.
4.5 Data Exploration Features
The process software implementation provides facilities for realising the metabolomics data exploration requirements.
MeKDDaM-SAGA is capable of prospecting the data by generating basic statistics regarding its values e.g. mean,
standard deviation, minimum, maximum, etc. as well as visualising the distribution of data and the correlation between
its features. The software also provides facilities for recording and importing the external prospecting of the data and
for data understanding and investigation. Examples of data exploration support provided by MeKDDaM-SAGA will
be demonstrated later in the applications reported in [18, 21].
4.6 Visualisation Support Features
The software realises MeKDDaM process model support of visualisation and provides facilities for visualising some of
the models which can be built internally during the process execution e.g. decision trees and ANN. The software also
provides facilities for importing the models visualised externally. The software visualisation facilities are also useful
for prospecting the data, which can be performed internally by visualising the distribution of the data attributes across
classes or by visualising the correlation between pairs of the data attributes using scatter plots. Examples of data and
model visualisation will be demonstrated later.
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4.7 Knowledge Evaluation Features
MeKDDaM-SAGA implements knowledge evaluation support which was identified as a requirement for the process
development. Knowledge evaluation was developed as a phase in the process. The software defines a mechanism for
evaluating the knowledge based on the process description.
4.8 Automated Features
The software environment provides an automated realization of most aspects of MeKDDaM proposed process model,
It also provides internal facilities for data investigation, prospecting, and acclimatisation as well as model building,
evaluation, and visualisation.
4.9 Additional Features of MeKDDaM-SAGA
Here we discuss some of the important process features and facilities, which provided support for the process configura-
tion management and concept of mapping through implementing a number of customisation facilities which cover the
process phases, practical supplements, and traceability.
Configuration Management
The implementation considers configuration management issues and provides facilities that support version control
on the level of the process as well as on the level of its subsequent phase which covers iterations and feedbacks. The
realisation of the process iteration is performed by creating a clone copy from the previous process execution, making
changes on this copy as required, storing, persisting and managing the previous iteration for future reference. On the
other hand, the realisation of phase iteration is based on creating a copy of the current phase execution, which is used to
perform the changes required by the iteration. The old copy of the phase object is then stored and managed using the
process configuration management mechanism. Iteration can be performed as many times as required. The process
iteration depends on how far the previous iteration has gone through creating and modifying a copy of its object.
Process Mapping and Customisation
MeKDDaM-SAGA realises the process concept of mapping by allowing the population of the process phases with their
preset generic tasks covering their objectives, prerequisites, and planning. The present tasks can then be customised
according to the specific needs of the metabolomics application.
5 Discussion
MeKDDaM-SAGA was successful in automating MeKDDaM process model and in realising its various design aspects.
The software provided a number of automated facilities that implemented the process layout, structure and flow and
other practical aspects and desired features. The software realised the process model mechanism for defining measurable
objectives and in providing a software implementation for the process selection strategy. MeKDDaM-SAGA also
enabled the automatic generation of basic statistics regarding the process data as well as the visual prospecting of its
distribution and correlation. The software allowed the internal performance of several data acclimatisation procedures
such as missing values handling, data normalisation, and re-sampling, in addition to other data conversions, reduction,
and data splitting operations in addition to attributes deletion, introduction, merging, data splitting, and class assignment.
Moreover, it also allowed the automatic building and evaluation of several data mining models internally including
ANN (MLP), decision trees, MLR, Bays Nets, random forest, hierarchical clustering, linear regression, and association
rules as well as the visualisation of some of the models built using these techniques e.g. decision trees, ANN.
However, and despite the successful automation of the process model design aspects and its other supported features, the
full automation of the data mining process seems to be far away based under the current technology. This is in fact, due
to the nature of some data mining activities and procedures, particularly those involve significant human involvement
or judgment such as objective setting, technique selection, and knowledge evaluation. Yet, partial automation was
possible using the implemented software environment. It covered for many aspects of the data mining process such as
data exploration, data acclimatisation, model building and evaluation. However, some aspects of the data mining
process were automated by several data mining tools such as data exploration, acclimatisation, model building and
evaluation.
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6 Conclusion
This paper presented MeKDDaM-SAGA, which is a software that was developed for realising MeKDDaM process
model. The paper provided an overview of the software development process that was conducted based on software
engineering principles and provided a discussion for the software supported features. The software was successful in
realising and automating the proposed process model design aspects and in guiding its execution.
The paper also introduced the concept of computer-aided data mining, which aims not only to automate the various
aspects of the data mining process (as others have suggested), but also to realise the structure and flow of the data mining
process itself and to provide support for its various practical aspects. This research calls for more attention to be paid to
the software realisation of knowledge discovery and data mining process, which in turn could lead to a new branch
in the field of data mining, which could be termed as Computer-Aided Data Mining analogous to Computer-Aided
Software Engineering (CASE).
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7 Appendix
7.1 Appendix: Snapshots of the Process Application
This appendix provides some snapshots for MeKDDaM-SAGA software environment that was used for process
realization and implementation. These snapshots have been captured during the process demonstrated applications as
discussed earlier in this paper.
A Feedback Scenario
Figure 12: Process Execution Just Before a Feedback: A snapshot of the process execution just before performing a feedback in order to select a different
modelling technique as captured in the Arabidopsis fingerprinting application. The performed phases are shown surrounded by a green light halo
22
Figure 13: Process Execution Just After a Feedback: A snapshot of the process execution just after performing a feedback in order to select a different modelling
technique. Captured in the Arabidopsis fingerprinting application
23
A Process Iteration Scenario
Figure 14: Process Execution Before Process Iteration: A snapshot of the process execution just before performing a process iteration as captured in the cow diet
application
24
Figure 15: Process Execution after a Second Iteration: A snapshot of the process execution as captured in the cow diet application after the process was iterated in
order to achieve new objectives. The process iteration is indicated by a light halo which surrounds the process
25
Process Inputs
Figure 16: Metabolomics Data: A snapshot of metabolomics data imported to the process as captured in the Arabidopsis isoprenoids profiling application
26
Figure 17: Aims of a Metabolomics Study: A snapshot of the aims of a metabolomics study as captured in the Arabidopsis isoprenoids profiling application
27
Internal Tasks within a Process Phase
Figure 18: Phase Running: A snapshot of a phase running as captured in the Arabidopsis isoprenoids application
28
Figure 19: Phase Prerequisites: A snapshot of a phase prerequisites as captured in the Arabidopsis isoprenoids profiling application
29
Figure 20: Phase Objectives: A snapshot of a phase objectives as captured in the Arabidopsis isoprenoids profiling applications
30
Figure 21: Phase Planning: A snapshot of a phase planning as captured in the Arabidopsis isoprenoids profiling application
31
Figure 22: Phase Activity Performer: A snapshot of a performer, which was assigned to a phase activity in the Arabidopsis isoprenoids application
32
Figure 23: Phase Performing Justification: A snapshot of a phase performing justification as captured in the Arabidopsis isoprenoids profiling application
33
Figure 24: Phase Performing Problem: A snapshot of a phase performing problem as captured in the Arabidopsis isoprenoids profiling application
34
Figure 25: Phase Validating: A snapshot of a phase activity validation as captured in the Arabidopsis isoprenoids profiling application
35
Example Outcomes of the Process Phases
Figure 26: Objectives Definition Phase Outcome: A snapshot of the objectives definition phase Outcome as captured in the Arabidopsis isoprenoids profiling
application
36
Figure 27: Technique Selection Phase Outcome: A snapshot of the technique selection phase outcome as captured in the Arabidopsis isoprenoids profiling
application
37
Practical Supplements & Traceability
Figure 28: Process Quality Assurance and Standards: A snapshot of the process quality assurance and standards as captured Arabidopsis isoprenoids profiling
application
38
Figure 29: The Assignment of Process Standards: A snapshot of the assignment of standards when delivering the model in the Arabidopsis isoprenoids application
39
Figure 30: Process Human Interaction: A snapshot of the process human interaction as captured in the Arabidopsis isoprenoids profiling application
40
Figure 31: Process Resources Management: A snapshot of the process management resources as captured in the Arabidopsis isoprenoids profiling application
41
Figure 32: Process Management Constraints: A snapshot of the process management constraints as captured in the Arabidopsis isoprenoids profiling application
42
Figure 33: Process traceability:A snapshot of the process traceability information as captured in the Arabidopsis isoprenoids profiling application
43
Process Customisation
Figure 34: Process Customisation: A snapshot of the process customisation facilities (a) Phase customisation (b) Customisation of the process practical supplements
(c) Traceability customisation
44
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7.2 Appendix: Persistence of the Process Data
XML is a format that is both human and machine readable. Therefore, it was chosen as a mechanism for persisting
the process data and reporting its generated deliveries. The following XML files have been generated by the process
during the demonstration of the process execution as discussed earlier. The structure of these files reflects the process
hierarchic. The (+) indicates a folded information, which might be expanded later as different parts of the same XML
file might be illustrated in a different context.
Process Hierarchy
The process is realised as a structured project which holds the process iterations and its performed phases. The XML
file illustrates the process structure and provides an example for the process execution. The first XML files provide an
example for the process instantiation as a project, while the second file provides an example for the process execution,
flow and iteration. The third file provides an example for the process supplements including management constraints
and resources, human interaction, standards and quality assurance policies.
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application</location>
<date>Tue Mar 13 13:30:35 GMT 2012</date>
<description/>
<dateTime>Tue Mar 20 15:14:24 GMT 2012</dateTime>
</metabolomicsData>
<dateTime>Tue Mar 13 12:23:43 GMT 2012</dateTime>
<metabolomicsApproach>TARGET_ANALYSIS</metabolomicsApproach>
<aims>Testing the discrimination between arabidopsis thaliana genotypes using samples from the 
plant leaf extracts.</aims>
</metabolomicsStudy>
</inputs>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
</phases>
</results>
</process>
</supplements>
</project>
<project xsi:noNamespaceSchemaLocation="" name="HiMet9IP_1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<inputs>-
<metabolomicsData version="1" isExternal="false">-
<prospecting version="1">+
<understanding version="1">+
<dataSet version="1" isExternal="false">+
<metaData version="1" isExternal="false">+
<metabolomicsStudy version="1">-
<investigation>+
<assay>+
<sources>+
<process version="1">-
<phases>-
<objectivesDefinition name="Objectives Definition" version="1" id="1.1.1" number="1">+
<dataPreProcessing name="Data Pre-Processing" version="2" id="1.2.2" number="2">+
<dataExploration name="Data Exploration" version="2" id="1.3.2" number="3">+
<techniqueSelection name="Technique Selection" version="1" id="1.4.1" number="4">+
<dataAcclimatisation name="Data Acclimatisation" version="1" id="1.5.1" number="5">+
<modelBuilding name="Model Building" version="1" id="1.6.1" number="6">+
<modelEvaluation name="Model Evaluation" version="1" id="1.7.1" number="7">+
<knowledgePresentation name="Knowledge Presentation" version="2" id="1.8.2" number="8">+
<knowledgeEvaluation name="Knowledge Evaluation" version="1" id="1.9.1" number="9">+
<deployment name="Deployment" version="2" id="1.10.2" number="10">+
<processEvaluation name="Process Evaluation" version="1" id="1.11.1" number="11">+
<results>-
<objectivesDefinitionResult version="1">+
<dataPreProcessedResult version="1">+
<dataExplorationResult version="1">+
<techniqueSelectionResult version="1">+
<dataAcclimatisedResult version="1">+
<modelBuildingResult version="1">+
<modelEvaluationResult version="1">+
<knowledgePresentationResult version="1">+
<knowledgeEvaluationResult version="1">+
<deploymentResult version="1">+
<processEvaluationResult version="1">+
<supplements>-
<management>+
<humanInteraction>+
<standards>+
<quality>+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_1/Process/Iteration 
1</location>
</phases>
</results>
</process>
<process xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<phases>-
<objectivesDefinition version="1" id="1.1.1" name="Objectives Definition" number="1">+
<dataPreProcessing version="2" id="1.2.2" name="Data Pre-Processing" number="2">+
<dataExploration version="2" id="1.3.2" name="Data Exploration" number="3">+
<techniqueSelection version="1" id="1.4.1" name="Technique Selection" number="4">+
<dataAcclimatisation version="1" id="1.5.1" name="Data Acclimatisation" number="5">+
<modelBuilding version="1" id="1.6.1" name="Model Building" number="6">+
<modelEvaluation version="1" id="1.7.1" name="Model Evaluation" number="7">+
<knowledgePresentation version="2" id="1.8.2" name="Knowledge Presentation" number="8">+
<knowledgeEvaluation version="1" id="1.9.1" name="Knowledge Evaluation" number="9">+
<deployment version="2" id="1.10.2" name="Deployment" number="10">+
<processEvaluation version="1" id="1.11.1" name="Process Evaluation" number="11">+
<results>-
<objectivesDefinitionResult version="1">+
<dataPreProcessedResult version="1">+
<dataExplorationResult version="1">+
<techniqueSelectionResult version="1">+
<dataAcclimatisedResult version="1">+
<modelBuildingResult version="1">+
<modelEvaluationResult version="1">+
<knowledgePresentationResult version="1">+
<knowledgeEvaluationResult version="1">+
<deploymentResult version="1">+
<processEvaluationResult version="1">+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<totalFunds>50000.0</totalFunds>
<totalDuration>180.0</totalDuration>
<usedFunds>26582</usedFunds>
<elapsedTime>78.0</elapsedTime>
</constraint>
<requirementsList quantiy="1.0" cost="150.0" resourceType="HARDWARE" description="Printer" xsi:type="resource"/>
<requirementsList quantiy="1.0" cost="500.0" resourceType="HARDWARE" description="Monitor 23"" xsi:type="resource"/>
<requirementsList quantiy="1.0" cost="300.0" resourceType="SOFTWARE" description="MS windows 7.0" xsi:type="resource"/>
<requirementsList quantiy="1.0" cost="250.0" resourceType="SOFTWARE" description="MS Office" xsi:type="resource"/>
</requirementsList>
</requirements>
</resourcesList>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="Metabo-Analyst" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="250.0" resourceType="SOFTWARE" description="Ms Office" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="4000.0" resourceType="HUMAN" description="Statistician" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="weka" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="Orange" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="TANAGRA" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="250.0" resourceType="SOFTWARE" description="MS Project" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="250.0" resourceType="SOFTWARE" description="MS Visio" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="1200.0" resourceType="SOFTWARE" description="Matlab Software License (Standard Edition" 
xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="5000.0" resourceType="SOFTWARE" description="Oracle DBMS" xsi:type="resource"/>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="MikTex" xsi:type="resource"/>
</resources>
</management>
<contactDetails>Aberyswtyth, wales, UK</contactDetails>
<name>Ahmed BaniMustafa</name>
<role>DATA_MINER</role>
<level>NORMAL</level>
</analystsList>
<contactDetails>Computer Science Dept, Aberysswtyth University, Wales, UK</contactDetails>
<name>Nigel Hardy</name>
<role>DOMAIN_EXPERT</role>
<level>POFESSIONAL</level>
</analystsList>
</humanInteraction>
<dateTime>Wed Mar 21 16:53:51 GMT 2012</dateTime>
<description>Data Mining Standards</description>
<standardType>DATA_MINING</standardType>
<specificationURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Documents/standards/data mining standards 
initiative.pdf</specificationURL>
<release>1.0</release>
</standardsList>
<dateTime>Wed Mar 21 16:53:51 GMT 2012</dateTime>
<description>An Overview of PMML Version 3.0</description>
<standardType>REPORTING</standardType>
<specificationURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Documents/standards/An Overview of PMML.pdf</specificationURL>
<release>3.0</release>
</standardsList>
</standards>
<dateTime>Wed Mar 21 16:53:51 GMT 2012</dateTime>
<description>This quality assurance ploicy document describes the quality assurance policy of the analysed data</description>
<domainType>DATA</domainType>
<qualityType>NON_FUNCTIONAL</qualityType>
<specificationURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Documents/quality/data_quality_assurance_policy.txt</specificationURL
<release>1.0</release>
</specificationsList>
<dateTime>Wed Mar 21 16:53:51 GMT 2012</dateTime>
<description>This quality document describes the quality asurance of the process reports.</description>
<domainType>REPORTS</domainType>
<qualityType>NON_FUNCTIONAL</qualityType>
<specificationURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Documents/quality/reports_quality_assurance_policy.txt</specificationURL
<release>3.0</release>
</specificationsList>
</quality>
</supplements>
<supplements xsi:noNamespaceSchemaLocation="" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<management>-
<constraint>-
<resources>-
<resourcesList quantiy="1.0" cost="600.0" resourceType="HARDWARE" description="PC" xsi:type="resource">-
<requirements>-
<requirementsList>-
<resourcesList quantiy="1.0" cost="750.0" resourceType="HARDWARE" description="Labtop" xsi:type="resource">+
<humanInteraction>-
<analystsList xsi:type="analyst">-
<analystsList xsi:type="analyst">-
<standards>-
<standardsList xsi:type="standard" version="1">-
<standardsList xsi:type="standard" version="1">+
<standardsList xsi:type="standard" version="1">+
<standardsList xsi:type="standard" version="1">-
<quality>-
<specificationsList xsi:type="qualitySpecification" version="1">-
<specificationsList xsi:type="qualitySpecification" version="1">+
<specificationsList xsi:type="qualitySpecification" version="1">-
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Process Inputs
The following three XML files have been generated by MeKDDaM process model in order to persist process inputs
including the targeted data and the aims of the study.
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application</location>
<date>Tue Mar 13 13:30:35 GMT 2012</date>
<description/>
<dateTime>Tue Mar 20 15:14:24 GMT 2012</dateTime>
<dateTime>Tue Mar 13 20:21:34 GMT 2012</dateTime>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_1//Process/Iteration 
1/Phases/3- Data Exploration/Iteration 2/Delivery/Exploration.pdf</outcomeURL>
</prospecting>
</metabolomicsData>
<dateTime>Tue Mar 13 12:23:43 GMT 2012</dateTime>
<metabolomicsApproach>TARGET_ANALYSIS</metabolomicsApproach>
<aims>Testing the discrimination between arabidopsis thaliana genotypes using samples from the plant leaf 
extracts.</aims>
<question>Can the mutation of Arabidopsis Thaliana be monitored using metabolmics data.</question>
<goal>Applying metabolomics in plant genetics</goal>
</investigation>
<bioSource>Arabidopsis Thaliana</bioSource>
<SampleType>Leaf Extract</SampleType>
<growthProtocols>The Arabidopsis plants were grown and harvested by the HiMet project collaborators in The 
John Innes Centre(JIC), where the samples growth, harvest, extraction and preparation protocols were 
collected and recorded as meta-data in compliance with ArMet model. The plants were grown using 9 
blocks under a temperature of 18-23 c, with 70\% relative humidity and 16 hours of day 
light.</growthProtocols>
<harvestProtocols>The harvesting protocols involved collecting aerial tissues from the mutant plants. The 
samples metabolism were then quenched using liquid nitrogen in mid light and then frozen, dried, and 
powdered. They were then shipped in a few days in a storage temperature of -80
\textcelsius..</harvestProtocols>
<standards>alpha-tocopherol</standards>
<SamplePreparation>The samples were based on fractions of the chlorform layer extracted from the plants leaf. 
The sample preparation was performed under a temperature of 15\textcelsius. $\alpha$-tocopherol was used 
as an internal standard. </SamplePreparation>
</sample>
<info>The samples were analysed using LC-MS instrument. The quantification of the isoprenoids were 
conducted using positive-ion atmospheric pressure chemical ionisation MS </info>
</instrument>
<assayDataFormat>METABOLITE_CONCENTRATION</assayDataFormat>
<fileFormat>.csv</fileFormat>
<technique>LC-MS</technique>
<runs>3</runs>
<replica>9</replica>
<preProcessingProcedures> N/A </preProcessingProcedures>
</assay>
</metabolomicsStudy>
</inputs>
</project>
<project xsi:noNamespaceSchemaLocation="" name="HiMet9IP_1" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<inputs>-
<metabolomicsData version="1" isExternal="false">-
<prospecting version="1">-
<understanding version="1">+
<dataSet version="1" isExternal="false">+
<metaData version="1" isExternal="false">+
<metabolomicsStudy version="1">-
<investigation>-
<assay>-
<sample>-
<instrument>-
<sources>+
<process version="1">+
<supplements>+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application</location>
<date>Tue Mar 13 13:30:35 GMT 2012</date>
<description/>
<dateTime>Tue Mar 20 15:14:24 GMT 2012</dateTime>
<dateTime>Tue Mar 20 15:14:24 GMT 2012</dateTime>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_1//Process/Iteration 
1/Phases/2- Data Pre-Processing/Iteration 2/Delivery/HiMet9IP_Metabolism_MV_RWST.csv</outcomeURL>
<attribute name="delta_tocopherol numeric" independent="false"/>
<attribute name="gamma_tocopherol numeric" independent="false"/>
<attribute name="violaxanthin numeric" independent="false"/>
<attribute name="violaxanthin_cis1 numeric" independent="false"/>
<attribute name="violaxanthin_cis2 numeric" independent="false"/>
<attribute name="violaxanthin_cis3 numeric" independent="false"/>
<attribute name="neoxanthin numeric" independent="false"/>
<attribute name="vitamin_K1 numeric" independent="false"/>
<attribute name="chlorophyll_b numeric" independent="false"/>
<attribute name="lutein numeric" independent="false"/>
<attribute name="lutein_cis1 numeric" independent="false"/>
<attribute name="lutein_cis2 numeric" independent="false"/>
<attribute name="lutein_cis3 numeric" independent="false"/>
<attribute name="lutein_cis4 numeric" independent="false"/>
<attribute name="zeaxanthin numeric" independent="false"/>
<attribute name="chlorophyll_a numeric" independent="false"/>
<attribute name="ubiquinone_9 numeric" independent="false"/>
<attribute name="ubiquinone_10 numeric" independent="false"/>
<attribute name="beta_carotene numeric" independent="false"/>
<attribute name="beta_carotene_cis1 numeric" independent="false"/>
<attribute name="beta_carotene_cis2 numeric" independent="false"/>
<attribute name="beta_carotene_cis3 numeric" independent="false"/>
<attribute name="beta_carotene_cis4 numeric" independent="false"/>
<attribute name="lycopene numeric" independent="false"/>
<attribute name="lycopene_cis1 numeric" independent="false"/>
<attribute name="lycopene_cis2 numeric" independent="false"/>
<attribute name="lycopene_cis3 numeric" independent="false"/>
<attribute name="lycopene_cis4 numeric" independent="false"/>
</dataSet>
</metabolomicsData>
</inputs>
</supplements>
</project>
<project xsi:noNamespaceSchemaLocation="" name="HiMet9IP_1" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<inputs>-
<metabolomicsData version="1" isExternal="false">-
<prospecting version="1">+
<understanding version="1">+
<dataSet version="1" isExternal="false">-
<investigation version="1">+
<attribute name="Label" dataMiningDataType="DISCRETE" independent="false">+
<metaData version="1" isExternal="false">+
<metabolomicsStudy version="1">+
<sources>+
<process version="1">+
<supplements>-
<management>+
<humanInteraction>+
<standards>+
<quality>+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application</location>
<date>Tue Mar 13 13:30:35 GMT 2012</date>
<description/>
<dateTime>Tue Mar 20 15:14:24 GMT 2012</dateTime>
</metabolomicsData>
<dateTime>Tue Mar 13 12:23:43 GMT 2012</dateTime>
<metabolomicsApproach>TARGET_ANALYSIS</metabolomicsApproach>
<aims>Testing the discrimination between arabidopsis thaliana genotypes using samples from the plant leaf 
extracts.</aims>
<question>Can the mutation of Arabidopsis Thaliana be monitored using metabolmics data.</question>
<goal>Applying metabolomics in plant genetics</goal>
</investigation>
<bioSource>Arabidopsis Thaliana</bioSource>
<SampleType>Leaf Extract</SampleType>
<growthProtocols>The Arabidopsis plants were grown and harvested by the HiMet project 
collaborators in The John Innes Centre(JIC), where the samples growth, harvest, extraction and 
preparation protocols were collected and recorded as meta-data in compliance with ArMet 
model. The plants were grown using 9 blocks under a temperature of 18-23 c, with 70\% 
relative humidity and 16 hours of day light.</growthProtocols>
<harvestProtocols>The harvesting protocols involved collecting aerial tissues from the mutant 
plants. The samples metabolism were then quenched using liquid $N_{2}$ in mid light and then 
freezed, dried, and powdered. They were then shipped in a few days at ambient temperature, 
where the storage temperature was -80\textcelsius.</harvestProtocols>
<standards>alpha-tocopherol</standards>
<SamplePreparation>The samples were based on fractions of the chlorform layer extracted from the 
plants leaf. The sample preparation was performed under a temperature of 15\textcelsius. 
$\alpha$-tocopherol was used as an internal standard. An amount of 5mg of on ice were 
extracted in 200 $\mu L$ of methanol during a period of 5 minutes. Then a 200 $\mu L$ of 50 
mM Tris-HCl was added during a period of 10 minutes with a pH of 7.5. This was followed by 
800 $\mu L$ of chloroform extract for a period of 10 minutes. The sample then centrifuged for 
5 minutes at 3000g at 4\textcelsius. The choroform layer sample then transferred to glass vials 
and dried down in speedvac. The precipitate then re-suspended in 50 $\mu l$ MTBE. 
</SamplePreparation>
</sample>
<info>The dried layers of chloroform were analysed on a 250-mm (4.6mmi.d.) using C30 column 
(5 $\mu m$YMC30;YMC), at a flow rate of 1 ml$min^{-1}$, with 0.2\% formic acid and 
20mM ammonium formate in 80\%methanol, or methyl tertiary-butyl ether (solvent B) as 0\% 
for a period of 6 minutes, 15\% for a period of 5 minutes , to 90\% for a period of 30 minutes, 
and 90\% for a period of 5 minutes. The quantification of the isoprenoids were conducted using 
positive-ion atmospheric pressure chemical ionisation MS using capillary at 15 V and 150
\textcelsius, and using a vaporiser at 500\textcelsius, and discharge current of 5 $\mu A$ 
</info>
</instrument>
<assayDataFormat>METABOLITE_CONCENTRATION</assayDataFormat>
<fileFormat>.csv</fileFormat>
<technique>LC-MS</technique>
<runs>3</runs>
<replica>9</replica>
<project xsi:noNamespaceSchemaLocation="" name="HiMet9IP_1" xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance">
<inputs>-
<metabolomicsData version="1" isExternal="false">-
<prospecting version="1">+
<understanding version="1">+
<dataSet version="1" isExternal="false">+
<metaData version="1" isExternal="false">+
<metabolomicsStudy version="1">-
<investigation>-
<assay>-
<sample>-
<instrument>-
COMPUTER-AIDED DATA MINING A PREPRINT
Tasks within the Process Phases
The following five XML files demonstrate the persistence of MeKDDaM process model phases. The structure of these
example XML files reflect the hierarchy of the process model phases and holds information regarding their iteration,
internal tasks, and deliveries. The first XML file illustrates an example of phase prerequisites, while the second provides
examples of the objectives. The third file shows an example of planning of a phase, while the fourth shows an example
of its performing showing examples of an activity justification and traceability. The fifth XML file shows an example of
phase validation.
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_11/Process/Iteration 1/Phases/4-
Technique Selection/Iteration 1</location>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<presetDescription>1. The pre-processed metabolomics dataset and its associated meta-data if available (see 
section 4.1).</presetDescription>
<customisedDescription>1. The pre-processed metabolomics dataset and its associated meta-data if available (see 
section 4.1).</customisedDescription>
<preRequisiteType>PROCESS_RELATED</preRequisiteType>
<sourceElementPath> [Process] -> [Inputs] -> [Metabolomics Data] -> Data Set</sourceElementPath>
</internalSourcesList>
</sources>
<required>false</required>
<customised>true</customised>
</preRequisitesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<presetDescription>3. The data exploration report including the results of data investigation, understand- ing and 
prospecting.</presetDescription>
<customisedDescription>3. The data exploration report including the results of data investigation, understand- ing 
and prospecting.</customisedDescription>
<preRequisiteType>PROCESS_RELATED</preRequisiteType>
<sourceElementPath> [Process] -> [Phases] -> [Data Exploration] -> Reporting</sourceElementPath>
</internalSourcesList>
</sources>
<required>false</required>
<customised>true</customised>
</preRequisitesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<presetDescription>4. The defined process objectives.</presetDescription>
<customisedDescription>4. The defined process objectives.</customisedDescription>
<preRequisiteType>PROCESS_RELATED</preRequisiteType>
<sourceElementPath> [Process] -> [Phases] -> [Objectives Definition] -> 
Reporting</sourceElementPath>
</internalSourcesList>
</sources>
<required>false</required>
<customised>true</customised>
</preRequisitesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<presetDescription>5. The aims of the study and their relationship with the goals of the metabolomics 
investigation and its hypotheses and assumptions.</presetDescription>
<customisedDescription>5. The aims of the study and their relationship with the goals of the metabolomics 
investigation and its hypotheses and assumptions.</customisedDescription>
<preRequisiteType>STUDY_RELATED</preRequisiteType>
<description>Scott, I. M., C. P. Vermeer, et al. (2010). "Enhancement of Plant Metabolite Fingerprinting 
by Machine Learning." Plant Physiology 153(4): 1506-1520.</description>
<url>http://www.plantphysiol.org/content/153/4/1506.abstract</url>
</externalSourcesList>
<description>BaniMustafa, A. (2012). A Knowledge Discovery and Data Mining Process Model for 
Metabolomics. PhD, University of Wales, Aberystwyth.</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDThesisWriting/PhDThesisLatex/PhDLatex/PhDThesis.pdf</url>
<phase xsi:noNamespaceSchemaLocation="" version="1" id="1.4.1" name="Technique Selection" number="4" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<preRequisites>-
<preRequisitesList version="1" xsi:type="preRequisite">-
<sources>-
<internalSourcesList xsi:type="internalSource" sourceType="InternalSource">-
<preRequisitesList version="1" xsi:type="preRequisite">-
<sources>-
<internalSourcesList xsi:type="internalSource" sourceType="InternalSource">-
<preRequisitesList version="1" xsi:type="preRequisite">-
<sources>-
<internalSourcesList xsi:type="internalSource" sourceType="InternalSource">-
<preRequisitesList version="1" xsi:type="preRequisite">-
<sources>-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_11/Process/Iteration 
1/Phases/4- Technique Selection/Iteration 1</location>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<objectiveType>FUNCTIONAL</objectiveType>
<presetDescription>1. Selecting the data mining technique(s) that fulfil the defined process 
objectives and suit the targeted metabolomics data.</presetDescription>
<fulfilled>false</fulfilled>
<customisedDescription>1. Selecting the data mining technique(s) that fulfil the defined process 
objectives and suit the targeted metabolomics data.</customisedDescription>
<customised>true</customised>
</objectivesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<objectiveType>MANAGEMENT_RELATED</objectiveType>
<presetDescription>2. The selected technique performance must be measurable in model 
evaluation.</presetDescription>
<fulfilled>false</fulfilled>
<customisedDescription>2. The selected technique performance must be measurable in model 
evaluation.</customisedDescription>
<customised>true</customised>
</objectivesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<objectiveType>FUNCTIONAL</objectiveType>
<presetDescription>3. The selected technique must have the potential to achieve the defined 
process ob- jective.</presetDescription>
<fulfilled>false</fulfilled>
<customisedDescription>3. The selected technique must have the potential to achieve the 
defined process ob- jective.</customisedDescription>
<customised>true</customised>
</objectivesList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<objectiveType>MANAGEMENT_RELATED</objectiveType>
<presetDescription>4. The application of the selected technique must be feasible, and it must 
consider the process management constraints and available resources.</presetDescription>
<fulfilled>false</fulfilled>
<customisedDescription>4. The application of the selected technique must be feasible, and it 
must consider the process management constraints and available 
resources.</customisedDescription>
<customised>true</customised>
</objectivesList>
<phase xsi:noNamespaceSchemaLocation="" version="1" id="1.4.1" name="Technique Selection" number="4" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<preRequisites>+
<objectives version="1">-
<objectivesList version="1" xsi:type="phaseObjective">-
<objectivesList version="1" xsi:type="phaseObjective">-
<objectivesList version="1" xsi:type="phaseObjective">-
<objectivesList version="1" xsi:type="phaseObjective">-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_11/Process/Iteration 1/Phases/4-
Technique Selection/Iteration 1</location>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<description>1. Identify the suitable data mining approach to be used for model building, based on the 
type of the process objectives defined in phase 1 and in light of the discussion in section 
3.2.</description>
<description/>
<optional>false</optional>
</subPlanList>
<optional>false</optional>
</customisedPlanItem>
<customised>true</customised>
<performed>false</performed>
</planList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<description>2. Match the process objective to the data mining goals and tasks, which are illustrated in 
figure 3.2(see section 3.3).</description>
<description/>
<optional>false</optional>
</subPlanList>
<optional>false</optional>
</customisedPlanItem>
<customised>true</customised>
<performed>false</performed>
</planList>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<description>3. Match the process objective to the available data mining techniques using the illustration 
in table 3.1), and taking into consideration the results of data exploration phase regarding the nature, 
quality, and potential of the targeted data.</description>
<description/>
<optional>false</optional>
</subPlanList>
<optional>false</optional>
</customisedPlanItem>
<customised>true</customised>
<performed>false</performed>
</planList>
<phase xsi:noNamespaceSchemaLocation="" version="1" id="1.4.1" name="Technique Selection" number="4" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<preRequisites>+
<objectives version="1">+
<planning version="1">-
<planList version="1" xsi:type="plan">-
<presetPlanItem>+
<customisedPlanItem>-
<subPlanList xsi:type="planItem">-
<planner>+
<objectives version="1">+
<planList version="1" xsi:type="plan">-
<presetPlanItem>+
<customisedPlanItem>-
<subPlanList xsi:type="planItem">-
<planner>+
<objectives version="1">+
<planList version="1" xsi:type="plan">-
<presetPlanItem>+
<customisedPlanItem>-
<subPlanList xsi:type="planItem">-
<planner>+
<objectives version="1">+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_11/Process/Iteration 
1/Phases/4- Technique Selection/Iteration 1</location>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<justification/>
<duration>0.0</duration>
</performedActivitiesList>
</performing>
<dateTime>Wed Mar 21 18:10:38 GMT 2012</dateTime>
<description>Reporting of this phase consists of the phase running report as described in this file and 
the delivered outcomes as described in the result</description>
</reporting>
<dateTime>Wed Mar 21 18:10:33 GMT 2012</dateTime>
<phaseNumber>4</phaseNumber>
</result>
<actors/>
</phase>
<phase xsi:noNamespaceSchemaLocation="" version="1" id="1.4.1" name="Technique Selection" number="4" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<preRequisites>+
<objectives version="1">+
<planning version="1">+
<performing version="1">-
<performedActivitiesList xsi:type="performedActivity">-
<performedPlan version="1">+
<problems>+
<validations version="1">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<reporting version="1">-
<result version="1">-
<mainDelivery version="1" xsi:type="modelingTechniqueSelection">+
<supplementDeliveries>+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 20:13:59 GMT 2012</dateTime>
<status>ACTIVE</status>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application/HiMet9IP_11/Process/Iteration 1/Phases/1-
Objectives Definition/Iteration 1</location>
<dateTime>Wed Mar 21 18:10:34 GMT 2012</dateTime>
<dateTime>Wed Mar 21 18:10:34 GMT 2012</dateTime>
<validationCriteria>Has the activity been performed according to the plan</validationCriteria>
<type>ACTIVITY</type>
<valid>true</valid>
</activityValidation>
<validationCriteria>Has the performer of the activity been recorded</validationCriteria>
<type>PERFORMER</type>
<valid>true</valid>
</performerValidation>
<validationCriteria>Has the activity been performed within the available 
resources</validationCriteria>
<type>RESOURCES</type>
<valid>true</valid>
</resourcesValidation>
<validationCriteria>Has the justification been recorded when needed</validationCriteria>
<type>JUSTIFICATION</type>
<valid>true</valid>
</justificationValidation>
<validationCriteria>Have the problems been recorded_if any</validationCriteria>
<type>PROBLEMS</type>
<valid>true</valid>
</problemsValidation>
<validationCriteria>Have the deliveries been reported</validationCriteria>
<type>OUTCOME</type>
<valid>false</valid>
</outcomeValidation>
</validations>
<duration>0.0</duration>
</performedActivitiesList>
</performing>
<actors/>
</phase>
<phase xsi:noNamespaceSchemaLocation="" version="1" id="1.1.1" name="Objectives Definition" number="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<preRequisites>+
<objectives version="1">+
<planning version="1">+
<performing version="1">-
<performedActivitiesList xsi:type="performedActivity">-
<performedPlan version="1">+
<resources>+
<performer>+
<problems>+
<justification>+
<validations version="1">-
<activityValidation>-
<performerValidation>-
<resourcesValidation>-
<justificationValidation>-
<problemsValidation>-
<outcomeValidation>-
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<performedActivitiesList xsi:type="performedActivity">+
<reporting version="1">+
<result version="1">+
COMPUTER-AIDED DATA MINING A PREPRINT
Phase Deliveries
The following five files demonstrate examples of some of the informative deliveries generated by some of the process
phases using XML format.
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 20:14:00 GMT 2012</dateTime>
<description>Classifying the samples into the area of metabolism classed which are linked to the plant 
genotypes.</description>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_11\Process\Iteration 1
\Phases\1- Objectives Definition\Iteration 1\Delivery</location>
<description>This percentage should be between 50% and 99%</description>
<resultsList/>
<measure measureType="QUANTITATIVE" maximum="100.0" minimum="0.0" 
unit="Prediction Accuracy" xsi:type="quantitativeMeasure"/>
<outcome/>
</resultsList>
<measure measureType="QUANTITATIVE" maximum="100.0" minimum="0.0" 
unit="Classification Precision" xsi:type="quantitativeMeasure"/>
<outcome/>
</resultsList>
</expectedOutcomes>
</successCriteria>
<approach>HYPOTHESIS_DRIVEN</approach>
<description>PhD Thesis</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDThesisWriting/PhDThesisLatex/PhDLatex/PhDThesis.pdf</url>
</externalSourcesList>
<description>Maria Likata Presentation about the acquired data in HiMet Project</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Data/Plant_York_LC-
MS_TargetAnalisis/Description/maria1.pdf</url>
</externalSourcesList>
<description>lynn Presentation about the experimental design of HiMet Project</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDApplication/Application_Data/Plant_York_LC-
MS_TargetAnalisis/Description/lynne.pdf</url>
</externalSourcesList>
<description>This paper was based on HiMet project, where the data was acquired. Scott, I. M., C. P. 
Vermeer, et al. (2010). "Enhancement of Plant Metabolite Fingerprinting by Machine Learning." 
Plant Physiology 153(4): 1506-1520.</description>
<url>http://www.plantphysiol.org/content/153/4/1506.abstract</url>
</externalSourcesList>
<sourceElementPath> [Process] -> [Inputs] -> Aims of Study</sourceElementPath>
</internalSourcesList>
</traceability>
<quantitativeMeasuresList measureType="QUANTITATIVE" maximum="100.0" minimum="0.0" 
unit="Prediction Accuracy" xsi:type="quantitativeMeasure"/>
<quantitativeMeasuresList measureType="QUANTITATIVE" maximum="100.0" minimum="0.0" 
unit="Classification Precision" xsi:type="quantitativeMeasure"/>
</measurability>
<dataMiningObjective xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<successCriteria>-
<expectedOutcomes>-
<resultsList>-
<resultsList>-
<traceability>-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<externalSourcesList xsi:type="externalSource" sourceType="ExternalSource">-
<internalSourcesList xsi:type="internalSource" sourceType="InternalSource">-
<measurability>-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Wed Mar 21 17:27:17 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_11\Process\Iteration 1
\Phases\2- Data Pre-Processing\Iteration 2\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_11//Process/Iteration 
1/Phases/2- Data Pre-Processing/Iteration 2/Delivery/HiMet9IP_Metabolism_MV_RWST.csv</outcomeURL>
<description>Replacing the zero values by the mean of the values of the other two machine 
replicates</description>
<purpose>Handling the values of the metabolites concentration which were below the machine detection 
limit </purpose>
<resourcesList quantiy="1.0" cost="250.0" resourceType="SOFTWARE" description="Ms Office" 
xsi:type="resource"/>
</resources>
</proceduresList>
<description>The dataset was normalised in refrence to the internal standarad</description>
<purpose>Normalization by a reference to the internal standar, in order to reduce the experimental 
bias</purpose>
<resourcesList quantiy="1.0" cost="0.0" resourceType="SOFTWARE" description="Metabo-
Analyst" xsi:type="resource"/>
</resources>
</proceduresList>
</procedures>
</preProcessedData>
<preProcessedData xsi:noNamespaceSchemaLocation="" version="2" isExternal="false" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<procedures>-
<proceduresList>-
<resources>-
<proceduresList>-
<resources>-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 22:29:24 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_11\Process\Iteration 1\Phases\3- Data 
Exploration\Iteration 2\Delivery</location>
<dateTime>Tue Mar 13 20:21:34 GMT 2012</dateTime>
<dataFormat>TABULAR</dataFormat>
<FileFormat>COMMA_SEPARATED</FileFormat>
<DataSize>399.0</DataSize>
<missingValuesPercentage>1.5</missingValuesPercentage>
<missingValuesDescription>There are 6 missing samples from two blocks</missingValuesDescription>
<missingValuesReportURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_1/Process/Iteration 
1/Phases/3- Data Exploration/Iteration 
2/Delivery/DataSetInvistigation/MissingValues/HiMet9IP_DataSet_MetaData_MasterFile.xls</missingValuesReportURL>
<distributionDescription>The distribution of the data is skewed to the lift</distributionDescription>
<distributionReportURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP/HiMet9IP_7.0C3/Process/Iteration 1/Phases/3-
Data Exploration/Iteration 
2/Delivery/DataSetInvistigation/Distribution/HiMet9IP_Metabolism_OD.png</distributionReportURL>
<outliersDescription>Outliers are very insegnificant</outliersDescription>
<outliersReportURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP/HiMet9IP_7.0C3/Process/Iteration 1/Phases/3-
Data Exploration/Iteration 2/Delivery/DataSetInvistigation/Outliers/HiMet9IP_Metabolism_V.png</outliersReportURL>
</dataSetInvestigation>
<dateTime>Tue Mar 13 20:21:34 GMT 2012</dateTime>
<DataSize>0.0</DataSize>
<missingValuesPercentage>0.0</missingValuesPercentage>
</metaDataInvestigation>
<dateTime>Tue Mar 13 20:21:34 GMT 2012</dateTime>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_11//Process/Iteration 1/Phases/3-
Data Exploration/Iteration 2/Delivery/Exploration.pdf</outcomeURL>
</prospecting>
<dateTime>Tue Mar 13 20:21:34 GMT 2012</dateTime>
</understanding>
</explorationReport>
<explorationReport xsi:noNamespaceSchemaLocation="" version="2" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<dataSetInvestigation version="1">-
<metaDataInvestigation version="1">-
<prospecting version="1">-
<understanding version="1">-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_11\Process\Iteration 1
\Phases\4- Technique Selection\Iteration 1\Delivery</location>
<technique>Artificail Nural Networks (ANN)</technique>
<algorithm>Weka implemntation of Multilayer perceptron (MLP)</algorithm>
<supervised>true</supervised>
<dataMiningApproach>DATA_DRIVEN</dataMiningApproach>
<dataMiningGoal>DISCOVERY</dataMiningGoal>
<dataMiningTask>Classification</dataMiningTask>
<selectionJustification>The selected technique achieve the selected objectives and suites the nature and quality of 
the data</selectionJustification>
<description>Maimon, O. and L. Rokach (2005). Data Mining and Knowledge Discovery Handbook. 
New York, NY, Springer.</description>
</externalSourcesList>
<description>BaniMustafa, A. H. and N. W. Hardy (2012). A Strategy for Selecting Data Mining 
Techniques in Metabolomics (in press). Plant Metabolomics: Methods and Protocols. N. W. Hardy 
and R. D. Hall, Springer Science. 860: 317-335.</description>
</externalSourcesList>
<description>BaniMustafa, A. (2012). A Knowledge Discovery and Data Mining Process Model for 
Metabolomics. PhD, University of Wales, Aberystwyth.</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDThesisWriting/PhDThesisLatex/PhDLatex/PhDThesis.pdf</url>
</externalSourcesList>
<sourceElementPath> [Process] -> [Inputs] -> [Metabolomics Data] -> Data Set</sourceElementPath>
</internalSourcesList>
</traceability>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model Fitness" 
criteria="Is the model fit?"/>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model Under 
Fitness" criteria="Is the model underfit?"/>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model 
Performance" criteria="Is the model performance acceptable?"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Correctly Classified Percentage" maximum="100.0" minimum="0.0" unit="percentage"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Incorrectly Classified Percentage" maximum="100.0" minimum="0.0" unit="percentage"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Correctly Classified Count" maximum="INF" minimum="0.0" unit="count"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Incorrectly Classified Count" maximum="INF" minimum="0.0" unit="count"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Kappa" maximum="100.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" 
name="Error Rate" maximum="100.0" minimum="0.0" unit="percentage"/>
<otherMeasuresList xsi:type="measure" measureType="OTHER" name="Confusion Matrix"/>
<otherMeasuresList xsi:type="measure" measureType="OTHER" name="Classification Details"/>
</measurability>
<requiredTime>2.0</requiredTime>
<feasible>true</feasible>
</feasibility>
<modelingTechniqueSelection xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<traceability>-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<internalSourcesList sourceType="InternalSource" xsi:type="internalSource">-
<measurability>-
<feasibility>-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Tue Mar 13 12:23:44 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_11\Process\Iteration 1\Phases\4- Technique 
Selection\Iteration 1\Delivery</location>
<technique>Artificail Nural Networks (ANN)</technique>
<algorithm>Weka implemntation of Multilayer perceptron (MLP)</algorithm>
<supervised>true</supervised>
<dataMiningApproach>DATA_DRIVEN</dataMiningApproach>
<dataMiningGoal>DISCOVERY</dataMiningGoal>
<dataMiningTask>Classification</dataMiningTask>
<selectionJustification>The selected technique achieve the selected objectives and suites the nature and quality of the data</selectionJustification>
<description>Maimon, O. and L. Rokach (2005). Data Mining and Knowledge Discovery Handbook. New York, NY, 
Springer.</description>
</externalSourcesList>
<description>BaniMustafa, A. H. and N. W. Hardy (2012). A Strategy for Selecting Data Mining Techniques in Metabolomics (in 
press). Plant Metabolomics: Methods and Protocols. N. W. Hardy and R. D. Hall, Springer Science. 860: 317-335.</description>
</externalSourcesList>
<description>BaniMustafa, A. (2012). A Knowledge Discovery and Data Mining Process Model for Metabolomics. PhD, University of 
Wales, Aberystwyth.</description>
<url>file:/E:/PhD/PhD/PhDThesis/PhDThesisWriting/PhDThesisLatex/PhDLatex/PhDThesis.pdf</url>
</externalSourcesList>
<sourceElementPath> [Process] -> [Inputs] -> [Metabolomics Data] -> Data Set</sourceElementPath>
</internalSourcesList>
</traceability>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model Fitness" criteria="Is the model fit?"/>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model Under Fitness" criteria="Is the model 
underfit?"/>
<booleanMeasuresList xsi:type="booleanMeasure" measureType="BOOLEAN" name="Model Performance" criteria="Is the model 
performance acceptable?"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Correctly Classified Percentage" 
maximum="100.0" minimum="0.0" unit="percentage"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Incorrectly Classified 
Percentage" maximum="100.0" minimum="0.0" unit="percentage"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Correctly Classified Count" 
maximum="INF" minimum="0.0" unit="count"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Incorrectly Classified Count" 
maximum="INF" minimum="0.0" unit="count"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Kappa" maximum="100.0" 
minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Error Rate" maximum="100.0" 
minimum="0.0" unit="percentage"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Mean Absolute Error" 
maximum="1.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Mean Prior Absolute Error" 
maximum="1.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Relative Absolute Error" 
maximum="100.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Root Mean Squared Error" 
maximum="1.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Root Mean Prior Squared Error" 
maximum="1.0" minimum="0.0" unit="real number"/>
<quantitativeMeasuresList xsi:type="quantitativeMeasure" measureType="QUANTITATIVE" name="Root Relative Squared Error" 
maximum="100.0" minimum="0.0" unit="real number"/>
<otherMeasuresList xsi:type="measure" measureType="OTHER" name="Confusion Matrix"/>
<otherMeasuresList xsi:type="measure" measureType="OTHER" name="Classification Details"/>
</measurability>
<requiredTime>2.0</requiredTime>
<feasible>true</feasible>
</feasibility>
<modelingTechniqueSelection xsi:noNamespaceSchemaLocation="" version="1" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<traceability>-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<externalSourcesList sourceType="ExternalSource" xsi:type="externalSource">-
<internalSourcesList sourceType="InternalSource" xsi:type="internalSource">-
<measurability>-
<feasibility>-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Wed Mar 14 17:23:53 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_2\Process\Iteration 1\Phases\6-
Model Building\Iteration 2\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_2//Process/Iteration 
1/Phases/6- Model Building/Iteration 2/Delivery/Model.obj</outcomeURL>
<technique>Multiple-Layer Neural Networks</technique>
<algorithm>MLP</algorithm>
<supervised>false</supervised>
<dataMiningApproach>DATA_DRIVEN</dataMiningApproach>
<dataMiningGoal>DISCOVERY</dataMiningGoal>
<dataMiningTask>Classification</dataMiningTask>
<dateTime>Wed Mar 14 17:15:46 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP\HiMet9IP_7.0C7\Process\Iteration 1\Phases\5- Data 
Acclimatisation\Iteration 2\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_2//Process/Iteration 
1/Phases/5- Data Acclimatisation/Iteration 2/Delivery/Training.csv</outcomeURL>
<procedures></procedures>
<automated>false</automated>
</targetedData>
<measure measureType="QUANTITATIVE" name="Correctly Classified Percentage"/>
<outcome result="81.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Incorrectly Classified Percentage"/>
<outcome result="19.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Correctly Classified Count"/>
<outcome result="197.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Incorrectly Classified Count"/>
<outcome result="46.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Error Rate"/>
<outcome result="0.189"/>
</resultsList>
<measure measureType="OTHER" name="Confusion Matrix"/>
<outcome result="=== Confusion Matrix === a b c <-- classified as 178 11 6 | a = Libids 12 3 2 | b = WT 15 
0 16 | c = Libids/ Fatty Acids"/>
</resultsList>
<measure measureType="OTHER" name="Classification Details"/>
<outcome result="=== Detailed Accuracy By Class === TP Rate FP Rate Precision Recall F-Measure ROC 
Area Class 0.913 0.563 0.868 0.913 0.89 0.779 Libids 0.176 0.049 0.214 0.176 0.194 0.683 WT 0.516 
0.038 0.667 0.516 0.582 0.811 Libids/ Fatty Acids Weighted Avg. 0.811 0.46 0.797 0.811 0.802 0.776"/>
</resultsList>
</performance>
<buildDuration>0.0</buildDuration>
<finalSelection>false</finalSelection>
<automated>true</automated>
</model>
<model xsi:noNamespaceSchemaLocation="" version="2" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<targetedData version="1" splitType="TRAINING" isExternal="false">-
<performance>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Wed Mar 14 17:25:51 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP_Application\HiMet9IP_2_print\Process\Iteration 1\Phases\7-
Model Evaluation\Iteration 2\Delivery</location>
<modelOverFit>false</modelOverFit>
<modelUnderFit>false</modelUnderFit>
<modelPerformanceAcceptable>false</modelPerformanceAcceptable>
<measure measureType="QUANTITATIVE" name="Correctly Classified Percentage"/>
<outcome result="77.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Incorrectly Classified Percentage"/>
<outcome result="23.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Correctly Classified Count"/>
<outcome result="125.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Incorrectly Classified Count"/>
<outcome result="37.0"/>
</resultsList>
<measure measureType="QUANTITATIVE" name="Error Rate"/>
<outcome result="0.228"/>
</resultsList>
<measure measureType="OTHER" name="Confusion Matrix"/>
<outcome result="=== Confusion Matrix === a b c <-- classified as 114 11 4 | a = Libids 12 11 0 | b = Libids/ 
Fatty Acids 10 0 0 | c = WT"/>
</resultsList>
<measure measureType="OTHER" name="Classification Details"/>
<outcome result="=== Detailed Accuracy By Class === TP Rate FP Rate Precision Recall F-Measure ROC Area 
Class 0.884 0.667 0.838 0.884 0.86 0.746 Libids 0.478 0.079 0.5 0.478 0.489 0.775 Libids/ Fatty Acids 0 0.026 
0 0 0 0.717 WT Weighted Avg. 0.772 0.544 0.738 0.772 0.755 0.748"/>
</resultsList>
</evaluatedPerformance>
<dateTime>Wed Mar 14 17:15:46 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\HiMet9IP\HiMet9IP_7.0C7\Process\Iteration 1\Phases\5- Data 
Acclimatisation\Iteration 2\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/HiMet9IP_Application/HiMet9IP_2_print//Process/Iteration 
1/Phases/5- Data Acclimatisation/Iteration 2/Delivery/Testing.csv</outcomeURL>
<automated>false</automated>
</evaluationData>
</modelEvaluation>
<modelEvaluation xsi:noNamespaceSchemaLocation="" version="2" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<evaluatedPerformance>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<resultsList>-
<evaluationData version="1" splitType="TESTING" isExternal="false">-
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Sat Mar 17 02:44:10 GMT 2012</dateTime>
<description>Due to the nature of random forest technique and the software used for building the 
model (Orange). Visulisation for the model is not supported.</description>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\CowDiet\Cow_Diet1\Process\Iteration 1
\Phases\8- Knowledge Presentation\Iteration 1\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/CowDiet/Cow_Diet1//Process/Iteration 
1/Phases/8- Knowledge Presentation/Iteration 
1/Delivery/CowDiet_Orange_RF.pdf</outcomeURL>
<presentationMethod>TEXTUAL</presentationMethod>
<visualisationTechnique>Other</visualisationTechnique>
<finalSelection>false</finalSelection>
<automated>false</automated>
</presentedKnowledge>
<presentedKnowledge xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Sat Mar 17 13:27:41 GMT 2012</dateTime>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\CowDiet\Cow_Diet1\Process\Iteration 1
\Phases\11- Process Evaluation\Iteration 1\Delivery</location>
<qualityIssuesConsidered>true</qualityIssuesConsidered>
<standardsIssuesConsidered>true</standardsIssuesConsidered>
<carriedWithinResources>true</carriedWithinResources>
<processModelFollowed>true</processModelFollowed>
<humanInteractionConsidered>true</humanInteractionConsidered>
<lastIteration>false</lastIteration>
<dateTime>Sat Mar 17 02:44:09 GMT 2012</dateTime>
<phaseNumber>1</phaseNumber>
<deliveryCrossValidationResult>Process objectives are consistent with technique 
selection, knowledge presentation and and knowledge 
evaluation.</deliveryCrossValidationResult>
</objectivesDefinitionResult>
<dateTime>Sat Mar 17 02:44:10 GMT 2012</dateTime>
<phaseNumber>4</phaseNumber>
<deliveryCrossValidationResult>Technique selection is consistent with knowledge 
presentation and model.</deliveryCrossValidationResult>
</techniqueSelectionResult>
<dateTime>Sat Mar 17 02:44:10 GMT 2012</dateTime>
<phaseNumber>5</phaseNumber>
<deliveryCrossValidationResult>The model is consistent with knowledge 
presentation.</deliveryCrossValidationResult>
</dataAcclimatisedResult>
<dateTime>Sat Mar 17 02:44:10 GMT 2012</dateTime>
<phaseNumber>6</phaseNumber>
<deliveryCrossValidationResult>The model is consistent with the knowledge 
presentation.</deliveryCrossValidationResult>
</modelBuildingResult>
</results>
</processEvaluation>
<processEvaluation xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<results>-
<objectivesDefinitionResult version="1">-
<supplementDeliveries>+
<techniqueSelectionResult version="2">-
<supplementDeliveries>+
<dataAcclimatisedResult version="1">-
<mainDelivery version="1" xsi:type="acclimatisedData" splitType="ALL" 
isExternal="false">
+
<supplementDeliveries>+
<modelBuildingResult version="1">-
<mainDelivery version="1" xsi:type="model">+
<supplementDeliveries>+
<?xml version="1.0" encoding="UTF-8" standalone="true"?>
<dateTime>Sat Mar 17 02:44:10 GMT 2012</dateTime>
<description>Report based deployment</description>
<location>E:\PhD\PhD\PhDThesis\PhDApplication\CowDiet\Cow_Diet1\Process\Iteration 1
\Phases\10- Deployment\Iteration 1\Delivery</location>
<outcomeURL>file:/E:/PhD/PhD/PhDThesis/PhDApplication/CowDiet/Cow_Diet1//Process/Iteration 
1/Phases/10- Deployment/Iteration 
1/Delivery/Deployment_CowDiet_Orange_RF.pdf</outcomeURL>
<finalResults>true</finalResults>
<includeAllDeliveries>true</includeAllDeliveries>
<includeData>true</includeData>
<deploymentMechanism>the results will be reported in the phD Thesis</deploymentMechanism>
<deploymentTarget>FileSystem</deploymentTarget>
</results>
</deployment>
<deployment xsi:noNamespaceSchemaLocation="" version="1" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<resources>+
<results>-
<objectivesDefinitionResult version="1">+
<dataPreProcessedResult version="1">+
<dataExplorationResult version="1">+
<techniqueSelectionResult version="2">+
<dataAcclimatisedResult version="1">+
<modelBuildingResult version="1">+
<modelEvaluationResult version="1">+
<knowledgePresentationResult version="1">+
<knowledgeEvaluationResult version="1">+
