The foundations of entropy and its significance in the thermodynamic description of the macroscopic world are discussed in the framework of the modern theory of nonequilibrium systems. Entropy production in open systems as the source for the formation of "dissipative" spatio-temporal structures is a fundamental principle in physics, chemistry, biology, and related fields of science. The article describes how entropy is connected with evolution, which requires irreversibility, probability, and coherence for producing new ordered phenomena; it also examines the role of entropy in the context of recent cosmological models.
Introduction ~
I would like to thank the organizers for giving me this opportunity to congratulate my friend Benno Hess. We have known each other for some 15 years, and have witnessed spectacular changes in the scientific picture of the world over this relatively short span of time, such as the increasing importance of nonequilibrium processes and the increasing "biologization" (if I dare to use this horrible word) of physics. It is a special privilege to be here today, and on behalf of the International Solvay Institutes, to present to Benno Hess a volume about the art of Hieronymus Bosch. I believe that what makes art and science so close is imagination. Both scientific and artistic imagination are attempts to anticipate a world which is often not yet born -still, a possible world. I am not pretending that the universe of nonequilibrium structures which we foresee in the work of Benno Hess is identical with the world of flesh and devils described by Hieronymus Bosch. However, I would like to say that both were generated by creative imagination.
Entropy: a Strange Concept
For modern science, time and entropy are very closely related themes [1] . Eddington in fact called entropy "the arrow of time". Now entropy is a very strange concept, and without hoping to achieve a complete description here I will emphasize some of its conceptual dimensions. Everybody who has been teaching thermodynamics has felt the same uneasiness on answering the questions of students. This uneasiness is perhaps one of the 1 Special occasions often entrain other noteworthy events. Professor Benno Hess, Director of the Max-Planck-Institut ffir Ern~hrungsphysiologie in Dortmund and a pioneer in the investigation of complex nonlinear phenomena in open chemical and biochemical systems, celebrated his 65th birthday on February 22, 1987. On the following day, a lecture was given in Dortmund by Professor Ilya Pigogine from the Universit6 Libre de Bruxelles, who was awarded the Nobel Prize in Chemistry in 1967 for his contributions to nonequilibrium thermodynamics, particularly the theory of dissipative structures. For this colloquium, which was jointly organized by the Gesellschaft Deutscher Chemiker, Dortmund, and the Max-Planck-Institut, Ilya Prigogine chose the general topic "Entropy". He gave a comprehensive overview of his ideas on this concept in the context of various disciplines, such as nonequilibrium physics and chemistry, biology, and cosmology. With only minor alterations, his lecture is printed on the following pages. reasons why I became so interested in the subject. Often we were discussing: "Why teach thermodynamics at all?" One could argue that classical mechanics, quantum mechanics, and relativity describe the whole of the physical world as known to us. If everything in front of us may be explained in terms of classical trajectories or of wave functions, then there is no room for entropy. Of course, one could say: entropy is useful for people studying engines, and engineers should teach entropy, but this is not the right answer for the physicist. At the moment, on the contrary, entropy is becoming more and more essential in wide fields of science; it has a meaning deeper than the one suggested by merely saying, for example, that it is useful for some obscure, practical reason: it obviously tells us something about the universe around us. What is the message of entropy? We will first consider "entropy around us, entropy in the macroscopic world", then its "dynamical foundations", which formed the main subject of Boltzman's query during his whole life; we will end by considering the "cosmological context of entropy", which reminds us of the first statements made by Clausius, namely that the energy of the world is constant and that the entropy of the world is increasing. How can we understand this statement in the present context of modern cosmology?
Entropy Around Us, Entropy in the Macroscopic World
The Greek term used by Clausius to forge the scientific term "entropy" has an evolutive connotation. If we speak about entropy, we ask the question: do we live in an evolutionary world? In an evolutionary world at least three conditions have to be satisfied: (1) The first is irreversibility, as obviously, if there is evolution, past and future have to be different. (2) We have to introduce the concept of (H2= O N 2 = e) d.S l = Thermal flow + Antidiffusion ->0 dt _>0 so probability. When we describe the motion of the moon, there is no reason to speak about evolution proper, as here every state of the system may be computed (be it in the future or in the past) "from scratch". Things are completely different in weather forecasting, as here we may only formulate probabilistic statements. (3) We also need some mechanism of coherence, in order to account for an evolutionary universe in which new, organized phenomena arise. Irreversibility is related to entropy, and entropy evolution, for any given system, may be split into two additive terms, the one accounting for entropy exchanges with the environment, and the other for internal entropy production, this latter being always positive for systems presenting irreversible processes. As a result, when there is no entropy flow (as is the case for isolated systems), entropy may only grow and will reach a maximum. Entropy production is related to irreversible processes. While all of chemistry, as well as all of biology, is irreversible, classical physics uses idealizations in which one can suppress friction, in which case all processes become reversible. This is not feasible for chemistry, a feature Max Planck has very much emphasized.
What is the role of entropy production? It often has a double function: it does not lead necessarily to disorder or to waste, but is often a mechanism for producing order. This can be seen on very simple examples, such as thermal diffusion ( Fig. 1 ). Take a closed system with two components, hydrogen and nitrogen. At uniform temperature, there is a uniform distribution of hydrogen and nitrogen. If one imposes a thermal constraint on the system, introducing a gradient of temperature, one will observe a gradient of concentration. Here, entropy production has a double effect: it is associated with a heat flow producing disorder, but it is also associated with "anti-diffusion", which implies order, as it produces a partial separation of hydrogen and nitrogen. This double effect can be seen in many situations. In biology, the production of a DNA molecule is coupled with the destruction of other molecules. In cosmology, we encounter a similar situation, as our universe seems to present a dual structure corresponding to a large excess of photons over baryons (about 10 9 photons for one baryon). Photons appear to be "waste products", whereas baryons are "fossils", nonequilibrium objects. In short, it is not true that structure is produced against the law of increase of entropy. On the con-trary, this law is probably the basic law responsible for the existence of life and of the universe. Using irreversibility to produce structure is very similar to the processes we see in a town. There we have some unavoidable pollution, but that is only one aspect. The other aspect is that there are universities, lectures, cultural events, birthday celebrations, etc. The two things are linked. You cannot have one without also having the other. Often we do not see the dust or the waste, we only look at the structure; then we say: this must be against the laws of thermodynamics. This can be illustrated on the example of the B6nard instability (Fig. 2) . To a liquid layer between two horizontal plates a heat flow is imposed from below. At some point, for a sufficient temperature gradient, coherent motion will set in. Coherence is one of the three features just mentioned; it implies that millions X Fig. 4 . Bifurcation. For some value of the control parameter k, related to the distance to equilibrium, the system presents more than one stable state of molecules "follow" each other. Indeed, this nonequilibrium stationary state produced by the coupling of gravity and heat flow corresponds to the instauration of coherence. This is very unexpected, because for classical physics order is associated with equilibrium (as in the case of crystals), while disorder is associated with nonequilibrium (as in the case of turbulence). The past years have witnessed a development of simulations in nonequilibrium fluids, due to the huge increase of computing power offered by 'supercomputers', and recent work on nonequilibrium molecular dynamics done by Mareschal and Kestemont [2] has achieved some really striking results (Fig. 3) . The following simulation of a hydrodynamic instability, referring to the B6nard instability, consists of an assembly of 5400 hard discs enclosed in a rectangle; vertical sides are reflecting boundaries, whereas horizontal sides are thermal reservoirs. An external force (similar to gravitation) acts downward on the fluid's particles, and the temperature of the bottom's reservoir is set higher than the one of the top's reservoir.
The behavior of this model fluid is integrated over time on a computer. Figure 3 shows a typical velocity field generated by the interaction of heat and gravitation: each arrow of the graph is an average over a cell of the velocities of the particles that belong to it (typically 5 per cell); the computation also performs an average of over more than ten millions of collisions among particles (this corresponds to a time interval of 1000 ps). It is quite remarkable that a relatively small system exhibits a behavior which can be understood in terms of macroscopic hydrodynamics. Nonequilibrium conditions induce large-range correlations which lead to structure formation. As an interesting point following these new simulations, there is an arrow of time even at equilibrium. While before collision, molecules at equilibrium are uncorrelated, collisions create correlations, which then die out. This is not so astonishing. Indeed, the collisional mechanism remains the same and, after all, colliding molecules do not know whether the system to which they belong is in equilibrium or not. The arrow of time we see even in an equilibrium system is quite unexpected, because it seems to imply some violation of microreversibility. The issue is a privileged direction of time, corresponding to the sequence [collisions -~ correlations], and not to the sequence [correlations -~ collisions]. This is not trivial because, let us say, for a two-body system in a finite container, this would not be the case.
Another aspect I would like to emphasize is probability. This aspect is very clear when one comes to bifurcations. Far from equilibrium, systems enter into the nonlinear range and display a multiplicity of solutions to the equations describing their evolution. At bifurcation points, the role of fluctuations is decisive in that we cannot predict on the basis of the deterministic equations which branch the behavior of the system will follow (Fig. 4 ). Dissipative systems present another striking dynamical feature, in that they possess attractors. If one imposes some perturbation to a dissipative system, it may come back to some reference region, which is called an "attractor" and may have various levels of complexity, as the system may be driven to a fixed point, or to a line (like the limit-cycle, e.g., chemical clocks), or to some more complex object, as in the case of "strange" attractors. These latter are formed by sets of points which have a fractal (noninteger) dimension, which we will not try to define here. In this last case, the behavior of the system is very sensitive to initial conditions and will display jumps from one region to another.
The study of attractors is at present a very active front of research, especially as one is able to describe interesting problems through appropriate attractors. Let me mention a few problems which have been described this way. In the case of long-range climatic change [3] , the dimension of the attractor corresponds to about 3.1, which is a small number indeed, when one thinks of the unbelievable complexity of the problem. In the dynamical characterization of neurological behavior some striking results were recently achieved by designing phase portraits from electroencephalographic (EEG) recordings of human subjects [4] . The temporal behavior of such signals is clearly related to attractors, the dimension of which appears not to be integer, which is characteristic for chaotic dynamics. It was possible to show that to different levels of sleep in human subjects, different values of (noninteger) dimensionality correspond. the diseases of the brain comes from too much coherence, not too little. We see that modern science has found new tools for the description of the behavior of dynamical systems.
But what is the special role of chemistry in respect to other fields studying nonequilibrium structures? I think that chemistry allows us to see how time may be encapsulated into matter. This is of special importance, as we should be able to describe a world where the very existence of biological systems implies some recording of temporal phenomena into matter. Hydrodynamics cannot show this effect. For example, once you stop the heat flow in the B6nard instability, the structure produced vanishes immediately. On the contrary, if you conduct some chemical reaction, you may obtain molecules which keep some memory of the nonequilibrium conditions of their production. This is an effect which has not been emphasized enough.
To illustrate this in a very simple example, we take two monomers, X and Y, which can transform each into the other or produce a polymer ( Fig. 5 ). Every time one of them presents a concentration higher than some critical level, it becomes part of the polymer chain. If we produce this polymer under near-to-equilibrium conditions, where the concentrations are violently fluctuating according to the Poisson law, we would obtain a highly disordered chain without coherence, such as XXYXYYYXYXYYXXXYX... If the behavior of the system corresponds to a limit cycle, obviously the chain would be somewhat like XYXYX-YXY... Here, we see already that nonequilibrium has been "encapsulated" into the very structure of the polymer. This being said, a periodic structure like XYXYXY... is not a very hopeful candidate for generating biomolecules. This is why I find very interesting the recent work done by Nicolis and G. and J. Subba Rao, in which the polymer-producing reaction is coupled with a chaotic reaction [5] . A chain is produced which, in a sense, is "between" the ordered and the disordered ones and the succession of X and Y may be described through a Markov chain of higher order. Such structures have some "information content", which corresponds to some "incompressible" one-dimensional information. One of the problems of information theory is that in order to measure the information content of a message, one has to specify how long the program able to generate this message has to be. Obviously, the program translated in the chain XYXYXY... is very short. However, if the chain does contain some longrange correlations, you need a much longer program to generate it; this case is more realistic. We stand here before the problem of relating chemistry to information theory, a problem which is beautifully exemplified in the work of Manfred Eigen. Much remains to be done; but it is clear that life is related to nonequilibrium situations which probably, at some stage, use strange attractors to produce information. Therefore, one may state that life is related to instability. We will see that the present situation in cosmology is quite similar.
Dynamical Foundations of Entropy
If I throw a dice or a coin, I will find some regularity in the distribution of the outcome, V2 vs. 1/2 for the case of coin-tossing. What is the basic law of nature which is expressed in coin-tossing? One could say: probability; but this answer may sound strange, as we know that after all the coin is submitted to Newtonian, deterministic laws. Modern dynamics gives a very nice answer to this dilemma: in order to tell if the laws ruling this system are probabilistic or deterministic, we have to look at the preparation of the system. Let us assume we take successively initial conditions which are better and better known. Then two things may happen: Either for a given level of precision I can tell that for some finite intervals of initial conditions all outcome will be 'plus', and for some other intervals it will be 'minus', in which case the system is intrinsically predictable, and our probabilistic description was due only to our insufficient knowledge of the initial conditions. Or each point leading to a 'plus' outcome is surrounded by points leading to 'minus', just as for real numbers each rational is surrounded by irrational and vice versa. In this latter case, no level of precision, whatever it may be, will ever give me a deterministic prediction of the outcome, because all that I know is a finite interval, and a finite interval corresponds to an infinite number of points. Now, the curious point is that this situation is the case for a large class of dynamic systems, where the sensitivity to initial condi- Fig. 6 . Baker transformation tions is such that we cannot predict with certitude the final outcome whatever the (finite) precision of our information [6] . This point is well illustrated by the so-called 'Baker transformation', which applies to a square representing the simple operations sequence: flatten, cut, fold. As a result, any two initial points, whatever their degree of closeness, will sooner or later diverge due to the iteration of this transformation (Fig. 6 ). This divergence may be given a very elegant presentation using binary digits for the coordinates of the points in the phase space; each iteration then corresponds to a 'Bernoulli' shift among these digits. This implies that to ensure some fixed level of precision in our predictions over linearly increasing time intervals, we need exponentially increasing precision about initial conditions. But every finite observation can give only a finite number of digits, whatever it is. The situation is similar to that in meteorology. It is impossible to predict the weather over large time intervals, because climatic evolution seems to correspond to a very unstable dynamical system, where any two initial conditions, whatever their closeness, diverge exponentially over time, and this is why we can make only probabilistic predictions. This transition from instability to probability leads also to irreversibility, which was the main problem studied by Boltzmann. Unfortunately for him, the time was not ripe for the study of unstable dynamical systems, but the dynamical description was basically limited to so-called integrable systems, such as the pendulum or the Newtonian unperturbed planetary motion, amenable to a complete description and therefore to fully deterministic predictions. For Boltzmann, irreversibility could only be due to some very peculiar initial conditions. In the new context, irreversibility emerges from a limitation on measurability. I like to emphasize this point, because it is also to be found in relativity, in quantum mechanics, and in thermodynamics; it is really one of the leitmotifs of our century.
To measure the conceptual change which did happen in the very core of 'classical' physics, I quote a recent paper by J. Lighthill, entitled The Recently Recognized Failure of Predictability of Newtonian Dy-namics [7] : "I have to speak on behalf of the broad global fraternity of practitioners of mechanics. We collectively wish to apologize for having misled the general educated public by spreading ideas about the determinism of systems satisfying Newton's laws of motion that, after 1960, were to be proved incorrect". It is not every day that a scientific community has to apologize for a mistake which remained unnoticed for three centuries. Thus, we see that the basic message of entropy is that we are living in a world characterized by unstable dynamical systems. Were our universe made only of regular, time-reversible motion like the planetary model or the harmonic oscillator, there would be no room for entropy, or for chemistry, or for biology. Entropy was a strange object, as people were teaching that the prototype of dynamical systems were integrable systems. Indeed, there is no entropy for integrable systems, and the students asking 'why entropy?' were right. In the new context, the study of entropy has to proceed on three levels. There is first the phenomenological level, as included in the thermodynamical description. Here the main new element is the constructive role of irreversible processes. The second level corresponds to the embedding of irreversibility in classical dynamics. At this level, we still trust classical dynamics, but we have to show how instability leads to a description which incorporates irreversibility. While some progress has still to be achieved, this second level is now comparatively well understood. But there is a third level: after all, classical dynamics is not the conceptual framework of the 20th century, but the basic theories today are quantum theory and general relativity. It is remarkable that both these two theories correspond to a time-reversible description, and that both will have to be modified in order to include the second law of thermodynamics. It would go beyond the scope of this lecture to treat the problems of quantum mechanics and its possible reformulation as a possible consequence of recent progress in our understanding of classical mechanics. The reader is referred to some recent advance made in that direction [8] .
Cosmological Context of Entropy
How was time born, how was entropy born? One remembers the classical statement by Clausius: the energy of the universe is constant, the entropy of the universe is increasing. What is the meaning of such statements today? In many texts one may read today that our universe is a 'free lunch'. This suggestion, which goes back to Pascual Jordan, means the following: The energy appears in two forms, gravitation and matter. Gravita-tion corresponds to an attractive force, and therefore to negative energy (this is not simple if one looks somewhat deeper); matter corresponds to a positive energy. In the vacuum, there would be neither gravitation nor matter; in metaphorical terms, 0 = 0 + 0. In contrast, in the real world, we have a sum of two quantities, one positive and one negative, which again may totalize to zero. This is the idea of the 'free lunch'. Be reminded of the hydrodynamic instability of the B6nard cells. The price for these cells or the price for DNA is not energy; from this point of view, DNA or B6nard cells are a free lunch. The price is entropy! When we heat the system from below, most of the heat flow is lost, but some part of it is used to produce the pattern. Therefore, the difference between being and not being (to be or not to be) is not energy, it is entropy. The price for the universe is to be paid in entropy. How was this price paid at the beginning of our universe? The classical picture was that the entropy increases in time; every day we come closer to the heat death. But this cannot be the whole story. The present 'total entropy' of the universe is estimated by the total number of photons, while the so-called 'specific entropy' of the universe is measured by the number of photons per baryons, which is about 10 9 . These two numbers bring us back to the first stage of the universe. The entropy of the present universe was produced at the start of the universe. In other words, the universe started with a burst of entropy, the 'heat death' is behind us, not in front of us, and the present increase of entropy, due to the irreversible processes which are still going on in the biosphere or in the stars, is negligible as compared to the entropy production with which our universe started. We recall that modern cosmology is based on general relativity, which connects space-time structure to matter, presented in terms of pressure and density. The history of cosmology illustrates very beautifully the increasing role of time in science. The first idea of Einstein in 1917 to describe a static universe has lived a few years only, because it was soon shown that Einstein's static solution was unstable; then came another t Fig. 7 . Standard cosmological model: temperature decreases over time, while entropy is constant discovery: the expansion of the universe. And still later came the great surprise (in 1965): the universe contains a "residual" black-body radiation. So the scientific community went from a static universe to a historical universe, corresponding to a timedependent geometry, and finally to a model involving an intrinsic evolution. The 'standard model' (Fig. 7) , which was developed in the 1970's, states that the temperature increases when we go towards the origin of the so-called Big Bang. The entropy, according to Einstein's equations, is a constant, as these equations describe an adiabatic evolution. This is natural, as general relativity is primarily a generalization of Newton's celestial dynamics, and in the case of planetary motion, there is obviously no entropy production. This is not very satisfactory, and in the last few years, more and more efforts have been made to understand the initial conditions. An initial condition in which the universe starts with a huge entropy and a temperature of the order of 1032 (the 'Planck temperature') is a strange starting point. A theory which has been successful for certain aspects is the 'inflatory model', not to be described further, because it does not address the problem of irreversibility, in which we are interested here. The model developed by my colleagues and myself [9] , is based on the idea of the instability of the Minkowski vacuum, introduced by Brout, Englert, and Gunzig. The vacuum (remember the idea of the free lunch) is in some sense similar to a supercooled liquid. If, in a supercooled liquid, there appears a nucleus of a crystal which is large enough, it will become a solid. Our approach suggests that the situation is somewhat similar if one supposes that there is a coupling between gravitation and a scalar matter field. In the vacuum, there are fluctuations corresponding to the appearance of massive particles (as in the supercooled liquid); and there is a critical mass, corresponding to 50 Planck masses. If the fluctuating massive particles reach the critical mass level, then the vacuum will become critical, and the system enters into a new phase, which corresponds to a universe, no longer to vacuum. In this approach there is no longer any Big Bang, but some kind of phase transition, leading from a precursor of the universe (the "vacuum") to an early stage of the universe (for more details see [9] ). A Planck mass corresponds to 10 -5 g, which is huge compared to an elementary particle and can only be a black hole, because the Compton wavelength of this mass is about 1020 times smaller than its Schwarzschild radius, and if the size of a given body of mass m is smaller than its Schwarzschild radius, then neither matter nor radiation can escape from this body. The new scenario proposed for the origins of our universe appears to be the following. The instability leads \ early universe Fig. 8 . Evolution of entropy for the model presented here to a population of black holes. At this stage, we have a 'de Sitter' universe, corresponding to a constant density of the population of black holes, and an exponentially growing universe. But black holes have a finite life time. They evaporate after a time of the order of 10 -37 s. At this moment, the 'de Sitter' universe transforms itself into the usual, adiabatically evolving 'Friedman-Lemaitre' universe.
Obviously, such a scenario contains speculative elements. The interest is, however, that we can predict the right order of magnitude for the total entropy of the universe and for the ratio of baryons over photons. Therefore, it seems that most of the entropy of the universe has been produced in a very short time of the order of 10 -37 s (Fig. 8 ). In this new perspective, the 'heat death' is essentially behind us, because this initial increase is huge compared to all that may happen later. This leads us to the same situation as the B6nard instability, with a lot of waste products and a few nonequilibrium objects, which are very valuable, because they will produce the molecules, giving birth to what we call matter and later, life. Thus a kind of inversion of the classical picture in cosmology emerges, which states that the universe starts as being very ordered, entropy is slowly increasing, and finally the universe will encounter the heat death. In the new picture, most of the whole entropy is produced over a very short time. This model seems to me to be a rather satisfactory one, because it unifies two basic tendencies of modern physics. On the one hand, from the point of view of the strong trend to unification, e.g., unification of fundamental interactions, the results are very nice, as we compute the entropy of the present universe in terms of three fundamental constants only: Planck's constant, velocity of light, and gravitation. On the other hand, a unified picture of the world cannot be the whole story, because a unified world would be a static one. Even if the equations are highly nonlinear, they would still have static solutions. We therefore need some driving force for evolution, which would be a dissymetrical relation between space-time and matter. Space-time is producing matter through an irreversible process. Matter is a pollution, a waste product of space-time. From the point of view of energy, there appears to be no essential difference between space-time and matter. Space-time is described by fields, and fields may be associated with matter. The difference is in entropy production. Black holes, which may have been the origin of present-day matter, have not only a mass, but also an entropy. The basic arrow of time would be due to the matter content of the universe. Creation and time are associated from the start. Obviously, we are here at the frontiers of science, and every month another scenario for the birth of the universe appears in the literature. Again, if the scenario which I have presented here may be taken somewhat more seriously, this is because it included from the start the second law of thermodynamics, through the creation of matter, and because it leads to reasonable predictions. Whatever this may be, in most basic fields of reasearch, be it in biology, in quantum theory, or in cosmology, we see the appearance of new points of view, emphasizing time, irreversibility, and fluctuations.
It is appropriate to close this birthday speech by emphasizing that, thanks to the work of people such as Benno Hess, science will never again be the same as it was only two or three decades ago.
