We prove that the renormalized defocusing mKdV equation on the circle is locally in time C 0 -wellposed on the Fourier Lebesgue space F p for any 2 < p < ∞. The result implies that the defocusing mKdV equation itself is illposed on these spaces since the renormalizing phase factor becomes infinite. The proof is based on the fact that the mKdV equation is an integrable PDE whose Hamiltonian is in the NLS hierarchy. A key ingredient is a novel way of representing the bi-infinite sequence of frequencies of the renormalized defocusing mKdV equation, allowing to analytically extend them to F p for any 2 p < ∞ and to deduce asymptotics for n → ±∞.
Introduction
Consider the defocusing modified Korteweg-de Vries (mKdV) equation on the circle T = R/Z
and its renormalized version
referred to as the mKdV # equation. * Partially supported by the Swiss National Science Foundation † Partially supported by the Swiss National Science Foundation
According to [11] , for any initial datum u ∈ H s ≡ H s (T, R) with s 0, there exists a unique, global in time solution u(t, x) = u(t, x, q) of (1), u ∈ C(R, H s ). In particular, for any time t ∈ R and T > 0, the nonlinear evolution 
wherev n denotes the nth Fourier coefficient of v in S (T, R).
For any 1 p ∞, the space F p is a real Banach space. Moreover, for any 2 < p < ∞, we have the following continuous embeddings
where p denotes the Lebesgue exponent conjugated to p and M denotes the space of finite Borel measures on T. The space F 1 is called the Wiener algebra and F ∞ is the space of pseudo measures. We point out that for 2 < p < ∞, Our method also allows to prove partial corresponding results for the focusing modified Korteweg-de Vries (mKdV − ) equation on T = R/Z ∂ t u = −∂ Finally, using the Miura map one can deduce from corresponding results in [9] for the KdV equation that for any 0 < s < 1/2, the mKdV equation is nowhere locally uniformly C 0 -wellposed on the submanifold v ∈ H s (T) :
Related results
The wellposedness of the mKdV equation on T has been extensively studied -cf. e.g. [12, Introduction 1] for an account on the many results obtained so far. In particular, based on the seminal work of Bourgain [1] , it was shown in [4] that the mKdV equation is globally uniformly C 0 -wellposed on the submanifolds
with s 1/2 and d > 0 arbitrary. In [11] it was proved that the mKdV equation is globally C 0 -wellposed in H s (T) for any s 0. The solutions constructed in [11] are shown to be weak (in an appropriate sense) by [12] (cf. also [14, 16] for related results). See also [7, 15] for results on the local wellposedness of the mKdV equation in Fourier Lebesgue spaces of higher regularity. On the other hand, it was pointed out in [2, Section 6] that the mKdV equation is not C 3 -wellposed in H s (T) for s < 1/2, whereas in [3] it is proved that it is not uniformly C 0 -wellposed in H s (T) for −1 < s < 1/2. More recently,
Molinet [12] proved that the mKdV equation is ill-posed on H s (T) for any s < 0 in the sense that for any T > 0, the solution map (
Here, (C ∞ (T), · s ) denotes the vector space C ∞ (T) endowed with the Sobolev norm · s .
Method of proof
The mKdV equation is closely related to the NLS system
This system can be viewed as a Hamiltonian PDE with Hamiltonian
on the phase space H
Here ϕ − , ϕ + denote the two components of ϕ = (ϕ − , ϕ + ) ∈ H s c , and 
Similarly, when (3) is restricted to H m i , with ϕ = (iv, iv), one obtains the focusing NLS equation
The NLS system (3) admits an infinite sequence of recursively defined pairwise Poisson commuting integrals referred to as NLS hierarchy,
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In comparison with [6] , the nth Hamiltonian of the NLS hierarchy (for n 2) is multiplied by (−i) n+1 to make the corresponding Hamiltonian flow real-valued for real-valued ϕ.
The Hamiltonian H 4 gives rise to the mKdV system
This system admits, for any s 0, the real invariant subspaces
When (6) is restricted to E s r , with ϕ = (u, u) and u real-valued, one obtains the defocusing mKdV equation
Similarly, when (6) is restricted to E s i , with ϕ = (iu, iu) and u real-valued, one obtains the focusing mKdV equation
The NLS hierarchy is completely integrable in the strongest possible sense meaning that by [6] it admits global Birkhoff coordinates on H s r for s 0. They can be extended to the Fourier Lebesgue spaces. To give a precise statement, we introduce for any 2 p < ∞ the model space
and the phase space 
The Hamiltonian H 4 is a real analytic function of ϕ on H 3/2 r and hence a real analytic function of the actions on 3,1 + -see [6] . The corresponding frequencies ω (4) 
thus are real analytic functions of the actions on
+ . The equations of motion of the system (6), when expressed in Birkhoff coordinates on s,2 r with s 3/2, are
+ the frequencies ω (4) n have an asymptotic expansion for |n| → ∞ of the form
where according to [5, 6 ]
In order to state our results on the analytic extensions of ω (4) n , n ∈ Z, we need to normalize the frequencies as follows
By a slight abuse of notation, in the sequel, we will often view the frequencies as functions of the potential. From the considerations above it follows that ω (4) = (ω
, referred to as the frequency map, is real analytic. 
See Section 7 for details. 
Preliminaries
Let us briefly recall the main properties of the Lax-pair formulation of the NLS system. For a potential ϕ 2] with periodic boundary conditions. The spectral theory of this operator is well known in the case p = 2 and has been extended to the case p > 2 in [13] . One can show that the spectrum is discrete, and consists of a sequence of pairs of complex eigenvalues λ + n (ϕ) and λ − n (ϕ), when listed with algebraic multiplicities, such that
Here p n , n ∈ Z, denotes a generic p -sequence. We may order the eigenvalues lexicographically -first by their real part, and second by their imaginary part -to represent them as a bi-infinite sequence of complex eigenvalues
By a slight abuse of terminology, we call the periodic eigenvalues of L(ϕ) the periodic spectrum of ϕ. Further we introduce the gap lengths
and the mid points
In the case of an L 2 c potential, the periodic spectrum can be described in terms of the fundamental solution of L(ϕ) which is denoted by M (x, λ, ϕ). In more detail, when one introduces the discriminant
then the periodic spectrum of ϕ is precisely the zero set of the entire function ∆ 2 (λ, ϕ) − 4, and we have the product representation
In the case of an F p c potential with 2 < p < ∞, we define the discriminant by (10) so that we do not need to introduce the fundamental solution for such potentials. One can further show that in this case the λ-derivative ∆
• := ∂ λ ∆, whose zeros are denoted by λ • n , n ∈ Z, and are listed so that they have the asymptotics λ
as is known from the L 2 c case. The asymptotics of λ
• n and τ n imply that λ
• n is closer even to τ n , namely one has
locally uniformly on F p c for any 2 p < ∞. We also consider the Dirichlet spectrum of the Zakharov-Shabat operator -see [6] for the definition in the case p = 2 and [13] for an extension to the case 2 < p < ∞. This spectrum, referred to as the Dirichlet spectrum of ϕ, is discrete and given by a sequence of eigenvalues (µ n ) n∈Z , counted with multiplicities and ordered lexicographically so that
If the potential ϕ is of real type, that is ϕ − = ϕ + , then periodic and Dirichlet spectra are real, and the lexicographical ordering coincides with the ordering of real numbers 
(S3) there exists an integer N ϕ 1 so that
Such discs (U n ) n∈Z are called isolating neighborhoods in the sequel. 
Here Γ n ⊂ U n denotes any counter clockwise oriented circuit around and sufficiently close to G n , and the canonical root c ∆ 2 (λ) − 4 is defined on
where, for ϕ of real type, the sign of the root is determined by
and for ϕ ∈ W p it is defined by continuous extension. According to [13, 6] , for any given k ∈ Z the action I k is a real analytic function on W p .
The Dirichlet eigenvalues and the discriminant can be used to construct the angles θ k (ϕ), k ∈ Z, which are conjugated to the actions I n (ϕ), n ∈ Z. The angle θ k is defined modulo 2π on W p \ Z k and is a real analytic function on
where
Moreover, the following commutator relations hold for any m, n ∈ Z
whenever the bracket is defined.
(We point out that in [6] the meaning of z ± k is a different one.) It is shown in [13, 6] 
Its main properties are stated in Theorem 1.2.
The abelian integral F
It is convenient to define for any ϕ ∈ W p , 2 p < ∞, the standard roots
by the condition
Here + √ denotes the principal branch of the square root on the complex plane minus the ray (−∞, 0]. The standard root is analytic in λ on C \ G n and in (λ, ψ) on (C \ U n ) × V ϕ , and for all n, m 1 with n = m where V ϕ and c are as in (S1)-(S3) above,
If γ n = 0, then w n (λ) = (τ n − λ) is an entire function of λ. On the other hand, if γ n = 0, then w n extends continuously to both sides of G n , denoted by G
and we have
(ii) Suppose f is analytic in a neighborhood of G n containing Γ n , then
(iii) For any n, m ∈ Z we have
(ii) If γ n = 0, then w n (λ) = τ n − λ and the claim follows from Cauchy's theorem. On the other hand, if γ n = 0, then we may apply the previous lemma.
(iii) First suppose n = m. Then w n is analytic on U m and therefore
wn(λ) = 0. Now suppose m = n. If γ n = 0, then w n (λ) = τ n − λ and the claim follows from Cauchy's theorem. On the other hand, if γ n = 0, then in view of (22)
The canonical root c ∆ 2 (λ) − 4 can be written in terms of standard roots as follows
and is analytic in λ on
is analytic in (λ, ψ) on (C\ m∈Z U m )×V ϕ , and analytic in λ on C\ γm =0 G m . We call a path in the complex plane admissible for ϕ ∈ F p c if, except possibly at its endpoints, it does not intersect any gap G m (ϕ), m ∈ Z.
Lemma 3.2 For each ϕ ∈ W
p , 2 p < ∞, the following holds:
(ii) for any admissible path from λ
In particular, for any closed circuit
Proof. Standard -see e.g. [13] . v By Lemma 3.2, for any ϕ ∈ W p , 2 p < ∞, the quotient (24) is analytic in
We proceed by defining on the same domain for any n ∈ Z the primitive
where the paths of integration are chosen to be admissible. These improper integrals exist, since for γ n = 0 the integrand is analytic on U n , while for γ n = 0 it is of the form 1/ λ
by Lemma 3.2, hence the definition of F n is independent of the chosen admissible path and one has
Even though the eigenvalues λ ± n are, due to their lexicographical ordering, not even continuous on W p , the mappings F n turn out to be analytic.
Lemma 3.3
For every ϕ ∈ W p , 2 p < ∞, the following holds:
,
In particular, F 0 extends continuously to all points λ ± m , m ∈ Z, and one has
(iv) Locally uniformly in ϕ and uniformly as |n| → ∞,
(vii) At the zero potential one has F n (λ, 0) = −iλ + inπ.
Proof. (i) The proof of the analyticity of F n on (C \ m∈Z U m ) × V ϕ is standard but a bit technical and can be found in [13, Appendix F] . The analyticity of F n (λ) = F n (λ, ϕ) on C \ γm =0 G m follows immediately from the properties of
To obtain the formula for the gradient, we first consider the case of ϕ being of real type, Then (−1) n ∆(λ, ϕ) 2 on G n and hence
Thus, after possibly shrinking V ϕ , we can choose a circuit Γ n , which is contained in U n , and an open neighborhood U n of Γ n so that Γ n circles around G n , U n ⊂ U m \G m for any potential in V ϕ , and the real part of (−1) n ∆(λ, ψ) + c ∆ 2 (λ, ψ) − 4 is strictly positive on U n . In consequence, the principal branch of the logarithm
and l n (λ ± n ) ≡ 0, hence F n = l n . Taking the gradient of the above identity yields on
Since both hand sides of this identity are analytic in both variables on (C \ m∈Z U m )×V ϕ and analytic in λ on C\ γm =0 G m , the formula for the gradient extends to these domains by the identity theorem.
(
dλ, n 1,
Therefore, it is to compute
dλ for k ∈ Z. To do this, first consider the case where ϕ is of real type. In this case i(−1)
and hence
is analytic on V ϕ by item (i) and vanishes by the preceding argument on the real subspace V ϕ ∩ F p r . Therefore,
holds true on all of V ϕ in view of the identity theorem.
(iii) In view of item (i) it remains to show that F 2 n admits also for γ n = 0 an analytic extension from U n \ G n to all of U n . Write (24) in the form
The functionals χ n , n ∈ Z, are analytic on U n by Corollary B.2. Moreover, the roots w n (λ), n ∈ Z, admit opposite signs on opposite sides of G n . Therefore, in view of
dµ, for any λ ∈ G n , (11) and Lemma B.2. In view of (25) it follows with Lemma 3.1 that
uniformly on V and for all n ∈ Z.
(v) The claim follows from (14) using integration by parts.
(vi) If ϕ is of real type, then for any λ ∈ G n
(vii) At the zero potential,
= −i, which follows directly from the product representation (24). Integration thus yields F n (λ, 0) = −i(λ − nπ).
v To simplify notation, write F (λ) ≡ F 0 (λ) and note that F (λ) = F n (λ)−inπ for any n ∈ Z.
Lemma 3.4 Suppose ϕ is a finite gap potential of real type, then F is analytic outside a disc of finite radius centered at the origin and admits the Laurent expansion
where H n denotes the nth Hamiltonian of the NLS hierarchy.
Proof. By the preceding lemma F (λ) is analytic on C \ γm =0 G m . Suppose ϕ is a finite gap potential of real type, then F (λ) is analytic outside a disc of finite radius. Moreover, the product expansion (24) of
is finite, whence one verifies directly that F (λ) = O(λ) uniformly as |λ| → ∞. Therefore, F is meromorphic with a pole at infinity of order at most one, and it suffices to determine the Laurent expansion of F along an arbitrary sequence ν n with |ν n | → ∞.
Since ϕ is assumed to be of real type, given any n ∈ Z, the restriction of the function (−1) n+1 ∆(λ) to the interval [λ
] is strictly increasing from −2 to 2. The canonical root for λ
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Furthermore, one computes for λ
Hence for any λ
Let ν n = (n + 1/2)π, then by [6, Theorem 4.8]
gets by the mean value theorem
Finally, writing (−1) n+1 = − sin ν n one gets by the addition theorem for the sine
The expansion (26) of F (λ) yields one of F 4 (λ) which we record for later use.
Corollary 3.5 Suppose ϕ is a finite gap potential of real type, then F 4 is analytic outside a disc of finite radius and admits the Laurent expansion
We conclude this section by refining the asymptotics sup λ∈G
Lemma 3.6 For any 2 p < ∞, locally uniformly on
At the zero potential, the right hand side of the latter identity vanishes, F n (λ) = iw n (λ) = −iλ + inπ.
Proof. With (25) write F n in the form
By (11), λ
As an immediate consequence we obtain from Lemma 3.1 that
One further checks that
If γ n = 0, then τ n = λ For ϕ ∈ W p , 2 p < ∞, we denote by ψ n , n ∈ Z, the entire function of the form
which is characterized by the property that
The roots of ψ n are precisely the complex numbers σ n k , k = n, and can be shown to satisfy
uniformly in n and locally uniformly on W p -see [13] . The expression p k [n], k ∈ Z, means that there exists a sequence α n k , k ∈ Z, whose elements may depend on n ∈ Z, such that σ
and C > 0 can be chosen uniformly in n and locally uniformly on W p . Further, it turns out to be convenient to set
According to (29) and (11)
The purpose of this subsection is to improve on these estimates.
Proposition 4.1 Locally uniformly on
In more detail, there exists a sequence α
and C q > 0 can be chosen uniformly in n and locally uniformly on W p .
Remark. Note that in the case p = 2, the estimate (32) implies that σ
Proof. In view of (27) and (23) for any n, k 1
where the function ζ k is analytic on U k . By (28), the roots σ n k , k = n, of ψ n are characterized by the equation
It implies that
This identity is the starting point for estimating σ 
Note that σ n n − λ • k = 0 by (12) . It then follows from (35) that
Since by (36),
The second term on the right hand side of the latter identity is expected to be small in comparison to the first term since σ n n − λ is of the size of n − k. We proceed by writing the first term in a more convenient form. Note that the roots λ
• are characterized by the equation
where χ k is given by (25). Hence
Altogether, identity (35) then reads
The integrals in (38) are now estimated separately. First note that for λ ∈ G k we have
Since by Lemma 3.1 (iii),
Concerning the integral Γ k
dλ, it follows from Lemma 3.1 that
Similarly, for the integral Γ k
Inserting estimates (39)- (42) into (38) yields
To estimate |ζ k (λ) − χ k (λ)| G k , write the product expansions (33) and (25), respectively, as
, where we have set
, and 
we conclude
Moreover, by the mean value theorem there exists a sequence (
Since U m is a disc and hence convex, we have α
Thus by (12) , there exists c > 0 so that
Write the estimate (32) 
We conclude with (43) that for all k sufficiently large
Thus, after finitely many iterations, q j+1 1 and hence
k as claimed. By going through the arguments of the proof, one verifies that the estimate holds locally uniformly on W p . v
Proof of Theorem 1.3
In this section we derive, a formula for the frequencies ω (4) n , n ∈ Z, of the mKdV system (6) which we then use to study their asymptotics as |n| → ∞. Our starting point is the following identity for the nth frequency
It turns out to be convenient to introduce for any integers n, k ∈ Z and m 0 the moments
We recall from Section 4 the product representation of the quotient
where we recall that σ n n = λ 
= 0 for all n, k ∈ Z and l 0.
nk = 0 for all n ∈ Z and m 1.
Proof. (i):
The identity follows from the characterization (28) of the functions
with V ϕ given as in Section 2. In view of (23), Lemma (27), and Lemma 3.3, the integrand
The function F k and the canonical root each extend continuously to the two sides G analytic on U n and w n (λ) = τ n − λ, we have in view of (33) and Cauchy's Theorem that Ω
Since γ n = 0 we find by Lemma 3.3 that F n (τ n ) = F n (λ ± n ) = 0 proving the claim. 
Proof. Suppose ϕ is a finite gap potential, then there exists K 1 so that γ k (ϕ) = 0 for |k| > K. By Corollary 3.5, the function F 4 (λ) is analytic outside a sufficiently large circle C r , which encloses all open gaps G k , |k| K, and admits the Laurent expansion
Therefore, by the Cauchy Theorem
Consider any n ∈ Z with γ n (ϕ) = 0. Then θ n mod π is analytic near ϕ. Since H 1 = m∈Z I m and H 2 = m∈Z (2mπ)I m , one computes that
On the one hand F 3 (λ) is analytic on C\ γ k =0 G k , while on the other hand for any k ∈ Z with γ k = 0 one has σ n k = τ k and w k (λ) = τ k − λ so that in view of the product representations (23) and (27) the integrand extends analytically to U k . Consequently, the integrand is analytic on C \ |k| K G k and one obtains by contour deformation
Proceeding by expanding F (λ)
2 F k (λ) + i(kπ) 3 and using that Ω
nk ≡ Ω
nk ≡ 0 by Lemma 5.1 we thus get
where we used in the second line that Ω (2) nk = 0 for all k > K. This shows that (47) holds for all n with γ n (ϕ) = 0. Now consider any n ∈ Z with γ n (ϕ) = 0, and denote A = {k ∈ Z : γ k (ϕ) = 0}. By [6] we can choose a sequence of finite gap potentials
nk , k ∈ Z, is continuous, indeed analytic, on W p , and A is finite and independent of l, it follows that
On the other hand, ω n is continuous at ϕ ∈ H 2 r which shows that (47) holds for all n ∈ Z.
v
We proceed by deriving decay estimates for Ω (2) nk .
Lemma 5.3 Locally uniformly on
Proof. We begin with the case k = n and prove the estimate
using Proposition 4.1. Since by (12) , |σ
Our goal is to compare the two product expansions
Therefore, in view of existence of the primitive
Thus the moment Ω (2) nk may be written in the form
where the terms I k and I k are defined by
We first consider the term I k . For k = n we have by (46)
By Lemma B.3 one has
, we obtain with Lemma 3.1 that
.
. It remains to consider the term I k . To this end, recall the product expansions
We may thus write
where 
We thus have shown the claimed estimate (48). It remains to consider the case k = n. Since |F n (λ)| Gn , |w n (λ)| Gn = O(|γ n |), it then follows from Lemma 3.6 that given by (9) . (ii) For any 2 < p < ∞, ω (4) = (ω 
nk + nΩ
locally uniformly on W p . In particular, the sum −12 k∈Z kΩ (2) nk is absolutely and locally uniformly convergent to an analytic function on W p for any 2 p < ∞. Moreover, the identity ω (4) n = −12 k∈Z kΩ (2) nk , n ∈ Z, holds for any real valued finite gap potential by Lemma 5.2. Consequently, −12 k∈Z kΩ (2) nk is the unique analytic extension of ω We also introduce τ = (τ n ) n∈Z then τ − σ 0 ∈ p for any ϕ ∈ W p . 
Lemma

