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Variation  propagation  control  is one  of the  procedures  used  to improve  product  quality  in  the  manu-
facturing  assembly  process.  The  quality  of  a product  assembly  depends  on  the  product  type  and  the
optimization  criteria  employed  in  the  assembly.  This  paper  presents  two assembly  procedures  of com-
ponent  stacks  by  controlling  variation  propagation.  The  procedures  considered  are:  (i) straight-build
assembly  by  minimizing  the  distances  from  the  centres  of  components  to table  axis;  (ii)  parallelism-
build  assembly  by  minimizing  the  angular  errors  between  actual  and  nominal  planes.  Simulation  results
are  presented  for the  assembly  of  four  cylindrical  components.  The  results  indicate  that  the  variation  can
be reduced  signiﬁcantly  by using  these  procedures,  compared  to that  without  minimization.  The resultsarallelism-build assembly
olerance analysis
onte Carlo simulation
ariation propagation control
also  indicate  that  the  variation  not  only  greatly  relies  on  the  assembly  procedures,  but  also  on  the num-
ber  of available  orientations  at  the  assembly  stage.  The  radial  variation  increases  with  the  stage  for  the
straight-build  assembly,  while  the angular  error  decreases  with  the  stage  for  the  parallelism-build  assem-
bly. The  assembly  quality  for  the  two assembly  procedures  can  be  improved  by increasing  the  number  of
orientations.  The  variation  decreases  exponentially  and  monotonically  with  the number  of  orientations.
The  information  obtained  is  useful  for  manufacturing  processes  and  the  assembly  modeling.
 Man  © 2011 The Society of
. Introduction
Variations always exist due to imperfections in the manufactur-
ng processes and materials, and various other random errors. They
ause small deviations in parts from the nominal geometry. These
eviations propagate and accumulate as parts are assembled and
an quickly drive assembly dimensions out of speciﬁcation [1–5].
olerance assignment in mechanical engineering product design
nd manufacturing is critical both for product quality and perfor-
ance, as well as for its manufacturing cost. A tighter tolerance
ormally requires more extensive manufacturing effort, resulting
n a higher manufacturing cost [6].
Improving quality and reducing cycle time and cost are the main
bjectives for competitive manufacturing today. These objectives
an be achieved partially by effectively controlling the variation
ropagation in manufacturing [7].  The traditional methods for
tudying assembly tolerance stackup are usually based on engi-
eering experience, worst on worst tolerance analysis (WOW)
ethod [8–11], or the root-sum-square tolerance analysis (RSS)
ethod [6,12,13]. These methods are used frequently in the anal-
sis of a single-dimensional chain, and are not suitable for the
nalysis of geometrical tolerances in three-dimensional space.
∗ Corresponding author. Tel.: +44 115 8467683; fax: +44 115 9513800.
E-mail address: zhufang.yang@googlemail.com (Z. Yang).
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Opufacturing Engineers. Published by Elsevier Ltd. 
Furthermore, these methods do not take into account the practi-
cal assembly procedures, resulting in conservative and expensive
solutions.
To reduce the costs and minimize the variation propagation, in
recent years, some researchers have explored new methods for the
variation control. Mease et al. suggest [14] a cost-effective method,
selective assembly. This method focuses on the ﬁt between mat-
ing parts rather than the absolute dimension of each component.
It can be used to achieve high-precision assembly from relatively
low-precision components. In this approach, the mating compo-
nents are measured, sorted by dimension and binned into groups
prior to the assembly process. The ﬁnal product is assembled by
selecting the components from appropriate bins to achieve opti-
mal  assembly dimensions. There are costs associated with using a
larger number of bins. If there are no components of one type in a
particular bin at a particular time, the mating components in the
corresponding bin cannot be used. Mantripragada and Whitney [1]
suggest that the variation propagation is controlled by designing
contact features to make adjustments along the assembly process.
However, in practice, the contact features are hardly changed in
the assembly process. Thus, this paper proposes that the varia-
tion is controlled by an effective selection of assembly options.
Open access under CC BY license.For example, for any rotationally symmetric component assembly,
the assembly can be changed by rotating the component about the
symmetry axis, and the assembly quality can be improved by a suit-
able selection of orientations. This would result in either improving
en access under CC BY license. 
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ferential translational and rotational vectors; and (3) minimizingFig. 1. The modular breakdown of a Trent family engine [22].
he product quality or reducing the manufacturing costs. Therefore,
t would be valuable to ﬁnd out how the available options inﬂuence
ssembly quality. The information obtained would provide sig-
iﬁcant insight into assembly for manufacturing processes and
e useful for the modeling in practical applications. For instance,
achuri et al. [15] propose a model to capture product assem-
ly information for developing representational methodologies for
he next generation of assembly-related standards. The assem-
ly information model requires information regarding parts and
heir assembly relationships. Shi et al. [16–19] recommend a
ystematic variation reducing strategy by monitoring process con-
istency and identifying the variation sources based on available
nline measurements. This systematic variation reducing strat-
gy involves very complex modeling work, such as components
eviation modeling, assembly process modeling, and measurement
eviation modeling. This systematic variation reducing strategy
lso requires information about components deviation and their
nter-correlation among different assembly stages. Furthermore,
he dimension of systematic variation models increases dramat-
cally with the number of process routes and stages, resulting in
eavy computation.
The quality of a product assembly is also greatly dependent
n the product type and the optimization techniques employed
n the assembly [20,21]. Due to the complexity of a manufactur-
ng process, an effective method for the assembly would be highly
esirable [20]. For example, in a multistage radial ﬂow submersible
ump assembly, it requires a parallelism-build assembly, and axial
lay between the impeller and the volute casing is required to have
 tolerance of ±0.5 mm,  to prevent rubbing action [21]. For the
ssembly of aero-engine components, such as compressor stages,
odule 04 shown in Fig. 1 [22], a precise alignment and clamping
evice of rotationally symmetric parts is required [23]. The concen-
ricity deviation of the part must be within a 2.5 m tolerance to
eet the strict vibration requirements of the engine [24]. It requires
 straight-build assembly where a key characteristic here is to give
 ‘straight line’ between the centres of the parts for the assembly
rocess.
Furthermore, the practical assembly mainly involves cylindri-
al or/and polyhedral components [25–29].  For example, in the
ssembly of aero-engine components, all of the parts are cylin-
rical components, as shown in Fig. 1 [22]. The cylindrical and
olyhedral components belong to the same family [30]; once the
inematic parameters within a tolerance range are identiﬁed, the
esults are readily usable for any tolerance speciﬁcation in the same
amily. Thus, this paper considers a practical cylindrical-component
ssembly. For the assembly considered, the variation control usu-
lly focuses on minimizing the concentricity deviation and/or axial
unout, and these types of variation control will be considered here.ng Systems 31 (2012) 162– 176 163
In summary, this paper presents two assembly procedures for
controlling variation propagation in the assembly of cylindrical
component stacks, as follows:
• Straight-build assembly by minimizing the distances from the
centres of components to table axis to control the radial variation,
where the radial variation is used as a measure of the quality of
straight-build assembly.
• Parallelism-build assembly by minimizing the angular errors
between actual and nominal planes to control axial runout, where
the angular error is used as a measure of the quality of the
parallelism-build assembly.
The minimal variation propagation can be achieved by minimiz-
ing the variation stage-by-stage according the assembly process,
or by minimizing the sum of squared variations based on all
the information for all the assembly stages. The latter is based
on ideal conditions without process errors, disturbances etc. in
manufacturing processes. However, due to the complexity and
randomness of uncertainties and disturbances in manufactur-
ing processes, the minimizing the sum of squared variations for
the all assembly stages cannot guarantee the delivery of desired
product quality. Thus the paper considers the practical assem-
bly operations to provide an economical and effective solution
to analyze tolerance build up. During the assembly, variation
propagation is minimized stage-by-stage by rotating the compo-
nent about its symmetry axis, according to the available number
of practical orientations. To validate the two  assembly methods,
Monte Carlo simulations are performed. The relationship between
variation propagation and the number of orientations is also
investigated.
Details of the two assembly methods are given in Section 2. A
four-cylindrical-component assembly is described in Section 3. The
results obtained using the two  assembly methods are presented in
Section 4, the relationship between variation propagation and the
number of orientations is also given in Section 4. The conclusions
from the study are presented in Section 5.
2. Two  assembly techniques
The proposed assembly techniques are: (i) straight-build assem-
bly and (ii) parallelism-build assembly. Here, the paper uses two
cylindrical components to demonstrate the straight-build assembly
and parallelism-build assembly, as shown in Figs. 2 and 3, respec-
tively, where C1 and C2 are the two  component centres at their top
ends. The nominal plane is deﬁned by the base of the ﬁrst com-
ponent. V1 and V2 are normal vectors to the nominal and actual
uppermost planes, respectively. The axis normal to the nominal
base plane is called “table axis”. The techniques are described as
follows:
• Straight-build assembly: minimize radial variation from the com-
ponent centre to table axis stage-by-stage, as shown in Fig. 2.
• Parallelism-build assembly: minimize angular error between
actual and nominal planes stage-by-stage, as shown in Fig. 3.
The two  proposed assembly algorithms are developed from
state transition models, consisting of three steps: (1) calculating
the total differential translational and rotational vectors for a given
variation and orientations of the components; (2) calculating of
the translational error vector and rotational errors from the dif-radial variation or angular errors for the straight-build assembly
or parallelism-build assembly from the translational error vector
and rotational errors. The calculations for the ﬁrst two steps are
164 Z. Yang et al. / Journal of Manufacturing Systems 31 (2012) 162– 176
Fig. 2. Straight-build assembly. (a) Without rotating components against each other, (b) with preferred orientations to minimize radial variation.
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iven by the developed state transition models in Appendix A. The
inimization of radial variation or angular errors for the straight-
uild assembly or parallelism-build assembly is presented as
ollows.
.1. Straight-build assembly algorithm
To minimize radial variation, the second (top) component is
otated about its symmetry axis, and then the translational error
ector (dpx2(i), dp
y
2(i), dp
z
2(i)) is calculated from the state transition
odels described in Appendix A, according to the available number
f practical orientations. The number of orientations is described
y rotational matrix R in Eq. (A-3) in Appendix A. each other, (b) with preferred orientations to minimize angular error.
The radial variation for orientation i at Stage 2 is calculated as
follows:
Radial var(2,  i) =
√
(dpx2(i))
2 + (dpy2(i))
2
(1)
where Stage 2 corresponds to the assembly when the second com-
ponent is added.
The minimum radial variation for all possible orientations gives
the best straight-build assembly at Stage 2 and can be calculated as
follows:Radial var(2) = min
{√
(dpx2(i))
2 + (dpy2(i))
2
}
(2)
where i = 1,2, . . . , N, and N is the maximum number of orientations.
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In a similar way, the minimum radial variation at Stage k can be
alculated by:
adial var(k) = min
{√
(dpx
k
(i))2 + (dpy
k
(i))
2
}
(3)
here Stage k corresponds to the assembly when the kth compo-
ent is added.
Therefore, the minimum radial variation can be obtained at each
tage.
.2. Parallelism-build assembly algorithm
In a similar way, using the state tranistion models described
n Appendix A, the rotational errors (ıx
k
(i), ıy
k
(i), ız
k
(i)) can be cal-
ulated at each stage for the available orientation i by rotating the
omponent about its symmetry axis, as shown in Fig. 3. The nominal
ppermost plane at Stage k is:
 = (H1 + H2 + · · · + Hk) (4)
here Hi (i = 1,2, . . . , k) is a height of the ith cylindrical component,
nd k corresponds to the assembly when the kth component is
dded.
The normal vector to the nominal uppermost plane at Stage k
s:
k1 =
⎡
⎢⎣
0
0
1
⎤
⎥⎦ (5)
he normal vector to the actual uppermost plane which has rota-
ional errors (ıx
k
(i), ıy
k
(i), ız
k
(i)) at Stage k is:
k2 =
⎡
⎢⎣
x
y
z
⎤
⎥⎦ = Rx(ıxk(i))Ry(ıyk(i))Rz(ızk(i))Vk1 (6)
here
x(ıxk(i)) =
⎡
⎢⎣
1 0 0
0 cos(ıx
k
(i)) −sin(ıx
k
(i))
0 sin(ıx
k
(i)) cos(ıx
k
(i))
⎤
⎥⎦ , (7)
y(ı
y
k
(i)) =
⎡
⎢⎣
cos(ıy
k
(i)) 0 sin(ıy
k
(i))
0 1 0
−sin(ıy
k
(i0) 0 cos(ıy
k
(i))
⎤
⎥⎦ , (8)
z(ızk(i)) =
⎡
⎢⎣
cos(ız
k
(i)) −sin(ız
k
(i)) 0
sin(ız
k
(i)) cos(ız
k
(i)) 0
0 0 1
⎤
⎥⎦ (9)
ssuming that the rotation angle errors are small, ﬁrst order
mall angle approximations have been used such that: cos(ı) ≈ 1,
in(ı) ≈ ı. Eqs. (7)–(9) can be approximated as follows:
x(ıxk(i))
∼=
⎡
⎢⎣
1 0 0
0 1 −ıx
k
(i)
0 ıx
k
(i) 1
⎤
⎥⎦ , (10)
⎡ y ⎤
y(ı
y
k
(i)) ∼= ⎢⎣
1 0 ı
k
(i)
0 1 0
−ıy
k
(i) 0 1
⎥⎦ , (11)Fig. 4. A cylindrical component.
Rz(ızk(i))
∼=
⎡
⎢⎣
1 −ız
k
(i) 0
ız
k
(i) 1 0
0 0 1
⎤
⎥⎦ (12)
Substituting Eqs. (5), (10), (11) and (12) into Eq. (6) gives:
Vk2 ∼=
⎡
⎢⎣
ıy
k
(i)
−ıx
k
(i)
1
⎤
⎥⎦ (13)
The angle d(k, i) between the nominal and actual planes is calcu-
lated from the two  normal vectors Vk1 and Vk2, such that:
cos(d(k, i)) =
∣∣Vk1 · Vk2∣∣∣∣Vk1∣∣ ∣∣Vk2∣∣ = 1√(ıx
k
(i))2 + (ıy
k
(i))
2 + 1
(14)
d(k, i) = cos−1
⎡
⎣ 1√
(ıx
k
(i))2 + (ıx
k
(i))2 + 1
⎤
⎦
= sin−1
⎧⎨
⎩
√√√√ (ıxk(i))2 + (ıyk(i))2
(ıx
k
(i))2 + (ıy
k
(i))
2 + 1
⎫⎬
⎭ (15)
where the rotation angle errors (ıx
k
and ıy
k
) are very small compared
to 1 and negligible, such that Eq. (15) can be rewritten as
d(k, i) ∼= sin−1
{√
(ıx
k
(i))2 + (ıy
k
(i))
2
}
∼=
√
(ıx
k
(i))2 + (ıy
k
(i))
2
(16)
The minimum angular error for all possible orientations gives the
best parallelism-build assembly at Stage k and can be calculated as
follows:
d(k) = min
{√
(ıx
k
(i))2 + (ıy
k
(i))
2
}
(17)
where i = 1,2, . . . , N and N is the maximum number of orientations.
3. An assembly example of four cylindrical components
To illustrate the two optimization techniques for minimizing
uncertainty propagation, a practical four-cylindrical-component
assembly is considered. The cylindrical component has a height of
H (70 mm)  with tolerance ±h, and a diameter of Ф (100 mm)  with
tolerance ±ϕ, as shown in Fig. 4, where h = ϕ = 0.1 mm.  In practical,
each component has limited orientations, here each component is
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ssumed to have 4, 8, 16 or 20 possible uniformly arranged ori-
ntations. Fig. 4 shows the situation when the component has 4
rientations. To analyze the variation propagation statistically, the
rrors for the diameter and height of the cylindrical component
re assumed to be normally distributed, where the standard devi-
tion () is taken to be one sixth of the tolerance range, i.e. one
hird of 0.1 mm.  Each assembly procedure is simulated 10,000 times
sing standard Monte Carlo methods. For simplicity, the following
ssumptions are made for the component with 4 possible orienta-
ions.
The top and base surfaces are ﬂat.
Frames F1 and F1′ are attached to the assembly features.
Base centre (0,0,0) is the origin in the world coordinate system.
Points 1, 2, 3 and 4 are uniformly separated by 90◦ angle in the XOY
plane with centre O, and lie on the circumference of the cylinder
on the OX and OY axes.
Frame F1′ related to Frame F1 has a translation of (0,0,H) with a
translation error of (dx,dy,dz)  and an angular error of (dx, dy,
dz).
The top centre O′ lies at (dx,dy,dz + H) relative to O.
Points 1′, 2′, 3′ and 4′ are uniformly separated by 90◦ angle on the
top surface with centre O′, and lie on the circumference of the
cylinder on the O′X′ and O′Y′ axes.
s the cylindrical component has a height of H with tolerance ±h,
nd a diameter of Ф with tolerance ±ϕ, the size tolerance zone
t the component top is enclosed by two cylinders with a height
f 2h having a diameter of Ф − ϕ and a diameter of Ф + ϕ, respec-
ively, as shown in Fig. 5(a). In the size tolerance zone, the following
nequities can be obtained.
dx
∣∣ ≤ ϕ, (18)dy
∣∣ ≤ ϕ, (19)
dx2 + dy2 ≤ ϕ, (20)
Fig. 5. A size tolerance zone and the bounds used to specify the kinematic paramng Systems 31 (2012) 162– 176∣∣dz∣∣ ≤ h, (21)
∣∣dx∣∣ ≤ tan−1
(
h −
∣∣dz∣∣
0.5˚
)
, (22)
∣∣dy∣∣ ≤ tan−1
(
h −
∣∣dz∣∣
0.5˚
)
, (23)
∣∣dz∣∣ ≤ tan−1
(
ϕ −
∣∣dy∣∣
0.5˚
)
(24)
Since (h −
∣∣dz∣∣)/0.5  ˚ and (ϕ − ∣∣dy∣∣)/0.5  ˚ are very small, the
right sides of inequities (22)–(24) can approximately be (h −∣∣dz∣∣)/0.5˚, (h − ∣∣dz∣∣)/0.5  ˚ and (ϕ − ∣∣dy∣∣)/0.5˚, respectively.
Inequities (22)–(24) can be written as:
∣∣dx∣∣ ≤ h −
∣∣dz∣∣
0.5˚
, (25)
∣∣dy∣∣ ≤ h −
∣∣dz∣∣
0.5˚
, (26)
∣∣dz∣∣ ≤ ϕ −
∣∣dy∣∣
0.5˚
(27)
From inequities (21) and (25), dx and dz are constrained to lie
within the shaded “bounded” region shown in Fig. 5(b). Similarly,
from inequities (21) and (26), dy and dz are constrained to lie
within the same shaded “bounded” region as dx and dz; from
inequities (19) and (27), the constrained bounds for dz and dy can
be constructed as shown in Fig. 5(c); and from inequities (18)–(20),
the constrained bounds for dx and dy can be constructed as shown
in Fig. 5(d). The dx and dz are normally distributed. Each of the
variables is randomly and normally generated, and then the sec-
ond variable generated is limited to the range left by the ﬁrst one.
For example, in Fig. 5(d), if the variable dx is generated ﬁrst, then
eter space. (a) A size tolerance zone, (b)–(d) deﬁne the constrained regions.
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tig. 6. Variation propagation from the table axis against stage and the number of o
rientations.
he variable dy will be limited to the shaded circled region left by
he dx.  Any instances generated outside [−3, +3] are disregarded
o respect the shaded “bounded” regions, where the standard devi-
tion is described by . Details of the generated variables can be
ound in [31].
In a similar way, for component with different orientations, sim-
lar assumptions as described above can be made and will not be
eiterated here.
. Results and discussion
.1. Inﬂuence of orientations on variation propagation
For the straight-build assembly, the radial variation propaga-
ion from the table axis is calculated using Eq. (3).  This paper only
ives details for the orientations 0, 4, 8 and 16, since the results
or 16 orientations are very similar to those for 20 orientations. The
verage stage-by-stage radial variation against stage from the table
xis is shown in Fig. 6(a). The average stage-by-stage radial varia-
ion against the number of available orientations from the table
xis for Stages 2–4 is shown in Fig. 6(b). The mean and standard
eviations of the variations are provided in Table 1, together with
he maximum and minimum values. The histograms of the radial
ariations for 0, 4, 8 and 16 orientations are shown in Fig. 7.
For the parallelism-build assembly, the angular error is calcu-
ated using Eq. (17). In a similar way, the paper only gives the results
or 0, 4, 8 and 16 orientations. The average angular error is shown in
ig. 8. The mean and standard deviations of the errors are provided
n Table 2, together with the maximum and minimum values. The
istograms of the angular errors for each procedure are shown in
ig. 9.
To compare the two assembly procedures, angular error for the
traight-build assembly and radial variation for the parallelism-
uild assembly are also calculated, and are given in Section 4.2
elow.
All of the results indicate that the error propagation varies
igniﬁcantly with the assembly procedures and the number of ori-
ntations.
.1.1. Inﬂuence of orientations on variation propagation for
traight-build assembly
From Fig. 6 and Table 1, the average radial variations tend to
ncrease with the stage for the different number of orientations –
here is a slight decrease between Stages 1 and 2, where the num-
er of orientations are equal to or more than 4, as shown in Fig. 6(a).
he average radial variations decrease with the number of orienta-
ions for the same stage, as shown in Fig. 6(b). The results illustrate
hat the variation propagation can be reduced by increasing thetions, respectively. (a) Variation against stage, (b) variation against the number of
number of orientations. It can be seen that the variation propa-
gation is signiﬁcantly reduced from 0 to 4 orientations. However,
as the number of orientations increases, the variation continues to
decrease, but at a less signiﬁcant rate. For example, the variation at
the ﬁnal stage is reduced by 48% from 0 to 4 orientations, by 10%
from 4 to 8 orientations, and by 3% from 8 to 16 orientations. In
Fig. 6(b), it is seen that the variation propagation decreases expo-
nentially, rather than proportionally to the number of orientations.
This indicates that there is limit to how much the variation can be
reduced. It also means that the minimum variation can be achieved
at reduced cost by properly selecting the number of orientations.
From Table 1, it is found that the standard deviation of radial
variation increases with the stage as well. This indicates that the
consistency of the straight-build assembly will decrease with the
stage. It is also found that the standard deviation of radial varia-
tion decreases signiﬁcantly from 0 to 4 orientations; while as the
number of orientations increases, the standard deviation of radial
variation is comparable to that with 4 orientations. This shows
that the straight-build assembly has a good consistency with the
number of orientations.
From Fig. 7(a)–(d), the procedure with 16 orientations produces
the smallest levels of radial variation, with most values occurring
in the range 0–0.1 mm.  These results further demonstrate that the
assembly quality and consistency increase with the number of ori-
entations for the straight-build assembly.
4.1.2. Inﬂuence of orientations on variation propagation for
parallelism-build assembly
From Fig. 8 and Table 2, the average angular error increases with
the stage in the absence of orientations, while it decreases mono-
tonically with stage in the presence of orientations. It also shows
that the orientations can signiﬁcantly reduce the angular error for
the parallelism-build assembly, compared to the assembly with-
out orientations. For example, the angular error at the ﬁnal stage is
reduced by 63% from 0 to 4 orientations. However, as the number
of orientations increases, the angular error continues to decrease,
but at a lower rate. For example, the angular error at the ﬁnal stage
is reduced by 7.4% from 4 to 8 orientations, and by 2% from 8 to 16
orientations. From Fig. 8(b), the angular error propagation appears
to decrease exponentially, rather than proportionally to the num-
ber of orientations, as described earlier for straight-build assembly.
This also indicates that there is a limitation on reducing the angu-
lar error, and a proper selection of the number of orientations can
achieve the minimum angular error with reduced cost.Table 2 indicates that the standard deviation of the angular error
increases with stage without orientations, while it is smaller in the
presence of orientations. These results conﬁrm that the parallelism-
build assembly can be improved by using the orientations.
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Table 1
Radial variation propagation from the table axis for straight-build assembly.
Number of
orientations
Stage Max  variation
(mm)
Min  variation
(mm)
Average variation
(mm)
Standard deviation
of variation (mm)
0
1 0.0999 4.0078 × 10−4 0.0412 0.0208
2 0.2481 7.7686 × 10−4 0.0727 0.0380
3  0.4434 0.0018 0.1198 0.0643
4  0.6599 5.9583 × 10−4 0.1813 0.0978
4
1  0.0999 4.0078 × 10−4 0.0412 0.0208
2  0.1782 3.3417 × 10−4 0.0405 0.0249
3 0.3069 6.1712 ×10−4 0.0605 0.0439
4  0.5117 3.4981 × 10−4 0.0946 0.0726
8
1  0.0999 4.0078 × 10−4 0.0412 0.0208
2  0.1782 3.3417 × 10−4 0.0356 0.0253
3  0.3069 2.6078 × 10−4 0.0535 0.0436
4  0.5220 7.0305 × 10−4 0.0856 0.0721
16
1  0.0999 4.0078 × 10−4 0.0412 0.0208
2 0.1782 3.3417 × 10−4 0.0338 0.0259
3  0.2981 3.8648 × 10−4 0.0513 0.0440
4 0.5120 2.1112 ×10−4 0.0829 0.0723
1 0.0999 4.0078 × 10−4 0.0412 0.0208
2.7312
1.0063
2.8536
e
v
d
c
b
f
d20
2  0.1782 
3  0.3000 
4  0.5130 
From Fig. 9(a)–(d), the parallelism-build assembly with 16 ori-
ntations produces the smallest levels of angular error, with most
alues occurring in the range 0–0.001 rad. These results further
emonstrate that a proper selection of the number of orientations
an minimize the angular error at reduced cost for the parallelism-
uild assembly.
In summary, the average radial variation increases with stage
or the straight-build assembly, while the average angular error
ecreases with stage for the parallelism-build assembly in the
Fig. 7. Histogram of variation propagation from the table axis. (a) 0 orie × 10−4 0.0335 0.0260
 × 10−4 0.0510 0.0441
 × 10−4 0.0825 0.0724
presence of orientations. The statistical results above indicate that
the quality of the two  assembly procedures can be improved by
increasing the number of orientations.
4.2. DiscussionAs mentioned earlier, to compare the two assembly procedures
and study the effect of using different number of orientations on
the error propagation, the radial variation for parallelism-build
ntation, (b) 4 orientations, (c) 8 orientations, (d) 16 orientations.
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Fig. 8. Angular error against stage and the number of orientations, respectively. (a) Variation against stage, (b) angular error against the number of orientations.
Table  2
Angular error for parallelism-build assembly.
Number of
orientations
Stage Max  error
(rad)
Min  error (rad) Average error (rad) Standard deviation
of error (rad)
0
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0030 4.2030 × 10−6 8.7466 × 10−4 4.7417 × 10−4
3 0.0044 1.8471 × 10−5 0.0011 5.7669 × 10−4
4 0.0045 1.0520 × 10−5 0.0012 6.6198 × 10−4
4
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0018 4.2030 × 10−6 4.9176 × 10−4 2.9455 × 10−4
3 0.0018 4.1063 × 10−6 4.5436 × 10−4 2.8031 × 10−4
4 0.0018 5.4738 × 10−6 4.4375 × 10−4 2.8361 × 10−4
8
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0018 4.2030 × 10−6 4.2856 × 10−4 2.9585 × 10−4
3 0.0018 3.3571 × 10−6 4.1259 × 10−4 2.9617 × 10−4
4 0.0018 1.1027 × 10−6 4.1099 × 10−4 2.9763 × 10−4
16
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0018 2.1714 × 10−6 4.0784 × 10−4 3.0243 × 10−4
3 0.0019 1.8242 × 10−6 4.0658 × 10−4 3.0686 × 10−4
4 0.0018 2.8310 × 10−6 4.0276 × 10−4 3.0723 × 10−4
20
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0018 6.6695 × 10−7 4.0415 × 10−4 3.0435 × 10−4
3 0.0019 1.7187 × 10−6 4.0651 × 10−4 3.0917 × 10−4
4 0.0018 4.9368 × 10−7 4.0146 × 10−4 3.0913 × 10−4
Table 3
Radial variation propagation from the table axis for the different assembly procedures.
Procedure Stage Max  variation
(mm)
Min variation
(mm)
Average variation
(mm)
Standard deviation
of variation (mm)
Straight-build
assembly
1 0.0999 4.0078 × 10−4 0.0412 0.0208
2  0.1782 3.3417 × 10−4 0.0405 0.0249
3  0.3069 6.1712 × 10−4 0.0605 0.0439
4  0.5117 3.4981 × 10−4 0.0946 0.0726
Parallelism-build
assembly
1  0.0999 4.0078 × 10−4 0.0412 0.0208
2  0.2589 3.3417 × 10−4 0.0721 0.0376
3  0.3343 9.6801 × 10−4 0.0949 0.0529
4  0.4487 3.4981 × 10−4 0.1109 0.0626
Table 4
Angular error for the different assembly procedures.
Procedure Stage Max  error
(rad)
Min  error (rad) Average error (rad) Standard deviation
of error (rad)
Straight-build
assembly
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0030 4.2030 × 10−6 8.7187 × 10−4 4.7413 × 10−4
3 0.0039 1.8941 × 10−5 0.0011 5.7701 × 10−4
4 0.0047 9.4271 × 10−6 0.0012 6.6464 × 10−4
Parallelism-build
assembly
1 0.0020 3.6311 × 10−7 6.0901 × 10−4 3.5427 × 10−4
2 0.0018 4.2030 × 10−6 4.9176 × 10−4 2.9455 × 10−4
3 0.0018 4.1063 × 10−6 4.5436 × 10−4 2.8031 × 10−4
4 0.0018 5.4738 × 10−6 4.4375 × 10−4 2.8361 × 10−4
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ssembly and angular error for straight-build assembly are cal-
ulated. The results have a similar pattern for the different
rientations and are only shown for components with 4 orienta-
ions. Comparisons of average radial variation and angular error are
hown in Fig. 10(a) and (b), respectively, for the different assembly
rocedures. The mean and standard deviations of the variations
nd angular error are provided in Tables 3 and 4, together with
he maximum and minimum values, for parallelism-build assem-
ly and straight-build assembly, respectively. The histograms of
he radial variations and angular error for parallelism-build assem-
ly and straight-build assembly are shown in Fig. 11(a) and (b),
espectively.From Fig. 10,  it is seen that the straight-build assembly has
maller radial variation than the parallelism-build assembly from
he table-axis, while the parallelism-build assembly provides
educed angular error, compared to the straight-build assembly.
Fig. 10. Radial variation and angular error for the different ass orientations, (c) 8 orientations, (d) 16 orientations.
It is very interesting to notice that the radial variation increases
rapidly after Stage 2 for the straight-build assembly, but the radial
variation changes much more gently for the parallelism-build
assembly, as shown in Fig. 10(a). This indicates that the minimal
radial variation could be achieved by constraining the angular error
in the straight-build assembly. Further studies to investigate this
are under way, and will be reported at a later date.
From Table 3, the parallelism-build assembly has higher radial
variation propagation; for example, the radial variation in the
parallelism-build assembly is increased by 17% at Stage 4, com-
pared to the straight-build assembly. Figs. 11(a) and 6(b) further
demonstrate that the parallelism-build assembly increases radial
variation propagation, where most values of the radial variation
occurs in the range 0–0.1 mm for the straight-build assembly and
in the range 0–0.15 mm for the parallelism-build assembly, respec-
tively.
embly procedures. (a) Radial variation, (b) angular error.
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dig. 11. Histograms of radial variation for parallelism-build assembly and angular 
ngular error for straight-build assembly.
From Table 4, the parallelism-build assembly gives much lower
ngular error than the straight-build assembly. For instance, the
ngular error in the parallelism-build assembly is reduced by
3% at Stage 4, compared to the straight-build assembly. From
igs. 9(b) and 11(b), the parallelism-build assembly in the pres-
nce of orientations produces smaller levels of angular error, with
ost values occurring in the range 0–0.001 rad; while most values
f angular error occur in the range 0–0.002 rad for the straight-
uild assembly. This indicates that the assembly procedure needs
o be selected carefully in accordance with the particular industrial
pplication.
From the average radial variations for the component with 4
rientations in Fig. 10(a), and with 0 orientation in Fig. 6(a), it
s interesting to notice that not only the straight-build assembly
ut also the parallelism-build assembly can have reduced radial
ariation with orientations, the radial variation is reduced by 48%
nd 39% in the straight-build assembly and the parallelism-build
ssembly, respectively, compared to the procedure without ori-
ntations. This indicates that the orientations can improve the
ssembly quality.
. Conclusions
Two assembly methods, straight-build assembly and
arallelism-build assembly, have been analyzed for different
umber of orientations. The average radial variations and angular
rrors decrease with the number of available orientations for
he same stage. The simulation results obtained indicate that the
wo assembly methods have the potential to signiﬁcantly reduce
anufacturing assembly errors. For the example considered, the
rst method reduces the radial variation by 48%, whist the second
he angular error by 63%, where the component has 4 orientations,
hen compared to assemblies without orientations.
The straight-build assembly produces the minimum radial
ariation; and the parallelism-build assembly has the minimum
ngular error. For the ﬁrst method, the average radial variations
end to increase with the stage for the different number of orienta-
ions; however, for the second method, the average angular error
ncreases with the stage in the absence of orientations, while it
ecreases with the stage in the presence of orientations.
The two assembly methods have a good consistency, for
nstance, the maximum standard deviation is 0.0726 mm in the ﬁrst
ethod, and 3.5 × 10−4 rad in the second method in the presence
f orientations.
The variation not only depends on the assembly proce-
ures, but also on the number of orientations. The variationfor straight-build assembly. (a) Radial variation for parallelism-build assembly, (b)
propagation decreases monotonously and exponentially with the
number of orientations. Assembly quality could be improved by
increasing number of orientations, however, the variation reduc-
tion is limited when the number of orientations becomes larger.
Therefore, the best assembly and minimal manufacturing cost
could be achieved by optimizing the selection of the number of
orientations and assembly procedures.
The procedure of the two  assembly methods is very simple, and
can be easily used to analyze the variation propagation in manu-
facturing processes.
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Appendix A. State transition models
The state transition models are developed from robot manip-
ulator [32], and consist of (i) modeling individual frame errors,
(ii) total differential translation and rotation transformation, and
(iii) calculation of Cartesian position and orientation errors in the
world coordinate. The models are slightly different from those
developed by Mantripragada and Whitney [1,33].  Since the vari-
ation in the world coordinates system is not only related to the
differential rotation and translation in individual frame, but also
dependent on nominal orientation and transition relative to the
world coordinates system, the differential rotation and translation
in individual frame must be converted into those in the world
coordinates system through the transformation with respect to
the world coordinates system, so that the variation is allowed to
be the sum of those differential rotations and translations in the
world coordinates system. However, Mantripragada and Whitney’s
models regard relative transformation of two  consecutive frames
as that in the world coordinates system, and convert the differ-
ential position and orientation vectors in individual frame into
the world coordinates system through the relative transformation.
Their models of the variation propagation based on the wrong con-
version cannot handle the misorientation and misposition of the
components. Therefore, this paper presents a detailed derivation
of the state transition models. The corrections of Mantripragada
and Whitney’s models are also given in Appendix A.2 below.
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.1. Modeling individual frame errors
Any manipulator can be considered to consist of a series of links
onnected together by joints. A coordinate frame can be embedded
n each link of the manipulator, and then the relative position
nd orientation between these coordinate frames can be described
y using homogeneous transformations [33]. The homogeneous
ransformation describing the relation between one link and the
ext has been called an A matrix [34]. An A matrix is simply a
omogeneous transformation describing the relative translation
nd rotation between link coordinate systems. For example, A1
escribes the position and orientation of the ﬁrst link. A2 describes
he position and orientation of the second link with respect to the
rst. Thus the position and orientation of the second in the base
oordinates are given by the matrix product.
2 = A1A2 (A-1)
imilarly, Ai describes the ith link in terms of the (i − 1), the position
nd orientation of the ith link relative to the base coordinates are
iven by the matrix product as follows [32,35]:
i = A1A2 . . . Ai =
[
Ri pi
0 1
]
(A-2)
here i = 1,2, . . . , N, Ri is the rotational matrix, pi is the positional
ector, Ai = (Ai)Trans(Ai)RotX (Ai)RotY (Ai)RotZ ,
(Ai)Trans =
⎡
⎢⎢⎢⎢⎣
1 0 0 Xi
0 1 0 Yi
0 0 1 Zi
0 0 0 1
⎤
⎥⎥⎥⎥⎦ ,
(Ai)RotX =
⎡
⎢⎢⎢⎢⎣
1 0 0 0
0 cos(xi) −sin(xi) 0
0 sin(xi) cos(xi) 0
0 0 0 1
⎤
⎥⎥⎥⎥⎦ ,
(Ai)RotY =
⎡
⎢⎢⎢⎢⎣
cos(yi) 0 sin(yi) 0
0 1 0 0
−sin(yi) 0 cos(yi) 0
0 0 0 1
⎤
⎥⎥⎥⎥⎦ ,
(Ai)RotZ =
⎡
⎢⎢⎢⎢⎣
cos(zi) −sin(zi) 0 0
sin(zi) cos(zi) 0 0
0 0 1 0
⎤
⎥⎥⎥⎥⎦ ,
Ai =
⎡
⎢⎢⎢⎢⎣
cos(yi) cos(zi) −cos(yi) s
sin(xi) sin(yi) cos(zi) + cos(xi) sin(zi) cos(xi) cos(zi) − sin(
sin(xi) sin(zi) − cos(xi) sin(yi) cos(zi) cos(xi) sin(yi) sin(zi)
0 00 0 0 1
i, Yi and Zi are the displacements along the x-, y- and z-axes
etween frames i and i −1. xi, yi and zi are the angles between
rames i and i − 1 rotating about x-, y- and z-axes, respectively.ng Systems 31 (2012) 162– 176
Thus Ti represents the position and orientation of frame
i with respect to the world coordinates, if the base coordi-
nates are assumed to be the world coordinates, as described in
[35,36].
The homogeneous transformation matrix Ai can be rewritten
as:
 sin(yi) Xi
(yi) sin(zi) −sin(xi) cos(yi) Yi
(xi) cos(zi) cos(xi) cos(yi) Zi
0 1
⎤
⎥⎥⎥⎥⎦ ≡
[
R−
i
p−
i
0T 1
]
(A-3)
If there are errors in the dimensional relationships between two
consecutive coordinate frames, there will be a differential change
dAi between the two  coordinate frames, and the correct relation
between the two  coordinates will be equal to
Aci = Ai + dAi (A-4)
where Ai is the relationship between the frame coordinates i −1
and i, and dAi is the differential change in their relationship.
The differential change dAi is estimated by the following linear
form.
dAi =
∂Ai
∂Xi
Xi +
∂Ai
∂Yi
Yi +
∂Ai
∂Zi
Zi +
∂Ai
∂xi
xi +
∂Ai
∂yi
yi +
∂Ai
∂zi
zi
(A-5)
where Xi, Yi, Zi, xi, yi and zi are small errors in the kine-
matic parameters.
If ıAi is deﬁned as an error matrix transform with respect to
frame i − 1, the following equations can be obtained.
dAi = ıAi ∗ Ai (A-6)
ıAi = DXXi + DYYi + DZZi + Dxxi + Dyyi + Dzzi (A-7)
The D matrices are deﬁned as follows:
DX =
(
∂Ai
∂Xi
)
Ai − 1,  DY =
(
∂Ai
∂Yi
)
A−1
i
, DZ =
(
∂Ai
∂Zi
)
A−1
i
,
Dx =
(
∂Ai
∂xi
)
A−1
i
, Dy =
(
∂Ai
∂yi
)
A−1
i
, Dy =
(
∂Ai
∂zi
)
A−1
i
Then
DX =
⎡
⎢⎢⎢⎢⎣
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎦ , DY =
⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎦ ,
DZ =
⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
⎤
⎥⎥⎥⎥⎦ (A-8)
⎡
⎢ 0 0 0 0
⎤
⎥Dx =
⎢⎢⎢⎣
0 0 −1 Zi
0 1 0 −Yi
0 0 0 0
⎥⎥⎥⎦ (A-9)
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y =
⎡
⎢⎢⎢⎢⎣
0 −sin(xi) cos(xi) Yi sin(xi) − Zi cos(xi)
sin(xi) 0 0 −Xi sin(xi)
−cos(xi) 0 0 Xi cos(xi)
0 0 0 0
⎤
⎥⎥⎥⎥⎦ (A-10)
z =
⎡
⎢⎢⎢⎢⎣
0 −cos(xi) cos(yi) −sin(xi) cos(yi) Yi cos(xi) 
cos(xi) cos(yi) 0 −sin(yi) −Xi cos
sin(xi) cos(yi) sin(yi) 0 −Xi sin
0 0 0 
q. (A-7) can be rewritten as
Ai = DXXi + DYYi + DZZi + Dxxi + Dyyi + Dzzi
=
[
ıRi di
0 0
]
=
⎡
⎢⎢⎢⎣
0 −ızi ıyi dxi
ızi 0 −ıxi dyi
−ıyi ıxi 0 dzi
0 0 0 0
⎤
⎥⎥⎥⎦ (A-12)
rom Eqs. (A-8)–(A-12), the following equations can be obtained:
i =
⎡
⎢⎣
dxi
dyi
dzi
⎤
⎥⎦ =
⎡
⎢⎣
1
0
0
⎤
⎥⎦Xi +
⎡
⎢⎣
0
1
0
⎤
⎥⎦Yi +
⎡
⎢⎣
0
0
1
⎤
⎥⎦Zi +
⎡
⎢⎣
0
Zi
−Yi
⎤
⎥⎦
xi +
⎡
⎢⎣
Yi sin(xi) − Zi cos(xi)
−Xi sin(xi)
Xi cos(xi)
⎤
⎥⎦
yi +
⎡
⎢⎣
[Yi cos(xi) + Zi sin(xi)]cos(yi)
−Xi cos(xi) cos(yi) + Zi sin(yi)
−Xi sin(xi) cos(yi) − Yi sin(yi)
⎤
⎥⎦zi (A-13)
ıi =
⎡
⎢⎣
ıxi
ıyi
ızi
⎤
⎥⎦ =
⎡
⎢⎣
1
0
0
⎤
⎥⎦xi +
⎡
⎢⎣
0
cos(xi)
sin(xi)
⎤
⎥⎦
yi +
⎡
⎢⎣
sin(yi)
−sin(xi) cos(yi)
⎤
⎥⎦zi (A-14)cos(xi) cos(yi)
qs. (A-13) and (A-14) can be rewritten as Eqs. (A-15) and (A-16),
espectively.
i = m1iXi + m2iYi + m3iZi + m4ixi + m5iyi + m6ixi
(A-15)
i = m7ixi + m8iyi + m9izi (A-16)ng Systems 31 (2012) 162– 176 173
i) + Zi sin(xi) cos(yi)
os(yi) + Zi sin(yi)
os(yi) − Yi sin(yi)
0
⎤
⎥⎥⎥⎥⎦(A-11)
where
m1i =
⎡
⎢⎣
1
0
0
⎤
⎥⎦ , m2i =
⎡
⎢⎣
0
1
0
⎤
⎥⎦ , m3i =
⎡
⎢⎣
0
0
1
⎤
⎥⎦ , m4i =
⎡
⎢⎣
0
Zi
−Yi
⎤
⎥⎦ ,
m5i =
⎡
⎢⎣
Yi sin(xi) − Zi cos(xi)
−Xi sin(xi)
Xi cos(xi)
⎤
⎥⎦ ,
m6i =
⎡
⎢⎣
[Yi cos(xi) + Zi sin(xi)]cos(yi)
−Xi cos(xi) cos(yi) + Zi sin(yi)
−Xi sin(xi) cos(yi) − Yi sin(yi)
⎤
⎥⎦, m7i =
⎡
⎢⎣
1
0
0
⎤
⎥⎦ ,
m8i =
⎡
⎢⎣
0
cos(xi)
sin(xi)
⎤
⎥⎦ and m9i =
⎡
⎢⎣
sin(yi)
−sin(xi) cos(yi)
cos(xi) cos(yi)
⎤
⎥⎦
A.2. Total differential translation and rotation transformation
The transformation from the end to the base frames for N frames
can be expressed as:
TN + dTN =
N∑
i=1
(Ai + dAi) (A-17)
where dTN represents the total differential change due to the kine-
matic errors.
By expanding Eq. (A-17),  and ignoring the higher order differ-
ential changes, the following linear result is obtained.
TN + dTN = TN +
N∑
i=1
(A1· · ·Ai−1dAiAi+1· · ·AN) (A-18)
Substituting Eq. (A-6) into Eq. (A-18) gives
dTN =
N∑
i=1
(A1· · ·Ai−1ıAiAiAi+1· · ·AN) (A-19)
Using the deﬁnition of Ti−1 in Eq. (A-2), Eq. (A-19) can be expressed
asdTN =
N∑
i=1
(Ti−1)ıAiT
−1
i−1TN) (A-20)
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y deﬁning an error matrix transform ıTwN with respect to the world
oordinates
TN = ıTwN TN (A-21)
nd
TwN =
⎡
⎢⎢⎢⎢⎣
0 −ızwN ıywN dxwN
ızwN 0 −ıxwN dywN
−ıywN ıxwN 0 dzwN
0 0 0 0
⎤
⎥⎥⎥⎥⎦ (A-22)
hen Eq. (A-20) can be rewritten as:
TwN =
N∑
i=1
(Ti−1ıAiT
−1
i−1) (A-23)
rom Eqs. (A-3), (A-22) and (A-23),  the combined vectors dwN and
w
N associated with the total transformation of N frames can be
alculated as:
dwN =
N∑
i=1
[Ri−1di + pi−1 × (Ri−1ıi)]
ıwN =
N∑
i=1
Ri−1ıi
(A-24)
rom Eq. (A-24),  it is easy to see that the variation in the world
oordinates system is not only related to the differential rotation
i and translation di in individual frame, but also dependent on
otational matrix (Ri−1) and transitional vector (pi−1) relative to
he base frame. The differential translational and rotational vectors
n the individual frame are converted those in the world coordi-
ate system by Eq. (A-24),  where Ri−1 is the 3 × 3 rotational matrix
nd pi−1 is the 3 ×1 positional vector of Ti−1 deﬁned by Eq. (A-2)
bove and the matrix Ti−1 is a transformation between the (i − 1)th
nd the base frames. However, in Mantripragada and Whitney’s
ork [1,37],  the positional vector and rotational matrix are taken
o be p−
i
and R−
i
instead, respectively, which are deﬁned by rela-
ive transition and rotation from the transformation Ai−1 between
he (i − 2)th and the (i − 1)th frames in Eq. (A-3), thus the differ-
ntial translational and rotational vectors in the individual frame
annot be transformed into those in the world coordinate system.
he further variation propagation control, which is based on this
onversion, cannot handle the misorientation and misposition of
he components.
Eq. (A-24) can be rewritten as:
w
N =
N∑
i=1
{
[Ri−1m1iXi + Ri−1m2iYi + Ri−1m3iZi]
+[Ri−1m4i + pi−1 × (Ri−1m7i)]xi + [Ri−1m5i + pi−1
×(Ri−1m8i)]yi + [Ri−1m6i + pi−1 × (Ri−1m9i)]zi
}
(A-25)
w
N =
N∑
i=1
Ri−1m7ixi +
N∑
i=1
Ri−1m8iyi +
N∑
i=1
Ri−1m9izi (A-26)
qs. (A-25) and (A-26) can also be rewritten as follows:w
N = W1X  + W2Y  + W3Z  + W4x  + W6y  + W8z  (A-27)
w
N = W5x  + W7y  + W9z  (A-28)ng Systems 31 (2012) 162– 176
where X  =
[
X1 · · · XN
]T
, Y  =
[
Y1 · · · YN
]T
,
Z =
[
Z1 · · · ZN
]T
, x  =
[
x1 · · · xN
]T
, y =[
y1 · · · yN
]T
and z  =
[
z1 · · · zN
]T
.
Combining Eqs. (A-27) and (A-28) gives:
[
dwN
ıwN
]
=
[
W1
0
]
X  +
[
W2
0
]
Y  +
[
W3
0
]
Z  +
[
W4
W5
]
x
+
[
W6
W7
]
y +
[
W8
W9
]
z (A-29)
Eqs. (A-29) can also be expressed as:
⎡
⎢⎢⎢⎢⎣
dxw
N
dyw
N
dzw
N
ıxw
N
ıyw
N
ızw
N
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
W(1,1),1 W(1,1),2 ... W(1,1),i ... W(1,1),N
W(1,2),1 W(1,2),2 ... W(1,2),i ... W(1,2),N
W(1,3),1 W(1,3),2 ... W(1,3),i ... W(1,3),N
0 0 0 0 0 0
0  0 0 0 0 0
0  0 0 0 0 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
X1
X2
.
.
.
Xi
.
.
.
XN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎣
W(2,1),1 W(2,1),2 ... W(2,1),i ... W(2,1),N
W(2,2),1 W(2,2),2 ... W(2,2),i ... W(2,2),N
W(2,3),1 W(2,3),2 ... W(2,3),i ... W(2,3),N
0 0 0 0 0 0
0 0  0 0 0 0
0  0 0 0 0 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Y1
Y2
.
.
.
Yi
.
.
.
YN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎣
W(3,1),1 W(3,1),2 ... W(3,1),i ... W(3,1),N
W(3,2),1 W(3,2),2 ... W(3,2),i ... W(3,2),N
W(3,3),1 W(3,3),2 ... W(3,3),i ... W(3,3),N
0 0 0 0 0 0
0  0 0 0 0 0
0  0 0 0 0 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Z1
Z2
.
.
.
Zi
.
.
.
ZN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎣
W(4,1),1 W(4,1),2 ... W(4,1),i ... W(4,1),N
W(4,2),1 W(4,2),2 ... W(4,2),i ... W(4,2),N
W(4,3),1 W(4,3),2 ... W(4,3),i ... W(4,3),N
W(5,1),1 W(5,1),2 ... W(5,1),i ... W(5,1),N
W(5,2),1 W(5,2),2 ... W(5,2),i ... W(5,2),N
W(5,3),1 W(5,3),2 ... W(5,3),i ... W(5,3),N
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
.
.
.
xi
.
.
.
xN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎣
W(6,1),1 W(6,1),2 ... W(6,1),i ... W(6,1),N
W(6,2),1 W(6,2),2 ... W(6,2),i ... W(6,2),N
W(6,3),1 W(6,3),2 ... W(6,3),i ... W(6,3),N
W(7,1),1 W(7,1),2 ... W(7,1),i ... W(7,1),N
W(7,2),1 W(7,2),2 ... W(7,2),i ... W(7,2),N
W(7,3),1 W(7,3),2 ... W(7,3),i ... W(7,3),N
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
y1
y2
.
.
.
yi
.
.
.
yN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
⎡
z
⎤
(A-30)⎢⎣W(9,1),1 W(9,1),2 ... W(9,1),i ... W(9,1),N
W(9,2),1 W(9,2),2 ... W(9,2),i ... W(9,2),N
W(9,3),1 W(9,3),2 ... W(9,3),i ... W(9,3),N
⎥⎦⎢⎢⎢⎣ zi..
.
zN
⎥⎥⎥⎦
acturi
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W
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where
li(3 × 1 vector) =
⎡
⎣W(l,1),iW(l,2),i
W(l,3),i
⎤
⎦ , l = 1, 2, . . . , 9,
1i = Ri−1m1i, W2i = Ri−1m2i, W3i = Ri−1m3i, W4i = Ri−1m4i + pi−1 ×
Ri−1m7i), W5i = Ri−1m7i, W6i = Ri−1m5i + pi−1 × (Ri−1m8i),
7i = Ri−1m8i, W8i = Ri−1m6i + pi−1 × (Ri−1m9i) and W9i = Ri−1m9i.
Eq. (A-30) can be expressed as state transition model as follows:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
dxw
k
dyw
k
dzw
k
ıxw
k
ıyw
k
ızw
k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
dxw
k−1
dyw
k−1
dzw
k−1
ıxw
k−1
ıyw
k−1
ızw
k−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
W(1,1),k W(2,1),k W(3,1),k W(4,1),k W(6,1),k W(8,1),k
W(1,2),k W(2,2),k W(3,1),k W(4,2),k W(6,1),k W(8,2),k
W(1,3),k W(2,3),k W(3,1),k W(4,3),k W(6,1),k W(8,3),k
0 0 0 W(5,1),k W(7,1),k W(9,1),k
0 0 0 W(5,2),k W(7,2),k W(9,2),k
0 0 0 W(5,3),k W(7,3),k W(9,3),k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
×
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Xk
Yk
Zk
xk
yk
zk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A-31)
q. (A-31) relates the total differential rotation vector and differ-
ntial translation vector.
.3. Cartesian position and orientation errors in the world
oordinate
The correct position is:
c
N = TN + dTN = (I + ıTwN )TN (A-32)
o separate the rotational components and translational compo-
ents of the correct position, as described in [35], TN can be written
n the following form
N =
[
RN pN
0 1
]
(A-33)
nd ıTwN can be written as
TwN =
[
ıRwN d
w
N
0 0
]
(A-34)
rom Eqs. (A-32)–(A-34), the resulting rotational components and
ranslational components can be written asc
N = (I + ıRwN )RN (A-35)
nd
c
N = pN + (ıwN × pN) + dwN (A-36)
[
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If the correct Cartesian position is expressed as
pcN = pN + dp (A-37)
Then from Eqs. (A-36) and (A-37) the ﬁrst-order differential error
in the Cartesian position of the end-effector as follows:
dp = (ıwN × pN) + dwN (A-38)
Thus the error of ﬁnal matrix transform in the world coordinate
system is:
ıT =
⎡
⎢⎢⎢⎢⎣
0 −ızwN ıywN dpXN
ızwN 0 −ıxwN dpYN
−ıywN ıxwN 0 dpZN
0 0 0 0
⎤
⎥⎥⎥⎥⎦ (A-39)
and ﬁnal matrix transform can be obtained by Eqs. (A-30), (A-38)
and (A-39).
Thus Cartesian position error in the world coordinate system at
Stage k is:
dpk =
⎡
⎢⎣
dpX
k
dpY
k
dpZ
k
⎤
⎥⎦ = ıwk × pk + dwk (A-40)
Cartesian orientation error in the world coordinate system at Stage
k is:
ıwk =
⎡
⎢⎣
ıxw
k
ıyw
k
ızw
k
⎤
⎥⎦ (A-41)
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