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PERIODIC UNIQUE BETA-EXPANSIONS:
THE SHARKOVSKI˘I ORDERING
JEAN-PAUL ALLOUCHE, MATTHEW CLARKE, AND NIKITA SIDOROV
To O. M. Sharkovskiı˘ on the occasion of his 70th birthday
ABSTRACT. Let β ∈ (1, 2). Each x ∈ [0, 1
β−1 ] can be represented in the form
x =
∞∑
k=1
εkβ
−k,
where εk ∈ {0, 1} for all k (a β-expansion of x). If β > 1+
√
5
2
, then, as is well known, there
always exist x ∈ (0, 1
β−1 ) which have a unique β-expansion.
In the present paper we study (purely) periodic unique β-expansions and show that for each
n ≥ 2 there exists βn ∈ [ 1+
√
5
2
, 2) such that there are no unique periodic β-expansions of smallest
period n for β ≤ βn and at least one such expansion for β > βn.
Furthermore, we prove that βk < βm if and only if k is less than m in the sense of the
Sharkovskiı˘ ordering. We give two proofs of this result, one of which is independent, and the
other one links it to the dynamics of a family of trapezoidal maps.
1. HISTORY OF THE PROBLEM AND FORMULATION OF RESULTS
This paper continues the line of research related to the combinatorics of representations of real
numbers in non-integer bases ([12, 13, 15, 21]).
Let β ∈ (1, 2) be our parameter and let x ∈ Iβ := [0, 1β−1 ]. Then x has at least one represen-
tation of the form
(1.1) x = πβ(ε1, ε2, . . . ) :=
∞∑
k=1
εkβ
−k, εk ∈ {0, 1},
(use, e.g., the greedy algorithm) which we call a β-expansion of x and write x ∼ (ε1, ε2, . . . )β.
Let us recall some key results regarding β-expansions. Firstly, if 1 < β < G := 1+
√
5
2
, then
each x ∈
(
0, 1
β−1
)
has a continuum of β-expansions [12]. On the other hand, for any β > G,
there exist infinitely many x which have a unique β-expansion (see [9, 13]), although almost all
x ∈ Iβ still have a continuum of β-expansions [21].
More specifically, put x ∼ (010101 . . . )β = 1β2−1 . Then both x and βx have a unique β-
expansion [13].
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Let Xβ denote the set of x which have a unique β-expansion (these numbers are sometimes
called univoque numbers with respect to β, see [10] for example). Denote by
(mk)
∞
k=0 = 0110 1001 0110 1001 . . .
the Thue-Morse sequence, i.e., the fixed point of the morphism 0 → 01, 1 → 10 (see, e.g.,
the survey paper [6] for the many wonderful properties of this famous sequence). Let now
βKL ≈ 1.78723 denote the Komornik-Loreti constant, i.e., the unique positive solution of the
equation
∞∑
k=1
mkx
−k = 1.
This constant proves to be the smallest β such that 1 ∈ Xβ – see [14]. Note that in [4] it was
shown that βKL is transcendental.
The main result of [13] asserts that the set Xβ is
(1) infinite countable if G < β < βKL;
(2) a continuum of zero Hausdorff dimension if β = βKL; and
(3) a continuum of Hausdorff dimension strictly between 0 and 1 if βKL < β < 2.
Notice that for β > βKL the set Xβ is not necessarily a Cantor set and may have a somewhat
complicated topology – see [15] for more detail and also for the case of an arbitrary β > 1.
Let Σβ denote the set of all 0-1 sequences which are unique β-expansions, and σβ denote the
shift on Σβ , i.e., σβ(ε1, ε2, ε3, . . . ) = (ε2, ε3, . . . ). Let πβ : Σβ → Xβ be the projection given by
(1.1)). It is obvious that πβ is a bijection.
Since πβ({ε : ε1 = 0}) ⊂
[
0, 1
β
]
and πβ({ε : ε1 = 1}) ⊂
[
1
β(β−1) ,
1
β−1
]
, the set Xβ has an
empty intersection with the middle interval
[
1
β
, 1
β(β−1)
]
. Thus, we have the following commuta-
tive diagram:
Σβ
σβ
−−−→ Σβyπβ yπβ
Xβ
Fβ
−−−→ Xβ
where
Fβ(x) =
{
βx, 0 ≤ x < 1
β
,
βx− 1, 1
β(β−1) < x ≤
1
β−1 .
To state the main theorem of the present paper, we recall that the Sharkovskiı˘ ordering on the
natural numbers is as follows:
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3 ⊲ 5 ⊲ 7 ⊲ · · · ⊲ 2m+ 1 ⊲ · · ·
⊲ 2 · 3 ⊲ 2 · 5 ⊲ 2 · 7 ⊲ · · · ⊲ 2 · (2m+ 1) ⊲ · · ·
⊲ 4 · 3 ⊲ 4 · 5 ⊲ 4 · 7 ⊲ · · · ⊲ 4 · (2m+ 1) ⊲ · · ·
.
.
.
.
.
.
.
.
.
.
.
.
⊲ 2n · 3 ⊲ 2n · 5 ⊲ 2n · 7 ⊲ · · · ⊲ 2n · (2m+ 1) ⊲ · · ·
.
.
.
.
.
.
.
.
.
.
.
.
· · · ⊲ 8 ⊲ 4 ⊲ 2 ⊲ 1,
where the relation a ⊲ b indicates that a comes before b in the ordering.
Remark 1.1. This is a complete ordering on N := {1, 2, 3, . . .} since (n,m) 7→ 2n(2m+ 1) is a
bijection (N ∪ {0})2 → N.
Theorem 1.2. (Sharkovskiı˘’s Theorem) Let f be a continuous map of the real line. If k ⊲ l
in Sharkovkiı˘’s ordering and if f has a point of smallest period k, then f also has a point of
smallest period l.
This was originally proved in [20], see also [11].
Now we are ready to state the main theorem of the present paper. Put
Un = {β ∈ (1, 2) : Σβ contains a periodic sequence of smallest period n}.
= {β ∈ (1, 2) : Fβ : Xβ → Xβ has an n-cycle.}
(By the result quoted above, U2 = (G, 2), for instance.)
Theorem 1.3. There exist real numbers βn in (1, 2) such that Un = (βn, 2) for any n ≥ 2.
Furthermore, βn < βm if and only if n ⊳ m in the sense of the Sharkovskiı˘ ordering.
Remark 1.4. We are going to give explicit formulae for the βn via the fragments of the Thue-
Morse sequence as well as the first n-cycle to appear – see Proposition 2.16 below. Note that for
n = 2k this result is essentially contained in [13], where it is also shown that β2k ր βKL.
We will make use inter alia of results in combinatorics on words. In particular a set of binary
sequences studied in [1] and denoted by Γ (see (2.2)) will play a roˆle in some proofs. In this
respect one could compare the combinatorial part of the main result of [13] with the “The´ore`me”
and “Corollaire” on page 37 of [2].
The structure of this paper is as follows: the next section will be devoted to the proof of
Theorem 1.3. In Section 3 we discuss possible links of this claim with the classical theory of
one-dimensional continuous maps. (Note that Reference [5] showed a link between kneading
sequences of unimodal continuous maps and unique β-expansions of 1.)
Our central result of that section is in the negative direction: we show that if β > β4, then any
continuous extension Sβ of Fβ : Xβ → Xβ has a k-cycle for any k ≥ 2 provided Sβ is monotonic
on [0, 1/β].
Section 4 is devoted to a different proof of our Theorem 1.3 via the classical Sharkovskiı˘
theorem applied to a family of trapezoidal maps, and – again – some combinatorics on words
and properties of the set Γ.
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2. PROOF OF THE MAIN THEOREM
Definition 2.1. Put τβx = βx mod 1, and εn = [βτn−1β (x)] for x ∈ [0, 1] and n ≥ 1. Then
(ε1ε2 . . . ) is called the greedy expansion of x in base β. Put Σ = {0, 1}N and let d(β) ∈ Σ denote
the greedy expansion of 1 in base β. If d(β) is finite, i.e., of the form d(β) = ε1 . . . εn−1 10∞,
then d′(β) := (ε1 . . . εn−1 0)∞ - the quasi-greedy expansion of 1.
We say that the sequence (resp. the finite word) ε = ε1ε2 . . . is lexicographically less than the
sequence (resp. the finite word with same length) ε′ if εk < ε′k for the least k such that εk 6= ε′k.
Notation: ε ≺ ε′. We write ε  ε′ if either ε ≺ ε′ or ε = ε′.
We will use the following simple remark.
Remark 2.2. The relation  is a total order on the set of infinite sequences (resp. on the set of
words of given length). Further let ε and ε′ be two infinite sequences. Let u and u′ be their
respective prefixes of length say ℓ, then u ≺ u′ implies ε ≺ ε′, and ε  ε′ implies u  u′.
We need the following auxiliary results on greedy and quasi-greedy expansions:
Lemma 2.3. (1) If d′(β) is defined, then it is also an expansion of 1 in base β.
(2) The equation 1 =∑∞i=1 εjx−j , for some fixed ε = ε1ε2ε3 · · · ∈ Σ, with at least one 0 and
at least two 1s, always has a unique solution β ∈ (1, 2).
(3) (Monotonicity) Let β, β˜ ∈ (1, 2). Then β > β˜ if, and only if d(β) ≻ d(β˜).
(4) Let β, β˜ ∈ (1, 2) and assume that d′(β) and d′(β˜) are both defined and of the same
smallest period. Then β > β˜ if, and only if d′(β) ≻ d′(β˜).
(5) Assume ε ∈ Σ satisfies
σjε
{
≺ ε if j 6≡ 0 mod n;
= ε if j ≡ 0 mod n.
Then there exists β ∈ (1, 2) such that d′(β) is defined and equals ε.
Proof. (1) is trivial exercise, while (2) follows from letting f(x) := ∑∞i=1 εixi − 1 and observing
that f(1) > 0, f(2) < 0, and f ′(x) < 0, ∀x ∈ (1, 2); (3) is proved in [19] and (4) is an easy
consequence of it.
(5) follows from the fact that necessarily εpn = 0 for all p ∈ N (otherwise the condition in
question is not satisfied), whence ε1 . . . εn−110∞ is the greedy expansion of 1 in base β. 
Theorem 2.4. (Parry [19]) Let ε ∈ Σ. Then ε = d(β) for some β ∈ (1, 2) if, and only if,
σjε ≺ ε, ∀j ≥ 1.
This is essentially proved in [19]. The following auxiliary lemmas will be needed later on.
Lemma 2.5. There exist no β, β˜ ∈ (1, 2) such that d′(β) ≺ d(β˜) ≺ d(β).
Proof. Assume d′(β) := (ε1 . . . εn−10)∞ is defined and let d(β˜) := δ1δ2δ3 . . . and suppose
d′(β) ≺ d(β˜) ≺ d(β). This immediately forces
δ1δ2δ3 . . . δn = ε1ε2ε3 . . . εn−10.
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By Theorem 2.4, δn+1δn+2 · · · = σnd(β˜) ≺ d(β˜) = ε1 . . . εn−10δn+1 . . . . Hence
δn+1 . . . δ2n  ε1 . . . εn−10.
On the other hand (ε1 . . . εn−10)∞ = d′(β) ≺ d(β˜) implies that
δn+1 . . . δ2n  ε1 . . . εn−10,
and hence
δn+1 . . . δ2n = ε1 . . . εn−10.
By repeating this process we see that we are forced into the spurious conclusion that d(β˜) =
d′(β). 
Put
Aβ = Xβ ∩
(
2− β
β − 1
, 1
)
.
It is clear that Aβ is invariant under Fβ and moreover, it is an attractor for Fβ (see [13] for more
detail).
Let ε denote the mirror image of ε, i.e., (ε)n = 1− εn.
Lemma 2.6. [13] Let β ∈ (1, 2). Then
(2.1) ΣAββ := π−1β (Aβ) =
{
ε ∈ Σ : d(β) ≺ σjε ≺ d(β), ∀ j ≥ 0
}
if d′(β) is not defined. If it is, replace d(β) and d(β) with d′(β) and d′(β) respectively in the
above.
Remark 2.7. In [13] it was shown that if ε ∈ Σβ is periodic, then πβ(ε) ∈ Aβ.
Put
(2.2) Γ := {ε ∈ Σ : ε  σkε  ε, ∀k ≥ 0}.
It is obvious that all sequences in Γ begin with 1, and furthermore, if ε ∈ Γ begins with 10,
then ε = (10)∞. This set has been introduced and studied in detail in [1, 2], as well as the sets
Γη := {ε ∈ Σ : η  σ
jε  η, ∀ j ≥ 0} for η ∈ Γ. (Actually the sequences in the set Γ studied
in [1, 2] satisfy the extra condition that they begin with 11, which only excludes from the present
set Γ the sequence (10)∞.)
Define
Vn := {β ∈ (1, 2) : d
′(β) exists, has smallest period n, and d′(β) ∈ Γ},
and let βn := inf Un and γn := minVn. (Provided Un, Vn 6= ∅.)
Proposition 2.8. Let n ≥ 2. Then Un, Vn 6= ∅ and βn = γn.
Proof. For any n ≥ 2, there always exists a β ∈ (1, 2) such that d′(β) = (1 . . . 10)∞ (of smallest
period n) by Lemma 2.3, (5) so Vn 6= ∅. Notice also that Vn is finite, so minVn is well defined.
Let β ∈ (1, 2), β > γn. Then since γn ∈ Vn, σjd′(γn)  d′(γn) ≺ d(γn) ≺ d(β) (using
monotonicity), and similarly σjd′(γn)  d′(γn) ≺ d(γn) ≺ d(β), ∀j ≥ 0. So we have d(β) ≺
σjd′(γn) ≺ d(β), ∀j ≥ 0 whence d′(γn) ∈ Σ
Aβ
β ⊂ Σβ by Lemma 2.6 provided d′(β) does not
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exist. (In the event that d′(β) does exist, this still holds via d′(β) ≺ σjd′(γn) ≺ d′(β), ∀j ≥ 0.
Indeed if this were false then d′(β)  σjd′(γn)  d′(γn) ≺ d(γn) ≺ d(β), but this is rendered
absurd by Lemma 2.5.) Hence d′(γn) ∈ Σβ, which implies β ∈ Un, because d′(γn) is periodic
with smallest period n, and therefore γn ≥ βn, since β was arbitrary. Moreover, we now know
that Un 6= ∅.
We complete the proof by showing γn ≤ βn. Let β ∈ Un, β > βn. So there exists ε ∈ Σβ
which is periodic with smallest period n. Moreover, because ε is periodic, it must represent
some number (in base β) belonging to Aβ. I.e., ε ∈ ΣAββ . Hence by Lemma 2.6, d(β) ≺ σjε ≺
d(β), ∀ j ≥ 0. (If d′(β) exists, use the fact that d′(β) ≺ d(β).)
Put a = max{σjε, σjε | 0 ≤ j ≤ n − 1}. So a  σja  a, ∀j ≥ 0, i.e., a ∈ Γ. Moreover,
since a is periodic with smallest period n, we must have,
σja
{
≺ a if j 6≡ 0 mod n;
= a if j ≡ 0 mod n.
Hence a = d′(β˜), for some β˜ (by Lemma 2.3, (5)), and so β˜ ∈ Vn.
Finally, since d′(β˜) = a ≺ d(β), we must have β˜ ≤ β by Lemma 2.5. I.e., for all β ∈ Un,
β > βn, ∃ β˜ ∈ Vn such that β˜ ≤ β. Hence γn ≤ βn, as claimed. 
Corollary 2.9. Un = (βn, 2).
Proof. In the above it was shown that, if β ∈ (1, 2) with β > γn, then β ∈ Un. Moreover, it
was shown that γn = βn = inf Un, hence Un = (βn, 2), or [βn, 2). We now discount the second
case. Let β ∈ Un. So there exists a periodic sequence, with smallest period n, ε ∈ Σ such that
πβ(ε) ∈ Xβ. Moreover the fact that ε is periodic ensures that πβ(ε) ∈ Aβ (see [13]). Hence
d(β) ≺ σjε ≺ d(β), ∀j ∈ [0, n− 1]
by Lemma 2.6.
Putting d(β) := d1d2d3 . . . , let k be the smallest number such that
d1d2d3 . . . dk1
∞ ≺ σjε ≺ d1d2d3 . . . dk0∞, ∀j ∈ [0, n− 1].
Now by Theorem 2.4, there exists β ′ ∈ (1, 2) such that d(β ′) = d1d2d3 . . . dk0∞, whence
d(β ′) ≺ σjε ≺ d(β ′), ∀j ∈ [0, n− 1],
i.e., β ′ ∈ Un by Lemma 2.6. Now note that d(β ′) ≺ d(β) implies β ′ < β by monotonicity. 
We now introduce a result that allows us to make the connection to the Sharkovskiı˘ ordering.
Proposition 2.10. If ak denote the lexicographically least sequence in Γ of smallest period k,
then
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a3 ≻ a5 ≻ a7 ≻ · · · ≻ a2m+1 ≻ · · ·
≻ a2·3 ≻ a2·5 ≻ a2·7 ≻ · · · ≻ a2·(2m+1) ≻ · · ·
≻ a4·3 ≻ a4·5 ≻ a4·7 ≻ · · · ≻ a4·(2m+1) ≻ · · ·
.
.
.
.
.
.
.
.
.
.
.
.
≻ a2n·3 ≻ a2n·5 ≻ a2n·7 ≻ · · · ≻ a2n·(2m+1) ≻ · · ·
.
.
.
.
.
.
.
.
.
.
.
.
· · · ≻ a8 ≻ a4 ≻ a2.
Proof. This proposition is a consequence of Proposition 2.15 and Lemma 2.12 (d) and (f) – see
below. 
Now by Lemma 2.3 (5), ak = d′(β) for some β ∈ (1, 2). Furthermore, by Lemma 2.3 (4),
β = βk. Hence, invoking monotonicity allows us to apply the required ordering on the βk. This
reduces the proof of Theorem 1.3 to proving Proposition 2.10.
To calculate βk explicitly, given ak, we need to solve ak = d′(β) for β. I.e., if ak = α(k)1 α
(k)
2 . . .
then βk is the unique root in (1, 2) of the polynomial
xk − α
(k)
1 x
k−1 − α(k)2 x
k−2 − · · · − α(k)k−1x− 1.
In order to prove Proposition 2.10, we will give a construction of the sequences (ak). This
construction was suggested in [2] (see also [1]). For the sake of completeness, we give here a
self-contained proof extracted from these two references. We begin with a definition and two
lemmas.
Definition 2.11. We denote by µ the map defined on Σ by: if ε = (εn)n≥1 belongs to Σ, then
(µ(ε))1 := 1 and ∀n ≥ 1,
{
(µ(ε))2n := εn
(µ(ε))2n+1 := 1− εn.
We denote by L := (mn)n≥1 the sequence obtained by shifting the (complete) Thue-Morse
sequence (mn)n≥0.
Lemma 2.12. The following properties of the map µ and of the sequence L hold true:
(a) For all k ≥ 0, σ2k+1µ = σµ σk.
(b) For any sequence ε in Σ we have σ(µ(ε)) = σ(µ(ε)) = σ(µ(ε)).
(c) Let ε be a sequence in Σ. If ε is periodic with smallest period T > 0 and εT = 0, then
µ(ε) is periodic with smallest period 2T . In particular, if ε is a sequence in Σ such that
µ(ε) is periodic with smallest period U , then U cannot be odd, hence U is even, say
U = 2T , and ε is periodic with smallest period T and satisfies εT = 0.
(d) If the sequences ε = (εn)n≥1 and ε′ = (ε′n)n≥1 in Σ satisfy ε ≺ ε′, then µ(ε) ≺ µ(ε′) and
σ(µ(ε)) ≺ σ(µ(ε′)).
(e) The sequence L is a fixed point of the map µ. Also, for any sequence ε := (εn)n≥1, we
have that µ∞(ε) := limn→∞ µn(ε) exists and µ∞(ε) = L.
(f) Let ε := (εn)n≥1 be a sequence in Σ. If ε ≺ L, then ε ≺ µ(ε). If ε ≻ L, then ε ≻ µ(ε).
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Proof. The proofs of (a–d) are easy and left to the reader.
Let us prove (e). It is straightforward that the sequence 0(µ(ε))n≥1 is the image of the se-
quence 0(εn)n≥1 under the morphism ϕ defined by ϕ(0) = 01, ϕ(1) = 10, introduced above.
In particular, the sequence L = (mn)n≥1 is a fixed point of µ, since the complete Thue-Morse
sequence (mn)n≥0 is a fixed point of the morphism ϕ. Also we have, for any sequence ε in Σ and
any k ≥ 0, the equality 0µk(ε) = ϕk(0ε). Hence 0µ∞(ε) exists and is equal to ϕ∞(0ε) which is
precisely the (complete) Thue-Morse sequence (mn)n≥0.
In order to prove (f), note that, if ε ≺ µ(ε), then, using (d), µ(ε) ≺ µ(µ(ε)). Hence ε ≺
µ(ε) ≺ µ2(ε), and by induction ε ≺ µ(ε) ≺ µk(ε) for all k ≥ 2. Letting k tend to infinity and
using (e) gives that ε ≺ µ(ε)  L, hence ε ≺ L. Reversing the inequalities show that ε ≻ µ(ε)
implies that ε ≻ L, which proves (f). 
Lemma 2.13. The set Γ has the following properties:
(a) Let ε be a sequence in Γ. Suppose that there exists d ≥ 1 such that
εd+1 εd+2 · · · ε2d = ε1 ε2 · · · εd
then the sequence ε is periodic of period 2d, i.e., we have
ε = (ε1 ε2 · · · εd ε1 ε2 · · · εd)
∞.
(b) Let ε be a sequence in Σ. Then ε belongs to Γ if and only if ε1 = 1 and µ(ε) belongs to
Γ.
(c) If ε is a sequence in Γ such that ε 6= (10)∞ and ε  1(10)∞, then there exists a sequence
ε′ also in Γ such that ε = µ(ε′).
(d) If ε is a periodic sequence in Γ such that ε  1(10)∞, then its smallest period is even.
Proof. We first prove (a). Define, for j ≥ 0, the block (or word) zj by
zj := (εjd+1 εjd+2 · · · ε(j+1)d)
so that we can write
ε = (ε1 ε2 · · · εd) (εd+1 εd+2 · · · ε2d) · · · (εjd+1 εjd+2 · · · ε(j+1)d) · · · = z0 z1 z2 · · ·
We prove by induction on j ≥ 0 that z2j = z0 and z2j+1 = z0. The case j = 0 is exactly the
hypothesis in (a). Suppose the result is true for some j ≥ 0, i.e., that
ε = (z0 z0)
j+1 z2j+2 z2j+3 · · ·
Now
(2.3) z2j+2 z2j+3 · · · = σ2d(j+1)(ε)  ε = z0 z0 · · ·
hence z2j+2  z0, and
z0 z2j+2 z2j+3 · · · = z2j+1 z2j+2 z2j+3 · · · = σ
d(2j+1)(ε)  ε = (z0 z0)
j+1 · · ·
hence z0 z2j+2  z0 z0, which gives z2j+2  z0, hence z2j+2 = z0. But the inequality (2.3) now
implies z2j+3  z0. On the other hand
z2j+3 z2j+4 · · · = σ
d(2j+3)(ε)  ε = z0 · · ·
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hence z2j+3  z0 which finally implies that z2j+3 = z0.
We now prove (b). Suppose that ε belongs to Γ. Since ε  ε, we have ε1 = 1. Applying
Lemma 2.12 (b) and (d) to the inequalities ε  σk(ε)  ε, we get for all k ≥ 0
σ(µ(ε)) = σ(µ(ε))  σ(µ(σk(ε)))  σ(µ(ε)).
Hence, from Lemma 2.12 (a),
(2.4) σ(µ(ε))  σ2k+1(µ(ε))  σ(µ(ε)).
Since (µ(ε))1 = 1, we have σ(µ(ε))  µ(ε) and µ(ε)  σ(µ(ε)). Hence the above inequalities
yield
µ(ε)  σ2k+1(µ(ε))  µ(ε).
It remains to prove that for every k ≥ 0
µ(ε)  σ2k(µ(ε))  µ(ε).
If (σ2k(µ(ε)))1 = 0, then σ2k(µ(ε)) ≺ µ(ε) as µ(ε)1 = 1. On the other hand, (2.4) implies that
σ(µ(ε))  σ(σ2k(µ(ε))). Hence µ(ε)  σ2k(µ(ε)), since (µ(ε))1 = (σ2k(µ(ε)))1 (= 0).
If (σ2k(µ(ε)))1 = 1, then µ(ε) ≺ σ2k(µ(ε)) as µ(ε)1 = 0. On the other hand, (2.4) implies that
σ(σ2k(µ(ε)))  σ(µ(ε)). Hence σ2k(µ(ε))  µ(ε), since (σ2k(µ(ε)))1 = (µ(ε))1 (= 1).
Now suppose that µ(ε) belongs to Γ, and that ε1 = 1. We clearly have ε ≺ ε. It thus suffices
to prove that, for any k ≥ 1, both inequalities σk(ε)  ε and ε  σk(ε) hold.
• Let us prove the first inequality. Let k ≥ 1. If εk+1 = 0, we have σk(ε) = εk+1εk+2 · · · ≺
ε. If εk+1 = 1, then either εj = 1 for all j ∈ [1, k + 1] and σk(ε)  ε since σk(ε) begins
with less 1’s than ε, or there exists ℓ ∈ [2, k + 1] such that εj = 1 for all j ∈ [ℓ, k + 1]
and εℓ−1 = 0. But then
1 εℓ εℓ εℓ+1 εℓ+1 · · · = εℓ−1 εℓ εℓ εℓ+1 εℓ+1 · · · = σ2ℓ−2(µ(ε))  µ(ε) = 1 ε1 ε1 ε2 ε2 · · ·
hence
εℓ εℓ εℓ+1 εℓ+1 · · ·  ε1 ε1 ε2 ε2 · · ·
which easily implies
σℓ−1(ε) = εℓ εℓ+1 · · ·  ε1 ε2 · · · = ε.
This in turn implies σk(ε)  ε, since the sequence σk(ε), beginning with less 1’s than
σℓ−1(ε), is smaller than σℓ−1(ε).
• Let us prove the second inequality. Let k ≥ 1. If εk+1 = 1, we have σk(ε) =
εk+1εk+2 · · · ≻ ε. If εk+1 = 0, then there exists ℓ ∈ [2, k + 1] such that εj = 0 for
all j ∈ [ℓ, k + 1] and εℓ−1 = 1 (remember that ε1 = 1). But then
0 εℓ εℓ εℓ+1 εℓ+1 · · · = εℓ−1 εℓ εℓ εℓ+1 εℓ+1 · · · = σ2ℓ−2(µ(ε))  µ(ε) = 0 ε1 ε1 ε2 ε2 · · ·
hence
εℓ εℓ εℓ+1 εℓ+1 · · ·  ε1 ε1 ε2 ε2 · · ·
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which easily implies
σℓ−1(ε) = εℓ εℓ+1 · · ·  ε1 ε2 · · · = ε.
This in turn implies σk(ε)  ε, since the sequence σk(ε), beginning with less 0’s than
σℓ−1(ε), is larger than σℓ−1(ε).
To finish with the proof of Lemma 2.13 it suffices to prove (c): namely (d) is a consequence of
(c) and of Lemma 2.12 (c). So, let ε be a sequence in Γ with ε  1(10)∞. Since 1(10)∞ = µ(1∞),
we may suppose that ε ≺ 1(10)∞. We thus have
0(01)∞ ≺ ε  σk(ε)  ε ≺ 1(10)∞
for all k ≥ 0. This implies in particular that ε cannot contain three consecutive 1’s nor three
consecutive 0’s. The sequence ε must begin with 1. If ε = 10 · · · , then ε = (10)∞ from
Lemma 2.13 (a), which is excluded. Thus ε = 11 · · · , hence ε = 110 · · · . From the inequal-
ity ε ≺ 1(10)∞, there is a maximal integer i1 ≥ 1 such that ε = 1(10)i1 · · · . Hence ε =
1(10)i101 · · · (recall that ε does not contain three consecutive 0’s). Then there exists a maximal
integer j1 ≥ 1 such that ε = 1(10)i1(01)j1 · · · . But 0(01)j1 · · · = σ2i1ε  ε = 0(01)i1(10)j1 · · · .
This implies j1 ≤ i1 and the next term in σ2i1ε must be 1, i.e., σ2i1ε = 0(01)j11 · · · . Fi-
nally ε = 1(10)i1(01)j11 · · · , with 0 ≤ j1 ≤ i1. A similar reasoning can be applied to
σ2i1+2j1ε = 11 · · · , yielding σ2i1+2j1ε = 1(10)i2(01)j21 · · · with 1 ≤ i2 ≤ i1 and 0 ≤ j2 ≤ i1.
Thus, iterating, we get
ε = 1(10)i1(01)j1(10)i2(01)j2(10)i3(01)j3 · · ·
with 1 ≤ ik ≤ i1 and 0 ≤ jk ≤ i1. This implies
ε = µ(1i10j11i20j21i30j3 · · · ).
The sequence 1i10j11i20j21i30j3 · · · belongs to Γ from Lemma 2.13 (b). 
Remark 2.14. In Lemma 2.13 Part (a) is [2, Lemme 2 b, p. 27]. The “only if” part of (b) is
on Page 26-06 in [1]. The proof of Part (c) is inspired by the proof of the partly more general
“Lemme 1” on page 47 of [2].
We are now ready to present and prove the following construction of the sequences (ak).
Proposition 2.15. Denote by ak the smallest periodic sequence belonging to Γ whose smallest
period is equal to k ≥ 1. Let k = 2n(2m+ 1), then
ak =
 1
∞ if m = n = 0 (i.e., k = 1),
µn(0∞) if m = 0 and n ≥ 1,
µn((1(10)m)∞) if m ≥ 1.
Proof. • The case m = n = 0 is trivial.
• Let us address the case m = 0. For n = 1, we have k = 2, and it is easy to see that a2 =
(10)∞ = µ(0∞). Suppose that a2n = µn(0∞) for some n ≥ 1. Then µ(a2n) has smallest
period 2n+1, hence a2n+1  µ(a2n) = µn+1(0∞). Now 0∞ ≺ L ≺ 1(10)∞, hence
a2n+1  µ
n+1(0∞) ≺ µn+1(L) = L ≺ 1(10)∞. This implies, from Lemma 2.13(c), the
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existence of a sequence z in Σ such that a2n+1 = µ(z). We have that z is periodic, and
its smallest period is 2n. Furthermore µ(z)  µn+1(0∞), hence z  µn(0∞). This forces
z = µn(0∞), thus a2n+1 = µ(z) = µn+1(0∞).
• Let us prove the result for m ≥ 1 by induction on n ≥ 0. Take first n = 0. Let ε be a
sequence in Γ with smallest period (2m + 1) for some m ≥ 1. From Lemma 2.13 (d),
we must have ε ≻ 1(10)∞. Hence the prefix of ε of length 2m + 1 must be larger than
or equal to the prefix of 1(10)∞ of length 2m + 1, i.e., 1(10)m. The sequence ε being
periodic with smallest period (2m + 1), this implies that ε  (1(10)m)∞. But this last
sequence clearly belongs to Γ, which implies that it is the smallest sequence in Γ that has
smallest period 2m+ 1.
• Now, suppose the result is true for some n ≥ 0. Let ε be the smallest sequence in
Γ whose smallest period is 2n+1(2m + 1). Since the sequence µn+1((1(10)m)∞) is in
Γ (use Lemma 2.13 (b)) and has smallest period 2n+1(2m + 1) (use Lemma 2.12 (c);
note that we need m 6= 0), we have ε  µn+1((1(10)m)∞). Since this clearly implies
ε  1(10)∞, Lemma 2.13 (c) gives the existence of a sequence ε′ in Γ such that ε = µ(ε′).
The inequality µ(ε′) = ε  µn+1((1(10)m)∞) implies, using Lemma 2.12 (d), that
ε′  µn((1(10)m)∞). But ε′ belongs to Γ and has smallest period 2n(2m + 1) (use
Lemma 2.12 (c)). Hence, from the induction hypothesis, ε′ = µn((1(10)m)∞). Thus,
ε = µ(ε′) = µn+1((1(10)m)∞).

We conclude the section with an explicit formula for the ak via fragments of the Thue-Morse
sequence.
Proposition 2.16. The sequences (ak) are related to the Thue-Morse sequence as follows. Let
k = 2n(2m+ 1). Then
ak =
 m
∞
1 if m = n = 0 (i.e., k = 1),
(m1m2m3 · · ·m2n−1m2n)∞ if m = 0 and n ≥ 1,
(m1m2m3 · · ·m3·2n(m1 · · ·m2n+1)m−1)∞ if m ≥ 1.
Proof. We may assume that (m,n) 6= (0, 0). We then note that (see the proof of Lemma 2.12 (e)),
for any sequence ε in Σ and for any n ≥ 0, we have 0µn(ε) = ϕn(0ε). Hence to prove the
proposition, it suffices to show that, for any n ≥ 0,
ϕn(0∞) = 0(m1m2m3 · · ·m2n−1m2n)∞,
ϕn(0(1(10)m)∞) = 0(m1m2m3 · · ·m3·2n(m1 · · ·m2n+1)m−1)∞ ∀m ≥ 1.
Remembering that mn is nothing but the parity of the sum of the binary digits of n, we clearly
have m2n = 1, 0(m1m2m3 · · ·m2n−1m2n)∞ = (m0m2m3 · · ·m2n−1)∞, and
m1m2m3 · · ·m3·2n = m1m2m3 · · ·m2n+1m2n+1+1 · · ·m2n+1+2n
= m1m2m3 · · ·m2n+1−1m0m1 · · ·m2n−1 0
Denoting by Wn the word (of length 2n) Wn := m0m1 · · ·m2n−1, what we have to prove boils
down to
ϕn(0∞) = W∞n
ϕn(0(1(10)m)∞) = (Wn+1 Wn W
m−1
n+1 )
∞ ∀m ≥ 1.
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Using the easily proven relation Wn+1 = ϕ(Wn) we have Wn = ϕn(0), Wn = ϕn(1), and
Wn+1 = WnWn, thus
ϕn(0∞) = (ϕn(0))∞ = W∞n
and
ϕn(0(1(10)m)∞) = ϕn(0)ϕn[(1(10)m)∞] = ϕn(0)[ϕn(1)(ϕn(10))m]∞
= ϕn(0)[ϕn(1)(ϕn(1)ϕn(0))m]∞
= Wn[Wn (WnWn)
m]∞ = Wn[Wn (WnWn)m−1WnWn]∞
= (WnWn (WnWn)
m−1Wn)∞ = (WnWn Wn(WnWn)m−1)∞
= (Wn+1WnW
m−1
n+1 )
∞.

For the table of the first 8 values of βn see Table 2.1 below.
βn d(βn) minimal polynomial numerical value below βKL?
n = 2 11 x2 − x− 1 1.61803 yes
n = 3 111 x3 − x2 − x− 1 1.83929 no
n = 4 1101 x3 − 2x2 + x− 1 1.75488 yes
n = 5 11011 x5 − x4 − x3 − x− 1 1.81240 no
n = 6 110101 x6 − x5 − x4 − x2 − 1 1.78854 no
n = 7 1101011 x6 − 2x5 + x4 − x3 − 1 1.80509 no
n = 8 11010011 x5 − 2x4 + x2 − 1 1.78460 yes
TABLE 2.1. The table of βn for small values of n
3. IMPOSSIBILITY OF CONTINUOUS EXTENSION OF Fβ
Recall that the map Fβ acts on a nowhere dense subset of Iβ. It would be tempting to try to
explain the Sharkovskiı˘ order in our model via some extension of Fβ to the whole interval and
then applying the classical Sharkovskiı˘ theorem to that extended map. In this section we show
that this is in fact impossible.
Theorem 3.1. Let, as above, β4 ≈ 1.75488 denote the unique root of x3 = 2x2 − x + 1 lying
in (1, 2). Assume we have β ∈ (β4, 2); then any continuous map Sβ : Iβ → Iβ such that
Sβ|Xβ = Fβ has a k-cycle for all k ∈ N provided Sβ is monotonic on [0, 1/β].
Remark 3.2. In particular, this means that any map of the form
Sβ(x) =

βx, 0 ≤ x < 1
β
,
G(x), 1
β
≤ x ≤ 1
β(β−1)
βx− 1, 1
β(β−1) < x ≤
1
β−1 ,
where G is continuous, and G
(
1
β
)
= 1, G
(
1
β(β−1)
)
= 2−β
β−1 , has cycles of any length provided
β > β4 – see Figs below. On the other hand, as we know, if β < β8, then Fβ itself has only
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FIGURE 1. A continuous extension of Fβ for β = 1.8.
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FIGURE 2. . . . and its third iterate – observe all those “parasite” fixed points!
cycles of length 2 and 4. This means that there is no immediate connection between the classical
Sharkovskiı˘ theorem and our Theorem 1.3. (See Section 4 for a less immediate connection.)
Proof. Since β > β4, we have the following 4-cycle in Σβ :
x1 ∼ (0011)
∞, x2 ∼ (0110)∞
x3 ∼ (1100)
∞, x4 ∼ (1001)∞
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Consequently, we have a 4-cycle for Fβ which we denote by {x1, x2, x3, x4} as well. Notice that
x1 and x2 lie in the left hand side interval, while x3 and x4 belong to the right hand side one.
Suppose such a map Sβ exists; then we have S3β(x1) = x4 > x1, S3β(x2) = x1 < x2. By the
mean value theorem, the map S3β has a fixed point x∗ between x1 and x2. Since Fβ(x1) > x1 and
Fβ(x2) > x2 and our assumption on the monotonicity of Sβ between x1 and x2, we conclude
that Sβ(x∗) > x∗, whence x∗ is a period 3 point for Sβ . By the classical Sharkovskiı˘ theorem,
this implies that Sβ has cycles of all possible lengths for β > β4. 
4. ANOTHER PROOF OF OUR MAIN THEOREM USING SHARKOVSKII˘’S CLASSICAL
THEOREM FOR TRAPEZOIDAL MAPS
In the previous section we established the fact that there is no natural extension of Fβ to the
whole interval which preserves the delicate structure of the Sharkovskiı˘ ordering on the periodic
orbits of Fβ . In this section we modify Fβ by flipping the right branch, which leads to the family
of trapezoidal maps (see, e.g., [16]) and links our result to the classical Sharkovskiı˘ theorem.
More precisely, define the map Tβ : Iβ → Iβ as follows:
Tβ(x) =

βx, 0 ≤ x < 1
β
1, 1
β
≤ x ≤ 1
β(β−1)
β
β−1 − βx,
1
β(β−1) < x ≤
1
β−1 .
Following the standard notation, we denote the corresponding intervals by L,C and R respec-
tively – see Fig. 3. (Here C = [ 1
β
, 1
β(β−1)
]
.) We will write the itineraries of points under Tβ using
this notation.
Our goal is to present another proof of the Sharkovskiı˘ theorem for the family (Σβ , σβ) using
the classical Sharkovskiı˘ theorem for Tβ.
Define the map h : Σ → {L,R}N as follows (from here on ∗ denotes an arbitrary – but fixed
– tail):
• h(0∗) = Lh(∗);
• h(1a0b1∗) = RLa−1RLb−1h(1∗) for a, b ≥ 1;
• h(1a0∞) = RLa−1RL∞;
• h(1∞) = RL∞.
It is clear that h is well defined and is one-to-one, with h−1(RLaRLb) = 1a+10b+1 for a, b ≥ 0
(on blocks). We claim that h in fact maps the orbits of σβ into the orbits of Tβ which do not fall
into C.
More precisely, put ρβ : {L,R} → Iβ, where ρβ(ξ) = x such that ξ is the itinerary of x under
Tβ.
Lemma 4.1. For ε = 1ℓ0∗ with ℓ ≥ 0 we have
F ℓ+1β (x) = T
ℓ+1
β (x),
where x = ρβh(ε).
PERIODIC UNIQUE BETA-EXPANSIONS 15
0
1
1
β
1
β(β−1)
1
β−1
L C R
FIGURE 3. The trapezoidal map Tβ for β = 1.7
Proof. Assume first that ℓ ≥ 1; we have h(ε) = RLℓ−1Rh(∗), whence by the definition of Tβ,
Tβ(x) =
β
β − 1
− βx,
T ℓβ(x) =
βℓ
β − 1
− βℓx,
T ℓ+1β (x) =
β
β − 1
−
βℓ+1
β − 1
+ βℓ+1x
= βℓ+1x− βℓ − · · · − β2 − β.
It is easy to verify that the greedy β-expansion of x begins with 1ℓ0, whence by the definition of
Fβ (see Section 1), F ℓ+1β (x) = βℓ+1x− βℓ − · · · − β2 − β = T ℓ+1β (x).
If ℓ = 0, then Fβ(x) = Tβ(x) = βx. 
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Corollary 4.2. For ε = 1a10b1 . . . 1as0∗ with aj ≥ 1, bj ≥ 1, we have
F ℓ+1β (x) = T
ℓ+1
β (x),
where x = ρβh(ε) and ℓ =
∑s−1
j=1(aj + bj) + as.
This result allows us to link the periodic orbits of Fβ to those of Tβ . Notice that since h acts
blockwise and does not alter the length of a block, a p-periodic orbit of Fβ maps into a q-periodic
orbit of Fβ , where q divides p. In fact, we will show that there are only two possibilities: either
q = p or q = p/2 – see below.
Example 4.3. If ε = (1100)∞, then h(ε) = (RL)∞. A more complicated example: ε =
(1101011 0010100)∞ and h(ε) = (RLRRRRL)∞. Notice that in both cases ε = (vv)∞ for
some v. We will see later that this is always the case when h cuts a period in half.
Now we are ready to present an alternative proof of the main theorem of this paper. Since the
case of powers of 2 is considered in [13], we assume m⊲ k in the Sharkovskiı˘ ordering and m is
not a power of 2. Suppose Fβ has an m-cycle; then Tβ has an m-cycle or an m/2-cycle. In either
case, by the classical Sharkovskiı˘ theorem, Tβ has a k-cycle. We need to make sure however that
such a cycle does not involve C. Let us call a cycle with this property an L-R cycle and prove a
version of the Sharkovskiı˘ theorem1.
Proposition 4.4. If Tβ has an L-R m-cycle, then it has an L-R k-cycle for any k ⊳m.
Proof. Let {x1, . . . , xm} be the cycle in question. Without loss of generality assume that x1 is
the point of this cycle closest to C. If x1 < 1/β, we put
T˜β(x) =

βx, 0 ≤ x < x1,
βx1, x1 ≤ x ≤
1
β−1 − x1,
β
β−1 − βx,
1
β−1 − x1 < x ≤
1
β−1 .
If x1 > 1β(β−1) , put
T˜β(x) =

βx, 0 ≤ x < 1
β−1 − x1,
β
β−1 − βx1,
1
β−1 − x1 ≤ x ≤ x1,
β
β−1 − βx, x1 < x ≤
1
β−1 .
In other words, T˜β is a trapezoidal map whose graph is made out of the graph of Tβ by “sawing
off” its top at the level y = βx1 or y = ββ−1 − βx1 respectively. Notice that {x1, . . . , xm} is still
an m-cycle for T˜β, whence, by the classical Sharkovskiı˘ theorem, T˜β has a k-cycle {y1, . . . , yk}.
It suffices to observe that yj /∈ C for all j, because otherwise T˜β(yj) = T˜β(x1), and consequently,
T˜ rβ (yj) /∈ C for any r ≥ 1.
Hence, by our construction, {y1, . . . , yk} is a sought L-R cycle for Tβ. 
1The authors are grateful to Sebastian van Strien for the idea of the proof.
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Thus, Tβ has an L-R k-cycle, whence by applying h−1, we conclude that Fβ (or σβ) has a
k-cycle or an ℓk-cycle for some ℓ ≥ 2. It suffices to discard the latter case.
Let ε = u∞, with
u = 1a10b1 . . . 1as−10bs−11as | 0bs1as+10bs+1 . . . 1ar0br ,
where | separates the two halves of u. Then
(4.1) h(u) = RLa1−1RLb1−1 . . . RLas−1 | RLbs−1RLas+1−1RLbs+1−1 . . . RLar−1RLbr−1.
From (4.1) it is clear that if a word u is not a power of another word itself and h(u) is a power,
then it must be a square, i.e., ℓ = 2.
Suppose h(u) = ww for some w. Then
RLa1−1RLb1−1 . . . RLas−1 = RLbs−1RLas+1−1RLbs+1−1 . . . RLar−1RLbr−1,
i.e., a1 = bs, b1 = as+1, . . . , as = br. In other words, u = vv for v = 1a10b1 . . . 1as−10bs−11as .
Thus, if a sequence ε is of smallest period 2k and h(ε) has smallest period k, then ε = (vv)∞
for some v. Our goal is to show that for such an ε one can find ε′ ∈ Σβ of smallest period k,
which will conclude the proof.
Analogously to the proof of Proposition 2.8, we consider all the shifts of ε and ε (which are
all in Σβ) and choose the maximal one. Hence without loss of generality, we may again assume
ε ∈ Γ, where Γ is given by (2.2).
Proposition 4.5. Assume ε ∈ Γ is a sequence of smallest period 2k, of the form ε = (vv)∞ for
some v, where |v| = k > 1. Then there exists a sequence ε′ ∈ Γ such that ε′ has smallest period
k and ε′ ≺ ε.
Proof. This result can be deduced from the combination of two results of [2] (namely Proposi-
tion 2 on p. 34 applied to the sequence ε and Proposition 1 on p. 32), but we give a direct proof.
Since the sequence ε begins with 1, and since σ2k−1ε ≺ ε, the word v must end in 0, hence the
word v must end in 1. Let v := w1, hence vv = w1w0.
The sequence ε′ := (w0)∞ has period k. This is the smallest period of the sequence ε′: if this
were not the case, we would have w0 = (z0)ℓ for some word z and some integer ℓ ≥ 2. Thus
w = (z0)ℓ−1z. This would imply ε = (w1w0)∞ = ((z0)ℓ−1z1(z1)ℓ−1z0)∞. But then σ2ℓ−2ε
begins with z1 and the condition σ2ℓ−2ε  ε would not be satisfied.
We clearly have ε′ ≺ ε. To prove that ε′ belongs to Γ, it clearly suffices to prove that if the
word w is written as w := xy (thus (w0)∞ = (xy0)∞), with the condition 0 < |x| < |w| = k−1,
then
(4.2) x y 1 ≺ y 0 x ≺ x y 0,
thus yielding ε′ ≺ σ|x|ε′ ≺ ε′ or x y 1 = y 0 x ≺ x y 0, thus yielding ε′ = σ|x|ε′ ≺ ε′.
Let us prove (4.2). Since ε = (w 1 w 0)∞ = (x y 1 x y 0)∞ belongs to Γ, we have σ|x|(ε)  ε,
hence y 1 x  x y 1. Notice that y 1 x cannot be equal to x y 1. Namely, if these two words
were equal, this would imply y 1 x y 0 x = x y 1 x y 0. This shows that the words x and
y 1 x y 0 would commute: from a theorem of Lyndon and Schu¨tzenberger [17] this would imply
that there exist a word z and two positive integers a and b such that x = za and y 1 x y 0 = zb.
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Hence w 1 w 0 = za+b and 2k would not be the smallest period of the sequence ε. We thus have
y 1 x ≺ x y 1, whence
(4.3) y 1 x  x y 0.
Obviously, y 0 x ≺ y 1 x, whence y 0 x ≺ x y 0, which proves the RHS inequality in (4.2).
Let us prove that x y 1 ≺ y 0 x, or, equivalently, that
(4.4) y 1 x ≺ x y 0.
We can write xy = Y X , with |X| = |x| and |Y | = |y|. Thus, ε = (Y X 1 x y 0)∞. Since
σ2|x|+1+|y|ε  ε, we have y  Y . Now, if y ≺ Y , then y 1 x ≺ Y X 0 = x y 0, which is the
sought inequality (4.4), and we are done.
If y = Y , then ε = (Y X 1 x Y 0)∞. We claim that X 1 x cannot begin with 0, because if this
were the case, say X 1 x := 0 t, then ε = (Y 0 t Y 0)∞. The inequality σ|y|+|t|+1ε  ε would
imply that Y 0 Y 0 t  Y 0 t Y 0, hence Y 0 t  t Y 0. On the other hand σ|y|+1ε  ε implies
that t Y 0  Y 0 t. We would thus have t Y 0 = Y 0 t. In other words, Y 0 and t commute,
whence, as above, there exist a word z and two positive integers a and b, with Y 0 = za and
t = zb. Consequently, ε = (z2a+b)∞, which contradicts the minimality of the period of the
sequence ε.
Therefore, X 1 x must begin with 1, say, X 1 x := 1 t. We have ε = (Y 1 t Y 0)∞. Now
ε  σ|y|+1ε implies that Y 0 t  t Y 0 ≺ t Y 1. Hence, in view of y = Y and X 0 x = 0 t, we
have
(4.5)
y 1 x y 0 x = Y 1 Y X 0 x = Y 1 Y 0 t
≺ Y 1 t Y 1 = Y X 1 x Y 1
= x y 1 x Y 1.
This, in turn, implies y 1 x  x y 1. Notice that if we had y 1 x = x y 1, then (4.5) would imply
y 0 x ≺ x Y 1 = x y 1, i.e., by barring everything, x y 0 ≺ y 1 x – which clearly contradicts
(4.3).
Hence y 1 x ≺ x y 1, and thus, by (4.5), y 1 x  x y 0. Either y 1 x ≺ x y 0, which is precisely
the required LHS inequality in (4.2), and we are done, or y 1 x = x y 0, i.e., y 0 x = x y 1.
This implies σ|x|ε′ = (y 0 x)∞ = (x y 1)∞ = ε′, which, together with the proven RHS of the
inequality (4.2) yields ε′ ∈ Γ. 
Thus, we have constructed a periodic sequence ε′ ∈ Γ with smallest period k, which implies
σjε′  ε′ ≺ ε ≺ d(β), and similarly, σjε′ ≺ d(β). Hence ε′ ∈ Σβ , and this concludes the second
proof of Theorem 1.3 in the case when m is not a power of 2.
5. FINAL REMARKS AND AN OPEN PROBLEM
Remark 5.1. The case m = 2n is a bit more delicate: here h can map a periodic sequence with
smallest periodm into a periodic sequence with smallest periodm/2, for instance, h((1100)∞) =
(RL)∞. A direct inspection shows that a 2-cycle for Tβ does appear at β = β2, but it is (RC)∞,
not (RL)∞. The latter cycle in fact appears at β = β4, where the former one disappears.
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We conjecture that the first 2n-cycle to arise for Tβ appears at β = β2n but always involves C.
The proof is left to the interested reader.
Remark 5.2. H. Bruin is his Ph. D. Thesis [7] proved various results on the Sharkovskiı˘ theorem
for unimodal maps.
Remark 5.3. Let, as above, τβ : [0, 1)→ [0, 1) denote the (greedy) β-transformation, i.e., τβx =
βx mod 1. Our remark consists in a simple observation that there is no Sharkovskiı˘ theorem for
the family ([0, 1), τβ)β∈(1,2). Indeed, the set of admissible sequences here is
(5.1) Σ˜β = {ε ∈ Σ : σjε ≺ d(β), ∀j ≥ 0}
(see [19]), and it is obvious that the smallest periodic sequence ε with smallest period n such that
ε1 = 1 and σjε  ε for all j ≥ 0, is (10n−1)∞. Hence the analogue of Un is U˜n = (qn, 2), where
qn is the appropriate root of xn = xn−1 + 1, i.e., d′(qn) = (10n−1)∞.
Hence U˜n ⊂ U˜k iff n < k, which is not a particularly interesting result. Comparing (2.1) and
(5.1), we see that the extra condition σjε ≺ d(β) makes all the difference.
Remark 5.4. Let ≺u denote the unimodal order on the itineraries of Tβ, i.e., L ≺u C ≺u R and
ε ≺u ε
′ if εi ≡ ε′i, 1 ≤ i ≤ k and either εk+1 ≺u ε′k+1 with #{i ∈ [1, k] : εi = R} even or
εk+1 ≻u ε
′
k+1 with #{i ∈ [1, k] : εi = R} odd (see, e.g., [18]).
Proposition 5.5. We have for ε, ε′ ∈ Σ,
ε ≺ ε′ ⇐⇒ h(ε) ≺u h(ε′).
Proof. Essentially this claim can be found in [8], but for the reader’s convenience we will give a
sketch of the proof. Let
ε = 1a10b1 . . . 1as0bs0 . . . ,
ε′ = 1a10b1 . . . 1as0bs1 . . . .
Then
h(ε) = RLa1−1RLb1−1 . . . RLas−1RLbs−1L . . .
h(ε′) = RLa1−1RLb1−1 . . . RLas−1RLbs−1R . . . ,
whence h(ε) ≺u h(ε′). The other cases are similar. 
Open problem. Let Ω = {p1, . . . ,pm} be points in Rd and let SΩ(β) denote the set of “β-
expansions”, where the “digits” are taken from the set Ω. More precisely, put, for β > 1,
SΩ(β) =
{
(β − 1)
∞∑
n=1
β−nan | an ∈ Ω
}
.
Clearly, SΩ(β) is a subset of the convex hull of Ω, and each x ∈ SΩ(β) has at least one address
(a1,a2, . . . ) ∈ Ω
N
. Similarly to our setting, one can define the set of points which have a unique
address and enquire about possible periods for such points.
In [22, Section 4] the third author studied the case d = 2, m = 3 (with noncollinear points
p1,p2,p3) and showed that the first period to appear is period 3. It is also easy to show that the
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last period to appear is period 2, so we have a reverse Sharkovskiı˘ order here – at least at the
endpoints. Other periods are much harder to deal with though, because of the holes in SΩ, and it
is not even clear whether Un in this model is an interval for each n.
Obtaining a direct analogue of the Sharkovskiı˘ theorem for the shift on the set of unique
addresses would be intriguing.
Acknowledgement. The authors are indebted to Henk Bruin, Paul Glendinning and Sebastian
van Strien for fruitful discussions and general insight into one-dimensional continuous dynamics.
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