Abstract. For classical Calderón-Zygmund operators (CZOs) acting in R d , Calderón and Zygmund showed that if the operator is bounded in L 2 (m d ), where m d is the d-dimensional Lebesgue measure, then the principal value integral exists m d -almost everywhere. Tolsa proved an analogous result for the Cauchy transform where the Lebesgue measure is replaced by any (non-atomic, locally finite, Borel) measure. On the other hand, there are several examples showing that one cannot expect Tolsa's theorem to extend to a class of, say, smooth homogeneous kernels sharing the same degree of homogeneity as the Cauchy transform. For instance, Nazarov and the first author found a finite measure µ in C for which the operator associated to the Huovinen kernel
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Abstract. For classical Calderón-Zygmund operators (CZOs) acting in R d , Calderón and Zygmund showed that if the operator is bounded in L 2 (m d ), where m d is the d-dimensional Lebesgue measure, then the principal value integral exists m d -almost everywhere. Tolsa proved an analogous result for the Cauchy transform where the Lebesgue measure is replaced by any (non-atomic, locally finite, Borel) measure. On the other hand, there are several examples showing that one cannot expect Tolsa's theorem to extend to a class of, say, smooth homogeneous kernels sharing the same degree of homogeneity as the Cauchy transform. For instance, Nazarov and the first author found a finite measure µ in C for which the operator associated to the Huovinen kernel K(z) = z k |z| k+1 , with k ≥ 3 odd, is bounded in L 2 (µ), but the operator fails to exist in the sense of principal value µ-almost everywhere.
For a wide class of s-dimensional CZOs (with s ∈ (0, d)) acting in R d , Mattila and Verdera showed that the underlying measure µ having zero s-density (lim r→0 µ(B(x,r)) r s = 0 µ-almost every x ∈ R d ) is a sufficient condition for the L 2 (µ) boundedness of the CZO to imply the existence of the principal value integral. Building upon the basic scheme introduced by Mattila-Verdera, we introduce more general sufficient conditions on a measure µ, given in terms of the transportation cost to a certain collection of "symmetric" measures associated to the kernel. The conditions we introduce are necessary and sufficient for the Riesz and Huovinen transforms to exist in principal value.
Introduction
In this paper we introduce sharp sufficient conditions on a (locally finite, non-negative Borel) measure µ which ensures that if a Calderón-Zygmund operator (CZO) is bounded with respect to L 2 (µ), then the operator exists in the sense of principal value.
We will be working with the following class of kernels.
Definition 1.1. Fix s ∈ (0, d). We say that K : R d \ {0} → C d is an s-dimensional Calderón-Zygmund kernel if there is a constant C K > 0 such that following properties are satisfied for every x, x ′ ∈ R d \{0}:
(1) |K(x)| ≤ C K |x| s , (2) K(−x) = −K(x), and (3) if |x − x ′ | ≤ |x| 2 then |K(x) − K(x ′ )| ≤ C K |x−x ′ | |x| s+1 . Let µ be a measure. We say that the Calderón-Zygmund operator T associated to K is bounded in L 2 (µ) if there is a constant C > 0 such that (1.1) sup
for every f ∈ L 2 (µ). The least constant C > 0 for which (1.1) holds for all f ∈ L 2 (µ) is called the norm of T . On the other hand, we say that the CZO T exists in the sense of principal value if for every complex measure ν, [CZ, SW] . However, there are by now several examples which show that this result does not extend when the Lebesgue measure is changed to a different underlying measure, see e.g. [CH, Dav1] . It was shown in [JN2] that there is a measure µ satisfying µ(B(x, r)) ≤ r for every disc B(x, r) ⊂ C ∼ = R 2 such that the one-dimensional CZO associated to the Huovinen kernel K(z) = These results combine to show that the problem of when (1.1) implies (1.2) depends quite subtly on the algebraic structure of the underlying kernel in the operator, and the purpose of this paper is to develop some theory to better understand this.
In general, the existence of the principal value integral should be viewed as stronger (but more qualitative) than the L 2 boundedness of the associated singular integral operator. Indeed, , see also Tolsa [To3] ), proved the following theorem: Theorem 1.2. Let µ be a measure with finite upper density, i.e.
for µ-almost every x ∈ R d , and satisfying (1.2) with ν = µ. Then for every ε > 0, there exists a set E ε with µ(R d \E ε ) < ε such that T is bounded in L 2 (µ |Eε ) with norm depending on ε.
In the case of the Riesz kernel K(x) = x |x| s+1 , of particular importance due to its connections with elliptic PDE (see, for instance [AHMSV] ), the geometric properties of a measure µ that are inhereted as a consequence of the existence of principal value (see [M, MP, To4, To5] ) are much better understood than those one can expect from the L 2 -boundedness of the Riesz transform (see [MMV, V, MPV, NToV, JNRT] ). Especially striking is that, in contrast with the literature regarding existence of principal value, the results currently known concerning the L 2 -boundedness of the s-Riesz transform have drastically different proofs depending on the dimension s, and there is currently very little understanding of the case when s ∈ (1, d − 1).
1.1. A sharp sufficient condition for the existence of principal values. The only general result we are aware of relating L 2 boundedness to the existence of principal values is the following important theorem of Mattila and Verdera [MV] . Set M s to be the collection of measures µ satisfying µ(B(x, r)) ≤ r s for every x ∈ R d and r > 0.
, and µ has zero s-density in the sense that
for µ-almost every x ∈ R d , then T exists in principal value (the limit (1.2) holds for every complex measure ν).
This theorem and its proof plays an important role in our considerations. The zero density condition in the Mattila-Verdera theorem is necessary for the principal value integral to exist for the s-Riesz transform if s / ∈ N (see Theorem 1.5 below), but is not sharp if s ∈ Z. To rectify this, we shall offer a different sufficient condition for integer dimension CZOs given in terms of a variant of the transportation (or Wasserstein) distance to a class of measures. We postpone the statement of our general theorem to Section 3 and first state a consequence of our result, which is likely to be the corollary of most interest in applications.
Fix s ∈ Z. Set G(s, d) to be the collection of s-dimensional linear subspaces of R d . For x ∈ R d and r > 0 we define the transportation distance from µ to the affine plane
where
• ϕ is a smooth function that satisfies ϕ ≡ 1 on (0, 3) and supp(ϕ)
The number c µ,L of course depends on x and r, but we will only consider it at a fixed scale at any given time so we suppress this dependence. We then define the transportation distance to affine s-planes by
Variants of transportation numbers have proved very useful in the geometric study of singular integral operators, following their introduction to the area by Tolsa [To1, To2] .
, and lim r→0 α flat µ,s (B(x, r)) = 0 for µ-almost every x ∈ R d , then T exists in principal value. Theorems 1.3 and 1.4 are both sharp for the s-Riesz kernel K(x) = x |x| s+1 . Indeed, we recall the following theorem, which is a consequence of results by Tolsa [To4] and Ruiz de Villa-Tolsa [RVT] . For a relatively simple direct proof see Theorem 1.2 of [JM] . Theorem 1.5. Fix µ with D µ,s (x) < ∞ for µ-almost every x ∈ R d . Suppose that the CZO associated to the s-Riesz kernel exists in principal value. Then (1) s ∈ Z and µ has zero density, (2) s ∈ Z and µ satisfies lim r→0 α flat µ,s (B(x, r) = 0 for µ-a.e x ∈ R d .
Therefore, the additional condition placed on the measure in Theorems 1.3 and 1.4 are necessary conditions for the s-Riesz transform to exist in principal value. Consequently they are the sharp conditions to consider when working with a large class of operators.
1.2. On the Huovinen kernels. A second goal of this work is to answer a question left open by the work [JN2] and identify the geometric condition responsible for the difference between L 2 boundedness and existence of principle value for the CZO associated to the Huovinen kernel
subspace L ∈ G(1, 2), and ω ∈ C, takes the form
We set Spike k to be the collection of all such k-spike measures in over L ∈ G(1, 2), ω ∈ C, and m | k.
For z ∈ C, r > 0, we proceed to define the modified transportation number α
. Theorem 1.6. Fix k odd and µ ∈ M 1 . Suppose that the CZO T associated to the Huovinen kernel K k is bounded in L 2 (µ). Then T exists in principal value if and only if lim r→0 α
The 'only if' direction of this theorem was shown in Theorem 1.5 of [JM] , which in turn was based upon Huovinen's work [H] .
The example [JN2] shows that L 2 (µ)-boundedness cannot imply by itself the existence of T in the sense of principal value, so L 2 (µ)-boundedness does not imply the property lim r→0 α Spike k µ (B(z, r)) = 0 for µ-almost every z ∈ C.
Preliminaries and Notation
In this section we collect some definitions and preliminaries.
• We shall denote by C > 0 and c > 0 respectively large and small constants that may change from line to line and can depend on d, s, the constant C K from Definition 1.1 and the quantities Θ and C sb introduced in Assumptions 3.3 in Section 3. By A B, we shall mean that A ≤ CB for some constant C > 0. By A ≪ B we shall mean that A ≤ c 0 B for some sufficiently small constant c 0 > 0 depending on d, s, C K , C sb and Θ.
• We shall denote G(s, d) as the collection of s-dimensional linear subspaces of R d .
• For x ∈ R d and r > 0, B(x, r) denotes the open ball centered at x with radius r.
In the case
to be the collection of functions f supported on a compact subset of U with f Lip(U ) < ∞.
• We denote by supp(µ) the closed support of the measure µ; that is,
B is an open ball with µ(B) = 0}.
• We denote by M s the collection of non-negative measures µ satisfying the growth bound µ(B(x, r)) ≤ r s for all x ∈ R d and r > 0.
• For κ, r > 0 and x ∈ R d , set η κ,r,x to be a non-negative radial function satisfying η κ,r,x ≡ 1 on B(x, r), η κ,r,x ≡ 0 on
, and supp ϕ ⊂ (0, 4).
• Given a Borel measure µ, for any x ∈ R d and r > 0, we set D µ (B(x, r)) = µ(B(x, r)) r s , and
• Given a complex measure σ, we also define the truncated operators T r :
• Given a measure µ and f ∈ L 1 loc (µ), we define the average
The general theorem
We now move onto stating our general result. Fix an s-dimensional Calderón-Zygmund kernel K.
3.1. Symmetric measures. Two notions of symmetry of a measure will play a role in our results. The first is Mattila's notion of a symmetric measure.
Definition 3.1 (Symmetric measure). Let ν be a measure.
•
K(x − y)|x − y| s dν(y) = 0 for every r > 0.
• The measure ν is a K-symmetric measure if supp(ν) ⊂ S(ν).
We shall also require a local notion of reflection symmetry, defined as follows.
Definition 3.2 (Reflection symmetric measure). A measure ν is reflection symmetric about z in a ball B if, whenever E ⊂ B is a Borel set, then ν(2z − E) = ν(E).
We can now introduce our main assumptions required to state the general theorem.
Assumptions 3.3. Set S s to be any subset of S s with the following properties:
(1) (Small Boundaries) There exists C sb > 0 such that whenever ν ∈ S s , x ∈ R d , and r > 0 satisfy B(x, r/2) ∩ supp(ν) = ∅, then for every τ ∈ (0, 1],
(2) (Nearby Points of Reflection Symmetry) There exists Θ ≥ 1 such that for every ν ∈ S s , r > 0, and x ∈ supp(ν), the following alternative holds: (a) Either ν is reflection symmetric about x in B(z, r), or (b) There exists x in supp(ν)∩B(x, Θr) such that ν is reflection symmetric about x in B( x, 64Θr).
For a measure µ, we define the transportation distance to a measure ν on the scale B(x, r) by
where
}, and
The transportation distance of µ to the class S s on the scale B(x, r) is then given by
We now proceed to state the main theorem of the paper.
for µ-almost every x ∈ R d . Then for every finite complex measure σ,
3.2. Scheme of proof. Before finishing this section, we comment on the scheme of the proof. In Section 5 we recall a well-known reduction that it suffices to only prove the existence of the limit (1.2) with ν = µ. Our goal will be to prove that the principal value integral lim r→0 T r (µ) equals the Mattila-Verdera weak limit function T (µ)(x) = lim r→0
d (the existence of the Mattila-Verdera weak limit function is ensured by the L 2 (µ) boundedness of the operator, see Theorem 9.1). To implement this idea will require a careful study of several truncated integrals where the geometry imposed by the condition lim r→0 α µ,Ss (B(x, r)) = 0 will be essential (see Section 7).
Observe that the transportation coefficient α µ,Ss (B(x, r)) is small in two scenarios. Either
• the density µ(B(x,4r)) r s is small, or • µ inherits (to some extent) the geometric structure of some symmetric measure ν ∈ S s in the ball B(x, 4r). We will often argue via this alternative in what follows, as we may have that lim r→0 α µ,Ss (B(x, r)) = 0 as a result of alternating between these two scenarios. In the case of the Mattila-Verdera theorem (Theorem 1.3), only the first scenario occurs.
It is worth remarking that, if one only wants to prove Theorem 1.4, then the proof that follows can be simplified in several places. However the proof of Theorem 1.6 requires a more careful study due to the fact that the symmetric measures in this case (spike measures) are not reflection symmetric at every point and scale.
As is common in analysis on non-homogenous spaces, we will look to carry out our analysis on doubling scales (where µ(B(x, Ar)) is not much larger than µ(B(x, r)), for some fixed A). We shall therefore revisit some of the basic tools introduced by DM] .
Main applications
In this section we study two instances in which the general theorem Theorem 3.4 can be applied, resulting in recovering Theorem 1.3 as well as proving Theorems 1.4 and 1.6. 4.1. Theorem 1.3. We first remark that in order to recover the MattilaVerdera theorem (Theorem 1.3), we consider the case when the collection S s consists of the zero measure. Then lim r→0 α µ,Ss (B(x, r)) = 0 at x ∈ R d if and only if D µ,s (x) = 0. In fact, in this case, our proof essentially collapses to the proof found in [MV] .
4.2. Theorem 1.4. Fix s ∈ Z with s ∈ (0, d), and let
It is clear that for any s-dimensional CZ kernel, every measure in S s is a symmetric measure. Therefore, if α flat µ,s (B(x, r)) → 0 as r → 0, then α µ,Ss (B(x, r)) → 0 as r → 0.
Every measure in S s fulfils the properties concerning power growth, small boundaries and nearby points of reflection symmetry from Assumptions 3.3. For the property of nearby points of reflection symmetry, notice that every point in the s-plane is a reflection symmetric point and hence satisfies part (a) of the definition. Therefore Theorem 3.4 is applicable and Theorem 1.4 follows. 4.3. Theorem 1.6. In the case of Huovinen kernels
where k is odd, we set S 1 = S K k ,1 and we recall the following theorem, which is essentially due to Huovinen [H] (see Theorem 1.5 of [JM] ).
Theorem 4.1. If s = 1 then
As a consequence of the theorem, we have that α µ,S 1 (B(z, r)) = α Spike k µ (B(z, r)) for z ∈ C and r > 0. In [JM] , it was proved that the existence of T in the sense of principal value implies that lim r→0 α µ,Ss (B(z, r)) = 0 for µ-a.e. z ∈ C (see Theorem 1.4 and Proposition A.1 in [JM] ).
To conclude Theorem 1.6 we need to verify that Assumptions 3.3 are satisfied for the collection of measures S 1 = S K k ,1 . It is clear that such measures satisfy the small boundaries condition. Regarding the nearby points of reflection symmetry property, let ν = c m−1 n=0 H e πin/m L+z ∈ S K,1 for some m | k, L ∈ G(1, 2) and z ∈ C; and let y ∈ supp(ν). If ν is not reflection symmetric about y in B(y, r), then we have that |y − z| ≤ r sin(π/k) (m ≤ k) and ν is reflection symmetric about z in B(z, R) for every R > 0, hence we may choose Θ = 2 sin(π/k) . 5. Reduction to the case ν = µ in (1.2)
We next record a standard result, whose proof may be found in Section 8.2.1. of Tolsa [To5] .
Theorem 5.1. Fix µ ∈ M s , and a CZO kernel K. Suppose that the
Therefore, in order to prove Theorem 3.4, it suffices to prove the existence of the limit in (1.2) in the case when ν = µ.
Introductory lemmas
In this section, we present some lemmas and remarks that will be used extensively throughout the paper.
Remark 6.1. Suppose ν is a measure, and
Remark 6.2 (Scaling). We will often rescale estimates to prove them for a unit scale. To this end we make some simple observations. Fix x ∈ R d and r > 0. For a measure ν, set ν x,r := ν(r·+x) r s
. Observe that ν ∈ M s if and only if ν x,r ∈ M s .
(1) Firstly, if K is a CZ kernel, then the kernel
is a CZ kernel with the same constants (i.e. we can take C Kr = C K ). (2) Secondly, a function f ∈ F x,r if and only if the function
(3) Thirdly, for a collection S s of symmetric measures associated to K satisfying Assumptions 3.3, the collection
is a collection of symmetric measures associated to K r satisfying the Assumptions 3.3 (with the same constants Θ and C sb ). (4) Combining the two previous observations we have α µ,Ss (B(x, r)) = α µx,r, Ss (B(0, 1)).
is a bounded Lipschitz continuous function, with
Proof. We first observe that, due to (1) from Definition 1.1, and the properties of ψ,
To see the Lipschitz property, fix y, y ′ ∈ R d . If both |x − y| < κ and
. Therefore, we may apply (3) of Definition 1.1, to get that
|y − y ′ | κ s+1 , and consequently,
The first term is bounded by a multiple of 
Proof. For j = 1, . . . ,
, set A j = B(x, (M + j2 · 2 10 )r)\B(x, (M + 2(j − 1)2 10 r)). There are M/2 disjoint annuli A j , all contained in the ball B(x, (M + M2 10 )r) ⊂ B(x, 2 11 Mr), so we must have that
6.2. The David-Mattila toolbox.
Lemma 6.5. Let σ be a complex measure on
Proof. Using property (3) of Definition 1.1,
as required.
Lemma 6.6 (The David-Mattila lemma). Fix a measure µ, and A > 1. If
then we have , r) ).
Proof. Appealing to (1) from Definition 1.1 we get that , r) ).
Basic estimates for measures with small transportation number
For this section, fix µ ∈ M s . Fix M ≫ 1 an even integer, α ≪ 1 and ε ≪ 1. Here
• M is an enlargement parameter which handles the non-local part of the integral operator, • α is the size bound for the transportation number, and • ε is a size threshold for the density of the measure.
We recall that a constant C may change from line to line and may depend on d, s, the constants C K from Definition 1.1 and C sb and Θ from Assumptions 3.3. Then κψ ∈ F 0,1 and so for a measure ν ∈ S s with α µ,ν (B(0, 1)) < α,
) and supp(ν)∩B(0,
)∩ supp(ν) = ∅. Hence, by property (1) from Assumptions 3.3, and the fact that µ ∈ M s ,
The following corollary enables us to move between rough and smooth cut-offs of a singular integral operator.
Corollary 7.2 (Rough to smooth cut-off). Fix
Proof. We may set x = 0, r = 1. The left hand side of the inequality is
In this expression, |K(y)| 1 on the domain of integration, so the expression is bounded by Cµ(B(0, 1+κ)\B(0, 1)) from which we conclude the proof using Lemma 7.1.
7.2. Doubling properties. )∩supp(ν) = ∅. Therefore, we may appeal to the small boundaries property (1) in Assumptions 3.3 repeatedly to obtain the following chain of inequalities ν(B(x 0 , 6)) ν(B(x 0 , 3)) ν(B(x 0 , 3/2) ν(B(x 0 , 3/4)), (7.1) and, consequently, I ν (B(0, 1)) ν(B(x 0 , 3/4)).
Suppose now ν ∈ S s is such that α µ,ν (B(0, 1)) < α. Then, since
We will often use the previous lemma in the form of the following Corollary.
Corollary 7.4. There exists a constant C 0 > 0 (depending on d, s, and
), and α µ (B(x, βr)) < α for all β ∈ [1,
Proof. From Lemma 7.3 we have, for some
for some constant C 0 > 0. The alternative follows easily from this inequality. Indeed, if D µ (B(x 0 , Qr)) < √ α, it follows that
7.3. The small density/reflection symmetry alternative.
Lemma 7.5 (Alternative). Provided that α is small enough in terms of M and ε, the following statement holds: If α µ (B(0, βr)) < α for every
, 2 50 Θ], then for any measure ν ∈ S s for which α µ,ν (B(0, Mr)) < α, either
(1) there exists x ∈ B(x, r) with ν reflection symmetric in B( x, 32r), or there exists x ∈ B(x, (32Θ + 1)r) such that ν is reflection symmetric in B( x, 64 · 32Θr), or (2) µ(B(0, 2 50 Θr)) εr s .
Proof. Set r = 1. Fix ε ′ > 0. Suppose first that µ(B(0,
Under this condition on α we therefore can find an element x ν ∈ supp(ν) ∩ B(0, 1/8). Applying (2) in the definition of ν ∈ S s with scale 32 at x ν , we find that either ν is reflection symmetric in about x ν in B( x ν , 32), or there exists x , 2
50 Θ], we may repeatedly apply Lemma 7.3 and get that D µ (B(0, 2 50 Θ)) D µ (B(0, 1/16)) + α ε ′ + α. Therefore, if ε ′ = cε for a sufficiently small constant c > 0 (depending on d, s and Θ), and α is small enough in terms of ε, we get that (2) of the alternative holds.
The three main estimates
In this section we derive our main technical estimates. Again fix µ ∈ M s , M ≫ 1 an even integer, α ≪ 1 and ε ≪ 1. We use the notation − E f dµ = 
for every Q ∈ [1, 2 8 ] and x 0 ∈ B(x, r).
Proof. Without loss of generality, take r = 1. For three points y, y ′ , y ′′ ∈ B(x 0 , 2 8 ), we observe two estimates. Firstly,
Secondly, appealing to Lemma 6.5, we have the estimate
The lemma now follows from the triangle inequality. , Mr],
Proof. Suppose r = 1. Fix κ ∈ (0, 1 2
). In order to apply Proposition 8.1, we should estimate On the other hand, if ν ∈ S and x ∈ S(ν), then from Remark 6.1 we
The quantity we want to estimate is therefore bounded by a constant multiple of
κ s+1 . Setting κ = √ α, we see that this quantity can be made smaller than δ by first fixing M small enough in terms of δ and then α small enough in terms of δ and M.
Intermediate contribution lemma.
Proposition 8.3. If x 0 ∈ B(x, r), and α µ (B(x, βr)) < α for every β ∈ [1, M 3 ], then for any δ > 0, we can choose α small enough in terms of M and δ such that
Proof. Again without loss of generality we assume that r = 1. The hypotheses of Corollary 7.4 are satisfied, and so we have that either
If (1) occurs we can appeal to the size estimate (1) from Definition 1.1, obtaining
provided α is sufficiently small in terms of M and δ. Suppose now that we are in the scenario (2). We wish to estimate (8.1)
Instead we will consider
because the difference between (8.1) and (8.2) can be bounded using the size estimate (1) from Definition 1.1 by
as long as α is small enough in terms of M and δ.
To estimate (8.2) we introduce ν ∈ S s such that α µ,ν (B(x, M 2 /8)) ≤ α. Our goal will be to replace ν by µ in every instance in (8.2), since the resulting integral is zero due to the fact that ν is symmetric (as we shall show below).
We first replace µ by ν in the operator appearing in (8.2), so we need to estimate
. (The factor of 1/8 here is merely because then
).) To estimate (8.3), we observe from Lemma 6.3 that, for any y ∈ B(x 0 , 2Q) (which contains supp η √ α,Q,x 0 ) the function
has Lipschitz norm at most C (recall Q ′ ≥ 1). Consequently,
Therefore we can bound (8.3) by a constant multiple of
provided α is sufficiently small in terms of M and δ. Our next step is to estimate
We next claim that, on B(x 0 , 2Q), the function is ν(B(x 0 , 3M) )-Lipschitz, and also bounded by ν (B(x 0 , 3M) ).
For y ∈ B(x 0 , Q), the function is an integral (with respect to ν) over
. But for every z ∈ R d , Lemma 6.3 ensures that F z has Lipschitz norm and L ∞ norm at most some constant C > 0, so the claim follows. Consequently, recalling the definition of c µ.ν we use the fact that α µ,ν (B(x, M 2 /8)) ≤ α to estimate (8.5) by
provided α is small enough in terms of δ and M. Our last claim is that
In order to see this, we focus once more in the inner integral. For y ∈ B(x 0 , 2Q) ∩ supp(ν), the fact that ν is symmetric, we get that from Remark 6.1,
] dν(z) = 0 for every y ∈ supp(ν). Combining these estimates the proposition follows. 8.3. Unit scale averaging lemma. Proposition 8.4. Assume that x 0 ∈ B(x, r), α µ (B(x, βr)) < α for every β ∈ [1, M 2 ] and let γ ∈ (0, 1). Provided that γM ≫ 1, then for any δ > 0,
• we can choose ε sufficiently small depending on δ, and • α sufficiently small depending on ε and M such that, if α µ,ν (B(x, γMr)) ≤ α for ν ∈ S s satisfying either
(1) ν is reflection symmetric in B(x 0 , 32r), or (2) µ(B(x, 32r)) ≤ εr s , in which case we set x 0 = x, then (8.6)
,16r,y χ B(x 0 ,Qr) c µ)dµ(y)dQ < δµ(B(x 0 , 2 10 r)).
Proof. We again x 0 = 0 and r = 1 (Remark 6.2). Rewrite the integral appearing in (8.6) as
Denote by L(y, z) the function
Notice that |L(y, z)| |y − z|, and for any z, L(·, z) is a Lipschitz function with Lipschitz norm L(·, z) Lip 1. From now on, we denote H(y, z) = K(y − z)L(y, z) and
Fix κ > 0. Decompose F µ into its local and its non-local parts,
, where
Appealing to the size estimates of K and L, we have |H(y, z)| 1 |y−z| s−1 . Therefore
if κ is a chosen to be a small constant multiple of δ.
Fix ν ∈ S s with α µ,ν (B(x, γM)) ≤ α as in the statement of the proposition. In the case (2), we have that for y ∈ B(0, 9), the set B(y, 20) ⊂ B(0, 32) and as µ(B(0, 32)) ≤ ε we get that
Integrating this bound with respect to the measure η 1,8,0 (y)dµ(y), we therefore infer that
as long as ε is sufficiently small in terms of δ. We now consider the case when ν satisfies (1), i.e. ν is reflection symmetric in B(x 0 , 32), with x 0 ∈ B(x, 1). Our goal will be to replace
and show that the latter integral equals zero. Of course, we may assume that µ(B(x, 32)) ≥ ε. Hence, as long as √ α ≤ ε, we can apply Corollary 7.4 in order to get
We next claim that
To see this, we first observe from Lemma 6.3 that, for any z ∈ B(0, 32),
,κ,y (z)) has Lipschitz norm at most C κ s+1 . On the other hand, if y ∈ B(0, 9), then z → W (y, z) is supported in B(0, 32). Since F µ,κ (y) = R d W (y, z)dµ(z), the claim follows by combining these two observations.
We now begin estimating (8.7). Since
and the right hand side is at most δ 3 µ(B(0, 32)) provided that α is sufficiently small in terms on M and κ.
We next consider the expression (8.9)
Lemmma 6.3 yields that the function
is C κ s+1 -Lipschitz, and supported in B(y, 17). So, since α µ,ν (B(0, γM)) < α yields that
But now (8.8) ensures that
we estimate (8.9) by a constant multiple of
µ(B(0, 32)) as long as α is sufficiently small in terms of κ and M.
Finally, the reflection symmetry of ν comes in to play. Notice that H(y, z) satisfies that H(−y, −z) = −H(y, z) and that Bringing our estimates together, we conclude that, in case (b) we arrive at
and the lemma is proved.
9. Gluing it all together: The Proof of Theorem 3.4
In this section we complete the proof of Theorem 3.4. Fix µ ∈ M s , and the CZO T associated to a CZ-kernel K is bounded in L 2 (µ). First observe that T is also bounded in L 2 (µ|E), where µ(E) < ∞. Consequently, we may (and will) assume that µ is a finite measure.
From Section 5 we recall that it suffices to show that the limit (1.2) holds with ν = µ. To this end, we recall a (particular case of a) theorem due to Mattila and Verdera, which states the existence of the weak limit for certain CZOs. For completeness, the short proof is presented in Appendix A.
where B r denotes a ball of radius r.
To prove Theorem 3.4, we shall show that
for every x ∈ R d for which 
an even integer and α ≪ δ, with M sufficiently large in terms of δ, ε sufficiently small in terms of δ, and α sufficiently small in terms of ε, M and δ, so that Corollary 8.2, Proposition 8.3, and Proposition 8.4 can be applied with this choice of δ.
Fix t 0 > 0 such that
B r , and also α µ (B(x, r)) < α whenever r ≤ M 3 t 0 .
For r < t 0 , we want to compare T r (µ)(x) to a collection of averages of the form
B r ′ and r ′ comparable to r. The averaging process here is with a view to applying Proposition 8.4. To formally carry this out requires an initial reduction to doubling scales.
9.1. Reduction to Doubling scales. We consider two cases. Case 1. Suppose first that D µ (B(x, r)) < ε. Fix A = 2 30 Θ. Suppose that, for ℓ = 0, . . . , L − 1 we have
and consequently, by the David-Mattila Lemma (Lemma 6.6),
|K(x, r)|dµ(y) ε.
If it happens that (9.3) holds for every ℓ ∈ N, then we have that the integral R K(x − y)dµ(y) converges absolutely, and so certainly the principal value exists at this x. Hence we may assume that there exists L ∈ N such that (9.2) holds for all ℓ < L and fails for ℓ = L. Set r 0 = r/A L+1 . Then we say that r 0 is a doubling scale,
and (9.4) holds. Case 2. If D µ (B(x, r)) > ε, then set r 0 = r. Since α ≪ ε, and certainty α µ (B(x, t)) < α for all t ∈ [r 0 , Ar 0 ], applying Lemma 7.3 C log A times ensures that (9.5) holds.
Notice that in either case, r 0 ≤ r, and from (9.4) (9.6) |T r (µ)(x) − T r 0 (µ)(x)| ε δ.
With a doubling scale found, we now choose the averaging scales.
9.2. Choosing the averaging scales. Fix R > 0. Choose ν ∈ S s with α µ,ν (B(x, Mr 0 )) < α. Provided α is sufficiently small in terms of ε and M, then Alternative 7.5 tells us that either (1) there exists x ∈ B(x, r 0 ) with ν reflection symmetric in B( x, 32r 0 ), and we set R = 1, or there exists x ∈ B(x, (32Θ + 1)r 0 ) such that ν is reflection symmetric in B( x, 64(32Θ)r 0 ), in which case we determine R = 2 6 Θ = 2 · 32Θ ≥ 32Θ + 1. (2) µ(B(x, 2 50 Θr 0 )) εr s 0 , in which case we set x = x and R = 1. Notice that, in either case x ∈ B(x, Rr 0 ) (we say this with a view to applying Corollary 8.2, Proposition 8.3, and Proposition 8.4, with x 0 = x and r = Rr 0 ).
With this notation, we shall prove the following proposition:
Claim 9.2. One has
. We estimate the difference appearing on the left hand side of Claim 9.2 by
Appealing Corollary 8.2, with x 0 = x to the scale r = Rr 0 with t = r R (which is much greater than Combining these observations yields III δ, and so the claim is proved. T (χ B( x,QRr 0 ) c µ)(y)dµ(y)dQ δ.
Therefore from Claim 9.2 we get that | T (µ)(x) − T r 0 (µ)(x)| δ.
So applying (9.6), | T (µ)(x) − T r (µ)(x)| δ.
Therefore, lim r→0 T r (µ)(x) = T (µ)(x), and Theorem 3.4 is proved.
Appendix A.
The Mattila-Verdera Weak Limit
For the reader's convenience, in this section we provide the proof of Theorem 9.1. In order to do so, we recall the following version of the Lebesgue Differentiation Theorem, which follows from a variant of the Besicovitch covering lemma. Now we proceed with the proof of Theorem 9.1, which is a special case of the analysis in [MV] .
Proof. We need to show that T r (µ) has a weak limit in L 2 (µ) as r → 0. Notice that T (χ R d \B µ)(x) is well-defined for x ∈ B. Also, since B is open, T (χ R d \B µ)(x) = lim r→0 T r (χ R d \B µ)(x), for x ∈ B. Moreover,
It is well known that (within the class of convolution kernels we consider in Definition 1.1) L 2 (µ) boundedness of T implies that T * (µ) ∈ L 1 (µ) (see [NTV3] and [To6] ). Consequently, from the dominated convergence theorem we deduce that
In order to prove the weak convergence in L 2 (µ) of T r (µ) as r → 0, we shall prove the existence of lim r→0 R d T r (µ)g dµ, for every g ∈ L 2 .
We know this limit exists if g is the characteristic function of an open ball, and therefore the limit exists for linear combinations of characteristic functions of open balls, a collection of functions which we denote by S. By appealing to (for instance) the Vitali covering lemma, one can see that S is dense in L 2 (µ). Fix an arbitrary function g ∈ L 2 (µ). For δ > 0, let b ∈ S satisfy g − b L 2 (µ) < δ. Then, for r 1 , r 2 > 0,
The second term is bounded by 2 T * (µ) L 2 (µ) g−b L 2 (µ) ≤ 2δ T * (µ) L 2 (µ) . Consequently, lim sup
As δ > 0 is arbitrary, we have that T r (µ) converges weakly in L 2 (µ) as r → 0 to a function T (µ). Now, by Theorem A.1, for µ-almost every x ∈ R d we have that 
