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The advances in health care technology help physicians make more accurate di-
agnoses about the health conditions of their patients. Positron Emission Tomogra-
phy/Computed Tomography (PET/CT) is one of the many tools currently used to
diagnose health and disease in patients. PET/CT explorations are typically used
to detect: cancer, heart diseases, disorders in the central nervous system. Since
PET/CT studies can take up to 60 minutes or more, it is impossible for patients to
remain motionless throughout the scanning process. This movements create motion-
related artifacts which alter the quantitative and qualitative results produced by the
scanning process. The patient’s motion results in image blurring, reduction in the
image signal to noise ratio, and reduced image contrast, which could lead to misdi-
agnoses.
In the literature, software and hardware-based techniques have been studied to
implement motion correction over medical files. Techniques based on the use of an
external motion tracking system are preferred by researchers because they present a
better accuracy. This thesis proposes a motion correction system that uses 3D affine
registrations using particle swarm optimization and an off-the-shelf Microsoft Kinect
camera to eliminate or reduce errors caused by the patient’s motion during a medical
imaging study.
11. INTRODUCTION
Advances in health care technologies have helped physicians make more accurate
diagnoses about the health and medical conditions of their patients. A consequence
of having better diagnosis is that doctors can decide the best plan of action to treat
any disease or health related problem. One of the many tools currently used to
diagnose health problems in patients is the Positron Emission Tomography-Computed
Tomography (PET/CT). PET/CT, is an advanced nuclear imaging technique used
to obtain information about the structure and metabolic processes of cells and tissues
in the body [1]. PET/CT scans are typically used to detect: cancer, heart diseases,
brain disorders and diseases of the central nervous system. In addition, when used
to detect cancer, it reveals how the cancer is metabolized, as well as whether it has
spread to other parts of the body.
Since PET/CT imaging can take up to 60 minutes or more to acquire, it is likely
that patients will not be able to remain motionless throughout the imaging process.
Furthermore, for pediatric, geriatric, and neurodegenerative patients, the motion is
often involuntary [2] [3] [4]. These movements create motion-related artifacts which
alter the quantitative and qualitative results during the scanning process. The pa-
tient’s motion results in image blurring, reduction in the image signal to noise ratio,
and reduced image contrast, which could lead to a misdiagnosis of the patient’s med-
ical condition. In some cases, the quality of the images obtained cause the patient to
have to be re-imaged, which generates loss of revenue and time, as well as increases
the exposure time of the patient to ionizing radiation [5].
As the resolution of the PET/CT scanners increase, the motion correction task
becomes increasingly important. In the literature, software and hardware-based tech-
niques have been studied to implement motion correction [6] [7]. From these meth-
ods, techniques based on the use of an external motion tracking system have been
2developed, and are preferred by researchers because they provide an opportunity to
improve accuracy. In addition, marker and marker-less motion tracking systems have
been implemented [8] [5] [9].
Of particular interest is a motion tracking system that utilizes Microsoft Kinect.
The Microsoft Kinect is a motion sensor device capable of capturing RGB images
as well as infrared images and depth maps. It has a tracking library that allows
users to develop software capable of capturing and tracking the body and face of a
target. But these libraries have limitations with respect to the orientation in which
the sensor must be placed, the quantity of joints that can be traced, the position and
orientation of the people in the scene, and the number of angles that characterise
the movements of the face. For example, Skeletal Tracking which was developed to
recognize standing and sitting users in front of the Kinect requires the user to be
facing towards the Kinect and their head and upper body must be in the field of
view of the sensor in order to be recognized [10]. Since patients would be lying down
during a PET/CT scan, if the provided libraries are used, the Microsoft Kinect will
not be able to track their movements inside the scanner. Therefore, it is not possible
to obtain the necessary information to perform the motion correction.
This thesis proposes a motion correction system that uses 3D affine registrations
using particle swarm optimization and off-the-shelf Microsoft Kinect to eliminate or
reduce errors caused by the patient’s motion during a medical imaging study. The
concept is to use the Microsoft Kinect sensor to acquire and store the movements
of the patients during the scanning process. Using a series of image frames that
are submitted to an algorithm that identifies unique keypoints in the scene. These
keypoints are extracted frame by frame and an optimized alignment of the keypoints
is constructed using affine registration. The resulting affine transformations between
the frames are then used to eliminate the patient’s motion in the medical image files.
This thesis is organized as follows: Chapter 1 contains the background and moti-
vation for the proposed motion correction system, while Chapter 2 presents a review
of alternative systems that have already been proposed. Chapter 3 details the work-
3flow and implementation of the various stages of the proposed system. Chapter 4
includes the results obtained from the implemented system, and Chapter 5 consists
of the conclusions obtained and future work that would improve the proposed system.
42. LITERATURE REVIEW
In this chapter, a review of previous researches is presented. This researches are
divided in two sections: Section 2.1 presents a series of studies related to motion
correction on medical images, and Section 2.2 shows studies related to the use of the
Microsoft Kinect and depth information for motion tracking.
2.1 Related Works
There are several research areas related to this project. The use of motion sensing
devices for body and head tracking for medical purposes has been studied in [11] [5]
[9] [8] and the studies of the effect of motion correction on medical data is shown
in [9] [8] [6] [7] [12] [13].
In 2014, the use of the Microsoft Kinect sensor as a tool to monitor safety of a
patient during hospital stay was studied [11]. The study proposed a system that can
automatically detect edges and posture of the patient’s bed using depth information
acquire by the Kinect. In addition, the proposed system can work under several
different lighting changes without the need to process color information.
Motion due to respiration creates breathing artifacts that affects the quality of the
results on a whole body PET scan [5]. These breathing artifacts are a consequence of
the acquisition time of PET scan, since it is acquired during several respiratory cycles,
which can lead to spatial blurring. This blurring can cause errors such as reduction
in the measured uptake, incorrect delineation of the volume, and misalignment with
anatomical imaging.
A method to produce a respiratory signal which allows gating of PET list-mode
data was developed in [5]. The proposed system uses a Microsoft Kinect sensor
to track the entire surface of the chest. This system was compared to an existing
5commercial respiratory monitoring system, called “Varian RPM Tracking”, which
was designed primarily for radiotherapy patients. The results show that the Kinect
is able to match the performance of the Varian RPM system in the measurement
of the rate of the cyclic motion, and furthermore, the Kinect was more accurate in
determining the amplitude of movements.
The importance of motion correction for brain PET images was studied in [9].
In this study, the authors presented a system that uses the Kinect as a marker-less
tracking device. This system was compared to an existing marker-based tracking
system, called Polaris Vicra. A drawback of marker-based tracking systems is that
the method for attaching the markers to a patient’s head may be uncomfortable and
may move during the scanning, which may lead to unreliable tracking information.
The results of this study demonstrated that Polaris Vicra has higher noise levels than
the Kinect. In addition, the precision, robustness and stability of the Kinect based
system were tested, and the results proved that the Kinect can be used as a motion
correction scheme for high resolution brain PET.
An alternative approach for a 3D marker-less tracking system for motion correc-
tion was developed in [8]. The proposed system in this research, called Tracoline,
consists of two Point Grey Research Inc CCD cameras and one Texas Instruments
PICO projector modified to operate in infrared, thus avoiding discomfort to the pa-
tients. This system is capable of correcting motion in PET brain images without
compromising accuracy. The performance of this system was compared with Polaris
Vicra. Three experiments were performed: one using a phantom scan and two using
human scans. During the experiments, both systems were used simultaneously and
the results obtained to the PET images with motion correction were compared with
the PET images without motion correction. In the experiment using the phantom,
the tracking conditions were optimal for both tracking systems and no differences
were noticed. Similarly, during the experiments using human scans, both systems
6exhibited similar accuracies and the only difference observed was that the marker-
less system eliminated errors due to the attachment of the markers to the patient and
improved the overall work-flow.
A survey of the performance and accuracy of three motion compensation methods
was performed in [6]. The three studied methods are: frame-based motion correction,
post-reconstruction image registration, and event-by-event motion compensation with
list-mode reconstruction, also known as MOLAR. The results obtained in this study
show that event-by-event motion compensation with list mode has a superior motion
correction than the other two methods, especially if motion is larger than 10 mm.
Also, event-by-event motion compensation with list mode can reliably correct all
reasonable head motions.
A comparison between event-by-event motion correction and frame-based motion
correction in human brain PET imaging was described in [7]. It was concluded
that given enough and accurate motion information, event-by-event motion correction
is able to reliably correct head motion. On the other hand, frame-based motion
correction was able to give comparable quantitative accuracy if used correctly with
an aligned attenuation map and externally acquired motion data. In addition, frame-
based motion correction is reliable and accurate when the motion is less than 5 mm
and the attenuation map is correctly aligned, otherwise, given large motion, event-
by-event motion correction was preferred.
A study of the uses of retrospective motion correction in the acquisition of high-
quality high-resolution anatomical magnetic resonance imaging (MRI) images can be
found in [12]. Even though they consider that the results are potentially biased,
the average retrospective motion correction distance was 0.56 mm and the corrected
images demostrated a significant improvement over the images without correction.
The conclusion at the end of this study was that the proposed technique can be used
to reliably improve the quality of the images in high-resolution MRI images, and
suggests that shortening the acquisition times could lead to further improvements in
the quality of the motion correction.
72.2 Kinect and Depth Data used for Tracking
The Microsoft Kinect has been widely used as a tool for motion tracking, face
detection, and head pose estimation [14] [15] [16]. In addition, research studies have
been conducted to assess the accuracy of the depth information obtained from the
Microsoft Kinect [17]. Lastly, Microsoft developed a tool named KinectFusion, which
provides 3D object scanning and 3D model creation using a Microsoft Kinect Sensor
[18] [19].
Khoshelham [17] evaluated the quality, accuracy and density of the depth informa-
tion provided by the Kinect and concluded the following: first, if the Kinect is properly
calibrated, the point cloud generated by the depth data does not have significant sys-
tematic errors compared with a laser scanning data. Second, as the distance from the
sensor increases, the error of the depth measurements increases quadratically until
reaching a maximum of 4 cm at the maximum range. Third, as the distance to the
sensor increases, the density of points decreases. The density of points is influenced
by the depth resolution, which is small at large distances. Moreover, Khoshelham
recommended at the end of the study that the information be acquired at a distance
of 1 to 3 meters from the sensor since, at large distances, the quality and accuracy of
the depth data becomes degraded by the effect of the noise and the lower resolution
of the depth measurements [17].
A tracking system that uses depth edges was described in [16]. This work con-
cluded the following: the system is invariant to the lighting conditions as long as the
environment does not have a light source, the error in the depth measurements is
approximately 5 to 15 mm for a distance of 0.5 to 3 m, and for some objects, such as
light absorbing materials, it is not possible to obtain a distance.
The first KinectFusion research article [18] introduces the concepts behind Kinect-
Fusion, an interactive 3D reconstruction system. KinectFusion takes real-time depth
information from a moving Kinect and creates a single accurate high quality 3D model
of the scene. The algorithm is able to create a 3D model of an indoor scene within
8seconds. The major contribution of this research is the creation of a detailed GPU
pipeline that is capable of achieving tracking, reconstruction, segmentation, rendering
and interaction, in real-time and in 3D.
The second KinectFusion research article [19] expands the previous research [18]
by creating an accurate real-time system capable of mapping complex and arbitrary
indoor scenes under varying lighting conditions using the Microsoft Kinect. The
system uses all the information acquired from the camera to generate a surface model
of the observed scene. In addition, the proposed system works at a frame rate of 30 Hz
and is invariant to the scene’s lighting conditions because it only uses the depth data.
Also, this research compares the advantages of tracking against a growing full surface
model over frame-to-frame tracking. With this research, the creators believe that
the proposed system will become a facilitator for augmented reality and interaction
scenarios, in addition to providing a high quality occlusion handling.
93. APPROACH
This chapter presents the implementation of the project. It contains the algorithms
used for the development of the proposed motion correction system, as well as the
selection of the parameters used in these algorithms.
3.1 Overview
The proposed system aims to correct motion artifacts in PET/CT images gen-
erated by the motion of the patients inside a scanner. The system uses a Microsoft
Kinect to obtain infrared and depth images over the duration of the PET/CT scan,
that are used to correct the medical image files obtained from the PET/CT scanner.
All image information required by the system for motion correction, such as the image
slice, its location, and the time at which it was obtained; are contained in the medical
image files generated by the PET/CT scanner. The Digital Imaging and Communi-
cations in Medicine (DICOM) standard is the standard used in medical imaging to
handle, store, print and transmit information acquired by medical devices.
For the development of the project, the following libraries are used:
1. Kinect SDK
Kinect SDK is a software development kit that allows users the ability to develop
applications using a Microsoft Kinect as an input device.
2. Open Source Computer Vision
Open Source Computer Vision (OpenCV) is a library of computationally ef-
ficient functions for real-time computer vision applications. In this project,
OpenCV libraries are used to extract and match features of the infrared images
obtained from the Microsoft Kinect.
10
3. Open Graphics Library
Open Graphics Library (OpenGL) is an application programming interface used
for rendering 2D and 3D vector graphics. In this project, OpenGL is utilized to
handle the creation, manipulation and visualization of the point clouds using
the depth maps obtained from the Microsoft Kinect.
4. DICOM Toolkit
The DICOM Toolkit (DCMTK) is a package that contains a set of libraries
and applications whose purpose is to implement part of the DICOM standard.
The toolkit was is used in this project for the manipulation of the DICOM files
obtained from the PET/CT scanner.
Motion correction is performed by obtaining an affine registration between two
point clouds of a user defined region of interest in the scene. Two techniques are
used for this: SURF and PSO. Subsequently, the result of the affine registration step
(which is a transformation matrix between the two point clouds) is applied to the
PET/CT images. In order to choose the corresponding transformation matrix, a
time stamp alignment process is used.
In of this project, it is assumed that the movements of the patient inside the
PET/CT scanner can be approximated by affine rigid transformations. This stems
from the assumption that between consecutive frames little or no movement is ob-
served. Furthermore, in case there is no apparent movement observed between con-
secutive frames, the result of the registration will be an identity matrix. In addition,
only the regions selected by the user will be corrected. An important consideration
for this project is that the system must be able to work regardless of the lighting
conditions in the room, since it cannot be guaranteed that the lightning conditions
will remain the same during a PET/CT scan. Also, the system does not work in
real-time and uses a marker-less tracking system. Motion correction is performed in
the image domain and only once the scan is complete.
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3.2 Background
In this section, a review of all the necessary tools for the development of this re-
search is presented. The rest of this section is organized as follows: Section 3.2.1 de-
scribes Image Registration, Section 3.2.2 Affine Transformations, Section 3.2.3 Affine
Registration, Section 3.2.4 Non-Linear Registration, Section 3.2.5 Features Detection,
Extraction and Matching, Section 3.2.6 Particle Swarm Optimization Background,
and Section 3.2.7 Microsoft Kinect.
3.2.1 Image Registration
Image registration refers to a method wherein a transformation is applied to an
image, a series of images, or a video [20]. In general the transformation maps the pixels
of an input image into corresponding pixels on a second image, usually referred to as
the reference image. The most common examples of transformations applied to images
are: geometric, rigid, affine, projective, and perspective transformations. Estimating
the transformation parameters allows the comparison of images from different point of
views or different time frames. In addition, these parameters can be used to determine
motion, depth, or distances between a pair of images.
Image registration can also be used to align two or more images into one common
reference. The images can be taken from different viewpoints, different times or using
different sensors. Usually, the correspondences between the images are unknown a-
priori. The image that is kept unchanged and used as the common reference is called
the “reference frame”, while the other images “registered” to the reference frame
are called the “input frames”. The purpose of image registration is to estimate the
“optimal” transformation such that the transformed input frames become similar to
the reference frame.
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Image registration algorithms can be divided into two categories: rigid and non-
rigid registration. Rigid registration methods utilize rigid transformations that do not
change the distances between points [21]. On the other hand, non-rigid registration
schemes use non-rigid transformations that employ non-linear transformations that
include articulated objects or objects that change shape over time [22].
Both, rigid and non-rigid registration techniques are used in robotics, augmented
reality, and health-care. The shared goal between these three different fields is to
determine the position and/or orientation of an object given a reference viewpoint.
Registration algorithms are not limited to 2D images, they can be applied to 3D
objects in applications such as 3D scanning (e.g. Medical Imaging), 3D localization,
and human body and faces detection. Image registration applications can be divided
into four major groups based on the acquired input images [23]:
• Multiview analysis: The images are acquired from different viewpoints. The
goal is to gain a larger 2D view of the scene or a 3D representation of the scene.
An example of this application is image mosaicing.
• Multitemporal analysis: The images are acquired at different times. The goal
is to find changes in the scene during a period of time. An example of this
application is motion tracking.
• Multimodal analysis: The images are acquired from different cameras or sensors.
The goal is to gather information from different sources to obtain a detailed
representation of the scene. An example of this application is the employment
of various sensors to record the anatomical body structure as well as functional
and metabolic body activities.
• Scene to model registration: The acquired images from a scene are registered to
a model of the scene. The goal is to find an acquired image in the represented
model. An example of this application is automatic quality inspection.
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3.2.2 Affine Transformations
An affine transformation is a linear transformation that preserves points, straight
lines, parallel lines and planes, but does not necessarily preserves angles and distances.
However, the distance ratios between points on a straight line are preserved.
An affine transformation can be expressed as a matrix vector product. The matrix
includes all the affine transformations parameters, while the vector includes the pixel
coordinates of the input object.
















 = TM,2D × qi,2D (3.1)
where, qi,2D is the the i
th element of the input object, TM,2D the transformation
matrix, and pi,2D the i
th element of the transformed object. Equivalently, for the 3D
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 = TM,3D ×Q3D (3.2)
where, Qi,3D is the the i
th element of the input object, TM,3D the transformation
matrix, and Pi,3D the i
th element of the transformed object.
Affine transformations include translations, scaling, reflection, rotation, shearing
and/or any combination thereof. These transformations are explained in the following
sections.
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Figure 3.1. Example of a translation in 2D
Translation
Translation is a linear transformation that moves every point of an object by the
same amount in a given direction. The matrix representation for a translation in the





and in the 3D case it is [21]: 
1 0 0 Tx
0 1 0 Ty
0 0 1 Tz
0 0 0 1
 (3.4)
Figure 3.1 shows an example of a translation in 2D space.
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Rotation
Rotation is a linear transformation that rotates an object by a specified angle θ in
the clockwise direction around a reference point, called center of rotation. In general,
the rotation matrix in 2D, around the origin, is [21]:
cos θ sin θ 0
− sin θ cos θ 0
0 0 1
 (3.5)
For the 3D case, there exists three cases for rotation, one around each axis in the
3D Cartesian coordinate system. These matrices are [21]:
• Rotation around the x-axis,
1 0 0 0
0 cos θx − sin θx 0
0 sin θx cos θx 0
0 0 0 1
 (3.6)
• Rotation around the y-axis,
cos θy 0 sin θy 0
0 1 0 0
− sin θy 0 cos θy 0
0 0 0 1
 (3.7)
• Rotation around the z-axis,
cos θz − sin θz 0 0
sin θz cos θz 0 0
0 0 1 0
0 0 0 1
 (3.8)
Figure 3.2 shows an example of a rotation about the origin on the 2D space.
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Figure 3.2. Example of a rotation about the origin in 2D.
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Reflection
Reflection is a linear transformation that reflects an object relative to a reference
line, called the line of reflection. For the 2D case, there are three cases of reflection
[21]:















Figures 3.3, 3.4, and 3.5 depicts examples of reflections about the origin, x−axis and
the y−axis, respectively.
For the 3D case, reflections are performed about planes [21].
• Reflection about the xy-plane,
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 (3.12)
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Figure 3.3. Example of a reflection about the origin in 2D
• Reflection about the yz-plane,
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (3.13)
• Reflection about the xz-axis, 
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
 (3.14)
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Figure 3.4. Example of a reflection about the x-axis in 2D
Figure 3.5. Example of a reflection about the y-axis in 2D
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Figure 3.6. Example of a scaling about the origin in 2D
Scaling
Scaling is a linear transformation that enlarges or shrinks an object by a scale
factor. When the scale factor is the same for all directions, the scaling is considered
uniform scaling. When at least one of the scaling factors is different than the others,





and in 3D is [21]: 
W 0 0 0
0 H 0 0
0 0 D 0
0 0 0 1
 (3.16)
Figure 3.6 shows an example of a scale transformation in 2D.
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Figure 3.7. Example of shearing in both axis.
Shear
Shearing is a linear transformation that displaces each point in a fixed direction.





and in 3D is [21]: 
1 hxy hxz 0
hyx 1 hyz 0
hzx hzy 1 0
0 0 0 1
 (3.18)
Figure 3.7 shows an example of a shearing transformation.
3.2.3 Affine Registration
Affine registration is the process of obtaining the corresponding affine transfor-
mation between two objects. The number of parameters that can vary independently
without violating imposed constraints on a system are called degrees of freedom. In
the 2D case, the transformation consist of 6 degrees of freedom, whereas, in 3D it has
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up to 12 degrees of freedom. Using either Equation 3.1 or Equation 3.2, solving for
an affine registration can be reduced to the operation of finding the corresponding
transformation matrix (TM,2D for the 2D case, or TM,3D for the 3D case), given two
objects (p2D and q2D for the 2D case, or P3D and Q3D for the 3D case).
3.2.4 Non-linear Registration
In addition to linear transformations, such as affine transformations, objects can
also suffer from deformations. A transformation which allows non-uniform mapping
between objects, is called a Non-Linear Transformation. The degrees of freedom for
a non-linear transformation can vary from 7 to 1000, generating a more complex
transformation. These types of transformations are common in medical image regis-
tration since events such as, breathing and anatomical changes can produce an elastic
transformation of the data of the same patient obtained at different times.
Some examples of non-linear transformations include:
• Thin plate spline.
This is a spline-based technique introduced by Duchon [24], which is used for
data interpolation and smoothing. It is used as a non-rigid model for image
alignment and shape matching. The popularity of thin plate spline is due to
some of its properties, which include the production of smooth surfaces, no need
for manual tuning, and the fact that it has a closed solution for warping and
parameter estimation.
• Cubic-spline
This is a spline-based technique in which the spline is constructed using a third-
order polynomial, which has to pass through a set of control points [25]. The
advantages of using cubic-splines are, simplicity of construction, ease and accu-
racy of evaluation, and the capacity to approximate complex shapes using curve
fitting and design.
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3.2.5 Features Detection, Extraction and Matching
A feature, also called a keypoint, is a point of interest used to describe an object
or region in an image. Normally, a feature is represented by its spatial location in
the image. Features are important because no matter which transformation is used
on an image, it should be possible to obtain the same feature in the transformed
image. In image processing, a feature could be a structure such as a point, an edge or
an object in the image. Usually, features are obtained using a general neighborhood
operation or a feature detection algorithm. In this section feature detection and
extraction algorithms, such as: SIFT and SURF, and feature matching algorithms
will be discussed.
Features Detection and Extraction
Feature detection methods are used to find key-points in an image. Feature de-
tection can be classified via two types of algorithms: feature detector and feature
descriptor. A feature detector takes an image as input and returns as an output
spatial locations of interesting regions in the image. A corner detector is an example
of a feature detector, since it returns the locations of corners in the input images
but it does not returns any additional information about the detected features. On
the other hand, a feature descriptor takes an image as input and returns features
descriptors, also called features vectors.
A feature descriptor is a data vector that describes the local structure around
a feature. Features descriptors are used to differentiate one feature from another.
Ideally, these descriptors are invariant under any transformation applied to the image.
After detecting the features, it is necessary to obtain an efficient descriptor that
describes the area around each obtained feature. Feature extraction methods are used
to obtain the descriptors from each pixel around the feature. Feature extraction refers
to a type of dimensionality reduction used to represent regions of interest in an image
24
in a compact and efficient way. Some examples of features descriptors and features
extraction algorithms are: Scale-Invariant Feature Transform (SIFT), Speeded-Up
Robust Features (SURF) and Histogram of Oriented Gradients (HOG).
SURF and SIFT are two feature detection/extraction algorithms that are scale
and rotation invariant. The difference between them is that SIFT is better at handling
changes in viewpoints and illumination while SURF is better at handling blurs and
rotations [26]. In addition, the developers of SURF claim that SURF is faster than
SIFT [27].
Scale-Invariant Feature Transform
Scale-Invariant Feature Transform (SIFT) was first introduced by Lowe in 1999
[28], where it was is used to detect and describe local keypoints in images. The features
and descriptors generated by SIFT are used in problems, such as point matching
between different views, object tracking, and view-based object recognition. SIFT
is invariant to translations, rotations, and scaling in the image domain, while being
robust to perspective and illumination changes [28].
The SIFT algorithm can be split into the following steps:
1. Construct a scale-space of images.
To create the SIFT scale-space of images, start by taking the original image and
construct a set of progressively Gaussian blurred images. This group of images
is called an octave. Then, generate a new octave by resizing the original image
using a factor of 0.5, and generate a new set of progressively Gaussian blurred
images. This last step is repeated several times. Lowe [28] suggests that the
ideal number of octaves and blur levels for the algorithm is 4 and 5, respectively.
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2. Laplacian of Gaussian Approximation.
The Laplacian of an image is an operation used to highlights the areas of rapid
intensity change in an image. It is typically used for edge and corner detection.








The Laplacian of Gaussian (LoG) is the process of using a Gaussian blur be-
fore applying the Laplacian operator. The two major concerns of the Lapla-
cian are that it is extremely sensitive to noise, and calculating second order
derivatives are computationally intensive operations (because these types of op-
erations require large amount of memory resources and elevated computational
time). Therefore, the SIFT algorithm uses an approximation of the Laplacian
of Gaussian called: Difference of Gaussians (DoG).
The Difference of Gaussians is obtained by taking the difference between two
consecutive images within a octave. This process is repeated with all the con-
secutive pairs in an octave, and is performed for all octaves. The resulting dif-
ference images are approximately equivalent to the results that can be obtained
by the Laplacian of Gaussian. The two benefits obtained by using Difference
of Gaussians are that the process of computing second order derivatives is re-
placed with simple subtraction, and the images generated by the Difference of
Gaussians are scale-invariant.
3. Determine the Keypoints.
The process of finding the keypoints consists of two parts:
(a) Locate maxima and minima in the Difference of Gaussians images.
To locate the maxima and minima points, iterate through each pixel and
check all its neighbors. The comparisons are made using eight neighbors
in the current image and nine neighbors in the scale above and below.
If the pixel is the largest or smallest of all its 26 neighbors, then the
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Figure 3.8. Difference of Gaussian
pixel is marked as an approximate maxima/minima. These are considered
approximate because, typically maxima/minima point do not lie exactly
on a pixel, but somewhere within the pixel.
(b) Find subpixel maxima and minima.
Since subpixel locations are not of maxima/minima are not physically
available thus must be obtained mathematically. This is done using a
quadratic Taylor series expansion of the Difference of Gaussians image
around the approximate maxima/minima location. Obtaining the Taylor
series expansion (See Equation 3.20) will provide the subpixel location of
the keypoint,










here the Difference of Gaussians image D and its derivative are evaluated
at the keypoint x = (x, y, σ)T .
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Figure 3.9. Marked Keypoint
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Lowe [28] recommends the use of 2 extrema images per octave. The number of
Difference of Gaussians images needed to generate 2 extrema images is 4. To
generate 4 Difference of Gaussians images, requires 5 Gaussian blurred images,
therefore, the recommended number of blur levels is 5 in each octave.
4. Eliminate low contrast keypoints.
The previous steps generates a large amount of keypoints, but some of them
have low contrast or lie along edges, and are not useful as features. Removing
low contrast keypoints requires one comparison: if the magnitude of the absolute
intensity at the current pixel in the Difference of Gaussian image is less than a
threshold, the keypoint is removed.
Removing edges requires the calculation of two gradients at a keypoint, which
are orthogonal to each other. Based on the area around the keypoint, there
exists three possible cases:
(a) Flat region: Both gradients will have small values.
(b) Edge: One gradient will have a large value, which means it is perpendicular
to the edge, and the other will have a small value, which means it is along
the edge.
(c) Corner: Both gradients will have large values.
From these three cases, corners represent important keypoints. Therefore, if the
values of both gradients are above a threshold, the keypoint is kept, otherwise,
it is removed. The mathematical tool used to achieve this task is the Hessian
Matrix, which permits checking if a point is a corner or not. SIFT uses a
criterion based on the ratio between the eigenvalues of the Hessian Matrix.
5. Assign an orientation to each keypoints.
To provide rotation invariance, an orientation must be assigned to each keypoint
obtained from the previous step. In this case, the directions and magnitudes of
the gradients around each keypoint must be collected, then, the most dominant
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orientation in the keypoint region is assigned as the orientation for that key-
point. To ensure rotation invariance, all the calculations in the following steps
for the keypoint are done relative to the assigned orientation.
The gradient magnitude and orientation are given by Equations 3.21 and 3.22:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (3.21)
θ(x, y) = tan−1
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y) (3.22)
where L(x, y) is the Laplacian of Gaussian approximation for the pixel located
at position < x, y >.
The gradient magnitude and orientation are obtained for all the pixels in the
orientation collection region. The size of the orientation collection region is
equal to the size of the Gaussian blur kernel. An orientation histogram is also
created using the collected gradient orientations. This histogram is composed
of 36 bins of 10 degrees each which covers the 360 degrees of orientation. Each
sample pixel is added to its corresponding bin with a value proportional to its
gradient magnitude.
The peak of the orientation histogram corresponds to the dominant orientation,
and this orientation is assigned to the given keypoint. Also, if the histogram
has any peaks above 80% of the highest peak, each of these peaks is used to
create a new keypoint with the same location and scale but with an orientation
equal to that of the new peak.
6. Generate the SIFT Features/Descriptors.
After keypoints have been identified, a SIFT feature structure is obtained at
each keypoint in the scale space. The feature structure is composed of four
elements: location of the keypoint in the image p, scale s, orientation r, and a
128 dimensional descriptor vector f generated from the local image gradients.
The SIFT feature structure is denoted by:
SIFT Feature =< p, s, r, ~f > (3.23)
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To generate the 128 dimensional vector, a 16x16 window is placed around each
keypoint. The 16x16 window is divided into sixteen 4x4 windows. For each
window, the gradient magnitudes and orientations is obtained, which will gen-
erate an eight bin orientation histogram. To accomplish rotation independence,
the keypoint rotation is subtracted from each orientation. As in the previous
orientation assignment step, the value added to the bin is proportional to the
gradient magnitude, but it also depends on the distance from the keypoint. This
will reduce the pixels in the 4x4 window into eight predetermined bins. This is
done for all sixteen windows. At the end, the 16X16 window will generate 128
numbers: 16 windows times the 8 orientation bins. After normalizing these 128
values, the result is the descriptor vector, which uniquely identifies a keypoint.
Speeded-Up Robust Features
The two main concerns of SIFT are its execution time and susceptibility to illumi-
nation changes. An alternative features detection and extraction algorithm developed
to overcome this issues is Speeded-Up Robust Features. Speeded-Up Robust Features
(SURF) was introduced by Bay, Tuytelaars and Van Gool in 2006 [30]. It is a feature
detector and descriptor algorithm. As with SIFT, the algorithm is used to address
problems such as object recognition, object tracking, image registration and 3D re-
construction. SURF is partly inspired by the principles of SIFT.
The first difference between SIFT and SURF is the Laplacian of Gaussian approxi-
mation. While SIFT uses Difference of Gaussians, SURF approximates the Laplacian
of Gaussian with a Box Filter. The advantage of this approximation is an increase in
speed, because convolution with a box filter is quickly obtained using integral images.
Integral images, also known as Summed Area Table, is technique used to quickly
and efficiently calculate the sum of pixel values in a given image [31]. In addition,
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this process can be performed in parallel for different scales. For scale and location,
SURF uses the determinant of the Hessian Matrix, as a measure of change around a
keypoint, and the points where the determinant is maximum are marked as keypoints.
The orientation assignment in SURF is performed using wavelet responses in the
horizontal and vertical directions using a circular neighborhood size of 6s, where s
is the scale at which the point is being detected. The obtained wavelet responses
are then weighted by a Gaussian function centered at the keypoint. The dominant
orientation is obtained by obtaining the sum of all wavelet responses within a slid-
ing orientation window of size 60 degrees. The sum of the horizontal and vertical
responses within the window yield an orientation vector, and the longest obtained
vector defines the orientation of the keypoint.
Wavelet responses are also used by SURF to obtain the feature descriptors. A
square region of size 20sx20s centered at the keypoint is extracted, where s is the
scale in which the keypoint was detected. This region is divided into 4x4 sub-regions,
and for each sub-region, horizontal and vertical wavelet responses are found. Each
sub-region generates a vector composed of the wavelet responses. The concatenation
of these vectors results in a 64 dimensional SURF feature descriptor. The SURF
feature descriptor can be extended to a 128 dimensional version which leads to slower
computation but a slight increase in accuracy. To extend the vector, the sums of
the horizontal wavelet responses are found separately depending on the sign of the
vertical wavelet response. In the same way, the sums of the vertical wavelet responses
are obtained separately depending on the sign of the horizontal wavelet response.
In this research the algorithm used for feature detection and extraction is SURF
because SURF has a faster runtime and it is more robust to changes in illumination.
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Feature Matching
Feature matching refers to the process of finding correspondences between features
from two similar data sets. These correspondences can be done, for example, based
on the search distances between features, the euclidean distances between features
or differences in the descriptors of the features. Some examples of features matching
algorithms include: brute-force matching, iterative closest point (ICP), and nearest
neighbors algorithm.
Brute-Force Matching
Brute-force matching works by taking one feature from the first object and com-
paring it to all the features in the second object using “distance” metric such as
Euclidean distance. Then, the closest feature on the second object is returned as the
matched feature. This is repeated for each feature in the first object.
Iterative Closest Point
In order to match objects it is necessary to minimize the difference betweem
them. One method that can be used to achieve this is the Iterative Closest Point
(ICP) method which has been used for such applications as reconstruction of 2D and
3D surfaces, and object registration, and in robotics, for the optimum planning of a
robot’s route. ICP works by iteratively reviewing the transformation created by a
combination of translations and rotations needed to minimize the distance between
the two objects. The steps involved are:
1. Define the source object, the reference object, and the stopping criteria.
2. For each point in the source object, find its “closest” point in the reference
object.
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3. Estimate the transformation using an error cost function which will best align
each point in the source object to its corresponding match found in the previous
step.
4. Apply the obtained transformation to the source object.
5. Iterate from step 2 until the stopping criteria is met.
Nearest Neighbors Search
As mentioned above, object matching requires finding “closest” points. A tech-
nique for achieving this is Nearest Neighbor Search. Nearest Neighbor Search, also
referred as proximity search, is an optimization problem that find the closest point
in a set of points to a given point, where “closeness” is expressed using a function.
Typically, a dissimilarity function is used, for which less similar objects have greater
values. Nearest neighbor search appears in several fields, including pattern recog-
nition, robotic sensing, statistical classification, computer vision, and computational
geometry.
In the literature, there exists several variants of nearest neighbors search:
• k-Nearest Neighbor [32]
The k-Nearest Neighbor method searches for the “top” k-nearest neighbors of a
given point. The typical use for this technique is to estimate or classify a given
point based on its neighbors.
• Approximate Nearest Neighbor [33]
This technique returns a “good guess” of the nearest neighbor of a given point.
Even though it does not guarantee to return the best nearest neighbor, this
technique has an improved speed and memory usage.
• Nearest Neighbor Distance Ratio [34]
Nearest Neighbor Distance Ratio compares the distances between a given point
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and its two second closest neighbors. Then, if the distance ratio is below a
threshold, the technique validates the match given by the closest neighbor.
This technique can be used to recover pictures in content-based image retrieval
and for matching problems.
• Fixed-Radius Near Neighbors [35]
Fixed-Radius Near Neighbors efficiently finds all the neighboring points in the
Euclidean space, within a given fixed distance, of a given point.
• All Nearest Neighbors [36]
The All Nearest Neighbors method attempts to find the nearest neighbors of a
group ofN data points simultaneously. One way to solve this problem is to apply
the nearest neighbor search to each of the N data points. Alternatively, the All
Nearest Neighbors technique exploits any redundancy between the N queried
points, to obtain a more efficient search. A simple example of redundancy
between the queried points is the fact that the “distance” between point X and
point Y is the same as the distance between point Y and point X, which means
that the same computation can be reused.
k-d Tree
Finding “closests” points requires that these points be organized in such a way
to facilitate the search and computations. A method for organizing points is the k-d
Tree data structure that was developed by Jon Louis Bentley in 1975 to divide and
organize points in a k-dimensional space [37]. One important application for the k-d
trees is searches using multidimensional search keys (e.g. nearest neighbor searches).
A k-d tree is a special case of the binary space partitioning (BSD) tree, because k-d
trees use only the planes perpendicular to the axes of the coordinate system, whereas
the planes used in BSD trees can be arbitrary. All nodes of the k-d trees store a
point in the k-dimensional space thus each plane must pass through one of the points
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in the tree. There are several ways to choose the planes, therefore there are several
ways to generate the k-d tree for a set of points. Usually, the following two conditions
are used:
• The method used to generate the tree will cycle through the axes used to select
the planes, as it descends through the tree. For example, using three axes (x,
y, and z), the root of a tree uses a plane aligned to the x-axis, its children will
use planes aligned to the y-axis, its grandchildren will use planes aligned to the
z-axis, its great-grandchildren will use planes aligned with the x-axis, and so
on.
• At each step, the point selected to create and choose the cutting plane will be
the median of all the points placed in the k-d subtree.
This method generates a balanced k-d tree, where each leaf node has the same
distance to the root node. A general algorithm used to create a k-d tree is the
following:
kdTree(points, depth)
1. If the number of points, ‘n’, is equal to 0, return null.
2. Select the axis based on the depth. [Use the axis number depth mod k].
3. Sort the points using the selected axis.
4. Choose the median of the sorted points.
5. Create the node and use the median as its location.
6. Construct the left subtree using all the points before the median and
increase the depth by 1. [kdTree(points[0,median-1], depth+1)]
7. Construct the right subtree using all the points after the median and
increase the depth by 1. [kdTree(points[median+1,n], depth+1)]
8. Return node.
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3.2.6 Particle Swarm Optimization Background
Finding the “optimal” transformation parameters needed to perform image reg-
istration requires the use of an optimization method. In this research, the optimiza-
tion scheme used is Particle Swarm Optimization. Particle Swarm Optimization is
a stochastic computational technique introduced by James Kennedy and Russell C.
Eberhart in 1995 [38]. It is a powerful population-based search algorithm that is used
to efficiently optimize a wide range of functions in a multi-dimensional space. The
roots of Particle Swarm Optimization (PSO) reside in swarm behavior and social in-
teraction from many species in nature. In particular, it was inspired by the behavior
and movement of bird flocks and fish schools.
In general, PSO guides a population, called swarm, through a multi-dimensional
solution space until a potentially “optimal” solution is reached. Each member of
the swarm, called a particle, represents a candidate solution to the problem and the
success of each particle influences the action of the swarm.
The original idea used to develop and explain PSO is as follows: consider a flock of
birds searching for food in a region. At the beginning, before the birds start to search
for food, they can be either scattered around the potential search space or grouped
together. During the process of searching for food, one bird can find food better than
others in the cohort, which means that this bird is able to notice the promising area
where the food may be found, and therefore it has the better information. Then, this
bird shares the obtained information with the other members in the flock. Since the
flock is communicating, the birds will eventually converge to the area where the food
can be found.
From the Particle Swarm Optimization perspective, the bird flock represents the
solution swarm; the area in which the bird flock is searching for food represents
the solution space; the movements of each bird represents the progress made by the
solution swarm in finding the answer; the information represents the most positive
solution during the exploration of the solution swarm in the solution space; and the
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place where the bird flock finds the food represents the solution of the problem.
Particle Swarm Optimization obtains the solution by the joint action of the particles
in the swarm, where each particle is allowed to have a regulated behavioral pattern
used to show the complexity of the whole swarm. Using this approach, Particle Swarm
Optimization can be used to solve complex deterministic problems.
Basic Particle Swarm Optimization Algorithm
A basic particle swarm optimization algorithm contains a population, called a
swarm of particles, where each individual particle represents a candidate solution for
the problem. These particles then “fly” through a multidimensional search space
(i.e. solution space), where the position of each particle is updated based on its own
experience and the experience of its neighbors. The changes in a particle’s position
take into consideration three elements: the particle’s inertia, the particle’s individual
experience, and the swarm’s experience. The position of the particle changes through
each iteration by adding a velocity term to the current position. This is described
as [39]:
xi(t+ 1) = xi(t) + vi(t+ 1) (3.24)
where xi(t) is the position of particle i in the solution space at time step t, and vi(t)
is the velocity term of particle i at time step t.
The velocity term vi(t) drives the optimization process, and reflects the experience
of the particle and the exchanged information from the particle’s neighborhood. The
particle’s experience is normally referred as the cognitive component, and it depends
on the distance between the particle’s current position and its own best result since
the first iteration. The exchanged information is normally referred to as the social
component, and it depends on the distance between the particle’s current position
and the neighborhood’s best result since the first iteration. Based on the size of the
neighborhood for social interaction, there exists two Particle Swarm Optimization
algorithms, namely global best PSO and local best PSO.
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Exploration refers to the ability to explore the solution space in order to find
the optimal solution. Conversely, exploitation refers to the ability to concentrate
the search in a given promising region in order to improve a candidate solution. An
optimization algorithm has to balance between these two terms, since the efficiency
and accuracy of the algorithm are determined by the relationship between them [40].
Exploration and exploitation are addressed in the velocity equation. This is done
using an additional parameter (i.e. the inertia weight) discussed in Section 3.2.6.
Global Best Particle Swarm Optimization
Global best particle swarm optimization, also referred as gbest PSO, is a variant
of Particle Swarm Optimization in which the neighborhood of a particle is the entire
swarm. Since all particles communicate together, the topology that gbest PSO uses is
a star neighborhood topology. Therefore, the best candidate particle has the largest
influence in the entire swarm, and is reflected in the velocity term. Since gbest PSO
has larger particle inter-connectivity, it tends to converge fast, but can get trapped
in local minima [39].
For any k-dimensional particle i, the jth component of its velocity at time t + 1,
denoted by vij(t+ 1), can be obtained by [39]:
vij(t+1) = vij(t)+c1r1j(t)[pbest,ij(t)−xij(t)]+c2r2j(t)[sbest,j(t)−xij(t)] with, 1 ≤ j ≤ k
(3.25)
where vij(t) is the j
th component of the velocity of particle i at time t, c1 and c2
are acceleration constant, r1j(t) and r2j(t) are two random values that are updated
with each iteration, xij(t) is the position of the particle i at time t along dimension
j, pbest,ij is particle i’s best position along dimension j, and sbest,j is the swarm’s best
position along dimension j.
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The personal best position for particle i, pbest,i refers to the best position that
particle i has visited since the first iteration. The personal best position at time t is
obtained as [39]:
pbest,i(t) =
 pbest,i(t− 1) if f(xi(t)) ≥ f(pbest,i(t− 1))xi(t) if f(xi(t)) < f(pbest,i(t− 1)) (3.26)
where f(·) is a fitness function.
The global best position, sbest, refers to the best position that the swarm has
visited since the first iteration. It is defined as [39]:
sbest(t) ∈ {pbest,0(t), ..., pbest,n(t)}|f(sbest(t)) = min{f(pbest,0(t)), ...f(pbest,n(t))}
(3.27)
Notice that, the global best position can be calculated as the best personal best
position.
Local Best Particle Swarm Optimization
To avoid being stuck in local minima, another variant namely local best PSO.
Local Best Particle Swarm Optimization, also referred as lbest PSO, was developed.
In lbest PSO each particle is only influenced by the best candidate within the par-
ticle’s neighborhood. Usually, the implemented network topology for lbest PSO is
a ring topology. The velocity term in this case reflects local knowledge within the
neighborhood of the particle. Since the particles in lbest PSO exchange information
within a neighborhood, PSO tends to converge slow, but is less likely to get trapped
in a local minima.
For any particle i, its velocity at time t can be obtained by [39]:
vij(t+ 1) = vij(t) + c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[lbest,j(t)− xij(t)] (3.28)
where lbest,j(t) is the best position of the neighborhood for particle i along dimension
j.
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Let Ni be the neighborhood of particle i, the best position of neighborhood Ni,
lbest,j(t), is defined as [39]:
lbest(t) ∈ {Ni|f(lbest(t)) = min{f(p)},∀p ∈ Ni} (3.29)
It is important to note that the selection of the particle’s neighborhood is based
on particles indices. Even though, there exists strategies to create neighborhoods
based on spatial similarities, neighborhoods created using the particle’s indices are
preferred [39]. The two main reasons for this are:
1. It is computationally inexpensive, because it does not require the particles to
be ordered based on any specific attribute.
2. It promotes the dissemination of information for all particles, regardless of their
current position in the solution space.
Since neighborhoods can overlap, a particle will be a member of multiple neighbor-
hoods. In addition, since neighborhoods are interconnected, they share information
and this guarantees that the swarm will converge to a single point, which tends to be
the global best particle of the swarm.
Since the only difference between Equation 3.25 and Equation 3.28 is sbest(t) and
lbest(t), respectively, let Bbest(t) be defined as:
Bbest(t) =
 sbest(t) for gbest PSOlbest(t) for lbest PSO (3.30)
Using Bbest(t), define a general velocity equation as:
vij(t+ 1) = vij(t) + c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)] (3.31)
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Particle Swarm Optimization Parameters
There are several parameters that affect the performance of PSO. The impact
of each of these parameters is problem-dependent. In this section, the following
parameters are discussed: swarm size, swarm topology, neighborhood size, number of
iterations, stopping conditions, velocity components, acceleration coefficients, velocity
clamping, inertia weight, and constriction coefficients.
Swarm Size
Swarm size is the number of particles in a swarm. A large swarm size implies a
larger initial diversity and allows for larger parts of the solution space to be covered
per iteration. While a large number of particles may reduce the number of iterations
needed, it increases the computational complexity per iteration which can result in
an increase in execution time. The optimal swarm size is problem-dependent, but
empirical studies has shown that the swarm size should be between 10 and 60 particles.
In the original paper by Eberhart and Kennedy [38], the suggested size for the swarm
is 15 to 30 particles, whereas, Bratton and Kennedy [41], suggested a swarm size of
50 particles.
Swarm Topology
Since PSO revolves around social interactions of each particle, the swarm “learns”
and adjusts its position towards successful particles in the swarm. The extent of
this social interaction is determined by the neighborhood of the particles, and the
amount of interaction depends on the size of the neighborhood. For example, smaller
neighborhoods have less interaction. As mentioned before, small neighborhoods tend
to take longer to converge to a solution, but may return a better solution, while in
large neighborhoods the particles converge faster, but may get stuck in local minima.
The swarm topology has a strong influence on the performance of PSO. Usually,
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neighborhoods are determined by particle indices, but there are other methods to
determine the neighborhoods. For example, neighborhoods can be determined based
on Euclidean distances between particles [41]. The four most used neighborhood
topologies are:
1. Star Topology
In this topology, each particle can communicate with every other particle in the
swarm. This topology tends to lead to faster convergence at the risk of getting
trapped in local minima. Each particle tries to imitate the behavior of the best
candidate particle present in the swarm. This is the topology implemented in
the gbest PSO. For the lbest PSO, if this topology is used, it will have the same
local minima problem on the extreme cases, which are when the neighborhood
size is either 0 or the swarm size.
2. Ring Topology
In this topology, each particle can communicate with its n immediate neigh-
bors; for example, for n = 2, any given particle will communicate only with its
immediately adjacent neighbors. This topology has a slower convergence but
larger portions of the solution space are explored, which leads to better solu-
tions. Each particle tries to imitate the behavior of the best candidate particle
within its neighborhood. In this topology, the neighborhoods overlap allowing
exchange of information between neighborhoods, which leads the swarm to con-
vergence to a single solution. This is the topology implemented in the lbest
PSO case.
3. Wheel Topology
In this topology, one particle is chosen as the focal particle while all other parti-
cles are isolated from one another. The focal particle is connected to every other
particle in the neighborhood and all information is communicated through it.
The focal particle gathers the performances of all the particles in the neighbor-
hood and adjusts its position towards the best performing particle. Then, the
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new position of the focal particle is transmitted to all particles if there is an
improvement. This topology tends to slow down the propagation of information
in the swarm.
4. Four Clusters Topology
In this topology, the swarm is divided into four clusters. The clusters are
connected by two edges to adjacent neighboring clusters and by one edge to
opposite clusters. The particles inside the clusters are usually connected using
a star topology or a ring topology.
Figure 3.10 depicts each of the four most used topologies networks.
Neighborhood Size
The neighborhood size impacts the social interaction within the swarm and in-
fluences the movement of the particles. For smaller neighborhoods, the algorithm
takes longer to converge, but it is more reliable to converge into optimal solutions,
since smaller neighborhoods are less vulnerable to local minima. Meanwhile, larger
neighborhoods tends to converge faster but at the cost of having some parts of the
solution space unexplored. The suggested neighborhood size is about 10-20% of the
swarm size [42].
Number of Iterations
The number of iterations needed to obtain good results depends on the problem. A
low number of iterations may cause the algorithm to stop prematurely, which would
lead to a non-optimal solution. A large number of iterations can add unnecessary
computational complexity. Normally, the number of iterations is not the only factor
that decides when the PSO algorithm will stop, but it is a criteria that has to be taken
into account. Also, if the number of iterations is too large and the stopping criteria
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Figure 3.10. Example of neighborhood topologies
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is too narrow, the algorithm will start to wander in the solution space. Typically,
the number of iterations is set to a high value and the implementation of a stopping
condition is used to allow the algorithm to stop sooner.
Stopping Condition
The stopping condition is used to determine if the algorithm has reached an opti-
mal solution to the problem. A good stopping condition does not cause the swarm to
converge prematurely. Moreover, it does not create oversampling of the fitness func-
tion, since this incurs unnecessary usage of computational resources which in turn
can increase execution time. Some stopping conditions proposed in are:
• A certain amount of iterations has been reached.
The algorithm will stop when a fixed amount of iterations has been executed.
It is easy to note that if the specified number of iterations are too small, the
algorithm will stop before a reasonable solution has been found. Usually, this
condition is used in conjunction with others, as a way to force the algorithm to
finish execution in case the swarm fails to converge.
• An acceptable solution has been found.
The algorithm will stop as soon as a particle finds a solution that is within an
acceptable error. The selection of the threshold affects the behavior of the algo-
rithm. If the threshold is too large, the algorithm will stop prematurely, while
a too small threshold may cause the algorithm to never stop. To implement
this stopping conditions successfully, it is required to have prior knowledge of
the optimum solution which normally is not available.
• No improvement is observed over a certain number of iterations.
The algorithm will stop when there is no significant improvement in the swarm
after a certain amount of iterations. The improvement can be judged by mon-
itoring the changes in the particle positions or the particle velocities. If these
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changes are below a certain threshold after a specified number of iterations, the
algorithm will consider the swarm to have converged.
• The normalized swarm radius is below a threshold.
The algorithm will stop when the normalized radius of the swarm, Rnorm, is
below a certain threshold. The algorithm will stop when all the particles are
centered around the global best position. The selection of the threshold affects
the performance of the algorithm. Large thresholds may cause the algorithm
to stop prematurely, while small thresholds may cause excessive number of
iterations.
Velocity Components
Particle’s velocity (Equation 3.31) is composed of three terms: previous velocity,
the cognitive term and the social term. The previous velocity term vi(t), also referred
to as the inertia component, is used as the memory of the particle’s velocity and
direction from the previous iteration. This term can be considered as the particle’s
momentum and is used to prevent the particle from abruptly changing its direction.
Additionally, it creates a bias towards the current direction.
The cognitive term c1r1(pbest,i− xi), also referred as the particle’s nostalgia, mea-
sures the performance of the particle with its past performances. It represents the
particle’s individual memory of its best position since the first iteration. The impact
of this term on the particles is to draw them back to their own past best positions.
The social term c2r2(Bbest − xi) measures the performance of the particle with
its neighbors, in the lbest PSO case; or with the swarm, in the gbest PSO case.
It represents the group standard that the individuals in the swarm seek to attain.
The impact of this term in the particles is to draw them towards the best position
found in the particle’s neighborhood. The cognitive and social terms are influenced
by stochastic values r1 and r2, which will be discussed in the following section.
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Acceleration Coefficients
The acceleration coefficients are responsible for maintaining the stochastic in-
fluence of the cognitive and the social components on the particle’s velocity. The
acceleration coefficients are composed of four parameters: two constants (c1 and c2)
and two random values updated with each iteration (r1 and r2). The constants c1 and
c2, known as trust parameters, are non-negative values. The constant c1 is related
to how much confidence a particle in to itself and the constant c2 is related to how
much confidence a particle has in its neighbors. A wrong selection for these values
will result in divergent behavior. Based on the different values that c1 and c2 can
have, there are six different cases:
1. c1 = c2 = 0
In this case, the particles will keep flying at their current speed until they reach
the solution space’s boundary. The particle’s velocity is obtained as:
vij(t+ 1) = vij(t) + (0)r1j(t)[pbest,ij(t)− xij(t)] + (0)r2j(t)[Bbest(t)− xij(t)]
= vij(t)
(3.32)
2. c1 > 0 and c2 = 0
In this case, the particles are isolated from one other. Since the particles do not
trust others particles in the swarm, there is no exchange of information between
particles. The particle’s velocity is found as:
vij(t+ 1) = vij(t) + c1r1j(t)[pbest,ij(t)− xij(t)] + (0)r2j(t)[Bbest(t)− xij(t)]
= vij(t) + c1r1j(t)[pbest,ij(t)− xij(t)]
(3.33)
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3. c1 = 0 and c2 > 0
In this case, all particles move towards one single point, which is the best particle
in the neighborhood. The particle’s velocity is obtained as:
vij(t+ 1) = vij(t) + (0)r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)]
= vij(t) + c2r2j(t)[Bbest(t)− xij(t)]
(3.34)
4. c1 = c2 6= 0
In this case, all particles move towards the average of the personal best position
and the neighborhood’s best position.
5. c1 >> c2
In this case, a particle is more influenced by its own good performances, which
may cause excessive wandering.
6. c1 << c2
In this case, the particles are more influenced by the best neighbor particle,
which can lead the particles to move towards the local optima prematurely.
Also, small values for c1 and c2 result in smooth particle movement. This allows
the particles to roam the region in which they are before being attracted towards
the “good” regions. Meanwhile, large values cause abrupt movements towards these
“good” regions, limiting the exploration of the solution space. The values for c1 and c2
are problem-dependent, and normally, they are static values. For example, Kennedy
and Eberhart [38] suggest that the values for the two acceleration constants should
be c1 = c2 =
√
2, and Khan and Engelbrecht [43] suggest that the values should be
c1 = c2 = 1.49.
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Velocity Clamping
In a particle swarm optimization algorithm, the velocity value tends to grow
quickly. This is more noticeable when the particle’s current position is far from its
personal best position and the neighborhood best position. Therefore, the particles
will have large position changes which can cause the particles to leave the solution
space. The aim of velocity clamping is to maintain the particles within the bound-
aries of the solution space and to guarantee that the size of the steps are reasonable
to comb the solution space. To implement velocity clamping, if the velocity of a
particle exceeds a specified maximum value, then the particle’s velocity is set to this
maximum value. The particle velocity is adjusted before updating the position of the
particle. (See Equation 3.35) [39].
vij(t) =
 v′ij(t) if v′ij(t) < Vmax,jVmax,j if v′ij(t) ≥ Vmax,j (3.35)
where v′ij(t) is found using Equation 3.31.
Velocity clamping depends on the value of Vmax,j. A poorly chosen value leads
to poor performance since large values of Vmax,j favor global exploration while small
values of Vmax,j favor local exploitation. This implies that, if the value of Vmax,j
is too small, the swarm will not sufficiently explore regions beyond the promising
regions, and in the worst case, the swarm may get trapped in a local optimum. On
the contrary, large values of Vmax,j have the risk of missing promising regions since
the particles are moving erratically and faster.
Even though, the advantage of using velocity clamping is that the changes in
velocity are controlled, one disadvantage of velocity clamping is that it affects the
direction in which the particles move in addition to the step size. Moreover, if all
velocities are equal to Vmax,j, the particles will search only on the boundaries of
a hyper-cube defined by [xi(t) − Vmax, xi(t) + Vmax]. This issue can be solved by
implementing a method to reduce the value of Vmax,j over time.
50
Inertia Weight
The goal of the inertia weight is to control the exploration and exploitation of
the swarm. Even though, it was created to overcome some of the disadvantages of
velocity clamping, it does not eliminate the need for it. The inertia weight works by
weighting the influence of the previous velocity on the current velocity. Using the
inertia parameter, the velocity Equation 3.31 changes to [39]:
vij(t+ 1) = wvij(t) + c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)] (3.36)
where w is the inertia weight.
Based on the different values that the inertia weight can have, there are three
possible different cases:
1. w = 0
For this case, the particles will move without taking into account the previous
velocity. Replacing w = 0 on Equation 3.36, leads to:
vij(t+ 1) = (0)(vij(t)) + c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)]
= c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)]
(3.37)
2. w < 1
For this case, the particles velocities tend to decrease. Also, this allows the
particles to accept quick changes in directions.
3. w ≥ 1
For this case, the particle velocities tends to increase over time towards the
maximum velocity. This may cause the swarm to diverge. Also, it is more
difficult for the particles to change their direction and move back into promising
regions.
51
Based on the behavior of the particles depending on the value of w, it is to be
noted that large values of w favor global exploration, while small values of w favor
local exploitation. However, for excessively large values the swarm may diverge and
for excessively small values, the swarm will have a limited exploration ability. Also,
for small values of w, the cognitive and social components have a greater influence in
a particle’s position.
The inertia weight can be implemented using a fixed or dynamic value. Several
researchers favor dynamically changing values because this allows the particles to
favor exploration at the early stages while favoring exploitation in later iterations.
The basic idea behind these approaches is to start with large inertia values, which
will allow the particles to explore the solution space freely, and then decrease them
over time, as this favors local exploitation. Van den Bergh and Engelbrecht showed
that in order to avoid cyclic or divergent behaviors, and to guarantee convergence in




(c1 + c2)− 1 (3.38)
There are several approaches to implement the concept of dynamic inertia weight.
One simple approach is to randomly select a new inertia weight value at each iteration.
For example, let the inertia weight be, at each iteration, the sum of the acceleration
coefficients [44]. Another implementation is to linearly decrease an initially large
inertia weight. For example, let the inertia weight start at the value of 0.9 and
decrease until it reaches the value of 0.4 [45]. Also, the inertia weight can be decreased
non-linearly over time [39]. Normally, these methods make the particles spend less
time in the exploration mode while allowing them to spend more time in exploitation
mode.
There are three nonlinear methods for changing the inertia weight:
• Peram, Veeramachaneni and Mohan [45] proposed:
w(t+ 1) =
(w(t)− 0.4)(nt − t)
nt + 0.4
(3.39)
with w(0) = 0.9.
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• Venter and Sobieszczanski-Sobieski [46] suggested:
w(t+ 1) = αw(t′) (3.40)
where α = 0.975 and t′ is the last iteration where the inertia last changed.
The inertia weight only changes if the variation of the fitness value is small.
The initial value of the inertia weight is w(0) = 1.4 and the lower bound is
w(nt) = 0.35.
• Clerc [39] proposed:
The inertia weight value should be proportional to the improvement of the
swarm, as is obtained by:










Clerc’s notion is that as an individual improves more over its neighbors, it
should be able to follow its own path.
Constriction Coefficient
A constriction coefficient, normally represented as χ, was introduced by Maurcie
Clerc in [47]. It was developed to eliminate the need for velocity clamping while
guaranteeing convergence to a stable point. It works by reducing the velocity at every
time step. The velocity equation with the constriction coefficient is given by [39]:
vij(t+ 1) = χ[vij(t) + c1r1j(t)[pbest,ij(t)− xij(t)] + c2r2j(t)[Bbest(t)− xij(t)]] (3.43)
where χ is defined as:
χ =
2κ
|2− φ−√φ(φ− 4)| , where, φ = φ1 + φ2, κ ∈ [0, 1] and φi = ciri (3.44)
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The parameter κ is used to control the exploration and exploitation of the swarm.
The conditions for κ and φ to guarantee convergence are [39]: φ ≥ 4 and κ ∈ [0, 1].
Many researchers consider the constriction coefficient approach to be equivalent to
the inertia weight approach to the extent that it is possible to obtain an inertia weight
model given χ [39], [48]. The equivalent inertia model for a given χ can be obtained
using Equations 3.45 and 3.46.
w = χ (3.45)
φi = χciri, where, i = 1, 2 (3.46)
General PSO
A particle swarm optimization method can be divided into three important steps:
initialization, function evaluation and stopping condition. Particle swarm optimiza-
tion works by evaluating a function iteratively until a stopping condition is met. The
evaluated function is usually called fitness function. A general PSO algorithm is
presented below:
PSO Algorithm
Initialize the n particles
Repeat
For each particle
Update the particle’s velocities and the particle’s position
Evaluate the particle’s fitness formula
Check if the new particle position has a better result than lbest
End the for loop
Check if any of the new particles positions has a better result than the
gbest.
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Until the stopping condition is met.
Return the global best position as the solution.
End
Initialization Step
The first step of the particle swarm optimization algorithm is the initialization
step. In this step, the swarm and control parameters are initialized. The constants,
such as the acceleration coefficients c1 and c2, the swarm size and the neighborhood
size, are specified. If a fixed inertia weight and fixed maximum velocity are used, they
need to be specified in this step.
The initial swarm has an impact on performance since a bad initial swarm can not
cover the entire solution space and it will be harder to find a solution that lies outside
of the initial covered area. Usually, the particles are initially uniformly distributed
over the solution space. Some researchers favor the use of a completely random
distribution, but the issue emerges by doing this is that the swarm can have some
bias towards certain regions due to an increased number of particles present over
those regions. On the other hand, uniformly distributed particles do not guarantee
good performance.
Usually, the initial velocities of the particles are set to zero, but, depending on
the task in hand, these velocities may be set to non-zero values, while taking into
consideration that large velocities will generate large position updates, and these large
updates may cause the particles to move outside of the solution space boundaries.
The particle’s personal best position is initialized to its current value. This means,
the particle’s personal best position at time t = 0 is equal to the particle’s initial
value. The best global particle position is initialized to the initial particle position
value which has the lowest fitness function value at time t = 0.
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Function Evaluation
The function evaluation step consists of the actions that the algorithm must per-
form during each iteration until one or more of the stopping condition are satisfied.
Usually, this step is the one that consumes more time and resources during the exe-
cution of a PSO algorithm. The runtime of the function evaluation step depends of
the number of particles in the swarm. In one iteration, the algorithm must perform
the following actions for each particle in the swarm:
1. Find the velocity along each dimension.
2. Update the particle’s position.
3. Evaluate the fitness function.
4. Determine the particle’s personal best position.
5. Determine the local best position, in lbest PSO, and the global best position,
in gbest PSO.
3.2.7 Microsoft Kinect
Microsoft Kinect is an input device used for motion sensing that enables the
user to interact with a system using gestures and spoken commands. Its software
technology has been developed by Rare, a subsidiary of Microsoft since 2002, while
the camera technology has been developed by PrimeSense, a subsidiary of Apple since
2013. The first version of the Microsoft Kinect was introduced in November 2010 and
its upgraded version was introduced in November 2013. The Microsoft Kinect was
originally introduced as an accessory for the Xbox 360, but now, because of the
information that the Microsoft Kinect is able to acquire, it is not limited to gaming
and is a tool used in different fields in industry and research, such as health-care,
image processing, computer vision, robotics, virtual reality, and security system.
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Figure 3.11. Microsoft Kinect Sensor.
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Figure 3.12. Components of the Microsoft Kinect Sensor.
Hardware Components
A Microsoft Kinect sensor is composed of a four-microphones array, a color camera,
an IR emitter, and an IR sensor.
Color Camera
The Kinect Sensor is equipped with a color camera that is able to capture video
that has a resolution of 1920x1080 pixels at a frame rate of 30 fps. Also, it works
in three different color formats: RGBA, GBRA and YUV2. Some features that the
camera possess are: white balancing, black reference, flicker avoidance, and color
saturation. The field of view for the color camera is 85◦ horizontal and 54◦ vertical,
as shown in Figure 3.13.
IR Emitter and IR depth Sensor
The IR emitter and the IR depth sensor are used to generate the infrared and depth
images. The IR emitter is an IR projector that emits infrared light in a “pseudo-
random” speckle pattern onto the scene. The light reflected from the speckles is
captured by the IR sensor which converts it into depth and infrared information. The
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Figure 3.13. Field of view of the color camera.
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Figure 3.14. Field of view of the IR Emitter/IR Sensor.
IR sensor can work regardless of the lighting conditions of the scene. The resolution
of both images is 512x424 at a frame rate of 30 fps. Each pixel in an infrared frame
has a 16-bit value to represent the IR intensity. On the other hand, each pixel value
in the depth map represents a distance in millimeters that ranges from 500 mm to
8000 mm, which is the working range of the IR sensor. The field of view for the IR
sensor emitter is 70◦ horizontal and 60◦ vertical, as shown in Figure 3.14.
Infrared and Depth Images
Microsoft Kinect uses its IR emitter and IR sensor to generate real-time depth
maps and infrared frames. The resolution of the depth maps and the infrared frames
is 512x424 at a frame rate of 30 fps. To generate these frames, the Kinect sensor
employs two techniques: Structure light and Time of Flight (TOF). Structure light is
a method of sending a known light pattern, usually a grid or horizontal bars onto a
scene. Using the way the pattern deforms when hitting the surface of objects in the
scene, allows the on board processor to calculate the depth and surface measurements
of the object. Similarly, TOF is the process of measuring the time it takes for an
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Figure 3.15. Example of an infrared image.
object to travel a distance through a medium. The pattern used by the Kinect sensor
for structure light is a speckle pattern, and the infrared frames are generated by
capturing the intensity of infrared light that is reflected.
To generate depth maps, the IR sensor measures the time used by infrared light to
leave the sensor and return to it. Using this time, the Kinect calculates the distance
between the sensor and the corresponding object which the infrared light reflected off.
Depth maps can be used to generate a set of discrete 3D data points, called a point
cloud. It is necessary to emphasize that the Kinect sensor is innately noisy, which
causes fluctuations in the depth measurements and as a result may create “hot” or
“cold” spots in the depth maps where no measurements can be obtained.
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Figure 3.16. Example of a depth map.
62
Figure 3.17. Example of a point cloud.
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Kinect Software Development Kit
The Microsoft Kinect has a software development kit (SDK) which grants users
the ability to develop their own applications using the Microsoft Kinect sensor as a
sensing device. This toolkit is comprised of a set of libraries that provide an interface
for communication with the Microsoft Kinect sensor. It also includes the applica-
tion program interface (API) and the system drivers for the sensor. Applications can
be built using C++, C# and Visual Basic. Some of the functions included in the
Kinect SDK are: skeleton recognition, skeleton tracking, facial tracking and speech
recognition. In addition to these basic functions, the Kinect SDK contains: a face
API, which facilitates the creation of applications that require motion tracking and
detection of human faces, Kinect Studio, which allows recording and playback of the
acquired depth and color data, and documentation. The minimum system require-
ments that must be meet to be able to use the Microsoft Kinect and the Kinect SDK
are:
• The operating system has to be: Windows 8, Windows 8.1, or Windows 10.
• A 64-bit physical dual-core 3.1 GHz or equivalent processor.
• 4 GB of RAM.
• A graphics card that supports DirectX 11,
• A USB 3.0 host controller.
3.3 System Workflow
The proposed motion correction system consist of four sequential stages:
• The first stage is responsible for capturing and storing the infrared and depth
images from the Microsoft Kinect. This stage works in parallel while performing
PET/CT scanning. Ideally, the Kinect sensor will start capturing images at the
same time the scanner is started, and will stop when the scanning is completed.
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Figure 3.18. Block Diagram of the proposed system.
• The second stage is in charge of performing the registration between consecutive
frames. It is composed of three steps: a Kinect file reader step, a features
extraction and matching step, and a particle swarm optimization step.
• The third stage consists of the registration of all frames with respect to a ref-
erence frame. This stage returns the affine transformation matrices with their
corresponding time stamps.
• The purpose of the fourth stage is to perform motion correction on the DI-
COM files from the PET/CT scanner using the affine transformation matrices
obtained from the previous stage.
The system has the following inputs: the infrared and depth images from the
Microsoft Kinect, as well as the DICOM files from the PET/CT Scanner. The final
output of the system will be motion corrected images contained in corrected DICOM
files. The system does not require markers for registration and tracking of the patient
movements. Figure 3.18 shows a block diagram that illustrates the proposed motion
correction system. The following sections of this chapter explain in detail each element
of the block diagram presented in Figure 3.18.
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Figure 3.19. Microsoft Kinect Stage.
3.3.1 Microsoft Kinect Stage
This stage consists of algorithms necessary for the Microsoft Kinect to capture
and store the infrared and depth images of the patient inside a PET/CT scanner
during the examination. The Microsoft Kinect sensor and a user-defined region of
interest (ROI; used in the next stages) are the two inputs for this stage. The output
is a file which contains the infrared and depth information as well as the information
of the ROI defined by the user. These files are saved locally for the posterior motion
correction stages. Figure 3.19 shows a block diagram that describes this stage.
The initialization and termination processes of the Kinect sensor are handled using
functions found in the Kinect SDK. In addition, SDK functions are used to extract
the infrared and depth maps arrays from the sensor. Even though the Kinect is able
to work at a maximum frame rate of 30 fps, the acquisition frame rate used in this
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project is lower than this, as explained below. Additionally, instead of creating two
files at every acquisition time step (one for the infrared frame and one for the depth
map) these two files are combined into one single file which is the input file used in
the following stages.
In order to choose the appropriate frame rate, some limitations must be considered:
1. A PET scan can take between 15 to 60 minutes (or 900 to 3600 seconds). If
the acquisition frame rate is 30 fps and assuming that each frame has a size of
1 MB, the total amount of saved information can be computed by:





where tscan is the duration of the PET scan in seconds. Using Equation 3.47,
the amount of acquired data for a 60 minutes scan will be 105.47 GB.
2. In practice, the size of each of frame file is 4.27 MB. Replacing the real file size
in Equation 3.47 gives a amount of data equal to 450.35 GB for a 60 minutes
PET/CT scan.
3. The hard disk drive write speed, and the Kinect algorithm running time create
a bottleneck for the system. One approach that helps overcome this issue is to
limit the amount of information that will be stored.
4. The amount of data generated during this stage determines the duration of the
subsequents stages.
Hence, there must be a balance between the acquisition frame rate, the execution
time of the algorithm, the size of the acquired data, and the ability to detect the
patient’s movements. The machine used for the development of this project allows to
store up to 2 frames every second without compromising the speed of the system.
The infrared images and the depth maps are acquired from the Kinect as two
arrays, where each entry in the array is pixel value in the corresponding image. The
Kinect creates both images simultaneously and with the same resolution. The images
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are created using the same mechanisms and sensors described in Section 2.4. The
unified frame file is then created by simultaneously reading the same position in each
array, and the values written in the corresponding entry of the output file. The
creation of a single combined file facilitates the handling of the information in the
subsequent stages. This file consists of: one entry for the region of interest and 217088
entries for the infrared and depth data (this value is based on a frame resolution of
512x424). The region of interest entry consists of the x and y coordinates of the upper
left corner of the region of interest, as well as the width and the height of the region
of interest. Each infrared/depth entry has four parameters:
1. The location along the x-axis, which varies from 0 to 511.
2. The location along the y-axis, which varies from 0 to 423.
3. The infrared pixel value, which varies from 0 to 65535.
4. The depth value, which varies from 0 to 8000.
3.3.2 Consecutive Frames Registration Stage
The purpose of this work is to correct artifacts arising from patient motion. An
issue that arises is that in order to perform the registration between frame i and the
initial frame, it is necessary that the previous frames be already registered against
the initial frame. Therefore, this forces the system to register each frame sequentially
which can make the execution time of the algorithm impractical. In addition, the
number of files generated by the Microsoft Kinect stage must be considered, because
the number of files have a large impact on the execution time of the registration stage.
If the number of files generated at that stage is excessively large, the execution time


















Consecu!ve Frames Registra!on Stage
Figure 3.20. Consecutive Frames Registration Stage.
One way to reduce the runtime of the system is to parallelize the frame registration
process. Registering two consecutive frames does not require knowledge of previous
results, hence, the proposed system divides the registration process into two stages:
the process of registration between consecutive frames and the registration of all the
frames to an initial reference frame.
It should be noted that there is no prior information linking two consecutive
frame files. In addition, the only relationship between the infrared images and the
depth maps is that the objects present in the scene occupy the same position in both
images. To perform registration in 3D, the proposed system requires correspondences
between the entries of the point clouds. Feature extraction and matching is used to
create these correspondences. Moreover, these techniques are applied to the infrared
images since they have better contrast and more features than the depth maps.
This stage takes as input the n frame files generated in the Kinect Stage. Its output
consists of n − 1 affine transformation matrix, which correspond to the maximum
number of possible combinations of consecutive files. This is accomplished in three
steps. The first step takes the Kinect frame files and generates the infrared images
and the point clouds of the region of interest. The second step uses the infrared
images and the point clouds to generate a pair of matched arrays which will be used
to perform the registration. The third step performs the affine registration using
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PSO over the matched arrays. Since the algorithm only requires the two consecutive
frame files to obtain the affine transformation matrix that register both files, multiple
registration processes can be run in parallel, leading to an improvement in the run
time of the system. Figure 3.20 illustrates the process performed in this stage.
Kinect File Reader
The purpose of this step is to read the unified frame file created in the Microsoft
Kinect stage. From this file, the infrared image and the point cloud of the region of
interest that was defined by a user during PET examination are created. Figure 3.21
shows the implementation of this step.
The region of interest data is used to create a mask. This mask is a 512x424 image
that consist of 0’s and 1’s, where each pixel with a value of 1 implies that it belongs
to the region of interest, whereas if it is 0 it does not belong to the region of interest.
Since the region of interest has a rectangular shape, the only information needed to
create it is: the x and y coordinates of one of its vertices (xROI and yROI), the width
(wROI), and the height (hROI). As described Section 3.2.1, the frame file contains
this information. To create the mask, the algorithm iterates through each pixel of
the mask. If the pixel coordinates in x is between xROI and xROI + wROI and its
coordinate in y is between yROI and yROI +hROI then, the value is set to 1, otherwise,
it is set to 0. This process is performed only if the ROI information changes.
To generate the infrared images, for each entry of the frame file, the read infrared
value is placed in its corresponding pixel position, then, the infrared image is mul-
tiplied by the mask. This process will extract the region of interest in the infrared
image. The point clouds are generated using the depth maps, where depth values
vary from 0 to 8000, representing the distance, in centimeters, of the Kinect sensor
to the objects in the scene. The depth map is multiplied with the mask to extract



































Kinect File Reader Step
Figure 3.21. Kinect File Reader Step.
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a point in the point cloud. Using equations 3.48, 3.49 and 3.50, the 3D coordinates of
these point are obtained. Each entry of the point cloud is linked to its corresponding









zi = pixelu,v (3.50)
where: ui and vi are the x and y coordinates of the i-th pixel in the depth map,
pixelu,v is the value of the i-th pixel in the depth map, fx and fy are the horizontal
and vertical focal length of the Kinect sensor, cx and cy are the location of the center
point of the Kinect, and xi, yi and zi are the 3D coordinates of the i-th entry of the
point cloud. The Kinect SDK allows the user to obtain the values of fx, fy, cx and
cy.
Feature Extraction and Matching Algorithm
The frame files generated by the Kinect do not have any relationship between
them. It is necessary to create a relationship by taking the infrared images and
the point clouds to generate a pair of matched arrays. These arrays are the input
information used by the PSO step to obtain the affine transformation matrix that
aligns the point clouds. The most important consideration in the development of this
project is that the lightning conditions in the room may vary. For these reason, it
was decided to use the infrared camera instead of the RGB camera.
In this step SURF is used to detect and extract the features in the infrared images.
Once the features are extracted, the system proceeds to obtain the matches between





























Feature Extrac!on and Matching Step
Figure 3.22. Features Extraction and Features Matching Step.
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Feature matching is done using a nearest neighbor search library called Fast Ap-
proximate Nearest Neighbor Search (FLANN), which is implemented in OpenCV.
FLANN takes two features arrays (source and reference) and creates a k-d tree for
each array. A k-d tree is a data structure used to arrange the points in a k-dimensional
space. These structures are useful for applications that involves a multidimensional
search key, such as in nearest neighbor searches. To perform the feature matching
process, FLANN takes a feature of the source array and it finds its nearest neighbor
in the reference array by performing a query in the k-d tree. This process is repeated
for each feature in the source array. The matches returned by FLANN are passed
through an outliers removal step. Since it is assumed that between consecutive frames
there is little movement, if the distance between two matched features is considerably
large, the match is considered an outlier. To decide which matches will be removed,
the mean and the standard deviation of the distances of all the matches are obtained.
All matches whose distance is larger than the mean plus the standard deviation are
removed. The remaining matches are used in the next step. This is described in
Equation 3.51.
O(Mi) =
true If di ≥ d+ σdfalse Otherwise (3.51)
where O(Mi) is the function that determines if the matched features i is an outlier,
Fi is the i
th matched feature, di is the distance between features, d is the mean of the
distances of all the matches, and σd is the standard deviation of the distances of all
the matches.
The last step of this stage is dedicated to the creation of arrays used by the PSO
algorithm. Each element of the matched features array, created in the previous step,
represents a match and consists of two entries. The first entry is the location of a
feature in the source infrared image, while the second entry is the matched feature in
the reference image. To generate the matched point clouds, the feature entries in the




















Distance vs Kernel Size
Figure 3.23. Obtained average distance and standard deviation of the
matches at the output of the system while varying the kernel size.
kernel placed at each coordinate. All distance values within the kernel are averaged.
Using the mean distance and the 2D coordinates of the feature, the 3D coordinates
can then be obtained using Equations 3.48, 3.49 and 3.50. These coordinated values
represent the corresponding matched feature in the point cloud, are subsequently
saved in the same location on the output point clouds arrays. The process is repeated
with each element of the matched features array and the output generated consists of
two point cloud arrays whose entries represent the matched features of the infrared
images in 3D. The kernel size was chosen based on tests were performed using the
complete system while the kernel size value was varied. Figure 3.23 shows the results
















Par"cles Swarm Op"miza"on Step
Figure 3.24. Particle Swarm Optimization Step.
Particle Swarm Optimization Step
The PSO step is used to obtain the 3D affine transformation matrices between
consecutive point clouds. This step consist of an outlier removal step and two stages
of PSO. The same PSO algorithm is used in both PSO stages. The outlier removal
step is needed to eliminate outliers and static points which introduce artificial bias.
The static points are matches generated by static objects in the scene.
The PSO stage inputs are the two matched point clouds and the output is the
3D affine transformation matrix. The outlier removal step takes the two point clouds
(source and reference) and the 3D affine matrix and returns the two point clouds with
the outlier entries removed. Figure 3.24 shows the block diagram of the proposed step.
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In the previous outliers removal step, an outlier was any match whose distance is
higher than the mean of all the match distances plus the standard deviation of all the
match distances (Equation 3.51). The same concept is applied in the outlier removal
step between the two PSO stages, except that the comparison uses the mean and the
standard deviation of the distances between the corrected features.
In the case in which the features are perfectly aligned, the distance between the
corrected input feature and its reference feature will be 0. On the other hand, if
the distance between the corrected input feature and its reference feature increases
relative to the distance between the uncorrected features, then it means that the
matched feature is potentially an outlier because the input feature is moving away
from the reference instead of moving closer to the reference. Therefore, in the outlier
removal step, the distance between the corrected source point cloud and the reference
point cloud are used to obtain the mean and the standard deviation used in Equation
3.51, instead of the distance between the source point cloud and the reference point
cloud.
The implemented particle swarm optimization algorithm is as follows:
PSO(pointCloud1, pointCloud2)
1. Initialize parameters
2. Compute initial fitness value
3. If the initial fitness value is 0 then return identity matrix as the result
4. Initialize particles
5. While the stop criteria is not met
6. Increase the iteration counter
7. For each particle
8. Find the best local particle of the particles in the neighborhood
9. For each dimension of the particle
10. Compute the inertia weight for the dimension
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11. Compute the velocity of the dimension
12. Apply the particle to pointCloud1
13. Compute the new fitness value
14. Update the particle’s best local fitness value
15. Update the best global fitness value
16. Check if the stop criteria is met
17. Return the best global particle as the affine transformation matrix
Each particle represents a possible affine matrix that aligns both point clouds
arrays, which means that each particle has 12 degrees of freedom. The fitness function
chosen for this system is the sum of the distances between the corrected and reference
features (See Equation 3.52). In the ideal case of a perfect match the fitness value
will be equal to 0. Therefore, the smaller the value of the fitness function, the better
the registration. In some rare occasions, the patient may remain immobile for some
time. This implies that the respective frames will reflect no motion, which means that
the affine transformation matrix between those frames is approximately an identity
matrix. An initial fitness value is calculated to prevent the algorithm from running
unnecessarily. If the initial fitness value is equal to 0, the algorithm considers that
there was no movement between the two frames and returns an identity matrix as
the result. The update of the position of each dimension of the particle is done
using Equation 3.24. The velocity of each dimension of the particle is updated using





(xPC1,i − xPC2,i)2 + (yPC1,i − yPC2,i)2 + (zPC1,i − zPC2,i)2 (3.52)
where, n is the number of matches, PC1 and PC2 are pointCloud1 and pointCloud2,
respectively, and xA,i, yA,i and zA,i are the x, y and z coordinates of the i−th feature
in point cloud A, respectively.
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An initialization step is used to generate the initial particles. Each particle is
assigned an identification label, which is its location in an array. Then, the swarm
is initialized using a completely random normal distribution, and a random value is
assigned to each of the 12 degrees of freedom parameters of each particle. Also, the
particles’ velocity array, the best local fitness for each particle, the best local result
for each particle and the best global particle are initialized using random values.
The acceleration coefficients c1 and c2 are set to 1.49 as suggested in [43]. To
choose the swarm size, the neighborhood size, and the maximum number of iter-
ations, several experiments were performed. A value for the maximum number of
iterations is fixed to ensure that the process does not run indefinitely. Moreover,
this also depends on the execution time of a single iteration, which is on average
0.807 ± 0.2118 ms. Assuming that the execution time per file should not exceed 30
seconds in the worst case scenario, then the maximum number of iterations will be
execution time per file
execution time for a single iteration
= 30
0.807+0.2118
= 29447.87, which is approximately 30000
iterations.
To choose the swarm size several experiments were carried out using different
swarm and neighborhood sizes that were varied systematically while keeping the rest
of the parameters constant. In particular, two neighborhood sizes were used: 15% of
the swarm size and 30% of the swarm size. Figure 3.25 depicts the results of these
tests were the swarm size was varied from 10 to 60 particles. From this figure, it can
be concluded that a swarm size between 20 and 30 particles gives a good balance
between runtime and number of iterations when neighborhood sizes are set to be 15%
to 30% of the swarm size. Based on this, the chosen value for the swarm size for this
project was set to 30.
Having chosen a swarm size of 30, a similar experiment was conducted to choose
the neighborhood size. However, in this case only odd numbers where used for neigh-
borhood sizes, as shown in Figure 3.27 Figure 3.26 shows the results obtained. For a
swarm size of 30 particles, the best results where obtained with a neighborhood size,



































Normalized Run!me and Fitness Value vs Number of 





Figure 3.25. Comparison of the Normalized Runtime and Fitness




































Figure 3.26. Comparison of the Normalized Runtime and Fitness




Figure 3.27. Neighborhood of size a for particle i.
sizes the algorithm will take more time to finish because the particles take longer to
converge. On the other hand, larger neighborhood sizes take less time to finish be-
cause the particles take less time to converge, but the fitness value increases because
the particles become more susceptible to getting stuck in a local minimum. Addition-
ally, the local topology of the neighborhood implemented in this system was a wheel
topology. During each iteration, each particle has its “own” neighborhood which is
made up Nsize−1
2
particles that precede it in the particles array and Nsize−1
2
particles
that come after it in the particles array. For example, for particle i, its neighborhood
consists of all the particles whose indices range from i− Nsize−1
2
to i + Nsize−1
2
. Each
particle in the neighborhood communicates its results to particle i, which compares
who has the best results based on the fitness value, but it does not communicates
this to its neighbors. It uses the obtained best result as the Bbest(t) which it used to
update its own position.
The algorithm uses one of two stopping conditions: the first condition is the
maximum number of iterations and the second condition is that the difference between
the last change and the average of the last 10 changes is less than 10−6. Also, in each
iteration all particles must update their positions before communicating their results
to the swarm.
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3.3.3 3D Model Registration Algorithm
In the previous stage, the Consecutive Frames Registration Stage, only the affine
matrices that align consecutive frames are obtained. However, to perform motion
correction, all frames must be aligned with respect to an initial reference frame.
During the early phases of the development of the system, it was observed that to
carry out the task of registration between the frames it has to be done sequentially.
This has a major impact on the runtime of the algorithm. On the other hand, it was
observed that the system’s runtime could be improved by dividing the registration
step in two stages: a stage in which the registration is performed over consecutive
frames and a stage in charge of registering all the frames with the reference. The first
stage only requires two consecutive frame files to perform registration; meanwhile,
the second stage requires the affine matrices from the first stage in addition to the
frame files.
Figure 3.28 describes the process by which the infrared images and point clouds
have passed to this point through of the proposed system. The first step is to obtain
the matching features between the infrared images Ii−1 and Ii, then, the matches and
the point clouds are then used to generate matched point clouds, which are used to
perform the registration whose result is the affine matrix T(i−1)i which aligns point
cloud i and point cloud i− 1.
In the case where perfect registration is obtained, whenever the resulting affine
matrix T(i−1)i is applied to point cloud i, it will generate point cloud i−1. Therefore,
to obtain the affine matrix T0i, which aligns point cloud i and point cloud 0 (the
initial reference), it is enough to apply all the affine matrices sequentially starting
with T(i−1)i and ending with T01. Figure 3.29 illustrates this concept, where Pi is the
original point cloud and F ′i is the registered version of Pi with respect to point cloud
Pi−1. If the point clouds are perfectly aligned, F ′i and Pi−1 will be equal, then, for
example, to align P2 with the reference, first apply T12 to P2 which gives F
′
2 = P1,
and then apply T01 to F
′






Figure 3.28. Infrared Images and Point Clouds Flow Chart.
Figure 3.29. Ideal Registration Process.
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In practice, no ideal results are obtained for the registration process. Even small
differences in the transformation cause a registration error. With the procedure de-
scribed above is applied, these errors accumulate along the frames causing a drifting
behavior as more affine matrices are applied. To reduce the drifting effect due to
the errors, a windowing method is used. In the proposed algorithm, the system will
update the reference frame after k frames have been processed. This is depicted in
Figure 3.30 which describes the workflow of the proposed algorithm for k = 4.
The first step of the algorithm is to perform the registration between frames i and
i− 1. Once this task is done, the algorithm has to perform the registration between
corrected frame i and frame i−2 using all the ith frames that have not been corrected
with respect to the reference frame. This process is repeated until all the frames in
the window of size k are registered with respect to the reference frame. Once all
frames have been corrected, corrected frame k is set as the new reference for the next
set of frames.
3.3.4 Motion Correction Step
The purpose of this stage is to perform motion correction on the DICOM images.
This step utilizes, it takes the DICOM images from the PET/CT scanner and the
affine transformation matrices obtained from the previous stage. The output gener-
ated is the motion corrected DICOM files. To choose the appropriate transformation
matrix that has to be applied over the DICOM image, the time stamps of the DICOM
file and the transformation matrix need to be aligned. Figure 3.31 depicts the work-
flow of this stage. The process is comprised of three steps: a pre-motion correction
step where the DICOM files and the affine matrices are aligned and this results in a
3D volume that is reconstructed from the DICOM files, the motion correction step
where the affine matrices are applied over their corresponding 3D volume, and the
last step in which the motion corrected DICOM files are created.
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Figure 3.30. Windowing Algorithm Flow Chart.
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Figure 3.31. Motion Correction Stage.
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Although the prior stage returns all the necessary affine matrices, this stage re-
quires one to choose and apply only the appropriate matrix to the DICOM images.
Usually, a certain number of DICOM files have the same acquisition time. In this
case, the files will use the same affine matrix. To make the motion correction task
efficient and since 3D affine matrices are obtained, a 3D volume will be constructed
from the image slices contained in the DICOM files that share the same acquisition
time. This is possible because the header of the DICOM file contains the following
attributes: image position, image orientation, pixel spacing in the x-axis and y-axis,
slice location, and slice thickness.
The image position attribute gives the x, y, and z coordinates of the upper left
corner of the slice. The image orientation gives the direction cosines of the first
row and the first column with respect to the patient. Image position and image
orientation are used to properly order the slices in space. The pixel spacing attribute
is the physical distance between the center of each 2D pixel in mm. It is specified by
two values, where the first one is for the row spacing, yspacing, and the second one is for
the column spacing, xspacing. Figure 3.32 depicts an example to illustrate this concept
where each square represents a pixel and the orange squares represents the center of
the pixel. The pixel spacing attribute allows the pixels of the slice to be spaced and
positioned appropriately relative to a physical distance. The slice thickness attribute
represents the width in mm of the PET scanner detector used to acquire the image,
and the slice location is the relative position of the image plane expressed in mm.
Using slice location attribute, the image slices can be placed in the proper location.
Each pixel in the image slice generates a point in the 3D model. Generating the
3D model, for each slice, it starts by placing the pixel in the upper left corner of the
slice in the 3D space. This is iterated through each pixel in the slice placing them in
the 3D space using the appropriate spacing, in the x and y axis, given by the pixel
spacing attribute. The z coordinate of all the pixel for a specific slice is given by its
slice location attribute, and the intensity of the point in 3D is given by its pixel value
in the slice. This is illustrated in Figure 3.33.
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Figure 3.32. Pixel spacing example.
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Figure 3.33. Process of generating a 3D model using the image slices.
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Once the 3D volume is generated, the time stamp aligned affine matrix is applied
to this volume. This process will return a motion corrected 3D model of the DICOM
files for that specific acquisition time step. This corrected 3D model is then used to
obtain the corrected 2D images which will be returned to the PET/CT scanner as a
series of DICOM files. The number of 2D slices generated is equal to the number of
slices given for the generation of the 3D model.
To generate the slices, the method places a 2D plane perpendicular to the z-axis
of the 3D model at each slice location, then, it locates the upper left corner of the
slice in the 2D plane and extracts the intensity value of that position and copies it
into the corresponding pixel of the slice. To fill the rest of the pixels the technique
“iterates” through the 2D plane, which is possible because the resolution of the output
slice is the same as the resolution of the slice used to generate the 3D model and the
pixel spacing is known. For example, to fill the first row of the slice, the 2D plane
is sampled at every k ∗ xspacing, where k varies from 0 to the number of columns in
the slice. Once all the pixels in the slice are obtained, the slice image is stored in the
output DICOM file.
3.4 Graphical User Interface
The proposed motion correction algorithm is controlled using a graphical user
interface. The graphical user interface consists of four tabs, each of controls a different
aspect of the implemented system. The graphical user interface tabs are:
• Camera Tab
The Camera tab is used to control the capture of the infrared images and the
depth maps during the PET/CT examination, in addition to allowing the user
to choose the region of interest. Figure 3.34 shows the initial Camera Window.
The Camera Window displays the infrared images obtained by the Kinect in
real-time. The region of interest is specified using a user specified rectangle.
This rectangle can be resized and moved within the margins of the image while
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Figure 3.34. Initial view of the camera tab.
the Camera is not capturing images (either, before the algorithm starts image
acquisition or while the acquisition is paused). To resize the rectangle, the user
needs to use any of the 8 square grips placed on the rectangle. To move the
rectangle, use a ‘drag and drop’ operation. Before starting a capture, a subject
or study ID must be entered. This can be done using the ‘Enter Subject ID’
button. Once clicked, a dialog box will appear (as shown in Figure 3.35). This
button will not appear again until acquisition is finished. Also, before capturing
images for a new study, the user needs to finish the prior capture. Figure 3.38
depicts the screen that allows the user to finish the acquisition process. This
view is the same while the image acquisition is paused. Figure 3.36 shows the
screen view of the system when it is ready to start the image acquisition process
and Figure 3.37 shows the screen view during the image acquisition process.
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Figure 3.35. View of the ’Enter Study ID’ dialog box.
Figure 3.36. View of the tab when the system is ready to start the
image acquisition.
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Figure 3.37. View of the tab during the images acquisition task.
Figure 3.38. View of the tab while the image acquisition is paused.
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• Motion Correction Tab
The Motion Correction tab is used to apply the motion correction on the DI-
COM files. Before starting the motion correction, it is expected that the DI-
COM files and the Kinect files have been stored on the computer. The DICOM
files can be selected in two ways: by specifying the Study ID number and the
date of the study, as shown in Figure 3.39(a), or by specifying the directory con-
taining the DICOM files to be corrected, as depicted in Figure 3.39(b). Once
the DICOM files have been selected, the user has to select the Kinect Files
directory from a list of possible directories. If the Kinect directory list remains
empty after choosing the DICOM files directory, it means that no Kinect di-
rectory exists for the chosen DICOM directory. The user can specify an output
directory. If the text box is left empty, the system will generate a new directory
for the corrected files at a default location. Once these three parameters are
specified, the motion correction algorithm can be started. The progress and any
possible error generated during the execution of the algorithm will show up in
the Info Log located at the bottom of the window.
• DICOM Receiver Tab
The DICOM Receiver tab is used to enable a receiving server that allows the
computer to receive DICOM files from the PET/CT scanner. The server re-
quires two parameters: the directory in which the received DICOM files will be
stored and the Port number. If the directory is not specified, the files will be
saved in a default location. Figure 3.40 displays the DICOM Receiver window.
• DICOM Sender Tab
The DICOM Sender tab is used to send DICOM files towards the PET/CT
scanner or a specified machine. To send the DICOM files, three parameters are
required: the directory that contains the DICOM files, the Port number and the
IP address of the endpoint. Figure 3.41 depicts the DICOM Sender window.
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(a) Study ID and Date
(b) DICOM Files Directory
Figure 3.39. Motion Correction Views
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Figure 3.40. DICOM Receiver View
Figure 3.41. DICOM Sender View
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4. RESULTS AND DISCUSSION
This chapter presents the results obtained from the implementation of the registration
algorithm. To obtain these results, the proposed Microsoft Kinect Stage, described
in Section 3.2.1, was implemented in the PET/CT scanner and images were acquired
with a subject inside the scanner. The distance between the subject and the Kinect
sensor was 0.9144 meters. No PET/CT data was acquired at this time. The ac-
quired images were used as input to the Consecutive Frames Registration, described
in Section 3.2.2, and the 3D Model Registration Algorithm, described in Section 3.2.3.
The different stages of the proposed system were tested separately to permit op-
timization of each component (e.g. unit test). The use of the transformation matrix
over the medical images files was tested on various images and it was found to be
reliable. The current tests are directed at ensuring that the integration between the
Microsoft Kinect Stage, the Consecutive Frames Registration Stage and 3D Model
Registration Stage work as expected.
During the initialization tests (See Figures 3.25 and 3.26) it is observed that the
swarm size and the neighborhood size had a great influence on the runtime of the
algorithm and the final distance between matched features. As the number of parti-
cles in the swarm increases, the runtime increases because more particles have to be
processed but the fitness value decreases because there are more particles searching
for the optimal solution in the solution space. As the neighborhood size increases the
running time and the fitness value decreases, but the fitness value decreases to a limit
and then begins to increase again. This behavior occurs because for smaller neigh-
borhoods, the particles require more iterations to converge to an optimal solution.
On the other hand, for large neighborhoods, more particles communicate with each
other which makes the particles to converge faster, but this point of convergence can
be the local minimum of one of the particles instead of a global minimum.
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The raw infrared images and depth maps obtained from the Microsoft Kinect are
shown in Figure 4.1. The parameters of the region of interest are: the ROI’s upper
left corner is located at position x = 177 and y = 119, its height is 118 pixels and
it’s width is 152 pixels. As can be seen in the infrared images of Figure 4.1, it is
not possible to make the patient’s head occupy the entire size of the infrared frame.
Scene background data (such as: the PET/CT scanner gantry, interior and, bed)
is captured along the patient’s head and part of their body. Therefore, a region of
interest is used to delimit the area where the patient’s head will be confined. This
facilitates the extraction of the object of interest (in this case, the patient’s head) from
the background of the scene. Each Kinect frame file has a size of 4370 KB. During the
acquisition of these images, the lightning conditions in the room remained constant
and the lights were at a subdued level.
Figure 4.2 shows the results generated using two consecutive frames. The point
clouds are generated using the depth maps and the region of interests. The infrared
images and the region of interest are used to obtain the infrared feature matches. The
quiver plots are the 3D motion vectors between the extracted and matched features
of the two point clouds. For each arrow, the head of the arrow is the location of the
source feature (feature in the right point cloud) and the tail of the arrow represents
the location of the matched reference feature (corresponding matched feature in the
left point cloud).
Figures 4.3, 4.4, 4.5 and 4.6 show the results using seven frames which are equiva-
lent to 3 seconds of motion. The proposed system average runtime using these seven
frames as input is 32.732 ± 0.393 seconds. The average number of infrared matches
obtained for these seven frames is 32. In the case where the registration is able to
perfectly align the two point clouds, the length of each arrow in the quiver plots of the
corrected matches would be equal to 0. Due to several factors, such as noise generated
by the environment, and in the Kinect sensor, the registration is far from perfect and
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arrows in the quiver plots between matched features is: 0.01169 ± 0.00725 meters.
By comparison, the average length of all the arrows in the quiver plots of corrected
matches is: 0.00379±0.00417 meters. This indicates on average, the distances between
the reference features and the source features was reduced by a 67%. Table 4.1 shows
the average length of the arrows for the quiver plots between matched features and
Table 4.2 shows the average length of the arrows for the quiver plots of the corrected
matches. All distances in the tables are in meters.
In the literature, there are two types of motion correction systems: marker-based
systems such as Polaris Vicra, and marker-less systems [14] [16] [9] [8]. A drawback of
marker-based tracking systems is that the markers are likely to move during the scan-
ning process leading to incorrect motion compensation, and may create discomfort
for patients. The motion correction system proposed in this thesis is a marker-less
system. In addition, it is not limited to the tracking of a specific object or part of the
body such as tracking the chest motion [5], or as Meyer et.al. [14], where they try to
estimate the position and orientation of the head of a person. Like the marker-less
tracking systems mentioned earlier [14] [16], the proposed system in this thesis uses
the depth information obtained from the Microsoft Kinect, but it uses the infrared
information instead of the color information. This change was necessary because
during a PET/CT scan the lighting conditions in the room can shift to the point
where the lights are turned off completely for the patient’s comfort or experimental
procedures. The tracking systems presented in Sections 2.4.3 and 2.5 use face detec-
tion algorithms (e.g. Viola-Jones) [14] or perform the detection using depth edges to
obtain the tracked object [16]. In contrast, the system proposed in this work uses a
feature extraction and matching (SURF combined with FLANN) approach.
The Kinect SDK possess face tracking tools, but these require the Microsoft Kinect
sensor to be placed in a specific orientation because the system uses the Kinect
incorporated accelerometer. In addition, the Kinect SDK face tracking algorithm
requires the face to be well lit without any harsh shadows on it. The implemented
105
Table 4.1.




Min (m) Max (m)
Frame 0 & Frame 1 0.00540 0.00147 0.00304 0.00883
Frame 1 & Frame 2 0.01217 0.00407 0.00496 0.02204
Frame 2 & Frame 3 0.01646 0.00603 0.00917 0.03345
Frame 3 & Frame 4 0.00971 0.00417 0.00332 0.02125
Frame 4 & Frame 5 0.01774 0.00821 0.00993 0.04964
Frame 5 & Frame 6 0.01280 0.00935 0.00400 0.03716
Table 4.2.




Min (m) Max (m)
Frame 0 & Frame 1 0.00148 0.00088 0.00015203 0.00307
Frame 1 & Frame 2 0.00313 0.00263 0.00000027 0.00765
Frame 2 & Frame 3 0.00148 0.00088 0.00015203 0.00307
Frame 3 & Frame 4 0.00511 0.00286 0.00000016 0.00969
Frame 4 & Frame 5 0.00509 0.00489 0.00000096 0.01782
Frame 5 & Frame 6 0.00820 0.00638 0.00008816 0.01768
system in this project does not required the Kinect sensor to be positioned in a specific
orientation to work and is able to obtain the motion parameters from people lying
down as well as it is able to work in poor lighting conditions.
106
5. CONCLUSIONS AND FUTURE WORK
5.1 Conclusion
This thesis describes a motion correction system for medical files. The system
consists of an algorithm capable of storing, acquiring and tracking movements of a
patient within a PET/CT scanner using the Microsoft Kinect, an algorithm used to
perform motion correction in medical files based on rigid body registration, and a
GUI used to receive and transmit medical files. The proposed system is invariant to
the lighting conditions of the room and does not require the use of markers to obtain
the patient motion information. In addition, it does not require prior initialization
except for delimiting the region of interest in acquired frames.
Some disadvantages of the proposed system are its dependency on features extrac-
tion and matching step which can affect the runtime and accuracy of the algorithm.
Although the motion of the patient was considered an affine rigid transformation, the
actual motion information obtained may not be non-rigid.
The proposed system uses PSO to find the parameters needed to perform rigid
registration. In early tests of the algorithm, it was noticed that the PSO stage is
susceptible to outliers. Thus two stages were needed for outlier removal.
The advantages of the proposed system is that motion correction in PET/CT
scans can help physicians to observe a scanned area in a more detailed and precise
manner. For example, it will help determine precisely where a specific structure is
located (e.g. a carcinoma, a lymph node). It can also prevent misdiagnoses generated
by motion blurred scans. Moreover the use of motion correction systems in patient
care may reduce the need to expose the patient to ionizing radiation because of
the need to re-image the patient due to the poor quality obtained in the PET/CT
images. Ionizing radiations does not produce harmful effects on human’s health if
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used in small quantities, but after certain thresholds, it can affect the function of
tissues and/or organs, in addition to side effects such as hair loss, radiation burns,
and acute radiation syndrome [49].
5.2 Future work
During the development of this system, motion was approximated as a rigid affine
transformation. An important improvement for the system would be to consider
the motion as a non-rigid transformation. Rigid transformations serve to obtain
a good estimate of the transformations generated by a patient’s movements. But
during a PET/CT scan, patient movement may be actually non-rigid, due to different
factors such as tissue movements due to breathing which are non-rigid. Also, features
matching was performed using Nearest Neighbors Search, the use of another feature
matching algorithm, such as Iterative Closest Point, should be evaluated.
Due to limitations in the placement of the Kinect sensor, the proposed system
was limited to correcting the movements of the patient’s head. An idea to improve
the system is to make it capable of correcting the movements of a patient’s entire
body. The acquisition frame rate for this project is not variable throughout the
PET/CT examination; however, the use of an adaptive acquisition frame rate should
be evaluated to see if it can improve the motion tracking. Also, the use of GPU
based computing should be evaluated to improve the running time of the algorithm.
Furthermore, the use of the GPU could allow the system to perform the motion
correction task in near real-time.
In the literature algorithms that are capable of tracking objects using only 3D
information captured by a sensor have been reported in [18] [19] [50]. The implemen-
tation of one of these algorithms would significantly improve the proposed system due
to the elimination of its dependence on the use of the infrared information to perform
the registration.
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Image matching and registration in the projection domain has been studied pre-
viously [51] [52] [53]. Motion correction in the proposed system was performed in the
image domain. A possibility for future research is to determine whether the motion
correction and tracking can be performed in the projection domain. If a system capa-
ble of making the motion correction in the projection domain is developed, it would
be possible to make the corresponding corrections before the reconstruction of the
medical images.
Lastly, the proposed system was focused on motion correction in PET/CT scans,
but there are other tools used to diagnose health problems in patients which suffer
from similar issues (e.g. ultrasound and magnetic resonance imaging). The use and
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