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We characterize those symmetric designs with a Singer group G which admit a
quasi-regular G-invariant partition into strongly induced symmetric subdesigns. In
terms of the corresponding difference sets, the set associated with the larger design
can be decomposed into a difference set describing the small designs and a suitable
relative difference set. This generalizes the decomposition of the classical design
Ž .with the complements of hyperplanes in PG m y 1, q as blocks into sub-designs
Ž .arising from PG d y 1, q whenever d divides m. Parametrically, these geometri-
cal examples provide the only known examples of the situation we are studying. But
there are many nonisomorphic examples with the same parameters, namely the
complements of the classical GMW designs and some generalizations. We also
discuss the possibilities for obtaining new difference sets in this way and point out
a connection to the recent constructions of Ionin for symmetric designs. Q 1999
Academic Press
1. INTRODUCTION
Ž .Under certain conditions, it is possible to combine a small difference
Ž .set, say in a group N, with a suitable relative difference set relative to N
Ž .in a larger group G to obtain a large difference set in G. Before we state
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the result in question, let us first recall the required definitions; for more
w x wbackground, the reader is referred to the books 3, 25 or the surveys 18,
x21, 22, 26 .
DEFINITION 1.1. Let G be an additively written group of order ¤ .
Ž .A ¤ , k, l -difference set in G is a k-subset D of G such that the list of
differences
d y e d, e g DŽ .
contains each element g / 0 exactly l times. More generally, let N be a
normal subgroup of order n and index m of G. Then a k-element subset
Ž .R is called a relati¤e difference set with parameters m, n, k, l , if the list of
Ž .differences r y r 9: r, r 9 g R, r / r 9 contains no element of N and covers
Ž .every element in G _ N exactly l times. A relative difference set is called
cyclic or abelian if G has the respective property.
In what follows, it will be useful to follow the standard approach of
Ž .representing relative difference sets as elements of suitable group rings.
ŽThus let ZG be the integral group ring of the group G now written
.multiplicatively . By abuse of notation, we will identify any subset A of G
with the group ring element Ý g. We also require the notationg g A
AŽ t . [ a g t , where A s a g ,Ý Ýg g
ggG ggG
and where t is some integer. It is now easily seen that the definition of a
Ž . Žrelative difference set translates into the following equation in ZG see
w x.3, 25 .
LEMMA 1.2. Let G be a group G of order ¤ , and let D g ZG. Then D is a
Ž .¤ , k, l -difference set in G if and only if the following equation holds in ZG:
DDŽy1. s k y l q lG.Ž .
More generally, let N be a normal subgroup of order n and index m of G. Then
Ž .an element R g ZG is an m, n, k, l -difference set in G relati¤e to N if and
only if the following equation holds in ZG:
RRŽy1. s k q l G y N .Ž .
w xWe can now state the following result, essentially due to Pott 25 ; for
the convenience of the reader, we shall include the simple proof.
Ž .PROPOSITION 1.3. Assume the existence of both a w, ¤ , l, a -difference
Ž .set in a group G relati¤e to a normal subgroup N and a ¤ , k, l -difference set
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in N. If one has
k 2a s ll, 1Ž .
Ž .then there also exists a ¤w, kl, ll -difference set in G.
Ž .Proof. We denote the given relative difference sets by R and S,
respectively. Hence we have the following two equations over the group
ring ZG:
RRŽy1. s l q a G y N 2Ž . Ž .
SS K Žy1. s k y l q lN. 3Ž . Ž .
Now put D [ SR. Using the preceding equations and the normality of N,
we compute
Ž .y1Žy1. Žy1. Žy1.DD s SR SR s S RR SŽ . Ž . Ž .
s S l q a G y N S Žy1. s SS Žy1. l q a G y NŽ . Ž .Ž . Ž .
s k y l q lN l q a G y NŽ . Ž .Ž . Ž .
s l k yl q ll y al¤ y a k yl N q a k yl q al¤ GŽ . Ž . Ž .Ž . Ž .
s kl y l q llG,Ž .
Ž . Ž .since, by the trivial equation l ¤ y 1 s k k y 1 connecting the parame-
ters of S and by our hypothesis,
a k y l q al¤ s a k 2 s ll.Ž .
Thus D is indeed the desired difference set in G.
In the abelian case, the preceding construction is}in the even more
general form of a recursive construction for relative difference sets}due
w xto Pott 25, Proposition 3.2.1 . However, the case for difference sets that
concerns us here is essentially already contained in the classical 1962
w xpaper of Gordon et al. 9 ; these authors did not use the language of
relative difference sets explicitly and only deal with a special series of
parameters, but essentially all of the ideas are there. Moreover, the
parameter series treated in their paper, namely the parameters of the
classical symmetric designs formed by the points and the complements of
Ž .hyperplanes in a finite projective geometry PG d, q , is still the only
known situation where the general result applies; this is due to the scarcity
of suitable relative difference sets known at present.
In the present paper, we are interested in the geometric aspects of the
GMW construction of Proposition 1.3. It will be easy to see that the
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symmetric design D s dev D associated with the large difference set
D s SR admits a G-invariant partition into strongly induced symmetric
subdesigns that are copies of the design S s dev S associated with the
small difference set S in the normal subgroup N. We shall call the pair
Ž .S, R a decomposition of the large difference set D.
As the terminology about subdesigns is not consistent in the literature,
we need to recall the relevant definitions. It is usual to define an induced
Ž .substructure S of an incidence structure V, B, I as an incidence structure
of the form
S s U, A, J ,Ž .
where U : V, A ; B, and J is the restriction of the incidence relation I to
Ž w x.the set U = A cf. 3 . In the older literature, symmetric subdesigns of
Žsymmetric designs have been studied according to this definition see, for
w x w x. w xinstance, 11 and 16 . Recently, Ionin 14 used the term ``symmetric
subdesign'' in another, considerably stronger sense, which we will now
explain; to avoid confusion, we suggest speaking of ``strongly induced''
subdesigns in this context.
Ž . Ž .DEFINITION 1.4. Let D s V, B be a symmetric ¤ , k, l -design, and let
U be a subset of V. Then the incidence structure
 4U s U l B : B g B, U l B / B
is called a strongly induced substructure of D. Thus the block set of U is the
Ž .set not the multiset! of all nonempty intersections of U with blocks of D.
w xIonin 15 proved the following basic result on strongly induced symmet-
ric subdesigns of a symmetric design:
Ž .Result 1.5. Let D be a symmetric ¤ 9, k9, l9 -design, and let U be a
Ž .strongly induced symmetric ¤ , k, l -subdesign of D. Then there exists an
integer l such that k9 s kl and l9 s ll; moreover, k divides ll.
Ionin also gave a characterization of symmetric designs with strongly
induced symmetric subdesigns; they can all be obtained by combining the
small symmetric design with a suitable affine resolvable pairwise balanced
design. We shall here prove a corresponding result if the symmetric
designs in question admit Singer groups. Although this is similar in spirit,
the result in question will be entirely different from Ionin's. Indeed, it
should not come as a surprise that the extra assumption of a Singer group
allows a simpler and more intuitive description. In fact, the big design then
has a group-invariant partition into strongly induced symmetric subdesigns
isomorphic to the smaller symmetric design; moreover, all such designs
belong to difference sets constructed as in Proposition 1.3. Thus we will
have to prove the converse of this result.
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2. A GEOMETRIC CHARACTERIZATION OF
DIFFERENCE SETS WITH A DECOMPOSITION
A popular theme in Galois geometry is the partitioning of a finite
Ž .projective geometry P s PG d, q into geometric objects of the same type,
for instance, into Baer subgeometries, arcs, caps, and the like. Quite often,
one uses the representation of P by a Singer cycle to obtain the desired
Ž w x w x .partition see 18, Sect. 12 for a brief account or 12 for more details .
One of the seminal results in this direction is the following simple theorem
w xdue to Rao 28 :
Ž . Ž .Result 2.1. PG d, q can be partitioned into subgeometries PG t, q if
and only if t q 1 divides d q 1.
In Galois geometry, the intersection behavior of subspaces and the
geometric subobjects can be of quite different types, depending on the
subobjects considered. However, Rao's result fits neatly into the design
theoretic terminology introduced in the preceding section if we consider
the classical symmetric designs formed by the points and the complements
of hyperplanes in a finite projective space; in this terminology, it can be
restated as follows.
Ž .CResult 2.2. The symmetric design PG d, q formed by the pointsdy1
Ž .and the complements of hyperplanes in PG d, q can be partitioned into
Ž .Cstrongly induced symmetric subdesigns isomorphic to PG t, q if andty1
only if t q 1 divides d q 1.
Ž .COf course, Rao's construction uses the representation of PG d, qdy1
by a cyclic difference set. Actually, it is a very special case of the following
general result on the geometry of difference sets with a decomposition, as
we shall see in Section 3.
PROPOSITION 2.3. Let D s SR : G be a difference set with a decomposi-
tion, constructed as in Proposition 1.3, and let D s dev D be the associated
symmetric design. Then D admits a G-in¤ariant partition into strongly induced
symmetric subdesigns isomorphic to S s dev S.
Proof. It clearly suffices to show that the blocks of D induce a design
isomorphic to S on the point set N. By construction, D can be written as a
disjoint union of translates of S:
D s Sr j ??? j Sr ,1 l
 4where R s r , . . . , r . Thus an arbitrary block of D is of the form1 l
Dg s Sr g j ??? j Sr g : Nr g j ??? j Nr g ,1 l l l
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and we have to determine its intersection with N. Obviously, this intersec-
tion is empty if all of the cosets Nr g are distinct from N. Otherwise therej
exists a unique index i with Nr g s N; this happens if and only if r is ini i
y1 Žthe same coset of N as g . Note that there is indeed at most one such
.index i, as R is a difference set relative to N. Hence we have
Dg l N s Sr g m Ngy1 s Nr .i i
Ž .It now suffices to note that all possible translates Sn n g N of S actually
occur among the intersections N l Dg, which follows from the above
y1observation by choosing g s r n.i
Hence any difference set with a decomposition yields a symmetric design
with particularly interesting geometric properties, namely a design admit-
ting a group-invariant partition into strongly induced symmetric subde-
signs. We shall discuss examples for this situation in the next section. First,
we will show that this geometric property indeed essentially characterizes
the difference sets with a decomposition. To this purpose, we require some
simple group-theoretic concepts.
ŽDEFINITION 2.4. Let P be a partition of a group G into subsets. Note
that we do not consider partitions of groups in the technical sense this
w x .term has in group theory; cf. Huppert 13 . We say that P is G-in¤ariant
Ž .if the regular action of G by right translations leaves P fixed as a set . If,
Žmoreover, G acts quasi-regularly on P that is, each element of G that
.fixes some component of P actually fixes all of the components of P , we
say that P is a quasi-regular G-invariant partition.
LEMMA 2.5. Any G-in¤ariant partition of a group G consists of the
translates of some subgroup N of G. Moreo¤er, N is a normal subgroup if and
only if the gi¤en partition is quasi-regular.
Proof. Let N denote that component of P that contains the identity
element 1 of G. As P is a G-invariant partition of G, it consists of all
translates Ng of N. In particular, any two such translates are either equal
or disjoint. We have to show that N is a subgroup of G. Thus let
m, n g N. Then the translate Nny1 contains the elements ny1, mny1, and
1, which shows Nny1 s N. Hence m, n g N implies ny1, mny1 g N, and
thus N is indeed a subgroup of G.
For the second assertion, note first that an element h g G fixes a
Ž .component Ng of P, that is, Ng h s Ng, if and only if the conjugate
element ghgy1 fixes the component N. Hence it suffices to consider
elements of G that fix the component N; trivially, the elements with this
property are precisely the elements of N. Now an element n g N fixes
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Ž .a component Ng, that is, Ng n s Ng, if and only if the condition
gng y1 g N holds. Hence G will act quasi-regularly on P if and only if
n g N implies gngy1 g N for all g g G, that is, if and only if N is a
normal subgroup of G.
Ž .THEOREM 2.6. Let D be a ¤ 9, k9, l9 -difference set in a group G, and let
D s dev D be the associated symmetric design. Assume that D admits a
Ž .quasi-regular G-in¤ariant partition into strongly induced symmetric ¤ , k, l -
subdesigns, and write k9 s kl and l9 s ll for the appropriate integer l; see
Result 1.5. Then a suitable translate E s Dg of D admits a decomposition,
Ž .that is, E s SR is constructed as in Proposition 1.3 from some ¤ , k, l -dif-
Ž .ference set S in N and some ¤ 9r¤ , ¤ , l, a -difference set in G relati¤e to N,
whee N is a normal subgroup of G. In particular, a s llrk 2 is an integer.
Proof. By hypothesis, the point set G of D admits a quasi-regular
ŽG-invariant partition P into the point sets of strongly induced symmetric
Ž . .¤ , k, l -subdesigns . In view of Lemma 2.5, this partition consists of the
cosets of a normal subgroup N of G; here N is that part of P that
contains the identity element 1 of G. We may assume without loss of
generality that the difference set D intersects N; otherwise, we can
replace D by a suitable translate. Let us write S [ N l D. We first show
that the symmetric subdesign S that is strongly induced on N by D actually
is the development of S under the Singer group N, so that S is indeed a
Ž .¤ , k, l -difference set in N. To see this, let Dg be any block of D that
intersects N, that is, Dg l N is a block B of S. Then, for any n g N, the
block Dgn intersects N in the block Bn of S. Hence N is an automor-
phism group of S; moreover, N obviously acts regularly on the point set of
Ž w x.S. But then the orbit theorem see, for instance, 3, Theorem IV.4.1
implies that N also acts regularly on the block set of S, proving our
assertion.
In particular, we now know that the set of blocks of S is just the set of
all translates Sn with n g N. Hence, given any g g G, the set N l Dgy1
is either empty or of the form Sn for some n g N. This shows that D
either misses the coset Ng of N entirely or meets it in the translate Sng of
S. Thus D is the disjoint union of translates of S and may therefore be
written in the form D s SR, where the elements of R represent pairwise
distinct cosets of N. In particular, there exists some integer l such that
Žk9 s kl; from this, one easily deduces l9 s ll. This is, of course, clear
from Ionin's Result 1.5, but follows directly from our arguments, so that
.we do not really need to quote his result here.
The remainder of our proof will again make use of the integer group
ring ZG. What we have proved up to now is the validity of the equations
SS Žy1. s k y l q lN 4Ž . Ž .
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and
DDŽy1. s kl y ll q llG , 5Ž . Ž .
where D s SR. It remains to deduce the appropriate equation for R,
namely,
RRŽy1. s l q a G y N , 6Ž . Ž .
2 Ž .where a s llrk . To this end, we replace Eq. 5 by the equivalent
equation
DŽy1.D s kl y ll q llG; 7Ž . Ž .
this equivalence is trivial in the abelian case, but holds in fact in general,
w x Ž w x.by a result of Bruck 4 see also 3, Exercise VI.3.14 . Similarly, we also
Ž .replace Eq. 4 by the equivalent equation
S Žy1.S s k y l q lN. 8Ž . Ž .
Ž . Ž .Substituting D s SR and Eq. 8 in 7 , we obtain the equation
RŽy1. k y l q lN R s l k y l q lG .Ž . Ž .
As N is a normal subgroup of G, we now have
RŽy1.R k y l q lN s l k y l q lG . 9Ž . Ž . Ž .
Next we note that the element k y l q lN of the integral group ring ZG
becomes invertible if we pass to the group algebra QG; indeed, it is easily
checked that
1 ly1k y l q lN s y N.Ž . 2k y l k y l kŽ .
Ž . Ž .y1We now multiply Eq. 9 by k y l q lN and obtain the equation
l l
Žy1.R R s k y l q lG 1 y NŽ . 2ž /k y l k
ll ll l¤
s l y N q 1 y G.2 2ž /k y lk k
The coefficient of G in the preceding equation is
l k 2 y l¤ llŽ .
s ,2 2k y l k kŽ .
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as k 2 y l¤ s k y l. Thus we obtain
RŽy1.R s l q a G y N , 10Ž . Ž .
where a s llrk 2. In particular, this shows that a is an integer, as RRŽy1.
Ž . Ž .has integral coefficients. But Eq. 10 is equivalent to the assertion 6 ; this
result generalizes the corresponding observation for ordinary difference
w xand was first proved in 17 .
3. SOME EXAMPLES
In this section, we will discuss some examples of difference sets with a
decomposition. Up to now, the only known examples concern cyclic differ-
Ž .Cence sets with the same parameters as the designs PG d, q , wheredy1
d q 1 is a composite integer, say d q 1 s mt. We shall now explain this
w xapproach, which goes back to the seminal paper of Gordon et al. 9 .
The main ingredients of the construction are the well-known classical
cyclic relative difference sets with parameters
qc y 1
cy1 cy2m s , ¤ s q y 1, k s q , and l s q 11Ž .
q y 1
Ž .and the classical cyclic difference sets with parameters
qc y 1
cy1 cy2¤ s , k s q , and l s q q y 1 ; 12Ž . Ž .
q y 1
both difference sets exist for every prime power q and every integer c G 2.
To apply the construction of Proposition 1.3, we choose a classical RDS
Ž . tR9 with parameters 11 , where q is replaced by q and where c s m, and
project out the unique subgroup of order q y 1 of N. This gives a cyclic
RDS R with parameters
q mt y 1 qt y 1
mtyt mty2 tw s , ¤ s , l s q , and m s q q y 1 .Ž .t q y 1q y 1
13Ž .
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Then R can be combined with an arbitrary cyclic difference set S with
Ž .parameters 12 , where c s t, to yield a cyclic difference set with para-
meters
q mt y 1
mty1 mty2¤ 9 s , k9 s q , and l9 s q q y 1 . 14Ž . Ž .
q y 1
w xThis is precisely the construction given by Gordon et al. 9 , although
stated in more modern terminology. As these authors proved, one may
construct nonequivalent cyclic difference sets with classical parameters in
this way and, often, even nonisomorphic designs with the parameters of
Ž .CPG mt y 1, q }this is usually proved by showing that one maymty2
obtain designs that have a different rank. The existence of such inequiva-
lent difference sets with classical parameters is particularly interesting for
the special case q s 2, since one has a close connection to ``perfect binary
w xsequences'' in this case; see, for instance, 20 for a discussion of this
connection. In any event, the existence and classification problem for
cyclic difference sets with parameters of the form
¤ s 2 t y 1, k s 2 ty1 y 1, and l s 2 ty2 y 1 15Ž .
w xis a topic of much current interest; see, for instance, 23, 24, 7 . We will say
more about such difference sets below.
Let us give a few more details. It is usual to fix the RDS R used by
Ž .beginning with the specific classical RDS with parameters 11 , where q is
replaced by qt and where c s m, which is given explicitly as follows:
R9 s a g GF q mt *: Tr a s 1 , 16Ž . Ž . 4Ž .
Ž mt. Ž t.where Tr denotes the trace function from GF q to GF q . Then
w x wGordon et al. 9 proved the following fundamental result; see also 25,
xSect. 3.2 for a more transparent proof.
Ž .Result 3.1. Let R9 be the classical cyclic RDS defined by Eq. 16 , and
Ž .let R be the RDS with parameters 13 obtained by projecting out the
Ž t.unique subgroup of order q y 1 of GF q *. Now consider two cyclic
Ž .difference sets D s SR and E s TR with parameters 14 constructed
according to Proposition 1.3 by using two cyclic difference sets S and T
Ž .with parameters 12 , where c s t. Then D and E are equivalent if and
only if S and T are translates of each other.
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In particular, one may use for S the classical Singer difference set in
Ž t. Ž .GF q *rGF q *, given explicitly as follows:
S s a GF q *: a g GF qt *, Tr a / 0 , 17Ž . Ž . Ž . 4Ž .
or one of the equivalent difference sets S Ž r ., where r is any positive integer
Ž t . Ž .coprime with ¤ s q y 1 r q y 1 . It is well known that two such differ-
Ž .ence sets belonging to r and r 9, say are translates of each other if and
only if there is an integer i such that r 9 ’ rpi mod ¤ . Hence the number of
Ž .pairwise inequivalent difference sets with parameters 14 based on the
Ž r . Ž t .Singer difference set S and its multiples S is at least f 2 y 1 rt, where
f denotes the Euler phi function. The difference sets obtained in this way
Ž .are called the classical GMW-difference sets. Currently they are usually
not described via the construction of Proposition 1.3, but by a trace
Ž . w xdescription similar to the one given in 17 ; we refer the reader to 19 or
w x25 for details.
w xRecently, Maschietti 23 constructed three families of cyclic difference
Ž .sets with parameters 15 by using hyperovals in the desarguesian projec-
Ž t.tive plane PG 2, 2 . Recall that a monomial hypero¤al is a hyperoval that
has}up to projective equivalence}the form
H x k s 1, t , t k : t g GF 2 t j 0, 1, 0 , 0, 0, 1 ; 4 4Ž . Ž . Ž . Ž . Ž .
w xsee Hirshfeld 12 for background. Maschietti's construction is summarized
in the following result:
t Ž . Ž .Result 3.2. Let q s 2 , and let t : GF q “ GF q be the mapping
Ž . kdefined by t x s x q x. Then the following three statements are equi-
valent:
Ž k . Ž .1. The set H x is a hyperoval in PG 2, q .
Ž . Ž2. q y 1 and k k y 1 are coprime, and t is two-to-one that is, the
Ž . .preimage of each y g GF q is empty or consists of exactly two elements .
Ž k . Ž Ž ..  43. The set D x [ t GF q _ 0 is a difference set with parame-
Ž . Ž .ters 15 in GF q *.
Maschietti's new difference sets belong to the following three families of
monomial hyperovals:
v
6w x Ž . ŽSegre hyperovals 30 : H x , where t G 7 odd. There also is a
Segre hyperoval for t s 5, but this leads to the well-known Paley differ-
Ž . .ence set with parameters 31, 15, 7 .
v
sqg 3sqgw x Ž . Ž .Glynn hyperovals 8 : H x and H x , where t G 7 is odd,
s s 2Ž tq1.r2, and g s 2 m for t s 4m y 1 and g s 23mq1 for t s 4m q 1,
respectively.
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w xMaschietti 23 conjectured that the corresponding three families of
Ž .difference sets with parameters 15 are pairwise inequivalent and new,
that is, they are also not equivalent to one of the known families. This was
w xrecently proved by Evans et al. 7 by computing the 2-ranks of these
Ž .difference sets. Using the new ``Segre'' and ``Glynn'' difference sets S t ,
Ž . Ž .G t , and G t in the construction of Proposition 1.3 therefore leads toI II
at least six further new infinite families of difference sets, as a cyclic
difference set S and its equivalent difference set S Žy1. cannot be translates
of each other. We note:
Ž .COROLLARY 3.3. Let t G 7 be odd, and let S t denote the difference set
Ž .with parameters 15 associated with the Segre hypero¤al or one of the two
Ž t.Glynn hypero¤als in PG 2, 2 . Combining the classical RDS R with parame-
Ž .ters 13 , where q s 2, and the complement of either of the difference sets
Ž . Ž .Žy1.S s S t or S s S t yields six new infinite series of cyclic difference sets
with parameters
¤ s 2 mt , k s 2 mty1 , and l s 2 mty2 , 18Ž .
where m G 2 is an arbitrary positi¤e integer. The associated symmetric designs
with cyclic Singer group G admit a G-in¤ariant partition into strongly induced
symmetric subdesigns that are isomorphic to the nonclassical symmetric design
dev S.
Note that Corollary 3.3 provides the first known infinite families of
symmetric designs with a group invariant partition into strongly induced
symmetric subdesigns that are neither classical nor GMW. It also gives the
first known infinite families of decomposable difference sets that are
distinct from the GMW-difference sets. In this context, it should be noted
that using a GMW-difference set in the construction of Proposition 1.3 will
usually just give a GMW-difference set, again, as one obtains a difference
set of the form D s SRT , where both R and T are classical relative
Ž .difference sets with suitable parameters ; but then RT is again such a
Ž w x.relative difference set see Pott 25 .
We conclude this section by listing in Table I eight pairwise inequivalent
Ž .cyclic 1023, 511, 255 -difference sets whose complements are decompos-
able; the associated symmetric designs admit a partition into the comple-
Ž . Ž .ment of PG 4, 2 or the Paley 31, 16, 8 -design as strongly induced
subdesigns. To the best of our knowledge, these difference sets have not
Ž dq1 d dy1appeared explicitly in print before. Lists of cyclic 2 y 1, 2 y 1, 2
. w xy 1 -difference sets for d F 9 appear in 2, 5, and 1 . All difference sets
are fixed by the multiplier 2 and therefore consist of the union of a
suitable set of orbits under the group M of order 10 generated by this
multiplier. As usual in the literature, Table I only gives a list of orbit
representatives. We also include the 2-ranks of the incidence matrices of
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TABLE I
Ž .Decomposable Cyclic 1023, 511, 255 -Difference Sets
Ž .No. Difference set 1023, 511, 255 2-rank Subdesign
1 0 1 3 7 9 13 15 17 21 23 25 33 35 41 43 45 51 59 11 15 = 31 A
Ž . Ž .PG 9, 2 69 71 73 77 99 101 109 115 121 123 125 147 149 PG 4, 2
155 165 167 171 175 181 183 187 189 191 205 223
231 235 237 343 347 351 363 383 447 479 495 511
2 0 5 9 15 27 29 33 35 37 39 43 47 53 55 59 61 71 21 3 = 31 A
Ž .GMW 75 83 85 87 89 91 93 99 107 111 117 119 121 149 PG 4, 2
155 157 165 171 173 179 183 213 219 223 231 247
251 253 255 347 351 363 367 379 383 439 495 511
3 0 1 3 11 13 17 19 23 27 29 31 33 47 51 53 61 63 69 21 5 = 31 A
Ž .GMW 75 77 91 93 95 99 101 103 105 107 109 111 119 125 PG 4, 2
127 151 159 165 173 175 179 207 215 219 221 231
235 237 239 245 253 363 375 379 447 479 495
4 0 5 9 11 15 19 31 33 35 37 39 43 55 59 63 71 83 85 41 7 = 31 A
Ž .GMW 87 89 95 99 103 105 117 121 127 149 151 155 157 PG 4, 2
159 165 171 183 207 213 215 221 223 231 239 245
247 251 255 347 351 363 367 375 383 439 495 511
5 0 7 11 19 21 25 27 29 31 33 41 45 47 53 61 63 41 11 = 31 A
Ž .GMW 73 75 91 93 95 99 103 105 107 111 115 119 123 PG 4, 2
127 147 151 159 165 167 173 179 181 187 189 191 205
207 215 219 221 231 239 245 253 343 363 375 379 495
6 0 1 3 5 7 13 17 21 23 25 33 37 39 41 45 51 55 69 81 31 A
Ž .GMW 73 77 83 85 87 89 99 101 109 115 117 123 125 147 PG 4, 2
157 165 167 175 181 187 189 191 205 213 231 235
237 247 251 255 343 363 367 439 447 479 495
7 0 1 3 5 11 13 17 19 23 31 33 37 39 51 55 63 69 77 71 3 = 31B
83 85 87 89 95 99 101 103 105 109 117 125 127 Paley
151 157 159 165 175 207 213 215 221 231 235 237
239 245 247 251 255 363 367 375 439 447 479 495
8 0 7 9 15 21 25 27 29 33 35 41 43 45 47 53 59 61 71 141 31 B
73 75 91 93 99 107 111 115 119 121 123 147 149 Paley
155 165 167 171 173 179 181 183 187 189 191 205
219 223 231 253 343 347 351 363 379 383 495 511
Ž .the corresponding 1023, 511, 255 -designs. The classical design no. 1,
Ž . w x ŽPG 9, 2 , is recognized by its minimum 2-rank 10 . The related cyclic 31,
.15, 7 -difference sets that appear as subdesigns are multiples of the
w xcorresponding difference sets 31 A and 31B from 2 . For example, 31 A s
 41, 2, 3, 4, 6, 8, 12, 15, 16, 17, 23, 24, 27, 29, 30 , and 15 = 31 A s
 415, 30, 14, . . . , 16 .
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We remark that there is a well-known formula for the 2-ranks of the
classical GMW-difference sets obtained by using the Singer difference set
Žor, to be more precise, rather for their complements}the two ranks
.differ by 1 ; of course, our computer checks have confirmed these ranks.
w x Ž w xThe formula in question is due to Scholtz and Welch 29 see also 19 or
w x.25 . It would be highly desirable to have a similar theoretical result for
the general case of the construction in Proposition 1.3 in terms of the rank
of the small difference set S used; unfortunately; this seems to be a rather
difficult problem.
Ž .As the cyclic difference sets with parameters 15 are classified for t F 9,
the first case leading to new difference sets according to Corollary 3.3 is
t s 11. So this case produces difference sets in Z 22 , which is, of course,2 y1
far too large to handle computationally.
4. APPENDIX: THE RELATION TO IONIN'S
CONSTRUCTION OF SYMMETRIC DESIGNS
w xIn a recent series of papers culminating in 15 , Ionin explored a
powerful recursive method for the construction of symmetric designs. His
w xwork is based on ideas first introduced by Rajkundlia 27 ; he also uses the
w xconcept of building sets introduced by Davis and Jedwab 6 for the
Ž .systematic study of difference sets with ¤ , k ) 1 in an essential way. In
particular, his paper contains a unified construction method for seven new
infinite families of symmetric designs. Loosely speaking, Ionin's construc-
Ž . Ž .tion combines a smaller ¤ , k, l -difference set that satisfies certain
symmetry assumptions with a suitable ``balanced generalized weighing
matrix'' to obtain a block matrix that turns out to be the incidence matrix
of a larger symmetric design. The original starting point of the present
paper was the wish to see if and when this construction would actually
result in large difference sets; of course, we hoped to obtain a new
construction method for difference sets in this way. Once we had answered
our question, we soon realized that the resulting construction could be
Ž .described in a much simpler way namely as in Proposition 1.3 above and
was, unfortunately, already known}at least in the abelian case. Still, it
seems to be of interest to point out the connection, which we shall do in
this section; hence we need to describe Ionin's general construction. To
avoid unpleasant technical complications, we will only consider the most
important case, namely that of cyclic difference sets, even though every-
thing carries over to more general groups. For the convenience of the
reader, we first recall the essential facts about BGW-matrices.
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Ž .DEFINITION 4.1 A balanced generalized weighing matrix BGW w, l, m over
Ž .  4a group G is a w = w matrix W s g with entries from G [ G j 0i j
such that each row of W contains exactly l nonzero entries, and for every
 4  y1 4a, b g 1, . . . , w , a / b, the multiset g g : 1 F i F w, g , g / 0 con-ai b i ai b i
< <tains exactly mr G copies of each element of G.
Most of the known balanced generalized weighing matrices belong to
the family
q dq1 y 1
d d dy1BGW , q , q y q over Z ,sž /q y 1
where q is a prime power, s is a divisor of q y 1, and d is a positive
w xinteger 5 . Indeed, Ionin's constructions all make use of this particular
family of BGW-matrices. The matrices in question are usually constructed
for the cases s s q y 1 first; then the general case is obtained by using the
canonical projection from Z to Z . There is a ``classical'' constructionqy1 s
for balanced generalized weighing matrices with parameters
q dq1 y 1
d d dy1w s , l s q , m s q y q
q y 1
Ž . Ž .over the multiplicative group GF q * ( Z of GF q , which we will nowqy1
w x w xrecall; see 17 and 25 for background.
Ž dq1. Ž .Let R be the set of elements of GF q of trace 1 relative to GF q .
ŽŽ dq1 . Ž .As we have noted in Section 3, R is the classical q y 1 r q y 1 , q y
d dy1. Ž dq1. Ž .1, q , q -difference set in GF q * relative to N s GF q *. Let b
Ž dq1. ŽŽ dq1 . Ž .be a primitive element of GF q and define a q y 1 r q y 1 =
Ž dq1 . Ž .. Ž . Ž .q y 1 r q y 1 -matrix W s w with entries in GF q as follows. Ifi j
Ž . i jthere is a necessarily unique element r of Rb in the coset Nb , then set
w s byj r, and otherwise set w s 0. Then W is the desired BGW-matrix.i j i j
Actually, this construction gives BGW-matrices of a special form, namely
v-circulant matrices, where v s by1. Recall that an v-circulant matrix is
defined by the following property: each row of W is obtained from the
preceding row by shifting every entry but the one in the final column one
position to the right, whereas the entry in the final column is first
multiplied by v, and then the result is put in the first position of the
shifted row. Formally, we have
w s w for j s 1, . . . , ¤ y 1 and w s v w .i , j iq1, jq1 iq1, 1 i , ¤
w xBy a result of 17 , v-circulant BGW-matrices over a cyclic group and
cyclic relative difference sets are actually equivalent concepts:
JUNGNICKEL AND TONCHEV36
Result 4.2. Let N be a cyclic group of order ¤ , and let v be a
generator for N. Then the existence of a v-circulant BGW-matrix with
Ž . Ž .parameters w, l, m over N is equivalent to the existence of a w, ¤ , l, a -
difference set in the cyclic group G of order ¤w relative to the unique
Ž .subgroup of order ¤ which may, of course, be identified with N , where
a s mr¤ .
w xWe warn the reader that the notation used by us in 17 is somewhat
Ždifferent from the one used here which is standard and agrees with that of
w x. w x5 : in 17 , we used a s mr¤ instead of l as the third parameter of a
BGW-matrix.
To describe Ionin's result, we need a further concept introduced by him
w xin 15 .
DEFINITION 4.3. Let N be a finite group, and let F be a nonempty
subset of the integral group ring Z N. A finite group H of bijections
F “ F is called a symmetry group of F if the following three conditions
² :are satisfied, where the inner product , on Z N is defined in the
² :standard way: let A s Ý a n and B s Ý b n, then A, B sng N n ng N n
Ž .Ý a b . Also, for any A s Ý a n g Z N, we put r A s Ý a ,ng N n n ng N n ng N n
Ž . ² :that is, r A s A, N .
Ž .1. If A g F and A : N, then s A : N for all s g H.
² Ž . Ž .: ² : Ž Ž .. Ž .2. s A , s B s A, B and r s A s r A , for all A, B g F
and all s g H.
Ž .3. For any A g F, there is an integer t A such that
s A s t A N.Ž . Ž .Ý
sgH
Moreover, a subset F of Z N is called uniform if An g F for any A g F
and any n g N.
Now we can state Ionin's basic result:
Ž .THEOREM 4.4. Let S be a ¤ , k, l -difference set in a group N, and let F
be a uniform subset of Z N that contains S and admits a symmetry group H. If
Ž .there exists a balanced generalized weighing matrix BGW w, l, m o¤er H with
2 Ž .k m s ¤ll, then there exists a symmetric ¤w, kl, ll -design.
 4 Ž .Sketch of Proof. Let N s n , . . . , n , and let M be the 0, 1 -matrix of1 ¤
Ž .order ¤ whose i, j -entry is equal to 1 if and only if n g Sn . Thus M isj i
the incidence matrix of dev S. More generally, for any s g H, let s M be
Ž . Ž .the 0, 1 -matrix of order ¤ whose i, j -entry is equal to 1 if and only if
Ž . Ž . Ž . 2n g s Sn . Finally, let W s v be a BGW w, l, m over N with k m sj i i j
Ž .¤ll, and denote by W m M the block-matrix v M , i, j s 1, . . . , w, wherei j
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Ž .v M is the above-defined 0, 1 -matrix of order ¤ if v g S and v M isi j i j i j
the zero matrix of order ¤ if v s 0. Then it is not too difficult to verifyi j
Ž .that W m M is the incidence matrix of the desired symmetric ¤w, kl, ll -
design.
We now consider the special case of Theorem 4.4, where N is a cyclic
 4group, say with generator v, and where F s Sn: n g N . Then F is
trivially uniform. Also, we let N act on Z N by right translation. Then it is
easily checked that the resulting group H ( N of mappings is a symmetry
group for F. Hence we may apply Theorem 4.4, provided that a suitable
Ž .BGW w, l, m over N exists, say W. Moreover, we also assume that W is
v-circulant. Then it can be checked that the resulting symmetric design
admits a cyclic Singer group. Hence we have the following consequence of
Theorem 4.4:
Ž .COROLLARY 4.5. Let S be a ¤ , k, l -difference set in a cyclic group N,
say with generator v, and assume the existence of an v-circulant balanced
Ž . 2generalized weighing matrix BGW w, l, m o¤er N with k m s ¤ll. Then there
Ž .exists a cyclic ¤w, kl, ll -difference set.
Using Result 4.2, the existence of an v-circulant balanced generalized
Ž . 2weighing matrix BGW w, l, m over N with k m s ¤ll is equivalent to that
Ž . 2of a cyclic w, ¤ , l, a -difference set, where a s mr¤ satisfies k a s ll.
Hence Corollary 4.5 is just the special case of Proposition 1.3 dealing with
Ž .cyclic relative difference sets. Moreover, it can be checked that the two
constructions actually coincide. A similar statement could be made for
other types of relative difference sets. As a general result, characterizing
Ž .these objects in terms of BGW-matrices similar to Result 4.2 is rather
awkward, and so we will omit this. The only other natural case concerns
``group invariant'' BGW-matrices, which are equivalent to ``splitting'' rela-
Ž .tive difference sets that is, N is a direct factor of the large group G ; see
w x17 for more details.
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