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Abstract. We construct a classification model that predicts if an earth-
quake with the magnitude above a threshold will take place at a given
location in a time range 30-180 days from a given moment of time.
A common approach is to use expert forecasts based on features like
Region-Time-Length (RTL) characteristics. The proposed approach uses
machine learning on top of multiple RTL features to take into account ef-
fects at various scales and to improve prediction accuracy. For historical
data about Japan earthquakes 1992-2005 and predictions at locations
given in this database the best model has precision up to ∼ 0.95 and
recall up to ∼ 0.98.
Keywords: Keywords:Machine learning · RTL features · Earthquakes
prediction
1 Introduction
Nowadays physical modeling fails to provide accurate earthquake predictions be-
cause of the complex nonlinear behavior of seismicity. Instead researches adopt
data-based approaches and construct machine learning or statistics-inspired mod-
els based on historical data on earthquakes [5].
There are a number of problem statements related to earthquake predictions:
consider a target region and predict place and time of the next earthquake, split
the region into a grid and predict earthquake at the each of grid nodes, consider
each earthquake as a separate event with a given location and time and predict a
value of its magnitude [5]. In this paper, we consider the third problem statement
and construct a model that predicts if the magnitude exceeds a given threshold
for an earthquake at a given location and time.
A starting point of a model for earthquake prediction is an empirical re-
lationship or a physical model that provides a representation of reality. Often
this representation is not accurate enough, and one adopts a machine learning
approach on top of the physics-driven description.
For the earthquakes prediction often several empirical statistical relationships
are considered, e.g. Gutenberg–Richter law and Omori-Utsu (O-U) law.
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Gutenberg–Richter law [16] expresses the relationship between the magnitude
and a total number of earthquakes of at least that magnitude in a given region:
logN = a− bM,
where N is the number of events with the magnitude greater than M , a and
b are commonly referred to as b− value. The estimates of coefficients a and b
come from historical data.
Omori-Utsu (O-U) law [31] represents the decay of an aftershock activity
with time
N˙(t) =
C1
(C2 + t)p
,
where t is time, N is a number of earthquakes, C1, C2 and decay exponent
p (commonly referred to as p− value) are coefficients fitted using historical
data. Both these models provide high-level description of earthquakes number
in the target region. Gutenberg–Richter law provide a number of earthquake in
a region. Omori-Utsu law provides a connection between the past and the future
seismologic activity in a region.
Another physics-inspired description is RTL features [30] that provide ag-
gregation of the past seismic activity into a single feature by weighting past
earthquakes that occur near the region where we want to predict an earthquake.
RTL features also have a number of hyperparameters to be fitted using historical
data.
On top of these features we can construct a machine learning model [22,25,6,4].
An example of such work [6] considered the prediction of earthquakes as a binary
classification problem. Authors generated 51 meaningful seismic features based
on well-known seismic characteristics such as “Standard Deviation of b-value” or
“Time (T ) of n events”. As models they used various ensemble methods such as
Random Forest, Rotation Forest and RotBoost.
In this paper we consider a different problem statement: we want to predict
earthquakes at a given location in a given time interval.
As input features we use normalized RTL features with different parameters
and at different time scales. We examine a number of machine learning techniques
to make use of generated features.
When developing models we take into account peculiarities of the problem:
imbalance of classes (there are only a few large earthquakes in the dataset) [11,10,27];
data is represented in time-series format; no external features are given and we
need to generate features from the data on past earthquakes.
2 Problem statement
We consider a historical data about Japan earthquakes in 1992-2005. In the given
dataset each earthquake has four parameters: location (x, y), time t and mag-
nitude M . Let us denote by c(x, y, t) an indicator function that the earthquake
e takes place at some location (x, y, t). We set c(x, y, t) = 1 if there is at least
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one earthquake of magnitude Me ≥Mc for some threshold Mc with coordinates
(xe, ye, te) satisfying the following constraints:
‖(x, y)− (xe, ye)‖2 ≤ Rc, δc < te − t < Tc. (1)
Otherwise we set c(x, y, t) = 0.
Our goal is to construct a model that predicts if there is an earthquake in
the time cylinder [T + Tmin, T + Tmax] for some T using historical information
about all earthquakes up to time T .
We aggregate information about earthquakes up to time T in a vector of fea-
tures x of a fixed length. In particular we generate RTL features using procedure
described in Subsection 4.1. Figure 1 depicts a space-time cylinder used for the
generation of input features and the target interval for prediction.
Fig. 1. Space-time cylinder used for generation of RTL features and interval considered
for prediction
Finally for all earthquakes in the database we get pairs (xi, ci), where ci
is defined by (1) with the magnitude threshold Mc = 5. All these pairs form
a sample D = {(xi, ci)}ni=1 of size n. Our goal is to create a model cˆ(x, y, t)
approximating the actual c(x, y, t).
3 Data
We study the prediction of strong earthquakes in the middle-term horizon.
Strong earthquake is an earthquake with the magnitude higher than Mc = 5.
Prediction of earthquakes is difficult not only because it is a very complex non-
linear process, but even the historical dataset has challenging structure:
– In Japan from 1990 to 2016 there were 247, 204 earthquakes, however the
sample is very unbalanced: see Figure 2 with a distribution of earthquake
magnitudes. Most of classifiers and their accuracy metrics are tailored to
balanced samples with uniform distribution of examples among classes. Thus
in our case we have to tune a classifier to make it more sensitive to the target
class,
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– The dataset is non-homogeneous as the network of seismic stations changes
over time and is nonuniform. So we should take these into account when
generating features and assessing the results provided by predictive models.
Fig. 2. Histogram of magnitudes: the total sample size is about 300000; there are only
about 2000 earthhquakes with a magnitude greater or equal to 5.
4 Methods
4.1 RTL features
As inputs for Machine Learning model we use RTL features. The basic assump-
tion of the Region−Time− Length (RTL) algorithm [30] is that the influ-
ence weight of each prior event on the main event under investigation may be
quantified in the form of a weight. Weights become larger when an earthquake is
larger in magnitude or is closer to the considered location or time. Thus, RTL
characterizes the level of seismicity at a point of space in a certain time.
The RTL takes into account weighted quantities associated with three pa-
rameters (time, place and magnitude) of earthquakes. An RTL parameter is
defined as the product of the following three functions:
RTL(x, y, t,M) = R(x, y, t,M) · T(x, y, t,M) · L(x, y, t,M),
where R(x, y, t,M) is an epicentral distance, T(x, y, t,M) is a time distance and
L(x, y, t,M) is a rupture length. They depend on the size of the space-time
cylinder Er0,t0 , defined by radius r0 and time length t0, see Figure 1:
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R(x, y, t,M) =
∑
ei∈E
exp
(
− ri
r0
)
,
T(x, y, t,M) =
∑
ei∈E
exp
(
− t− ti
t0
)
,
L(x, y, t,M) =
∑
ei∈E
(
li
ri
)
,
where ei is a full description of an earthquake (xi, yi, ti,Mi), li is an empirical
relationship specific for Japan
log li = 0.5Mi − 1.8,
and ri =
√
(x− xi)2 + (y − yi)2. We consider only earthquakes with magnitude
at least Mi ≥Mc = 5.
4.2 Normalization of RTL features
RTL is a very unstable statistics. Therefore in [18] they proposed to normalize
the parameters.
We perform normalization during data preprocessing stage. For our case we
transform the data to make each feature zero-mean and unit-variance [1]:
– Calculate mean and standard variance for each feature,
– Subtract the mean from each feature,
– Divide the values of each feature by its standard deviation.
Another option is to subtract a moving average instead of the mean value.
It helps to take into account a trend in time.
The negative RTL means a lower seismicity compared to the background
rate around the investigated place, and the positive RTL represents a higher
seismicity compared to the background. See the histogram of TRL values in
Figure 3. We are interested in both types of anomalies.
4.3 Classifiers
As classifiers we use the following machine learning methods:
– Major RTL is the method which estimates a threshold for RTL features.
We estimate the optimal threshold from the train sample. If the value of a
feature is less than that threshold, we set the label to 0, and to 1 otherwise.
Using the estimated threshold we can classify new data points.
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Fig. 3. Histogram of RTL values for each point. Small values prevail
– Logistic regression is a statistical model used to predict the probability of
an event occurrence. The model has the form:
Pr(c = 1|x) = f(θ>x+ b),
where f(z) = 11+e−z is a logistic function, and θ and b are the parameters of
the model estimated from data [14].
– Random Forest is an ensemble classifier that is developed on the basis
of majority voting of decision trees. Various number of decision trees are
generated over bootstrap samples of the training dataset. The final decision
is based on aggregation of the predictions obtained by all the decision trees.
Thus, a Random Forest allows to find complicated relationships in the data,
but at the same time more resistant to overfitting [17].
– AdaBoost is another method that combines classifiers into ensembles. The
key feature of the method is that it introduces weights for all objects. At each
iteration the weights of each incorrectly classified object increase, so a new
classifier ensemble focuses attention on these objects. AdaBoost is sensitive
to noise and it is less prone to overfitting compared to other algorithms of
machine learning [13].
– Gradient Boosting is an ensemble method that builds an ensemble of trees
one-by-one, then the predictions of the individual trees are aggregated. The
next decision tree tries to approximate the discrepancy between the target
function and the current ensemble prediction by reconstructing the residu-
als. Thus, an iterative process is used; in each iteration the loss function is
minimized by the gradient descent [15]. A nice feature of Gradient Boosting
is ability to treat imbalanced-classification problems after a simple modifi-
cation [21].
4.4 Resampling techniques
The problem at hand is imbalanced: the number of earthquakes with big enough
magnitudes is small. So it is natural to apply machine learning heuristics that
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can deal with a natural class imbalance, see [10,27]. Here we consider two simple
yet efficient techniques for resampling: we modify our initial training sample to
make more emphasis on minor class objects
– Oversampling — increase weights of the minor class objects in a random way,
– Undersampling — drop some major class objects to balance number of in-
stances of each class in the training sample.
5 Results
Selection of used classification accuracy metrics is motivate by imbalanced nature
of the considered problem. In addition to commonly used Precision, Recall and
ROC AUC we use F1-score and Precision-Recall AUC (PR AUC). See definitions
of the accuracy metrics in Appendix A.
In the experiments below we use Mc = 5, Rc = 50 (km), δc = 10 (days),
Tc = 180 (days).
5.1 Models for RTL features generated with a single pair of
hyperparameters (r0, t0)
We use the following sets of hyperparameters to calculate RTL features:
r0 = [10, 25, 50, 100], t0 = [30, 90, 180, 365]. (2)
So we generate 4×4 = 16 different types of features for different values of (r0, t0).
For each pair (r0, t0) we generate 20 different autoregression features: we consider
not only the current time moment t, but also the moments t−1, t−2, . . . , t−19.
We use these 20 features as input for our machine learning model.
In Table 1 we provide results for all considered values of r0 and some values
of t0. In the table we include results for those values of t0 given fixed r0, which
maximizes ROC AUC of the model among all t0 values, listed in (2).
We see that features with sufficiently big r0 values and sufficiently small t0
values provide the best accuracy.
The best model according to our experiments is obtained via Gradient Boost-
ing [12]. Gradient Boosting works better than linear Logistic Regression because
the magnitude of earthquakes depends on RTL features in a non-linear way. Both
these approaches work better than Major RTL, i.e. more sophisticated machine
learning approaches work better than a simple threshold rule for the problem of
earthquakes prediction.
5.2 Aggregation of RTL features
In this section we used 16 calculated RTL features as inputs for machine learning
models. In this case the input dimension is equal to 20× 16 = 320. We provide
accuracy of obtained models in Table 2. The improvement compared to the
single best RTL feature is insignificant (see results in subsection 5.1 above). We
conclude that it is not possible to improve accuracy by using aggregation of RTL
features.
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r0 best t0 Algorithm Precision Recall F1 ROC AUC PR AUC
10 180 Logistic Regression 0.54 0.36 0.43 0.64 0.53
Random Forest 0.62 0.51 0.56 0.76 0.69
AdaBoost 0.63 0.50 0.56 0.77 0.83
Gradient Boosting 0.62 0.52 0.56 0.80 0.69
Major_RTL 0.57 0.47 0.47 0.52 0.77
25 90 Logistic Regression 0.72 0.58 0.64 0.70 0.44
Random Forest 0.79 0.51 0.62 0.74 0.68
AdaBoost 0.75 0.67 0.71 0.77 0.53
Gradient Boosting 0.82 0.6 0.69 0.79 0.77
Major_RTL 0.67 0.52 0.62 0.70 0.60
50 180 Logistic Regression 0.91 0.84 0.88 0.83 0.67
Random Forest 0.91 0.84 0.87 0.80 0.70
AdaBoost 0.83 0.96 0.89 0.81 0.74
Gradient Boosting 0.89 0.92 0.91 0.87 0.73
Major_RTL 0.60 0.74 0.74 0.80 0.71
100 180 Logistic Regression 0.94 0.94 0.94 0.80 0.94
Random Forest 0.97 0.90 0.94 0.89 0.90
AdaBoost 0.96 0.96 0.96 0.92 0.90
Gradient Boosting 0.95 0.98 0.97 0.93 0.94
Major_RTL 0.90 0.86 0.89 0.83 0.89
Table 1. Results for different values of hyperparameters of generated RTL features:
we get better results are for a bigger size of the cylinder
Algorithm Precision Recall F1 ROC AUC PR AUC
Gradient Boosting (best single RTL) 0.97 0.96 0.96 0.95 0.94
Major_RTL 0.90 0.85 0.89 0.82 0.89
Logistic Regression 0.94 0.95 0.94 0.81 0.94
Random Forest 0.97 0.90 0.94 0.89 0.90
AdaBoost 0.97 0.96 0.97 0.92 0.90
Gradient Boosting 0.95 0.98 0.97 0.93 0.93
Table 2. Results for multiple RTL features generated with different hyperparameters
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5.3 Usage of resampling techniques
There are a number of resampling techniques that can deal with imbalanced
classification problems [11,10,27], see subsection 4.4 above. Here we consider
classification with oversampling and undersampling, as well as no-resampling
case. For each case we provide results in Table 3 for the machine learning model
with the best overall performance.
We see that both undersampling and oversampling improve the quality of
the models.
Approach Algorithm Precision Recall F1
No resampling Gradient Boosting 0.84 0.59 0.59
Oversampling Random Forest 0.94 0.99 0.97
Undersampling Random Forest 0.96 0.87 0.91
Table 3. Model quality when using imbalanced classification based on resampling. In
these experiments we used a training sample of a smaller size
6 Conclusion
We considered the problem of middle-term earthquakes prediction. Usage of Ma-
chine learning provides an improvement compared to the state-of-the-art major
RTL method. In particular the model based on Gradient Boosting with RTL
features as inputs delivers the best performance. It is interesting that for many
cases RTL features, generated using a single set of hyperparameters, provide re-
sults not worse than results for multiple RTL features, generated using multiple
sets of hyperparameters. Also we demonstrated that imbalanced classification
approaches can improve accuracy.
We can further improve accuracy by considering the following avenues for
future research:
– earthquakes with big magnitude are rare events, a kind of anomalies. Thus
we can first detect sequences of anomalies of different types in the historical
stream of earthquake data [3,26,9,19,32], and then we can construct en-
sembles for rare events prediction [2,29] using detected anomalies and their
features as precursors of major earthquakes to optimize specific detection
metrics similar to the one used in [7],
– use privileged information about the future events, which is accessible during
the training stage. Analogous approach, used in [8,28] for anomaly detection,
allowed significant accuracy improvement,
– historical data on earthquakes has a spatial component, thus a graph of de-
pendency between streams of events, registered by different ground stations
can be constructed and modern methods for graph feature learning [20] and
panel time-series feature extraction [24,23] can be applied to enrich the set
of input features, used for predictive model construction.
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A Quality metrics for classification problem
Let us introduce necessary definitions. Classification problem can be formulated
as whether the object belongs to the target class or not. There are four types of
classification errors:
– True Positive — if the object belongs to the target class and we predict that
it belongs,
– True Negative — if the object does not belong to the target class and we
predict that it does not,
– False Positive — if the object does not belong to the target class but we
predict that it does,
– False Negative — if the object belongs to the target class but we predict that
it does not.
The precision score quantifies the ability of a classifier to not label a negative
example as positive. The precision is the probability that a positive prediction
made by the classifier is positive. The score is in the range [0, 1] with 0 is the
worst, and 1 is perfect. The precision score can be defined as:
Precision =
True Positive
True Positive+ False Positive
The recall score quantifies the ability of the classifier to find all the positive
samples. It defines what part of positive samples have been chosen by classifier
as positive. The score is in the range [0, 1] with 0 is the worst, and 1 is perfect.
Recall =
True Positive
True Positive+ False Negative
The F1-score is a single metric that combines both precision and recall via
their harmonic mean. It measures the test accuracy and reaches its best value
at 1 (perfect precision and recall) and worst at 0:
F1 = 2
Precision · Recall
Precision+ Recall
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ROC AUC score counts the area under the ROC-curve. ROC-curve is the
curve, which shows how True Positive rate depends on the False Positive rate.
These characteristics are defined as
True Positive Rate =
True Positive
True Positive+ False Negative
,
False Positive Rate =
False Positive
False Positive+ True Negative
.
ROC AUC score measures the quality of binary classifier. The best value is
1, value 0.5 corresponds to a random classification.
PR AUC score counts the curve area under the Precision-Recall curve,
which characterizes how Precision depends on Recall. Precision-Recall is a useful
classification measure when the classes are imbalanced. The perfect classifier
curve ends in (1.0, 1.0) and has the area under it that is equal to 1.
