It is well known that if a measure µ is doubling (i.e., there exists a constant C = C(µ) such that µ(2Q) ≤ Cµ(Q) for all cubes Q), then it satisfies the John-Nirenberg inequality. We give examples of nonnegative Radon measures on R n which do not have the John-Nirenberg property. On the other hand, we show that for a large class of measures, the John-Nirenberg property holds. Theorem 1. Let µ be a nonnegative Radon measure on R n . Assume that for every hyperplane L, orthogonal to one of the coordinate axes, µ(L) = 0. Suppose that f is in BMO(µ) . Then there exist constants c 1 and c 2 , independent of f , so that for every λ > 0 and every cube Q with sides parallel to the coordinate axes, one has µ {x ∈ Q : |f (x)− f Q | > λ} ≤ c 1 exp −c 2 λ f * µ(Q).
When the measure µ is the Lebesgue measure (or any other doubling measure) on R n , the John-Nirenberg theorem follows from a stopping time argument using dyadic cubes. The estimate that is needed is
which follows from the fact that µ(2Q)/µ(Q) is bounded from above. When the measure µ is not doubling our approach, following an idea of Wik [W] , it is based on the following covering lemma.
Covering lemma. Let µ be a positive Radon measure in R n such that for every hyperplane L, orthogonal to one of the coordinate axes, µ(L) = 0. Let E be a subset of R n , and let ρ be a real number in (0, 1). Suppose that E is contained in a cube Q 0 , with sides parallel to the coordinate axes, and suppose that µ(E) ≤ ρµ(Q 0 ).
Then there exists a sequence {Q j } of cubes with sides parallel to the coordinate axes and contained in Q 0 such that (a) µ(Q j ∩ E) = ρµ(Q j ); (b) the family {Q j } is almost disjoint with constant B(n) , that is, every point of R n belongs to at most B(n) cubes Q j ; (c) E ⊂ j Q j , where E is the set of µ-density points of E.
We say that x is a µ-density point of E when lim r→0 µ (Q(x, r) ∩E)µ(Q(x, r) ) −1 = 1, where Q(x, r) denotes the cube centered at x and sidelength r. The assumption on the measure µ means that, given a cube Q, with 2µ(Q) < µ(R n ), there exists a cubeQ ⊃ Q such that µ(Q) = 2µ(Q). The proof of our covering lemma uses a variant of the well-known Besicovitch covering theorem.
At first sight, the assumption on the measure in the statement of Theorem 1 seems quite restrictive, but the next result disproves this feeling.
Theorem 2. Let µ be a nonnegative Radon measure on R n . Assume that for any point p ∈ R n , µ({p}) = 0. Then there exists an orthonormal system {e 1 , . . . , e n } so that for every hyperplane L with normal vector e i (i ∈ {1, . . . , n}), µ(L) = 0.
As in the case of the Lebesgue measure, the John-Nirenberg theorem gives the duality H 1 (µ)− BMO(µ) , where H 1 (µ) is a natural atomic Hardy space. Let L ∞ c (µ) be the space of bounded functions with compact support. One can then prove the following interpolation result.
Theorem 3. Let µ be a nonnegative Radon measure on R n . Assume that for every hyperplane L, orthogonal to one of the coordinate axes, µ(L) = 0. Let T be a sublinear operator that is bounded from L ∞ c (µ) to BMO(µ) and from H 1 (µ) to L 1 (µ). Then T extends boundedly to every L p (µ), 1 < p < ∞.
As in the case of a doubling measure, the proof follows easily from a Calderón-Zygmund decomposition and from the L p -estimates for the sharp maximal function
where the supremum is taken over all cubes centered at x ∈ R n . However, as Joan Verdera pointed out to us, Theorem 3 is quite unsatisfactory. Roughly speaking, no interesting operator T maps H 1 (µ) to L 1 (µ), when the measure µ is not doubling.
We present an example to illustrate this phenomenon. Finally, we compare BMO(µ), defined as above with cubes whose sides are parallel to the coordinate axes, with BMO(µ) defined with balls: f ∈ BMO b (µ) if there exists C < ∞ such that for every ball B ⊂ R n there is a ∈ R such that B |f − a| dµ ≤ Cµ (B) . (2) Recall that if µ is a doubling measure, the spaces BMO(µ) and BMO b (µ) coincide. In our setting of nondoubling measures, the situation is quite different. Precisely, we have the following theorems.
Theorem 4. There exists an absolutely continuous measure µ in R 2 and f ∈ L 1 (µ) such that f ∈ BMO b (µ) but for any choice of the coordinate axes f / ∈ BMO(µ).
Theorem 5. There exists an absolutely continuous measure µ in R 2 and f ∈ L 1 (µ) such that f ∈ BMO(µ) for all choices of the coordinate axes but f / ∈ BMO b (µ).
In any case, the question that arises is: May the space BMO b be a good choice for dealing with functions of bounded mean oscillation? For 1 < p < ∞, we say that 
In particular, the John-Nirenberg inequality fails.
This result may seem surprising. However, two elementary geometric facts, which are important in our analysis, distinguish between dealing with balls or cubes. First, a cube may be covered by a finite number of subcubes, while for balls a countable number of subballs is needed. Second, when intersecting two cubes, the sections have equal diameter, while for balls, the length of the sections may decay exponentially when the balls become nearly disjoint. The first fact provides the necessary covering properties that are used in the proof of Theorem 2. The decay mentioned in the second one gives some extra help to construct functions in BMO b , which do not fulfill the John-Nirenberg inequality. It is worth mentioning that if instead of cubes or balls, one considers regular polygons of N sides, in the definition of BMO, the analogue of Theorem 2 holds. However, the constants c 1 , c 2 depend on N.
The paper is organized as follows. Section 2 contains the proof of Theorems 1 and 2, as well as an example of a Radon measure for which the John-Nirenberg estimate does not hold. Section 3 is devoted to the Calderón-Zygmund decomposition, the L p estimates for the sharp maximal function, and the proof of Theorem 3. Section 4 contains the proof of Theorems 4, 5, and 6. Finally, we include an appendix with a proof of the John-Nirenberg theorem on spaces of homogeneous type, because it is not easy to find in the literature a proof for the Lebesgue measure which immediately generalizes to doubling measures.
John-Nirenberg inequality.
The main goal of this section is to prove Theorem 1; that is, the John-Nirenberg property holds for a wide class of measures. We also give an example of a measure µ and a function f , for which f ∈ BMO(µ), but f doesn't satisfy the John-Nirenberg inequality.
In the case of the Lebesgue measure m in R n , the John-Nirenberg estimate follows from a stopping time argument that uses dyadic cubes. A trivial but essential fact is that for any cube Q, one has m(2Q) ≤ Cm(Q), where C is a constant. Then if f ∈ BMO(m), it follows that
which is the estimate that is needed in the stopping time argument.
When the measure µ is supported in the real line and has no atoms, one can prove Theorem 1 along the same lines. The only modification that is needed consists of replacing the usual dyadic grid by a µ-dyadic grid, which is constructed in the following way. Given an interval I , the first generation G 1 (I ) consists of the two For this result, see [G] ; also the proof given in [M] for balls can be easily modified.
Proof of covering lemma. For any x ∈ Q 0 and for r > 0 satisfying r ≤ (Q 0 ), we defineQ(x, r) as the unique cube (parallel to the coordinate axes) with sidelength r, containing x, contained in Q 0 and with center y closest to x (see Figure 1) .
Clearly, this is a continuous function satisfying h x ( (Q 0 )) ≤ ρ by hypothesis and lim r→0 h x (r) = 1, since x is a density point. Consequently, there exists a positive number r x such that h x (r x ) = ρ. Hence, for any x ∈ Q 0 ∩ E we define Q(x) =Q(x, r x ). Now, we could not apply the Besicovitch covering theorem, because x may not be the center of Q(x). To circumvent this obstacle, for any cube Q(x) we define the rectangle R(x) in R n as the unique rectangle in R n centered on x such that R(x)∩Q 0 = Q(x). Denote by this family of rectangles (see Figure 2) .
It is an easy computation to check that the ratio of any two sidelengths of a rectangle in is bounded by 2. So, by the Besicovitch covering theorem we have a countable
Figure 2 collection of rectangles R j ∈ such that they cover E ∩ Q 0 , and every point of R n belongs at most to B(n) rectangles R i . Then, if we take the family of cubes ᏽ = {Q(x) : R(x) = R j for some j }, it is clear that ᏽ is a countable family of cubes satisfying properties (a), (b), and (c).
Now, the covering lemma is one of the main ingredients we use to prove Theorem 1.
Proof of Theorem 1. We may assume that f * = 1. Let Q 0 be an arbitrary cube, with sides parallel to the coordinate axes. Put, for any integer k ≥ 2,
and by the covering lemma we can cover the set E k , k ≥ 2, with a sequence {Q k,j } of almost disjoint cubes with constant B(n), parallel to the coordinate axes, such that
and
On the other hand, for any > 0, one has
where the last inequality comes from (3). So, one obtains
. This inequality and (4) give
Similar arguments can be used to obtain the same estimate for the sets {x ∈ Q 0 :
where A is an integer depending only on the dimension. We take = 2A and find
which, for any positive integer p implies:
from which the conclusion of the theorem follows. Observe that the constants c 1 and c 2 , in the statement of Theorem 1, do not depend on µ; they only depend on n.
Now, we give a Radon measure for which the John-Nirenberg inequality does not hold. We consider the case n = 1. Let µ = n≥1 (1/2 n 2 )δ 1/n , where δ 1/n is a Dirac mass in the point 1/n, and let f (1/n) = 2 n . To show that f belongs to BMO(µ), it is enough to consider intervals I = [1/N 2 , 1/N 1 ], where N 1 and N 2 are positive integers and N 2 can also be infinity. Obviously,
Consequently, f ∈ BMO(µ). In order to verify that f does not satisfy the JohnNirenberg inequality, one can see that for t = 2 N , where N is a large positive integer and
On the other hand, 2 −tC µ(I ) is of order 2 −C·2 N . Hence, the John-Nirenberg inequality holds only if 1/2 N 2 ≤ B2 −C·2 N , for some constant B, but this inequality fails when N is big enough. The same construction can be repeated in the plane to get a continuous example. We take a family of segments L n , with endpoints (1/n, 0) and (1/n, 1), and we define a measure
However, observe that in accordance with Theorem 2 rotating the coordinate axes, the corresponding BMO(µ), where µ is the above measure, has the JohnNirenberg property.
Proof of Theorem 2. We now show that if µ is a continuous Radon measure on R n , then we can choose the coordinate axes in such a way that µ(∂Q) = 0 for all cubes Q with sides parallel to the axes. We first give the very elementary argument in the plane.
So let µ be a continuous Radon measure on R 2 . Let ᏸ be the set of the lines L through the origin such that µ(L ) > 0 for some line L parallel to L. We claim that ᏸ is at most countable. Otherwise there exist > 0, R < ∞, and distinct lines
Since ᏸ is at most countable, so is the set
the lines L and L ⊥ give the desired coordinate axes. To prove our claim in R n , it seems to be convenient (although not necessary) to use invariant measures on Grassmannians (see, e.g., [M, Chapter 3] for them). Let G(n, m) be the set of all m-dimensional linear subspaces of R n , and let γ n,m be the unique orthogonally invariant Radon probability measure on it. We also allow m = 0; then G(n, 0) = {0} and γ n,0 = δ 0 . For V ∈ G(n, m) and 0 ≤ k < m, we let G (V , k) be the space of k-dimensional linear subspaces of V , and we let γ V ,k be the natural measure on it.
Let µ be a continuous Radon measure on R n . Denote
We leave it to the reader to check that G m is a Borel set.
Proof. We prove that if 0 < m < n and if γ n,m (G m (G 0 ) > 0, which means that µ has atoms and gives a contradiction.
So suppose γ n,m (G m 
This follows from the uniqueness of γ n,m since also the right-hand side defines an orthogonally invariant Radon probability measure on G(n, m) . Thus the set of those
has positive γ n,m−1 measure. Hence it suffices to show that (5) 
Since there are uncountably many such lines L, we must have for some L = L (cf. the argument for R 2 above),
for some x ∈ R n by easy linear algebra. Consequently, V ∈ G m−1 , and Lemma 1 is proved.
Proof. We use induction on n.
Suppose the lemma holds in R n−1 . As above, by the uniqueness of γ n,n−1 , we have
By our induction hypothesis, we can choose coordinate axes
Combining Lemmas 1 and 2 we see that given a continuous µ there are axes such that µ(V ) = 0 for all hyperplanes parallel to the coordinate planes, as required.
The last part of this section is devoted to the introduction of the predual of BMO(µ) : H 1 (µ). In the case of the Lebesgue measure m, BMO(m) can be viewed very naturally as the dual of an atomic space H 1,∞ (m) (see [J, 3.II] ). In this section we claim that for the measures µ satisfying the hypothesis of Theorem 1, one can consider the atomic space H 1,∞ (µ), and its dual space is BMO(µ).
A function a is called a p-atom,
In the case µ(R n ) < ∞, the constant 1/(µ(R n )) is also considered an atom. Thus, we define a Banach space H 1,p (µ) in the following way: f ∈ H 1,p (µ) if and only if there exist λ i ∈ R and p-atoms a i such that |λ i | < ∞ and f = i λ i a i . For f ∈ H 1,p (µ), we define its norm f H 1,p (µ) to be inf |λ j |, where the infimum is taken over all sequences (λ i ) i∈I occurring in such an atomic decomposition of f . When a is a p-atom one can check that a L 1 (µ) ≤ 1, and so H 1,p (µ) is continuously embedded in L 1 (µ). It is also an easy computation to verify that
Now, we can state the following duality result.
Theorem 7. Let µ be a nonnegative Radon measure in R n . Assume that for every hyperplane L, orthogonal to one of the coordinate axes,
In these notes we don't prove this result because the main argument follows using the same ideas as in the case of the Lebesgue measure. For a good exposition of this result in the case of the Lebesgue measure, see [J, 3.II] .
By the above theorem we have a family of Banach spaces H 1,p (µ), with the same dual. Hence, since they are continuously embedded, one in the other, we can conclude that they coincide, and so we can define
To finish this section we want to remark that the main ingredient in the proof of the above result is the John-Nirenberg inequality, and so Theorem 7 can be stated in a more general setting. That is, if we have a positive Radon measure µ in R n (for this measure we define BMO(µ), and BMO(µ) satisfies the John-Nirenberg property), then we can define H 1 (µ) and (H 1 (µ)) * = BMO(µ).
Interpolation.
This section is devoted to prove a Calderón-Zygmund decomposition for functions in L 1 (µ) and a result on interpolation of operators. This follows from estimating the L p (µ)-norm of a function by the L p (µ)-norm of its sharp maximal function.
Lemma 3 (Calderón-Zygmund decomposition). Let µ be a nonnegative Radon measure in R n such that µ(L) = 0 for every hyperplane L orthogonal to one of the coordinate axes. Suppose we are given a function f ∈ L 1 (µ) and a positive number λ,
Proof. Let Mf be the centered Hardy-Littlewood maximal function
where Q(x, r) is the cube with center x and sidelength r.
For each x ∈ E λ = {x : Mf (x) > λ} we consider a cube Q(x, r x ) such that , r x ) ). Then we proceed as in the proof of covering lemma. We define Q(x,r) |f (y)| dµ(y).
We have D(r x ) > λ and lim
Applying the Besicovitch covering theorem we have an almost disjoint sequence {Q j } of cubes such that E λ ⊂ j Q j and such that (6) holds for each Q j .
Consider functions
and ϕ j ≡ 1 on j Q j , and define
Clearly,
Theorem 8. Let µ be a nonnegative Radon measure in R n such that µ(L) = 0 for every hyperplane L orthogonal to one of the coordinate axes.
(a) Assume µ(R n ) = ∞. Then, one has
Proof. We only prove (a) because (b) follows in a similar way. As in the case of the Lebesgue measure, one only has to prove the following good λ-inequality
for λ > 0 sufficiently large, where a > 1, γ > 0 are positive constants and where m(a, γ, n) < 1. Actually, we get
On the other hand, the Chebyshev inequality gives
Let λ > 0. Since µ puts no mass to any hyperplane orthogonal to one of the coordinate axes, one can choose a cube Q(x) centered at x such that
We first observe that if Q(x) is centered at a point x ∈ E λ for which f # (x) < γ λ, one has
Actually,
and since Q(x) is centered at a point x ∈ R n , where f # (x) < γ λ, we have
We apply the Besicovitch covering theorem to the family of cubes {Q(x)}, x ∈ E λ = {x ∈ E λ : f # (x) < γ λ}. Then we obtain an almost disjoint family of cubes {Q j } with the following properties
So the estimate
finishes the proof.
Using again that Q j is centered at a point x ∈ R n , where f # (x) < γ λ, we have
On E aλ one has f > aλ. Thus, (9) gives
which gives (10).
As in the case of the Lebesgue measure, the L p -boundedness of the sharp function gives a result on interpolation of operators.
Proof of Theorem 3. We first assume µ(R n ) = ∞. The proof follows closely the arguments in [J, p. 43] . Since functions in L ∞ c (µ) with mean zero are dense in L p (µ), 1 < p < ∞, one only has to prove Tf p ≤ C f p for such functions. In fact, we show
and apply the previous theorem. Observe that the corresponding hypothesis holds because f ∈ L ∞ c (µ) with mean zero implies f ∈ H 1 (µ); hence Tf ∈ L 1 (µ). By the Marcinkiewicz interpolation theorem (see [S] ), the strong inequality (11) follows from the weak estimate
where λ > 0.
Let {Q j } be the collection of almost disjoint cubes associated with the Calderón-Zygmund decomposition of |f | p at the value λ p . So, we write
then sup(b j ) ⊂ Q j , b j has mean zero and
Since T is bounded from L ∞ c (µ) to BMO(µ), the function (T g) # is bounded by a multiple of λ. Hence, if c 0 is a sufficiently large constant, we have
where M is the Hardy-Littlewood maximal function. The boundedness of the operator
which gives (12) and finishes the proof. When µ(R n ) < ∞, the proof follows the same lines using that constant functions are in H 1 (µ).
Given a function f on R denote by T µ f , the Hilbert transform of f with respect to µ,
We give an example, due to Verdera [V] , of a measure µ on R for which we know that the operator T µ is bounded on L p (µ), 1 < p < ∞, but it is not bounded from H 1 (µ) to L 1 (µ). Before proceeding to define the measure µ and the function h ∈ H 1 (µ), we make some computations. 
and then we have
Observe that function f belongs to H 1 (ν) with norm bounded by 2, but with respect to the Lebesgue measure f is an atom with norm of order −1/2 . Now, one repeats this construction at different scales. Let ( k ) be a sequence of positive numbers tending to zero and verifying √ k+1 + k+1 < k (and so k≥1 k −2 | log k | = ∞). Define intervals
Let µ be the Lebesgue measure restricted on
Clearly, µ does not satisfy any doubling condition, and easily, T µ is bounded in L 2 (µ) because dµ = g dm, where g 2 = g. Observe that the first condition on the sequence ( k ) means that J k+1 is at the left-hand side of I k . So, the function
Since k −2 < +∞ and a k are atoms, one has h ∈ H 1 (µ). On the other hand,
That is, T µ h /
∈ L 1 (µ).
BMO with balls and cubes.
Theorems 4, 5, and 6 are proved with a similar construction. To simplify slightly, we do not construct µ as an absolutely continuous measure but as a sum of weighted length measures on some circles. Since the oscillation of f on two neighboring circles is at most 1, it is clear from the proof that by replacing µ with a sum of weighted Lebesgue measures on very narrow annuli, we get the same conclusions.
We choose nonincreasing sequences (ε i ) and (λ i ), i = 1, 2, . . . , of positive numbers such that for all i,
We now fix a disc B with center x and radius r. If B ∩ S i = ∅ for some i, we let i 0 be the smallest such i. Similarly, j 0 is the smallest j such that B ∩ T j = ∅ if such a j exists. (B) .
Proof. As B ∩ T j 0 = ∅, we see by simple geometry that
(since T j and T j 0 +1 are much closer to each other than to T j 0 ). Hence, (B) .
Lemma 5. We have f ∈ BMO b (µ). More precisely, (2) holds with an absolute constant c.
Case 1: |x| ≤ 1/2. If B ∩ S 2 = ∅, f is constant on B ∩ spt µ. Otherwise, r > 1/3, and using trivial geometry and the assumptions ε 1 = λ 1 = 1/2 and ε 2 ≤ ε 1 /10, we have Ᏼ 1 (B ∩ S 1 ) ≥ 2/5 and
and (2) holds with a = 0, c = 5c 0 .
From now on we assume that |x| > 1/2 and, by Lemma 4, that B ∩ S i = ∅ for some i.
Case 2: either B ⊂ {y : |y| ≤ 1} or j 0 > i 0 +2. We may assume that B ∩S i 0 +2 = ∅, since otherwise f = i 0 or i 0 + 1 on B ∩ spt µ. As B meets S i 0 and S i 0 +2 , and it does not meet T i 0 +2 , one sees by simple geometry (see Figure 3 ) that Thus, also using (15),
Hence, (2) holds in this case with c = 3 + c 0 . In the last two cases, we also assume that B ∩ T j = ∅ for some j .
Case 3: j 0 = i 0 , i 0 + 1, or i 0 + 2. Since ε j 0 +1 < ε j 0 /10 and B meets both S j 0 and T j 0 , one easily sees that for i > j 0 ,
Thus, (B) .
Combining this with Lemma 4, we have (2) with c = 3 + c 0 in Case 3. Our final case is the following.
Hence, the proof of Lemma 5 is complete.
To prove Theorem 4 we choose sequences (i k ) and (j k ) of positive integers and the sequences (ε i ) and (λ i ) in such a way that i k + k < j k < i k+1 ,
for all i and k. We leave to the reader as an exercise to check that this choice, keeping also (13)- (15), is possible. Moreover, once the other numbers at the kth step are chosen, we can take j k as large as we wish. The choice of j k is determined in the proof of the following lemma.
Lemma 6. Under the conditions (13)- (17), f / ∈ BMO(µ) for any choice of the coordinate axes.
Proof. Let Q k be the square with center on the x 1 -axes, sidelength 2ε i k , and the right-hand vertices on S 1 (see Figure 4) . 
We choose j k such that
By (13) and elementary geometry, this is possible. Then by (17),
Thus,
For any number a, there are at least
Hence, f / ∈ BMO(µ) and Lemma 6 is proved; consequently Theorem 4 is also proved.
Proof of Theorem 6. The proof follows much the same lines as the one given for Theorem 4, but in the present case both the measure and the function are not constant on circles. Let m ≥ 9 be an integer. Let
Let λ > 0, and choose ε 1 > ε 2 > · · · > ε m such that (13) and (15) are satisfied. We choose λ much smaller than λ 2 , and then we choose the sequence (ε i ), very quickly decreasing. Set S i and T i as before. Divide the unit circle S 1 into disjoint consecutive arcs I 1 , . . . , I 8 m of length 2π8 −m . For each j divide I j into disjoint consecutive arcs I j,0 , . . . , I j,2m of length Ᏼ 1 (I j,i ) = 2π8 −m /(2m + 1) = m . Set, with tA = {tx : x ∈ A},
Therefore, easy computations give
Then, clearly f ∈ L 1 (µ) with f dµ ≤ c 0 µ , where c 0 is as before. Note that f = 0 on the extreme arcs of T k,j and that it oscillates linearly to k in the middle. Since the measure decays exponentially in the middle, f is again nicely in BMO b (µ T ) , as the next lemma shows. Let B be a disc with center x.
Lemma 7. There is a ∈ R such that B |f − a| dµ T ≤ Cµ T (B) .
Moreover, if for some k, B ∩ T k,j = ∅ for at least two indices j , then we can take a = 0.
Proof. Suppose that B ∩ T k,j = ∅, and suppose that the indices i for which B ∩ J k j,i = ∅ form a sequence i 1 , i 1 + 1, . . . , i 2 such that i 1 = 0 or i 1 = 1 or i 2 = 2m or i 2 = 2m − 1 or form two sequences i 1 , i 1 + 1, . . . , i 2 and i 3 , i 3 + 1, . . . , i 4 such that i 1 = 0 or i 1 = 1 and i 4 = 2m or i 4 = 2m − 1. We say then that B intersects T k,j noncentrally. Otherwise, we say that B intersects T k,j centrally. We also say that B intersects T k centrally or noncentrally if it intersects some T k,j centrally or, respectively, noncentrally.
We claim that if B intersects T k,j noncentrally, then
Suppose, for example, that there is only one sequence i 1 , . . . , i 2 as above with i 1 = 0 or i 1 = 1. The other cases are similar. If i 2 = 0, 1, or 2, then f = 0, 1, or 2 on B ∩T k,j , and (19) is clear.
Otherwise
Hence, (19) follows. Assume now that for some k, B ∩T k,j = ∅ for at least two values of j . We claim that
We examine three cases separately. First, suppose B intersects T k 1 centrally. Then B ∩ T k 1 = B ∩ T k 1 ,j for some j and
We see by simple geometry that if the ε i 's decrease sufficiently quickly, our assumption (that for some k, B ∩ T k,j = ∅ for at least two j ) implies that
Moreover, k 2 = m and B intersects the remaining T k noncentrally. Combining (19), (21), and (22), we get (20) for this first case. On the other hand, if B intersects both T k 1 and T k 2 noncentrally, then B intersects every T k noncentrally and again (20) follows from (19). Finally, when B intersects T k 1 noncentrally and T k 2 centrally, our assumption implies
. . , k 2 , and as in (21), (B) .
Combining this with (19), we also obtain (20).
To finish the proof of Lemma 7, suppose that for every k there is at most one j such that B ∩ T k,j = ∅. Then the values of k for which B ∩ T k = ∅ form a sequence k 1 , k 1 +1, . . . , k 2 , and the index j for which B ∩T k,j = ∅ is the same for all k 1 ≤ k ≤ k 2 . Moreover, the indices i for which B ∩J (T k 1 ,j ∪ T k 1 +1,j ) ). Then, by similar easy estimates as before, (B) ,
This completes the proof of Lemma 7.
We want to show again that (2) holds for some a with an absolute constant c; that is, f ∈ BMO b (µ).
Suppose first that |x| ≤ 1/2. We may assume that B ∩ S 2 = ∅. Then B contains at least 8 m−1 arcs I 1 j,m and so
We have
provided we choose λ ≤ m /(m 2 2π). If B ∩ T k,j = ∅ for at most one j for every k, then we get
since m ≥ 9. If B ∩ T k,j = ∅ for at least two indices j , for some k, we have by Lemma 7, B f dµ T ≤ Cµ(B) .
Combining these inequalities we obtain B f dµ ≤ Cµ (B) in case |x| ≤ 1/2. Assume then that |x| > 1/2. As previously, we study different cases. By Lemma 7 we may assume that B ∩S k = ∅ for some k. The case where this happens only for k = 1 is trivial, so suppose that B ∩S k for some k > 1. If B ∩S 2 = B ∩T 4 = ∅, the diameter of B is at most 2ε 2 . Choosing 2ε 2 < m , there are two pairs (i 1 , j 1 ) and
. Then we can use almost identical arguments as in the proof of Theorem 4, because in this scale both the measure and the function are almost constant on circles.
Suppose then that B ∩ T 4 = ∅. Then, choosing ε 4 sufficiently small for all k ≥ 5,
Finally, we are left with the case where B ∩ S 2 = ∅ and B ∩ T 4 = ∅. If B intersects only S 2 and S 3 , it is trivial. Therefore, assume B ∩ S 4 = ∅. Let r be the radius of B.
and for k ≥ 4,
Choosing ε 4 ≤ λ 2 ε 3 , we conclude
This completes the proof that the function f belongs to BMO b (µ) with the norm independent of m. We point out that if B is a disc not contained in {x : |x| < 3}, then To finish the proof of Theorem 6, we choose discs B 1 , B 2 , . . . such that the discs 3B k are disjoint. Let {M k } be an increasing sequence of integer numbers (for instance, Second, we claim that (1) holds for any square Q with an absolute constant C. For this we can follow the argument in the proof of Theorem 4. Lemma 4 and its proof hold with B replaced by Q as they stand; i 0 and j 0 are defined in the same way with Q in place of B. We need not worry about where the center of Q lies, so our first case is the analogue of Case 2: Q ⊂ D or j 0 > i 0 + 2. In this case, (24) yields
for i > i 0 + 1, and the inequalities in Case 2 can be repeated. In case j 0 = i 0 , i 0 + 1, or i 0 + 2 (see Case 3), we have by (25),
for i > j 0 , and the same argument works again. Finally, if j 0 < i 0 , the proof runs as it is with B replaced by Q.
To complete the proof of Theorem 5, we use the same method as at the end of the proof of Theorem 6, defining f = m f m and µ = m µ m . Then f ∈ BMO(µ) (for all choices of the coordinate axes), but f / ∈ BMO b (µ).
Another variant of functions of bounded mean oscillation is the following one. Suppose that in the definition of the space BMO(µ) we only consider cubes (with sides parallel to the axes) centered at the support of the measure µ. We denote this new space of functions by BMO c (µ). Obviously, BMO(µ) is contained in BMO c (µ), and as the next example shows, this inclusion can be strict, even for the restriction of the Lebesgue measure to a cube.
Example. The idea to construct our example is simple, but again the explanation becomes a little tedious. Take the square Q 0 = [0, 1] × [−1/2, 1/2], and let µ be the planar Lebesgue measure restricted in Q 0 . Now, we consider a collection of squares which are dyadic with respect to Q 0 . For each positive integer k and for each j = 1, 2, . . . , 2 k−1 , we define squares
Let ϕ be a Lipschitz function satisfying
where c Write
When Q is any square contained in Q 0 , a standard computation (or an application of [GJ, Lemma 2 
If Q is any square with center lying in Q 0 , then there is a square P ⊂ Q 0 so that
Therefore, b / ∈ BMO(µ). Now, we describe an example that shows that the John-Nirenberg inequality is false for BMO c (µ), even for absolutely continuous measures µ and cubes centered at points of the support of the measure. For simplicity, our measure again contains pieces on line segments, but obviously it can be fattened without destroying the desired properties.
Let m > 1 be an integer. Set
Then consider the measure
jχ I j ∪J j (see Figure 5 ). As in the proofs of Theorems 5 and 6, we now apply this construction to a sequence of squares. Consider a collection {Q n : n = 1, 2, . . . } of disjoint squares whose left side is in the y-axis and that satisfies dist(Q n , Q m ) ≥ 2 max (Q n ), (Q m ) , n = m.
Let µ n , f n be the measure and the function given by the construction above in the square Q n with m = n. Set
One has f ∈ BMO c (µ). To see this, observe that if a cube Q centered at a point in Q k intersects some other Q j , j = k, then Q k ⊂ Q and, moreover, Q contains the K or J piece of the cube Q j . So, as remarked above, one has Proof. We guess that the proof we present here is implicit in the work of Coifman and Weiss [CW, p. 594, footnote] . However, since they didn't write it explicitly, there has been some confusion in the literature.
We follow the standard stopping time argument; that is, we assume that λ is large enough and fix some λ 1 . Then we study the sets {x ∈ S : |f (x) − f S | ≤ λ 1 }, {x ∈ S : |f (x)− f S | ≤ 2λ 1 }, up to {x ∈ S : |f (x)− f S | ≤ mλ 1 λ}.
In showing (27), we assume f * ≤ 1 and fix S = B(a, R). We define a maximal operator associated to S (if we replace S by another ball, then the maximal operator changes), Again by a Vitali-type covering lemma (e.g., see [CW, 
