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Intermolecular bonds are weak compared to covalent bonds, but they are strong enough to influence the
properties of large molecular systems. In this work, we investigate how strong light-matter coupling inside an
optical cavity can modify these intermolecular forces. We perform a detailed comparison between currently
available ab initio electron-photon methodologies. The electromagnetic field inside the cavity can modulate
the ground state properties of weakly bound complexes. Controlling the field polarization, the interactions
can be stabilized or destabilized, and electron densities, dipole moments, and polarizabilities can be altered.
We demonstrate that electron-photon correlation is fundamental to describe intermolecular interactions in
strong light-matter coupling. This work proposes optical cavities as a novel tool to manipulate and control
ground state properties, solvent effects, and intermolecular interactions for molecules and materials.
I. INTRODUCTION
Intermolecular interactions play a fundamental role in
chemistry and physics, and are especially important in
describing the properties of large systems. In particular,
they contribute to solvation processes,1 interactions in
liquids,2 gas phase reactivity,3 formation of higher order
structures in biological macromolecules,4 and multi-layer
2D materials.5–8 The ability to induce even minor modifi-
cations in the intermolecular forces can have large impact
on the macroscopic properties of molecular systems. In
this respect, strong light-matter coupling is an exciting
possibility for changing weak interactions.
Over the last decade, strong light-matter coupling
via optical cavities has been unveiled as a new tool
that can modify molecular properties and interactions
in a non-intrusive fashion. Recent seminal exper-
imental works have demonstrated the possibility to
inhibit,9–11 steer,12 and accelerate13–16 chemical reac-
tions by strong light-matter coupling inside micro17,18
and plasmonic19,20 cavities. Furthermore, cavities have
been applied to: enhance charge and energy transfer,21–27
design materials,28 and control superconductivity.29–31
These applications highlight the use of confined light in
chemistry.
From a theoretical point of view, strong light-matter
coupling has been extensively investigated since the
1950s using a simplified descriptions of the electronic
system.32–34 Using model Hamiltonians, a broad range
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of fascinating insight has been achieved. However, con-
necting these predictions to experimental observations
in polaritonic chemistry is quite challenging.35? –38 The
models typically account for the main features of strong
light-matter coupling, such as Rabi splittings,39 but are
unable to quantitatively capture changes in molecular
systems. In situations where the coupling between light
and matter is of the same magnitude as other interac-
tions, for instance intermolecular forces, the simplified
models are not sufficient. In order to achieve accuracy
in chemical predictions, the full complexity of the sys-
tem must be considered. Ab initio methodologies, such
as quantum electrodynamical density functional theory
(QEDFT)40 and quantum electrodynamics coupled clus-
ter theory (QED-CC)41, provide an accurate modeling of
the correlated electron-photon systems.
In this paper, we employ the QEDFT and QED-CC
methods to study intermolecular forces under the influ-
ence of strong light-matter coupling. We focus on three
selected systems representative of: van der Waals inter-
action, dipole-induced dipole interaction, and hydrogen
bonding (see Figure 1). We also benchmark, where possi-
ble, against the exact QED full configuration interaction
(QED-FCI) method. For the hydrogen bonded system,
we also analyze changes in the electron density. Finally,
we investigate the long-range intermolecular interaction
through the cavity field. We note that all the observed
effects are for the ground state of the light-matter system.
The paper is organized as follows. In the first section,
we introduce the computational approaches. The follow-
ing section presents our investigation of cavity induced
effects on intermolecular interactions. The final section



























FIG. 1. Main intermolecular interactions, here in optical cavities.
II. COMPUTATIONAL APPROACHES
In nonrelativistic QED, interactions between molecules
and quantized electromagnetic fields are described by the
Pauli-Fierz Hamiltonian.42,43 For a single photon mode in
the dipole approximation, the time-independent Hamil-





































(ε ·∆d )2. (2)
Here He is the electronic Hamiltonian in the Born-
Oppenheimer approximation in the standard notation.
The second term of Eq. (2) is the photon contribution
to the energy where ω is the photon mode frequency ω
and b/b† are the associated annihilation/creation opera-
tors. The third term is the bilinear light-matter inter-
action, and contains the fluctuations of the molecular
dipole, ∆d = d− 〈d〉, and the field transversal polariza-
tion vector ε with a coupling strength determined by the
quantization volume V , λ =
√
4π/V . The last term is
the dipole self-energy (DSE) that describes the molecular
self-interaction through the field and further ensures that
the total Hamiltonian is gauge and origin invariant, and
bound from below.41,45 The same Hamiltonian in second
quantization can be found in Ref. 41.
In quantum chemistry, there are two main approaches
to solve the electronic Schrödinger equation: one is
based on wave functions,46 the other on one-electron
densities.47 To solve the eigenvalue problem for the light-
matter Hamiltonian [Eq. (2)], photons must be treated
on equal footing as the electrons. Considering that pho-
tons are inherently different from electrons because of
the bosonic nature, they show different physics. For this
reason, at the moment only a few molecular approaches
have been extended to quantum electrodynamics. In par-
ticular, the extensions of DFT, Hartree-Fock, CC, and
FCI are now available to perform ab initio simulations
of molecules strongly coupled to light. In the following
subsections we give a brief introduction to these method-
ologies.
A. QED wave function approaches
Hartree-Fock theory (HF), which employ a single
Slater determinant, is the standard starting point for de-
veloping approximate wave function methods. This ap-
proach does not include any electron correlation, which
is instead recovered by post-HF methodologies. One of
the most successful and accurate methods to include cor-
relation is CC, which includes additional determinants
through an exponential parameterization starting from
the HF wave function.46
In Hartree-Fock theory, the photonic degrees of free-
dom are included by treating the electrons and photons
as uncorrelated particles interacting through a mean-field
potential. This leads to the formulation of quantum elec-
trodynamics Hartree-Fock theory (QED-HF).41 Similarly
to coupled cluster theory for electrons, QED-HF is the
starting point for QED-CC.41 The correlated QED-CC
wave function is expressed as
|CC〉 = exp(T ) |R〉 (3)








and tµn are the amplitudes for the determinant |µ〉 and
photon occupation |n〉, and τµ(b†)n is the corresponding
excitation operator,
τµ(b
†)n |R〉 = |µ〉 ⊗ |n〉
√
(n+ 1)!. (5)
The QED-CC formulation is exact in the limit where
all electronic and photonic states are included. In prac-
tice, because of the infinite number of states, a trun-
cation must be introduced. In this paper, we consider
QED-CCSD-1, which employ a cluster operator






where T1 and T2 are linear combinations of electronic sin-
gle and double excitations, S11 and S
1
2 are electronic single
and double excitations coupled with a single photon cre-
ation, and Γ1 is the single photon creation operator. The
QED-CCSD-1 scales as N6 with respect to the number
of electronic basis functions, and it is computationally
feasible for small to medium sized molecules.
For a fixed number of photons, if all electronic configu-
rations are included, QED-CC is equivalent to the exact
treatment of QED-FCI. However, implementing QED-
FCI in a coupled cluster formulation is inconvenient. For
this reason, we use a direct CI implementation46 of QED-
FCI as a benchmark.
All the mentioned wave function based methods are
implemented and calculated using the eT -program.48
B. QED density functional theory
Quantum electrodynamical density functional theory
is based on the key observation of ordinary DFT that
all observables relevant in electronic structure theory are
functionals of the electronic density n(r). Leveraging the
unique relation between electronic density and external
potential,49 DFT allows to set up and computationally
solve a set of single-particle Kohn-Sham equations.50 The





ϕi(r) = εiϕi(r) (7)





associated to the potential
vs(r) = vext(r) + vH(r) + vxc(r). (9)
This local Kohn-Sham potential is characterized by the
known external and classical Hartree potentials as well as
the unknown exchange-correlation potential vxc(r). Nat-
urally vxc(r) is known only approximately and DFT is (in
practice) often accurate and computationally efficient but
never exact.
The QEDFT approach extends this idea to quan-
tum electrodynamics.40 Through the formulation of effec-
tive single-particle Kohn-Sham and Maxwell equations,
QEDFT reproduces the exact many body problem if the
exact functionals for the electron-electron and electron-
photon interactions are known. In this paper, we utilize
the optimized effective potential (OEP) approach51–53 to
obtain the exact-exchange potential
vxc(r) ≈ vOEP,Coulombx (r) + vOEP,photonsx (r) (10)
for both the Coulomb and photonic interaction. The lat-
ter is the variational derivative
vOEP,photonsx (r) = δE
photons
x /δn(r) (11)











εa − εi + ω
)
(12)
where a labels the unoccupied Kohn-Sham orbitals. Us-
ing density-functional perturbation theory, the density
dependence of the Kohn-Sham orbitals lead to coupled
Sternheimer (coupled perturbed Kohn-Sham) equations
that are solved self-consistently.53,54
The combination of QEDFT and the OEP functional
(QEDFT/OEP) gives rise to an exact-exchange treat-
ment of the electronic structure in the presence of the
cavity. In this way, it describes the interaction of elec-
trons on similar but not equivalent level as Hartree-
Fock.51 In contrast to QED-HF, the QEDFT/OEP so-
lution features also electronic exchange mediated by the
photonic fluctuations in addition to the exchange origi-
nating from the DSE. For the systems investigated here,
the correct long-range 1/r decay is an especially desirable
feature of the OEP that is not common to all possible re-
alizations of DFT. QEDFT itself is a much more versatile
concept than the here selected OEP approach and corre-
lation functionals are currently in development.
All reported calculations have been performed with the
OCTOPUS code54 using the standard Troullier-Martins
pseudopotentials, a Cartesian grid and 8th-order finite
differences.
III. RESULTS
Covalent bonds between valence electrons typically
have binding energies of about 1-10 eV. Intermolecular
energies are substantially weaker (1-300 meV) and they
arise from van der Waals interaction or electrostatics
(dipole-dipole, etc.).55 Even though their strength is or-
ders of magnitudes weaker than covalent and ionic bonds,
they are not negligible. Intermolecular forces can also
be interpreted in terms of electron interactions mediated
by the transverse electromagnetic field.56 Because of this
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parallelism, changing the boundary conditions of the field
with a cavity will alter the interactions.57–59
In this paper, we treat a single cavity mode interacting
explicitly with the molecular system, and assume that the
electron mass inside the cavity is the same as outside.56,60
For QED-HF, additional cavity modes would increase the
cavity induced effects on the ground state compared to a
single-mode approximation. To simulate potential multi-
mode effects, we instead enlarge the coupling value to
λ = 0.1. The description is certainly limited and go-
ing beyond this will require more sophisticated consider-
ations from the photonic point of view. However, new
insight into a non-perturbative description of cavity me-
diated weak interactions can be obtained using this ap-
proximation. Cavity losses, which only leads to quan-
titative and not qualitative changes of the results, are
neglected in this paper.61
In the following, cavity induced effects on the different
kinds of intermolecular interactions are discussed. These
cases range from weak to strong intermolecular forces.
A. Van der Waals interaction
The weakest among the intermolecular interactions is
van der Waals (vdW),55 characterized by typical energies
of about 1-50 meV. Usually, they are described as in-
teractions between the polarizabilities of the constituent











where IA is the ionization energy of system A, ᾱA is
the mean polarizability of A, and R is the distance be-
tween the fragments. This approximation neglects retar-
dation effects appearing at long distances that modify
the scaling to R−7.56 The polarizability is closely related










where γ ∈ {x, y, z}. Inserting Eq. (14) into the London






can be observed. The London formula can also be derived
from the bilinear light-matter interactions between the
fragments in free space.56
Cavity induced effects will be analyzed for the (H2)2
complex. Three polarization directions (ε) are considered
and the cavity frequency is set in resonance with the first
excited state of H2, ω = 12.7 eV. The wave function
calculations are performed with an aug-cc-pVDZ orbital
basis with a bond distance of 0.74 Å. The DFT/OEP and
QEDFT/OEP results are obtained using a spherical grid
centered around each atom with radius 14 and spacing
0.25 bohr, and the H2 bond distance was optimized using
the KLI functional obtaining 0.73 Å.
In Figure 2 we compare the potential energy curves cal-
culated with CCSD/QED-CCSD-1 and FCI/QED-FCI.
Field polarizations along the H2 bond (εx) and chain axis
(εz) are presented here. The other orthogonal polariza-
tion (εy), being qualitatively similar to εx, is shown in
the Supplementary Information for completeness.
FIG. 2. Potential energy curves calculated for (H2)2 outside
(dashed line) and inside a cavity with λ = 0.1 and ω = 12.7
eV, with different markers for the different polarizations. For
each curve, the energy at 200 Å has been subtracted. The
inset shows the same curves for non-correlated methods with
field polarization along εx.
From Figure 2, we see that coupled cluster is able to
qualitatively reproduce the reference FCI values, but it
slightly underestimates the binding energy. This is the
case both outside and inside the cavity for all field po-
larization directions. This behavior is well known from
coupled cluster theory, and it has been extensively dis-
cussed in Ref. 46. Including perturbative triples in QED-
CC, either with CC3 or CCSD(T),63,64 will make the
total ground state energy quantitatively more accurate
compared to the reference. Similar effects can also be
observed for different molecular geometries, as shown in
Figure S2 in Supplementary Information.
The Hartree-Fock method, which does not include cor-
relation, is not able to capture the vdW interaction and
the potential energy curves are repulsive, both inside and
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outside the cavity (see the inset in Figure 2). This is
in contrast to the correlated results. The exchange-only
treatment of the OEP functional provides qualitatively
similar predictions compared to Hartree-Fock. However,
in QEDFT/OEP the effect of the cavity is minimal as the
DSE, bilinear and photonic contributions to the energy
largely compensate each other.
The cavity induced change in the potential energy
curves are presented in Figure 3. When the cavity polar-
ization is perpendicular to the intermolecular bond (εx,
εy), the binding energy increases. In contrast, when the
field polarization is parallel (εz), the cavity destabilizes
the bond. Interestingly, the energy difference behaves
asymptotically as R−3 for large R (R2 > 0.98, black
dashed lines). This is the same distance dependence as
a dipole-dipole interaction instead of an expected R−6
behavior of the vdW dispersion. Outside the cavity, the
correlation energy (blue solid line) respects the R−6 de-
pendence. Note that the dipole moments of the isolated
fragments are also zero inside the cavity.
FIG. 3. Correlation energy (ECCSD−EHF) and cavity induced
effect on the potential energy curve of (H2)2 (EQED-CC−ECC)
for a cavity with λ = 0.1 and ω = 12.7 eV. The data is fitted
with a R−3 function with R2 > 0.98 for all curves.
Figure 2 and 3 show cavity induced changes in the
binding energies, but they do not give any insight into
the absolute stability of the system. This is instead found
from the relative energy differences (see Figure 4). The
increase in energy due to the dipole self-energy is sub-
stantially higher when the polarization is along the H2
bond (εx) compared to the orthogonal field polarizations
(εy, εz). This is because the electrons are more diffuse
along the bond, allowing for larger dipole fluctuations
[Eq. (15)]. The energy difference of about 40 meV in-
duce a preferential orientation of the system along the εy
and εz directions.
FIG. 4. Potential energy curves calculated with QED-CC and
QED-FCI for (H2)2 inside a cavity with λ = 0.1 and ω = 12.7
eV, with different markers for the different polarizations. The
energy of εy at 200 Å has been subtracted.
From Figure 4, we can also observe that QED-CCSD-1
is missing about 5 meV more correlation when the field
polarization is along εx compared to the other directions.
This result is confirmed by the correlation energies cal-
culated at the minima presented in Table I.
TABLE I. Correlation energies (EQED-CC/FCI − EQED-HF) in
eV for (H2)2 at equilibrium geometry. The values are calcu-
lated inside and outside a cavity with coupling λ = 0.1 and
frequency ω = 12.7 eV for different field polarizations ε.
Method No cavity εx εy εz
QED-CCSD-1 1.9523 2.2400 2.1408 2.1384
QED-FCI 1.9526 2.2461 2.1438 2.1413
As mentioned in the discussion of Figure 2, the system
is mainly polarizable along the H2 bond (αxx) as shown in
Table II. The overall reduced α inside the cavity indicates
that the electron density becomes more localized. The
reduction is more evident along the direction of the field
polarization (see columns of Table II). In this context, the
variational minimization of the DSE reduces the dipole
fluctuations and consequently the polarizability [see Eq.
(14)]. This observation is in line with density localization
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effects already discussed in Refs. 25, 41, 53, and 60.
TABLE II. Polarizability αγγ and mean polarizability α for
(H2)2 at bond distance 3.6 Å(obtained using finite differ-
ences). All quantities are in atomic units. The cavity fre-
quency is ω = 12.7 eV, and the induced effects reported for
each field polarization are evaluated by subtracting the cor-
responding values without the cavity.
(H2)2 αxx αyy αzz ᾱ
CCSD 12.81 8.98 8.58 10.12
εx −0.18 −0.05 −0.06 −0.10
εy −0.09 −0.08 −0.06 −0.08
εz −0.10 −0.02 −0.09 −0.07
DFT/OEP 12.14 9.16 8.83 10.13
εx −0.11 −0.04 −0.04 −0.06
εy −0.05 −0.13 −0.05 −0.08
εz −0.05 −0.05 −0.12 −0.07
The same cavity induced reduction of the polarizabil-
ity is observed for an isolated H2 molecule, see Table
III. This implies, using the London formula in Eq.(13),
a reduction of the vdW energy. However, as shown in
Figure 2, the cavity can both increase and decrease the
binding energy depending on the field polarization. This
result clearly demonstrates that the London formula, as
it is usually presented, does not hold for molecules in
cavities.57,65 Note that not only the polarizability is af-
fected by the cavity, but also the ionization energy as
recently shown in Ref. 66.
TABLE III. Polarizability αγγ and mean polarizability α for
H2 (obtained using finite differences). All quantities are in
atomic units. The cavity frequency is ω = 12.7 eV, and the
induced effects reported for each field polarization are eval-
uated by subtracting the corresponding values without the
cavity.
H2 αxx αyy αzz ᾱ
CCSD 6.53 4.34 4.34 5.07
εx −0.08 −0.03 −0.03 −0.05
εy −0.05 −0.04 −0.00 −0.03
εz −0.05 −0.00 −0.04 −0.03
DFT/OEP 6.24 4.50 4.50 5.08
εx −0.06 −0.02 −0.02 −0.03
εy −0.03 −0.06 −0.03 −0.04
εz −0.03 −0.03 −0.06 −0.04
B. Dipole-induced dipole interactions
In this section, the dipole-induced dipole interaction
between a polar and a non-polar molecule is analyzed.
The dipole induces a charge fluctuation in the other sys-
tem (induced dipole) that can form an interaction that
is usually on the order of 10-100 meV. These forces are
generally stronger than the vdW dispersion. The angle-
averaged Debye formula, describing this dipole-induced





where is A is the polar system, and B the non-polar.
This potential has the same R−6 behavior as the London
formula in Eq. (13). In symmetry adapted perturbation
theory,67 this interaction is usually known as the induc-
tion term (Eind).
The interaction between a polar water molecule and a
non-polar benzene molecule is investigated here.68 The
complex is set in a configuration where the oxygen is
pointing towards the benzene ring, as shown in the inset
of Figure 5. In this geometry, the interaction is dom-
inated by the dipole-induced dipole forces and hydro-
gen bonding is minimal. The structures of the separate
fragments are optimized using DFT/B3LYP with a 6-
31+G** basis set.
FIG. 5. Potential energy curve for the Benzene-H2O complex,
both outside (dashed lines) and inside a cavity with cavity
frequency ω = 13.6 eV with field polarization along the dipole.
Energies are relative to the energy of the isolated fragments.
In Figure 5 we show the potential energy curves cal-
culated using HF, CCSD, QED-HF, and QED-CCSD-1
with a 6-31+G* basis set. The field polarization is set
along the dipole (see Figure 5). We first note that HF and
QED-HF are repulsive outside and inside the cavity. For
CCSD, the weakly interacting complex has a meta-stable
state with a barrier of 3 meV. Inside the cavity, instead,
the QED-CCSD-1 potential energy curve becomes repul-
sive. The cavity induced effect is here much larger (26
meV) than the observed effects for the non-polar H2 vdW
interaction.
From the Debye formula in Eq. (16), we see that the
strength of the induction interaction is related to the
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dipole of the polar fragment and the polarizability of
the non-polar one. In Table IV the dipole moment of
H2O and the polarizability of benzene, outside and in-
side the cavity, are provided. Inside the cavity we see
a small decrease (0.003 D) of the permanent dipole, but
a sizable reduction (7.60 a.u.) of the benzene polariz-
ability. A possible reason for the large cavity effect on
α could be connected to the aromaticity of benzene and
its diffuse electrons. However, this will require further
investigations.69
TABLE IV. Dipole d for water and polarizability α parallel
and perpendicular to d for Benzene. Calculated outside and
inside a cavity with field polarization along d and frequency
ω = 13.6 eV.
Method α⊥ α‖ ᾱ d [D]
CCSD 78.55 40.83 65.97 2.304
QED-CCSD-1 77.60 33.23 62.81 2.301
Substituting the values in Table IV into Eq. (16), and
comparing the size of the interaction outside and inside
the cavity, we estimate a destabilization of 0.5 meV at
R = 3.8 Å. This is much smaller than the corresponding
destabilization observed in Figure 5 of about (26 meV).
This indicates that, as in the case of vdW, the purely
electrostatic interaction model is not sufficient to repro-
duce the effect.
C. Hydrogen bonds
Hydrogen bonding arises when a hydrogen atom forms
a bridge between two electronegative species.70 A typical
hydrogen bond energy is about 100-300 meV and is one
of the stronger intermolecular interactions. The electro-










and represents the leading term to this interaction. How-
ever, it is now widely accepted that this kind of inter-
action is also characterized by a sizable charge transfer
component, which contributes with a relatively large per-
centage (about 2-3 eV per transferred electron) to the
binding energy.71,72
Investigating hydrogen bonding is crucial to under-
stand cavity induced effects on the physical and chem-
ical properties of solvents. In this section, we investigate
the water dimer as a simple model for liquid water. For
HF and CC calculations, we use an aug-cc-pVDZ basis
set. The OEP calculations are performed using a spher-
ical grid centered around each atom with radius 12 and
spacing 0.28 bohr. The MP2/aug-cc-pVQZ equilibrium
geometry is obtained from Ref. 72. The field polarization
is set along the O-O direction, and the cavity frequency
is ω = 7.86 eV.
FIG. 6. Potential energy curves of (H2O)2 for different dis-
tances R between the oxygen atoms, outside (dashed) and in-
side a cavity (solid). The cavity polarization is along R with
frequency ω = 7.86 eV. The structures of the water fragments
are fixed.
In Figure 6 we present the potential energy curve of the
water dimer as a function of the O-O distance (R). In this
case, the non-correlated methods (HF and DFT/OEP)
capture the bond. Outside the cavity, DFT/OEP gives a
slightly smaller binding energy than HF, and they both
underestimate the energy compared to CCSD (214 meV).
Inside the cavity, QED-CCSD-1 predicts a weaker hydro-
gen bond. The non-correlated methods (QED-HF and
QEDFT/OEP) do not capture this cavity induced desta-
bilization of about 22 meV (10%), which indicates that
the effect is due to correlation.
The electrostatic contribution to the binding energy
can be estimated using the dipole moments shown in Ta-
ble V and Eq. (17). The perturbative treatment pre-
dicts a cavity induced stabilization of about 0.2 meV, in
contrast to the destabilization shown in Figure 6. From
this observation, it is clear that cavity induced effects are
not due to shifts in the multipoles (dipole, etc.) using a
purely electrostatic picture.
TABLE V. Dipole moments of isolated water fragments A
and B, outside and inside the cavity. The field polarization
is along the O-O direction and ω = 7.86 eV. In the hydrogen
bond, A is the donor while B is the acceptor.






As discussed above, hydrogen bondings are character-
ized by a relatively large charge transfer contribution. To
investigate this aspect, we perform a charge displacement
(CD) analysis71,73 in Figure 7. The charge displacement
function (∆q(z)) is defined from the density difference








∆ρ(x, y, z′) dxdy dz′. (18)
This function quantitatively describes the amount of
charge that has been moved along the z-direction. In par-
ticular, when ∆q is positive, electrons are moved to the
left, and they change direction when it is negative. For
the water dimer outside the cavity, electrons are moved
from the donor molecule (right) to the acceptor (left).
A net charge transfer of about 10 me− can be observed
in the middle (dashed line) of the hydrogen bond. By
placing the system inside the cavity, the number of trans-
ferred electrons is reduced by about 2 me−. This is in line
with the weaker hydrogen bond observed in the potential
energy curve and, following Ref. 71, it corresponds to a
decrease of about 4-6 meV in the binding energy.
FIG. 7. CCSD and QED-CCSD-1 bond formation charge
displacement analysis of (H2O)2 inside (dashed) and outside
(solid) a cavity. The fragments are separated by 3.0 Å. The
cavity polarization is along z.
In Figure 8, the CD analysis has been applied
to the ground state cavity induced density difference
(∆ρ = ρGScav − ρGSnocav) calculated using HF, CCSD, and
DFT/OEP. In this case, all methodologies show a qual-
itatively similar behaviour and predict a reduction of
charge transfer from donor to acceptor of about 2-3 me−
(extracted at the same position as in Figure 7). The
overall effect is a charge localization on the water frag-
ments. The reduction of charger-transfer for small dis-
tances is consistent with the observations of Ref. 25 and
originates mainly from the DSE. From a more quantita-
tive analysis, we see that Hartree-Fock overestimates the
cavity induced charge transfer compared to coupled clus-
ter. On the other hand, the DFT/OEP curve is closer to
the correlated result. In general, DFT is better equipped
to describe the density than Hartree-Fock.74
FIG. 8. Charge displacement analysis of the ground state
cavity induced density difference of (H2O)2. The fragments
are separated by 3.0 Å. The cavity polarization is along z.
D. Cavity induced non-additive properties
Even when molecules are far away from each other in-
side a cavity, they still interact.25 This results in non-
additive properties of the dissociated system, e.g. the
energy of the dissociated complex will not be equal to
the sum of the energies of the individual fragments. In
this section, we investigate these cavity induced non size-
extensive properties of the QED Hamiltonian and their
implications.
The main non-additive effect can be attributed to the
DSE, which rewritten in terms of contributions from the



















DSE is the DSE for fragment n. The last term
in Eq. (19) is the one non-additive part. For identical




〈(ε ·∆d(1))(ε ·∆d(2))〉(N2f −Nf ), (20)
showing explicitly that the effect is quadratic with the
number of fragments. In Eq. (20), ∆d(1) and ∆d(2) are
the dipole fluctuations of two equivalent fragments. The







〈(b+ b†)(ε ·∆d(n))〉, (21)
although we expect the contribution to be smaller.
In Figure 9, we analyze the non-additive part of the




molecules separated by 200 Å (see inset of Figure 9).
The properties of the QED Hamiltonian makes the to-
tal energy non-additive, and the QED-CC approach is
able to capture this behavior (black dashed line). In the
limit λ → 0, the QED-CC approach is size-extensive as
for standard coupled cluster theory for electrons. On the
other hand, QED-HF always has size-extensive solutions
and fails to describe the non-additive nature of the cavity
interaction (blue dashed lines).
We observe a quadratic scaling of the non-additive part
with respect to the number of fragments, as expected
from Eq. (20). The fit of the data (dashed black line)
highlight also a small deviation (0.2) in the linear term,
likely due to the bilinear correction described in Eq. (21).
This result implies that the collective ground state in-
teraction between many molecules could be observable
experimentally, if enough molecules are considered. We
point out that this effect is qualitatively not limited by
the dipole approximation, since we consider a stretching
of the coordinates in a direction that is parallel to the
field polarization (perpendicular to the wave vector k).
This non-additive effect could be very interesting in sol-
vation environments, where a solute can interact with a
large number of solvent molecules through the field.
IV. CONCLUSIONS
Leveraging available QED ab initio methodologies, we
investigated cavity induced effects on intermolecular in-
teractions. Four types of interactions have been studied:
van der Waals forces, induction interactions, hydrogen
bonding, and cavity mediated long-range interactions. In
all cases, correlation is deemed crucial to describe the sys-
tem. Several effects of the cavity seem rather counter-
intuitive at first glance. The van der Waals forces be-
tween two non-polar molecules behaves as R−6. However,
inside the cavity, an additionalR−3 component originates
from correlation. For the induction interaction and hy-
drogen bonding, the cavity induced effect is larger than
FIG. 9. The non-additive part of the total energy, ∆E =
E(H2O)n+1 − (n + 1)EH2O of (H2O)n+1. Fragments are sepa-
rated by 200 Å and placed inside a cavity with ω = 7.86 eV. A
6-31G basis set is used. In black dashed lines is a polynomial
fitting with R2 > 0.999.
for the van der Waals. In both cases, a destabilization
of the binding energy and a reduction of polarizability
is observed. We show that, inside the cavity, molecules
remain permanently correlated at arbitrary distances.
Our results suggest that cavity fields can be used to
modify the ground state interactions in intermolecular
systems. This opens possibilities for novel applications
in several fields, going from the control of solvent as-
sisted reactions to modifying higher-order structures in
biological macromolecules. We think that these results
will be crucial to understand future experiments in this
direction.
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Garćıa-Vidal, “Organic polaritons enable local vibrations to drive
long-range energy transfer,” Phys. Rev. B 97, 241407 (2018).
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M. Ruggenthaler, J. Faist, and A. Rubio, “Engineering quantum
materials with chiral optical cavities,” Nature Materials (2020),
10.1038/s41563-020-00801-7.
29A. Thomas, E. Devaux, K. Nagarajan, T. Chervy, M. Sei-
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53J. Flick, C. Schäfer, M. Ruggenthaler, H. Appel, and A. Ru-
bio, “Ab initio optimized effective potentials for real molecules
in optical cavities: Photon contributions to the molecular ground
state,” ACS Photon. 5, 992–1005 (2018).
54N. Tancogne-Dejean, M. J. Oliveira, X. Andrade, H. Appel, C. H.
Borca, G. Le Breton, F. Buchholz, A. Castro, S. Corni, A. A. Cor-
rea, et al., “Octopus, a computational framework for exploring
light-driven phenomena and quantum dynamics in extended and
finite systems,” The Journal of Chemical Physics 152, 124119
(2020).
55P. Atkins and R. Friedman, Molecular Quantum Mechanics
(OUP Oxford, 2011).
56D. P. Craig and T. Thirunamachandranm, Molecular Quantum
Electrodynamics: An Introduction to Radiation-molecule (Dover
Publications Inc., Mineaola, New York, USA, 1984).
57S. Y. Buhmann, Dispersion forces I: Macroscopic quantum elec-
trodynamics and ground-state Casimir, Casimir–Polder and van
der Waals Forces, Vol. 247 (Springer, 2013).
58S. Buhmann, Dispersion Forces II: Many-Body Effects, Excited
Atoms, Finite Temperature and Quantum Friction, Vol. 248
(Springer, 2013).
59A. Salam, Non-relativistic QED theory of the Van der Waals
dispersion interaction (Springer, 2016).
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