I. INTRODUCTION
Power supply has become so important for the entire society that large efforts must be made to prevent power systems from collapse scenarios. Recent collapse events all over the world show the urgent need for stabilizing power systems beyond the common technologies. Increasing demands on the power system will increase further the likelihood of system problems such as instabilities and collapses. One promising way is to provide a systemwide protection and control complementary to the conventional local equipment M. Zima is with the EEH-Power Systems Laboratory, ETH Zürich, Zürich CH-8092, Switzerland, and also with ABB Switzerland Ltd., Baden CH-5401, Switzerland (e-mail: zima@ch.abb.com).
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Digital Object Identifier 10.1109/JPROC. 2005.846336 and the Supervisory Control and Data Acquisition/Energy Management System (SCADA/EMS) system. While it is not possible to predict or prevent all contingencies that may lead to power system collapse, a wide-area monitoring and control system that provides a reliable security prediction and optimized coordinated actions is able to mitigate or prevent large area disturbances. The main tasks are early recognition of instabilities, increased power system availability, operation closer to the limit, increased power transmission capability with no reduction in security, better access to low-cost generation, fewer load shedding events, and minimization of the amount of load shedding.
The main disadvantages of common systems consist in the inappropriate steady-state system's view like in today's SCADA/EMS system, or in uncoordinated local actions like in decentralized protection devices. The solution for this is a departure from the SCADA-based approach to a dynamic measurement system using synchronized phasor measurement units (PMUs). Together with the stability assessment and stabilization algorithms, such a system is called a wide-area monitoring and control (WAMC) system in the following. PMUs offer the measurement of phasors of voltage and currents together with a satellite triggered time stamp in time intervals down to 20 ms. Single installations of such units are in an experimental stage in many power systems. This paper concentrates besides the introduction of the new wide-area monitoring and control system setup on the stability assessment of various kinds of phenomena. The proposed algorithms are designed especially for the opportunities that are offered by the dynamic system's view.
The paper is organized as follows. First, the platform and software architecture of WAMC is presented. After that some algorithms for power system applications are presented: frequency stability assessment, oscillation detection assessment, and voltage stability assessment. The proposed scheme is finally demonstrated in an example using a realistic power system. 
II. PROPOSED PLATFORM FOR WAMC
The core idea of the WAMC systems is the centralized processing of the data collected from various locations of a power system, aiming at the evaluation of the actual power system operation conditions with respect to its stability limits. Although the particular application range of WAMC is quite wide, depending on the addressed phenomena, the fundamental structure remains the same. In this section, we discuss this fundamental structure of the proposed WAMC system both from the hardware and software point of view. The hardware can be explained based on the three stages of the data handling in WAMC, as shown in Figs. 1 and 2:
• data acquisition;
• data delivery;
• data processing. Power systems are today operated closer to their stability limits than at any time before, which makes them very sensitive to disturbances, and the monitoring and control issues have shifted from the preventive to the emergency ones. The dynamics and nonlinearities play a significant role in the critical power system operation. To properly observe the system dynamics, the needed measurements should possess the following characteristics: they must be taken from different network locations, with high sampling rate and at the same time instant. The latter one requires a high degree of synchronization of the measurement instant. This problem is faced also in the case of the line differential relays, where it is solved by the mutual communication of the two relays placed at both ends of the line. However, when the synchronization of many devices placed in very geographically distant locations is necessary, the only feasible way is utilization of the global positioning system (GPS) time synchronization signal. This concept is employed in the measurement devices called PMUs. In the PMU case, there is no need for communication between the units. Therefore, we see PMUs as the ideal candidate for the centralized structure of WAMC, especially when considering the capability of PMUs to provide the various types of data and preprocess them. The quantities to be measured by PMUs and the locations for the installation of the PMUs are dependent on many factors. The most significant criteria are the instability phenomena, which should be mitigated, followed by the practical economic aspects such as utilization of the existing communication infrastructures, etc. Transmission of the measured data (alternatively, also transmission of the control command in the opposite direction) is arranged by means of the communication channels. They have to be dedicated to this purpose in the case of the control functionality of WAMC in order to guarantee the command execution specified times. If this is not possible, the use of the available TCP/IP network in the substations is recommended. The data are then collected in the central computer equipped with the appropriate software. The software structure is modular, as shown in Fig. 3 . The software packages can be divided into two groups.
• Instability assessment and control applications; they will be discussed in the next section. • Auxiliary programs common to all installations of WAMC: 1) Object linking and embedding (OLE) for a process control (OPC) server connecting the PMUs to the platform.
2) The platform itself-storing the data and linking the software packages together. 3) A GUI interpreting the result of the measurement and instability assessment to the user (dispatcher/operator); history data package. 4) OPC history data access (OPC HDA) provides a set of standard interfaces that allow clients to access historical archives of measurements to retrieve and store the data in a uniform manner.
III. OVERVIEW OF DEVELOPED ALGORITHMS
The position of the instability assessment and control algorithms within the software architecture of the proposed WAMC system are shown in Fig. 3 . The nature of instability phenomena and the power system topology properties have an impact on the further categorization of the WAMC algorithms from the software packages point of view:
• algorithms requiring a full observability of the net- 
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Wide-area control of flexible ac transmission systems (FACTS) can be applied based on all of these assessment algorithms. The first group of the algorithms needs, as prerequisite, almost the complete network observation, which can be expressed in terms of the following data availability/knowledge: network topology, all voltage magnitudes and angles, all branch currents magnitudes and angles and selected loads, and generator currents' magnitudes and angles. This is achieved by the application of the multistage linear state estimation using the measured PMU data. The basic principle is described in [1] and [2] . The other algorithms are explained in the following subsections.
A. Frequency Instability Assessment [3]
Frequency stability is a major concern in the operation of power systems. Following severe disturbances, such as the outage of a large generation station or an interconnection to a neighboring system, the average frequency will change in the system. Unless the frequency drop is arrested before the frequency reaches 47-48 Hz in a 50 Hz system (or 57-58 Hz in a 60-Hz system), thermal units are tripped to avoid damage from prolonged underfrequency operation and this worsen the situation even further. In these situations, it may therefore be necessary to disconnect loads to preserve system integrity. Underfrequency load shedding (UFLS) [4] is the most widely used protection against frequency instability. Typically, load is shed based on a local frequency measurement in several steps of 5%-20% each. Typical threshold values are 57-58.5 Hz for 60-Hz systems or 48-48.5 Hz for a 50-Hz system. Usually, there is also a time delay intended for noise rejection. The drawbacks of these types of relays is their slow response, which is due to the fact that they wait until the frequency is already low before ordering load shedding and that overshedding is commonly ordered by these relays. It is well known that the power mismatch following the outage of a generator or a tie line can be calculated from the initial rate of change of the frequency and the system inertia constant according to the formula [5] (1) This value can be used as an indication of the amount of load that has to be shed to arrest further frequency decline. Several papers have proposed UFLS relays based on this measurement. For example, [6] - [9] have presented so-called adaptive UFLS using only local measurements. It avoids the slow response associated with the conventional approach. However, since it lacks coordination, it is difficult to tune them in such a way that overshedding is avoided. A further drawback of both types of relays is that their tuning depends on offline assumptions of the loads' response to frequency deviations and the remaining system inertia. Since these vary from disturbance to disturbance, the relays must be tuned for the worst case scenario and thus they may take excessive control actions, possibly resulting in overfrequency.
The proposed approach is based on a predictive method for frequency stability and wide-area phasor measurements and avoids the drawbacks of conventional relays. The control actions are based on online measurements instead of on conservative offline assumptions. A single-machine equivalent model [5] is formed online and used for the monitoring and control of the frequency and for calculating the amount of necessary load or generation shedding to maintain the required frequency within given bounds. This method is applicable also for generation-rich islands, where over-frequency might be a problem-the control actions reduce the generation instead of load. Examples of control actions may be generation tripping or fast valving. The frequency dynamics are determined by the differential equation (2) where is the inertia constant of generator and is the system inertia constant defined as follows:
for an island with generators, load buses, and active power losses . is the total mechanical power delivered to the generator shafts by the turbines and is the total electrical load on the generators. Based on (2)-(5), a single-machine equivalent model can be constructed (6) (7) where is the dynamic state containing the average frequency, is an external input modeling load shedding and a disturbance input modeling e.g., generator tripping.
Matrices
, and contain corresponding sensitivity coefficients. The current power mismatch in the system can be calculated as (8) This power mismatch will change due to load frequency and voltage sensitivity as well as applied control actions. The quantity is a measured signal and a parameter to be supplied by the wide-area measurement system. The calculated power mismatch thus corresponds to the amount of generation or load lost only at the instant of disconnection, i.e., measurement point 1. Using the power mismatch, the predicted steady-state average frequency can be calculated as (9) At this stage, it is assumed that no load shedding control is made, i.e.,
, so the predicted steady-state output is written (10) Subsequently, the predicted steady state frequency is found using (11) This value of the steady-state frequency is used as the frequency stability indicator-if the steady-state frequency is unacceptable, corrective controls such as load shedding must be applied. For more details, see [3] .
B. Oscillation Stability Assessment
Electromechanical oscillations occur in power systems due to lack of damping torque at the generator rotors. Oscillations of the generators rotors cause oscillations of other power system variables, e.g., bus voltage and frequency, and reactive and active powers on transmission lines. Depending on the number of involved generators and the size of the power network, power system oscillations have been reported in the range of 0.05-2 Hz [10] . Local oscillations lie in the upper part of the above range and consist of oscillations of a single generator or a group of generators against the rest of the system. Interarea oscillations lie in the lower part of the range and comprise the oscillations between groups of generators. In general, power system oscillations are ever-present, poorly damped, and not dangerous as long as they do not become unstable. The objective has been to develop an algorithm for a real-time monitoring of oscillations from online measured signals; in other words, to estimate the parameters characterizing the electromechanical oscillations such as frequency and damping and to present this information to the operator in a user-friendly environment of the operator station. This kind of information can hardly be obtained only by watching the measured signals displayed in the time domain. Here, a model-based estimation method has been employed. It utilizes an autoregressive (AR) model (12) which can also be rewritten as (13) where (12) (13) Fig. 4 shows the proposed approach to the model-based detection of oscillations. The power system is excited by a sequence of disturbances represented by the noise and modeled by the AR model with adjustable (time-varying) coefficients. The appropriate signal (a measurement provided by a PMU) is selected either based on results of modal analysis of the power system model or consulting an experienced operator in order to ensure a possibly high observability of the modes of interest [11] . The measured signal may contain some measurement noise . An adaptive algorithm recursively optimizes the criterion (14) and yields the optimal parameters of the AR model, generating possibly the same sequence of data as the measured . The goal is to obtain the parameters of oscillations characterized by their frequency and damping . They are obtained repeatedly (once per given period, so-called refresh time ) from the AR model for the set of its parameters . Therefore, the first step of the presented approach is to estimate recursively these coefficients that minimize the sum of squared prediction errors (14) (14) where denotes the predicted value of based on the measurements available only up to time . Recall that the poles of this model contain the required information about the time-varying system dynamics, which depends on the operating point of the power system. The poles can be calculated solving the characteristic equation (15) for a set of actual values of frozen at time .
The assumption here is that the power system is operated at the same operating point for a certain period that enables the estimated coefficients to converge. Indeed, this is no constraint in practice, since the estimated model parameters converge to their new values fast enough compared to the dynamics of the power system, if e.g., the algorithm proposed here is employed (16) The estimated dynamic model is to be converted from the discrete-time domain into the more convenient continuous one using some well-known integrator approximation and the known sampling period . In order to get the estimates of the relative damping in percentages and the frequency in hertz, the most suitable conversion seems to be based on Tustin's approximation (16) . This one has the property of mapping the left half -plane exactly into the unit disk in -plane and vice versa. Hence, its advantage is that the stable discrete-time domain is transferred into the stable continuous-time domain (17) The relationship between the discrete-time operator and the continuous-time operator to obtain the required continuous-time poles is for the bilinear Tustin's approximation given by (16) . The complex poles (17) calculated from the continuous-time model characterize the oscillations (18) Its real part gives the information about the absolute damping and the imaginary part about the natural frequency, and from (18) is the sought oscillatory frequency in hertz. (19) A practical measure for the assessment of the damping of oscillations is not the absolute damping but rather the relative damping introduced in (19) yielding the normalized values in percent. A working power system is stable. This means in terms of the relative damping that . Note that the optimal model parameters must be updated recursively once per sampling period for each new measurement . However, the solution of the characteristic equation, which yields the required information about the frequency and the damping, can be calculated only once per refresh time , where in order to economize the computational power. It has turned out in our tests with measured data that among all considered approaches (recursive least squares, least mean squares, and Prony's methods [12] - [14] ), the adaptive Kalman filtering technique [15] is Table 1 Variables of Algorithm for Parameter Identification the most suitable tool to identify the optimal model parameters. This approach has shown the smallest prediction error and the shortest estimation time, i.e., the number of iterations necessary for the parameters to converge. At the same time, applying this method to different measured signals, the results were not very sensitive with regard to the set of the tuning parameters. The standard set of recursive equations to be solved online is for the Kalman Filter known to be (20) ; see, e.g., [15] (20)
The meaning of the parameters and variables of (20) are described in Table 1 .
To ensure good numerical robustness of the standard estimation algorithm, (20) has been extended by some additional equations [see (21) ]. The covariance matrix is enforced here to remain symmetrical, and for a better parameter tracking, a regularized constant trace algorithm is used with (21) Note that all the variables can be initialized with zeros, except for the covariance matrix , which should be initialized with a unity matrix multiplied by a big constant. The most important parameter for tuning is the model order . Its selection is one of the most important aspects of the use of AR models. If one selects a model with too low order, the obtained spectrum will be highly smoothed. On the other hand, if the order is too high, faked low-level peaks in the spectrum will be introduced. Note that dominant oscillations correspond to the lowest peak in the spectrum; see Fig. 13 . An effective and systematic method to find out the appropriate model order is to combine the criteria proposed by Akaike (see, e.g., [16] ) followed by a trial-and-error procedure. The measured signal is filtered through a digital bandpass filter (with the cutoff frequencies 0.1 and 2 Hz mentioned earlier). If the bandpass filtered signal consists for a short period rather of only noise (low signal power) than of realistic data, it is practical to freeze the estimation for that time . This has been tackled by (22) where Sig If Sig (22) Hence, becomes another tuning parameter and its value depends on the measured signal. The last tuning parameter is the refresh time . It defines how often the dominant oscillations are to be calculated from the estimated model parameters and displayed for the operator; this is a tradeoff between the computational power of the computer on which the application is running, taking also into account how rapidly the power system varies with time.
Besides the described real-time estimation of frequency and damping, a simple algorithm has been developed to obtain the running mean value and the amplitude of oscillations. It has been solved using two self-tuning digital low-pass filters placed before and after the input bandpass filtering. The time constants of these two filters are simply taken over from the estimated dominant frequency. [17] This method further develops the ideas used for undervoltage load shedding relays. These typically detect voltage instability solely using local measurements. If voltage becomes abnormally low (below a preset threshold value), voltage instability is assumed to be present and load is disconnected with a certain time-delay until voltage returns above the threshold value. This technique is normally referred to as undervoltage load shedding (UVLS) and is still the most widely used technique to guard against voltage instability in high-voltage power networks [4] . The drawback of this method is that the voltage threshold must be set in advance, and thus the relay cannot adapt to changing operating conditions in the power system. Voltage can be fairly close to nominal even though the system is close to its maximum loadability. Therefore, voltage level alone may not be a reliable indicator of proximity to the maximum loadability.
C. Voltage Stability Assessment of Transmission Corridors
Hence, other approaches have been developed, and the one discussed here is based on the estimation of a Thevenin equivalent of the network at a single bus have been considered. The current through a single line feeding that bus is used to estimate an equivalent Thevenin equivalent of a possibly complex network and the generation at the remote end. Numerous variations on this theme have been presented by [18] and [19] . However, a drawback of these methods is that a single set of (local) measurements does not contain enough information to directly compute the parameters of the Thevenin equivalent. However these can, in principle, be estimated using a least-squares method once two or more sets of measurements are available (see Fig. 5 ). A necessary condition for accurate estimation of these parameters is that sufficient change in the measurements has occurred due to load change. During this time the feeding network and generation is assumed to remain constant. Therefore, the estimation is noise sensitive and introduces a time delay comparable to that of standard SCADA systems (several minutes). Recent developments of this approach, e.g., [20] , include measurements at remote buses to assist in the estimation of the Thevenin equivalent. However, it still shows similar time delays as those observed with the local-type approaches.
The main idea of the approach proposed here is to use the measurements from both ends of the transmission corridor, thus splitting the estimation part into two stages. First, the parameters of a T-equivalent of the transmission corridor can be determined through a direct calculation and therefore without any time delay observed in local-type approaches. Second, the Thevenin equivalent of the feeding generators is computed. Once the parameters of the T-and Thevenin equivalents are known, stability analysis can be carried out analytically and various stability indicators calculated using well-known and straightforward methods [21] . The main advantage over the present state of the art is that parameters of the equivalent network can be computed from a single set of phasor measurement, and thus does not have the time delay of the local-type approaches. The calculation of the Thevenin equivalent is carried out in two stages in order to benefit from the fact that measurements at both ends of the transmission corridor are available. First, we calculate the parameters of a T-equivalent of the actual transmission corridor, including any load or generation that may be present in the transmission corridor as shown in Fig. 6 .
For the measured phasors and , the impedances , and are given by
The complex voltage and impedance of the equivalent voltage source cannot be simultaneously calculated in the same straightforward way, so one of them must be assumed to be known to avoid the time delay of an estimation procedure. If the generators have voltage controllers and can be assumed to stay within their capability limits, can assumed to be constant and could then be calculated using (26) However, in most practical cases, it is more realistic to assume that is known, since it typically comprises the step-up transformers and short transmission line to the beginning of the transmission corridor. It is therefore preferential to calculate the equivalent complex voltage of the generators as follows: (27) Once we have calculated the parameters of the T-and Thevenin equivalents, a second Thevenin equivalent for the combined generation and transmission corridor can be calculated as follows: (28) and (29) Based on the second Thevenin equivalent in Fig. 7(b) , stability analysis can be performed analytically. The complex power delivered to the load impedance can be written
Assuming that load power will evolve with constant power factor, we can set , where is a scale factor modeling change in the load impedance and the present value of load impedance as calculated according to (25) .
To find the point of maximum possible power transfer, we need to compute the maximum of (31) with respect to the load impedance scale factor . Differentiating (31) and solving for the first-and second-order conditions, we find that the critical load scale factor, where no further increase in is possible, is given by (32) yielding the maximum deliverable power as
Extensive field measurements reported by [22] have shown that normally at least part of the load has constant power characteristics, and the point of maximum power transfer as given by (33) then also becomes a loadability limit. Past this limit, there is a loss of equilibrium and voltage collapse will occur [21] . Equation (33) therefore also becomes a stability limit. 
D. Voltage Stability Assessment of Meshed Networks [23]
The method described in this section is applicable to meshed network topologies. On the other hand, they require more detailed input data and more measurement points to be applicable for online use. We assume that a wide-area measurement system is available to provide a complete snapshot of the complete system state and topology with regular intervals. Using the snapshot data, a load increase is simulated on a number of selected buses until the point of maximum loadability is reached. In mathematical terms, the general formulation is maximize subject to
The function to maximize can be arbitrarily chosen based on the criteria to be optimized, but is in this case chosen as a fictitious active power transfer to a set of load buses known a priori to be critical for the voltage stability or the transfer to a predefined critical area or through a corridor. The optimization variable can be scalar or vector valued and is the parameter that is varied to simulate a load increase. The function represents the constraints given by the network equations as well as the steady state response of the FACTS control systems and other controllers. The function contains various operational constraints such as voltage or current limits and actuator limits of the FACTS devices. The vector contains the (static) state variables of the network equations and are implicitly determined by the equality constraints.
Although these methods have originally been intended for offline studies, they are applicable also for online application if the system to be studied is modeled with a moderate level of detail, which is usually the case in a wide-area measurement system. Often it is enough to model the highest one or two voltage levels. For online applications, a response time of tens of seconds is acceptable, since we here consider only the static aspects of voltage stability. A power margin with respect to voltage stability can be estimated if the optimization criteria are customized to reflect the transfer to region for which the power margin is to be computed. From the solution of (37), the maximum allowable transfer to the region can be computed and a power margin taken as the difference between the maximum transfer and the transfer at the current operating point. Before the solution, an admittance matrix is constructed based on the snapshot from the wide-area measurement system. This admittance matrix is required to evaluate the function . If desired, N-1 contingency screening can be done by repeated solution of the optimization problem. By a slight modification of (37), we can extend the method so that it also generates the optimal setpoints for FACTS devices and generator voltage regulators such that the loadability of the system is maximized. The solution of (37) yields the optimal FACTS setpoints as well as the maximum loadability provided these setpoints are applied. FACTS setpoints that maximize the loadability can also be precomputed for a list of credible disturbance if contingency screening is applied using the method.
E. Line Temperature Monitoring
If the maximal power flow in a line is not constrained by any stability concern, then the heating of the line by flowing current sets the limit. This limit is predefined for very inconvenient conditions-high ambient temperature and no wind, i.e., no cooling factors. But this may be a very rare situation, so most of the time the line transfer limit may be higher in reality [24] . We propose the online method for the monitoring of the line temperature. The principle is very simple and is based on measuring the voltage and current phasors at both ends of the supervised line. Using these measurements, the variation of the line resistance can be observed. When the material properties of the line are known (i.e., the thermal dependence of the material resistance), the average temperature of the conductor can be determined.
IV. AVAILABILITY OF WAMC SYSTEM
In this section, we focus on the availability of the hardware part of the WAMC system. The overall system availability is determined using the relations between the subsystems:
• measurement devices-PMUs;
• communication system-very individual, varying from installation to installation; • central computation unit-PC. The particular algorithm to be implemented in a WAMC system plays a significant role in the availability requirements of the subsystems and their mutual relations. This can be explained using the following examples (no redundancy in form of parallel use of the equipment is assumed).
• Voltage instability assessment of the transmission corridors-As described in the previous section, the current and voltage phasors are measured at both ends of the transmission corridor. When any of these measurements is missing, the algorithm cannot provide the result. Therefore, all subsystems must be considered for the availability assessment to be fully operable.
• Voltage instability assessment of meshed networks-Full network observability is necessary for this algorithm. However, the outage of one PMU can be compensated for in the state estimation procedure, which alleviates the availability requirement on the data acquisition subsystem, i.e., the PMUs.
• Oscillations assessment-The filtering technique described in the previous section can extract the oscillations parameters (frequency, damping, etc.) from basically any signal provided by a PMU. Of course, the observation of the local modes at the locations, from which no data is available, is not possible. However, this does not influence the detection process for all the other locations. Thus, we assume that the loss of communication to one substation (where several PMUs can be located) can be tolerated. The overall WAMC system availability can be increased using the traditional method of reinforcing and backing up the subsystems from which it is composed.
• Central computation unit-An additional computer working in parallel with the existing one can be installed.
• Communication system-The connection between the substation and the central location can be reinforced either by adding a parallel link or meshing the WAN by interconnecting also the substations with each other.
• Measurement devices-Appropriate redundancy constraints can be introduced in the optimal PMU placement procedure [25] .
V. COST WORTH ASSESSMENT
Reference [26] analyzed the investment in the WAMC systems as an alternative to the building of traditional transmission systems assets, i.e., line connecting two areas with the trade limited by the congestion. Here the focus is on WAMC as the alternative to traditional protection schemes. Therefore, the assessment criteria can be linked to the power system performance from the reliability and availability point of view. The reliability of the power system is usually expressed in terms of the reliability indexes. Many of them have been proposed; e.g., expected energy not supplied (EENS) may be adopted. The evaluation procedure similar to [27] can be applied. However, we propose a use of the ac power flow based computations, since we want to consider the voltage stability problems as well. The link to monetary aspects of WAMC systems can then be established via EENS. One possibility is to estimate the overall society impact with respect to the amount of undelivered energy and durations of the interruptions. Another possibility is to look at the performance over investment factor of a WAMC system: EENS price, where the goal would be to maximize it, i.e., to increase the reliability of the network while spending as little as possible for it. Both evaluation factors can be used to compare WAMC systems with other alternative solutions for a particular power system, e.g., the WAMC system and undervoltage load shedding system based on the local relays.
VI. EXAMPLE
We use the part of the realistic power system shown in Fig. 8 to demonstrate the above-described algorithms and methodologies in a consistent manner/form. The northern (upper) part of the power system represents the area with the dominant generation whereas the southern (bottom) part the area with the dominant consumption. Therefore, the lines connecting these areas are subjected to a heavy power flow.
This results in the high sensitivity of the system to outages. The occurring problems include almost all types of instabilities, often having severe consequences in the form of partial or even systemwide blackouts. The installation of WAMC could significantly reduce this risk. Therefore, we study in this section how the most important practical aspects are considered. The steps leading to the installation of WAMC are: 1) identification of the causes of the network vulnerabilities; 2) selection and simulation of the WAMC algorithms; 3) design of the system setup; 4) availability assessment of the WAMC system; 5) cost worth assessment study. The records of the severe network disturbances and the dynamic simulations of the selected scenarios are used to discover the system properties and tendency to the instabilities. The voltage instability and the power oscillations are the worst threats for this network. Therefore, we demonstrate the algorithms assessing these phenomena.
A. Application of Voltage Stability Assessment for Transmission Corridors
When a WAMC system installation with complete observability is not available and the network considered has clearly defined corridors, the approximate voltage instability assessment is suitable. In the case study considered here, 17 phasors must be measured to provide this algorithm with the necessary data as compared with the 54 required for complete observability.
Consider the network diagram in Fig. 8 . This network has a longitudinal structure with a clearly defined generation area in the northern end above Cut 1. Generation here is about 2440 MW and the local load is about 578 MW and contains also shunt reactors rated at a total of 275 MVAr. The southern end is a load area with about 2159 MW of load and 700-MW local generation. Between the cuts is a transmission corridor with five parallel transmission lines but also about 300 MW of load. References to per unit quantities are made on a 100-MVA basis. All machines are equipped with voltage controllers and reactive power limiters, and the generators in the northern part of the system are also using governor control. The generators in the southern part are using constant power governor models and have reactive power limiters. Loads are modeled using exponential recovery dynamic load models. To apply the transmission corridor voltage instability assessment to this network, we must model the five parallel lines as a single-corridor equivalent. We define the corridor boundaries as the buses neighboring the two cuts on either side of the corridor. After identifying these boundaries, which are given by the two transfer cuts, we can define two virtual buses, one for each end of the transmission corridor. These are the buses directly adjacent to a cut. Buses 6, 13, and 14 of the original system are grouped into virtual bus 1, and buses 24, 15, and 16 into virtual bus 2. The part of the system between cuts 1 and 2 becomes the virtual transmission corridor. At least one voltage in the area of each virtual bus and the currents on each line crossing the cut must be measured. We can then compute the currents at either end of the virtual transmission corridor using (38) For example, here and refer to the sum of the power transfers through cut and as the average of the voltages of the buses included in in virtual bus . Fig. 9 shows the simulation results where the the two lines between buses 9 and 16 are tripped at 20 and 30 s, which is a disturbance that makes the system unstable, and it eventually collapses at about 82 s. The top-left figure shows the calculated voltages of the two virtual buses, and the top right figure shows the so-called PV-curve, where the maximum power transfer given by (33) is clearly illustrated.
The rightmost point of this curve corresponds to the stability boundary where (or, equivalently, ). In this case, the stability boundary is crossed at about 60 s, and the collapse of the system progresses rapidly after this point. The two lowermost plot shows the estimated Thevenin impedance, load impedance, and voltage. In the bottom left plot, the stability boundary is given by the intersection of the curves for the Thevenin and load impedances. For stability control, load shedding can be based on the proximity to the point of maximum loading according to (35)-(36) or a sudden drop of the estimated Thevenin voltage .
B. Voltage Stability Assessment of Meshed Networks
In networks where transmission corridors cannot be as easily identified, or where generation and load are more evenly distributed, the simple method in the previous section cannot be applied. With the assessment based on complete observability, a snapshot from the state estimation application is used as input data for the optimization. For the test case here, 54 phasors must be measured to carry out the topology and state estimation. We define the objective function for the loadability calculation as the sum of the active power transfer through Cut 2. Fig. 10 shows the and stability limits as the actual power transfer through Cut 2 during the line trip scenario. The limit is computed once a second and the margin every 5 s. Following the first trip, the margin to the limit is about 4 p.u. and directly after the second trip around 0.5 p.u. As the load dynamics restore the load to its predisturbance value, the actual load crosses the stability limit and after that the collapse is rapid. Note that the actual load is actually higher than the limit for a short period of time. This is due to the overexcitation limiters of the generators models allowing an overload for a short period of time. This effect is not modeled in the steady-state model used for the loadability computation. From this comparison, we can see that the limit can be used to accurately compute the current distance from the maximum loadability. The margin is about p.u following the first line trip. That is, from the margin we can predict that the system would be at or beyond its maximum loadability capability if the worst contingency should occur.
It is also interesting to compare the result of the exact optimization based assessment with the approximate version used for the corridor case. Fig. 11 shows the results of the approximate voltage stability assessment for the load ramp scenario. The top figure shows the variation of the predicted maximum transfer capability as the load in the southern area is increased as well as the "exact" limit provided by the optimization method. Initially, the predicted maximum capacity is close to the true maximum loadability 20.4 p.u. As the load increase progresses, the generators in the southern region will supply more reactive power such that the voltage is kept close to nominal. The method is based on an assumption that the load will evolve with constant factor from any given point in time and will thus assume that the support from the generators will continue even with high loading. During the time until 300 s, the predicted maximum loadability increases as the generators provide more and more reactive support. Since the approximate method assumes that there is only a voltage source at the northern end, its internal model is not very accurate at this time. Therefore, an approximate method gives an overly optimistic estimate of the transfer capacity and overestimates the capacity by a maximum 10% at time 300 s. Once the reactive power limiters are activated, the internal model used by the approximate method becomes more accurate and the error decreases as the operating point moves closer to the point of the maximum loadability. Close to this point, there is only a marginal estimation error. In general, the method will always be accurate around the maximum loadability, but a certain error in the predicted power margin can be expected when operating far from it.
C. Oscillation Stability Assessment
A model of a real power system is shown in Fig. 8 . The reduced model consists of 157 physical states and 112 output channels where PMUs are installed. Measured signals are sampled at 10 Hz. Based on the results of modal analysis, a suitable signal was selected to detect the dominant interarea oscillation between the generator groups G1, G2, and G3 (north) and G4 and G5 (south). To make the simulation more complicated and realistic, white noise having a signal-to-noise ratio of 40 db was added (measurement error 1%; signal to the measured signal before feeding it into the estimation procedure. Typical results in detection of oscillations in frequency and time domain are shown in Figs. 12 and 13. The following situation has been studied on the power system: • -700 s: normal operation of the power system; • 700-800 s: disconnecting one line between nodes 9 and 16; • 800-s: disconnecting second line between 9 and 16.
D. GUI
The results of the various applications and in some cases the raw data are visualized by a GUI. An example display is shown in Fig. 14 . Two gauges are set to display important parameters such as transmission corridor loadability (in the left gauge, top right) and damping of power oscillations on the transmission corridor (in the right gauge, top right). Line loading is demonstrated using a contour map, where overloads are represented in red for easy identification. Finally, the loadability of the transmission corridor, obtained from the voltage stability assessment, is represented on the PV curve in the lower right corner. Other possibilities include contour mapping, two-dimensional and three-dimensional dynamics visualizations, line power oscillation visualizations, voltage stability indicator, contingency assessment, oscillatory stability indicator, islanding identification, and gauges [28] .
E. Availability Assessment
In the availability assessment, we provide the numerical results for the three applications with no redundancy as already discussed. We assume that all PMUs are from the same vendor as well as the communication links (here we consider the most common communication connection composed of the Star coupler, Gateway, two modems, and a phone line, all connected in series; see Fig. 2 ).
• Voltage instability assessment of the transmission corridors-All components of the WAMC setup must be in the operational state; therefore, the overall availability is obtained where the first term refers to the probability that all PMUs are available and the second term to the probability that one PMU is out of service whereas the others are available. The full network observability setup includes 11 PMUs placed in six substations six communication channels and one PC. Solving (42), the availability 0.99807706227163 has been achieved.
• Oscillations assessment-If the setup for the full network observability is used also for this algorithm, the availabilities of the communication system and PMUs should not be calculated separately as in the previous cases. The reason is that we accept the outage of the communication link to one substation no. of substations no. of substations no. of PMUs in connected substations
The first term expresses the probability that all communication links are available and one PMU is not, and the second term expresses the probability that one communication link is unavailable and all PMUs in remaining substations are available. The overall WAMC hardware availability is then 0.99999800393207.
VII. CONCLUSION
The aim of this paper was to show the feasibility of WAMC systems. First, it was shown how the conventional SCADA/EMS systems could be extended/complemented to incorporate dynamic measurement data from PMUs. Possible software architecture for such a system was outlined. Then a number of power system applications concerning monitoring and emergence control were discussed: frequency instability assessment, oscillation detection assessment, voltage stability assessment, and line temperature monitoring. The proposed scheme is demonstrated in a real power system, and its virtues are shown. A cost worth assessment is made. The discussion and the findings of the paper show that technologies and software exist that can be used to design and implement WAMC systems. It is further shown that such a system can be used to enhance the security of power systems by providing real-time monitoring of key quantities and by enabling emergency control. The future work shall focus on the aspects related to the closing the control loop in practical WAMC systems, in particular the performance issues of the platform.
