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Abstract
This thesis describes the control of magnetisation dynamics using electricity. Di-
rect electrical control of magnetisation is desirable for the development of efficient
scalable magnetic memories. In materials with broken inversion symmetry and
spin-orbit coupling, electrical current can exert a torque on a local magnetisation.
In the studies presented here, a microwave current-induced ferromagnetic reso-
nance (spin-orbit FMR) technique is used to characterise the dynamical magnetic
properties and to determine the symmetries of the spin-orbit torques of ferromag-
netic layers with broken inversion symmetry.
Ultra-thin ferromagnetic/heavy metal bilayers have recently become an impor-
tant area of study in spintronics. Magnetic torques originating from the spin-Hall
effect and a Rashba spin-orbit field have both been reported in these materials.
These spin-orbit torques may allow commercialisation of magnetic random access
memories with higher efficiency than previous technologies. However, the exact
origin of the torques is still not well understood.
In the first study of this thesis, dynamic pumping of spin current induced by an
external waveguide is used to investigate the dependence of the inverse spin-Hall
effect in Co/Pt on the magnet thickness. An enhancement of the inverse-spin Hall
effect is seen in devices with the thinnest cobalt layers which can not be explained
by a conventional understanding of the spin-Hall effect.
In the second study, spin-orbit FMR is used to identify the symmetries of the
current-induced torques in the same Co/Pt layers. Anti-damping and field-like
torque symmetries are identified, consistent in thicker cobalt layers with origins
from the spin-Hall effect and an Oersted field respectively. In thinner cobalt layers,
an additional field-like torque opposing the Oersted torque appears, consistent with
a Rashba origin.
(Ga,Mn)As is a dilute magnetic semiconductor with a record highest Curie
temperature of around 180 K. At low temperatures, large spin-orbit torques with
a Dresselhaus symmetry are known to exist in the material. In the final study of
the thesis, spin-orbit FMR measurements demonstrate that the broken symmetry
of unannealed Ga0.03Mn0.97As can generate torques with the same Dresselhaus
symmetry in an adjacent iron layer at room temperature. This enables the spin-
orbit torque to be distinguished from the torque due to the spin-Hall effect by
symmetry.
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Chapter 1
Introduction
A number of research areas can be brought together within the term ‘spintronics’.
Most broadly defined, spintronics research is the study of the properties of electron
and nuclear spins, with the aim of using the additional spin degree of freedom
to create electronic devices with higher efficiencies and new functionalities.1 This
encompasses fields such as quantum information processing, in which the quantum
states of single spins can be manipulated and entangled.2 However, spintronics is
more often thought of as the study of the collective behaviour of many spins.
In this latter area, which we might refer to as macroscopic spintronics, the be-
haviour of a spin population can be measured in simple magneto-transport prop-
erties.* At first glance, it might seem remarkable that we can see the effects of
quantum mechanical spin on a macroscopic scale. However, ferromagnetism itself
is a macroscopic effect, known since ancient times, which is the result of spin. The
spontaneous alignment of the individual electron magnetic moments can only arise
because of the existence of the electron spin and the Pauli exclusion principle.6
The success story of spintronics research so far has been the development of
ultra-sensitive field sensors now ubiquitous in hard drives, started by Albert Fert
and Peter Gru¨nberg’s Nobel prize-winning discovery of giant magnetoresistance
in 1988.7,8 Further advancements in read-head field sensors have continued with
*For example, the anomalous Hall effect and the anisotropic magneto-resistance.
For example, see the works of Roman poet Titus Lucretius Carus.3
Magnetism in solids is a purely quantum mechanical effect which can not arise classically. This
is the Bohr-van Leeuwen theorem first shown in the doctoral dissertations of Niels Bohr4 and
Hendrika Johanna van Leeuwen5
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research into tunnelling magnetoresistance.9–13 Many other possible spintronic de-
vices have been outlined by researchers,§ including those for spin-based logic, which
have yet to be realised. However, an area which has made significant technological
progress in recent years is spin-based memory. These memories possess additional
functionalities such as non-volatility, which provides devices which are fast to write
but which have low power consumption. This thesis fits broadly into this latter
area of research and the key topic: the electrical control of magnets.
The simplest way to control a magnet using electricity is by using the Oersted
field generated around a current-carrying wire. Unfortunately, memory technolo-
gies built on this effect quickly reach scaling limits as, below a certain size, the
Oersted fields start writing neighbouring magnetic bits. As a ferromagnet can
simplistically be thought of as a collection of ordered spins, an important question
to ask is whether we can manipulate magnets by interactions with other spins.
Slonczewski first proposed in 1996 that a current, spin-polarised by a ferromagnet,
could exert a torque when injected into another magnet.15 This torque is known as
the spin-transfer-torque (STT), because angular momentum of the flowing spins is
transferred to the magnetisation.16 The prediction and experimental observation of
this torque was a major achievement in the development of spintronic memories.
Indeed, magnetic random access memory (MRAM) using the STT has already
been brought to market by Everspin Technologies.17
It was only a decade ago that the spin-Hall effect18 (SHE) was first experi-
mentally verified,19,20 having been predicted by Dyakanov and Perel in 1971.21,22
In the SHE, pure spin-currents (the net flow of spin angular momentum with-
out charge-current) are generated in perpendicular directions to a charge-current.
Recent research by Liu et al. in ferromagnet/heavy metal bilayers has shown a
sizeable spin-current, generated by the SHE in the heavy metal layer, exerting
a STT on the adjacent ferromagnet.23 Compared to the previous generation of
MRAMs based on the STT in magnetic tunnel junctions (MTJs), MRAMs based
on these bilayers may be more efficient due to the lower current densities needed
for writing and more reliable due to the physical separation of the read and write
currents.24
The STT is not, however, the only way to electrically manipulate a magnet.
The spin-Hall effect is itself a consequence of spin-orbit coupling. The spin-orbit
§For examples, see these reviews by Wolf et al.1 and Zˇutic´ et al.14
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coupling is a relativistic term in the single-spin Hamiltonian which couples the
orbital and spin angular momentum. One consequence of this coupling is that in
a non-centrosymmetric potential, the degeneracy of the spin states is split as a
function of the linear momentum of the particle.25–28 The accumulation of spins in
a majority state which results from passing a current through such a potential is
known as the inverse spin-galvanic or Edelstein effect.29,30 Torques arising from the
exchange interaction between this spin-accumulation and local magnetic moments
were first demonstrated by Chernyshov et al. in (Ga,Mn)As,31 a low-temperature
magnetic semiconductor which has a non-centrosymmetric crystal structure.
These torques can be measured using low-frequency or dc techniques, where
the magnetisation deflection32–37 or switching31,38–44 is measured as a response to
current, or by using microwave frequency currents to induce ferromagnetic reso-
nance (FMR).23,45–49 This latter technique, spin-orbit FMR (SO-FMR), not only
allows sensitive determination of the symmetry of the current-induced torques
which excite the resonance, but also provides information about the equilibrium
and dynamic properties of the ferromagnet.
Torques in ultra-thin ferromagnet/heavy metal bilayers have also been at-
tributed to the Edelstein effect.39,40,50 The inversion-asymmetry of the interface
can potentially induce a spin-accumulation in the ferromagnet with ‘Rashba’ sym-
metry. However, this effect can not be easily distinguished from a SHE-STT by
symmetry. Simplistically, the STT is an anti-damping torque; a magnetisation de-
pendent torque that can induce precession by opposing the magnetisation damping.
Contrastingly, the exchange coupling between the spin-accumulation and magneti-
sation should exert a field-like torque. However, in magnetic tunnel junctions with
ultra-thin ferromagnets, the spin-transfer torque is known to have a significant
field-like component.51–53 Equally, it was recently shown in (Ga,Mn)As that the
spin-accumulation has an associated anti-damping symmetry component, due to
precession of the spins around the sum of the magnetisation and spin-orbit fields
as they are accelerated under the applied electric field.49 Therefore, by symmetry,
either effect can explain the observed field-like and anti-damping torques.
The thermodynamically reciprocal effect to the STT is often studied in bi-
layer systems. This process, in which a precessing magnetisation can induce a
spin-current in a neighbouring layer, is known as spin pumping.54–57 This dy-
namic exchange of spin angular momentum at the interface can achieve higher
3
spin-injection efficiencies into semiconductors than through ferromagnetic ohmic
contacts.58 The pumped spin-current is normally measured in these experiments
by the inverse spin-Hall effect, in which a spin-current generates a perpendicular
charge-current.59 In Chapter 4, spin pumping is investigated in ultra-thin Co/Pt
bilayers, where an inverse Edelstein effect may also contribute to the detected
charge-current.
To distinguish the Rashba torques and STT in ferromagnet/heavy metal bi-
layers, there have been some studies where the strength of the torques have been
measured as a function of layer thicknesses.33,58 In Chapter 5, SO-FMR is used to
measure the torques in ultra-thin Co/Pt bilayers as a function of Co thickness. As
the Co thickness is reduced, a field-like torque increasingly opposes the Oersted
torque, consistent with the emergence of a Rashba field. However a contribution
from a field-like component of the SHE-STT can not be ruled out.
In Chapter 6, a torque originating from the Edelstein effect in a room tem-
perature (Ga,Mn)As layer is observed in an adjacent iron layer. Unlike ferro-
magnetic/heavy metal bilayers, this torque can be unambiguously distinguished
from the accompanying SHE-STT due to the cubic crystal symmetry of the spin-
accumulation. This is the first reported room temperature spin-orbit torque arising
from a non-centrosymmetric crystal. The observation of this torque should moti-
vate studies of room temperature single-layer ferromagnets with a broken inversion
symmetry.
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Chapter 2
Theoretical background
This chapter is intended to introduce the reader to the physics explored in this
thesis as well as most of the mathematics used in the later experimental chapters.
2.1 Magnetic anisotropy
Magnetic anisotropy describes how the energy required for a magnetisation to lie
in a particular direction varies in space. There are two main sources of anisotropy:
the shape of the sample and the crystal structure. Later, in Chapter 4, we will see
that there can also be an anisotropy due to the interfaces of the material.
2.1.1 Shape anisotropy
The demagnetisation field is the magnetic field produced from a ferromagnet, orig-
inating from the long range magnetic interaction of the surface dipoles. For a
magnetised sphere, the demagnetisation energy is independent of the direction of
the magnetisation. However, for a non-spherical object, the reduced symmetry
means that the strength of the demagnetisation field, and therefore the demag-
netisation energy, varies with the magnetisation direction. For an elliptical object
the demagnetising field is given by,60
Hd = −NM, (2.1)
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where M is the magnetisation vector and N is a shape-dependent tensor. For a
thin film, the only non-zero tensor element is perpendicular to the plane: N⊥ = 1.
The magnetostatic demagnetisation energy density is given by the volume integral,
Fd = − µ0
2V
∫
Hd ·Mdv, (2.2)
which for a thin film gives a shape anisotropy energy density of61
Fd =
1
2
µ0M
2 cos2 ψ, (2.3)
where the magnetisation is at an angle ψ from the normal to the plane.
2.1.2 Magnetocrystalline anisotropy
The magnetocrystalline anisotropy terms arise from the spin-orbit coupling of the
magnetic moments with the crystal electric potential. Hence the symmetry of
the lattice leads to a particular set of magnetocrystalline anisotropies. The two
common types of crystal anisotropy are cubic and uniaxial.
Cubic anisotropy
Cubic crystal structures can exhibit cubic anisotropy with three orthogonal easy
axes determined by the cubic lattice vectors. The anisotropy energy density is
parametrised by a power series of the cosines of the angles between the cubic
lattice vectors and the magnetisation62
FB = FB0 +K4(α
2
1α
2
2 + α
2
2α
2
3 + α
2
3α
2
1) +K6(α
2
1α
2
2α
2
3) + . . . , (2.4)
where α1, α2 and α3 are the cosines. In spherical polar coordinates (as defined in
Figure 2.1), to the lowest order this simplifies to
FB = FB0 +
1
4
K4(sin
4 ψ sin2 2φ+ sin2 2ψ). (2.5)
For epitaxially grown layers on a substrate with different lattice parameters, for
example (Ga,Mn)As grown on GaAs, there exists a lattice-mismatch strain which
breaks the symmetry between the in-plane and perpendicular axis. This modifies
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Figure 2.1: Angles used to define the position of the magnetisation and external
field relative to the crystal.
the cubic anisotropy. First note that α21α
2
2+α
2
2α
2
3+α
2
3α
2
1 ≡ 12− 12(α41+α42+α43). The
cubic anisotropy can now be described by two parameters, K4‖ and K4⊥, so that
the cubic anisotropy in, and perpendicular to, the plane can be distinguished:63
FB = FB0′ − 1
2
K4‖(α41 + α
4
2)−
1
2
K4⊥α43. (2.6)
With some trigonometric manipulation the more commonly used expression,
FB = FB0′ − 1
2
K4‖
1
4
(3 + cos 4φ) sin4 ψ − 1
2
K4⊥ cos4 ψ, (2.7)
is found.
Uniaxial anisotropy
Uniaxial anisotropy describes a preference for the magnetisation to lie in one par-
ticular direction. The anisotropy energy density can be described by a power series
of the sine of the angle between the magnetisation and the uniaxial easy axis64
FU = FU0 +K2 sin
2 θ +K4 sin
4 θ + . . . . (2.8)
7
Magnetisation dynamics
Usually only the lowest order term, K2 is used. Apart from a crystal origin, a
uniaxial anisotropy can also arise from a strain in the material or an interface.
2.1.3 Magnetic switching
Magnetic storage relies on magnetic anisotropies to retain a magnetisation along
a particular easy axis. When designing technologies based on magnetic switching
the figure of merit for storage is thermal stability, given by FaniV/kBT , where V
is the magnetic volume. Whilst smaller values require less energy for switching,
values > 40 are typically needed for MRAMs to reliably retain their state between
operations.65
A key development in magnetic tunnel junction (MTJ) MRAM technology was
to engineer the easy axis of the free layer to be out-of-plane.66 In this configuration,
the out-of-plane uniaxial anisotropy is the only barrier to switching in the system,
and this reduces the overall torque needed to write the magnetisation.67
2.2 Magnetisation dynamics
2.2.1 FMR
Ferromagnetic Resonance (FMR) is a powerful technique often used to characterise
the magnetic properties of a material. The principle of FMR is similar to that
of nuclear magnetic resonance (NMR) or electron spin-resonance (ESR), but in
FMR, resonant precession is driven in the magnetisation of the sample instead
of the nuclear magnetic moments or unpaired electron spins. In NMR (or ESR),
for a spin-half nucleus (or electron), the energy splitting of the up and down spin
states in a magnetic field is given by ∆E = γ~µ0H, where γ is the gyromagnetic
ratio of the particle in its particular environment. There is a peak in absorption
of photons with energy ~ω = ∆E as the energy of the photon matches the energy
splitting of the spin states. The resonant frequency is then simply described by
the Larmor frequency68
ω = γµ0H, (2.9)
where H is an externally applied field. However, in FMR, the precession is com-
plicated by the magnetic anisotropies of the sample, which create effective internal
8
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M
τmwταH
Figure 2.2: During FMR, a driving microwave field, τmw, balances the damping
torque, τα, allowing the magnetisation, M, to precess around the external field.
magnetic fields. Hence the precession occurs around an effective magnetic field
vector.
Conventionally in FMR, the magnetisation is saturated along a vector by a
large external field. The sample is held in a microwave cavity and, at resonance, a
microwave field excites precession around the external field vector at the resonant
frequency of the cavity and sample. Resonance is achieved by varying the strength
of the external field until the resonant frequency of the sample matches the cavity.
Resonance is measured as a peak in absorption of the incident microwaves.
In the regime where the external field saturates the magnetisation, the mi-
crowave field can be treated as a small perturbing field, with a corresponding
small perturbation in the magnetisation. The precession of the magnetisation is
well described by the phenomenological Landau-Lifshitz-Gilbert (LLG) equation69
∂m
∂t
= −µ0γm×Heff + αm× ∂m
∂t
, (2.10)
where m = M/MS, a dimensionless parameter.
The first term on the right hand side of the equation is similar to the torque
acting on individual magnetic moments in Larmor precession, but in this case
the torque is acting on the overall magnetisation vector. The second term is the
Gilbert damping which describes the dissipation of energy in the system. γ is
the gyromagnetic ratio of the magnetic moments, and α is the Gilbert damping
parameter; a material parameter which has to be experimentally measured. A
9
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schematic of the FMR precession and the torques acting on the magnetisation is
shown in Fig. 2.2. The effective magnetic field, Heff , represents the external and
microwave magnetic fields and effective fields from the magnetic anisotropies of
the material. It can be found from the functional derivative of the free energy
density with respect to the magnetization:70
Heff = − 1
µ0
∇MF. (2.11)
Smit and Beljers developed an approach where the resonance condition for any
field can be found independently of the damping parameter, from the free energy
density of the system:71(
ω
γ
)2
=
1
M2S sin
2 ψ
[
∂2F
∂ψ2
∂2F
∂φ2
−
(
∂2F
∂ψ∂φ
)2]
, (2.12)
where the angles of the magnetisation relative to the crystal are defined as in
Figure 2.1.
2.2.2 FMR in thin films
The free energy density of a thin magnetic film can be described generally as61
F =
1
2
µ0M
{
− 2H [cosψ cosψH + sinψ sinψH cos(φ− φH)] + (M −H2⊥) cos2 ψ
− 1
2
H4⊥ cos4 ψ − 1
2
H4‖
1
4
(3 + cos 4φ) sin4 ψ −H2‖ sin2 ψ cos2
(
φ− φ2‖
)}
,
(2.13)
where the first term is the Zeeman energy; the second is the shape anisotropy
and the perpendicular uniaxial anisotropy; and the other three terms are mag-
netocrystalline cubic and in-plane uniaxial anisotropy terms. The effective mag-
netic anisotropy fields are given by their corresponding anisotropy energies, Hi =
2Ki/µ0MS. As the symmetry of the shape and perpendicular uniaxial anisotropies
are the same they are often written as Meff = M −H2⊥
Using equations 2.12 and 2.13, and for an arbitrary angle minimising the free
energy with respect to ψ and φ, we can derive the angle-dependent resonant fre-
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quency of the ferromagnetic precession (Kittel’s equation)72
(
ω
γ
)2
= µ20
[
(aHres +H1)(aHres +H2)−H23
]
, (2.14)
where
a = cosψ cosψH + sinψ sinψH cos(φ− φH),
H1 =−
(
Meff +H2‖ cos2(φ− φ2‖)
)
cos 2ψ
+H4⊥
cos 2ψ + cos 4ψ
2
+H4‖
cos 4ψ − cos 2ψ
2
3 + cos 4φ
4
,
H2 =−Meff cos2 ψ +H4‖ sin2 ψ
(
cos 4(φ− φ4‖)− cos2 ψ3 + cos 4φ
4
)
+H4⊥ cos4 ψ +H2‖
(
sin 2(φ− φ2‖)−
[
cosψ cos
(
φ− φ2‖
)]2)
and
H3 =
1
2
cosψ
(
3
2
H4‖ sin 4φ sin2 ψ +H2‖ sin 2(φ− φ2‖)
)
.
(2.15)
For a polycrystalline thin film, this is greatly simplified due to the absence of
the magneto-crystalline anisotropies, and the resonance condition can be expressed
as (
ω
γ
)2
= µ20(Hres −Meff cos 2ψ)
(
Hres −Meff cos2 ψ
)
. (2.16)
2.3 Magneto-transport
Because of the fundamentally relativistic nature of electromagnetism, charged par-
ticles experience a force due to what we classically think of as electric and magnetic
fields. This force, F = q(E+v×B), is the Lorentz force that we are familiar with.
When considering electron transport, the action of a perpendicular magnetic field
is to deflect the charge carriers in a transverse direction, leading to a transverse
resistance, ρxy = RHHz, where RH is the Hall coefficient. However, in samples with
magnetisation, the relativistic spin-orbit coupling term in the Hamiltonian allows
interaction between the spin-1
2
charge carriers and magnetisation. The electrical
11
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transport in magnetic materials can then depend on the internal magnetisation di-
rection as well as the external magnetic field. These magneto-transport effects are
experimentally very important for measuring magnetisation direction and strength.
Below, we will study two of these effects as well as the tunnel magnetoresistance,
which does not rely on spin-orbit coupling but instead relies upon the tunnelling
current between two ferromagnets.
2.3.1 Anisotropic magnetoresistance
The anisotropic magnetoresistance (AMR) was first measured by William Thom-
son in 1856,73 when he observed an increase in the longitudinal resistance of iron
and nickel with a magnetic field applied longitudinally, and a decrease with a field
applied transversely. The longitudinal resistivity can be formulated as74
ρxx = ρ⊥ + (ρ‖ − ρ⊥) cos2 θ, (2.17)
where θ is the angle between the magnetisation and current. There is also a
corresponding term in the transverse resistivity, given by75
ρxy = −(ρ‖ − ρ⊥) cos θ sin θ, (2.18)
which is known as the planar Hall effect.
The resistance in most 3d ferromagnets is dominated by s-d inter-band scat-
tering.76 The anisotropy in this scattering, which leads to the magnetoresistance
effect, is thought to be due to the symmetry-breaking of the spin-orbit coupling.77
The size of the AMR effect is defined by the magnetoresistance ratio (ρ‖−ρ⊥)/ρav,
where ρav ≡ 13ρ‖ + 23ρ⊥.74
2.3.2 Anomalous Hall effect
Since 1930,78 the Hall resistivity in a ferromagnet has been known to have an
additional contribution, that is proportional to the perpendicular magnetisation79
ρxy = RHHz +RsMz. (2.19)
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Note that this is not an additional term due to the additional magnetic field
from the magnetisation of the sample, but is an intrinsic property of the material,
independent of the external field.
The anomalous Hall effect (AHE) can have extrinsic contributions from the
spin-dependent scattering of impurities in the material. Within this extrinsic con-
tribution there are two competing scattering mechanisms: skew scattering80 and
side-jump81 scattering. There is also an intrinsic anomalous Hall effect82 which can
be viewed as a consequence of the Berry-phase curvature of the band structure.83
The contributions of each mechanism can be distinguished by their dependence
on ρxx.
79 Fundamentally, all of these mechanisms rely on the spin-orbit coupling,
which is present either intrinsically or from extrinsic impurities.
2.3.3 Tunnel magnetoresistance
The AMR and AHE are very useful experimentally because, by measuring the
magnetisation dependence of ρxx and ρxy, the magnetisation vector can be read
out. However, for technological purposes these effects are very small (typically
less than 5% at room temperature74). In magnetic memories they are superseded
by other magnetoresistive effects such as giant magnetoresistance (GMR)7,8 and
tunnel magnetoresistance (TMR)84, which involve multiple ferromagnets.
TMR is the magnetoresistance that occurs across a MTJ, consisting of two
ferromagnets separated by an insulating barrier. The insulating barrier dominates
the transport characteristics so that the resistance is determined by the tunnelling
rates across the barrier. The tunnelling rate for each spin-band is primarily de-
termined by the density of states of the spin-band at the Fermi energy in each
ferromagnet.
In the Jullie´re model, the tunnelling rate for a particular spin-band (in this case
up), from magnetic layer 1 to magnetic layer 2, is proportional to the product of the
Fermi energy density of states in the two magnets, D↑,1(EF)D↑,2(EF).85 When the
magnetic layers are parallel aligned, the tunnelling is dominated by the majority
spins, and the overall conductance is higher than in the anti-parallel configuration.
The polarisation of a single ferromagnetic layer is, in this model, given by86
P =
D↑(EF)−D↓(EF)
D↑(EF) +D↓(EF) . (2.20)
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This allows the magnetoresistance ratio to be defined as87
TMR =
2P1P2
1− P1P2 , (2.21)
where P1 and P2 are the conduction spin polarisation of the two ferromagnets,
defined in equation 2.22.
TMR allows the read-out of the magnetisation of a ferromagnet by reference
to a fixed magnetic layer. TMR ratios can be much larger than those of the AMR
(the current record is 1010%88), and MTJs have already found technological uses
as field sensors in the magnetic read-heads of hard-drives, as well as in MRAMs.
2.4 Spin-current and the spin-transfer torque
A major challenge in spintronics is the efficient generation of spin-polarised and
pure spin-currents. Pure spin-currents do not suffer the Joule heating losses of a
charge-current, because there is no flow of charge. For this reason, sometimes spin-
currents are referred to as ‘dissipationless’.89 This is not strictly true, as spin is not
a conserved quantity in the presence of spin-orbit coupling or other interactions
(for instance, exchange coupling with magnets). These interactions can actually be
useful, firstly in generating the spin-currents, but also for using the spin-currents to
manipulate magnets. Described below are three ways used to create spin-polarised
or pure spin-currents, and how the interaction of spin-current and magnetisation
leads to the spin-transfer torque.
2.4.1 Spin filtering
When a non-spin-polarised current (that is, a current with no net spin vector)
passes through a spin filter, the result is that it acquires a degree of spin polarisa-
tion, defined by90
P =
n↑ − n↓
n↑ + n↓
, (2.22)
where n↑ and n↓ are the number densities of the conducting electrons or holes in
the spin sub-bands .
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A simple spin filter can be made from a single ferromagnet because of its
spin-dependent electronic properties. For instance, when injecting carriers into Fe
from Cr, the minority spins are more likely to be transmitted. This is because
of differences in scattering at the interface caused by a mismatch in the band-
structure.91
Spin filtering is exploited in MTJs to generate a spin-polarised current which
can reorientate a free magnetic layer. The first magnetic layer is ‘pinned’ by an
antiferromagnetic layer, and spin-polarises the current along the magnetisation
direction.92 An insulating tunnel barrier separates the ferromagnets and allows
the magnetic state to be read out by TMR.
An insulator such as MgO can filter wave-functions depending on their sym-
metries.10,93 In the right combination of magnet and insulator, one spin-band will
have the preferred symmetry and the other will be filtered very strongly. A fer-
romagnet/insulator/ferromagnet configuration such as CoFeB/MgO/CoFeB can
produce a very large TMR ratio of up to 1010%,88 which indicates excellent spin
filtering.
The spin-polarised current, filtered by the pinned ferromagnet, exerts a torque
on the second ferromagnet when the two magnetisations are not co-linear. This is
the spin-transfer torque, and is the result of angular momentum conservation.16 In
the second ferromagnet, the spin-polarised current is again filtered, and the spins
of the charge carriers rotate to follow the magnetisation. This process necessitates
a flow of angular momentum between the spins and magnetisation, and hence the
spins must exert a torque on the magnetisation.
The generalised spin-transfer torque can be formulated (for an in-plane mag-
netisation) as an in-plane and out-of-plane torque51
TS = aMf × (Mp ×Mf ) + bMp ×Mf . (2.23)
Mf and Mp are the magnetisations of the free and pinned layers respectively. The
first term is the Slonczewski torque,15 also known as the adiabatic or anti-damping
torque. Usually the Slonczewski torque dominates the second torque (the non-
adiabatic or field-like torque), although this second torque can become significant
in MTJs, particularly at high bias.94 A vector diagram of the magnetisations and
torques is shown in Fig. 2.3.
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Figure 2.3: The spin-transfer torque acting on the free magnetisation, Mf , consists
of an anti-damping torque, τAD and a field-like torque, τF.
2.4.2 Spin-Hall effect
In contrast to spin-filtering, which can spin-polarise a current, in the spin-Hall
effect a longitudinal charge-current generates a perpendicular pure spin-current.18
A pure spin-current can be defined as the flow of spins without a net flow of charge.
The spin-Hall effect has its origins in the spin-orbit coupling. A distinction
can be made between the intrinsic and extrinsic spin-Hall effects. In the extrinsic
spin-Hall effect, because of spin-orbit coupling, spins are selectively scattered from
impurities in the material through side-jump and skew scattering mechanisms.95
In the intrinsic effect,89 the Berry curvature, derived from the band structure,96,97
can make a contribution to the spin-Hall effect if there exists an electric potential
with inversion-asymmetry.
The spin-Hall angle is a dimensionless number which describes the efficiency
of the conversion between charge-current and spin-current
θSH =
2e
~
JS
JC
, (2.24)
where JS is the spin-current density.
Reports of large spin-Hall angles have generated much interest in the technolog-
ical applications of the spin-Hall effect in heavy metals. Spin-Hall angles of 1-8%
in platinum,98 12-15% in tantalum24 and more recently, 30% in tungsten46 have
been reported. Devices have been demonstrated which replace the spin-filtering
ferromagnet in a MTJ with a paramagnetic layer with large θSH. The pure spin-
current can then directly drive a spin-transfer torque in an adjacent magnetic layer.
These devices have a major advantage over conventional MTJs in that the read
16
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FM
HM
JC
JS
M
H
Figure 2.4: A precessing magnetisation, M, in a ferromagnetic (FM) layer, loses an-
gular momentum to an adjacent heavy metal (HM) layer by inducing a transverse
spin-current, JS. The inverse spin-Hall effect in the heavy metal layer generates a
longitudinal charge-current, JC, from the spin-current.
and write paths are separated, improving device reliability.24
2.4.3 Spin-pumping and inverse spin-Hall effect
We have seen that a spin-current can impart a torque on a magnetic layer, causing
the magnetisation to precess. The reverse is also true; a precessing magnetisation
is a source of spin-current for an adjacent, non-magnetic layer.99,100 This process
is called spin-pumping, because by causing the magnetisation to precess, one can
‘pump’ spins into an adjacent layer. This loss of angular momentum from the
precessing magnetisation to the normal metal layer can be observed as enhanced
damping.101
The expression for the pumped spin-current is given by102
JS =
ω
2pi
∫ 2pi/ω
0
~g↑↓
4piM2S
[
M(t)× dM(t)
dt
]
x
dt, (2.25)
where x is the direction of the precession axis. g↑↓ is the spin mixing conductivity,
a constant describing the transmission of the spin-current across the ferromag-
net/normal metal interface.
Typically, spin-pumping is detected via the inverse spin-Hall effect (see Fig.
2.4). Because of thermodynamic reciprocity, if a material has a spin-Hall effect,
it will also have an inverse spin-Hall effect where a spin-current is converted to a
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charge-current with the same efficiency, θSH.
59,103 The expression for the charge-
current generated is
JC =
2e
~
θSHJS × σˆ. (2.26)
A spin-current is typically pumped into a layer such as platinum by driv-
ing FMR in the magnetic layer with a cavity or waveguide.104–106 Because of its
large spin-Hall angle, the platinum layer produces a voltage corresponding to the
pumped current, which is proportional to the square of the cone angle of the
magnetisation precession.
2.5 Current-induced spin-accumulation
In Chapter 2.4.2, it was shown that the spin-orbit coupling in a material could lead
to the generation of spin-current from a charge-current (the spin-Hall effect). The
spin-orbit coupling can, in particular materials, also create spin-accumulation from
a charge-current. We will see later in Chapter 2.5.3 how the spin-accumulation
can exert a torque on a local magnetisation.
The single-particle Hamiltonian, including the relativistic spin-orbit term, is
given by
H =
p2
2m
+ V (r) +
~
4m2c2
[∇V (r)× p] · σ, (2.27)
where V is the electric potential and σ is the Pauli spin operator. If the charge
carriers are holes, then σ should be replaced by the total angular momentum J.31
The form of the eigenenergies can be found from symmetry arguments.107 With-
out the symmetry-breaking application of a magnetic field, the Hamiltonian is
invariant under time reversal, implying that E (k, ↑) = E (-k, ↓) (Kramer’s degen-
eracy). If the electric potential is inversion-symmetric, then E (k, ↑) = E (-k, ↑)
as only the sign of k is reversed. Hence E (k, ↑) = E (k, ↓), and therefore the spin
bands can only be split in energy if there is inversion-asymmetry.
For structures with an inversion-asymmetry, the spin-orbit term in the Hamilto-
nian causes a spin-splitting in energy levels if k 6= 0. The splitting can be described
as 1
2
~Ω(k) ·σ 107 where Ω(k) is the precession vector describing the direction and
magnitude of the spin-splitting. Ω(k) can be viewed as an effective internal mag-
netic field, odd in k because of Kramer’s degeneracy. The spin-splitting leads to
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a spin-texture on the Fermi surface, so that for a given k, there is a majority spin
population.
The inversion-asymmetry can take two forms; a bulk inversion-asymmetry
(BIA) originating from the crystal structure, or a structural inversion-asymmetry
(SIA) from a deformation or asymmetric electric potential. Two important forms
of inversion-asymmetry will now be considered.
2.5.1 Dresselhaus spin-orbit interaction
Dresselhaus showed25 that for a zinc-blende structure there exists a bulk inversion-
asymmetry which results in a spin-orbit coupling with k3 dependence and form
ΩD(k) · σ ∝ kx(k2y − k2z)σx + ky(k2z − k2x)σy + kz(k2x − k2y)σz. (2.28)
If a strain exists in the lattice, the Hamiltonian is modified so that the effective
field is linear in k108,109
ΩD(k) · σ ∝ kx(yy − zz)σx + ky(zz − xx)σy + kz(xx − yy)σz. (2.29)
This result is important because it shows that a bulk material can naturally posses
a spin-texture in momentum space.
2.5.2 Rashba spin-orbit interaction
Aside from the Dresselhaus spin-orbit interaction, if there is a deformation or an
asymmetric electric potential, another symmetry of the spin-orbit interaction due
the SIA can exist,28
ΩR(k) · σ ∝ (k× zˆ) · σ, (2.30)
where zˆ is the symmetry-breaking axis. This is known as the Rashba symmetry.
Observations of current-induced torques in ultra-thin ferromagnet/heavy metal
bilayers have been attributed to a Rashba field induced by an electric field at the
interface. One can immediately see how the Rashba symmetry falls out of equation
2.27 when the electric field is parallel to zˆ.
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Figure 2.5: (a) The direction of the Dresselhaus symmetry fields for a given current
direction. (b) The direction of the Rashba symmetry fields for a given current
direction.
When a deformation exists in a zinc-blende structure, the off-diagonal elements
of the strain tensor can also produce an effective field with Rashba symmetry108
ΩR(k) · σ ∝ (zxkz − xyky)σx + (xykx − yzkz)σy + (yzky − zxkx)σz. (2.31)
In thin films with zinc-blende crystal structures, the spin-orbit fields are in-
plane as zz 6= xx = yy, and xy = yx are the only non-zero off-diagonal elements
of the strain tensor. The fields with the Dresselhaus and Rashba symmetries are
shown in Figure 2.5.
2.5.3 Response to current
Now consider what happens when an electric field is applied. The whole Fermi
surface is shifted in momentum space in response to the electric field. Certain k
states are depopulated as the opposite states are populated. Because of the spin-
texture of the Fermi surface arising from the combination of spin-orbit interaction
and inversion-asymmetry, the result is a net spin-accumulation, δS. This is known
as the inverse spin-galvanic effect,110 or Edelstein effect.30
If a magnetisation is present in the material, the spin-accumulation exerts a
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torque on it.31 In the first instance, because of the exchange coupling between the
spin-accumulation and magnetisation, Fex = −JexM · δS, the effect of the spin-
accumulation is to change the equilibrium position of the magnetisation by the
effective exchange field, Hex = JexδS.
111,112
This picture is incomplete however because, between scattering events, as the
charge-carriers are accelerated under the action of the applied electric field, the
spins are still in their original polarisation. During acceleration, the spins begin
to precess around the combination of the spin-orbit field and magnetisation. This
leads to the field-like torque, as already discussed, but also to an anti-damping
torque as some of the angular momentum of the spins’ precession is transferred to
the magnetisation.49,113,114 It is interesting to note that this is very similar to the
origin of the intrinsic spin-Hall effect in a non-magnetic material, where the spin
precession around the spin-orbit field leads to a pure spin-current.89
2.6 Ferromagnets with inversion-asymmetry
To date, the study of ferromagnets with inversion-asymmetry has been very lim-
ited. Dilute magnetic semiconductors have been studied for their BIA, and ultra-
thin metallic bilayers have been studied for their SIA. Below is a summary of both
of these systems.
2.6.1 Dilute magnetic semiconductors
Dilute Magnetic Semiconductors (DMS) are a potential candidate for spintronic
devices because of their integration of magnetism into semiconductors. Of these,
the most widely studied class are the group IV-doped (III,V) compounds, with
(Ga,Mn)As showing the most promise. These ferromagnetic materials have a Curie
temperature (Tc) well below room temperature, and raising this is the focus of
much research.115 However, for generating a strong spin-orbit torque, other DMS
may be more effective.
Ga1−xMnxAs is grown by low-temperature molecular-beam-epitaxy (LT-MBE)
as the solubility of Mn ions in GaAs is low. By growing the material at a low tem-
perature, the crystal structure can be kept far from thermodynamic equilibrium,
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Figure 2.6: Crystal structure of (Ga,Mn)As, from Jungwirth et al.117 showing the
substitutional (MnGa) and interstitial (MnI) positions of the Mn ions within the
GaAs lattice.
and concentrations of Mn up to x ∼ 10% can be achieved.116 The MBE technique
allows atomic layer-by-layer growth, resulting in good crystal quality.
The crystal structure of the material, determined by X-ray diffraction, is zinc-
blende, similar to that of its host lattice, GaAs.117 The lattice mismatch between
the (Ga,Mn)As and GaAs substrate leads to a compressive strain in the plane of the
material. The resulting k-linear Dresselhaus spin-orbit fields (see Chapter 2.5.1)
have been observed with dc switching31 and high-frequency FMR measurements45.
Most of the Mn ions sit substitutionally on Ga sites, but there also exist some
interstitial ions (see Figure 2.6) due to the non-equilibrium growth. The substi-
tutional Mn ions have a spin S = 5
2
and act as acceptors, creating itinerant holes
which mediate the ferromagnetism of the Mn ions.118 However, the interstitial Mn
ions act as double donors as they do not sit on a lattice site. This compensates
the hole concentration and reduces the Curie temperature which is predicted by
the Zener model to be roughly proportional to p
1
3 .119
Low temperature annealing has been shown to significantly increase Tc.
115 This
has been explained by the out-diffusion of the interstitial Mn ions to the surface
of the material, removing the hole-compensating defects.120
To increase the spin-orbit fields, heavier ions in the lattice could be used,
22
Chapter 2: Theoretical background
introducing larger lattice electric potentials. (Ga,Mn)Sb substitutes the Arsenide
ions for Antimony, increasing the spin-orbit energy splitting by ∼2.5 times.121
(Ga,Mn)Sb has been grown by MBE on GaSb and hybrid GaAs/ZnTe substrates
giving magnetic easy axes in and perpendicular to the plane respectively.122
Although the prospects for room temperature DMS are currently not very
promising, there has been recent interest in (I-Mn-V) dilute magnetic semicon-
ductors, due to predictions of high-temperature antiferromagnetism and strong
spin-orbit coupling.123 In 2010 Nova´k et al. reported the first growth of LiMnAs
by MBE with the expected crystal structure and showed that the optical properties
were consistent with a semiconducting band structure.124
Although these materials do not have a macroscopic magnetisation vector,
methods have been proposed to couple antiferromagnets with high temperature
ferromagnets for spintronic applications.125,126
2.6.2 Metal bilayers
Ferromagnet/heavy metal bilayers have received much attention in recent studies
because of the presence of large current-induced torques.23,39 These materials are
easily grown by sputter deposition, and typically the ferromagnet has an additional
oxide interface with the substrate or an oxidised aluminium layer. There is debate
over whether the oxide interface plays a significant part in the current-induced
torque mechanism, although it has been shown that the ferromagnet/heavy metal
interface is sufficient for a current-induced torque to exist.41 By controlling the
amount of oxidation at this interface, the perpendicular magnetic anisotropy of
the ferromagnet can be controlled.127
There are two complementary theories regarding the origin of the current-
induced torques present in these layers. Firstly, the heavy metals used in the
bilayers typically have a large spin-Hall effect. The spin-current generated can
exert a spin-transfer torque on the magnetic layer24 as discussed in Chapter 2.4.2.
Secondly, there is a structural inversion-asymmetry at the interface between the
ferromagnet and the heavy metal, and also at the interface between the ferromag-
net and the oxide. The electric fields at these interfaces could lead to a transverse
spin-orbit field (see Chapter 2.5.2), which could exert field-like and anti-damping
torques on the ferromagnet.40,113,114
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The extent to which each of these mechanisms gives rise to the observed
current-induced torques in ultra-thin bilayers is still disputed. Distinguishing
the origins of the field-like and anti-damping torques requires study of their de-
pendence on the thickness of the heavy metal and ferromagnet layers. Recently,
thickness-dependent low-frequency measurements of the torques have been made
in Ta/CoFeB/MgO layers33 and in Py/Pt layers with Cu spacer layers35. Although
both studies clearly show that the thickness-dependence of the torques cannot be
solely explained by either a spin-Hall effect STT or Rashba effective fields, further
study is required to understand behaviour in the ultra-thin regime.
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Experimental methods
In this chapter, the main experimental techniques used in this thesis are pre-
sented. These include spin-orbit FMR, which is used in studies of Co/Pt and
Fe/(Ga,Mn)As in Chapters 5 and 6 respectively. The electromagnet system con-
structed to measure these materials is also discussed, as well as the techniques
used to fabricate the measured devices.
3.1 Spin-orbit FMR
In comparison to conventional FMR, spin-orbit FMR (SO-FMR) uses the current-
induced torques due to the interaction between non-equilibrium spin density and
magnetisation to drive FMR. Instead of using a microwave cavity or a waveguide
to induce microwave fields over the sample area, a microwave current in the sam-
ple generates an alternating effective field via the spin-orbit interaction. Fang et
al.45 demonstrated this technique in bulk (Ga,Mn)As, where the fields observed
were attributed to the exchange interaction between the current-induced spin-
accumulation and the local Mn ions. Liu et al.23 presented a similar experiment
in Py/Pt bilayers in which the origin of the effective field was attributed to a
spin-transfer torque in the Py layer. The current in the platinum layer generated
a spin-current via the spin-Hall effect which, when entering the permalloy layer,
would create an effective field with anti-damping symmetry.
An intrinsic method of detection is required in SO-FMR, since the driving fields
are created intrinsically. SO-FMR is measured by using a dc self-rectification
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Figure 3.1: The co-ordinate system is defined such that the current is always along
xˆ, and zˆ is always perpendicular to the plane. θ is defined as the angular separation
of the magnetisation and current.
detection method previously used with microwave waveguides for FMR in sub-
micron devices.128 The effect exploits the AMR of the sample, which causes the
sample resistance to oscillate during precession. Ignoring smaller crystal terms
which may be present, the AMR can be parametrised as129
R = R0 + ∆R cos
2 θ. (3.1)
θ is defined in Fig. 3.1 as the in-plane separation of the current and magnetisation.
Note that for metals, ∆R is typically positive, whereas for magnetic semiconduc-
tors such as (Ga,Mn)As, ∆R is negative. For a driving current of I = I0 cos(ωt),
θ varies periodically with the magnetisation precession,
θ(t) = θ0 + θc cos(ωt), (3.2)
where θc is the cone angle of the magnetisation precession. Using Ohm’s law, and
expanding cos2 θ to first order in θc, for small angle precession
R = R0 + ∆R[cos
2 θ0 − θc sin(2θ0) cos(ωt)]. (3.3)
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Figure 3.2: A schematic of a typical SO-FMR experiment. A bias-tee component,
consisting of an inductor and capacitor, is used to separate the flow of microwave
and dc currents. The microwave current flowing in the micro-bar, through spin-
orbit effects, creates an alternating torque on the magnetisation, τSO, which bal-
ances the damping torque, τα, causing the magnetisation, M, to precess around the
external field, H. Through a magnetoresistance rectification effect, the resonance
can be measured in the dc voltage across the bar.
This produces a dc voltage given by
Vdc = −1
2
θcI0∆R sin(2θ). (3.4)
In this case the sample is acting as a homodyne mixer, down-converting the GHz
oscillation in the resistance to give a dc voltage which is proportional to the size
of the oscillation.
The LLG equation (equation 2.10) can now be solved by assuming the saturated
magnetisation is perturbed by a small effective magnetic field, h = (hx, hy, hz)e
iωt.
The real part of the dc voltage, Vdc, is given by symmetric and antisymmetric
Lorentzian parts45,130
<{Vdc} = Vsym ∆H
2
(H −Hres)2 + ∆H2 + Vasy
∆H(H −Hres)
(H −Hres)2 + ∆H2 , (3.5)
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Figure 3.3: (a) A typical FMR curve measured in Vdc as a function of external
field fitted by symmetric (red) and antisymmetric (blue) Lorentzians (data taken
from a Co(1.5 nm)/Pt(3 nm) bilayer device as measured in Chpt. 5). (b) Shown
also is the fitted angle dependence of the Lorentzian coefficients, normalised by
the ac susceptibility. The angle dependence of the symmetric part is fitted by
an anti-damping torque (hz ∝ cos θ) and the antisymmetric part is fitted by a
field-like torque (constant hy).
with
Vsym = VmixAyz sin(2θ)hz, (3.6)
and
Vasy = VmixAyy sin(2θ)(hy cos θ − hx sin θ). (3.7)
Vmix = −12I0∆R is the size of the mixing effect; ∆H =
αω
γ
is the linewidth of the
resonance; and Ayz and Ayy are related to the tensor elements of the ac magnetic
susceptibility by Aij = χij/MS :
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Ayz =
γ(Hres +H1)(Hres +H2)
ω∆H(2Hres +H1 +H2)
, (3.8)
and
Ayy =
Hres +H1
∆H(2Hres +H1 +H2)
. (3.9)
H1 and H2 are terms containing the anisotropy fields derived in Kittel’s equation
(equation 2.14). A typical SO-FMR measurement at a single value of θ is shown in
Fig. 3.3a and the corresponding fitted angle dependence of Vsym and Vasy is shown
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in Fig. 3.3b.
Experimentally, to measure Vdc, a bias-tee component is used to separate the
flow of alternating and direct current. A schematic of a SO-FMR measurement
using the bias-tee is shown in Fig. 3.2. The bias-tee is a three-port device consisting
of a capacitor and inductor. The capacitor only allows the flow of high frequencies,
whilst the inductor only allows the flow of low frequencies. The microwave signal
is sent through the capacitor port of the bias-tee, through the sample to ground.
Vdc can then be measured from the inductor port to ground.
SO-FMR is a useful tool to study FMR in sub-micron devices. Whilst the
electrical detection method had previously allowed resonance to be measured in
non-bulk samples, a co-planar strip waveguide was needed to provide an external
microwave field.128 Now that the fields can be induced intrinsically via the spin-
orbit interaction, the samples can be fabricated as simple resistors. Furthermore,
SO-FMR allows the full form of the spin-orbit fields (hx, hy, hz) to be studied by
vector magnetometry by measuring the angular dependence of Vdc.
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3.2 Electromagnet system
Whilst a superconducting magnet can produce high magnetic flux densities (due
to the high amount of current that can be held in the coils), the cost of keeping
the magnet cold can be prohibitive. For room temperature measurements an
alternative approach is to use a large electromagnet with small pole faces and pole
gap.
For the purpose of making room temperature SO-FMR measurements, a GMW
Model 5403 variable pole gap electromagnet was used. The magnet poles have a
diameter of 38 mm, which, with a pole spacing of 30 mm and coil current of
∼40 A (water cooled), can produce a magnetic field in the air gap of ∼1 T. This
is sufficient for most FMR measurements, although the pole spacing restricts the
amount of equipment that can be placed between the poles.
The electromagnet system can be seen in Figure 3.4. A probe is suspended from
a rotation stage by four screws, which itself is mounted on two micrometre precision
translation stages which allow the sample to be positioned centrally between the
poles. This positioning is important, because for a 6 mm deviation off-axis, the
field is reduced by 1%. Microwave and dc connections to the probe are made from
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rotation stage
translation stages
Figure 3.4: Electromagnet apparatus. The magnet and frame are bolted to an
optical bench. The frame supports two translation stages and a rotation stage
which allow a probe, bolted to the rotation stage, to be rotated through 360° and
positioned in the centre of the magnetic field. The electromagnet is water-cooled
to allow 40 A to constantly flow through the coils. Adjustable poles allow the pole
gap to be varied.
underneath. A right-angled SMP connector is used to connect a semi-rigid coaxial
cable to the probe without preventing rotation.
3.2.1 Field calibration
To calibrate the field produced by the electromagnet, first a Hall sensor was cal-
ibrated using a gaussmeter. The uncalibrated Hall sensor has a quoted linearity
of ∼1% and a sensitivity of 1 kΩT−1. The gaussmeter has a quoted error of 1%.
The uncalibrated Hall sensor and gaussmeter sensor were strapped together, both
sharing the same sensitive axis. The whole ensemble was then attached to a single
magnet pole face, so that they shared a common field. For a series of magnet cur-
rents, the magnetic field, B, experienced by the gaussmeter, and the Hall resistance
induced RHall, were recorded.
A linear regression, shown in Figure 3.5, was then performed to determine the
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Figure 3.5: Calibration of Hall sensor using a gaussmeter. 1% error bars on the
data points represent the systematic error from the gaussmeter. The linear re-
gression is also plotted. Inset: The residuals of the linear regression, showing
systematic deviations. The linearity of the sensor is good to within 0.5% in the
field range measured.
relationship between B and RHall. The error in the gaussmeter should strictly be
treated as a systematic error, but for the purposes of weighting the regression, the
error was treated as a measurement (random) error.
The linearity of the Hall sensor is found to be ∼0.5% for the resistance range
used. This can be seen from the residuals of the fit in the inset of Figure 3.5.
Note that the systematic residuals between the regression and data dominate any
random error.
Next, the Hall sensor was mounted in a vertical probe designed such that the
sensor is positioned on the radial axis of the probe. The translation stages were
used to position the Hall sensor in the centre of the field by maximising the Hall
resistance. The sensitive axis of the Hall probe was then aligned with the field by
rotating the probe until the Hall resistance was maximised. For a series of pole
spacings, the magnet current was ramped from 40 A to -40 A whilst RHall was
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Figure 3.6: The hall resistance, shown here for a constant current, is measured
and is proportional to the inverse of the pole gap in agreement with equation 3.12.
measured. The pole spacing was accurately measured with a divider and steel rule
(estimated σ = 0.5 mm).
The electromagnet can be thought of as an iron core toroid with a gap. To
calculate the field in the gap one should consider the integral form of Ampe`re’s
law, ∮
dl ·H =
∫
s
ds · J. (3.10)
If the gap is small, one can also assume that the magnetic flux density is confined
to the core area across the gap. This leads to an expression relating the fields
inside the core and in the gap,
Hgap = µHcore. (3.11)
Because the permeability of soft iron is >1000, it is a very good approximation to
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Figure 3.7: Slope of the fitted regressions for RHall versus dgap as shown in Fig-
ure 3.6 as a function of magnet current, fitted with a polynomial. The sublinearity
at high current shows that the soft iron core is becoming saturated. Inset: The
residuals show a systematic difference between the measured data and the poly-
nomial fit no greater than 0.5%.
assume all of the magnetic field is in the gap. Hence we can express the field as
Hgap =
Ienc
dgap
, (3.12)
where dgap is the pole separation.
For a series of currents, the measured Hall resistance is plotted against 1/dgap.
The plotted data show excellent linearity in agreement with equation 3.12, as can
be seen in Figure 3.6. For each value of 1/dgap, a linear regression is performed
to extract the slope and intercept, each with a standard error. The slope and
intercept are then plotted as a function of the magnet current in Figure 3.7 and
Figure 3.8 respectively.
The slope should be proportional to the current, according to equation 3.12,
but at high currents this becomes sublinear. The reason for this is the saturation
of the iron electromagnet poles. As a result µ is reduced at higher currents, and a
smaller proportion of the magnetic field exists in the gap. As there is no analytical
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Figure 3.8: Intercept of the fitted regressions for RHall versus dgap as shown in
Figure 3.6 as a function of magnet current, fitted with a polynomial. Inset: The
residuals show a systematic difference between the measured data and the poly-
nomial fit no greater than 1%.
function that describes this behaviour, the slope and intercept curves are fitted by
a 5th and 9th order polynomial respectively. The standard error for each slope
and intercept data point is used to weight the fit.
The distribution of errors for these fits can again be seen from the residuals
in Figures 3.7 and 3.8. The residuals are dominated by systematic differences
between the measured data and the polynomial fitting. When calculating RHall for
a given magnet current and pole spacing, using the fitted functions for the slope
and intercept, for the range of pole spacings that can be used the systematic errors
from the slope dominate the total error (σ < 0.5%).
For a given pole spacing and magnet current, the central field in the electro-
magnet gap can now be calculated as
B(dgap, Ienc) = B0 +B1
(
R0(Ienc) +R1(Ienc)
1
dgap
)
, (3.13)
whereB0 andB1(R) are the fitted intercept and gradient of Figure 3.5, andR0(Ienc)
and R1(Ienc) are the polynomial fits of the intercept (Figure 3.8) and gradient
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(Figure 3.7) respectively for the relationship between RHall and 1/dgap.
Care has to be taken when estimating the error in the calculated field, because
the errors are systematic and correlated, and therefore do not obey the central
limit theorem. In the measurements shown here, the systematic error in B1 is
estimated as δB1/B1 < 0.5%, and in the Hall resistance as δRHall/RHall < 0.5%.
An additional error of 1% should be included in B1 due to the systematic error
in the gaussmeter. These errors should be treated as perfectly correlated, because
they do not change if the measurements are repeated. The total error is then
described by
δB2 =
(
δB1
∂B
∂B1
+ δRHall
∂B
∂RHall
)2
=
(
δB1
R
B0 +B1RHall
+ δRHall
B1
B0 +B1RHall
)2
≈
(
δB1
B1
+
δRHall
RHall
)2
B2, (3.14)
where it has been assumed that B0  B1RHall. This gives a total error in the
calibrated field of < 2%. In the low current limit when this assumption breaks
down, the error can be found from the residual as RHall → 0, which gives δB ∼ 40
µT. At low fields, the random error in the slope and intercept value (as shown in
the error bars of Figures 3.7 and 3.8) is also significant, giving a total error (adding
in quadrature) of δB ∼ 80 µT.
Finally, one must consider the effect of the uncertainty in the pole spacing on
the uncertainty in the magnetic field. For a single set of measurements, a single
pole spacing will be set, and this has an estimated uncertainty of σ = 0.5%. This
leads to systematic over- or under-estimation of the magnetic field value, with a
standard deviation given by,
δB ≈ B1R1δdgap ∂
∂dgap
(
1
dgap
)
, (3.15)
which simplifies to,
δB
B
≈ δdgap
dgap
. (3.16)
For the smallest pole spacing that can be used with the FMR probes, 30 mm,
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Figure 3.9: The soft iron core performs well as an electromagnet because it has
low hysteresis and high saturation magnetisation. Inset: A close up of the same
curve showing the hysteresis around zero current. The magnet has a coercive field
of 0.1 mT and a remnant magnetisation corresponding to a magnetic field of 4
mT.
this gives a maximum uncertainty of σ = 1.7% in the field value. Although this
error is systematic, it is a different class of systematic error from those previously
considered because it arises from random uncertainty in the pole spacing. Thus the
error is completely uncorrelated from other systematic errors and obeys the central
limit theorem. To obtain a final uncertainty in the magnetic field calibration, this
error can be added in quadrature with the other systematic errors, yielding a value
of 2.6%.
3.2.2 Hysteresis
When making a real measurement, the hysteresis of the magnet should be a con-
cern. During the calibration, the magnet was consistently ramped from positive
to negative field, but in an experiment, this might not be true unless a strict pro-
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tocol is adhered to. To measure the hysteresis of the magnet, for a pole spacing
of 33 mm, RHall was measured as the current was initially ramped to 40 A and
then the cycled between -40 A and 40 A. The resulting main loop is plotted in
Figure 3.9, and shows a coercive field of 0.1 mT. The remnant magnetisation cor-
responds to a magnetic field of 4 mT. Since the magnet has been calibrated for
the top half of the main loop, for a given magnet current, the maximum deviation
possible would be -8 mT.
3.3 Clean room fabrication
In nano-scale device fabrication, care has to be taken to keep the surfaces of the
material free of dirt and impurities. To this extent, all fabrication is carried out in
a clean room. Before each processing step, the wafers are cleaned in acetone in an
ultrasound bath for two minutes before rinsing in isopropanol (IPA) and drying
with N2 gas.
There are two main steps in the fabrication of nano-bars and waveguides for
SO-FMR experiments: patterning and etching of the trenches, and then patterning
and evaporation of the bond pads and waveguides. Each process is described below.
3.3.1 Electron-beam lithography
To etch device trenches, or to evaporate bond pads, a patterned layer (a resist) of
poly(methyl methacrylate) (PMMA) is used. Samples, preheated for one minute
at 120 on a hot-plate, are spin-coated for 30 seconds at 5000 rpm with a layer of
PMMA in anisole. The sample is then baked at 120 for an hour to drive off the
excess solvent, curing the resist, before patterning by electron-beam lithography
(EBL).
Patterns designed by computer-aided design software are written by EBL onto
the PMMA*. The energy imparted into the PMMA by the incident electrons chem-
ically weakens the exposed areas, allowing a developer to dissolve them away. The
*The EBL patterning for the Co/Pt samples was kindly carried out by Andrew Irvine and
Dominik Heiss of the University of Cambridge. The entire fabrication of the Fe/(Ga,Mn)As
bars was kindly performed by Kamil Olejn´ık of the Institute of Physics, Prague.
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samples were developed by immersing the sample in a ratio of 1:3 MIBK:IPA for
60s. MIBK is the organic compound methyl isobutyl ketone.
Using a different molecular weight of PMMA in anisole allows the thickness of
the final layer to be controlled. For most lithography, a 6% solution (A6) is used,
which results in a ∼400 nm thick layer.
3.3.2 Ion-beam milling
Device trenches are dry-etched by bombardment with high-energy Ar ions, which
are accelerated onto the substrate by a 500 V bias in a high vacuum system. Each
Ar ion might typically have ∼500 eV of energy. A beam current of 10 mA will
etch metals at a rate of ∼5 nm per minute, whilst for GaAs based semiconductors
the rate can be much faster. Trenches are created in order to define the device
geometry and to isolate the device from the rest of the wafer.
Because of the energy of the ions, the etch is very anisotropic, preventing
undercutting of the trenches. The samples are etched until all of the exposed
conducting material is removed. After etching, the resist is removed by immersion
in acetone.
3.3.3 Bond pad evaporation
To make electrical contact with the devices, bond pads are needed. The pads
must have good ohmic contact with the device to allow easy measurement. Prior
to evaporation, metal sources are ‘flashed’ under high vacuum (below 10−7 mbar)
to remove impurities. This involves heating the source with an electrical current to
above the temperature needed for the source to evaporate. Prior to evaporation,
organic material is removed from the surface of the sample by 30 seconds exposure
in an oxygen plasma asher.
The sample is mounted in the vacuum chamber on a movable arm to allow
positioning over different evaporation sources. A thin layer of chromium (typically
20 nm), and then gold (usually 100-200 nm) is deposited by evaporation under
high vacuum at rates of 0.4 and 2 A˚s−1 respectively. The chromium is needed
to allow good adhesion of the gold to the surface. The resist is then removed by
‘lift-off’ in acetone, leaving the patterned pads behind on the wafer. A short burst
of ultrasound in a water bath can be used to assist the process.
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3.3.4 Sample mounting
Once fabricated, a protective PMMA resist is spun onto the wafers. They are then
scribed into pieces, each containing a device, with a diamond tip before cleaving
over a sharp edge. The protective resist is then removed by immersion in acetone.
A device is then glued to a PCB with insulating GE varnish, designed for good
adhesion at very low temperatures. However, it also works equally well at room
temperature. Finally, a wire-bonder machine is used to bond aluminium or gold
wire between the PCB terminals and the device bond pads.
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Spin-pumping in Co/Pt bilayers
The detection of spin-currents is of fundamental importance to the development
of spintronic devices. There has been much research investigating ferromagnetic/
normal metal bilayers, where a pure spin-current generated from ferromagnetic
resonance (FMR) in the ferromagnetic layer is converted to a charge current by
the inverse spin-Hall effect (ISHE) in the nonmagnetic layer.54–57 When measuring
nanoscale devices, an on-chip waveguide is typically used to provide the driving
field for FMR. This complicates the detection as microwave current coupled into
the device provides an additional rectification signal.106 Some attempts have been
made to distinguish the two signals.106,132–136
In this chapter, in contrast to previous research on thicker layers,132,137 spin-
pumping is investigated in ultra-thin Co/Pt bilayers in which the interface region
is a significant proportion of the bulk ferromagnet and platinum layers. By keeping
the platinum layer thickness constant, any variation in the bulk inverse spin-Hall
detection is eliminated. The strength of the spin-pumping voltage in the platinum
layer is examined as the thickness of the ferromagnet is varied.
4.1 Device fabrication
In this study the samples are thin bars of Co/Pt with nominal cobalt thickness
dCo = 1, 1.25, 1.5, 1.75 and 2 nm capped with a 3 nm platinum layer. From
X-ray reflectivity (XRR) measurements* the uncertainty in the thickness of these
*XRR measurements were performed by Mu Wang of Nottingham University.
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gold contacts
shorted microwave
stripline
10 µm
Figure 4.1: False colour optical micrograph of the fabricated device. The yellow
areas are deposited gold contacts and a shorted microwave stripline. The blue
areas are the remainder of the substrate after etching.
layers is estimated to be 10%. An out-of-plane microwave magnetic field (hze
iωt),
to induce ferromagnetic resonance (FMR), was generated over the sample area by
an on-chip coplanar stripline, shorted 1 µm away from the sample.
The devices were fabricated from films sputtered on thermally oxidised silicon.
Electron beam lithography was used for patterning, and then 1 x 10 µm bars and
adjacent striplines were defined with Ar ion-milling. The bars are contacted by
200 nm thick gold contacts which were deposited by evaporation at the same time
as the gold striplines. An optical micrograph of the device is shown in Figure 4.1.
A schematic of the device and measurement is shown in Figure 4.2.
4.2 Detection of resonance
The sample was mounted on a low loss printed circuit board (PCB) with a mi-
crostrip transmission line. A 15 GHz microwave signal was sent via a coaxial cable
into the PCB microstrip. Wirebonds were used to connect the microstrip signal
line to one side of the stripline and the other side of the shorted stripline to ground.
Sputtering was performed by Mu Wang, Aidan Hindmarch and Andrew Rushforth of Notting-
ham University.
Electron beam lithography was performed by Andy Irvine and Dominik Heiss of the University
of Cambridge.
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Figure 4.2: (a) Measurement schematic showing coplanar stripline on left with
microwave current, Iwmw, generating a perpendicular microwave field over the bar
area. A microwave current, Ibmw, is coupled into the bar. The voltage is measured
across the bar contacts with a lock-in amplifier. (b) The bar consists of a platinum
layer deposited on top of a cobalt layer. The in-plane angle θ is defined as the
angle between the bar direction and the magnetisation.
No attempt was made to transform the unbalanced signal in the microstrip to a
balanced signal in the stripline. The signal power in the coaxial cable directly be-
fore the PCB was directly measured by a calibrated microwave diode as 14.5 dBm.
As the PCB waveguides and on-chip striplines are identical for each device, similar
microwave currents, Iwmw, are expected in every stripline. In this measurement it
is assumed that the microwave field generated is similar for each sample.
The microwave signal was pulse modulated at a low frequency (23.45 Hz) al-
lowing a lock-in amplifier to detect the dc voltage (Vdc) across the sample. The
sample was positioned in a 3-axis vector magnet at a temperature of 250 K. Ide-
ally the measurement would be made at room temperature, but the temperature
of the sample takes a long time to stabilise at higher temperatures. For a par-
ticular direction, the external magnetic field was swept from high to low field,
and the ferromagnetic resonance was observed as a combination of symmetric and
antisymmetric Lorentzian peaks in Vdc.
Vdc is thought to be generated through two effects: the inverse spin-Hall effect
(ISHE) and rectification. During steady-state precession, the driving torque is
balanced by a damping torque. The platinum layer adjacent to the ferromagnet
is an efficient spin-current sink and contributes to the damping by transferring
angular momentum between the cobalt and platinum layers via a spin-current.
The spin-current, JS, injected into the platinum layer through the ISHE generates
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a transverse charge current given by137
JC = θSH
(
2e
~
)
JS × σˆ (4.1)
This yields a total charge current of Ic which creates a voltage VISHE = IcR across
the bar. θISHE, e, ~ and σ represent the spin-Hall angle, the elementary charge,
the reduced Planck constant and the spin polarisation vector of the spin-current
respectively.
The microwave current in the shorted stripline can couple into the sample, to
give another microwave current, Ibmw. At resonance the magnetisation will precess
at the same frequency as this current. Precession of the magnetisation causes an
oscillating component to the resistance, due to the anisotropic magnetoresistance
(AMR) R = R0 + ∆R cos
2 θ. This multiplies with the microwave current to give
a measurable Vdc. Combining this with VISHE, the real part of the voltage is given
by the sum of symmetric and antisymmetric parts130,133,137
Vdc = (VAMR cosφcoup + VISHE)
∆H2
(H −Hres)2 + ∆H2
+ VAMR sinφcoup
∆H (H −Hres)
(H −Hres)2 + ∆H2
(4.2)
with VAMR and VISHE given by
VAMR = VmixAyz sin (2θ)hz (4.3)
VISHE = IcR = θSHwdPtJSR sin θ (4.4)
In these expressions, H is the externally applied magnetic field, Hres is the resonant
field and ∆H is the linewidth of the resonance. φcoup is the phase difference
between the coupled current and the magnetisation precession. dPt and w are the
thickness of the platinum layer and the width of the bar. Vmix = −12Ibmw∆R is
the voltage coefficient of the AMR rectifying effect and ∆R and R are the AMR
coefficient and the sample resistance respectively. Ayz is related to the off-diagonal
term of the ac magnetic susceptibility by χyz/MS, where MS is the saturation
magnetisation.131 The magnetisation always lies in the plane of the sample due to
the demagnetisation field.
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Figure 4.3: Detected voltage for a dCo = 2 nm device for a single field sweep,
with θ = 315 degrees. The FMR peak is fitted (solid green line) by a combination
of symmetric (dotted red line) and antisymmetric (dashed blue line) Lorentzian
curves.
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Figure 4.4: The angular dependences of the symmetric (full red circles) and an-
tisymmetric (open blue circles) voltages are each fitted by a linear combination
of sin θ and sin 2θ terms. The data shown is for the same dCo = 2 nm device as
measured in Fig. 4.3.
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Only rectification detection can produce an antisymmetric Lorentzian, as the
phase information needed to produce the asymmetry is held in the relative phase
of the resistance and microwave current. Also observe that the two detection
mechanisms have different angular dependencies, which allows them to be distin-
guished. The rectification voltage is proportional to sin 2θ due to the symmetry of
the AMR, whereas the angular dependence of the ISHE, given by the cross product
in equation 4.1, makes the spin-pumping signal proportional to sin θ.
FMR resonances for a series of in-plane angles were measured and fitted with
symmetric and antisymmetric Lorentzian peaks (see Figure 4.3), defining Vsym and
Vasy as the coefficients of the symmetric and antisymmetric peaks in equation 4.2.
The angular dependencies of both the symmetric and antisymmetric terms are
fitted well by a combination of sin θ and sin 2θ components. Figure 4.4 shows the
fitting for a sample with a 2 nm cobalt layer. Neither of the detection methods
proposed explains the antisymmetric sin θ component. This component is only
significant in the 1 nm cobalt layer.
The measurements for the five cobalt thicknesses were repeated, using identical
device structures, and the same experimental parameters. Measurements in a
second device were repeated for all cobalt layer thicknesses except 1.75 nm to
show the variation between devices. Figure 4.5 shows the detected voltages against
cobalt thickness. Whilst there is a clear trend in the sin θ components of both
voltage parts, the sin 2θ components are not consistent in magnitude or sign even
between devices from the same layer structure. This can be attributed to variation
in the relative phase of the microwave current coupled into each device bilayer, Ibmw,
and the microwave current in the coplanar stripline generating the magnetic field,
Iwmw. As the device and coplanar stripline microstructures are nearly identical,
the amplitude and phase of Ibmw are expected to be dominated by the milli-scale
arrangement of bond wires and pads, which do vary between devices. The bond-
wire lengths (∼2 mm) are close to the free-space wavelength (20 mm) and could
act as an antenna, coupling microwave current into the device bilayer. Unlike the
rectification signal, the spin-pumping signal is insensitive to Ibmw and consequently
is reproducible between devices.
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Figure 4.5: (a),(b) Cobalt thickness dependence of the fitted symmetric (red cir-
cles) and antisymmetric (blue diamonds) sin θ and sin 2θ voltage components.
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4.3 Calculating the pumped spin-current
To determine the amount of pumped spin-current, first one must know the form of
the magnetisation precession. In a small angle approximation, one can express the
precession as a small perturbation of the magnetisation M = (MS,m
′
ye
jωt,mze
jωt)
due to an excitation field h = (0, 0, hze
jωt), where the co-ordinate system is rotated
so that the equilibrium magnetisation lies along xˆ′ (see Figure 4.2b). Considering
small angle precessions only in the plane of the material, the LLG equation can
then be linearised to two coupled equations,
jω
µ0γ
m′y +
(
jω
µ0γ
α +H0 +Meff
)
mz = MShz(
jω
µ0γ
α +H0
)
m′y −
jω
µ0γ
mz = 0. (4.5)
Keeping terms linear in α, one finds that m′y is purely real,
m′y = −
µ0MS
α
√
(µ0Meff)2 + 4
ω2
γ2
hz, (4.6)
and mz is complex, given by
mz =
(
α− jµ0H0 γ
ω
)
m′y. (4.7)
The angular momentum dissipated from the precession can be found from
the damping torque. The loss of angular momentum per precession period is
proportional to∫ 2pi
ω
0
[
M(t)× dM(t)
dt
]
x′
dt =
2pi
ω
<
{
m′y
dmz(t)
dt
−mz
dm′y(t)
dt
}
. (4.8)
The spin-current density can now be calculated simply from equation 2.25 as137
J0s =
g↑↓effγh
2
z~
8pi
µ0Meff +
√
(µ0Meff)
2 + 4ω
2
γ2
α2eff
(
(µ0Meff)
2 + 4ω
2
γ2
) . (4.9)
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Figure 4.6: The effective Gilbert damping, αeff , is proportional to the gradient
of the FMR linewidth, ∆H, against frequency. The intercept gives the inhomoge-
neous part of the linewidth, ∆Hin. Data is shown for a dCo = 1 nm device.
The Gilbert damping constant is modified to include a contribution, not only from
the volume of the ferromagnet, but also from the spin pumping at the interface137
αeff = α0 +
gµBg
↑↓
eff
MSdCo
. (4.10)
Likewise, the effective magnetisation has a bulk contribution from the demagneti-
sation field, but also from a perpendicular uniaxial anisotropy originating from the
interface138
Meff = MS − H
int
U
dCo
. (4.11)
By measuring FMR out-of-plane of the sample and self-consistently fitting the
magnetisation angle and resonant field to the Kittel equation and minimising the
free energy, the effective magnetisation in each sample was determined.102 In this
case the Kittel equation reduces to(
ω
γ
)2
= µ20 (Hres −Meff cos 2ψ)
(
Hres −Meff cos2 ψ
)
, (4.12)
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Figure 4.7: Measured values of Meff (red circles) and αeff (blue diamonds) are
fitted well by equations 4.11 (dotted line) and 4.10 (dashed line) respectively.
and the free energy is given by
F =
1
2
µ0MS
[
Meff cos
2 ψ − 2Hres(cosψ cosψH + sinψ sinψH)
]
. (4.13)
where ψ and ψH are defined in Fig. 2.1. A more comprehensive exposition of this
fitting method is given in Chapter 5.2.
The effective Gilbert damping was calculated by measuring the frequency de-
pendence of the linewidth, ∆H = ∆Hin + ωαeff/γ (Figure 4.6), where ∆Hin is the
inhomogeneous contribution to the linewidth. Values of Meff and αeff are shown
in Figure 4.7 and are fitted well by equations 4.10 and 4.11 when g↑↓eff is constant
for all the cobalt thicknesses, showing that there is no unexpected variation in the
size of J0S with dCo.
The symmetric sin θ voltage with the ISHE symmetry was converted to Idc
by dividing, for each device, by the individual resistance measured. Figure 4.8
shows both the charge current for the different layers and the relative size of the
spin-current calculated from equation 4.9.
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Figure 4.8: Cobalt thickness dependence of the spin-pumping charge current is
plotted (red circles). The relative size of the spin-current (solid blue line), which
is calculated using the fits to the measured values of Meff and αeff , decreases in
the thinner layers. In contrast, the charge current increases in the thinner layers.
4.4 Calculating the spin-Hall angle
The initial spin-current J0S at the interface decays due to spin relaxation as it
penetrates the platinum layer, giving a spin-current profile,102
JS(z) =
sinh
(
dPt − z
λsd
)
sinh
(
dPt
λsd
) J0S . (4.14)
where λsd is the spin-diffusion length of the platinum. Integrating over the spin-
current profile gives an average spin-current density,
JS =
∫ dPt
0
JS(z)
dPt
dz =
λsd
dPt
tanh
(
dPt
2λsd
)
J0S , (4.15)
which allows the charge current to be expressed as
Ic =
2e
~
θSHwλsd tanh
(
dPt
2λsd
)
J0S sin θ (4.16)
The charge current generated in the device has a minimum at around 1.75 nm,
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Figure 4.9: The relative size of θISHE (red circles) is enhanced in the 1 nm cobalt
layer. The error bars show the standard error from fitting the sin θ parameter
to the angle-dependent symmetric voltage data. The small variance between the
data points of the same thickness could also be from a small difference in the size
of the microwave field in each device. The inhomogeneous part of the linewidth
(blue diamonds) also shows an increase in thinner cobalt layers.
whereas the spin-current decreases to zero as the ferromagnetic layer is reduced.
The reproducibility of the results for each repeated measurement demonstrates
that the increase in current in the thinnest layers cannot be attributed to variation
in hz between devices. This leads to the main conclusion of from this study: the
conversion of the interfacial spin-current to charge current depends on the cobalt
thickness. This result is surprising as previous studies of thicker Py/Pt bilayers
have shown remarkable agreement with the theoretical model.132,137 However, the
minimum thickness of the ferromagnetic layer measured in those studies was 5 nm,
significantly thicker than the range measured here.
An increased efficiency of spin-current to charge current conversion was ob-
served in the thinnest layers. Since the platinum thickness is the same for each
device, the enhancement in the charge current should originate from the ISHE at
the interface, and not the bulk ISHE in the platinum layer. The relative size of
θISHE, calculated from equation 4.4, is plotted in Figure 4.9 and shows an enhance-
ment of 2.4 times between the 2 nm and 1 nm cobalt layer. The microscopic origin
of this effect is not clear but the possibility of cobalt impurities in the platinum
layer which could lead to a larger extrinsic SHE, as observed for impurities in other
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materials,139,140 should be noted.
From XRR measurements, the surface roughness of the Co/Pt interface is found
to be between 0.6 and 0.8 nm in all of the films, and no clear trend was observed,
ruling out a simple explanation for the enhancement based on surface roughness
in the thinner films. The inhomogeneous (frequency independent) part of the
linewidth shown in Figure 4.9, indicates that the roughness in the cobalt layer
increasingly affects the uniformity of magnetic anisotropy in the thinnest films.
This increased non-uniformity correlates to the enhancement and may play an, as
yet unexplained, part in the enhancement of θSH.
In the next chapter, spin-orbit effects in addition to the SHE will be considered
in these systems. A possibility remains that the enhancement in the conversion
of spin to charge current observed here could be due to an additional spin-orbit
effect with symmetry indistinguishable from the ISHE.
In conclusion, the experimental observation of the increase in the ISHE in
ultra-thin layers will motivate further theoretical work in this area. The observed
enhancement raises the possibility of controlling layer thicknesses in the nanoscale
regime to create devices for higher efficiency generation and read-out of spin-
currents.
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Current induced torques in
Co/Pt bilayers
Current-induced spin-orbit torques in ultra-thin ferromagnetic/heavy metal bi-
layers provide ways to electrically control magnetisation. Two mechanisms for
observed torques have been proposed, both of which could contribute to the total
torques and both of which originate in the spin-orbit interaction. A schematic
of both mechanisms is shown in Figure 5.1a. The first mechanism is due to the
spin-Hall effect,18–20,89 where a charge current in the heavy metal layer gener-
ates spin-currents perpendicular to the charge current. When a spin-current flows
into the ferromagnetic layer, it can exert a spin-transfer torque (STT).23,24,41 This
torque normally follows the anti-damping form predicted by Slonczewski15 and
Berger,141 but it is known that a field-like non-adiabatic spin-transfer torque can
also exist.51–53
The second mechanism is a ‘Rashba’ spin-orbit torque. Due to the struc-
tural inversion-asymmetry of the two dissimilar materials at the interface, when a
current is applied, the spin-orbit Hamiltonian breaks the degeneracy of the elec-
tron spin states near the interface, creating a non-equilibrium spin-accumulation.
The electron spins in the ferromagnet, through exchange coupling, can then ex-
ert a torque on the magnetic moments. This was initially predicted to give
a field-like torque, acting perpendicularly to the interface normal and injected
current,111,142,143 which was later confirmed by experiments in ultra-thin Pt/Co/
AlOx
32,39,50 and Ta/CoFeB/MgO144 trilayers. However, further measurements in
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these layers have confirmed the presence of an additional anti-damping torque.34,40
A recent experiment, in a single-layer ferromagnet with broken symmetry, has
shown that this anti-damping torque can be explained by the precession of the
spins, initially polarised along the magnetisation, around the additional current-
induced spin-orbit fields.49 These additional torques have also been modelled the-
oretically in metal bilayer systems.113,114
The torques are further complicated by the additional Oersted torque in the
ferromagnetic layer, due to the total current in the heavy metal, which has the
same symmetry as the field-like torque. Considering only the lowest order terms,34
the total torques can be formulated as
τ = τADmˆ× yˆ × mˆ− (τF + τOe) yˆ × mˆ, (5.1)
where the anti-damping (τAD) and field-like (τF) torques can have contributions
from both the spin-Hall and Rashba effects. Previous studies have tried to disen-
tangle these two effects by studying the dependence of the torques on the thickness
of the two layers.33,35 In particular, Fan et al. observed an additional field-like
torque in Py/Pt layers with the same direction as the Oersted field.35 In this
study, a similar field-like torque is observed, emerging only in the ultra-thin Co
layer regime, but opposing the Oersted field. This suggests that the field-like
torque is sensitive to details of the sample composition and growth and can vary
significantly, possibly due to competing mechanisms.
5.1 SO-FMR in Co/Pt bilayers
The waveguide devices used in Chapter 4 to measure the spin-pumping in Co/Pt
layers were also used to perform spin-orbit FMR measurements. In this case the
waveguide was not used to create a microwave field, but the current-induced fields,
which are the interest of this study, were used to generate microwave fields from a
microwave current injected directly into the device. The symmetry of the detected
voltages then allow the form of the current-induced fields to be determined. A
schematic of the magnetisation precession, and the directions of the torques in
this measurement is shown in Figure 5.1b.
Initially, measurements were made with an external bias tee to separate the
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Figure 5.1: (a) A charge current density, JC passing through the bilayer induces a
transverse spin-current in the platinum due to the spin-Hall effect which flows into
the cobalt layer. At the interface, due to the structural inversion asymmetry, the
conduction electrons experience an effective magnetic field, hR. The cobalt has an
additional oxidised silicon interface which could also similarly produce an effective
magnetic field. The current passing through the platinum also induces an Oersted
field in the cobalt, due to Ampe`re’s law. (b) The Oersted field induces an out of
plane torque on the cobalt magnetisation, τOe. Additional anti-damping and field-
like torques, τAD and τF respectively, are induced due to the exchange interaction
of the non-equilibrium spin-density in the ferromagnet with the magnetisation. A
field-like torque with negative coefficient is shown here opposing a positive Oersted
torque.
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dc and microwave signals. However, as is explained in Appendix A, increased
microwave power transmission to the device can be achieved by using a resonator
circuit. Microwave power was delivered to the circuit board via a semi-rigid coaxial
cable. This was connected to a microstrip transmission line on the circuit board
which was terminated by a wirebond to one end of the sample. The other end of the
sample was connected to ground via another wirebond. An on-board bias-tee (see
Appendix A.3.2),145 comprising of an in-line gap capacitor and a wirebond as an
inductor, was used to separate the injected microwave power from the measurement
of the dc voltage, Vdc, across the bar.
Measurements were made in the electromagnet system described in Chap-
ter 3.2. The ground plane of the PCB is grounded to the aluminium probe by
screwing the PCB into the probe. When the probe is mounted, the PCB is posi-
tioned horizontally, with the field in the plane of the sample. A through-connector
in the lid of the probe allows a semi-rigid coaxial cable to be connected to a SMP
connector on the PCB. A freely rotating right-angled SMP connector is placed in
the semi-rigid line to allow rotation of the probe between the electromagnet poles
without reconnecting the microwave line.
Vdc, generated by the rectifying magnetoresistance of the sample, is measured
across the bias-tee wirebond to ground. This is achieved by routing an insulated
wire for the bias-tee through a small hole in the probe lid sealed by aluminium
tape. On top of the probe, the wire is soldered to a thicker measurement wire
and clamped. A second measurement wire is clamped into contact with the probe
body. The two measurement wires are twisted together to minimise the ground
loop.
A microwave signal pulse-modulated at 234.56 Hz is used to excite FMR, and
the modulated Vdc is detected with a lock-in amplifier. Source microwave powers of
20 dBm were typically used. The microwave frequencies used for these experiments
were between 16 and 19 GHz for each device. The frequency used was high enough
that the FMR peak was higher in magnetic field than the saturation curve of the
background signal. For each FMR trace, the external magnetic field is swept from
high to low field. FMR sweeps are taken every 10 degrees in the plane of the
sample by use of a programmable rotation stage to which the probe is fixed. The
external field can be rotated out of the plane of the sample by use of a separate
probe in which the same PCB is mounted vertically.
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Figure 5.2: Normalised field sweeps measured as a function of external field, H,
for a series of frequencies. Data shown is for a dCo = 1.25 nm device.
These measurements were made at room temperature (in contrast to the previ-
ous measurements at 250 K in the vector cryostat system). The ambient temper-
ature is controlled by the air-conditioning of the room, which is stable to within
approximately 2 K deviation. To properly analyse the SO-FMR data at this dif-
ferent temperature, the magnetic anisotropies must be determined again by taking
both a series of frequency and out-of-plane angle dependent FMR sweeps.
To determine the size of the AMR, which allows the resonance to be detected,
the bias-tee and ground connections are used to make a 2-point measurement of
the resistance. The rotation stage is rotated every degree through a constant
saturating field and the resistance measured.
5.2 Results and analysis
To completely characterise the anisotropies of the materials studied, FMR sweeps
were made for a series of angles in and out of the sample plane, as well as for a series
of microwave frequencies at a constant angle in the plane of the sample. The FMR
sweeps were fitted in the same way as the previous chapter with a combination of
symmetric and antisymmetric Lorentzian peaks with a linear background. FMR
sweeps made for a series of microwave frequencies are shown in Figure 5.2.
First the angle-dependence of the resonant field should be considered. The
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Figure 5.3: For a dCo = 1.25 nm device, self consistent fits of (a) the resonant
field, Hres, as a function of the out-of-plane magnetisation angle, ψM, (b) ψM as a
function of the out-of-plane field angle, ψH and (c) Hres as a function of frequency.
(d) The self-consistent fits allow the effective magnetisation, Meff to be deduced
for each value of dCo. The trend follows closely the predicted 1/dCo dependence.
60
Chapter 5: Current induced torques in Co/Pt bilayers
resonant field shows little dependence on the in-plane magnetisation angle, but for
most of the layer types, there is a strong dependence on the out-of-plane angle.
This indicates that there is little in-plane anisotropy, which is consistent with the
polycrystalline nature of the samples.
The values of Meff and γ, for a particular layer, can be determined by fitting
the angle and frequency dependence of the resonant field to the free energy and
Kittel equations. The angle of the magnetisation, ψM is a variable in the free
energy equation which depends on the external field angle, ψH and Meff . These
angles are defined in Fig. 2.1. The equations are fitted in an iterative process. For
a given set of initial fitting parameters, a least squares fit to the Kittel equation is
first performed on the out-of-plane and frequency dependent data with Meff and
γ as the free parameters. Then the free energy is minimised by varying ψM for
each data point using the previously fitted parameters as constants. The process
is repeated until the fits converge. For a device with dCo = 1.5 nm, the fitted
out-of-plane resonant fields are shown in Figure 5.3a; the fitted polar angle, ψM,
of the magnetisation is plotted in Figure 5.3b and the fitted frequency dependence
of the resonant field is shown in Figure 5.3c.
For each layer studied, no trend was observed in the fitted value of γ, with
a value determined to be 1.90 ± 0.05 × 1011 rad s−1T−1. This corresponds to
a g-factor of 2.16 ± 0.06, agreeing within error with the literature value of 2.18
for FMR in cobalt.146 The fitted values of Meff as a function of dCo are plotted
in Figure 5.3d. The results, unsurprisingly, are similar to the fitted values from
the 250 K spin-pumping data in the previous chapter. Meff decreases with cobalt
thickness showing the competing effects of shape anisotropy and the interfacial
anisotropy. To find the effective spin-orbit fields from the fitted lorentzian peak
voltages, the ac magnetic susceptibility has to be calculated from the resonant
field, linewidth and fitted anisotropy values.
For all the sweeps measured, the symmetric part dominates the antisymmet-
ric part. The effective fields are fitted to Vsym/Ayz and Vasy/Ayy using equations
3.6 and 3.7 (Figure 5.4a). Empirically it is seen that the symmetric angular de-
pendence can be almost entirely fitted by an anti-damping torque (hz ∝ cos θ)
and that the antisymmetric angular dependence can be almost entirely fitted by
a field-like term (hy independent of magnetisation angle). Small additional terms
which are not consistent in size or sign from device to device are needed for the
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Figure 5.4: (a) The angular dependence of Vsym/Ayz and Vasy/Ayy (shown for a
device with dCo = 1.5 nm) are fitted well by an in-plane anti-damping torque
(τAD) and a combined out of plane Oersted and field-like driving torque (τOe + τF)
respectively. (b) Both voltages peaks observed scale linearly with the microwave
source power, as expected from the theoretically linear dependence on current of
the spin-Hall and Rashba effects.
fitting (hz independent of angle and hy ∝ cos θ). These terms are consistent with
additional field-like and anti-damping torques with symmetry τ ∝ zˆ× mˆ and
τ ∝ mˆ× zˆ × mˆ respectively. Torques with these symmetries have been proposed
to exist due to a combination of a Rashba spin-orbit field and anisotropic spin
relaxation rates.147 Most significantly, it is observed that as the cobalt thickness is
reduced from 3 to 1 nm, the sign of the symmetric voltage stays constant, whilst
the sign of the antisymmetric voltage flips (see Figures 5.5a and b). This indicates
that as the cobalt thickness is reduced the direction of the field-like torque reverses.
The voltages measured scale linearly with power (Figure 5.4b), showing the torques
are proportional to current density (as Vmix is proportional to microwave current).
Previously, in thicker Py/Pt layers, Liu et al.23 calibrated the size of the spin-
Hall effect by using the ratio of the symmetric to antisymmetric voltages. In this
case, it was assumed that the antisymmetric voltage was purely due to the Oersted
field. Because both the spin-Hall and Oersted effective fields are generated from
the same current, θSH can be calculated from the ratio of the voltages.
The Oersted field is given by Ampe`re’s law for an infinite conducting sheet as
µ0hOe = −IPt
2w
yˆ = −JPtdPt
2
yˆ, (5.2)
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Figure 5.5: (a) The resonance in Vdc (open circles) for a device with dCo = 1 nm,
measured with a microwave frequency of 19 GHz, is fitted (solid green line) by a
combination of antisymmetric (dashed blue line) and symmetric (dashed red line)
Lorentzians. (b) The resonance fitted for a dCo = 3 nm device, measured at 16
GHz, shows a reversal in sign of the antisymmetric part compared to dCo = 1 nm.
and the effective field for the spin-Hall spin-transfer torque is
µ0hSH =
−J0S
MSdCo
σˆ × mˆ. (5.3)
These are detected in Vdc (for σˆ in −yˆ direction) as
Vasy
Aasy
=
Itot∆R
2
sin 2θ
JPtdPt
2
cos θ (5.4)
and
Vsym
Asym
=
Itot∆R
2
sin 2θ
J0S
MSdCo
cos θ (5.5)
respectively. The interfacial spin-current density, J0S is related to the total spin-
current density by
J0S = JS
[
1− sech
(
dPt
λsf
)]
. (5.6)
Hence the spin-Hall angle can be calculated from the fitted cos θ sin 2θ components
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Figure 5.6: (a) The individual resistivities of the Pt and Co layers are deduced
by measuring the total resistance of Hall bars as a function of layer thicknesses.
(b) The saturation magnetisation of the layers in the range dCo = 1 to 2 nm
was measured by SQUID magnetometry as ∼1.45 T in all layers, except in the
dCo = 1.5 nm layer in which measurements of two parts of the wafer showed
consistently higher values. A re-grown layer showed a more consistent value, and
this was the layer used for the devices presented in this chapter.
(for σˆ in −yˆ direction) as
θSH =
2e
~
JS
JPt
=
VsymAasy
VasyAsym
e
~
MSdCodPt
1
1− sech
(
dPt
λsf
) . (5.7)
A positive value of σ, in this definition, gives a negative spin-Hall angle.
For the series of layers measured, the saturation magnetisation of the layers
was measured by SQUID magnetometry *. These values are shown in Figure 5.6b.
Using these measured values, θSH is plotted against dCo in Figure 5.7. Contrary
to the measurements by Liu et al., the values of θSH calculated in this thickness
range are not independent of dCo and change in sign, indicating this calibration is
flawed. From the sign flip of τF, this is partly due to a non-Oersted contribution
to τF.
The relative sizes of the fitted torques can be compared as they are induced
by the same current. Figure 5.8 shows the ratio of the total field-like to anti-
damping torques ((τF + τOe)/τAD) for the range of cobalt thicknesses measured. A
*Mu Wang kindly measured the magnetisation in these layers.
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Figure 5.7: The effective spin-Hall angle, θSH(1 − sech(dPt/λsf)), self-calibrated
from the fitted Lorentzians using equation 5.7, is not constant with dCo, indicating
the calibration is flawed.
theoretically calculated ratio is also shown for the case where the field-like torque
is purely Oersted and the anti-damping torque is due to the spin-transfer torque of
the spin-Hall spin-current. The calculated ratio depends on the values of θSH and
the spin-diffusion length, λsf , of platinum.
23 Here, θSH = 0.08 has been used (as
reported by Liu et al.23) for λsf = 1,2 and 3 nm. For this calculation saturation
magnetisation values, found from SQUID measurements, of µ0MS = 1.45 ± 0.05
T have been used. As the Co layer becomes thicker the ratio converges with the
theoretical curve for λsf = 1 nm.
 However, as dCo reduces below around 2 nm,
the ratio become negative and diverges from the theoretical curves, indicating
the presence of an additional field-like torque, τF, which increasingly opposes the
Oersted torque. If more conservative values for the theoretical modelling are used
(larger λsf , smaller θSH), τF is even larger.
This reversal in sign of the total field-like torque has not been observed before
in Co/Pt. The sign of τF and τAD measured here is consistent with the torques
observed by Garello et al. at low frequency in an AlOx/Co(0.6 nm)/Pt(3nm)
device.34 Equally, in the dCo = 3 nm layer, where τF is weakest, the torques
resemble those measured by Liu et al. at microwave frequencies in Py(4 nm)/Pt(6
nm)23 and CoFeB(3 nm)/Pt(6 nm).24
This is smaller than most reported values of the spin diffusion length for platinum, although
recent measurements have reported similar values of 1.2148 and 1.4 nm98
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Figure 5.8: The ratio of the sum of the Oersted and field-like torque to anti-
damping torque is calculated for a series of cobalt thicknesses (dPt = 3 nm). The
error bars show the uncertainty due to the fitting of the torque values to the data.
Further scatter in the data may be due to variation within each layer studied.
Additionally shown is the calculated torque ratio for the model presented by Liu
et al.23 where only the Oersted torque and the anti-damping torque purely due to
the spin-transfer torque of the spin-Hall spin-current are considered. Theoretical
curves are plotted for θSH = 0.08 (the same as Liu et al. reported for their self-
calibration method), for Pt spin-diffusion lengths of 1, 2 and 3 nm.
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Kim et al. have studied the torques at low frequency as a function of ferromag-
net thickness (0.9 to 1.3 nm) in CoFeB/Ta(1 nm).33 They observed a constant τAD
with opposite sign, because the spin-Hall angle is negative in Ta. τF increased in
the thinner ferromagnet layers, but in contrast to the Co/Pt layers studied here,
added to the Oersted torque.
Fan et al. have measured the torques at low frequency, with a Cu spacer layer
inserted between a Py and Pt layer.35 A field-like torque was observed even with
the spacer layer, and reduced with increasing spacer thickness, indicating that
the torque was likely to be a non-adiabatic STT. As the ferromagnet thickness
was reduced, the torque increased and added to the Oersted torque. This is the
opposite sign to the τF observed here in Co/Pt. Fan et al. also studied CoFeB/Ta
layers using electrically driven FMR. It could be seen that as the ferromagnet layer
is reduced, the field-like torque increases, and opposes the Oersted field. This is
the opposite sign to the observation of Kim et al.
When trying to reconcile these previous measurements with the observation
made here, it is likely that differing material parameters in each experiment, the
quality of the interfaces and the degree of oxidation of the additional ferromagnet
interface could give quite different results. Nonetheless, the trend and sign of the
field-like torque observed is consistent with the studies by Liu et al. and Garello
et al. Furthermore, if the direction of the Rashba field is inverted in CoFeB/Ta
compared to Co/Pt,144 or if the non-adiabatic STT depends on the negative sign
of the SHE in Ta, this result can also be consistent with Kim et al. and an earlier
measurement by Suzuki et al.144 The sign of τF measured here opposes the Oersted
field and is opposite to the one measured by Fan et al. in Py/Pt. This can be
explained by the measured torque having a different origin from Fan et al. The
measurements by Fan et al. with Cu spacers strongly indicate a non-adiabatic
STT origin in their case. In contrast, the τF observed here opposing the Oersted
field is consistent with a Rashba field, with opposite sign to the non-adiabatic STT
observed by Fan et al., dominating in this material.
Furthermore, the inverse measurement in these same layers presented in Chap-
ter 4, where an on-chip stripline was used to excite FMR can be considered in the
context of this result. In that measurement, spin-current was pumped across the
interface, and an induced voltage was measured from the inverse spin-Hall effect.
In that measurement, an enhancement in the induced voltage was observed to
67
Heating calibration
which an origin could not be attributed. It should be now noted that the spin-
galvanic effect in this system (what could be called the inverse-Rashba effect),
has the same symmetry as the inverse spin-Hall effect149 and can explain the en-
hanced voltage in the thin ferromagnet layers. This provides further evidence that
a proportion of τF, observed here, is due to the effective Rashba field.
5.3 Heating calibration
As it is clear that the self-calibration method is not reliable for calculating field
sizes in these ultra-thin layers, it would be desirable to have an alternative way of
determining the current in these layers. The spin-orbit fields in (Ga,Mn)As layers
have previously been calibrated by Joule heating.45 The same technique was used
to try and calibrate the current-induced torques in these Co/Pt layers.
At low frequencies, the reactance of the circuit is negligible, and therefore the
power dissipated is simply given by Joule’s Law, Pdc = I
2
dcR. At higher frequencies,
the reactance of the circuit becomes significant and the 50 Ω microwave source
and load are not impedance matched. Hence a proportion of the source power
is reflected, and without specific knowledge of the reactance of the sample the
microwave current, Imw, in the sample is not known.
By comparing the response in sample resistance to heating by the dc power
and microwave power, the proportion of microwave source power dissipated in the
sample can be calibrated. For a small amount of heating, δR ∝ δP , and so the
proportion of the source microwave power dissipated in the sample is given by
Psample =
∂Pdc
∂R
∂R
∂Pmw
Psource. (5.8)
To compare the change in resistance due to heating by dc or microwave currents,
a small 20 mVp−p sine wave at 123.45 Hz was applied by a function generator across
the sample. The resistance was calculated by measuring the resulting current
through the sample with a lock-in amplifier. To measure the effect of dc heating,
an offset voltage was added to the sine wave from the function generator. In
contrast, to measure the effect of microwave heating, no offset voltage was applied
by the function generator, but a constant microwave signal was applied to the
sample via the microwave line.
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Figure 5.9: (a) Dependence of resistance on dc power in a Co(2nm)/Pt(3nm)
sample. The relationship is approximately linear, as expected for small heating.
The dependence is similar for positive and negative dc bias. (b) Dependence of
resistance on microwave power. There is a positive correlation between resistance
and power, but the signal to noise ratio is very poor.
The results for the dc heating are shown in Figure 5.9a. The resistance for both
a negative and positive applied dc bias shows a linear response to power. There
is a small discrepancy between the gradient for negative and positive bias that
becomes particularly apparent at high bias. The effect of heating by microwave
current can be seen in Figure 5.9b. In contrast to the dc case, there is not a clear
relationship between resistance and applied power as the signal to noise ratio is
very poor up to the maximum source power available (1 W). This is partly because
the thermal coefficient of resistance is very small. A positive correlation can be
seen between R and Pmw, but a good calibration can not be made with the data.
Notice though, that an upper bound can be put on ∂R/∂Pmw of 30 ΩW
−1, giving
a power delivery of no better than ∼ 0.05%.
The calibration requires large currents, of order 1 mA, to be put through the
samples, because of the small temperature coefficient of resistance. Although for
a few samples, this reliably gave data for dc heating, quite frequently this also
destroyed the samples. From resistivity studies of thicker cobalt films,150,151 the
temperature coefficient of resistivity can be estimated as ∂ρ/∂T · 1/ρ = 2 × 10−3
K−1. From the heating data this corresponds to a temperature change of 17 K
mW−1. This is a very rough estimation, because the dependence of resistivity on
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Figure 5.10: (a) A typical AMR curve for a dCo = 1.25 nm device. (b) The AMR
coefficient shows no trend with dCo, and varies around 0.4% of the resistance
temperature may differ significantly in these ultra-thin films.
5.4 Conclusions
Although the size of the current-induced fields could not be accurately calibrated
by the heating calibration, the upper bound it places on the efficiency of the
microwave power delivery allows an upper limit for the spin-Hall angle to be cal-
culated. By measuring the resistivity of Hall bars as a function of cobalt thickness
(see Figure 5.6a), the resistivity of the Co and Pt layers is calculated as 113 and
76 µΩcm in the ultra-thin regime. The proportion of microwave current in the Pt
layer can then be derived from these resistivities. Combined with the measured
values of MS from SQUID and the coefficient of AMR from magnetoresistance
measurements (see Figure 5.10) and using equation 5.5, the upper-bound of the
spin-Hall angle in the 2 nm cobalt layer is calculated to be ∼10%. This can be
compared to the spin-Hall angle of 7.6% calculated by Liu et al.,23 using their
similar current-induced FMR technique.
By looking at the ratio (τOe + τF)/τAD, it becomes easier to study how the
additional field-like torque changes with cobalt thickness, relative to the anti-
damping torque. As the cobalt layer thickness is reduced, the additional field-like
torque increases in size and opposes the Oersted torque, becoming larger in layers
thinner than 2 nm. This is consistent with the emergence of a Rashba field with
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negative sign.
71
Conclusions
72
Chapter 6
A room temperature crystal
spin-orbit torque
Although most of the recent research focus concerning spin-orbit torques has
been on ultra-thin metal bilayers, the spin-orbit torques were first observed in
thin-film (Ga,Mn)As devices.31 While this material is only magnetic at cryogenic
temperatures, (Ga,Mn)As is an excellent system in which to study the underly-
ing physics. Most importantly, the spin-orbit torques are induced by the bulk
inversion-asymmetry of the crystal structure and therefore have a ‘Dresselhaus’
cubic symmetry31,45 which enables them to be distinguished from non-crystalline
effects. While the ‘Rashba’ symmetry spin-orbit torques observed in metal bi-
layers39,40 can not be easily distinguished by symmetry from the spin-Hall spin-
transfer torque or the Oersted torque, the origin of the torques in (Ga,Mn)As is
unambiguous.
When a current flows through the inversion-asymmetric zinc-blende (Ga,Mn)As
crystal, a spin-accumulation is induced in the hole population.30 In low-temper-
ature ferromagnetic (Ga,Mn)As this exerts a torque through exchange coupling
to the local magnetic moments on the Mn ions.111,112,152 In room temperature
(Ga,Mn)As the spin-accumulation still exists, although the material is no longer
ferromagnetic. In analogy to the Rashba symmetry torques which are reported in
metal bilayers, one might also consider whether this spin-accumulation could exert
a torque on an adjacent ferromagnetic layer.
In this chapter, a room temperature spin-orbit torque arising from crystal
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Figure 6.1: Schematic of the device. The Fe ions at the interface, through the ex-
change interaction, ferromagnetically order a few monolayers of Mn ions opposing
the Fe magnetisation. Due to the inversion-asymmetry of the zinc-blende crys-
tal structure, as an applied electric field accelerates the charge carriers through
the (Ga,Mn)As, the spins scatter into lower energy spin states generating a spin-
accumulation. This is the inverse spin-galvanic effect (ISGE). The spin-Hall effect
(SHE) in the semiconductor causes the spins to spatially separate, generating a
pure spin-current, JS, which flows into the Fe layer. Through exchange coupling
and a spin-transfer torque, these two effects exert a field-like and anti-damping
torque on the magnetisation respectively. An alternating current flowing at the
resonance frequency drives FMR.
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bulk inversion-asymmetry is demonstrated for the first time. Bilayers of Fe/
Ga0.97Mn0.03As, grown by molecular-beam epitaxy (MBE), are measured using
spin-orbit FMR.23,45 These layers have previously been studied by SQUID and
X-ray magnetic circular dichroism (XMCD)153 due to reports of proximity ex-
change polarisation of a (Ga,Mn)As interface layer.154–156 A magnetic (Ga,Mn)As
interface layer of a few monolayers was shown to exist at room temperature, an-
tiferromagnetically coupled to the Fe. Unlike previous SO-FMR measurements of
(Ga,Mn)As,45,49 to preserve the quality of the interface, the devices studied are
not annealed. Consequently the number of compensating interstitial Mn ions is
much higher, and the conductivity is comparatively small. Nevertheless, spin-orbit
torques with Dresselhaus symmetry, clearly originating from the semiconductor,
are shown to drive FMR in the adjacent magnetic Fe layer. These torques are
observed alongside the spin-transfer torque arising from the spin-Hall effect in the
(Ga,Mn)As layer and are of comparable magnitude.
6.1 SO-FMR in Fe/(Ga,Mn)As bilayers
Wafers of Fe(2 nm)/Ga0.97Mn0.03As(20 nm) and Fe(2 nm)/Ga0.97Mn0.03As(10 nm)
were grown by MBE.* 1×10 µm bar devices were fabricated by EBL for SO-FMR
measurements. The devices were mounted on PCBs as part of a microstrip reso-
nant circuit (see Appendix A) almost identical to the one used for experiments in
Chapter 5. In this case, however, a 4-finger in-line capacitor was used to impedance
match a typical sample of resistance ∼8 kΩ at room temperature. A wirebond,
attached to the centre of the microstrip resonator allowed the dc voltage, Vdc, to be
measured across the sample to ground. The inductance of the wirebond, combined
with the in-line capacitor forms a bias-tee, separating the alternating and direct
currents.
SO-FMR measurements are made at room temperature as described in Chap-
ter 5.1 using the electromagnet system discussed in Chapter 3.2. A schematic
of the device is shown in Figure 6.1. For each FMR sweep, microwave current
was pulse modulated at 123.45 Hz in the device as the magnetic field was swept
*The MBE growth was kindly performed by Richard Campion of Nottingham University.
Kamil Olejnik of the Institute of Physics, Prague, kindly performed the sample fabrication.
Lucy Cunningham kindly assisted with some of these measurements.
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from high to low. The resonance was measured in Vdc by the AMR rectification
effect using a lock-in amplifier. Source microwave powers of 25 dBm were typically
used. The microwave frequencies used, typically between 15 and 16.5 GHz, were
selected to be close to twice the fundamental frequency of the resonator, to allow
high power transmission into the device. For each device, FMR sweeps were made
by sweeping the external field every 10 degrees in the plane of the sample. The
crystal dependence of the spin-orbit torques was investigated by measuring bars in
four different crystal directions (three directions for the 10 nm (Ga,Mn)As wafer).
To determine the size of the AMR (and therefore the efficiency of the resonance
detection), the bias-tee was used to make a 2-point resistance measurement of the
bar whilst it was rotated through a constant saturating field of 1 T.
6.2 Results and analysis
Each FMR sweep is fitted by a combination of symmetric and antisymmetric
Lorentzians as given by equation 3.5 with an additional linear background (see
Figure 6.2a). The magnetisation angle dependence of the fitted peaks is studied
to determine the symmetries of the current-induced torques. Due to a signifi-
cant in-plane uniaxial crystal anisotropy in the Fe, the equilibrium magnetisa-
tion direction is not the same as the externally applied magnetic field at res-
onance. The magnetisation angle, uniaxial anisotropy and effective magnetisa-
tion are found by self-consistently fitting the Kittel and free energy equations
(see Figure 6.2b). From measurements in four crystal directions in each layer,
the values of the uniaxial anisotropy and effective magnetisation are found to be
µ0HU = 0.104 ± 0.004 T and µ0Meff = 1.90 ± 0.06 T in the layer with 10 nm
(Ga,Mn)As and µ0HU = 0.101± 0.001 T and µ0Meff = 1.85± 0.03 T in the layer
with 20 nm (Ga,Mn)As. In this analysis the gyromagnetic ratio has been assumed
to be that of a free electron, γ = 1.76×1011 radT−1, which is close to the literature
value.157
Empirically it is found that in addition to the expected angle-dependent terms
due to the AMR rectification (equations 3.7 and 3.6), small additional terms are
needed to completely fit the data. In the case of the antisymmetric coefficients,
there is an angle-independent offset as well as a sin 2θ term. For the symmetric
coefficients this includes a sin θ term which may be due to a spin-pumping signal.
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Figure 6.2: (a) Each FMR sweep is fitted by a combination of an antisymmetric
(blue dashed line) and a symmetric (red dotted line) Lorentzian with a linear
background. (b) For a [010] bar fabricated from the 20 nm layer, the resonant
field is plotted as a function of magnetisation angle showing an in-plane uniaxial
anisotropy. Both the magnetisation angle and fitted curve are self-consistently
fitted to the Kittel and free energy equations.
By fitting these components to Vasy/Ayy and Vsym/Ayz (equations 3.7 and 3.6),
the symmetries of the torques can be found. In total the fitted components are
expressed as
Vasy
Ayy
= C0 + Vmix (hy cos θ − hx sin θ) sin 2θ + Csin 2θ sin 2θ (6.1)
and
Vsym
Ayz
= Csin θ sin θ + Vmix
(
h0z + h
cos θ
z cos θ + h
sin θ
z sin θ
)
sin 2θ. (6.2)
The fitted angle dependence of the voltages is shown in Figure 6.3 for the
layer with 20 nm (Ga,Mn)As. The fitted components for the antisymmetric and
symmetric data are shown in Figs. 6.4a and 6.4b respectively.
The antisymmetric components depend on the crystal direction and have mainly
the Dresselhaus symmetry (hD ∝ (−kx′ , ky′)) with a small additional Rashba sym-
metry component (hR ∝ (−ky′ , kx′)) as has previously been observed in low tem-
perature measurements of thin-film, annealed (Ga,Mn)As.45,49 Here the x′ and y′
coordinates correspond to the [100] and [010] crystal directions. The symmet-
ric components, which are of comparable magnitude, do not show a significant
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Figure 6.3: (a),(b) The angle dependence of Vasy/Ayy is fitted by equation 6.1
for devices in each crystal direction (data shown here from 20 nm layer). (c),(d)
Vsym/Ayz from the same devices are fitted with equation 6.2.
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Figure 6.4: (a),(b) Fitted angle-dependent components for Vasy/Ayy and Vsym/Ayz
for each crystal direction in the 20 nm layer respectively.
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variation with crystal direction. The main symmetric component, hcos θz with a
cos θ sin 2θ symmetry indicates a magnetisation dependent torque. This is the
same symmetry that we are familiar with in metal bilayers that is indicative of
a spin-Hall effect spin-transfer torque.23 The independence of this symmetry on
crystal direction immediately rules out an anti-damping torque arising from the
Dresselhaus spin-orbit fields.
6.3 Calibration of current-induced torques
To calibrate the spin-orbit fields and calculate the spin-Hall angle, both the mi-
crowave current in the sample and the AMR need to be measured. Values of the
AMR, found from 2-point magnetoresistance measurements, were typically found
to be 21 Ω for the layers with 10 nm (Ga,Mn)As and 17 Ω for the 20 nm layers.
The current was found using the bolometric heating calibration previously shown
in Chapter 5.3. Typically the heating calibration suggests 10 - 30% of the source
microwave power is impedance-matched into the sample, resulting in injected mi-
crowave currents of the order of 1 mA.
To calibrate the efficiency of the spin-orbit fields, the proportion of current in
the (Ga,Mn)As needs to be estimated. Hall bars were fabricated from the 10 nm
wafer by photolithography for this purpose. 4-point resistivity measurements were
made before and after removal of the Fe and AlOx capping layers, to estimate the
resistivity of the (Ga,Mn)As and Fe. The alumina was removed by a 15 s immersion
in 10% HCl solution. The Fe was selectively removed by a 15 s immersion in MF319
developer. The sheet resistance showed a change from 1046 Ω/sq to 9068 Ω/sq
after stripping the metal layers, indicating that 12% of the current flows through
the 10 nm (Ga,Mn)As layer. The resistivity of the 20 nm layers is assumed to be
the same as in the 10 nm layer, giving an equivalent figure of 21%.
The spin-orbit fields were calibrated in each crystal direction for the 20 nm
layers. These are shown in Figure 6.5a as well as a vector representation of the
fields in Figure 6.5b. In [100] and [010] devices, the Dresselhaus (hx) and Rashba
(hy) fields are orthogonal and it can be calculated that the Rashba field is 0.37±
0.06 the size of the Dresselhaus field. From averaging the fields from each of
the crystal directions an estimate of hD = 1.6 ± 1.0 µT/106Acm−2 and hR =
0.6± 0.4 µT/106Acm−2 is found for the efficiency of the Dresselhaus and Rashba
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Figure 6.5: (a) Calibrated effective spin orbit fields in each of the measured 20 nm
layer crystallographic directions. (b) A vector representation of the combined
calibrated Dresselhaus and Rashba fields in the 20 nm layer. The fields are scaled
for a current density of 106Acm−2.
fields respectively. Here the efficiency is defined as the effective field induced per
the current density in the (Ga,Mn)As layer. For an equivalent calibration in three
crystal directions of the 10 nm devices, the efficiencies of the fields were estimated
to be hD = 2.4 ± 1.5 µT/106Acm−2 and hR = 1.0 ± 1.2 µT/106Acm−2. The
measured parameters used in these calculations are tabulated in Tables 6.1 and 6.2
for the 20 and 10 nm (Ga,Mn)As thicknesses respectively.
6.4 Efficiency of the bulk torques
To compare the efficiency of the Dresselhaus fields measured in the bilayers at room
temperature to a bulk value, a 10 × 100 µm bar device was fabricated in the [100]
direction by photolithography from the 10 nm layer. The AlOx and Fe layers were
stripped as described above, leaving a device with ∼100 kΩ resistance at room
temperature. The device was cooled to below its Curie temperature which, from
measurement of the device resistance with temperature (Figure 6.6a), is ∼30 K.
The device was measured in a low temperature vector magnet system at 15 K.
The microwave frequency used was close to twice the fundamental frequency of
the resonator, 13.95 GHz. The microwave source power was 18.5 dBm.
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Direction
[100] [110] [010] [11¯0]
R (Ω) 8460 8264 8419 8496
∆R (Ω) 17.7 15.4 17.5 16.5
I0 (mA) 3.5 2.2 1.8 1.8
µ0HU (T) 0.101 0.101 0.101 0.102
µ0Meff (T) 1.82 1.83 1.87 1.87
µ0hx (µT/10
6Acm−2) -0.46 -0.11 1.32 -0.05
µ0hy (µT/10
6Acm−2) 0.19 2.24 0.42 -1.79
µ0h
cos θ
z (µT/10
6Acm−2) -0.64 -2.06 -1.92 -3.11
Table 6.1: Measurement parameters and calculated effective fields used in the
analysis of the Fe(2 nm)/Ga0.097Mn0.03As (20 nm) devices.
Direction
[100] [010] [11¯0]
R (Ω) 8907 8695 8805
∆R (Ω) 23.1 22.9 20
I0 (mA) 1.43 0.75 4.46
µ0HU (T) 0.107 0.108 0.098
µ0Meff (T) 1.95 1.85 1.84
µ0hx (µT/10
6Acm−2) -2.16 3.98 -0.019
µ0hy (µT/10
6Acm−2) 0.27 2.37 -0.69
µ0h
cos θ
z (µT/10
6Acm−2) -3.24 -7.62 -1.28
Table 6.2: Measurement parameters and calculated effective fields used in the
analysis of the Fe(2 nm)/Ga0.097Mn0.03As (10 nm) devices.
82
Chapter 6: A room temperature crystal spin-orbit torque
0 50 100 150 200
-80
-60
-40
-20
0
T (K)
d
R
/d
T
(k
Ω
K
−1
) (a)
0 90 180 270 360
0.0
0.2
0.4
0.6
θ (degrees)
µ
0
H
re
s
(T
)
(b)
Figure 6.6: (a) Derivative of (Ga,Mn)As resistance with temperature. The peak in
derivative gives a Curie temperature of ∼30 K. (b) Angle dependence of resonant
field, for f = 13.95 GHz, showing the cubic magnetic anisotropy.
As the (Ga,Mn)As is unannealed and therefore inhomogeneous, the linewidth
is very broad (∼150 mT) compared to the room temperature FMR measurements
(∼3.5 mT) where the precession of the Fe magnetic moments is measured. A
typical fitted resonance is shown in Figure 6.7a. The complete removal of the Fe
layer can be seen in the change from a uniaxial to a cubic magnetic anisotropy
(Figure 6.6b). The angle dependence of Vasy/Aasy and Vsym/Asym is shown in Fig-
ure 6.7b. The angular dependence of the antisymmetric data is fitted by a combi-
nation of a cos θ sin 2θ term, a sin θ sin 2θ term and a sin θ term. In contrast to the
bilayer data, the cos θ sin 2θ term dominates, indicating a hy effective field mostly
exists. This makes interpreting the data difficult. However, there is also a hx ef-
fective field which may correspond to the Dresselhaus spin-orbit field. The current
is calibrated using the same heating calibration as before. 0.03% of the microwave
source power is estimated to be dissipated in the sample, corresponding to a cur-
rent of 8.5 µA in the device. An estimation of 15 dB loss between the microwave
source and sample indicates that ∼1% of the incident power is transmitted. This is
reasonable given the impedance of the sample (∼250 kΩ) is far above the matching
impedance of the resonator (∼10 kΩ). An AMR coefficient of ∆R = 9000 Ω leads
to an estimate for the spin-orbit field efficiency of hD = −1.5 mT/106Acm−2. Note
that this has the opposite sign to the field in the room temperature bilayer and
the previous SO-FMR measurements in Ga0.94Mn0.06As.
45
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Figure 6.7: (a) A resonance peak in a stripped [100] 20 nm (Ga,Mn)As device
measured at 15 K is fitted by a combination of antisymmetric (blue dashed line)
and symmetric (red dotted line) Lorentzians with a linear background. (b) The an-
gular dependence of the fitted components in the same device. The antisymmetric
dependence is fitted by a cos θ sin 2θ, sin θ sin 2θ and sin θ component.
6.5 Calibration of the spin-Hall angle
The spin-Hall angle of the (Ga,Mn)As layer can be estimated if one assumes that
MS ≈ Meff . This is usually a good approximation as long as the demagnetisation
field can be treated as that of an infinite plane. The values of µ0Meff = 1.85±0.03 T
measured for these layers is not far from the literature value of 1.7 T for bulk Fe.
The spin-Hall angle is then estimated from the calibrated microwave field using
equation 5.3 as in metal bilayers,
θSH =
2e
~
µ0MSdFe
hcos θz
JC
, (6.3)
where dFe is the thickness of the Fe layer, h
cos θ
z is the magnitude of the effective
field induced by the spin-Hall effect spin-transfer torque and JC is the current
density in the semiconductor. Note that it has been assumed in this calculation
that the thickness of the semiconductor is much thicker than its spin-diffusion
length. The experimentally measured values in the 20 nm devices then give a
value of θSH = 0.17 ± 0.09%. From the three calibrated devices in the 10 nm
layers, the estimated value is θSH = 0.20± 0.16%.
84
Chapter 6: A room temperature crystal spin-orbit torque
6.6 Discussion
The observed spin-orbit fields possess the k-linear Dresselhaus symmetry char-
acteristic of the strained zinc-blende lattice of the (III,V) semiconductors. A
smaller additional field with Rashba symmetry can also be distinguished from
the Dresselhaus symmetry fields in the [100] and [010] current directions, where
they are orthogonal. These fields are consistent in symmetry with the fields pre-
viously measured in thin-film annealed Ga0.94Mn0.06As devices at low tempera-
tures, but are two orders of magnitude smaller than the hD = 180 µT/10
6Acm−2
measured there.45 The origin of the Rashba symmetry fields is the same as the
uniaxial anisotropy that appears in (Ga,Mn)As, which reduces the symmetry of
the zinc-blende crystal. Birowska et al. explain this reduction in symmetry by a
non-random distribution of Mn ions over cation sites introduced during epitaxial
growth.158 This effect can be parameterised as an effective strain xy in the lattice.
The field-like nature of these torques indicates that the spin-accumulation in-
duced through the bulk inversion-asymmetry in the semiconductor exerts a torque
on the Fe and Mn moments locally through exchange coupling at the interface.
This coupling is likely to be strongest in the proximity polarised (Ga,Mn)As layer
at the interface where there is both local magnetisation and generation of spin-
accumulation. If the coupling can be approximately described as a uniform effec-
tive field acting over an effective interface volume, then the effective field acting
on the interface moments, hintD , can be found by the ratio of interface magnetic
moments to total magnetic moments,
hintD = −
VtotMtot
VintMint
hD, (6.4)
whereMtot andMint are the magnetisations of the total Fe layer and at the interface
respectively and Vtot and Vint are the volumes of the Fe layer and the effective
interface volume which experiences the torque.
If one assumes that this interface volume consists solely of the proximity po-
larised magnetic (Ga,Mn)As layer, then the ratio of moments can be estimated
from previous 5 K SQUID measurements of the Fe and (Ga,Mn)As moments.
There, the interface thickness was measured as 0.7 nm and the magnetic mo-
ments of the 2 nm Fe and 20 nm (Ga,Mn)As layers were 4.5 × 10−8 Am2 and
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0.3 × 10−8 Am2 respectively.153 An estimated ratio of VtotMtot/VintMint = 430
results in an interface field of hintD ∼ −0.7 mT/106Acm−2. This is around half
the size of the bulk effective field found from the low temperature measurement
of the stripped Ga0.97Mn0.03As. It is surprising that this and the low tempera-
ture value are significantly bigger than the fields previously measured in annealed
Ga0.94Mn0.06As (180 µT/10
6Acm−2), as the lower Mn concentration should re-
sult in a smaller lattice growth strain. However, the torques have not previously
been measured in unannealed samples and the interstitial Mn content may have a
significant effect on the lattice strain and spin-orbit coupling.
The low-temperature measurements of a 10 nm thin-film (Ga,Mn)As [100] de-
vice suggest that, because the sign of the measured hx field is inverted, the sign
of the spin-accumulation induced by the current is inverted with respect to that
of thin-film annealed Ga0.94Mn0.06As. The spin-accumulation in the itinerant hole
population of the (Ga,Mn)As could exert a torque either through ferromagnetic
exchange with the Fe magnetisation at the interface, or with antiferromagnetic
exchange with the interfacial Mn magnetisation.159,160 The strong antiferromag-
netic coupling between the magnetic interfacial (Ga,Mn)As layer and the Fe mag-
netisation153 (see Figure 6.8) leads to a torque with opposite sign to that in the
low-temperature measurements of stripped (Ga,Mn)As.
A torque with anti-damping Dresselhaus symmetry can arise intrinsically due to
precession of the spins around the sum of the spin-orbit fields and local magnetisa-
tion as they are accelerated by the electric field. However, unlike low-temperature
measurements in thin-film annealed Ga0.94Mn0.06As,
49 this symmetry is not seen.
The spin-diffusion length and momentum scattering times are likely to be signifi-
cantly shorter in these unannealed samples due to the higher number of interstitial
Mn ions. This may have some effect on the size of this torque. If the effective
spin-orbit fields arise mainly due to exchange coupling from spin-accumulation in
the non-magnetic part of the semiconductor one would also expect a much smaller
intrinsic anti-damping torque.
Alongside the field-like spin-orbit torque there also exists an isotropic anti-
damping torque, due to the spin-Hall effect. This different type of torque arises
because the spin-Hall effect drives a spin-current into the ferromagnet which ex-
erts a spin-transfer torque.23 The induced spin-accumulation, in contrast, causes
little spin-current to flow, evidenced by the non-crystalline dependence of the
86
Chapter 6: A room temperature crystal spin-orbit torque
H
JexMMn
MFe
Figure 6.8: The spin-accumulation in the magnetic (Ga,Mn)As interface layer
can exert a torque on the local magnetisation through antiferromagnetic exchange
coupling. This magnetisation, MMn, strongly antiferromagnetically coupled to the
magnetisation in the much larger Fe layer, MFe, exerts a torque with opposite sign
on MFe.
anti-damping torque. The spin-Hall angle of 0.2% measured in the unannealed
Ga0.97Mn0.03As is close to the value of 0.6% previously measured in p-doped GaAs
using a spin-pumping technique.161 In the analysis, perfect transmission of spin-
current across the interface was assumed as in the case for metal bilayers. However,
in this material there should be a Schottky barrier at the interface which could
lead to a significant imaginary part of the spin-mixing conductivity.16 Therefore,
the estimated spin-Hall angle should be seen as a lower bound.
6.7 Conclusions
The current-induced spin-accumulation, which exerts a torque on the local mag-
netic moments in low-temperature (Ga,Mn)As, also exists in non-magnetic room
temperature (Ga,Mn)As. By depositing a layer of Fe on top of the (Ga,Mn)As,
the spin-accumulation in the (Ga,Mn)As exerts a torque on the Fe magnetisation
through exchange coupling at the interface. It is still an open question as to what
extent the proximity polarised layer of (Ga,Mn)As at the interface plays a role in
this exchange coupling. Unlike Rashba symmetry torques, which originate from
the structural inversion-asymmetry of the interface, these torques, which originate
from the bulk inversion-asymmetry of the semiconductor, can be distinguished
from torques due to the spin-Hall effect by their dependence on crystal direction.
Ferromagnet/semiconductor bilayers are therefore an attractive system in which
to unambiguously study the fundamental physics of current-induced torques. Fur-
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thermore, this study motivates research into spin-orbit torques in single-layer fer-
romagnetic metals with bulk inversion-asymmetry, with the aim of creating new
spintronic memories.
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Conclusions and outlook
This thesis has presented experimental studies of spin dynamics in two different
spin-orbit coupled room temperature ferromagnetic systems: bilayers of Co/Pt
and Fe/(Ga,Mn)As. It is instructive to compare the current-induced torques
that have been observed in these similar ferromagnet/non-magnet bilayer systems.
The current-induced torques in both materials consist of a field-like and an anti-
damping term. There is something quite fundamental about this; the field-like and
anti-damping torques are the lowest order possible torques which are odd and even
functions of magnetisation respectively. Some measurements of metal bilayers now
suggest the presence of higher order terms that require the theoretical models of
these effects to be refined further.34
In Chapter 5, the measurements of the torques in Co/Pt showed the emergence
of a field-like torque in the thinnest ferromagnetic films, consistent with a Rashba
field. However, it is not simple to separate from this the field-like component of
the SHE-STT which one would also expect to become largest in the thinnest fer-
romagnets. In contrast, in Chapter 6, the measurements of the spin-orbit torques
in Fe/(Ga,Mn)As bilayers showed a field-like torque with a Dresselhaus symme-
try originating from the inversion-asymmetry of the zinc blende crystal. This is
easily separated from the SHE-STT contribution which has an anti-damping sym-
metry and is isotropic with respect to the crystal direction. Not only is this the
first demonstration of a spin-orbit torque arising from a bulk inversion-asymmetry
at room temperature, but the ability to separate the Dresselhaus and SHE-STT
contributions makes Fe/(Ga,Mn)As an attractive system in which to study the
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The measurements of Co/Pt in Chapter 5 and the continuing debate amongst
the spintronics community about the origins of the torques in metal bilayers
demonstrates the difficulty of disentangling the spin-Hall and Rashba effects. Re-
cent measurements of domain wall propagation in these systems also suggest that
the Dzyaloshinskii-Moriya interaction162,163 (DMI) may also play a role in magneti-
sation switching with these torques.164–166 The DMI is an antisymmetric exchange
interaction that can exist when there is spin-orbit coupling and an inversion-
asymmetry. This leads to chiral magnetic structures such as conical, helical and
skyrmion formations. Micromagnetic simulations suggest that in some metal lay-
ers, intermediate helical states can form during current-induced switching due to
the DMI at the interface.167
Spin-orbit torque physics is still in its infancy, but clearly has a role to play
in many spintronic systems. An immediate goal, in response to the study of
Fe/(Ga,Mn)As in Chapter 6, should be the growth and measurement of the current-
induced torques in a room temperature ferromagnet with a BIA. The experimental
developments regarding the DMI in metal layers suggests that new physics involv-
ing the spin-orbit torques could also be found in chiral magnetic structures with a
bulk DMI, such as MnSi.168 Another set of interesting materials which are likely
to be explored are topological insulators (TI). There is already one report of large
current-induced torques, attributed to the spin-splitting of the surface TI states
in Bi2Se3/permalloy bilayers.
169 Whilst the fundamental physics in the metallic
bilayer structures is complicated, research in these materials is likely to intensify
due to the immediate potential for commercialisation of spintronic memories.
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Appendix A
Impedance matching
The high-frequency experiments described in Chapter 4 were performed without
impedance matching. That is to say, the characteristic impedance of the trans-
mission line, Z0 = 50Ω, is not equal to the impedance of the load, ZL. At the
impedance-mismatch, the reflection coefficient is given by
Γ =
ZL − Z0
ZL + Z0
. (A.1)
For the ∼ 2 kΩ samples typically measured, ∼ 90% of the microwave power is
reflected from the sample. This is undesirable, firstly because microwave sources
with high power outputs must be used to compensate for the low transmission and
secondly, because we cannot directly calibrate the amount of microwave power in
the sample. To overcome this, a matching network must be used. One way to
achieve this is by using a microstrip resonator circuit.
l
Z0
Ck
Z0
Figure A.1: Schematic representation of a gap-coupled microstrip resonator of
length l.
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A.1 Microstrip resonators
The unloaded resonator consists of an unterminated microstrip transmission line
separated from the incident transmission line by an in-line gap-coupled capacitor.
This can be represented schematically as shown in Figure A.1.
For a lossless, loaded transmission line, the input impedance at a distance l
from the load is given by170
Zin = Z0
ZL + jZ0 tan(βl)
Z0 + jZL tan(βl)
, (A.2)
where β =
ω
vp
, and vp is the phase velocity of the electromagnetic waves on the
transmission line. For a lossless unterminated microstrip resonator of length l, the
input impedance reduces to
Zin = −jZ0 cot(βl). (A.3)
Combined in series with the gap-coupled capacitor this gives a total impedance of
Z = −j 1
ωCk
− jZ0 cot(βl). (A.4)
For a real resonator, there will also be some real impedance due to losses. Given
this, it can be seen that the coefficient of reflected power, |Γ|2, is minimised when
the imaginary part of the impedance goes to zero, i.e. when cot(βl) = 1
Z0ωCk
. For
weak capacitive coupling, Z0ωCk  1, and therefore the first harmonic resonance
(the fundamental) occurs at λ ≈ 2l. Hence this type of resonator is known as a
half-wavelength resonator.
l
Z0
Ck
Z0 R
Figure A.2: Schematic representation of a loaded gap-coupled microstrip resonator.
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A.1.1 Loaded half-wavelength resonator
Now consider the case where the resonator is loaded, as in Figure A.2. The mi-
crostrip resonator is now terminated by a real impedance, R, and the total res-
onator impedance becomes
Z = −j 1
ωCk
+ Z0
R + jZ0 tan(βl)
Z0 + jR tan(βl)
. (A.5)
If R is large, we can look for solutions for the resonant frequency close to the
unloaded solution of ω0 =
pivp
l
. Expressing the solution as ω1 = ω0 + δω we
can expand to first order tan(βl) ≈ pi δω
ω0
. By setting the imaginary part of the
impedance to zero, and assuming R  1
ω0Ck
it can be seen that the resonance
occurs when
δω
ω0
= −ω0CkZ0
pi
. (A.6)
From substituting this frequency shift into equation A.5, the impedance at reso-
nance becomes145
Z(ω1) ≈ 1
ω21C
2
kR
. (A.7)
The effect of the coupling capacitor is to invert the real impedance of the load
on resonance. By selecting a suitable coupling capacitor so that Z(ω1) = 50 Ω,
the transmission line and sample can be matched on resonance.
A.2 Measurements of half-wavelength resonators
Half-wavelength microstrip resonators have previously been used to match ∼10 kΩ
(Ga,Mn)As samples for current-induced FMR experiments.145 The resonators used
a 4-finger interdigitated capcaitor. FMR can be electrically detected with a wire-
bond bias-tee. A wirebond attached to the centre of the resonator does not dis-
turb the standing wave in the resonator because there is a node of microwave
voltage. The inductance of the wirebond acts as a high-pass filter, only allowing
low-frequency signals through. Vdc can then be measured from the wirebond to
ground.
Modified boards with 8-finger capacitors were used to try to match ∼2 kΩ
Co/Pt samples. The resonance in reflected power is measured by using a direc-
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directional coupler
DUT
microwave diode
Figure A.3: Measuring reflected power from a device under test (DUT). The 10 dB
directional coupler couples 10% of the power from the signal generator into the
DUT. The reflected power is mostly coupled into the microwave diode, and the volt-
age generated across the diode can be calibrated to measure the reflected power.
6.5 7.0 7.5 8.0 8.5 9.0
0.0
0.2
0.4
0.6
0.8
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|Γ
|2
f (GHz)
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loaded
Figure A.4: Dependence of reflected power on frequency for an unloaded and
loaded half-wavelength microstrip resonator with an 8-finger capacitor. The loaded
resonator is better matched, and has a larger half-power bandwidth at resonance
than the unloaded resonance. The unloaded resonator still shows significant power
absorption at resonance due to losses. The losses may be through dissipation in the
substrate or radiation from a poorly sealed enclosure. Notice also the increase in
resonant frequency upon loading, the opposite of what is predicted by equation A.6.
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tional coupler and microwave diode, configured as shown in Figure A.3. The reso-
nance in reflected power is shown for the loaded and unloaded cases in Figure A.4.
The loading increases the matching on resonance and increases the half-power
bandwidth, both indicating good matching.
The resonators have to be enclosed in a copper box to reduce radiation losses
and microwave noise coupling into the resonators. The largest dimensions of the
boxes are 27 mm x 18 mm. In the vector cryostat system, used for measurements in
Chapter 4, this can be easily positioned in the centre of the field. However, for the
room-temperature electromagnet system, discussed in Chapter 5, the resonators
have to be re-designed as discussed below.
A.3 Compact microstrip resonators for FMR
To achieve magnetic fields approaching 1 T, the pole spacing of the electromagnet
described in Chapter 3.2 has to be reduced to ∼32 mm. To allow the PCB to be
rotated through any angle within the pole spacing, this restricts the size of the
PCB to a square of 20 mm x 20 mm. Furthermore, the sample should be mounted
in the centre of the board to allow it to rotate in a uniform field. This heavily
restricts the design of the resonator as for a typical FMR frequency of 7 GHz,
the corresponding half-wavelength is ∼14 mm on a low-loss dielectric substrate of
r ∼ 2. The resonator length could be reduced by using a dielectric substrate with
higher r, but the resonator would be more lossy. Possible implementations are
discussed below.
l
Z0
Ck
Z0 R
Figure A.5: Schematic representation of the shunted quarter-wavelength microstrip
resonator.
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Figure A.6: (a),(b) Amplitude of the electric and magnetic field standing waves
in a half-wavelength resonator of length l. (c),(d) Equivalent standing waves in a
quarter-wavelength resonator.
A.3.1 Shunted quarter-wavelength resonators
A quarter-wavelength resonator, as the name suggests, has its first harmonic mode
when l = λ/4. This allows a more compact resonator. To create the mode, the
resonator is shorted at the free end, creating a node of electric field. The standing
waves in a half- and quarter-wavelength resonator are shown in Figure A.6. By
setting R = 0 in equation A.5, the expression for the impedance of the unloaded
resonator becomes
Z = −j 1
ωCk
+ jZ0 tan(βl), (A.8)
and it can be seen for weak coupling that the first harmonic resonance occurs at
λ = 4l.
The resonator cannot be loaded in the same way as the half-wavelength res-
onator, as the resonator is already terminated by a short. Instead, the resistor
can be used to short the coupling capacitor. Figure A.5 shows a schematic of the
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R Ck
Figure A.7: Photograph of quarter wavelength resonator. The microwave power
is coupled onto the board via an SMP connector (not shown). The microstrip
end is grounded with conductive epoxy filled via-holes to the ground plane. When
loaded, the sample is attached with wirebonds, shunting the interdigitated coupling
capacitor.
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Figure A.8: Dependence of reflected power on frequency for an unloaded and
shunted quarter-wavelength resonator. The unloaded resonator shows a small res-
onance at ∼4.5 GHz. The loaded resonator shows no resonance, but a broadband
matching which is most significant at low frequency.
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resonator. In this case the loaded impedance becomes
Z =
R
1 + jωCkR
+ jZ0 tan(βl). (A.9)
Solving in a similar way to equation A.5, looking for solutions close to ω0 =
pivp
2l
,
the shift in resonant frequency becomes
δω
ω0
= −2Z0(1 + ω
2
0C
2
kR
2)
piω0CkR2
, (A.10)
and the impedance at resonance becomes
Z(ω1) ≈ 1
ω21C
2
kR
, (A.11)
where it has been assumed that ω1CkR  1. Notice that this impedance is
identical to the result obtained when the resistor is used to terminate a half-
wavelength resonator.
To test the performance of this resonator design, resonator PCBs were fab-
ricated from copper-clad, 0.8 mm thick dielectric with constant  = 2.2 (Rogers
corp. Duroid 5880). A photograph of the PCB is shown in Figure A.7. Via holes,
filled with conductive epoxy resin, were used to short the microstrip to the ground
plane at the end of the resonator. The resonator length is 8 mm, and an 8-finger
capacitor was used to try to match a ∼2 kΩ sample. FMR can be electrically de-
tected with this design by measuring Vdc from the microwave line (with a bias-tee
component) to ground.
The frequency dependence of the reflected power is shown in Figure A.8. In
the unloaded case, a resonance can be observed just below 5 GHz. However,
in the loaded case there is no clear transmission peak, but rather a broadband
transmission which is largest at low frequency.
To try to understand the behaviour due to the shunting resistor, the half-
wavelength resonator used in Appendix A.2 was measured in the shunted configu-
ration. The frequency dependence of the reflected power is shown in Figure A.9a.
Again, the same low-frequency broadband transmission is observed, but also a
resonance peak at around the same frequency as the unloaded peak. Clearly then,
this low frequency transmission is independent of the predicted resonance.
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(a) Dependence of reflected power on frequency for an
unloaded and shunted half-wavelength resonator.
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(b) Dependence of FMR Vsym on frequency for the same
shunted half-wavelength resonator.
Figure A.9: (a) Unlike the quarter wavelength resonator, the loaded resonator
shows the predicted resonance at nearly the same frequency as the unloaded res-
onator. However, like the quarter wavelength resonator, there is a broadband
matching which is most significant at low frequency. (b) Vsym is a measure of the
power dissipated in the sample. The narrow peak corresponds to the predicted
half-wavelength resonance as seen also in the unloaded resonator. However there
is also a much broader peak at ∼4.5 GHz which is not well understood, but must
correspond to a different resonant mode.
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A direct measure of the power dissipated in the sample is given by the size of
the FMR resonance, as Vdc ∝ I2mw. For an in-plane angle of 45°, FMR is electrically
measured for a set of frequencies in a Co(1 nm)/Pt(3 nm) sample. The symmetric
lorentzian peak height is plotted against frequency in Figure A.9. There are clearly
two peaks, the narrower peak corresponding to the predicted microstrip resonance
at ∼7.5 GHz and the broader peak corresponding to a resonance mode that was
not predicted.
Although this resonator design may provide good broadband matching, it
would be difficult to use it to calibrate the current in the matched sample as
the mechanism for the broad resonance is not understood. A different design will
be considered below.
A.3.2 Inverted half-wavelength resonators
A better, but perhaps unobvious, solution is to attach the sample to the resonator
at the same end as the coupling capacitor. As the electric fields in the resonator
should be nearly symmetric in the weak-coupling limit (see Figure A.6), the sample
should experience similar electric fields when attached at either end. In effect, this
is the same as a half-wavelength resonator, but with the microwave power coupled
in from the same end as the terminating resistor. A schematic representation
is shown in Figure A.10. This inverted resonator design has a smaller footprint
than the non-inverted design, because the sample is easily arranged close to the
centre of the board. A curvature can also be added to the resonator to save space.
The impedance of a curved microstrip will not differ significantly from a straight
microstrip as long as the radius of the curve is approximately greater than three
times the strip width.171
l
Z0
Ck
Z0 R
Figure A.10: Schematic representation of the inverted half-wavelength microstrip
resonator.
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R
Ck
Figure A.11: Photograph of the inverted half-wavelength microstrip resonator.
The microwave power is coupled onto the board via a surface-mounted SMP con-
nector. The sample is mounted on the centre of the board and is wirebonded to
the end of the resonator and a ground pad. The dc voltage across the sample
can be measured with a wirebond bias-tee which is attached to the centre of the
resonator.
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Figure A.12: Dependence of reflected power on frequency for an unloaded and
loaded inverted half-wavelength microstrip resonator. The loaded resonator has
almost perfect matching for a ∼ 2 kΩ sample.
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Figure A.13: Inverted half-wavelength resonator mounted on probe with sample
and bias-tee connection. The compact design allows a small electromagnet pole
separation, allowing fields of up to 1 T to be generated. The bias-tee wire is
shielded with aluminium tape to reduce coupling between the wire and the res-
onator.
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The design, a photograph of which is shown in Figure A.11, is fabricated from
the same substrate as the the quarter-wavelength resonator design. The resonator
length is approximately 11 mm.
The frequency dependence of the reflected power is shown in Figure A.12. The
loaded resonator shows very little reflected power at resonance, and a broader
resonance than the unloaded resonator, indicating excellent impedance matching.
The resonator PCB is shown mounted in the probe in Figure A.13. This
resonator design gives good impedance matching to a sample of ∼2 kΩ whilst
allowing the sample to be uniformly rotated through a magnetic field of up to 1 T.
This resonator can be adapted for samples with larger resistance by reducing the
interdigitated capacitance. The wirebond bias-tee allows the dc voltage across the
sample to be measured while microwave power induces FMR.
Discussed below is how the reflection characteristics of the resonator could be
used to calibrate the microwave current in the samples.
A.4 Q factor calibration
To calibrate the amount of microwave current in the devices measured, the amount
of power dissipated through other losses must be taken into account. First the
simple case of a series resonator will be considered.
A.4.1 Series resonator
A series resonator consists of a resistor, inductor and capacitor in series. A
schematic is shown in Figure A.14. The impedance of the resonator is formu-
lated as
Z(ω) = R + j(ωL− 1
ωC
). (A.12)
A resonance must occur when the imaginary part of the impedance goes to zero.
i.e. ω0 =
1√
LC
. Therefore close to resonance the impedance becomes
Z(ω) = R + j2L∆ω. (A.13)
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The quality factor, Q, of the resonator is defined as
Q = ω
average energy stored
rate of energy loss
. (A.14)
For a series resonator the average dissipated power is given by Ploss =
1
2
|I|2R, and
the average energy stored in the electric and magnetic fields as Ee =
1
4
|I|2 1
ω2C
and
Em =
1
4
|I|2L respectively. On resonance, Ee = Em and the Q factor is given by
Q = ω0
L
R
, (A.15)
and so it can be written generally for a series resonator that
Z(ω) = R(1 + j2Q
∆ω
ω0
). (A.16)
Usefully, the average real power delivered to the resonator, Pin =
1
2
<{V I∗} =
1
2
R|V
Z
|2, is reduced by half when 2Q∆ω
ω0
= 1 and so Q can also be defined using the
half-power bandwidth as
Q =
ω0
∆ωFWHM
. (A.17)
However, this is not a complete picture, because this analysis has ignored dissipa-
tion from the external network connected to the resonator.
A.4.2 External coupling
Standard coaxial cables have a characteristic impedance of Z0 = 50 Ω. A mi-
crowave source delivering power to the cable will have 50 Ω of internal resistance
so that it is matched to the cable. When considering where the microwave current
is dissipated, as well as the internal Q factor of the network being probed, the
CZ0
R L
Figure A.14: Schematic representation of a transmission line series resonator.
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external Q factor due to the resistance of the source must be considered. For a
series resonator, the external and internal resistance add in series, and so from
equation A.15 the Q factors add reciprocally to give a total Q factor,
1
Qtotal
=
Rint + Z0
ω0L
=
1
Qint
+
1
Qext
. (A.18)
When the resonator is impedance matched to the external network, Qint = Qext.
If we introduce a coupling factor,
g =
Z0
Rint
≡ Qint
Qext
, (A.19)
then there are three general cases for coupling to the external network:170
g < 1 : undercoupled to the external network.
g = 1 : critically coupled to the external network.
g > 1 : overcoupled to the external network. (A.20)
With the external network connected, Qtotal =
ω0
∆ωFWHM
, and we can rewrite equa-
tion A.17 as
Qint =
ω0
∆ωFWHM
(1 + g). (A.21)
It is worth considering what effect the coupling has on the reflected signal
as experimentally this can be measured relatively easily with a microwave mixer
component as shown in Figure A.15. From equation A.1, the coefficient of the
reflected power becomes
|Γ|2 =
4Q2int
(
∆ω
ω0
)2
+ (1− g)2
4Q2int
(
∆ω
ω0
)2
+ (1 + g)2
, (A.22)
and it is simple to see at resonance that this becomes
|Γ0|2 =
(
1− g
1 + g
)2
. (A.23)
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directional coupler
LO
RF
I
Q
DUT
Figure A.15: Measuring the reflected signal from a device under test (DUT). The
10 dB directional coupler couples ∼10% of the power from the signal generator
into the DUT. The reflected signal is mostly coupled into the RF port of the
mixer. When the signal at the rf port is mixed with the reference signal at the
local oscillator (LO) port, the in phase (I) and quadrature (Q) components of the
reflected signal can be extracted.
There is perfect transmission at resonance when the resonator is critically cou-
pled, but at large over- or under-coupling there is much weaker transmission and
the Q factor is much more difficult to measure from the half-power bandwidth.
It is interesting to also consider how the phase of the reflected signal around the
resonance depends on the coupling:
tanφ =
4gQint
∆ω
ω0
(1− g2) + 4Q2int
(
∆ω
ω0
)2 . (A.24)
This has the form of an antisymmetric Lorentzian peak. The width of the peak
goes as (1 − g2)/Q2int and the height as 1/Qext. These results in themselves are
experimentally not particularly useful, as the expression is only valid for small ∆ω.
However, the gradient of the phase at resonance is exactly given by
∂φ
∂ω
∣∣∣∣
ω0
=
4Qint
ω0
g
(1− g2) , (A.25)
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which diverges to ±∞ at critical coupling.
These results are also applicable to the microstrip resonators, as will be shown
below.
A.4.3 Calibration using half-wavelength microstrip res-
onators
Close to resonance, any resonator looks like a series or parallel RLC circuit in
the simple harmonic limit. The reactance of the resonator looks capacitive below
and inductive above the resonant frequency if it behaves as a series resonator.
The opposite is true if it behaves as a parallel resonator. For the half-wavelength
resonator shown in Appendix A.1.1, without the coupling capacitor it is a simple
parallel resonator. However the effect of the coupling capacitor at resonance is to
make it look series.
Performing a simple Taylor expansion of the impedance given by equation A.5
around the resonance, in the simple harmonic limit the impedance is approximately
Z(ω) ≈ 1
ω21C
2
kR
+ j
pi
ω31C
2
kZ0
∆ω. (A.26)
Using equations A.15 and A.13, this result leads to an expression for Qint,
Qint =
piR
2Z0
, (A.27)
which is approximately the ratio of the load resistor to the characteristic impedance
of the microstrip.
Because the impedance can be described perfectly by an equivalent series RLC
circuit at resonance, the results derived in equations A.21,A.23 and A.25 can be
used to determine g and Qint from the reflected signal for the microstrip resonators.
Finally, when trying to determine to calibrate the current dissipated in the
sample, one must also consider the proportion of energy stored in the resonator
dissipated through losses. An unloaded, low-loss microstrip resonator can be de-
scribed by an equivalent parallel RLC circuit, where the resistance, Rloss is the
effective loss resistance. When the resonator is loaded, the loss resistance adds in
parallel with the load resistance. From equation A.27, Qint can then be written as
109
Effects of sample substrate
4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
not conducting
conducting
unloaded
|Γ
|2
f (GHz)
Figure A.16: Dependence of reflected power on frequency for a half-wavelength
microstrip resonator. When the sample is unloaded the resonator is unmatched.
When the resonator is loaded with a Co/Pt sample, nearly all of the power is ab-
sorbed on resonance, indicating excellent matching. However when the same sam-
ple is broken, leaving only unconnected bond-pads, the absorption is almost iden-
tical to the conducting sample. This strongly suggests that most of the matched
power is dissipated in the substrate and not the metal.
1
Qint
=
1
Qload
+
1
Qloss
. (A.28)
By measuring Qint in the unloaded and loaded cases, the contributions from
the loss and the load are separated.
A.5 Effects of sample substrate
So far the effects of loss have been considered by comparing the absorption and Q
factor of the resonance with and without loading from the sample. Therefore, the
losses from the microstrip and substrate have been taken into account. However,
one additional detail is the loss from the sample substrate. This is easy to neglect
but can have a dramatic impact on the absorption by the sample. The Co/Pt
samples used to test these resonators were sputtered onto thermally oxidised Si
substrates. These are fully insulating when measuring dc transport properties.
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When a sample is destroyed by passing very high currents, the bond pads
remain, connected by the substrate. The frequency dependence of the reflected
power was measured for a typical Co/Pt sample before and after destruction (see
Figure A.16). Compared to the unloaded resonator, when loaded, nearly all the
power was absorbed on resonance, indicating the sample was matched. However,
after destruction the reflected power was almost indistinguishable, indicating that
most of the power was not dissipated by the metal layers, but by the sample
substrate. The origin of this loss cannot be precisely determined, but a strong
possibility is that the thermally oxidised Si substrate forms a 2D electron gas
(2DEG) with the unoxidised Si below. At high frequencies, the microwave currents
capacitively couple to the 2DEG which acts as a ground, shorting the metal layers
above. The severe loss in these samples may explain the unexpected behaviour
of the shunted quarter wavelength resonators in Appendix A.3.1. This loss in the
sample prevents the matching network from being used to calibrate the current
dissipated in the metal of these Co/Pt samples.
A.6 Conclusions
The microstrip resonators described in this appendix have allowed impedance
matching of ∼ kΩ samples for SO-FMR. This provides increased detection sen-
sitivity, improving the signal to noise ratio. Despite the failure of the microstrip
resonators to allow a calibration of the microwave current in the Co/Pt samples
studied in this thesis, the resonators described in this appendix should allow cal-
ibration of samples which do not suffer the same substrate loss. This will be
important for future SO-FMR measurements which can not be calibrated with
a bolometric technique. Furthermore, the analytical approach described here for
calculating the resonance and matching conditions of microstrip resonators can
easily be extended to new microstrip networks.
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