Sulla Regolarità delle soluzioni di viscosità dell'equazione iconale by Albano, Paolo











We study the regularity of a viscosity solution of equations of eikonal type in two
different framework: we consider either the non-degenerate eikonal equation under low
regularity assumptions on the data or a possibly degenerate eikonal equation with data
having analytic regularity. Furthermore, we describe the structure of the singular set.
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1. Introduzione e formulazione dei risultati
In un inseme aperto Ω ⊂ Rn, n ≥ 1, consideriamo l’equazione iconale
(1) 〈A(x)Du,Du〉 = 1 in Ω.
In tutto il seminario supporremo che la mappa Ω 3 x 7→ A(x) ∈ S+ sia almeno continua (il
simbolo S+ denota l’insieme delle matrici simmetriche n×n non-negative). Esistono varie
definizioni di soluzione dell’equazione (1): soluzioni classiche (u e` almeno differenziabile e
soddisfa l’equazione in senso classico), soluzioni generalizzate (u e` localmente lipschitziana
e soddisfa l’equazione quasi ovunque), soluzioni di viscosita`. Visto che vogliamo esaminare
soluzioni non necessariamente differenziabili e visto che le soluzioni generalizzate non
soddisfano, in mancanza di ipotesi aggiuntive, risultati di stabilita` e di unicita` (il limite
uniforme di soluzioni generalizzate puo` non essere soluzione dell’equazione) prenderemo
in esame soluzioni di viscosita` dell’equazione (1). Ricordiamo la definizione di soluzione
di viscosita`.
Definizione 1.1. Una funzione continua u : Ω → R e` una soluzione di viscosita` dell’e-
quazione (1) se, per ogni funzione φ di classe C1 tale che u − φ abbia un minimo locale
in x, si ha
(2) 〈A(x)Dφ(x), Dφ(x)〉 = 1
Alcune osservazioni:
(i) la Definizione 1.1 non e` l’usuale definizione di soluzione di viscosita` ma, nel caso
di hamiltoniane convesse rispetto al gradiente, le due definizioni sono equivalenti
(si veda, per esempio, [12]);
(ii) il limite uniforme, per ε ↓ 0, di soluzioni classiche dell’equazione
−ε∆uε(x) + 〈A(x)Duε, Duε〉 = 1
e` una soluzione di viscosita` dell’equazione (1). Le denominazione “soluzione di
viscosita` deriva da quest’ultima proprieta`.
(iii) La Definizione 1.1 privilegia la concavita` rispetto alla convessita`.
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Per chiarire il punto (iii) basta considerare l’equazione (in una variabile) |u′(x)| = 1
in ] − 1, 1[, u(±1) = 0. La precedente definizione di soluzione di viscosita` seleziona la
soluzione u(x) = 1− |x| scartando, ad esempio, la soluzione generalizzata −1 + |x|.
I risultati di regolarita` che descriveremo in questo seminario si basano sull’uso di ap-
propriate formule di rappresentazione. Per chiarire meglio quest’idea consideriamo come
problema modello il caso in cui A(x) ≡ I e supponiamo che Ω sia un aperto limitato. Sia
u una soluzione di viscosita` dell’equazione
(3) |Du|2 = 1 in Ω.
Dato un aperto Ω1 ⊂⊂ Ω si ha che
(4) u(x) = inf{|x− y|+ u(y) | y ∈ ∂Ω1}, (x ∈ Ω1).
Dalla formula di rappresentazione (4) immediatamente si ricava che se x varia in un
insieme a distanza positiva da ∂Ω1 allora u e` l’estremo inferiore di funzioni di classe
C∞ con norma C1,1 uniformemente limitata. Osserviamo che non stiamo facendo alcuna
ipotesi sulla regolarita` delle frontiere di Ω e di Ω1. Da una tale formula di rappresentazione
si deduce che u puo` avere punti di non-differenziabilita` ma che il grafico di u non puo`
incurvarsi troppo “verso l’alto”.
Tenendo a mente il precedente esempio, il primo problema che consideriamo consiste
nello studio della regolarita` (locale) di una soluzione di viscosita` dell’equazione (1). E`
opportuno distinguere il caso di iconale non-degenere, A(·) > 0, da quello di un’iconale
degenere, A(·) ≥ 0.
Regolarita` Locale delle Soluzioni dell’Equazione Iconale non-degenere. Suppo-
niamo che esista λ ∈]0, 1] tale che
(5) λ|p|2 ≤ 〈A(x)p, p〉 ≤ 1
λ
|p|2 ∀x ∈ Ω, ∀p ∈ Rn.
E` ben noto che se l’equazione iconale e` non-degenere tutte le (sotto-)soluzioni di viscosita`
sono localmente lipschitziane (si veda, ad esempio, [12]). D’altra parte, in generale, ci si
aspetta di non avere soluzioni differenziabili. Per definire che cosa si intende con la frase
“il grafico di u non puo` incurvarsi troppo verso l’alto”. Ricordiamo la seguente
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Definizione 1.2. Una funzione continua u e` semiconcava in Ω se esiste una costante
reale C tale che D2u ≤ CI in D′(Ω). Inoltre, u e` localmente semiconcava in Ω se e`
semiconcava in ogni U ⊂⊂ Ω. Analogamente, diremo che u e` semiconvessa se −u e`
semiconcava.
In particolare, una funzione semiconcava si puo` rappresentare (localmente) come una
somma di una funzione concava con una funzione di classe C1,1. Da quest’ultimo fatto si
deduce immediatamente che una funzione semiconcava e` localmente lipschitziana.
Consideriamo il seguente problema:
(P) trovare una classe di matrici A tale che tutte le soluzioni di viscosita` dell’equazione
(1) siano localmente semiconcave in Ω.
Nel caso n = 1, il prossimo risultato fornisce una soluzione completa del Problema (P).
Teorema 1.1 ([3]). Siano I un intervallo aperto connesso ed a : I → R una funzione
continua tale che a ≥ λ > 0 in I. Consideriamo l’equazione
(6) a(x)
∣∣∣∣dudx(x)
∣∣∣∣2 = 1 in I .
Allora tutte le soluzione di viscosita` dell’equazione (6) sono semiconcave in I se e solo se
la funzione a e` lipschitziana in I.
Tranne che nel caso n = 1, il fatto che la matrice A(x) dipenda con regolarita` lipschi-
tziana da x e che A(·) sia non-degenere non implica la semiconcavita` locale delle soluzioni
di (1). Ad esempio, la funzione u(x1, x2) = x1 + (2/3)|x2| 32 risolve l’equazione
(7) (1− |x2|)(∂x1u(x1, x2))2 + (∂x2u(x1, x2))2 = 1.
In questo caso
A =
 1− |x2| 0
0 1

e` lipschitziana e non-degenere vicino l’origine ma u non e` semiconcava in un intorno di
un punto della forma (x1, 0).
Osserviamo che il prcedente esempio e` in accordo con il risultato in [22]. Infatti,
in [22] si dimostra che se u e` una soluzione di viscosita` di un’equazione delle forma
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H(x, u(x), Du(x)) = 0 con H(x, u, p) lipschitziana rispetto alle variabili (x, u) e stretta-
mente convessa in p allora u e` semiconcava in senso generalizzato1.
L’esempio (7) ed il metodo introdotto da Kruzhkov in [20] suggeriscono che la semicon-
cavita` di u sia correlata alla semiconvessita` della hamiltoniana,
H(x, p) = 〈A(x)p, p〉 − 1,
rispetto alle variabili x.
Piu` precisamente, supponiamo che H sia localmente semiconvessa in Ω uniformemente
rispetto a p, |p| = 1, ossia per ogni U ⊂⊂ Ω esista C > 0 tale che, per ogni p ∈ Rn con
|p| = 1,
(8) D2xH(x, p) ≥ −CI in D′(U) .
Osserviamo che, l’ipotesi (8) non implica la differenziabilita` della hamiltoniana rispetto
alle variabili x. E` facile costruire esempi soddisfacenti la condizione (8): sia B(x) una
famiglia di matrici definite positive con coefficienti di classe C1,1 e sia D(x) una matrice
diagonale avente sulla diagonale funzioni convesse non-negative. Allora (B+D)(·) e` non-
degenere e H(x, p) := 〈[B(x) +D(x)]p, p〉 − 1 soddisfa l’ipotesi (8). Il principale risultato
di questa sezione e` il seguente
Teorema 1.2 ([3]). Sia A(·) non-degenere in Ω e supponiamo che valga l’ipotesi (8).
Allora ogni soluzione di viscosita` dell’equazione (1) e` localmente semiconcava in Ω.
Una conseguenza immediata del Teorema 1.2 e` il seguente
Corollario 1.1 ([3]). Sia A(·) non-degenere in Ω e supponiamo che valga l’ipotesi (8) e
che u sia differenziabile in una palla B ⊂ Ω. Allora u ∈ C1,1(B).
1Ricordiamo che una funzione continua u definita in un insieme convesso Ω e` semiconcava in senso
generalizzato se per ogni x, y ∈ Ω e per ogni t ∈ [0, 1], si ha
tu(x) + (1− t)u(y)− u(tx + (1− t)y) ≤ t(1− t)|x− y|ω(|x− y|) .
La funzione ω : [0,∞[→ [0,∞[ e` non decrescente, continua in 0 e ω(0) = 0. Osserviamo che nel caso del-
l’equazione (7), utilizzando il risultato contenuto in [22], si ottiene semiconcavita` con modulo tipo radice
quadrata, ω(r) = C
√
r. Applicando il risultato contenuto [22] non si ottiene in alcun caso semiconcavita`
del tipo studiato nel presente seminario, ossia con modulo ω(r) = Cr.
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Regolarita` Locale delle Soluzioni dell’Equazione Iconale degenere. Gli unici
risultati di regolarita` locale per soluzioni di viscosita` di equazioni iconali degeneri sono
quelli contenuti in [14] (si veda anche [15]). Siano X1, . . . , XN campi vettoriali di classe
C∞ in Ω. Supponiamo che i campi X1, . . . , XN soddisfino la condizione di Ho¨rmander
con commutatori di lunghezza ≤ k. In [14] (nel caso k = 2, per il caso generale si veda
[15]) si prova il seguente





sono ho¨lderiane di esponente 1/k.
Il Problema di Dirichlet omogeneo caso non-degenere: bassa regolarita`. Sia-




〈A(x)Du,Du〉 = 1 in Ω
u(x) = 0 x ∈ ∂Ω.
Definizione 1.3. Diremo che Ω soddisfa la condizione di sfera esterna se esiste ρ > 0
tale che per ogni x ∈ ∂Ω esiste z ∈ Ω1 \ Ω tale che x ∈ ∂Bρ(z) e Bρ(z) ∩ Ω = {x}.
Si ha il seguente risultato di estensione.
Teorema 1.4 ([4]). Supponiamo che le matrici A(x) siano non-degeneri e dipendano con
regolarita` C1,1 da x, per x ∈ Ω1. Sia u la soluzione di viscosita` dell’equazione (9). Allora
esistono un intorno di Ω, Ω′, ed una funzione continua u : Ω′ → R tale che




se e solo se Ω soddisfa la condizione di sfera esterna.
Il seguente risultato di regolarita` e` una conseguenza immediata dei Teoremi 1.2 e 1.4.
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Teorema 1.5 ([4]). Nelle ipotesi del Teorema 1.4, supponiamo che Ω soddisfi la condizione
di sfera esterna. Allora u e` semiconcava in Ω.
Il precedente risultato si applica allo studio delle singolarita` alla frontiera delle soluzioni
dell’equazione iconale (si vedano [2] e [4]).
Il Problema di Dirichlet omogeneo caso non-degenere: alta regolarita`.
In questa sezione supponiamo di avere regolarita` analitica dei dati e consideriamo
un’equazione iconale non-degenere. Iniziamo con il ricordare la definizione di funzione
subanalitica
Definizione 1.4. Sia M una varieta` reale analitica di dimensione finita. A ⊂ M e` un
sottoinsieme semianalitico se per ogni x ∈M esiste un intorno U di x in M e 2pq funzioni
analitiche gij, hij, 1 ≤ i ≤ p e 1 ≤ j ≤ q, tali che
A ∩ U =
p∑
i=1
{y ∈ U | gij(y) = 0 e hij(y) > 0, j = 1, . . . , q}.
Un sottoinsieme A ⊂M e` subanalitico se per ogni x ∈M esiste un intorno U di x in M
e 2p coppie (Φkj , A
k
j ), 1 ≤ j ≤ p e k = 1, 2, con Akj ⊂Mkj semianalitico (Mkj sono varieta`
reali analitiche), e delle mappe analitiche proprie Φkj : M
k
j →M tali che
A ∩ U = ∪pi=1[Φ1i (A1i ) \ Φ2i (A2i )].
Per finire, una funzione f : M → R e` subanalitica se il suo grafico e` un sottoinsieme
subanalitico di M × R.
Supponiamo che valga la seguente ipotesi
(H) sia A(x) una matrice n× n con x 7→ A(x) analitica reale.
Consideriamo il problema di Dirichlet omogeneo
(10)

〈A(x)Du,Du〉 = 1 in Ω
u(x) = 0 x ∈ ∂Ω.
Vale allora il seguente risultato di regolarita`:
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Teorema 1.6 ([23], [6]). Nell’ipotesi (H), sia Ω un aperto limitato con frontiera reale
analitica. Allora, la soluzione di viscosita` di (10) e` subanalitica.
Il Problema di Dirichlet omogeneo caso degenere.
Per semplicita` in questa sezione ci limiteremo a descrivere un risultato di subanaliticita`
per il caso dell’equazione iconale associata ad un operatore degenere di tipo Grushin (per
risultati piu` generali si vedano i lavori [6] e [23]). Useremo le seguenti notazioni
x = (x′, xn), x′ = (x1, . . . , xn−1),








|Dx′u|2 + [x′]2kk (∂xnu)2 = 1 in Ω
u = 0 in ∂Ω.
Ricordiamo che la frontiera ∂Ω e` non-caratteristica per l’equazione (11) se, per ogni
x ∈ ∂Ω,
|ν ′(x)|2 + [x′]2kk (νn(x))2 6= 0,
(ν ′(x), νn(x)) e` il vettore unitario normale esterna a ∂Ω nel punto x. Si ha allora il
seguente
Teorema 1.7. Sia Ω ⊂ Rn un insieme aperto limitato con frontiera non-caratteristica
reale analitica. Allora, la soluzione di viscosita` di (11) e` subanalitica e lipschitziana in Ω.
Osserviamo che
• i campi vettoriali ∂x1 , . . . , ∂xn−1 , (x1)k∂xn , . . . , (xn−1)k∂xn soddisfano la condizione
di Ho¨rmander con commutatori di lunghezza k + 1;
• nell’enunciato del Teorema 1.7 non appare la lunghezza k + 1.
Consideriamo il caso k = 1 e sia l’insieme Ω della forma
(12) Ω = {(x′, xn) | xn > M |x′|2}, M > 0.
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Allora vale il
Teorema 1.8 ([5]). Esiste un’unica soluzione di viscosita` u non-negativa dell’equazione
(11) (con k = 1 ed Ω come in (12)). Inoltre u e` localmente lipschitziana in Ω ed ho¨lderiana
di esponente 1/2 nel punto caratteristico (0, 0) ∈ ∂Ω.
2. Singolarita` delle soluzioni dell’equazione iconale
In questa sezione descriveremo brevemente alcuni risultati che si possono dedurre sulla
struttura dell’insieme singolare delle soluzioni di equazioni di tipo iconale. Alcuni risul-
tati non sono altro che dei teoremi di struttura: seguono dal solo fatto che, in caso di
iconale non-degenere con “bassa” regolarita` dei dati, la soluzione u dell’equazione iconale
e` semiconcava oppure u e` una funzione subanalitica (in caso di regolarita` analitica dei
dati).
Singolarita` di funzioni semiconcave. Ricordiamo che se u e` una funzione localmente
semiconcava in Ω allora il suo insieme singolare,
Σ(u) = {x ∈ Ω : u non e` differenziabile in x},
e` (n − 1) numerabilmente rettificabile (in altre parole, Σ(u) puo` essere ricoperto dai
grafici di un numero numerabile di funzione lipschitziane definite in Rn−1). Risultati di
rettificabilita` dell’insieme singolare sono stati provati da vari autori con diversi gradi di
generalita` si veda, ad esempio, [25], [9] e [7]. Si hanno anche stime dal basso per la
dimensione di Hausdorff dell’insieme singolare (si veda [10] e [8]). Per quel che riguarda
le singolarita` al bordo vale la seguente caratterizzazione.
Teorema 2.1 ([4]). Supponiamo che valgano le ipotesi del Teorema 1.5. Sia x0 ∈ ∂Ω.
Allora x0 /∈ Σ(u) se e solo se ∂Ω e` differenziabile in x0.
Inoltre si puo` mostrare che la componente connessa dell’insieme singolare, Σ(u), con-
tenente x0 ∈ ∂Ω ∩ Σ(u) “entra” dentro l’insieme Ω. Piu` precisamente vale il seguente
Teorema 2.2 ([2]). Sia Ω convesso e sia x0 ∈ Σ(u) ∩ ∂Ω. Allora esiste un numero
positivo σ ed una curva lipschitziana (non costante) γ : [0, σ] → Σ(d) tale che γ(0) = x0
e γ(s) ∈ Ω per ogni s ∈]0, σ].
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Singolarita` di funzioni subanalitiche.
Definiamo
Cut(u) = {x ∈ Ω | u non e` reale analitica in x}.
Ricordiamo la definizione di stratificazione analitica.
Definizione 2.1. Per stratificazione analitica di un insieme S ⊂ Ω si intende una
decomposizione localmente finita
S = ∪νj=1Vj,
per un certo ν ∈ N ∪ {∞}, in un’unione disgiunta di varieta` analitiche connesse Vj (gli
strati di S) tali che dim Vj ≤ n − 1 e se V j ∩ Vk 6= ∅ allora Vk ⊂ V j e dim Vk ≤ dim
Vj − 1.
Vale il seguente teorema di struttura:
Teorema 2.3 ([23]). Sia u una funzione subanalitica. Allora Cut(u) ammette una strati-
ficazione analitica.
Osserviamo che il precedente risultato fornisce una descrizione dell’insieme delle singo-
larita` della soluzione dell’equazione iconale nelle ipotesi dei Teoremi 1.6 e 1.7. Inoltre, si
ha che, in entrambi i casi, la stratificazione ha un numero finito di strati, ν <∞ (infatti la
soluzione dell’iconale e` regolare nell’intorno dei punti di bordo non-caratteristici, si veda
[1]).
Osservazione 2.1. Nelle ipotesi del Teorema 1.8, si ha che la soluzione di viscosita` non-
negativa non e` differenziabile in un insieme composto di due strati l’origine (0, 0) e l’asse
dell’insieme Ω, {(0, xn) | xn > 0}. In altre parole, l’insieme delle singolarita` tocca la
frontiera nel punto caratteristico.
3. Formule di rappresentazione
In questa sezione descriveremo le linee essenziali delle dimostrazioni dei Teoremi (di
regolarita`) 1.2, 1.6 e 1.7.
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Dimostrazione del Teorema 1.2.
La dimostrazione del teorema si fonda su un’idea della meccanica classica (si veda [11])
descrivere una soluzione dell’equazione (1) mediante una formula di rappresentazione
variazionale. Nel contesto delle soluzioni di viscosita` tale idea e` stata utilizzata in [21],
[19] (si veda anche [22]). Come usuale, data la hamiltoniana
H(x, p) = 〈A(x)p, p〉 − 1
la lagrangiana associata ad H e` la trasformata di Legendre di H:
L(x, q) = sup
p∈Rn
[〈q, p〉 −H(x, p)] (x ∈ Ω) .
Il primo risultato mette in relazione la semiconvessita` della hamiltoniana H con la semi-
concavita` della lagrangiana L.
Lemma 3.1. Sia A nondegenere in Ω. Allora le seguenti affermazioni sono equivalenti.
(i) H(x, p) e` localmente semiconvessa in Ω uniformemente rispetto a p, |p| = 1;
(ii) L(x, q) e` localmente semiconvessa in Ω uniformemente rispetto a q, |q| = 1.
Sia u una soluzione di viscosita` dell’equazione (1) e sia Bρ(y) ⊂⊂ Ω. Consideriamo il
problema di Dirichlet non-omogeneo
(13)

〈A(x)Dv(x), Dv(x)〉 = 1 in Bρ(y)
v = u on ∂Bρ(y).
Sia C(x, t; z, 0) l’insieme di tutte le funzioni assolutamente continue γ : [0, t]→ Ω tali che
γ(t) = x e γ(0) = z. Poniamo



















Teorema 3.1 ([21],[19]). Sia A non-degenere e continua in Ω. Allora per ogni z ∈ Ω,
dH(·, z) e` una soluzione di viscosita` dell’equazione
(15) 〈A(x)Du(x), Du(x)〉 = 1 in Ω \ {z}.
Inoltre la soluzione del Problema (13) si puo` rappresentare come
v(x) = inf
z∈∂Bρ(y)
[dH(x, z) + u(z)] (x ∈ Bρ(y)).
La verifica della locale semiconcavita` di u in Ω si riduce a mostrare che, per un certo
ρ′ ∈]0, ρ[, la funzione dH(·, z) e` semiconcava in Bρ′(y), per ogni z ∈ ∂Bρ(y). Il Lemma 3.1
permette di maggiorare dH(x+h, z) +dH(x−h, z)− 2dH(x, z) con |h|2 (modulo costanti)
e di completare la dimostrazione.
Dimostrazione dei Teoremi 1.6 e 1.7.
Anche le dimostrazioni dei Teoremi 1.6 e 1.7 si fondano su di un’opportuna formula
di rappresentazione della soluzione dell’equazione (10) (o (11)). Per mettere in relazione
le soluzioni dell’equazione iconale con le funzioni subanalitiche ricordiamo il seguente
risultato.
Teorema 3.2 ([6]). Sia Ω ⊂ Rn un insieme aperto connesso con frontiera reale analitica




v(x, ε) (x ∈ Ω).
Allora v e` una funzione subanalitica in Ω.




−εLu+ 〈A(x)Du,Du〉 = 1 in Ω
u∣∣∣∂Ω = 0
dove
L(x,D)u(x) = tr [A(x)D2u(x)].
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Denotiamo con il simbolo u(x, ε) la soluzione dell’equazione (16). Nelle ipotesi del Teore-
ma 1.6 (o nelle ipotesi del Teorema 1.7) si puo` mostrare che valgono i seguenti fatti
(1) esiste ε∗ > 0 tale che il problema di Dirichlet (16) ha una soluzione classica
continua in Ω;
(2) per ogni a ∈]0, ε∗[ e per ogni x0 ∈ Ω esiste un intorno V di x0, V ⊂⊂ Ω, ed una
costante C > 0 tale che per ogni (x, ε) ∈ V×]a, ε∗[, |∂αu(x, ε)| ≤ C |α|+1|α|!;
(3) esiste c > 0 tale che, per ogni ε ∈]0, ε∗],
[u]1 = sup
x,y∈Ω
|u(x, ε)− u(y, ε)|
|x− y| ≤ c;
(4) ‖u(·, ε)− u(·, ε′)‖L∞ ≤ c
√
ε, 0 < ε′ ≤ ε ≤ ε∗.
Osservazione 3.1. La proprieta` (2) si fonda sul fatto che l’operatore L, nelle situazioni
in esame, e` ipoellittico analitico.
Dalle precedenti proprieta` si ottiene la
Proposizione 3.1 ([6]). La soluzione dell’equazione (16), u(x, ε), e` reale analitica rispetto
alle variabili (x, ε) in Ω×]0, ε∗[.
Passando al limite, per ε′ → 0, in (3) troviamo che
‖u(·, ε)− u(·)‖L∞ ≤ c
√
ε ε ∈]0, ε∗]




[u(x, ε) + c
√
ε] x ∈ Ω.
Visto che, per la Proposizione 3.1, la funzione u(x, ε) + c
√
ε soddisfa le ipotesi del
Teorema 3.2 concludiamo che u e` una funzione subanalitica.
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