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С использованием теории Баклея-Леверетта модифицирован комплексный подход модели-
рования нелинейных процессов двухфазной фильтрации в элементах площадного заводнения на 
случай интенсификации притока пластовой жидкости в скважину с помощью трещин гидравли-
ческого разрыва. Проведен анализ числовых расчетов перераспределения соответствующих 
фильтрационных характеристик: поля насыщенности, фильтрационных расходов, квазипотен-
циала скорости и т.д., установлены особенности протекания процесса вытеснения при управле-
нии им путем изменения параметров трещин гидравлического разрыва пласта. 
Ключевые слова: квазиконформное отображение, модель Баклея-Леверетта, трещины 
гидроразрыва, площадное заводнение. 
 
With the use the theory of Buckley-Leverett modified integrated approach of modeling of nonlin-
ear processes two-phase filtration in the elements of pattern flooding in case of authentication of influx 
of stratal liquid in a mining hole at indignation of lauter flow the cracks of hydraulic break. The analysis 
of the numerical calculations of the corresponding redistribution of filtration characteristics: saturation 
field, lauter expenses, of  quasi-potential the velocity  et cetera, the specific features of the process in the 
management of their displacement by changing the parameters of cracks of hydraulic break. 
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МЕТОД ИНТЕГРАЛЬНОГО ПРЕДСТАВЛЕНИЯ И ЕГО 
ПРИМЕНЕНИЕ ДЛЯ ПОСТРОЕНИЯ И ИССЛЕДОВАНИЯ 
РАЗНОСТНЫХ СХЕМ СО СЛАБОЙ АППРОКСИМАЦИЕЙ 
ВЫСОКОГО ПОРЯДКА 
 
Предлагаются алгоритмы построения разностных схем, слабо аппроксимирующие с повышен-
ным порядком нелинейные законы сохранения. Их основой является интегральное представле-
ние разностных схем и соответствующие им интегральные приближения различных порядков. 
 Ключевые слова: разностная схема, порядок схемы, слабая аппроксимация, интегральные 
представления, законы сохранения. 
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Введение и постановка задачи. В статье рассматриваются следующие 
вопросы: 
• методы построения разностных схем со слабой аппроксимацией; 
• исследование устойчивости разностных схем; 
• многомерные нестационарные задачи; 
• результаты численных исследований. 
Универсальность вычислительного алгоритма, как правило, связана с 
общей информативностью получаемого решения. С его помощью нет воз-
можности исследовать локальные особенности решения каждой задачи. Вы-
ход из такой ситуации предоставляется возможностью придания универсаль-
ному вычислительному алгоритму адаптивных свойств на разностной сетке 
(геометрия задачи) и/или аппроксимативному шаблону (физика задачи). 
Развитие разностных схем повышенного порядка аппроксимации про-
исходило, в основном, с использованием понятия классической аппроксима-
ции. Для определения ее порядка используется разложение в ряды Тейлора, 
что обуславливает наличие повышенной гладкости у решения задачи, отсут-
ствующей в ее исходной постановке. Более того, в нелинейных нестационар-
ных уравнениях в частных производных гиперболического типа из гладкого 
начального распределения решения часто образуются области высокогради-
ентного или разрывного поведения решения (обобщенное решение). Количе-
ство разрывов в решении не фиксировано, все они могут перемещаться, вза-
имодействуя между собой и геометрическими границами области определе-
ния. Для их расчета разрабатываются схемы сквозного счета [1 – 4] и прово-
дится анализ слабой и классической аппроксимации. Однако сами исходные 
уравнения уже записывались в нескольких эквивалентных формах (инте-
гральная, с искусственной вязкостью, Гамильтона – Якоби), имеющих обоб-
щенные решения. В [5] показана эквивалентность этих форм записи на неко-
тором классе функций. 
На определенном этапе развития теории численных методов предпола-
галось, что в области гладкости решение удовлетворяет дифференциальным 
уравнениям, а на разрыве выполняются интегральные соотношения, выте-
кающие из определения слабого решения. Позже выяснилось, что определе-
нием слабого решения необходимо пользоваться и в той части расчетной об-
ласти, где побывала подвижная ударная волна, то есть практически всюду. 
Однако при построении разностных схем повышенного порядка аппроксима-
ции продолжают использоваться подходы, основанные на учете дифферен-
циальных следствий исходной системы дифференциальных уравнений. Тео-
ретический и численный анализ некоторых характерных отличий в конст-
рукциях разностных схем классической и слабой аппроксимации проведен в 
[6 – 8]. 
В [9] показано, что для симметричных компактных разностных схем из 
[10 – 14] порядки ее классической аппроксимации на гладких решениях и 
слабой аппроксимации на разрывных совпадают. Однако в силу своей сим-
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метричности по времени и пространству они неустойчивы на разрывных ре-
шениях. Для их стабилизации вводится искусственная вязкость, которая 
может снизить порядок слабой аппроксимации. Однако формальное опреде-
ление обобщенного решения как гладкой функции, удовлетворяющей урав-
нению с вязкостью (иногда говорят, удовлетворяет уравнению Гамильтона – 
Якоби) не совсем корректно. Известны примеры, в которых существует бес-
конечно много функций удовлетворяющих уравнению Гамильтона – Якоби 
почти всюду [15]. Возникшая проблема потребовала определения обобщен-
ного (слабого) решения уравнений Гамильтона – Якоби единственным обра-
зом. Изучение «слабых» решений проводилось, в основном, с использовани-
ем интегральных представлений задач с обобщенными решениями. 
Поиск конструктивного определения слабого решения, которое порож-
дало бы эффективный метод его численного исследования, продолжается и в 
настоящее время. Одним из них является метод компактных аппроксима-
ций. Однако основным недостатком компактных аппроксимаций является то, 
что они обеспечивают высокий порядок точности для разностной схемы 
только лишь на достаточно гладких решениях задачи. Малый размер фикси-
рованного шаблона разностной аппроксимации производных в дифференци-
альном уравнении задачи – это одно из достоинств таких аппроксимаций. 
Шаблоны больших размеров весьма эффективны при создании разностных 
схем с обратной связью, например, через ее адаптивный шаблон [16], или с 
помощью адаптации (укрупнение, измельчение, сгущение, разрежение) раз-
ностной сетки [17]. 
Приведенные примеры расчетов и анализ распределения погрешности в 
[6] показывают наличие вполне пригодных гибридных разностных схем 
сквозного счета для численного исследовании решения одного нелиней-
ного уравнения. Оказалось, что характер распространения погрешности для 
системы уравнений зависит от точности вычисления инвариантов в зоне 
разрыва [6]. 
 
Методы построения разностных схем со слабой аппроксимацией. В 
теоретическом плане развитие понятия слабой аппроксимации разностной 
схемой исходной системы интегральных законов сохранения базируется на 
определении слабого (обобщенного) решения для системы 
( ) ( ) 0u F u u uq u
t x t x
∂ ∂ ∂ ∂+ = + =∂ ∂ ∂ ∂  
в виде 
( ) ( ) 0t x
D D
u F u dxdt ug F u g dxdt
t x
∂ ∂⎛ ⎞+ = + =⎜ ⎟∂ ∂⎝ ⎠∫∫ ∫∫  или ( ) 0D udx F u dt∂ − =∫v , 
2
1
2 1( ) ( ) 0
x
x
udx F u F u
t
∂ + − =∂ ∫ , ( , ), 1, 2; ( ) ( )i iu u t x i F u q u du= = = ∫ . 
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Дифференцируя последнее интегральное соотношение по 2x  и полагая 
после 2x x= , получим 
( ) 0u uq u
t x
∂ ∂+ =∂ ∂ . 
Использование понятия слабого решения удобно для описания разрыв-
ных решений, так как позволяет автоматически получать и учитывать в вы-
числительном алгоритме условия на разрывах.  
Пусть 1 2D D L D= ∪ ∪  с линией разрыва L , тогда 
{ }
1 2
( ) ( ) [ ] [ ( )] 0,
D D L
u F u u F udxdt dxdt u dx F u dt
t x t x
∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ + + + − =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠∫∫ ∫∫ ∫v  
где 2 1[ ]f f f= −  – разность значений по обе стороны разрыва. 
Однозначные практические рекомендации по алгоритмам построения 
таких схем в настоящее время отсутствуют. Для повышения классической 
аппроксимации используют дифференциальные следствия исходной системы 
дифференциальных уравнений. Аналогично, при построении разностных 
схем с повышенным порядком слабой аппроксимации следует разрабатывать 
алгоритмы с использованием интегральных следствий исходной системы, за-
писанной в интегральной форме. Более обоснованным выглядит подход, ана-
логичный построению разностных схем повышенного порядка классической 
аппроксимации, с использованием следствий из ее дифференциального пред-
ставления. Схемы повышенного порядка слабой аппроксимации для обоб-
щенных решений строятся с использованием интегральных следствий исход-
ной задачи. Такой подход дал положительные результаты при теоретическом 
рассмотрении известных разностных схем и сравнении порядков их класси-
ческой и слабой аппроксимации [8, 18 – 19]. 
В настоящее время получили распространение нецентрированные ком-
пактные аппроксимации в двух реализациях. Одна из них на основе формул 
компактного дифференцирования развита в работах [10 – 14]. Другая реали-
зация, известная как идеология ENO (TVD) схем, приводится в [20 – 23]. 
Еще один способ построения эффективных разностных схем повышен-
ного порядка аппроксимации рассматривается в [24]. 
Так, для линейного уравнения 
u Lu
t
∂ =∂ , 
0( ,0) ( ),u x u x=  1x R∈  
строится аппроксимирующая разностная схема первого порядка аппрокси-
мации 
1( ) ( )n nhu x S u x
+ =  
с дифференциальным представлением 
2 3
1 2 3 ...
u Lu R u R u R u
t
τ τ τ∂ = + + + +∂ . 
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Если ( )nf x  аппроксимирует 1 ( , )R u n xτ с порядком ( )O τ , то разностная 
схема 
1 2( ) ( ) ( )n n nhu x S u x f xτ+ = −  
аппроксимирует исходное уравнение с повышенным порядком 2( )O τ . Учи-









∂= ∂ , 
и в задаче для нахождения ( )nf x  можно использовать исходную разностную 
схему { 1 0 0( ) ( ), ( ) ( ),n nhf x S f x f x u xδ+ = =  
где δ  – некоторая разностная аппроксимация порядка ( )O τ  оператора 1R . 
Аналогичный подход используется и для нелинейных уравнений. В этом 
случае разностные уравнения для производных неизвестной функции полу-
чаются путем построения дифференциальных следствий (продолжений) ис-
ходных уравнений и соответствующих для них аппроксимирующих разност-
ных схем. 
Использование дифференциальных следствий для построения разност-
ных схем, имеющих повышенный порядок аппроксимации, не ограничивает-
ся только линейными уравнениями. В [24] показано использование диффе-
ренциальных приближений в конструкциях разностных схем, имеющих по-
вышенный порядок классической аппроксимации для нелинейных эволюци-
онных уравнений. 
Отметим, что при указанных подходах к построению и исследованию 
порядка аппроксимации разностных схем широко используется разложение в 
ряды Тейлора. 
Построенные разностные схемы с необходимым порядком аппроксима-
ции и устойчивые в линейном приближении при их использовании для ис-
следования реальных нелинейных задач оказывались неустойчивыми в счете 
на разрывных (локально высокоградиентных) решениях или порождали 
сильные осцилляции численного решения. 
Используемый ENO-подход, как попытка распорядиться возможностью 
выбора шаблона вблизи разрывов в решении, не позволяет провести локаль-
но равномерное повышение точности разностного решения. Такие шаблоны 
можно интерпретировать как односторонние или предпочтительные, с точки 
зрения «гладкости» дискретной функции. Отношение предпочтения задается 
некоторыми минимаксными функциями. В теоретических исследованиях [9, 
25] получено, что все схемы, использующие в разностном операторе задачи 
минимаксные функции в реконструкционных процедурах, имеют в окрестно-
сти разрывов не более чем первый порядок слабой аппроксимации. Это свя-
зано с требованием повышенной дивергентности в рассматриваемом разно-
стном операторе и гладкостью его производящей функции. Для решений за-
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дач с такими разностными операторами показано несовпадение порядков 
классической и слабой аппроксимации. 
Консервативные конечно-разностные ENO и WENO схемы высоких по-
рядков (выше третьего) могут быть построены лишь для равномерной или 
почти равномерной сетки. Требование почти равномерности сетки связано 
с наличием гладкого преобразования, порождающего эту сетку. Отметим, что 
пока имеются лишь некоторые фундаментальные результаты относительно 
сходимости этих схем. При практическом использовании эти схемы оказа-
лись надежными в вычислительных алгоритмах, применяемых для задач аэ-
рогидродинамики. 
Отношение предпочтения может задаваться не только на основе анализа 
«гладкости» с помощью модуля непрерывности, но и с использованием ва-
риации функции на последовательности шаблонов, растущих в размере. 
Первоначально процедура реконструкции (восполнения) функции при-
менялась непосредственно к физическим переменным, вычисляя их значения 
на гранях ячеек. В дальнейшем эти значения используются в задаче распада 
произвольного разрыва в качестве начального постоянного распределения 
параметров в ячейках [26]. Поскольку при вычислении значений на границе 
ячейки использовалось нелинейное распределение параметров, то и при ре-
шении задачи распада необходимо рассматривать движение разрывов по не-
равномерному распределению. Такой подход порождает почти невыполни-
мые требования к точности решения задачи Римана. Возможны методы, в 
которых реконструкция производится для функций потоков или «больших 
величин». 
Применение процесса реконструкции непосредственно к потоковым 
функциям позволяет избежать необходимости решать задачу Римана. О мо-
нотонности и энтропийном условии при таком подходе необходимо позабо-
тится отдельно при алгоритмической реализации [26]. Повышение порядка 
классической аппроксимации достигается в [27, 28] использованием отрезков 
рядов Фурье и специальных алгоритмов монотонизации. Одно из решений 
проблемы повышения точности аппроксимации разностной схемы и моното-
низации разностного решения предложено в [29] на основе разложения фун-
кции в ряды Лагранжа – Бюрмана. 
Разностные схемы для уравнений газовой динамики, в которых исполь-
зуется процедура реконструкции распределения «больших» величин, полу-
ченных в результате распада разрыва, рассматриваются в [30 – 32]. 
Поиск схем с внутренними механизмами монотонизации после выхода 
работы [33] приобрел математическую основу. Однако конкретная реализа-
ция предложенных идей оказалась неоднозначной. В указанной работе при-
веден один из возможных вариантов построения монотонизированных раз-
ностных схем. 
Введение в анализ проблем монотонизации разностных схем решений 
функциональных уравнений [34 – 37] позволяет взглянуть на них с точки зре-
ния свойств L − функций. Включив их в структуру интерполяционного поли-
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нома Ньютона и варьируя структурными элементами L-функций, можно по-
лучить все известные ограничители, широко используемые при конструиро-
вании разностных схем для уравнений газовой динамики, и добиться необхо-
димых качеств используемых разностных схем. 
Рассмотрим построение разностной схемы повышенного порядка ап-
проксимации (классической и слабой) для задачи 
( ) 0u f u
t x
∂ ∂+ =∂ ∂ , 0( ,0) ( )u x u x= .                                   (1) 
Классическое решение этой задачи удовлетворяет дифференциальному 
уравнению и начальному условию. Слабое решение для этой задачи находит-
ся из соотношения 
( ( ) ) 0t x
D
ug f u g dxdt+ =∫∫ , 0( ,0) ( )u x u x= .                          (2) 
Разностная схема k − того порядка классической аппроксимации для (1) 
имеет вид: 
( ) [ ( )] 0t hh h h h
u




Λ = + = ,                              (3) 
1
1























∂= ≈ +∂∑ . 
Здесь, iSH − точечный шаблон ( ,... ,... )i L i i R− +  размера 1L R+ + , 
( ) ( )ii uu f duϕ = ∫ . 










u f u u f uu O h
t x i t x
τ −
=
⎡ ⎤∂ ∂ ∂ ∂Λ = + + − − +⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦∑  








ϕ∂∂ = −∂ ∂                                                 (4) 
получим, что на решениях (1) 
( ) ( )kh u O hΛ = .                                                   (5) 
Определение 1. Слабая аппроксимация разностного оператора hΛ  
k −того порядка на решениях (2), определяется условием  
[ ] ( ( ) ) ( )kh t x
D D
u gdxdt ug f u g dxdt O hΛ = + +∫∫ ∫∫ .                      (6) 





⇒ , удовлетворяющем интегральному закону сохранения 
( ( ) ) 0t x
D
ug f u g dxdt+ =∫∫ , 
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с использованием интегральных следствий этого закона сохранения. 
Определение 2. Слабая аппроксимация разностного оператора hΛ  
k −того порядка на решениях (3) определяется из соотношения 
0 [ ] ( ( ) ) ( )kh h h t h x
D D
u gdxdt u g f u g dxdt O h= Λ = + +∫∫ ∫∫ .              (7) 
В этом случае оценка порядка слабой аппроксимации производится на 
разностном решении hu , при этом используются следствия интегрального 
представления (7) для разностной схемы. 
Тогда на решениях (2) разностный оператор (3) имеет слабую аппрок-
симацию, определяемую следующим образом: 
1
1













⎡ ⎤−Λ = + ⋅ =⎢ ⎥⎢ ⎥⎣ ⎦∑∫∫ ∫∫  
2
2 3( ) ( )2
k
D
g gu f u dxdt J J O h
t x
τ τ∂ ∂⎛ ⎞+ + + +⎜ ⎟∂ ∂⎝ ⎠∫∫ , 
где 
2 2
2 2 2( )
D
g gJ u u dxdt
t x
ϕ⎛ ⎞∂ ∂= −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠∫∫ . 
Выражение 2 0J =  на гладких решениях (2), что соответствует инте-
гральному аналогу дифференциального следствия для (1). 











⎛ ⎞∂ ∂ ∂+ =⎜ ⎟⎜ ⎟∂∂ ∂⎝ ⎠∫∫                                (8) 















⎡ ⎤− ∂ ∂= − − ≠⎢ ⎥∂ ∂⎣ ⎦∑∫∫  
по двум причинам: 
• в конструкции разностного оператора (3) использованы дифференци-
альные следствия для гладких решений (1) и функции ( )i uϕ ; 
• для оценки слабого решения используются вместо интегральных анало-
гов дифференциальных следствий для (1) интегральные следствия (8) для 
уравнения (2). 
Рассмотрим следующую разностную схему для (1): 
2( ) ( ) ( ) 02 2
t h x x x x
h h h h
u
u f u u
h h
δ δ δ δ δτ ϕτ
+ + − + −+Λ = + − ⋅ = ,                 (9) 
2( ) uu f duϕ = ∫ , 
которая, как легко проверить, на гладких решениях (1) имеет второй порядок 
классической аппроксимации  
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2( ) ( )h u O hΛ = , 
и первый порядок слабой аппроксимации на негладких решениях (1) удовле-
творяющих (2), то есть 
[ ] ( )h
D
u gdxdt O hΛ =∫∫ . 
Изменим схему (9) на такую: 
2( ) ( ) ( )2 2
t h x x x x
h h h h
u
S u f u f u
h h
δ δ δ δ δτ
τ
+ + − + −+Λ = + − ⋅ +  
( ( ) ) 0
2 2 2
t t x x
h hf u uh
δ δ δ δτ
τ
+ − + −+ ++ ⋅ ⋅ − =                          (10) 
и перепишем ее в виде 
( ) [ ( ) ( ( ) )]
2 2 2
t h x x t t
h h h h h
u
S u f u f u u
h
δ δ δ δ δτ
τ τ
+ + − + −+ +Λ = + + ⋅ − −  
2 ( ) 02
x x
hf uh
δ δτ + −− = .                                           (11) 
Явный вариант этой разностной схемы получим, заменив разностные 
производные по времени в правой части на их значения с нижнего временно-
го слоя: 
( ) [ ( ) ( ( ) )]
2 2 2
t h x x t t
h hh h h
u
S u f u f u u
h
δ δ δ δ δτ
τ τ
+ + − + − ∨ ∨+ +Λ = + + ⋅ − −  
2 ( ) 02
x x
hf uh
δ δτ + −− = . 
Легко проверить (с учетом дифференциальных следствий), что схема 
(10) имеет второй порядок классической аппроксимации на решениях (1) 
2
2( ) ( ) ( ( ) )2 2
S u u u f u f u u
t x x tt
τ τ∂ ∂ ∂ ∂ ∂Λ = + ⋅ + + − −∂ ∂ ∂ ∂∂  
2
2 2
2 ( ) ( ) ( )2
f u O h O h
x
τ ∂− + =∂  
и (в силу интегральных следствий, полученных заменой в (2) /g g t→∂ ∂ , 
/g g x→∂ ∂  и последующим вычитанием их друг из друга) такой же порядок 





( ) ( , ) ( ) ( )
2 2
( ( ) ) ( )
2 2 2
t x x x x
h
D D
t t x x
D
gS u g x t dxdt u f u g f u g
h h
gf u u gdxdt u g O
h t t
δ δ δ δ δτ
τ
δ δ δ δ τ ττ
− + − + −
+ − + −
+Λ = − + + −










( ) ( ) ( ( ) ) ( )
2 2
( ) ( ( )
2D
g g gf u f u f u u dxdt O h
x t xx
g g gu f u g u f u
t x t x
τ τ
τ
∂ ∂ ∂+ + − − + =∂ ∂ ∂∂
∂ ∂ ∂ ∂⎛ ⎞= + + − +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠∫∫
 
2
2 2( ( ) ) ) ( ) ( )gf u u dxdt O h O h
t x
∂+ − + =∂ ∂ . 
Однако чтобы учесть эффекты численного размывания разностного ре-
шения необходимо проверять слабую аппроксимацию разностной схемы на 
решениях (10) по соотношению (7). 
 
Теорема. Разностная схема (10) на своих решениях имеет 2–й порядок 
слабой аппроксимации 
0 [ ] ( ( ) ) ( )kh h h t h x
D D
S u gdxdt u g f u g dxdt O h= Λ = + +∫∫ ∫∫ . 
Выполним следующие преобразования: 
20 ( ) ( , ) ( ( ) ( )2 2
t h x x x x
h h h h
D D
u
S u g x t dxdt f u f u
h h
δ δ δ δ δτ
τ
+ + − + −+= Λ = + − ⋅ +∫∫ ∫∫  
( ( ) )) ( , )
2 2 2
t t x x
h hf u u g x t dxdth
δ δ δ δτ
τ
+ − + −+ ++ ⋅ ⋅ − =  
2( ( ) ( )2 2




u f u g f u g
h h
δ δ δ δ δτ
τ
− + − + −+= + − ⋅ +∫∫  
( ( ) ) )
2 2 2
t t x x
h hf u u g dxdth
δ δ δ δτ
τ
+ − + −+ ++ − ⋅ ⋅ =  
2 3 2 4
2 3 4 3 5( [ ...] ( )[ ...]
2 3! 4! 3! 5!h t t t t h x x xD
h hu g g g g f u g g gτ τ τ= ∂ − ∂ + ∂ − ∂ + + ∂ + ∂ + ∂ + +∫∫  
2 4
2 4 6( ) [ 2 2 ...]
2 4! 6!h x x x
h hf u g g gτ+ ∂ + ∂ + ∂ + +  
2 2
3 3[ ( ) ][ ...])
2 3! 3!h h t x t x t x
hf u u g g g dxdtτ τ+ − ∂ ∂ + ∂ ∂ + ∂ ∂ + =  
2( ( ( ) ) ( ( ) )
2h t h x h t h t xD D
u g f u g dxdt u g f u g dxdtτ= ∂ + ∂ − ∂ + ∂ ∂ +∫∫ ∫∫  
2 2
2 3 3
2( ( ) ) ( ( ) )2 3!h t x h x h t h xD D
hu g f u g dxdt u g f u g dxdt
h
τ τ+ ∂ ∂ + ∂ + ∂ + ∂ +∫∫ ∫∫  
3 3
4 4 3
3( ( ) [ ( ) ]12 22 h t h x h h t xD
h u g f u g f u u g
h hh
τ τ τ+ − ∂ + ∂ − − ∂ ∂ −∫∫  
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3
3
3 [ ( ) ] ) ) ...h h t xf u u g dxdth
τ− − ∂ ∂ + .                            (12) 
Полученное выражение назовем интегральным представлением разно-
стной схемы (10) на ее решениях, оно является аналогом дифференциально-
го представления разностной схемы на гладких решениях (1). 
Интегральное представление разностной схемы для разрывных реше-
ний, следуя аналогии дифференциального представления для гладких реше-
ний, занимает промежуточное по информативности положение между ис-
ходной интегральной (дифференциальной) математической моделью процес-
са и аппроксимирующей слабо (классически) ее разностной схемой. Можно 
утверждать, что по своим свойствам интегральное представление разностной 
схемы на негладких решениях разностного уравнения позволит исследовать 
более полно разрывные решения. 
Аналогично вводятся интегральные приближения различных порядков 
для разностной схемы. Так, первое интегральное приближение _ hПИП SΛ  
для разностной схемы (10) получим из (12), оставляя в нем слагаемые до пер-
вого порядка малости включительно: 
2
_ [ ] ( ( ( ) )
( ( ) )
2
h h h t h x
D
h t h t x
D
ПИП S u u g f u g dxdt
u g f u g dxdtτ
Λ = − ∂ + ∂ −




2( ( ) ) )
2 h t x h xD
u g f u g dxdtτ+ ∂ ∂ + ∂∫∫ . 
Сохраняя в (12) величины до второго порядка малости, получим второе 
интегральное приближение для разностной схемы, и так далее: 
_ [ ] _ [ ]h h h hВИП S u ПИП S uΛ = Λ −
2 2
3 3
2( ( ) )3! h t h xD
h u g f u g dxdt
h
τ ∂ + ∂∫∫ . 
Введём обозначения 
11( ) ( ( ) )h t h x
D
I g u g f u g dxdt= ∂ + ∂∫∫  
и перепишем полученное соотношение (12) в виде 
2
3
11 22 21 30 ( ) [ ( ) ( )] ( ) ( )2 3!




11 22 21 3 4( ) [ ( ) ( )] ( ) ( ) ( )2 3!
hI g I g I g I g h I g O hτ= − − + + .              (13) 
Учитывая, что  
2
3
22 11 22 21 33( ) ( ) [ ( ) ( )] ( ) ( )2 3!t t t t
hI g I g I g I g I g O hτ= ∂ = ∂ + ∂ + ∂ + , 
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2
3
21 11 22 21 3( ) ( ) [ ( ) ( )] ( ) ( )2 3!x x x x
hI g I g I g I g I g O hτ= ∂ = ∂ + ∂ + ∂ +  
получим выражение для 11( )I g  
2 2
3
11 22 22 21 21 3( ) [ ( ) ( ) ( ) ( )] ( ) ( )4 3!t x t x
hI g I g I g I g I g I g O hτ= ∂ − ∂ + ∂ − ∂ + + , 
которое перепишем в виде 
2 2
11( ) ( , )I g O h τ= .                                            (14) 
Можно воспользоваться леммой об эквивалентности интегральных со-
отношений [7] 
11( , , ) ( ( ) ( ) )t x
D
I f g f u g u g dxdtϕ ϕ= ∂ + ∂∫∫ , и 11( , , ) ( ( )t t x
D
I f g f u gϕ ∂ = ∂ ∂ +∫∫  
2( ) )xu g dxdtϕ+ ∂ , 
тогда выбрав ( )f u u=  и ( ) ( )u f uϕ = , получим 




11 22 22 21 21 3( ) [ ( ) ( ) ( ) ( )] ( ) ( )4 3!t x t x
hI g I g I g I g I g I g O hτ= ∂ − ∂ + ∂ − ∂ + +  
непосредственно следует оценка (14). 
Дальнейшее последовательное исключение выражения 3 ( )I g  по изло-
женному алгоритму из-за его структуры не представляется возможным. 
Таким образом, разностный оператор схемы (10) слабо аппроксимирует 
со вторым порядком интегральный оператор (3) на собственных решениях. 




⇒  следует понимать в смысле слабой сходимо-
сти: 
0
( ( ) ) ( ( ) )h t h x t xh
D D
u g f u g dxdt u g f u g dxdt
→
∂ + ∂ ⇒ ∂ + ∂∫∫ ∫∫ . 
Чтобы повысить порядок слабой аппроксимации необходимо в разност-
ной схеме (13) ввести слагаемые, преобразующие выражение для 33 ( )I g  в ее 
интегральном представлении к виду, необходимому для исключения. 
Учитывая, что  
2
3 3
3 2( ) ( ( ) )h t h x
D
I g u g f u g dxdt
h
τ= ∂ + ∂∫∫  
видно, что его можно преобразовать к виду 
2
3 2
33 2( ) ( ( ) )h t h t x
D
I g u g f u g dxdt
h
τ= ∂ + ∂ ∂∫∫ . 
Тогда модифицированный разностный оператор запишется в виде соот-
ношения 
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2 2
2 21 ( ) [ ] ( )3! 2 3! 2
x x x x t t x x
h h h h h
hM S u S u f u
h hh
δ δ δ δ δ δ δ δτ
τ
+ − + − + − + −⎡ ⎤+ +Λ = Λ − ⋅ ⋅ − ⋅ ⋅⎢ ⎥⎢ ⎥⎣ ⎦
. (15) 
При этом 
30 1 [ ] ( ( ) ) ( )h h h t h x
D D
M S u gdxdt u g f u g dxdt O h= Λ = + +∫∫ ∫∫ . 
Это вариант замены одного слагаемого (в данном случае слагаемого с 
( )hf u ) на другое с ( )hf u . Аналогично можно поступить и по отношению к 
слагаемому с hu  в выражении 
2 2
3 3( ( ) )
3! 3!h t h xD
hu g f u g dxdtτ ∂ + ∂∫∫ , 
модифицировав разностный оператор так, чтобы это слагаемое в его инте-
гральном представлении заменилось на следующее: 
2 2
2 3 2
11( ( ) ) ( )3! 3!h x t h x xD
h hu g f u g dxdt I g∂ ∂ + ∂ = ∂∫∫ . 
Тогда соответствующая модификация разносного оператора получим 
вид 
2 2
2 21_1 ( ) [ ] 3! 2 3! 2
t t t t t t x x
h h h h h
hM S u S u u
h
δ δ δ δ δ δ δ δτ
τ ττ
+ − + − + − + −⎡ ⎤+ +Λ = Λ − ⋅ ⋅ − ⋅ ⋅⎢ ⎥⎢ ⎥⎣ ⎦
.  (16) 
Модификация с использованием центрированных (симметричных) раз-
ностей выглядит следующим образом 
2 ( ) [ ]h h h hM S u S uΛ = Λ +  
2 2
2 2 ( )3! 2 3! 2
t t x x t t x x
h h
h u f u
hh
δ δ δ δ δ δ δ δτ
τ τ
+ − + − + − + −⎡ ⎤+ ++ ⋅ ⋅ + ⋅ ⋅⎢ ⎥⎢ ⎥⎣ ⎦
.            (17) 
Для него справедлива оценка 
32 [ ] ( ( ) ) ( )h h h t h x
D D
M S u gdxdt u g f u g dxdt O hΛ = + +∫∫ ∫∫ . 
Здесь реализовано одновременное дополнение слагаемых, содержащих 
hu  и ( )hf u , до выражений необходимого вида. 
Действуя аналогичным образом, можно получить разностную схему не-
обходимого порядка слабой аппроксимации. Так пусть для разностной схемы 
[ ] 0h huΛ =  




0 [ ] ( , ) ( , ) ( )
k
l k
h h h l h
lD
u gdxdt I g u h I g u O h−
=
= Λ = − +∑∫∫ , 
где 
1
( , ) ( , ) ( )
l
k
l h lm lm h
m
I g u A I g u O h
=
= +∑ . 
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Учитывая, что с одной стороны, по определению мы имеем 
1
11( , ) ( )
l m m
lm h t xI g u I g
− −= ∂ ∂ , 




( , ) ( , ) ( , ) ( )
k
l m m l l m m k
lm h t x h l t x h
l
I g u I g u h I g u O h− − − −
=
= ∂ ∂ = ∂ ∂ + =∑  
1 1
2 1
( , ) ( )
k l
l l m m k
lm lm t x h
l m
h A I g u O h− − −
= =
= ∂ ∂ +∑ ∑ , 
после подстановки этих выражений в интегральное представление запишем 
1 1 1
11
2 1 2 1
( , ) [ ( , )] ( ).
k l k l
l l l p p k
h lm lp lp t x h
l m l p
I g u h A h A I g u O h− − − −
= = = =
= ∂ ∂ +∑ ∑ ∑ ∑  
Продолжая дальнейшие исключения, которые приведут к переходу сла-
гаемых, содержащих ( , )l m mlm t x hI g u
−∂ ∂ , в группу с более высоким порядком 
малости, придем к соотношению 
11( , ) ( )
k
hI g u O h= , 
что и определяет необходимый порядок аппроксимации. 
 
Следствие. В работе [9] приводится достаточное условие, обеспечи-
вающее k − тый порядок слабой аппроксимации разностной схемы, связан-
ное с представимостью разностного оператора в виде 
*
, 1,[ ] [ , ( )] [ ]h h k h h h k h hS u S u f u S u+Λ = Λ + Λ ,                           (18) 
где * , [ , ( )]k h h hS u f uΛ  – разностный оператор с k − тым порядком классиче-
ской аппроксимации; 1, [ ]k h hS u+Λ  – разностный оператор 1k +  порядка ди-
вергентности. 
Это условие порождает разностные схемы, являющиеся частным случа-
ем рассмотренной выше теоремы. Они получаются при использовании ди-
вергентной добавки соответствующего порядка в изложенном алгоритме по-
вышения порядка слабой аппроксимации. 
Возможно использование и несимметричных вариантов разностных вы-
ражений, например, после замены 
2( )2 2 2
x x x x x h
h h h h
δ δ δ δ δ δ δ+ − ± + − + −+ +⇒ = ± . 
Неоднозначность построения разностной схемы с заданным порядком 
слабой аппроксимации позволяет сформулировать некоторые важные допол-
нительные требования к разностному оператору, такие как монотонность, 
инвариантность и так далее. Такой подход предоставляет возможность стро-
ить адаптивные вычислительные алгоритмы с использованием теории функ-
ций-ограничителей ( L −функций). 
Рассмотрим разностную схему для (1) в виде 
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( )







Λ = + = , 
где ( ) ( ) ( )h h hf u f u h uψ= + ⋅ . 
Оценим порядок слабой аппроксимации по определению 2. Запишем 
2
0 ( ) ( , ) [ ( ) ]
[ ( ) ] [ ( )
2
t x
h h h h
D D
h t h x h t h x
D D
u g x t dxdt u g f u g dxdt
h





= Λ ⋅ = − + =




2 2( ) ] ( )
2 h x
h f u g dxdt O h+ ⋅∂ + . 
Откуда находим 
[ ( ) ] ( )h t h x
D
u g f u g dxdt O τ∂ + ∂ =∫∫ . 
Специальный выбор функции 
1( ) ( ) ( )
4h x x t t h
u f u
h
ψ δ δ δ δ+ − + −= + + +  
позволяет получить разностную схему, обладающую вторым порядком сла-
бой аппроксимации: 
2[ ( ) ] ( )h t h x
D
u g f u g dxdt O h∂ + ∂ =∫∫ . 
Проанализируем следующие две реализации разностных схем для урав-
нения (1) в виде 
ˆ( 1) ( ( ) ( ))




u u f u f u
u
h
τ τδ δ δ
τ
+ + ++ + +Λ = + = , 
( 1) (( ) / 2)




u u f u u
u
h
τ τδ δ δ
τ
∧+ + ++ + +Λ = + = . 
Представленные схемы, как легко проверить разложением в ряды Тей-
лора, имеют второй порядок классической аппроксимации: 
21 ( ) ( )h u O hΛ = , 22 ( ) ( )h u O hΛ = . 
Оценим порядок слабой аппроксимации первой схемы по определению 
2, переписав ее в виде 
ˆ( 1) ( ( ) ( ))
1 ( )
2 2






u u f u f u
u
h






δ δ δ δτ
τ τ
+ + +
+ + + +
+ + +Λ = + =
= + + + =
 
Данную разностную схему можно записать в форме 
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Λ = + =  
с соответствующими операторами hA  и Bτ . 
Тогда, действуя аналогично (12), получим: 
0 1 ( ) ( , ) [ ( ) ]t xh h h h
D D





= Λ ⋅ = − + +∫∫ ∫∫
[ ( ) ] ( ( ) )
2 2
h h
h h h t h x
D D
hu g f u g dxdt u g f u g dxdt
h h
τ τδ δ δ δτ
τ τ
− − − −
+ + = − ∂ + ∂ +∫∫ ∫∫  
2 2( ( ) ) ( ( ) )
2 2h t h t x h t x h xD D
hu g f u g dxdt u g f u g dxdtτ+ ∂ + ∂ ∂ + ∂ ∂ + ∂ +∫∫ ∫∫  
2 2 2
3 3 2 2
2( ( ) ) ( ( )3! 4h t h x h t x h t xD D
h hu g f u g dxdt u g f u g
hh
τ τ+ ∂ + ∂ + ∂ ∂ + ∂ ∂ −∫∫ ∫∫  
2
2 2 3
2 ( ) ) ( )h t x h t xu g f u g dxdt O hh h
τ τ− ∂ ∂ − ∂ ∂ + . 
Откуда 
2 3
11 22 21 30 ( ) ( ) ( )] ( ) ( )2 2
hI g I g I g h I g O hτ= − + + + + . 
После преобразований с использованием полученного интегрального 
представления разностной схемы получим 
2 2 3 2
11 22 22 21 21
1( ) [ ( ) ( ) ( ) ( )] ( ) ( )
4 t x t x
I g I g hI g hI g h I g O h O hτ τ τ= ∂ + ∂ + ∂ + ∂ + = , 
что означает: разностная схема имеет второй порядок слабой аппроксимации 
на своих разностных решениях. 
Аналогичные выкладки для второй разностной схемы показывают, что 
0 ( ) ( , )I g O h τ= . 





+ = ,  ( ) ( )h hf f u h uψ= +                             (18) 
не может иметь второй порядок слабой аппроксимации по определению 2. Из 
выше изложенного для разностной схемы (10) легко показать, что, выбирая 
( ( 1)) ( ) ( ( 1)) ( 1) ( )
( )
2 2 2 2
h h h h h h h
h





+ −+ + + − + + −= − + , 
получим явную трехслойную разностную схему 2-го порядка слабой аппрок-
симации, у которой 
( ( 1)) ( 1) ( )1( ) [ ( ) ( )
2 2
h h h h h h
h h h
f u u f u u
u f u f u
h h h h
τδ δ δτψ τ τ
+ + − + − + + −= − + . 
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Неявная двухслойная схема получится, если выбрать 
( ( 1)) ( 1) ( )1( ) [ ( ) ( )
2 2
h h h h h h
h h h
f u u f u u
u f u f u
h h h h
τδ δ δτψ τ τ
+ + + + − + + −= − + . 
Тогда можно утверждать, что разностную схему вида (18) со вторым 
порядком слабой аппроксимации можно построить в классе явных трехслой-
ных или неявных двухслойных разностных схем по времени. 
Перспективным выглядит развитие теоретических основ построения 
монотонизированных разностных схем повышенного порядка аппроксима-
ции на основе интегральной формы исходных нестационарных систем урав-
нений в частных производных гиперболического типа. Конструктивной ос-
новой их построения будут служить процедуры компактного интегрирования 
(аналоги компактного численного дифференцирования), интегральные след-
ствия исходной системы уравнений и средства монотонизации разностных 
схем в виде восстановительных полиномов с L − функциями. 
 
Исследование устойчивости разностных схем. Исследуем условия ус-
тойчивости численного решения разностной схемы (9) 
2( ) ( ) ( )2 2
( ( ) ) 0,
2 2 2
t h x x x x
h h h h
t t x x
h h
u




δ δ δ δ δτ
τ
δ δ δ δτ
τ
+ + − + −
+ − + −
+Λ = + − ⋅ +
+ ++ ⋅ ⋅ − =
 
имеющей повышенный (2-й) порядок классической и слабой аппроксимации. 
Проверку устойчивости данной разностной схемы проведем при ее при-
менении для аппроксимации линейного уравнения переноса, у которого 
( )f u au= . Тогда для оценки модуля разностного оператора шага 
h hu Tu
∧ =  
на гармониках i me α  получим для множителя i mhu e αλ
∧ =  квадратное уравне-
ние 
2
21 1[1 sin ] [ 1 (cos 1) sin ] sin 0
4 4
a ai i i
a a a
νν α λ α ν α λ ν α− −+ + − − − + − =  
из которого найдем 
2
1,2






















ν α ν α ν α ν α
ν α
− −+ − − + +
± −+
.        (19) 
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Для сравнения рассмотрим разностную схему, предложенную в [40]: 
2 2
1 0 1
1 1( ) [1 ] [1 ] ( )
6 2 6 2
[ ] 0,
t t x x
h h x x h t t h
x x h
OS u u f u
h
C T C E C T uτ τ
δ δ δ δδ δ δ δτ
δ δ
+ − + −+ − + −
− + −
− +
+ +Λ = + + + +
+ + + =
 
имеющую третий порядок классической и слабой аппроксимации. У нее ис-
кусственная вязкость представлена разностным оператором четвертого по-
рядка дивергентности, что, по утверждению [38], приводит к снижению чет-
вертого порядка классической и слабой аппроксимации исходного разност-
ного оператора схемы до третьего. При ее применении для аппроксимации 
линейного уравнения переноса, получим разностную схему, которую будем 
исследовать на устойчивость ее решений. Заметим, что использование искус-
ственной вязкости в разностном уравнении может существенно изменить 
решение [39]. 
Соответствующее квадратное уравнение для множителя λ  оператора 
перехода разностной схемы h hu Tu
∧ =  на i mhu e α= , и hu uλ




[2 cos sin 2 ] [2 4 sin ]
[2 cos sin 2 ] 0,
i C d C d i
i C d




+ + + + + −
− + − − =  
где 6(cos 2 cos 3)d α α= − + , и следующие корни: 
2
0 0 1 1
1,2
1
[ 2 ] [ 2 ] [ 2 ][ 2 ]
[ 2 ]
C d ic C d ic w iC d w C d
w C d
λ + −− + + + + + −= + .        (20) 
Здесь sinc ν α= , w b ic= + , 2 cosb α= + . Коэффициенты 1C− , 0C . 1C+  
служат для достижения условия 1,2| | 1λ ≤ . 
Заметим, что построенная выше схема ( ) 0h hS uΛ = , при численном ис-
следовании спектра (19) оператора перехода оказалась неустойчива в линей-
ном приближении с ( )f u au= , где 0a ≺ , при любом ν . 
Варианты разностных схем, имеющих второй порядок слабой аппрок-
симации, предлагаются в виде 
2 ( ) ( ) ( ) 0
2 2 2 2
t h x x t t x x
h h h h
u
V S u f u f u
h h
δ δ δ δ δ δ δτ
τ τ




3 ( ) ( ) ( )
2 2 2 2
0.
t h x x t t x x
h h h h
j
j
j x x h
j
uV S u f u f u
h h
h C T uτ
δ δ δ δ δ δ δτ
τ τ
δ δτ
+ + − + − + −
= + −
=−
+ + +Λ = + + ⋅ ⋅ +
+ =∑
 
Соответствующее уравнение для множителя перехода разностного опе-
ратора 3 ( )h hV S uΛ  запишется так: 
2
1 2 1 2 1 2[ ] [ ] [ ] 0A iA B iB G iGλ λ+ + + + + = ,                     (21) 
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где 1 4cos 3 cos 2D α α= − − , 2 2sin sin 2D α α= + , 1 1 11A C D+= + ,  
2 1 2sin4
A C Dν α += + , 1 0 11B C D= − + , 2 0 2sinB C Dν α= + , 1 1 1G C D−= , 
2 1 2sin4
G C Dν α −= − + . 
Выражения для корней уравнения (21) запишутся в форме 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= + . 
1 0 1
1/ 2
1 1 2 2 1 2
2 2
1 2
( , , , )
arg 2 arg 2( ) | | ( cos sin )
2 2
2( )
k C C C









1 2 2 1 2 1
2 2
1 2
arg 2 arg 2( ) | | ( cos sin )
2 2
2( )
z k z kA B A B z A A
i
A A
π π+ +− − + − +
+ + , 
где 2 21 2 1 1 2 2 1 2 1 2 2 14( ) (2 4( ))z B B A G A G i B B A G A G= − − − + − + , 1, 2k = . 
При нулевых значениях коэффициентов искусственной вязкости полу-
чим характеристическое уравнение для схемы 2 ( ) 0h hV S uΛ = . 
На приведенных ниже графиках горизонтальная ось – Re ( )kλ α , верти-















Рис. 1 – Схема 2 ( ) 0h hV S uΛ = . Зависимость ( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  ( 1k =  – 
треугольник, 2k =  – прямоугольник), от [0,2 ]α π∈  при 0.25ν = , 1.5a = . 














Рис. 2 – Схема 3 ( ) 0h hV S uΛ = , 1 0.0C− = , 0 0.0C = . 1 1.0C+ = − . Зависимость 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  ( 1k =  – треугольник, 2k =  – прямоугольник), 
[0,2 ]α π∈  при 10.0ν = , 1.5a = . 














Рис. 3 – Схема 3 ( ) 0h hV S uΛ = , 1 0.0C− = , 0 0.0C = . 1 3.7C+ = − . Зависимость 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  ( 1k =  – треугольник, 2k =  – прямоугольник), 















Рис. 4 – Схема 3 ( ) 0h hV S uΛ = , 1 0.0C− = , 0 0.0C = . 1 4.0C+ = . Зависимость 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  ( 1k =  – треугольник, 2k =  – прямоугольник), 
[0,2 ]α π∈  при 10.0ν = , 1.5a = . 


















Рис. 5 – Схема ( ) 0h hOS uΛ = , 1 0.0C− = , 0 0.0C = . 1 4.0C+ = . Зависимость 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  из (20) ( 1k =  – треугольник, 2k =  – прямоугольник), 















Рис. 6 – Схема ( ) 0h hOS uΛ = , 1 0.0C− = , 0 0.0C = . 1 210.0C+ = . Зависимость 
( ) Re ( ) Im ( )k k kiλ α λ α λ α= +  ( 1k =  – треугольник, 2k =  – прямоугольник), 
[0,2 ]α π∈  при 10.0ν = , 1.5a = . 
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При меньших значениях 1C+  спектр содержит точки, находящиеся за 
пределами единичной окружности. 
Предложенная новая разностная схема с разностным оператором 
3 ( )h hV S uΛ  требует для устойчивости численного решения значительно 
меньшей величины искусственной вязкости, чем в ( )h hOS uΛ . 
Решения разностной схемы 3 ( ) 0h hV S uΛ = , построенной с использова-
нием ее интегрального представления, стабилизируются искусственной вяз-
костью со значительно меньшим коэффициентом, чем схемы ( ) 0h hOS uΛ = . 
Причем, в первой схеме стабилизация осуществляется коэффициентом, ма-
лым по модулю, а во второй схеме стабилизирующий коэффициент большой 
и только положительный. 
Можно заметить, что если при построении разностной схемы не исполь-
зуются ее дифференциальные следствия или следствия ее дифференциально-
го представления, то порядки классической и слабой аппроксимации совпа-
дают. 
Неоднозначность построения разностной схемы с заданным порядком 
слабой аппроксимации позволяет сформулировать некоторые важные допол-
нительные требования к разностному оператору, такие как монотонность, 
инвариантность, и так далее. Такой подход предоставляет возможность стро-
ить адаптивные вычислительные алгоритмы с использованием теории функ-
ций-ограничителей ( L −функций). 
Приведем полезные в дальнейшем соотношения: 
2 3
2 3 ...,
2 3!h x x x
h hg h g g gδ + = ∂ + ∂ + ∂ +  
2 3
2 3 ...,
2 3!h x x x






h hg g g g
h
δ δ+ −+ = ∂ + ∂ + ∂ +  
2 4
2 4 6
2 2 2 ...4! 6!
h h
x x x
h hg g g g
h
δ δ+ − = ∂ + ∂ + ∂ + . 
Рассмотрим некоторые разностные схемы и порядки классической и 
слабой аппроксимации для них. 
 
Схема 1. 
22( ) ( ) ( ) 0.2 2
t h x x x x
h h h h
u
v f v v
h h
δ δ δ δ δτ ϕτ
+ + − + −+Λ = + − ⋅ =  
Аппроксимация классическая.  
11( ) ( ) 0t xD u u f u= ∂ + ∂ = , 2 2 2 ( )t xu uϕ∂ = ∂ . 2( ) ( )h u O hΛ =  
  38 ISSN 2222-0631. Вісник НТУ «ХПІ». 2013. №54 (1027) 
Слабая аппроксимация. 
• по определению 1: 
11( , ) ( ( ) ) 0t xI v g v g f v g dxdt
Ω
= ∂ + ∂ =∫∫ , 
11( ) ( , ) ( , ) ( ) ( )h v g x t dxdt I v g O h O h
Ω
Λ = − + =∫∫ . 
• по определению 2: 
11( , ) ( ( ) ) 0h h t h xI v g v g f v g dxdt
Ω
= ∂ + ∂ =∫∫ , 
110 ( ) ( , ) ( , ) ( )h h hv g x t dxdt I v g O h
Ω
= Λ = − +∫∫ . 
11( , ) ( )hI v g O h= . 
Устойчивость: 
1 1sin (cos 1) 0ai
h h
λ α ν ατ
− + + − = , 
2




ν αλ ν α= + − . 
 
Схема 2. 
20 ( ) ( ) ( ) 02 2
h h h h h
h h h h
v
V S v f v f v
h h
τδ δ δ δ δτ
τ
+ + − + −+Λ = + + ⋅ = . 





0 ( ) ... ( ...) ( )
2 3! 3!
( 2 ..) ( )
2 4!
h t t t x x
x x




Λ = ∂ + ∂ + ∂ + + ∂ + ∂ + +
+ ⋅ ∂ + ∂ + =
 
2 2
2 2 3 3 3
11( ) ( ( )) ( ) ( ) ( ) ( )2 3! 3!t x t x t x
hu f u u f u u f u O h D u O hτ τ= ∂ + ∂ + ∂ + ∂ + ∂ + ∂ + = + . 
0 ( ) ( )hV S u O hΛ = . 
Слабая аппроксимация.  
• по определению 1: 
11( , ) ( ( ) ) 0t xI v g v g f v g dxdt
Ω
= ∂ + ∂ =∫∫ , 
110 ( ) ( , ) ( , ) ( ) ( )hV S v g x t dxdt I v g O h O h
Ω
Λ = − + =∫∫ . 
• по определению 2: 
11( , ) ( ( ) ) 0h h t h xI v g v g f v g dxdt
Ω
= ∂ + ∂ =∫∫ , 
110 0 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = − +∫∫ . 
11( , ) ( )hI v g O h= . 
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Устойчивость: 
1 1sin (cos 1) 0ai
h h
λ α ν ατ
− + + − = , 
2




ν αλ ν α= + − . 
 
Схема 3. 
21 ( ) ( ) ( )2 2
( ( ) ) 0.
2 2 2
h h h h h










δ δ δ δ δτ
τ
δ δ δ δτ
τ
+ + − + −
+ − + −
+Λ = + − +





1 ( ) ... ( ) ( ( ) )
2 2
( ) ( ) ( ) ( ( ))
2 2
h t t x t x
x t x t x t
V S u u u f u f u u
f u O h u f u u f u
τ τ
τ τ
Λ = ∂ + ∂ + + ∂ + ∂ ∂ − −
− ⋅∂ + = ∂ + ∂ + ∂ + ∂ ∂ −
 
2 2 2 2
11 11 11( ( )) ( ) ( ) ( ) ( ) ( ) ( )2 2 2t x x t x
u f u O h D u D u D u O h O hτ τ τ− ∂ ∂ + ⋅∂ + = + ∂ − ∂ + =  
с учетом дифференциальных следствий для 11( ) ( ) 0t xD u u f u= ∂ + ∂ = . 
Слабая аппроксимация. 
• по определению 1: 
2 2
111 ( ) ( , ) ( , ) ( ) ( )hV S v g x t dxdt I v g O h O h
Ω
Λ = − + =∫∫  
с учетом определения слабого решения в форме 
11( , ) ( ( ) ) 0t xI v g v g f v g dxdt
Ω
= ∂ + ∂ =∫∫  
и интегральных следствий из него вида  
11( , ) 0tI u g∂ = , 11( , ) 0xI u g∂ = . 
• по определению 2 из  
2
110 1 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = +∫∫  
получим с учетом интегральных следствий из интегрального представления 
разностной схемы, что 
2
11( , ) ( )hI v g O h= . 
Устойчивость: ( ( )f u au= ). 
Характеристическое уравнение разностного оператора запишется в 
форме 
2
2 1 1[1 sin ] [ 1 (cos 1) sin ] sin 0
4 4
a ai i i
a a a
νλ ν α λ α ν α ν α− −+ + − − − + − = . 
 
Схема 4. 
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2 ( ) ( ) ( ) 0
2 2 2 2
h h h h h
h h h h
v
V S v f v f v
h h
τ τ τδ δ δ δ δ δ δτ
τ τ
+ + − + − + −+ + +Λ = + + ⋅ ⋅ = . 
Аппроксимация классическая. 
2 22 ( ) ... ( ) ( ) ( )
2 2h t t x t x
V S u u u f u f u O hτ τΛ = ∂ + ∂ + + ∂ + ∂ ∂ + =  
2 2( ) ( ( )) ( )
2t x t x t
u f u u f u O hτ= ∂ + ∂ + ∂ + ∂ ∂ + =
2 2
11 11( ) ( ) ( ) ( )2 t
D u D u O h O hτ= + ∂ + =  
с учетом дифференциальных следствий для 11( ) ( ) 0t xD u u f u= ∂ + ∂ = . 
Слабая аппроксимация. 
• по определению 1: 
2 2
11 112 ( ) ( , ) ( , ) ( , ) ( ) ( )2h t
V S v g x t dxdt I v g I v g O h O hτ
Ω
Λ = + ∂ + =∫∫ ; 
• по определению 2: 
2
110 2 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = +∫∫ . 
2
11( , ) ( )hI v g O h= . 
Устойчивость: 
2[1 sin ] [ 1 sin ] sin 0
4 4
i i iν νλ α λ ν α α+ + − + − = . 
 
Схема 5. 
Схема V3S получена для достижения второго порядка слабой аппрок-
симации. Для устойчивости в схему введена трехслойная искусственная вяз-




3 ( ) ( ) ( )
2 2 2 2
0.
h h h h h
h h h h
j
j
j h h h
j
v
V S v f v f v
h h
h C T v
τ τ τ
τ
δ δ δ δ δ δ δτ
τ τ
δ δτ
+ + − + − + −
= + −
=−




2 23 ( ) ... ( ) ( ) ( )
2 2h t t x t x t
V S u u u f u f u O h uτ τΛ = ∂ + ∂ + + ∂ + ∂ ∂ + = ∂ +  
2 2 2 2
11 11( ) ( ( )) ( ) ( ) ( ) ( ) ( )2 2x t x t t
f u u f u O h D u D u O h O hτ τ+∂ + ∂ + ∂ ∂ + = + ∂ + =  
с учетом дифференциальных следствий для 11( ) ( ) 0t xD u u f u= ∂ + ∂ = . 
Слабая аппроксимация. 
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• по определению 1: 
2 2
11 113 ( ) ( , ) ( , ) ( , ) ( ) ( )2h t
V S v g x t dxdt I v g I v g O h O hτ
Ω
Λ = + ∂ + =∫∫ ; 
• по определению 2: 
2
110 3 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = +∫∫ . 
2
11( , ) ( )hI v g O h= . 
Устойчивость: 
Характеристическое уравнение разностного оператора запишется в виде 
2
1 2 1 2 1 2[ ] [ ] 0A iA B iB G iGλ λ+ + + + + = , 
где  1 4cos 3 cos 2D α α= − − , 2 2sin sin 2D α α= + , 1 1 11A C D+= + ,  
2 0 2sin4
A C Dν α= + , 1 0 11B C D= − + , 2 0 2sinB C Dν α= + , 1 1 1G C D−= , 
2 1 2sin4
G C Dν α −= − + . 
 
Схема 6. 
4 ( ) [ ( ) ( ) ( )] 0
2 2 2 2
h h h h t t
h h h h h
v hV S v f v f v f v
h h
τδ δ δ δ δ δτ
τ τ
+ − + − + −+ +Λ = + + + ⋅ = . 
Аппроксимация классическая. 
2 24 ( ) ... ( ) ( ) ( )
2 2h t t x t x
V S u u u f u f u O hτ τΛ = ∂ + ∂ + + ∂ + ∂ ∂ + =  
2 2( ) ( ( )) ( )
2t x t x t
u f u u f u O hτ= ∂ + ∂ + ∂ + ∂ ∂ + =
2 2
11 11( ) ( ) ( ) ( )2 t
D u D u O h O hτ= + ∂ + = . 
Слабая аппроксимация. 
• по определению 1: 
2 2
11 114 ( ) ( , ) ( , ) ( , ) ( ) ( )2h t
V S v g x t dxdt I v g I v g O h O hτ
Ω
Λ = + ∂ + =∫∫ ; 
• по определению 2: 
2
110 4 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = +∫∫ . 
2
11( , ) ( )hI v g O h= . 
Устойчивость: 
Характеристическое уравнение разностного оператора запишется в 
форме 
2
1 2 1 2 1 2[ ] [ ] 0A iA B iB G iGλ λ+ + + + + = , 
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где  1 (4cos 3 cos 2 )D ν α α= − − − , 2 (6sin sin 2 )D ν α α= + , 1 4 (1 cos )A ν α= + − ,  
2 sinA ν α= , 1 14B D= − + , 2 2B D= , 1 (cos 1)G ν α= − , 2 sinG ν α= − . 
 
Схема 7. 
5 ( ) [ ( ) ( )] 0
2 2 2 2
h h t t
h h h h h
v hV S v f v v f v
h
τ τ τδ δ δ δ δ δτ
τ τ τ
+ − + − + −+ +Λ = + − + ⋅ = . 
Аппроксимация классическая. 
25 ( ) ( )hV S u O hΛ = . 
Слабая аппроксимация. 
• по определению 1: 
25 ( ) ( , ) ( )hV S v g x t dxdt O h
Ω
Λ =∫∫ ; 
• по определению 2: 
2
110 5 ( ) ( , ) ( , ) ( )h h hV S v g x t dxdt I v g O h
Ω
= Λ = +∫∫ . 
2
11( , ) ( )hI v g O h= . 
Устойчивость: 
Характеристическое уравнение разностного оператора запишется в ви-
де: 
2




14 (1 cos )A ν αν




−= , 1 4 4 (1 cos )B ν α= − + − ,  
2 4 sinB ν α= , 
2
1
1 (1 cos )G ν αν




−= − . 
 
Многомерные нестационарные задачи. Рассмотрим систему уравне-
ний 
( ) ( ) ( )( ) 0U F U G U H UL U
t x y z
∂ ∂ ∂ ∂= + + + =∂ ∂ ∂ ∂                          (22) 
и соответствующую ей разностную схему 
( ) 0.h hUΛ =                                                 (23) 
Слабое решение для (22), аналогично введенным определениям 1 и 2, 
удовлетворяет следующему интегральному соотношению: 
( ) ( , , , ) 0L U g x y z t dxdydzdt
Ω
=∫ , 
причём порядок аппроксимации разностного оператора hΛ  на решениях (3) 
находится из соотношения 
( ) ( , , , ) ( )kh U g x y z t dxdydzdt O h
Ω
Λ =∫ , 
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а на решениях (23) из оценки интеграла 
11( , ) [ ( ) ( ) ( ) ] ( )
k
h h t h x h y h zI U g U g F U g G U g H U g dxdydzdt O h
Ω
= ∂ + ∂ + ∂ + ∂ =∫ .(24) 
Одна из разностных схем повышенного (второго) порядка слабой ап-
проксимации на равномерной сетке по определению (24) имеет вид 
2 2 2
2 2 2
( ) ( ) ( )
2 2
[ ( ) ] ( ) ( )
2 2 2
x yt h x x x x x z
h h h h
y y x y y y z yt x
h h h h
U
S U F U F U
h h h h
F U U G U G U
h h h h h
δ δδ δ δ δ δ δ δτ
τ
δ δ δ δ δ δ δ δδ δτ τ
τ
− −+ + − + − − −
+ − − − + − − −− −
⎡ ⎤+ ⎢ ⎥Λ = + − + + +⎢ ⎥⎣ ⎦
⎡ ⎤+ ⎢ ⎥+ − + − + + +⎢ ⎥⎣ ⎦
 
2 2 2[ ( ) ] ( ) ( )2 2 2
t y y zx zz z z z
h h h hG U U H U H Uh h h h h
δ δ δ δδ δδ δ δ δτ τ
τ
− − − −− −+ − + −⎡ ⎤+ ⎢ ⎥+ − + − + + +⎢ ⎥⎣ ⎦
 
[ ( ) ] 0
2
t z




+ − = . 
Оценим порядок слабой аппроксимации этой разностной схемы: 
2
2 30 ( ) ( ...)
2 3!h h h t t t
S U gdxdydzdt U g g gτ τ
Ω Ω
= Λ = − ∂ − ∂ + ∂ + +∫ ∫  
2 2
3 2 4( )( ...) ( )[( 2 ...)
3! 2 4!h x x h x x
h hF U g g F U g gτ+ ∂ + ∂ + + ∂ + ∂ + +  
2
2 3 2 2( . ...) ( ...)
2 3! 2 2x y y y x y y
h h h hg g g g g+∂ ∂ + ∂ + ∂ + + ∂ ∂ + ∂ + +  
2 2
3 2 3 2
2
2 3
( ...) ( . ...) (
3! 2 3! 2
...) ( ...)] [ ( ) )[ (
2 3! 2
x y x z z z x z
z x z h h x t
h h h hg g g g g
h hg g F U U gτ
+ ∂ ∂ + + ∂ ∂ + ∂ + ∂ + + ∂ ∂ +
+ ∂ + + ∂ ∂ + − − ∂ ∂ +
 
2 2
2 3 2 2 3. ...) ( ...) ( ...)]
2 3! 2 2 3!t t x t t x t
h hg g g g gτ τ τ+ ∂ + ∂ + + ∂ ∂ + ∂ + + ∂ ∂ + +  
2 2
3 2 4( )( ...) ( )[( 2 ...)
3! 2 4!h y y h y y
h hG U g g G U g gτ+ ∂ + ∂ + + ∂ + ∂ + +  
2
2 3 2 2( . ...) ( ...)
2 3! 2 2y x x x y x x
h h h hg g g g g+∂ ∂ + ∂ + ∂ + + ∂ ∂ + ∂ + +  
2 2
3 2 3 2( ...) ( . ...) (
3! 2 3! 2y x y z z z y z
h h h hg g g g g+ ∂ ∂ + + ∂ ∂ + ∂ + ∂ + + ∂ ∂ +  
2
2 3...) ( ...)] [ ( ) )[ (
2 3! 2z y z h h y t
h hg g G U U gτ+ ∂ + + ∂ ∂ + − − ∂ ∂ +  
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2 2
2 3 2 2 3. ...) ( ...) ( ...)]
2 3! 2 2 3!t t y t t y t
h hg g g g gτ τ τ+ ∂ + ∂ + + ∂ ∂ + ∂ + + ∂ ∂ + +  
2 2
3 2 4( )( ...) ( )[( 2 ...)
3! 2 4!h z z h z z
h hH U g g H U g gτ+ ∂ + ∂ + + ∂ + ∂ + +  
2
2 3 2 2( . ...) ( ...)
2 3! 2 2z x x x z x x
h h h hg g g g g+∂ ∂ + ∂ + ∂ + + ∂ ∂ + ∂ + +  
2 2
3 2 3 2
2
2 3
( ...) ( . ...) (
3! 2 3! 2
...) ( ...)] [ ( ) )[ (
2 3! 2
z x z x z z z y
y z y h h z t
h h h hg g g g g
h hg g H U U gτ
+ ∂ ∂ + + ∂ ∂ + ∂ + ∂ + + ∂ ∂ +
+ ∂ + + ∂ ∂ + − − ∂ ∂ +
 
2 2
2 3 2 2 3. ...) ( ...) ( ...)]
2 3! 2 2 3!t t z t t z t
h hg g g g g dτ τ τ ω+ ∂ + ∂ + + ∂ ∂ + ∂ + + ∂ ∂ + =  
2
11 11 11 11 11[ ( ) ( ) ( ) ( ) ( )] ( )2 t x y z
I g I g I g I g I g O hτ= − + ∂ − ∂ − ∂ − ∂ + , 
где 11( ) [ ( ) ( ) ( ) ]h t h x h y h zI g U g F U g G U g H U g dω
Ω
= ∂ + ∂ + ∂ + ∂∫ . 
Из полученного интегрального представления для разностной схемы 
легко вывести оценку порядка ее слабой аппроксимации 
2
11( ) ( )I g O h= . 
Соответствующую разностную схему для системы уравнений (22) мож-
но построить в криволинейной системе координат: 
( ) ( ) ( )( ) 0U F U G U H UL U
t ξ η ζ
∂ ∂ ∂ ∂= + + + =∂ ∂ ∂ ∂
       . 
 
Результаты численных исследований. Часто точное разрывное реше-
ние уравнения (1) заранее неизвестно. В этом случае для приближенного оп-
ределения порядка слабой сходимости применяют правило Рунге, выполняя 
экспериментальную проверку скорости сходимости первых интегралов от 
получаемого разностного решения, взятых по различным областям, содер-
жащим особенности точного решения. 
Ниже приведены результаты анализа расчета по схеме крест для (1) 
( 2( ) / 2f u u= ) с начальным распределением в виде 
1( ,0) 1 arctan( / 2)u x xπ= − . 
Распределение порядков классической и слабой сходимости приведены на 
рис.7, рис.8. 
Из практически одинакового распределения порядков локальной и 
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сильной сходимости подтверждается экспериментально обнаруженный факт 
[6] наличия разной погрешности у инвариантов, проходящих через ударную 
волну и приходящих на нее. В рассмотренной одномерной задаче присутст-
вует только приходящий на разрыв инвариант. 
Численное исследование распада произвольного разрыва на неоднород-
ном фоне, заданным соотношением 
( ) ( )kp x r x= , 
2( ) 1 arctan( 10 )
2
r x xππ= + − + ,
2( ) 1 arctan( 50 )
2
u x xππ= + − + , 
проведено для одномерных нестационарных уравнений газовой динамики на 
интервале [0,1]. В расчетах использовалась монотонная разностная схема 
второго порядка классической и первого слабой точности. Монотонизация 
схемы осуществлялась на основе реконструкции предраспадных величин с 
использованием L −функций [36] в интерполяционных полиномах Ньютона. 
 
Рис. 7 – Распределение порядка слабой сходимости. 
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Анализируемое распределение газодинамических параметров в некото-
рый момент времени представлено на рис.9 в виде распространяющейся по 
неоднородному фону ударной волны. Распределения порядков локальной и 
слабой сходимости для давления, плотности и скорости газа приведены на 
рис.10 – рис.15. Видно, что порядок слабой сходимости сохраняется в окре-
стности разрыва и за ним, а порядок классической сходимости не определя-
ется за разрывом. 
Аппроксимация «мягкого» граничного условия порождает погрешность 
первого порядка и нерегулярное поведение порядка локальной сходимости 
на концах интервала. 
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Рис. 11 – Распределение порядка локальной сходимости для давления. 
 
Рис. 12 – Распределение порядка слабой сходимости для плотности. 
 































































Рис. 14 – Распределение порядка слабой сходимости для скорости. 
 
 
Рис. 15 – Распределение порядка классической сходимости для скорости. 
 
Выводы. Интегральное представление разностной схемы, следуя анало-
гии дифференциального представления для гладких решений, занимает про-
межуточное по информативности положение между исходной интегральной 
математической моделью процесса и ее разностной схемой, аппроксими-
рующей слабо. Использование свойств интегрального представление и инте-
гральных приближений разностных схем на негладких решениях разностного 
уравнения позволит более полно исследовать разрывные решения. 
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Метод интегрального представления и его применение для построения и исследова-
ния разностных схем со слабой аппроксимацией высокого порядка / В. А. Ванин // Вісник 
НТУ «ХПІ». Серія: Математичне моделювання в техніці та технологіях. – Харків: НТУ «ХПІ», 
2013. – №54 (1027). – С. 15 – 50. Бібліогр.: 39 назв. 
Пропонуються алгоритми побудови різницевих схем слабо апроксимуючі з підвищеним 
порядком нелінійні закони збереження. Їх основою є інтегральне представлення різницевих схем 
і відповідні їм інтегральні наближення різних порядків. 
Ключові слова: різницева схема, порядок схеми, слабка апроксимація, інтегральні уяв-
лення, закони збереження. 
 
Algorithms for the construction of difference schemes approximating weakly with higher order 
nonlinear conservation laws. Their basis is the integral representation of difference schemes and the cor-
responding integral approximations of various orders. 
Key words: difference scheme, the order of the scheme, the weak approximation, integral repre-
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РАСПРЕДЕЛЕНИЕ РАДИАЛЬНОЙ НАГРУЗКИ МЕЖДУ ТЕЛАМИ 
КАЧЕНИЯ ОДНОРЯДНОГО РАДИАЛЬНОГО ПОДШИПНИКА: 
УЧЁТ УГЛОВ КОНТАКТА И РАДИАЛЬНОГО ЗАЗОРА 
 
Уточнено распределение радиальной нагрузки между телами качения однорядного радиального 
подшипника с учётом углов контакта тел качения с кольцами и радиального зазора. Получены 
выражения для радиальных и касательных сил на дорожках качения колец. 
 Ключевые слова: подшипник, тела качения, нагрузка, угол контакта, радиальный зазор. 
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