loss function for training the ResNet, we introduce a novel physics-informed loss function derived from variational principles. Specifically, our loss function is the expectation of the energy functional of the PDE over the stochastic variables. We demonstrate our solver-free approach on the steady state heat equation with high dimensional random thermal conductivity in the order of 50 and 100 for one dimensional and two-dimensional problem respectively.
Abstract
Stochastic partial differential equations (SPDEs) are ubiquitous in engineering and computational sciences. The stochasticity arises as a consequence of uncertainty in input parameters, constitutive relations, initial/boundary conditions, etc. Because of these functional uncertainties, the stochastic parameter space is often high-dimensional, requiring hundreds, or even thousands, of parameters to describe it. This poses an insurmountable challenge to response surface modeling since the number of forward model evaluations needed to construct an accurate surrogate grows exponentially with the dimension of the uncertain parameter space; a phenomenon referred to as the curse of dimensionality. State-of-the-art methods for high-dimensional uncertainty propagation seek to alleviate the curse of dimensionality by performing dimensionality reduction in the uncertain parameter space. However, one still needs to perform forward model evaluations that potentially carry a very high computational burden. We propose a novel methodology for high-dimensional uncertainty propagation of elliptic SPDEs which lifts the requirement for a deterministic forward solver. Our approach is as follows. We parameterize the solution of the elliptic SPDE using a deep residual network (ResNet). In a departure from traditional mean squared error (MSE)
Introduction
With the rapid increase in computing resources [1] , numerical methods for the solution of partial differential equations (PDEs) that govern physical systems have become an integral part of modern computational science [2] . In many engineering/scientific applications of interest, inputs to the governing PDEs are unknown exactly. Such uncertainties are modeled using the framework of probability theory, thereby giving rise to stochastic partial differential equations (SPDEs). The uncertainty in input data can arise from multiple sources -unknown (or partially known) material properties / constitutive relationships, external loads, initial conditions (ICs), boundary conditions (BCs), physical geometry (arising from manufacturing imperfections), etc. Naturally, this leads to the question of how to ensure reliable and robust predictions of the behavior of the physical system under consideration. Answering this question is at the heart of research efforts in the field of uncertainty quantification (UQ) [3, 4] . In particular, the probabilistic assessment of the effect of input uncertainties on output quantities of interest (QoI) is known as the forward UQ or uncertainty propagation (UP) problem.
The most straightforward approach to tackling the UP problem is the Monte Carlo (MC) method [5] . The MC approach can be summarized as follows -one can obtain estimates of the statistics of QoIs by computing averages over random samples. The variance of the MC estimate vanishes in the limit of infinite samples. A remarkable feature of the MC method is that the statistical convergence of the MC estimate is independent of the number of the stochastic dimensions. This makes MC method a highly attractive tool for numerical integration, especially in high dimensions. Consequently, the MC method and it's advanced variants have been extensively applied to a variety of UQ problems [6, 7, 8, 9, 10] . Unfortunately, the number of samples needed to obtain convergent statistics from the MC method is typically large. This makes the application of MC unfeasible for UP in sophisticated modern PDE solvers because of the high computational cost associated with generating each individual sample of the QoI.
The standard approach to dealing with expensive numerical PDE solvers is to replace them with a cheap-to-evaluate surrogate model (or response surface). The idea of the surrogate approach is that one can utilize information collected from a finite number of runs of the expensive PDE solver on carefully selected (and potentially adaptive) input locations, to construct a map that links the input uncertain parameters to the QoIs. Since the surro-gate is cheap to evaluate, one can apply standard MC methods to propagate uncertainties through the PDE. This approach to tackling the UP problem has been applied with great success on a very diverse set of applications with moderate stochastic dimensionality, such as fracture mechanics [11] , biological systems [12] , molecular dynamics [13] , nuclear engineering [14] , etc. Traditional choices for surrogate models include Gaussian process regression (GPR) (or Kriging) [15, 16, 17, 18, 19] , polynomial chaos expansion [20, 21, 22, 23] , and radial basis functions [24, 25] . Inspite of the indisputable success of traditional surrogate models on tasks with low/moderate stochastic dimensionality, approaches such as Gaussian processes and polynomial chaos have not been successfully scaled to high dimensions. The task of constructing a response surface becomes exponentially difficult as the number of input dimensions increases, a phenomenon widely referred to as the curse of dimensionality [26] . The implication of the curse of dimensionality is, essentially, that as the input dimensionality grows linearly, one has to perform an exponentially increasing number of forward model evaluations to maintain the accuracy of the response surface. In fact, if one considers the task of approximating a generic nonlinear, multivariate function with scalar response, the computational time needed for performing sufficient forward model evaluations quickly becomes unfeasible even for inexpensive computer codes [27] .
Given that the naive construction of response surfaces with high stochastic dimensionality is a futile approach, a typical workaround is to perform dimensionality reduction on the stochastic parameter space. The simplest approach to dimensionality reduction involves a ranking of the input dimensions in order of importance and then rejecting 'unimportant' dimensions. This is the approach adopted by methods such as sensitivity analysis [28] and automatic relevance determination [29] . The most common approach to dimensionality reduction involves projecting stochastic inputs onto a lowdimensional manifold. In applications characterized by functional uncertainties (such as flow through porous media), the infinite dimensional uncertainty is reduced to finite dimensions through the celebrated Karhunen-Loéve expansion (KLE) [30] . The KLE involves computing the eigendecomposition of the covariance function of the uncertain parameter and using the decay of the eigenvalues to approximate the infinite dimensional uncertainty as a linear combination of the orthogonal eigenfunctions (corresponding to the retained eigenvalues). In essence this procedure is a linear projection of the input uncertainty onto a finite dimensional vector subspace. Analogously, when the uncertain parameters are finite dimensional, a linear projection is performed on the basis of the eigendecomposition of an empirical covariance matrix. In the machine learning (ML) community, this is commonly referred to as the principal component analysis (PCA) [31] . Although KLE and PCA have been applied successfully to numerous applications, they overestimate the intrinsic dimensionality because of the fact they (i) recover only linear manifolds in the input space, and (ii) do not take into consideration information in the model outputs. Kernel principal component analysis (KPCA) [32, 33] alleviates the first drawback of the aforementioned techniques by performing the eigendecomposition on a high (potentially infinite) dimensional space obtained through a nonlinear transformation of the original inputs. The recently popularized method of active subspaces (AS) [34, 35, 36, 37, 38, 39, 40] , on the other hand, performs linear dimensionality reduction by performing eigendecomposition on an empirical covariance matrix constructed from samples of the model output gradients -thereby alleviating the second drawback. To bypass the necessity of obtaining gradients (often unfeasible for sophisticated PDE solvers), [19] proposed a methodology wherein the orthogonal AS transformation is subsumed into the covariance kernel of GPR. Finally, recent work from [41] overcomes both limitations, by using DNNs to generalize the gradient-free approach to AS by recovering nonlinear manifolds in the input space. At the same time, [42] recast the surrogate modeling task as an image-to-image regression problem, mapping a snapshot of the input uncertainty to a snapshot of the PDE solution. By leveraging recent advances in deep convolutional networks, the authors demonstrate this approach on challenging high-dimensional surrogate modeling tasks in heterogeneous media [42, 43] .
While rapid strides have been made in the developing techniques for high dimensional surrogate models, a fundamental limitation of existing methodologies is that one must still perform repeated evaluations of forward PDE solver. Dimensionality reduction in the stochastic parameter space and adaptive design of experiments can only take one so far. In this work, we approach the task of UP through SPDEs with high dimensional uncertainties with a novel paradigm freed from the shackles of deterministic PDE solvers. The summary of our approach is that we seek to approximate the field variables in SPDEs as a parameterized function of all relevant input parameters. These include the stochastic parameters, spatial/temporal variables and other design variables (if any). We seek a flexible parameterization of the field variables which can accurately approximate complex nonlinear maps and has closed-form gradients with respect to the input variables. Naturally, the function approximator of choice to represent the solution of SPDE is DNNs, specifically we use a deep residual network [44, 45, 46] . DNNs are a class of highly flexible and scalable nonlinear function approximators [47] . It is well-known that under mild conditions, neural networks with a single hidden layer are universal function approximators [48] . While the idea of DNNs is not novel, their usage in practical applications is rather recent -thanks in large part to the widespread availability of cheap computing resources, the active development and maintainence of powerful automatic differentiation (AD) capable libraries such as Tensorflow [49] , PyTorch [50] , MxNet [51] , and theoretical advances in stochastic optimization [52, 53, 54] . Furthermore, in a departure from mean squared PDE residual minimization used in related works [55, 56] , we leverage the variational principle associated with the analogous deterministic PDE and formulate an energy functional for the SPDE by computing an expectation over the stochastic parameters. The SPDE is then solved by minimizing the energy functional wrt the DNN parameters. The key fact that enables this approach is that exact gradients (and higher order derivatives) of DNNs are easy to obtain thanks to Automatic Differentiation(AD) [45] . Our work is closely related to the 'Deep Ritz method' for the solution of deterministic PDEs from variational principles [57] using DNNs. In particular, we focus our attention on the elliptic SPDE; although the described methodology is more generally applicable. This paper is also closely related to recent work from [58] in which the authors proposed a methodology to construct Bayesian deep convolutional network surrogate models for SPDEs without access to a deterministic PDE solver by leveraging the variational formulation of the PDE.
This manuscript is organized as follows. We begin with a discussion of the variational formulation of the stochastic elliptic PDE problem in Sec. 2.1 and prove that the solution of the corresponding stochastic boundary value problem (SBVP) minimizes an energy functional. We propose a construction for the trial solution in Sec.2.3 which automatically satisfies the essential (i.e. dirichlet) boundary conditions and move onto a discussion of deep residual networks (ResNet) in Sec. 2.4 -our function approximator of choice for this work. In Sec. 2.5, we discuss the formulation of the ResNet training as a stochastic minimization of the proposed energy functional loss. In Sec. 3 we demonstrate our methodology on an 1D and 2D elliptic SPDE problem with high dimensional input uncertainty in the conductivity coefficient. Finally, Sec. 4 is devoted to the concluding remarks and an outlook on future work.
Methodology
2.1. Variational formulation of stochastic elliptic partial differential equations Let (Ω, F, P) be a probability space, where Ω is the sample space, F a σ-algebra of events, and P a probability measure. We follow the standard notation where upper case letter denote random quantities and lower case letters their values. Let X ⊂ R d be the spatial domain of interest with dimension d = 1, 2, or 3. We assume that X has a Lipschitz boundary consisting of two disjoint parts Γ D and Γ N . We will denote points in X by x.
We are interested in approximating the stochastic process (s.p.) U : X × Ω → R which solves the stochastic elliptic PDE (SEPDE):
almost surely (a.s) with Dirichlet and Neumann boundary conditions given by
a.s. and
a.s., respectively, where n(x) is the normal to the boundary Γ N at x on Γ N , where C, F, G D , G N are scalar s.p.'s, and A is symmetric d × d matrix s.p. We derive a variational principle for the above stochastic boundary value problem (SBVP) in the form of the following theorem which constitutes the main result of the paper.
and that it is a.s. uniformly elliptic, i.e., there exists an α > 0 such that
and that C ≥ η > 0 a.s. Then the SBVP defined by Eqs. (1), (2) , and (3) has a unique solution U * in:
and this solution minimizes the functional:
Proof. The proof consists of three parts. We start by proving that the problem of minimizing J[U ] has a unique solution U * in U. Then, we show that for almost all ω, U * (·, ω) satisfies the weak form of the BVP. Finally, we show that any solution of the weak form of the BVP is a stationary point of J[U ].
Part 1: Existence and uniqueness of variational minimum. Consider the following Hilbert space
with inner product
and the corresponding norm
Notice that
is a bounded bilinear form and
is a bounded linear functional. Finally, define the test space
Since any local minimum of J[U ] must have a vanishing first variation, it suffices to show that the problem of finding a U ∈ U such that
for all V ∈ V, has a unique solution. This is guaranteed by the Lax-Milgram theorem if we show that B is coercive. Indeed, we have:
This concludes the proof that J[U ] has a unique minimum U * ∈ U.
Part 2: The extremum U * solves a.s. the weak form of the BVP. Pick
Eq. (14) implies that:
and since Φ(ω) is arbitrary:
i.e., U * (·, ω) satisfies the weak formulation of the BVP a.s.
Part 3: Any weak solution of the BVP solves the variational problem. This is readily seen by following the arguments of Part 2 backwards.
Remark 1. Note that it is also possible to prove the theorem for C = 0. To prove this, notice that:
for some ρ > 0 that depends only on the Lebesgue measure of X and on its dimension. Here, going from the third to the fourth step we used the fact that the H 1 seminorm and the H 1 norm are equivalent in H 1 0 (X ), see Chapter 1 of [59].
Characterization of the random fields using a finite number of variables
From this point on, we assume that the random fields A, C, F, G D , G N can be approximated with the random vector Ξ in R d ξ . For example, this approximation could be the result of employing the Karhunen-Loève theorem [30, 60] , a non-linear dimensionality reduction technique on empirical data [61, 33] , or even raw high-dimensional data such as pictures [42, 58] . That is, we substitute in J, A(x, ω) ≈ a(x, Ξ(ω)), C(x, ω) ≈ c(x, Ξ(ω)), F (x, ω) ≈ f (x, Ξ(ω)), G D (x, ω) ≈ g d (x, Ξ(ω)), G N (x, ω) ≈ g n (x, Ξ(ω)) and we restrict the space U accordingly. We denote the solution of this "simpler" SBVP as a function u * (x, Ξ(ω)).
The simplification of the random fields induces an error in the solution of the SBVP, i.e., the processes U * (x, ω) and u * (x, Ξ(ω)) differ. However, this error depends on the specific technique one uses to simplify the random fields and one can find several case studies in the literature [60] . Since in this paper we develop a methodology that is agnostic to the details of the random field, we refrain from studying this approximation error. In any case, in realistic applications the "true" random fields are knowable.
Extension to boundary conditions:
The solution of the "simpler" SBVP u * (x, Ξ(ω)) is obtained by minimizing the functional in Eq. (6) . Note that Neumann boundary conditions G N are already included in the functional J, but the Dirichlet boundary conditions G D (see Eq. (5)) have to be imposed as constraints leading to constrained optimization problem.
The resulting constrained optimization problem may be addressed in a number of ways. One way to impose the Dirichlet condition on Eq. (6) is by using constrained optimization methods such as penalty formulations [55, 57] , Lagrange multipliers or active set methods [62] . Another way is to model u(x, Ξ(ω)) in such a way that the constraints are automatically satisfied by construction, thus changing the original constrained optimization problem to an unconstrained one [63] . We resort to the latter way by writing u(x, Ξ(ω)) as the sum of two terms [63] , u(x, Ξ(ω)) = B(x, Ξ(ω)) + K(x, Ξ(ω), N (x, Ξ(ω))), (18) where N (x, Ξ(ω)) is approximated using a deep residual network (see Sec. 2.4) with inputs as x and Ξ(ω). The term B(x, Ξ(ω)) contains no adjustable parameters and ensures that the Dirichlet boundary conditions are satisfied. The second term K is constructed so as not to contribute to the boundary conditions, since u(x, Ξ(ω)) must also satisfy them. B and K can also be formulated as DNNs given boundary data [64] . In this work, we limit ourselves to a manual construction of B and K without using DNNs.
The space of deep residual neural networks
We represent N (x, Ξ(ω)) with a DNN. In particular, N (x, Ξ(ω)) is chosen to be a deep residual network or 'ResNet' [44] . It has been empirically demonstrated in numerous works that adding residual blocks is an effective method for combating the problem of vanishing gradients and consequently allow robust training of deeper networks [65, 66, 67] . Furthermore, deep ResNets have, recently, been sucessfully applied to the task of data driven approximation of governing equations of dynamical systems in [46] .
We denote the approximation of N (x, Ξ(ω)) as N (x, Ξ(ω); θ) where 'θ' are parameters (i.e. weights and biases) of the ResNet. The network accepts as input, x and Ξ(ω), and produces the output N (x, Ξ(ω); θ), i.e., it defines a map from R m , m = d + d ξ , to R.
The structure of the deep ResNet is as follows. We begin with a 'dense layer'(or fully connected layer) which performs a linear transformation of the m-dimensional input into a n-dimensional space. The output of the computation from this initial dense layer is passed through K 'residual' blocks, each with L dense layers having 'n' neurons each and with activation function imposed. These residual blocks differentiate classic DNNs from ResNets. A residual block comprises of an additional residual connection between it's input and output i.e. the original input to a residual block is added to the block activation before passing on to the next stage of computation in the network. A schematic of a residual block is shown in the Figure 1a . Of the numerous choices for the nonlinear activation function in our deep networks, we elect to use the so-called 'Swish' activation function, which is defined as follows:
where, S is the sigmoid activation function and β is either a user-defined or a tunable parameter. The Swish function was introduced in [68] , who empirically demonstrated the superiority of this activation function compared to standard rectified linear unit or ReLU activation function, for training very deep networks. In this work, β is set to 1. Mathematically, we start with the inputs x and Ξ(ω) and we have:
followed by 
for blocks i = 2, . . . , (K + 1) and for layers j = 2, . . . , L. Finally, we end with
The quantities W
are the weights and bias parameters, respectively. Collectively, we denote all these parameters by θ.
The last term in Eq. (23) which is the the residual connection helps to ease the training of the network [44] . The schematic of our deep ResNet with an initial dense layer followed by K residual blocks and an output linear layer is shown in the Figure 1b. 
Training the ResNet
We plug the approximation N (x, Ξ(ω); θ) into Eq. (18) leading to the following expression for the solution of the SBVP:
u(x, Ξ(ω); θ) = B(x, Ξ(ω)) + K(x, Ξ(ω), N (x, Ξ(ω); θ)).
Consequently, the energy functional, J, is now a function of the free parameters θ:
Therefore, the task of training the ResNet is equivalent to solving the following unconstrained optimization task:
J is an expectation over ω and in practice. Note that the variational problem obtained in the end i.e. J(θ) is not convex even though the initial problem J[U ] is convex.
To proceed, consider the sampling average approximation:
where Ξ (k) , k = 1, . . . , N ξ are independent identically distributed (iid) replicas of Ξ, X (ki) , i = 1, . . . , N x , k = 1, . . . , N ξ are iid r.v.'s uniformly distributed in X , and X kr b , r = 1, . . . , N b , k = 1, . . . , N ξ are iid r.v.'s uniformly distributed on the Neumann boundary Γ n . It is trivial to see thatĴ is an unbiased Monte Carlo estimate of the energy functional J. Thus, the ResNet training is recast into a stochastic minimization problem:
The unconstrained optimization problem in Eq. (29) is solved through the adaptive moments (ADAM) optimization method [52] , a robust variant of stochastic gradient descent (SGD) [69] . The ADAM's update scheme is given by:
where α is a positive learning rate, is a small positive number used to prevent zero in the denominator, β 1 and β 2 are averaging parameters which are, in principle, tunable. In practice, default values of β 1 = 0.9, β 2 = 0.999, as suggested by [52] work well and we do not change these quantities.
In the loss functionĴ(θ) of Eq. (28) we obtain the derivatives with respect to the spatial variables 'x' using automatic differentiation (AD) [45] in Ten-sorFlow [70] .The exact gradient of the loss function needed for the ADAM update in Eq. (30) is obtained using backpropagation [71] .
Numerical examples
In this section we demonstrate the performance of our method with two numerical examples.
Stochastic boundary value problem in 1D
Consider the following elliptic SBVP which models the steady-state heat conduction on a unit length domain:
with boundary conditions,
The stochasticity in Eq. (31) arises from the uncertainty in the spatiallyvarying conductivity field A(x, ω). The logarithm of the conductivity A is modeled as a Gaussian random field:
where, µ(x) and k(x, x ) are the mean and covariance functions, respectively, of the Gaussian process. The mean function models beliefs about the generic trends of the conductivity field as a function of spatial location. For the sake of simplicity, we set µ(x) = 0 in this example. The covariance function k models beliefs about the regularity of the conductivity field and the lengthscales in which it varies. A popular choice for k is the exponential kernel:
where and σ represent the correlation length and standard deviation of the log conductivity field, respectively. We set = 0.08 and σ = 1. First, we perform a preliminary dimensionality reduction on the stochastic process 'A' using a truncated Karhunen-Loéve expansion [60] :
where Ξ = (Ξ 1 , . . . , Ξ d ξ ) with Ξ i iid standard normal, {φ i , λ i } are the eigenpairs of the correlation function k. The number of terms that we retain from the full KL expansion to capture 95% of the energy of the conductivity field is d ξ = 51. Following Eq. (18), we account for the Dirichlet boundary conditions by writing:
u(x, Ξ(ω)) = (1 − x) + (x(1 − x)N (x, Ξ(ω))).
We approximate N (x, Ξ(ω)) as N (x, Ξ(ω); θ) with a deep ResNet which accepts m = d + d ξ = 1 + 51 = 52 inputs and has 3 residual blocks each with 2 layers having 400 neurons each, i.e., K = 3, L = 2, n = 400. We perform 80,000 iterations of ADAM optimization on the objective functionĴ(θ) from Eq. (28) with constant learning rate of 10 −4 , using N ξ = 100 replicas of normal random vector Ξ(ω) and N x = 10 uniformly distributed samples of 'x' in each iteration. The solution predicted by our deep ResNet is verified against the solution given by the finite volume method (FVM) solver implemented in FiPy [72] . For this we discretize spatial domain [0, 1] into N cells = 100 cells. Samples from the random conductivity (from Eq. (34)) are evaluated at the cell centers and fed as input to the FiPy solver. Then, the solver estimates the corresponding numerical solution of the SBVP at these cell locations. We calculate the relative root mean square error 'E' as follows:
where u FVM i,j is the FVM solution at the j th cell center corresponding to the i th sample of the conductivity field, and u DNN i,j is the predicted solution from our deep ResNet corresponding to the same realization of the conductivity at the same cell center location. Using 1,000 conductivity samples, we estimate the error E to be 3.45%. In Fig. 2 , we compare the DNN solution with the FVM solution for few randomly selected sample cases. Now using our trained ResNet we solve an uncertainty propagation problem. We draw 10 5 MC samples of conductivity and propagate them through the network to estimate the mean, variance and the PDF at x = 0.5. We compare these estimates to those obtained using the FVM solver. Fig. 3 shows the comparison plots of output statistics from DNN and FVM solver and Tab. 1 shows the corresponding relative L 2 error in the mean and variance, where the relative L 2 error is defined as follows:
where u DNN and u FVM are the solution estimates from DNN and FVM, respectively, evaluated at the cell centers.
Relative L 2 Mean 0.006 Variance 0.044 Training DNN took 7 hours of computational time but once trained uncertainty propagation was done in 15 minutes with DNN solver whereas it took 1.6 hours with FVM solver for 10 5 samples.
Stochastic boundary value problem in 2D
Consider the following elliptic SBVP which models steady state heat conduction on the 2D unit square domain [0, 1] 2 :
with boundary conditions:
Similar to the previous example, we model the spatially-varying conductivity coefficient A(x, ω) using a lognormal random field:
with mean µ = 0 and an exponential covariance: We select the length scales and the variance of the field to be l 1 = 0.7, l 2 = 0.5 and σ = 1.0. We perform a preliminary dimensionality reduction on the stochastic process 'A' using a truncated KLE and we retain d ξ = 100 terms corresponding to 95% energy of the conductivity field. Following Eq. (18), we account for the Dirichlet boundary conditions as follows:
u(x, Ξ(ω)) = (1 − x 1 ) + (x 1 (1 − x 1 )N (x, Ξ(ω))).
As before, we approximate N (x, Ξ(ω)) as N (x, Ξ(ω); θ) with a deep ResNet that accepts m = d + d ξ = 2 + 100 = 102 input neurons and has 3 residual blocks, each with 2 layers having 200 neurons each, i.e., K = 3, L = 2, n = 200. We perform 50,000 iterations of ADAM optimization on the objective functionĴ(θ) from Eq. (28) with constant learning rate of 10 −4 , using N ξ = 100 replicas of normal random vector Ξ(ω) and N x = 25 uniformly distributed samples of 'x' in each iteration. The solution predicted by our deep ResNet is again verified against the solution given by the FVM solver. For this we discretize the unit square domain into N cells = 32 × 32 = 1, 024 cells. Samples from the random conductivity (from Eq. (44)) are evaluated at the cell centers and fed as input to the FiPy solver. Then, the solver estimates the corresponding numerical solution of the SBVP at these cell locations. Using 1,000 conductivity samples, we estimate the error E, see Eq. (38) , to be 4.38%. In Fig. 4 , we compare the DNN solution with the FVM solution for few randomly selected sample cases. Now using our trained ResNet we solve an uncertainty propagation problem. We draw 10 5 MC samples of conductivity and propagate them through the network to estimate the mean, variance and the PDF of x = (0.515, 0.515) and x = (0.359, 0.734) . We compare these estimates to those obtained using the FVM solver. Figs. 5, 6 and 7 shows the comparison plots of output statistics from DNN and FVM solver and Tab. 2 shows the corresponding relative L 2 error in the mean and variance.
Training DNN took 34 hours of computational time but once trained uncertainty propagation was done in 25 minutes with DNN solver whereas it took 42 hours with FVM solver for 10 5 samples. 
Conclusion
We developed a methodology for solving SBVPs with high-dimensional uncertainties. The characteristic of our technique is that it does not require an external solver as it makes direct use of the physics of the problem. We recasted the SBVP in a variational form and we showed that it has a unique solution in a suitable function space. Then, we minimized the corresponding energy functional within the space of DNNs that automatically satisfy the Dirichlet conditions. Within this functional subspace, we derived a stochastic optimization problem with the same solution by deriving an unbiased estimator of the energy functional. We solved this stochastic optimization problem using a standard variant of stochastic gradient descent.
We solved two SBVPs in one and two spatial dimensions with 50 and 100 stochastic dimensions, respectively, and we compared our results to a standard FVM solver endowed with MC sampling. The relative root mean square error for each SBVP was 3.45% and 4.38%, respectively. In uncertainty propagation tasks, the method estimated the mean with smaller than 1.3% relative L 2 error and the variance with less than 4.5% relative L 2 error.
Despite the promising results, the current approach requires further development to become competitive with the current state of the art. First, even though it scales well to higher dimensions, it is computationally demanding and, thus, it could benefit from parallelization. Second, there is a need for techniques that can automatically enforce the Dirichlet boundary condition without the need for manual construction of a trail solution to enforce them, see for example the promising approach of [73] . Third, the unbiased estimator we constructed to make the methodology amenable to stochastic gradient decent was the simplest possible choice. In the future work we will develop other estimators with smaller variance and, thus, accelerate the convergence of stochastic optimization. Finally, and most importantly, the behavior of the energy functional loss in the space of neural networks should be understood and studied further analytically.
