Abstract. Let M be a compact, connected, orientable, irreducible 3-manifold and T0 a torus boundary component of M such that the pair (M, T0) is not cabled. By a result of C. Gordon, if (S, ∂S), (T, ∂T ) ⊂ (M, T0) are incompressible punctured tori, with boundary slopes at distance ∆ = ∆(∂S, ∂T ), then ∆ ≤ 8, and the cases where ∆ = 6, 7, 8 are very few and classified. We give a simplified proof of this result (or rather, of its reduction process), based on an improved estimate for the maximum possible number of mutually parallel negative edges in the graphs of intersection of S and T . We also extend Gordon's result to the case where S or T is a punctured essential Klein bottle.
Introduction
Let M be a compact, connected, orientable, irreducible 3-manifold, and T 0 a torus boundary component of M . By a surface in M we will always mean a compact, connected 2-dimensional manifold properly embedded in M . A surface in M with nonempty boundary which is not a disk is said to be essential if it is geometrically incompressible and boundary incompressible in M . If r 1 , r 2 are two slopes in T 0 , we denote their distance, ie their minimum intersection number in T 0 , by ∆(r 1 , r 2 ).
For a punctured torus (F, ∂F ) ⊂ (M, T 0 ), we will say that F is generated by a (an essential) Klein bottle if there is a (an essential, resp.) punctured Klein bottle (P, ∂P ) ⊂ (M, T 0 ) such that F is isotopic in M to the frontier fr N (P ) of a regular neighborhood N (P ) of P in M . We will also say that F is K-incompressible if F is either incompressible or generated by an essential Klein bottle. Finally, for F a K-incompressible (incompressible) torus, we will say that |∂F | > 0 is minimal if |∂F ′ | ≥ |∂F | for any K-incompressible (incompressible, resp.) torus F ′ in (M, T 0 ). In this paper we give a proof of the following result. is not cabled (in the sense of [3] ). Let (F 1 , ∂F 1 ), (F 2 , ∂F 2 ) be punctured Kincompressible tori properly embedded in (M, T 0 ). Then ∆ = ∆(∂F 1 , ∂F 2 ) ≤ 8, and if ∆ ≥ 6 and |∂F 1 |, |∂F 2 | are minimal then |∂F 1 |, |∂F 2 | ≤ 2.
The following corollary follows immediately from Theorem 1.1; along with [9, Theorem 1.2] , it can be used to give a complete classification of the manifolds (M, T 0 ) that contain essential punctured Klein bottles with boundary slopes at distance at least 6. A general approach to the proof of results similar to Theorem 1.1 involves what we may call a reduction process, where, say, a condition on the distance between the boundary slopes, like ∆ ≥ 6, yields enough restrictions on the graphs of intersection produced by the given surfaces to force their number of boundary components to be 'small', or the topology of M to be 'degenerate', in some sense. If the 'small' cases are sufficiently small, as in Theorem 1.1, they can be dealt with separately or classified completely. In fact, it follows from Theorem 1.1 and [2, 9] that there are only 4 manifolds (M, T 0 ) in Theorem 1.1 and 3 in Corollary 2.1 with ∆ ≥ 6, all obtained by Dehn filling along one of the components of the Whitehead link exterior.
The proof of Theorem 1.1 we present here is based on a new bound for the number of mutually parallel negative edges in the graphs of intersection produced by F 1 and F 2 . Such a bound gives rise to a rather short reduction process and can be applied in other situations where at least one of the punctured surfaces involved is a torus or Klein bottle. We will not discuss such applications here, but only point out that in the range ∆ ≥ 6 only the hypothesis of (M, T 0 ) not being cabled suffices to obtain a short reduction process, while for the range ∆ ≤ 5 atoroidality and anannularity of (M, T 0 ) seem to be needed in order to introduce further simplifying strategies (like lack of extended S-cycles, etc.).
The paper is organized as follows. In Section 2 we present a somewhat long set of definitions and facts related to the graphs of intersection produced by two surfaces in M with transverse intersection. Several very general well known results are given in Lemma 2.1, which we use extensively in later sections.
In Section 3 we look at the graphs of intersection between a pair of K-incompressible tori, and prove two results on the relationship between the S-cycles in the graphs of intersection with one surface a torus and the existence of punctured Klein bottles in M , which are later related to Kincompressibility.
In Section 4 we consider the case of two surfaces S, T properly embedded in M , with T a torus such that ∂T ⊂ T 0 , which intersect in essential graphs G S = S ∩ T ⊂ S, G T = S ∩ T ⊂ T , and establish bounds for the sizes of families of mutually parallel edges in G S . The first two subsections deal with the case of positive edges and some known facts for the case of negative edges. The remaining three subsections contain a further analysis of the case of negative parallel edges in G S . It is proved in Lemma 4.4 that, under suitable conditions, G S may have at most t + 1 mutually parallel negative edges if (M, T 0 ) is not cabled. We remark that the current best bound used in a similar context is 2t, for t ≥ 4 (cf [2, Corollary 5.5]). For the smaller cases t = 1, 2, we also study the structure of the manifold M and its Dehn filling along the boundary slope of T .
Section 5 contains the proof of Theorem 1.1. The cases ∆ ≥ 7 where at least one torus F 1 , F 2 has 3 or more boundary component are discarded very easily. Out of the cases with ∆ = 6, the generic case |∂F 1 |, |∂F 2 | ≥ 3 benefits the most from the use of the bounds found in Section 4; the remaining cases |∂F 1 | ≤ 2, |∂F 2 | ≥ 3 take a little more work to settle. We do not determine the 4 manifolds (M, T 0 ) mentioned above that correspond to the cases ∆ ≥ 6, as their construction has already been discussed in [2, 9] .
I would like to thank Masakazu Teragaito for his careful reading of this preliminary version and helpful suggestions.
Preliminaries
Let M be a compact, connected, orientable, irreducible 3-manifold with an incompressible torus boundary component T 0 . For any nontrivial slope r ⊂ T 0 , M (r) will denote the Dehn filled manifold M ∪ T 0 V , where V is a solid torus such that r bounds a disk in V . If F ⊂ M is an embedded surface with F ∩ T 0 ⊂ ∂F and F transverse to T 0 , with F ∩ T 0 of slope r, F will denote the surface in M (r) obtained from F by capping off any components of ∂F in T 0 with disjoint meridian disks in V .
Let F 1 , F 2 be any two properly embedded surfaces in M (orientable or not) which intersect transversely in a minimum number of components. In particular, if r i is the slope of the circles ∂F i ∩ T 0 in T 0 , and ∆ = ∆(r 1 , r 2 ), then any two components of ∂F 1 ∩ T 0 and ∂F 2 ∩ T 0 intersect transversely in ∆ points.
We say that
are the graphs of intersection between F 1 and F 2 . Either of these graphs is essential if each component of F 1 ∩ F 2 is geometrically essential in the corresponding surface. The graph G Fα has fat vertices the components ∂ i F α of ∂F α and edges the arc components of F 1 ∩F 2 ; there may also be some circle components present. An edge of F 1 ∩ F 2 with both endpoints in T 0 is called an internal edge. Let n 1 = |∂F 1 ∩ T 0 | and n 2 = |∂F 2 ∩ T 0 |. We number the components of ∂F α ∩ T 0 as 1, 2, . . . , n α consecutively in their order of appearance along T 0 (in some direction), and label each intersection point between the vertex j of F 1 and the vertex k of F 2 by k in G F 1 and by j in G F 2 . In this way, the endpoints of edges of F 1 ∩ F 2 that lie in T 0 get a label in each graph of intersection, and internal edges get labels at both endpoints.
Following [5, 7] , we orient the components of ∂F α ∩ T 0 , coherently on T 0 , and say that an internal edge e of F 1 ∩ F 2 is positive or negative in G Fα depending on whether the orientations of the components of ∂F α (possibly the same) around a small rectangular regular neighborhood of e in F α appear as in Fig 1. Alternatively (cf [1] ), if, say, F 1 is orientable, we fix an orientation on F 1 , induce an orientation on the components of ∂F 1 ∩ T 0 , and then say that two components of ∂F 1 ∩ T 0 have the same parity if their given orientations agree on T 0 , and to have opposite parity otherwise. This divides the components of ∂F 1 ∩ T 0 into two parity classes, and we may call the vertices in one of them positive, and the vertices in the other one negative. It is then not hard to see that an internal edge of F 1 ∩ F 2 is positive in F 1 iff it connects two vertices of G F 1 of the same parity, and it is negative otherwise.
In general, a collection of edges in G Fα whose union is a circle in F α (where the circle is constructed in the obvious way, by collapsing the vertices of F α on T 0 into points in F α ) is called a cycle. A cycle in F α is nontrivial if it is not contained in a disk in F α . In the special case where a cycle in F α consists of a single edge, we will call such edge a loop edge; notice that if F α is orientable then a loop edge in F α is always positive.
Two edges of F 1 ∩ F 2 are said to be parallel in F α if they cobound a rectangular disk subregion in F α . Suppose that two internal edges e, e ′ of F 1 ∩ F 2 are positive, parallel, and consecutive in F α , and let F be the disk face in G Fα they cobound. We say that F is an S-cycle face of type {j, j + 1} of G Fα (with j, j + 1 well defined mod n β ) if the labels at the endpoints of each edge e, e ′ are j and j +1. This is a restricted version of the more general notion of a Scharlemann cycle, which we will not use in this paper.
Finally, if the vertices of F α that lie on T 0 are all of the same parity we will say that F α is polarized, while if there are as many vertices of one parity as of the other parity we will say that F α is neutral. The following lemma summarizes several fundamental results we will use throughout. 
2.1. Reduced graphs. Let G be an essential connected graph on a compact punctured surface F, of the type constructed above. We let V (G), E(G) denote the sets of fat vertices (ie, the ∂ i F's) and edges of G, respectively. Cutting each edge of G along some interior point splits G into a union of vertices and pieces of the edges of G, which we call the local edges of G. The degree of a vertex v of G, denoted by deg G (v) or deg (v) , is then the number of local edges of G that are incident to v. Thus, the degree of any vertex of G Fα is ∆ · n β ; moreover, the labels 1, 2, . . . , n β repeat ∆ times in blocks consecutively around each vertex
Let N (E(G)) be a small product neighborhood of E(G) in F. Then the closure of any component of F \ N (E(G)) is called a face of G. Observe that if F is any face of G, then ∂F is a union of segments of the form e × 0, e × 1's, called the edges of F , and segments coming from the ∂ i F's, called the corners of F . In general, we will identify a face of G with a component of G \ ∪E(G), as is usually done. We call a disk face of G with n sides (and n corners) a disk n-face; disk 2-faces or 3-faces are also referred to as bigons or triangles, respectively.
The graph G is said to be reduced if no two of its edges are parallel. The reduced graph G of G is the graph obtained by amalgamating any maximal collection of mutually parallel edges of G into a single edge. Notice that any disk face in a reduced graph is at least a triangle.
The next result summarizes a couple of useful facts about reduced graphs on a torus. Proof. Part (a) is well known (cf [2, Lemma 3.2]). For part (b), let d be the number of disk faces of G, and set n = min{deg(u) | u is a vertex of G}, so that n ≥ 1. Then nV ≤ 2E, and since any disk face of G is at least a 4-face then 4d ≤ 2E. Combining these relations with Euler's relation E ≤ V + d then implies that n ≤ 4, hence G has a vertex of degree at most 4.
2.2. Edge orbits and permutations. We will denote any edge in the reduced graph G Fα generically by the symbol e. Hence, e represents a collection e 1 , e 2 , . . . , e k of mutually parallel, consecutive edges in G Fα , and we say that |e| = k is the size of e.
Suppose that n β ≥ 2, and that E is a collection of n β mutually parallel, consecutive internal edges of G Fα . We assume that these edges have endpoints in the vertices u i , u i ′ of G Fα (with i = i ′ allowed), and that all edges are oriented to run from u i to u i ′ (the orientation is arbitrary if i = i ′ ). Then each of the labels 1, 2 . . . , n β appears exactly once at the endpoints of the edges of E at each of the vertices u i and u i ′ , and so the set E induces a permutation σ on the set {1, 2 . . . , n β }, defined by mapping the label j in u i at the endpoint of some edge e ∈ E to the label of the endpoint of e in u i ′ . This permutation is of the form σ(x) ≡ α − ε · x mod n β , where ε = +1 if the edges in E are positive, and ε = −1 if the edges in E are negative. Observe that if the edges in E are positive then σ 2 = id, but that σ = id by the parity rule whenever F β is orientable.
The union in G F β of all edges in E, along with all vertices of G F β at their endpoints, form a subgraph Γ E of G F β ; we call any component of Γ E an edge orbit of E. Each orbit of σ then corresponds uniquely to some edge orbit of E: for the labels of the vertices of G F β at the endpoints of the edges in an edge orbit of E form an orbit of σ.
More generally, it is not hard to see that if E ′ is any collection of mutually parallel, consecutive internal edges of G Fα , with |E ′ | ≥ n β , then any two subfamilies of E ′ with n β consecutive edges induce the same permutation; we refer to this common permutation as the permutation induced by E ′ .
K-incompressible tori
Observe that if T 1 , T 2 are K-incompressible tori in (M, T 0 ), with boundaries of slopes at distance ∆ = ∆(∂T 1 , ∂T 2 ) ≥ 1, it is possible to isotope T 1 or T 2 so that T 1 ∩ T 2 is transverse and has a minimal number of components, and so that both graphs of intersection
More generally, suppose that T is generated by an essential punctured Klein bottle P , and that S ⊂ M is a properly embedded surface with ∂S ∩ T 0 = ∅ and ∆(∂S∩T 0 , ∂T ) > 0, which intersects P in essential graphs G S,P = S ∩ P ⊂ S and G P = S ∩ P ⊂ P . Let N (P ) be a regular neighborhood of P in M , and isotope T so that T = fr N (P ). For N (P ) small enough, the intersection S ∩ T will be transverse and the graphs G S,T = S ∩ T ⊂ S and G T = S ∩ T ⊂ T will also be essential; in fact, the graph G S,T will be the frontier in S of the regular neighborhood N (P ) ∩ S of all the components of G S,P . Moreover, if e is an edge of G P , then e gives rise to two distinct edges e 1 , e 2 in G T , each of the same size as e, which are parallel in N (P ), and if ∂S ⊂ T 0 and |e| = |∂S|, then the edges e, e 1 , and e 2 all induce the same permutation.
3.1. S-cycles and Klein bottles. For the rest of this section we assume that (T, ∂T ) ⊂ (M, T 0 ) is a torus with t = |∂T | boundary components, and that S is a properly embedded surface in M with ∂S ∩ T 0 = ∅ and ∆(∂S ∩ T 0 , ∂T ) > 0, which intersects T in essential graphs G S , G T . In particular, all edges of S ∩ T are internal.
The circles ∂T split T 0 into a collection of annuli, each with boundary a consecutive pair of components of ∂T with labels of the form j, j + 1 mod t; we denote by I j,j+1 the annulus cobounded in T 0 by these two components of ∂T , and call it a string of T .
Notice that the corners of any face of G S are spanning arcs along some of the strings of T . For T an orientable surface, let N (T ) = T × [0, 1] be a small product regular neighborhood of T in M ; if F is a face of G S , we will say that F locally lies on one side of T if F intersects only one of the two surfaces T × 0 or T × 1.
We now establish two useful general results connecting the S-cycle faces of G S with the existence of punctured Klein bottles in M of the same boundary slope as T . Proof. Suppose that G S has distinct {i, i + 1} and {j, j + 1} S-cycle faces F i , F j , respectively, both of which locally lie in the side T + of T . The corners of F i split the string I i,i+1 into two rectangles, and attaching one of them to F i produces a Moebius band B i which, after a slight isotopy, may be assumed to locally lie on the same side of T as the strings I i,i+1 , I j,j+1 , and to intersect T exactly in ∂B i . Fig. 2 represents this situation, with one particular choice for the the circle ∂B i , out of two possible ones. The S-cycle face F j gives rise to a Moebius band B j with similar properties, locally on the same side of T as B i and disjoint from B i . Now, the circles ∂B i and ∂B j are disjoint and nontrivial in T , and split ∂ T into two components whose closures are annuli, one of which, say A, satisfies |A ∩ T 0 | ≤ |∂T |/2 = t/2. It follows that P ′ = B i ∪A∪B j is a punctured Klein bottle which, after a slight isotopy, lies properly embedded in (M, T 0 ) with 2 ≤ |∂P ′ | ≤ t/2, is disjoint from T , and has one boundary component in each string I i,i+1 , I j,j+1 . Now, since M (∂T ) is irreducible, the Klein bottle P ′ is incompressible in M (∂T ); so, if P ′ compresses in M along a circle c ⊂ P ′ , then c is trivial in P ′ . Hence if P is the result of maximally compressing
is an essential punctured Klein bottle properly embedded in (M, T 0 ) with |∂P | ≤ t/2 and, since T is K-incompressible, we may assume P is disjoint from T . By minimality of |∂T |, it follows that either |∂P | = 0, or |∂P | = t/2 and so P = P ′ . The lemma follows.
The following lemma follows from the proof of [4, Lemma 5.2]; we include a sketch of its proof for the convenience of the reader. Proof. Consider the genus two surface Q = T ∪ I 1,2 . As each circle ∂F 1 , ∂F 2 intersects the string I 1,2 in a spanning arc, compressing Q along the disks F 1 , F 2 produces a 2-sphere Q ′ embedded in M , and Q ′ bounds a 3-ball in M since M is irreducible. It follows that T separates M into two components with closures T + , T − , and that if T + is the component containing the string I 1,2 , then T + is a genus two handlebody with complete disk system F 1 , F 2 . Moreover, if x, y are generators of π 1 (T + ) which are dual to F 1 , F 2 , respectively, then, with some orientation convention, if c is the core of I 1,2 then c represents the word x 2 y 2 in π 1 (T + ). As c intersects each disk F 1 , F 2 coherently in two points, it is not hard to see that c bounds a once punctured Klein bottle P in T + such that T + is homeomorphic to N (P ). Finally, if M (∂T ) is irreducible then P is incompressible in M (∂T ), so P is incompressible in M since T 0 is incompressible; and if P boundary compresses in M then it boundary compresses into a Moebius band, whence (M, T 0 ) is cabled. The lemma follows.
Edge size
In this section we will assume that (M, T 0 ) is not cabled, unless otherwise stated, and that S and T are properly embedded surfaces in M which intersect transversely in essential graphs, with T a punctured torus such that (T, ∂T ) ⊂ (M, T 0 ) and t = |∂T | > 0. In particular, all edges in G S are internal. We denote the internal vertices of G S by u i 's, and the vertices of G T by v j 's. Our goal will be to establish bounds for the sizes of the edges in the reduced graph G S ; the noncabling condition on (M, T 0 ) is present for the non-parallelism conditions of Lemma 2.1(b) to apply, and is dropped only in §4.5, which deals with the small case t = 1.
Positive edges.
A bound for the size of a positive edge of G S can be easily found.
Lemma 4.1. If t ≥ 3 and e is a positive edge of G S , then |e| ≤ t, and if |e| = t then t is even, the edge orbit of e is a subgraph of G T isomorphic to the graph of Fig. 3 (thick edges only) , and some vertex of G T has at most two positive edges.
Proof. Let t ≥ 3 and e be a positive edge of G S . Suppose E = {e 1 , e 2 , . . . , e t } is a collection of t positive, consecutive edges in e. The permutation associated with E is then a nontrivial involution, so the edge orbits of E are a family of disjoint cycles of length 2 which are nontrivial in T , and hence the subgraph of G T generated by these cycles is isomorphic to the graph shown in Fig. 3 (in thicker edges) . In particular, t is even, so t ≥ 4, and there are t/2 such cycles. Suppose now that e 1 , e k form a cycle in G T , k = 1, with endpoints on two vertices v, v ′ of G T of opposite parity. If |e| > t then there is an edge e in e which is not in E and whose endpoints also lie on the vertices v, v ′ . Hence e must lie in the annular region between the cycle formed by e 1 , e k and some other cycle of E, which implies that e is parallel to e 1 or e k in T , contradicting Lemma 2.1(b). Therefore |e| ≤ t.
If |e| = t then every vertex v of G T belongs to a unique cycle edge orbit c(v) of e. Suppose that the vertices in c(v) are v and v ′ = v. Then it is not hard to see from Fig. 3 that v can have at most two distinct positive edges of G T on the same side of the cycle c(v). Thus, if v has at least three positive edges of G T , then v ′ can have at most one positive edge in G T (see Fig. 3 ).
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Negative edges I.
The following fact is the starting point for our analysis of the size of the negative edges in G S ; its proof follows from [10, Lemma 2.8(2)], and we include it for the convenience of the reader. Proof. Suppose t ≥ 1 and there is a negative edge e in G S of size |e| ≥ t + 1, with one endpoint in u i and the other in u i ′ ; notice u i = u i ′ if S is orientable. We may assume e 1 , . . . , e t , e t+1 , . . . are all the edges in e, as shown in Fig. 4 , oriented from u i to u i ′ . The collections of edges E = {e 1 . . . , e t } and E ′ = {e 2 . . . , e t+1 } induce the same permutation σ, of the form σ(x) = x + α for some 0 ≤ α < t, and σ has n = gcd(t, α) orbits. By Lemma 2.1(b), the edge orbits of each collection E, E ′ are nontrivial disjoint cycles in G T . Let γ, γ ′ be the edge orbits of E, E ′ , that contain the edges e 1 , e t+1 , respectively. Since e 1 and e t+1 are not parallel in G T by Lemma 2.1(b), if n ≥ 2 then the edge e t+1 is located on one side of the cycle γ in G T , in between two distinct edge orbits of E, as shown in Fig. 5 . As the edges of γ ′ coincide with those of γ, except for the edge e 1 which gets replaced by e t+1 , it follows that the cycle γ ′ bounds a disk in T , contradicting Lemma 2.1(b). Therefore n = 1, so σ, and hence E, have a single orbit, and so T is polarized; thus all edges in G S are negative, from which it follows easily that any boundary component of any face of G S has an even number of sides. Since any subcollection of t edges in e induces the same permutation σ, the lemma follows. 
For any any collection E of mutually parallel, consecutive negative edges of G S with |E| ≥ 2, we define M T,E ⊂ M as the submanifold obtained by cutting M along the union of T and the bigons cobounded by the edges of E in G S . In this section we will take a closer look at the manifolds M T,E constructed with large enough collections E. Observe M T and M T,E are irreducible manifolds.
Let t ≥ 1 and E = {e 1 , e 2 , . . . , e t+1 } be any collection of t + 1 mutually parallel, consecutive, negative edges in G S , running and oriented from the vertex u i to the vertex u i ′ of G S , and labeled as in Fig. 4 . Then the permutation induced by E is of the form x → x+α mod t, where gcd(t, α) = 1. In what follows, for clarity, our figures will be sketched to represent scenarios for large t, but the arguments and constructions can be easily seen to hold for all t ≥ 1.
It follows from the proof of Lemma 4.2 that the union of the edges in E form a subgraph of G T isomorphic to the graph shown in Fig. 6 . In this figure, e 1 , . . . , e t are represented by the thin edges and e t+1 by the thicker edge. Moreover, if γ 1 , γ 2 are the cycle edge orbits of the collections {e 1 , . . . , e t } and {e 2 , . . . , e t+1 }, respectively, then γ 1 is the cycle comprised of all the thin edges in Fig. 4 , while γ 2 is obtained from γ 1 by exchanging the edge e 1 with the thick edge e t+1 . Hence ∆(γ 1 , γ 2 ) = 1 in T . The situation gets somewhat simplified in the case t = 1 from what is shown in Fig. 6 , which deals with the case t ≥ 2. Also, T is polarized, hence nonseparating in M .
Each vertex v j and edge e k , 1
j and e 1 k , e 2 k parallel in N (T ) to v j and e k , respectively, as shown in Fig. 7 . If each edge e 1 k , e 2 k is oriented in the same direction as e k under this parallelism, it is not hard to see that the edges e 1 1 , e 1 2 , . . . , e 1 t form a cycle in T 1 which is parallel in N (T ) to the cycle γ 1 , while e 2 2 , e 2 3 , . . . , e 2 t+1 form a cycle in T 2 parallel in N (T ) to γ 2 . We will denote these cycles by γ 1 1 ⊂ T 1 and γ 2 2 ⊂ T 2 , respectively. Thus, while the cycles γ 1 and γ 2 intersect in T , the cutting process along T 'separates' them into disjoint cycles. . . . For each string I k,k+1 of T , we will call the annulus
Observe that the union of T 1 , T 2 , and the strings of M T produce one of the boundary components of M T , of genus t + 1.
Consider now the bigons F 1 , F 2 , . . . , F t of G S cobounded by the edges of E, as shown in Fig. 4 . We call the disks
like the F k 's, these faces also have corners along the strings I ′ k,k+1 , but are properly embedded in M T . For 1 ≤ k ≤ t, ∂F ′ k consists of four segments: one corner along the string I ′ k,k+1 , one corner along I ′ k+α,k+α+1 , and the two edges e 1 k ⊂ T 1 and e 2 k+1 ⊂ T 2 (see Fig. 7 ). Since the permutation induced by E has exactly one orbit, along each vertex u i , u i ′ each string of T appears exactly once among corners of the bigon faces F k . Thus, each string I ′ k,k+1 of M T has exactly two corners coming from all the faces F ′ j , and these two corners cut I ′ k,k+1 into two rectangular pieces, which we denote by J k,k+1 , L k,k+1 .
It follows that the faces F ′ k are embedded in M T as shown in Fig. 8 ; notice the location of the edge e 1 t+1 ⊂ T 1 , which is not part of either cycle
Hence, cutting M T along the faces F ′ k produces the irreducible submanifold M T,E ⊂ M , which has a distinguished torus boundary component R E that contains all the rectangles J k,k+1 , L k,k+1 and two copies of each face F ′ k . Clearly, the union of all this pieces form two disjoint nontrivial annuli A E , A ′ E ⊂ R E ; relabeling if necessary, we may assume that A E contains all the rectangles J k,k+1 , while A ′ E contains the L k,k+1 's (see Fig. 9 ).
The manifold M (∂T ) can now be described as follows. Let M T be the manifold obtained by adding 2-handles to M T along the cores of each and every string of M T ; M T has two distinguished torus boundary components T 1 , T 2 , containing the copies T 1 , T 2 of T in M T . It is then possible to extend the union of the F ′ k 's into an annulus A E by connecting any two such faces that meet at a common string via a rectangle across the 2-handle attached to the string. The annulus A E is properly embedded in M T with one boundary . . . Figure 8 .
component ∂ 1 A E in T 1 and the other ∂ 2 A E in T 2 ; ∂A E can thus be thought of as the union of the cycles γ 1 1 , γ 2 2 from T 1 , T 2 . It follows that M (∂T ) is the result of identifying T 1 and T 2 in M T via some homeomorphism that maps ∂ 1 A E ⊂ T 1 onto some circle in T 2 at distance one from ∂ 2 A E ⊂ T 2 . We will use these constructions in the sequel.
Lemma 4.3. Suppose that t ≥ 1 and e is a negative edge of G S . of size |e| ≥ t + 2. Then T is essential in M , M (∂T ) is an irreducible torus bundle over the circle with incompressible fiber T , and M T,e is a collection of |e| − (t + 1) ≥ 1 3-balls.
Proof. Suppose t ≥ 1 and e is a negative edge of G S of size |e| ≥ t + 2, and that {e 1 , e 2 , . . . , e t+1 , e t+2 } is a collection of t + 2 consecutive edges in e, with edges and bigons labeled as in Fig. 4 . Consider the manifolds M T ⊂ M and M T ⊂ M (∂T ), with T 1 , T 2 ⊂ ∂M T and T 1 , T 2 ⊂ ∂ M T , and the manifold M T,E associated to the collection of edges E = {e 1 , e 2 , . . . , e t+1 }. As the edge e 1 t+1 is not parallel in T 1 to any of the edges of the cycle γ 1 ⊂ T 1 (see Fig. 8 ), the disk face
and hence F ′ t+1 is necessarily embedded in M T as shown in Fig. 10 (with ∂F ′ t+1 the union of the thicker edges e 1 t+1 , e 2 t+2 and corners). It follows that F ′ t+1 , which also lies in M T,E , intersects each annulus A E , A ′ E transversely in one spanning arc, and hence that M T,E is a solid torus with meridian disk the face F ′ t+1 and the annuli A E , A ′ E run once around M T,E . This implies that M T is homeomorphic to the product T 1 × [0, 1], and hence that M (∂T ) is a nontrivial torus bundle over the circle with incompressible fiber T . Moreover, it is clear that M T,E∪{e t+2 } , which is the result of cutting the solid torus M T,E along the face F ′ t+1 , is a 3-ball; hence M T,e is a collection of |e| − (t + 1) ≥ 1 3-balls for |e| ≥ t + 2.
Negative edges III.
If e is a negative edge in G S , there is no a priori obstruction for |e| > t + 1 to occur if t = 1, 2. The next result shows that for larger values of t such obstruction exists if T is incompressible and |∂T | ≥ 3 is minimal. (M, T 0 ) and that t = |∂T | ≥ 3 is minimal. If e is a negative edge of G S then |e| ≤ t + 1.
Lemma 4.4. Suppose that T is incompressible in
Proof. Suppose that t ≥ 3 and e is a negative edge of G S with |e| ≥ t + 2. We assume that e 1 , . . . , e t , e t+1 , e t+2 , . . . are all the edges in e, labeled as in Fig. 4 , and oriented from u i to u i ′ .
By the proof of Lemma 4.3, the face F ′ t+1 = F t+1 ∩ M T is properly embedded in M T with boundary as shown in Fig. 10 . It is then possible to isotope F ′ t+1 in M T by sliding the corner of F ′ t+1 that lies on the string I ′ 1+α,2+α onto the face F ′ 1 , and then along F ′ 1 and onto the string I ′ 1,2 , so as to produce a properly embedded disk D ⊂ M T , disjoint from all the faces F ′ 1 , . . . , F ′ t , whose boundary ∂D consists of 4 consecutive segments α 1 , β 1 , α 2 , β 2 , such that α 1 , α 2 are spanning arcs on the rectangles J 1,2 , L 1,2 of the string I ′ 1,2 , and β 1 ⊂ T 1 , β 2 ⊂ T 2 (see Fig. 11 ). Moreover, we may also assume that D intersects F ′ t+1 only in the arc α 1 = F ′ t+1 ∩ I ′ 1,2 , From the point of view of the graph G T , the sliding of F ′ t+1 along F ′ 1 can be interpreted as the sliding of the edges e t+1 , e t+2 along e 1 and e 2 to produce two arcs in T , which we continue to call β 1 , β 2 , respectively; this process is represented in Fig. 12 . Notice that the edges e t+1 , e t+2 must be located precisely as shown in this figure, that is, e t+1 must run from v 1 to v 1+α , and e t+2 from v 2 to v 2+α , with initial endpoints on the same side of the cycle γ 1 corresponding to the edges e 1 , e 2 , . . . e t ; this is a consequence of i'
Figure 13.
how the disk F ′ t+1 ' is embedded in M T . Also, notice the labels i, i ′ at the endpoints of the e k 's and β k 's.
Consider now the surface Q = T ∪ I 1,2 , a nonorientable surface of genus 4 embedded in M with t − 2 punctures. It follows from the above discussion that, after identifying T 1 with T 2 in ∂M T to produce M , the disk D gives rise to an embedded disk in M , which we continue to call D, with D ∩ Q = ∂D; thus D is a compression disk for Q.
To see the effect of surgerying Q along D, we first cut T along the arcs β 1 , β 2 ⊂ ∂D, splitting T into two punctured annular components Q 1 , Q 2 , such that Q 1 contains all the punctures of T of the form v 1+α , v 1+2α , . . . , v 1+pα and Q 2 all the punctures of the form v 2+α , v 2+2α , . . . , v 2+qα , for some integers p, q ≥ 0 such that 1 + (p + 1)α ≡ 2 mod t and 2 + (q + 1)α ≡ 1 mod t, as shown in Fig. 13 . In particular, (p − q)α ≡ 2 mod t, and hence p = q since t ≥ 3. Each of the vertices v 1 , v 2 splits into two half circles in the process, with one of the halves in Q 1 and the other in Q 2 .
We continue by cutting the string I 1,2 along the arcs α 1 , α 2 ⊂ ∂D to produce two rectangles Q 3 , Q 4 ⊂ I 1,2 . Without loss of generality, we may assume that Q 3 ∩ Q 1 consists of the thick half circle of v 1 in Q 1 shown in Fig. 13 ; since D and F 1 are disjoint in M , this implies that Q 3 contains the corner of ∂F 1 that lies on the string I 1,2 , and which connects the endpoint of e 1 on v 1 in Q 1 to the endpoint of e 2 on v 2 in Q 2 (see Fig. 13 ). It follows that Q 3 ∩ Q 2 consists of the thick half circle of v 2 in Q 2 shown in Fig. 13 .
By the construction of D via the sliding of the face F t+1 , it also follows that the endpoints with label i of the arcs β 1 ⊂ Q 1 and β 2 ⊂ Q 2 (see Fig. 13 ) are connected by the arc of ∂Q 3 corresponding to a copy of the arc α 1 = ∂F t+1 ∩ I 1,2 (see Figs. 10,11) .
As ∂Q 4 also contains a copy of the arc α 1 , the above discussion implies that Q 4 ∩ Q 1 is the half circle of v 2 in Q 1 , Q 4 ∩ Q 2 is the half circle of v 1 in Q 2 , and the endpoints with label i of the arcs β 1 ⊂ Q 2 and β 2 ⊂ Q 1 (see Fig. 13 ) are connected by the arc of ∂Q 4 corresponding to α 1 .
Therefore
is a punctured torus where the punctures v j in Q 1 all have the same parity, which is opposite to that of all the punctures v j ′ in Q 2 , and hence surgerying Q along D produces a nonseparating torus T ′ in M with t − 2 ≥ 1 punctures v j , j = 1, 2, which can be isotoped so as to be properly embedded in (M, T 0 ), and such that | T ′ · K T | = |p − q|, where K T is the core of the solid torus in the Dehn filling of M (∂T ).
By the minimality of t = |∂T |, T ′ must compress in M . Moreover, by Lemma 4.4, M (∂T ) is an irreducible torus bundle over the circle, and so T ′ , being nonseparating, is incompressible in M (∂T ). Thus, if T ′ compresses in M along a circle c ⊂ T ′ then c bounds a disk in T ′ , and hence any compression of T ′ in M produces a nonseparating torus T ′′ properly embedded in M , with fewer boundary components than T ′ , such that T ′ and T ′′ are isotopic in M (∂T ).
Therefore, if T is the result of maximally compressing T ′ in M then T is a closed nonseparating torus in M which is isotopic to T ′ in M (∂T ), whence
, contradicting the fact that p = q. The lemma follows.
4.5. The case t = 1. In the small case t = 1 the manifold M can be determined precisely in the presence of sufficiently many parallel edges in G S . For notation, let S(p, q) denote any Seifert fibered space with base the disk and two singular fibers of indices p, q ≥ 1; observe S(2, 3) is homeomorphic to the trefoil knot exterior. In the next lemma M continues to be irreducible, but no assumption on the cabling of the pair (M, T 0 ) is made. Proof. Let e 1 , e 2 , e 3 be the mutually parallel, consecutive edges in G S which are not parallel in G T , running from u i to u i ′ , and let F 1 , F 2 be the bigon disk faces they cobound in G S , as shown in Fig. 14(a) . The graph G T is then isomorphic to the graph shown in Fig. 20 .
As in the proof of Lemma 4.4, the edges e 1 1 , e 2 2 and e 1 2 , e 2 3 must lie in T 1 , T 2 as shown in Fig. 14(c) , cobounding the faces F ′ 1 , F ′ 2 of M T , respectively. To locate the edges e 2 1 ⊂ T 2 and e 1 3 ⊂ T 1 , first observe that locally the edges e 1 , e 2 , e 3 produce the pattern around the vertex v 1 of G T shown in Fig. 14(b) , say the edges e 1 , e 2 , e 3 repeating cyclically twice, in that order, around v 1 , so that exactly the same pattern must be present around each copy
is located in T 1 as shown in Fig. 14(c) , then e 2 1 must be located in T 2 as shown in Fig. 14(c) , and so these two edges e 1 3 , e 2 1 , along with two spanning arcs on the string
Let B be the surface obtained in M from the union of F ′ 1 , F ′ 2 , D, after identifying T 1 with T 2 in M T , so that e 1 k = e 2 k for k = 1, 2, 3. This surface B is either an annulus or a Moebius band in (M, T 0 ) which intersects T in essential graphs consisting of exactly 3 edges, so that the graph G T,B = B ∩ T ⊂ T has two triangle faces C 1 , C 2 (see Fig. 20 ). 
If B is an annulus then ∆(∂B, ∂T ) = 3, B is neutral, and the faces C 1 and C 2 locally lie on opposite sides of B. Hence cutting M along B produces two solid tori V 1 , V 2 with corresponding meridian disks C 1 , C 2 . Since all edges of the graph G T,B are positive, each disk C 1 , C 2 intersects the annulus B coherently and transversely in 3 spanning arcs, and so M is homeomorphic to a manifold of the form S(3, 3) = V 1 ∪ B V 2 . But then T is the union of the two meridian disks C 1 and C 2 along the 3 edges of B ∩ T , and it is not hard to see that any such union produces a pair of pants, not a once punctured torus. Therefore B must be a Moebius band, with ∆(∂B, ∂T ) = 6, and cutting M along B produces a solid torus with meridian disk either triangle face C 1 or C 2 of G T,B . Since all edges of the graph G T,B are positive, M must be homeomorphic to S(2, 3).
Slopes of K-incompressible tori
In this section we assume that r 1 , r 2 are boundary slopes in T 0 at distance ∆ = ∆(r 1 , r 2 ) ≥ 6, such that there are K-incompressible tori T 1 , T 2 in (M, T 0 ) with boundary slopes r 1 , r 2 respectively. Moreover, we will assume that |∂T 1 |, |∂T 2 | > 0 are minimal, and that T 1 , T 2 intersect in essential graphs as defined in §2. By Lemma 2.1(c), both Dehn filled manifolds M (r 1 ) and M (r 2 ) are irreducible.
We will use the generic notation {S, T } = {T 1 , T 2 }, s = |∂S|, and t = |∂T |. As ∆ ≥ 6, the bound found in Lemma 4.4 for the size of negative edges in G S can be improved a bit more.
Lemma 5.1. If ∆ ≥ 6 and t ≥ 3 then ∆ = 6, deg ≡ 6 in G S , and any edge of G S has size t.
Proof. If e is any positive edge of G S then |e| ≤ t by Lemma 4.1.
Suppose there is a negative edge e in G S of size t + 1. By Lemma 4.2, any disk face of G S is even sided, and so G S has a vertex u i of degree at most 4 by Lemma 2.2(b). If u i has p positive and n negative local edges then, by Lemmas 4.1 and 4.4, the degree of u i in G S satisfies the relations
so n ≥ 2t ≥ 6, which contradicts the fact that n ≤ deg G S (u i ) ≤ 4. Therefore any edge of G S has size at most t. Now let u be any vertex of G S , with p positive and n negative local edges. Then again the degree of u in G S satisfies the relations
from which it follows that deg G S (u) = p + n ≥ 6, and hence that deg ≡ 6 in G S by Lemma 2.2(a). Moreover, equality must hold throughout the above relation, so ∆ = 6 and each edge of G S has size t.
We remark that Lemma 5.1 also holds for the case ∆ = 5, but we shall not use this fact in the sequel. Proof. Assume s, t ≥ 3, so that ∆ = 6, deg ≡ 6 in G S , G T , and each edge of G S , G T has size t, s, respectively. Moreover, by Lemma 2.2(a), all the faces in G S and G T are triangles. We will say that a vertex in G S , G T is of type (p, n) if it has p positive and n negative local edges.
Suppose some vertex u i of G S is of type (p, n) for some nonnegative integers p, n with p + n = 6. By the parity rule, each vertex v j of G T has p negative and n positive local edges with label i at v j . Since ∆ = 6, deg ≡ 6 in G T , and every edge of G T has size s, it follows that any vertex of G T has p negative and n positive local edges and hence it is of type (n, p). By a similar argument, any vertex of G S is of type (p, n). Exchanging the roles of S and T if necessary, we may assume that (p, n) is one of the pairs (6, 0), (5, 1), (4, 2) , (3, 3) .
If (p, n) = (6, 0) then every edge of G T is negative; this is impossible since all the faces of G T are triangles, and not all edges around a triangle face 
5.2.
The cases s = 2, t ≥ 3. By Lemma 5.1, ∆ = 6, deg ≡ 6 in G S , and all the edges of G S have size t. In these cases G S is combinatorially isomorphic to the graph shown in Fig. 15 (cf [2] ), with vertices u 1 , u 2 and edges labeled e i , 1 ≤ i ≤ 6, and |e i | = t. As e 1 , e 2 are positive loop edges in G S , it follows from Lemma 4.1 that t is even, so t ≥ 4.
Let σ 1 , σ 2 be the permutations induced by the edges e 1 , e 2 , respectively; notice that e 3 , e 4 , e 5 , e 6 all induce the same permutation σ. We set ε = +1 if u 1 , u 2 have the same parity (ie, if S is polarized), and ε = −1 otherwise (if S is neutral). Then, for 3 ≤ i ≤ 6, the edges e i have the same sign as ε.
It is not hard to see from Fig. 15 that σ 1 (x) ≡ 1 − x, σ 2 (x) ≡ α + β − x, and σ(x) ≡ α+ε−ε·x mod t for all 1 ≤ x ≤ t. As σ(t) = β, then β = α+ε, and hence we can write σ 2 (x) ≡ 2α + ε − x.
The jumping number of the graph G S relative to the graph G T (or viceversa) was introduced in [2, §2] . For ∆ = 6 the jumping number is one; this means that if the ∆ points of intersection between ∂ i S (= u i ) and ∂ j T (= v j ) are labeled consecutively as x 1 , x 2 , . . . , x ∆ around ∂ i S, then these points appear consecutively around ∂ j T in the same order x 1 , x 2 , . . . , x ∆ when read in some direction. It follows that the local edges around u i and v j for i = 1, 2 and j = 1, . . . , t are distributed as shown in Fig. 16 (up to reflections of the vertices). In the figure, the edges labeled e i , i = 1, 2, or e 3 , . . . , e 6 are edges in the corresponding collections e k of G S , and represent the same edges in both graphs. We will refer to this distribution of edges Proof. Recall that t is even, so t ≥ 4. Notice that:
If σ = σ 1 = σ 2 then G T is isomorphic to the subgraph of G T generated by the edge orbits of e 1 , and hence in G T all faces are annuli and each edge is negative of size 6 > s + 2 = 4. By Lemma 4.3, S is essential in M and M S,e is a collection of 3-balls for any edge e of G T . Since the annular faces of G T lie in M S,e , it follows that T compresses in M along the core of one of its annular faces via some disk D disjoint from S. It is not hard to see that compressing T along D produces a planar surface Q properly embedded in (M, T 0 ) which intersects S transversely in essential graphs, such that the graph Q ∩ S ⊂ Q contains 12 parallel edges, contradicting Lemma 2.1(b) since S admits at most 6 non parallel edges. Therefore σ = σ 1 , σ 2 .
If σ = id then the subgraph of G T generated by the edge orbits of e 1 and e 3 is a union of components isomorphic to the graph shown in Fig. 17(a) . But this implies that each vertex of G T has local edges only on one side of the cycle edge orbit of e 1 containing the vertex, which violates the JN1 condition. Therefore σ = id.
Let γ, γ ′ be any two consecutive cycle edge orbits of e 1 in G T , with vertices v j , v j ′ and v k , v k ′ , respectively, and denote by A the annular region of T they cobound (see Fig. 17(b) ). Let E be the collection of edges of e i , 3 ≤ i ≤ 6, that lie in A. Since σ = σ 1 , id, none of the edges in E are loop edges nor parallel to the edges in γ, γ ′ . Let a be any edge in E, say with one endpoint in v j and the other in v k . Then for any edge b in E, either b has one endpoint in v j and the other in v j ′ , or b has one endpoint in v k and the other in v k ′ .
Suppose b is any edge of E with endpoints in, say, v j , v j ′ . If b is not parallel to a in A, then there are no edges of E with endpoints on v k , v k ′ , contradicting the JN1 condition (see Fig. 17(b) ).
It follows that the subgraph of G T generated by the edges in e 1 and e i , 3 ≤ i ≤ 6, is isomorphic to the graph shown Fig. 17(c) , where each 
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horizontal edge has size 4 and, by Lemma 2.1(b), consists of one edge from each collection e i , 3 ≤ i ≤ 6. We will use these facts in the two cases that follow.
Then σ is a nontrivial involution, and since, by the argument above, the e 3 edges incident to any vertex of G T lie on opposite sides of the e 1 cycle edge orbit containing the vertex, we must have t = 4.
By Lemma 4.3, as G T has negative edges of size 4 = s + 2, M (∂S) is a nontrivial torus bundle over the circle with incompressible fiber S and, for any edge e of G T of size 4, M S,e is a 3-ball.
Also, the bigon faces of G S are as shown in Fig. 18 , and so we may assume that, in G T , v 1 , v 3 are positive while v 2 , v 4 are negative. Thus G S has two distinct S-cycle faces that lie locally on the side of T defined by the strings I 2,3 , I 4,1 (shaded in Fig. 18) , so, by Lemma 3.1, (M, T 0 ) contains an essential punctured Klein bottle P with 0 or 2 punctures, of the same boundary slope as T and disjoint from T , with one puncture along each string I 2,3 , I 4,1 when |∂P | = 2. As T is K-incompressible, P can be isotoped in M , away from T , so as to intersect S transversely. If |∂P | = 0 then, since P is disjoint from T and all the faces of G S are disks (triangles), it follows that P can be further isotoped so as to be disjoint from S ∪ T . But then P lies in the 3-ball M S,e , which is impossible.
Therefore |∂P | = 2, and so P can be isotoped in M , away from T , so that P ∩ S is essential, with ∂ 1 P ⊂ I 2,3 , ∂ 2 P ⊂ I 4,1 . However, the triangle face F of G S shown in Fig. 15 has corners along the strings I 2,3 , I 4,1 (see Fig. 18 ), and so each of the corners of F contains one label from the components of ∂P , which is impossible given that P and S intersect in a collection of properly embedded arcs, and F has an odd number of sides. Therefore, this case does not occur.
Case 2. ε = −1.
In this case, recall that G T has four mutually parallel, consecutive positive edges (the horizontal edges in Fig. 17(c) ); these edges cobound three distinct S-cycle faces, the outermost two of which locally lie on the same side of S. By Lemma 3.2, S separates M and is generated by some essential once punctured Klein bottle P , which by hypothesis intersects T transversely in essential graphs. As shown in [5] , the reduced graph of G P = P ∩ T ⊂ P , G P , must be isomorphic to one the graphs in Fig. 19(a),(b) , where the edges a, b are negative and c is positive, all of size t. But then it is not hard to see that the negative edges in G P induce the identity permutation, which implies that σ = id, contradicting our argument above. Therefore this last case does not occur either. mod t. Thus, if e is any edge of G S , then G T is isomorphic to the subgraph of G T generated by the cycle edge orbits of e, and hence in G T all the faces are annuli and each edge is negative of size 3 = s + 2. The argument used in the proof of Lemma 5.3 to handle the case σ = σ 1 = σ 2 can be applied here verbatim to arrive at a similar contradiction, hence these cases do not occur.
5.4.
We are now ready to prove the main result in §1. Then T is neutral and all the edges of G T are negative; thus G T has at most 4 edges, so deg ≤ 4 in G T . Let e be any edge of G T , and let σ be its induced permutation. If σ = id then all edges in e are edge loops in S, and so |e| ≤ 2 by Lemma 2.1(b). Otherwise, σ = id and all edges of e run from u 1 to u 2 , hence |e| ≤ 4 by Lemma 2.1(b). Therefore, if k 1 is the number of local edges at v 1 in G T which induce the identity permutation, and k 2 is the number of remaining local edges at v 1 , then k 1 + k 2 ≤ 4, and the degree of v 1 in G T satisfies the relation deg G T (v 1 ) = ∆ · t = 2∆ ≤ k 1 · 2 + k 2 · 4, so ∆ ≤ k 1 + k 2 · 2. As k 1 + k 2 ≤ 4, this implies that ∆ ≤ 8. Let p, n be the number of positive and negative local edges of G S at u 1 , respectively. By Lemma 2.1(b), any local positive edge of G S at u 1 has size at most 4, while any negative edge at u 1 has size at most 2. Hence the degree of u 1 in G S satisfies the relation deg G S (u 1 ) = ∆ · s = 2∆ ≤ p · 4 + n · 2, so that ∆ ≤ 2p + n. But clearly p ≤ 2 and n ≤ 4 (see Fig. 15 ), and so ∆ ≤ 8. Then S is polarized and T is neutral, with all edges on G T negative; thus G T has at most 4 edges, so deg ≤ 4 in G T . By Lemma 2.1(b), as G S has at most 3 edges (see Fig. 20) , any edge in G T has size at most 3. But if e is an edge of G T of size 3 then, by Lemma 5.4, M is homeomorphic to the trefoil knot exterior, contradicting our hypothesis that (M, T 0 ) is not cabled. Therefore any edge of G T has size at most 2, so if n is the number of local edges at v 1 in G T , then n ≤ 4 and the degree of v 1 in G T satisfies the relation deg G T (v 1 ) = ∆ · s = ∆ ≤ n · 2 ≤ 8.
