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We study critical bond percolation on periodic four-dimensional (4D) and five-dimensional (5D)
hypercubes by Monte Carlo simulations. By classifying the occupied bonds into branches, junctions
and non-bridges, we construct the whole, the leaf-free and the bridge-free clusters using the breadth-
first-search algorithm. From the geometric properties of these clusters, we determine a set of four
critical exponents, including the thermal exponent yt≡1/ν, the fractal dimension df , the backbone
exponent dB and the shortest-path exponent dmin. We also obtain an estimate of the excess cluster
number b which is a universal quantity related to the finite-size scaling of the total number of
clusters. The results are yt=1.461(5), df =3.044 6(7), dB=1.984 4(11), dmin=1.604 2(5), b=0.62(1)
for 4D; and yt=1.743(10), df =3.526 0(14), dB=2.022 6(27), dmin=1.813 7(16), b = 0.62(2) for 5D.
The values of the critical exponents are compatible with or improving over the existing estimates,
and those of the excess cluster number b have not been reported before. Together with the existing
values in other spatial dimensions d, the d-dependent behavior of the critical exponents is obtained,
and a local maximum of dB is observed near d ≈ 5. It is suggested that, as expected, critical
percolation clusters become more and more dendritic as d increases.
I. INTRODUCTION
Percolation [1], as a paradigmatic model for study-
ing phase transitions and critical phenomena, can de-
scribe diverse phenomena in various fields such as flu-
ids in porous media, gelation process and epidemiology.
Considering bond percolation on a lattice, each edge is
occupied independently by a bond with probability p and
clusters are constructed as sets of sites that are connected
via occupied bonds. The clusters become larger as p in-
creases, and at the critical point pc, an infinite cluster
spanning over the whole lattice will emerge. Near pc, the
clusters exhibit rich behaviors, which are characterized
by universal critical exponents [1] and other universal
quantities, including wrapping probabilities [2], dimen-
sionless ratios [3, 4], and the excess cluster number b
related to the finite-size scaling of the total number of
clusters [5].
Values of these universal quantities depend on the spa-
tial dimension d. For percolation in two dimensions (2D),
great advances have been made via the renormalization
group [6–9], the Coulomb-gas method [10], the confor-
mal field theory [11] and the stochastic Loewner evo-
lution [12], etc. Many exact results are now available,
including the thermal exponent yt ≡ 1/ν = 3/4, which
is identical to the red-bond exponent dred for percola-
tion [13, 14], the magnetic exponent yh which is equiva-
lent to the fractal dimension df =91/48, the excess clus-
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ter number b = 0.883 576 308... [15], as well as various
universal wrapping probabilities [2]. But there are still
critical exponents, such as the backbone exponent dB and
the shortest-path exponent dmin, whose values are solely
given numerically [14, 16]. For dimensions at or above
the upper critical dimension d ≥ du=6, mean-field the-
ory [17] leads to yh = df = 2d/3, yt = dmin = dB = d/3
for critical percolation on periodic hypercubes. However,
for percolation in 2 < d < 6 there has been no exact
solution for these universal quantities. Instead one uses
approximate or numerical methods, e.g. the ǫ-expansion
method [6–9], the conformal bootstrap method [18], and
the Monte Carlo (MC) method. Using MC simulations,
high-precision results for universal quantities have been
obtained for 3D [19]. While for 4D and 5D, existing re-
sults of the critical exponents are not as precise as those
for 3D, and the excess number b has not been estimated.
In this paper, we determine with high-precision a set of
four critical exponents(i.e. yt, df , dB, and dmin) and the
universal excess cluster number b, for percolation on 4D
and 5D hypercubes, using MC simulations and finite-size
scaling analysis. Our results for yt and df are compatible
with the recent estimates [20, 21], and those for dB and
dmin significantly improve over the existing ones [22, 23].
Together with previous results in other spatial dimen-
sions, we obtain the d-dependent behaviors of the critical
exponents. It is interesting to see that dB is not a mono-
tonic function of d, and it has a local maximum near
d ≈ 5. As d increases, the values of yt, dmin and dB ap-
proach to each other, while the differences between them
and the df value get larger, suggesting that the critical
percolation clusters become more dendritic.
The rest of the paper is organized as follows. Section II
2describes the simulation and fitting ansatz. Section III
presents detailed numerical results. In addition to the
four critical exponents and the excess cluster number b,
results are also presented for two dimensionless ratios
based on cluster-size distributions and for densities of
three different types of bonds. The d-dependent behavior
of the critical exponents is illustrated in Sec. IV, and a
brief discussion is given in Sec. V.
II. SIMULATION AND FITTING ANSATZ
We consider critical bond percolation with periodic
boundary conditions on the 4D and 5D Ld hypercubic
lattices, where L is the linear size of the system. The per-
colation thresholds are taken as pc(4D)=0.160 131 22 [21,
24] and pc(5D) = 0.118 171 45 [21]. In 4D, the simulated
system sizes are L = 4,6,8,10,12,14,16,20,24,32,40,48,64,
96,128,176,192, and the numbers of independent samples
are more than 106 for each L ≤ 64 and at least 105 for
each L > 64. In 5D, more than 106 samples are taken
for each of L = 4, 6, 8, 10, 12, 14, 16, 20, and at least 105
samples for each of L=24, 32, 40, 48, 60.
In the simulation, we sample the following observables:
• The cluster-number density nc. At pc it scales as
nc=nc,0 + b/V + . . . , (1)
where V = Ld is the volume of the d-dimensional
hypercube, b= limV→∞ V (nc − nc,0) is the excess
number of clusters over the bulk value. Given the
spatial dimension, the quantity b is universal and
depends only on the system shape and boundary
conditions [5, 25].
• The mean size of the largest cluster C1 = 〈C1〉. It
scales as C1 ∼ Ldf at pc.
• The mean cluster-size moments 〈S2〉 and 〈S4〉. The
mth-order moment Sm is defined as Sm =
∑
i C
m
i ,
where the summation is over all clusters and Ci de-
notes the size of a cluster.
• The reduced susceptibility χ′ =
〈
S2 − C21
〉
/V . It
scales as χ′ ∼ L2df−d at pc.
• Two dimensionless ratios
Q1=
〈
C21
〉
〈C1〉
2
and Qs=
〈
3S22 − 2S4
〉
〈S2〉
2
. (2)
They reflect properties of the size distribution of
clusters, and at criticality scale as Qi,0+aL
yi+ . . .,
where yi < 0 is an irrelevant correction exponent,
and Qi,0 represents the infinite-size value, depend-
ing on the system shape and the boundary condi-
tions [3, 4].
• The number of occupied bonds Nb and the covari-
ances of the dimensionless ratios and Nb [26]:
gpQ1 =
2 〈C1Nb〉
〈C1〉
−
〈
C21Nb
〉
〈C21〉
− 〈Nb〉 ,
gpQs=
2 〈S2Nb〉
〈S2〉
−
〈
(3S22 − 2S4)Nb
〉
〈3S22 − 2S4〉
− 〈Nb〉 . (3)
The covariances scale as ∼ Lyt at pc.
• The mean shortest-path length S = 〈S〉. It scales
as S ∼ Ldmin [27] at pc. Here we have
S := max
C
max
y∈C
d (xC , y) , (4)
where C denotes different clusters, xC is the orig-
inal site from which the cluster C grows, d (x, y)
is the graph distance between two sites in the
same cluster. Thus maxy∈C d (xC , y) is the maxi-
mum time steps for growing the cluster C from the
original site xC in the breadth-first-growing proce-
dure, and the other ‘max’ selects the maximum of
maxy∈C d (xC , y) for all clusters. The quantity S is
also known as the chemical distance.
To further investigate the geometric properties of the
clusters, the occupied bonds are classified into three
types: branch, junction and non-bridge [14]. If the dele-
tion of an occupied bond causes the cluster to break into
two parts, the bond is a bridge; an occupied bond that
is not a bridge is a non-bridge. A bridge is a junction if
neither of the two broken parts after its deletion is a tree,
and otherwise it is a branch. Deleting all branches from
whole percolation clusters leads to leaf-free clusters, and
deleting all bridges produces bridge-free clusters. Ac-
cordingly, we measure the following quantities:
• The mean size of the largest leaf-free and bridge-
free cluster Clf , Cbf . They scale as Clf ∼ Ldf [28],
Cbf ∼ LdB [14] at pc.
• The densities of branches, junctions and non-
bridges ρb, ρj, ρn. They scale as ρ + aL
yt−d + . . .
at pc.
It is noted that, different from bridge-free clusters, the
backbone of the incipient infinite cluster is traditionally
defined as the subset of the cluster carrying the current
when a voltage difference is applied between two sides
of the system or between two sites far apart [29, 30].
However, both definitions of the backbone are essentially
equivalent, since they both scale as ∼ LdB .
We perform least-square fits of the MC data for the
quantities by the finite-size scaling ansatz
O=c0 + L
dO (a0 + a1L
y1 + . . .) , (5)
where dO is a critical exponent, a0 is a constant, a1L
y1
is the leading correction term with amplitude a1 and ex-
ponent y1 < 0, and c0 is the background term. For 4D,
3a value of y1 = −ω = −Ωdf = −1.22(9) [24] is recently
given by measuring the cluster size distributions in MC
simulations. And for 5D, Gracey gives the series expan-
sion result of y1 = −ω ≃ −0.72 [9]. This work assumes
that y1 may be different for different quantities, and does
not aim to estimate accurate values of it. Fits are first
performed with y1 being a free fitting parameter, then
with y1 being fixed at values around the first set of re-
sults. If a1 is found to be consistent with zero, fits are
also performed without the correction term. And in cases
the leading correction term is not adequate to describe
the finite-size data, fits are performed by including the
subleading correction term a2L
y2 , where a2 is the ampli-
tude and y2 is the subleading correction exponent.
As a precaution against other correction-to-scaling
terms which are not included in the fitting ansatz, we
impose a lower cutoff L ≥ Lm on the data points admit-
ted in the fits, and systematically study the effect on the
χ2 value when increasing Lm. Generally, we prefer fits
for any given ansatz corresponding to the smallest Lm
for which the goodness of fit is reasonable, and for which
subsequent increase in Lm does not cause the χ
2 value to
drop vastly by more than one unit per degree of freedom.
In practice, by ‘reasonable’ we mean that χ2/DF . 1,
where ‘DF’ is the number of degrees of freedom.
The error of our estimates consists of both the sta-
tistical and the systematic error. The former refers to
the error that directly propagates to the fit results from
the measured observables, and the latter mainly comes
from the truncation of fitting ansatz, particularly finite-
size corrections. We perform fits with different Lm and
y1, and evaluate the difference of the fitting results. For
each quantity, the reliability of the final result is checked
by plotting the quoted value as well as those with 3-sigma
deviations from it.
III. NUMERICAL RESULTS
In this section, we present the results for the four crit-
ical exponents, the excess cluster number, the two di-
mensionless ratios and the bond densities for branches,
junctions and non-bridges.
A. Thermal exponent
To estimate the thermal exponent yt, the data of gpQs
are fitted by the ansatz gpQs = L
yt(a0 + a1L
y1). Fits
are performed with the correction exponent y1 as a free
fitting parameter, and also with y1 fixed at different val-
ues. The correction amplitude a1 is found to be consis-
tent with zero within error bars when Lm ≥ 10 for 4D
and Lm ≥ 8 for 5D, suggesting that for large Lm, finite-
size corrections for gpQs are not significant. Thus fits
are also made without the correction term, i.e. a1 = 0.
The results are listed in Table I, from which we obtain
yt=1.461(5) for 4D and 1.743(10) for 5D.
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FIG. 1: Plots of gpQs/L
yt versus L−2 or L−3 for critical 4D (a)
and 5D (b) percolation respectively, illustrating our estimate
yt(4D) = 1.461(5) and yt(5D) = 1.743(10). The reliability of
the results is clearly demonstrated by the upward or down-
ward bending for values yt ± 3∆, with ∆ the error bar. The
straight lines are obtained from the fits.
To show the reliability of the results, we plot gpQs/L
yt
versus Ly1 in Fig. 1, where yt is chosen to be the above
estimates and the values away from them by three error
bars (3∆). Since gpQs ∼ L
yt as L→∞, the obvious up-
ward (downward) bending as L increases when using the
central value minus (plus) three error bars illustrates that
the true value of yt falls in the interval [yt − 3∆, yt + 3∆].
Fits are also performed for the covariance gpQ1 , whose
results are also listed in Table I. Estimates of yt from gpQ1
are consistent with those from gpQs , but with a lower
precision.
B. Fractal dimension
To estimate the fractal dimension df , the data of C1
and Clf are fitted to the ansatz L
df (a0 + a1L
y1).
For C1 of the 4D model, stable fitting results cannot
be obtained for y1 when setting it as a free fitting pa-
rameter. While fixing y1=−2 leads to reasonable fitting
results for Lm ≥ 20, which have a1 being consistent with
zero within error bars for Lm > 24. If fixing a1=0, rea-
sonable fits can be obtained for Lm> 24. For C1 of the
5D model, setting y1 as a free fitting parameter produces
the estimate y1 = −2.0 (5). Further fits are performed
with fixed y1=−2. These fitting results for C1 are listed
in Table II, from which we estimate df = 3.045 2(8) and
3.526 0(14) for the 4D and 5D model, respectively.
4TABLE I: Fitting results for covariances gpQ1 and gpQs .
O d yt a0 y1 Lm/DF/χ
2
1.463(1) 0.068 1(3) -2.6(2) 4/11/11
1.461(4) 0.068 6(9) -1.8(7) 6/10/10
1.461 2(16) 0.068 5(3) -2 6/13/8
4 1.459 4(25) 0.068 9(5) -2 8/12/7
1.464 5(12) 0.067 7(2) / 10/12/8
gpQs 1.463 9(17) 0.067 8(3) / 12/11/7
1.737(5) 0.051 3(7) -3.1(6) 4/9/12
1.738(3) 0.051 1(4) -4 6/9/11
1.743(6) 0.050 4(8) -4 8/8/11
5 1.736(2) 0.051 4(2) -3 4/10/12
1.736(3) 0.051 4(4) -3 6/9/12
1.742(2) 0.050 5(4) / 8/9/5
1.743(6) 0.050 4(7) / 10/8/5
1.462(5) 0.017 1(3) -2.1(2) 4/13/12
1.463(12) 0.017 7(8) -1.7(5) 6/12/11
4 1.462(1) 0.068 4(2) -2 6/13/11
gpQ1 1.460(2) 0.068 8(4) -2 8/12/10
1.71(4) 0.010 5(12) -2.2(6) 4/9/5
1.70(2) 0.010 8(6) -2 6/9/6
5 1.74(5) 0.009 7(13) -2 8/8/5
1.74(3) 0.009 7(9) / 12/7/4
1.74(5) 0.009 7(14) / 14/6/4
Applying similar procedures to Clf , we estimate y1 ≈
−2.71 for 4D, −2.4 for 5D, and obtain df=3.044 6(7) and
3.525 4(19) for 4D and 5D, respectively. These fitting
results are also listed in Table II
We plot C1/L
df (Clf/L
df ) versus Ly1 in Fig. 2 (Fig.3),
where df is chosen to be the central value of the esti-
mates and the central value plus or minus three error
bars. The obvious upward (downward) bending as L in-
creases when using the central value minus (plus) three
error bars illustrates the reliability of our estimates for
df .
The above estimates of df from C1 and Clf are consis-
tent with each other within error bars, and they lead to
our final estimate of df as 3.044 6(7) and 3.526 0(14) for
4D and 5D, respectively.
TABLE II: Fitting results for C1 and Clf .
O d df a0 y1 Lm/DF/χ
2
3.045 8(3) 0.949(1) -2 20/7/4
4 3.045 6(4) 0.950(2) -2 24/6/3
3.045 2(4) 0.952(2) / 32/6/1
C1 3.045 1(5) 0.952(2) / 40/5/1
3.526 4(10) 1.071(4) -2.0(2) 6/8/4
5 3.525 7(20) 1.074(8) -1.9(4) 8/7/4
3.525 7(3) 1.073(1) -2 6/9/4
3.526 0(5) 1.072(2) -2 8/8/4
3.044 6(2) 0.200 3(2) -2.71(2) 6/11/7
4 3.044 5(3) 0.200 4(3) -2.68(5) 8/10/6
Clf 3.044 5(2) 0.200 4(2) -2.71 10/10/5
3.045 1(2) 0.200 0(1) -3 12/9/7
3.525 8(15) 0.159 3(8) -2.5(2) 8/7/4
3.525(3) 0.159 8(2) -2.3(5) 10/6/3
5 3.525 2(5) 0.159 6(2) -2.4 8/8/4
3.525 5(8) 0.159 4(3) -2.4 10/7/3
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FIG. 2: Plots of C1/L
df versus L−2 for critical 4D (a) and 5D
(b) percolation, illustrating our estimate df(4D) = 3.045 2(8)
and df(5D) = 3.526 0(14). The straight lines are obtained
from the fits.
The reduced susceptibility scales as χ′ = L2df−d(a0 +
a1L
y1), from which one can also estimate df . The fit-
ting results are listed in Table III, from which we ob-
tain estimates 2df − d=2.099(9) and 2.052(4), leading to
df = 3.049(5) and 3.526(3) for 4D and 5D, respectively.
These are consistent with results from fitting the data of
C1 and Clf .
TABLE III: Fitting results for χ′.
d 2df − d a0 y1 Lm/DF/χ
2
2.099(6) 0.232(8) -0.72(12) 16/7/2
2.099(9) 0.231(13) -0.72(24) 20/6/2
4 2.099 0(8) 0.231 4(9) -0.72 16/8/2
2.099 0(12) 0.231(2) -0.72 20/7/2
2.054 7(11) 0.536(2) -1.70(6) 6/8/5
5 2.053 9(19) 0.538(4) -1.7(2) 8/7/5
2.053 3(16) 0.539(3) -1.7 14/5/4
2.051 7(21) 0.542(4) -1.7 16/4/3
C. Backbone exponent
To estimate dB, the data of Cbf are fitted to the ansatz
LdB(a0 + a1L
y1). For 4D, stable fitting results cannot
be obtained when setting y1 as a free fitting parameter.
When fixing y1, a1 is found to be consistent with zero
within error bars for large cutoff sizes Lm. Then fits are
performed with fixed a1=0. For 5D, y1 is estimated to
be −1.8 (2) when setting it as a free fitting parameter.
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FIG. 3: Plots of Clf/L
df versus L−2.71 or L−2.4 for critical
4D (a) and 5D (b) percolation respectively, illustrating our
estimate df(4D) = 3.044 6(7) and df(5D) = 3.525 4(19).The
straight lines are obtained from the fits.
Subsequent fits are performed with fixed y1=−1.8. The
above fitting results are listed in Table IV, from which
we estimate dB=1.984 4(11) and 2.022 6(27) for 4D and
5D, respectively.
We plot Cbf/L
dB versus Ly1 in Fig. 4, where dB is cho-
sen to be the central value and the central value plus or
minus three error bars. The obvious upward (downward)
bending as L increases when using the central value mi-
nus (plus) three error bars illustrates the reliability of
the estimate for dB. In Fig. 4 we also plot the data as-
suming dB = 2, and see that the curve bend upward as
L increases. This tells that dB for 5D is indeed greater
than the value 2 for 6D.
TABLE IV: Fitting results for Cbf .
d dB a0 y1 Lm/DF/χ
2
1.984 7(5) 0.662(1) -4 14/8/3
1.984 1(5) 0.664(1) -2 14/8/3
4 1.984 0(6) 0.664(2) -1 12/9/5
1.984 6(5) 0.662(1) / 20/7/2
1.984 5(6) 0.663(2) / 24/6/2
2.022 7(25) 0.828(7) -1.8(2) 6/8/3
5 2.023 1(12) 0.828(3) -1.8 8/8/2
2.022 1(18) 0.831(5) -1.8 10/7/2
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FIG. 4: Plots of Cbf/L
dB versus L−2 or L−1.8 for critical
4D (a) and 5D (b) percolation respectively, illustrating our
estimate dB(4D) = 1.984 4(11) and dB(5D) = 2.022 6(27).The
straight lines are obtained from the fits.
D. Shortest-path exponent
To estimate dmin, the data of the quantity S are fit-
ted to the ansatz S = Ldmin(a0 + a1L
y1). Fits are first
performed with y1 being a free fitting parameter, which
leads to y1 = −1.84 (9) and −1.65(10) for 4D and 5D,
respectively. Subsequent fits are made with y1 fixed at
−1.84 and −1.65 for 4D and 5D, respectively. These fit-
ting results are listed in Table V, from which we estimate
dmin=1.604 2(5) and 1.813 7(16) for 4D and 5D, respec-
tively.
We plot S/Ldmin versus Ly1 in Fig. 5, where dmin is cho-
sen to be the central value and the central value plus or
minus three error bars. The obvious upward (downward)
bending as L increases when using the central value mi-
nus (plus) three error bars illustrates the reliability of the
estimate for dmin.
TABLE V: Fitting results for S.
d dmin a0 y1 Lm/DF/χ
2
1.604 2(3) 2.075(2) -1.82(4) 10/10/4
4 1.604 3(4) 2.074(3) -1.86(7) 12/9/4
1.604 26(12) 2.073 9(8) -1.84 10/11/4
1.604 21(15) 2.074 3(11) -1.84 12/10/4
1.813 3(8) 2.435(7) -1.63(3) 6/8/4
5 1.813 9(14) 2.429(13) -1.67(8) 8/7/4
1.813 8(2) 2.430(2) -1.65 6/9/5
1.813 6(4) 2.432(3) -1.65 8/8/4
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FIG. 5: Plots of S/Ldmin versus L−1.84 or L−1.65 for critical
4D (a) and 5D (b) percolation respectively, illustrating our es-
timate dmin(4D) = 1.604 2(5) and dmin(5D) = 1.813 7(16).The
straight lines are obtained from the fits.
E. The excess cluster number
The cluster-number density nc has its finite-size scaling
as nc = nc,0 + L
−d (b+ b1L
y1) , where b is the universal
excess cluster number. For 4D, fits with y1 and b1 as free
fitting parameters produce estimates of b1 being consis-
tent with zero. Subsequent fits are performed with fixed
b1=0. These fitting results are summarized in Table VI,
from which we determine for 4D the excess cluster num-
ber b=0.62(1) and the number density of critical clusters
nc,0 = 0.365 505 20(3). For 5D, fits are first performed
with y1 being free, which lead to y1 ≃ 2.75. Then fits
are made with fixed y1 = −2.75. The results are also
listed in Table VI, from which we estimate b = 0.62(2)
and nc,0=0.411 858 4(1). We plot nc versus L
−d in Fig.6
for both 4D and 5D.
TABLE VI: Fitting results for the cluster-number density nc.
d nc,0 b y1 Lm/DF/χ
2
0.365 505 20(3) 0.621(3) / 8/13/8
4 0.365 505 20(3) 0.617(6) / 10/12/7
0.365 505 20(3) 0.62(1) / 12/11/7
0.411 858 44(6) 0.611(9) -2.66(13) 4/6/6
5 0.411 858 38(7) 0.626(13) -3.0(3) 5/5/5
0.411 858 41(4) 0.618(2) -2.75 4/7/7
0.411 858 44(5) 0.614(4) -2.75 5/6/6
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FIG. 6: Plots of nc versus L
−4 or L−5 for critical 4D (a) and
5D (b) percolation, respectively. The slope of the solid lines
are obtained from the fits as 0.62(1) and 0.62(2) for 4D and
5D, respectively.
F. Dimensionless ratios
The data of dimensionless ratios Q1 and Qs are fitted
to the finite-size scaling ansatz:
Q=Qc + a1L
y1 + a2L
y2 . (6)
In 4D, fits are first performed with y1 being a free fitting
parameter and without the subleading correction term.
For Q1, no reasonable fitting results could be obtained;
and for Qs, y1 is estimated to be −0.4(3). Then fits
are performed with fixed values of y1 around −0.4 and
including the subleading correction term. In this case,
reasonable results for Q1 are obtained. For Q1, if includ-
ing the subleading correction term with y2 = −2 and
setting y1 as a free fitting parameter, it is obtained that
y1 = −0.5(4). In 5D, it is found that the data can be well
described without the subleading correction term, and
fits are performed with y1 being free or fixed. Results of
these fits are summarized in Table VII, from which we ob-
tain estimates Q1,c(4D)=1.243(5), Q1,c(5D)=1.299 2(8),
Qs,c(4D)=2.00(2), and Qs,c(5D)=2.360 7(16). In Fig. 7,
we plot Q1 and Qs versus L
−0.4 (4D) and versus L−1.5
(5D). The leading correction exponent y1 for 5D is found
to be much smaller than that for 4D, which explains why
a single correction is adequate to describe the data even
to small sizes in 5D.
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FIG. 7: Plots of Q1 and Qs versus L
−0.4 or L−1.5 for critical
4D (a) and 5D (b) percolation, respectively. The straight lines
are obtained from the fits.
TABLE VII: Fitting results for ratios Q1 and Qs.
O d Oc y1 y2 Lm/DF/χ
2
1.242 5(6) -0.4 -1.89(14) 8/11/4
1.242 9(7) -0.4 -2.1(3) 10/10/3
4 1.242(4) -0.3(2) -2 8/11/4
Q1 1.243(2) -0.5(3) -2 10/10/3
1.298 8(2) -1.63(4) / 6/9/3
1.298 8(4) -1.6(1) / 8/8/3
5 1.299 3(1) -1.5 / 8/8/5
1.299 1(2) -1.5 / 10/7/3
1.996(16) -0.3(2) / 20/7/1
2.000(14) -0.4(3) / 24/6/1
4 1.994 0(17) -0.3 -2.6(2) 8/11/3
Qs 1.999 8(14) -0.4 -2.4(2) 8/11/2
2.361 6(7) -1.43(4) / 6/9/7
2.360 3(12) -1.54(10) / 8/8/6
5 2.360 8(3) -1.5 / 8/8/6
2.360 6(5) -1.5 / 10/7/5
G. Densities of branches, junctions and
non-bridges
The densities are measured for three types of bonds:
branches, junctions and non-bridges, and the data are
fitted to the ansatz ρ0 + L
−yρ(a0 + a1L
y1). When set-
ting yρ as a free fitting parameter, fits lead to esti-
mates yρ(4D)= 2.539(3) and 2.543(4) for ρj and ρn, re-
spectively; and yρ(5D) = 3.262(13) and 3.263(6) for ρj
and ρn, respectively. These values are consistent with
d − yt = 2.539(5), 3.263(6) for 4D and 5D, respectively,
using our estimate of yt in Sec. III A. It is noted that
the bond densities of various types are energy-density-
like, thus the leading finite-size dependence is governed
by the thermal exponent as yρ = d − yt for all dimen-
sions [14, 31]. For the branch density ρb, when setting
yρ as a free fitting parameter, no stable fits can be ob-
tained. And fixing yρ=d−yt, a0 is found to be consistent
with zero for both 4D and 5D. These tell that ρb has no
significant finite-size dependence.
For these bond densities, when the cutoff Lm is large,
the parameter a1 is found to be consistent with zero.
Thus fits are performed with fixed a1 = 0, which lead to
results listed in Table VIII. The results show that a0 for
ρj and ρn are equal in magnitudes within error bars and
opposite in signs, for both 4D and 5D. This is consistent
with the fact that a0 for ρb is very close or equal to zero,
and that ρb + ρj + ρn=pc has no finite-size dependence.
TABLE VIII: Fitting results for bond densities ρb, ρj and ρn.
d O yρ a0 ρ0 Lm/DF/χ
2
ρb 2.539 -0.000 05(7) 0.147 229 527(19) 12/10/5
2.539 0.000 03(3) 0.147 229 524(19) 14/9/4
ρj 2.539(2) -0.180 2(6) 0.004 637 244(15) 12/9/7
4 2.539(3) -0.180 1(10) 0.004 637 244(16) 14/8/7
ρn 2.544(3) 0.183 7(14) 0.008 264 449(20) 14/8/3
2.543(3) 0.182 7(17) 0.008 264 444(20) 16/7/3
ρb 3.257 -0.000 3(4) 0.113 587 511(16) 12/7/1
3.257 -0.000 3(7) 0.113 587 512(16) 14/6/1
ρj 3.260(6) -0.152(2) 0.001 805 416(13) 12/6/1
5 3.264(11) -0.154(4) 0.001 805 415(13) 14/5/1
ρn 3.265(3) 0.155(1) 0.002 778 517(9) 10/7/4
3.262(5) 0.155(2) 0.002 778 514(10) 12/6/3
The infinite-size values of these bond densities ρ0 are
given in Table IX, which also includes previous results in
other dimensions. For 3D and 6D, the results are also
obtained in this work by similar methods, but the MC
simulations are less extensive than those for 4D and 5D.
From these results we plot d-dependent behavior of the
fraction of branches, junctions and non-bridges ρ0/pc in
Fig. 8. The monotonically increasing (decreasing) of ρb
(ρj and ρn) is consistent with the common expectation
that the clusters becomes more and more dendritic as
the spatial dimension d increases.
IV. d-DEPENDENCE OF CRITICAL
EXPONENTS
Table X gives a summary of the results for the four
critical exponents as a function of spatial dimension d,
which is further plotted in Fig. 9. We obtain the fol-
lowing observations. (1), while yt, df and dmin increase
monotonically as d becomes larger, the backbone expo-
nent dB exhibits a local maximum around d ≈ 5. (2), the
fractal dimension of a percolation cluster df is larger than
the backbone dimension dB for all d ≥ 2, and as d goes
higher, the difference between df and dB becomes larger.
This means that as d increases, the fraction of backbones
8TABLE IX: Densities of branches, junctions and non-bridges for the bond percolation on the 2D to 7D hypercubes at pc. The
values of bond densities for 3D and 6D are also estimated in this work.
d ρb ρj ρn pc
2 0.214 050 18(5)
[14]
0.035 949 79(8)
[14]
0.250 000 1(2)
[14]
1/2
3 0.198 052(5) 0.014 126(6) 0.036 633(9) 0.248 811 82(10)
[32]
4 0.147 229 52(3) 0.004 637 24(2) 0.008 264 45(3) 0.160 131 22(6)
[21]
5 0.113 587 51(2) 0.001 805 42(2) 0.002 778 51(2) 0.118 171 45(3)
[21]
6 0.092 095 8(2) 0.000 863 7(2) 0.001 240 3(1) 0.094 201 65(2)
[21]
7 0.077 521 1(3)
[31]
0.000 666 89(3)
[31]
0.000 487 24(4)
[31]
0.078 675 230(2)
[21]
TABLE X: Values of universal quantities. These include estimates of four critical exponents yt,df ,dB,dmin for percolation in
d ≥ 2. Values of the excess cluster number b, of two dimensionless ratios Q1 and Qs based on cluster-size distributions, are
also included for 2D to 5D percolation.
d yt df dB dmin b Q1 Qs
2 3/4 91/48 1.643 36(10)
[14]
1.130 77(2)
[16]
0.883 576 308
[15]
1.041 48(1)
[33]
1.148 69(3)
[33]
3 1.141 30(16)
[19]
2.522 93(10)
[19]
1.855(15)
[34]
1.375 5(3)
[19]
0.675(2)
[32]
1.155 5(3)
[32]
1.578 5(5)
[32]
4 1.459(6)
[20]
3.043 7(11)
[21]
1.95(5)
[22]
1.607(5)
[23]
Present 1.461(5) 3.044 6(7) 1.984 4(11) 1.604 2(5) 0.62(1) 1.243(5) 2.00(2)
5 1.747(5)
[20]
3.524(2)
[21]
2.00(5)
[22]
1.812(6)
[23]
Present 1.743(10) 3.526 0(14) 2.022 6(27) 1.813 7(16) 0.62(2) 1.299 2(8) 2.360 7(16)
≥ 6 d/3
[17]
2d/3
[17]
d/3
[17]
d/3
[17]
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FIG. 8: Plots of the density of branches, junctions and non-
bridges ρb, ρj, ρn divided by the percolation threshold pc ver-
sus the spatial dimension d. The lines are drawn simply to
guide the eye.
in a percolation cluster decreases and thus the cluster
becomes more tree-like. This is consistent with the re-
sult that as d increases, the fraction of the branches in
the occupied bonds quickly approaches 1; see Fig. 8. (3),
while one has yt < dmin < dB for 2 ≤ d < 6, these three
critical exponents approach to each other as d increases,
and become identical at the upper critical dimensional-
ity du = 6. This means that as d increases, the blobs
(bridge-free clusters) become less and less compact, and
for d ≥ 6, a blob only contains a few cycles and can break
up after removing only a few occupied bonds. Therefore,
 1
 2
 3
 4
 5
 2  3  4  5  6  7
d O
d
df
dB
dmin
yt
FIG. 9: Plot of critical exponents df , yt, dmin, dB versus the
spatial dimension d. For d < 6, the lines are drawn simply to
guide the eye, and for d ≥ 6 the lines are mean-field predic-
tions.
we obtain an overall scenario that as d increases, the
structure of the percolation clusters becomes more and
more tree-like, decorated with blobs that are less and less
compact.
In addition to MC simulations, one may also utilize
other methods to calculate the d-dependence of critical
exponents. A comparison is made between the MC and
ǫ-expansion results as below.
Comparison with ǫ-expansion results. There exists an
analytic ǫ-expansion method to approximately estimate
9critical exponents for dimension d = 6 − ǫ [6–9]. For
exponents dB and dmin, Refs. [7, 8] give the following:
dB = 2 +
1
21
ǫ−
172
9261
ǫ2
+2
−74639+ 22680ζ(3)
4084101
ǫ3 +O(ǫ4) , (7)
dmin = 2−
1
6
ǫ
−
[
937
588
+
45
49
(
ln 2−
9
10
ln 3
)]( ǫ
6
)2
+O(ǫ3) , (8)
where ζ(z) is the Riemann zeta function with variable
z. We compare the above ǫ-expansion results with MC
estimates in Fig. 10. It is seen that the ǫ-expansion be-
comes more and more accurate as d approaches 6. This
can be expected since results from the ǫ-expansion are
better when ǫ is smaller. To reduce the discrepancy be-
tween results of the ǫ-expansion and the MC simulations
in low dimensions, one can use exact results in one or
two dimensions to constrain and modify the ǫ-expansion
results. From the ǫ-expansion series Eqs. (7) and (8),
Janssen et al. [8] make the following rational approxima-
tion for dB and dmin by incorporating the fact that they
both approach one for d→ 1:
dB ≃ 1 +
(
1−
ǫ
5
)(
1 +
26
105
ǫ +
7166
231525
ǫ2 − 0.0170ǫ3
)
,
(9)
dmin ≃ 1 +
(
1−
ǫ
5
)(
1 +
ǫ
30
− 0.0301ǫ2
)
. (10)
The above rational approximations for dB and dmin are
also plotted in Fig. 10, from which we see that they in-
deed lead to results much closer to the MC simulations
than the direct ǫ-expansion Eqs. (7) and (8). Further,
the rational approximation can be improved by resumma-
tion methods such as the Pade´ and Pade´-Borel approxi-
mants [35]. For example, by making a [2,1] Pade´ approxi-
mation, Paul et al. [23] find dmin = 1.614 and 1.814 for 4D
and 5D, respectively. Comparing with dmin(4D) = 1.568
and dmin(5D) = 1.803 from the rational approximation
Eq. (10), the Pade´ approximation is much closer to our
MC estimates: the 5D value 1.814 is in good agreement
with our MC result 1.813 7(16), while the 4D value 1.614
is slightly larger than our MC estimate 1.604 2(5).
For exponents yt and df , estimates can be obtained
from the ǫ-expansion results of two exponents η and ηO
given in Ref. [9], using the scaling relations yt = 1/ν =
2 − η + ηO and df = yh = (d − η + 2)/2. Gracey [9]
makes use of exact results in one and two dimensions
to constrain the Pade´ approximants of the four-loop ǫ-
expansion series of exponents η and ηO. Using the scal-
ing relations, the constrained Pade´ approximants lead
to yt = 1.115 1 (3D), 1.445 1 (4D), 1.740 3 (5D), and
df = 2.523 5 (3D), 3.047 7 (4D), 3.528 3 (5D). Comparing
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 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
d B
Monte Carlo
rational approximation
ε-expansion
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 2  3  4  5  6
d
m
in
d
FIG. 10: Dependence of dB and dmin on the spatial dimension
d. The ǫ-expansion (squares), the rational approximation (tri-
angles), and the numerical simulations (circles) are compared.
The lines are drawn simply to guide the eye.
these results with the MC results in Table X, it can be
seen that the discrepancy is in the third decimal place
for df and in the second decimal place for yt.
V. DISCUSSION
We study critical bond percolation on periodic 4D and
5D hypercubes, and determine a set of four critical ex-
ponents, including the thermal exponent yt, the frac-
tal dimension df , the backbone exponent dB, and the
shortest-path exponent dmin. The reliability of the re-
sults is checked by explicitly plotting the finally quoted
values and the effects of the 3-sigma deviations. Our re-
sults for yt and df are compatible with or slightly more
precise than the recent estimates [20, 21], and the results
for dB and dmin are one or two orders more precise than
those in Refs. [22, 23]. It is interesting to observe that
dB is not a monotonic function of d and there is a local
maximum near d ≈ 5. The d-dependent behaviors of yt,
dB and dmin, together with the densities for bridges and
non-bridges, confirm that as d increases, the percolation
clusters become more and more dendritic.
The universal values of the excess cluster number b
are also determined for 4D and 5D, from the amplitude
of the correction term with 1/Ld in the cluster-number
density; see Table X. It seems that these results have not
been reported yet. Ziff et al. [25] shows that in 2D, the
meaning of b is Ns − c , where Ns = O(1) is the number
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of spanning clusters and c is a universal quantity related
to the cluster-size distribution. It is expected that this
scenario holds true as long as d < du = 6. However, it is
known that for d > 6, the number of spanning clusters
at percolation threshold diverges as Ns ∼ Ld−6 [36]. As
a result, the following questions arise. Is the currently
defined excess cluster number b still a universal quantity,
and is it related to the scaling of the number of spanning
clusters? We note that on the complete graph (CG), the
leading correction term in the cluster-number density is
of form (ln V )/V [31]. This might hint that the excess
cluster number b is not well defined for d > 6.
The dimensionless ratios Q1 and Qs reflect the cluster-
size distributions for percolation. In addition to 4D
and 5D, we have also determined the critical dimen-
sional ratios for 7D, which are Q1(7D) = 1.32(7) and
Qs(7D) = 2.6(1). In Ref. [31], it is shown that at the
percolation threshold, the finite-size probability distri-
butions of cluster sizes for 7D and for the CG obey the
same scaling function apart from a non-universal factor.
This suggests that as the critical exponents, the values
of Q1 and Qs should be identical to those for the CG
percolation. Indeed, our simulations on the CG give
Q1 = 1.327 0(2) and Qs = 2.622 0(5), in excellent agree-
ment with the 7D results.
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