We find existence of a minimum in BV for the variational problem associated with div A{Du) + μ = 0, where A is a mean curvature type operator and μ a nonnegative measure satisfying a suitable growth condition. We then show a local L°° estimate for the minimum. A similar local L°° estimate is shown for sub-solutions that are Sobolev rather than BV.
THE NONHOMOGENEOUS MINIMAL SURFACE EQUATION INVOLVING A MEASURE WILLIAM K. ZIEMER
We find existence of a minimum in BV for the variational problem associated with div A{Du) + μ = 0, where A is a mean curvature type operator and μ a nonnegative measure satisfying a suitable growth condition. We then show a local L°° estimate for the minimum. A similar local L°° estimate is shown for sub-solutions that are Sobolev rather than BV.
1. Introduction. In this paper we initiate an investigation of weak solutions of the (1.1) divA(Du) + μ = 0 in a bounded Lipschitz domain Ω C R n . Here A is a function for which the mean curvature operator is a prototype and μ is a nonnegative Radon measure supported in Ω that satisfies (
1.2) μ(B(r)) < Mr q{n~ι)
for all B(r) C Ω, where M > 0 and 1 < q < ^. This paper has its origins in the work of [LS] where it was shown that if u is a weak solution of
where μ is a measure that satisfies the growth condition μ(B(r)) < 2 for some ε > 0 and for all balls B(r) of radius r, then u is Holder continuous. In [RZ] where μ is a nonnegative Radon measure and A and B are Borel measurable functions satisfying structural conditions that allow, for example, the p-Laplacian. It is shown that if u is a Holder continuous solution of 1.3, then μ satisfies μ(B(r)) < Mr n~p+ε for some ε > 0. Under further restrictions on the structural conditions, it was shown this growth condition on μ was sufficient for Holder continuity of u. Recently, Lieberman [L] improved the results in [RZ] by proving supremum inequalities for solutions of 1.3 without the restrictive structural conditions, thereby establishing necessary and sufficient conditions on the growth of μ for the Holder continuity of solutions.
All of this analysis takes place in the framework surrounding the p-Laplacian, p > 1. It is our purpose to address the situation of p = 1. We first consider the question of existence of solutions of 1.5 in the case A is the mean curvature operator. We establish a variational solution by minimizing (1.4) / yjl + \Vu\ 2 dx+ ί udμ in the class u G J3F(Ω) where u satisfies the Dirichlet condition u* = f on <9Ω, with / an integrable function on <9Ω. In order to ensure the existence of a minimum, it is necessary to assume that the constant M in 1.2 is chosen sufficiently small. This is analogous to the assumption made in [M] , in which μ is taken as a bounded measurable function. We then show that the minimizer u is bounded. In this context, it is not possible to utilize the argument given in [L] to obtain an L°° bound since there is no variational equation associated with 1.4 . Rather, we employ a technique used in [RZ] (Ω) is a weak solution of 1.5, then \u\ is bounded by the Z^-norm of u with respect to the measure dv -dx + dμ. Specifically, we show that u satisfies a supremum inequality, 6.4. The proof of this follows the proof in the corresponding result of [L] . The method of DeGiorgi will still work in this case, however the Moser iteration method used in [L] gives a slightly different result and is included for this reason. It is well known that weak solutions of 1.5 are not necessarily continuous, even under the assumption that μ is an absolutely continuous measure with bounded density (c.f. [M] ). Therefore, it is not possible to obtain the weak Harnack inequality involving a lower bound for the solution.
The results of this paper are valid for equations with a more general structure. For the sake of simplicity, we employ this simple structure which fully illustrates the method. In a forthcoming paper, we will address the question of regularity of solutions of 1.4 in which almost everywhere continuity is established. The existence of an a priori L°° bound will be essential in this future investigation.
Preliminaries. Throughout, we assume that Ω is a bounded
The class of all functions in L 1 (Ω) whose distributional partial derivatives are measures with finite total variation in Ω comprise the space BV(Ω). The notation / \Du\ dx JΩ will be used to represent the total variation of the vector-valued measure, Du, the gradient of u. Specifically, the total variation of Du is
We also make the notational definition
The space BV(Ω) is equipped with the norm ||u|| BV = I \u\ dx + \Du\ dx.
JΩ Jn
The trace of u on <9Ω is denoted by u* (c.f. [Z, Section 5.10] ). We will make use of the following lemma on the convergence of the traces of BV functions.
bounded Lipschitz domain, and let {uk}, u in BV(Ω) with
The proof follows directly from the proof in [G, Proposition 2.6; p.34] .
We will also have need for the following compactness result for BV functions [Z, Corollary 5.3.4; p. 227] .
It was shown in [MZ] The following well known result, [M] , will be used in the existence proof below.
with the constant C = C(Ω). This yields (2-3) \\u\\ BV(ίϊ) We wish to minimize / over all u G BV{Q). That is, we wish to find a function u G BV(Ω) such that Proof. Following [G, Section 14.4] , the first step is to consider a slightly different Dirichlet problem in the complement of Ω. For this purpose, let B be a ball that contains Ω, the closure of Ω. Use Theorem 2.16 of [G] (Ω; μ) . Moreover, the sequence v k also converges strongly to u in L^Ω). This can be seen as follows: choose ε > 0 and let N denote an integer for which \\u 3 , -u\\ Ll^ < ε for j, k> N. Then for j < k,
which yields the desired result since ε is arbitrary. To show that w -u almost everywhere in Ω note that the strong convergence of {vjς} to w in L g (Ω;μ) implies the existence of a subsequence that converges pointwise to w μ-almost everywhere and therefore (Lebesgue) almost everywhere, since Lebesgue measure is absolutely continuous with respect to μ in Ω. But the strong convergence of {vk} to u in L ι (Ω) implies the almost everywhere pointwise convergence of a further subsequence to u in Ω. Hence, u = w almost everywhere in Ω.
Since Uk converges weakly to u in L g (Ω;μ), the lower semicontinuity of the gradient with respect to L 1 (Ω) convergence implies 
we obtain from 4.1
where \A k \ is the Lebesgue measure of A k . This immediately implies Proof. Let A; be a positive constant to be specified later. Set
and n = -(r. + ri+i).
For notational convenience, denote by Bi the ball of radius r,, the ball of radius fj, and let Note that B i+ ι C Bi C Bi. Also, for all j we will use the notation n -n +ι
Now, by 2.4 and 5.1,
Thus we have the following iteration inequality,
To estimate the quantity μ(Ai) recall that Aι = {u > k i+ ι} Π Bi, and note that
We estimate \A{\ in the same manner, obtaining
Yi.
Using 5.4 and 5.5 in 5.3 we obtain (5.6)
where a = 1 -\/q > 0. Following the same analysis for dx instead of dμ we obtain
Combining 5.6 and 5.7, we have
where ft = min(l, l/{k~ι + 2" 1 )).
The recursion lemma of [LU, lemma 4.7; p. 66] Consider the weak formulation of 6.3 with test function ζ^5""*?/ with C = C(n, g). Define v = C fc^ and set ί = -^j-, so that tq -t+2. Also, define a measure u by dx dμ dp = + Rnζt+2 which is supported on A ε = {u > ε}ΠBR. We combine inequalities 6.6 and 6.7 to yield (6. where C = C(g, n, (a\ + α2)/ε), since k will be chosen late r to bẽ τγ + 2 and s > 1 will be used. We now iterate on the inequality 6.8. Take On B R /2 we have that ζ = (1 -^) + . Thus when u > 2ε, we have C > |. Set k = t + 2, and 6.10 implies sup u <2 k sup u + 2ε 
