Introduction
Topology optimization is a prominent approach to find the material distribution with the best trade-off between stiffness and volume in many fields of computational mechanics. Along with the development of topology optimization proceeding to various engineering fields, and even into commercial software, this method has faced with large-scale problems. The expensive computational cost gradually becomes a challenge for topology optimization problems. Therefore, exploring topology optimization with improved computational efficiency becomes a top priority.
The efficiency of topology optimization depends on many factors: performance of solver, number of Degree of Freedoms (DOFs), sensitivity analysis, material modelling, etc. Up to now, extensive studies about different solvers have been applied in topology optimization to reduce the computational cost for static analysis. For example, multiple computational scales and resolutions can be employed to avoid the inherent high cost of FE analysis on a fine mesh. Nguyen et al. [1, 2] developed a Multiresolution Topology Optimization (MTOP) by employing a coarser discretization for FE and finer discretization for both density and design variables.
Thomas et al. [3] proposed a new computational strategy for adaptive local mesh refinement using polygonal FE in arbitrary two-dimensional domains. Moreover, iterative solvers also play an important role in time saving. Wang et al. [4] suggested recycling parts of the search space in a Krylov subspace solver. Zakhama et al. [5] put forward a multigrid accelerated cellular automata algorithm to improve convergence of both analysis and design in topology optimization. Amir et al. [6] proposed alternative stopping criteria for a Preconditioned Conjugate Gradients (PCG) method in topology optimization so that fewer iterations were performed. Subsequently, Amir et al. [7] also exploited specific characteristics of a Multigrid Preconditioned Conjugate Gradients (MGCG) solver for reduction of cost. Besides iterative solutions, reanalysis methods are also capable of improving efficiency. Amir et al. [8] [9] [10] introduced an approximate reanalysis method, Combined Approximation (CA), which significantly reduced computational cost by at least one order of magnitude for topology optimization problems. Zheng et al. [11] integrated CA with Basic Linear Algebra Subprograms (BLAS), focusing on solutions of the eigen-value problems.
The aforementioned approaches were all implemented in the frameworks of either the
Solid Isotropic Material Penalty (SIMP) technique or the Level Set Method (LSM).
Both of them have been successfully applied in widespread fields. However, there is still room for improvement due to their implicit descriptions of boundary, which makes it difficult to establish a direct link between optimization models and Computer-Aided-Design (CAD) modeling systems. The interest of CAD/CAE integration stimulated Guo et al. to propose the MMC-based topology optimization with explicit boundary descriptions in references [12] [13] [14] . Along with development, variant components were employed to extend the flexibility of geometry modeling.
Different from pixel-based (e.g., SIMP) [15] [16] [17] [18] and point-based (e.g., LSM) [19, 20] ones, the MMC-based topology optimization takes MMCs as primary building blocks.
Therefore, the number of design variables, which are consist of characteristic geometry parameters of MMCs, is much smaller than conventional approaches.
Despite the MMC-based topology optimization still in its infancy, it has flourished in extensive applications, such as three-dimensional problems [21, 22] , geometric size control [23] , additive manufacturing [24] , and stress constraints [25] , etc.
In spite of the distinct superiorities of the MMC-based topology optimization, the commonplace disaster of high computational costs for static analyses cannot be circumvented either. Particularly, solving equilibrium equations will take up the dominant role of time consumption with the expansion of dimensions. It results in computational obstacles for large-scale problems. Consequently, in this study, the IRA is integrated into the MMC-based topology optimization, aiming to achieve accurate solutions efficiently. The proposed IRA consists of the exact reanalysis and the multigrid (MG) method. Reanalysis, as a kind of fast solver, is used to predict the response of modified structures efficiently without full analysis. Generally, the reanalysis methods can be classified into approximate methods and Direct Methods (DMs). CA [26] [27] [28] is one of the classical approximate reanalysis methods, which can accommodate both high-rank and local modifications, but without exact solution.
DMs are usually suitable for low-rank or local modifications, and most of them can obtain exact solutions of modified structures. Theoretically, reanalysis methods only work during the relatively stable procedure of topology optimization, where the modifications are local. Thus, considering the accuracy, the proposed exact reanalysis embedded in IRA, is more appropriate for the MMC-based topology optimization. As a kind of DM, the exact reanalysis stems from the Independent Coefficients (IC) [29, 30] and Sherman-Morrison-Woodbury (SWM) formula [31, 32] . However, most of the existing reanalysis methods don't work without the direct factorization of the initial matrix. Considering large calculation and storage are required for the matrix factorization especially for large-scale problems, the MG method [33] [34] [35] is introduced. Therefore, the matrix factorization can be conducted on the coarsest grid, while relatively accurate displacement can be obtained on the finest grid. Undeniably, considerably computational saving can be promised through the IRA applied in the MMC-based topology optimization, but at the expense of oscillation near the optimal point. Sometimes the oscillation even results in the failure of convergence or converging to local minimum solutions. The diverse design variables in the MMC-based topology optimization also intensify this affect. Thereby, in order to keep robust and reliable, a hybrid optimizer combined by MMA and GCMMA replaces the single MMC or Optimality Criteria (OC) method. The series of MMA [36] [37] [38] [39] [40] [41] [42] [43] , are competent in addressing mathematical programming problems with complex objective and multiple constraints, and appropriate to solve nonlinear optimization problems, just like minimal compliance topology problems. Finally, our proposed method naturally accommodates minimum compliance problems and compliant mechanism problems, all of which can be promised with more efficient designs.
The remainder of the paper is organized as follows. In Section 2, the details of the IRA method are introduced. In Section 3, an adjoint approach for sensitivity analysis on the foundation of the MMC-based topology optimization is described and adaptive criteria about the natural implementation of the proposed algorithm framework are discussed. Sequentially, classical problems of compliance-based topology optimization are presented to demonstrate the proposed method in Section 4. Finally, conclusions are summarized in Section 5.
Iterative reanalysis approximation (IRA) method

Framework of the IRA method
Considering the expensive cost of analysis in topology optimization, the IRA method is suggested to improve the computational efficiency. The IRA is an integration of the multigrid (MG) and an exact reanalysis solver. The framework of the IRA method is illustrated in Fig. 1 . The framework of the IRA method.
According to an iterative step of analysis in Fig. 1 . The framework of the IRA method, the IRA method can be divided into two parts: the one is the two-grid level MG method in 'V-cycle'; another one is the exact reanalysis method with an effective updating strategy of Cholesky factorization for stiffness matrix in the final grid of MG.
Relevant basic theories are discussed as follows.
Start
Equilibrium equation
establish the constant transfer operators 1 p
After coarsening, the stiffness matrix become 
Smoothing operator
The process of MG starts from the classic iterative method, such as the Jacobi and the Gauss-Seidel. Nowadays, Gauss-Seidel is more commonly used on each level of MG grids except for the coarsest grid. As the smoother is being employed, it removes the high frequency components of the residual so that low order components can be effectively estimated on a coarser grid. Based on the above three operators, the coarse grid correction scheme is defined as follows.
Obtain the approximate solution 
Restrict the residual from grid 
The exact reanalysis algorithm based on the coarsest level
The exact reanalysis algorithm is used to solve equilibrium equations on the coarsest level by reusing the initial solutions. Under the circumstance of local modifications in structure, the number of modified DOFs is much smaller than the unchanged DOFs.
Therefore, the scale of the modified equilibrium equations solved by the reanalysis method can be remarkably reduced compared with the original ones. The details of the exact reanalysis algorithm are presented as following.
The original equilibrium equations in any iterations can be presented as
where
K is the stiffness matrix of system, and
is the enforced external load. Then the equilibrium equation of the first iterative step can be represented as
Although both the initial equation and the modified equation are possessed, the reanalysis algorithm cannot be directly implemented. Instead of this, two equilibrium equations should be mapped to the coarsest level firstly. After projection, Eqs. (4) and (5) can be written as ( 1)
Substitute Eq. (8) into Eq. (6),
then transform Eq. (9) into
Define the right side of Eq. (10) as
Thus, construct the whole solved fundament of the exact reanalysis as
Consider only a small part of stiffness matrix will be changed when the structure is modified slightly among the contiguous iterations, thus most parts of () i δ should be zero. Thereby, Eq. (12) can be divided into balanced and unbalanced equations according to the following criterion:
, it means the j-th DOF is unbalanced.
Therefore, the divided equations can be obtained as follows, In order to solve dx , the fundamental solution system of Eq. (14) can be assumed as B in advance. Then the solution dx can be obtained as
where y is a According to SWM formula, Eq. (17) can be solved as:
where c L is the lower triangular matrix from restrained 0 L , which is constrained in the same way as
L is calculated by Cholesky factorization of (1) * K . In this way, the factorization of the initial stiffness matrix is reused, which avoids redundant Cholesky factorization of the modified matrix iteratively. The matrix V sets as following: 
IRA assisted MMC-based topology optimization
The integration of the IRA method with topology optimization procedure is presented in this section. Firstly, basically theoretical models associated with MMC in topology are briefly reviewed. More detailed information about these theories, can be found in [12-14, 23, 44] . Secondly, the MMC-based topology optimization with fast solver IRA is considered to formulate the minimum compliance problem and the sensitivity analysis. Finally, adaptive criteria for robust and reliable computer implementation are described.
MMC-based topology optimization with accurate analysis
The distinctive characteristic of the MMC-based topology optimization is that moving morphable components are taken as primary building blocks of topology optimization [12] . The structural topology descriptions about these components can be constructed in the following way: details are introduced in [13] . In this study, for simplicity, the quadratic varying thickness component with straight skeleton in the form of hyperelliptic equation is adopted, which is presented in Fig. 3 . 
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In Eq. (24) 
IRA-based adjoint sensitivity analysis
For sake of simplicity, the minimum compliance topology problem with volume constraint can be concisely formulated into a general way based on work-energy principle: 
Taking the IRA method into consideration, the improved formulation of topology optimization problem for IRA-MMC can be rewritten as Eq. (26) at design i th
. .:
It can be seen from Eq. (26) Therefore, the sensitivity analysis should be calculated by the adjoint method.
Introduce multipliers y and λ by Lagrange multiplier method, and then the modified objective function becomes
y K U P dx B y F λ P K P dx B y P F KU . (27) In term of the minimum compliance problem, the sensitivity analysis with the nested IRA solver can be written as Eq. (28), which is differentiated with an arbitrary design variable a , a geometry parameter of the corresponding component.
() 
(1) ( , (28) where the transfer operator P is a constant matrix, which is unnecessary to be differentiated, and (1) a   dx is equivalent to zero because (1) dx indicates the error on the coarsest grid corresponding to the first iteration.
Consider the conciseness for the explicit derivatives, only the derivative of the stiffness matrix is reserved. Consequently, the multipliers y and λ should be chosen carefully to eliminate the unnecessary items. Then the objective sensitivity analysis can be resettled as: 
.(30)
It is prone to be deduced from Eq. (30) that
Therefore, the final expression for the objective sensitivity is
This expressive form is almost identical to the one obtained by full analysis as:
Due to the ersatz material model adopted in the MMC-based topology optimization method, the Young's modulus of this element can be interpolated as: , (35) where the S k is the element stiffness matrix corresponding to 1, 1,..., 4
e i i   and 1 E  . The superscript NE denotes the total number of elements in the ground structure. The exponent 1 q  is an integer, and in this study it is defined as 2.
In addition, the derivative of constrained function is shown as 
Strategies of matrix factorization
The primary purpose of the IRA-MMC based topology optimization is to improve efficiency with accurate results. The enough accuracy can be promised by the exact reanalysis method and MG. Although the redundant operators have been solved by MG, the implementation of the IRA method also impacts efficiency profoundly.
Therefore, it is worth considering when to activate the reanalysis part of the IRA and how often to conduct a new matrix factorization. On account of dramatic structural modifications during the initial iterations in the MMC-based topology optimization, which can be referred to Table 1 , reanalysis can't always be utilized in all the iterations. Herein, the threshold  for controlling matrix factorization of the IRA is described as:
The d n is the number of modified DOFs in stiffness matrix and the N means the number of whole DOFs in stiffness matrix, both of which are implemented on the coarsest grid level. (38) is satisfied, the displacement
where the default value for the  is 6 10  . However, such criterion is actually unduly conservative. Despite the relative norm of the residuals is several order of magnitude larger than  , the approximate
U can be accurate enough for optimization, as shown in [6] . Consequently, it is suggested to suggest a convergence criterion based on design sensitivities as Eq.(39). This criterion not only reduces iterations in the nested IRA but also maintains sufficient accuracy by considering sensitivity analysis.
where k presents the number of iteration in MG. A suggested value of *  is set to 2 
10
 , which can be also adjusted according to specific problems [7] .
Hybrid optimizer
It is important for topology optimization to select a suitable optimization algorithm to obtain reasonable configuration. Sometimes, the non-monotonous behavior may appear during the topology optimization procedure for minimum-compliance problems. This phenomenon results in oscillation especially in the vicinity of the optimal point, which postpones convergence. To handle this problems, monotonous convex approximation MMA and non-monotonous convex approximation GCMMA are integrated as a hybrid optimizer to improve the performance of optimization.
More detailed information about these theories can be found in [36, 37] . Both convex approximations based on MMA and GCMMA are presented in Fig. 5 . Not only the monotonous approximation of MMA accounts for the oscillation near the optimal point, but also the intrinsic character of MMC affects robustness of optimization. Because of the diversity of design variables, the optimization is not easy to converge. Sometimes structural evolutions only generate around a fixed small part of the whole structure recurrently in the neighborhood of optimal point. In addition, the frequent switches between full analysis and reanalysis also intensify the unreliability of optimization. Thus, it is necessary to propose a hybrid algorithm based on MMA and GCMMA [40] , to tackle the large-scale and complex topology optimization problems. On the one hand, MMA used in topology optimization can contribute to quick convergence and rapid descent of objective function at the first few iterations. Whereas, it results in numerical oscillation near the optimum which slows down convergence and calculation speed. On the other hand, GCMMA can obtain a stable solution and speed up convergence near the optimal point, but when it is used solely the whole convergence process is very slow. Under such circumstance, the MMA is used in the beginning of topology optimization, primarily when the design point is far from the optimum, and GCMMA plays the main role when the design point is near the optimum. Therefore, it is imperative to state a certain criterion to switch from MMA to GCMMA adaptively during topology optimization. Owing to the focus of avoiding oscillation, the information of it can be used as a switch condition. When the oscillation value of the objective function is within a fixed range, the optimizer will be changed from MMA to GCMMA. The objective values of current step and previous two steps are applied to represent the criterion:
where  is a small positive real number. In this study, it is usually defined as 0.002   , which was also obtained by a lot of numerical experiments and could be changed slightly near the defined value.
Numerical examples
In this section, several benchmark numerical results are presented to demonstrate the effectiveness of the IRA-MMC based topology optimization, with a hybrid optimizer MMA/GCMMA. The discussed problems can be classed into two mainstream categories: minimum compliance problems and compliant mechanism problems. It is shown that accurate results can be achieved efficiently by the proposed approach. All the examples are implemented in MATLAB, and corresponding MATLAB codes are executed in MATLAB R2017a on a desktop computer with Intel Xeon E3-1230 V2 CPU @3.30GHZ and 24GB RAM.
The cantilever example
In this example, the minimum compliance problem for a cantilever beam is addressed by the IRA-MMC based topology optimization versus the original MMC-based topology optimization [13] . As for the geometry information and load constraints, the setup can be seen from Fig. 6 , where a concentrated vertical load is enforced at the middle point of the right side, and the left side of the design domain is fixed wholly. Moreover, the convergence curve in red terminates earlier than the blue one, which
indicates that the proposed approach can satisfy the stopping criterion more quickly than the MMC-based topology optimization. For demonstrating the efficiency of the proposed approach, the same stopping criterion that requires a maximum change of 3 
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 for all design variables is adopted. Apparently, it can be concluded that consistent optimized structures as full analysis can be obtained by the proposed method with more efficient convergence. Moreover, the sufficient accuracy and improved efficiency of the proposed method can be further validated by specific data, which are presented in Table 2 . Remarkable saving in computer time has been obtained with up to 77.69% without reducing accuracy.
Although all of the three minimum compliances obtained by the proposed method with gradually refined grids are slightly higher than the full analysis, the biggest percentage difference does not exceed 0.3%. Therefore, the values of objective functions obtained by the proposed approach can be regarded as precise results.
Consulting the third column from Table1, the volume constrains in two different methods all achieve the requirement, except for the second one solved by the original method. This can be recognized as a further proof of merits in accuracy and stability about the proposed method.
The L-Shape beam example
Another minimum compliance problem for the L-Shape beam example is also popular in the literature of the topology optimization. The specific geometry of the design domain, and load constraints are depicted in Fig. 10 . The top of the domain is fixed and a concentrated vertical downward force is enforced at the middle of the right side.
The whole domain will be sequentially discretized into 4864, 7600 and 19456 FEM meshes by four-node bi-linear elements. Young's modulus and Poisson's ratio are set Table 3 , it can be seen that the computational time is saved at least 65.15% among three different scales of models with the maximum objective difference of 5.959%.
Despite there are some flaws, it still demonstrates the effectiveness of the IRA-MMC based topology optimization method. 
The compliant mechanism example
The proposed approach is also competent in solving non-self-adjoint problems, just as the compliant mechanism problem. This kind of problems is more complex and sensitive to parameters setting of MMA and switch criterions. The problem setup is shown in Fig. 14 Besides the appearances of objects, specific data can validate the efficiency and accuracy of the proposed method more explicitly. Under the condition of satisfying volume constraint, the proposed approach achieves nearly exact objective values with only trivial bias, which can be recognized through the second column of Table 4 .
However, the constraint values solved by original method are greater than zero when it comes to the scale of 100 50  , and 160 80  . This further demonstrates that the proposed method can obtain more reliable results. Moreover, all the three examples in different scales successfully save computational cost, which acquires at least 50% reduction. The effective performances of the proposed approach prove that it is also appropriate for non-self-adjoint problems. 
Conclusions
In this study, an iterative reanalysis approximation method, IRA, is integrated into structural topology optimization based on the MMC for the static analysis. The proposed approach is in contrary to the original one by three benchmark problems on a sequence of increasingly refined meshes. The largest scale of problem has more than 26 thousand DOFs. In spite of the high efficiency provided by direct sparse solvers in 2-D problems, the proposed approach still runs more than twice faster compared with the original method, especially in the first and the last example.
In addition, all the three examples obtain stable and consistent design structures as the mesh refinement. The remarkable improvement on computational cost and explicit design structures demonstrate the proposed approach accommodates the minimum compliance problems and compliant mechanism problems. Furthermore, it successfully improves efficiency with reliable procedure and inherits the explicitness of the MMC-based topology optimization simultaneously.
