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Samenvatting
Finite-state automaten (of eindige-toestandsautomaten) zijn modellen die be-
staan uit een eindig aantal toestanden en transities tussen deze toestanden.
Hoewel het bekend is dat deze modellen met hun beperkte geheugen in prin-
cipe ontoereikend zijn voor de diepere syntactische analyse van natuurlijke
taal (zoals die door wide coverage parsers wordt uitgevoerd), zijn er aan-
wijzingen dat ze desondanks zeer nuttig kunnen zijn bij deze syntactische
analyse. Tegenover hun onvermogen om grote syntactische complexiteit te
verwerken staat dat ze efficie¨nt zijn, dat ze taal op lokaal niveau goed kunnen
representeren, en dat er effectieve technieken bestaan om finite-state auto-
maten af te leiden van een verzameling data. Dit proefschrift beschrijft hoe
finite-state technieken effectief kunnen worden gebruikt in de grammaticale
analyse.
In het bijzonder is dit proefschrift een weergave van empirisch onderzoek
naar de vraag hoe een finite-state approximatie van een wide-coverage parser
kan worden vervaardigd en ingezet om de prestaties van dezelfde parser te
verbeteren. De approximatie is in de vorm van een hidden Markov model,
afgeleid van door de parser geannoteerde data. Verschillende van dergelijke
modellen wordt ingezet in een part-of-speech tagger, die wordt gebruikt om
de ambigu¨ıteit voor de parser te verminderen door tijdens de eerste fase van
het ontleedproces onwaarschijnlijke opties uit te sluiten.
In hoofdstuk 1 worden de problemen van ambigu¨ıteit en traagheid bij het
gebruik van wide-coverage parsers ge¨ıntroduceerd. De methode die in dit
werk wordt toegepast om deze problemen te verminderen wordt beschreven,
gevolgd door een overzicht van de rest van het proefschrift.
Hoofdstuk 2 definieert de finite-state automaat, zowel in de determin-
istische als non-deterministische vorm, en gewogen en ongewogen. Er worden
redenen gegeven voor het gebruik van finite-state technieken in taalverwerking.
Ten eerste is dit de grote efficie¨ntie waarmee finite-state technieken geasso-
cieerd worden. Ten tweede kan een finite-state automaat die een taal bes-
chrijft minimaal en deterministisch worden gemaakt, zodanig dat de hieruit
voortkomende compacte automaat nog steeds dezelfde taal beschrijft. Ten
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derde is de klasse van reguliere talen, wat de klasse is die door finite-state
automaten wordt gedefinieerd, gesloten onder de operaties vereniging, door-
snede, Kleene star, concatenatie en complement.
Vervolgens wordt specifieke motivatie voor het gebruik van finite-state
modellen van de syntaxis gegeven. De syntactische verschijnselen van center-
embedding en cross-serial dependencies zijn beide niet-regulier en kunnen
dus niet worden gerepresenteerd met finite-state automaten, maar mensen
kunnen instanties van deze constructies slechts dan begrijpen als de mate
van recursie beperkt blijft. Dit suggereert dat het menselijk taalkundig ver-
mogen (de competence) groter is dan finite-state, maar dat dit niet geldt
voor het taalkundig presteren (de performance). In deze context worden
drie eigenschappen van de menselijke taalverwerking gegeven die suggereren
dat het menselijk taalkundig presteren finite-state is. Ten eerste hebben
mensen de beschikking over een beperkte hoeveelheid geheugen. Ten tweede
hebben mensen moeite met gevallen van center-embedding en cross-serial de-
pendencies. Ten derde lijkt de menselijke taalverwerking qua efficie¨ntie op
finite-state taalverwerking.
Het hoofdstuk gaat verder met een beschrijving van methoden om een
finite-state approximatie van complexere grammatica’s te maken. Het betreft
approximatie via Recursive Transition Networks, approximatie via grammat-
icale transformatie, approximatie door het gebruik van een beperkte stack, en
approximatie met n-gram modellen. Deze methoden verwachten allen als in-
voer een context-vrije grammatica, maar in systemen die gebruik maken van
een stochastic attribute value grammar, zoals de Alpino parser die in dit on-
derzoek het onderwerp van approximatie is, worden kenmerken gebruikt die
niet met een context-vrije grammatica kunnen worden beschreven. Verder
zou het wenselijk zijn om ook componenten van een systeem die praktische
problemen zoals onbekende woorden moeten oplossen in de de approxim-
atie te representeren. Om deze redenen wordt gekozen voor de methode van
grammaticale inferentie, het afleiden van een grammatica uit taaluitingen.
In hoofdstuk 3 wordt beschreven hoe via inferentie een stochastisch finite-
state model kan worden afgeleid van een wide-coverage parser. In latere hoof-
dstukken zullen verschillende op deze manier vervaardigde modellen worden
gebruikt om lexicale en structurele ambigu¨ıteit tijdens het ontleden te verla-
gen.
Grammaticale inferentie bestaat eruit een grammatica af te leiden uit een
verzameling taaluitingen. Het doel is hierbij om een set van grammaticale
regels te vinden, of een automaat, die de patronen zoals aangetroffen in de
taaluitingen modelleren.
Gebaseerd op werk van Gold [42] wordt geconcludeerd dat een taal geleerd
kan worden met behulp van een set van taaluitingen waarin de waarschijn-
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lijkheden van de verschillende door de taal toegestane patronen wordt weer-
spiegeld. Een type finite-state model dat via inferentie kan worden afgeleid
uit een set van taaluitingen is het n-gram model, waarin de waarschijnlijkheid
van een bepaalde observatie (zoals het voorkomen van een bepaald woord)
gebaseerd is op de vorige n − 1 observaties. Dit idee kan op verschillende
manieren worden toegepast, resulterend in modellen van verschillende com-
plexiteit.
Eerst wordt het Markov model ge¨ıntroduceerd. Dit is een stochastische
finite-state automaat waarin de toestanden direct de observaties representeren.
In een typisch Markov model van natuurlijke taal representeren de toestanden
de woorden.
Dan wordt het complexere hidden Markov model (HMM) beschreven. Het
HMM is een stochastiche finite-state automaat waarin zowel de transities
tussen toestanden als de productie van uitvoer symbolen vanuit toestanden
onderhevig zijn aan een kansverdeling. In een typisch HMM van natuurlijke
taal representeren de toestanden de woordsoorten (parts-of-speech, POS) en
representeren de uitvoer symbolen de woorden. Dit type HMM wordt ook
wel het POS tagging model genoemd. Het POS tagging model kan gebruikt
worden om voor een gegeven zin de meest waarschijnlijke serie van POS
tags (woordsoort labels) te vinden, gebaseerd op de waarschijnlijkheden van
combinaties van woorden en POS tags, en waarschijnlijkheden van POS tag
n-grammen, zoals deze in het model zijn opgenomen.
Het construeren van een HMM via inferentie bestaat eruit de waarschijn-
lijkheden van combinaties van woorden en tags aan de ene kant, en van
tag n-grammen aan de andere kant, te schatten op basis van de frequen-
ties waarme deze combinaties en n-grammen voorkomen in een verzameling
taaluitingen (de trainingsdata).
In hoofdstuk 4 wordt getoond hoe een POS tagging HMM, volgens de
methode van inferentie afgeleid uit data die geannoteerd is door de parser,
gebruikt wordt om de snelheid en precisie van dezelfde parser te verhogen.
Het gebruikte model bevat informatie over POS tag sequenties bestaande
uit respectievelijk een enkele tag, twee tags, en drie tags. Dit model wordt
in de POS tagger toegepast om tijdens de lexicale analyse van de parser
het aantal lexicale categoriee¨n dat wordt toegekend aan elk woord in de zin
te verlagen. Iedere POS tag wordt door de POS tagger een waarde toege-
kend die de waarschijnlijkheid van die tag op de betreffende positie in de
zin representeert. Deze waarde wordt berekend door twee kanswaarden te
combineren: enerzijds de gesommeerde kanswaarden van alle mogelijke tag
sequenties eindigend met deze tag op de betreffende positie in de zin, en an-
derzijds de gesommeerde kanswaarden van alle mogelijke tag sequenties die
beginnen met deze tag en eindigen aan het einde van de zin. Als voor elke
142 Samenvatting
mogelijke tag op een gegeven positie deze waarde is bepaald, dan kunnen
de tags die een veel slechtere score krijgen dan de beste tag op die positie
worden verwijderd. De gebruikte maximale verschilwaarde waarbij een tag
nog behouden blijft wordt experimenteel vastgesteld. Het verhogen en ver-
lagen van deze drempelwaarde leidt tot respectievelijk een toename en een
afname van het aantal tags dat overblijft.
Het hier beschreven POS tag filter wordt getraind op krantenteksten die
door de parser zijn geannoteerd met de lexicale categoriee¨n zoals die werden
toegekend in de door de parser als beste beschouwde analyse. (De lexicale
categoriee¨n zoals gehanteerd door de parser worden derhalve als POS tags
gebruikt in de tagger; hierbij wordt de hoeveelheid tags verkleind door sub-
categorisatie informatie, zoals aanwezig in de oorspronkelijke categoriee¨n, te
negeren.) De hoeveelheid trainingsdata is ongeveer 24 miljoen woorden. De
parser wordt met en zonder gebruik van dit filter getest op 220 zinnen. Zon-
der filter duurt het analyseren van deze zinnen gemiddeld 53 seconden per zin
en behaalt de parser een nauwkeurigheid van 83%. Met filter is gemiddeld
14 seconden per zin nodig en wordt een nauwkeurigheid van 85% behaald.
In hoofdstuk 5 wordt het POS tagging model uit hoofdstuk 4 uitgebreid
met specifieke syntactische informatie om het aantal fouten dat door de tag-
ger wordt gemaakt te verminderen. Uit experimenten met de tagger blijkt
dat de meest gemaakte fout te verhelpen zou kunnen zijn wanneer het model
niet slechts betrekking zou hebben op tag sequenties met een lengte van
maximaal drie tags, maar een groter bereik zou hebben. De meest gemaakte
fout bestaat eruit dat de tagger de infinitieve vorm van een werkwoord en
de finiete meervoudsvorm van hetzelfde werkwoord door elkaar haalt, aange-
zien deze in het Nederlands dezelfde woordvorm gebruiken. Dit zou in veel
gevallen vermeden kunnen worden als de tagger de beschikking had over de
informatie dat in de betreffende zin nog niet eerder of juist wel eerder een
finiete werkwoordsvorm is voorgekomen; een tweede finiete werkwoordsvorm
is dan respectievelijk meer of minder waarschijnlijk.
Het bereik van het model vergroten door langere sequenties te gebruiken is
echter geen goede oplossing: de bijbehorende kanswaarden zouden moeilijk te
schatten zijn aan de hand van de frequenties van de sequenties in de trainings-
data, aangezien de kans dat een bepaalde reeks woorden in de trainingsdata
voorkomt steeds kleiner wordt naarmate de lengte van deze reeks toeneemt.
In plaats daarvan wordt het model uitgebreid met een enkel gegeven dat
zegt of eerder in de zin een finiete werkwoordsvorm is voorgekomen of niet.
Dit binaire kenmerk wordt aan de toestanden in het model toegevoegd, en
het model wordt getraind op data die door de parser niet alleen van part-of-
speech tags maar ook van waarden voor dit nieuwe kenmerk is voorzien.
Het nieuwe model wordt getest in twee POS tagging experimenten. Bij
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elk experiment wordt een andere dataset gebruikt: de eerste set is een grote
hoeveelheid krantentekst die is geannoteerd door de Alpino parser; de tweede
en veel kleinere set is het geschreven deel van het Eindhoven corpus, gean-
noteerd met de Wotan tagset. Bij gebruik van het nieuwe kenmerk in het
model neemt het aantal fouten waarbij de infinitieve vorm met de finiete
vorm wordt verwisseld in beide experimenten sterk af, met respectievelijk
66% en 37%. Ook over het geheel gezien neemt het aantal fouten af, met
respectievelijk 4.2% en 2.6%. De verschillen tussen de resultaten van de twee
experimenten worden verklaard aan de hand van verschillen in de gebruikte
data.
Tenslotte wordt het uitgebreide model gebruikt in het POS tag filter zoals
beschreven in hoofdstuk 4 om de prestaties van de parser te verbeteren. De
resultaten worden vergeleken met de resultaten bij gebruik van het standaard
model, en er blijkt uitsluitend sprake te zijn van een kleine toename in snel-
heid. Dit wordt verklaard uit het gegeven dat ook het standaard POS tag
filter, wanneer het de verkeerde tag als “beste” aanmerkt, vaak toch beide
opties (finiet en infinitief) laat staan op een gegeven positie in de zin, zodat
de parser achteraf alsnog de juiste keuze kan maken; met gebruik van het uit-
gebreide POS tag filter wordt vaker de incorrecte vorm verwijderd, zodat de
parser dezelfde juiste beslissing sneller kan maken. Dit leidt tot een toename
in snelheid maar niet in nauwkeurigheid.
In hoofdstuk 6 worden de ideee¨n uit hoofdstuk 4 en 5 gecombineerd in
de vervaardiging van een model van syntactische structuur op het niveau
van chunks, ofwel minimale woordgroepen. Evenals in hoofdstuk 4 wordt
hier een filter gemaakt dat de ambigu¨ıteit reeds voor aanvang van het parsen
verlaagt, maar in dit geval gaat het om structurele ambigu¨ıteit. Aan de hand
van een POS tagging HMM waarin informatie op het niveau van syntactische
chunks is opgenomen, kunnen haakjes in een zin worden aangebracht die de
structuur op het niveau van chunks aangeven. De zin inclusief de haakjes
wordt gebruikt als invoer voor de parser. Tijdens het parsen neemt de parser
de haakjes in acht, in die zin dat woordgroepen moeten beginnen en eindigen
op locaties waar respectievelijk open- en sluithaakjes staan, zodat het aantal
mogelijke analyses van de zin verkleind wordt.
De tagger wordt aangepast om niet alleen POS tags aan een zin toe te
kunnen kennen, maar ook chunk tags. Aan de hand van de chunk tags kunnen
vervolgens haakjes worden toegekend. Het gebruik van een tagger om chunks
te markeren staat bekend als chunking as tagging. Door middel van een kleine
set van drie chunk labels kan per woord worden aangegeven of dat woord aan
het begin van een chunk staat, in een chunk, aan het eind van een chunk,
of buiten een chunk. Nadat dit concept is uitgelegd worden verschillende
manieren gepresenteerd waarop met behulp van een tagger chunk tags in
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combinatie met POS tags aan een zin kunnen worden toegekend. Een punt
waarop de methoden verschillen is of de chunk tags tegelijk met de POS tags
aan de woorden worden toegekend, of na de POS tags. Verder kunnen de
chunk tags bestaan uit slechts de chunk labels, of uit combinaties van chunk
labels en POS tags. Deze verschillen leiden tot vier chunking as tagging
methoden.
In de experimenten die met deze methoden worden uitgevoerd is alleen
sprake van chunks die betrekking hebben op naamwoordgroepen, de zoge-
naamde baseNPs. Om de prestaties van de tagger te controleren vindt eerst
een stand-alone chunk experiment plaats met een standaard dataset voor
chunking, bestaande uit een gedeelte van het Wall Street Journal corpus. De
vier verschillende methoden worden gebruikt, en de resultaten in termen van
recall en precision in het herkennen van baseNP chunks worden vergeleken.
Het beste resultaat wordt behaald door de methode die de chunk tags na de
POS tags toekent, en waarbij de chunk tags bestaan uit concatenaties van
chunk labels en POS tags.
Hierna wordt het POS tagging model dat is uitgebreid met chunk infor-
matie toegepast als filter in de parser op de manier zoals hierboven beschre-
ven, om de structurele ambigu¨ıteit te verminderen. Hoewel de stand-alone
experimenten betrekking hadden op baseNPs, wordt nu een model gemaakt
dat informatie bevat over een type chunk dat hier innermost NPs genoemd
wordt, aangezien de parser niet met baseNPs werkt maar met gewone NPs.
Een innermost NP is een naamwoordgroep die zelf geen overige naamwoord-
groepen bevat. De trainingsdata voor de tagger bestaat uit ongeveer 9 mil-
joen woorden aan krantentekst, die met POS tags en innermost NP haakjes
geannoteerd zijn door de parser. Een testset van 500 zinnen wordt als in-
voer voor de parser gebruikt, waarbij de chunk tagger wordt gebruikt met de
vier verschillende chunking as tagging methoden behalve de methode die in
de stand-alone experimenten het slechtst presteerde. Ter vergelijking wordt
ook een testset aan de parser aangeboden waarin de correcte innermost NP
haakjes zijn aangebracht. Hoewel het gebruik van de correcte haakjes leidt
tot een verbetering van de prestaties van de parser, wat aangeeft dat dit type
informatie in principe van nut kan zijn, laten de resultaten van de overige
experimenten zien dat het gebruik van de door de chunker in de zinnen
aangebrachte haakjes geen positief effect heeft op de snelheid of precisie van
de parser. Aan het eind van het hoofdstuk worden enkele suggesties gedaan
voor verbetering van deze methode.
In hoofdstuk 7 worden de conclusies uit de verschillende hoofdstukken
gepresenteerd. Samenvattend kan gesteld worden dat een via inferentie uit
een door de parser geannoteerd corpus afgeleide finite-state approximatie van
de parser met succes ingezet kan worden om de efficie¨ntie en precisie van de
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parser te verbeteren.
Een grote toename in de efficie¨ntie van de parser treedt op wanneer de
approximatie gebruikt wordt in een POS tag filter om het aantal lexicale
categoriee¨n dat door de parser aan elk woord in een zin wordt toegekend te
verlagen. Dit komt tevens de precisie van de parser ten goede.
Wanneer de approximatie wordt uitgebreid met een enkel binair gegeven
dat in stand-alone tag experimenten de vaakst gemaakte fout van de tagger
in aantal doet afnemen, leidt dit tot een verdere maar kleine toename in de
snelheid van de parser.
Het gebruik van de inferentie methode om een approximatie van de parser
te vervaardigen die niet alleen wat betreft het toekennen van lexicale ca-
tegoriee¨n de voorkeuren van de parser representeert maar ook structurele
informatie op het niveau van chunks bevat, leidt, hoewel experimenten laten
zien dat dit soort informatie in principe van nut kan zijn, in de hier beschreven
implementatie niet tot een verbetering van de prestaties van de parser.
Dankzij het gebruik van inferentie zijn de beschreven methoden niet
uitsluitend bruikbaar voor e´e´n type parser of grammatica, maar zijn deze
algemeen toepasbaar: het interne functioneren van de parser is niet relevant
aangezien de modellen worden afgeleid van geannoteerde data. Ten tweede
is het eenvoudig om een nieuw model te maken op het moment dat de oor-
spronkelijke parser een verandering heeft ondergaan. Ten derde kan op geau-
tomatiseerde wijze een grote hoeveelheid trainingsdata worden verkregen,
wat de precisie van de gebruikte modellen ten goede komt, door de parser
grote hoeveelheden tekst te laten annoteren.
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