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Abstract
The s-dimensional fractal oscillations for continuous and smooth functions defined on an open bounded interval are introduced
and studied. The main purpose of the paper is to establish this kind of oscillations for solutions of a class of second order linear dif-
ferential equations of Euler type. Next, it will be shown that the dimensional number s only depends on a positive real parameter α
appearing in a singular term of the main equation. It continues some recent results on the rectifiable and unrectifiable oscillations
given in Pašic´ [M. Pašic´, Rectifiable and unrectifiable oscillations for a class of second-order linear differential equations of Euler
type, J. Math. Anal. Appl. 335 (2007) 724–738] and Wong [J.S.W. Wong, On rectifiable oscillation of Euler type second order
linear differential equations, Electron. J. Qual. Theory Differ. Equ. 20 (2007) 1–12].
© 2007 Elsevier Inc. All rights reserved.
Keywords: Linear equations; Oscillations; Graph; Fractal dimension
1. Introduction and statement of the main problem
Let I = (0, b) be an open and bounded interval in R, where b is an arbitrarily given positive real number. Through-
out the paper: any real function y = y(x) is defined on I¯ = [0, b] and y ∈ C(I¯ ); the functional space C(I¯ ) ∩ C2(I )
is taken to be the space of all solutions of any differential equation appearing in the paper; a real function y = y(x)
is said to be oscillatory (respectively nonoscillatory) on I if it has an infinite (respectively a finite) number of zeros
on I ; the graph G(y) of y and its length length(G(y)) are as usual defined by G(y) = {(t, y(t)): 0 t  b} ⊆ R2, and
length
(
G(y)
)= sup m∑
i=1
∥∥(ti , y(ti))− (ti−1, y(ti−1))∥∥2,
where the supremum is taken over all partitions 0 = t0 < t1 < · · · < tm = b of the interval I¯ , and ‖ ‖2 denotes the
norm in R2. It is clear that, if a continuous function y is oscillatory on the infinite interval (b,+∞), then the length of
its graph G(y) must be infinite. However, in the case of the oscillatory functions on the finite interval I , the question
of the finiteness and infiniteness of the length of their graphs naturally appears.
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be unrectifiable curve in R2. An oscillatory function y = y(x) on I is said to be rectifiable (respectively unrectifiable)
oscillatory on I if its graph G(y) is a rectifiable (respectively unrectifiable) curve in R2.
In the case when an oscillatory smooth function y is explicitly given on I , the length(G(y)) can be calculated in
the following elementary way (as in Calculus),
length
(
G(y)
)= lim
ε→0
b∫
ε
√
1 + y′2(x) dx.
Moreover, we have that the graph G(y) is a rectifiable curve in R2, if and only if y′ ∈ L1(I ), see for in-
stance [2, Theorem 1, p. 217]. Hence, it is easy to check that all of the functions y(x) = √xg(ρ lnx), y(x) =√
x ln(1/x)g(ρ ln ln(1/x)), and y(x) = x(δ+1)/2g(1/xδ) are rectifiable oscillatory on I , where ρ > 0, δ ∈ (0,1), and
g(x) = cos(x) (or sin(x)). Also, one can show that, if there is a sequence bk ∈ (ak+1, ak) such that ∑k |y(bk)| = ∞,
where y(ak) = 0, k ∈ N, and ak ↘ 0 as k → ∞, then the graph G(y) is unrectifiable curve in R2, see [11, Proposi-
tion 4.2]. Therefore, the functions y(x) = xe−1/(2x)g(e1/x) and y(x) = x(δ+1)/2g(1/xδ) are two elementary examples
for the unrectifiable oscillatory functions on I , where δ  1 and g(x) = cos(x) (or sin(x)).
Definition 1.2. A linear problem y′′ + f (x)y = 0 is said to be oscillatory (respectively nonoscillatory) on I if all its
nontrivial solutions are oscillatory (respectively nonoscillatory) on I . An oscillatory linear problem y′′ + f (x)y = 0
on I is said to be rectifiable (respectively unrectifiable) oscillatory on I if all its nontrivial solutions y are rectifiable
(respectively unrectifiable) oscillatory on I .
A fundamental result from the theory of linear oscillations says that the famous Euler differential equation y′′(x)+
λx−2y(x) = 0 is oscillatory on I (respectively nonoscillatory) provided λ > 1/4 (respectively λ < 1/4), see [14]
and [15]. The main subject of this paper is to study a class of linear differential equations of Euler’s type,
y′′ + λ
xα
y = 0 on I, (1)
where λ > 0 when α  2 and λ > 1/4 when α = 2. In a recent paper [11], a classification of the rectifiable and
unrectifiable oscillations of solutions of Eq. (1) has been made in the dependence on the values of parameter α which
has been appeared in Eq. (1) and in the following two boundary-layer conditions at x = 0, treated separately:{
there are c > 0 and d ∈ I both depending on y such that
|y(x)| cxα/4, for all x ∈ (0, d), (2){
there are c > 0 and d ∈ I both depending on y such that
|y′(x)| c
xα/4
, for all x ∈ (0, d). (3)
The main result of [11] has been the following.
Theorem A. Let λ > 0 when α  2 and λ > 1/4 when α = 2. Then we have:
(i) for α ∈ [2,4), the linear problem (1) and (2) is rectifiable oscillatory on I ;
(ii) for α = 4, the linear problem (1) and (2) is unrectifiable oscillatory on I ;
(iii) for α > 4, the linear problem (1) and (2) is also unrectifiable oscillatory on I provided it admits the existence of
two linearly independent solutions.
Furthermore, the conclusions (i), (ii), and (iii) are also true for the linear problem (1) and (3).
As a continuation, in a very recent paper [19], Wong has been shown that all solutions of Eq. (1) must satisfy the
boundary-layer conditions (2) and (3). Moreover, he presented simpler proofs for all statements of previous theorem.
Thus, in Theorem A, the conditions (2) and (3) can be removed, see [19, Theorem 1], as follows.
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α  4.
In this paper, a refinement of Theorem B will be made by considering the order of growth for the density of
oscillations near the boundary point x = 0. It will be done by the upper Minkowski–Bouligand dimension of the
graph G(y),
dimM G(y) = lim sup
ε→0
(
2 − log |Gε(y)|
log ε
)
,
and by the s-dimensional upper Minkowski content of G(y),
Ms
(
G(y)
)= lim sup
ε→0
(2ε)s−2
∣∣Gε(y)∣∣, s ∈ [1,2).
Here and in the sequel, the ε-neighbourhood Gε(y) of the graph G(y) is given by Gε(y) = {(t1, t2) ∈ R2:
d((t1, t2),G(y))  ε}, where ε > 0 and d((t1, t2),G(y)) denotes the distance from (t1, t2) to G(y), and |Gε(y)|
denotes the Lebesgue measure of Gε(y). The number dimM G(y) is often called as the box (box-counting) dimension
of G(y), and it is a kind of fractal dimension together with the packing and Hausdorff dimensions, see for instance
[3, Chapters 2 and 3], [5, Chapters 4 and 5], [12, Chapter 4], and [16]. In Section 2, some necessary details about
dimM G(y) and Ms(G(y)) will be presented. The essential examples for the smooth unrectifiable curves in R2 are
taken to be the graphs G(z1) and G(z2) of the following two oscillatory functions on I , z1(x) = x(δ+1)/2 cos(1/xδ)
and z2(x) = x(δ+1)/2 sin(1/xδ), where δ  1. It is known that dimM G(z1) = dimM G(z2) = (3δ + 1)/(2δ + 2) pro-
vided δ > 1, see [16, Chapter 10]. This class of functions makes a basic mathematical model for a chirp-like behaviour
which appears in physics (time–frequency analysis), in signal processing (frequency modulation), in modern radar or
sonar technology, and in the multifractal formalism (accumulation of points with chirp-like behaviour). On the math-
ematical background and applications of the chirp-like behaviours, see [4].
Next, we introduce the notion of an s-set, analogously defined to the s-sets concerning the Hausdorff measure, see
for instance [3, Chapter 2].
Definition 1.3. Let s ∈ [1,2). A graph G(y) is said to be an s-set in R2 if dimM G(y) = s and 0 < Ms(G(y)) < ∞.
Roughly speaking, if G(y) is an s-set in R2, s ∈ [1,2), then the asymptotic behavior of |Gε(y)| is completely
determined by c0ε2−s  |Gε(y)|  c1ε2−s , where c0 > 0 and c1 > 0 are independent of ε > 0. A motivation to
introduce the notion of the s sets in the sense of previous definition, will be given in Section 2.
Definition 1.4. Let s ∈ [1,2). An oscillatory function y = y(x) on I is said to be the s-dimensional fractal oscillatory
on I if its graph G(y) is an s-set in R2. An oscillatory linear problem y′′ + f (x)y = 0 on I is said to be the s-
dimensional fractal oscillatory on I if all its nontrivial solutions y are the s-dimensional fractal oscillatory on I .
The main result of the paper is the following.
Theorem 1.5. We have:
(i) for 2 α < 4, Eq. (1) is the one-dimensional fractal oscillatory on I ;
(ii) for α = 4, Eq. (1) does not the s-dimensional fractal oscillatory on I for any s ∈ [1,2); moreover, dimM G(y) = 1
and M1(G(y)) = ∞ for all solutions y;
(iii) for α > 4, Eq. (1) is the s-dimensional fractal oscillatory on I , where s = 3/2 − 2/α.
One of our motivations to prove this theorem is that the s-dimensional fractal oscillations give us a completion
for the rectifiable and unrectifiable oscillations obtained in Theorem B above, especially when α  4. The second
motivation is that Theorem 1.5 implies in a sense a chirp-like behaviour of solutions y of Eq. (1) when α > 4. Indeed,
in particular for δ = (α − 2)/2, for the chirp-functions z1 and z2 mentioned above, dimM G(z1) = dimM G(z2) =
(3δ + 1)/(2δ + 2) = 3/2 − 2/α = s. Hence, |Gε(zi)|, i = 1,2, and |Gε(y)| have the same asymptotic behaviour when
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and trajectories plays a powerful tool in the description of some complex and important behaviours of solutions
of: systems of PDE’s, dynamical systems, Brownian motions, and stochastic differential equations; for details and
references about it, see [3, Chapters 13–18] and [21].
The proof of Theorem 1.5 will be carried out in the following order: in Section 2, the one-dimensional fractal
oscillations will be studied in order to prepare the proof of the statement (i); in Section 3, some elementary properties
of zeros and stationary points of solutions of Eq. (1) will be presented; in Section 4 (respectively Section 5), a
method for calculating the lower (respectively upper) bounds for the upper Minkowski–Bouligand dimension and the
s-dimensional upper Minkowski content of continuous and smooth functions will be given; in Section 6, the proofs
of the statements (i)–(iii) will be completed; and finally, in Appendix A, some technical results are proved frequently
used in the paper.
At the end of this introduction, we hope that the main results of this paper can be enlarged to some classes of
ODE’s like:
– the Euler type differential equation with delay r ∈ (0,1], y′′(x) + λx−αy(rx) = 0 on I , where λ > 1/(4r) when
α = 2 and λ > 0 when α > 2,
– the fourth order Euler type differential equation, y(iv)(x)− λx−αy(x) = 0 on I , where λ > 9/16 when α = 4 and
λ > 0 when α > 4,
– the Emden–Fowler type differential equation, y′′(x)+ x−α|y|γ−1y(x) = 0 on I , where γ > 0 and α > γ + 3, and
– the Liénard type systems and corresponding Euler nonlinear differential equations as well as the half-linear and
other quasilinear elliptic equations.
On these types of equations, we refer for instance to [1,7,8,13,17,20], and references therein.
2. The upper Minkowski–Bouligand dimension and the upper Minkowski content
For a nontrivial function y, since I = ∅ and y ∈ C(I¯ ), it is clear that 0 < M1(G(y))∞. The following relation
between length(G(y)) and M1(G(y)) is a very well-known result, see for instance [3, Chapter 5.2], [5, Chapter 5.5]
and [16, Chapter 9].
Claim 2.1. If the graph G(y) is a rectifiable curve in R2, then we have
length
(
G(y)
)= M1(G(y))< ∞. (4)
We have a reverse claim, in the following sense.
Claim 2.2. Let y|[ε,b] denote the function restriction of y on the interval [ε, b], where ε ∈ (0, b). We assume that
the graph G(y|[ε,b]) is a rectifiable curve in R2 for all ε ∈ (0, b). If M1(G(y)) < ∞, then the graph G(y) is also a
rectifiable curve in R2. Moreover, we have limε→0 length(G(y|[a+ε,b])) = length(G(y)) = M1(G(y)).
Proof. See the proof of [10, Lemma 2.1]. 
Combining the previous two claims, we derive an important fact.
Claim 2.3. Let a0 = b and let ak ∈ I be a decreasing sequence of real numbers such that ak ↘ 0. Let y = y(x) be
either convex or concave on (ak+1, ak), for each k ∈ N ∪ {0}. The following three statements are equivalent:
(i) length(G(y)) < ∞,
(ii) M1(G(y)) < ∞, and
(iii) length(G(y)) = M1(G(y)) < ∞.
This fact can be rewritten in the terms of rectifiable and one-dimensional fractal oscillations on I .
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either convex or concave on (ak+1, ak), for each k ∈ N ∪ {0}. Then, the function y is rectifiable oscillatory on I if and
only if y is the one-dimensional fractal oscillatory on I .
Thus, besides the rectifiability of G(y) introduced in Definition 1.1, in order to measure the length of G(y) for such
a kind of functions y as in the previous claim, we can also use the one-dimensional upper Minkowski content. It leads
us to study the s-dimensional upper Minkowski content of the graph G(y), where the number s equals to the upper
Minkowski–Bouligand dimension of the graph G(y). In this direction, it is clear that dimM G(y) and Ms(G(y)) are
in the following relation:{
Ms(G(y)) = 0 for all s > dimM G(y),
Ms(G(y)) = ∞ for all s < dimM G(y). (5)
As a consequence, if s = dimM G(y), then the following three cases are possible: either Ms(G(y)) = 0 or
Ms(G(y)) = ∞ or 0 < Ms(G(y)) < ∞. Conversely, if 0 < Ms(G(y)) < ∞, then dimM G(y) = s. In conclusion,
the rectifiable and unrectifiable oscillations of a nontrivial function y can be expressed in the terms of the upper
Minkowski–Bouligand dimension and the s-dimensional upper Minkowski content:
1◦ G(y) is rectifiable oscillatory on I , and thus, by (4) and (5), dimM G(y) = 1 and 0 < M1(G(y)) < ∞;
2◦ G(y) is unrectifiable oscillatory on I , which implies either dimM G(y) = 1 and M1(G(y)) = ∞, or
dimM G(y) = s for some s ∈ (1,2) and Ms(G(y)) may be zero or infinity or 0 < Ms(G(y)) < ∞.
Because of 1◦, among all these sub-cases of 2◦, the last one is the most interesting, that is, 0 < Ms(G(y)) < ∞. It is
considered as an s-dimensional generalization of the case 1◦. Hence, it gives us the principal motivation to introduce
the s-dimensional fractal oscillations in the sense of Definition 1.4.
3. Some elementary properties of the zeros and stationary points of solutions of the main equation
In this section, we are concerned with some elementary properties of the zeros and stationary points of solutions
of the main equation (1). Some of them have been already presented and proved in recent author’s paper [11], and
hence their proofs will be omitted here. It is known that there is a broad literature on the oscillations for several kinds
of differential equations, see for instance [6,7,15,17,18], and references therein.
Lemma 3.1. Let y = y(x) be a solution of Eq. (1).
(i) On any open interval J ⊆ I , 0 /∈ J , there are at most finite number of zero points of y.
(ii) There is a decreasing sequence ak ∈ I of consecutive zero points of y such that ak ↘ 0, that is, for each k ∈ N
we have: ak+1 < ak , y(ak) = 0, y = 0 on (ak+1, ak) and ak → 0 as k → ∞.
(iii) There are c0 > 0 and k0 ∈ N such that 1 (ak/ak+1) c0, for each k ∈ N, k  k0.
(iv) For each k ∈ N, the solution y is either convex or concave on (ak+1, ak). Moreover, for each k ∈ N there is exactly
one stationary point sk ∈ (ak+1, ak) such that y′(sk) = 0, and (yy′)(x) > 0 on (ak+1, sk), and (yy′)(x) < 0 on
(sk, ak).
(v) There are d0 > 0 and k0 ∈ N such that d0|y(sk)| |y′(ak+1)|aα/2k , for each k ∈ N, k  k0.
Proof. The proof of the conclusions (i), (ii), and (iv) can be found in the proof of [11, Lemma 2.1]. The proof of the
conclusion (iii) has been already given in the proof of [11, Lemma 2.4]. The proof of the conclusion (v) will be given
in Appendix A of the paper. 
The statements (i) and (ii) of the previous lemma can be rewritten in the terms of oscillations, box dimension and
Minkowski content, as follows.
Lemma 3.2. Let λ > 0 when α  2 and λ > 1/4 when α = 2.
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have that dimM G(y|J¯ ) = 1 and length(G(y|J¯ )) = M1(G(y|J¯ )) < ∞, where y|J denotes the function restriction of y
on J .
(ii) Equation (1) is oscillatory on any open interval J0 ⊆ I , 0 ∈ J¯0. Moreover, for all solutions y of Eq. (1) we have
that dimM G(y) = dimM G(y|J¯0) and Ms(G(y)) = ∞ (respectively < ∞) provided Ms(G(y|J¯0)) = ∞ (respectively
< ∞), s ∈ (1,2).
Next, it is essentially to give the lower and upper bounds for the sequence ak as well as for the difference ak −ak+1.
Lemma 3.3. Let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence of consecutive zero points
of y such that ak ↘ 0.
(i) We have that
1√
λ
a
α/2
k+1  |ak − ak+1|
π√
λ
a
α/2
k , for each k ∈ N. (6)
(ii) Let m = 2
√
λ
α−2 and let α > 4. Then there is a number k0 ∈ N ∪ {0} depending on α such that for all k ∈ N, k > k0,(
m
(k + k0)π
)2/(α−2)
 ak 
(
2m
(k − k0)π
)2/(α−2)
. (7)
Proof. The proof of the right inequality in (6) has been already given in the proof of [11, Lemma 2.4]. The proof of
the left inequality in (6) as well as the proof of (7) will be given in Appendix A of the paper. 
The proof of Theorem B from introduction is based on the following essential result, see [19].
Lemma 3.4. All solutions of Eq. (1) satisfy both boundary-layer conditions (2) and (3).
Finally, it is worth to mention a basic result on the jumping of y between its consecutive zero points, where y is
any solution of Eq. (1).
Lemma 3.5. Let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence of consecutive zero points
of y such that ak ↘ 0. Then there are a real constant c0 > 0 and a sequence of real numbers bk ∈ (ak+1, ak) with the
property∣∣y(bk)∣∣ c0bα/4k , for each k ∈ N. (8)
Proof. According to Lemma 3.4, it is enough to repeat the proof of [11, Proposition 4.3]. 
4. Lower bound for the fractal dimension. The positiveness of the s-dimensional upper Minkowski content
In this section, we present a method to estimate the lower bounds for dimM G(y) and Ms(G(y)), when y is any
continuous function on I¯ . Next, it will be applied to Eq. (1) to get the lower bounds for dimM G(y) and Ms(G(y)),
for any solution y. Here α > 4 and the dimensional number s = 3/2 − 2/α. In order to prove this fact, we need the
following auxiliary result.
Lemma 4.1. Let y = y(x) be a real function which is oscillatory on the interval I , y ∈ C(I¯ ). Let ak ∈ I be a decreasing
sequence of consecutive zero points of y, such that ak ↘ 0. For any ε ∈ (0, ε0), where ε0 is a positive real number, we
suppose that there is a k(ε) ∈ N, k(ε) → ∞ as ε → 0, such that
|aj−1 − aj | ε/2, for each j  k(ε) + 1. (9)
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∣∣Gε(y)∣∣ ∞∑
k=k(ε)
δk(ak − ak+1). (10)
Proof. See the proof of [9, Lemma 2.1] or [9, Lemma 6.3]. 
Next, we show that the sequence of consecutive zero points of any solution of Eq. (1) satisfies the assumption (9)
of the preceding lemma.
Proposition 4.2. Let α > 2. Let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence of
consecutive zero points of y such that ak ↘ 0. Let m = 2
√
λ
α−2 and let k0 ∈ N be a number determined in (7). Let c0 and
ε0 be two positive real numbers given by
c0 = 2m
π
(
2π√
λ
)(α−2)/α
and ε0 =
(
c0
2k0 + 2
)α/(α−2)
. (11)
Then for each ε ∈ (0, ε0) there is a natural number k = k(ε) such that
c0ε
− α−2
α + k0 < k(ε) < 2c0ε− α−2α − k0 − 1. (12)
Moreover, the sequence ak satisfies the condition (9) in respect to such ε0 and k(ε) specified by (11) and (12).
Proof. Let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence of consecutive zero points of
y such that ak ↘ 0. Let us remark that (2c0ε−(α−2)/α − k0 − 1) − (c0ε−(α−2)/α + k0) > 1 for all ε ∈ (0, ε0), where
c0 and ε0 are given in (11). Therefore, for each ε ∈ (0, ε0), it is possible to take a k(ε) ∈ N satisfying (12). We have
obviously that k(ε) > k0 for all ε ∈ (0, ε0). With the help of (6), (7), (11) and (12), we are able to made the following
calculation for each j  k(ε) + 1, where ε ∈ (0, ε0),
|aj−1 − aj | π√
λ
a
α/2
j−1 
π√
λ
(
2m
(j − 1 − k0)π
)α/(α−2)
 π√
λ
(
2m
(k(ε) − k0)π
)α/(α−2)
 π√
λ
(
2m
c0π
ε(α−2)/α
)α/(α−2)
= π√
λ
(
2m
c0π
)α/(α−2)
ε = ε
2
,
which proves that ak satisfies the condition (9). 
Theorem 4.3. Let α > 4 and s = 3/2 − 2/α. Then for all solutions y = y(x) of Eq. (1),
dimM G(y) s and Ms
(
G(y)
)
> 0. (13)
Proof. Let α > 4, and s = 3/2 − 2/α. It is clear that s ∈ (1,2). Let y = y(x) be a solution of Eq. (1). Let ak ∈ I be
a decreasing sequence of consecutive zero points of y such that ak ↘ 0, obtained in Lemma 3.1. Let us remark that
because of Lemma 3.5 and Proposition 4.2, the all assumptions of Lemma 4.1 are fulfilled. Also, for fixed H > 1 and
j ∈ N there is a constant c > 0 depending only on H and j such that
∞∑
k=n
1
(k + j)H 
c
(n + j)H−1 . (14)
Next, let δk = c0bα/4k , where c0 > 0 and bk ∈ (ak+1, ak) are obtained in (8) above. Also, let k0 and ε0 be specified
by (11). By means of (6), (7), (10), (12), and (14), we are able to derive the following calculation:
∣∣Gε(y)∣∣ ∞∑
k=k(ε)
δk(ak − ak+1) c0 1√
λ
∞∑
k=k(ε)
b
α/4
k a
α/2
k+1  c1
∞∑
k=k(ε)
a
3α/4
k+1  c2
∞∑
k=k(ε)
(
1
k + k0 + 1
) 3α
2(α−2)
 c3
(
1
) 3α
2(α−2)−1
 c4ε
α−2
α
( α+42(α−2) ) = c4ε α+42α = c4ε2−s , for all ε ∈ (0, ε0),
k(ε) + k0 + 1
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dimM G(y) = lim sup
ε→0
(
2 − log |Gε(y)|
log ε
)
 lim sup
ε→0
(
2 − log(c4ε
2−s)
log ε
)
 2 − (2 − s) = s,
and
Ms
(
G(y)
)= lim sup
ε→0
(2ε)s−2
∣∣Gε(y)∣∣ lim sup
ε→0
[
(2ε)s−2c4ε2−s
]= c42s−2 > 0.
It proves both inequalities in (13). 
5. Upper bound for the fractal dimension. The finiteness of the s-dimensional upper Minkowski content
In this section, we give a method to determine the upper bounds for dimM G(y) and Ms(G(y)), where y is any
smooth convex-concave function on I . By applying this result to Eq. (1), it will be shown that the dimensional number
s = 3/2 − 2/α, where α > 4. In order to prove this fact, we need the following auxiliary result.
Lemma 5.1. Let ak ∈ I be a decreasing sequence of real numbers satisfying ak ↘ 0. Let us suppose that there is an
ε1 > 0 satisfying{ for all ε ∈ (0, ε1) there is an l(ε) ∈ N such that
|aj−1 − aj | > 4ε, for each j  l(ε). (15)
Let θ˜ (x) and ω˜(x) be two continuous functions from I into R satisfying: θ˜ (0) = ω˜(0) = 0, θ˜ is decreasing, and ω˜ is
increasing on I . Let y ∈ C2(I ) ∩ C(I) be a real function such that θ˜ (x)  y(x)  ω˜(x), for all x ∈ I , and let y be
either concave or convex function on (ak+1, ak), for each k  1. Then there is a constant c > 0 which does not depend
on ε such that∣∣Gε(y|[0,a1])∣∣ c(L1,ε + L2,ε), (16)
where a1 is the first point of the sequence ak , and
L1,ε = (al(ε) + 2ε)
(
ω˜(al(ε)) +
∣∣θ˜ (al(ε))∣∣+ 2ε), (17)
L2,ε = ε
l(ε)∑
j=2
[
ω˜(aj−1) +
∣∣θ˜ (aj−1)∣∣+ aj−1 − aj ]+ ε2l(ε). (18)
Proof. See the proof of [9, Lemma 2.2]. 
Now, we will verify that the sequence of consecutive zero points of any solution of Eq. (1) satisfies the main
assumptions of the preceding lemma.
Proposition 5.2. Let α > 2. Let y = y(x) be any solution of Eq. (1), and let ak ∈ I be a decreasing sequence of
consecutive zero points of y such that ak ↘ 0. Let m = 2
√
λ
α−2 and let k0 ∈ N be a number determined in (7). Let c1 and
ε1 be two positive real numbers given by
c1 = m2π
(
1
4
√
λ
)(α−2)/α
and ε1 =
(
c1
2k0 + 2
)α/(α−2)
. (19)
Then for any ε ∈ (0, ε1) there is a natural number l(ε) such that
c1ε
− α−2
α + k0 + 1 < l(ε) < 2c1ε− α−2α − k0. (20)
Moreover, the sequence ak satisfies the condition (15) in respect to such ε1 and l(ε) specified by (19) and (20).
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y such that ak ↘ 0. It is easy to check that (2c1ε− α−2α − k0) − (c1ε− α−2α + k0 + 1) > 1, for all ε ∈ (0, ε1), where c1
and ε1 are given in (19). Hence, for any ε ∈ (0, ε1), it is possible to take an l(ε) ∈ N satisfying (20). By means of (6),
(7), (19) and (20), we are able to made the following calculation for each j  l(ε),
|aj−1 − aj | 1√
λ
a
α/2
j 
1√
λ
(
m
(j + k0)π
)α/(α−2)
 1√
λ
(
m
(l(ε) + k0)π
)α/(α−2)
>
1√
λ
(
m
2c1π
ε(α−2)/α
)α/(α−2)
= 1√
λ
(
m
2c1π
)α/(α−2)
ε = 4ε,
which shows that ak satisfies (15). 
Theorem 5.3. Let α > 4 and s = 3/2 − 2/α. Then for all solutions y = y(x) of Eq. (1),
dimM G(y) s and Ms
(
G(y)
)
< ∞. (21)
Proof. Let α > 4 and s = 3/2 − 2/α. It is clear that s ∈ (1,2). Let y = y(x) be a solution of Eq. (1). Let ak ∈ I be a
decreasing sequence of consecutive zero points of y such that ak ↘ 0, obtained in Lemma 3.1. Let ε2 = min{1, ε1},
where ε1 is given in (19). Because of Lemma 3.4, the solution y satisfies the boundary layer condition (2) which
together with Proposition 5.2 implies that y satisfies all assumptions of Lemma 5.1, where −θ˜ (x) = ω˜(x) = cxα/4,
and ε1 and l(ε) are given in (19) and (20). It implies together with (7) and (20) that there is a constant c > 0 such that
al(ε) 
(
2m
(l(ε) − k0)π
) 2
α−2

(
2m
(l(ε) − k0 − 1)π
) 2
α−2

(
2m
c1π
ε
α−2
α
) 2
α−2
 cε 2α .
Putting this inequality in (17) and since α > 4, and ε2  1, we obtain
L1,ε  c2(al(ε) + ε)
(
a
α/4
l(ε) + ε
)= c2(a1+α/4l(ε) + εal(ε) + εaα/4l(ε) + ε2) c3(ε 4+α2α + ε1+ 2α + ε 32 + ε2)
 c3ε
4+α
2α = c3ε2−s , for all ε ∈ (0, ε2).
Here the constants c2 and c3 do not depend on ε.
Next, let us remark that for H ∈ (0,1) and j ∈ N there is a constant c > 0 depending only on H and j such that
n∑
k=j+1
1
(k − j)H  c(n − j)
1−H , for all n > j. (22)
Since k0 is a fixed natural number specified in (7) and since ε2  1, ak ↘ 0, θ˜ (x) and ω˜(x) are two continuous
functions on I = [0, b], it is clear that there are positive constants c1, c2, and c3, which do not depend on ε, such that
for all ε ∈ (0, ε2), we have:
ε
k0∑
k=2
[
ω˜(ak−1) +
∣∣θ˜ (ak−1)∣∣] c1ε,
ε
l(ε)∑
k=2
(ak−1 − ak) ε(a1 − al(ε)) c2ε,
ε2l(ε) 2c1ε2ε−
α−2
α  2c1ε1+
2
α  c3ε.
Since α > 4 and [α/(2(α − 2))] ∈ (0,1), by three previous inequalities and according to (iii) of Lemma 3.1, (7), (18),
(20), (22), and ε2  1, we derive
L2,ε  cε + ε
l(ε)∑ [
ω˜(ak−1) +
∣∣θ˜ (ak−1)∣∣] c3ε
(
1 +
l(ε)∑
a
α/4
k
)
k=k0+1 k=k0+1
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[
1 +
l(ε)∑
k=k0+1
(
2m
(k − k0)π
) α
2(α−2)
]
 c5ε
[
1 + (l(ε) − k0)1− α2(α−2) ]= c5ε[1 + (l(ε) − k0) α−42(α−2) ]
 c6ε
[
1 + (ε− α−2α ) α−42(α−2) ]= c6ε[1 + ε− α−42α ] c7ε α+42α = c7ε2−s , ε ∈ (0, ε2),
where the constants c and ci , i = 3,4,5,6,7, do not depend on ε. Summarizing the preceding observations for L1,ε
and L2,ε , together with (16), we obtain∣∣Gε(y|[0,a1])∣∣ c(L1,ε + L2,ε) c8ε2−s , for all ε ∈ (0, ε2),
where the constant c8 > 0 does not depend on ε. Hence, we have:
dimM G(y|[0,a1]) = lim sup
ε→0
(
2 − log |Gε(y)|
log ε
)
 lim sup
ε→0
(
2 − log(c8ε
2−s)
log ε
)
 2 − (2 − s) = s,
Ms
(
G(y|[0,a1])
)= lim sup
ε→0
(2ε)s−2
∣∣Gε(y)∣∣ lim sup
ε→0
[
(2ε)s−2c8ε2−s
]= c82s−2 < ∞.
By the help of Lemma 3.2 for J0 = (0, a1), we have also that dimM G(y)  s and Ms(G(y)) < ∞. It proves both
inequalities in (21) for the solutions of Eq. (1). 
6. The proofs of the main results
Proof of the statement (i) of Theorem 1.5. It immediate follows from the statement (i) of Theorem B and
Claim 2.1. 
Proof of the statement (ii) of Theorem 1.5. The unrectifiable oscillations of Eq. (1) have been already shown in the
conclusion (ii) of Theorem B. Furthermore, the fact M1(G(y)) = ∞ is an immediate consequence of Definition 1.1,
the conclusion (i) of Lemma 3.2, and Claim 2.2. Thus, in order to prove the conclusion (ii) of Theorem 1.5, it remains
to show that dimM G(y) = 1 for all solutions y of Eq. (1) when α = 4.
Proof of dimM G(y)= 1. Let α = 4, let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence
of consecutive zero points of y such that ak ↘ 0. When α = 4, all solutions y of Eq. (1) have the explicit form
y(x) = c1x sin(
√
λ/x) + c2x cos(
√
λ/x). Next, we will derive two constants c1 > 0 and c2 > 0 such that
L1,ε  c1ε and L2,ε  c2
(
ε ln
1
ε
+ ε
)
, (23)
where L1,ε and L2,ε are defined in Lemma 5.1. According to (16) and (23), for all s > 1 we obtain
Ms
(
G(y|[0,a1])
)= lim sup
ε→0
(2ε)s−2
∣∣Gε(y)∣∣ lim sup
ε→0
[
(2ε)s−2c
(
ε + ε ln 1
ε
)]
= 0,
that is Ms(G(y|[0,a1])) = 0 for all s > 1, which together with (5) implies that dimM G(y|[0,a1]) = 1. By the help of
Lemma 3.2 for J0 = (0, a1), we also have that dimM G(y) = 1. 
Proof of (23). Since α = 4, we have that ω˜(x) = −θ˜ (x) = xα/4 = x. In Appendix A of the paper, the existence of a
constant c > 0 which does not depend on ε will be proved such that
ak  c
(
1
k
)
, for all k ∈ N. (24)
Also, from (20) we derive that l(ε) ≈ cε−1/2 as ε ≈ 0. Now, we are able to make the following calculation:
L1,ε = (al(ε) + 2ε)
(
ω˜(al(ε)) +
∣∣θ˜ (al(ε))∣∣+ 2ε) 2(al(ε))2 + 6εal(ε) + 4ε2  c
(
1
(l(ε))2
+ ε
l(ε)
+ 4ε2
)
 c1
(
ε + ε3/2 + ε2) c1ε,
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l(ε)∑
j=2
[
ω˜(aj−1) +
∣∣θ˜ (aj−1)∣∣+ aj−1 − aj ]+ ε2l(ε) cε ln l(ε) + ε(a1 − al(ε)) + ε2l(ε)
 c2
(
ε ln
1
ε
+ ε
)
.
Thus, both inequalities in (23) are proved. 
Proof of the statement (iii) of Theorem 1.5. At the first, we need to show the following elementary proposition.
Proposition 6.1. Let α > 2. Let y = y(x) be any solution of Eq. (1), and let ak ∈ I be a decreasing sequence of
consecutive zero points of y such that ak ↘ 0. Let ε0 and k(ε) be given as in Proposition 4.2, and let ε1 and l(ε) be
given as in Proposition 5.2. Then we have:
l(ε) < k(ε), for all ε ∈ (0,min{ε0, ε1}). (25)
Proof. Let c0 and c1 be two constants given in Propositions 4.2 and 5.2, respectively. It is clear that:
c0 = 2m
π
(
2π√
λ
)(α−2)/α
>
2m
π
(
1
4
√
λ
)(α−2)/α
= 4c1 > 2c1.
It immediately implies that c0ε−
α−2
α + k0 > 2c1ε− α−2α − k0, for all k0 ∈ N and ε > 0. This inequality together with
(12) and (20) gives us that for all ε ∈ (0,min{ε0, ε1}), l(ε) < 2c1ε− α−2α − k0 < c0ε− α−2α + k0 < k(ε), which proves
this proposition. 
Proof of Theorem 1.5. Let α > 4 and s = 3/2 − 2/α. It is clear that s ∈ (1,2). Let y = y(x) be a solution of Eq. (1),
and let ak ∈ I be a decreasing sequence of consecutive zero points of y such that ak ↘ 0 (see Lemma 3.1). With the
help of (25), it is not difficult to see that the proofs of Theorems 4.3 and 5.3 are completely balanced in respect to the
sequence ak . Therefore, from (13) and (21) immediately follows s  dimM G(y) s, which proves this theorem. 
Appendix A
At the end of this paper, we prove some technical results which have been appeared in the previous sections.
Proof of the statement (v) of Lemma 3.1. Let y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing
sequence of consecutive zero points of y such that ak ↘ 0. Let sk ∈ (ak+1, ak) be the sequence of stationary points of
y satisfying the conclusion (iv) of Lemma 3.1, that is y′(sk) = 0 and (y2)′ > 0 in (ak+1, sk). Multiplying Eq. (1) by y′
and integrating such obtained equality over the interval [x, sk], x ∈ [ak+1, sk), we obtain
(y′)2(x) = λ
sk∫
x
(y2)′
tα
dt  λ
sαk
sk∫
x
(
y2
)′
dt >
λ
aαk
(
y2(sk) − y2(x)
)
.
In particular for x = ak+1, it implies: (y′)2(ak+1) λaαk y
2(sk). Taking out the square root in the previous inequality,
we obtain the desired inequality. 
Proof of the left inequality in (6). Let y, ak and sk be as in the previous proof. Let for instance, y > 0 on (ak+1, ak)
with the maximum value at sk (the opposite case when y < 0 on (ak+1, ak) with the minimum value at sk can be
analogously considered). Integrating Eq. (1) over the interval [x, sk] for all x ∈ [ak+1, sk], we obtain
y′(x) = λ
sk∫
y
tα
dt, for all x ∈ [ak+1, sk].x
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y(sk) = λ
sk∫
ak+1
dx
sk∫
x
y
tα
dt  λy(sk)
aαk+1
(ak − ak+1)2,
which implies ak − ak+1 > 1√
λ
a
α/2
k+1. It proves the left inequality in (6). 
Proof of (7). Let α > 4 and let m, M and xα be three positive real numbers given by
m = 2
√
λ
α − 2 , M = 2m and xα =
(
4M2(α − 2)2 − 16λ
α(α − 4)
)1/(α−2)
.
Since α > 4, it is clear that for all x ∈ (0, xα) there holds true
m2(α − 2)2
4xα
− α(α − 4)
16x2
<
λ
xα
<
M2(α − 2)2
4xα
− α(α − 4)
16x2
. (A.1)
Next, it is easy to check that the functions u = u(x) and v = v(x) given by u(x) = xα/4 sin(m/x(α−2)/2)) and v(x) =
xα/4 sin(M/x(α−2)/2), satisfy the equations:
u′′ +
(
m2(α − 2)2
4xα
− α(α − 4)
16x2
)
u = 0, x ∈ (0, xα) ∩ I, (A.2)
v′′ +
(
M2(α − 2)2
4xα
− α(α − 4)
16x2
)
v = 0, x ∈ (0, xα) ∩ I. (A.3)
Also, it is clear that the sequence xk (respectively zk) of the consecutive zero points of u (respectively of v) is given
by xk = (m/(kπ))2/(α−2) (respectively zk = (M/(kπ))2/(α−2)). Let k0 ∈ N be a number such that xk ∈ I and zk ∈ I
for all k  k0, k ∈ N. This number exists because of xk ↘ 0 and zk ↘ 0 as k → ∞.
According to the left inequality in (A.1), and by using the Sturm’s comparison theorem (see [11]) to Eqs. (1)
and (A.2), we derive that between two consecutive zero points xk0+1 and xk0 of u there is at least one zero point of y,
denoting by ai0 , i0 ∈ N, such that xk0+1 < ai0 < xk0 . Repeating this procedure to all pairs of consecutive zero points
xk0+k and xk0+k−1 of u, we derive that xk0+k < ai0+k−1, for each k  1, that is,(
m
(k + k0)π
)2/(α−2)
= xk0+k < ai0+k−1  ak, for all k ∈ N.
It proves the left inequality in (7).
Analogously to the previous observation, according to the right inequality in (A.1), and by using the Sturm’s
comparison theorem to Eqs. (1) and (A.3), we derive that between two consecutive zero points ak0+1 and ak0 of y
there is at least one zero point of v, denoting by zi0 , i0 ∈ N, such that ak0+1 < zi0 < ak0 . Repeating this procedure to all
pairs of consecutive zero points ak0+j and ak0+j−1, we get ak0+j < zi0+j−1, for each j  1. Setting that k = k0 + j ,
we derive
ak < zk−k0+i0−1  zk−k0 =
(
M
(k − k0)π
)2/(α−2)
, for each k > k0.
Since M = 2m, it proves the right inequality in (7). 
Proof of (24). Let α = 4, let y = y(x) be a solution of Eq. (1) when α = 4, and let ak ∈ I be a decreasing sequence
of consecutive zero points of y such that ak ↘ 0. The function z = z(x) = x sin(
√
λ/x) is a solution of Eq. (1) when
α = 4. Next, xk =
√
λ/(kπ) is the decreasing sequence of consecutive zero points of the solution z. By using the
Sturm’s separation theorem (see [11]), we derive that between any two consecutive zero points ak+1 and ak of y there
is exactly one the zero point xjk of z, jk  k, such that ak+1 < xjk < ak , for each k ∈ N. Since xk is decreasing, we
have that ak+1  xk , for each k ∈ N, which proves the inequality (24). 
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