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Abstract
The good mesh quality of a discretized closed evolving surface is often
compromised during time evolution. In recent years this phenomenon has
been theoretically addressed in a few ways, one of them uses arbitrary
Lagrangian Eulerian (ALE) maps. However, the numerical computation
of such maps still remained an unsolved problem in the literature. An ap-
proach, using differential algebraic problems, is proposed here to numer-
ically compute an arbitrary Lagrangian Eulerian map, which preserves
the mesh properties over time. The ALE velocity is obtained from a sim-
ple spring system, based on the connectivity of the nodes in the mesh.
We also consider the algorithmic question of constructing acute surface
meshes. We present various numerical experiments illustrating the good
properties of the obtained meshes and the low computational cost of the
proposed approach.
Keywords: arbitrary Lagrangian Eulerian map, evolving surfaces, evolving
surface PDE, ESFEM
AMS: 65M50, 34A09, 35R01
1 Introduction
Partial differential equations on evolving surfaces with a given velocity v have
been discretized using a huge variety of methods. Probably one of the most
popular is the evolving surface finite element method developed by Dziuk and
Elliott in [7].
As it was pointed out by Dziuk and Elliott early on, in Section 7.2 of [7]: ”A
drawback of our method is the possibility of degenerating grids. The prescribed
velocity may lead to the effect, that the triangulation Γh(t) is distorted”. The
same issue occurs for problems in moving domains.
In recent years this problem has been theoretically addressed in a few ways:
• Spatial discretizations using arbitrary Lagrangian Eulerian (ALE) maps
for moving domains have been studied many times in the literature, see
for instance [17, 18] and [3, 2], and the references therein.
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• The ALE version of the evolving surface finite element method has been
proposed by Elliott and Styles in [13], where a better triangulation is
obtained using an ALE map, i.e., allowing the nodes of the mesh to evolve
with a velocity having an additional tangential component compared to
the (pure normal) surface velocity.
• Elliott and Fritz [11, 12] constructed meshes with very good properties
using the quite technical DeTurck trick.
We propose here to compute an arbitrary Lagrangian Eulerian map for closed
evolving surfaces by integrating a differential algebraic equation (DAE) system
for the nodes. We use a not necessarily tangential ALE velocity to achieve good
mesh quality, while enforcing the points to stay on the surface.
To our knowledge there is no such ALE algorithm available in the literature,
in contrast with the many papers on the theory of numerical methods involving
ALE maps for both closed evolving surfaces and moving domains.
2
Many experiments have been presented in the above references, especially
see [13, 14, 25], where smaller discretization errors have been obtained by solv-
ing evolving surface problems on ALE meshes. The ALE maps used in these
experiments were unrealistic, obtained analytically from an a priori knowledge
on the surface and its evolution, using deep understanding and structure of the
signed distance function (which defines the surface). No general ideas on the
computation of ALE maps for evolving surfaces have been proposed in these
papers. Numerical analysis of the ALE evolving surface finite element method
has been studied in [14] and [25].
For non-ALE methods it is usual that nodes disappear and/or new nodes
are added to the mesh (see, e.g., [11, Figure 14]). From a theoretical point of
view this seems a minor issue, however from the implementation side this is
undesirable, since then a map – between the old and the new mesh – has to be
computed after each remeshing process. In most cases this is a nontrivial and
costly task, and hence, should be avoided.
In the present paper we propose a general algorithm to compute a suitable
ALE map, without any a priori knowledge, for meshes of closed evolving surfaces.
The approach is based on the following idea: Usually, the surface evolution
is given by an ODE system with a surface velocity assumed to be normal. We
use an additional tangential velocity for a possibly degenerated mesh to im-
prove grid quality. In general such tangential velocities are not straightforward
to construct, therefore we use a not necessarily tangential ALE velocity and in-
troduce a constraint to keep the nodes on the surface. Altogether this is finally
formulated as a DAE system for the nodes. The ALE velocity is based on a
spring system, where the nodes are connected along the edges by springs. The
numerical solution of the DAE system gives the new mesh. We use implicit
Runge–Kutta methods (in particular Radau IIA methods), and a more efficient
splitting method, combined with explicit Runge–Kutta methods, to integrate
the system in time.
The computation of the arbitrary Lagrangian Eulerian mesh here is free of
any a priori knowledge in the following sense: the algorithm uses the distance
function at each time, but it does not use its structure or any other special
properties of it, unlike the ALE maps from the literature.
This approach for closed evolving surfaces can be used as a tool in the
computation of ALE meshes for moving domains: In [17, Section 2.4] arbi-
trary Lagrangian Eulerian maps for moving domains are obtained by solving
a parabolic problem, or the corresponding stationary problem, while in [15] an
elastodynamic equation system is used for the same purpose. However, for these
approaches the evolution of the boundary still needs to be known a priori. The
problem of numerically finding such a boundary evolution has not been solved
in these papers. In fact, to determine such a boundary evolution is equivalent
to finding an ALE map for a lower dimensional closed surface, which is the
same problem as we consider in this paper. Hence, the algorithm proposed here
can also serve as a tool to compute boundary evolutions, which can be used
together with the well understood classical ALE methods for moving domains,
for instance the ones proposed in [15, 17].
We give some further details on possible extensions of the proposed algo-
rithm: to handle other mesh properties (e.g., acuteness), an adaptive version,
and a local version as well.
3
We present various numerical experiments illustrating the validity of the dif-
ferential algebraic model, and also the performance of the proposed algorithm
compared to the ALE maps given in the literature. We also report on compu-
tational times in the case of evolving surface PDEs.
2 Evolving surfaces, ALE maps and PDEs
As our main motivation lies in the numerical solution of parabolic PDEs on
evolving surfaces we shortly recap the setting of [7]. We will also use this
setting as an illustrative background to the proposed algorithm.
Let Γ(t) ⊂ Rm+1, 0 ≤ t ≤ T , be a smooth evolving closed hypersurface.
Further, let the evolution of the surface given by the smooth velocity v, assumed
to be normal. Let ∂•u = ∂t u + v · ∇u denote the material derivative of u, the
tangential gradient is denoted by ∇Γ and given by ∇Γu = ∇u −∇u · νν, with
unit outward normal ν. We denote by ∆Γ = ∇Γ · ∇Γ the Laplace–Beltrami
operator.
We consider the following linear evolving surface PDE:
∂•u+ u∇Γ(t) · v −∆Γ(t) u = f on Γ(t),
u(·, 0) = u0 on Γ(0).
(1)
Basic and detailed references on evolving surface PDEs and on the evolving
surface finite element method (ESFEM) are [7, 8, 9] and [27]. The ALE version
of the evolving surface finite element method has been proposed in the paper
[13], which also contains a detailed description and many experiments. While
numerical analysis of full discretizations can be found in [14] and [25], the former
is more concerned about spatial discretizations and BDF methods of order 1 and
2, while the latter is more focused on high-order BDF and Runge–Kutta time
discretizations.
As we aim at the numerical solution of the PDE (1) using the surface finite
elements developed by Dziuk and Elliott [7], the surface is discretized using a
triangular mesh. The description of representation of evolving surfaces and that
of discrete surfaces can be found in the following subsections.
2.1 Surface representations
Evolving surfaces are usually described in two ways, which have different ad-
vantages, hence we will use both of them for various purposes.
Distance function representation. Based on a signed distance function
the evolving m-dimensional closed surface Γ(t) ⊂ Rm+1 is given by
Γ(t) = {x ∈ Rm+1 | d(x, t) = 0},
with a function d : Rm+1× [0, T ]→ R (whose regularity depends on the smooth-
ness of the surface), cf. [5, 7].
Diffeomorphic parametrization. The surface can also be described by a
diffeomorphic parametrization, cf. [24] and [7].
We consider the evolving m-dimensional closed surface Γ(t) ⊂ Rm+1 as the
image
Γ(t) = {X(p, t) | p ∈ Γ(0)}
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of a sufficiently regular vector-valued function X : Γ(0)× [0, T ]→ Rm+1, where
Γ(0) = Γ0 is the smooth closed initial surface, and X(p, 0) = p. It is convenient
to think of X(p, t) as the position at time t of a moving particle with label p,
and of Γ(t) as a collection of such particles. The parametrisation also satisfies
the ODE system, for a point p ∈ Γ(0),
∂tX(p, t) = v(X(p, t), t), (2)
where v(·, t) ∈ Rm+1 is the velocity of the surface. Note that for a known
velocity field v, the position X(p, t) at time t of the particle with label p is
usually obtained by solving the ordinary differential equation (2) from 0 to t for
a fixed p.
2.2 Surface approximation
The smooth initial surface Γ(0) is approximated by a triangulated surface Γh(0),
i.e., an admissible family of triangulations Th(0) of maximal element diameter
h; see [7] for the notion of an admissible triangulation, which includes quasi-
uniformity. Let xj(0), (j = 1, 2, . . . , N) denote the nodes of Γh(0) lying on the
initial smooth surface Γ(0). The nodes will be evolved in time with the given
normal velocity v, by solving the ODE
d
dt
xj(t) = v(xj(t), t) (j = 1, 2, . . . , N), (3)
which is simply (2) for the nodes (xj). Obviously, the nodes remain on the
surface Γ(t) for all times, i.e., d(xj(t), t) = 0 for j = 1, 2, . . . , N and for all
t ∈ [0, T ].
Therefore, the smooth surface Γ(t) is also approximated by a discrete surface
Γh(t), whose elements also form a triangulation Th(t). We have
Γh(t) =
⋃
E(t)∈Th(t)
E(t).
As already mentioned in the introduction, we assume that the surface does
not develop topological changes due to the evolution. The assumption on quasi-
uniformity over time, i.e., there is a fixed c > 0 (independent of t) such that for
any triangle E(t) ∈ Th(t) the radius of the inscribed circle σE(t) satisfies
hE(t)
σE(t)
≤ c,
for all t ∈ [0, T ], is generally not always satisfied during time evolution.
As an example, from [13], to degenerating surface evolution, we evolved
a surface using the ODE (3). As observed in Figure 1: however the initial
mesh (left) is quasi-uniform, the meshes at later times (middle and right) do
not preserve the good mesh qualities. Both quite bad surface resolution and
unnecessarily fine elements occur.
5
Figure 1: Normal evolution of a closed surface at time t = 0, 0.2, 0.6; see also in
[13]
3 Computing ALE maps as general constrained
problems
We now propose an approach which will be used to determine a suitable ALE
map for evolving surfaces, to maintain mesh quality during the surface evolution.
In fact, we directly compute the new positions of the nodes.
We consider an other parametrization of Γ(t), with good mesh properties,
and which is different from X in (2), called an arbitrary Lagrangian Eulerian
map. The corresponding ODE system is
∂tX(p, t) = v(X(p, t), t) + w(X(p, t), t), (4)
with the pure tangential velocity w.
For evolving surface problems the surface velocity v is usually assumed to
be known and normal. However, such pure tangential ALE velocities are not
given, and also not easy to obtain, in general. Therefore, we allow velocities
(still denoted by) w which improve mesh quality, but have small non-tangential
components, hence may lead points away from the surface. To compensate this,
a constraint is introduced in order to keep the surface Γ(t) unaltered. Therefore,
the set of ODEs (4) is modified into the following differential algebraic equation
(DAE) system (of index 2) with Lagrange multiplier λ, for p ∈ Γ(0),
∂tX(p, t) = v(X(p, t), t) + w(X;X(p, t), t)−D(X(p, t))Tλ(p, t),
d(X(p, t), t) = 0,
(5)
where D(X) = ∂ d(·, t)/∂X. The first argument X in w indicates that the
additional velocity may (and usually does) depend on the whole surface. As it
causes no confusion we will drop this argument later on.
The analogous differential algebraic equation system for the nodes of the
surface approximation mesh Γh(t), which are collected into the vector x(t) =
(xj(t))
N
j=1, and with Lagrange multiplier λ(t) ∈ RN , reads as
d
dt
x(t) = v(x(t), t) + w(x(t), t)−D(x(t))Tλ(t),
d(x(t), t) = 0,
(6)
with initial value x(0) = (xj(0))
N
j=1. The constraint d(x(t), t) = 0 is meant
pointwise, i.e., as d(xj(t), t) = 0 for j = 1, 2, . . . , N , while the matrix D(x) =
6
∂ d(·, t)/ ∂ x. Concerning notation: we will apply the convention to use boldface
letters to denote vectors in R3N or RN collecting nodal values of discretized
variables.
Naturally, the DAE system is independent of the choice of the ALE velocity
w, if there is some (physical, biological or modeling) knowledge on the gen-
eral type of the surface evolution a user can propose a suitable ALE velocity
accordingly.
In the next sections we will propose a very intuitive way to define the ALE
velocity w, and we will also discuss numerical methods for the solution of the
DAE system.
3.1 A spring system based arbitrary ALE velocity
We use here a simple idea to determine the velocity w: let us assume that the
nodes of the mesh are connected by springs following the edges of the elements,
i.e., the topology of the spring system is determined by the triangulation Γh(t).
This system defines a force function F , which we use to define the ALE
velocity by setting
w(x, t) = kF (x), with a spring constant k chosen later. (7)
The force function F is computed based on the connectivity (described by the
elements), and by the forces over the edges based on a length function `p (the
desired length of springs). The net force Fj(x) at a node xj is given by, for
j = 1, 2, . . . , N ,
Fj(x) =
∑
e∈{(xj ,·)}
f(e), (8)
where the set {(xj , ·)} collects all the edges e = (xj , (xj)e) having xj as one of
their nodes, while (xj)
e simply denotes the other node across the edge e, see
Figure 2. Then f(e) is the force along the edge e, given by
f(e) =
(
`p(e)− |e|
)
νe, with unit vector νe =
xj − (xj)e
‖xj − (xj)e‖ ,
and current length |e|.
(xj)
e
e xj
{(xj , ·)}
νe
Figure 2: A typical node xj on an edge e, the set of edges {(xj , ·)}, etc. used to
define Fj(x)
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We propose to use the following length function:
`p(e) =

me + (1− p)(Me −me), if |e| ≥ me + (1− p)(Me −me),
me + p(Me −me), if |e| ≤ me + p(Me −me),
|e|, otherwise,
where (me = min
e
|e|, Me = max
e
|e|, p ∈ (0, 1)).
(9)
Other length functions can also be used, for instance the Ck version of `p, or
more complicated functions, such as the analogue of `p with more steps. Force
functions based on inverse edge length are also possible to use.
The same force function (8) has been used by Strang and Persson in DistMesh
[28]. However, constrained systems are not appearing there, and our length func-
tion has significant differences compared to the one used in DistMesh. They
have not used their approach to compute ALE maps. In particular compared
to DistMesh, we do not add or delete nodes (which is essential in DistMesh for
the meshing), furthermore we compute the ideal spring length in a different way
(DistMesh having a rule which fits better with the possibility to delete nodes
and also with the startup of their process).
As Strang and Persson encourage their users to ”[...] modify the code ac-
cording to their needs”, we indeed adapt DistMesh to suit our purposes: the
force function is computed using their modified code.
3.2 The DAE system
By plugging in the velocity rule (7) into the DAE system (6) we obtain
d
dt
x(t) = v(x(t), t) + kF (x(t))−D(x(t))Tλ(t),
d(x(t), t) = 0.
(10)
with the spring constant k, which has to be chosen by the user based on the
problem at hand. The numerical approximation of this system immediately
gives the position of the nodes under the ALE map.
In the following we will propose some numerical methods for the time inte-
gration.
3.2.1 Runge–Kutta solution of the DAE system
For a given stepsize τ > 0, an s-stage implicit Runge–Kutta method, see [21,
Section VII.4], applied to the DAE system (10) determines solution approxima-
tions xn+1 and approximations to the Lagrange multiplier λn+1, as well as the
internal stages Xni,Λni by the equations
Xni = x
n + τ
s∑
j=1
aijF(Xnj ,Λnj), i = 1, 2, . . . , s, (11)
Λni = λ
n + τ
s∑
j=1
aij`nj , i = 1, 2, . . . , s, (12)
xn+1 = xn + τ
s∑
i=1
biF(Xnj ,Λnj), and λn+1 = λn + τ
s∑
i=1
bi`nj , (13)
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where, for i = 1, 2, . . . , s,
F(Xni,Λni) = v(Xni, tni) + kF (Xni)−D(Xni)TΛni, (14)
and d(Xni, tni) = 0. (15)
First the system (11), (14), (15) is solved, using a simplified Newton iteration,
then one can compute `nj from (12), and finally obtain x
n+1, λn+1 from (13).
The method is determined by its Butcher-tableau, i.e., the coefficient matrix
Oι = (aij)si,j=1 and its vector of weights b = (bi)si=1, and ci =
∑s
j=1 aij (i =
1, 2, . . . , s).
In the following we will use the Radau IIA methods, which are s-stage
Runge–Kutta methods of classical order 2s− 1. More details on index 2 DAEs
in general, as well as on their Runge–Kutta approximations can be found in
[20], or [21, Chapter VII.].
3.2.2 Splitting methods for the constrained system
We propose to solve the DAE (10) using a splitting method, in order to decrease
computational time. This is supported by making the following observations:
The implicit Runge–Kutta solution of the DAE system is usually expensive.
The normal movement is a pointwise nonstiff ODE system, without constraint
(if integrated exactly), hence usually can be solved very cheaply. Also there
are some examples where the normal velocity is not explicitly given, the surface
evolution is defined by a direct mapping of a reference surface, i.e., we cannot
use the system (10), see for example the surface [10, Test Problem 2], [26,
equation (6.1)].
The most straightforward way is to split the differential algebraic problem
(10) in a way that one of the subproblems is the original ODE system (3). The
main benefit is that this subproblem automatically satisfies the constraint up
to a small error.
The Lie splitted DAE system, over the time interval [tn, tn+1], reads as
d
dt
xv(t) = v(xv(t), t),
xv(tn) = x(tn),

d
dt
xw(t) = kF (xw(t))−D(xw(t))Tλ(t),
d(xw(t), tn+1) = 0,
xw(tn) = x
v(tn+1),
(16)
and finally, setting x(tn+1) = x
w(tn+1), and where F is a function is de-
fined in (8), while the constraint is still meant coordinatewise and D(x) =
∂ d(·, tn+1)/ ∂ x. In fact, this order of subproblems allows us to drop the con-
straint from the v-system, as the second system will eliminate the small errors
mentioned above.
In order to decrease computational time, we solve the v-system using the
explicit Euler method. We do not require a high-order method here, as the
mesh quality depends only on the second step. For the time integration of the
w-system we use the classical 4-stage Runge–Kutta method and then projecting
back to the surface. Due to the stiffness of the problem, it is approximated
through several substeps over interval [tn, tn+1]. We choose this method, since
being explicit, it is very cheap, having only four right-hand side evaluations per
step, but still have high-order.
We make some general remarks on the methods described above.
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Remark 3.1. If a parabolic PDE is numerically solved on the discrete surface
Γh(tn) then the matrices are assembled on the improved mesh, using the ALE
scheme, cf. [14, (4.3) and (4.4)] or [25, (3.5) and (3.6)]. The tangential vector
appearing in the formulas for ALE ESFEM can be computed from the obtained
nodes and from the normal velocity.
The algorithm clearly uses the surface velocity v in the exact same way as for
the purely Lagrangian ESFEM algorithms: only to evolve the surface. However,
the distance function is used as the constraint (being an inexpensive pointwise
operation), which is avoided by the standard ESFEM method.
It is usual to use the same time discretization method for the surface evolu-
tion as for the time integration of the parabolic PDE on the surface. This time
discretization scheme could be also used to solve the DAE or the splitted system.
Remark 3.2. Higher order splitting methods, or splittings where the order of
subproblems is reversed would not improve the mesh quality. Since, the mesh
quality only depends on the sufficiently good numerical solution of w-system,
while the v-system takes care of the surface evolution. For example, a reversed
Lie splitting would first construct a good mesh, then evolve it over time in the
normal direction, which can still lead to mesh distortions.
4 Possible extensions
We now briefly describe some further extensions to the above approach. They
are rather straightforward to implement, except the one using an approximative
distance function (such approximative distance functions are studied, e.g., in [4,
22] and the references therein). However, thoroughly comparing and reporting
on these extensions would expand the paper enormously, therefore we will here
restrict our numerical experiments to the case described above.
4.1 Construction of acute or nonobtuse surface meshes
In a couple of recent works discrete maximum principles (DMPs) and invariant
regions have been studied for surface PDEs discretized by surface finite elements,
see [19] and [23]. It is well known that acute or nonobtuse meshes are required
for DMPs even for flat domains, and also for triangulated surface meshes. In
general the meshes generated by usual algorithms (for instance DistMesh [28],
the grid generators of DUNE [1], etc.) do not necessarily satisfy these angle
conditions.
The force function proposed here can be modified in such a way that the
resulting mesh is acute or nonobtuse during evolution. In practice, the function
F should be obtained not only based on the length function (9), but also on an
angle function, which does not allow angles approaching a prescribed tolerance
αTOL given by the user. This can be viewed as three cords added to a triangle
at each angle, which does not allow the angles to expand above the specified
angle αTOL.
4.2 Approximating the distance function
The usage of the distance function could also be completely avoided in the
splitting scheme. By using a modified distance function d˜(·, tn+1), which is an
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approximation of d(·, tn+1) based on the nodes obtained from the v-system.
Such an approximation can be obtained by a suitable interpolation process over
the nodes xv(tn+1). For instance by a spline interpolation over the nodes, this
problem appears to be well studied in the computer science literature, see for
example [22, 4] and the references therein.
This approach can be useful also in cases where the surface evolution is
coupled to the problem on the surface, such as [6], or [24].
We note here that in the case of such a modified algorithm the nodes x(tn+1)
no longer stay on the exact surface for all times. Therefore, the spatial conver-
gence results of [14, 25] do not hold. However, in order to show convergence
results the approach of [24] – using three surfaces: the exact surface, its inter-
polation and the discrete surface – can be used in this case.
4.3 Adaptivity
A cheap adaptive method can be obtained by using some mesh quality test dur-
ing the time integration of the autonomous w-system of the splitting approach.
In this case the following algorithm could be realized – assuming a fast imple-
mentation of the mesh quality tester. First test the mesh quality, if it is good
accept it; else perform a timestep solving the w-system in (16), and then repeat.
In such a case the numerical solution of the DAE system is avoided for already
good meshes, whereas the computational overhead due to the mesh quality test
is negligable.
Later on we will give some possible mesh quality measures, but it can be
anything suitable specified by the user, cf. [16].
4.4 A local version of the constrained problem
To further decrease computational cost of the Runge–Kutta or the splitting
method one may use an ALE map only locally. Since in most cases the evolution
of the discrete surface distorts the mesh only locally, one could integrate the
constrained system only on those patches which consist of ill shaped triangles,
(e.g., those with too small or large angles), and additionally a few layers of
neighbouring elements. The rest of the nodes are only evolved by the surface
velocity.
5 Numerical experiments
5.1 ALE map tests
Now we will present some numerical experiments validating the choice of the
ALE velocity (7) based on the spring system, and also illustrating the good
qualities of the DAE model (10). We also compared the Runge–Kutta and the
splitting approach to the pure normal evolution of the surface and also to the
ALE maps given in the literature. These examples have been used many times
previously, see for instance [13, 14, 25] and the references therein. Through
these ALE maps, which we call literature ALE maps, it will be also clarified
further what was meant under a priori knowledge in the introduction.
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5.1.1 A dumbbell-shaped surface [13]
Let the closed surface Γ(t) be given by the zero level set of the distance function
d(x, t) = x21+x
2
2+K(t)
2G
( x23
L(t)2
)
−K(t)2, i.e., Γ(t) = {x ∈ R3 ∣∣ d(x, t) = 0}.
(17)
Here the functions G, L and K are given by
G(s) = 200s
(
s− 199
200
)
,
L(t) = 1 + 0.2 sin(4pit),
K(t) = 0.1 + 0.05 sin(2pit).
The normal velocity v describes the surface evolution at the nodes by the ODEs:
d
dt
xj(t) = v(xj(t), t) (18)
for j = 1, 2, . . . , N . The surface velocity v in xj(t) is given by
v(xj(t), t) = Vjνj , where Vj =
− ∂t d(xj(t), t)
|∇d(xj(t), t)| , νj =
∇d(xj(t), t)
|∇d(xj(t), t)| . (19)
Finally, the literature ALE map is given by
(xi(t))1 = (xi(0))1
K(t)
K(0)
, (xi(t))2 = (xi(0))2
K(t)
K(0)
, (xi(t))3 = (xi(0))3
L(t)
L(0)
,
(20)
for every t ∈ [0, T ] and for i = 1, 2, . . . , N , as suggested in [13]. This map clearly
uses a priori knowledge on the structure of the distance function (17).
To illustrate the good qualities of the DAE model (10) we evolve the surface
(17) with all four methods. In Figure 3 we can observe the evolutions of the
discrete initial surface Γh(0) over [0, 0.6]. It can be nicely observed that the
quality of meshes obtained by both DAE approaches are very similar, however
the splitting approach is much faster.
Firstly, plotted on the left-hand side, the purely normal surface evolution
obtained by solving the ODE system (18). We have used here the explicit Euler
method, with step size τ = 0.001. Although, this method is clearly not the best
choice, we used it in order to illustrate the performance of the proposed ALE
algorithms.
Secondly, plotted second from the left, the ALE map (20) proposed in the
literature, cf. [13], based on the structure of the distance function (17).
Thirdly, plotted third from the left, the Runge–Kutta solution of the DAE
system (10), using the Radau IIA method with s = 3 stages, with a stepsize
τ = 0.001, and k = 500, p = 0.4 in (9).
Finally, plotted on the right-hand side, the ALE map obtained by the split-
ting method. The evolution and the ALE map is computed exactly as described
in Section 3.2.2. The v-system is solved by the explicit Euler method, with
τ = 0.01, while the w-system is solved using the classical Runge–Kutta method
of order four with 25 substeps, and again p = 0.4
It can be nicely observed visually that both ALE approaches provide meshes
of similar quality as the literature ALE map.
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Figure 3: Surface evolution of (17) using pure normal movement (18) (first
from left); literature ALE map (20) (second); Runge–Kutta ALE map (third);
splitting ALE map (fourth), times t = 0, 0.2, 0.4, 0.6 (from top to bottom).
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Figure 4: Mesh quality measures plotted against time
In Figure 4 we plotted the evolution of four mesh quality measures (cf. [16])
for all four surface evolutions (described above) against time.
In the top left the maximal ratio of element size and the radius of the in-
scribed circle,
r(t) = max
E(t)∈Th(t)
hE(t)
σE(t)
can be observed, where hE is the maximal edge length and σE is the radius of
the inscribed circle of a triangle E ∈ Th(t). The same mesh quality measure is
also used in [11]. The plots on the right-hand side show minimum and maximum
angles (αmin(t) and αmax(t), top and bottom, respectively) of the mesh, i.e.
αmin(t) = min
E∈Th(t)
minαE , and αmax(t) = max
E∈Th(t)
maxαE ,
where αE contains the three angles of the triangle E ∈ Th(t). Finally, the
bottom left plot shows the maximal skewness (also called equiangular skew)
s(t) = maxE(t)∈Th(t) sE(t), where sE is the skewness of a triangle E ∈ Th(t), and
it is defined as
sE = max
{maxαE − 60◦
120◦
,
60◦ −minαE
60◦
}
∈ [0, 1].
The skewness measures how irregular the triangle E is. For example, for a
regular triangle sE = 0 and for highly irregular ones sE tends to one. Usually,
a mesh is considered good with skewness less than 0.5, while non-acceptable if
its skewness exceeds 0.8.
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In Figure 4 it can be clearly observed that all three ALE maps (literature
and DAE solved by Runge–Kutta or splitting method) provide significantly
better meshes as the purely normal evolution. Also, both ALE maps from the
numerical solutions of the DAE system provide slightly better meshes then the
one suggested in the literature.
5.1.2 Surface with four holes [14]
Let the closed surface Γ(t) be given by the zero level set of the distance function
d(x, t) =
x21
K(t)2
+G(x22)+K(t)
2G
( x23
L(t)2
)
−1, i.e., Γ(t) = {x ∈ R3 ∣∣ d(x, t) = 0}.
(21)
Here the functions G, L and K are given by
G(s) = 31.25s(s− 0.36)(s− 0.95),
L(t) = 1 + 0.3 sin(4pit),
K(t) = 0.1 + 0.01 sin(2pit).
The normal velocity v describes the surface evolution at the nodes by the ODEs:
d
dt
xj(t) = v(xj(t), t), (22)
for j = 1, 2, . . . , N , where the surface velocity at xj(t) is again given by the
formula (19).
Finally, the ALE map from the literature is given by
(xi(t))1 = (xi(0))1
K(t)
K(0)
, (xi(t))2 = (xi(0))2, (xi(t))3 = (xi(0))3
L(t)
L(0)
,
(23)
for every t ∈ [0, T ] and for i = 1, 2, . . . , N , as suggested in [14].
In Figure 5, the surface Γ(0) (cf. (21)) is evolved over [0, 1] again by all
four methods, exactly as for Figure 3. Again, the poor meshes of the normal
movement can be nicely observed, in contrast with the quasi-regular meshes
obtained by the ALE maps.
15
Figure 5: Surface evolution of (21) using pure normal movement (22) (first from
left); literature ALE map (23) (second); Runge–Kutta ALE map (third); split-
ting ALE map (fourth); at times t = 0, 0.2, 0.4, 0.6, 0.8, 1 (from top to bottom).
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Figure 6: Mesh quality measures plotted against time
Similarly, the mesh quality measures are plotted in Figure 6. All three ALE
methods provide much better meshes than the normal evolution, while they still
yield meshes of similar quality.
5.2 Error behaviour of evolving surface parabolic PDEs
We tested the performance of the spring ALE algorithm by using it in the
numerical solution of an evolving surface PDE. As a well studied example, we
carried out the same experiments over the evolving surface of Section 5.1.1,
which have been also used in [13, 14, 25].
The evolving surface PDE (1) is discretized using ALE ESFEM, described
in detail in [14, 25]. The inhomogeneity f is chosen such that the true solution
is known: u(x, t) = e−6tx1x2.
5.2.1 Discretization errors
The errors of the obtained lifted numerical solution is calculated in the following
norms at time T = Nτ = 1:
‖u(·, Nτ)− uNh ‖L2(Γ(Nτ)) and ‖∇Γ(u(·, Nτ)− uNh )‖L2(Γ(Nτ)).
The logarithmic plots, in Figure 7, show the usual convergence plots: the two
errors against time step size τ .
Figure 7 only serves as an illustration that the meshes from the literature
ALE map and from the DAE system yield errors of the same magnitude. More
spatial refinements would obfuscate the readability of the plots. For more de-
tailed convergence tests we refer to [14, 25].
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Figure 7: L2 and H1 norms of the errors for different spatial refinements plotted
against the stepsize for the normal movement, literature and splitting ALE maps
(light grey, grey and black, respectively) at time T = 1
Figure 7 shows the errors for all three methods concerning the evolution of
the surface (normal evolution, literature ALE and splitting ALE). On the left
we show the errors in the L2 norm, while on the right in the H1 norm. Different
shades correspond to different ALE maps (light grey, grey and black, respec-
tively), while the lines with different markers are corresponding to different mesh
refinements.
As usual we can observe two regions in Figure 7: A region where the time
discretization error dominates, matching to the convergence rates of the theo-
retical results for the backward Euler method (order 1, not the reference line).
In the other region, with smaller stepsizes, the spatial discretization error is
dominating (the error curves are flatting out).
5.2.2 Computation times
In Figure 8 we also compare the computational times for the pure normal move-
ment and splitting ALE approach (light grey and black in the figure). In
Figure 8 the errors at time T = 1 (both in the L2 and H1 norms, left and
right, respectively) are plotted against the CPU times for different spatial re-
finements (denoted by different markers: , ◦, ×) and different stepsizes (which
are τ = 0.05, 0.025, 0.01, 0.005, 0.0025, 0.001, corresponding to the markers).
The CPU times include all computations: normal evolution of the surface, sur-
face matrix assemblies, solution of the linear system, and also the computation
of the ALE mesh in the ALE case. A computational trade-off can be clearly
observed, (see, for instance the two rightmost lines in each plot), that the same
errors can be achieved by the ALE method on a much coarser mesh (having
only quarter as many nodes as the non-ALE mesh), at a computational cost
reduction of factor 10. Again, in the region with smaller stepsizes, the spatial
discretization error is dominating (hence the curves are flatting out).
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Figure 8: L2 and H1 norms of the errors for different spatial refinements and
time stepsizes plotted against the CPU times (in seconds) for the normal move-
ment and splitting ALE map (light grey and black, respectively)
5.3 Meshes with angle conditions
We also report on a somewhat simplified version of the force function proposed
in Section 4.1 in order to construct acute or nonobtuse meshes.
We consider here a stationary example of a torus. We constructed a tri-
angulation using DistMesh [28], seen left in Figure 9, which is not acute, the
largest angle of the mesh is above 100◦ (see the first entry in rightmost graph
in Figure 9).
As the surface is stationary here, we have the modified DAE system
d
dt
x(t) = kF (x(t)) + kαFα(x(t))−D(x(t))Tλ(t),
d(x(t), t) = 0,
with an additional force function Fα, which is used to eliminate non-acute an-
gles. It is defined analogously as the function F , but using a length function
fα(e) based on the angle αe opposite to the edge e, instead of the formula in
(9). If the angle αe is larger than a user given tolerance, the desired length of e
is set to a value based on the law of cosines. As the important force is now Fα
we set its spring constant kα = 4k. The original force function F (with p = 0.1
in (9)) is only kept for smoothing reasons. We note here, that these parameters
are not claimed to be used universally.
The numerical solution of the above DAE system yields meshes with favourable
angle properties. We set here the angle tolerance to 85◦ and integrate the sys-
tem over 25 steps. The maximum angle in each time step can be seen on the
right in Figure 9, it can be observed that the angles quickly drop around the
desired value, while the finally obtained acute mesh can be seen in the middle
of Figure 9.
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