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Abstract
Context. Observations reveal a correspondence between chromospheric type II spicules and bright upwardly moving
fronts in the corona observed in the EUV band. However, theoretical considerations suggest that these flows are
unlikely to be the main source of heating in coronal magnetic loops.
Aims. We investigate the propagation of high-speed chromospheric flows into coronal magnetic flux tubes, and the
possible production of emission in the EUV band.
Methods. We simulate the propagation of a dense 104 K chromospheric jet upwards along a coronal loop, by means
of a 2-D cylindrical MHD model, including gravity, radiative losses, thermal conduction and magnetic induction. The
jet propagates in a complete atmosphere including the chromosphere and a tenuous cool (∼ 0.8 MK) corona, linked
through a steep transition region. In our reference model, the jet’s initial speed is 70 km/s, its initial density is 1011
cm−3, and the ambient uniform magnetic field is 10 G. We explore also other values of jet speed and density in 1-D,
and of magnetic field in 2-D, and the jet propagation in a hotter (∼ 1.5 MK) background loop.
Results. While the initial speed of the jet does not allow it to reach the loop apex, a hot shock front develops ahead of
it and travels to the other extreme of the loop. The shock front compresses the coronal plasma and heats it to about
106 K. As a result, a bright moving front becomes visible in the 171 A˚ channel of the SDO/AIA mission. This result
generally applies to all the other explored cases, except for the propagation in the hotter loop.
Conclusions. For a cool, low-density initial coronal loop, the post-shock plasma ahead of upward chromospheric flows
might explain at least part of the observed correspondence between type II spicules and EUV emission excess.
Key words. Sun: corona - Sun: X-rays, gamma rays
1. Introduction
Type II spicules are very dynamic chromospheric events,
with lifetimes ranging from 10 to 150 s and velocities
between 50 and 150 km/s (De Pontieu et al. 2007). Cold
plasma flows upwards at 104 K, and it has been pro-
posed that a fraction of the plasma is heated to coro-
nal temperatures (De Pontieu et al. 2011, Madjarska et al.
2011, Vanninathan et al. 2012). For this reason and for
the fact that they are very frequent events, it has been
proposed that both ordinary spicules and type II spicules
can give an important contribution to sustaining the high
coronal temperatures (Beckers 1978, Pneuman & Kopp
1978, Athay & Holzer 1982, Tsiropoula & Tziotziou 2004,
De Pontieu et al. 2009).
Klimchuk (2012) has discussed three observational tests
of the hypothesis that most coronal plasma originates in
the hot tips of spicules. These tests involve blue wing
to line core intensity ratios, lower transition region to
corona emission measure ratios, and blue wing to line core
density ratios. The hypothesis fails all three tests by a
wide margin (Klimchuk 2012, Tripathi & Klimchuk 2013,
Patsourakos et al. 2014). The implication is that type II
spicules inject at most a small fraction of the hot plasma
that is present in the corona. Nonetheless, the evidence of
correspondence between type II spicules and coronal EUV
emission is well supported. It is therefore very important
to understand how these flows are able to produce the ob-
served emission.
One possible scenario can be that these jets produce
shocks that propagate inside the loop, and heat and com-
press the plasma already present there. This may produce
a transient excess EUV emission that would be observed.
The fact that chromospheric material injected into a coro-
nal flux tube produces a shock, which may heat the coronal
plasma, has been known for some time (e.g., Karpen et al.
1982). Here we address more specifically the shock heated
material in front of the chromospheric jet.
We explore this scenario with a detailed MHD model,
and test it quantitatively. A dense flow is triggered at one
end of a magnetic flux tube linking two chromospheres
through a tenuous corona. We study the propagation of
this flow and investigate whether it drives signatures in
EUV observations. In Section 2 the model is described, we
report on the simulations and the results in Section 3, and
discuss them in Sec. 4.
2. The Model
We model the propagation of a dense chromospheric jet into
a closed coronal loop anchored to the solar chromosphere.
We simplify the model geometry to that of a straight mag-
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netic flux tube linking two independent chromospheres. We
image it as a vertical flux tube in 2D cylindrical geometry,
i.e. the magnetic field is in the vertical direction. However,
we maintain the gravity of a semicircular closed loop, i.e.
the gravity is reduced as we move farther from the chro-
mosphere and is zero at the loop apex, that corresponds to
half the distance between the boundaries, at the middle of
the vertical axis.
As our simulation strategy, we consider a reference
model and then a number of other case studies with devia-
tions from the reference model by one or more parameters.
For all the modeling, the initial condition is a complete
coronal loop atmosphere. Since we want to test the sugges-
tion that the corona comes from type II spicules, our refer-
ence loop atmosphere consists of an initially very tenuous
corona (EUV dark) linked to a thin chromospheric layer
through the usual steep transition region. Since we also
want to understand the hot emission from type II spicules,
even if it does not explain the bulk of the corona, we have
run a simulation that uses typical conditions of an EUV
bright corona. The atmosphere is immersed in a uniform
magnetic field that links the two chromospheres. In the
reference case, the intensity of the magnetic field implies
values of the plasma β ≤ 1 (see below), i.e. the plasma
is mostly confined by the field. For completeness, we also
consider a case of lower magnetic field and plasma β ≥ 1.
In this atmosphere, a jet is injected from the bottom
boundary upwards at time t = 0. Initially, the upflow has,
therefore, chromospheric density and temperature. We are
interested to study the propagation of the shock front that
develops ahead of the upflow along the loop, and desire to
maximize the observable effects from warm plasma emit-
ting in the EUV band. So, we do not want the cold chro-
mospheric material to fill the loop completely. Therefore,
the speed is chosen to be relatively high, so as to produce
a shock front, but not so high as to let the flow reach (and
overcome) the loop apex. The resulting velocities of both
the cold and the hot plasma are fully consistent with ob-
servations.
Our model solves the magnetohydrodynamic (MHD)
equations for an ideal compressible plasma, in the following
conservative form:
∂ρ
∂t
+ ▽ · (ρv) = 0 (1)
∂ρv
∂t
+ ▽ · (ρvv−BB+ ptI) = ρg (2)
∂E
∂t
+▽·((E+pt)v−B(v·B)) = ρv·g−nenHΛ(T )+H−▽·Fc
(3)
∂B
∂t
+ ▽ · (vB−Bv) = 0 (4)
▽ ·B = 0 (5)
where
ρ = µmHnH (6)
pt = p+
B ·B
2
(7)
E = ρǫ+ ρ
v · v
2
+
B ·B
2
(8)
Fc =
Fsat
Fsat + |Fclass|Fclass (9)
Fclass = k‖b(b · ▽T ) + k⊥(▽T − b(b · ▽T )) (10)
|Fclass| =
√
(b · ▽T )2(k2‖ − k2⊥) + k2⊥ ▽ T 2 (11)
Fsat = 5Φρc
3
s (12)
where µ = 1.265 is the mean atomic mass (assuming so-
lar metal abundances; Anders & Grevesse 1989), mH is the
mass of hydrogen atom, nH is the hydrogen number density,
pt is the total pressure, i.e. the sum of the thermal pressure
and the magnetic pressure ( the factor 1/
√
4π is absorbed
in the definition ofB ), E is the total energy density, i.e. the
sum of the thermal energy density (ρǫ), the kinetic energy
density and the magnetic energy, v is the plasma velocity,
g is the solar gravity, Λ(T ) is the radiative loss function for
optical thin plasma, Fc is the conductive flux, H is a heat-
ing function, whose only role is to keep the unperturbed
atmosphere in energy equilibrium, cs is the sound speed for
an isothermal plasma, Φ is a free parameter (< 1, Giuliani
1984) that determines the degree of saturation of the ther-
mal conduction; we set Φ = 0.9 that corresponds to quite
an efficient conduction. The radiative losses are computed
according to version 7 of the CHIANTI code (Landi et al.
2012), assuming a density of 109 cm−3 and ionization equi-
librium according to Dere (2009). We do not account for
the radiative losses of the chromospheric plasma, so we set
Λ(T ) = 0, as well as H = 0, for T < 104 K.
We complete this set with the equation of state for an
ideal gas:
p = (γ − 1)ρǫ (13)
The calculations are performed using the PLUTO code
(Mignone et al. 2007, Mignone et al. 2012), a modular,
Godunov-type code for astrophysical plasmas. The code
provides a multiphysics, algorithmic modular environment
particularly oriented toward the treatment of astrophysi-
cal flows in the presence of discontinuities as in the case
treated here. The code was designed to make efficient use
of massive parallel computers using the message-passing in-
terface (MPI) library for interprocessor communications.
The MHD equations are solved using the MHD mod-
ule available in PLUTO, configured to compute intercell
fluxes with the Harten-Lax-Van Leer approximate Riemann
solver, while second order in time is achieved using a
Runge-Kutta scheme. A Van Leer limiter for the primi-
tive variables is used. The evolution of the magnetic field
is carried out adopting the constrained transport approach
(Balsara & Spicer 1999) that maintains the solenoidal con-
dition (▽ · B = 0) at machine accuracy. PLUTO includes
optically thin radiative losses in a fractional step formalism
(Mignone et al. 2007), which preserves the 2nd order time
accuracy, as the advection and source steps are at least of
the 2nd order accurate; the radiative losses Λ(T ) values
are computed at the temperature of interest using a table
lookup/interpolation method. The thermal conduction is
treated separately from advection terms through operator
splitting. In particular, we adopted the super-time-stepping
technique (Alexiades et al. 1996) which has been proved to
be very effective to speed up explicit time-stepping schemes
for parabolic problems. This approach is crucial when high
values of plasma temperature are reached (as during flares).
In fact, the explicit scheme would require a very small time
step because of the rather restrictive stability condition,
i.e., △t 6 (△x)2/η, where η is the maximum diffusion co-
efficient (e.g., Orlando et al. 2005, 2008).
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2.1. The loop setup
In the reference model, the computational domain is two-
dimensional and cylindrical (r, z), and extends over 2L ∼
5.08 × 109 cm in the z direction and RL ∼ 1.8 × 109 cm
in the r direction, as shown in Fig.1a. As reference initial
conditions, we consider a hydrostatic and relatively tenuous
and cool unperturbed loop atmosphere, (e.g. Reale 2010);
the density and temperature are set to be n ∼ 5 × 108
cm−3 and T ∼ 8 × 105 K, respectively, at the loop apex,
i.e. at z = 0, and n ∼ 1011 cm−3 and T ∼ 104 K at base of
the chromosphere, with the profiles shown in Fig.1b. The
coronal heating is uniform with a value H ∼ 4.2 × 10−5
erg cm−3 s−1. As alternative conditions, we consider also
an initially hotter loop, where the density and temperature
are n ∼ 109 cm−3 and T ∼ 1.5× 106 K, respectively, at the
apex and a denser chromosphere where n ∼ 1012 cm−3 and
T ∼ 104 K at base of the chromosphere, with a uniform
coronal heating of H ∼ 4.68× 10−4 erg cm−3 s−1.
The magnetic field is uniform in the z direction and, in
our reference configuration, has an intensity of 10 G. The
field is therefore able to confine the plasma in the corona,
as the plasma parameter β is estimated:
β =
pthermal
pmagnetic
=
2nKBT
B2/8π
∼ 0.1 (14)
Alternatively, we also consider a magnetic field with an
intensity of 3 G, that, together with a higher density of
the jet, leads to a higher value of β ≥ 1. We are aware that
for a low value of β the plasma evolution occurs mostly
along the magnetic field lines, nevertheless for our reference
model we equally consider a fully 2-D MHD description.
This allows us to make a direct comparison with the case at
higher β which involves deviations from confinement. For
the other simulations, the 2-D description is unnecessary
and we consider a more efficient 1-D geometry.
Regarding the boundary conditions, we set axisymmet-
ric conditions at r = 0, and reflective conditions at the
r = RL, where the magnetic field maintains the parallel
component and reverses the perpendicular component (to
the z direction). At the z boundaries we assume reflective
conditions and the magnetic field maintains the perpendic-
ular component and reverses the parallel component, except
where the jet is defined. There we assume inflow boundary
conditions.
The mesh of the 2-D domain is z × r = 1710× 160 grid
points and is uniformly-spaced all along the z-axis (dz =
3.0×106 cm), and partially along the r-axis, from the center
r = 0 to a distance r = RU = 1.04 × 109 cm (dr = 8.2 ×
106 cm). For r > RU the spacing gradually expands to
dr = 5.2 × 107 cm; thus the boundary conditions are far
enough to avoid any effect on the jet region. The uniformly
high resolution along the z direction allows us to describe
accurately both the steep transition region and the moving
shock front. To check for enough resolution in the steep
gradient regions (e.g., Bradshaw & Cargill 2013), we made
a test at higher spatial resolution along z (dz = 0.5 × 106
cm) and ascertained that the results do not change except
for a few details.
3. The simulation
In the reference simulation, the jet is injected at the lower
boundary of the domain with a velocity of 70 km/s, within a
distance of δr = 1.5×108 cm from the z axis. We made some
other tests with different jet velocities, i.e. 30, 50 and 90
km/s. Since spicules are observed to have a lifetime of a few
minutes at most, for all simulations the flow is assumed to
have a finite duration, described by the time profile in Fig.2.
The bulk of the injection lasts 50 s. We set a linear rise and
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Figure 2. Temporal profile of the cold jet.
decrease of the flow speed that avoid numerical problems
due to boundary conditions. The total duration of the flow
is about 2 minutes. We do not expect significant differences
of the relevant results for different flow durations, in the
observed range.
In the reference case, since the confinement of the
plasma is efficient, the thickness of the flow defines the
thickness of the loop, in which the jet propagates (Fig.1a).
The flow is defined solely by the velocity at the lower bound-
ary of the domain. The density and temperature are the
same as those of the medium from which it originates, i.e.
n ∼ 1011 cm−3 and T ∼ 104 K, respectively. We do not
account for possible loop expansion from the chromosphere
to the corona (Guarrasi et al. 2014).
The evolution of the simulated jet is presented in Figs.3
and 4. This work addresses the evolution of the coronal
plasma outside of the jet, so we focus on the dynamics of
the jet and we do not discuss the jet internal structure and
its thermal evolution in detail. The speed value does not
allow the jet to reach the apex of the loop, so after traveling
a distance of ∼ 2 × 109 cm (from the base of the loop) in
500 s, it then falls back to the chromosphere due to gravity.
This distance corresponds to an altitude of ∼ 1.6 × 109
cm with our curved loop gravity function, and is consistent
with a simple ballistic estimate:
h =
v2
2g⊙
∼ 109 cm (15)
Fig.3 shows maps of temperature and density through
a cross-section of the cylindrical domain at four subsequent
times (Fig.1a shows the last frame of Figs.3 with a different,
broader color scale).
At t = 69 s, the cold jet has overcome the chromo-
sphere, having travelled for a distance ∆z ∼ 5 × 108 cm,
and it is clearly visible as a blue bump in the temperature
map. A shock front also propagates ahead of the cold tem-
perature front and is visible as a red bump in the density
map. A weaker thermal front, due to the efficient thermal
conduction, is visible ahead of the shock, as a slight redden-
ing along the central axis in the temperature map. At time
3
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Figure 1. Configuration of the computational domain: (a) maps of density (right, cm−3) and temperature (left, K), in
logarithmic scale, at time t = 278 s; (b) unperturbed density and temperature along the z axis.
t = 139 s, the jet is no longer being driven at the base. The
fronts have all moved upwards, with different speeds that
enlarge the distances between them. While the jet has ad-
vanced only to a height of ∼ 109 cm, the shock has almost
reached the loop apex and the thermal front has a long tail
that extends even farther. At t = 208 s, the jet has reached
its maximum height and is now almost stationary due to
the gravitational deceleration. The shock and the thermal
front instead are still moving ahead to the other end of the
loop. At t = 278 s, the thermal front has reached the other
end of the loop, preceding the shock. As mentioned above,
the magnetic field is not much affected by the propagation
of the jet, that remains well collimated and confined, with
a sharp flat front, as shown in Fig.1a. Some weak density
and temperature halo is visible at the base of the corona in
the late panels of Fig.3, emphasized by the saturation due
to the expanded logarithmic scale. The post-shock plasma
has some small expansion while linking to the cold jet on
the back. The round shape of the jet front in Fig.3 is only
apparent and due to the saturated color scale (see Fig.1a).
Later the jet stops and eventually falls back downward
to the surface, while the shock hits against the chromo-
sphere at the other end of the loop. This later evolution
(not shown) does not add interesting information to our
discussion.
We focus now on some quantitative details. Figure 4
shows profiles of temperature, density (logarithmic scale)
and velocity along the central axis of the domain.
The density peak (n ∼ 2×1011 cm−3) marks the head of
the cold jet, that moves rightwards in the plot. At t = 69 s
its front is at z ∼ −2× 109 cm and has moved to z ∼ −109
cm at t = 278 s, with an average speed of ∼ 50 km/s.
Due to the large heat capacity of the jet, the hotter corona
above is unable to heat the cold jet plasma by thermal
conduction and the jet temperature remains mostly below
104 K throughout its propagation. The density of the jet
decreases gradually below 1011 cm−3 as time progresses.
The plasma slows down from ∼ 60 km/s to ∼ 30 km/s
(it will stop completely later on and return back to the
chromosphere).
At t = 69 s on the left side of the temperature profile
(z ≈ −1.6 × 109 cm) we see a small cusp at about 106 K.
This cusp marks the shock front, that is more clearly visible
as a jump in the density profile and as a sharp velocity
peak (at 80 km/s). This front propagates rightwards along
z with an approximately constant speed vsh ∼ 140 km/s.
At t = 278 s the shock front is nearly at the right end of the
domain (z ∼ 1.5× 109 cm). The density jump is somewhat
reduced during the propagation, and also the plasma speed
at the shock front decreases to about 60 km/s.
A detail of this evolution at time t = 139 s is shown
in Fig. 5. The shock front is visible very well in all three
plots. On the sides of the temperature cusp we see that
the temperature smoothly links to the original temperature
profile. This smooth trend is the thermal front that we see
in Fig. 3. The jump in density between pre- and post-shock
medium is approximately a factor of two. This scenario is
consistent with the following estimates.
Since the efficient thermal conduction in the corona
makes the shock nearly isothermal, the isothermal sound
speed is the reference speed:
cs ≈
√
2kBTsh
µmH
∼ 100 km/s (16)
where kB is the Boltzmann constant, and Tsh = 8× 105 K.
From the Rankine-Hugoniot shock conditions (e.g.
Landau & Lifshits 1987) we know that:
ρ2
ρ1
=
(γ + 1)
2
M2 + (γ − 1)
(17)
where ρ2 and ρ1 are the post-shock and pre-shock plasma
mass densities, γ is the ratio of the specific heats (γ = 1 for
an isothermal plasma) and M is the Mach number:
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Figure 3. Results of the reference 2-D MHD simulation: maps of temperature (left side) and density (right side) in a
cross-section of the cylindrical domain at the labelled times (t = 69 s, 139 s, 208 s, 278 s, see on-line Supplementary
movie for an animated version of this evolution).
M =
v1
cs
(18)
where v1 is the pre-shock plasma speed in the reference
frame of the shock front. We measure v1 ≈ 140 km/s, i.e.
M ≈ 1.4. For γ = 1, we obtain ρ2/ρ1 ≈ 2 that is fully
compatible with the density jump in Fig. 5.
Moreover, again from Rankine-Hugoniot shock condi-
tions we have v2 = (ρ1/ρ2)v1 ≈ 0.5v1 ≈ 70 km/s in the
shock frame and 140 - 70 = 70 km/s in the rest frame. This
5
A. Petralia et al.: MHD modeling of coronal loops
     
 
104
105
106 69 s
     
 
108
109
1010
1011
1012
     
 
-5•106
0
5•106
1•107
     
 
104
105
106
Te
m
pe
ra
tu
re
 (K
)
139 s
     
 
108
109
1010
1011
1012
D
en
si
ty
 (c
m-
3 )
     
 
-5•106
0
5•106
1•107
Ve
lo
ci
ty
 (c
m/
s)
     
 
104
105
106 208 s
     
 
108
109
1010
1011
1012
     
 
-5•106
0
5•106
1•107
-2 -1 0 1 2
Z (109 cm)
104
105
106 278 s
-2 -1 0 1 2
Z (109 cm)
108
109
1010
1011
1012
-2 -1 0 1 2
Z (109 cm)
-5•106
0
5•106
1•107
Figure 4. Results of the MHD simulation: temperature, density and velocity profiles along the central axis of the
cylindrical domain at the labelled times.
is in good agreement with the peak velocity shown in Fig. 5.
The propagation of the jet and of the shock alters the loop
equilibrium. At t = 278 s, the shock has travelled all along
the loop. At the same time, the length of the coronal part
of the loop has effectively decreased because one low part of
it is now occupied by the chromospheric jet. We estimate
that the loop half length decreases from L ∼ 2.5 × 109
cm to ∼ 1.8 × 109 cm. According to the loop scaling laws
(Rosner et al. 1978) we would expect that, at equilibrium
and with no change of steady heating, a loop shortening cor-
responds to (somewhat less than linear) reductions of the
pressure and temperature. Instead, because of the shock, at
t = 278 s, the plasma pressure has increased from ∼ 0.03
dyne cm−2 to ∼ 0.04 dyne cm−2, and the temperature from
∼ 0.7 MK to ∼ 0.9 MK. Therefore, if we interpret this re-
sult in terms of equilibrium conditions, we might say that
a conversion of kinetic into thermal energy associated with
the shock corresponds to an additional heating input into
the loop.
For different jet speeds, the solutions are qualitatively
very similar; only we obtain slower or faster shock propa-
gation (on the order of few tens of seconds), and a smaller
or higher density jump at the shock (±10−20%) for slower
or faster jet speeds, respectively. For higher density of the
jet, the shock moves at the same speed as for lower density,
but the shock jump is about 20% higher in density.
In Fig. 6 we show a snapshot of the evolution that we
obtain in the simulation with a higher value of plasma β.
Although the confinement is no longer so efficient and the
cold jet spreads out in the corona, the propagation of the
shock ahead of the jet is little affected and remains very
similar to that obtained for low β.
6
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Figure 5. Detail of Fig. 4 at time t = 139 s (temperature,
density and velocity). The position of the shock front is
marked (vertical dashed line).
Finally, we comment also on the possible jet propagation
in an initially hotter (1.5 MK) loop. A shock front still
propagates along the loop, with a higher speed but quite a
low density jump (∼ 30%).
3.1. Synthetic emission
Our interest here is mainly in the implications of this jet
propagation for emissions in the EUV band. The jet itself
is too cold to expect emission in this band. Instead the
shocked plasma is at coronal temperature so we do expect
that the density excess of the post-shock plasma leads to
an emission excess in the EUV band with respect to the
unperturbed atmosphere. In other words, a bright shock
Figure 6. High β MHD simulation: as in Fig. 3 at time t
=208 s (see on-line Supplementary movie for an animated
version of this evolution).
wave that propagates along the loop might be detectable
in the EUV band.
To test this expectation we have synthesised the
emission in the 171 A˚ channel of the AIA instrument
(Lemen et al. 2012) on board the SDO mission. The fil-
terband of this channel includes a very intense Fe IX line
with a temperature of maximum formation of ∼ 106 K. The
emission in the selected channel is calculated as:
I171(r, z, t) = G171[T (r, z, t)]EM(r, z, t) (19)
where
EM(r, z, t) = n2e(r, z, t)Apix ,
EM is the emission measure, G171 is the sensitivity of the
channel as a function of the temperature of the emitting
plasma (available from the SolarSoftware package), and the
AIA pixel area Apix is assumed. The depth along the line
of sight is left as a free parameter. We have computed
I171(r, z, t) for each grid cell of our 2D geometric domain,
i.e. in the area across the central axis.
Figs. 7 and 8 show four maps of the emission detectable
in the 171 A˚ channel at the same times and in a domain
cross-section as Fig. 3, and the related profiles along the
central z axis, respectively, for the reference model.
In Fig. 7 we clearly see the brightening driven by the
shock propagation. We can see the bright front propagat-
ing along the loop. This brightening is more intense at the
beginning and then progressively fades as the shock moves
along the coronal loop. The cold jet is the slower black
7
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Figure 7. Maps of synthesized emission (DN cm−1 s−1 pix−1) in the 171 A˚ channel of AIA instrument on board of SDO
mission. We show a section of the computational domain at the same times of Fig. 3 (see on-line Supplementary movie
for an animated version of this evolution).
bump. At t = 278 s we see a faint distinct halo on the op-
posite edge, which marks the presence of the weak thermal
front. This effect would hardly be detected in the observa-
tions. In Fig. 8 we see that, initially, the emission of the
post-shock medium is greater by about a factor 5 than the
pre-shock medium (the upper part of the loop), but it is
only a slight excess at time t = 278 s. This is about 3
minutes after the jet injection has ceased.
If we consider that the line-of-sight thickness of the
bright moving front might be of the order of 107 − 108 cm,
we can estimate that the expected count rate is of the or-
der of 1-10 DN s−1 pix−1, that may be measured in actual
AIA observations. We remark that the apparent speed of
8
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Figure 8. Emission profiles along the central axis of the
cylindrical domain at the same times as Fig. 7.
the moving (shock) front is about 140 km/s, whereas the
actual post-shock speed (measurable from Doppler shifts)
would be less than 100 km/s. In the other simulations, we
do not see but some quantitative differences in the shock
speed and front brightness, higher for higher jet speed and
density. In the case of the hotter loop, the loop is already
EUV bright since the beginning, and the shock perturbs
the emission for a very short time and to a much lower ex-
tent, thus making the effect of the propagation much less
observable.
4. Discussion and conclusions
In this work we investigated chromospheric flows ejected
upwards into a coronal loop. We considered a flow at
a speed compatible with that measured for the so-called
”type II spicules”. The aim is to address their observed spa-
tial and temporal correspondence with local brightenings in
the extreme ultraviolet band, emitted by plasma typically
at coronal temperatures. We considered a model of a sim-
plified magnetic flux tube, considering a uniform magnetic
field and a complete solar atmosphere from the chromo-
sphere to the corona, and including all the physical terms
of interest, in particular, gravity, radiative losses, thermal
conduction along the field lines, the magnetic induction.
The model solves numerically the magnetohydrodynamic
equations in two-dimensional cylindrical geometry, imple-
mented in the PLUTO parallel code. The chromospheric
flow is set at 104 K and ejected upwards at a speed of 30-
90 km/s, causing the formation of a shock that precedes it.
We consider a realistic jet duration of about 1 minute. The
stream does not have sufficient initial impulse to reach the
apex of the loop, while the shock front sweeps the entire
loop, resulting in a compression of the coronal loop plasma
where it propagates. The temperature of post-shock plasma
increases to about 1 × 106 K and the density by a factor
two. Both of these factors lead to a substantial increase of
the plasma emission, just in the EUV band around 171A˚,
where the correspondence with type II spicules is observed.
This therefore suggests that at least part of the observed
evidence can be produced by the formation of these shock
fronts after chromospheric flows.
Our model assumptions should not affect the general-
ity of this result. Our highly efficient thermal conduction,
while typical of low corona conditions, can only lead to
underestimate the predicted brightness of the post-shock
plasma. Less efficient conduction would approach adiabatic
conditions and therefore increase the density jump (up to
a factor 4) at the shock front. We do not expect signifi-
cant differences of the jet evolution for different jet widths.
Also, we do not expect large differences in the presence
of significant loop expansion in the transition region, be-
cause the shock would equally propagate in a corona with
a constant cross-section. If any, the absolute intensity might
increase because the thickness of the emitting region would
increase along the line of sight. We also tested that different
jet speed and density only cause some quantitative differ-
ences, thus making the overall result robust in the observed
ranges.
We emphasize that, while this mechanism might explain
EUV observations of spicules, it does not explain the corona
at large. Our model begins with a corona that is maintained
at T ∼ 8 × 105 K by a steady coronal heating that is un-
related to the spicule. The primary effect of the shock is
to compress the pre-existing hot plasma so that it becomes
brighter. The shock raises the temperature only slightly to
approximately 106 K. Note that the density, emission mea-
sure, and therefore brightness of the compressed plasma de-
pend on the initial density in the loop. If the initial plasma
were less dense, due to a weaker coronal heating rate, then
there would be less material accumulating ahead of the jet,
and the speed of the shock front would be reduced (closer
to that of the jet). The sound speed of the initial equilib-
rium would also be slower, but only very slightly, since it
varies as n1/4 (using the loop scaling laws in Rosner et al.
1978). Consequently, the Mach number and therefore the
shock compression ratio would be smaller, and the EUV
emission would be fainter. On the other hand, modeling
the jet propagation inside a loop already hot (∼ 1.5MK)
since the beginning shows much less visible effects.
We note that the scenario studied here is different from
that in Klimchuk (2012). Our jet is not subjected to any
extra heating, whereas Klimchuk looked at the case where
the tip of the dense spicule is itself heated to coronal tem-
peratures during the ejection.
In conclusion, the study presented here proposes the
presence of shocks as candidates to explain the EUV emis-
sion in correspondence of the type II spicules. On a broader
perspective, it is certainly a work that is leading the way to
a series of other investigations of dynamic flows observed
on the Sun in great detail by Solar Dynamics Observatory
mission and others such as the Hinode mission. The MHD
model developed for the present work can be applied to a
wide variety of flows and their interaction with magnetic
fields. These studies may lead to new knowledge that can
even go beyond Solar Physics, as recently demonstrated
with the connection between solar free falling flows and the
accretion flows of star formation (Reale et al. 2013).
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