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This thesis works towards the development of quantitative in vitro tissue models. The
absence of quantitative three-dimensional (3D) in vitro models is a bottleneck in drug dis-
covery and tissue engineering. To address this challenge, we intend to exploit the inherent
randomness of cellular distributions to gain insights into cell-extracellular matrix (ECM)
interactions. To achieve this goal, we need to first extract information from noisy data,
correct for microscope drift, image thick 3D tissue models, and quantify random cellular
distributions.
This thesis has been organized into six chapters. Chapter one serves as an overview of
the thesis, and provides the necessary background. Chapter two provides our work on noisy
data analysis in the context of a detailed literature review. Chapter three presents a new
method of estimating mechanical drift of microscopes, which utilizes an improved maximum
likelihood method. Our method was shown to be valid in the presence of Gaussian and
non-Gaussian noise to estimate the drift with both accuracy and precision within the range
1.55 − 5.75 nm. Chapter four presents our design and application of a lens-based light
sheet microscope, which was used to image fluorescent beads and fluorescently labeled cells
in agarose and alginate matrices with 3-micron depth resolution throughout a 1 cm thick
sample. Our subcellular resolution across centimeter thick samples fills a niche area that
has not been addressed by other microscope designs. Cellular distributions were modeled
as a Poisson process, a process that has a constant probability of occurring in space or
time. We hypothesize that if we start from a perfectly random tissue model, the underlying
interactions of cells with the ECM will lead to deviations from a perfect Poisson process.
These deviations will serve as quantitative biomarkers to define and characterize the tissue
models. Chapter five discusses the preliminary results and issues on time resolved imaging
of cellular distributions with the light sheet microscope. Finally, Chapter six presents future
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The absence of quantitative in vitro tissue models for cellular interactions with the extra-
cellular matrix (ECM) is a bottleneck in tissue engineering research. Optically transparent
extra-cellular mimics and a microscope capable of imaging fluorescent probes in a thick
three-dimensional (3D) tissue provide a system for testing cell ECM models with repro-
ducible statistics. Alginate-based extracellular mimics are already well-established in the
tissue engineering community and can be constructed to be optically transparent for testing
of an in vitro model. However, the development of a microscope for this purpose would
benefit from improvements such as 1) innovative methods to extract information from noisy
data, 2) improved microscope drift correction, and 3) thick sample imaging for improved
statistics to potentially exploit deviations from random cellular distributions to quantify
cell-ECM interactions. In this introduction, we briefly describe these concepts to motivate
our work towards an improved method for quantifying cell-ECM interactions.
We modeled the random locations of cells as a spatial Poisson process, a process that has
constant probability of occurring in space or time. We simulated 3D cellular locations as a
Poisson process using experimentally determined probability. As a quantitative measure of
randomness, we calculated the distributions of distance between every pair of points. The
distributions of simulated locations agree well with experimental cellular positions. Such
agreement suggests that the randomness of the cellular distributions in extracellular matrices
can be quantified using a simplified Poisson process model. We hope that the technical
improvements in this thesis, and the approach to quantify cellular randomness will provide
insights by measuring the deviations over time from perfect randomness due to Cell-ECM
interactions.
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The following thesis builds on itself through the use of three publications. I would
first like to set the stage for this work, by providing a detailed background on many of
the methods used throughout this work, I then present an in depth review article on the
field of single molecule microscopy, I follow this with a new and robust method of using
Flourescent Nanodiamonds (FNDs) as fiducial markers to estimate microscope drift with
an improved maximum likelihood estimator, this leads to the work on quantifying cellular
distributions and cell-ECM interactions in thick hydrogels using our light sheet microscope,
finally I highlight future work that this light sheet microscope and the techniques developed
here will enable.
1.2 Extracting Physics of Life: Introduction
We think, speak, and write about science at the single-molecule level, yet we have been
limited to do ensemble experiments until single-molecule studies began over 20 years ago.
Today, single-molecule techniques are widely used in many fields, most notably biology.
Single-molecule studies offer insight into molecular dynamics that are normally hidden in
the statistics of a bulk measurement. It is now possible to gain unprecedented insights
into detailed enzyme kinetics (Loparo & van Oijen, 2009; Puchner & Gaub, 2012; Walter
& Bustamante, 2014; Xie, 2001; Xie & Lu, 1999), rare and transient events (English et al.,
2000; Oukhaled et al., 2007), static and dynamic heterogeneity (Deschenes & Bout, 2001;
Kuzmenkina et al., 2005; Lu et al., 1998; Okumus et al., 2004; Smiley & Hammes, 2006),
conformational dynamics (Duzdevich et al., 2014; Lu, 2014; Sarkar et al., 2007; Weiss, 2000)
and memory (Presse et al., 2014), kinetics on extended substrates (Cognet et al., 2014; Da-
han et al., 2003; Eggeling et al., 2008; Kusumi et al., 2005, 2014; Murase et al., 2004; Ritchie
et al., 2005; Sarkar et al., 2012; Truong-Quang & Lenne, 2014; Ziemba et al., 2014), pro-
tein folding kinetics (Borgia et al., 2008; Cecconi et al., 2005; Lipman et al., 2003; Schuler
& Eaton, 2008; Zhuang et al., 2000), single-molecule counting and stoichiometry (Arant &
Ulbrich, 2014; Bharill et al., 2014; Bumb et al., 2011; Zhang & Guo, 2014), experimental
verifications of fundamentals of thermodynamics and statistical mechanics (Alemany et al.,
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2012; Bustamante et al., 2005; Collin et al., 2005; Crooks, 1999; Gieseler et al., 2014; Gore
et al., 2003; Jarzynski, 1997, 2013; Liphardt et al., 2001, 2002; Ritort, 2004; Seifert, 2012;
Wang et al., 2002), strength of chemical bonds (Evans, 2001), and potential energy land-
scapes (Peng et al., 2014; Schuler et al., 2002; Woodside & Block, 2014; Žoldák & Rief, 2013).
Depending on the single-molecule technique, it is now possible to perform experiments with
sub-angstrom spatial resolution, nanosecond temporal resolution, and 0.01 pN force resolu-
tion at different solution conditions and temperatures. These abilities, and general areas of
study can be utilized in chemistry, physics, biology, biotechnology, and materials science;
therefore, single-molecule fluorescent assays are very important tools for a wide range of
studies in multiple fields of research.
1.3 Brief history of single-molecule study
In 1961, Rotman reported measuring signal from individual β–D–galactosidase using
6HFG as fluorescent markers (Rotman, 1961). In 1976, Hirschfeld reported observing single γ
globulin molecules tagged with 80100 fluoresceine isothiocyanate dyes via polyethyleneimine
using total internal reflection excitation (Hirschfeld, 1976); Neher and Sakmann reported
current through single ion channel associated with acetylcholine receptor (Neher & Sakmann,
1976). In 1980, single barium ion (Ba+) was observed in a Paul RF quadrupole trap at room
temperature (Neuhauser et al., 1980). In 1982, atomic resolution characterization of surface
by scanning tunneling microscope (STM) was reported (Binnig et al., 1982), followed by
atomic force microscope (AFM) in 1986 (Binnig et al., 1986). In 1986, observation single
particles with optical trap was reported (Ashkin et al., 1986). First detection of single
fluorescent molecules were reported by using absorption (Moerner & Kador, 1989), in 1989,
and fluorescence excitation spectroscopy (Orrit & Bernard, 1990), in 1990, in solid at liquid
helium temperatures. In these studies, fluorescent pentacene molecules were doped in p-
terphenyl. First detection of single fluorescent molecules in solution was reported, in 1990,
by passing Rhodamine-6G dye molecule through a highly focused laser beam (Brooks Shera
et al., 1990). These earlier developments were soon followed by bursts of single-molecule
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technique developments and applications, throughout the last decade of 20th century and
the first decade of 21st century. Some significant work include first experimental detection of
Forster Resonance Energy Transfer (FRET) between two molecules in 1996 (Ha et al., 1996),
first measurements of the strength of single covalent bonds in 1999 (Grandbois et al., 1999),
first detection of individual labeled myosin molecules using Total Internal Reflection in 1995
(Funatsu et al., 1995), first experimental work on using porous lipid nanovesicles, particularly
suitable for studying weakly interacting molecules, for single-molecule study in 2007 (Cisse
et al., 2007), first imaging of single rhodamine molecules on phospholipid membrane in 1996
(Schmidt et al., 1996), first observation of stochastic gene expression at single protein level
in live E. coli in 2006 (Cai et al., 2006; Yu et al., 2006), whole genome analysis of a single cell
in 2012 (Zong et al., 2012). While single-molecule technique development is still ongoing,
the single-molecule study has become mature enough so that researchers can now focus
on extracting previously inaccessible insights into diverse processes. Breadth and depth of
techniques and wide array of applications can be gleaned from some of the excellent reviews
and books on single-molecule studies (Gräslund et al., 2010; Joo et al., 2008; Mashanov &
Batters, 2011; Orrit et al., 2014; Pitchiaya et al., 2014; Walter & Bustamante, 2014).
1.4 Microscope Drift Estimation and Fluorescent Nanodiamonds as Fiducials
Optical microscopy resolution has increased beyond the diffraction limit, and it is now
possible to acquire optical images with resolutions of a few nanometers. Resolving structure
and dynamics on this scale requires estimations of microscope stage drift with higher reso-
lution. For static structures, super-resolution techniques such as STED (Hell & Wichmann,
1994; Klar & Hell, 1999), PALM (Betzig et al., 2006), and STORM (Rust et al., 2006), can
produce images with ∼ 20nm xy and ∼ 50nm z resolution. Some of these techniques, par-
ticularly PALM and STORM, achieve high spatial resolution by acquiring greater than 104
frames, each with exposure times of a few milliseconds, which are combined to obtain a single
high-resolution image (Betzig et al., 2006; Egner et al., 2007; Hess et al., 2006; Rust et al.,
2006). Stage drift estimation is relevant to these techniques because the drift can exceed the
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spatial resolution over the course of the image acquisition; as a result, the accuracy of image
registration and particle localization between successive frames is reduced (Adler & Pagakis,
2003; Rust et al., 2006). For biomolecular dynamics, moving particles can be localized and
tracked with nanometer-scale precision (Gelles et al., 1988; Yildiz & Selvin, 2005), which
may not mean nanometer-scale accuracy of localization due to the stage drift. In all of these
cases, the accuracy and precision of the microscope-stage drift estimation limit the accuracy
and precision of particle localization.
Microscope-stage drift can be estimated using points of reference known as fiducial mark-
ers. There are several choices for fiducial markers depending on the imaging technique. For
optical traps and magnetic tweezers, polystyrene beads, attached to the slide with acetone
(Colomb & Sarkar, 2015), are often used to achieve sub-pixel resolutions of a few nanome-
ters. This resolution is achieved in all three dimensions using a cross-correlation analysis of
the intensity profile in the xy − plane and by using the diffraction pattern calibration along
the z − axis (Gosse & Croquette, 2002). For optical imaging, choices of fiducial markers
include fluorescent dyes (Vaughan et al., 2012b), fluorescent beads (Georgieva et al., 2016;
Icha et al., 2016; Polte et al., 2004; Tafteh et al., 2016), nonfluorescent beads (Capitanio
et al., 2005; Nugent-Glandorf & Perkins, 2004; Steffen et al., 2001; Vaughan et al., 2012a),
microfabricated patterns (Carter et al., 2007; Colin-York et al., 2016; Lee et al., 2012; Polio
et al., 2012; Sabass et al., 2008), quantum dots (Betzig et al., 2006; Kukulski et al., 2012),
and gold nanoparticles (Betzig et al., 2006; Bon et al., 2015; Kukulski et al., 2012; York
et al., 2011). Multi-modal imaging requires fiducial markers that can be tracked with each
imaging method. For example, quantum dots have been used for fluorescence and atomic
force microscopy (AFM) to achieve ≥ 8nm accuracy (Fronczek et al., 2011). A combina-
tion of fiducial markers containing cresyl violet, Ponceau S, and bromophenol blue have
been used for 3D reconstruction of serial fluorescent images with mass spectrometric images
(MSI) (Chughtai et al., 2012). Fluorescent beads have been used to map optical fluorescence
microscopy to electron tomography (Kukulski et al., 2012). Once an appropriate fiducial
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marker is chosen for an imaging technique, localization methods are used to find the center
of the marker.
There are several methods for locating the center of fiducial markers from a digital pix-
elated image including, Gaussian fitting (Thompson et al., 2002), image cross-correlation
(Gelles et al., 1988; Gosse & Croquette, 2002), intensity centroid calculation (Crocker &
Grier, 1996; Ghosh & Webb, 1994), and non-iterative best-fit radial symmetry calculation
(Parthasarathy, 2012). As a general rule of thumb, Gaussian fitting is a slower but a bet-
ter choice for low signal-to-noise ratio (SNR) and for smaller fiducial markers (Cheezum
et al., 2001), cross-correlation is better for tracking larger fiducial markers such as beads,
and best-fit radial symmetry calculation is better for fast localization with a moderate SNR
(Parthasarathy, 2012). Following the selections of fiducial markers and an appropriate algo-
rithm to locate the markers, a method of tracking the locations between frames (Chenouard
et al., 2014) is selected. Tracking methods include polynomial fits (Rogers et al., 2007; Yan
et al., 2016) and image cross correlation (Kopek et al., 2013; Sochacki et al., 2014). Possible
sources of tracking errors between image frames include the following: (1) relative drift of the
sample chamber, (2) photobleaching and blinking of fiducial markers, (3) motion of fiducial
markers due to improper fixation, (4) Gaussian and non-Gaussian camera noise, (5) dead
pixels, (6) change in grayscale value due to image processing, (7) transient motion of passing
fluorophores, and (8) localization and tracking algorithms. The accuracy and precision of
estimated drift may be significantly reduced due to the large number of possible sources of
errors.
For optical microscopy, an ideal fiducial marker should have the following properties:
(1) be photostable without emission intensity fluctuations, (2) have a wide excitation and
emission bandwidth, (3) be biochemically inert with respect to the sample being studied,
(4) be easily fixed to the sample slide, (5) have an appropriately bright emission such that
the cameras dynamic range is used without saturation. Commonly used fiducial markers
have one or more of these properties but rarely all five. Photobleaching or irreversible loss of
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emission of organic fluorophores such as Cy and Alexa dyes make them unsuitable for long
image acquisition. Blinking or fluctuating emission, common with quantum dots (Krauss
& Peterson, 2012; Mahler et al., 2008; Shimizu et al., 2001), cause fluctuating localization
precision. The relatively weak fluorescence of gold nanoparticles (Goldys & Sobhan, 2012;
Wolfbeis, 2015) decrease localization precision. Bleaching of fluorescent beads (Chiu et al.,
2001) lower the precision of localization. Bleaching of labeled biomolecules due to bright
field illumination of non-fluorescent beads decreases image quality. FNDs have wide enough
excitation and emission ranges to be useful for multicolor imaging applications. Detecting
FNDs in different detection channels enables better cross-correlation and image registration.
1.5 Cell - Extra Cellular Matrix Dynamics
In the last decades the importance of the extra cellular matrix (ECM) in regulating
cellular function has been recognized; further, the ECM’s role is now understood to provide
both mechanical support and chemical signals (Hansen et al., 2015). The ECM is a dynamic
structure, and it interacts with the cells through signaling feedback loops (Jarvelainen et al.,
2009) as well as other taxis mechanisms. Taxis mechanisms can include: haptotaxis, where
the cell moves towards higher concentrations of adhesion sites or chemoattractants; durotaxis,
where the cell migrates towards more rigid areas of the ECM; or chemotaxis, where the cells
move along increasing gradients of some molecular substance (Preziosi & Scianna, 2015).
The ECM is composed of two primary classes of macromolecules: proteoglycans (PGs) and
fibrous proteins. The PGs fill the majority of the ECM interstitial space and form a highly
hydrated gel, while the fibrous proteins, such as collagen, provide the tensile strength and
control more of the regulatory processes (chemotaxis, cell adhesion, cell migration, and tissue
development) (Frantz et al., 2010). In healthy tissue, the ECM is compliant and formed of
a network of Type I and Type III collagen surrounded by the PG hydrogel (Bosman &
Stamenkovic, 2003). Changes in this matrix, often associated with a stiffening, lead to the
development of diseases; however, the cause of this change is not well quantified, and must
be further understood in order to develop effective therapeutics (Jarvelainen et al., 2009).
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Additionally, it has been shown that loss of cell contact with the ECM triggers terminal
differentiation in cultured epidermal cells, and that tumor formation depends on specific
ECM interaction hubs (Watt & Fujiwara, 2011).
Clearly, a better quantitative understanding of interactions between the cell and ECM
would be beneficial in establishing therapeutics across a broad range of biological processes.
Developing ECM mimics provides a means for understanding in vivo models of the cell ECM
interaction which are difficult to study in native form. One class of materials which are
particulary useful in this regard are hydrogels. At their simplest, hydrogels are crosslinked
polymers capable of storing large amounts of water compared to their mass, very similiar in
nature to the ECM (Lutolf, 2009). Due to their high water content, and crosslinked nature,
hydrogels have been explored extensively in biomedical applications, particularly for tissue
engineering (Drury & Mooney, 2003) and as synthetic analogs to the ECM (Rowley et al.,
1999). Because of this similarity to the ECM, many natural and synthetic hydrogels have
been developed as ECM analogs to further research in drug development and tissue function
(Kimlin et al., 2013). Synthetic hydrogels such as polyethylene glycol (PEG) provide superb
structural propoerties; however, they are unable to provide the biological cues to cells and
surrounding tissue like a naturally derived hydrogel, such as alginate (Hinderer et al., 2016).
Alginate is a group of polyanionic copolymers sourced from algae, which has been used in
numerous cell studies (Andersen et al., 2015; Bielecka et al., 2017; Nicodemus & Bryant, 2008;
Qiao et al., 2016; Ruedinger et al., 2014; Shapiro & Cohen, 1997; Tibbitt & Anseth, 2009;
Weiswald et al., 2015; Yang et al., 2013); additionally, alginate and algintate functionalized
with an RGD peptide (RGD-Alginate) have been used, and studied, as extracellular matrix
analogs in various research efforts (Caló & Khutoryanskiy, 2015; Maia et al., 2014; Nicodemus
& Bryant, 2008; Rowley et al., 1999; Tibbitt & Anseth, 2009). Cell growth has been shown
to be improved when cells are cultured in 3D through the use of hydrogels (Nuttelman et al.,
2005; Qiao et al., 2016) and RGD has been shown to be an important part in engineering
hydrogels for cell growth as it allows for cell attachment (Andersen et al., 2015; Mann et al.,
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1999; Nicodemus & Bryant, 2008; Ruedinger et al., 2014; Tibbitt & Anseth, 2009). We
believe that by combining this natural ECM analog along with the light-sheet technology
we will be able to further the quantitative understanding of cell-ECM interactions, which is
vital for the development of future therapeutics.
1.6 Randomness and Cellular Distributions
Randomness is a deceptively complex topic; therefore, when speaking of randomness it is
important to define exactly what random means. One particular type of random process is a
Poisson process, a process which has a set probability of occurring in a given amount of time
or space. A spatial Poisson process can be simulated in a given space by choosing an overall
intensity, that is the overall number of events to occur, which in turn will determine the
probability of an event at any given point or vice versa. Regardless, it is important to relate
the random simulation back to known experimental results. In the case of studying cellular
distributions within a three dimensional space, important variables would be the size and
resolution of the space, as well as the number of cells observed in the space. The resolution
of the space can be related to the voxel size of the imaging equipment. A voxel is simply a
three dimensional pixel, and in imaging terms, it describes the minimally resolvable space,
and therefore would be a good choice for the resolution of the Poisson process simulation.
The number of cells observed in the given space will determine the overall intensity, which
when combined with the size of the space and the spatial resolution of the simulation, will
determine the constant probability used to model the Poisson process. Keeping these values
aligned with the experimental conditions is important so that the experimental and simulated
results can be compared.
One way to determine the degree of randomness is to compare the pairwise distance
distribution (PWD) of the simulated random process to that of the experimentally observed
data. The PWD is generated by calculating the distance between one observed particle,
and all other observed particles, for a given data set (Colomb & Sarkar, 2015). If the
experimental distribution is controlled by a random process, then the experimental PWD
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and the simulated PWD should agree well; however, if the experimental distribution is not
truly random, then this will show up as deviations in the PWD between simulation and
experiment. For instance, if the cells tend towards clustering, as they do during tumor
growth, then this will show up as higher amounts of low pairwise distances combined with
higher amounts of long pairwise distance. These discrepancies will then show up as two local
peaks in the difference when compared to the simulated PWD.
Edge effects can be a significant factor when determining if a spatial distribution is
random. These boundary conditions will be present in both the maximum value of the
PWD as well as the tendency for local clustering. When studying cellular distributions,
these edge effects may be caused bey cells sticking to the edges of their environment, or the
maximal distance being limited by the volume under study. Therefore, it is important to
have an imaging and sample volume much larger than the size of system under study. This
ensures that boundary conditions can be mitigated, by only looking at areas away from the
edges. Light sheet microscopy is one such technique that is ideally suited for this study, as
its resolution can be on the order of microns, while its imaging depth can be millimeters.
1.7 Light Sheet Background
Thick sample microscopy is an increasingly relevant field of study. Since the revival of
the light sheet microscope, and invention of other thick sample microscopes in the late 80s
and early 90s the field has grown at a rapid rate. Many thick sample microscopes have
been limited in their sample thickness to hundreds of microns; and those that have been
able to image at millimeters of depth have had resolutions in the tens of microns. These
techniques come with their own challenges, and are often tailored to their end goal. Some
have resolutions below the diffraction limit, but are limited to only a tens of microns of
depths (Dean & Fiolka, 2004; Hoyer et al., 2016; Huang et al., 2016a; Wu et al., 2013).
Some have more humble resolutions, often in the micron regime (Fahrbach et al., 2013;
Susaki et al., 2014; Truong et al., 2011; Vettenburg et al., 2013; Voie et al., 1993), but can
image entire mouse brains without the need for mechanical sectioning (Hama et al., 2011;
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Mertz & Kim, 2010); some can even image the entire mouse (Pan et al., 2016). However,
to study cellular dynamics, one would want a system capable of providing micron resolution
throughout millimeter thick imaging volumes. A system capable of providing this would
allow cellular dynamics to be studied far from the boundary conditions present at the cover-
slip.
We developed a light sheet system capable of providing micron level resolution through-
out centimeter thick samples to address the issue of imaging cellular distributions far from
boundaries. It provides a means to study the motion of cells through ECM analogs to de-
velop quantitative analysis techniques, which can advance the study of cell-ECM dynamics.
Therefore, it is important to look at the status of the field of light sheet microscopy, not
only to see where it has come from, but to see that a system such as our has not yet been
implemented.
1.7.1 Light Sheet Comparisons
The field of light sheet microscopy began in 1903 with an original design by Siedentopf
and Zsigmondy (Siedentopf & Zsigmondy, 1902). They used sunlight projected through
a small slit to create sheet of light, which then illuminated a thick sample perpendicular
to its observation axis. By using a thin illumination sheet, perpendicular to the collection
objective, they were able to optically isolate the in focus area of the sample, thus improving
the signal to background ration (SBR) which lead to greater contrast throughout the entire
volume of the sample. They called this system an Ultramikroskop and it was originally used
to study nanometer size gold particles embedded in glass, before being used to study other
nanoparticles within fluid. While this method was useful, it would largely go unused for the
better part of a century, before being rediscovered in the early nineties.
In 1993, a group from the University of Washington resurrected the idea behind the
Ultramikroskop by using what they called Orthogonal-plane fluorescence optical sectioning
(OPFOS) microscopy to image the structure of guinea-pig cochlea (Voie et al., 1993). This
was the first time an optical sectioning microscope had been used to study a biological
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sample, and it started a field which has seen tremendous growth in the last few decades.
By 2003 a group from the Mount Sinai School of Medicine had used optical sectioning to
reconstruct three dimensional neuron morphology (Rodriguez et al., 2003). Instead of using
a stationary light sheet, this group used confocal laser scanning microscopy which relies on
mechanically sectioning a sample into sheets hundreds of microns thick (200 microns for this
study), before imaging. Confocal is a 3D microscopy technique; however, it removes some of
the advantages of other light sheet technologies, namely the ability to optically section thick
samples, and the ability to image perpendicularly to the illumination light.
In 2004, a group from the University of Texas Southwestern Medical Center used an
acoustically tunable lens (TAG Lens) to extend the depth of focus, such that a near diffrac-
tion limited beam could be swept over the image plane (Dean & Fiolka, 2004). This allowed
for a higher degree of optical sectioning than had been seen with stationary Gaussian light
sheets. At the same time, Stelzers group from the European Molecular Biology Laboratory
(EMBL) developed what is now referred to as the openSPIM (Selective Plane Imaging Mi-
croscope) platform (Huisken et al., 2004a). In this first implementation of their work, they
used a Gaussian light sheet created by apertures and cylindrical lenses to excite a plane
within the sample. The sample was imaged from one side and could be moved in 4D (x,y,z,
rotation), allowing for Multiview reconstruction. Their design is notable in its simplicity,
and compactness; further, their goal to create an open source light sheet microscopy plat-
form is admirable, especially with the desire for biologists with little optics training to use
(Girstmair et al., 2016; Gualda et al., 2013; Pitrone et al., 2013).
The next notable design came in 2007 from the Max Planck Institute by a group led by
Klaus Becker (Dodt et al., 2007). This group created a light sheet using cylindrical lenses and
apertures, and designed the system specifically for large sample imaging. The system could
utilize illumination from both sides of the sample, but imaging was limited to one direction.
This allowed for more uniform illumination within thicker samples, by fusing images from
both illumination directions during post processing. Unlike other systems at the time (Dean
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& Fiolka, 2004; Huisken et al., 2004b), which placed a high value on resolution, this system
had a modest resolution of tens of microns in the axial direction; however, it could image
samples up to 2mm thick. This thickness was a large improvement over other systems which
were limited to hundreds of microns at the most. Further, within two years, this system
was brought to market by a company named LaVision BioTec under the UltraMicroscope
moniker. This naming certainly salutes the original system designed by Siedentopf and
Zsigmondy, and has since been used in many studies of large samples (Pan et al., 2016;
Susaki et al., 2014).
Then in 2008, Phillip Keller and Ernst Stelzer began publishing works on what they called
a digitally scanned laser light sheet fluorescence microscope (DSLM) (Keller & Stelzer, 2008;
Keller et al., 2008). This design relies on galvo mirrors to sweep the beam angularly in front
of an f-theta lens. The f-theta lens then turns the input angle into a positional offset, in a
linear manner, incident on a tube lens before entering the illumination objective. By altering
the angle of the input beam incident on the f-theta lens, the position of the beam in the
sample is laterally moved. When this is done at the high rotational speeds of galvo mirrors,
the focused beam makes a sheet of light within the sample. This method can be more
efficient in illuminating samples than methods which rely on using apertures to create the
light sheet, and thus waste large amounts of the lasers power. Similar to other methods, the
sample is moved through the light sheet to build up a stack of images. The DSLM method
also allows for rotation and Multiview setups, however the sample size is limited to 1x1x0.6
mm. Since their original work, they have also incorporated structured light, whereby they
modulate the beam’s intensity during the scanning process to create a sinusoidal intensity
pattern (Keller et al., 2010). By doing this, they are effectively able to achieve lock-in style
detection, which enhances the overall contrast of the imaging scheme. Keller has also used
the scanned light sheet approach in a multi-view, multi-illumination setup dubbed SiMView
(Tomer et al., 2012). In this scheme, two opposed scanned light sheets are overlapped at
the imaging plane and then viewed from both perpendicular directions. This allows for
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four unique illumination-imaging patterns to be combined into one overall image, which can
improve the contrast for each quadrant of the image by weighting its respective information
based on its quality (determined by position).
At the same time that Keller et.al introduced Multiview scanned light sheet microscopy, a
system was developed at the EMBL that allowed for multi-view, multi-illumination selective
plane light sheet microscopy (Krzic et al., 2012). This system, named MuVi-SPIM, operated
in a very similar fashion to the SiMView system, except that instead of using a scanned light
sheet it utilizes the same design found in the openSPIM platform which creates a light sheet
though cylindrical lenses and apertures. Since these multi-view-multi-illumination systems
have been developed, other groups have modified them. Some have used structured light,
others have used multiphoton schemes; regardless, many of the published works since 2012
have used either a scanned light sheet or a SPIM style light sheet as their core design.
Two systems which make a major departure from these basic designs are a fiber based
Bessel beam system (Plöschner et al., 2015) and a system which uses a reflected light sheet
(Greiss et al., 2016). The fiber based system, designed by imr et al, uses a unique design
where a multimode mode fiber delvers the light sheet to the sample. The light sheet, which
they demonstrated could be either a Gaussian beam or a Bessel beam, is scanned over the
entrance aperture of the fiber using a spatial light modulator. This allows the delivered
light sheet to be scanned through the sample volume without moving the fiber tip, which
increase the stability and resolution. While the system has relatively normal specs for a
light sheet microscope, its power lies in the small space requirements needed at the sample
and its flexibility in delivering the light sheet to the sample. Through the use of fibers, the
sample under study could be significantly removed from the optics required to generate the
light sheet. This could enable study’s which previously would have not been possible due
to space and environmental constraints typically associated with a light sheet system. The
reflected light sheet design was made in Germany by a group from the Ludwig Maximilians
University. Overall, the system resembles an inverted microscope, in that the illumination
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objective is above the collection objective. It uses a cylindrical lens prior to entering an
illumination objective to create the light sheet; however, instead of being directly incident
on the sample under study, the light sheet is reflected off of a prism mounted directly to a
slide.
A final unique design comes from W.E. Moerner’s lab at Stanford (Gustavsson et al.,
2018). They designed a system which combines principles from the fields of light sheet
microscopy and super-resolution microscopy to create a tilted light sheet. This ”TILT3D”
design allows them to use a a relatively wide light sheet, but to increase the z-depth resolution
through clever use of phase encoding of the emission light. Through the insertion of various
phase masks at the pupil plane of the collection optics, they are able to localize fluorescent
particles with 16 nm precision in the xy plane and 23 nm precision along the z-axis, all while
using a light sheet which is 2.1 µm thick. The phase mask at the pupil plane is the key, as
it allows the point-spread function to encode axial depth information via rotation instead of
increased size as is common with with a normal point spread function citepGreengard2006.
1.7.2 Light Sheet Designs
From the above, it is clear that by the very nature of light sheet microscopy, and its
inherent goal to optically section a sample, many of the designs share similarities. The
two main designs can be grouped as selective plane type and scanned type systems. Both
types aim to reduce out of focus fluorescence by controlling the amount and thickness of the
excitation light incident on the sample; however, they achieve this through different methods.
Selective plane imaging encompasses most of light sheet microscopy; however, these are
the systems which specifically create a stationary sheet of light through use of various lensing
solutions. These systems are generally the easiest to create, as there are no moving com-
ponents to create the sheet of light which will optically section the material. Further, they
allow for 2D collection optics, where entire planes of the sample can be imaged at once. One
method of generating a light sheet in this fashion is represented by the openSPIM platform.
An initial laser beam is expanded through a two lens system and is then incident on a rect-
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angular aperture. The rectangular aperture creates a sheet of light, and is then compressed
with a two cylindrical lens system, which causes the sheet of light to shrink in size. This
compressed sheet is then passed into a focusing objective which focuses the sheet into the
sample. By this method, the light sheet’s size and depth of focus is able to be changed by
controlling how much the beam is compressed before entering the focusing objective. How-
ever, because of the aperturing, the light sheets intensity profile can become non-uniform.
To overcome this, we have decided to use a line generator instead of a beam expander and
aperture. The line generator allows us to have a uniform intensity profile over the vertical
extent of the light sheet, something that would otherwise be non-uniform if a telescope and
aperture system was used.
In contrast to selective plane light sheets, scanned light sheets are dynamically created.
One popular method to do this is through the use of galvanometric scan mirrors and f-theta
lenses. An f-theta lens converts an incident beam of light at an angle into a straight beam
of light with a positional offset. Therefore, by scanning a laser beam with a galvanometric
mirror, and then using an f-theta lens, one can sweep out a sheet of light without the use
of apertures. This scanned sheet of light can then be focused tighter through the use of
cylindrical lens or focusing objectives. A key benefit to a scanned system is the ability to
easily change the height of the light sheet, allowing one to match the light sheets extent to
the field of view of the imaging system. In this regard the exposure of the sample to light
that isn’t actively being imaged can be minimized, an important ability for studies which
have low photo-toxicity thresholds. Recently, beam scanning light sheets have been synced
to sweeping readouts on the imaging camera (de Medeiros et al., 2015). This technique,
referred to as confocal light sheet microscopy, reduces the amount of scattered light which
is detected by the imaging camera. This reduction in scattered light helps to improve the
overall image quality, and allows for images of higher scattering samples to be obtained.
Scanned systems can also take the form of point detection. In this scheme, instead
of a beam being swept into a plane and then imaged with a camera, the beam is left as
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a point source and swept across the image plane. To acquire images in this fashion, one
must time the position of the focused beam to the position on the sample. Fluorescent
light is then detected with a point detector such as an avalanche photo diode (APD) or a
photo-multiplier tube (PMT). This method generally requires ultrafast lasers, such that the
time-position correlation can be calculated accurately.
1.8 Summary
To extract the physics of life at the molecular level, experimental design must be con-
sidered closely: microscopy techniques which maximize the amount of information gathered
must be selected, fluorescent particles or markers need to be carefully evaluated for signal
intensity and stability, as well as bio-compatibility, and physical models must be validated
to analyze the results of the experiments. The disciplines of single molecule microscopy
and light sheet microscopy are increasingly becoming entwined, and it is important to take
lessons learned from each of these areas and apply them to the other. As the localization
precision and resolution of light sheet systems improve, the ability to control and correct for
sample drift through the use of fiducials or other techniques becomes evermore important.
At the single molecule level, imaging volumes are increasing to meet the demands of statis-
tical rigor when observing rare and transient events. In any case, the ability to image across
many scales opens up avenues for previously unrealized experiments. We choose to use the
light sheet microscope developed in this thesis to track various cells within alginate hydro-
gels. We designed and built this instrument for its ability to image single cells and track
their positions throughout centimeter thick samples, while keeping the sample at biologically
relevant conditions during many hours of imaging. By specifying these needs, we were able
to build and realize a system which enables a unique test-bed for Cell-ECM interactions,
and for studying the ability of drugs or radiation to alter such Cell-ECM interactions.
The following work entails four main sections: (1) An in depth review article on the field
on single molecule microscopy and the challenges associated with discriminating data from
noise at the single molecule level, (2) a unique method of using Fluorescent Nanodiamonds
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as fiducial markers to estimate microscope drift through the application of an improved
maximum likelihood algorithm, (3) quantifying cellular distributions as a Poisson Process
in 3D through the design and implementation of a multiview light-sheet microscope, and
finally, (4) we examine the future prospects of using this microscope to quantify Cell-ECM
interactions in the presence of external perturbations.
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CHAPTER 2
EXTRACTING PHYSICS OF LIFE AT THE MOLECULAR LEVEL: A
REVIEW OF SINGLE-MOLECULE DATA ANALYSES
Warren Colomb1 , Susanta K. Sarkar 1 , 2
Below is a modified version of the published (Colomb & Sarkar, 2015) review article on
fluorescent microscopy and analysis techniques with correct formatting.
2.1 Abstract
Studying individual biomolecules at the single-molecule level has proved very insightful
recently. Single-molecule experiments allow us to probe both the equilibrium and nonequi-
librium properties as well as make quantitative connections with ensemble experiments and
equilibrium thermodynamics. However, it is important to be careful about the analysis of
single-molecule data because of the noise present and the lack of theoretical framework for
processes far away from equilibrium. Biomolecular motion whether it is free in solution,
on a substrate or under force involves thermal fluctuations in varying degrees which makes
the motion noisy. In addition, the noise from the experimental setup makes it even more
complex. The details of biologically relevant interactions, conformational dynamics, and
activities are hidden in the noisy single-molecule data. Extracting biological insights from
noisy data is still an active area of research. In this review, we will focus on analyzing
both fluorescence-based and forced-based single-molecule experiments and gaining biological
insights. Inherently nonequilibrium nature of biological processes will be highlighted. Sim-
ulated trajectories of biomolecular diffusion will be used to compare and validate various
analysis techniques.
1Department of Physics, Colorado School of Mines, Golden, CO 80401, United States
2Corresponding Author. E-mail address: ssarkar@mines.edu
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2.2 Single-molecule methods and relative comparison
Figure 2.1 shows the length and time scales of various biophysical processes and the
single-molecule tools available. Most common single-molecule experimental methods can be
broadly divided into two categories: 1) fluorescence-based and 2) force-based. Majority of the
fluorescence-based single-molecule studies can be performed using a total internal reflection
fluorescence microscope (TIRFM). It is possible to set up both prism-type and objective-
type TIRFM, and if necessary, fluorescence correlation spectroscopy (FCS) in a modular
TIR-based fluorescence microscope. Table 2.1 provides an overview of the fluorescence-
based techniques. For force-based single-molecule studies, optical trap (OT), magnetic trap
(MT), and atomic force microscope (AFM) are the most common. If both force and torque
are desired for experiments, magnetic trap is the method of choice. Table 2.2 provides an









































transition path time ≤ 200 µs
Figure 2.1: Length and time scales of biophysical processes along with common relevant
sinlge-molecule techniques.
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Table 2.1: Fluorescence-based single molecule techniques.
Many fluorescence-based experiments are performed using a Total 
Internal Reflection Fluorescence Microscope (TIRFM). TIRFM 
can be either prism-type or objective-type, and can be designed to 
include Confocal Microscopy and Fluorescence Correlation 
Spectroscopy (FCS).






Comments: High data throughput. Lower signal-to-noise 
ratio compared to other single molecule methods.
Confocal/FCS:
Detection limited to confocal volume: ∼10−15 L





Comments: High signal-to-noise ratio.




Measure Förster Resonance Energy Transfer (FRET) 
between a donor and an acceptor fluorophore 
attached to a single biomolecule or to two different 
molecules.
Effective distance range: ∼2–10 nm
Study of protein 
complexes in cell 
lysate
Proteins in cell lysate are targeted by immobilized 
specific antibodies. Fluorescent labels are either on 
antibodies or on proteins.
Most sensitive detection of proteins
Rotational dynamics of 
proteins
Polarization of the evanescent wave in TIR is 
exploited to determine the orientation of the protein. 
Orientations of fluorophore and proteins should be 





Force needed to break a DNA base pair and length 
changes are used to construct FRET-based tension 
sensors.
Force-based techniques are needed to 
calibrate force and length
Biomolecular motion Labeled proteins are tracked in two- or 
three-dimensions on extended substrates or in 
solution




Trap labeled biomolecules inside lipid nanovesicles 
with ∼50–100 nm diameter or inside zero-mode 
waveguides (ZMWs)
Detection volume: ∼10−19–10−21 L
Stoichiometry Count photobleaching steps of fluorescent labels 
attached to proteins of interest.
Suitable for multimodal nanoparticles
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Table 2.2: Force-based single molecule techniques.
Optical trap (OT) Magnetic trap (MT) Atomic force microscope (AFM)
Spatial resolution (nm): 0.1–2 2–10 0.5–1
Time resolution (s): 0.0001 0.1–0.0001 0.001
Force range (pN): 0.1–100 0.001–10000 10–10 000
Distance range (nm): 0.1–105 5–105 0.5–104
Stiffness (pN/nm): 0.005–1 10−3–10−6 10–105
Biological question Experimental approach Comment
Violations of second law
of thermodynamics at
molecular scale
Two ends of a DNA/RNA construct such as hairpin
are pulled to study unfolding and folding processes




Beads attached to molecular motors are trapped and
tracked as they move on the substrate, or two ends of
a DNA/RNA are attached to trapped beads and the
distance changes are measured precisely as RNA
polymerase/DNA helicase/exonuclease carry out
their biological function.
Optical trap has already been used 
to show transient violation of 
second law of thermodynamics.
One of the first meaningful 
biological application was to track 
beads attached to kinesin motors as 




A DNA/RNA construct is subjected to precise
force/torque and the length/twist changes are
measured with angstrom precision.
Very precise measurement of force 
needed to break a bond and 
associated length changes.
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2.2.1 Considerations for fluorescence-based single-molecule study
Fluorescence-based single-molecule methods are particularly suitable for studying of
intra- and inter- molecular interactions both in vitro and in vivo, and have been successfully
used in the study of protein interactions with extended substrates. Despite the increasing
number of acronyms for fluorescence-based methods, they can be divided into two categories
depending on their excitation and detection schemes: 1) Total Internal Reflection Fluores-
cence Microscope (TIRFM) and 2) Confocal Microscope. TIRFM is suitable for studying
immobilized labeled biomolecules and allows low background and high throughput measure-
ments of conformational dynamics, inter- and intra- molecular interactions, stoichiometry of
multicomponent complexes. TIRFM is also the method of choice for single-molecule tracking
on extended substrates. Time resolution is usually 1 ms or above, and the spatial resolution
can be as low as 1nm. For freely diffusing biomolecules in solution, confocal microscope with
fluorescence correlation measurements is suitable. It measures diffusion constants, binding
kinetics, and conformational dynamics with time resolution ∼ 1ms or below. One important
drawback of confocal microscopy is the limited observation time of the labeled biomolecules,
which is determined by the time of diffusion through the excitation focal spot. It is possible
to use confocal microscopy for immobilized labeled biomolecules, but it is low throughput
and may take a long time to collect enough single-molecule data for sampling all possible
behaviors. It is possible to design a combined TIRF/Confocal/FCS microscope to cover the
majority of the fluorescence-based single-molecule experiments. For reviews on fluorescence-
based single-molecule studies, refer to (Sarkar et al., 2013; Walter et al., 2008).
2.2.1.1 Choosing fluorescent labels and attachment chemistry
When choosing a fluorescent label, it is important to compare photostability, brightness,
biocompatibility, spectral overlap between dyes for FRET studies, environmental sensitiv-
ity, and steric interference with biomolecular motion. In this regard, many commercially
available markers have been developed; most notably these include organic dyes, quantum
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dots, gold nanoparticles, and fluorescent proteins. Recently, fluorescent nanodiamonds have
gained considerable attention due to the absence of photobleaching and blinking. There are
several well written comparative reviews of various fluorescent labels and attachment chem-
istry (Crivat & Taraska, 2012; Giepmans, 2006; Lavis & Raines, 2008; Taraska & Zagotta,
2010; te Velde et al., 2010; Terai & Nagano, 2013; Wysocki & Lavis, 2011).
Cyanine and Alexa dyes are widely used organic labels. Their appeal lies in the ability
to obtain many different excitation and emission wavelengths, ranging from near-UV out
to NIR. These are commercially available and can be paired for Forster Resonance Energy
Transfer (FRET) measurements. Photobleaching of Cy dyes is reversible and can be sta-
bilized with oxygen scavenging systems (Bates et al., 2005; Heilemann et al., 2005; van de
Linde et al., 2011). Alexa dyes show improved photostability and have advantages compared
to cyanine dyes for labeling proteins (Berlier et al., 2003).
Quantum dots (QDs) have also been used as fluorescent labels. The main benefit of
QDs is their improved photostability, which allows higher excitation intensities for better
localization and tracking. However, QDs are bigger compared to Cy and Alexa dyes, and
so not as suitable for FRET experiments. Therefore, QDs and organic dyes both have
advantages and disadvantages (Resch-Genger et al., 2008).
Fluorescent proteins offer another popular marker for single-molecule experiments, par-
ticularly for in vivo experiments. Depending on the experiment, a suitable fluorescent protein
or a pair for FRET studies should be chosen (Shaner et al., 2005). One limiting factor is
their size, ∼ 3nm, which is similar to the sizes of many proteins and can limit their mobility
and make the study less effective.
Organic dyes, quantum dots, and fluorescent proteins are the most common fluorescent
labels, but all suffer from photobleaching and blinking, two limiting factors in single-molecule
imaging. After excitation by the laser, these fluorescent labels can undergo interstate crossing
to a non-fluorescent triplet state (leads to blinking). Once in the triplet state, the fluorophore
can undergo a redox reaction to become non-fluorescent (photobleaching) due to molecular
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oxygen, other fluorophores, impurities such as metal ions, and even due to the biomolecule
to which it is attached. These limitations have led to investigations of efficient triplet state
quenchers and removal of molecular oxygen. For triplet state quenching, Trolox, a vitamin
E analogue, is an efficient triplet state quencher (Cordes et al., 2009; Rasnik et al., 2006).
It has the ability to completely eliminate CY5 photoblinking, as well as greatly reducing its
photobleaching; furthermore, the Trolox works to greatly improve the signal linearity at high
excitation intensities (Rasnik et al., 2006). In addition, compared to the BME antioxidant,
Trolox increases the cyanines photostability, which can improve single-molecule fluorescence
studies (Rasnik et al., 2006). For removing molecular oxygen, a mixture of glucose oxidase
and catalase has been used extensively (Roy et al., 2008). A mixture of protocatechuic acid
(PCA)/protocatechuate-3,4-dioxygenase (PCD) is another option for removing molecular
oxygen (Aitken et al., 2008). There are several reviews on the photophysics of organic
fluorophores (Ha & Tinnefeld, 2012; Zheng et al., 2014). Recently, highly photostable organic
fluorophores have been synthesized (Juette et al., 2014).
Metallic nanoparticles such as gold nanoparticles are also another option for labeling
biomolecules (Alivisatos, 2003; Cang et al., 2006; Lasne et al., 2006; Louit et al., 2009; Qian
& Nie, 2008; Sönnichsen et al., 2005). However, fluorescence from metallic nanoparticles
are generally weak. Fluorescent nanodiamonds (FNDs) containing nitrogen vacancy (NV)
centers have generated immense interest as a fluorescent label because they do not suffer from
photobleaching or blinking, and their emission can be modulated using a small magnetic field
(Fu et al., 2007; Jelezko & Wrachtrup, 2006; McGuinness et al., 2011; Mohan et al., 2010;
Sarkar et al., 2014; Tisler et al., 2009; Vaijayanthimala & Chang, 2009; Vlasov et al., 2014;
Yu et al., 2005).
2.2.1.2 Localization accuracy
Accurate localization of labeled biomolecules is an important aspect of single-molecule
studies. Kinesin driven motion with nanometer precision was reported in 1988 (Gelles et al.,
1988), a year before the first detection of single fluorophore in solid state was reported (Mo-
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erner & Kador, 1989). Singly labeled myosin motion was reported with nanometer precision
and the hand-over-hand mechanism of motion was concluded from the single-molecule track-
ing data (Yildiz et al., 2003). Different aspects of localization were studied in subsequent
studies (Abraham et al., 2010; Chao et al., 2013; Ober et al., 2004; Thompson et al., 2002).




Where λ is the emission wavelength peak, NA is the numerical aperture of the objective,
and n is the number of photons. However, acquired images in single-molecule experiments
have pixel values (grayscale values) associated with each fluorophores point spread function
(PSF). Converting grayscale values to photon numbers is not straightforward, even though
an estimate can be made. In addition, the single-molecule imaging system and even the
tracking program used may not permit achieving the theoretical limit of localization preci-
sion. One way to circumvent these problems and directly measure the localization precision
of the imaging system is to image and track FNDs using the same time resolution and other
experimental conditions (Bumb et al., 2013).
2.2.1.3 Total internal reflection and evanescent wave
Total internal reflection (TIR) occurs when light is incident at an angle larger than the
critical angle with respect to the normal to the interface between a medium of high refractive
index (e.g., quartz) and a medium of low refraction index (e.g., water). An important
consequence of TIR is the creation of an evanescent field that penetrates to the medium of
lower refractive index, but has a propagation direction along the interface. The evanescent
wave decays exponentially in the lower refractive index medium and typically extends up
to few hundred nanometers. This enables excitation of labeled biomolecules in a layer of
∼ 100nm thick and greatly reduces the background noise. Penetration depth depends on the
refractive indices of the media, excitation wavelength, and the angle of incidence (Figure 2.2).
Polarization of the evanescent wave is dependent on the polarization of the incident light. If
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the incident light is polarized perpendicular to the plane (TIR plane) formed by the incident
and the reflected light, the evanescent wave is also polarized perpendicular to that plane.
If the incident light is polarized parallel to the TIR plane, the evanescent wave is polarized
primarily perpendicular to the interface between two media with a small component parallel
to both the TIR plane and the interface (Axelrod et al., 1984). Polarization property of
evanescent wave has been successfully used to study rotational protein dynamics (Beausang
et al., 2012; Forkey et al., 2001, 2005).
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Figure 2.2: Calculation of penetration depth of the evanescent wave in a prism-type TIRF
microscope.
Excellent reviews exist for a general introduction to TIR microscopy and evanescent
waves (Axelrod et al., 1984; Axelrod, 1989, 2013; Stout & Axelrod, 1989). Evanescent waves
are caused by geometrical squeezing such that the quadrature sum of two of the wave-vector
components is larger than the total wave-vector, this requires that the third component be
imaginary. In physical terms, this means that the third component of the EM field becomes a
decaying exponential. Evanescent wave is beneficial in both emission and excitation sides of
microscopy, and is very useful in localization experiments. On the excitation side, it is used
to excite a thin layer on the top of the sample, which minimizes the detection volume and
improves both signal-to-background ratio (SBR) and physical localization. On the emission
side, the phase properties of the evanescent field allow for smaller point spread functions,
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which further improve localization routines(Axelrod, 2013). Evanescent wave can be used
for both TIR microscopy and confocal microscopy. These two methods are similar in that
they both use an evanescent field for excitation; however, they differ in design. The main
advantage of TIRFM is that the incident angle can be quite large. This allows the evanescent
field to penetrate the sample only very shallowly, which in turn helps minimize both the SBR
and sample volume. This geometry also allows the excitation path to be completely separated
from the detection path. The main drawback to TIRFM compared to confocal setups is that
the emitted fluorescence must travel through the depth of the sample before being collected
by the microscope objective. This can introduce noise and background into the system
through scattering and general optical depth. Also, since TIRFM images a larger area with
CCD as opposed to an APD in a confocal system, the time resolution is limited by the CCD
frame rate (Cornish & Ha, 2007). HILO (Highly Inclined and Laminated Optical sheet)
microscopy is another method to produce an evanescent excitation source. This method
introduces a highly inclined laser beam into an objective near its edge, which causes the
beam to refract into the objective and create an optical light sheet. This light sheet then
enters the sample at a very shallow angle, creating the evanescent field (Walter et al., 2008).
Evanescent fields can also be generated by the fluorophores during emission. This creates
a near-field emission pattern, which can be coupled out of the detection volume and into
the objective if it is close enough to the surface. This field is generated by the spacing
between the wavefronts close to the emitter, which is very small compared to the wavelength
of the emitted light, and thus does not require external constriction. This results in part
of the emitted light being evanescent as it propagates away from the emitter. The phase
information from this evanescent field can allow the localization of the fluorophore to be
improved (Axelrod, 2013).
2.2.1.4 Total internal reflection fluorescence microscope (TIRFM)
Roy et al. provides a practical overview of the TIRF-based single-molecule experiments
(Roy et al., 2008). Due to the importance of selecting appropriate components to set up a
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TIRFM, some essential components that have been successfully used are mentioned next.
Olympus microscope frame, accessories, and objectives (IX73P2F, microscope frame with
2 ports; IX3-SVL, left handed stage with short stalk; IX-CP50, stage plate insert with 50
mm diameter opening; IX3, magnification changer module; IX3-D6RES, 6-position 1X nose
piece; IX3-RFACS-1-2, coded IX3 fluorescence turret; U-TVCAC, magnification changer;
APON60XOTIRF, 60X, NA=1.49, oil immersion, working distance=0.1 mm with correction
collar, objective for setting up objective-type TIRFM; UPLSAPO60XWIR, 60X, NA=1.2,
water immersion, working distance=0.28 with correction collar, objective for setting up
prism-type TIRFM; U-BI90-1-2, 1X binocular observation tube; WHN10X-1-7, 10X eye-
piece; U-CMAD3-1-7, C-mount camera adapter; U-TV1X-2-7, CCD camera adapter; U-FF,
empty fluorescence cube; OMAG-QV-FC, Photometrics quadview for simultaneous 4 wave-
length measurements; QV2-CUBE-SQ, QV2 cube for square detector; FF01-533/SP-25,
FF01-582/75-25, FF02-675/67-25, FF01-715/LP-25, FF538-FDI01-12.5-D, FF640-FDI01-
12.5-D, FF705-FDI01-12.5-D, optical filters and dichroics from Semrock for Photometrics
quadview). Optical filters and dichroics from Semrock (QUAD NOTCH 405/488/532/635-
25, LPD01-488RS-25, LPD01-532RS-25, LPD01-633RS-25, and DI01-R405/488/532/635).
Camera from Andor (DU-897D-CS0-BV, 512 512, 16 m pixel, EMCCD camera; CCI-24,
IXON PCI express controller card; IQ CORE, IQ core software; IQ TRACK, motion analysis
module).
Excitation lasers from CrystaLaser (DL488-050-O, 488 nm laser; CL532-050-LO, 532 nm
laser; DL635-050-O, 635 nm laser). Mechanical shutters from Vincent Associates (VMM-D4,
shutter controller; LSR3S2T1, mechanical shutters). Prism from CVI (PLBC-5.0-79.5-SS,
prism for setting up prism-type TIRFM). Two APDs from Pacer (Excelitas SPCM-AQRH-
15, APDs for FCS and Confocal Single-molecule Studies).
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2.2.1.5 Calculation of penetration depth
Figure 2.2 shows the schematic for calculating the penetration depth in a prism-type
TIRFM. The penetration depth (d) is given by:
d = (λ/4π)[n2suprasil sin
2 θTIR − n2water]−1/2 (2.2)
Where θTIR is the angle of incidence that needs to be greater than or equal to the critical
angle 65.8 between the suprasil prism used and water. As shown in Figure 2.2, it is possible
to determine θTIR if the change in laser height (∆y) for a change in distance (∆x) is known.
θTIR is given by:
θTIR = 90
◦ − sin−1(nair/nsuprasil) sin θi = 90◦ − sin−1(nair/nsuprasil) sin(∆y/∆x) (2.3)
At 532 nm excitation wavelength and at the laser beam setting with ∆x = 50mm and
∆y = 27mm, the penetration depth is ∼ 116nm.
2.2.1.6 Estimation of microscope drift using fiducial markers
Mechanical drift in optical microscopy is a common problem that limits the accuracy of
tracking an object of interest. In particular, super-resolution techniques (Hell, 2009) require
drift correction and image registration accuracy in excess of the spatial resolution. Often
one or more immobilized fiducial markers are used to determine the drift. Several tracking
algorithms such as image cross-correlation (Gelles et al., 1988), centroid calculation (Ghosh
& Webb, 1994), and direct Gaussian fitting of the intensity profile (Thompson et al., 2002)
have been developed. Whereas cross-correlation is the superior algorithm for tracking larger
fiducial markers, Gaussian fitting to the intensity profile is the most robust algorithm for
smaller fiducial markers (Cheezum et al., 2001). However, there are several possible sources
of error in the fiducial trajectories that include the sample chamber and the fiducial markers
themselves, the camera, and the tracking software. For example, the sample chamber can
drift, the fiducial markers may not be properly fixed or may photobleach and blink, the cam-
era pixel values can have statistical fluctuations, and labeled biomolecules near the fiducials
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or transiently passing nearby may result in the jumps while using the tracking software.
Moreover, tracking is occasionally lost when a diffusing fluorophore is in close proximity to
a fixed fiducial marker resulting in ambiguous tracking results that are automatically dis-
carded. As a result of these practical limitations, both the accuracy and the precision of the
estimated drift may be severely affected.
We have developed a generalized maximum likelihood method of drift estimation that
is applicable even in the presence of interfering labels, missing tracking points, and non-
Gaussian noise sources. The jumps in the data are identified by searching for nearest time-
point increments that are greater than a threshold. The threshold is set to be the greater
of the first plateau of the cumulative distribution of the increment magnitude and five times
the fiftieth percentile. After the threshold is identified, it is used to identify blocks between
jumps. In the pth block of the nth fiducial marker, a displacement is assigned. The displace-





(xn(t) −X(t) − Zn,p)2 (2.4)
where xn(t) are the measured coordinates of the fiducial markers. The function X(t) in turn





where Cn,m are coefficients that are constrained to satisfy X(t = 0) = 0.
The performance of the maximum likelihood estimator depends on the probability dis-
tribution of the noise. Based on inspection of the NV center coordinates it is clear that the
distribution of the noise process vn(t) cannot be independent and identically distributed.
This is because the displacements of the coordinates xn(t) in our fiducial trajectories (Fig-
ure 2.3 (d-g)) are clearly bimodally distributed, i.e. there are time points with jumps that
are much larger than the typical variance. Therefore, a more reasonable estimate for the
probability distribution is to add a sequence of jumps as parameters to the problem. In our
31
analysis we denote the random slips in the coordinate by Zn,p , in the n
th fiducial marker
and the pth block between tn,lp to t
n,u
p . The set of time points where the n
th fiducial marker
has change below the threshold in the pth block will be referred to as Sn,p. The coordinate
xn(t) can be expanded as:
xn(t) = X(t) + ζn(t) + Zn,p (2.6)
for t ∈ Sn,p, where ζn(t) is the Gaussian noise and X(t) is the microscope stage motion.
The likelihood function is then given by 2.4 so that the minimum of the least squares system
is given by the linear system of equations. Since X(t) is expanded in a cubic spline basis,
the least squares problem is transformed into one with the basis expansion coefficients as
parameters rather than X(t). Therefore, the likelihood function L is written as L(X(t), Zn,p).
We have tested our approach described above with a combination of experiments and
simulations, and compared the drift estimates with those obtained by fitting the fiducial tra-
jectories to fifth order polynomials. We used fluorescent nanodiamonds (FNDs) (Figure 2.3a)
which do not photobleach or blink (Figure 2.3b), in contrast to commonly used dyes (Fig-
ure 2.3c), making them suitable as fiducial markers. FNDs with ∼ 40nm diameter and
containing ∼ 15 fluorescent NV centers were mixed with 1 mg/ml poly-L-Lysine, deposited
on a quartz slide. The FNDs were excited at 532nm with an intensity of ∼ 120W/cm2 using
the evanescent field in a TIRF microscope. Emission from the FNDs was filtered (Chroma
HQ550LP) detected using an Andor EMCCD camera (DV897-BV 3493). Frames with 100ms
exposure time were recorded every 2s for about 30min. The EM gain of the camera was
set to 3600 and the preamplifier gain of the camera was set to 2.5. Figure 2.3a shows a
field of view containing FNDs. The positions of the FNDs were determined by the centers
of two-dimensional Gaussian fits to their point spread functions. Custom made IDL code
based on a previously published algorithm (Crocker and Grier 1996) was used to perform
the Gaussian fits and track the positions of the FNDs in the x− and y− directions. Only
x−coordinates were considered to illustrate our approach. To simulate the effects of spurious




































































































































































Figure 2.3: Estimation of the microscope drift in the presence of non-Gaussian noise. (a) A
field of view with fluorescent nanodiamonds (40 nm diameter containing ∼ 15 NV centers).
(b) Intensity as a function of time for an FND. (c) Intensity as a function of time for a Cy3
dye showing characteristic photobleaching step. (d), (e), (f), and (g) x-coordinates of four
FNDs in the field of view as a function of time. (h), (i), (j), and (k) Four simulated traces
with a known sine wave and four different noise sources as determined by the experimental
trajectories. Experimental: (l) Estimated drift (blue line) and the error bars (grey) using
a maximum likelihood approach in combination with cubic spline fit. The precision of the
estimate is 22±14nm (mean ± standard deviation). (m) Estimated drift (blue line) and the
error bars (grey) using fifth order polynomial fits. The precision of the estimate is 75±25nm
(mean ± standard deviation). Simulated: (n) Estimated drift (blue line) and the error bars
(grey) using a maximum likelihood approach in combination with cubic spline fit, and the
true value of the drift (red line). The accuracy is 4± 3nm (mean ± standard deviation) and
the precision (the error bars is 21 ± 7nm (mean ± standard deviation). (o) Estimated drift
(blue line) and the error bars (grey) using fifth order polynomial fits to 16 simulated traces,
and the true value of the drift (red line). The accuracy is 57 ± 16nm (mean ± standard
deviation) and the precision is 35 ± 6nm (mean ± standard deviation).
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to the flow cell prior to tracking.
Trajectories of the FNDs (Figure 2.3(d-g)) show jumps of different magnitudes and du-
rations. Drifts were estimated using our approach 80 times by taking four trajectories at
random from the four experimental trajectories (Figure 2.3(a-g)). The average and the stan-
dard deviation of these 80 estimates are shown in Figure 2.3l. The precision of the estimate
is 22 ± 14nm (mean ± standard deviation). The same four experimental trajectories were
also individually fitted to fifth order polynomials. The average and the standard deviation
of these four polynomial fits are shown in Figure 2.3m. The precision of the estimate is
75 ± 25nm (mean ± standard deviation).
It should be noted that the accuracy of the microscope drift estimate may be more
important for tracking biomolecules. The accuracy or the deviation from the true drift may
be unacceptable even if the precision is acceptable. Since we do not know the true value of
the experimental drift, we quantified the accuracy with the help of simulations. We tested
and validated our method by simulating fiducial trajectories (Figure 2.3(h-k) by adding
experimentally determined noise sources to a known sine wave (red line, Figure 2.3(n and
o)). Drifts were estimated using our approach 80 times by taking 4 trajectories at random
from a total of 16 simulated trajectories. The average and the standard deviation of these 80
estimates, and the actual sine wave drift used in the simulations are shown in Figure 2.3n.
The accuracy is 4 ± 3nm (mean ± standard deviation) and the precision (the error bars)
are 21 ± 7nm (mean ± standard deviation). The same 16 simulated trajectories were also
individually fitted to fifth order polynomials. The average and the standard deviation of
these 16 polynomial fits, and the actual sine wave drift used in the simulations are shown
in Figure 2.3o. The accuracy is 57 ± 16nm (mean ± standard deviation) and the precision
is 35 ± 6nm (mean ± standard deviation). This highlights the possible noise sources in
trajectories of fiducial markers commonly used in various imaging applications. The method
described here can be used to estimate the microscope drift with high accuracy and precision.
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2.2.1.7 Single-molecule Förster Resonance Energy Transfer (FRET) study us-
ing TIRFM
FRET refers to the non-radiative transfer of energy from an excited fluorophore (called
donor, D) to another fluorophore (called acceptor, A) via intermolecular dipole-dipole cou-





where r is the distance between the two fluorophores and r0 is the characteristic Förster
radius that depends on the spectroscopic features and mutual dipole orientation of the fluo-
rophores. Such a strong distance dependence of FRET have been widely used for studying
inter- and intramolecular dynamics. Single-molecule FRET between two fluorophores was
first reported in 1996 (Ha et al., 1996) and can be used to measure relative distance with
0.5nm resolution over a practical range from 3 − 10nm (Andoy et al., 2009; Cornish & Ha,
2007; Deniz et al., 2008). The highest resolution is achieved when the distance changes are
around r0. Single-molecule FRET (smFRET) between two fluorophores can only provide
the relative distance between two fluorophores and can be less informative; however, this
can be overcome with multicolor smFRET, which allows measurements of distance changes
from more than one donor-acceptor pair. Another FRET based technique is Alternating
Laser Excitation (ALEX), where the donor and the acceptor are excited alternatively in the
microsecond time scale (Kapanidis et al., 2004). This allows FRET efficiencies to be deter-
mined between multiple donor-acceptor pairs, as well as donor only fluorophores, allowing
more in depth analysis of molecular dynamics and positional information. ALEX-FRET can
also be performed by stroboscopic pulses, where instead of the time resolution being defined
by the frame rate of the camera leading to 10−20ms time resolution, it is defined by the stro-
boscopic pules enabling time resolution down to 1− 2ms (Hohng et al., 2014). An extension
of ALEX-FRET is nsALEX/PIE (Kudryavtsev et al., 2012), wherein the alternation occurs
on the nanosecond as opposed to microsecond time scale. This is useful for autocorrelation
and cross-correlation methods, as it allows multiple samples to be taken from each channel
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before the molecule diffuses through the focus of the system (Hohlbein et al., 2014). There
are several reviews on FRET (Clegg, 2006, 2009; Ha, 2001; HyunáJo, 2014; Masters, 2014).
2.2.1.8 Miscellaneous important single-molecule studies using TIRFM
Single-molecule tracking of labeled biomolecules has been achieved to an accuracy of
∼ 1nm (Yildiz et al., 2003). The point spread function (PSF) of the fluorophore is fitted with
two dimensional Gaussian function. The center of the fit gives the position of the fluorophore
and the width of the fit gives the accuracy of the location. Stochastic optical reconstruction
microscopy (STORM) uses single photo-switchable fluorophores that are turned on and off by
an excitation light source. For this technique, a different subset of fluorophores is activated
with each imaging cycle. This gives a higher probability that the fluorophores PSFs will
be separated enough for nanometer localization. Generally speaking, this technique yields
resolutions of ∼ 20nm (Rust et al., 2006). Further, STORM is limited in application due to
the need to have the cells fixed during data collection. For living cell applications, PALM
(Photoactivated Localization Microscopy) (Betzig et al., 2006) offers the ability to image
fluorophores without needing to fix the sample in place. PALM is similar to STORM in that
it activates a subset of fluorophores; however, PALM then bleaches the fluorophores, instead
of switching the flourophores on and off in STORM. For speed and broader application, 2-
color PALMIRA (PALM with independently running acquisition) has been developed, which
allows for imaging of a whole cells intracellular network within 40 − 60s while maintaining
10 − 15nm resolution (Walter et al., 2008).
2.2.1.9 Single-molecule fluorescence study of weak biomolecular interactions
Weak biomolecular interactions with ∼ µM or weaker affinities play important roles in
biology and often complicate the interpretations of experimental data (Cooper, 1999). At
the single-molecule level, these interactions can be studied using lipid nanovesicles (Beńıtez
et al., 2008, 2010; Boukobza et al., 2001; Liu et al., 2010a; Okumus et al., 2009) or zero mode
waveguides (ZMW) (Korlach & Turner, 2013; Levene et al., 2003) to reduce the effective de-
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tection volume (< 10−19L) and hence, increase the local concentration (∼ µM). Nanovesicle
trapping has some advantages: 1) extends observation time due to surface immobilization
of vesicles, 2) minimizes non-specific interactions, and 3) mimics cellular environment to
some degree and is therefore, particularly suitable for studying membrane-associated pro-
teins. Nanovesicle trapping has some disadvantages as well: 1) it is not suitable for studying
extended substrates such as collagen fibrils or actin filaments, 2) the process to enclose
biomolecules inside the vesicles could be detrimental. Zero-mode waveguides, metal-clad
wells or lanes fabricated on a silica substrates, can be particularly suitable for studying
extended substrates. Effective detection volume and concentrations using zero-mode waveg-
uides can be as low as (∼ 10−21L)and ∼ mM. ZMWs allow easy exchange of solutions,
but can interfere with fluorophore properties due to metal surface and suffer from higher
non-specific interactions.
2.2.2 Force-based single-molecule study
The three main methods for forced-based single-molecule studies are magnetic traps
(MT) (De Vlaminck & Dekker, 2012; Gosse & Croquette, 2002; Kilinc & Lee, 2014; Lionnet
et al., 2012; Lipfert et al., 2014; Vilfan et al., 2009), optical traps (OT) (Moffitt et al., 2008;
Neuman & Block, 2004; Perkins, 2014), and atomic force microscopy (AFM) (Alsteens &
Dufrêne, 2014; Ando et al., 2014; Puchner & Gaub, 2012). These three methods have their
advantages and disadvantages in terms of spatial and temporal resolutions, force ranges,
and applications. For a relative comparison among MT, OT, and AFM, refer to (Neuman
& Nagy, 2008), and for a comparison between OT and MT, refer to (Grange & Strick,
2013). Typically, one end of a biomolecule or a small system of interest is attached to a
surface, and the other end is attached to a magnetic bead, a polystyrene bead, or to an
AFM tip. The attachment protocols, strengths, and their effects on the system under study
are critical and need to be carefully considered. Even though force-based single-molecule
techniques allow better spatial resolution and force manipulations compared to fluorescence-
based techniques, considerable challenges exist for forced-based single-molecule studies inside
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the living cell (Dufrêne et al., 2011).
2.2.2.1 Force-based single-molecule techniques
Magnetic Trap:
In its simplest form a magnetic trap consists of a single permanent magnet; however, it is
more common to have two, such that a torque can be applied. With a single magnet, only a
pulling force can be applied. The benefit of a permanent magnet assembly is its reliability
once a force calibration is made. For more flexibility, an electromagnet can be used. This
does not have the same calibration reliability, but allows variable forces and motions to be
applied to the molecule that are not possible with the permanent magnet setup. A benefit
of magnetic traps over optical traps or AFM is the reduced strain placed on the molecule
of study. With AFM there is direct contact with the molecule, and with optical trapping
techniques there is generally localized heating due to high laser intensities; however, magnetic
trapping eliminates both of these undesirable qualities, and has the added benefit of being
able to apply torque on the molecule. For reviews on magnetic traps, refer to(De Vlaminck
& Dekker, 2012; Gosse & Croquette, 2002; Seol & Neuman, 2011).
Optical Trap: An optical trap is a noninvasive method. It utilizes optical forces to
trap a polystyrene bead that is attached to the molecule under study. This allows force to
be applied on the molecule by moving the focus of the laser light. For this method to work
effectively, a highly stable laser is desired. Stiffness is dependent on both the wavelength of
light and the power of the laser used; however, it is generally below 1pN/nm with a total
forcing below 100pN (Moffitt et al., 2008; Neuman & Block, 2004).
AFM: AFM utilizes a mechanical cantilever as a force probe. The force exerted is
determined by the deflection of a laser beam from the cantilever. By knowing the force
required to deflect the cantilever through a distance, one can measure the force applied by
the molecule through measuring the deflection with the laser. AFM provides more stiffness
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than other methods, ranging between 1pN/nm and 100nN/nm, and forces up to 1nN. This
dynamic range is useful in many studies. For reviews on AFM, refer to (Binnig et al., 1986;
Cappella & Dietler, 1999; Jalili & Laxminarayana, 2004; Puchner & Gaub, 2009; Sullan
et al., 2013).
2.2.2.2 Calibration
Accurate calibration of force and position is essential for AFM (Burnham et al., 2003;
Liu et al., 2007; Sader et al., 2012), magnetic tweezers (De Vlaminck & Dekker, 2012),
and optical trap (Perkins, 2014; Tolić-Nørrelykke et al., 2006). One way to calibrate the
position of the molecule is to run it through a known distance, and calibrate this to either
the position of the laser beam (for optical traps) or the position of the stage (for magnetic
traps and AFM). For optical traps, determining the size of the trapped particle is critical for
proper calibration because commercially available polystyrene beads have a size distribution.
Moving the stage with a known frequency and amplitude can be helpful in determining the
size of the particle (Tolić-Nørrelykke et al., 2006).
2.2.2.3 Fiducial markers
A simple protocol can be used to attach polystyrene beads to the slide and can be used
as fiducial markers. Dilute polystyrene beads stock (2.8 µm diameter) to a concentration
of 0.4% w/v in 10 mM Tris-HCl buffer, take 50 µl bead solution, add 1.2 ml acetone and
mix by vortexing, use a spin coater to spread the mix on the slide and wait for 30 s, rinse
thoroughly with ethanol and deionized water, and dry with nitrogen flow. This protocol
works better than melting polystyrene onto the slide because melting process may introduce
curvature to the slide.
2.3 Single-molecule data analysis
Single-molecule data is noisy and sometimes the noise itself is the signal of interest.
Therefore, extracting meaningful information from single-molecule fluorescence data is chal-
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lenging. Literature on single-molecule analysis techniques is ever growing and ranges from
simple histograms and fits to advanced statistical approaches such as hidden Markov mod-
eling and Bayesian methods. Complications arise when the nature of underlying noise is
not known and could be non-Gaussian as well as Gaussian. It is very useful to simulate the
results obtained from analysis and then analyze the simulated data exactly the same way as
the experimental data in an iterative way. Simulations are invaluable tools to determine the
effects of noise and the particular analysis method used and can provide a rigorous test of
the conclusions drawn from the data.
For biomolecules or biomolecular reactions, we are often interested in extracting the num-
ber of states, equilibrium populations and free energy difference between states, kinetic rates,
step size of motion, diffusion constant, concentrations, and so on. Irrespective of the system
of interest and the single-molecule method of choice, single-molecule data can be broadly
categorized into four types. First, and the most common type of single-molecule data, is
time series of signals between zero and an upper value. For example, current through sin-
gle ion channel (Sakmann & Neher, 2009), FRET between two dyes attached two domains
of a biomolecule undergoing conformational dynamics (HyunáJo, 2014; Roy et al., 2008),
protein induced fluorescent enhancement (PIFE) (Hwang & Myong, 2014), fluorescence due
to catalysis (Chen et al., 2014), fluctuations of fluorescence from labels due to changes in
the molecule of interest (Zhuang et al., 2000), and photon counts in fluorescence correla-
tion spectroscopy (FCS) and time correlated single photon counting (TCSPC) (Schuler &
Hofmann, 2013). The second type of single-molecule data are the positions of molecular
motors as they move on their substrates. The third type of data is biomolecular diffusion
on extended substrates. The fourth type is the forced based pulling and releasing data.
Careful analysis of single-molecule data would not be a matter of concern in the absence
of noise and we would get all the information readily. However, single-molecule data is
almost always noisy due to both the instrument and the system of interest. The nature




























Figure 2.4: Flowchart of single-molecule data analysis
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Zhou et al., 2014), Gaussian (Chen & Dovichi, 1996; Davenport & Root, 1958; Kou & Xie,
2004), non-Gaussian (Banoth & Sircar, 2014; Brix, 1999; Chan et al., 2014; Ecker & Tolias,
2014; Jakeman & Tough, 1987; Jakeman, 1980; Kassam, 1988; Prucnal & Saleh, 1981),
diffusive (Flegg et al., 2013; Shnerb et al., 2001), and even undefined (Rieckh & Tkačik,
2014).Figure 2.4 shows a flowchart that can be followed to ensure accurate analysis and
validation of single-molecule data. Few specific examples to underscore the importance of
Figure 2.4 are given next. For valid super-resolution fluorescence imaging with nanometer
accuracy, it is important to estimate the drift of the microscope stage with better than
nanometer accuracy. This is particularly important if the molecule of interest is moving.
A repeatable (precise) drift estimation is not the same as an accurate drift estimation as
shown in Figure 2.3. For finding thermodynamically or kinetically stable states of a system,
it is important to define the proper reaction coordinates such as DNA extension under force.
The absence of stable states (potential minima) in the chosen reaction coordinate does not
mean the absence of stable states in all possible reaction coordinates (Dudko, 2009; Dudko
et al., 2008, 2010, 2011; Garai et al., 2014; Pierse & Dudko, 2013; Suzuki & Dudko, 2011,
2013; Zhang & Dudko, 2013). Precise calibration of force and length(Burnham et al., 2003;
Perkins, 2014; Sader et al., 2012; Sullan et al., 2013; Tolić-Nørrelykke et al., 2006) in force-
based measurements are crucial to determine quantities such as the extension change due to
a single DNA base pair unwinding. In the end, we mostly try to find the energy levels, the
kinetics, and the free energy from single-molecule experiments. While the energy levels and
the kinetics at ensemble level are mostly determined by some form of absorption and emission
spectroscopy, the free energy is determined by some form of calorimetry. At least a subset
of single-molecule results must match ensemble results to ensure the reproducibility and the
validity of the scientific conclusions. Self-consistent approach as envisioned in Figure 2.4 is
helpful to avoid the serious concern about the retractions and the irreproducibility (Begley
& Ellis, 2012; Collins & Tabak, 2014; Prinz et al., 2011).
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2.3.1 Extracting information from signal fluctuating between zero and an upper
value
As mentioned above, most of the single-molecule data falls into this category. There
are many ways to fit the noisy time series data with an idealized series of steps and dwell
times so that the desired information can be extracted. One of the most common methods
is hidden Markov modeling (HMM). Originally developed for speech recognition, the HMM
is now used in many fields, including single-molecule biophysics. The HMM is used to
identify hidden (unobservable) states for a process that is Markovian in nature, where the
present and future state do not depend on the prior states of the system. In essence, the
HMM model works to determine states of a memory-less system through noise that would
otherwise obscure them. Transition times between states in this case exponentially decays.
The ability to determine these states is very useful in single-molecule FRET experiments
where noise has traditionally obscured the results. McKinney et al. (McKinney et al., 2006)
used HMM to determine individual smFRET trajectories on systems with multiple states.
In a fluorescence resonance energy transfer (FRET) process, a donor gives up energy to a
receptor, thus increasing the receptors emission intensity and decreasing the donors. This
energy transfer is distance-dependent, and therefore forms discrete states for any given donor-
receptor pair. Through time, these trajectories can be analyzed with a HMM to determine
the state levels and the transition probabilities between the states. For a general discussion
on analysis of single-molecule FRET data, refer to (Blanco & Walter, 2010).
Sometimes, a standard HMM is not robust enough to determine the intensity steps and
trajectory from a single-molecule FRET experiment. This is often the case when either the
signal to noise ratio, or the signal to background ratio, is close to unity. To aid in these
situations, a method based on a HMM as well as Bayesian information theory seems to
perform better (Watkins & Yang, 2005). This method is useful for single-molecule FRET
experiments that need to employ photon counting due to low signal. This method first
assumes a Poisson distribution on the detected photons; it then aims to determine both the
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intensity level, and the time point for the intensity level of these photons. To do this, it
uses a generalized likelihood method to compare the probability that the detected photons
within a trajectory contain an intensity step, to the probability that they do not. It then
attempts to group intensity levels, which may result from the same emissive state, and
continues to group until all intensity levels arise from a singular emissive state. Finally, it
uses Bayesian analysis to determine the true number of emissive states. For states buried in
correlated noise, methods such as Langevin model-based smoothing (Little et al., 2011) and
generalized least squares have been used (Arunajadai & Cheng, 2013).
Figure 2.5 shows various ways of analyzing single-molecule time series data. We have
simulated time series signal fluctuating between two states at 0.5 and 0.8. A Gaussian noise
with σ = 0.1 has been added to the time series. Dwell times at 0.5 and 0.8 are distributed
exponentially with average dwell times of 40s and 10s respectively (Figure 2.5 a and b). One
of the straightforward ways to get a sense of number of states in a time series signal is to
calculate area normalized histogram (Figure 2.5c). For our example simulation, the presence
of two states is clear in Figure 2.5c. By fitting the histogram with two Gaussians, gives two
peaks at 0.5 and 0.8 with a ratio of areas equal to 4. The ratio 4 indicates the equilibrium
populations in two states. However, the histogram does not provide the kinetic rates of two
states. Noise in the signal can be estimated by calculating the area normalized histogram
of differences between consecutive signal values (Figure 2.5d). Contribution from noise in
this histogram usually overwhelms the contribution from differences due to state transitions.
Fitting a Gaussian, assuming that the noise is mainly Gaussian in nature, gives a σ = 0.1.
For indication of presence of state transitions or possible microscope drift, it is more helpful
to calculate area normalized histogram of differences between every possible pair of signal
values (Figure 2.5e). Slowly decaying tails of the histogram of all possible pairs in Figure 2.5e
indicate that there are transitions between states. The histogram is fitted well with three
Gaussian with peaks at ±0.3 and 0 with σ = 0.1. Plotting various histograms and fitting with








































































































































































































































































Figure 2.5: Analysis of single-molecule time series data. (a) and (b) Simulated time series
signal fluctuating between two states at 0.5 and 0.8. Gaussian noise with σ = 0.1 has been
added to the time series. Dwell times at 0.5 and 0.8 are distributed exponentially with
average dwell times of 40 s and 10 s respectively. (c) Area normalized histogram of signal
values in time series data. (d) Area normalized histogram of differences between consecutive
signal values. (e) Area normalized histogram of differences between every possible pair of
signal values. (f), (g), and (h) Normalized 2D matrix plot for ith + 1, ith + 2 and ith + 500
points against ith points respectively. (i) Normalized count at bin (0.5, 0.5) in 2D matrix
plots as a function of index (blue star) fits to an exponential decay curve, y(t) = ae(−t/b) + c
(red line), with b = 7.1. (j) Normalized count at bin (0.5, 0.8) in 2D matrix plots as a
function of index i (blue star) fits to y(t) = a(1 − e(−t/b)) (red line), with b = 7.7. (k)
Normalized count at bin (0.8, 0.5) in 2D matrix plots as a function of index i (blue star)
fits to y(t) = a(1 − e(−t/b)) (red line), with b = 6.9. (l) Normalized count at bin (0.8, 0.8)
in 2D matrix plots as a function of index i (blue star) fits to an exponential decay curve,
y(t) = ae(−t/b) + c (red line), with b = 7.0. (m) and (n) Normalized count at bins (0.3, 0.3)
and (0.6, 0.6) do not show clear decays.
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of noise and possible drift. In order to extract kinetic rates, different fitting algorithms
such as HMM and Bayesian can be used. However, these methods always assume either the
underlying model of the state transitions or the nature of the noise and give different results
depending on the user input. One way to extract kinetic rates without assuming anything
about the states and the noise is to use matrix plots. For example, if we have a time series
x1, x2, x3, x4, x5 , then plot x2, x3, x4, x5 against x1, x2, x3, x4 to obtain a 2D matrix plot for
S(i+1) vs S(i), plot x3, x4, x5 against x1, x2, x3 to obtain a 2D matrix plot for S(i+2) vsS(i),
and so on. The 2D matrix plots can be binned and the counts at each bin can be normalized
by dividing with the total counts. Figure 2.5(f-h) show normalized 2D matrix plot for , i+1th,
i+2th and i+500th points against ith points respectively. Interestingly, normalized counts at
bins (0.5, 0.5) and (0.8, 0.8) in 2D matrix plots as a function of index i fit to exponentials,
y(t) = ae−t/b + c, with b = 7.1 and 7.0 respectively (Figure 2.5 i and l). These b values are
related to the kinetic rates of the states according to 1/b = (1/τlow + 1/τhigh). Equilibrium
population ratio of 4 from Figure 2.5c gives τlow = 4τhigh which, for b = 7.0 , gives τhigh(12%
error) and τhigh(12% error). It should be noted that these numbers have been extracted
without any assumption about the underlying mechanisms. Normalized counts at bins (0.5,
0.8) and (0.8, 0.5) in 2D matrix plots as a function of index i fit to, y(t) = ae−t/b + c, with
b = 7.7 and 6.9 respectively (Figure 2.5 j and k). However, normalized counts at bins where
there are no states, such as (0.3, 0.3) and (0.6, 0.6), do not show clear decays (Figure 2.5 m
and n). Applications of 2D matrix plots for analyzing stepping motion and diffusion will be
discussed later in this review.
2.3.2 Extracting step sizes and kinetics from noisy tracking data of molecular
motors
Measuring step sizes and durations of biomolecules have been very useful in understanding
the mechanisms of their function. When the signal-to-noise ratio is high, steps can be clearly
seen and quantified, and have been used to show that Myosin V walks hand-over-hand using
a total internal reflection fluorescence microscope (Yildiz et al., 2003). With low noise,
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a pairwise distance distribution is also good enough and has been used to measure step
size taken by kinesin using optical trapping (Svoboda et al., 1993). However, when the
signal-to-noise ratio is high, steps taken by molecular motors are buried in noise and are
not easily identified. For data with higher noise, variance analysis can be a very useful
method of analyzing time series data (Box et al., 2013; Dettinger et al., 1995; Hamilton,
1994). Determining step sizes using variance analysis of single-molecule tracking data of
molecular motors have been successfully used (Neuman et al., 2005), but this method requires
assumptions about the underlying steps and constant step size. For a more general case
involving non-constant step sizes and low number of steps, Milescu et al. (Milescu et al.,
2006) considered molecular motors following a periodic Markov model and used maximum
likelihood estimation; an improved HMM has also been used for fitting tracking data of
molecular motors (Müllner et al., 2010; Syed et al., 2010). For fitting steps without any
assumptions regarding underlying model, methods such as t-test (Carter & Cross, 2005;
Sarkar et al., 2012), step function fitting (Kalafut & Visscher, 2008; Kerssemakers et al.,
2006), and thresholding (Hua et al., 1997) can be used. Kerssemarkers et al. (Kerssemakers
et al., 2006) used an algorithm to find steps of different sizes and durations hidden in Gaussian
noise, and utilized a counter fit to estimate the overfitting and underfitting of the data. The
counter fit has an equal number of steps, but they are positioned between the best-fit step
locations. The best fit and the counter fit can then be used to determine if the data is over
or under-fit, which distinguishes between step-like growth and gradual increases, as well as
distinguishing the steps from the noise. Kalafut et al.(Kalafut & Visscher, 2008) used a step
finding algorithm using Schwarz information criterion (Schwarz, 1978). For a comparison of
various methods of step detection, refer to a review by Carter et al. (Carter et al., 2008). For
step detection in the presence of non-Gaussian correlated noise, a generalized least square
method has been proposed (Arunajadai & Cheng, 2013) in combination with the Bayes
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Figure 2.6: Analysis of stepping motion of molecular motors. (a) Simulated steps of fixed
size 1.2 as a function of time. Dwell times between steps are exponentially distributed with
an average of 40 s. (b) Gaussian noise with σ = 0.1.(c) The sum of simulated steps and
Gaussian noise in (a) and (b) respectively. (d) Area normalized histogram of signal values.
(e) Area normalized histogram of differences between consecutive signal values. (f) Area
normalized histogram of differences between every possible pair of signal values. (g), (h),
and (i) Normalized 2D matrix plot for ith + 1, ith + 2 and ith + 500 points against ith points
respectively. (j) Sum of all bins at ∆S(i + 1) = +1.2 (red) and at ∆S(i) = +1.2 (blue) as a
function of index i. (k) Sum of all bins at ∆S(i + 1) = 0 (red) and at ∆S(i) = 0 (blue) as a
function of index i. When zoomed in, curves in (j) and (k) are a series a steps and dwells.
(l) Distribution of dwell times at ∆S(i) = 0 (blue circle) fits to an exponential y(t) = ae−t/b
(red line), with b = 50. Error bars are square roots of counts.
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Figure 2.6 shows various ways of extracting step sizes and kinetics from noisy tracking
data of molecular motors. Figure 2.6a shows simulated steps of fixed size 1.2 as a function
of time. Dwell times between steps are exponentially distributed with an average of 40 s.
If a Gaussian noise with σ = 0.1 (Figure 2.6b) is added to the steps in Figure 2.6a, we get
the noisy stepping motion (Figure 2.6c). For stepping motion, area normalized histogram of
positions (Figure 2.6d) does not provide much useful information. For estimation of noise
in the data, area normalized histogram of differences between consecutive positions is useful
(Figure 2.6e). Interestingly, area normalized histogram of differences between every possible
pair of positions clearly shows the peak at 1.2, the simulated step size (Figure 2.6f). As in
the case of time series data, we can create normalized 2D matrix plots (Figure 2.6(g-i)). The
matrix plot for i + 1th vs ith (Figure 2.6g) is elliptical, whereas all other matrix plots such
as i + 2th, and i + 500th vs ith (Figure 2.6(h and i)) are circular. The elliptical nature of the
matrix plot (Figure 2.6g) arises due to the steps in the data (Figure 2.6c). Indication of steps
buried in noise also become apparent if we divide the matrix plots in rows and columns, and
track the total counts in each row or column as a function of index i. Figure 2.6j shows the
sums of all bins at ∆S(i+ 1) = +1.2 (red) and at ∆S(i) = +1.2 (blue), whereas Figure 2.6k
shows the sums of all bins at ∆S(i + 1) = 0 (red) and at ∆S(i) = 0 (blue). Separation
between two curves (red and blue) becomes prominent when there are steps equal to ∆S.
When zoomed in, curves in Figure 2.6(j and k) are a series a steps and dwells. Distribution of
those dwell times at ∆S(i) = 0 (blue) (Figure 2.6l) indicates the kinetics of the steps buried
in noise (Figure 2.6c). However, the applicability of the method presented in Figure 2.6(g-l)
needs to be studied further for validation.
2.3.3 Extracting diffusion constants, kinetics, and energy landscapes from molec-
ular diffusion
Diffusion is one of the most ubiquitous processes in nature and arises due to the relentless
random collision of the molecule of interest with surrounding molecules. For an excellent
introduction to the subject of diffusion, refer to (Berg, 1993; Crank, 1975). Diffusion is
49
modeled as the canonical random walker who starts walking and randomly takes steps,
every τs, to left or right by a step size δ. It can be shown that after N such steps, taking
total time t = τN seconds, the random walker or the diffusing particle covers a mean squared
displacement (MSD) given by 〈x2(t)〉 = δ2t/τ for one dimensional random walk, where D is
the diffusion constant. For 2d and 3d, MSDs are given by 〈r2(t)〉 = 4Dt and 〈r2(t)〉 = 6Dt
respectively, where r2 = x2 + y2for 2d and r2 = x2 + y2 + z2 for 3d.
Biomolecular diffusion plays critical roles in all aspects of biology. DNA targeting proteins
such as RNA polymerase target specific genes in the long sequence of DNA by an efficient
combination of 1D and 3D diffusion (Berg & von Hippel, 1985; Gowers et al., 2005; Halford
& Marko, 2004; Hu et al., 2006; Meroz et al., 2009; Mirny et al., 2009; Winter et al., 1981).
Single-molecule visualization and characterization of protein diffusion on DNA have proved
very insightful (Biebricher et al., 2009; Blainey et al., 2006, 2009; Bonnet et al., 2008; Erie
& Weninger, 2014; Gorman & Greene, 2008; Gorman et al., 2007, 2010; Granéli et al.,
2006; Harada et al., 1999; Kim & Larson, 2007; Nguyen et al., 2014; Silverstein et al., 2014;
Tafvizi et al., 2008, 2011). Matrix metalloproteases undergoes 2D diffusion on the surface
of collagen fibrils (Sarkar et al., 2012). Diffusion have also been used to map energy and
diffusion landscape of membrane proteins (Masson et al., 2014). In solution, 3D diffusion
have been used to study changes accompanying biomolecular interactions using a trapped
molecule in solution(Wang et al., 2014).
However, biomolecular diffusion is usually anomalous due to effects such as molecular
crowding (Banks & Fradin, 2005; Mika & Poolman, 2011), bias, and physical barriers (Saf-
farian et al., 2006; Sarkar et al., 2012). Anomalous diffusion can be either biased or hindered.
Biased diffusion occurs in many natural processes, and is generally associated with some sort
of potential trap or barrier. For example, matrix metalloprotease 1 (MMP1) diffusion on col-
lagen fibrils is modeled as burnt bridge Brownian ratchet model (Qian et al., 2006; Saffarian
et al., 2004, 2006; Sarkar et al., 2012). When MMP1 cleaves a specific site on collagen fibrils,
it biases the diffusion. Diffusion of MMP1 on collagen fibrils is also a perfect example of
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hindered diffusion. Collagen cleavage by MMP1 not only biases the motion, but also leaves
a barrier that hindered the subsequent motion of MMP1 (Sarkar et al., 2012).
Even though diffusion has been studied for over a century, both experimentally and
theoretically, single-molecule experiments on diffusion have generated significant interest in
theoretical studies of diffusion. Solving a Fokker-Planck equation, Bonnet et al. (Bonnet
& Desbiolles, 2011) estimated the diffusion constant of a protein diffusing on DNA in good
agreement with single-molecule experiments. For example, the diffusion step size can be de-
termined by fitting the histogram created by position at a given time as seen above. Binning
works well for large data sets, as the ensemble statistics work to decrease noise and improve
parameter estimation. The maximum likelihood method on the other hand calculates the
parameter by fitting a model, or function, such that the observed data is maximized. This
method is similar to a least squares fitting regime; however, dependent on the model and pa-
rameters, can be much more robust and complex. Boyer et al. (Boyer et al., 2013) reviewed
current analytical methods of extracting information from single-molecule measurements of
diffusion. Even for ergodic systems time average could be different from ensemble average
(Jeon & Metzler, 2012). Presence of ergodic and nonergodic behaviors in single-molecule
diffusion has been studied (Meroz et al., 2010). Effect of diffusion and crowding on protein
stability have been computationally investigated (McGuffee & Elcock, 2010; Meroz et al.,
2009). Estimation of diffusion constants from noisy single-molecule trajectories has been
studied extensively (Meroz et al., 2013; Oddershede et al., 2003; Vestergaard et al., 2014).
Diffusion by itself is noisy and therefore, presents a challenge to analyze when other
sources of noise are added. Different approaches to extract information from noisy biomolec-
ular diffusion are presented in Figure 2.7. Figure 2.7a shows simulated two dimensional (2d)
diffusion with a diffusion constant D = 0.7µm2 along x, but negligible diffusion along y.
Gaussian noise with σ = 0.17µm has been added. This type of diffusion is seen during the
diffusion of matrix metalloproteases on collagen fibrils. Diffusion in 2d can be decomposed
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Figure 2.7: Analysis of single-molecule diffusion. (a) 2d Simulated diffusion with a dif-
fusion constant D = 0.7µm2/s along x and negligible diffusion along y. Gaussian noise
with σ = 0.17µm has been added. This mimics the diffusion of matrix metalloproteases
on collagen fibrils. (b) Examples of diffusive trajectories along x as a function of time. (c)
Mean Square Displacement (MSD) as a function of time for normal diffusion (green), biased
diffusion (grey), and restricted diffusion (red). (d) Displacement probability distributions
at various time delays. (e) Area normalized histogram of positions. (f) Area normalized
histogram of differences between consecutive positions. (g) Area normalized histogram of
differences between every possible pair of positions. (h) Area normalized histogram of dif-
ferences between every possible pair of positions for just Gaussian noise with zero mean
and σ = 1. (i) An example of diffusive trajectory (blue circles) and the fit (red line) to a
series of dwells and runs using t-test method. (j) Histograms of dwell times in simulated
purely diffusive trajectories for D = 0.3µm2/s (black), D = 0.6µm2/s (red), D = 1.2µm2/s
(green), D = 2.4µm2/s (blue), D = 4.8µm2/s (cyan), and D = 9.6µm2/s (magenta). Inset:
Rates obtained by fitting each dwell time distribution by exponential as a function of D.
(k), (l), and (m) Normalized 2D matrix plot for i+ 1th, i+ 2th and i+ 500th differences (∆s)
against ith differences (∆s) respectively. (n) Count at bins (0,0) (blue), (0.2,0.2) (red), and
(-0.2,0.2)(green) as a function of index for . (o) Count at bins (0,0) (blue), (0.2,0.2) (red),
and (-0.2,0.2)(green) as a function of index i for D = 4.8µm2/s. (p) Steady state counts at
bins (0,0) (red) and (±0.2,0.2)(black) as a function of D.
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examples of diffusive trajectories as a function of time. To determine if the diffusion is nor-
mal or anomalous, it is helpful to calculate Mean Square Displacement (MSD) as a function
of time as shown in Figure 2.7c. If the diffusion is normal, MSD is linear. However, if the
diffusion is anomalous due to bias or hindrance, MSD is nonlinear. For biased diffusion (grey
curve, Figure 2.7c), MSD has upward curvature. For restricted diffusion, MSD is downward
curvature (red curve, Figure 2.7c). Quantification of bias, hindrance, and noise in diffusion
can be done by fitting MSDs with the function, MSD = a0 + a1t
1−β + a2t
2;0 ≤ β ≤ 1. For
normal 1D diffusion, a0 = 2σ
2, where sigma is the uncertainty in position measurements,
and a1 = 2D, D where is the diffusion constant. β > 0 indicates hindrance in diffusion,
whereas a2 > 0 indicates bias in diffusion. However, MSD does not reveal whether or
not the biomolecule is diffusing on a substrate with underlying structure. If the substrate
has specific places where the biomolecule binds more, calculating displacement probability
distributions (DPDs) is useful. Figure 2.7d shows DPDs at different time delays. DPDs
were calculated after an interval ∆t = τj, where τ is the time resolution and j is the in-
dex, according to ∆x(jτ)i = x(i + j) − x(i). For 1d normal diffusion, DPDs are Gaussian:
p(∆x) = (1/4πD∆t)e−(∆x
2/4D∆t), where ∆x is the displacement in the interval ∆t. When
the biomolecules diffuse on a substrate with structure, DPDs deviate from Gaussian (Sarkar
et al., 2012). Figure 2.7(e-g) show area normalized histogram of positions, area normalized
histogram of differences between consecutive positions, and area normalized histogram of
differences between every possible pair of positions, respectively. Figure 2.7e does not reveal
much and Figure 2.7f reveals the noise in the data. However, Figure 2.7g shows the promi-
nent peak at 0 that has been enhanced due to the presence of diffusion. For simple Gaussian
noise with zero mean and σ = 1, Figure 2.7g becomes Figure 2.7h. Often biomolecular diffu-
sion is also accompanied by kinetic transitions between states. None of the Figure 2.7(c-h)
reveals kinetic information. To extract kinetic information, single-molecule diffusion trajec-
tories can fit to a series of dwells and runs using t-test-based step finder program as shown in
Figure 2.7i. Two important points should be noted. First, single-molecule diffusion appears
53
to have step like behavior (Figure 2.7i) like stepping molecular motors. Even simple diffusion
without any kinetic transitions between states can be fitted with idealized trajectories, and
dwell time distributions (Figure 2.7j) and kinetic rates(Figure 2.7j, inset) can be calculated.
To make things more complicated, these rates can vary depending on the parameters chosen
for the step finder program. Therefore, extreme care needs to be taken while using any step
finder program to calculate kinetic rates. If simulations are used iteratively in conjunction
with the experimental single-molecule trajectories, a reasonable extraction of kinetic rates
with appropriate error bars is possible(Sarkar et al., 2012). Matrix plots can also be explored
to extract information as we have done for other types of single-molecule data in Figure 2.5
and Figure 2.6. Figure 2.7(k-m) show normalized 2D matrix plots for i + 1th, i + 2th, and
i+ 500th positions against ith positions respectively. Tracking counts at different bins in the
matrix plots along with the simulations can help calibrating the procedures and extracting
diffusion constants (Figure 2.7(n-p)).
2.3.4 Extracting information from force-based single-molecule experiments
Extracting information from single-molecule force-based experiments have been discussed
in various papers(Dudko, 2009; Dudko et al., 2008, 2010, 2011; Pierse & Dudko, 2013; Suzuki
& Dudko, 2011, 2013; Zhang & Dudko, 2013). Energy landscape of folding of prion protein
was constructed from single-molecule forced-based measurements (Yu et al., 2012). Fig-
ure 2.8 shows an example of single-molecule pulling experiment. It involves unfolding and
folding experiments with DNA hairpins using an optical trap. Two beads are attached to
the DNA hairpin construct. One bead is held with a micropipette and the other is held with
the optical trap. It is critical to identify the control parameter to be used to calculate work
(Alemany et al., 2013). Fluctuation theorems used to extract free energies from force-based
experiments provide accurate free energy only if appropriate control parameter used. The
control parameter d for the experiments in Figure 2.8 has been noted in the figure and has
been used to calculate work that can be used in fluctuation theorems to extract free energy.
Figure 2.8b shows the simulated force vs distance curves for many unfolding (blue) and
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folding (red) processes. Area under each curve was calculated to get the work distribution


























































Figure 2.8: Force-based unfolding and folding experiments with DNA hairpins. (a) Experi-
mental setup. Two beads are attached to the DNA hairpin construct. The control parameter
d is used to calculate work that can be used in fluctuation theorems to extract free energy.
(b) Simulated force vs distance curves for many unfolding (blue) and folding (red) processes.
Area under each curve provides the work for that curve. (c) Calculated work distributions
for unfolding (blue) and folding (red) processes.
2.4 Future outlook
Single-molecule techniques will continue to play a role in the current biological problems
of interest. But there are certain areas of research where single-molecule techniques will
likely play decisive roles in the future. Selection of three areas below reflects the personal
views of the authors, but hopefully the reader may find them interesting.
2.4.1 Thermodynamics of small systems and transient violations of the second
law
One of the major roles of single-molecule techniques will be establishing microscopic
connection to the second law of thermodynamics. Understanding the microscopic origin of
the second law still faces challenges (Cápek, 2005). The origin of irreversibility from time
reversibility of equations of motion is still debated (Lamb & Roberts, 1998; Lebowitz, 1993).
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One of the main reasons that these issues still remain is our inability, so far, to perform single-
molecule studies. Molecular sized particles, and to that extent systems made of molecular
sized particles, do not operate the same as ordinary systems. Molecular systems can use
random thermal fluctuations for work. This comes about from the difference between macro
and micro systems probability for reversal actions. In a macro system, the probability is
lower, or at most equal for both forward and reverse processes to occur, hence the second
law of thermodynamics. However, in a microsystem, the probability for a reverse process to
occur can be higher than a forward process; therefore, events such as rectification of random
thermal fluctuations can occur, propelling the system forward (Schuster et al., 2013).
Biological processes are inherently stochastic and out of equilibrium. For a macroscopic
system with many microscopic degrees of freedom, the relative fluctuations of an experi-
mentally measurable quantity scale as 1/
√
N and become insignificant; however, biological
molecules are present inside a cell in small numbers (Vogel & Marcotte, 2012). Recently,
the numbers of 1103 proteins in E. coli were quantified using mass spectrometry (Ishihama
et al., 2008). Most of the proteins have a copy number lower than 250 and RNAs have a
copy number in tens. Therefore, biochemical reactions in the living world are subjected to
significant fluctuations due to interactions with their surroundings.
Such intrinsic noise in biological processes can influence biological functions (Tsimring,
2014). In addition, living systems must consume energy to survive and biological processes
require energy input directly or indirectly. This energy mainly comes from the hydrolysis
of ATP, the gasoline equivalent for biological systems, and is required for many processes
including DNA unwinding by helicases (Croteau et al., 2014), DNA topology simplifications
by type II topoisomerases (Darcy et al., 2014; Hardin et al., 2011; Wang et al., 2002), actin
polymerization (Korn et al., 1987), transcription (Kuehner et al., 2011), and translation
(Bustamante, 2014). For some processes such as collagen degradation by matrix metallopro-
tease (MMP), the required energy for biasing the MMP diffusion comes from the collagen
degradation itself (Saffarian et al., 2004, 2006). Consumption of energy drives biological
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processes out of equilibrium. In summary, biology is inherently noisy and out of equilibrium.
As a consequence, the second law of thermodynamics can be violated transiently, not on av-
erage, for small biological systems (Bustamante et al., 2005; Liphardt et al., 2002; Manosas
et al., 2009; Mossa et al., 2009; Ritort, 2004).
However, it is possible to extract useful thermodynamic quantities from nonequilibrium
experiments with small biological systems (Alemany et al., 2012; Collin et al., 2005). Stochas-
tic thermodynamics of small systems is an active area of research (Blickle & Bechinger, 2012;
Bustamante et al., 2005; Ritort, 2008; Seifert, 2012), and the statistical properties of fluctuat-
ing thermodynamic quantities can be related by equations, collectively known as fluctuation
theorems (Alemany et al., 2012; Bochkov & Kuzovlev, 1981; Campisi et al., 2011; Ciliberto
et al., 2010; Crooks, 1999; Huber et al., 2008; Jarzynski, 1997, 2013; Onsager & Machlup,
1953; Seifert, 2012). Fluctuation theorems have been proposed and experimentally veri-
fied for transitions between arbitrary nonequilibrium steady states (Gieseler et al., 2014),
classical systems (Collin et al., 2005; Jop et al., 2008; Liphardt et al., 2002; Schuler et al.,
2005; Wang et al., 2002), and quantum systems (Batalhão et al., 2013). In addition to small
biological systems (Collin et al., 2005; Liphardt et al., 2001, 2002; Manosas et al., 2009;
Mossa et al., 2009), the fluctuation theorems have been successfully applied to other small
systems including trapped silica nanoparticle (Gieseler et al., 2014), trapped microspheres
(Wang et al., 2002), single defect center in natural IIa diamond (Schuler et al., 2005), torsion
pendulum (Douarche et al., 2006; Joubaud et al., 2007), optically trapped glass beads (Jop
et al., 2008), electron transport through a double quantum dot(Küng et al., 2012), metallic
single electron box (Saira et al., 2012), and a full quantum process implemented in NMR
(Batalhão et al., 2013). To extract free energy from single-molecule nonequilibrium experi-
ments, it is important to define and calculate work properly that are explained in details in
several papers (Alemany et al., 2012, 2013; Gore et al., 2003; Mossa et al., 2009). For excel-
lent introduction to nonequilibrium processes and free energy recovery, refer to (Lebowitz,
1993; Lu, 2014).
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2.4.2 Roles of binding and motion on enzyme activity, in particular, on ex-
tended substrates
Single-molecule techniques are the only methods that reveal the binding, the kinetics,
and the biological activity on extended substrates such as DNA/RNA, collagen fibrils, and
membranes. Ensemble techniques work with small pieces of DNA/RNA, collagen monomers,
and membrane models, but cannot provide details of nonspecific and specific binding sites.
It is even more problematic if the substrate is not soluble in aqueous buffers such as collagen
fibrils. It is a fundamental biological quest to know how an enzyme works (Cornish-Bowden,
2013; Kraut, 1988), and binding and motion on substrates can significantly alter the apparent
activities measured. Mechanism and rate constants of enzyme-catalyzed reactions have been
studied using single-molecule techniques (Janssen et al., 2014). At the single-molecule level,
the stochastic nature of the enzyme action becomes evident and therefore, analysis of single-
molecule data requires stochastic methods (Grima et al., 2014). However, the roles of binding
and motion on enzyme activity are often overlooked. For example, proMMP1 cannot cleave
collagen mainly because it cannot bind collagen efficiently. The catalytic domain alone of
MMP1 cannot cleave collagen because it cannot diffuse on collagen efficiently without the
hemopexin domain. Lastly, a point mutation at the active site of MMP1 allows binding
and motion, but no cleavage (Sarkar et al., 2012). In other words, binding, motion, and
actual biochemistry at the active site are all important aspects of enzyme activity. This
is particularly important for extended substrates such as DNA, membranes, and collagen
fibrils. On these substrates, proteins often bind nonspecifically with strong affinities at sites
other than the active sites. This makes biochemical kinetic studies very difficult and the
canonical Michaelis-Menten equation cannot be used in a straightforward way to interpret
the data. In addition, some proteins bind their substrates or other partner proteins with
strong affinities such that they do not come off in experimental time scales. Single-molecule
techniques will allow us to investigate such biological processes.
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An important example of biological process where binding affinity and subtleties of ther-
modynamics might influence activity is the DNA topology simplifications by topoisomerases.
Topoisomerases modify and regulate the topology of cellular DNA. Type I topoisomerases
are ATP-independent and they cut a single strand of DNA and relax supercoils. Type II
topoisomerases, on the other hand, are ATP-dependent and they cut both strands of one
segment of DNA and pass another segment of DNA through the cut. Because type I topoi-
somerases are ATP-independent, they simplify topology towards a thermal equilibrium. In
contrast, type II topoisomerases use energy from ATP-hydrolysis and simplify DNA topol-
ogy away from thermal equilibrium. In the presence of energy source from ATP hydrolysis,
non-equilibrium topology simplification by type II topoisomerases does not violate any ther-
modynamic principle. However, it is not clear what drives the topology distribution away
from thermal equilibrium. Specifically, how a type II topoisomerase that acts locally on the
nanometer scale is able to interpret and simplify the global topology of DNA, an extended
substrate much longer than the enzyme.
Several models have been proposed in an attempt to characterize the mechanism of energy
coupling to topology simplification by type IIA topoisomerases. Two of the contenders, a
DNA tracking model and bend angle model, have been disproved experimentally (Hardin
et al., 2011; Stuchinskaya et al., 2008). A third model, the kinetic proofreading model,
suggests that upon binding to the G-segment of DNA and encountering an initial T-segment,
the topoisomerase becomes transiently activated, perhaps by binding one of the two ATP
molecules. The T-segment is released and strand passage will occur if a second T-segment is
captured while the enzyme remains in the active state (Vologodskii, 2009; Yan et al., 1999,
2001). Though this model remains a contender, current unpublished data suggest that the
kinetic proofreading model also does not accurately describe how type IIA toposiomerases
couple ATP hydrolysis to topology sensing. A fourth model, the hooked juxtaposition model,
postulates that these enzymes detect and relax specific juxtapositions of catenated, knotted,
and supercoiled DNA in which the G- and T-segments are bent towards one another (Buck
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& Lynn Zechiedrich, 2004; Liu et al., 2010a, 2006a,b, 2009, 2010b; Randall et al., 2006).
One way to understand the topology simplification problem is to postulate that the global
topology of DNA affects the binding affinity of type II topoisomerases. The higher the linking
number of DNA topoisomers, the higher the binding affinity of type II topoisomerases. It
can be shown that such differences in binding affinities alone can drive the steady-state
distribution of the topoisomers below equilibrium. In fact, it has been experimentally shown
that both E. coli topo IV (Peng & Marians, 1995) and yeast topo II (Roca & Wang, 1992)
bind the supercoiled DNA with stronger affinity than the relaxed DNA.
It is known that type II topoisomerases change the DNA linking number by 2, whereas
type I topoisomerases can change the DNA linking number by any amount. Therefore, for
type II topoisomerases, the rate of change of concentration of a particular DNA topoisomer
with linking number Lki can be written as:
dCLki
dt
= RLki+2PLki+2→iCLki+2 + RLki−2PLki−2→iCLki−2 − [RLkiPLki→i+2 + RLkiPLki→i−2 ]CLki
(2.8)
where Rs are the coefficients that determine the rates of conversion from one topoisomer
to another topoisomer, P s are the relative probabilities of two topoisomers, and Cs are the
concentration of the topoisomers. On the other hand, for type I topoisomerases, the rate













It is the value of R as a function of the linking number of DNA topoisomers that determines
the final steady-state topoisomer distribution. For type II topoisomerases, we consider R for
a particular topoisomer to be proportional to the binding affinity to that topoisomer.
For calculating P s, we used experimental variance as given by the topoI relaxation assay.
Rs are considered to be proportional to the binding affinity, B, to the topoisomers. We as-
sumed that for type I topoisomerase the binding affinity is the same for all topoisomers and
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Figure 2.9: Below equilibrium topology simplification driven by binding affinity. (a) Ther-
mally driven distribution of topoisomers with different linking numbers, as given by simula-
tion of topology simplifications by type I topoisomerase. Type I topoisomerase is assumed
to bind different topoisomers with the same binding affinity and is assumed to change the
linking number by any number. (b) Binding affinity profiles, B(Lki) = B(Lk0) +m ∗Lki, of
type II topoisomerase considered for simulations −B = 1 (blue line) and B = 1+1∗Lki (red
line). (c) If type II topoisomerases bind different topoisomers with the same affinity, they
cannot drive the distribution below equilibrium (solid blue square) with r = 1.0. However,
if type II topoisomerases bind different topoisomers with different affinities, they drive the
distribution below equilibrium (solid red triangle) with r = 1.7.
61
numerically solved the steady-state distribution of topoisomers as shown in Figure 2.9a. The
distribution in Figure 2.9a is thermally driven because type I topoisomerases do not consume
ATP. For steady-state distribution driven by type II topoisomerases, we numerically solved
Equation 4 for two different binding affinity profiles (Figure 2.9b). When type II topoiso-
merase binds different topoisomers with the same affinity, the steady-state distribution does
not go below the thermally driven equilibrium (Figure 2.9c, solid blue square). The ratio
of variances, r = σ2TopoII/σ
2
TopoI , is 1.0 in this case. To examine what happens when type
II topoisomerase binds different topoisomers with different affinities, we numerically solved
Equation 5 for binding affinity profile given by B(Lki) = B(Lk0) +m ∗Lki, where Lki is the
linking number and m is the slope of the binding profile. The steady-state distribution in this
case can go below equilibrium (Figure 2.9c, solid red triangle) with r = 1.7. To understand
the possible reason why type II topoisomerases bind with higher affinities to DNA topoi-
somers with higher linking number, we hypothesize that the number of bends increases as
the linking number increases. Knotted and catenated DNA may also be explained using our
approach. Relation between knotted DNA and bend angle (Witz et al., 2011) and between
catenated DNA and bend angle (Vologodskii, 2011) have been studied.
Another way to interpret the differences in binding affinities (interactions) is to model
the problem as multimolecular interactions instead of bimolecular interactions between the
topoisomerase and the DNA. This interpretation turns the topology problem into a ther-
modynamic problem of mixture of different species of DNA. Single-molecule techniques will
likely play a decisive role in resolving these issues.
2.4.3 Relevance of biological noise to function and self-assembly
Biological noise plays important roles in biological function such as DNA mutation lead-
ing to antibiotic-resistant bacteria, cellular decision making (Balázsi et al., 2011; Levchenko
& Nemenman, 2014), and the self-assembly process that is vital to many biological processes
such as collagen fibril assembly. It is possible that the fluctuations in protein concentra-
tions can be modeled as restricted diffusion-type noise, where the restriction comes from
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both due to the synthesis and the degradation pathways. The importance of noise and self-
assembly in biology can be stated dramatically: if it is not intelligent design, it has to be
noise and self-assembly. Single-molecule techniques have enabled us to study self-assembly
at the single-molecule resolution. For example, self-assembly and nanoscale organization
of two cavin subcomplexes were reported using single-molecule fluorescence study (Gambin
et al., 2014), self-assembly of individual DNA bases via hydrogen bonding was studied us-
ing scan tunneling microscope (STM) (Liu et al., 2014), self-assembly of cowpea chlorotic
mottle virus was studied using FCS (Comas-Garcia et al., 2014), self-assembly of peptide
amphiphiles was studied by molecular dynamics simulations (Fu et al., 2014), predictive
self-assembly of polyhedra into complex structures has been reported (Damasceno et al.,
2012), self-assembly in the context of conformational dynamics through intermediates under
variable forces was investigated theoretically (Garai et al., 2014). It is expected that study-
ing noise and self-assembly at single-molecule resolution will generate immense interest and
enhance our understanding of self-assembly and noise.
2.5 Conclusion
In this review, we have given an overview of the single-molecule techniques. Some subtle
and important points such as estimation of microscope drift, fiducial markers, and localiza-
tion accuracy have been discussed. Single-molecule data can be noisy due to experimental
setup and inherent nature of the biological processes under investigation. Therefore, it is
critical to analyze single-molecule data carefully to extract relevant information. It is of-
ten helpful to simulate data based on the initial scientific conclusions and then analyze the
simulated data exactly the same way as the experimental data in self-consistent manner.
Conclusions drawn from single-molecule experiments should be checked against those ob-
tained from ensemble experiments. Setting the parameters in the single-molecule analysis
methods to match ensemble experimental results should be avoided if possible, particularly
while using any step fitting algorithm. Rather, independent analyses of single-molecule data
and ensemble data should lead to some common scientific conclusions. In this review, we
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have divided single-molecule data into four broad categories and reviewed different methods
of analyzing the data using simulated data. A matrix plot method has been introduced to
analyze the data without any assumption. Single-molecule techniques have allowed us to
think, speak, and perform experiments at single-molecule level. Some of the long standing
issues such as the microscopic origin of the second law of thermodynamics, importance of
binding and motion on enzyme activity, and biological noise and self-assembly will likely be
elucidated more using single-molecule methods.
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ESTIMATION OF MICROSCOPE DRIFT USING FLUORESCENT
NANODIAMONDS AS FIDUCIAL MARKERS
W. Colomb2 , J. Czerski2 , J.D. Sau1, and S.K. Sarkar 2 , 3
Below is a modified version of the published (Colomb et al., 2017) article on estimating
microscope drift via flourescent nanodiamond fiducial markers with correct formatting.
3.1 Abstract
Fiducial markers are used to correct the microscope drift and should be photostable, be
usable at multiple wavelengths, and be compatible for multimodal imaging. Fiducial markers
such as beads, gold nanoparticles, microfabricated patterns, and organic fluorophores lack
one or more of these criteria. Moreover, the localization accuracy and drift correction can be
degraded by other fluorophores, instrument noise, and artifacts due to image processing, and
tracking algorithms. Estimating mechanical drift by assuming Gaussian distributed noise
is not suitable under these circumstances. Here we present a method that uses fluorescent
nanodiamonds as fiducial markers and uses an improved maximum likelihood algorithm to
estimate the drift with both accuracy and precision within the range 1.55 − 5.75nm.
In this paper, we have used fluorescent nanodiamonds (FNDs) containing nitrogen va-
cancy (NV) centers (Jelezko & Wrachtrup, 2006) as fiducial markers and quantified the
accuracy and precision of microscope drift estimates. FNDs are biocompatible, photostable
with a high quantum efficiency (QE ∼ 0.7), have a broad excitation spectra (∼ 450−580nm),
and a broad emission spectra (∼ 640− 700nm) (Balasubramanian et al., 2008; Bumb et al.,
2013; Jelezko & Wrachtrup, 2006; Mochalin et al., 2012; Xing & Liming, 2009; Yu et al.,
1Department of Physics, University of Maryland, College Park,MD, U.S.A.
2Department of Physics, Colorado School of Mines, Golden, CO 80401, United States
3Corresponding Author. E-mail address: ssarkar@mines.edu
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2005) suitable for multicolor imaging. Recently, FNDs have been used as fiducial markers for
single molecule tracking (Dittmore et al., 2016) and madSTORM superresolution imaging
(Yi et al., 2016). It should be noted that the reduced photostability due to oxygen or reduc-
ing thiols is not a concern for FNDs because fluorescent NV centers inside FNDs are isolated
from the microenvironment. We have developed a general maximum likelihood method of
drift estimation, which can account for non-ideal tracking such as discontinuities, missing
points, and non-Gaussian noise.
3.2 Materials and Methods
3.2.1 Slide Preparation
Quartz slides (25 mm 76 mm 1 mm; SPI, West Chester, PA, USA) were immersed and
sonicated for 1 hr in 1M NaOH, acetone, and ethanol sequentially. NaOH cleans by etching
the slide, acetone removes organic fluorophores, and ethanol acts as an antibacterial agent.
This method cleans the quartz slides and causes them to become negatively charged. 15 µL
of synthetic type Ib diamond (ND-500NV-100nm; Adamas Nanotechnologies, Raleigh, NC,
USA) suspended in DI water at a concentration of 1 mg/ml was mixed with 200 µL of 0.1
mg/ml Poly-L-Lysine (PLL) (P8920; Sigma Aldrich, St. Louis, MO, USA). FND solution
was sonicated for ∼ 5 min to reduce possible aggregation. The mixture was deposited on a
clean quartz slide and incubated for 1 hr to embed FNDs in an optically clear PLL matrix on
the slide. Excess solution was removed by rinsing the slide with nanopure water and dried
with compressed nitrogen to prevent contamination. A flow cell was made with double-sided
tape (SA-S-1L 0.12 mm Secure-Seal adhesive double-sided tape; Grace BioLabs, Bend, OR,
USA) and ∼ 70 µL of nanopure water sandwiched between a clean coverslip (22 mm 40
mm No.1; ThermoFisher Scientific, Waltham, MA, USA) and the quartz slide. The flow
cell improves the total internal reflection (TIR). Finally, the flow cell was sealed with 5 min
epoxy (G14250; Thorlabs, Newton, NJ, USA) to prevent contamination and evaporation.
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3.2.2 Single-molecule imaging and spectroscopy of FNDs
Single molecule measurements were performed using a home-built prism-type total inter-
nal reflection fluorescence (TIRF) microscope (Bumb et al., 2011). The TIR at the interface
of the quartz slide and water in the flow cell created an evanescent wave over an area of ∼50
µm 50 µm that excited the FNDs within an ∼250 nm thick layer. Images were captured
at excitation wavelengths of 488 nm, 532 nm and 635 nm (Fig. 1a and Fig. 2a-c), with
CW lasers (DL488-050-O, DL488-050-O, and DL635-050-O; CrystaLaser, Reno, NV, USA)
at ∼3 mW incident power. Photoluminescence excitation (PLE) spectra of individual FNDs
were measured using a pulsed supercontinuum laser (WL SC400-4-PP; Fianium, Eugene,
OR, USA) in conjunction with a tunable filter (LLTF-VIS-2; Photon Etc, Montral, QC,
CA) to scan through excitation wavelengths from 410 nm to 650 nm in 1 nm steps. Output
power from the Fianium laser is wavelength dependent and requires an active feedback loop
to maintain a constant excitation power of ∼330 µW throughout the wavelength range. The
feedback loop was implemented in LabVIEW using a voltage reading from a power meter
(FieldMate; Coherent, Santa Clara, CA, USA) to adjust a continuously variable ND filter
(NDC-25C-2; Thorlabs, Newton, NJ, USA) on a motorized rotation stage (PRM1Z8; Thor-
labs, Newton, NJ, USA) and trigger a camera shutter once the power reading matched the
calibrated value. An Olympus water immersion 1.2 NA 60X objective (UPLSAPO60XWIR;
Olympus, Center Valley, PA, USA) collected the fluorescence. The Olympus IX73 micro-
scope frame added 2X magnification resulting in a total magnification of 120X (Olympus,
Center Valley, PA, USA). Filters separated the FND emission (FF01-615/20 for the images
at 488 nm and 532 nm, FF01-673/11 for the image at 635 nm, and FF01-715/LP for PLE
spectra; Semrock, Rochester, NY, USA); an EMCCD camera (DV897-BV; Andor, South
Windsor, CT, USA) recorded this emission. For fiducial tracking experiments (Fig. 3), 2000
frames with 100 ms exposure time were recorded at 1 s intervals. The EM gain of the camera
was set to 999 and the preamplifier gain of the camera was set to 2.5.
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3.2.3 Tracking the locations of FNDs
FND positions were tracked using an ImageJ plugin provided by MOSAIC group based on
feature-point tracking (Chenouard et al., 2014; Sbalzarini & Koumoutsakos, 2005; Schindelin
et al., 2012). The tracking algorithm includes feature point detection, trajectory linking, ini-
tialization, and optimization. During point detection, the software filters the image with a
box kernel to eliminate background modulation and a Gaussian kernel to reduce noise. The
support of each kernel is governed by a user-defined parameter w associated with the max-
imum particle size and minimum distance between particles. After filtering, initial feature
points are found using a local maxima protocol in a region of radius w that is in the upper
rth percentile. Localization is subsequently refined using the 0th order intensity moment m0
for each point. The second order intensity moment m2 is calculated and points are assigned
a normal distribution in the m0/m2 plane which is compared to all other points and given a
weight based on the comparison. Points are filtered based on a minimum weight value de-
fined by the user. After feature point localization, the trajectories are linked between frames
using a particle matching algorithm, and a cost functional between points in subsequent
frames is minimized. The cost functional is typically a combination of the square difference
in distance and intensity moments between particles in subsequent frames convolved with
an association variable. This association variable is set to an arbitrary initial value and then
subsequently optimized to determine which associations are kept. This particle matching
algorithm allows the user to set the number of frames considered during each association
and is robust against jumps and missing frames.
3.3 Results and discussion
3.3.1 FNDs as photostable fiducial markers
Figure 3.1(a) shows a field of view where FNDs were excited by the evanescent field in our
TIRF microscope using a 532 nm laser with an intensity of ∼ 120W/cm2. Before acquiring
images, the fluorescent impurities other than FNDs were photobleached for 10 min using
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the same 532 nm laser with an intensity of ∼ 2000W/cm2. This field of view was imaged
2000 times and FNDs were tracked using the method described in section 2.3. Without
the presence of microscope stage drift, the FNDs locations would be constant; however,
Figure 3.1(b) clearly shows the presence of drift and non-Gaussian jumps. Tracking noise was
identified by calculating the pairwise differences between consecutive locations. Figure 3.1(c
and d) show the area-normalized probability densities of these pairwise differences along the
x−axis and y−axis respectively. If the tracking noise were entirely Gaussian, the pairwise
difference histogram would produce a Gaussian distribution. The histograms of pairwise
difference of locations were fitted to Gaussians of the form a∗exp(−((x−b)/c)2). Figure 3.1(c
and d) clearly show that there are non-Gaussian components in the tracking noise. For the
specific examples given in Figure 3.1(c and d), non-Gaussian part is more in the y−direction
than that in the x−direction. Non-Gaussian jumps, such as those shown in Figure 3.1(b),
degrade the effectiveness of polynomial fits reducing the accuracy and precision of drift
estimates. Intensity fluctuations can be used under these conditions to define localization
precision experimentally. The emission intensity of FNDs in Figure 3.1(a) remained stable
without any photobleaching for 40 min (Colomb & Sarkar, 2015). It should be noted that
FND emission is not stable for sizes below 5 nm (Bradac et al., 2010). We quantified the
intensity fluctuations by the ratio of the standard deviation σ = δI and the mean I. For
the encircled FND in Figure 3.1(a), δI/I was 0.0612. The effect of blinking or intensity
fluctuations on the localization precision can be obtained from the relation δx ≈ λ/2NA√n,
where δx is the localization precision, λ is the emission wavelength of FNDs (∼690 nm at the
peak), NA is the numerical aperture (1.2) and n is the number of photons which is related
to the intensity I (Bumb et al., 2013; Greenleaf et al., 2007). An intensity fluctuation of
∼ 5% introduces ∼ 2.5% uncertainty in the localization precision or repeatability. Since the
relation between n and I is not straightforward and depends on the camera age, consistent
experimental conditions are needed to quantify intensity fluctuations and adjust estimated
precision. In contrast localization accuracy or true value requires some standards to define.
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As shown in Figure 3.3, we have used known mathematical functions as our standards
to simulate tracks, added randomly picked noise from an experimentally determined noise













































Figure 3.1: FNDs as fiducial markers. (a) FNDs immobilized using poly-L-Lysine on a quartz
slide and excited by the evanescent field in a TIRF microscope with an intensity of ∼120
W/cm2 at 532 nm. (b) Results of particle tracking for the encircled FND in Figure 3.1a in
x− (blue) and y−directions (red). (c) Area normalized histogram of the consecutive pairwise
differences in x, all tracked particles (blue), encircled particle in Figure 3.1a (brown). (d)
Area normalized histogram of the consecutive pairwise differences in y, all tracked particles
(blue), encircled particle in Fig. 1a (brown). Bin width= 0.02.
3.3.2 FNDs as fiducial markers for multicolor imaging and photoluminescence
excitation (PLE) spectroscopy of individual FNDs
The wide excitation and emission spectra of FNDs (Bumb et al., 2013) make them suitable
fiducial markers for multicolor imaging. The large two-photon signal from FNDs (Wee et al.,
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2007) can further be harnessed to allow the same FND to be used as a fiducial marker for
one- and two-photon imaging. Figure 3.2(a-c) shows a field of view with FNDs excited at
488 nm, 532 nm, and 635 nm respectively at the same laser power and camera settings.
The inset grayscale values show that the signal from the FNDs are significantly above the
black level, and therefore can be used as fiducial markers at each wavelength. Further,
Figure 3.2(d) shows the area-normalized PLE spectra of individual FNDs across a broad
range of excitation wavelengths. The blue line in Figure 3.2(d) shows the average of 20
individual FND spectra. The gray band shows the standard deviation, which indicates the
heterogeneity among the FNDs. The PLE spectra of single molecules are similar to the
absorption spectra in the absence of non-radiative pathways to the ground state, which is
the case for FNDs. Therefore, TIRF microscopy can be used to measure the PLE spectra of
individual molecules, such as FNDs, and identify them spectroscopically.
3.3.3 Drift estimation using a generalized maximum likelihood algorithm
Maximum likelihood method (MLE) has been widely used in single molecule tracking (El
Beheiry et al., 2016; Mortensen et al., 2010; Yu, 2016), microrheology (Mellnik et al., 2016),
electron microscopy (Van Aert et al., 2005), and drift estimation (Kleinhans & Friedrich,
2007). If the tracks of fiducial markers contain only Gaussian noise, averaging multiple
tracks is sufficient for drift estimation. However, when non-Gaussian jumps and/or missing
points are involved, a generalized maximum likelihood method of drift estimation is more
suitable. The maximum likelihood estimator depends on the probability distribution of noise
present [Figure 3.1(c-d)] in the fiducial track. It is clear from Figure 3.1(c-d) that the noise is
not purely Gaussian, i.e., not independent and identically distributed (i.i.d.); there are jumps
that are much larger than the variance. To implement an MLE we assume that the measured
coordinate xn(t) can be modeled as a sum of the possible microscope drifts X(t), the Gaussian
noise components ζn(t), and the non-Gaussian jumps zn,p, i.e., xn(t) = .X(t) + ζn(t) + zn,p.
The microscope drift is expanded in a B-spline basis as X(t) =
∑
l,m Cl,mbb(t − tl) so that
















Figure 3.2: FNDs as fiducial markers for multicolor imaging. (a) A frame acquired with
100 ms exposure time with an intensity of 120 W/cm2 at 488 nm. (b) The same field of
view with 100 ms exposure time with an intensity of 120 W/cm2 at 532 nm. (c) The same
field of view with 100 ms exposure time with an intensity of 120 W/cm2 at 635 nm. (d)
Area-normalized photoluminescence Excitation (PLE) spectra of FNDs: the average PLE of
20 FNDs (blue) and the standard deviation (grey).
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be noted that a B-spline curve works better than a Bezier curve, which is a special case
where the order of the B-spline curve is exactly equal to the number of control points.
To compute the likelihood function it is assumed that ζn(t) is an i.i.d. Gaussian process
that is independent of the non-Gaussian jump process zn,p. For simplicity, it is assumed
that the jump process is Markovian and has a strongly bimodal distribution such that the
jump is essentially infinitesimal in size with a very large probability and there is a very
low probability of having a very large jump. This assumption allows the log-likelihood
function, L, to be simplified by taking the jump to be non-zero only at certain points and
take values zn,p that are so large that they do not contribute directly to the log-likelihood





ζn(t) = xn(t) −X(t) − zn,p. We determine the points in time, tn,p, where the jump process
switches to zn,p using a threshold to identify the locations of these jumps. The threshold was
varied to maximize accuracy in recovering the known underlying drift where the experimental
noise was randomly added Figure 3.3. Finally, we determine the coefficients Cl,m and jumps
zn,p by minimizing L over these parameters. The coefficients Cl,m are used to determine the
trajectory of the microscope table X(t).
3.3.4 Quantification and optimization of drift estimation using FNDs
The accuracy and precision of the stage drift estimation has been quantified using our
approach. From this quantification, it is important to note that the accuracy or the deviation
from the true drift for high resolution tracking may not be acceptable even when the precision
is very high [Figure 3.3(b, e, h, and k)]. While the localization precision or repeatability can
be measured by the variance of distributions such as Figure 3.1(c-d), the localization accuracy
or true drift requires a standard. Since the experimental microscope drift was not known
a priori, we chose the standards for microscope drift to be known mathematical functions
including a sine wave [Figure 3.3(a-c)], a 0th order Bessel function [Figure 3.3(d-f)], a second
order polynomial [Figure 3.3(g-i)], and a straight line [Figure 3.3(j-l)]. For each reference drift


















































Figure 3.3: Estimation of the microscope drift in the presence of Gaussian and non-Gaussian
noise. (a) Experimentally determined noise added (blue) to a reference sine wave (red) to
mimic microscope drift. (b) Fitting simulated tracks in Fig. 3a (blue) with polynomials
recovers (blue) the underlying sine wave (red) with accuracy 47±1 nm and precision 79.42±
0.01 nm. (c) The proposed MLE method in this paper recovers (blue) the underlying sine
wave reference (red) from simulated tracks in Figure 3.3a with accuracy 2.3 ± 0.1 nm and
precision 2.11±0.01 nm. (d) Simulated tracks (blue) with a reference 0th order Bessel function
(red). (e) Polynomial fit recovers (blue) the underlying Bessel function (red) with accuracy
54±1 nm and precision 77.86±0.01 nm. (f) The MLE method recovers (blue) the underlying
0th order Bessel function reference (red) with accuracy 4.23±0.01 nm and precision 2.59±0.01
nm. (g) Simulated tracks (blue) with a reference polynomial f(x) = 0.5 − 0.5x + 0.5x2
function (red). (h) Polynomial fit recovers (blue) the underlying polynomial (red) with
accuracy 66 ± 1 nm, precision 85.62 ± 0.01 nm. (i) The MLE method recovers (blue) the
underlying polynomial (red) with accuracy 1.64± 0.01 nm and precision 2.97± 0.01 nm. (j)
Simulated tracks (blue) with a reference flat line (red). (k) Polynomial fit recovers (blue) the
underlying straight line (red) with accuracy 53.92±1 nm, precision 63.34±0.01 nm. (l) The
MLE method recovers (blue) the underlying straight line (red) with accuracy 1.55±0.03 nm
and precision 5.75 ± 0.01 nm. The grey bands represent the precision.
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pairwise distributions [Figure 3.1(c-d)]. From these 16 simulated tracks, 16 tracks were
randomly selected which allowed for repeated selection of some tracks. The 16 selected
tracks were then used as an input data set to the generalized maximum likelihood algorithm
to estimate the drift. The number of repeats of estimation [Figure 3.4(b)], the threshold
parameter above which noise values are considered non-Gaussian [Figure 3.4(c)], and the
number of control or knot points in B-spline function [Figure 3.4d)] were varied and the
accuracy of the drift estimation was calculated. Parameters that maximized accuracy were
then objectively selected to be the optimized parameters. Figure 3.4(a) shows the recovered
multi-period sine wave using our approach with the precision 3.79±0.01 nm and the accuracy
5.00 ± 0.01 nm. The precision mentioned in Figure 3.3 and Figure 3.4 captions are the
average standard deviations at all time points of all repeats, and have been displayed as grey







where N is the number of time points, dref is the known reference, and dest is the estimated
drift. In the presence of non-Gaussian noise, polynomial fits did not accurately recover the
true drifts for any of the underlying drift functions [Figure 3.3(b, e, h, and k)], even when
the orders of polynomial were allowed to vary. In contrast, our approach recovered the
underlying drift with high accuracy and precision in the range 1.55− 5.75 nm [Figure 3.3(c,
f, i, and l)] in comparison to the range 47 − 86 nm for polynomial fits [Figure 3.3(b, e,
h, and k)]. The polynomial fit parameters were varied to obtain the recovery errors as
we validated our method using known drifts. The best parameters were chosen by the
minima (Figure 3.4). A fixed order of polynomial is not optimum for all drifts and noises.
The accuracy and precision of our method are within the size of individual proteins (∼ 5
nm). Nanometer accuracy and precision have been reported (Li et al., 2012) before with
AFM under specific experimental configurations; in contrast, the accuracy and precision
of our method is comparable at ambient and easy to use configurations facilitating high
resolution tracking with commonly used TIRF microscopes. By taking advantage of multiple
fiducial markers, this method is robust against tracking errors such as missing points, image
77


















































Figure 3.4: Objective optimization of parameters in drift estimation. a) Reference multi-
period sine wave (red) and recovered (blue) using best parameters for proposed method with
the precision 3.79 ± 0.01 nm and the accuracy 5.00 ± 0.01 nm. b) Recovery accuracy as a
function of the number of estimate repeats. c) Recovery accuracy as a function of threshold.
d) Recovery accuracy as a function of knot points for the B-spline function used in the drift
estimator.
3.4 Conclusions
We have developed a method using fluorescent nanodiamonds as fiducial markers to
estimate microscope drift with accuracy and precision less than 5.75 nm. We have also
measured PLE spectra of individual FNDs illustrating a useful method of spectroscopic
identification of FNDs when mixed with other single molecules and nanoparticles. The
broad imaging range of FNDs (∼ 200 nm) proves their suitability as fiducial markers for
multicolor imaging. We developed an improved maximum likelihood method to estimate the
stage drift that takes advantage of multiple fiducial markers in a field of view, and accounts
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for practical limitations such as missing tracking points and jumps in the fiducial tracks due
to image processing and other fluorophores in the vicinity. We tested our method of drift
estimation using simulated traces with known drift and experimentally determined noise,
and quantified the accuracy and the precision of the drift estimate. These observations,
in combination with previously reported biocompatibility, two-photon signal, and ease of
use, suggest that FNDs are better fiducial markers for optical microscopy than beads, gold
nanoparticles, fabricated pattern using lithography, and organic dyes. Our method can be
used to estimate the microscope drift with high accuracy and precision even in the presence
of non-Gaussian noise.
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QUANTIFICATION OF CELLULAR DISTRIBUTION AS POISSON
PROCESS IN 3D MATRIX USING A MULTIVIEW LIGHT-SHEET
MICROSCOPE
Warren Colomb2 , Matthew Osmond1 , Charles Durfee2, Melissa D. Krebs1, and S.K.
Sarkar 2 , 3
Below is the correctly formatted version of the article, which is currently under review. This
chapter highlights the preliminary work done in designing, classifying, and applying the light
sheet microscope to cell-ECM studies.
4.1 Abstract
The absence of quantitative in vitro cell-extracellular matrix models represents an impor-
tant bottleneck for basic research and human health. Randomness of cellular distributions
provides an opportunity for the development of a quantitative in vitro model. However,
quantification of the randomness and deviations from perfectly random cell distributions
due to underlying interactions is still lacking. In this paper, we have imaged cellular distri-
butions in an Alginate matrix using a multiview light-sheet microscope and quantified the
randomness by modeling it as a Poisson process, a process that has constant probability of
occurring in space or time. Our light-sheet microscope can image more than 5 mm thick
optically clear samples with 2.9 ± 0.4µm depth-resolution. We applied our method to im-
age fluorescently labeled human mesenchymal stem cells (hMSCs) embedded in an Alginate
matrix. Simulated randomness agrees well with the experiments. Quantification of distribu-
1Department of Chemical & Biological Engineering, Colorado School of Mines, 1613 Illinois Street, Golden,
CO 80401, USA
2Department of Physics, Colorado School of Mines, Golden, CO 80401, United States
3Corresponding Author. E-mail address: ssarkar@mines.edu
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tions and validation by simulations will enable quantitative study of cell-matrix interactions
in tissue models.
4.2 Introduction
A missing link in drug discovery (Breslin & O’Driscoll, 2013) and transport studies (El-
liott & Yuan, 2011) is a quantifiable three-dimensional (3D) in vitro model. While quantita-
tive analyses of 3D extracellular matrix remodeling by cells have been reported (Decaestecker
et al., 2007; Robinson et al., 2016), the randomness of cell locations in matrices is an unre-
alized opportunity for quantitative in vitro model development for studying the interactions
of cells with the extracellular matrices. Randomness is in inherent in biological systems
(Tsimring, 2014) and plays important roles in diverse biological processes including stem
cell proliferation (Till et al., 1964), biochemical reactions (Gillespie, 1977), cell signaling
(Berg et al., 2000), circadian clocks (Barkai & Leibler, 2000), and gene expression (Ozbudak
et al., 2002). Similarly, the random distribution of cells in 3D biopolymer matrices that can
serve as tissue models is often as random as chocolate chips in cookies.
Statistical analysis of such spatial and temporal point patterns have a wide range of
applications (Baddeley et al., 1993, 2015; Diggle, 2013; Illian et al., 2008; Ripley, 1977).
For example, analysis of patterns in 3D images detected regular spatial distributions of
centromeres and chromocenters in nuclei (Andrey et al., 2010). One convenient approach is
to model randomness as Poisson process, a process that has constant probability of happening
in space or time (Alexander et al., 2000; Green, 1966; Ripley, 1976; Sarkar, 2016; Summers
et al., 2015). Any deviation or heterogeneity from an ideal Poisson process arising due to the
underlying interactions can have potential significance in biology (Till et al., 1964). Tracking
and quantification of random cellular distributions in 3D matrices such as hydrogels would
require imaging of thick 3D samples. Such an imaging ability may help better define the
cell-ECM interactions in these thicker samples. A microscope that can track cells embedded
in a 3D matrix several millimeters thick, with resolution on the micron scale, would be
appropriate for diverse studies on cell-ECM interactions. However, out of focus absorption
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and scattering of the excitation and emission wavelengths can limit 3D imaging. In this
regard, the light-sheet microscope (LSM) has proven very useful for a wide range of specimens
(Ahrens et al., 2013; Beaurepaire, 2014; Chen et al., 2014; Gao et al., 2014; König, 2000;
Levene et al., 2004; Mahou et al., 2014; Ritter et al., 2010; Silvestri et al., 2014; Vettenburg
et al., 2014; Weber et al., 2013; Zipfel et al., 2003) including whole zebrafish (Keller et al.,
2008), Drosophila melanogaster (Keller et al., 2010), whole mouse brain (Ahrens et al.,
2013; Mertz & Kim, 2010; Ragan et al., 2012; Susaki et al., 2014), and even an entire mouse
(Pan et al., 2016). Light sheet microscopy (LSM) involves illuminating a single plane of a
sample by using a thin light-sheet, either created by scanning a focused spot, or by using
cylindrical lenses. Because the excitation is limited to a thin layer, LSM enables improved
contrast and decreased photobleaching compared to other three dimensional microscopy
techniques(Reynaud et al., 2008). Additionally, specimens can be scanned relatively quickly
with LSM, enabling dynamic imaging of biological processes on a cellular level. The imaging
resolutions (nm - few µm) and depths ( 10 µm - few mm) of light-sheet microscopes can vary
depending on the method of creating the light-sheet and the optical clarity of the sample.
The optical clarity of biological samples can be enhanced by chemical cocktails such as
CLARITY (Chung & Deisseroth, 2013), Scale (Hama et al., 2011), and uDISCO (Pan et al.,
2016). To study cell distributions with statistical significance, it is necessary to image thick
(mm-cm) samples with subcellular (∼ µm) resolution, which is a regime that has not been
extensively studied.
In this paper, we present a study on quantifying the distribution of cells within a 5mm
thick 3D matrix using a lens-based multiview LSM with ∼ 3µm axial resolution. Due to the
fixed arrangement of the detection system, multiview LSM allows rapid imaging; moreover,
image fidelity is improved through an increase in emission detection by implementing two
detection arms with long working distance objectives Figure 4.1 (Krzic et al., 2012; Tomer
et al., 2012). By combining long working distance (WD) objectives with the multiview















Figure 4.1: Schematics of the light-sheet microscope. The laser is first expanded into a sheet
using a combination of two steering mirrors (M1 and M2), a laser line generator (LG), and
three cylindrical lenses (L1, L2, and L3). After reflection from the mirror M3, the laser
is compressed horizontally using two cylindrical lenses (L4 and L5) before illuminating the
3D sample (S). Fluorescence from the sample is collected perpendicularly with two 50X
long working distance objectives (O1 and O2) in combination with filters and two EMCCD
cameras. The detection arms define the z- axis.
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and agarose gels. Further, we are able to determine the axial resolution of the system by
imaging fluorescent beads in an agarose gel. This allows for a comparison to other light
sheet microscopes, where we find that our method fills a niche that has yet to be exploited.
On one end, there are light-sheet microscopes with better resolutions that can only image at
depths of hundreds of microns at most (Dean & Fiolka, 2014; Fahrbach et al., 2013; Huang
et al., 2016b; Mlodzianoski et al., 2009; Planchon et al., 2011; Rodriguez et al., 2003; Wearne
et al., 2005; Wu et al., 2013). On the other end, some light-sheet microscopes can image
centimeter thick samples, but with decreased axial resolution, often tens of microns (Hama
et al., 2011; Horton et al., 2013; Mertz, 2011; Pan et al., 2016; Ritter et al., 2011). These
microscopes have largely focused on embryonic development (high resolution) or large-scale
organ and neuronal connections (low resolution). In the middle range, imaging millimeter
thick samples with micron resolution has also been reported (Keller & Dodt, 2012); however,
our light-sheet microscope fills the specialized area of imaging 5 - 10 mm thick samples with
resolutions suitable for cellular tracking within a 3D matrix. We quantified the randomness of
the fluorescent beads and cells by calculating the distributions of pairwise distances between
locations and validated our approach by modeling randomness as a Poisson process to explain
our experimental distributions.
4.3 Materials and Methods
4.3.1 Building the multiview light-sheet microscope
We used a commercially available ∼ 1W 532 nm CW laser as the illumination source.
A variable ND filter (Thorlabs, NDC-50C-2M) was used to tune the laser intensity and a
polarizer (Thorlabs, WP25M-U-B) was used to polarize the beam if needed. The Gaussian
beam from the laser source was converted into a line by using a laser line generator (Edmund
Optics, Catalog #43-473, 30◦ full fan angle laser line generator lens). The laser line was then
collimated to ∼ 1 cm high beam with a cylindrical lens (Thorlabs, LJ1728L1-A). This vertical
beam was expanded horizontally using two cylindrical lenses (Thorlabs, LK1426L1-A and
LJ1703L1-A) to create a box-shaped laser profile with dimensions ∼ 1 cm x 1 cm. The box of
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light passed through a polarizing beam splitter (Thorlabs, CM1-PBS251) and reflected from
a spatial light modulator (SLM) (Holoeye, LC-R 1080 Reflective LCOS SLM). The SLM
allows for the light-sheet to be modulated or structured using both phase and amplitude
for future studies. The light was then compressed horizontally 6X to a width ∼ 1 mm
using two cylindrical lenses (Thorlabs, LJ1996L1-A and LJ1728L1-A) to create a nominally
collimated sheet of light propagating through the sample under study. The collimation
effectively made the confocal parameter (Rayleigh range) much larger than the field of view.
The light-sheet excites the fluorescent particles embedded in the clear and thick sample
within the cuvette (Starna Cells, 3-G-5; 3-G-10). The cuvette was then placed in a chamber
with refractive index matching liquid to keep the optical path length from the objective to
the focal plane constant during sample scanning. Water was chosen as the refractive index
matching solution as the samples were made primarily of water, but in practice this can
vary, and an appropriate refractive index matching solution must be carefully chosen. We
attached the cuvette to a 3D mechanical stage (Newport UlTRAalign 562-XYZ stage with
NanoPZ PZA12 actuators) whose micro-step was ∼ 10 nm (vendor quoted) and ∼ 13.2±0.2
nm (experimentally measured). Resolution of the linear motion of the stage was measured
by tracking particles as the stage was moved in one step increments. The emission from
the fluorescent particles was collected from both sides in the direction perpendicular to the
excitation direction using a long working distance objective (Olympus, LMPLFLN50X, M
PLAN FL 50X objective, NA 0.5, working distance 10.6 mm). The collected emission was
optically filtered (Thorlabs 533/17 in combination with Semrock 532U-25) and detected with
two separate EMCCD cameras (iXon Ultra 897). The size of a field-of-view was 163µm x
163µm. The plane of the light-sheet was called the xy-plane, whereas the direction of the
detection axis was called the z-direction. The light-sheet and the detection arms were fixed,
only the sample was moved using the 3D mechanical stage.
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4.3.2 3D thick sample preparation
4.3.2.1 Fluorescent beads in agarose
As a reference, we prepared a 5 mm thick sample by embedding fluorescent beads in
agarose in a cuvette. We made a 0.5% w/v agarose gel by mixing 100 mg low melting point
agarose (Bio-Rad, PCR Low Melt Agarose Cat# 161-3113) with 20 ml ultrapure DI water
in a beaker. The mixture was microwaved with a 1200W microwave for 30 s, swirled to
avoid boil over, and then microwaved for another 15 s. The agarose was allowed to cool for
approximately 2 min until it was at a safe handling temperature. We then pipetted 5 ml into
a test tube to which we added 1 µL of fluorescent bead stock (Bangs Laboratories, FS04F
1.01µm PS 525,565 Envy Green 1% Solids, sonicated for ∼ 1 min). We mixed the sample
using a micropipette tip for ∼ 15 s. The mixture was then pipetted into the 5 mm thick
cuvette (Starna Cells, 3-G-5) and covered to cool for ∼ 1 h. The cuvette was then sealed
with the cap and parafilm to keep air out, and to keep the agarose mixture from drying out.
The outside of the cuvette was then cleaned thoroughly with ethanol and optics tissue paper
to remove any debris.
4.3.2.2 hMSCs in Alginate
Human mesenchymal stem cells (hMSCs, from Texas A&M Health Science Center In-
stitute for Regenerative Medicine) were stained with CellTracker Red CMTPX dye (1M,
ThermoScientific) according to the manufacturer’s instructions. hMSCs were removed from
the plate using 0.05% trypsin for 1 minute where they were transferred to a 15 mL conical
tube, to be counted and centrifuged to remove excess trypsin and media. The cell pellet
was resuspended to a concentration of 5x105 cells/mL in PBS 1X solution. 2 mL of a 2%
w/v RGD-Alginate solution was made in PBS 1x solution. RGD-Alginate was synthesized
and purified using a previously publish protocol (Rowley et al., 1999). 16 µL of 210 mg/mL
CaSO4 slurry was mixed with 144 µL of the cell suspension containing hMSCs. The RGD-
Alginate and cell suspension were then mixed between two 3-mL luer syringes for 10 seconds
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and injected into a cuvette (Starna Cells, 3-G-5) using a 22-gauge needle. The cuvette was
sealed with a cap and parafilm to keep from drying out. The outside of the cuvette was then
cleaned thoroughly with ethanol and optics tissue paper.
4.3.2.3 Image stack acquisition and processing
The 3D images which the light sheet system produces are actually a stack of 2D images
acquired by moving the sample through the light sheet. A combination of Andors imaging
software iQ3 and LabVIEW was used to record images with the two cameras as the sample
stage moves through ∼ 1.5−3.5µm steps in z-direction depending on the desired precision. In
brief, LabVIEW sends an external trigger pulse to the Andor EMCCD cameras to start the
image exposure, the camera then sends a signal to the control program written in LabVIEW
when the exposure is complete. The labVIEW program then sends commands to the stage
actuators (Newport, PZA12 PZ-SB) to move them to the next position. This process repeats
itself until the desired sample volume has been imaged. The image stack was exported as
a multipage TIFF which was analyzed using ImageJ plugins followed by custom MATLAB
code. In ImageJ, a 3D Gaussian filter can be applied to decrease image noise. In addition
to the pre-processing, we used a focusweighting function to reduce out-of-focus background
(Pertuz et al., 2013) by assigning lower weights to the out-of-focus intensities than in-focus
intensities. The resulting images were smoothed by a user defined amount (generally a 3x3x3
pixel box), and then plotted in 3D for visual analysis with a black level set at the peak of
the intensity histogram. This allows the high intensity areas to be seen, without the dark
areas obscuring them, an issue not present in 2D imaging. We used freely available ImageJ
plugins for tracking, MOSAIC and TrackMate (Sbalzarini & Koumoutsakos, 2005; Tinevez
et al., 2017), to track fluorescent beads or cells in the processed images. Even though the
beads and cells were not moving and were fixed in positions, the tracking program was still
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Figure 4.2: Characterization of the microscope resolution. (A) 3D Plot of the intensity of
tracked particles as a function of relative z-position; peak intensity values were set to z=0
for all particles. (B) R-Squared of the Gaussian fit for each particles intensity track plotted
against the FWHM of the fit giving a z-resolution ∼ 2.9±0.4µm. C) An example of intensity
profile (blue dots) with its corresponding Gaussian fit (red line). (D), (E), and (F) show the
distributions of differences between consecutive locations of fluorescent beads tracked with
5 min time resolution in agarose matrix for x, y, and z- positions respectively. Standard
deviations are σx = 0.34µm , σy = 0.38µm , and σz = 0.61µm, respectively.
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4.3.2.4 Characterization of the microscope specifications
We quantified the z-resolution by tracking fluorescent beads in agarose. We have used two
different tracking programs for tracking, MOSAIC tracking suite and TrackMate in ImageJ.
To measure the z-resolution, we used the MOSAIC tracking suite because it provides position
as well as intensity moments (zeroth-fourth). The background-free image stack was loaded
into the MOSAIC tracking software with the following parameters: Radius 5 (pixels), Cutoff
0, Per/Abs 0.1, Link Range 2 (frames), Link Distance 2 (pixels), Motion Brownian. The
resulting tracks were then exported to a text file for analysis in MATLAB. Very short tracks
or tracks where the peak occurs at the beginning of the track were removed. The zeroth
order intensity (the integrated intensity within the tracking pixel box) was then fitted with
a Gaussian function to determine the width of the distribution which was used as our axial
resolution metric. Using this metric, the z-resolution is 2.9 ± 0.37µm. The x-y resolution is
∼ 220 nm, the standard deviation of the Gaussian fit to the intensity profiles in the xy-plane.
4.3.2.5 Modeling and simulating Poisson process
We started with the basic definition of a Poisson process, i.e., a process that has a constant
probability of happening at each point in time or space. We defined a voxel (3D pixel) that
is ∼ 0.32µm (x) x 0.32µm (y) x 3.3µm (z), a size that is given by the magnification (50X)
of the system and the physical pixel size (16µm) of the EMCCD cameras. We used hMSC
cells which are ∼ 18−30µm in size and 1µm fluorescent beads. We divided the experimental
image into 3D voxels, counted the number of voxels and the total number of cells/beads
in the imaged volume, and calculated the experimental probability by dividing the number
of cells/beads by the number of voxels. We then simulated an image of the same size
having the same number of voxels and randomly populated it according to the experimentally
determined probability. We calculated the Euclidean pairwise distance distributions (PDD),
the straight-line distance between two points, of the fluorescent beads/cells in 3D Figure 4.4(c
and d). To compare and validate experimental PDDs, we simulated a random distribution
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of particles within our imaging volume (∼ 163µm x 163µm x 5000µm). Uniformly random
numbers between 0 and 1 were generated for each voxel. If the random number was below
the experimentally determined constant probability, the voxel was populated with a particle
in it. It should be noted that the voxels can also be directly populated according to a Poisson
distribution, a distribution of the number of particles in each voxels that can arise from a
Poisson process. Simulations were repeated multiple times to determine an average PDD to
compare with the experimental PDD.
4.4 Results and Discussion
The experimental scheme for our light-sheet microscope is shown in Figure 4.1. It com-
bines light-sheet illumination using cylindrical lenses (Ritter et al., 2011) for simplicity with
two detection arms (Krzic et al., 2012) for improved image fidelity and to mitigate the
depth-dependent image quality. A thin sheet of light can be created by multiple approaches
including cylindrical lenses (Ritter et al., 2011), scanned Bessel beam (Gao et al., 2014), or a
scanned Gaussian beam (Krzic et al., 2012). We opted for cylindrical lens-based illumination
that allows for more than 5 mm thick samples to be imaged with ∼ 3µm resolution. We
used two detection arms to improve the image fidelity instead of sample rotation to allow
for larger sample volumes to be imaged. to measure the resolution of the microscope, a
thick test sample made by mixing fluorescent beads in 0.5% (w/v) agarose in a glass cu-
vette was used. Both the light-sheet illumination and the detection arms were fixed during
the image acquisition. We tracked individual fluorescent beads in FIJI with freely available
tracking plugins: MOSAIC and TrackMate. Tracking in MOSAIC provides the locations
of the fluorescent beads and the intensity moments up to fourth order within the 5-pixel
radius. The zeroth order intensity was fitted to a Gaussian, a ∗ exp(−(x − b)2/c2), using
MATLABs built-in curve fitting function fit(), with the gauss1 argument using the nonlinear
least squares method. The fit parameter c, the width of the Gaussian, was used as our axial
resolution metric. Figure 4.2a shows the intensity profiles of different particles as the sample
was moved in the z-direction.Figure 4.2b shows R2, a measure of goodness of fit was plotted
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against the width for many particles. Axial resolution, as determined by the mean width in
Figure 4.2b, was found to be ∼ 2.9 ± 0.4µm. Figure 4.2c shows an example of the intensity
profiles along with the fitted Gaussian. Lateral resolution was measured by the standard
deviation of the Gaussian fit along the xy-direction and was determined to be ∼ 220 nm.
The lateral field of view is ∼ 163µm x 163 µm with the 50X objective and the 15µm pixel
size of Andor EMCCD camera. To image a sample volume of ∼ 163µm x 163 µm x 5000
µm, we needed ∼ 40 min for image acquisition. For this sample, we averaged four 25 ms
exposures per image plane and we acquired a total of 1500 image planes, thus the limiting
time factor was the motion of the actuators used, which could be drastically improved for
future studies. Figure 4.2(d-f ) show the distributions of differences between consecutive
locations of fluorescent beads tracked with 5 min time resolution in agarose matrix for x,
y, and z- positions respectively. Standard deviations are σx = 0.34µm , σy = 0.38µm , and
σz = 0.61µm. In an ideal case without drift, these standard deviations of the locations of
fixed fluorescent beads should be zero.
Both scattering and absorption increase as the sample thickness is increased and become
limiting factors for thick sample imaging. Figure 4.3a shows the composite image of fluo-
rescent beads embedded in Alginate gel. The top (a) and bottom (b) 50 slices were then
averaged to show more beads in the given field of view. As can be seen, the bottom image
(b) has significantly more distortions than the top image (a). While the image registration of
multiple fields of view from both sides worked well, it is clear that the fluorescent spots show
more scattering, less signal, and increased image defects at larger depths. Figure 4.3b shows
a region of the 3D image to illustrate the typical elongation of the point-spread function
along the z-direction, i.e., the optical axis of the detection. Figure 4.3c shows the intensity
histograms at different z-depths detected by two arms and clearly shows that the maxi-
mum value as well as the standard deviation of intensity decreases as we imaged deeper in
the sample. As expected, the bright spots became less bright and the background became


























Figure 4.3: Improved image fidelity by two detection arms. (A) Image of beads in Alginate
gel taken at a relative depth of 0µm (top) and 5 mm (bottom). (B) Elongated point-spread
function along the optical axis of detection. (C) Mesh plot of area-normalized intensity
histograms individual image frames. (D) Combined image based on two detection arms.
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probability within the histogram and corresponds to the black level of the EMCCD camera.
Clearly, imaging thick samples by two detection arms complements the signal quality and
was combined to maintain the image quality throughout the sample. Figure 4.3d shows
the locations of fluorescent beads in agarose gel obtained by combining the images by two
detection arms. The background was removed by setting the transparency level to be that
of the black level of a normal 2D picture. The composite image was obtained by laterally
registering and aligning 5 image stacks each with dimensions ∼ 163µm x 163 µm x 3320 µm.
As a result, the composite image had dimensions ∼ 433µm x 180 µm x 3840 µm, which was
then cropped to ∼ 431µm x 157 µm x 2820 µm as shown in Figure 4.3d. Combining images
from both image arms homogenized the image intensity as a function of depth, as well as
diminished the effects of any abnormality only seen by one camera. To register and align
images from the two arms, we used pairwise stitching to align multiple field of views indi-
vidually for each detection arm (Preibisch et al., 2009), and then we used descriptor-based
registration (Preibisch et al., 2010) to align the 3D images taken by two arms. These com-
putational alignment methods are necessary as stitching with the locations given by sample
stage actuators is not precise.
To quantify the quality of alignment, we calculated the distributions of closest points in
the two aligned images. The mean distance between closest points is 1.05µm, whereas the
median and the standard deviations are 0.81µm and 0.67µm respectively. The registration
and alignment of two images are below the z-resolution of ∼ 3µm as shown in Figure 4.3. In
contrast, the mean, the median, and the standard deviation of the distance between closest
points without the registration are 19.99µm, 19.73µm, and 3.4µm respectively; all of which
are larger than the z-resolution. Therefore, the registration and alignment are important for
multi-view imaging.
We quantified the random distribution of fluorescent objects by modeling it as a Poisson
process which has a constant probability of occurring at every time or spatial step. Examples


























































Figure 4.4: 3D imaging of thick samples and quantification of randomness. A) 3D image data
of 1µm sized fluorescent beads in an agarose gel. The background cutoff was set to the peak of
the intensity histogram (0.05) so that the beads are visually separated from the background,
color is proportional to intensity with blue being lowest and yellow being highest. (B)
3D Light-sheet images of hMSCs labeled with CellTracker Red and embedded in Alginate
matrix. The black level is varied to show how background can affect the visualization.
(C) Randomness as a Poisson process: experimental (red line) and simulated (blue line)
distribution of pairwise distances between beads in Figure 3A. (D) Experimental (red line)
and simulated (blue line) distribution of pairwise distances between cells 8 different 3D
images like Figure 4.3B. The error (red shaded area) in experimental distribution is given
by the standard deviation of the repeats of experiments. For simulated data, the error (blue
shaded area) is represented by the standard deviation of 50 repeats of simulated random
population of the image space using the same number of particles found in the image data.
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and the distribution of chocolate chips in a cookie or surface deposition of molecules in the
spatial domain. There are two consequences of a Poisson process. First, the distributions of
times (for time domain Poisson processes) or distances (for spatial Poisson processes) between
events are exponential. Even though the dimensionality matters and the probability that
more than one event occurs along a line in 2D or 3D is zero, one can consider a band instead
of a line for practical purpose and obtain exponential distribution as a good approximation.
Second, the distributions of the number of events in user defined blocks of time such as
per second and space such as per cubic centimeter can have wide range of shapes including
exponential, Poisson distribution, and Gaussian. If there are underlying interactions, the
random distributions can have heterogeneities and we need more than one Poisson process
to match the data. It should be noted that the Poisson process and distribution are not
the same even though Poisson process can lead to Poisson distribution. We quantified the
randomness and demonstrated the application of the light-sheet microscope by measuring
random distribution of hMSCs suspended in RGD-Alginate. In the tissue engineering field,
a confocal microscope with an imaging depth limited to a few hundred microns is usually
used; however, the ability to optically track cell locations in a thick matrix may be more
desirable. While Figure 4.4a shows randomly distributed fluorescent beads with size ∼ 1µm
in 0.5% agarose, Fig. 4b shows randomly distributed hMSC cells embedded in Alginate
matrix. For the simulations, the total number of observed fluorescent particles in the 3D
images were divided by the number of voxels to determine the constant probability of finding
a spot, as described in the methods section. For fluorescent beads (Figure 4.4a) the constant
probability is 5.66x10−7, whereas for cells (Figure 4.4b) the probability is 3.9x10−8.
With these experimentally determined probabilities, 3D image data was simulated and
analyzed similar to the experimental data. Figure 4.4(c and d) show that experimental pair-
wise distance distributions agree well with the pairwise distance distribution from simulated
images with the assumption that the random distributions of beads and cells are Poisson
processes. In Figure 4.4c, the pairwise distances between beads in 8 field of views from both
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arms were taken. The mean (red line) and standard deviation (red shaded band around
the mean) of 16 pairwise distributions were calculated. Simulated 3D distributions of beads
were analyzed exactly the same way to get the mean (blue line) and the standard deviation
(blue shaded band) as shown in Figure 4.4c. For hMSC cell distributions in Alginate ma-
trix, a similar procedure was applied for both the experiments and simulations as shown in
Figure 4.4d.
4.5 Conclusions
We have developed quantification metrics for random cellular distributions in tissue mod-
els using a light-sheet microscope that can image samples more than 5 mm thick with
2.9 ± 0.4µm axial-resolution at 600 nm emission wavelength. In comparison to other light-
sheet microscopes, our system fills a gap to image more than 5 mm thick samples with a few
micron axial-resolution, particularly suitable for studying cellular distributions in 3D. We
have used our microscope to image hMSCs embedded in an Alginate matrix and modeled
the cellular distribution as a Poisson process. Simulation and analysis of cellular locations as
a Poisson process agrees well with the experimental data. Quantification of randomness by
measuring deviations from a Poisson process distribution will allow heterogeneities arising
due to cell-ECM interactions to be studied. Our method can be widely applied in diverse
studies including cellular motion and invasion through optically clear 3D matrices.
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TOWARDS QUANTIFYING CELL-ECM INTERACTIONS VIA LIGHT
SHEET MICROSCOPY
5.1 Introduction
A lack of a predictable, quantifiable, and validated in vitro model for studying the inter-
actions of cells with the ECM is an important bottleneck for therapeutics and human health.
We believe that the key to addressing this issue is in the quantification of interactions of cells
with the ECM by quantifying the amount of randomness present in the cellular distribution.
We hypothesize that if we start from a homogeneous distribution of cells in a model ECM, the
underlying cell-ECM interactions will introduce heterogeneities in the cellular distributions
over time due to variations in the force experienced by the cells and the expression of matrix
metalloproteases (MMPs). Extracellular processes can influence intracellular processes and
vice versa via two-way dynamic communications; from cell differentiation to cell invasion,
biological processes are influenced by the ECM, both inside and outside the cell. The in-
credible complexity and lack of quantitative understanding of the cell-ECM interactions has
contributed to making the basic biological research the least effective in improving human
health. A significant discovery in physics, chemistry, and engineering takes considerably less
time to translate to applications, whereas a significant biological result may not translate
into effective therapeutics even decades later. In fact, in 2000, it was shown that only 5%
of cancer drugs were succesful when brought to clinical trials (Ashworth et al., 2008). We
believe a main reason is the lack of quantitative and predictive power in biology, where the
cell-ECM interactions play important roles. In this regard, radiation and drugs are two im-
portant parameters. Ionizing radiation is both a cure and a curse for human health, and could
provide a unique means to understand the cell-ECM interactions. On one hand, 50 − 60%
of cancer patients receive radiation as part of therapy, motivated by the observation that
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radiation can inhibit cell proliferation or induce apoptotic cell death in vitro, and suppress
tumor growth in vivo. On the other hand, both intentional (radiotherapy) and unintentional
(environment, workplace accident, and warfare) exposure to radiation can promote cancer in
vitro and in vivo by activating pathways involved in metastasis. New drug therapies suffer
from the slow and expensive process of drug discovery, due in part to the lack of predictable
in vitro assays; therefore, a quantitative understanding of cell-ECM interactions is highly
significant for improving the discovery process.
To develop a quantitative model of cell-ECM interactions, we have chosen to study the 3D
distributions of fluorescently labeled human Mesenchymal Stem Cells (hMSCs) and MCF7
cancer cells in matrices using an innovative time-resolved light-sheet microscope. The light
sheet microscope is capable of imaging at the subcellular level through centimeter thick hy-
drogels, and thus is well suited for studying cellular motion in ECM analogs. The obtained
cellular distributions are modeled as a Poisson process and the deviations of the experimen-
tal spatial statistics from the simulations are studied to determine the heterogeneous force
exerted on the cells. Cell motion in the ECM analog are tracked to determine diffusion
coefficients as well as any local forcings which could lead to clumping and other non-random
distributions. In the future, this information could be correlated with established methods
such as Boyden chamber cell invasion assay to measure the metastasis, Western blot (WB)
protein expression assay to measure the expression of MMP1 and MMP9, and traction force
microscopy using the 3D images above to measure the force experienced by cells; however,
those extended tests have not been applied to this foundational work.
Our technique to study cell-ECM interactions is innovative because it quantifies the
most general feature of biology, noise or randomness, and aims to capture the essence of the
incredibly complex cell-ECM interactions within a few parameters. The multiview light-sheet
microscope built for this work is innovative because it can image with subcellular resolution
at depths of 1cm in optically transparent samples. This resolution, combined with the large
imaging volume enabled by such a thick sample, allows us to track and analyze enough cells
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to provide the reproducible statistics necessary for quantifying biological processes. Further,
the large imaging depth allows us to analyze the cells far away from the boundary conditions
present in thinner microscopy environments.
5.2 Background
5.2.1 Cell-ECM interactions are important in cancer.
The ECM plays a direct role in tumor invasion and metastases (Liotta, 1986). The
behavior of a cell depends on its environment, which can determine whether or not a cell
becomes cancerous (Bissell & Radisky, 2001). Two-way dynamic communications between
cell and ECM affects the evolution of tumor (Egeblad et al., 2010) and can be affected by
both mechanical force (Bao & Suresh, 2003) and ECM microstructure composition (Pizzo
et al., 2005) via mechanotransduction (Orr et al., 2006). Expression of MMPs changes
ECM degradation and leads to metastasis. Irrespective of the numerous cancer promoting
pathways (Altomare & Testa, 2005; Hung et al., 2005; Iorio & Croce, 2012; Katoh, 2005;
Oberley & Buettner, 1979; Ouyang et al., 2012; Vogelstein & Kinzler, 2004), the end result
must be degradation of ECM by MMPs for metastasis in tissues (Egeblad & Werb, 2002).
Furthermore, the force experienced by cells changes MMP expression and vice versa (Demirci
et al., 2009; Fujisawa et al., 1999; McMillan & Pearce, 1999; McMillan et al., 1997; Sun et al.,
2007; Swartz et al., 2001; Thornton et al., 2010). To connect the cellular expression of MMP1
and MMP9 with force, it is important to measure the force experienced by cells. Traction
force microscopy is ideally suited to measure this force (Franck et al., 2011). 3D imaging
data in this proposal can be used to quantify both the cell-ECM interactions and the force
experienced by cells. To relate the seemingly disjointed observations above, we will use the
inherent randomness of cellular distributions and develop six novel parameters (Aim3) based
on the changes in the distributions in 3D ECM mimics using light sheet microscopy image
data. These quantitative parameters can then be validated in future work by measuring the
effects of radiation and anti-cancer drugs, as well as the upregulation of MMP1 and MMP9.
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5.2.2 Randomness as a quantification metric of cell-ECM interactions.
Randomness is inherent in biological systems (Tsimring, 2014) and plays important roles
in diverse biological processes including stem cell proliferation (Till et al., 1964), biochemi-
cal reactions (Gillespie, 1977), cell signaling (Berg et al., 2000), circadian clocks (Barkai &
Leibler, 2000), and gene expression (Ozbudak et al., 2002). Similarly, the random distribu-
tion of cells in 3D biopolymer matrices that can serve as tissue models is often as random
as chocolate chips in cookies. Quantification of this randomness and cellular tracking in 3D
matrices is highly promising for quantitative cell-ECM research. Such randomness can be
conveniently modeled and quantified as a Poisson process which has a constant probability
of occurring at every time or spatial step (Sarkar, 2016). Examples of Poisson processes are
radioactive decay or unbinding of two molecules in the time domain and chocolate chips in
cookies or surface deposition of molecules in the spatial domain. There are two consequences
of a Poisson process. First, the distributions of times (for time domain Poisson processes) or
distances (for spatial Poisson processes) between events are exponential. Second, the distri-
butions of the number of events in user defined blocks of time such as per second and space
such as per cubic centimeter can have wide ranges of shapes including exponential, Poisson
distribution, and Gaussian. If there are underlying interactions, the random distributions
can have heterogeneities and we need more than one Poisson process to match the data. It
should be noted that the Poisson process and distribution are not the same even though a
Poisson process can lead to a Poisson distribution. A deviation or heterogeneity from an
ideal Poisson process can have significance in biology (Till et al., 1964) and it is the main
underlying theme of this proposal that connects several observations together.
5.3 Innovation of Current and Future Work
The proposed study is innovative in terms of both the experimental approach and the
analysis of the images. Cells in the 3D ECM are imaged by an innovative microscope for
quantification of the cellular distributions within thick 3D matrices with ∼ 3µm resolution
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by using a lens-based multiview light-sheet microscope (LSM). The multiview LSM with two
detection arms, developed in the previous chapter, allows rapid imaging with high fidelity
because of the fixed geometric arrangement of the detection system (Krzic et al., 2012;
Tomer et al., 2012). To increase the fluorescence collection and conformity of detection,
we imaged the same layer from two sides of the sample using two 0.5 NA objectives (
Figure 5.1). Inherent randomness of cellular distributions in 3D ECM mimics will be analyzed
by innovative statistical modeling and analysis. This exploratory approach will also be
validated by comparing the results with established methods.
Furthermore, while light sheet microscopy has continued to see growth, there has yet to be
a study focused on the intricacies of the cell-ECM interactions. It has been shown that cells
behave and express differently when grown in a three dimensional environment as opposed
to a standard two dimensional one (Nuttelman et al., 2005; Qiao et al., 2016). Therefore, the
ability to have the cells in a three dimensional ECM analog, while simultaneously imaging
them is one that the light sheet microscope is uniquely suited for. Further, it should allow for
cell dynamics to be studied without external forcings that thinner imaging techniques pose.
We are hopeful that by studying cell-ECM interactions which are isolated from boundaries
we can develop descriptive quantitative parameters.
5.4 Methods
5.4.1 Preparation of DPSC-Alginate Samples
The light-sheet microscope (Figure 5.1) was used to acquire 3D images (Figure 4.4) of
an in vitro model of a cell-ECM sample created inside a glass fluorescence cuvette (S in Fig-
ure 5.1A). Current time resolved cell studies have focused on dental pulp stem cells (DPSCs,
Lonza, PT-5025). Alginate (FMC BioPolymer, LF20/40) was functionalized with an RGD
peptide. RGD-Alginate, which is used as the ECM mimic, is prepared using FlouroBrite
DMEM media (ThermoFischer, #A1896701) as the dissolving solution. FB-DMEM is chosen
over DI water or other media sources for two primary reasons: it is clear and exhibits very low
















Figure 5.1: Multi-view Light Sheet Microscope A) The laser is first expanded into a sheet
using a combination of two steering mirrors (M1 and M2), a laser line generator (LG), and
three cylindrical lenses (L1, L2, and L3). Polarization is controlled via a polarizer (P). For
optional structured light illumination, the laser is then passed through a combination of
a polarization beam splitter (PBS) and a spatial light modulator (SLM). At the end, the
laser is compressed horizontally using two cylindrical lenses (L4 and L5) before illuminating
the 3D sample (S). Fluorescence from the sample is collected perpendicularly with two 50X
long working distance objectives (O1 and O2) in combination with filters and two EMCCD
cameras. B) Photo of the expansion optics. C) Close up of the imaging optics and sample
holder; the water bath is used to compensate for focal shifts due to optical path length
changes. D) Close up of sample during light sheet illumination.
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is dissolved in the media at concentrations varying between 0.1-2%w/v on a rotating shaker
overnight. The desired amount of RGD-Alginate is then pipetted into a Luer-Lok syringe
so that it can be easily mixed with the CaSO4 cross-link before injection into the cuvette.
Critically, the RGD-Alginate is spun down in a centrifuge to remove any excess bubbles
present in the mixture. This improves the overall clarity of the hydrogel, thus improving
imaging results. The DPSCs are dyed using CellTracker Orange CMRA (ThermoFischer,
#C34551) at a 5 µM working concentration for 15 minutes. FlouroBrite media with a 10%
FBS buffer is used for all rinsing of the cells. After dying, the cells are rinsed and then
trypsinized with 0.25% trypsin for 1-2 minutes until they detach from the plate. The trypsin
was neutralized using FBS containing FlouroBrite media before being centrifuged at 200 xg
for 5 mins and resuspended with 5mL of the FlouroBrite-FBS mixture for counting. After a
cell count has been made the cells are centrifuged down and resuspended at a cell density of
∼ 106 cells per 32µL of FlouroBrite media. 32µL of this solution is then mixed with an equal
volume of 105 mg/mL CaSO4 slurry. This Cell-CaSO4 mixture is then used to crosslink 1
mL of RGD-Alginate mixture to create a cell seeding density of ∼ 106 cells/mL by mixing
between two 3-mL luer syringes for 10 seconds and injecting into the cuvette. The cuvette
is pre-wetted with a small volume of FlouroBrite to reduce the adhesion of the Alginate-Cell
micture to the wall, and thus decrease the risk of air bubbles in the final gel. After injection
into the cuvette (Starna Cells, 3-G-5), the cell sample is moved to the light-sheet system to
begin image acquisition.
5.4.2 Imaging of Thick Cell-ECM Samples
The Light-Sheet system, as described in the previous chapter, is employed for the imaging
of the Cell-ECM samples. An important addition to allow long term cellular imaging was
a heating mechanism for the refractive index matching bath (Figure 5.2). Additionally,
an encoded actuator (Thorlabs, Z825B) was added to replace the non-encoded piezo-motor
(Newport, PZA12) previously used. This was an important upgrade, as it allows the sample
to reliably be repositioned to the start of the scan, a necessary improvement for any time-
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resolved study. An ancillary benefit of this upgrade is that the system can now be controlled
with the freely available MicroManager (Edelstein et al., 2014), thus improving its robustness
and ease of use. A final, and necessary, improvement was the addition of a shuttering system
(Uniblitz, Controller: VMM-D4, Shutter: LSR3S2T1) to limit the total laser exposure on
the cells. Samples were imaged by stepping their axial position through the sectioning light-
sheet. Typical scans involved stepping at 2-5 µm steps through about 4 mm of the Cell-ECM
sample. This was repeated every 15 minutes for 10 hours. Significant evaporation of the
refractive index matching bath required refilling every few hours, which was done during a
non-imaging downtime.
Figure 5.2: Heated Refractive Index Matching Bath.Heating the refractive index matching
bath is necessary to keep biologically relevant conditions for the cells. By keeping the bath
at ∼ 37◦C the cell viability is greatly improved, thus improving the overall results of the
study
5.4.3 Image Analysis
The output format of the image stacks collected with MicroManager are a 4D OME TIFF
stack. This format encodes any relevant metadata from the microscope platform into the
header of the tiff, and allows large file size tiffs to be split into multiple files. To process these
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images, we follow a procedure largely similar to what is discussed in the previous chapter.
In brief, the files are split into left and right channels, a 3D median filter can optionally
be applied to reduce noise present in the images, the contrast of the images is enhanced
using the stack histogram to a saturation level of 0.1% and values are normalized. The
contrast enhancement and value normalization allow the image set from both left and right
arms to be registered even in the presence of slight differences between the two cameras.
After registration, the two image sets are averaged together, and the resulting image set is
processed using TrackMate (Tinevez et al., 2017) to extract the position and motion of the
cells within the image set. This information can then be evaluated in MATLAB to determine
motion patterns, drift, and other parameters which could reveal important insights into the
cell-ECM interactions.
5.5 Preliminary Results and Discussion
From this work we have established reliable methods for creating thick Cell-ECM samples,
imaging the samples over long periods of time, and processing the image data. To extract
reliable statistics on the motion of the cells a few improvements to the light sheet platform
would need to be made. The cuvette holder and stage assembly demonstrated significant drift
over the multiple hour imaging periods, which had not been previously seen (Figure 5.3). As
the system currently exists, this is a major issue, as the observed drift can envelope multiple
field of views. Unlike drift confronted and mitigated in (Colomb et al., 2017), this drift is
much larger than tens of pixels. Functionally what this means is that there is no image
data to track throughout the entire course of the image series; therefore, some form of stage
improvement will be necessary. This could be accomplished in multiple ways, however the
simplest to could be to improve the rigidity and thermal stability of the sample holder and
stage assembly. If this structural improvement were combined with multiple field of view
imaging, though the use of a second, or third, degree of motion in the image capture, there
would be a large enough image area to correct for any remaining sample drift.
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Figure 5.3: Cell Tracks Drifting. As can be seen in this cropped field of view, the cell tracks
drift significantly over the course of a few hours. This is an issue, as it causes the majority
of cells to not stay in the field of view for the entire image sequence.
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During this study we examined multiple Alginate gel mixtures, ranging from 0.1%w/v
to 2%w/v. Samples under 1%w/v did not have enough Alginate in the mixture to properly
cross-link with the CaSO4 as can be seen in Figure 5.4. The rod-like crystals are CaSO4
which have not been used up by the Alginate during the cross-linking process. This improper
balance caused the gel to not set properly, resulting in a very liquid sample where the cells
were essentially freely floating in the sample. The 1.5%w/v and 2%w/v Alginate samples did
gel well, and provided adequate support for the cells. Observing the DPSCs in the light-sheet
system for short periods of time, there was no significant motion; however, during the long
time course the issue of drift obscured any meaningful observations. As mentioned above,
improvements to the structural stability of the sample platform should mitigate this large
scale drift issue. However, in addition to imaging the cells with the light-sheet system, a
simple wide field microscope was used to observe cellular motion in the Alginate sample over
the course of many hours. This is promising, as it shows even in non-ideal conditions, the
cells are able to move throughout the gel.
Figure 5.4: Low Linkage of Alginate and CaSO4 Here, the rod like crystals are unlinked
CaSO4. Lack of proper cross linking between Alginate and CaSO4 is most probably due to
insufficient amount of Alginate present in the 0.1%w/v sample.
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5.6 Conclusion
We have demonstrated that the light-sheet microscope, developed above, is capable of
imaging Cell-SCM samples of 5mm over the course of many hours. The system is able to
keep the Cell-ECM sample at biologically relevant conditions throughout the course of the
study, and additionally reduces the risk of photo-toxicity through the use of the shutter in
conjunction with the light-sheet. Improvements to the stage platform are needed to ensure
platform drift does not limit the amount of retrievable information. The framework and
mechanisms for future work has been established, and the initial results show that it will
be possible to observe Cell-ECM interactions in thick ECM mimics over long time periods,




In the previous chapters, we described our work on key ingredients that are necessary to
develop a quantitative and possibly predictive in vitro tissue model. First, we introduced
our original work on extracting information from noisy single molecule data and discussed
the results in the context of detailed literature review. Second, we addressed a ubiquitous
problem in microscopy, i.e., mechanical drift, which can affect precision and accuracy of
localization. Using an improved generalized maximum likelihood model, we estimated mi-
croscope drift with less than 5 nm precision and accuracy in the presence of both Gaussian
and non-Gaussian noise using fluorescent nanodiamonds as fiducial markers. We validated
drift estimation results using simulated particle trajectories with a known amount of noise.
Third, we designed and built a lens-based light sheet microscope to image fluorescent parti-
cles in more than 5 mm thick three-dimensional samples with subcellular resolution. Using
two detection arms, we increased image fidelity by reducing artifacts and depth dependent
image contrast. Our ability to image thicker samples enabled reproducible statistics. We
modeled the locations of cells embedded in an Alginate matrix as a Poisson process. The
distributions of distance between fluorescently labeled cells, one of the measures to quantify
random cellular distribution, agrees well between experimental and simulated datasets.
Building on these results, we believe that development of a quantitative in vitro tissue
model has been furthered. In this chapter, we suggest a few specific aims as future work and
provide some concluding remarks. In section 6.1, we discuss specific method improvements,
whereas future scientific aims are given in section 6.1.5.
6.1 Method Improvements
While our system is capable of imaging Cell-ECM interactions in thick samples over
the course of many hours, there is room for improvement. The most substantial areas of
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improvement come from sample and stage drift, as well as potential ways to further improve
cell viability.
6.1.1 Reduction of Sample Drift
The largest problem as the system stands today is the amount of sample drift observed
during long term imaging studies. This drift is too large to correct with traditional compu-
tational methods, such as in (Colomb et al., 2017), and therefore must be mitigated physical
improvements. There are many ways to reduce drift at the sample and stage interface. One
improvement could be to use a more robust sample holder. Currently the sample is held
in a diving board fashion, extended out past the stage, and lowered into the refractive in-
dex matching bath. The weight of the sample compared to the stage is negligible;however,
expansions in the materials introduced while heating the bath could be a cause for drift
observed in the long term studies. Further, the sample is held to the stage by a metal slot,
and clamped with a nylon screw. The nylon screw is necessary to prevent damage to the
glass cuvette, but an improvement in the contact area or clamping fashion could decrease
the slippage due to improper clamping force. A final improvement would be to replace all
of the non-encoded Newport PZA12 actuators with an encoded actuator such as the Thor-
labs Z825B. As was shown in the previous chapter, there is a significant difference between
forward and backward steps when using the PZA12. This would also allow for stitching
multiple field of views together to create a larger image, which would further reduce the
effect of drift causing cells to move outside the observable volume (Figure 5.3). As can be
seen in Figure 6.1, the extension and retraction steps of the PZA12 are significantly different.
The blue and yellow lines should be aligned on top of each other, as they are the start and
end point after moving 20,480 micro-steps out and back; however, they clearly are not. This
undesirable difference between extension and retraction could be a factor in the drift that
we see over long imaging periods.
One potential for a hybrid of computational and physical drift correction lies in adaptive
on the fly processing. If the image stacks were analyzed during image collection for drift
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Figure 6.1: Difference in Extension and Retraction of Actuators Here we can see that the
extension and retraction steps of the actuator is not uniform. The blue lines are where the
stage starts from, the pink is the position after four extension increments of 5120 micro-
steps of the PZA12, and the yellow is the position after four retraction increments of 5120
micro-steps of the PZA12. If the retraction and extension steps were the same, the blue and
yellow line should be aligned.
from one time frame to the next, then a correction could be applied directly to the sample
stage. This would allow for large scale drifts to be mitigated during the imaging process,
resulting in less sample motion observed over the course of imaging. This hybrid approach
would not require any any additional hardware, other than upgrading the current actuators
to ones that are encoded, and thus could be a potential improvement even after mechanical
stability is improved.
6.1.2 Improve Cell Viability
To improve cell viability passed the multi-hour mark and into the multi-day mark several
conditions must be considered. Currently, we heat the sample and provide nutrients through
the use of the FlouroBrite media used when making the Alginate sample. This works very
well for our multi-hour studies; however, to go to the multi-day regime we would need
to introduce new media periodically and keep the atmosphere of the sample chamber at
biologically relevant conditions. Introducing atmosphere could be accomplished by enclosing
the sample area and providing the ∼ 5%CO2 at ∼ 37◦C needed to support cell growth. To
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provide nutrients for the cells will be more difficult, as any flow of media into the sample
could disturb the positions of the cells. One way to overcome this would be to create samples
where the cells and image volume are near the top of the sample holder. This would allow
for new media to be added on top of the Alginate, where it would hopefully percolate down
into the sample.
6.1.3 Analysis of 3D Images to Define the Dell-ECM Interactions
Our hypothesis is that if we start from a homogeneous distribution of cells in a model
ECM, the underlying cell-ECM interactions will introduce heterogeneities in the cellular
distributions over time. First, we will determine the constant probability, P , of finding a cell
at a given pixel from the experimental 3D image. To determine P , we can use:
P = N/(xpixel ∗ ypixel ∗ zpixel) (6.1)
where N is the number of particles found in a 3D image and xpixel, ypixel, and zpixel are the
number of pixels along each axis.
We can then use that constant probability (P ) and the image volume (xpixel ∗ ypixel ∗
zpixel) to simulate a Poisson process of cellular distribution in the ECM, and determine
the pairwise distance distribution. This simulation would be conducted many times to
determine a statistically significant mean distribution and standard deviation from that
mean distribution. This simulated data would then be used to determine the deviation
of the sample data from an ideal Poisson process. This deviation is quantifiable by the










where m is the degree of freedom or the number of parameters, n is the number of data points,
σi is the standard deviation at a pairwise distance, x
i
sim, as determined by the simulations.
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6.1.4 Calculating the force exerted on cells
The same 3D images of cells in the alginate matrix can also be used to calculate the
force, which we will explore in two possible ways. Traction force microscopy (TFM) is the
most common method (Schwarz & Soiné, 2015), and can provide force resolutions in the
tens of pN while resolving fine details in force variance (Franck et al., 2011); while another
method is to calculate the force using diffusive trajectories, which can provied resolutions of
tens of fN (Vecchiarelli et al., 2014), but it averages out the details. We can calculate the








(xk+m − xk)2 (6.3)
The calculated MSD as a function of (m∆t) can then be written as:
MSD(m∆t) = 2σ2n + 2dD ∗m∆t + v2(m∆t)2 (6.4)
where σn is the variance of the noise present in the data, d is the dimensionality, and v is the
velocity arising due to any biased motion. We will make the assumption that the velocity,
v, is given by balancing the applied force, F , with the drag force,vβ. Using the Einstein-
Smoluchowski equation, β = kT/D, we will get F = vkT/D; where k is the Boltzmann
constant and T is the temperature. Of course, the cell-ECM drag does not just come from
the viscosity, but also from the integrin-mediated physical cell-ECM adhesion. Therefore,
we will approximate that β represents an effective combined drag. Calculating the force
via the MSD will allow us to compare with the force calculated from the traction force
measurements, and thus improve the robustness of our analysis.
6.1.5 Future Studies
1. To quantify the average force (Fav) experienced by cells, one could determine
the diffusion constant and the velocity from the mean square displacement
(MSD) of cellular trajectories. This could be accomplished by acquire many image
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stacks with 5 µm z-steps along the detection axis over a few hour period. The locations
of the cells can then be calculated at each time-point, allowing their trajectories to be
analyzed in MATLAB using 6.3 and 6.4, which will allow FAV to be determined.
2. To determine if an external force can change the cell motion and distri-
bution, force can be applied to the sample cuvette using a piezoelectric
transducer and quantify the statistics. Cellular biochemistry can be influenced
by force (Ghosh et al., 2007). In nature, this force could be random or regular or a
combination of both; however in this study, the sample could be placed between two
piezo mirror mounts. This would allow well-defined forces of ∼pN with and without
noise to be applied to the sample. After applying forces for varying time periods,
images can be taken which will allow P, δP, χ2, andr0 to be calculated.
3. To determine the time-dependent force (Ft) experienced by cells, traction
force microscopy can be implemented. Displacements of individual cells in the
image volume are calculated from the intensity values using a fast iterative digital
volume correlation algorithm (Bar-Kochba et al., 2015). If the material properties are
known, it is possible to calculate the traction force field from the displacement fields
according to published work (Franck et al., 2011; Maskarinec et al., 2009). As our
knowledge of the mechanics of the ECM is not perfect, finite element calculations of the
force fields using Langevin or Fokker-Planck equation approach could be implemented
to compare with the traction force microscopy results.
6.2 Desired Outcomes
The goal of the future work would be to determine the six parameters to quantify the
Cell-ECM interactions: P, δP, χ2, r0, Fav, andFt. The ability to image at the cellular level
throughout a thick Alginate sample has been shown (Figure 4.4 (A and B)), and the ability
to analyze such images to determine the cells’ positions statically (Figure 4.4 D) has also
been shown. Currently, the issue of sample drift has limited our ability to determine cellular
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positions over a long time period; however, we have demonstrated that imaging over many
hours is possible while keeping the cells at biological conditions. The need to keep cells
alive into the many day regime may necessitate periodically adding media to the Alginate
matrix as well as containing the image chamber inside an incubator, for which plans have
already been considered. It may be difficult to apply traction force microscopy techniques
to our sample and imaging platforms, as generally speaking, traction force microscopy relies
on imaging the deformation of a distribution of fluorescent probes at one wavelength while
simultaneously imaging the cell activity at another. This issue could be overcome by using
either a quad-view channel splitter in the imaging arm, or by using one imaging arm to
detect the fluorescent probes and the other to detect the cells.
6.3 Concluding Remarks
This work, both published (Colomb et al., 2017; Colomb & Sarkar, 2015), and still in
the review process (Chapter 4), represent a step forward in the quantification of life at the
cellular level. The intricacies of Cell-ECM interactions are substantial, and will require more
studies to form new quantitative models. The approaches to seeing data through the noise
as presented in Chapter 2 will no doubt be useful when studying such interactions with
the light-sheet microscope presented here. As has been shown, drift is a major issue when
imaging at the cellular level over the course of many hours, and thus needs to be corrected
for with an appropriate method, such as the correction algorithm presented in Chapter 3.
The ground work has been laid for future studies, and we believe that this project has the
potential to develop quantitative models for characterizing Cell-ECM interactions.
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Alsteens, David, & Dufrêne, Yves F. 2014. Atomic Force Microscopy of Living Cells. Pages
225–255 of: Super-Resolution Microsc. Tech. Neurosci. Springer.
Altomare, Deborah A, & Testa, Joseph R. 2005. Perturbations of the AKT signaling pathway
in human cancer. Oncogene, 24(50), 7455–7464.
Andersen, Therese, Auk-Emblem, Pia, & Dornish, Michael. 2015. 3D Cell Culture in Alginate
Hydrogels. Microarrays, 4(2), 133–161.
130
Ando, Toshio, Uchihashi, Takayuki, & Scheuring, Simon. 2014. Filming biomolecular pro-
cesses by high-speed atomic force microscopy. Chem. Rev., 114(6), 3120–3188.
Andoy, Nesha May, Sarkar, Susanta K, Wang, Qi, Panda, Debashis, Beńıtez, Jaime J, Kalin-
inskiy, Aleksandr, & Chen, Peng. 2009. Single-molecule study of metalloregulator CueR-
DNA interactions using engineered Holliday junctions. Biophys. J., 97(3), 844–852.
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Beńıtez, Jaime J, Keller, Aaron M, & Chen, Peng. 2010. Nanovesicle trapping for studying
weak protein interactions by single-molecule FRET. Methods Enzymol., 472, 41–60.
Berg, Howard C. 1993. Random walks in biology. Princeton University Press.
Berg, Otto G, & von Hippel, Peter H. 1985. Diffusion-controlled macromolecular interactions.
Annu. Rev. Biophys. Biophys. Chem., 14(1), 131–158.
Berg, Otto G, Paulsson, Johan, & Ehrenberg, Måns. 2000. Fluctuations and quality of
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E K, Čižmár, Tomáš, Gunn-Moore, Frank J, & Dholakia, Kishan. 2014. Light-sheet
microscopy using an Airy beam. Nat. Methods.
Vilfan, I D, Lipfert, J, Koster, D A, Lemay, S G, & Dekker, N H. 2009. Magnetic tweez-
ers for single-molecule experiments. Pages 371–395 of: Handb. Single-Molecule Biophys.
Springer.
Vlasov, Igor I, Shiryaev, Andrey A, Rendler, Torsten, Steinert, Steffen, Lee, Sang-Yun,
Antonov, Denis, Vörös, Márton, Jelezko, Fedor, Fisenko, Anatolii V, & Semjonova,
Lubov F. 2014. Molecular-sized fluorescent nanodiamonds. Nat. Nanotechnol., 9(1), 54–58.
Vogel, Christine, & Marcotte, Edward M. 2012. Insights into the regulation of protein
abundance from proteomic and transcriptomic analyses. Nat. Rev. Genet., 13(4), 227–
232.
Vogelstein, Bert, & Kinzler, Kenneth W. 2004. Cancer genes and the pathways they control.
Nat. Med., 10(8), 789–799.
167
Voie, a H, Burns, D H, & Spelman, F a. 1993. Orthogonal-plane fluorescence optical section-
ing: three-dimensional imaging of macroscopic biological specimens. J. Microsc., 170(Pt
3), 229–236.
Vologodskii, Alexander. 2009. Theoretical models of DNA topology simplification by type
IIA DNA topoisomerases. Nucleic Acids Res., 37(10), 3125–3133.
Vologodskii, Alexander. 2011. Unlinking of Supercoiled DNA Catenanes by Type IIA Topoi-
somerases. Biophys. J., 101(6), 1403–1411.
Walter, Nils G, & Bustamante, Carlos. 2014. Introduction to Single Molecule Imaging and
Mechanics: Seeing and Touching Molecules One at a Time. Chem. Rev., 114(6), 3069–
3071.
Walter, Nils G, Huang, Cheng-Yen, Manzo, Anthony J, & Sobhy, Mohamed a. 2008. Do-
it-yourself guide: how to use the modern single-molecule toolkit. Nat. Methods, 5(6),
475–489.
Wang, G M, Sevick, Edith M, Mittag, Emil, Searles, Debra J, & Evans, Denis J. 2002.
Experimental demonstration of violations of the second law of thermodynamics for small
systems and short time scales. Phys. Rev. Lett., 89(5), 50601.
Wang, Yina, Schnitzbauer, Joerg, Hu, Zhe, Li, Xueming, Cheng, Yifan, Huang, Zhen-Li,
& Huang, Bo. 2014. Localization events-based sample drift correction for localization
microscopy with redundant cross-correlation algorithm. Opt. Express, 22(13), 15982–91.
Watkins, Lucas P., & Yang, Haw. 2005. Detection of intensity change points in time-resolved
single-molecule measurements. J. Phys. Chem. B, 109(1), 617–628.
Watt, Fiona M, & Fujiwara, Hironobu. 2011. Cell-Extracellular Matrix Interactions in Nor-
mal and Diseased Skin. Cold Spring Harb. Perspect. Biol., 3(4), a005124–a005124.
Wearne, S L, Rodriguez, A, Ehlenberger, D B, Rocher, A B, Henderson, S C, & Hof, P. R.
2005. New techniques for imaging, digitization and analysis of three-dimensional neural
morphology on multiple scales. Neuroscience, 136(3), 661–680.
Weber, M, Mickoleit, M, & Huisken, J. 2013. Light sheet microscopy. Methods Cell Biol.,
123, 193–215.
Wee, T L, Tzeng, Y K, Han, C C, Chang, H C, Fann, W, Hsu, J H, Chen, K M, & Yu, Y C.
2007. Two-photon excited fluorescence of nitrogen-vacancy centers in proton-irradiated
type Ib diamond. J. Phys. Chem. A, 111(38), 9379–9386.
168
Weiss, Shimon. 2000. Measuring conformational dynamics of biomolecules by single molecule
fluorescence spectroscopy. Nat. Struct. Biol., 7(9), 724–729.
Weiswald, Louis Bastien, Bellet, Dominique, & Dangles-Marie, Virginie. 2015. Spherical
cancer models in tumor biology.
Willets, Katherine A. 2014. Super-resolution imaging of SERS hot spots. Chem. Soc. Rev.,
43(11), 3854–3864.
Winter, Robert B, Berg, Otto G, & Von Hippel, Peter H. 1981. Diffusion-driven mechanisms
of protein translocation on nucleic acids. 3. The Escherichia coli lac repressor-operator
interaction: kinetic measurements and conclusions. Biochemistry, 20(24), 6961–6977.
Witz, Guillaume, Dietler, Giovanni, & Stasiak, Andrzej. 2011. Tightening of DNA knots
by supercoiling facilitates their unknotting by type II DNA topoisomerases. Proc. Natl.
Acad. Sci., 108(9), 3608–3611.
Wolfbeis, Otto S. 2015. An overview of nanoparticles commonly used in fluorescent bioimag-
ing. Chem. Soc. Rev., 44(14), 4743–4768.
Woodside, M T, & Block, S M. 2014. Reconstructing Folding Energy Landscapes by Single-
Molecule Force Spectroscopy. Annu. Rev. Biophys., 43, 19.
Wu, Yicong, Wawrzusin, Peter, Senseney, Justin, Fischer, Robert S, Christensen, Ryan,
Santella, Anthony, York, Andrew G, Winter, Peter W, Waterman, Clare M, Bao, Zhirong,
Colón-Ramos, Daniel A, McAuliffe, Matthew, & Shroff, Hari. 2013. Spatially isotropic
four-dimensional imaging with dual-view plane illumination microscopy. Nat. Biotechnol.,
31(11), 1032–8.
Wysocki, Laura M, & Lavis, Luke D. 2011. Advances in the chemistry of small molecule
fluorescent probes. Curr. Opin. Chem. Biol., 15(6), 752–759.
Xie, Sunney. 2001. Single-molecule approach to enzymology. Single Mol., 2(4), 229–236.
Xie, X Sunney, & Lu, H Peter. 1999. Single-molecule enzymology. J. Biol. Chem., 274(23),
15967–15970.
Xing, Y, & Liming, D. 2009. The properties and applications of nanodiamonds.
Nanomedicine, 4(2), 207–218.
Yan, J, Magnasco, M O, & Marko, J F. 1999. A kinetic proofreading mechanism for disen-
tanglement of DNA by topoisomerases. Nature, 401(6756), 932–935.
169
Yan, Jie, Magnasco, Marcelo O., & Marko, John F. 2001. Kinetic proofreading can explain
the supression of supercoiling of circular DNA molecules by type-II topoisomerases. Phys.
Rev. E - Stat. Nonlinear, Soft Matter Phys., 63(3 I), 0319091–03190911.
Yan, Z D, Sun, L D, Hu, C G, Hu, X T, & Zeppenfeld, P. 2016. A high efficiency single
molecule localisation algorithm with sub-pixel resolution based on fluorescence images.
Imaging Sci. J.
Yang, Xiaoming, Sarvestani, Samaneh K, Moeinzadeh, Seyedsina, He, Xuezhong, & Jabbari,
Esmaiel. 2013. Three-Dimensional-Engineered Matrix to Study Cancer Stem Cells and
Tumorsphere Formation: Effect of Matrix Modulus. Tissue Eng. Part A, 19(5-6), 669–
684.
Yi, Jason, Manna, Asit, Barr, Valarie A, Hong, Jennifer, Neuman, Keir C, & Samelson,
Lawrence E. 2016. madSTORM: a superresolution technique for large-scale multiplexing
at single-molecule accuracy. Mol. Biol. Cell, 27(22), 3591–3600.
Yildiz, Ahmet, & Selvin, Paul R. 2005. Fluorescence imaging with one nanometer accuracy:
application to molecular motors. Acc. Chem. Res., 38(7), 574–582.
Yildiz, Ahmet, Forkey, Joseph N, McKinney, Sean A, Ha, Taekjip, Goldman, Yale E, &
Selvin, Paul R. 2003. Myosin V walks hand-over-hand: single fluorophore imaging with
1.5-nm localization. Science (80-. )., 300(5628), 2061–2065.
York, Andrew G, Ghitani, Alireza, Vaziri, Alipasha, Davidson, Michael W, & Shroff, Hari.
2011. Confined activation and subdiffractive localization enables whole-cell PALM with
genetically expressed probes. Nat Meth, 8(4), 327–333.
Yu, Hao, Gupta, Amar Nath, Liu, Xia, Neupane, Krishna, Brigley, Angela M, Sosova, Iveta,
& Woodside, Michael T. 2012. Energy landscape analysis of native folding of the prion
protein yields the diffusion constant, transition path time, and rates. Proc. Natl. Acad.
Sci., 109(36), 14452–14457.
Yu, Ji. 2016. Single-Molecule Studies in Live Cells. Annu. Rev. Phys. Chem., 67, 565–585.
Yu, Ji, Xiao, Jie, Ren, Xiaojia, Lao, Kaiqin, & Xie, X Sunney. 2006. Probing gene expression
in live cells, one protein molecule at a time. Science (80-. )., 311(5767), 1600–1603.
Yu, Shu-Jung, Kang, Ming-Wei, Chang, Huan-Cheng, Chen, Kuan-Ming, & Yu, Yueh-
Chung. 2005. Bright Fluorescent Nanodiamonds: No Photobleaching and Low Cytotoxic-
ity. J. Am. Chem. Soc., 127(50), 17604–17605.
170
Zhang, Hui, & Guo, Peixuan. 2014. Single molecule photobleaching (SMPB) technology
for counting of RNA, DNA, protein and other molecules in nanoparticles and biological
complexes by TIRF instrumentation. Methods, 67(2), 169–176.
Zhang, Yaojun, & Dudko, Olga K. 2013. A transformation for the mechanical fingerprints
of complex biomolecular interactions. Proc. Natl. Acad. Sci., 110(41), 16432–16437.
Zheng, Qinsi, Juette, Manuel F, Jockusch, Steffen, Wasserman, Michael R, Zhou, Zhou,
Altman, Roger B, & Blanchard, Scott C. 2014. Ultra-stable organic fluorophores for
single-molecule research. Chem. Soc. Rev., 43(4), 1044–56.
Zhou, Yue, Fard, Ali P, & Davies, Angela. 2014. Characterization of instrument drift using
a spherical artifact. Precis. Eng., 38(2), 443–447.
Zhuang, Xiaowei, Bartley, Laura E, Babcock, Hazen P, Russell, Rick, Ha, Taekjip, Herschlag,
Daniel, & Chu, Steven. 2000. A single-molecule study of RNA catalysis and folding. Science
(80-. )., 288(5473), 2048–2051.
Ziemba, Brian P, Li, Jianing, Landgraf, Kyle E, Knight, Jefferson D, Voth, Gregory A, &
Falke, Joseph J. 2014. Single-Molecule Studies Reveal a Hidden Key Step in the Activation
Mechanism of Membrane-Bound Protein Kinase C-α. Biochemistry, 53(10), 1697–1713.
Zipfel, Warren R, Williams, Rebecca M, & Webb, Watt W. 2003. Nonlinear magic: multi-
photon microscopy in the biosciences. Nat. Biotechnol., 21(11), 1369–1377.
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A.1 Code for Drift Estimation
Here is the supplied MATLAB function and best parameter serach script for the results
presented in Colomb et al. (2017).
Listing A.1: Drift Correction Function
function [ output y , output x , meanData ] = NGN MainProcess ( AllData ,
pThreshVal , knots , K, N points )
% This i s the main proces s / func t i on f o r d r i f t c o r r e c t i on as presen ted
in
% W Colomb , J Czersk i , J D Sau , and S K Sarkar . Est imat ion o f
microscope d r i f t us ing f l u o r e s c e n t nanodiamonds as f i d u c i a l markers .
J . Microsc . , 2017.
% Deta i l ed exp l ana t i on goes here
%
% NV Center PreProcess
%
pthresh=pThreshVal ;% se t t h r e s h o l d to p thre sh in percent
nbrk=knots ;% number o f knot po in t s f o r s p l i n e f i t
fname2=’ yD i s t r i bu t i on . dat ’ ;
fname3=’ y t o t a lD i s t . dat ’ ;
% Ca l cu l a t e neares t ne ighbor d i f f e r e n c e s
AllData1 = AllData−c i r c s h i f t ( AllData ,−1) ;
% Ca l cu l a t e Thressho ld
y1 = reshape ( AllData1 , [ ] , 1 ) ;
y1=abs ( y1 ) ;
y1=sort ( y1 , ’ ascend ’ ) ;
% Set t h r e s h o l d f o r d e t e c t i n g jumps and r e j e c t i n g data
% Set t h r e s h o l d to r e j e c t 10 percent o f data
threshy=max( y1 ( f loor ( (K∗N points ∗pthresh ) /100) ) ,0∗ y1 ( f loor ( (K∗
N points ∗50) /100) ) ) ;
% Ca l cu l a t e D i s t r i b u t i o n
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[ ny , n3]= s ize ( y1 ) ;
nyh i s t=hist ( y1 , ny/20) ;
smnyhist=smooth ( nyhist , 2 ) ;
ymin=y1 (1 , 1 ) ; ymax=y1 (ny , 1 ) ;
[ ny2 , n3]= s ize ( smnyhist ) ;
eny=1:ny2 ; eny=eny ’ ;
eny=eny . / ( ny2 ) ; eny=eny ∗(ymax−ymin ) ;
eny=eny+ymin ;
%output d i s o rde r averaged DOS
[ ny2 , n3]= s ize ( eny ) ;
dlmwrite ( fname2 , horzcat ( eny , smnyhist ) , ’ ’ ) ;% output
[ ny1 , n3]= s ize ( y1 ) ;
eny=1:ny1 ;
eny=eny .∗ ( 1/ ny1 ) ;
dlmwrite ( fname3 , horzcat ( y1 , eny ’ ) , ’ ’ ) ;
%
%Sta r t Main Ca l cu l a t i on
%
% Determine b l o c k s o f the coord ina t e s : f and nb lock
nblock=1; %number o f b l o c k s
for n=1:K
for t=1: N points
f (n , t )=nblock ;% f i s the b l o c k index : (n , t ) i s in b l o c k f (n
, t )
x1=(abs ( AllData1 ( t , n ) )>threshy ) ;






nblock=nblock −1; % f i x l a s t overcount ing
% Create matrix f o r t rans forming t a b l e to NV coord ina t e s
Ay = reshape ( AllData , N points ∗K, 1 ) ;
cnt = 1 ; % matix e lement count
clear M;
n1 = N points ;
for n=1:K
for t=1: N points
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i f t>1 % exc lude t=1 because X( t=0)=0
M( : , cnt ) =[(n−1)∗n1+t , t −1 ,1 ] ; cnt=cnt+1;
% se t X terms in the matrix
end
M( : , cnt ) =[(n−1)∗n1+t , n1+( f (n , t )−1) , 1 ] ; cnt=cnt+1;




S = sparse ( t ranspose (M( 1 , : ) ) , t ranspose (M( 2 , : ) ) , t ranspose (M( 3 , : ) )
) ;
% Create matrix f o r cub i c s p l i n e f i t
sp l inemat0=[−1 3 −3 1 ; 3 −6 3 0 ; −3 0 3 0 ; 1 4 1 0 ] . ∗ ( 1 / 6 ) ;
splinematm1=spl inemat0 ∗ [ 0 4 1 0 ;0 0 0 0 ; 0 0 0 0 ; 0 0 0 0 ] ;
splinematm1=spl inemat0−splinematm1 ;
splinematm1=splinematm1 ( 1 : 4 , 2 : 4 ) ;
sp l inemat=splinematm1 ;
for count=1:( nbrk−1)
[ nxsp , nysp ]= s ize ( sp l inemat ) ;
sp l inemat=horzcat ( spl inemat , zeros ( nxsp , 1 ) ) ;
sp l inemat=ve r t c a t ( spl inemat , sp l inemat0 ) ;
sp l inemat0=horzcat ( zeros ( 4 , 1 ) , sp l inemat0 ) ;
end
t0 =((1 : ( N points −1) ) .∗ ( 1 / ( N points −1) ) ) ’ ;
t0=t0 .∗ nbrk ;
count=1;
t1=heav i s i d e ( t0−(( count−1) ) −0.1/N points ) .∗ heav i s i d e ( 0 . 1/ N points+
count−t0 ) .∗ t0 ;
t2=horzcat ( t1 . ˆ 3 , t1 . ˆ 2 ) ;
t2=horzcat ( t2 , t1 ) ;
t2=horzcat ( t2 , h e av i s i d e ( t0−0.2/ N points ) ) ;
for count=2:nbrk
t1=heav i s i d e ( t0−(count−1)−0.1/N points ) .∗ heav i s i d e ( 0 . 1/
N points+count−t0 ) . ∗ ( t0−(count−1) ) ;
t2=horzcat ( t2 , t1 . ˆ 3 ) ;
t2=horzcat ( t2 , t1 . ˆ 2 ) ;
t2=horzcat ( t2 , t1 ) ;
t2=horzcat ( t2 , h e av i s i d e ( t1−0.2/ N points ) ) ;
end
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f i tmat=t2 ∗ sp l inemat ;
X f i t=b lkd iag ( f i tmat , eye ( nblock ) ) ; % add in con t r i b u t i on from jumps
% Do l e a s t squares f i t
S f i t=S∗Xf i t ; % new polynomia l f i t l e a s t squares matrix
[ q y f i t , stdqy , mseqy ] = lscov ( S f i t , Ay) ;% z are the s h i f t%s o f
var ious b l o c k s
qy = Xf i t ∗ q y f i t ;
dt = 1/n1 ; % se t the time s t ep
output y = qy ( 1 : n1 ) ;
output x = horzcat ( dt∗ t ranspose ( [ 0 : n1−1]) ) ;
meanData= mean( AllData , 2 ) ;
end
Listing A.2: Best Parameter Search for Drift Correction
%% NGN Paper Best Param Pursu i t 07/09
clear ; clc ;
codeName = ’ Rea lNoi se Jumps Per iods 1 ’ ;
f o l d e r = ’C:\ Users \Valued Customer\Desktop\Warren\MATLAB\Jump Noise \
ExpData Periods 1 \ ’ ;
%% Parameters
%F i t t i n g
N f i l e s = 16 ; % Total number o f d r i f t t r a c k s
K = 16 ; %number o f f i l e s per random poo l
l ap s = [ 1 , 10 : 25 , 3 0 : 5 : 5 0 , 60 : 10 : 100 , 150 : 50 : 250 , 5 0 0 ] ; % number o f
l a p s through the c a l c u l a t i o n
pThreshVal = [ 7 0 : 1 : 1 0 0 ] ; %Set to prev ious found b e s t va lue ( exp
:84 , Gam:94 , Guas :100)
knotPoints = [ 1 : 3 0 ] ; %knotPoints f o r Sp l i ne f i t
Params . N f i l e s = N f i l e s ;
Params .K = K;
Params . l ap s = laps ;
Params . pThreshVal = pThreshVal ;
Params . knotPoints = knotPoints ;
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%% Import Data
% Import the d r i f t t r a c k s
fName= codeName ;
saveAllData = [ f o l d e r fName ] ;
y = load ( [ saveAllData , ’ Ref . txt ’ ] ) ;
y = y − y (1 ) ;
for i= 1 : N f i l e s
yNoise ( : , i ) = load ( [ saveAllData , int2str ( i ) , ’ . tx t ’ ] ) ;
yNoise ( : , i ) = yNoise ( : , i )−yNoise (1 , i ) ;
end
%% Find Optimal KnotPoints
% Use 10 laps , pThresh o f 85 , f i nd the b e s t va lue f o r the knotPoints
N points = length ( yNoise ) ;
lapNum = 10 ;
pThresh = 85 ;
output y = zeros ( length ( knotPoints ) , N points , lapNum) ;
output x = zeros ( length ( knotPoints ) , N points , lapNum) ;
meanData = zeros ( length ( knotPoints ) , N points , lapNum) ;
errKnots = zeros ( length ( knotPoints ) , 1 ) ;
for z2 = 1 : length ( knotPoints )
for z3 = 1 : lapNum
pick s = randi ( N f i l e s , K, 1) ;
AllData = yNoise ( : , p i ck s ) ;
[ output y ( z2 , : , z3 ) , output x ( z2 , : , z3 ) , meanData ( z2 , : , z3 )
] . . .
= NGN MainProcess ( AllData , pThresh , knotPoints ( z2 ) , K,
N points ) ;
end
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’ KnotPoint ’ ,
num2str( knotPoints ( z2 ) ) , ’ Done ’ ] )
errKnots ( z2 ) = sqrt ( (sum( ( y − mean( output y ( z2 , : , : ) , 3 ) ’ ) . ˆ 2 ) ) /
length ( y ) ) ;
end
[ ˜ , b ] = min( errKnots ) ;
bestKnot = knotPoints (b) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’The optimal number o f
knot po in t s i s : ’ , num2str( bestKnot ) ] )
%% Find Optimal pThresh
% Use 10 laps , and bestKnot , f i n d bestPThresh
output y = zeros ( length ( pThreshVal ) , N points , lapNum) ;
output x = zeros ( length ( pThreshVal ) , N points , lapNum) ;
meanData = zeros ( length ( pThreshVal ) , N points , lapNum) ;
errThresh = zeros ( length ( pThreshVal ) , 1 ) ;
for z2 = 1 : length ( pThreshVal )
176
for z3 = 1 : lapNum
pick s = randi ( N f i l e s , K, 1) ;
AllData = yNoise ( : , p i ck s ) ;
[ output y ( z2 , : , z3 ) , output x ( z2 , : , z3 ) , meanData ( z2 , : , z3 )
] . . .
= NGN MainProcess ( AllData , pThreshVal ( z2 ) , bestKnot , K
, N points ) ;
end
errThresh ( z2 ) = sqrt ( (sum( ( y − mean( output y ( z2 , : , : ) , 3 ) ’ ) . ˆ 2 ) ) /
length ( y ) ) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’ pThresh ’ ,
num2str( pThreshVal ( z2 ) ) , ’ Done ’ ] )
end
[ ˜ , b ] = min( errThresh ) ;
bestPThresh = pThreshVal (b) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’The optimal th r e sho ld
value i s : ’ , num2str( bestPThresh ) ] )
%% ReFind Optimal KnotPoints
% Use 10 laps , bestpTHresh , f i nd the b e s t va lue f o r the knotPoints
N points = length ( yNoise ) ;
lapNum = 10 ;
pThresh = bestPThresh ;
output y = zeros ( length ( knotPoints ) , N points , lapNum) ;
output x = zeros ( length ( knotPoints ) , N points , lapNum) ;
meanData = zeros ( length ( knotPoints ) , N points , lapNum) ;
errKnots = zeros ( length ( knotPoints ) , 1 ) ;
for z2 = 1 : length ( knotPoints )
for z3 = 1 : lapNum
pick s = randi ( N f i l e s , K, 1) ;
AllData = yNoise ( : , p i ck s ) ;
[ output y ( z2 , : , z3 ) , output x ( z2 , : , z3 ) , meanData ( z2 , : , z3 )
] . . .
= NGN MainProcess ( AllData , pThresh , knotPoints ( z2 ) , K,
N points ) ;
end
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’ KnotPoint ’ ,
num2str( knotPoints ( z2 ) ) , ’ Done ’ ] )
errKnots ( z2 ) = sqrt ( (sum( ( y − mean( output y ( z2 , : , : ) , 3 ) ’ ) . ˆ 2 ) ) /
length ( y ) ) ;
end
[ ˜ , b ] = min( errKnots ) ;
bestKnot = knotPoints (b) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’The optimal number o f
knot po in t s i s : ’ , num2str( bestKnot ) ] )
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%% Find Optimal Lap Number
% Use bestPThresh , and bestKnot , f i n d bestLapNum
errLaps = zeros ( length ( l ap s ) , 1 ) ;
for z2 = 1 : length ( l ap s )
lapNum = laps ( z2 ) ;
output y = zeros ( N points , lapNum) ;
output x = zeros ( N points , lapNum) ;
meanData = zeros ( N points , lapNum) ;
for z3 = 1 : lapNum
pick s = randi ( N f i l e s , K , 1) ;
AllData = yNoise ( : , p i ck s ) ;
[ output y ( : , z3 ) , output x ( : , z3 ) , meanData ( : , z3 ) ] . . .
= NGN MainProcess ( AllData , bestPThresh , bestKnot , K,
N points ) ;
end
errLaps ( z2 ) = sqrt ( (sum( ( y − mean( output y , 2 ) ) . ˆ 2 ) ) / ( length ( y )
−1) ) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’LapNum ’ ,
num2str( lapNum) , ’ Done ’ ] )
end
[ ˜ , b ] = min( errLaps ) ;
bestLapNum = laps (b) ;
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , [ ’The optimal number o f
l ap s i s : ’ , num2str( bestLapNum) ] )
%% Ca l cu l a t e Fina l F i t
% Use the Best paramters to c a l c u l a t e the f i n a l output
output y = zeros ( N points , bestLapNum) ;
output x = zeros ( N points , bestLapNum) ;
meanData = zeros ( N points , bestLapNum) ;
for z3 = 1 : bestLapNum
pick s = randi ( N f i l e s , K, 1) ;
AllData = yNoise ( : , p i ck s ) ;
[ output y ( : , z3 ) , output x ( : , z3 ) , meanData ( : , z3 ) ] . . .
= NGN MainProcess ( AllData , bestPThresh , bestKnot , K, N points )
;
end
output .Y = output y ( 1 :end−1 , : ) ;
output .X = output x ( 1 :end−1 ,1) ;
output .meanY = mean( output y ( 1 :end−1 , : ) , 2 ) ;
output . stdY = std ( output y ( 1 :end−1 , : ) , 1 , 2 ) ;
output . Ref = y ( 1 : end−1) ;
output . e r rF i na l = sqrt ( (sum( ( y ( 1 :end−1) − mean( output y ( 1 :end
−1 , : ) , 2 ) ) . ˆ 2 ) ) / ( length ( y ( 1 :end−1) )−1) ) ;
output . meanData = meanData ;
output . numLap = bestLapNum ;
output . pThresh = bestPThresh ;
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output . knotsPoints = bestKnot ;
output . errLaps = errLaps ;
output . errThresh = errThresh ;
output . errKnots = errKnots ;
save ( [ saveAllData , ’ BestParams ’ , date ] , ’ output ’ , ’ Params ’ )
s end text message ( ’ number ’ , ’ c a r r i e r ’ , codeName , . . .
[ ’ A l l done , data saved , bes t params are : knotPoint− ’ , num2str(
bestKnot ) , . . .
’ , pThresh− ’ , num2str( bestPThresh ) , ’ , Laps− ’ , num2str( bestLapNum
) ] )
%% Plot wi th Error bars
% Create f i g u r e
f i g u r e 1 = f igure ;
% Create axes
axes1 = axes ( ’ Parent ’ , f i gu r e1 , ’ FontSize ’ , 14) ;
box ( axes1 , ’ on ’ ) ;
hold ( axes1 , ’ a l l ’ ) ;
xl im ( axes1 , [ 0 1 ] ) ;
% Plot
errorbar ( output .X, output .meanY, output . stdY , ’ DisplayName ’ , ’ Error
Bars ’ , . . .
’ Color ’ , [ 0 .800000011920929 0.800000011920929 0 .800000011920929 ] )
plot ( output .X, output . Ref , ’ r ’ , ’ LineWidth ’ ,2 , ’ DisplayName ’ , ’
Re ference ’ )
plot ( output .X, output .meanY, ’b ’ , ’ LineWidth ’ ,2 , ’ DisplayName ’ , ’
Recovered ’ )
% Axes Labe l s
t i t l e ({ ’ Best Recovery with Error ’ ; . . .
[ ’ Params : pThresh− ’ ,num2str( output . pThresh ) , ’ , Knots− ’ , . . .
num2str( output . knotsPoints ) , ’ , Laps− ’ , num2str( output . numLap)
] ; . . .
[ ’ Recovery Error : ’ , num2str( output . e r rF i na l ) , ’ [um] +/− ’ ,
num2str(mean( output . stdY ) ) ] . . .
} , ’ FontSize ’ , 20) ;
xlabel ( ’Time [A.U . ] ’ , ’ FontSize ’ , 16) ;
ylabel ( ’ Po s i t i on [um] ’ , ’ FontSize ’ , 16) ;
legend ( axes1 , ’ show ’ ) ;
hold o f f
s a v e f i g ( f i gu r e1 , [ saveAllData , ’ BestParams ’ , date ] ) ;
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A.2 Code for Poisson Process in 3D
Here is the MATLAB code for creating a Poisson Process 3D distribution of particles for
parameters supplied by the imaging data.
Listing A.3: 3D Poisson Process Simulation for Light Sheet Data
%% Simulat ion o f 3D Random Point c loud
% The goa l i s to ranomly popu la t e a 3d mesh , wi th ” v o x e l s ” the s i z e o f
our
% exper imenta l se tup . TO do t h i s we w i l l a s s i gn some p r o b a b i l i t y o f
% popu la t i on to each vox e l . I f a random number i s be low t ha t va lue i t
w i l l
% popu la t e the space , i f i t ’ s above , i t won ’ t .
%% Analys i s o f Data
clear ; clc ;
r epea t s = 3 ; %number o f r epea t s
data = importTrackMateTXT( ’W:\ Light Sheet Pro j e c t \ Image Data\02012017 −
MSC Alg inate \LS Left 020117 Alginate hMSCs 5mm1 Spots . txt ’ ) ;
p i x e l S i z e = 16/50; %um
numSteps = 1500 ;
s t epS i z e = 256 ; %uSteps
s t epS i z e = s t epS i z e ∗ 0 . 0 1 3 ; % expe r imen ta l l y determined us tep s t ep
s i z e [um]
b inS i z e = 50 ;
dataSca led = data ;
dataSca led .POSITION X = p i x e l S i z e ∗ data .POSITION X ;
dataSca led .POSITION Y = p i x e l S i z e ∗ data .POSITION Y ;
dataSca led .ESTIMATEDDIAMETER = p i x e l S i z e ∗ dataSca led .
ESTIMATEDDIAMETER ;
dataSca led . POSITION Z = s t epS i z e ∗ data .POSITION T ;
%Size o f the volume ( in p i x e l s )
xS ize = 512 ;
yS i ze = xSize ;
zS i z e = numSteps ;
% Par t i c l e s to popu la t e (on average )
numPart = numel ( unique ( dataSca led .TRACK ID) ) ;
% Determine the cons tant p r o b a b i l i t y
cProb = numPart / ( yS ize ∗ xS ize ∗ zS i z e ) ;
%% Extrac t Mean Pos i t i on s
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t r a c kL i s t = unique ( dataSca led .TRACK ID) ;
meanX = zeros (1 , length ( t r a c kL i s t ) ) ;
meanY = meanX ;
meanZ = meanX ;
meanInt = meanX ;
minSize = meanX ;
for i = 1 : length ( t r a c kL i s t )
t ID = t r a ckL i s t ( i ) ;
ind = dataSca led .TRACK ID == t ID ;
meanX( i ) = mean( dataSca led .POSITION X( ind ) ) ;
meanY( i ) = mean( dataSca led .POSITION Y( ind ) ) ;
meanZ( i ) = mean( dataSca led . POSITION Z( ind ) ) ;
meanInt ( i ) = mean( dataSca led .MEAN INTENSITY( ind ) ) ;
minSize ( i ) = min( dataSca led .ESTIMATEDDIAMETER( ind ) ) ;
end
% Spa t i a l s t a t c a l c s
pwdData . Al l = pd i s t ( [meanX’ ,meanY’ ,meanZ ’ ] ) ;
pwdData .X = pd i s t (meanX ’ ) ;
pwdData .Y = pd i s t (meanY ’ ) ;
pwdData . Z = pd i s t (meanZ ’ ) ;
%% His t count se tup
edges = 0 : b inS i z e :max(pwdData . Z) ; %se t the edges f o r the his togram
hData = histogram (pwdData . All , edges ) ;
NError = sqrt ( hData . Values ) /( hData . BinWidth∗trapz ( hData . Values ) ) ;
hData . Normal izat ion = ’ pdf ’ ;
NData = hData . Values ;
close ( gcf )
%% Simulat ion Part
p a r t i c l e s = zeros ( repeats , 1 ) ;
N = zeros ( repeats , ( length ( edges )−1) ) ;
pwdCalc ( r epea t s ) . A l l = [ ] ;
p o s i t i o n s ( r epea t s ) .X = [ ] ;
pa r f o r i =1: r epea t s
% Create matrix wi th uniform random numbers between 0 and 1
m1 = rand ( xSize , ySize , zS i z e ) ;
% Set po in t s above cProb to 0 , be low to 1
m1(m1<cProb ) = 1 ;
m1(m1˜=1) = 0 ;
p a r t i c l e s ( i ) = sum(m1( : ) ) ;
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% Now c a l c u l a t e some data s t a t s
% F i r s t f i n d l o c a t i o n s o f the po in t s
[ x , y , z ] = ind2sub ( s ize (m1) , find (m1) ) ;
posT = [ p i x e l S i z e ∗x , p i x e l S i z e ∗y , s t epS i z e ∗z ] ;
p o s i t i o n s ( i ) .X = posT ( : , 1 ) ;
p o s i t i o n s ( i ) .Y = posT ( : , 2 ) ;
p o s i t i o n s ( i ) . Z = posT ( : , 3 ) ;
% PWD Calc
pwdCalc ( i ) . A l l = pd i s t ( posT ) ;
% pwdCalc .X = pd i s t ( p o s i t i o n s ( : , 1 ) ) ;
% pwdCalc .Y = pd i s t ( p o s i t i o n s ( : , 2 ) ) ;
% pwdCalc .Z = pd i s t ( p o s i t i o n s ( : , 3 ) ) ;
%Histogram
[N( i , : ) , ˜ ] = h i s t c oun t s ( pwdCalc ( i ) . All , edges , ’ Normal izat ion ’ , ’ pdf ’ ) ;
end
output .X = edges ( 1 : end−1) ;
output .Y = N;
output .meanY = mean(N, 1 ) ;
output . stdY = std (N, [ ] , 1 ) ;
%% P lo t t i n g
labelOn = true ;
% Create f i g u r e
f i g u r e 1 = f igure ( ’ Po s i t i on ’ , [ 5 , 50 , 945 , 945 ] ) ;
% Create axes
axes1 = axes ( ’ Parent ’ , f i gu r e1 , ’ LineWidth ’ , 3 , . . .
’ TickLength ’ , [ 0 . 0 3 0 . 0 3 ] , . . .
’ FontWeight ’ , ’ bold ’ , . . .
’ FontSize ’ ,16 , ’ PlotBoxAspectRatio ’ , [ 1 1 1 ] ) ;
view ( axes1 , [ 4 2 . 5 2 0 ] ) ;
grid ( axes1 , ’ on ’ ) ;
hold ( axes1 , ’ on ’ ) ;
surf ( edges ( 1 :end−1) , 1 : repeats ,N, ’ Parent ’ , axes1 )
set (gca , ’ Layer ’ , ’ top ’ )
i f labelOn
xlabel ( ’ Pa i rwi se Distance [\mum] ’ )
ylabel ( ’ S imulat ion Number ’ )
zlabel ( ’ Area Normalized Count ’ )
t i t l e ( ’PWD fo r Al l Simulated Spaces ’ )
end
% Create f i g u r e
f i g u r e 1 = f igure ( ’ Po s i t i on ’ , [ 965 , 50 , 500 , 500 ] ) ;
% Create axes
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axes1 = axes ( ’ Parent ’ , f i gu r e1 , ’ LineWidth ’ , 3 , . . .
’ TickLength ’ , [ 0 . 0 3 0 . 0 3 ] , . . .
’ FontWeight ’ , ’ bold ’ , . . .
’ FontSize ’ ,16 , ’ yl im ’ , [ 0 , 1 .2∗max(NData) ] , ’ xl im ’ , [ 0 ,max( output .X
) ] ) ;
box ( axes1 , ’ on ’ ) ;
hold ( axes1 , ’ on ’ ) ;
axis square ;
patch ( [ output .X f l i p l r ( output .X) ] , . . .
[ smooth ( output .meanY+output . stdY , 1 ) ’ f l i p l r ( smooth ( output .meanY
−output . stdY , 1 ) ’ ) ] , . . .
[ 0 . 8 0 . 8 1 ] , ’ FaceAlpha ’ , 0 . 5 ) ;
plot ( output .X, output .meanY, ’b ’ , . . .
’ LineWidth ’ ,3 , ’ Parent ’ , axes1 ) ;
patch ( [ output .X f l i p l r ( output .X) ] , . . .
[ smooth (NData+NError , 1 ) ’ f l i p l r ( smooth (NData−NError , 1 ) ’ ) ] , . . .
[ 1 0 . 8 0 . 8 ] , ’ FaceAlpha ’ , 0 . 5 ) ;
plot ( output .X, NData , ’ r−. ’ , . . .
’ LineWidth ’ ,3 , ’ Parent ’ , axes1 ) ;
set (gca , ’ Layer ’ , ’ top ’ )
i f labelOn
xlabel ( ’ Pa i rwi se Distance [\mum] ’ )
ylabel ( ’ Area Normalized Count ’ )
legend ( ’ Simulated Error Shading ’ , ’Mean Simulated PWD’ , ’Data Error
Shading ’ , ’Data PWD’ )
t i t l e ( ’PWD of Real Data and Simulated ’ )
end
f i g u r e 1 = f igure ( ’ Po s i t i on ’ , [ 5 , 50 , 945 , 945 ] ) ;
% Create axes
axes1 = axes ( ’ Parent ’ , f i gu r e1 , ’ LineWidth ’ , 3 , . . .
’ TickLength ’ , [ 0 . 0 3 0 . 0 3 ] , . . .
’ FontWeight ’ , ’ bold ’ , . . .
’ FontSize ’ ,16 , ’ p l o tboxa sp e c t r a t i o ’ , [ s t e pS i z e / p i x e l S i z e , 1 , 1 ] ) ;
box ( axes1 , ’ on ’ ) ;
hold ( axes1 , ’ on ’ ) ;
grid ( axes1 , ’ on ’ ) ;
s c a t t e r 3 ( p o s i t i o n s (1 ) . Z , p o s i t i o n s (1 ) .X, p o s i t i o n s (1 ) .Y,100 , p o s i t i o n s
(1 ) . Z , ’Marker ’ , ’ x ’ , . . .
’ LineWidth ’ ,2 , ’ Parent ’ , axes1 )
view ( axes1 , [ 5 4 . 5 1 2 ] ) ;
set (gca , ’ Layer ’ , ’ top ’ )
i f labelOn
xlabel ( ’Z Depth [\mum] ’ )
ylabel ( ’X Pos i t i on [\mum] ’ )
zlabel ( ’Y Pos i t i on [\mum\ ’ )
t i t l e ( [ ’ Simulated Po s i t i on s (1 o f ’ num2str( r epea t s ) ’ ) ’ ] )
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end
f i g u r e 1 = f igure ( ’ Po s i t i on ’ , [ 965 , 50 , 945 , 945 ] ) ;
% Create axes
axes1 = axes ( ’ Parent ’ , f i gu r e1 , ’ LineWidth ’ , 3 , . . .
’ TickLength ’ , [ 0 . 0 3 0 . 0 3 ] , . . .
’ FontWeight ’ , ’ bold ’ , . . .
’ FontSize ’ ,16 , ’ p l o tboxa sp e c t r a t i o ’ , [ s t e pS i z e / p i x e l S i z e , 1 , 1 ] ) ;
box ( axes1 , ’ on ’ ) ;
hold ( axes1 , ’ on ’ ) ;
grid ( axes1 , ’ on ’ ) ;
s c a t t e r 3 (meanZ , meanX, meanY,100 ,meanZ , ’Marker ’ , ’ x ’ , . . .
’ LineWidth ’ ,2 , ’ Parent ’ , axes1 )
view ( axes1 , [ 5 4 . 5 1 2 ] ) ;
set (gca , ’ Layer ’ , ’ top ’ )
i f labelOn
xlabel ( ’Z Depth [\mum] ’ )
ylabel ( ’X Pos i t i on [\mum] ’ )
zlabel ( ’Y Pos i t i on [\mum\ ’ )
t i t l e ( [ ’ Real Data Po s i t i on s ’ ] )
end
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