The largest eigenvalue 1 of the adjacency matrix powerfully characterizes dynamic processes on networks, such as virus spread and synchronization. The minimization of the spectral radius by removing a set of links (or nodes) has been shown to be an NP-complete problem. So far, the best heuristic strategy is to remove links/nodes based on the principal eigenvector corresponding to the largest eigenvalue 1. This motivates us to investigate properties of the principal eigenvector x1 and its relation with the degree vector. (a) We illustrate and explain why the average E[x1] decreases with the linear degree correlation co-e¢ cient D in a network with a given degree vector; (b) The di¤erence between the principal eigenvector and the scaled degree vector is proved to be the smallest, when 1 = N 2 N 1 , where N k is the total number walks in the network with k hops; (c) The correlation between the principal eigenvector and the degree vector decreases when the degree correlation D is decreased.
Introduction
Dynamic phenomena occurring on networks are a¤ected by the structure of networks, e.g., the absence of epidemic thresholds in large scale free networks [2] [3] [6] , the e¤ect of the degree correlations on the percolation of networks [8] . The largest eigenvalue 1 (A) of the adjacency matrix A, called the spectral radius of the graph, has been shown to play an important role in dynamic processes on graphs, such as SIS (susceptible-infected-susceptible) virus spread [12] and the Kuramoto type of synchronization process of coupled oscillators [11] on a given network topology. For instance, in a SIS spreading model, the epidemic threshold c ' 1 1(A) separates two di¤erent phases of a dynamic process on a network: if the spreading rate is above the threshold, the infection spreads and becomes persistent in time; where < c , the infection dies out exponentially fast [10] [12] . In the past decade, researches have focused on how topological changes, such as link (or node) removal, may alter the spectral radius. Milanese et al. [7] studied the dynamical importance of the structural perturbation by removing one node or link. Van Mieghem et al. [15] have proved that to minimize the largest eigenvalue by removing a set of links or nodes is a NP-hard problem and have shown that the best strategy so far is based on the components of the principal eigenvector x 1 , which underlines the importance of the principal eigenvalue in characterizing the in ‡uence of link/node removal on the spectral radius. Our main objective is to investigate the topological meaning of x 1 , which has been rarely studied. Especially, we aim to understand the relation between x 1 and the degree vector/sequence 1 d, the computationally simplest and mostly studied property of a network.
The degree correlation, also called the assortativity D is computed as the linear correlation coe¢ cient of the degree of nodes connected by a link. It describes the tendency of network nodes to connect preferentially to other nodes with either similar (when D > 0) or opposite (when D < 0) properties i.e. degree [9] . The assortativity was widely studied after it was realized that the degree distribution alone provides an insu¢ cient characterization of complex networks. Networks with the same degree distribution may still di¤er signi…cantly in various topological features. Degree-preserving rewiring [13] allows us to either increase or decrease the assortativity of a network without changing the degree of each node. The relation between the principal eigenvector and the degree vector is systematically investigated in networks with various degree distributions and degree correlations.
Section 2 illustrates the importance of the principal eigenvector in characterizing the in ‡uence of link/node removal on the spectral radius by two key theories developed in our early work and further simulations. Subsequently, we explore the properties of the principal eigenvector and the relation between the (normalized) degree vector and the principal eigenvector in networks with di¤erent degree correlation and with the degree distribution derived from the Erdös-Rényi random graphs 2 [4] , the Bárabasi-Albert graphs 3 [1] , and real-world networks (see Section 3). Our major contributions are: (a) the average of the components in the principal eigenvector E[x 1 ] is shown and explained to decrease with the assortativity D ; (b) the di¤erence between the principal eigenvector and the degree vector is proved to be the smallest, when 1 = N2 N1 , where N k is the total number of walks with k hops in a network and (c) the correlation between principal eigenvector and the degree vector decreases as the assortativity D is decreased. These …nds provide essential inspiration on when the degree vector well approximates the principal eigenvector. Finally, we illustrate the possibility to approximate the principal eigenvector based strategy to minimize the largest 1 The degree vector/sequence is composed of the degree of each node, following the same ordering as the principal eigenvector. 2 An Erd½ os-Rényi random graph can be generated from a set of N nodes by randomly assigning a link with probability p to each pair of nodes. 3 A Bárabasi-Albert graph starts with m nodes. At every time step, we add a new node with m links that connect the new node to m di¤erent nodes already present in the graph. The probability that a new node will be connected to node i in step t is proportional to the degree di(t) of that node. This is referred to as preferential attachment.
eigenvalue by removing links/nodes by its corresponding degree based strategy (see Section 4) , which can be well explained by the …ndings in early sections.
The decrease of the spectral radius
We consider a network as a graph G = (N , L), where N is the set of nodes and L is the set of links. The number of nodes is denoted by N = jN j and the number of links is represented by L = jLj. The graph G can be represented by the N N adjacency matrix A, consisting of elements a ij that are either one or zero depending on whether there is a link between nodes i and j. The eigenvalues of the adjacency matrix are ordered as N N 1 1 , where 1 is the spectral radius and the corresponding eigenvector x 1 is called the principal eigenvector. Let L m (or N m ) denote the set of the m links (or nodes) that are removed from G, and G m (L) = GnL m (or G m (N ) = GnN m ) is the resulting graph after the removal of m links (or nodes) from G. We denote the adjacency matrix of G m (L) (or G m (N )) by A m (L) (or A m (N )), which is still a symmetric matrix.
Theorem 1. For any graph G and graph G m (L) = GnL m , by removing m links from G, it holds that
where x 1 and w 1 are the principal eigenvectors of A and A m (L) corresponding to the largest eigenvalues 1 (A) and 1 (A m (L)), respectively, and where a link l joins the nodes l + and l .
Proof. [15] The decrease of the largest eigenvalue 1 (A) 1 (A m (L)) tends to be larger if the upper bound 2 P l2Lm (x 1 ) l + (x 1 ) l is larger. This motivates the principal eigenvector strategy to minimize the largest eigenvalue: removing the set of links that maximizes 2 P l2Lm (x 1 ) l + (x 1 ) l . Moreover, when only one link is removed, removing the link with the maximum (x 1 ) l + (x 1 ) l , maximizes not only the upper bound of (1), but likely the lower bound as well, since w 1 is close to x 1 in this case. This eigenvector strategy performs almost optimally in this situation.
Theorem 2. For any graph G and graph G m (N ) = GnN m , by removing m nodes from G, it holds that
where x 1 is the principal eigenvectors of A corresponding to the largest eigenvalues 1 (A). In particular, if m = 1, then
where n is the node removed.
Proof. [5] Theorem 2 implies that the decrease of spectral radius by removing a node or a set of nodes is strongly related to the principal eigenvector components corresponding to the removed nodes. Motivated by Theorem 2, the eigenvector based one node removal strategy to minimize the largest eigenvalue simply removes the node with the largest principal eigenvector component (x 1 ) n . We perform further simulations to illustrate the importance of the principal eigenvector components in characterizing the in ‡uence of the link/node removal on 1 . We deduce networks with di¤erent assortativities but with a given degree vector, which may follow a binomial or power-law degree distribution. Upon each network, we try all possible one link (or node) removal and examine the largest eigenvalue 1 (Gn(l)) (or 1 (Gn(n))) after removing one link (or node) as a function of (x 1 ) l + (x 1 ) l (or (x 1 ) 2 n ) corresponding to the link (or node) removed. By the Perron-Frobenius theorem [14] , all components of x 1 and w 1 are non-negative (positive if the corresponding graph is connected). Interestingly, 1 (Gn(l)) (or 1 (Gn(n))) decreases linearly as a function of increasing (
as shown in Fig. 1 . In other words, the spectral radius will be decreased more if the link (or node) removed has a larger (
Relation between the principal eigenvector and the degree vector
In view of the importance of the principal eigenvector in characterizing the in- ‡uence of link/node on the spectral radius, in this section, we explore how the average E[x 1 ] as well the variance of x 1 changes with the assortativity D when the degree vector, which may follow the degree distribution of network models or of real-world networks, remains the same. Moreover, we explore the di¤erence and the linear correlation coe¢ cient between the principal eigenvector and the degree vector, the simplest and mostly studies network metric, which as well provides important insights on under which condition the degree vector/sequence well approximates the principal eigenvector.
Properties of the principal eigenvector
Two types of degree distributions have been so far widely studied: the binomial and power-law degree distribution. The binomial degree distribution is a characteristic of an Erd½ os-Rényi random graph G p (N ), which has N nodes and any two nodes are connected independently with a probability p. Such a random construction leads to a zero assortativity as proved in [13] . However, the class of graphs G(N; p) with the same binomial degree distribution
as Erd½ os-Rényi random graphs G p (N ) and obtained, for instance, by degree-preserving rewiring feature an assortativity that may vary within a wide range. The power-law degree distribution Pr[D = k] = ck , where c = 1= P N 1 k=1 k has been widely observed in realworld networks. Similarly, graphs with a given power-law degree distribution, for example, generated by the Barabási-Albert power model [1] can be altered by the degree-preserving rewiring to obtain di¤erent assortativity.
We explore the principal eigenvector components (see Figure 2 ) as well as its average E[x 1 ] (see Figure 3 ) in graphs with the same degree distribution (i.e. binomial or power-law) but with di¤erent assortativities D obtained by degree-preserving rewiring. Figure 2 shows that the variance of the principal eigenvector increases with assortativity D . Furthermore, as shown in Figure 3 , E[x 1 ] decreases with the increase of assortativity D . Similarly, we consider a set of 11 real-world networks. We apply degree-preserving rewiring to each realworld network to derive network instances with di¤erent assortativity. In other words, we derive a class of networks that possess the same degree distribution as a real-world network but di¤erent assortativities. Interestingly, we observe the same, E[x 1 ] decreases with increasing assortativity (see Figure 3(b) ).
The decrease of E[x 1 ] and the increase of the variance of the principal eigenvector components with increasing assortativity can be qualitatively explained as follows. As de…ned, the principal eigenvector x 1 corresponds to the largest eigenvalue 1 follows
where a jq = 1 if q is a neighbor of node j, or else a jq = 0: The j-th component of the principal eigenvector (x 1 ) j tends to be large if node j has a large degree (number of neighbors) or if the components corresponding to its neighbors are large. When D is large, high degree nodes prefer to link with other high degree nodes. In this case, a high degree node possesses a large number of neighbors, whose corresponding eigenvector components are again likely to be large, whereas a low degree node connects to a small number of neighbors, whose corresponding components tend to be small. Both a large variance in degree and a large assortativity D contribute to a large variance V ar[x 1 ] of the principal eigenvector x 1 . This explains why variance V ar[x 1 ] of x 1 increases with D and with a given assortativity, the power-law graphs have a larger V ar[x 1 ] than the binomial graphs (see Figure 2 ). Furthermore, since V ar in binomial graphs and power-law graphs (N = 500, L = 1984) with di¤erent assortativities. The components of x 1 and d are plotted in the order of increasing magnitude. The di¤erence between x 1 and d is a¤ected by D , which will be further explored in the following part.
Relation between degree vector and principal eigenvector
In this section, we investigate the relation between the principal eigenvector and the degree vector by their di¤erence and linear correlation coe¢ cient. The degree vector has to be …rst normalized to quantify its di¤erence with the principal eigenvector. We propose two scalings of the degree vector d = d aims to obtain the same norm for the the degree vector and the principal eigenvector:
3) as the one minimize the absolute di¤erence y T y. Note that both linear scalings of the degree vector will not change the linear correlation coe¢ cient between the principal eigenvector and the degree vector.
Theorem 3. The absolute di¤ erence w T w (or y T y) between the principal eigenvector and the degree vector is the smallest (w T w = 0 or y T y = 0) when the spectral radius follows 1 = N2 N1 , where N k is the total number of k hop walks between any two nodes which can be the same.
Proof. The absolute di¤erence
(6) Moreover, the generalized form of (4) for the k-th largest eigenvalue k and the corresponding eigenvector
, we will determine so that y k = x k k d has minimum norm. Hence,
is minimized with respect to if
using the derived in the last step. In both Eq. (6) and Eq. (8), w T w = 0 and y T y = 0 if d T x 1 = p d T d. In other words, when the principal eigenvector is proportion to degree vector, w = 0 (or y = 0). Since
, and u T d = N 1 , Lemma 3 follows.
Notice that in some approximate mean-…eld models for virus spreading [10] , c N1 N2 = 1 1 . Furthermore, w T w = 0 (or y T y = 0) is a special case of u T y k = 0,
(y T u) is zero when the absolute di¤erence is zero. We explore the relative di¤erence in general cases by considering the binomial graphs as an example. The sum of the principal eigenvector u T x 1 and the relative di¤erence w T u as a function of the assortativity are shown in Figure 4 to follow exactly the same trend, since the degree of each node, thus,
remains the same when we change the assortativity by degree-preserving rewiring. When the assortativity D = 0, the binomial graphs are actually Erd½ os-Rényi random graphs, for which 1 ' N2 N1 when the network size is large [14] . Hence, both the absolute and relative di¤erence are zero when the assortativity is around zero. The sum of the principal eigenvector u T x 1 decreases with the assortativity D , as explained in Subsection 3.1.
Correlation between the principal eigenvector and the degree vector
Recall that so far the best strategy to minimize the spectral radius by links/nodes removal is based on the principal eigenvector. When the correlation (x 1 ; d) between the principal eigenvector and the degree vector is positively strong, we may use the degree vector instead of the principal eigenvector to determine which links/nodes to remove, which will be further illustrated in Section 4. Here, we investigate the linear correlation coe¢ cient (x 1 ; d) between the principal eigenvector and the degree vector as a function of D . Linear scaling of the degree vector will not change the linear correlation coe¢ cient. Hence, we consider the original degree vector. When the absolute di¤erence between the principal eigenvector and the scaled degree vector is zero, the principal eigenvector is proportion to degree vector. In this case, (x 1 ; d) = 1, which seldom occurs in real-world networks. A strong positive correlation, not necessarily to be one, is already interesting with respect to approximate the eigenvector strategy by the corresponding degree vector strategy in minimizing the spectral radius. Figure 5 (a) depicts that (x 1 ; d) is mostly positively strong in the Erdös-Rényi random graphs and Bárabasi-Albert graphs. However, (x 1 ; d) decreases dramatically when the assortativity is decreased, actually around the minimal assortativity. Similarly, we derive networks with di¤erent assortativities by applying degree preserving rewiring to each of the 11 real-world networks. As in Figure 5 of both network models and real-world networks, the most evident decrease is observed in networks with a power-law degree distribution such as the C. elegans neural network, the Gnutella 3 network and the WordAdj network. These observations can be explained similarly as we explain the average/variance of the principal eigenvector versus assortativity in Section 3.1. In general, if a node has a large degree, its corresponding principal eigenvector component tends to be large even when the assortativity is zero, due to (4) . A large positive assortativity implying large (or small) degree nodes tend to connect to other large (or small) degree nodes, further enforces a large degree node to have more likely a even larger principal eigenvector component compared to a small assortativity. Hence, a negative assortativity will weaken the correlation (x 1 ; d). Note that the correlation coe¢ cient is not necessarily the maximum at the maximal assortativity as shown in Figure 5 , because here we examine the linear correlation coe¢ cient but not the rank correlation.
4 Application: degree vs. principal eigenvector strategy in minimizing the spectral radius
In this section, we illustrate the possibility to replace the principal eigenvector strategy by the degree vector in minimizing the spectral radius 1 via an example of node removal in power-law networks with di¤erent assortativities. As mentioned in Section 2, so far the best node removal strategy removes the node with the largest principal eigenvector component (x 1 ) j . A widely applied strategy to minimize 1 by removing m nodes (a) removes the set of m nodes with the highest component in the principal eigenvector of the original graph. The corresponding degree vector strategy (b) removes the set of m nodes with the highest degree in the original graph. We compare these two strategies in remov-ing m 2 [1; 200] nodes in graphs with positive, zero and negative assortativity (see Fig. 6 ) but with the same power-law degree distribution as in Fig. 5(a) . Figure 6 shows that the decreases of 1 by removing nodes with strategy (a) and (b) are almost same when D is large. The eigenvector strategy (a) decreases the spectral radius more thus performs better than the degree vector strategy (b) when the assortativity is small. When the assortativity is large, the degree vector is positively and strongly correlated with the principal eigenvector. In such a case, the degree vector strategy, the simplest to compute, well approximates the principal eigenvector strategy in minimizing the spectral radius.
Conclusions
The principal eigenvector is essential in characterizing the in ‡uence of link/node on the spectral radius, whereas its topological meaning is far from well understood. This work, via both theoretical analysis and systematic simulations, contributes to the following aspects: (a) the average E[x 1 ] (or variance) of the principal eigenvector is shown and explained to decrease (or increase) with the assortativity D ; (b) the di¤erence between the principal eigenvector and the degree vector is proved to be the smallest, when 1 = N2 N1 and (c) we illustrate and explain why the correlation between principal eigenvector and the degree vector decreases as D is decreased. In general, both a large variance (heterogeneity) in nodal degree and a large degree correlation (homogeneity in connection) contribute to a large average and a small variance of the principal eigenvector and a strong correlation between the degree and the principal eigenvector. As a straightforward application of these …nds, we illustrate that when the assortativity is large, we could approximate the well performance principal eigenvector based strategy (to minimize 1 by removing links/nodes) by the corresponding degree vector, which is the simplest network property to compute.
