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Abstract
Although interference alignment (IA) can theoretically achieve the optimal degrees of freedom (DoFs)
in the K-user Gaussian interference channel, its direct application comes at the prohibitive cost of
precoding over exponentially-many signaling dimensions. On the other hand, it is known that practical
“one-shot” IA precoding (i.e., linear schemes without symbol expansion) provides a vanishing DoFs
gain in large fully-connected networks with generic channel coefficients. In our previous work, we
introduced the concept of “Cellular IA” for a network topology induced by hexagonal cells with sectors
and nearest-neighbor interference. Assuming that neighboring sectors can exchange decoded messages
(and not received signal samples) in the uplink, we showed that linear one-shot IA precoding over M
transmit/receive antennas can achieve the optimal M/2 DoFs per user. In this paper we extend this
framework to networks with omni-directional (non-sectorized) cells and consider the practical scenario
where users have 2 antennas, and base-stations have 2, 3 or 4 antennas. In particular, we provide linear
one-shot IA schemes for the 2 × 2, 2 × 3 and 2 × 4 cases, and show the achievability of 3/4, 1 and
7/6 DoFs per user, respectively. DoFs converses for one-shot schemes require the solution of a discrete
optimization problem over a number of variables that grows with the network size. We develop a new
approach to transform such challenging optimization problem into a tractable linear program (LP) with
significantly fewer variables. This approach is used to show that the achievable 3/4 DoFs per user are
indeed optimal for a large (extended) cellular network with 2× 2 links.
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1I. INTRODUCTION
Interference management is arguably one of the most important technical challenges in the design
of wireless systems. Conventional techniques, such as time/frequency orthogonalization, waste valuable
channel resources in order to avoid interfering transmissions (by giving each user a unique fraction of
the spectrum) and soon will not be able to keep up with the rapidly increasing bandwidth demands of
today’s networks. Recent advances in information theory [1]–[3] have shown that transmission schemes
based on interference alignment [1], [4] are able to provide half of the available spectrum to each user
in the network and promise significant gains compared to conventional approaches. However, the extent
to which such gains can be realized in practice has been so far limited.
In order to achieve the theoretically optimal performance, interference alignment solutions often rely on
infinite channel diversity and asymptotic symbol expansion [1], [5], or infinite-layer lattice alignment [2],
rendering their direct applicability to wireless systems virtually impossible. An emerging body of work has
focused on practical settings, investigating the performance of interference alignment at finite SNR and
restricting the achievability to linear beamforming schemes without symbol extensions. However, in the
majority of cases, the resulting solutions do not scale accordingly as the size of the network increases and
the corresponding gains have only been materialized in settings with a small number of users (e.g., three
or four transmit-receive pairs) [4], [6]–[8]. In fact, it has been shown that without symbol extensions, the
degrees of freedom (DoF) gain of any linear interference alignment scheme in a fully-connected network
with generic channel coefficients1 vanishes as the number of users increases [9]–[11].
These results raise an important question: Is there any reasonable cellular system deployment in which
interference alignment is “practically” feasible and yields sizable DoFs gain with respect to trivial time-
frequency orthogonalization? Motivated by this question, in our previous work [12] we introduced a novel
framework for the uplink of extended2 sectored cellular networks in which interference alignment can
achieve the promised optimal DoFs by linear precoding in one-shot (i.e., by precoding over a single time-
frequency slot). In particular, we considered a backhaul network architecture, in which nearby receivers
can exchange already decoded messages and showed that this local and one directional data exchange is
enough to reduce the uplink of a sectored cellular network to a topology in which the optimal degrees
of freedom can be achieved by linear interference alignment schemes without requiring time-frequency
1For example, coefficients independently sampled from a continuous distribution.
2Following [13]–[15] we refer to an “extended” network as a network with a fixed spatial density of cells and increasing total
coverage area, in contrast to a “dense” network where the total coverage area is fixed and the cell density increases.
2expansion or lattice alignment. In contrast to existing works on “Network MIMO” [16]–[19] and the
popular and widely studied “Wyner model” [20], [21] for cellular systems, our proposed architecture does
not require that the base-station receivers share received signal samples and/or the presence of a central
processor performing joint decoding of multiple user messages, which is arguably much more demanding
for the backhaul connections. The idea of combining IA with network interference cancellation has also
been considered in [7] for small network configurations (e.g, with three active receivers in the uplink).
In contrast, our “Cellular IA” framework applies to large (extended) networks in which interference
alignment without asymptotic symbol expansion was not known to be feasible.
In this paper we follow a similar approach and focus on the uplink of non-sectored cellular systems
where base-stations are equipped with omni-directional antennas. The motivation behind this work is
both practical and theoretical. From the practical viewpoint, omni-directional base-stations are typically
used in dense small-cell deployments [22] where intercell interference from neighboring cells is a major
impairment. From the theoretical viewpoint, the wireless system scenario considered here is much more
challenging than the sectored case considered in [12], since base-station receivers operate in a richer
interference environment: In [12], each sector receiver observed four dominant interfering links from its
neighboring out-of-cell sector transmitters due to the deployment of directional antennas, whereas here it is
natural to assume that every base-station receiver in the network will observe significant interference from
all six surrounding neighboring cells. Under this framework, we focus on cellular system configurations in
which user terminals are equipped with M = 2 transmit antennas and provide one-shot linear interference
alignment schemes for the cases in which base-stations are equipped with N = 2, 3 and 4 receive antennas.
Even though it is straightforward to extend our achievable schemes to the M ×M case (as in [12]), we
chose here to take a different approach and investigate the above asymmetric antenna configurations that
are more practical and relevant to current cellular system deployments. Further, we propose a new converse
technique for cellular networks with M ×M links (i.e., transmitters and receivers have the same number
M of antennas) based on the DoFs feasibility inequalities for linear interference alignment introduced in
[10], [11]. Direct application of these inequalities in our setting yields a challenging (non-linear, discrete
optimization) problem over a number of variables that grows with the number of transmit-receive pairs in
the network. To overcome this difficulty, we exploit the topology of the interference graph and reformulate
the corresponding optimization problem into a linear program (LP) with a small number of variables that
does not depend on the size of the network. Using this approach, we are able to provide a tight outer
bound on the achievable DoFs in the 2×2 case for large networks and show that our one-shot IA scheme
is optimal.
3This paper is organized as follows. First, in Section II we describe the cellular model that we consider
in this work and give a formal problem statement. Then, in Section III we state our results for 2 × 2
cellular networks and give the corresponding achievability and converse theorems. Finally, in Section IV
we consider networks with asymmetric antenna configurations and provide the corresponding interference
alignment schemes for 2× 3 and 2× 4 systems.
II. CELLULAR MODEL
We consider a large MIMO cellular network with K base-stations, each one serving a user’s mobile
terminal as depicted in Figure 1a. Within each cell, the base-station is interested in decoding the
uplink transmissions of the user associated with it and observes all other simultaneous transmissions as
(a) Cellular network (b) Interference graph
Fig. 1: The cellular network topology and the corresponding dominant interference graph. The desired uplink
channels from mobile terminals to their associated base-stations are depicted with black arrows in each cell. In
practice, each base-station observes six dominant interfering signals from its six adjacent cells (red arrows) and
weaker interference from outer cells (orange arrows) located at distance two or more. In our model, we consider
the interference graph shown in (b) which captures only the dominant sources of interference for each cell; the
vertices represent transmit-receive pairs and edges indicate interfering neighbors.
interference. We assume that transmitters and receivers are equipped with M and N antennas, respectively,
and consider flat fading channel gains that remain constant throughout the entire communication.
4Taking into account path loss and shadowing effects that are inherent to wireless transmissions, we
assume that all interference in our cellular model is generated locally between transmitters and receivers of
neighboring cells. As depicted in Fig. 1a, each base-station receiver in the network will observe dominant
interference from all of its six neighboring cell transmitters and therefore the cellular network can be
modeled as a partially-connected interference channel with the hexagonal topology shown in Fig. 1b.
Let S be the index set of all cells in the network and let N (i) denote the six interfering neighbors of
the cell i ∈ S. Within our framework, the received observation of the ith base-station can be written as
yi = Hiixi +
∑
j∈N (i)
Hijxj + zi (1)
where Hij is the N ×M matrix of channel gains between the transmitter associated with cell j and the
receiver of cell i and xi are the corresponding transmitted signals satisfying the average power constraint
E
[||xi||2] ≤ P .
A. Interference Graph
A useful representation of our cellular model can be given by the corresponding interference graph
G(V, E) shown in Fig. 1b. In this graph vertices represent transmit-receive pairs within each cell and edges
indicate interfering neighboring links: the transmitter associated with a node u ∈ V causes interference
to all receivers associated with nodes v ∈ V if there is an edge (u, v) ∈ E . Notice that the interference
graph is undirected and hence interference between cells in our model goes in both directions.
It is convenient to represent the interference graph G(V, E) by identifying V with a set of points on
the complex plane whose coordinates are referred to as the node labels. The geometry of such labels in
the complex plane corresponds to the hexagonal lattice layout of the cells as shown in Fig. 1. A natural
choice for this labeling that we will use throughout this paper is the set of the Eisenstein integers Z(ω)
shown in Fig. 2.
Definition 1 (Eisenstein integers) The Eisenstein integers denoted as Z(ω), are defined as the set of
complex numbers of the form z = a+ bω, where a, b ∈ Z and ω = 12(−1 + i
√
3).
Define Br , {z∈C: |Re(z)| ≤ r, |Im(z)| ≤
√
3r
2 } and let φ : V → Z(ω) ∩ Br be a one-to-one mapping
between the elements of V and the set of bounded Eisenstein integers given by Z(ω)∩Br. For any v ∈ V
we say that φ(v) is the unique label of the corresponding node in our graph. Correspondingly, the set of
vertices V is given by
V = {φ−1(z) : z ∈ Z(ω) ∩ Br} . (2)
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Fig. 2: The Eisenstein integers Z(ω) on the complex plane.
In order to explicitly describe the set of edges E in terms of the function φ, we define the set
D ,
⋃
z∈Z(ω)
∆(z), (3)
where
∆(z) = {(z, z + ω), (z, z + ω + 1), (z + ω, z + ω + 1)} (4)
is the set of the three line segments in C (shown in Fig. 2) that form a triangle with vertices z, z + ω
and z + ω + 1. The set of edges E in our graph can hence be given by
E = {(u, v) : u, v ∈ V and (φ(u), φ(v)) ∈ D} . (5)
Definition 2 (Interference Graph) The interference graph G(V, E) is an undirected graph defined by
the set of vertices V given in (2) and the corresponding set of edges E given in (5). The graph vertices
represent transmit-receive pairs in our cellular model and edges indicate interfering neighbors.
B. Network Interference Cancellation
We further consider a message-passing network architecture for our cellular system, in which base-
station receivers communicate locally in order to exchange decoded messages. Any receiver that has
already decoded its own user’s message can use the backhaul of the network and pass it as side information
to one or more of its neighbors. In turn, the neighboring base-stations can use the received decoded
messages in order to reconstruct the corresponding interfering signals and subtract them from their
6observation. It is important to note that this scheme only requires sharing (decoded) information messages
between neighboring receivers and does not require sharing the baseband signal samples, which is much
more demanding for the backbone network.
The above operation effectively cancels interference in one direction: all decoded messages propagate
through the backhaul of the network, successively eliminating certain interfering links between neighbor-
ing base-stations according to a specified decoding order. Fig. 3 illustrates the above network interference
cancellation process in our cellular graph model assuming a “left-to-right, top-down” decoding order.
Notice that edges are now directed in order to indicate the interference flow over the network. For
example, if an undirected edge (u, v) exists in E and, under this message-passing architecture, node v
decodes its message before node u and passes it to node u through the backhaul, then the resulting
interference graph will contain the directed link [u, v], indicating that the interference is from node u to
node v only.
21 3 4 5 6 7 8
9 1110 12 13 14 15 16 17
1918 20 21 22 23 24 25
26 2827 29 30 31 32 33 34
Fig. 3: The directed interference graph Gpi∗(V, Epi∗) after network interference cancellation according to the “left-
to-right, top-down” decoding order pi∗. The transmitter of a cell associated with node i causes interference only to
its neighboring base-station receivers j with j < i.
A decoding order pi can be specified by defining a partial order “≺pi” over the set of vertices V in our
interference graph. Then, the message of the user associated with vertex v ∈ V will be decoded before
the one associated with vertex u ∈ V if v ≺pi u. In principle, we can choose any decoding order that
partially orders the set V and hence pi can be treated as an optimization parameter in our model.
Definition 3 (Directed Interference Graph Gpi) For a given partial order “≺pi” on V , the directed
interference graph is defined as Gpi(V, Epi) where Epi is a set of ordered pairs [u, v] given by Epi =
{[u, v] : (u, v) ∈ E and v ≺pi u}. ♦
7Next, we formally specify the “left-to-right, top-down” decoding order pi∗ that has been chosen in
Fig. 3 and will be used for the rest of this paper. As we will show in the following section, this decoding
order is indeed optimum for large cellular networks with M = N = 2 and it can lead to the maximum
possible DoF per user under our framework.
Definition 4 (The Decoding Order pi∗) The “left-to-right, top-down” decoding order pi∗ is defined by
the partial ordering ≺pi∗ over V such that for any u, v ∈ V , v ≺pi∗ u⇔Im (φ(v)) > Im (φ(u)) , orIm (φ(v)) = Im (φ(u)) and Re (φ(v)) < Re (φ(u))
♦
C. Problem Statement
Our main goal is to design efficient communication schemes for the cellular model introduced in this
section. As a first-order approximation of a scheme’s efficiency, we will consider here the achievable
DoFs, broadly defined as the number of point-to-point interference-free channels that can be created
between transmit-receive pairs in the network.
More specifically, we are going to limit ourselves to linear beamforming strategies over multiple
antennas assuming constant (frequency-flat) channel gains, independently chosen from a continuous non-
degenerate distribution, without allowing symbol extensions. We refer to such schemes as “one-shot”,
indicating that precoding is achieved over a single time-frequency slot (symbol-by-symbol). Our goal it
to maximize, over all decoding orders pi, the average (per cell) achievable DoFs
dG,pi ,
1
|V|
∑
v∈V
dv , (6)
where G(V, E) is the interference graph defined in Section II-A and dv denotes the DoFs achieved by
the transmit-receive pair associated with the node v ∈ V , where
dv = lim
P→∞
Rv(P )
log(P )
,
and Rv(P ) is the achievable rate in cell v ∈ V under the per-user transmit power constraint P .
8III. CELLULAR INTERFERENCE ALIGNMENT: M = 2, N = 2
Theorem 1 (Achievability) For a 2 × 2 cellular system G(V, E), there exist a one-shot linear beam-
forming scheme that achieves the average (per cell) DoFs, dG,pi∗ = 3/4, under the network interference
cancellation framework with decoding order pi∗.
Theorem 2 (Converse) For a 2×2 cellular system G(V, E) the average (per cell) DoFs dG,pi that can be
achieved by any one-shot linear beamforming scheme, for any network interference cancellation decoding
order pi, are bounded by dG,pi ≤ 3/4 +O (1/√|V|).
Remark 1 The above results can be directly translated to achievability and converse theorems for sectored
cellular systems with intra-cell interference. In [12] we studied a wireless network scenario under a similar
framework in which co-located sectors (i.e., the sectors of the same cell) are able to jointly process their
received observations and showed that for M×M links the optimal M/2 DoFs (per user) are achievable.
An interesting observation is that the cellular model considered in this paper leads to an interference graph
that is similar (isomorphic) to the one considered in the above case. The fundamental difference here is
that we do not allow any receivers to jointly process their signals. Therefore, it is possible to restate the
results of Theorems 1 and 2 for the sectored case and assess the gain of joint cell processing in such
systems. When M = 2, N = 2, we can see that jointly processing the received signals within each cell
yields 33% gain in terms of the average achievable DoFs, compared to single-user decoding.
A. Achievability for M = 2, N = 2. (Proof of Theorem 1)
Consider the interference graph G(V, E) introduced in Section II-A and assume that all user terminals
v ∈ V whose labels φ(v) belong to the sub-lattice
Λ0 , 2 · Z(ω) (7)
are turned off, while the remaining user terminals with φ(v) ∈ Z(ω) \ Λ0 are all simultaneously
transmitting their signals xv to their corresponding receivers. Let V0 , {v ∈ V : φ(v) ∈ Λ0} denote
the set of inactive vertices and let E0 , {(u, v) ∈ E : φ(u) or φ(v) ∈ Λ0} be the set of edges that are
adjacent to V0.
Recall that under our framework, each base-station receiver that is able to decode its own message,
is also able to pass it as side information to its neighbors, effectively eliminating interference in that
direction. Hence, following the “left-to-right, top-down” decoding order pi∗ introduced in Section II-B,
the receivers associated with the active nodes u ∈ V \ V0 are able to eliminate interference from all
9neighboring cells v ≺pi∗ u and attempt to decode their own message from the two-dimensional received
signal observation yu given by
yu = Huuxu +
∑
v:[v,u]∈Epi∗\E0
Huvxv + zu. (8)
Our goal is to design the transmitted signals xv such that all interference observed in yu is aligned in
one dimension for all u ∈ V \ V0. In that way, we can show that the DoFs
dv =
1, v ∈ V \ V00, v ∈ V0
are achievable in G(V, E) and hence
dG,pi∗ =
1
|V|
∑
v∈V
dv =
|V \ V0|
|V| = 1−
|V0|
|V| .
Later, we will see that Λ0 has been chosen so that |V0| ≤ 14 |V|, and hence obtain that the average (per
cell) DoFs dG,pi∗ = 3/4 are indeed achievable under our framework.
Re
Im
S(!)
Fig. 4: The interference sub-graph Gˆpi∗(V \V0, Epi∗ \E0) represented on the complex plane. The transparent vertices
correspond to inactive cells v ∈ V0 with labels φ(v) ∈ Λ0 and the transparent edges correspond to their adjacent
edges E0. The edges in the cluster S(ω) are highlighted in a tilted rectangle that is centered at the point z = ω. Notice
that all the interfering edges in the above graph can be partitioned into smaller (isomorphic) sets by translating
S(z) over all z ∈ Λ0 + ω (black vertices).
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The setting described above is illustrated in Fig. 4, where transparent vertices correspond to inactive
cells v ∈ V0 and transparent edges correspond to E0. The resulting interference graph, denoted here
as Gˆpi∗ (V \ V0, Epi∗ \ E0), is a sub-graph of Gpi∗(V, Epi∗) and represents the corresponding interference
between active transmit-receive pairs in the network.
Let uu and vu denote the 2-dimensional receive and transmit beamforming vectors associated with
the active nodes u ∈ V \ V0 and assume that the active user terminals in the network have encoded their
messages in the corresponding codewords. Although codewords span many slots (in time), we focus here
on a single slot and denote the corresponding coded symbol of user u by su. Then, the vector transmitted
by user u is given by xu = vusu and each receiver can project its observation yu along uu to obtain
yˆu = u
H
uHuuvusu +
∑
v:[v,u]∈Epi∗\E0
uHuHuvvvsv + zˆu.
We will show next that it is possible to design uu and vu across the entire network such that the
following interference alignment conditions are satisfied:
uHuHuuvu 6= 0, ∀u ∈ V \ V0 and (9)
uHuHuvvv = 0, ∀[v, u] ∈ Epi∗ \ E0. (10)
Hence, every active receiver in the network can decode its own desired symbol su from an interference-
free channel observation of the form
yˆu = hˆusu + zˆu (11)
where hˆu = uHuHuuvu and zˆu = u
H
u zu.
In order to describe the alignment precoding scheme, we will partition the interfering edges in Gˆpi∗(V \
V0, Epi∗ \ E0) into smaller sets that we will refer to as the interference clusters, given by
S(z) , {[z, z − 1], [z, z + 1 + ω], (12)
[z + 1, z], [z + 1, z + 1 + ω], (13)
[z − 1− ω, z − 1], [z − 1− ω, z]}, (14)
for z ∈ Λ0 + ω. To illustrate the above definition, in Fig. 4, the interference cluster S(ω) is highlighted
in a tilted rectangle that is centered at z = ω and the points z ∈ Λ0 + ω are shown in black color. It is
11
not hard to verify that the set of edges can be written as
Epi∗ \ E0 =
⋃
z∈Λ0+ω
{[u, v] : [φ(u), φ(v)] ∈ S(z), u, v ∈ V} (15)
=
⋃
{v∈V:φ(v)∈Λ0+ω}
S(v) (16)
where S(v) , {[u,w] : [φ(u), φ(w)] ∈ S(φ−1(v)), u, w ∈ V} and S(v)⋂S(v′) = ∅, for all v 6= v′ with
φ(v), φ(v′) ∈ Λ0 +ω. Hence, as we can also see in Fig. 4, the set Epi∗ \E0 can be partitioned into smaller
interference clusters by translating the highlighted tilted rectangle over all black vertices. Apart from a
few exceptions (due to the finite boundary of the network), the resulting interference clusters S(v) will
be isomorphic and exhibit the same structure as the one shown in Fig. 5.
In the following, we will describe the interference alignment solution that lies at the core of our
achievability theorem, namely the precoding scheme that can achieve dv = 1 for all cells v in a given
cluster. Then, we will see that the above solution can be readily extended to the entire network through
(16) and therefore show that the required interference alignment conditions (9) and (10) are satisfied in
Gˆpi∗(V \ V0, Epi∗ \ E0).
vcva
vb
a c
e
b
d
a
b
cd
e
Heava
Hdava
HabvbHdbvb
Hacvc
Hecvc
Fig. 5: The interference edges in the cluster S(a). The transmit beamforming vectors va, vb and vc (gray nodes)
are uniquely associated with the edges in S(a) and have to be designed such that interference is aligned at receivers
a, d and e.
In the above cluster, the goal is to design the 2-dimensional beamforming vectors va, vb, and vc
such that all interference occupies a single dimension in every receiver. We will hence require that
span(Habvb) = span(Hacvc) for receiver a, span(Hdbvb) = span(Hdava) for receiver d, and span(Heava) =
12
span(Hecvc) for receiver e. These alignment conditions can be written as,
va
.
= H−1daHdbvb (17)
vb
.
= H−1ab Hacvc (18)
vc
.
= H−1ec Heava, (19)
where v .= u is a shorthand notation for v ∈ span(u), and are satisfied as long as
va
.
= H−1daHdbH
−1
ab HacH
−1
ec Heava. (20)
Therefore, if we choose va to be an eigenvector of the above matrix and set
vb
.
= H−1ab HacH
−1
ec Heava and (21)
vc
.
= H−1ec Heava, (22)
all interference observed at the receivers a, d and e will be aligned in one dimension, and can hence be
zero-forced by the corresponding receiver projections ua, ud and ue. Assuming that the channel matrices
are drawn from a continuous non-degenerate distribution, the projected useful signal coefficients will
be non-zero with probability one and therefore, the desired messages sa, sd and se can be successfully
decoded from the interference-free observations uHa ya, u
H
d yd and u
H
e ye.
It is important to note that the transmit beamforming choices va, vb, and vc as well as the receiver
projections ua, ud, and ue are uniquely associated with the interference edges in the above cluster and do
not participate in any other interference alignment conditions in the network. Therefore, the eigenvector
solution (20)-(22) can be applied locally for all interference clusters S(v) in the network in order to choose
the appropriate beamforming vectors vv and uv for all active cells v ∈ V \ V0. Since the interference
alignment conditions (9) and (10) can be satisfied across the entire network, the DoFs
dv =
1, v ∈ V \ V00, v ∈ V0
are achievable in G(V, E) and hence
dG,pi∗ =
1
|V|
∑
v∈V
dv =
|V \ V0|
|V| = 1−
|V0|
|V| . (23)
Lemma 1 The number of inactive cells |V0| can always be chosen in G(V, E) to satisfy |V0| ≤ |V|/4.
Proof: Recall that the total number of cells is |V| = |Z(ω) ∩ Br| and the number of inactive cells
is |V0| = |Λ0 ∩ Br|, where Br , {z ∈ C : |Re(z)| ≤ r, |Im(z)| ≤
√
3r
2 } is defined in Section II-A and
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Λ0 , 2 · Z(ω) is chosen in (7). Let R(r) be the ratio |V0||V| = |Λ0∩Br||Z(ω)∩Br| as a function of the network size
parameter r. For large cellular networks we can already see that
lim
r→∞R(r) =
V ol (Z(ω))
V ol (2 · Z(ω)) =
1
4
.
We want to show however that R(r) ≤ 14 , for all r ≥ 1. Notice that the points in Z(ω) ∩ Br can
be partitioned into 2r + 1 horizontal lines. When r is odd, the set Z(ω) ∩ Br has r + 1 lines with
2r points and r lines with 2r + 1 points. Therefore the total number of points can be calculated as
|Z(ω) ∩ Br| = (r + 1)2r + r(2r + 1) = 4r2 + 3r. Now, all the points that correspond to the r + 1 lines
contain odd multiples of ω and hence cannot be in Λ0. From the remaining r lines, r+12 lines have r
points in Λ0 and r−12 lines have r + 1 points in Λ0. The total number of points in Λ0 ∩ Br is therefore
given by |Λ0∩Br| = r+12 r+ r−12 (r+1) = r2 +(r−1)/2, and the corresponding ratio can be calculated as
R(r) =
r2 + (r − 1)/2
4r2 + 3r
≤ r + 1/2
4r + 2
=
1
4
.
For the case where r is even the same result can be obtained if we choose Λ0 = 2 · Z(ω) + ω. We omit
the details here for brevity.
From the above lemma and the result obtained in (23), we conclude that the average (per cell) DoFs
dG,pi∗ = 3/4, are indeed achievable in G(V, E) under the network interference cancellation framework
with decoding order pi∗, and the proof of Theorem 1 is completed.
B. Converse (Proof of Theorem 2)
We begin by stating a useful lemma that will help us bound the total DoFs achievable in our setting.
Lemma 2 The degrees of freedom achievable by linear schemes in an M×M flat-fading MIMO cellular
network with directed interference graph Gpi(V, Epi), must satisfy
dv ∈ {0, . . . ,M}, ∀v ∈ V (24)
du + dv ≤M, ∀[u, v] ∈ Epi (25)
2
∑
v∈V
(M − dv)dv ≥
∑
(u,v)∈Epi
dudv (26)
for any decoding order pi, assuming all channel gains are chosen from a continuous distribution.
Proof: Consider the decoding order pi and assume that a genie provides Wpi(1) to Wpi(i−1) to the
receiver pi(i), for all i = 1, ..., |V|. Since, in the original problem, the decoding order is pi, and we have
assumed that each receiver can only share its own decoded message with its neighbors, then it is clear
14
that the DoF region of the new genie-aided interference network is an outer-bound for the original one.
This side information reduces the original interference graph G(V, E) to the directed interference graph
Gpi(V, Epi). The lemma follows by using the linear IA feasibility conditions developed in [10], [11].
The above inequalities are necessary conditions for the achievability of any degrees of freedom {dv, v ∈
V} in Gpi(V, Epi). We are going to use these conditions here to obtain an upper bound on the average
degrees of freedom achievable in our network by considering the optimization problem
Q1(Gpi) : maximize{dv,v∈V}
1
|V|
∑
v∈V
dv
subject to: (24), (25), (26).
As we can see, Q1(Gpi) is a very difficult problem to solve in its current form: Not only it involves
non-linear integer constrains but also it is defined over many variables (since we want to consider large
networks). In the following, we are going to transform (and relax) this problem to a tractable linear
program (LP) with significantly fewer variables that do not scale with the size of the network. Our
approach can be summarized in the following steps:
• First, we decompose the network into a set of three-user interference sub-networks, such that the
three cells in each sub-network are geographically nearby and therefore interfere with each other.
In the interference graph topology each of such subnetwork forms a triangle.
• Then, we identify the set of all possible total degrees of freedom that each isolated triangle can
achieve. This set induces a finite number of possible distinct options, that we will refer to as
triangle-DoF configurations.
• Next, we rewrite the entire objective function and the constraints as linear functions of the relative
frequencies in which each triangle-DoF configuration occurs in the network. This reformulation has
two advantages: First, since the number of triangle DoF configurations is limited, the number of
variables in the resulting optimization problem will not scale with the size of the network. Second,
the relative frequency of the each triangle-DoF configuration is a positive rational number between
zero and one, and therefore relaxing this number to a real number between zero and one does not
lead to a loose upper-bound.
• Finally, after we obtain the corresponding linear program from the above reformulation, we use
standard tools from duality theory to upper bound its optimal value and therefore conclude that
dG,pi ≤ opt(Q1(Gpi)) ≤ 3/4 +O (1/√|V|), for all decoding orders pi.
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Fig. 6: The set of triangles [a, b, c] ∈ T for G(V, E). All the circle nodes belong to Vin and participate in exactly
three triangles (nv = 3). The set Vex contains the colored nodes on the boundary for which nv < 3.
1) Decomposing the Network into Triangles: As a first step we will decompose the entire cellular
network into a set of three-user interference sub-networks T that form adjacent triangles in the corre-
sponding interference graph G(V, E) as shown in Fig. 6. In order to formally describe the set of triangles
T in G(V, E), we consider the set of ordered Eisenstein integer triplets
P = {[z, z + ω, z + ω + 1] : z ∈ Z(ω)}.
Recall from Section II-A that the points z, z + ω and z + ω + 1 form the line segments ∆(z) ⊆ D and
that the corresponding graph vertices φ−1(z), φ−1(z+ω) and φ−1(z+ω+ 1) form a connected triangle
in G(V, E). The set T can hence be defined as
T , {[a, b, c] : [φ(a), φ(b), φ(c)] ∈ P, a, b, c ∈ V}. (27)
The above definition is illustrated in Fig. 6 in which shaded triangles connect the corresponding vertex
triplets [a, b, c] ∈ T . Notice that apart from the vertices on the external boundary of the graph, all other
nodes participate in exactly three triangles in T . This observation will be particularly useful in rewriting
the sum in the objective function of Q1(Gpi) as a sum over T instead of V .
Let
nv ,
∑
[a,b,c]∈T
1
{
v ∈ {a, b, c}
}
(28)
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denote the number of triangles [a, b, c] ∈ T that include a given vertex v ∈ V . As we have seen, nv
can only take values in {0, 1, 2, 3} for any v ∈ V . More specifically nv = 3 for all internal vertices in
G(V, E), while nv < 3 only for external vertices that lie on the outside boundary of the graph. We define
the set of internal and external vertices as
Vin = {v ∈ V : nv = 3}, and (29)
Vex = {v ∈ V : nv < 3}, (30)
and in Fig. 6 we show the above distinction by coloring all graph vertices v that belong to Vex ⊆ V .
2) Reformulating Q1(Gpi) as a Linear Program: Notice that the objective and the constraint functions
in Q1(Gpi) are given as a sum over the vertices v ∈ V . As a first step towards reformulating Q1(Gpi) as
an LP, we will use the following two lemmas and rewrite the functions of Q1(Gpi) in terms of sums over
the corresponding triangles [a, b, c] ∈ T .
Lemma 3 The degrees of freedom {dv, v ∈ V}, satisfy
1
|V|
∑
v∈V
dv ≤ 1
3|V|
∑
[a,b,c]∈T
s(da, db, dc) +
M |Vex|
|V| , (31)
where
s(da, db, dc) , da + db + dc. (32)
Proof: See Appendix A
Lemma 4 Any degrees of freedom {dv, v ∈ V} that satisfy (26) also satisfy:∑
[a,b,c]∈T
g(da, db, dc) ≤ 3M
2
2
|Vex|, (33)
where
g(da, db, dc) , (da + db)2 + (da + dc)2 + (db + dc)2
+ dadb + dadc + dbdc − 2M(da + db + dc). (34)
Proof: See Appendix B
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Replacing the objective and constraint functions of Q1(Gpi) with the corresponding functions given
above, we arrive at
Q2(Gpi) : maximize{dv,v∈V}
1
3|V|
∑
[a,b,c]∈T
s(da, db, dc) +
M |Vex|
|V| (35)
subject to: dv ∈ {0, . . . ,M}, ∀v ∈ V (36)
du + dv ≤M, ∀[u, v] ∈ Epi (37)∑
[a,b,c]∈T
g(da, db, dc) ≤ 3M
2
2
|Vex| , (38)
whose optimal value satisfies opt(Q2(Gpi)) ≥ opt(Q1(Gpi)), i.e., the solution of Q2 provides an outer
bound for the achievable DoFs in the cellular network.
A key observation is that s(da, db, dc) and g(da, db, dc) can only take specific values for each triangle
due to the constraints (36) and (37) and are invariant under permutations of their arguments. As the next
step in our proof, we will define the set D of all distinct triangle-DoF configurations that will subsequently
limit the possible values that s(da, db, dc) and g(da, db, dc) can take. When M = 2 it is easy to see that all
possible DoF configurations (da, db, dc) will belong to the set {[0, 0, 0], [0, 0, 1], [0, 0, 2], [0, 1, 1], [1, 1, 1]}.
For general M , the set D is given by
D ,

[i, j, k] :
i ≤ j ≤ k ∈ {0, . . . ,M}
i+ j ≤M
j + k ≤M
k + i ≤M

. (39)
Now we can define the relative frequencies
x(i,j,k) ,
1
|T |
∑
[a,b,c]∈T
1
{
(da, db, dc) = (i, j, k)
}
, (40)
to be the fraction of triangles [a, b, c] ∈ T with the specific DoF configuration [i, j, k] ∈ D, and write
the corresponding sums in (35) and (38) as∑
[a,b,c]∈T
s(da, db, dc) = |T |
∑
[i,j,k]∈D
s(i, j, k) · x(i,j,k) (41)
and∑
[a,b,c]∈T
g(da, db, dc) = |T |
∑
[i,j,k]∈D
g(i, j, k) · x(i,j,k) . (42)
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Finally, relaxing the integrality constraints in (36) and letting x(i,j,k) ∈ R, we can reduce the optimiza-
tion problem Q2(Gpi) to a linear program (LP) over the variables x(i,j,k), [i, j, k] ∈ D given by
LP(Gpi) : maximize{
x(i,j,k)∈R,
[i,j,k]∈D
} |T |3|V|
∑
[i,j,k]∈D
s(i, j, k) · x(i,j,k) +
M |Vex|
|V| (43)
subject to:
∑
[i,j,k]∈D
g(i, j, k) · x(i,j,k) ≤
3M2|Vex|
2|T | (44)∑
[i,j,k]∈D
x(i,j,k) = 1 (45)
x(i,j,k) ≥ 0, ∀[i, j, k] ∈ D (46)
whose objective is to identify the relative frequencies x(i,j,k) of the triangle-DoF configurations that,
under the (relaxed) feasibility constraints, maximize the (upper-bounded) degrees of freedom in G.
3) The LP for the M = 2 case: As we have seen, when M = 2, the feasible triangle-DoF configura-
tions are given by
D = {[0, 0, 0], [0, 0, 1], [0, 0, 2], [0, 1, 1], [1, 1, 1]}.
Therefore, if we define the 5-dimensional vectors
s ,
[
s(0, 0, 0), s(0, 0, 1), s(0, 0, 2), s(0, 1, 1), s(1, 1, 1)
]T
=
[
0, 1, 2, 2, 3
]T
(47)
g ,
[
g(0, 0, 0), g(0, 0, 1), g(0, 0, 2), g(0, 1, 1), g(1, 1, 1)
]T
=
[
0,−2, 0,−1, 3
]T
(48)
and let x ,
[
x(0,0,0), x(0,0,1), x(0,0,2), x(0,1,1), x(1,1,1)
]T
, we arrive at the linear program :
LP2(Gpi) : maximize{x∈R5}
|T |
3|V| s
Tx+ 2
|Vex|
|V| (49)
subject to: gTx ≤ 6 |Vex||T | , 1
Tx = 1, x ≥ 0. (50)
To obtain some intuition for the above optimization problem, notice that in Fig. 6, the triangles T
in G(V, E) are almost as many as the vertices V and therefore we can argue that |T |3|V| → 13 as |V | →
∞. On the other hand, the number of external vertices |Vex| is much smaller that |V| and we have
that lim
|V|→∞
|Vex|/|V| = 0. Consequently, one should expect that in large cellular systems, the average
achievable DoFs are upper bounded by the solution of the linear program:
maximize
{x∈R5}
1
3
sTx, subject to: gTx ≤ 0, 1Tx = 1, x ≥ 0. (51)
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Quite remarkably, the solution of the above LP is given by the relative frequency vector
x∗ =
[
x(0,0,0), x(0,0,1), x(0,0,2), x(0,1,1), x(1,1,1)
]T
=
[
0, 0, 0, 3/4, 1/4
]
,
and its optimal value is 13 s
Tx∗ = 3/4. It is interesting to note that the optimal relative frequencies
x(0,1,1) = 3/4 and x(1,1,1) = 1/4 given in the above solution are exactly the same as the ones used in
our achievability scheme in Fig. 4.
4) Solving the Linear Program: To conclude the proof of Theorem 2, in this section we will focus
on the M = 2 case and use standard LP duality tools to formally show that the solution of LP2(Gpi) is
upper bounded by 3/4+O (1/√|V|). For additional results and the extension of the corresponding bounds
to the general M ×M case we refer the reader to Appendix E.
Lemma 5 Let opt(s,g, α, β, γ) denote the optimal value of the linear program given by
maximize
{x∈Rn}
α · sTx+ β (52)
subject to: gTx ≤ γ, 1Tx = 1, x ≥ 0. (53)
where α, β, γ ≥ 0 and s,g ∈ Rn. Then, for any λ ≥ 0, we have that
opt(s,g, α, β, γ) ≤ α ·max
i
{si − λ · gi}+ λ · αγ + β.
Proof: See Appendix C.
Using the result of the above lemma, we can show that the solution of the linear program LP2(Gpi) is
upper bounded by
opt(LP2(Gpi)) ≤ |T |
3|V| ·maxi {si − λ · gi}+ 2(λ+ 1)
|Vex|
|V| , (54)
for any λ ≥ 0, by identifying α = |T |3|V| , β = 2 |Vex||V| and γ = 6 |Vex||T | . In order to obtain a tight bound for
opt(LP2(Gpi)) we are going to choose
λ∗ = arg min
λ≥0
{
1
3
·max
i
{si − λ · gi}
}
(55)
The function 13 ·maxi {si − λ · gi} = max{1/3+2λ/3, 2/3, 2/3+λ/3 , 1−λ} is a convex piecewise
linear function in λ (shown in Fig. 7) and one can verify that λ∗ = 1/4 and 13 maxi {si − λ∗ · gi} = 3/4.
Substituting back in (54) we obtain
opt(LP2(Gpi)) ≤ |T |
3|V| ·maxi {si − λ
∗ · gi}+ 2(λ∗ + 1) |Vex||V| (56)
=
3
4
· |T ||V| +
5
2
· |Vex||V| . (57)
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Fig. 7: The minimum value of the piecewise linear function 13 ·maxi {si − λ · gi} .
Lemma 6 By construction, the interference graph G(V, E) satisfies
|T | ≤ |V|, and (58)
|Vex| = O
(√
|V|
)
. (59)
Proof: See Appendix D.
Therefore, from (57) and Lemma 6 we obtain
opt(LP2(Gpi)) ≤ 3
4
+O
(
1/
√
|V|
)
, (60)
which concludes the proof of Theorem 2.
IV. NETWORKS WITH ASYMMETRIC ANTENNA CONFIGURATIONS
Theorem 3 For a 2× 3 cellular system G(V, E), there exist a one-shot linear beamforming scheme that
is able to achieve the average (per cell) DoFs, dG,pi∗ = 1, under the network interference cancellation
framework with decoding order pi∗.
Theorem 4 For a 2× 4 cellular system G(V, E), there exist a one-shot linear beamforming scheme that
is able to achieve the average (per cell) DoFs, dG,pi∗ = 7/6, under the network interference cancellation
framework with decoding order pi∗.
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A. Achievability for M = 2, N = 3. (Proof of Theorem 3)
Here, we will focus on the case where mobile terminal transmitters and base-station receivers are
equipped with M = 2 and N = 3 antennas and describe the linear beamforming scheme that is able to
achieve one DoF per cell for the entire network.
Consider the directed interference graph Gpi∗(V, Epi∗) shown in Fig. 8 and assume that all user terminals
v ∈ V are simultaneously transmitting their signals xv = vvsv to their corresponding receivers. Following
the “left-to-right, top-down” decoding order pi∗ introduced in Section II-B, each base-station will attempt
to decode its own desired message from the three-dimensional receiver observation
yu = Huuvusu +
∑
v:[v,u]∈Epi∗
Huvvvsv + zu, (61)
by projecting along uu ∈ C3×1. As before, the goal is to design vu ∈ C2×1 and uu ∈ C3×1 for all
u ∈ V such that all interference is zero forced and the corresponding messages can be decoded from the
projected observations uHuyu = u
H
uHuuvusu + zˆu.
In order to show achievability, we will first focus on the cells a, b, c and d shown in Fig. 8 and then
describe how the corresponding solution can be extended across the entire network.
The receiver a first projects its observation onto the two dimensional subspace orthogonal to Habvb,
effectively zero-forcing interference from transmitter b. The corresponding two-dimensional projected
signal at receiver a is given by
P⊥abya = P
⊥
abHaavasa +P
⊥
abHacvcsc +P
⊥
abHadvdsd︸ ︷︷ ︸
interference
+zˆa, (62)
where P⊥ab is a 2×3 matrix that satisfies P⊥abHabvb = 0. Further, transmitter d can choose its beamforming
vector as a function of vc,
P⊥abHadvd
.
= P⊥abHacvc ⇔ (63)
vd
.
= (P⊥abHad)
−1P⊥abHacvc (64)
such that all interference in the above observation is aligned in one dimension, and can hence be
zero-forced by projecting along the two-dimensional vector u˜a. Overall, the three-dimensional receiver
projection is given by
ua = (P
⊥
ab)
Hu˜a. (65)
The two key steps in the above scheme are depicted in Fig. 8. Receiver a projects its observation on
a two dimensional subspace to zero-force (ZF) interference from cell b, and transmitter d chooses vd in
order to align the remaining interference (IA) with the cell c.
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Fig. 8: Interference alignment solution when M = 2, and N = 3.
Exactly the same procedure can be followed to yield an interference alignment solution across the
entire network. Starting from the boundary, the receivers u ∈ V can zero-force interference coming from
the cell v with φ(v) = φ(u) + 1 (right neighbor) by projecting onto P⊥uv, and the transmitters v ∈ V can
align their transmitted signals with the transmitter u with φ(u) = φ(v) − 1 (left neighbor) by choosing
vv as a function of vu.
B. Achievability for M = 2, N = 4. (Proof of Theorem 4)
In order to describe the interference alignment scheme for this case, we will first partition the directed
interference graph Gpi∗(V, Epi∗) into horizontal stripes as shown in Fig. 9. Each stripe Sk contains three
consecutive horizontal lines of nodes that we will refer to as top, middle and bottom according to their
relative position within each stripe.
In the following we will describe a transmission scheme in which (at least) half of the nodes located
in the middle line of each stripe (black nodes) are able to achieve dv = 2 while all the remaining nodes
in the network (white nodes) are able to achieve dv = 1. Let V1 and V2 denote the corresponding subsets
of vertices v ∈ V for which dv = 1 and dv = 2 respectively. Since V = V1 ∪ V2, the average (per cell)
DoFs that will be achievable in G(V, E) with the above configuration can be written as
dG,pi∗ =
1
|V|
∑
v∈V
dv =
|V1|+ 2|V2|
|V| = 1 +
|V2|
|V| , (66)
and since V2 can be chosen so that |V2| ≥ 16 |V|, 3 we obtain that dG,pi∗ ≥ 7/6.
3Notice that the set V2 contains at least half of the nodes in every third line of the graph in Fig. 9. This construction can be
generalized for any interference graph G(V, E) so that |V2|/|V| ≥ 1/6.
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Sk
Sk 1
Sk 2
Fig. 9: The directed interference graph G(V, E) divided in horizontal stripes.
First, notice that all the receivers associated with nodes in the bottom line of each stripe Sk observe
two interfering links coming from the transmitters in the top line of Sk−1 and one interfering link coming
from their adjacent (right) neighbor in Sk, shown in Fig. 9 with dashed gray arrows. According to our
DoF configuration, these interfering links will occupy three out of the total four dimensions (N = 4)
in each receivers’ subspace and can therefore be zero-forced in order to achieve dv = 1. This important
observation allows us to decouple the beamforming choices between different stripes and propose an
interference alignment solution for a single stripe that can be replicated across the entire network.
Fig. 10 shows the single stripe of the network that we will focus on for the rest of this section. The
nodes are now shown with different shapes (diamonds, squares and circles) to illustrate their distinct
roles in the achievability scheme that follows. Further, notice that the interfering edges in the bottom line
of this stripe are not shown here since all interference in the corresponding nodes has already been zero
forced (to decouple the consecutive stripes of the network).
Assume that all the black nodes (dv = 2) have chosen their two-dimensional beamforming subspaces
at random and consider the interference cluster A, shown in Fig. 10. Notice that receiver d observes three
interference links (one from each cell in the cluster) and receiver b observers four interference streams
in total (one from cell a and three streams coming from the transmitters outside cluster A).
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Fig. 10: Interference alignment solution in a single stripe when M = 2, and N = 4.
We will first show that all interference observed at receiver b can be aligned in a three dimensional
subspace by appropriately choosing the beamforming vector of transmitter a. Let S ∈ C4×3 denote the
three-dimensional (out-of-cluster) interference observed at receiver b (shown in Fig. 11) and let ub ∈ C4×1
be a vector in the left nullspace of S (i.e., such that uHb S = 0). The receiver b can project its observation
along ub to zero-force the out-of-cluster interference and obtain
uHb yb = (u
H
b Hbbvb)sb + (u
H
b Hbava)sa + zˆ. (67)
Choosing va ∈ C2×1 to be orthogonal to HHbaub ∈ C2×1 yields uHb Hbava = 0 and the receiver b can
decode its message from the above interference-free observation.
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Fig. 11: The interference clusters A and B.
Our next objective, after choosing va, is to choose vb and vc such that all interference is aligned in
a two-dimensional subspace at receiver d. The corresponding observation can be written as
yd = HddVdsd +Hdavasa +Hdbvbsb +Hdcvcsc︸ ︷︷ ︸
interference
+z (68)
= HddVdsd +Gs˜+ z, (69)
where G , [Hdava Hdbvb Hdcvc] ∈ C4×3 and s˜ , [sa sb sc]T.
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Lemma 7 For any va 6= 0, there exist vb, vc ∈ C2×1 with ||vb|| ≤ 1 and ||vc|| ≤ 1 such that rank(G) =
2 with probability one, assuming that Hda, Hdb, and Hdc ∈ C4×2 are chosen at random from a continuous
(non-degenerate) distribution.
Proof: Consider the matrix F = [Hdava Hdb Hdc] ∈ C4×5 and let x = [x1 x2 x3 x4 x5] be a
vector in the nullspace of F such that Fx = 0. Since F is generic, i.e., the corresponding matrices
have been chosen from a non-degenerate distribution, we have that xi 6= 0, ∀i, with probability one.
Let v˜b = [−x2/x1 − x3/x1]T, v˜c = [−x4/x1 − x5/x1]T, γ = min
{
1
||v˜b|| ,
1
||v˜c||
}
and set vb = γ · v˜b
and vc = γ · v˜c. Then one can check that Hdbvb + Hdcvc = γ · Hdava, and therefore show that
rank
(
[Hdava Hdbvb Hdcvc]
)
= rank(G) = 2.
From the above lemma we can see that receiver d will observe interference aligned in two dimensions
that can be zero-forced by projecting yd along Ud ∈ C4×2. The corresponding symbols sd can then be
decoded from the interference-free observation
UHd yd = U
H
dHddVdsd + zˆ. (70)
Up to this point we have shown that all the cells in cluster A (nodes a, b, c and d) are able to
decode their desired messages. Going back to Fig. 10, we can see that we can follow exactly the same
beamforming procedure for the adjacent cluster of cells that is highlighted in a dash rectangle. In a similar
manner we can show that all the cells in the middle and bottom lines of the corresponding stripe can
successfully decode their desired messages.
To conclude our proof we have to show that all the cells associated with diamond nodes (top line of
the stripe) can also decode their corresponding messages. Towards this end, consider cluster B shown in
Fig. 10 and notice that receiver f observes one interfering stream from transmitter e and three interfering
streams from (out-of-cluster) transmitters d and b. Since Vd and vb have already been chosen (in cluster
A), our only option is to design ve such that
Hfeve ∈ span
(
[HfdVd Hfbvb]︸ ︷︷ ︸
,S∈C4×3
)
. (71)
As we have seen before (for receiver b), this is possible by choosing uf in the left nullspace of S and
ve to be orthogonal to HHfeuf . In a similar fashion, we can extend the above beamforming choices for
all diamond nodes so that the corresponding receivers will observe all interference aligned in a three-
dimensional subspace that can be zero-forced allowing them to successfully decode their desired symbols
and achieve dv = 1.
26
V. CONCLUSIONS
In this work we have extended our previously proposed framework of Cellular IA to the case of omni-
directional base-stations with user terminals equipped with M = 2 transmit antennas and we provided
one-shot linear interference alignment schemes for the practically relevant cases in which base-stations
have N = 2, 3 and 4 receive antennas. Omni-directional cells yield an interference graph topology that
is significantly more involved than the previously studied sectored case. Nevertheless, omni-directional
antennas are commonly used in small and densely deployed cells, which is an on-going technology trend,
and therefore deserve to be studied.
Our schemes apply to the uplink of a cellular system, in which base-stations are able to exchange locally
decoded messages with their neighboring cells, but are not allowed to use received signal sharing and
joint centralized decoding. This is in sharp contrast with the existing “distributed antenna systems” and
“Network MIMO” approaches, which are much more demanding in terms of the backhaul throughput
requirements. Further, it is worth mentioning that our schemes and the proposed architecture can be
implemented within the current LTE technology using the already available cellular network infrastructure.
For the case of 2×2 links, we have shown that 3/4 DoFs per user (i.e., per cell) are achievable in one-shot
(without symbol extensions) by linear interference alignment precoding. Moreover, we have proven that
in this case the achievable 3/4 DoFs per user are asymptotically optimal for a large extended network,
where the boundary effect of the cells at the edge of the network vanishes. For the practically relevant
cases of 2× 3 and 2× 4 links, we have provided explicit one-shot linear IA constructions to achieve 1
and 7/6 DoFs per user respectively.
Our converse for the 2 × 2 case is based on the bounds on the degrees of freedom feasible by one-
shot precoding given in [10], [11]. Applying the corresponding bounds in extended networks results in
a challenging non-linear optimization problem over a number of variables that grows with the number
of transmit-receive pairs in the network. Taking into account specific structural properties of the cellular
interference graph, we reformulated (relaxed) the above optimization problem into a tractable linear
program with a small number of variables that does not depend on the size of the network and provided
a tight converse bound for the 2× 2 case using duality theory. This approach can be generalized to the
symmetric M ×M case, and is a technique of independent interest. Overall, our work points out the
importance of exploiting the network topology in extended (large) network models, and local decoded
message sharing through backhaul links, which is not a demanding task for the backhaul (e.g., it can be
implemented by IP tunneling over a shared Fiber-Optical infrastructure) and, yet, can provide unbounded
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capacity gains with respect to conventional approaches, when combined with carefully designed IA
precoding schemes.
Further, we would like to comment about the nearest neighbor inter-cell interference assumption we
made in this paper. In practice, interference from cells located further away may be relevant and one
could think of settings where it should be explicitly taken into account. However, if the effective channel
coefficients of the scheme proposed in this paper (after alignment and cancellation) satisfy the TIN
optimality conditions in [23], treating non-neighbor inter-cell interference as noise yields approximately
optimal rates. Even when this is not the case, there is always the option to partition the network into
coarser subnetworks using classical frequency reuse schemes, such that the TIN optimality conditions
hold for each subnetwork.
Finally, it is worth pointing out that the DoFs gains obtained by “Cellular IA” in the uplink can
also be obtained in a “dual” framework for the downlink of cellular networks with the same backhaul
architecture. In particular, in [24] we showed that for every one-shot IA scheme that can achieve d
DoFs per user in the uplink, there exists a “dual” Cellular IA scheme for the downlink that achieves
the same DoFs. The dual scheme is based on dirty-paper coding [25], and the base station transmitters
share quantized versions of their dirty-paper precoded signal with their neighboring base stations, with
the same backhaul requirements both in terms of local communication and in terms of per-link rate. The
details of this duality and the Cellular IA schemes for the downlink are deferred to a future paper.
Altogether, we believe that the proposed Cellular IA framework can provide valuable engineering
insights towards realizing the potential gains of interference alignment in current cellular technology,
and lead to the design of efficient transmission schemes that meet the increasing bandwidth demands of
today’s wireless networks.
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APPENDIX A
PROOF OF LEMMA 3
From the definition of nv in (28), we have that∑
[a,b,c]∈T
(da + db + dc) =
∑
v∈V
nvdv. (72)
Splitting the sum in terms of Vin and Vex we get∑
v∈V
nvdv =
∑
v∈Vin
nvdv +
∑
u∈Vex
nudu (73)
= 3
∑
v∈V
dv +
∑
v∈Vin
(nv − 3)dv +
∑
u∈Vex
(nu − 3)du (74)
= 3
∑
v∈V
dv +
∑
v∈Vex
(nv − 3)dv , (75)
where the last step follows from the fact that nv = 3 for all v ∈ Vin. Rearranging the terms and dividing
by 3 gives ∑
v∈V
dv =
∑
[a,b,c]∈T
(
da + db + dc
3
)
+
∑
u∈Vex
(
1− nu
3
)
du, (76)
and hence , we can rewrite the average DoFs as
1
|V|
∑
v∈V
dv =
1
3|V|
∑
[a,b,c]∈T
(da + db + dc) +
Cex
|V| , (77)
where
Cex =
∑
v∈Vex
(
1− nv
3
)
dv.
Since 0 ≤ nv < 3 and 0 ≤ dv ≤M , ∀v ∈ V we have that
Cex ≤
∑
v∈Vex
dv ≤M |Vex|, (78)
and hence
1
|V|
∑
v∈V
dv ≤ 1
3|V|
∑
[a,b,c]∈T
(da + db + dc) +
M |Vex|
|V| . (79)
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APPENDIX B
PROOF OF LEMMA 4
First, observe that each triangle [a, b, c] ∈ T uniquely covers the three corresponding edges in Epi, and
since dv ≥ 0 for all v ∈ V we can lower bound the right-hand side of (26) by∑
[u,v]∈Epi
dudv ≥
∑
[a,b,c]∈T
(dadb + dadc + dbdc) .
Then, using (76), we can rewrite the left-hand side of (26) as
2
∑
v∈V
(M − dv)dv =
∑
[a,b,c]∈T
2
3
(
(M − da)da + (M − db)db + (M − dc)dc
)
+ 2
∑
v∈Vex
(
1− nv
3
)
(M − dv)dv
=
1
3
∑
[a,b,c]∈T
(
2M(da + db + dc)− 2(d2a + d2b + d2c)
)
+
2
3
∑
v∈Vex
(3− nv) (M − dv)dv.
Putting everything together, we can argue that any degrees of freedom {dv, v ∈ V} that satisfy (26) must
also satisfy:∑
[a,b,c]∈T
(
2(d2a + d
2
b + d
2
c) + 3 (dadb + dadc + dbdc)− 2M(da + db + dc)
) ≤ Dex ⇔
∑
[a,b,c]∈T
(
(da + db)
2 + (da + dc)
2 + (db + dc)
2 + dadb + dadc + dbdc − 2M(da + db + dc)︸ ︷︷ ︸
,g(da,db,dc)
) ≤ Dex,
(80)
where
Dex = 2
∑
v∈Vex
(3− nv) (M − dv)dv.
Since 0 ≤ nv < 3 and 0 ≤ dv ≤M , ∀v ∈ V we have that
Dex ≤
∑
v∈Vex
6(M − dv)dv ≤ 3M
2
2
|Vex|,
and hence ∑
[a,b,c]∈T
g(da, db, dc) ≤ 3M
2
2
|Vex|. (81)
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APPENDIX C
PROOF OF LEMMA 5
Consider the optimization problem LP (s,g, α, β, γ) given by
maximize
{x∈Rn}
α · sTx+ β (82)
subject to: gTx ≤ γ, 1Tx = 1, x ≥ 0, (83)
where α, β, γ ≥ 0 and s,g ∈ Rn, and let opt(s,g, α, β, γ) denote its optimal value. The Langrangian
associated with LP (s,g, α, β, γ) is given by
L(x, λ, µ,ν) = α · sTx+ β − λ(gTx− γ)− µ(1Tx− 1) + νTx (84)
= (αs− λg − µ1+ ν)Tx+ λγ + µ+ β (85)
where λ, µ ∈ R and ν ∈ Rn are the Lagrange multipliers associated with the constraints gTx ≤ γ,
1Tx = 1 and x ≥ 0. From duality theory we have that the Lagrange dual function defined as
h(λ, µ,ν) , sup
x∈Rn
L(x, λ, µ,ν) (86)
satisfies
opt(s,g, α, β, γ) ≤ h(λ, µ,ν) (87)
for any λ ≥ 0, ν ≥ 0 and µ ∈ R. From (85) and (86) we obtain that
h(λ, µ,ν) =
λγ + µ+ β when αs− λg − µ1+ ν = 0∞ otherwise. (88)
Since ν ≥ 0 we have that αs − λg − µ1 + ν = 0 ⇔ µ1 ≥ αs − λg and therefore setting µ∗ =
maxi{αsi − λgi} we get
opt(s,g, α, β, γ) ≤ h(λ, µ∗,ν) = max
i
{αsi − λgi}+ λγ + β, (89)
for all λ ≥ 0. Rewriting the above bound as α ·maxi{si − λ˜ · gi} + λ˜αγ + β where λ˜ , λ/α ≥ 0 we
obtain the desired result.
31
APPENDIX D
PROOF OF LEMMA 6
Recall that the set of vertices V in G(V, E) is defined in terms of a parameter r ≥ 1 as
V = {φ−1(z) : z ∈ Z(ω) ∩ Br} ,
where
Br ,
{
z ∈ C : |Re(z)| ≤ r, |Im(z)| ≤
√
3r
2
}
.
Since the size of the graph depends on the choice of r, we will consider here the sequence of graphs
G(r)(V(r), E(r)), indexed by r ∈ Z+ and provide the corresponding results in terms of the above parameter.
A. The cardinality of V(r)
By definition |V(r)| = |Z(ω)∩Br|. Hence, our goal is to count the number of Eisenstein integers that
belong to the set Z(ω) ∩ Br. We define the sets
L(k) =
{
z ∈ Z(ω) ∩ Br : |Im(z)| =
√
3k
2
}
(90)
for all k ∈ {−r, ..., 0, ..., r}. Notice that the sets L(k) contain all the Eisenstein integers that lie on the
same horizontal line on the complex plane and hence
⋃
k L(k) forms a partition of the set Z(ω) ∩ Br.
Therefore,
|Z(ω) ∩ Br| =
r∑
k=−r
|L(k)|.
A key observation coming from the triangular structure of Z(ω) is that
|L(k)| =
|L(0)|, k is even|L(1)|, k is odd.
Hence, we can write
|Z(ω) ∩ Br| = K [r]even|L(0)|+K [r]odd|L(1)|.
where K [r]even,K
[r]
odd denote the cardinalities of even and odd integers in {−r, ..., 0, ..., r}.
If r is even then K [r]even = r+1 and K
[r]
even = r, whereas if r is odd then K
[r]
even = r and K
[r]
even = r+1.
Since |L(0)| = 2r + 1 and |L(1)| = 2r for all r ≥ 1 we have that
|V(r)| = |Z(ω) ∩ Br| =
4r
2 + 3r + 1, r is even
4r2 + 3r, r is odd.
(91)
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B. The cardinality of T (r)
We will associate here each ordered vertex triplet [a, b, c] ∈ T (r) with its leading vertex a ∈ V(r) in a
one-to-one fashion and define the set
A(r) = {φ−1(u) ∈ Z(ω) ∩ Br : [a, b, c] ∈ T (r)}.
In order to determine the cardinality of T (r), it suffices to count the number of Eisenstein integers that
belong to the set A(r), since |T (r)| = |A(r)| by definition. Consider the sets
S(k) = A(r) ∩ L(k)
for all k ∈ {−r, ..., 0, ..., r − 1}. The set S(k) contains all the Eisenstein integers that are associated
with a leading vertex of a triangle and lie on the same horizontal line L(k). As before,
⋃
k S(k) forms
a partition of A(r) and hence
|A(r)| =
r−1∑
k=−r
|S(k)|.
Intuitively |S(k)| counts the number of triangles that are formed between the lines L(k) and L(k + 1)
and hence the total number of triangles can be obtained by adding all |S(k)| up to k = r − 1.
It is not hard to verify that
|S(k)| =
|S(0)|, k is even|S(1)|, k is odd,
for all r ≥ 2 and hence
|A(r)| = K [r]even|S(0)|+K [r]odd|S(1)|
where K [r]even,K
[r]
odd denote the cardinalities of even and odd integers in {−r, ..., 0, ..., r − 1}. We have
that K [r]even = K
[r]
odd = r and hence
|A(r)| = r (|S(0)|+ |S(1)|) .
It follows from the definitions of T (r), A(r) and S(0) that
z ∈ S(0)⇔ z ∈ L(0) and z + ω, z + ω + 1 ∈ L(1).
We can argue hence that the set S(0) hence contains the integers a ∈ {−r + 1, ..., r − 1}.
Similarly,
z ∈ S(1)⇔ z ∈ L(1) and z + ω, z + ω + 1 ∈ L(2),
and hence the set S(1) contains the Eisenstein integers z = a+ ω, for all a ∈ {−r + 1, ..., r}.
33
It follows that |S(0)| = 2r − 1 and |S(1)| = 2r and therefore
|T (r)| = |A(r)| = 4r2 − r. (92)
Comparing (92) with (91) gives |T (r)| ≤ |V(r)| as stated in the first part of the lemma.
C. The cardinality of V(r)ex
We will upper bound |V(r)ex | as follows. From Lemma 76 we have that∑
u∈V(r)ex
(
1− nu
3
)
xu=
∑
v∈V(r)
xv −
∑
[i,j,k]∈T (r)
(
xi + xj + xk
3
)
,
for any {xv : v ∈ V(r)}. Setting xv = 1, ∀v ∈ V(r), we obtain
|V(r)ex | −
∑
u∈Vex
nu
3
= |V(r)| − |T (r)|.
Since nv ≤ 2 for all v ∈ V(r)ex we have that∑
u∈Vex
nu
3
≤ 2
3
|V(r)ex |,
and hence
|V(r)ex | ≤ 3
(
|V(r)| − |T (r)|
)
. (93)
From (91) and (93) we obtain
|V(r)ex | ≤ 3
(
4r2 + 3r + 1− 4r2 + r)
= 12r + 3. (94)
From (91) it follows that
√
|V(r)| ≥ 2r for all r ≥ 1. From (94) we have that
|V(r)ex | ≤ 12r + 3 ≤ 9
√
|V(r)|, ∀r ≥ 1,
and hence |V(r)ex | = O
(√
|V(r)|
)
.
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APPENDIX E
THE LINEAR PROGRAMMING CONVERSE FOR M ×M CELLULAR SYSTEMS
Recall from Section III-B that the following linear program can be used to upper bound the average
(per cell) DoFs achievable in G(V, E) for any decoding order pi.
LP(Gpi) : maximize{
x(i,j,k)∈R,
[i,j,k]∈D
} |T |3|V|
∑
[i,j,k]∈D
s(i, j, k) · x(i,j,k) +
M |Vex|
|V|
subject to:
∑
[i,j,k]∈D
g(i, j, k) · x(i,j,k) ≤
3M2|Vex|
2|T |∑
[i,j,k]∈D
x(i,j,k) = 1
x(i,j,k) ≥ 0, ∀[i, j, k] ∈ D
Using the result of Lemma 5, we can show that the solution of the linear program LP(Gpi) is upper
bounded by
opt(LP(Gpi)) ≤ |T |
3|V| · max[i,j,k]∈D
{
s(i, j, k)− g(i, j, k)
2M
}
+
5M
4
· |Vex||V| , (95)
by identifying α = |T |3|V| , β =
M |Vex|
|V| , γ =
3M2|Vex|
2|T | and setting λ =
1
2M . Further, using Lemma 6 we
obtain
opt(LP(Gpi)) ≤ 1
3
· max
[i,j,k]∈TD
{
s(i, j, k)− g(i, j, k)
2M
}
+O
(
1√|V|
)
. (96)
Putting everything together and defining the function
fM (i, j, k) ,
1
3
(
s(i, j, k)− g(i, j, k)
2M
)
(97)
=
1
3
(
2(i+ j + k)− (i+ j)
2 + ij + (i+ k)2 + ik + (j + k)2 + jk
2M
)
, (98)
we arrive at the following theorem that upper bounds the average (per cell) DoFs in our framework.
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Theorem 5 For a cellular system G(V, E) in which transmitters and receivers are equipped with M
antennas each and for any network interference cancellation decoding order pi, the average (per cell)
DoFs that can be achieved by any one-shot linear beamforming scheme are bounded by
dG,pi ≤ max
[i,j,k]∈D
fM (i, j, k) +O (1/√|V|) ,
where D is the set of all distinct triangle-DoF configurations given in (39).
TABLE I: The sets TD and corresponding values of fM (i, j, k) for M = 2, 3 and 4. The asterisks indicate the
configurations [i, j, k] ∈ D that attain the maximum of fM (i, j, k).
M = 2
D fM (i, j, k)
[0, 0, 0] 0
[0, 0, 1] 1/2
[0, 0, 2] 2/3
[0,1,1] 3/4∗
[1,1,1] 3/4∗
M = 3
D fM (i, j, k)
[0, 0, 0] 0
[0, 0, 1] 5/9
[0, 0, 2] 8/9
[0, 0, 3] 1
[0, 1, 1] 17/18
[0, 1, 2] 10/9
[1,1,1] 7/6∗
[1,1,2] 7/6∗
M = 4
D fM (i, j, k)
[0, 0, 0] 0
[0, 0, 1] 7/12
[0, 0, 2] 1
[0, 0, 3] 5/4
[0, 0, 4] 4/3
[0, 1, 1] 25/24
[0, 1, 2] 4/3
[0, 1, 3] 35/24
[0, 2, 2] 3/2
[1, 1, 1] 11/8
[1, 1, 2] 37/24
[1, 1, 3] 37/24
[1,2,2] 19/12∗
[2, 2, 2] 3/2
Corollary 1 We have that max
[i,j,k]∈TD
fM (i, j, k) ≤ 2M
5
, for all M.
Proof: The function fM (i, j, k) is concave with global maximum max
[i,j,k]∈R3
fM (i, j, k) = 2M/5
at [i, j, k] =
[
2M
5 ,
2M
5 ,
2M
5
]
. Since max
[i,j,k]∈TD
fM (i, j, k) ≤ max
[i,j,k]∈R3
fM (i, j, k) for all M , the corollary
follows.
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