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Consensus-based Distributed Quantile Estimation in
Sensor Networks
Jongmin Lee, Cihan Tepedelenlioglu, Senior Member, IEEE, and Andreas Spanias, Fellow, IEEE
Abstract—A quantile is defined as a value below which random
draws from a given distribution falls with a given probability. In
a centralized setting where the cumulative distribution function
(CDF) is unknown, the empirical CDF (ECDF) can be used to
estimate such quantiles after aggregating the data. In a fully
distributed sensor network, however, it is challenging to estimate
quantiles. This is because each sensor node observes local
measurement data with limited storage and data transmission
power which make it difficult to obtain the global ECDF. This
paper proposes consensus-based quantile estimation for such a
distributed network. The states of the proposed algorithm are
recursively updated with two-steps at each iteration: one is a local
update based on the measurement data and the current state, and
the other is averaging the updated states with neighboring nodes.
We consider the realistic case of communication links between
nodes being corrupted by independent random noise. It is shown
that the estimated state sequence is asymptotically unbiased
and converges toward the sample quantile in the mean-square
sense. The two step-size sequences corresponding to the averaging
and local update steps result in a mixed-time scale algorithm
with proper decay rates in order to achieve convergence. We
also provide applications to distributed estimation of trimmed
mean, computation of median, maximum, or minimum values
and identification of outliers through simulation.
Index Terms—consensus, distributed quantile estimation, wire-
less sensor networks, measures of central tendency.
I. INTRODUCTION
D ISTRIBUTED sensors measure physical phenomena ob-servable over a certain region and fuse the sensed
information by local communications. This type of network
is scalable and energy efficient because each node shares
its data only with neighbors. A traditional problem in this
domain is to estimate the sample average of measurements
by iteratively averaging the states with neighboring ones,
and achieve a consensus on the global average of the initial
measurements [1]–[3]. This has influenced many distributed
estimation applications due to the broad use of the arithmetic
mean in signal processing techniques.
Distributed average consensus of sensor measurement data
can be used in monitoring applications. One example is moni-
toring average temperature (or, other statistical metrics) over a
sensor network in remote areas. The arithmetic mean of tem-
perature data represents the central tendency of temperature.
However, the mean can be vulnerable, as a measure of central
tendency, to the skewness of the distribution. Outliers can also
cause bias to the sample mean. An alternative metric is the
median that represents the midpoint which divides the ordered
dataset into two subsets of equal size. More generally quantiles
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Fig. 1: Overview of distributed quantile estimation. State at
every node converges to a desired quantile θp defined as (3).
are the generalized inverse of the CDF at a certain probability.
Beyond estimating the median, quantiles can be used in var-
ious applications such as outlier removal and computation of
robust statistics from a set of measurement data by eliminating
the values higher (or lower) than a certain cutpoint. One such
robust statistic is the trimmed mean which is an average of
the data excluding outliers. Maximum and minimum values
can be viewed as extreme examples of quantiles. Quantile
regression estimates the conditional quantiles of measurement
data distribution where the statistics such as mean and variance
may change over time. This method has been used in a variety
of machine learning [4] as well as statistical applications [5].
In this paper, we consider the quantile estimation problem in
a distributed setting, as illustrated in Fig. 1. This is necessary
if nodes in a distributed network have local measurement
data only but want to know the quantile value without the
knowledge of the global aggregate CDF estimate at each
node. The sensor network is assumed to be fully distributed
where there is no fusion center and the sensors are unlabeled.
Each node maintains its own data and state of estimate,
and communicates the information only with neighboring
nodes via noisy communication links between nodes. Detailed
knowledge of the network graph structure beyond neighbors
is inaccessible to every node. The states of quantile estimates
are recursively updated with two steps at each iteration. The
local update step is based on the individual measurement data
and the current state of the quantile estimate. The updates
are transfered to the neighboring nodes by averaging the
estimates. We analyze convergence behavior by showing that
the estimated state sequence is asymptotically unbiased and
converges toward the true quantile in the mean-square sense.
The proposed algorithm is applicable for identifying outliers
and calculating median as well as trimmed mean.
There are significant number of works related to consensus-
based distributed parameter estimation. See [6]–[9] for the
early works, which inspired numerous applications. Dis-
tributed least-mean-square (LMS) algorithm is introduced to
2estimate a linear system parameter in various scenarios [10]–
[14]. In these works, sensors observe random data at very
iteration, generated by a linear system with a parameter vector.
In [15], the authors proposed the consensus plus innovation
scheme for distributed parameter estimation with single- and
mixed-time scales. They consider nonlinear as well as linear
system models and show convergence analysis. They assume
that the sensors observe random data at every iteration and the
observation model is continuous and invertible. In contrast, our
model uses the empirical CDF (ECDF) which is discontinuous
and non-invertible. Our work may be considered as a root find-
ing problem which is similar with Robbins-Monro stochastic
approximation algorithm [16], but we consider a distributed
graph network setup. Reference [17] shows a performance
analysis for Robbins-Monro algorithm in a distributed frame-
work, where they considered the asynchronous random gossip
algorithms [18] with random data observation of a continuous
function at every iteration. However, our work assumes that
the size of measurement data is finite, utilizing ECDF which
is nonlinear, discontinuous, and non-invertible.
For a limited size of measurement data in distributed
networks, our work can be considered as solving a distributed
node selection problem, which is to find the n-th smallest
measurement out of N data samples which can be related to
n-th quantile. The references [19]–[22] are a few most closely
related to ours. They are similar with our work in that each
node maintains a piece of the entire data set and quantile state
information, wishing to identify n-th smallest data. However,
their main contributions are fundamentally different than ours.
In [19], a leader node is chosen to maintain candidates of
quantiles at each round of the gossip protocol, reducing the
number of candidates until only a single candidate is left.
In [20], it is assumed that every node knows the network’s
diameter which is defined as the length of the “longest shortest
path” between any two sensor nodes. However, their algorithm
needs to maintain a set of candidates for the n-th selection
steadily reducing the set until it reaches the desired element
under a certain criterion. Reference [21] depends on guessing
and selection strategy to find the n-th smallest element. Their
algorithm maintains a set of control messages such as start,
small, large, and stop where the messages are transmitted
to the entire network at every communication iteration. A
distributed selection algorithm in [22] is based on broadcasting
the control messages, and increases the number of message
exchanges as the network size becomes larger. In contrast,
our algorithm is a fully distributed method without any type
of leading nodes or candidate sets. The algorithm is also
scalable because control messages are not transmitted to every
node. Furthermore, our work considers the more realistic case
of communication links between nodes being corrupted by
independent random noise, whereas the references above are
based on noiseless communication links.
This paper consists of the following. In Section II we review
graph theory. Section III and IV describe system model and
problem statements followed by the proposed algorithm in
Section V. Convergence analysis is provided in Section VI. We
illustrate the proposed algorithm with simulations in Section
VII. We describe conclusions in Section VIII.
II. NETWORK GRAPH THEORY
There is an undirected graph G = (N,E) containing a
set of nodes N = {1, . . . , N} and a set of edges E. The
neighbors of node n is denoted by Nn = {l| {n, l} ∈ E} where
{n, l} is an edge between the nodes n and l [23]. Each node
communicates with neighbors via the edges. The degree dn
denotes the number of neighbors at node n, and dmax the
maximum degree. A graph is connected if there exists at least
one path between every pair of nodes. The graph structure
is described by adjacency matrix A = {anl}, which is an
N ×N symmetric matrix, whose element in the n-th row and
l-th column is anl = 1 if {n, l} ∈ E. The diagonal matrix
D = diag [d1, d2, . . . , dN ] represents the degrees of all the
nodes. The Laplacian matrix is given by L = D−A, where
the eigenvalues of L, denoting λn(L) for n ≥ 1, are non-
negative and the number of zero eigenvalues can be shown to
be the number of distinct components of the graph. There are,
when the graph is connected, λ1 = 0 and λn > 0 for n ≥ 2
so that the rank of L for a connected graph is N − 1. The
vector 1 of all 1’s is the eigenvector of L associated with the
eigenvalue 0, i.e., L · 1 = 01. The eigenvalue λ2 is called
the algebraic connectivity and characterizes how densely the
graph is connected.
III. SYSTEM MODEL
Consider N sensor nodes over a connected and undirected
distributed network G = (N,E) where there is no fusion center.
Due to the connectedness, the eigenvalue λ2 of the Laplacian
matrix L is positive. Each node n has a scalar measurement
denoted by xn ∈ R, where n = 1, . . . , N , and {xn}Nn=1
defines ECDF as follows:
F̂ (ω;x) =
1
N
N∑
n=1
u(ω − xn) (1)
where the step function u(·) is given by
u(ω − xn) =
{
1, if ω ≥ xn
0, otherwise
(2)
where N is known to every node n, which can be obtained
by node counting algorithms such as [25].
Without loss of generality, it can be assumed that the
measurement data set is sorted in ascending order. Let x =
[x1, . . . , xN ]
T
where x1 ≤ · · · ≤ xN . Each node maintains a
real-valued scalar state to be updated for quantile estimation.
Let ωn(i) denote the state of node n at time i. The state
is transferred to neighboring nodes via wireless links in the
presence of random communication noise ξnl(i) from node
l to n. Random noise on the link from l to n is assumed
independent and identically distributed (i.i.d.) random process
{ξnl(i)}i≥0 with zero mean and variance E
[
ξ2nl(i)
]
where
supn,l,iE
[
ξ2nl(i)
]
< ∞. As the communication iteratively
continues, node n updates its own state ωn(i) based on its own
measurement xn and neighbors’ states {ωl(i)}l∈Nn where Nn
denotes the set of neighboring nodes of n.
Let 0 < p < 1 denote the probability that corresponds to
a quantile θp. When p = 0.5, the corresponding quantile θ0.5
is the median of x. When p = 0.75, the corresponding θ0.75
indicates that 75% of measurement data is less than or equal
3to θ0.75. Note that the ECDF F̂ (ω;x) in (1) is a stair-case
function, and θp is a generalized inverse of the ECDF in some
appropriate sense. More formally, for the ECDF F̂ (ω,x), the
relation between p and θp can be defined [24] as
θp = inf
ω
{
ω : F̂ (ω;x) ≥ p
}
. (3)
Quantiles may be centrally obtained by using the ECDF of
(1) after collecting all the measurement data x. Practically in
distributed wireless sensor networks, however, the centralized
method is not directly applicable.
IV. PROBLEM STATEMENT
Since each node has only a single measurement data, it may
be impossible to know the global ECDF F̂ (ω;x) in large-scale
networks. In addition, it is difficult to synchronize the local
states of all nodes (i.e., having {ωn(i)}Nn=1 to be ω(i) for all
n) at every iterative update over the network. The centralized
method may require transmission of the measurement data x
and the states {ωn(i)}Nn=1 from all nodes to a fusion center
with undesirable transmission power consumption. Also, all
the information exchange is corrupted by communication
random noise. Despite the constraints mentioned above, we
want every node n to estimate the quantile θp for a given
0 < p < 1 as i→∞.
Suppose the ECDF of (1) in a fully distributed network G =
(N,E). There is no fusion center to collect the measurement
data. Each node n communicates within neighborhood Nn via
wireless communication channel corrupted by random noise,
as described in Section III. Given xn and p /∈ { 1N , 2N . . . , 1} at
node n (i.e., p does not correspond to a point of discontinuous
ECDF), we want a distributed quantile estimation algorithm
that generates the state ωn(i) such that, as i→∞,
ωn(i)→ θp, ∀n. (4)
We consider without loss of generality p /∈ { 1N , 2N . . . , 1} in
this paper. If instead p = nN , estimated quantile can be shown
to be any value within the interval [xn, xn+1).
V. DISTRIBUTED QUANTILE ESTIMATION
A consensus-based distributed algorithm is proposed where
for a given p each node n locally updates ωn(i) that satisfies
(4). Let ωn(i) and ψn(i) denote respectively the state of quan-
tile estimate and an intermediate state variable at iteration i.
Node n updates its state ωn(i) based on the local measurement
data xn for the given constant p. The algorithm consists of a
local update of the intermediate variable ψn(i) followed by
an averaging step where ωn(i) is updated. The local update
step is given by
ψn(i) = ωn(i)− α(i)
[
u
(
ωn(i)− xn
)− p], ∀n, i ≥ 0, (5)
where {α(i)}i≥0 is a deterministic step-size sequence that will
be explained later in detail. The local update step of (5) at node
n involves with its own data xn. The averaging step at node
n is then performed by
ωn(i+ 1) = ψn(i) − η(i)
∑
l∈Nn
[
ψn(i)−
(
ψl(i) + ξnl(i)
)]
, (6)
∀n, i ≥ 0, where ψl(i) denotes the state transmitted from node
l with being perturbed at node n by communication random
noise ξnl(i), Nn denotes the set of neighbors of node n, and
η(i) is the step-size that controls exchange rate of node n
with neighboring nodes at time i. We consider a deterministic
sequence {η(i)}i≥0 that will be explained later in this section.
We now describe the algorithm in (5) and (6) in vec-
tor form. Let ω(i) = [ω1(i), . . . , ωN(i)]
T
and ψ(i) =
[ψ1(i), . . . , ψN (i)]
T
. Laplacian matrix L is described in Sec-
tion II. Equations (5) and (6) can be expressed as
ψ(i) = ω(i)− α(i)y(i), (7)
ω(i+ 1) =
(
I− η(i)L)ψ(i)− η(i)ξ(i), (8)
where
y(i) =
[
y1(i), . . . , yN(i)
]T
, (9)
yn(i) , u
(
ωn(i)− xn
)− p, ∀n, (10)
ξ(i) = −
[ ∑
l∈N1
ξ1l(i), . . . ,
∑
l∈NN
ξNl(i)
]T
. (11)
Combining (7) and (8), we can express the distributed quantile
estimation algorithm as, for i ≥ 0,
ω(0) = x,
ω(i+ 1) =
(
I− η(i)L)(ω(i)− α(i)y(i))− η(i)ξ(i). (12)
The step-sizes satisfy the persistence condition:
α(i) > 0,
∞∑
i=0
α(i) =∞,
∞∑
i=0
α
2(i) <∞, (13)
η(i) > 0,
∞∑
i=0
η(i) =∞,
∞∑
i=0
η
2(i) <∞. (14)
The conditions (13) and (14) imply that decaying rates of the
step-sizes are fast but not too fast. This condition has been
commonly used for convergence analysis, based on conven-
tional stochastic approximation theory [26]–[28]. However, the
distributed quantile estimation algorithm (12) is a combined
vector form of (7) and (8), and results in a mixed-time scale for
the iterative updates in (12). For ω(i) to converge as i→∞,
the step-size α(i) needs to decrease faster than η(i). Rewriting
the algorithm of (12), we have for i ≥ 1
ω(i+ 1) = ω(i)− η(i)L(ω(i)− α(i)y(i))− α(i)y(i)− η(i)ξ(i).
(15)
The output element of vector y(i) is −p or 1 − p by the
definition (10). Lω(i) in (15) indicates an average state vector
of neighboring nodes. If the decaying rate of α(i) was slower
than that of η(i), ω(i) would not converge because α(i)y(i)
contributes to ω(i+ 1) more significantly than η(i)Lω(i), as
iteration continues. A convergence analysis for such a mixed-
time scale approach with appropriate choices of step-sizes was
also used in [15]. Nevertheless, y(i) plays an important role in
estimating the true quantile. Ly(i) in (15) is an approximate
ECDF minus p that can contribute to how much ω(i + 1) is
changed from ω(i) by Lω(i)− α(i)Ly(i). If Ly(i) is large,
which means the approximate ECDF with the current state
ω(i) results in large error compared to the desired p, then
ω(i + 1) needs to update significantly. As ω(i) approaches
the true quantile, Ly(i) becomes small, and ω(i+1) changes
small as well.
We summarize the assumption for step-sizes that will be
needed for the convergence.
4Assumption 1. (Decreasing step-sizes) The step-size α(i) in
(7) decreases faster than η(i) in (8) with the forms:
α(i) =
α0
(i+ 1)τ1
and η(i) =
η0
(i+ 1)τ2
, for i ≥ 0, (16)
where τ1 and τ2 denote constant decaying rates of α(i) and
η(i), respectively, α0 and η0 are positive initial step-sizes, and
1 ≥ τ1 > τ2 > 0.5. Moreover, τ1 − τ2 < 0.5.
One example of the step-size choice that satisfies Assump-
tion 1 is τ1 = 1 and τ2 = 0.505. As τ1 − τ2 decreases,
difference between the decaying rates of α(i) and η(i) also
decreases, resulting in slowly decreasing ω(i) as stated in (15).
VI. CONVERGENCE ANALYSIS
In this section we analyze convergence behavior of the
distributed quantile estimation algorithm in (5) - (6), or equiv-
alently in (12). It is shown that the state sequence {ωn(i)}i≥0
at node n is asymptotically unbiased in Theorem 1 and the
estimated sequence converges to the true quantile θp in mean-
square sense in Theorem 2. To achieve the above results, we
use some properties of real number sequences described in
Lemma 1 and bounded sequences in Lemma 2.
Lemma 1 is used to show convergence property of the state
sequence {ω(i)}i≥0 with α(i) and η(i) step sizes. Essentially,
Lemma 1 is based on the stability study of a recursion form:
q(i+1) = r1(i)q(i)+r2(i) where {q(i)}i≥0 is a state sequence
and r1(i) and r2(i) are decreasing step size sequences.
Lemma 1. Consider the sequences {r1(i)}i≥0 and
{r2(i)}i≥0, with non-negative constants a1 and a2, which are
given by
r1(i) =
a1
(i+ 1)δ1
, r2(i) =
a2
(i+ 1)δ2
(17)
where 0 ≤ δ1 ≤ 1 and δ2 ≥ 0. If δ1 < δ2, then, for arbitrary
fixed i0,
lim
i→∞
i−1∑
k=i0
[
i−1∏
l=k+1
(
1− r1(l)
)]
r2(k) = 0. (18)
Proof. See Lemma 25 in [15].
Lemma 2 is used to show boundedness of sequences,
combined with Lemma 1, in Theorem 1 and 2.
Lemma 2. Define ωavg(i) ,
1
N 1
Tω(i) that is the average of
ω(i) across all nodes at time i. Given the measurement data
x and ratio p, the sequence {η(i)}i≥0 of (16) satisfies
lim sup
i→∞
η(i)E
[
ωavg(i)− θp
]
= 0, (19)
Proof. See Appendix A.
The proposed algorithm estimates the true quantile parame-
ter. We show that the quantile estimation is asymptotically un-
biased in Theorem 1 and it converges to the quantile in mean-
square sense in Theorem 2. The mean-square convergence
indicates stronger consistency than convergence in probability.
Theorem 1. (Asymptotic Unbiasedness) Consider that a con-
stant ratio p is given for estimating a certain quantile θp.
Under Assumption 1, the state sequence {ωn(i)}i≥0 in (5)
and (6) at node n is asymptotically unbiased:
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Fig. 2: Left: A graph for distributed sensor network. Right:
Empirical CDFs generated from {xn}Nn=1.
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N = 50 in the presence of communication noise (σ2ξ = 0.09).
Left: States {ωn(i)}Nn=1 converge toward θp = 0.98 for the
uniform data. Right: θp = 2.4927 for the log-normal data.
Minimum can be also achieved by setting p = 0.01.
lim
i→∞
E
[
ωn(i)
]
= θp for 1 ≤ n ≤ N. (20)
Proof. See Appendix B.
Theorem 2. (Mean-Square Convergence) Under Assumption
1, if σ2ξ <∞, then the sequence generated by the distributed
quantile estimation algorithm (12), for a given ratio value p,
converges to true quantile θp in mean-square sense:
lim
i→∞
E
[∥∥ω(i)− θp1∥∥2] = 0, (21)
Proof. See Appendix C.
From (47) in Appendix C, we can observe that several fac-
tors affect convergence speed: communication noise variance
σ2ξ , network size N , step size sequences α(i) and η(i), and
the distance between average state (denoted as z(i)) and the
quantile θp. For example, if the decaying rates of α(i) and η(i)
are fast, the upper bound of E
[‖ω(i)−θp1‖2] at i is lowered.
If the network size N or the wireless link noise variance is
large, the upper bound is also lowered. If the average state
sequence, including the initial measurement x at i = 0, is far
from the true quantile θp, then the convergence can be slow.
VII. SIMULATIONS
In this section we demonstrate the distributed quantile esti-
mation under various conditions. Consider a distributed sensor
network, illustrated in Fig. 2, which is a connected graph with
N = 50 where the graph’s connectivity is characterized by
5λ2,L = 2.2815. Note that this graph network is an example we
do our experiments but other connected graph networks with
different N and λ2,L can be used. Each node n has a scalar
measurement xn taken from a realization of random variable
X of either discrete uniform or log-normal distributions. The
discrete uniform distribution is normalized, and the actual
values are ranging from 0 to (N − 1)/N with 1/N increase
for each sample. The log-normal distribution was generated by
lnX ∼ N (0, 0.25). From all nodes, N realizations of random
variable X whose ECDF is illustrated in Fig. 2. Without loss
of generality, we can assume that the measurement data is
distributed in ascending order: x1 ≤ x2 ≤ · · · ≤ xN . With the
set of measurement data {xn}Nn=1, also denoted by x in vector
form, a quantile θp of x is estimated for a desired ratio p in a
distributed way. The states {ωn(i)}Nn=1 are recursively updated
by the algorithm (12). The initial states ω(0) are the nodes’
own measurement data x. Consider p = k−εN for θp = xk
where ε = 0.5 and N is known to each node. Due to the
choice of p = k−ǫN , the k-th smallest element in x is estimated
by achieving ωn(i) = θp for all n, as i → ∞. We evaluate
mean-squared error for convergence of the estimation by the
following metric:
1
N
E
[∥∥ω(i)− θp1∥∥2], i ≥ 0, (22)
where 1N is due to normalization and E [·] can be approxi-
mated by ensemble averaging over 200 realizations. According
to Assumption 1, we can set τ1 = 1 and τ2 = 0.505. We begin
with α0 = 1 and η0 = 0.5/dmax for α(i) and η(i) respectively,
where dmax denotes the maximum degree in graph network.
A. Distributed Quantile Estimation
Given the sensor network N = 50 and measurement
data x, suppose that p = 0.99 is selected with k = 50
and ε = 0.5. Then the distributed algorithm (12) estimates
max(x1, . . . , xN ), as i → ∞. Fig. 3 shows that all the
states converge toward θp=0.99 = 0.98, which is the maxi-
mum value of uniform x in the presence of communication
noise. Similarly, one can estimate the minimum by setting
p = 1−0.550 = 0.01. More generally, the k-th smallest element
can be estimated by setting p = k−0.5N .
The algorithm (12) is evaluated for different noise variances
σ2ξ with the metric (22). In Fig. 4, the quantile θ0.89 of
uniform data was tested. One can see that the estimated states
converge toward the true quantile. Fig. 5 shows the squared
error convergence. We use the following metric, since there is
no randomness in the absence of communication noise.
1
N
‖ω(i)− θp1‖2, i ≥ 0. (23)
One can see that the sequence converges to the true quantile
where we experimented with θ0.01, θ0.49, and θ0.89. Note
that the θ0.01 and θ0.49 are the minimum and median of x
respectively. The initial trajectories in Fig. 5 depends on the
sensor network structure and the measurement data contained
at each node.
B. Applications
Outlier Identification and Trimmed Mean: As an application,
our algorithm can be used to determine whether individual
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tiles in the absence of communication noise.
node measures an outlier value or not. One can judge that
larger (or smaller) value than a quantile (e.g., 0.9 or 0.1) is
assumed to be outliers. This can be used for robust average
consensus, as the estimated mean is not biased by erroneous
outliers. Removing outliers is often useful when there exist
malicious sensor measurements. If it is identified that the
measurement at node n is an outlier, then the node by itself
is not averaged with neighboring nodes so that the outliers
can be removed when the global average is estimated. An
extended application would be the trimmed mean. We often
want to average sensor measurements only within the range
of a% ∼ b% where 0 < a < b < 100. θa/100 and θb/100 can
be estimated by our algorithm and then individual node can
be identified whether they are within the range or not. Then,
the trimmed mean is obtained by the average consensus [1],
[3] only with the nodes in [θa/100, θb/100].
Median Estimation: A useful metric to measure centrality of
sensor measurement data is median. When there are outliers or
when the data distribution is skewed, median can be used for
a centrality measure of the data. When the data size N(≥ 2)
6is even, the median can be defined as a value between x0.5N
and x0.5N+1. By setting p = 0.5 − ε/N , the algorithm (12)
estimates x0.5N , and similarly x0.5N+1. When N is odd, the
median θp = x⌈0.5N⌉ is estimated by setting p =
⌈0.5N⌉−ε
N
where 0 < ε < 1.
Maximum and Minimum Estimation: We showed some
experimental results of maximum value estimation for the uni-
form and log-normal data in Fig. 3. Minimum value estimation
can be obtained similarly by setting p = 1−εN where 0 < ε < 1.
VIII. CONCLUSION
We have shown a consensus-based distributed quantile es-
timation algorithm using empirical CDF with limited size of
measurement data. States of a quantile estimation are recur-
sively updated by the combination of local update and averag-
ing steps in the presence of communication noise. We analyzed
convergence behaviors of the algorithm based on mixed-time
scale stochastic approximation where the averaging time scale
dominates the local update time scale. The estimated state
sequence is asymptotically unbiased and converges toward
the true quantile in mean-square sense. We demonstrated the
performance of algorithm with numerical experiments. Finally,
potential applications by using our algorithm were discussed.
Maximum, minimum, median, k-th smallest element selection
out of N elements, outliers identification, and trimmed mean
can be obtained in fully distributed sensor networks.
APPENDIX A
PROOF FOR LEMMA 2
Recall the distributed quantile estimation algorithm (12).
Multiplying both sides of (12) by 1N 1
T results in
ωavg(i+ 1) = ωavg(i) − α(i)yavg(i) − η(i)ξavg(i) (24)
where ξavg(i) ,
1
N 1
T ξ(i) and from (10)
|yavg(i)| ,
∣∣∣∣ 1N 1Ty(i)
∣∣∣∣ = ∣∣∣∣ 1N
N∑
n=1
u(ωn(i)− xn)− p
∣∣∣∣ ≤ 1. (25)
After iterating over i, we have the following stochastic differ-
ence equation:
ωavg(i+ 1) = ωavg(0)−
i∑
j=0
α(j)yavg(j) −
i∑
j=0
η(j)ξavg(j). (26)
By taking E [·] on both sides of (26), and due to the inequality
of (25), we can obtain
E
[
ωavg(i) − θp
] ≤ ωavg(0)− θp + i−1∑
j=0
α(j), (27)
where the last term of (26) was canceled because E
[
ξavg(i)
]
=
0 for all i. There exists a decreasing sequence η(i) in the
form of (16) such that lim supi→∞ η(i)
∑i−1
j=0 α(j) = 0.
For example, when η(i) = 1(i+1)τ2 and α(i) =
1
(i+1) for
τ1 = 1 and 0.5 < τ2 < 1, there exists
1
(i+1)τ2
∑i−1
j=0
1
j+1 <
1
(i+1)τ2
∑i−1
j=0
1
(j+1)
(i+1)ǫ
(j+1)ǫ =
1
(i+1)τ2−ǫ
∑i−1
j=0
1
(j+1)1+ǫ for all
i > 1 and 0 < ǫ < 1− τ2 < 0.5. By Assumption 1, we have
lim
i→∞
1
(i+ 1)τ2−ǫ
= 0, lim
i→∞
i−1∑
j=0
1
(j + 1)1+ǫ
<∞. (28)
Then we can obtain lim supi→∞ η(i)
∑i−1
j=0 α(j) = 0 for τ1 =
1 and 0 < ǫ < 1− τ2 < 0.5. Therefore, Lemma 2 is proved.
APPENDIX B
PROOF FOR THEOREM 1
It is shown that ‖E[ω(i)]−θp1‖ converges to 0, as i→∞.
Recall that L · 1 = 0. By subtracting θp1 on both sides of
(12), it can be rewritten as
ω(i+ 1)− θp1 =
(
I− η(i)L)(ω(i)− θp1)
− α(i)(I− η(i)L)y(i)− η(i)ξ(i). (29)
Define a rank-1 matrix
G ,
1
N
11
T
. (30)
The average of ω(i) at i can be expressed as
z(i) , Gω(i) = ωavg(i)1. (31)
With z(i)− θp1 = G
(
ω(i)− θp1
)
, (29) can be rewritten as
ω(i+ 1)− θp1 =
(
I− η(i)R
)(
ω(i)− θp1
)
− α(i)
(
I− η(i)L
)
y(i)− η(i)ξ(i) + η(i)(z(i) − θp1), (32)
where R , L +G. Taking E [·] on both sides of (32) leads
to
E
[
ω(i+ 1)
]− θp1 = (I− η(i)R)(E[ω(i)]− θp1)
− α(i)
(
I− η(i)L
)
E
[
y(i)
]
+ η(i)
(
E
[
z(i)
]− θp1), (33)
where the zero-mean random noise vector ξ(i) was canceled
due to the expectation. The smallest eigenvalue of Laplacian
matrix L is equal to zero, and ‖I − η(i)L‖ = 1 for all i.
Taking ‖·‖ of both sides of (33), by triangle inequality and the
property ‖Ab‖ ≤ ‖A‖‖b‖ whereA ∈ RN×N and b ∈ RN×1,
we have∥∥∥E[ω(i+ 1)]− θp1∥∥∥ ≤ ∥∥∥I− η(i)R∥∥∥∥∥∥E[ω(i)] − θp1∥∥∥
+ α(i)
∥∥∥E[y(i)]∥∥∥+ η(i)∥∥∥E[z(i)] − θp1∥∥∥. (34)∥∥I− η(i)R∥∥ indicates spectral radius which is the maximum
eigenvalue of matrix I − η(i)R. For sufficiently large i, we
have the following inequality:∥∥I− η(i)R∥∥ = 1− η(i)λmin(R) < 1 (35)
where λmin(R) = λmin(L + G) = min {λ2(L), 1}. Note
that eigenvalues of rank-1 matrix G are 1, 0, . . . , 0 and the
eigenvalues of L are 0 < λ2(L) < · · · < λN (L). Also, there
is a common eigenvector 1 for L and G. In other words,(
L + G
)
1 = 1. If λ2(L) < 1, then λmin(L + G) = λ2(L).
Otherwise, λmin(L+G) = 1.
We simplify the notation and define λ , λmin(R). By
substituting (35) to (34) and iterating over i− 1, we obtain∥∥∥E[ω(i)]− θp1∥∥∥ ≤ i−1∏
k=0
(
1− η(k)λ
)∥∥∥ω(0)− θp1∥∥∥
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)λ
)]
α(k)
∥∥∥E[y(k)]∥∥∥
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)λ
)]
η(k)
∥∥∥E[z(k)]− θp1∥∥∥. (36)
We use the property 1 − z ≤ e−z for 0 ≤ z ≤ 1. For
sufficiently large k ≥ i0 there exists positive η(k)λ ≤ 1. Under
Assumption 1, the first term of RHS in (36) goes to zero:
7lim
i→∞
i−1∏
k=i0
(
1− η(k)λ
)
≤ lim
i→∞
e
−λ
∑i−1
k=i0
η(k)
= 0. (37)
Since the elements of y(k) in (36) are bounded (i.e., −1 ≤
yn(k) ≤ 1) for all k and n with the step function u(·) and p
defined in (10), we have
∥∥E[y(k)]∥∥ ≤ √N . The second term
of RHS in (36) has the following inequality:
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)λ
)]
α(k)
∥∥∥E[y(k)]∥∥∥
≤
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)λ
)]
α(k)
√
N. (38)
Thus, we find that the second term of RHS in (36) falls onto
the case of (18) in Lemma 1 where the numerators a1 = η(1)λ
and a2 = α(0)
√
N of r1(i) and r2(i) in (17), respectively.
Under Assumption 1, α(k) decreases faster than η(l) i.e. τ2 <
τ1. Then, by Lemma 1, RHS of (38) goes to zero as i→∞.
The third term of RHS in (36) also goes to zero as i→∞:
lim
i→∞
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)λ
)]
η(k)
∥∥∥E[z(k)] − θp1∥∥∥ = 0. (39)
Similarly with (37), limi→∞
∏i−1
l=k+1
(
1 − η(l)λ
)
= 0 for
small k. In the case of large k, by Lemma 2,
lim
k→∞
η(k)
∥∥∥E[z(k)] − θp1∥∥∥ = 0. (40)
Therefore, Theorem 1 follows since limi→∞
∥∥∥E[ω(i)]−θp1∥∥∥ =
0 in (36).
APPENDIX C
PROOF FOR THEOREM 2
We begin with (32). Recall the properties
∥∥I− η(i)L∥∥ = 1
and ‖Ab‖2 ≤ ‖A‖2‖b‖2 where A ∈ RN×N and b ∈ RN×1.
From (32) we have∥∥∥ω(i+ 1) − θp1∥∥∥2 ≤ ∥∥∥I− η(i)R∥∥∥2∥∥∥ω(i)− θp1∥∥∥2
+ α2(i)
∥∥y(i)∥∥2 + η2(i)∥∥ξ(i)∥∥2 + η2(i)∥∥∥z(i)− θp1∥∥∥2
− 2α(i)
[(
I− η(i)R
)(
ω(i)− θp1
)]T(
I− η(i)L
)
y(i)
+ 2η(i)
[(
I− η(i)R
)(
ω(i)− θp1
)]T(
z(i) − θp1
)
− 2α(i)η(i)
[(
I− η(i)L
)
y(i)
]T(
z(i)− θp1
)
− 2η(i)
[(
I− η(i)R
)(
ω(i)− θp1
)]T
ξ(i)
+ 2α(i)η(i)
[(
I− η(i)L
)
y(i)
]T
ξ(i)
− 2η2(i)
(
z(i) − θp1
)T
ξ(i). (41)
Due to Cauchy-Schwarz inequality and x ≤ 1 + x2 for any
x ∈ R, the fifth term of (41) can be rewritten as
− 2α(i)
[(
I− η(i)R
)(
ω(i)− θp1
)]T(
I− η(i)L
)
y(i)
≤ 2α(i)
∥∥∥I− η(i)R∥∥∥∥∥∥ω(i)− θp1∥∥∥∥∥∥y(i)∥∥∥
≤ 2α(i)
[
1 +
∥∥∥I− η(i)R∥∥∥2∥∥∥ω(i)− θp1∥∥∥2]∥∥∥y(i)∥∥∥. (42)
Similarly the sixth and seventh terms, respectively, can be
rewritten as
2η(i)
[(
I− η(i)R
)(
ω(i)− θp1
)]T(
z(i) − θp1
)
≤ 2η(i)
∥∥∥I− η(i)R∥∥∥∥∥∥ω(i)− θp1∥∥∥∥∥∥z(i) − θp1∥∥∥
≤ 2η(i)
[
1 +
∥∥∥I− η(i)R∥∥∥2∥∥∥ω(i)− θp1∥∥∥2]∥∥∥z(i)− θp1∥∥∥ (43)
and
−2α(i)η(i)
[(
I−η(i)L
)
y(i)
]T(
z(i) − θp1
)
≤ 2α(i)η(i)∥∥y(i)∥∥∥∥z(i) − θp1∥∥. (44)
Substituting (42), (43), and (44) into (41) and taking E[·] on
both sides of (41), we obtain
E
[∥∥∥ω(i+ 1)− θp1∥∥∥2] ≤ ∥∥∥I− η(i)R∥∥∥2E[∥∥ω(i)− θp1∥∥2]
+ α2(i)E
[∥∥y(i)∥∥2]+ η2(i)E[∥∥ξ(i)∥∥2]
+ η2(i)E
[∥∥z(i) − θp1∥∥2]+ 2α(i)E[∥∥y(i)∥∥]
+ 2η(i)E
[∥∥z(i) − θp1∥∥]
+ 2α(i)
∥∥∥I− η(i)R∥∥∥2E[∥∥ω(i)− θp1∥∥2∥∥y(i)∥∥]
+ 2η(i)
∥∥∥I− η(i)R∥∥∥2E[∥∥ω(i)− θp1∥∥2∥∥z(i)− θp1∥∥]
+ 2α(i)η(i)E
[∥∥y(i)∥∥∥∥z(i)− θp1∥∥]
≤
(
1 + 2α(i)E
[∥∥y(i)∥∥]+ 2η(i)E[∥∥z(i)− θp1∥∥])
·
∥∥∥I− η(i)R∥∥∥2E[∥∥ω(i)− θp1∥∥2]
+ α2(i)E
[∥∥y(i)∥∥2]+ η2(i)E[∥∥ξ(i)∥∥2]
+ η2(i)E
[∥∥z(i) − θp1∥∥2]+ 2α(i)E[∥∥y(i)∥∥]
+ 2η(i)E
[∥∥z(i) − θp1∥∥]+ 2α(i)η(i)E[∥∥y(i)∥∥∥∥z(i) − θp1∥∥]
≤
(
1 + 2α(i)
√
N + 2η(i)E
[∥∥z(i)− θp1∥∥])
·
∥∥∥I− η(i)R∥∥∥2E[∥∥ω(i)− θp1∥∥2]
+ α(i)
(
α(i)N + 2
√
N
)
+ η2(i)Nσ2ξ
+ η2(i)E
[∥∥z(i) − θp1∥∥2]+ 2η(i)E[∥∥z(i) − θp1∥∥]
+ 2α(i)η(i)
√
NE
[∥∥z(i)− θp1∥∥], (45)
where the last inequality is due to
∥∥y(i)∥∥ ≤ √N for all i and
σ2ξ denotes noise variance that is bounded as
σ
2
ξ = sup
i
E
[∥∥ξ(i)∥∥2] ≤ Ndmax sup
n,l,i
E
[
ξ
2
nl(i)
]
<∞ (46)
for 1 ≤ n, l ≤ N , i ≥ 0, and the maximum degree dmax of
network.
Recall (35) and
(
1−η(k)λ)2 ≤ 1−η(k)λ. Let γ(i) , 2α(i)√N+
2η(i)E
[∥∥z(i) − θp1∥∥] in (45). After recursions of (45) from 0 up
to i− 1, we have
8E
[∥∥∥ω(i) − θp1∥∥∥2
]
≤
i−1∏
k=0
(
1 + γ(k)
)(
1− η(k)λ
)∥∥
ω(0) − θp1
∥∥2
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1 + γ(l)
)(
1− η(l)λ
)]
α(k)
(
α(k)N + 2
√
N
)
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1 + γ(l)
)(
1− η(l)λ
)]
η2(k)Nσ2ξ
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1 + γ(l)
)(
1− η(l)λ
)]
η2(k)E
[∥∥z(k)− θp1∥∥2]
+ 2
i−1∑
k=0
[
i−1∏
l=k+1
(
1 + γ(l)
)(
1− η(l)λ
)]
η(k)E
[∥∥z(k)− θp1∥∥]
+ 2
i−1∑
k=0
[
i−1∏
l=k+1
(
1 + γ(l)
)(
1− η(l)λ
)]
α(k)η(k)
√
N
·E
[∥∥z(k)− θp1∥∥] (47)
For sufficiently large k there exists a positive constant c1:(
1 + γ(k)
)(
1− η(k)λ
)
≤ 1− η(k)c1 < 1. (48)
Substituting (48) into (47), we can rewrite (47) as
E
[∥∥ω(i)− θp1∥∥2] ≤ i−1∏
k=0
(
1− η(k)c1
)∥∥ω(0) − θp1∥∥2
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)c1
)]
α(k)
(
α(k)N + 2
√
N
)
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)c1
)]
η
2(k)Nσ2ξ
+
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)c1
)]
η
2(k)E
[∥∥z(k)− θp1∥∥2]
+ 2
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)c1
)]
η(k)E
[∥∥z(k) − θp1∥∥]
+ 2
i−1∑
k=0
[
i−1∏
l=k+1
(
1− η(l)c1
)]
α(k)η(k)
√
NE
[∥∥z(k)− θp1∥∥].
(49)
The first term of RHS in (49) converges to zero as i → ∞
by (37). The second, third, fourth, and sixth terms of RHS
in (49) fall onto the case of δ1 < δ2 in Lemma 1, and they
go to zero. The fifth term of RHS in (49) also goes to zero,
similarly with (39), therefore proving (21).
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