Phenanthrene, a PAH with three fused benzene rings, is usually used as a model for the study on PAHs. During 4 days, 166 male mice were equally and randomly divided into two groups. One group was given vehicle-corn oil by oral gavage, the other was given phenanthrene at a dose of 450 milligrams per kilogram per day. In this study, in order to predict mice's phenanthrene poisoning by virtue of blood analysis indices, a new machine learning approach was put forward, which was based on an improved binary mothflame optimizer combined with extreme learning machine. The results of the experiment have manifested that the blood analysis indices of the control and phenanthrene groups were significantly different (p < 0.5). The most important correlated indices including serum alanine aminotransferase (ALT), gamma-glutamyl transferase (GGT), plateletcrit (PCT) and red blood cell distribution width-standard deviation (RDW-SD) were screened through feature selection. The classification results demonstrated that the proposed method can achieve 93.38% accuracy and 98.33% specificity. Promisingly, there is a new and accurate way to detect the status of phenanthrene poisoning expectably.
I. INTRODUCTION
Polycyclic aromatic hydrocarbons (PAHs), containing two or more fused aromatic rings, are a common source of contamination in the environment [1] - [3] . Early in 1976, the United States Environmental Protection Agency (US EPA) listed 16 PAHs as priority pollutants due to their potential risk to human's health [4] , [5] . Phenanthrene, a PAH with three fused benzene rings, is usually used as a model for the study on PAHs [6] - [8] . As an important component of PAHs, phenanthrene accounted for 24% of the total PAHs [9] The maximum concentration investigated among The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Babu Thanikanti. 16 PAHs compounds of PM2.5 in ambient air of Tehran, Iran [10] was correlated with phenanthrene. Although the evidence to assess the carcinogenicity and mutagenicity of phenanthrene is inadequate, the concern regarding the developmental toxicity of phenanthrene has increased in recent years such as the CYP1A induction and oxidative stress [11] , impairment of steroid biosynthesis [12] and macromolecular synthesis [13] . Chen et al. [14] showed that the toxicity of phenanthrene increased significantly with the decrease of pH. Zhang et al. [15] showed that glutathione was proposed as a potential useful biomarker for toxic risk assessment of environmental pollutant phenanthrene in clam Venerupis philippinarum, while some biomarkers were set to evaluate the levels of phenanthrene toxicity on earthworm (called Eisenia fetida) [16] and African catfish (named Clariasgariepinus) [17] , [18] .
Most of these laboratorial toxicity tests and risk assessments have focused on biomarkers obtained from less than ten organisms per group, rather than vast quantities of data samples. Meanwhile, significant data processing efforts are required to ensure high data quality, thus, machine learning techniques are advisable. Aquilina et al. [19] developed a machine learning model and compared it with a linear regression approach to predict personal exposure to benzene, which showed a high variability in performance that can correctly classify greater than 90 percentile concentrations. Some recent studies have found that an appropriate selection of machine learning algorithms can improve the environmental pollutant estimation, such as random forest approach, fine particulate matter (PM2.5) [20] , [21] , ambient ozone levels [22] and groundwater nitrate pollution [23] . Castillo-Garit et al. [24] used four machine learning techniques, including k-nearest neighbors, support vector machine, classification trees and artificial neural networks, to predict modes of toxic action of phenols on Tetrahymena pyriformis, whose overall accuracy values are between 95.9% and 97.7%. As can be seen from the literature, although several machine learning models have been tried to predict the toxicity assessment of environmental pollutant, the research on phenanthrene poisoning in animals or humans is barely little.
In this work, we developed a novel hybrid machine learning technique, namely, swarm intelligence enhanced extreme learning machine (ELM) [25] to predict the phenanthrene poisoning. It should be noted that the improved binary mothflame optimization algorithm (MFO) [26] enhanced ELM classifier (IMFO-ELM) was adopted to identify phenanthrene poisoning status in mice for the first time. The obtained experimental results and comparative simulations results demonstrated the superiority of the proposed hybrid approach. It can be found that the IMFO-ELM approach was excellent for measuring the important indicators that can distinguish phenanthrene exposed mice from normal control mice. For comparison, the proposed IMFO-ELM has been compared with traditional ELM, back propagation neural network (BP), random forest algorithm (RF), classification-and-regression tree (CART) and the adaptive boosting algorithm (Adaboost) based on four classification indexes, including accuracy, sensitivity, specificity and Matthews correlation coefficients (MCC). Moreover, other two swarm intelligence algorithms-based ELM approaches have been employed to evaluate the performance of the developed IMFO according to the fitness value within the whole iteration. The experimental results indicated that the developed IMFO-ELM can achieve higher predicted results.
In conclusion, the main contributions of this work are listed as follows: (1) developed an efficient auxiliary tool for phenanthrene poisoning diagnosis in mice only using blood samples; (2) proposed a promising hybrid model and discovered the potential of ELM with the help of the improved MFO approach; (3) used the IMFO feature selection approach to effectively identify the most important features.
II. MATERIALS AND METHODS

A. CHEMICALS AND ANIMALS
The purity of phenanthrene was higher than 98%, which was produced by Sigma-Aldrich (St. Louis, Missouri, USA). With the weight between 25 and 28 grams, 166 ICR male mice were from Laboratory Animal Centre of Wenzhou Medical University. These mice were kept in the circumstance all the time, of which the temperature was 23±3 • C, the diets were proper, the water was enough, and with a 12-hour light/dark cycle (light: 07:00-19:00 h, dark: 19:00-07:00 h). All experimental procedures were performed in line with the Institutional Animal Care's guidelines and confirmed by the Administration Committee of Experimental Animals, Laboratory Animal Center, Wenzhou Medical University ethically.
B. TREATMENT OF ANIMALS
With the weight between 25 and 28 grams, 166 male ICR mice were divided averagely and randomly into two groups so that each group had 83 mice. The phenanthrene group's mice were dosed daily with phenanthrene which was dissolved in corn oil at 450 milligrams per kilogram per day for 4 days by virtue of oral gavage. Instead, the normal one was dosed daily with an equivalent volume of corn oil. After the last administration for 24 hours, all the mice were sacrificed. We collected the blood samples in order to measure biochemical analysis and blood routine test (BRT). 2 mice of the phenanthrene group were died in this study. In 10% neutral phosphate buffer formaldehyde solution with hematoxylin-eosin staining, through fast dissection, cutting and fixation of liver tissues, histologic analysis of hematoxylin-eosin staining was performed.
C. LIST OF THE FEATURES
36 blood indices were used as illustrated in Table 1 .
D. DATA ANALYSIS SPSS 17 software was used to perform statistical analysis. In order to unveil the differences between two groups statistically, One-Way ANOVA test was used to analyze the blood and biochemical indexes. And only the p-values which were smaller than 0.05 were regarded significantly to give directions in all analyses.
III. METHODS
83 normal control mice and 81 phenanthrene exposed mice were the sources of the blood data samples. Each sample includes 36 blood properties. Figure 1 introduces the prediction framework of the method developed in this paper. The whole procedure has been divided into three parts. First part: standardize the blood data and select the important indicators by IMFO approach. Second part: assess the feature importance by ELM model with the aid of the IMFO feature selection. Third part: integrate the optimal feature subset with ELM to predict the new samples.
A. FEATURE SELECTION BY IMPROVED MOTH-FLAME OPTIMIZER (IMFO)
This study constructed a hybrid IMFO-ELM system by combining IMFO approach with ELM model. The binary IMFO approach was utilized as a feature selection tool to filter the important feature subset and the ELM model was used to evaluate the feature subset. MFO is a novel metaheuristic algorithm introduced by Mirjalili [26] . Since its introduction, it has found its applications in many scenarios [27] - [31] . Like any other nature inspired optimization algorithms [32] - [39] , MFO has its unique characteristic that mimics the behavior of moth population in the presence of artificial light sources (or flames) [40] , [41] . Moths and flames are all solutions, which are expressed as matrix M and F, respectively. The remarkable difference between moths and flames is that moths are actual search agents while flames are the best solutions attained by the moth group. The fitness values of flame population and moth group are stored in OF and OM array separately. The logarithmic spiral mathematically modeling the spiral movement of moths is calculated as follows,
Here, q is a constant, which controls the spiral structure of MFO algorithm. t ∈ [−1, 1] is a random number. D ij = F j − M i represents the distance from the i − th moth to the j − th flame where M i represents the i − th moth.The amount of flames is decreased adaptively as follows,
where g denotes the current iteration number, G represents the maximum number of generations, and N is the number of moth individuals. It is worth noticing that the feature selection technique is considered as a binary optimization problem. In the discrete binary space, solutions are restricted to two numbers (''0'' and ''1''). For tackling the feature selection problem, an improved binary version based on MFO algorithm was proposed. A solution is expressed as a d-dimensional vector in this study, where d is the number of attributes of the dataset. In addition, value ''1'' shows that the corresponding attribute in d-dimensional sample is selected; otherwise, the attribute is not selected. The updating equation such as Eq. (1) has been proved useless in tackling the binary optimization tasks since there are only two values in solutions. In order to overcome the above problem, the random mutation operator and crossover operator were adopted to update the solutions as shown in Eq. (3) and Eq. (4),
where MU and CU are random mutation operator and crossover operator, respectively. Examples of these two procedures are illustrated in Figure 2 .
The general procedure of IMFO is as follows:
The computational complexity of IMFO mainly depends on the dimension of samples (d), the maximum number of iterations (G) and the population size of moths (N ). Considering the worst case in the IMFO, the complexity of the sorting mechanism is O(G * N 2 ). The position updating of moth population is O(G * N * d). Hence, the overall computational complexity can be given as O(IMFO) = O(G * (N 2 + N * d)).
B. CLASSIFICATION BASED ON ELM
The typical ELM proposed by Huang et al. [25] is a threelayer neural network model. The input layer, the hidden layer and the output layer are the first, the second and the third layer neural network, respectively.
A single-hidden-layer feed forward neural networks (H hidden nodes, f (·) activation function) can approximate these P samples with no error, which is 
where b i indicates the bias of the i-th hidden nodes, and wh i is the weight of factors between i-th hidden neuron and the input layer. Under the regulation of the Moor-Penrose (MP) generalized inverse, the output weight w is formulated as follows,
The stability and generalization performance of ELM can be attained with a greatly learning speed through the use of the MP generalized inverse technique.
C. PROPOSED IMFO-ELM
To derive the full value of the hybrid system, IMFO was applied to select the optimal feature subset for ELM. In other words, after capturing the optimal features, ELM was chosen to perform the classification tasks. The ten major steps of the proposed IMFO-ELM method are as follows:
• Step 1: Initialize the input parameters for IMFO (the population size, the boundary of the search space, the generation counter, and the maximum number of iterations).
• Step 2: Initialize a randomly binary population of moths. • Step 3: Obtain the feature subset by using moth positions ('1': the feature is selected, '0': the feature is not selected).
Procedure of IMFO
Initialize a set of binary moths (X , i = 1 . . . N ); While g < G Calculate the fitness with selected feature subset for each moth;
End If
Update Flame no using Eq. (2);
End for
Update the optimal position Fbest; End while End • Step 4: Calculate the fitness value for each moth with the selected feature subset as follows,
where τ represents the classification error rate of the ELM, |d| determines the feature number of the data samples, and |R| indicates the total number of the selected indicators. In addition, ∂ and β are two weights for measuring the importance of classification error rate and the length of selected characteristics. In this paper, we set ∂ = 0.99 and β = 0.01, these values were commonly used in many works [42] , [43] .
• [44] and grey wolf optimization algorithm [45] (GWO) were also implemented to assess the performance of the feature selection method using IMFO. The blood samples were scaled into the bound of [−1, 1] before building the prediction model. For fair comparison, all the implementations were performed under the same simulation environment. G and N were set as 50 and 20, respectively. Other parameters in MFO, SCA and GWO were set as those used in the original references [26] , [45] . To make an unbiased and objective results, the classification performance was assessed using the 10-fold cross validation (CV) analysis. Furthermore, to assess the performance of the IMFO-ELM, four commonly used evaluation criteria [41] including specificity, sensitivity, classification accuracy (ACC) and matthews correlation coefficients (MCC) were employed.
IV. RESULTS AND CONCLUSION
A. BENCHMARK FUNCTION VALIDATION Figure 3 shows the transformation in collagen and tissue structure. Mouse hepatocytes treated with phenanthrene showed severe cell degeneration, such as cell swelling. Nevertheless, in the control group, only normal hepatocytes, central veins and a bit of collagen fibers were observed. The two groups were given corn oil (control) or phenanthrene (450 mg/kg) orally once a day for 4 days. The arrows above point out the swelling in the cells of the treated mice.
The blood parameters of the control group and the phenanthrene group were shown in Table 2 . Compared with the control group, the levels of ALT, ALT/AST, ALP, DBIL and TP in phenanthrene treated mice were significantly higher (P < 0.05), suggesting that phenanthrene could induce hepatocyte injury.
Previous works reported that the hidden neurons had an effect on the performance of the ELM. Hence, the influence of the number of hidden nodes was studied during the following experiment. To identify the optimal hidden neurons' number of ELM, four evaluation criteria were analyzed. Figure 4 indicates the ACC, AUC, sensitivity and specificity results with different numbers of hidden layer nodes. The number of 17 hidden nodes has achieved the highest validation indexes according to the observation, and thus the number of 17 hidden neurons was selected for constructing the ELM model in the follow-up experiments. Table 3 presents the classification results of the IMFO-ELM model. As seen from the table, the developed hybrid technique is well capable of searching for the first-rank combination of the important indictors in the training data, then these optimal features are utilized as inputs to construct the optimal forecasting model for the purpose of effective prediction purpose. The results demonstrated that the IMFO-ELM can offer 93.98% ACC, 89.15% sensitivity, 98.33% specificity and 0.8758 MCC.
To verify the effect of the feature selection and the effectiveness of the proposed IMFO-ELM technique, the proposed method was compared with the ELM model without feature selection, RF, Adaboost, BP and CART. The comparative results of the 6 classifiers are shown in Figure 5 . As shown, the proposed IMFO-ELM method with feature selection is superior to the original ELM method without feature selection. It can be drawn from simulate experimental results above that IMFO-ELM can be seen as the most effective model in dealing with the prediction of phenanthrene poisoning in mice.
The results show that the Std. (standard deviation) of the proposed hybrid system was superior to the original ELM method without feature selection in terms of ACC, sensitivity, specificity and MCC. It means that feature selection method has improved the ELM for greater stability to some degree. In addition, IMFO-ELM model was superior to other four well-known classifiers in terms of three evaluation metrics (ACC, Specificity and MCC). In other words, the performance of IMFO-ELM was greatly enhanced with the aid of IMFO for performing the feature selection task. Four indices including ALT, GGT, PCT and SD were the most frequent features appeared in ten selected feature subsets over the course of feature selection as shown in Figure 6 . These results suggest that the proposed IMFO approach has the capability of distinguishing the most important features from the original experimental data. It also indicates that there are some redundant and irrelevant information in the dataset.
The performance of IMFO-ELM, the original MFO-ELM, SCA-ELM and the GWO-ELM on four indicators are depicted in Figure 7 for validating the effectiveness of the proposed feature selection technique. Through these figures, we can see that IMFO-ELM outperformed the other two competitors with feature selection on the basis of sensitivity, ACC, specificity and MCC using 10-fold CV analysis. At the same time, IMFO-ELM can produce the smallest Std. among four methods. Results of the model for test have indicated that the developed system can obtain more reliable results with the help of IMFO. Figure 8 shows the evolutionary curves of the developed IMFO-ELM, the original MFO-ELM, SCA-ELM and GWO-ELM. From the graph, we can see that four fitness curves with feature selection are gradually decreased from g = 1 to g = 50. In terms of the fitness curves, we can see that the original MFO-ELM, SCA-ELM and the GWO-ELM were converged to the suboptimal solution very quickly, which indicated that these algorithms were easily trapped into the local optimum through an entire search process. In addition, the experimental results showed that the proposed IMFO-ELM has gained much lower fitness values than other two models, then the GWO-ELM, SCA-ELM and the MFO-ELM, which confirmed that the IMFO-ELM method can greatly improve the solution performance significantly. It can be concluded from this experiment that the potential of the ELM can be boosted extensively via IMFO method for feature selection.
Avg. and Std. represents the average value and standard deviation of the 10-fold CV results.
V. DISCUSSION
Phenanthrene is one of the major PAHs with carcinogenicity, mutagenicity and toxicity [46] , [47] . As far as we know, our study is of the first attempt to apply the IMFO-ELM method to evaluate phenanthrene poisoning in mice according to blood indexes. As can be seen from Table 3 , IMFO-ELM approach achieved the highest classification accuracy (93.38%). The feature selection results show that ALT, GGT, PCT and SD are very important for the prediction of phenanthrene poisoning in mice.
As a commonly used biochemical marker for acute liver injury in clinical practice, ALT and GGT levels in serum were increased when the permeability of liver cell membrane was increased and the structural integrity of liver cells was damaged [48] . Li et al. [49] showed that carbon tetrachloride exposure can significantly increase serum ALT activity in mice. ALT, a very good indicator of liver damage, catalyzes the transfer of an amino group from an amino acid to α-ketoglutarate. The amino acid is L-alanine and the reaction product is L-glutamate. Because the reactant and product are important for numerous cell processes, ALT has diverse physiological functions aside from its obvious role in amino acid metabolism, and measurement of transaminases was adopted in clinical laboratories. Overall, the specificity of ALT for the liver and availability of a relatively fast method to measure it made it appealing for clinical use.
Another contributor to increased serum ALT levels in some cases is induction of expression. Serum GGT level, as a marker of liver disease starts in the 1960s, has been extensively used as an indicator of liver dysfunction and as a marker of alcohol intake. Whitfield [50] reported that alcohol could increase tissue expression and serum levels of GGT. GGT mainly comes from the liver, so it is often considered as a liver function test. In non-diabetic subjects, some studies implied that GGT may be a better predictor of type 2 diabetes than ALT [51] , [52] . Liu et al. [53] found that serum ALT and GGT levels were positively correlated with total cholesterol and low density lipoprotein (LDL) cholesterol. GGT levels also have something to do with triglycerides.
The platelet parameter such as PCT has been used for the diagnosis of inflammation. Hou et al. [54] confirmed that elevated S100A12 gene expression in patients with bacterial pneumonia was related to PCT. However, diabetes patients with obstructive sleep apnea syndrome (OSAS) had lower PCT than non-OSAS patients (0.20±0.05 vs 0.23±0.04, P = 0.03) [55] . Ma et al. [56] measured the platelet parameter PCT and found it was slightly higher in the epithelial ovarian cancer group than in the benign and healthy groups, but the difference was not significant. In this study, we also found the differences of PCT from mice between the control group and phenanthrene group were insignificant.
As far as we know, SD is a way to measure the range of changes in the number of red blood cells. It is a part of a standard completely blood count, and the significance of SD in the prediction of postoperative pneumonia (Pop) in meningiomas has attracted great attention [57] . Elevated SD values may reflect chronic systemic inflammation and malnutrition. Chen et al. [58] found that Alzheimer disease patients had higher levels of SD, and Li et al. [59] reported that SD of male rats was increased after 80 g/kg oral liquid of Xiaoer Chaigui Tuire Oral Liquid (XCTOL, a popular Chinese herbal formula) were administered for 30 days. SD is often used as an auxiliary diagnostic indicator to determine possible toxic causes.
The feature screening for prediction of phenanthrene poisoning is mainly attributed to the proposed improved MFO algorithm. Several works have been conducted to the issue of MFO for feature selection. Zawbaa et al. [60] used the binary MFO algorithm as a searching strategy to figure out the optimal feature set for k-nearest neighbor classification model. Wang et al. [27] proposed a chaotic MFO strategy to simultaneously perform parameter optimization and feature selection for kernel extreme learning machine. Hassanien et al. [61] used both of MFO and rough sets to search for the most discriminating feature subset maximizing the classification accuracy of the support vector machine (SVM) model. Sayed et al. [62] employed the MFO method as a feature selection algorithm for the SVM classifier optimization to distinguish three kinds of Alzheimer's disease. Sayed and Hassanien [63] also adopted the MFO algorithm to choose the optimal discriminating features of mitosis cells. Kumar and Jaiswal [64] used the binary MFO for feature selection to improve the classification precision rate. Because of the investigation of the feature selection issue using a new random mutation operator and crossover operator for the binary MFO, our research has certain innovation.
What's more, it is also the first time that the improved MFO method has been employed for evaluating the phenanthrene poisoning in mice based on blood indices.
In this study, we found multiple useful indices that can be used for evaluating phenanthrene poisoning, including ALT, GGT, PCT and SD. In addition, based on the IMFO-ELM, we are attempting to build an expert system that can identify phenanthrene poisoning automatically method. However, whether these indices can be used for evaluating phenanthrene poisoning in humans remains to be further determined. To provide higher prediction accuracy, more data samples need to be collected.
