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H. ATTOUCH lipschitziennes qui approche f par valeurs inferieures. Quelques variantes de la methode sont considérées, notamment le cas de noyaux non quadratiques.
PRELIMINARIES
Approximation methods play an important role in nonlinear analysis.
A number of problems in variational analysis and in optimization theory give rise to nonsmooth functions with possibly infinite values defined on finite or infinite dimensional spaces. By using a regularization procedure based on the infimal convolution or epigraphical sum (see [4] ), these problems can be attacked with the help of classical analysis tools. Let us mention in this direction the pioneering works of K. Yosida [25] , H. Brezis [9] , J.-J. Moreau [17] . These authors deal with convex lower semicontinuous functions in Hilbert spaces and with the corresponding subdifferential operators which are maximal monotone. The regularized function is proved to be C1, 1 (continuously differentiable with Lipschitz continuous gradient). Some direct extensions have been recently obtained in [4] for more general kernels than the square of the norm. A difficult problem is to extend these results to the non convex case. A decisive step in this direction has been done recently by J.-M. Lasry and P.-L. Lions in [16] . They were motivated by the study of the Hamilton-Jacobi equations and worked with bounded uniformly continuous functions. In [8] Theorem 2. 6, boundedness and uniform continuity assumptions are removed : the approximation/regularization result is obtained assuming that the absolute value of the function is quadratically majorized. Our [4] ). Given f, two extended real-valued functions, the epigraphical sum (also called inf-convolution) f + g is given by the relation:
In geometrical terms It plays a basic role in optimization and in the study of variational problems mainly because of the relation where for each f*(y)=sup{y,x~-f(x)} is the LegendrexEX Fenchel transform or conjugate of f. Indeed, historically it has been introduced as the dual operation of the classical sum of (convex) functions. Another important feature of this operation is its regularization effect.
Given k : X -~ I~ + a "smoothing kernel" the epigraphical regularization of f is defined by Vol. 10, n° 3-1993. [14] and [15] . The case k~ =1 /2 ~, I ~ . ( ~2 leads to the Moreau-Yosida epigraphical regularization of f (see [2] , [9] , [17] [ 18] summarizes the properties of the Moreau-Yosida approximation in the convex setting (see also [2] , [9] , [19] , [26] [2] for more details). Moreover for every x~dom af, as 03BB ~ 0, where af ° (x) is the element of minimal norm of the closed convex set af(x).
Note that the set convergence of Df03BB to af has been obtained in [2] , Prop. 3 . 56. The above result has been extended in [4] to the case of more general kernels than 11.112.
THE CONVEX UP TO A SQUARE CASE
Our purpose is to extend the class of functions which can be regularized into C ~ ~ 1 functions. One step in this direction has been done for the class of weakly convex or paraconvex functions (see [3] , [6] , [7] , [8] , [23] and [19] for the Yosida approximation of weakly monotone operators). Let us recall and complete these results. DEFINITION Given a weakly convex (resp. weakly concave) function f (resp. g), and given xEdomf (resp. xEdom g), we denote by af (x) (resp. ag (x)) the set of lower (resp. upper) subgradients off (resp. g) in the sense of R. T. Rockafellar (see [22] [6] ). [12] ). This fact is important since it provides a path for a connection with non smooth analysis via extensions of the Attouch's Theorem relating epi convergence of functions and convergence of the graphs of their is said to be asmooth if there exists 03B1~P such that, for each x, z E X and for each t E Io, ~ 3,
We say that a P-convex function f (resp. a a-smooth function g) is Puniformly convex (resp. a-uniformly smooth) if 03B2~B (resp. x E A). For further details about theses classes of functions, the reader may consult [24] , [27] ). The following lemma whose proof is a direct consequence of the definitions, is taken from [5] (Proposition 1.8 and Corollary 1.10).
LEMMA 5 . 1. -Let f E To (X), then f is [i-convex (resp. 03B2-uniformly convex) if and only i,f'f* is 03B2*-smooth (resp. 03B2*-uniformly smooth). . The function u) is the Clarke directional derivative (see [10] ). The subdifferential of f at x is the closed bounded convex subset af (x) whose support function is fO (x; .). Proof. -Let x, u E X. Assume that f (resp. -f) is 03B11-uniformly smooth (resp. 03B12-uniformly smooth). From exactly (a + ( -P))-smooth.
The main result of this section is, (p==B)/* is a-smooth with a (t) _ [i* (t) = 2 (t + 1 ) ln (t + 1 ) -2 t. By using a formula on a conjugate of a difference of convex functions due to J.-B. Hiriart-Urruty [12] , we obtain that An easy computation shows that a E B. Hence (~i -a~* belongs to A and Theorem 5. 7 applies.
