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Abstract
This paper presents, a first of its kind, audio-visual (AV) speech
enhacement challenge in real-noisy settings. A detailed descrip-
tion of the AV challenge, a novel real noisy AV corpus (AS-
PIRE), benchmark speech enhancement task, and baseline per-
formance results are outlined. The latter are based on train-
ing a deep neural architecture on a synthetic mixture of Grid
corpus and ChiME3 noises (consisting of bus, pedestrian, cafe,
and street noises) and testing on the ASPIRE corpus. Subjec-
tive evaluations of five different speech enhancement algorithms
(including SEAGN, spectrum subtraction (SS) , log-minimum
mean-square error (LMMSE), audio-only CochleaNet, and AV
CochleaNet) are presented as baseline results. The aim of the
multi-modal challenge is to provide a timely opportunity for
comprehensive evaluation of novel AV speech enhancement al-
gorithms, using our new benchmark, real-noisy AV corpus and
specified performance metrics. This will promote AV speech
processing research globally, stimulate new ground-breaking
multi-modal approaches, and attract interest from companies,
academics and researchers working in AV speech technologies
and applications. We encourage participants (through a chal-
lenge website sign-up) from both the speech and hearing re-
search communities, to benefit from their complementary ap-
proaches to AV speech in noise processing.
Index Terms: AV Speech Enhancement, Real Noisy ASPIRE
Corpus
1. Introduction
Evaluation of future AV speech enhancement technology re-
quires real-world realistic AV corpora. Although there exist a
number of small well-controlled AV speech corpora, such as
BANCA [1], AVICAR [2], VidTIMIT [3], and Grid [4], but
there is a need for evaluation of multi-modal speech enhance-
ment systems using realistic audiovisual speech data. Specifi-
cally, AV datasets are required in which speakers are speaking
more naturally than in many existing corpora, including conver-
sational speech and imperfect visual data. This is represented
by the speaker moving their head, obscuring their face, and also
different levels of background noise to take account of the Lom-
bard effect (where speakers naturally adjust their speech to take
account of different levels of background noise). To our knowl-
edge, there is no corpus available that contains a sufficient range
of AV speech data, or variety of A and V noises (i.e., acoustic
noise, speaker movement and occlusion, etc.).
ASPIRE, is a first of its kind high quality AV binaural
speech corpus, recorded in real noisy settings such as cafeteria
and restaurant. It is to be noted that, most of the existing AV SE
methods use synthetic mixture of clean speech and noises for
model evaluation. However, the synthetic mixture do not reflect
Table 1: Grid Corpus Sentence Structure
command colour preposition letter digit adverb
bin blue at A-Z 1–9 again
lay green by minus W zero now
place red in please
set white with soon
the real noisy mixtures as speech is often reverberantly mixed
with multiple competing noise background sources. Therefore,
the ASPIRE corpus can be used by speech and machine learn-
ing communities as a benchmark resource to support reliable
evaluation of AV SE technologies.
2. ASPIRE Corpus
2.1. Sentence design
ASPIRE corpus follows the same sentence format as the AV
Grid corpus [4] as shown in Table 1. The six words sen-
tence consists of command, colour, preposition, letter, digit and
adverb. The letter ”w” was excluded because it is the only
multi-syllabic letter. Each speaker produced all combinations
of colour, letter and digit leading to 1000 utterances per talker
in both real noisy settings and acoustically isolated booth. Thus,
each talker recorded 2000 utterances.
2.2. Speaker population
Five speakers (two male and three female) contributed to the
corpus. The speakers age ranged from 23 to 55. All the speak-
ers have spent most of their lives in the United Kingdom and
together encompassed a range of mixed English accents. All
the participants were paid for their contribution. The corpus
consists of total 10000 utterances (5000 recorded in real noisy
settings, 5000 in acoustically isolated booth).
2.3. Collection
The dataset is recorded at the University of Stirling cafeteria and
restaurant during busy lunch times (11.30 to 1.30) as well as in
an acoustically isolated booth. The recording setup is shown in
Figure 2.
• Apple iPad-mini2 was used to record the video at 30
frames per second (fps) and 1080p resolution. It was
placed at an eye level to avoid noise and distraction from
the video apparatus. The distance between iPad and
speaker was 90 centimetres. A collar microphone was
also connected to the iPad.
• The high quality binaural audio from speaker is recorded
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Figure 1: Sample video frames from ASPIRE corpus
Bin Blue F 2 Now
90
 c
m
14
0 
cm
Binaural Microphone Collar Microphone
 Recorder
Video
Recorder
Laptop for
Sentence Prompt
Figure 2: ASPIRE recording setting showing the location
of listener, speaker, audio recorder, video recorder, sentence
prompter and binaural/collar microphone
using Zoom H4n pro recorder at a sampling rate of 44100
Hz and binaural microphone. The listener was wearing
the binaural microphone at an approximate distance of
140 centimetres. The listener and speaker were sitting
opposite to each other on the fixed chairs.
• Speakers were initially trained with a few utterances and
were aware of the purpose of research. Periodic breaks
were given to the speakers during recording to avoid fa-
tigue. Speakers were instructed to read each sentence
correctly without any interruption. Sentences were pre-
sented to the speaker on a laptop in a random order.
Speakers were allowed to repeat the sentence in case the
recording was interrupted or sentence was incorrectly ut-
tered. In addition, the speakers were asked to repeat the
utterance if the listener spotted any mistake. In 2000 ut-
terances per speaker, around 2% and 4% of the utter-
ances were re-recorded in booth and real noisy settings,
respectively.
3. Postprocessing
3.1. Audio postprocessing
The drift between audio and video data was calculated by syn-
chronising the claps. The utterance start and end times were
identified using Gentle (i.e. a forced-aligner built in Kaldi [5]),
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Figure 3: Result of MUSHRA listening test for ASPIRE cor-
pus for the reconstructed speech signal using Spectral Sub-
traction (SS), Linear minimum mean square error (LMMSE),
SEGAN, A-only CochleaNet [6], AV CochleaNet[6]. The ref-
erence MUSHRA score for the unprocessed (Noisy) signal is
included for relative comparison.
speech recorded from the collar microphone, and the transcript.
Finally, all the segmented utterances were manually checked to
correct any additional alignment errors.
3.2. Video postprocessing
The recorded raw videos had some clearly identifiable people
other than the target speaker itself. Therefore, to ensure pri-
vacy, we estimated the speaker area for the first frame using
a segmentation model and then pixelated the non-speaker area
for the complete utterance using the estimated segmentation
mask. This was possible because the speaker had same position
throughout the utterance. Figure 1 shows some sample video
frames from the ASPIRE corpus.
4. Baseline results
4.1. Baseline Speech Enhancement Framework
The challenge uses CochleaNet [6] as a baseline AV speech en-
hancement approach. The CochleaNet contextually exploits the
audio and visual cues, independent of the SNR, to estimate the
spectral mask that is used to selectively suppress and enhance
each time-frequency (T-F) bin. More details are comprehen-
sively presented in [6].
4.2. Training
Benchmark Grid [4] and Chime3 [7] corpora were used for
the training. All 33 speakers with 1000 utterances each were
considered. The sentence format is depicted in Table 1.
The Grid corpus was randomly mixed with the non-stationary
Chime3 noises (consisting of bus, cafeteria, street, and pedes-
trian noises), for SNRs ranging from -12 to 9dB, with a step
size of 3 dB. It is to be noted that the trained model is SNR-
independent i.e. 21000 utterances utterances at all SNRs were
combined for training.
4.3. Testing
MUSHRA-style [8] listening test was used for subjective evalu-
ation. A total of 20 native English speakers with normal-hearing
participated in the listening test. The individual test consists of
20 randomly selected utterances drawn from the ASPIRE cor-
pus. The first two screens were used to train participants, adjust
volume, help participants to get familiarised with the screen and
the task. Participants were asked to score the quality of each
audio sample, on a scale from [0, 100], generated by different
SE models for the same sentence. The range from [80, 100]
is described as excellent, from [60, 80] as good, from [40, 60]
as fair, from [20, 40] as poor, and from [0, 20] as bad. Noisy
speech was included as a reference degraded speech. The time
required to complete each screen was also recorded and used
for removing any outliers. We evaluated five SE models includ-
ing: SEAGN [9], SS [10], LMMSE [11], A-only CochleaNet
and AV CochleaNet [6]. Figure 3 shows a boxplot of listeners
responses in terms of the rank order of systems for the ASPIRE
corpus. Listening test results demonstrate a superior perfor-
mance of AV CochleaNet, over A-only CochleaNet, SEGAN,
spectral subtraction (SS), and log-minimum mean square error
(LMMSE) based SE methods. Results demonstrate that the AV
CochleaNet outperforms all other SE methods, generalizes well
on a real-noisy corpus, and can better deal with the reverbera-
tion caused by multiple competing background sources.
5. Conclusion
The multimodal speech enhancement challenge is aimed at
evaluating the AV speech processing systems in real-world en-
vironments. The benchmark task targets enhancement of AV
binaural speech recorded in real noisy environments such as
cafetaria and restaurants. The full dataset and state-of-the-art
baseline have been made publicly available. A set of challenge
instructions has been designed to enable meaningful compari-
son between benchmark approaches and maximise impact. The
submitted multimodal systems and comparative results will be
published at a forthcoming Interspeech Workshop. The chal-
lenge will also be extended by developing baseline tasks for
Automatic Speech Recognition (ASR) communities.
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