Abstract-High-quality, photorealistic image-based rendering datasets are typically too large to download entirely before viewing, even when compressed. It is more suitable to instead stream the required image data to a remote user who can start interacting with the dataset immediately. This paper presents an interactive light field streaming system and proposes packet scheduling for transmitting the encoded image data in a rate-distortion optimized manner. An interactive light field streaming system must have low user latency. The system presented in this paper predicts the future user viewing trajectory to mitigate the effects of the low-latency constraints. Experimental results show that view prediction can improve performance, and that this improvement is limited by the prediction accuracy. The proposed packet scheduling algorithm considers network conditions and rate-distortion cost, knowledge of sent and received images, and the distortion for a set of images, to optimize the rendered image quality for the remote user. Rate-distortion optimized scheduling can be implemented either at the receiver or the sender. It is shown that this rate-distortion optimized packet scheduling can significantly improve performance over a heuristic scheduling approach. Experimental results also show that the encoding prediction dependency structure affects streaming performance both through the compression efficiency of the encoding and also through any decoding dependencies that may be introduced.
I. INTRODUCTION

F
ROM fly-arounds of automobiles to 360 panoramic views of cities to walk-throughs of houses, 3-D content is increasingly becoming commonplace on the Internet. Current content, however, offers limited mobility around the object or scene, and limited image resolution. To generate high-quality photo-realistic renderings of 3-D objects and scenes, computer graphics has traditionally turned to computationally expensive algorithms such as ray-tracing.
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Digital Object Identifier 10.1109/TMM.2007.893350 rendering complexity. Early examples include 360 panoramas and Apple's Quicktime VR [1] . A light field [2] , [3] is an imagebased rendering dataset that allows for photo-realistic rendering quality, as well as much greater freedom in navigating around the scene or object. To achieve this, light fields rely on a large number of captured images, but only implicit depth information. Earlier work refers to a similar idea called a ray-space representation [4] , [5] . Concentric mosaics [6] are similar to light fields, but they restrict movement to along the horizontal plane, and do not exhibit vertical parallax.
Other IBR techniques use explicit depth information to perform rendering, such as 3-D warping [7] , layered-depth images [8] , [9] , view-dependent texture mapping [10] , [11] , and surface light fields [12] .
In the datasets used in this paper, explicit depth information is used for rendering. The image data are captured by a hemisphere of cameras surrounding an object. This dataset is referred to generically as a light field. In unoccluded free-space, this 4-D dataset is parameterized as a 2-D array of images. Light field rendering allows the user to zoom in or out of the scene. In this paper, the view trajectories that are used stay near the hemisphere of capturing cameras. Thus, in spirit, this is very similar to the view-dependent texture mapping [10] , [11] .
The large amount of image data can make transmitting light fields from a central server to a remote user a challenging problem. The file sizes of certain large datasets can be in the tens of Gigabytes [13] . Even over fast network connections, it could take hours to download the raw data for a large light field. This motivates the need for efficient compression algorithms to reduce the file size.
Numerous algorithms have been proposed to compress light fields. These light field compression algorithms work by exploiting two types of correlation in the image dataset. The correlation between pixels in an image is usually captured using existing image coding techniques. The correlation between two or more nearby images in the dataset is exploited using a technique called disparity compensation, which is analogous to motion compensation in video, first used in stereo image coding [14] - [17] .
Disparity compensation uses either implicit geometry information or an explicit geometry model, if available, to warp one image to another image. This allows for prediction between images, or encoding several images jointly by warping them to a common reference frame. This approach is taken in early work in multi-view coding [18] , [19] . The class of closed-loop predictive (DPCM) light field coders includes [20] - [25] . The hierarchical disparity-compensating coder in [23] , [24] , which belongs to this class of algorithms, is used in this paper. Here, the images are grouped into different levels of the prediction hierarchy. Images at the lowest level at encoded independently. Images at higher levels are encoded using disparity-compensated prediction from the lower levels.
Other approaches to light field coding include an open-loop, wavelet-transform approach, such as in [24] , [26] , [27] , or more recently, using disparity-compensated lifting [25] , [28] , [29] . There are also some vector quantization approaches [2] , [30] . This paper, however, only considers the closed-loop predictive approach mentioned earlier.
Transmitting light field data to a remote user has typically taken place in a download scenario, where the entire dataset is transmitted to the user before the user can start interacting with the dataset. This requires the user to wait for the download, and may even be infeasible for very large datasets or over limited bandwidth connections.
A more interesting and useful method of transmitting the dataset is to stream the required data, as it is needed by the user. In this scenario, the user can start interacting with the dataset almost immediately after starting the streaming session. For streaming, the encoded light field must be packetized, and appropriate packets must be transmitted. For error-prone channels such as the Internet, additional mechanisms to deal with lost or delayed packets must be considered.
For interactive streaming, the image data is transmitted with consideration of what the user wants to see at a particular instant. Region-of-interest (ROI) image coding and transmission, such as in the JPEG2000 standard [31] - [33] , is related in spirit to interactive streaming.
Scalable light field coding algorithms [24] , [26] , [34] , based on wavelet coding, have been proposed for progressive transmission of light field data. The work in [35] , [36] focuses on the packetization and the bitstream assembly of similar scalable light field encodings. The work in [37] describes a streaming system for concentric mosaics encoded with a two-level prediction-based scheme [38] . This system assigns priority to image data in the lowest level of the hierarchy that is required to predict the data in the higher hierarchy levels, and does not consider additional rate-distortion criteria. In [39] , [40] , a general framework for representing many different classes of scalable multimedia data is proposed. One example application is the streaming of IBR datasets. A simple utility-cost measure is used to trade off between the various dimensions of scalability. The transmission approach used can leverage multicast and broadcast transmission mechanisms to reduce server bandwidth requirements when streaming to large numbers of clients.
This paper proposes a light field streaming framework that schedules images for transmission based on a rate-distortion criterion, improving on previous heuristic scheduling rules. This framework selects images for transmission based on the desired user viewing trajectory, feedback in the form of acknowledgements from the receiver, rate constraints, knowledge of sent and received images, and the rendered view quality for a set of images for the desired view trajectory. This work is based on the rate-distortion optimized streaming framework for audio and video data, summarized in Section II. The interactive light field streaming system is presented in Section III, focusing on the low-latency requirements of such a system. Rate-distortion optimized packet scheduling for the interactive light field streaming system is presented in Section IV. Experimental results evaluating the system are presented in Section V.
II. BACKGROUND: R-D OPTIMIZED STREAMING
Streaming over a best-effort network such as the Internet requires error control techniques and possibly error concealment at the client. Two common error control schemes are forward error correction (FEC), such as priority encoding transmission (PET) [41] , and automatic retransmission request (ARQ) [42] , [43] . A more sophisticated error control scheme involves scheduling more important packets earlier so that they are more likely to arrive. In [44] , [45] , a rate-distortion optimized framework for the streaming of media over a lossy packetized network is presented. It is summarized in this section. The framework assumes a compressed media representation that has been assembled into packets or data units. Associated with each data unit is the data unit size, for instance, in bytes, and the deadline by which the data unit must arrive in order for it to be useful for playout.
Because images used to render views are quantized and because some of the packets that transport the encoded images may not arrive in time, rendered views are distorted. In order to estimate the distortion in a computationally efficient manner, the authors in [44] , [45] assume that each data unit contributes to reducing the distortion that the user experiences. Associated with each data unit is a distortion reduction value. This value is the amount that the distortion of the view will be reduced if the data unit is decodable when it is needed. A data unit is decodable if it arrives in time and all of the ancestor data units upon which it is dependent arrive in time as well. Distortion reductions are assumed to be additive, and the overall distortion is computed by using an acyclic directed graph that describes the inter-dependencies between the data units in the media presentation.
A transmission policy is associated with each data unit that, for instance, describes if and when a packet should be transmitted or retransmitted. For each given transmission policy , there is an associated cost, , for each byte of the data unit and error probability , which is the probability that the data unit does not arrive by the playout deadline.
The goal is to determine the optimal transmission policies for all data units, , given per-byte costs, deadlines and distortion reductions, along with the knowledge of network packet loss and delay characteristics, acknowledgements from the receiver, and transmission history. The policy that minimizes the overall rate-distortion Lagrangian cost (1) is selected as the optimal policy. The parameter controls the tradeoff between rate and distortion.
The expected rate depends upon the data unit sizes and the expected number of transmissions . The expected distortion depends upon the error probabilities , the distortion reduction values and the inter-dependency graph for the data units.
With a large number of data units, it is not tractable to exactly solve the minimization problem in (1). A reasonable approximate solution is to find the optimal policy for each data unit, while keeping the policies for all other data units fixed, and iterate until the overall solution converges. While the solution is guaranteed to converge, it may only converge to a local minima [44] , [45] . Writing the cost function in (1) with all policy variables held fixed except that of data unit yields the following cost function which is in terms of only variable (2) where is the error probability and is the per-byte cost as before. It can be shown that . This incorporates the rate-distortion tradeoff operator from (1), the data unit size , and , the sensitivity of the overall distortion to not having received data unit by its deadline. The sensitivity term represents the relative importance of a particular data unit.
The expected number of transmissions and the expected error probability can be calculated using the specified loss probability and delay probability density function for the forward and back channels. The expected cost, for instance, must take into account that the receipt of an acknowledgement would abort any further transmissions and, in general, reduce the cost. The expectation for the error probability must be taken over this space of truncated transmission policies.
III. SYSTEM OVERVIEW
A light field streaming system transmits images from the sender, where the image data initially resides, to the receiver, where the remote user views and interacts with the light field. In a light field streaming session, the receiver initiates the session, and the sender responds by sending preliminary data about the light field, such as a geometry model for rendering, light field camera view parameters and the focal length, dimensions of the images, and other intrinsic camera parameters. In a receiverdriven scenario, the sender additionally must send rate-distortion preamble data, described in more detail in Section IV-B.
The user can then begin selecting the desired view point, with a mouse or other pointing device. This desired view must be rendered on the display device within an acceptable amount of time. Typically, tolerable latencies are in the range of 100 ms to 200 ms. The maximum one-way delay for telephony or video conferencing recommended by the ITU is 150 ms [46] . For interactive computer graphics applications, the frame rate or rendering rate is another important metric. For interactivity, frame rates need to be at least 20 Hz. This corresponds to rendering every 50 ms. This value is used throughout all streaming experiments in this paper.
For a remote viewing scenario, it is often not possible to send a request and transmit images within the deadlines imposed by the latency constraints. This is mitigated by predicting the user's future viewing trajectory, described in Section III-B. The entire system, with view prediction, is described next. Fig. 1 shows a diagram of the set of actions taken by the sender and the receiver for receiver-driven packet scheduling. The sender-driven system is similar, but is not described due to space constraints. Fig. 1 . Receiver-driven transmission protocol. The receiver predicts the view, schedules the images for requests, and transmits image requests to the sender. The sender immediately transmits images to the receiver. The receiver decodes and renders the view, displaying it within the deadline given by the user latency constraint.
A. Transmission Protocol
The first step of the streaming process is predicting the view trajectory. Essentially, it can be thought of as a way of knowing a desired view, approximately, ahead of time. To make this idea more precise, suppose that the user wants to view the trajectory , where is the number of views in the trajectory. Each view is requested at time , relative to a global clock, with regular intervals . It is assumed that the sender and receiver clocks are synchronized, and therefore, all times can be given in terms of a single global reference clock. If the view trajectory can be predicted ahead by , then view , a prediction of desired view , can be known at time instead of time . This prediction of the view trajectory is implemented at the receiver. In Fig. 1 , view prediction is denoted by the backwardspointing arrow on the top "receiver" line of the diagrams. Here, having predicted the view trajectory, the desired images can be requested.
Scheduling generates a set of image requests. Images requests are sent from the receiver at regular intervals called request opportunities. To simplify the explanation of the system, the interval between request opportunities is the same as the interval between desired view points . Scheduling is assumed to take a fixed amount of time , indicated on the top "receiver" line on Fig. 1 .
The image requests are transmitted from receiver to the sender, taking an interval of time , and the sender responds immediately by transmitting an image packet, which takes time interval to arrive at the receiver. The time from image request to receiving the data is a random quantity that depends on the network. Once the client receives the image packets, it decodes them and renders the view, taking times and , respectively. Note that responding to requests by transmitting the appropriate image data is the only task that the sender must perform. Therefore, it can easily serve many clients simultaneously.
The image data for a particular view in the view trajectory must arrive within a fixed period of time after the user selects it. Suppose that the maximum tolerable latency between having selected a view and it being rendered is . Therefore, view must be completely rendered on the display screen by . This latency constraint, along with the lookahead of prediction, determines which views in the trajectory are to be considered for scheduling. A view is considered for scheduling at time if it can potentially arrive in time to be rendered. In other words, the scheduler considers views for all indexes such that . The processing times for scheduling, decoding and rendering can be combined into one term . A view can only be considered if it is known, or known at least approximately through prediction. At scheduling time , views for all indexes for which are known or can be estimated. Combining these two conditions gives the boundaries of the view window. At scheduling time , the view window consists of all views with indexes such that (3) using the fact that image request and transmission times are random variables which, in general, only have the restriction that they are positive: .
B. View Prediction
Accurate prediction of the user's future view trajectory is an essential component of the streaming system. View trajectory prediction has been used to provide a low latency experience in Virtual Reality environments, as in [47] . It has also been extensively used in networked multi-player video games, investigated, for instance, in [48] . The simplest, and most widely used technique for these scenarios, dead reckoning, extrapolates future views by assuming that the users maintain their current velocity.
The rendering system that is used to generate the experimental results in this paper allows for the user to select the view position using a computer mouse as the input device [49] . The prediction of the view trajectory can exploit knowledge and access to this rendering system by doing the prediction in the 2-D mouse move space instead of 3-D view coordinates. Since the user input originates in 2-D mouse move space, it follows that prediction should be performed in this space, taking into account the characteristics and constraints of such user input. Also, it is simpler to predict a trajectory in 2-D space instead of 3-D space.
When navigating with the system in [49] , mouse moves tend to have many straight lines, so they are amenable to using a simple prediction technique. In this work, dead reckoning is used with an autoregressive moving average (ARMA) filter to smooth out temporal fluctuations in the velocity estimate. Improving the view prediction scheme, especially by considering the nature of user interaction, is an interesting avenue for future investigation.
The mouse position at time index is denoted by , for . The estimated velocity (4) at time combines both the current and previous velocity estimates. Decreasing the parameter increases the temporal smoothness of the velocity estimate. A value of was empirically found to give the best performance in terms of predicting future mouse positions.
If the mouse positions are known up to time index , then the velocity estimate can be computed recursively. In practice, the velocity is simply updated every time a new mouse position becomes available. The future mouse position for time index is computed using
An implicit assumption in (4) and (5) is that the time interval between consecutive time indexes is constant. Any number of time steps can be computed with (4) and (5), but it is typically not possible to accurately look very far into the future, depending on the nature of the user motion. Given predicted future mouse moves, using the same mapping that the rendering program uses to map each mouse move to a new viewing position, the future view trajectory can be predicted.
IV. RATE-DISTORTION OPTIMIZED LIGHT FIELD STREAMING
In order to adapt the framework described in Section II [44] , [45] to light field streaming, the packet scheduling algorithm must explicitly take into account the interactivity of the application, and send the image data based on the current desired user view trajectory. Three concepts are incorporated to adapt the framework of Chou et al. to light field streaming: view-dependent distortion, multiple deadlines, and state-based distortion. These ideas are used to derive the distortion and sensitivity calculation for packet scheduling, and have been described in [50] .
The rate-distortion optimized streaming framework attempts to minimize the Lagrangian cost (1), as described in [44] and [45] . The policy , where refers to the policy for a data unit , is used for both the receiver-driven and sender-driven scenarios. In a sender-driven scenario, the policy indicates whether or not the data unit is sent at each of the transmission opportunities considered in the scheduling window. In the receiver-driven scenario, the policy indicates whether the data unit is requested at each of the request opportunities considered in the scheduling window.
A. State-Dependent Distortion
One of the important contributions of Chou et al. [44] , [45] is to simplify the distortion calculation by assuming additive distortion and introducing a dependency graph to explicitly account for the decoding dependencies. This model, however, cannot be used for light field images that may have no decoding dependency but might be highly correlated with one another. For instance, an image may be very important in terms of distortion if none of its neighboring images are available at the receiver, but only slightly important if one neighboring image arrives.
By considering all combinations of images, a more accurate estimate of the distortion can be derived. Suppose that for a particular view at time instance , a set of data units, , is required to render that view. There are possible combinations of arrivals and non-arrivals for this set of data units. Let each combination of available and unavailable packets be called a packet availability state , that belongs to the state space . For every , the corresponding distortion that an end-user would experience can be computed, resulting in distortion values. These distortion values are used to compute the expected distortion for a transmission policy.
This state-based approach can quickly become intractable for even a modest number of data units. For views along the camera plane, only a few images may be required for rendering, but many more images are needed due to the prediction structure. This very same hierarchical prediction structure, however, can be exploited to reduce the state space.
According to the hierarchy, the data units can be organized into several different levels, where the data units at a particular level depend upon some of the data units at next lower level. To simplify the state-space, it is assumed that a data unit requires all the data units at the next lower level, which is true for many of the trajectories and prediction dependency structures used.
All combinations of arrivals and non-arrivals of data units at a particular level are considered only if all data units at all lower levels have arrived. The resulting total number of states is less than the sum of the number of states for the data units for each level. If the data units are evenly distributed across levels, then this results in a significant reduction in the size of the state space. This reduced state space is denoted as . A distortion value is computed for each state .
B. View-Trajectory-Dependent Distortion
Rate-distortion optimized packet scheduling depends upon accurately calculating the rate for sending a particular set of image packets, and accurately estimating the distortion when using a set of image packets to render a particular view of the light field. Unlike in video or audio, the distortion depends upon the user's viewing trajectory. Hence, in the light field streaming system, distortion is parameterized by the view .
In theory, the distortions for every combination of possible views and set of image packets need to be computed and stored. In practice, however, this is intractable and these values are interpolated. For receiver-driven streaming, this distortion information also needs to be transmitted to the receiver initially and, thus, must be compactly represented.
To estimate distortion, the idea of organizing data units into levels, discussed in Section IV-A, is exploited again by estimating the distortion in two stages. First, a distortion is defined for a view and level . This quantity is defined as the rendered distortion where all the images that belong to level and below are available, but those for levels higher than are not. If there are levels in a light field, then for can be defined, where is the distortion when no images are available.
In general, two neighboring views and may require different sets of images for rendering. The quantity , however, is defined for all views on the hemisphere and for all levels . Also, experiments not reported in this paper show, for fixed level , varies smoothly over the hemisphere of views . This property makes it amenable to view interpolation.
is calculated for a fixed set of views , and . In the experiments in this paper, 1000 views on the hemisphere of views are used. To calculate for a view , a weighted average of the distortion values from nearby available distortion values is used, using angular distance between viewpoints to determine the weights.
The interpolated values can now be used to compute the distortions for the states belonging to level . These states correspond to the case where all images for levels higher than are not available, while all images for levels lower than are available. This set of states is denoted as . The variable represents the state where no images are available in level and the variable represents the state where all images belonging to level are available. It should be noted that and . The distortion for must be derived. One approach to computing the distortion is using the theoretical framework described in [51] , [52] . The theoretical framework considers the statistical properties of the images, correlation between images and the encoding scheme, to estimate the distortion, denoted by . Due to the numerous simplifying assumptions made in the theoretical model, the theoretical distortion values are not accurate enough to use directly. They can, however, be used to derive a scaling function and used in conjunction with the computed values and . The scaling function is (6) where represents the distortion derived from theory. This scaling function can be used to relate the distortion to the known quantities and . The estimated distortion is given by (7) In order to use these estimated distortions in a receiver-driven scenario, the view-dependent distortion values need to be efficiently represented and transmitted. The distortion values are computed only once for each light field. Each of these values is quantized with a fixed length code and the minimum and maximum of these values is also stored. The quantized values represents the position in the range between the minimum and maximum values.
C. Multiple Deadlines
In the framework of Chou et al., a data unit is associated with one particular instance in time, its playout deadline. Light fields, on the other hand, typically require a particular data unit to render several different views along the user view trajectory, at different time instances. Hence, there are multiple rendering deadlines that are associated with a data unit. In order to incorporate this into the streaming framework, there are several changes that must be made, starting with the distortion calculation.
The distortion that the user experiences is defined in this paper as the sum of the distortions for each time instance, or view, in the viewing trajectory, over some viewing window. The complete expression for distortion is given below in (10). The viewing window is the set of views that are considered when performing the packet scheduling, and can be thought of as the view trajectory that can be predicted by the view trajectory prediction module.
By defining the distortion over a viewing window, a data unit may be associated with multiple playout deadlines. This means that a data unit will have multiple error probabilities, , that is, the probability of data unit not arriving by time given transmission policy , corresponding to each of the playout deadlines . The expected number of transmissions for a data unit , however, is still the same. With these changes, the minimization procedure also needs to be modified. The policy for each data unit is still minimized independently in an iterative fashion as before, but with a slightly different cost function. The cost function for each data unit is modified from (2) to become (8) where all the time instances in the viewing window, indexed by are considered. The quantity , given by , is analogous to the reciprocal of in (2) . Note that the sensitivity term is also indexed by time; it is the sensitivity of the overall distortion to the non-arrival of data unit by time instance .
The cost (8) is computed for each policy, and the one with the lowest cost is selected as the optimal policy. Since it is the policy length that tends to determine the complexity of the algorithm, using multiple deadlines does not significantly impact the computational complexity of the algorithm.
D. Distortion and Sensitivity Calculation
The objective in rate-distortion optimized packet scheduling is to find the policy to minimize the Lagrangian rate-distortion cost given by (9) for view trajectory and Lagrangian parameter .
Combining the concepts of view-trajectory-dependent distortion, multiple deadlines, and state-dependent distortion described in previous sections, the expected distortion is given by (10) If transmissions of data units are considered to be independent over the channel, then the probability of state is given by (11) where the binary-valued variable indicates whether data unit has arrived or not in state . The state also includes data units that are known to have been successfully received. Thus, the estimated distortion in (10) accounts for data units that have been received. The rate, given by (12) does not depend on the view trajectory directly. Note, however, that it is coupled indirectly through the choice of the transmission policy appropriate for that trajectory.
Minimizing the rate-distortion cost (9) is performed iteratively, by considering only the policy of one data unit at a time. The minimization then simplifies to minimizing the expression in (8) . The Lagrangian parameter trades off the probability of the data unit not arriving by deadline , , against the expected number of transmissions, . Note that this term includes the original Lagrangian tradeoff parameter as well as the data unit size . The sensitivity is derived from (10) and (11) 
where (14) The distortion for state and view is calculated using the techniques described in Sections IV-A and IV-B. The error probabilities that appear in the minimization expression (8) and the sensitivity term (14) , along with the cost that appears in (8) , are calculated in the same way as in Chou et al. [44] , [45] . That is, the expected error probability or expected cost is based on the loss probability and delay distribution of the transmission channel.
For the error probabilities, an expression is computed for each deadline , but this calculation is identical to Chou et al., except that the length of the policy that is considered may be shortened according to the deadline. The calculation of the expected cost does not change. These calculations are slightly different for the sender-driven and receiver-driven scenarios, since senderdriven streaming consider transmission policies, and receiverdriven streaming considers request policies [44] , [45] .
E. Heuristic Packet Scheduling
Packet scheduling can also be done in a heuristic manner. This section presents an ARQ scheme for light field streaming. The task is to decide which images to transmit at each transmission opportunity, for a sender-driven scenario, or which image to request at each request opportunity, for a receiver-driven scenario. The method described below is equally applicable to both the sender-driven and receiver-driven scenarios.
It is assumed that the scheduler knows the maximum rate for sending data units, either through feedback from the network or receiver, or because it has been explicitly specified. The task then is to select which images to send at each transmission opportunity, while not violating the bit-rate constraint. One way to do this is, for each transmission opportunity, to assign a priority to each of the data units in the current viewing window. Data units are transmitted in order of priority until the bit budget for that transmission opportunity is exhausted.
In the heuristic scheme, the priority of a data unit for transmission is determined by four factors. The first is whether the data unit has already been sent. Data units that have not yet been sent have priority over those that have already been sent. A data unit may also get lost. In order to account for this, when the probability that the data unit is lost, given that it has not yet been acknowledged, reaches a certain threshold, it is considered to be lost. A threshold of 99% is used in the experiments. Lost packets are given the same priority as packets that have not been sent.
The second criterion dictates that data units that are lower in the hierarchy and are used for prediction are given priority over those higher in the hierarchy. The third criterion assigns priority according to whether the data unit is needed sooner for rendering. The data unit with the earlier playout deadline is given higher priority.
The final criterion for assigning priority is based on the viewpoint of the data unit. The data unit whose viewpoint is closest to the viewpoint associated with the view of the earliest playout deadline is given priority. Since a hemispherical viewing arrangement is used, the closeness of the viewpoint can be determined by measuring angular distance between the two views.
These criteria are used in succession. For instance, the third criterion is only used to decide between data units with the first two criteria identical.
V. EXPERIMENTAL RESULTS
This section describes experiments that examine the performance of the light field streaming system. In Section V-A, rate-distortion optimized packet scheduling is compared to heuristic packet scheduling. In Section V-B, the effects of predicting the user's future view trajectory are examined. In Section V-C, the effect of the encoding prediction dependency structure on streaming performance is investigated.
Streaming experiments have been performed on several datasets, but due to space considerations, are only shown for two representative datasets: Bust and Star. Full experimental results are available in [53] . The Bust light field contains 339 images, each of resolution 768 480, and the Star light field contains 281 images, each of resolution 768 512. These datasets are encoded with 3 different encodings, INTRA, PRED2 and PRED4, using closed-loop disparity-compensated prediction. INTRA encoding refers to independent encoding of the images. PRED2 and PRED4 use 2 and 4 image prediction levels, respectively. In PRED4, for instance, the images are grouped into 4 levels. Images in the first level are independently encoded, images in the second level are predicted from those in the first level, images in the third level are predicted from those in the first two levels, and so on. A similar scheme is for PRED2. In all encodings, the images are encoded with a quantization parameter of , which represents high image quality.
The streaming experiments are performed by simulating an i.i.d. forward and back channel. For each data unit, acknowledgement, request, or view trajectory that is to be sent, the loss and delay of this transmission is drawn as follows. A loss is drawn from a Bernoulli distribution, with probability 0.1%. The delay distribution is assumed to be a shifted gamma distribution as in [44] , [45] . Using the same notation, the delay distribution for a data unit, given that it is not lost is if ; otherwise. (15) The quantity represents a fixed, deterministic delay, and the parameters and determine the mean and variance of the distribution. In the following experiments, , and , which corresponds to a mean delay of 50 ms and a standard deviation of 17.7 ms. The parameters that are used represent a round-trip delay of 100 ms, where 50 ms of that are due to the fixed delay . This channel could represent, for instance, a cross-continental link.
For rate-distortion optimized streaming, different points on the rate-distortion curve are computed by sweeping the Lagrangian parameter from 0 to . For heuristic streaming, the average target bit-rate is set for different desired rate points. For each set of experiment parameters, 10 independent network simulations are used and averaged to give the final result. The scheduling algorithm decides which images to transmit, according to the available information.
The rate and distortion are calculated for each simulation over the network, and for each rate-distortion tradeoff point. The rate is calculated by adding the sizes of all the transmitted data units and dividing by the total transmission time and is reported in kbps. The rendered distortion is computed in terms of luminance MSE distortion by comparing a rendered view using the available reconstructed images, to the rendered view using the original uncompressed light field. This MSE distortion is converted to PSNR and is averaged in terms of PSNR over the entire desired user view trajectory. The average PSNR value is then reported.
The trajectories that are used in the experiments have been captured with the light field viewer in [49] . The viewing positions of these trajectories are typically near the hemisphere of the viewing positions of the capturing light field cameras. This allows for a view to be rendered with a relatively small number of images. Typically, 4 images are used. Such an approach is very similar to the view-dependent texture mapping approach [10] , [11] . Trajectories away from the hemisphere of capturing camera positions, either zooming in or out, may require many images to render a single view. Such trajectories have not been explored in this paper.
For each dataset, ten trajectories each, from three types of trajectories are captured. The first type of trajectories, called slow, contain slow, deliberate movements by the user. The second type of trajectories, called medium, contain faster, more typical movements by the user. The third type of trajectories, called fast contain rapid, often erratic, movements by the user. All of the trajectories consist of rotational motion around the object. Fig. 2 shows an example of each type of trajectory, relative to the camera positions and the object, for another example light field. The camera views and directions are indicted by x's and the viewing trajectory is illustrated with circles indicating view positions. The geometry of the object is shown in the center In the following sections, the rate-distortion performance is averaged over the 10 trajectories of each type of trajectory. These results are characterized by the type of user view trajectory.
A. RD-Optimized versus Heuristic
The streaming performance using rate-distortion optimized packet scheduling is compared to that of heuristic scheduling for the Bust and Star datasets, all encodings (INTRA, PRED2, PRED4), and for the medium trajectory. A prediction lookahead of 200 ms is used with a processing time of 100 ms.
Figs. 3 and 4 show the results for the Bust and Star light fields, respectively. At low rates, very few or no data units are sent, giving similar performance for both the rate-distortion optimized and heuristic scheduling systems. At high rates, all the data units in the viewing window are sent, again resulting in similar performance for both the rate-distortion optimized and heuristic streaming approaches. The interesting region is in the remaining rate region, which is shown in these figures.
Rate-distortion optimized scheduling consistently outperforms heuristic scheduling for all light fields and encodings. Results for the other light fields, not presented here due to space considerations, show similar trends [53] . In the middle rate region, the performance improvement is greatest. An increase in PSNR of up to 5 dB or more, at the same bit-rate, is observed.
Rate-distortion optimized packet scheduling outperforms the heuristic for a few reasons. Rate-distortion optimized scheduling considers the probability of a data unit arriving by its decoding deadline, and avoids transmitting images that are likely to be late. Also, by considering the distortion and rates for a set of images, for all the views in the current view window, rate-distortion optimized packet scheduling can make more intelligent choices about which images to send. It often sends different images than the heuristic scheme.
Finally, the heuristic scheme uses "leaky-bucket" rate-control. Rate-distortion optimized streaming, however, controls only the average rate, giving it more flexibility. As a result, its transmissions tend to be more bursty. The burstiness is limited to only a few images in a transmission opportunity, because the scheduling view window is typically small. Precise rate control with rate-distortion optimized streaming, however, can be difficult, as discussed in [44] , [45] .
B. View Prediction and Prediction Lookahead
Prediction of the user's viewing trajectory is an important component of a practical interactive streaming system. In these experiments, two main questions are answered. First, how far ahead should the view trajectory be predicted? Second, what is the penalty in rate-distortion streaming performance incurred by using prediction over knowing the trajectory in advance perfectly?
In these experiments, the Bust dataset is used with the PRED4 encoding. All the three trajectory classes are used as well. When the predicted trajectory is used for scheduling instead of the actual view trajectory, as would occur in a practical system, increasing the amount of lookahead does not always help. Fig. 5 shows the rate-distortion streaming results for this scenario for the INTRA and PRED4 encodings and for all three trajectories.
There appears to be an optimal time horizon of prediction, depending on the type of trajectory. For instance, for the slow trajectory with its slow, deliberate motion, increasing the prediction lookahead beyond 200 ms does not improve performance, but it does not degrade performance either. For the medium trajectory with faster, less predictable motion, increasing the prediction lookahead beyond 200 ms actually degrades performance. This effect is even more pronounced for the fast trajectory with its rapid, erratic motion.
The reason why longer prediction lookahead does not necessarily help performance is because the prediction method described in Section III-B is not accurate for more than a few time steps. If an inaccurate view trajectory is used, then image data that is not needed may be sent, decreasing the rate budget for images that are needed. It is interesting to note that in the very high bit-rate region in Fig. 5 , looking further ahead does not hurt performance, since quality cannot be further improved and there is available rate to send images that may not be necessary.
The second question in this section is how the accuracy of view prediction affects performance. Fig. 6 compares the ratedistortion performance when using the actual trajectory versus using the predicted trajectory for scheduling. Results for the PRED4 encoding, and a prediction lookahead of 200 ms, are shown.
Since prediction is inaccurate, there is always a rate-distortion penalty for using the predicted view trajectory instead of the actual view trajectory. The penalty is, in general, larger for the more erratic faster view trajectories than for the slower. For the PRED4 encoding, there is a degradation in PSNR of 1 dB for the slow trajectory, and up to 2-3 dB for the other trajectories.
The experiments described in this section show that the performance of the streaming system can be greatly improved if it is possible to improve upon the view trajectory prediction. The rate-distortion penalties range from 1 dB to 3 dB in PSNR at the same rate for using the predicted trajectory in scheduling instead of the true trajectory. Since view trajectory prediction is inaccurate, there is an optimal point of prediction lookahead, in this case, 200 ms.
C. Encoding Prediction Dependency
The encoding scheme has strong influence on the compression efficiency as well as on the random access to individual images. This can affect streaming performance. Figs. 7 and 8 show the rate-distortion streaming performance for the Bust and Star light fields, respectively, and for all three trajectories.
An interesting observation is that using no prediction (INTRA) often does better than using 2 or more levels of prediction. This can be easily observed for the Star light field, in which INTRA coding gives the best streaming performance for a large range of bit rates, even for the fast trajectory. For the Bust light field, this can be observed at least for the slow trajectory.
One reason why this occurs is because using prediction between images tends to restrict random access. For instance, consider the scenario where the rate constraints dictate that only a few images can be transmitted for a particular view. When using prediction, these images are necessarily restricted to those in the lower levels of the prediction hierarchy. With independent coding of images, there is no such restriction and images that are closer to the desired view can be sent, resulting in lower distortion. Prediction, however, tends to decrease the size of the compressed images that are transmitted. In addition, the bit-rate cost of the images sent from the lower levels of the prediction hierarchy can be amortized over several views when considering several views in a trajectory. This tradeoff between decreased image size and decreased random access depends on the viewing trajectory.
As the trajectory goes from slow to medium to fast, more of the viewing hemisphere is covered. In general, this means that the total number of images required to render all the views in the trajectory increases. If several levels of prediction are used, this means that the overhead of sending the lower levels of the hierarchy are better amortized with a larger number of images. Thus, for the fast trajectory, with more images to be encoded, the overhead of additional prediction levels is better justified. The decrease in the size of the encoded images when using prediction more than compensates for this overhead, and leads to better streaming performance. 
VI. CONCLUSION
This paper presents and investigates an interactive light field streaming system where a user remotely accesses a dataset over a best-effort packet network.
Interactivity imposes a stringent low-latency constraint on the system. In the system that is presented, prediction of the user's future viewing trajectory is used to mitigate the effects of this low-latency requirement. Experimental results show that there is an optimal horizon of prediction lookahead, which balances the benefits of looking ahead with the limited accuracy of predicting future user movements. The results also indicate that further improvements in rate-distortion streaming performance are possible if the view prediction scheme can be made more accurate. A key component of the light field streaming system is the packet scheduler which decides which images to transmit, and potentially re-transmit, to the remote user. A rate-distortion optimized packet scheduling framework is proposed. This framework takes into account network loss and delay statistics, the sizes of individual images, the distortion contribution of a set of images for a particular view, decoding dependencies between images, and knowledge of which images have been received or acknowledged. Experimental results show that rate-distortion optimized scheduling can outperform a heuristic scheduling algorithm by up to 2-5 dB in PSNR, at the same rate, depending on the dataset, user view trajectory, and average transmission rate. If the computationally complex task of scheduling is performed at the receiver instead of the sender, then it is possible to simultaneously serve a large number of clients. For both rate-distortion optimized and heuristic scheduling, the encoding prediction structure has a significant effect on the streaming performance. While using more levels of prediction tends to improve compression efficiency, it also creates decoding dependencies that are detrimental to streaming performance. Experimental results show, for some datasets and trajectories, that independent encoding of the images provides better streaming performance than using more levels of prediction.
The light field streaming system currently assumes that only a few images are needed to render a novel view. While this is valid on the hemisphere of capturing cameras, many images are typically needed when either zooming in or out. For efficient streaming performance, the coding and streaming algorithms presented here will need to be adapted to this new scenario.
