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Brain-computer interface (BCI) systems create a novel communication channel from the brain to an output device bypassing
conventional motor output pathways of nerves and muscles. Modern BCI technology is essentially based on techniques for the
classiﬁcation of single-trial brain signals. With respect to the topographic patterns of brain rhythm modulations, the common
spatial patterns (CSPs) algorithm has been proven to be very useful to produce subject-speciﬁc and discriminative spatial ﬁlters;
but it didn’t consider temporal structures of event-related potentials which may be very important for single-trial EEG classiﬁca-
tion.Inthispaper,weproposeanewframeworkoffeatureextractionforclassiﬁcationofhandmovementimageryEEG.Computer
simulationsonrealexperimentaldataindicatethatindependentresidualanalysis(IRA)methodcanprovideeﬃcienttemporalfea-
tures. Combining IRA features with the CSP method, we obtain the optimal spatial and temporal features with which we achieve
the best classiﬁcation rate. The high classiﬁcation rate indicates that the proposed method is promising for an EEG-based brain-
computer interface.
Copyright © 2007 Q. Zhao and L. Zhang. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
Brain-computer interfaces (BCIs) provide new communica-
tion and control channels that do not depend on the brain’s
normal output channels of peripheral nerves and muscles
[1]. The BCI research aims at the development of a sys-
tem that allows direct control of a computer application or
a neuroprosthesis, solely by human intentions reﬂected by
certain brain signals [2]. We mainly focus on noninvasive,
electroencephalogram- (EEG-) based BCI systems which can
be used as tools of communication for the disabled or for
healthy subjects who might be interested in exploring a new
path of human-machine interfacing.
EEG-basedBCIhasreceivedincreasingattentionrecently
[3–5]. The EEG allows the observation of gross electrical
ﬁelds of the brain and reﬂects changes in neural mass ac-
tivity associated with various mental processes. A physically
disabled person with controlling his thoughts has potential
to use the mental processes for communication. The feasi-
bility of this communication depends on the extent to which
the EEGs associated with these mental processes can be reli-
ably recognized automatically. The electrophysiological phe-
nomena investigated most in the quest for an automatic dis-
crimination of mental states are event-related potential (EP)
[3], and localized changes in spectral power of spontaneous
EEG related to sensorimotor processes [4, 5]. For noninva-
sive BCI systems that based on discrimination of voluntarily
induced brain states, some approaches have been proposed.
The T¨ ubingen thought translation device (TTD) [6]e n a b l e s
subjects to learn self-regulation of slow cortical potentials
(SCP), that is, electro cortical positivity and negativity. Af-
ter training in experiments with vertical cursor movement as
feedback navigated by the SCP from central scalp position,
patientsareabletogeneratebinarydecisionsina4–6seconds
pace with an accuracy of up to 85%. Users of the Albany BCI
system [7] are able to control a cursor movement by their os-
cillatorybrainactivityintooneoftwoorfourpossibletargets
on the computer screen and achieve over 90% hit rates after
adapting to the system during many feedback sessions with a
selection rate of 4-5 seconds in the binary decision problem.
Based on event-related modulations of the pericentral μ-o r
β-rhythms of sensorimotor cortices (with a focus on motor2 Computational Intelligence and Neuroscience
−20
0
20
P
o
w
e
r
1
0
×
l
o
g
1
0
(
μ
V
2
/
H
z
)
10 20 30 40 50 60
5.99 .81 2 .22 22 6 .9
(Hz)
+
−
Figure 1: Channel spectra and associated topographical maps dur-
ing hand movement imagery.
preparation and imagination), the Graz BCI system achieved
accuracies of over 96% in a ternary classiﬁcation task with a
trial duration of 8 seconds by evaluation of adaptive autore-
gressive (AAR) models. Note that there are other BCI sys-
tems which rely on stimulus/response paradigms, for exam-
ple, P300, see [2]f o ra no v e rvi e w .I n[ 8, 9], the common spa-
tial subspace decomposition (CSSD) method was proposed
for classiﬁcation of ﬁnger movement and BCI competition
2003-data set IV. The common spatial patterns (CSPs) ap-
proach [10, 11] was suggested to be used in the BCI con-
text.Thisalgorithmextractsevent-relateddesynchronization
(ERD), that is, event-related attenuations in some frequency
bands, for example, μ/β-rhythm. Further in [12], a ﬁrst mul-
ticlass extension of CSP was presented based on pairwise
classiﬁcation and voting. In this paper, we further extend
this approach for extracting both temporal and spatial fea-
tures of EEG recordings of imaginary left- and right-hand
movements. In order to ﬁnd better features for classiﬁca-
tion, we use temporal independent component analysis (i.e.,
IRA) [13] and CSP together for feature extraction. The rest
ofthepaperisorganizedasfollow.InSection 2,weintroduce
the neurophysiological background about BCI. In Section 3,
temporal independent component analysis method is de-
rived in detail. In Section 4, we elaborate the whole proce-
dure of EEG processing including data acquisition, prepro-
cessing, feature extraction, and classiﬁcation. Finally, classi-
ﬁcation results are presented and compared with other algo-
rithms.
2. NEUROPHYSIOLOGICAL BACKGROUND
Macroscopic brain activity during resting wakefulness con-
tainsdistinct“idle”rhythmslocatedovervariousbrainareas,
for example, the μ-rhythm can be measured over the peri-
central sensorimotor cortices in the scalp EEG, usually with
a frequency of about 10Hz. Furthermore, there also exists β-
rhythm around 20Hz over the human motor cortex. There-
fore, 10Hz μ-rhythm and 20Hz β-rhythm usually coexist in
noninvasive scalp EEG recordings (see Figure 1).
As described in [14], each part of the human body ex-
ists a corresponding region in the primary motor and pri-
mary somatosensory area of the neocortex. The “mapping”
from the body part to the respective brain areas approxi-
mately preserves topography, that is, neighboring parts of
the body are represented in neighboring parts of the cor-
tex. For example, the left hand is represented lateralized on
the right hemisphere and the right hand almost symmetri-
cally on the left hemisphere. The temporal amplitude ﬂuctu-
ations of these local rhythms reﬂect variable functional states
oftheunderlyingneuronalcorticalnetworksandcanbeused
for brain-computer interfacing. In particular, the pericen-
tral μ-a n dβ-rhythms are diminished, or even almost com-
pletely blocked by movements of the corresponding body
part. Blocking eﬀects are visible bilateral but with a clear pre-
dominancecontralateraltothemovedlimb.Thisattenuation
of brain rhythms is termed event-related desynchronization
[15].
Since a focal ERD can be observed over the motor and/or
sensorycortexevenwhenasubjectisonlyimaginingamove-
ment or sensation in the speciﬁc limb, this feature can be
used well for BCI control: the discrimination of the imag-
ination of movements of left hand versus right hand can
be based on the somatotopic arrangement of the attenua-
tion of the μ- and/or β-rhythms. Figure 2 shows the average
scalp spectra distribution of left hand versus right hand in
one trial. The μ- and/or β-rhythms appeared in both left-
and right-hand trials, it is diﬃcult to distinguish them only
from frequency spectra of single trial; but they have diﬀer-
ent characteristics of temporal amplitude ﬂuctuations and
spatial distribution (see Figure 3). Therefore, more advanced
feature extraction methods should be developed to extract
the low diversiﬁcation of ERD. The CSP algorithm is an ef-
fective way to improve the classiﬁcation performance. There
still exists another type of features diﬀerent from the ERD
reﬂecting imagined or intended movements, the movement-
related potentials (MRP), denoting a negative DC shift of the
EEG signals in the respective cortical regions. This combina-
tion strategy utilizes both temporal and spatial characteris-
tics of EEG data and is able to greatly enhance classiﬁcation
performance in oﬄine studies. In this paper, we focus only
on improving the ERD-based classiﬁcation.
3. TEMPORALINDEPENDENTCOMPONENTANALYSIS
Independent component analysis (ICA) has been accepted as
a standard data analysis tool in the neural network and sig-
nalprocessingsocieties.However,therestillexistanumberof
problems in dealing with real world data using ICA. In many
applications, the problem usually does not satisfy the basic
assumptions of ICA model. One typical application of ICA is
electroencephalographic (EEG) data analysis. EEG usually is
very noisy and its mixing model is time-variable. One chal-
lenging problem is to extract potential source from single-
trial EEG measurements in a very short time window. Still
another problem is that ICA generally extract spatial mutual
independent source, it did not consider the temporal struc-
tures of source signals and then lost the temporal informa-
tion.Basedonthat,wesuggesttoexploreboththehigh-order
statistics and temporal structures of source signals. The main
idea is to analyze the mutual independence of the residual
signals.Q. Zhao and L. Zhang 3
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Figure 2: (a) Channels spectra and associated topographical during left-hand movement imagery. (b) Channels spectra and associated
topographical during right-hand movement imagery.
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Figure 3: Diﬀerent temporal amplitude ﬂuctuations and spatial distribution during left- and right-hand movement imagery. (a) A series of
3D scalp maps representing potential distributions at a selected series of time points during left-hand movement imagery. (b) A series of 3D
scalp maps representing potential distributions at a selected series of time points during right-hand movement imagery.
3.1. Formulation
Assumethats(k) = [s1(k),s2(k),...,sN(k)]aremutuallyspa-
tially independent source signals, of which each temporally
correlated with zero mean. Suppose that source si(k)i sm o d -
elled by a stationary AR model,
si(k) =
N 
p=1
ai
psi(k − p)+εi(k), (1)
where N is the degree of the AR model and εi(k)i sz e r o -
mean, independently and identically distributed (i.e., white)
time series called the residual. For the sake of simplicity, we
usethenotationAi(z) = 1−
N
p=1ai
pz−p, z isthez-transform
variable. Since in the blind separation setting the source sig-
nals are unknown, we need to impose some constraints on
the linear ﬁlters. We assume that the linear ﬁlters Ai(z)a r e
minimum phase throughout this paper. Suppose that sensor
signals are instantaneous mixtures of the source signals. Let
x(k) = [x1(k),...,xn(k)]T be the set of linearly mixed sig-
nals,
x(k) = Hs(k). (2)
Here, H = (Hij)i sa nn × n unknown nonsingular mixing
matrix. Blind source separation problem is to ﬁnd a linear
transform which transforms the sensor signals into maxi-
mally mutually independent components, which are consid-
eredastheestimatesofsourcesignals.LetWbeann×nnon-
singular matrix which transforms the observed signals x(k)
to
y(k) = Wx(k). (3)
The general solution to the blind separation problem is to
ﬁnd a matrix W such that WA = ΛP,w h e r eΛ ∈ Rn×n is a
nonsingular diagonal matrix and P ∈ Rn×n is a permutation
matrix.
3.2. Costfunction
In this section, we introduce the mutual information of
residual signals as a criterion for training the demixing ma-
trix and temporal structure parameters. The residual inde-
pendent analysis provides us a new way to explore both the
temporal structures and high-order statistics of source sig-
nals.Fromthesourcemodel,wehaveε(k) = A(z)s(k),where
A(z) can be estimated via the linear prediction method if the
source signals s(k) are known. When the temporal structure
A(z) and the demixing matrix W are not well estimated, the
residual signals
r(k) =

r1(k),...,rn(k)
T
= A(z)Wx(k)( 4 )4 Computational Intelligence and Neuroscience
are not mutually independent. Therefore, it provides us a
new criterion for training the demixing model and tempo-
ral structures to make the residuals r(k) spatially mutually
independent and temporally identically independently dis-
tributed.
Assume q(r) is the probability density function of r and
qi(ri) is the marginal probability density function of ri, i =
1,...,n. Now we introduce the mutual information rate I(r)
between a set of stochastic processes r1,...,rn as
I(r) =− H(r)+
n 
i=1
H

ri

,( 5 )
where H(ri)a n dH(r) are the entropies of random vari-
ables ri and r, respectively. For blind deconvolution problem,
Amarietal.[16]andPham[17]simplifytheﬁrsttermofcost
function (5)a n dd e r i v eac o s tf u n c t i o na sf o l l o w s :
l

W,A(z)

=−
1
2πj

r
log
 det

A(z)W
 z−1dz
−
1
L
L 
k=1
n 
i=1
logqi

ri(k)

,
(6)
where j is the imaginary unit of complex numbers, and the
path integral is over the unit circle γ of the complex plane.
The ﬁrst term of right side of (6) is introduced to prevent the
ﬁlter W from being singular. To simplify the cost function,
we calculate the ﬁrst term of the right side of (6) as follows:
log
 det

A(z)W
  = log
 det(W)
 +log
 det

A(z)
 .
(7)
Because the temporal ﬁlters A(z) is causal and minimum
phase, we can easily verify
1
2πj

γ
log
 det

A(z)
 z−1dz = 0. (8)
Now combining equations (7), (8)wi t h( 6), we obtain a sim-
pliﬁed cost function for independent residual analysis
l

W,A(z)

=−log
 det(W)
 
−
1
L
L 
k=1
n 
i=1
logqi

ri(k)

.
(9)
Independent residual analysis can be formulated into the
semiparametricmodel[18].Theprobabilitydensityfunction
q and the temporal ﬁlter A(z) are seen as the nuisance pa-
rameters in the semiparametric model. The demixing matrix
W is called as the parameters of interest. The semiparametric
approach suggests using an estimating function to estimate
the parameter of interest, regardless of the nuisance parame-
ters. We suggest to estimate the nuisance parameters in order
to have better separating performance of the algorithm.
3.3. Conjugategradientalgorithm
In this section, we derive a learning algorithm based on the
conjugate gradient descent approach for the demixing ma-
trix. We assume that the probability density functions and
the temporal ﬁlters are known for a moment during the
derivation of a learning algorithm for the demixing matrix.
To describe the conjugate gradient method for minimizing
cost function, we need ﬁrst to calculate the natural gradient
∇l

W,A(z)

=

−I+
1
L
L 
k=1
N 
p=0
Ap
	
ϕ

r(k)

yT(k − p)



W,
(10)
where ϕ(r) = (ϕ1(r1),...,ϕn(rn))T is the vector of activation
functions, deﬁned by ϕi(ri) =− q
 
i(ri)/qi(ri).
Given an initial value W0 and k = 1, the conjugate gradi-
ent algorithm starts out by searching in the steepest descent
direction (negative of the gradient) on the ﬁrst iteration.
H0 =− ∇ l

W0,A(z)

. (11)
Now we perform one-dimensional search algorithm to ﬁnd
the minimum point of the cost function l(W,A(z))
Wk = exp

t∗Hk−1W
−1
k−1

Wk−1, t∗ = argmin
t l

Wk−1(t)

,
(12)
along the geodesic: Wk−1(t) = exp(t∗Hk−1W
−1
k−1)Wk−1.T h e
newsearchdirectionHk isdeﬁnedbythefollowingequation:
Hk =− ∇ l

Wk

+γkτHk−1, (13)
whereτHk−1 istheparalleltranslationfromWk−1 toWk,that
is,
τHk−1 = Hk−1W
−1
k−1Wk. (14)
The value γk in (13)i se v a l u a t e db y
τk =

Gk −τGk−1,τGk



τGk−1,τGk−1

 . (15)
For the geometrical structures, such as the geodesic and
Riemannian metric of nonsingular matrices, refer to [19].
Theconjugategradientalgorithmsearchtheminimumpoint
along the geodesic which produces generally faster conver-
gence than steepest descent directions. Both theoretical anal-
ysis and computer stimulations show that the conjugate gra-
dient algorithm has much better learning performance than
the natural gradient does. Here we brieﬂy introduce learn-
ing algorithms for adapting the nuisance parameters in the
semiparametric ICA model. By using the gradient descent
approach, we obtain the learning algorithm for the ﬁlter co-
eﬃcients ai
k
Δai
p(k) =− η
 
k
1
L
L 
k=1
ϕi

ri(k)

yi(k − p), (16)
where η
 
k is the learning rate. For the detailed information
about activation function adaptation, refer to [20].Q. Zhao and L. Zhang 5
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Preprocessing ﬁltering
(8-30Hz), eliminating artifacts(cICA)
Extracting data epochs by events types
Training IRA demixing matrix
Extracting temporal features by IRA
Extracting spatial features by CSP
Creating and selecting features vectors
Training and classifying single-trial EEG
Figure 4: Flowchart of single-trial classiﬁcation process.
4. METHODS
Our procedure to classify the single-trial EEG evoked by
left- and right-hand movement imagery is summarized in
Figure 4. First, the multichannel EEG signals are prepro-
cessed by cICA method to remove artifacts and/or noise
(e.g., EOG). Next, frequency bands (8–30Hz) are then ex-
tracted using band ﬁlters, because it mainly contains μ-
and β-rhythm in somatosensory area of the neocortex (see
Figure 1). In order to extract both temporal and spatial fea-
tures of event-related potential, we used combination of IRA
and CSP methods followed by a feature selection procedure
according to mutual information of each feature and events
labels. Finally, two pattern recognition methods of Support
Vector Machine (SVM) and linear discrimination analysis
(LDA) were carried out, respectively, to give classiﬁcation re-
sults.
4.1. Dataacquisition
Our purpose is to develop an online speller paradigm using
handmovementimageryEEGtoselecttheletteraccordingto
the user’s intention. In this paper, we only deal with the of-
ﬂine analysis and test the classiﬁcation performances of our
proposed method. In the experimental sessions used for the
present study, labeled trials of brain signals were recorded
i nt h ef o l l o w i n gw a y :T h es u b j e c t sw e r es e a t e di na na r m -
ABCD E F
(a)
ABCD E F
(b)
Figure 5:Visualstimulationsignalsintheexperimentparadigm(a)
At 3 second, an arrow appeared at the center of the monitor, point-
ing either to the right or to the left (b) After 4 seconds of imagina-
tion, cursor was moved to the next letter.
chair and looked at a computer monitor placed approxi-
mately 1.5m in front at eye level. They were asked to keep
their arms and hands relaxed, and to avoid eye movements
during the recordings. Each trial started with the presenta-
tion of a row of letters at the center of the monitor with cur-
sor on one letter, followed by a short warning tone (“beep”)
at 2 second . At 3 second, an arrow appeared at the center of
the monitor, pointing either to the right or to the left (“cue”)
(Figure 5(a)). Depending on the direction of the arrow, the
subject was requested to imagine a movement of the right or
the left hand. After 4 seconds, the subject was asked to re-
lax by the “cue” of moving cursor to the next letter towards
the direction which the subject imagined (Figure 5(a)). Then
next trial began after relaxing for 2 seconds. The experiment
comprised six experimental runs of 60 trials in each (30 left
and 30 right trials). In the analysis, none of trials was re-
moved for noise.
EEG was recorded referentially from 64 electrodes placed
over central and related areas using NeuroScan ESI 128 sys-
tem at the center for Brain-like Computing and Machine In-
telligence, Shanghai Jiao Tong University. The reference elec-
trode was mounted on the left and right mastoids and the
groundingelectrodeontheforehead.TheEEGwasﬁlteredin
a 0.5–200Hz frequency band. Horizontal and vertical Elec-
trooculogram (HEOG,VEOG) were derived bipolarly using
fourelectrodes.Allsignals,including64channelsEEG,EOG,
were sampled at 500Hz. In this study, we use four subjects’
experiment data for analysis.
4.2. Artifactdetection
EEG is often contaminated with ocular and other artifacts.
Many methods have been developed in the literature to re-
move (or attenuate) artifacts in the recordings. Temporally
constrained ICA (cICA) [21] can extract signals that are sta-
tistically independent, which are constrained to maximizing
the correlation with some reference signals. This constrain-
ing signal do not need to be a perfect match but it should be
enoughtopointthealgorithminthedirectionofaparticular
IC spanning the measurement space.
We assume a set of k measured time series x(t) = [x1(t),
x2(t),...,xk(t)]T to be a linear combination of l unknown
and statistically independent sources s(t) = [s1,s2,...,sl]T6 Computational Intelligence and Neuroscience
(assuming l ≤ k). A common preprocessing step is to apply a
linear “whitening” transformation to the time series so that
they have unit variance and are uncorrelated. The cICA is
desired to extract a single source of interest and is known
asone-unitICAmethods.Thenaturalinformation-theoretic
one-unit contrast function is the negentropy J(y):
J(y) = H

ygaus

−H(y), (17)
where H(·) is the diﬀerential entropy and ygaus is a Gaussian
random variable with the same variance as the output signal
y. A more ﬂexible and reliable approximation of negentropy
was introduced such that
J(y) ≈ ρ
	
E

G(y)

− E

G(v)

2, (18)
where ρ is a positive constant, v is a zero mean, unit vari-
ance Gaussian random variable, and G(·) can be any non-
quadratic function. The cICA algorithm brings in the use of
aconstraintwhichisusedtoobtainanoutputwhichisstatis-
tically independent from other sources and is closest to some
reference signal r(t). The closeness constraint can be written
as
g(w) = ε(w) −ξ ≤ 0, (19)
where w denotes a single demixing weight vector, such that
y = wTx; ε(w) represents the closeness between the esti-
mated output and the reference r,a n dξ represents some
closeness threshold. The measure of closeness can take any
form, such as mean squared-error (MSE) or correlation, or
any other suitable closeness measure. In our implementation
of the algorithm, we use correlation as a measure of closeness
such that g(w)b e c o m e s
g(w) = ξ −E

r

wTx

≤ 0, (20)
where ξ now becomes the threshold that deﬁnes the lower
bound of the optimum correlation. With the constraint in
place, the cICA problem is formulated as follows:
maximize f(w) = ρ
	
E

wTx

−E

G(v)

2
Subject to g(w) ≤ 0;
h(w) = E

y2
−1 = 0;
E

r2
−1 = 0;
(21)
where f(w) denotes the one-unit ICA contrast function,
g(w) is the closeness constraint, h(w) constrains the output
y to have unit variance, and the reference signal r is also con-
strained to have unit variance. In [22], the problem of cICA
is expressed as a constrained optimization problem which is
solved through the use of an augmented Lagrangian func-
tion, where learning of the weights and Lagrange parameters
is achieved through a Newton-like learning process.
In the ﬁeld of EEG analysis, it is feasible to assume
that some prior information on reference signals is avail-
able. In the case of artifact rejection in EEG, the morpholo-
gies and relative timings of contaminating eye-blinks or eye-
movements can easily be derived in an automated fashion.
T h er e l a t i v em o r p h o l o g yo ft h er e f e r e n c ei sr e l a t i v e l yu n i m -
portant as long as the temporal features of interest are cap-
tured; for example, the use of square “pulses” over the re-
gionofinterestwithazeroreferenceelsewhereshouldberea-
sonable as a temporal constraint when looking for transients
such as eye blinks or other similar waveforms. We directly
use the channel EOG as a reference function r(t)t os e r v ea s
a temporal constraint in the cICA algorithm.
The one-unit cICA method employed for this paper ex-
tracts only the single component which is closest to the ref-
erence signal in certain sense. However, it is not necessary to
assume in advance the number of actual underlying sources,
and no manual selection of components is required. These
are two very important points for practical implementations
of ICA. Generally, the algorithm converges to the desired so-
lutionwithinasmallnumberofiterationsandtheexactmor-
phology of the reference signal is not too critical in obtain-
ing a plausible solution. This makes it possible for the algo-
rithm to be implemented as an online automatic artifact re-
jection system. After extracting single component which was
regraded as an artifact, we can get the reconstructed noise-
free EEG signals by the deﬂation procedure.
Before feature extraction, the EEG signals are ﬁltered
in an 8–30Hz band. The ﬁlter used is a zero-phase for-
ward/backward FIR ﬁlter with a width of 20 points. The fre-
quency band was chosen because it encompasses the alpha
andbetafrequencybands,whichhavebeenshowntobemost
importantformovementclassiﬁcation[4].Furthermore,ina
recent movement study, it was shown that a broad frequency
band (e.g., 8–30Hz) gives better classiﬁcation results com-
pared with narrow bands.
4.3. Featureextraction
TheIRAistoﬁndtheindependentsourcecomponentswhich
also retain temporal structures. These source components
c a nb er e g a r d e da sd i ﬀerent source of neuron electricity and
some of them may be related to the motor imagery task. The
CSP method is to ﬁnd a spatial ﬁlter according to class la-
bels which maximaize the distance of diﬀerent class samples.
Therefore, theoretically using CSP on IRA components will
get better performance than using CSP on mixing signals of
EEG. First, we use IRA method to extract some components
whichmainlycontainnoise-freeEEGcomponentsofinterest
that are of temporal structures. Then CSP will be performed
on the components of IRA.
4.3.1. TemporalfeatureextractionbyIRA
Because the temporal structures of event-related potentials
may be more obvious after averaging all trials, the IRA was
chosen to analyze the averaged source signal obtained from
all EEG trials. After the IRA procedure, we obtained separat-
ing matrix and source signal sets (see Figure 6). The average-
imagined potentials were used for training the IRA demixing
matrix which would be used to project the single-trial EEG
to IRA bases. The averaged trial can be seen as combination
of trials and source components. The common demixing
weight matrix will be found by decomposition of averagedQ. Zhao and L. Zhang 7
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Figure 6: (a) Average 62 components during left-hand movement imagery. (b) Average 62 components during right-hand movement im-
agery.
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Figure 7: The scalp map projection of the IRA components in 3D
head model. Components 9 and 19 were highly related to the motor
imagery task, while components 1 and 2 were associated with the
occipital alpha rhythm.
trial. After ﬁnding the demixing matrix W, we will use it
for single-trial EEG. In this way, for each movement imagery
task,thesetofsourcessignalss(k)becamethefeaturesthem-
selves.
According to IRA algorithm, the components are mutu-
ally independent, each column in the mixing matrix, repre-
sents a spatial map describing the relative projection weights
of the corresponding temporal components at each EEG
channel. These spatial maps will hereinafter be referred to
as IC spatial map. Figure 7 shows 30 IC spatial maps for 30
temporal independent components. In IRA maps, IC9 and
IC19 mainly cover left and right motor ﬁeld of brain which
are highly related to the motor imagery task. Therefore, these
components can be regarded as source signals that are most
eﬀective for classiﬁcation, which are testiﬁed further by mu-
tual information in the Section 4.4.
4.3.2. Spatialfeatureextractionbycommon
spatialpatterns(CSP)
The common spatial pattern (CSP) algorithm is very useful
when calculating spatial ﬁlters for detecting ERD eﬀects [23]
and for ERD-based BCIs. Given two distributions in a high-
dimensional space, the (supervised) CSP algorithm ﬁnds di-
rections (i.e., spatial ﬁlters) that maximize variance for one
class and at the same time minimize variance for the other
class. After having band-pass ﬁltered the EEG signals to the
rhythms of interest, high variance reﬂects a strong rhythm
and low variance reﬂects a weak (or attenuated) rhythm.
This criterion is exactly what the CSP algorithm opti-
mizes: maximizing variance for the class of right-hand tri-
als and at the same time minimizing variance for left-hand
trials. Moreover, a series of orthogonal ﬁlters of both types
can be determined. For the analysis, the raw EEG data of a
single trial is represented as an N × T matrix E,w h e r eN is
the number of channels (i.e., recording electrodes) and T is
the number of samples per channel. The normalized spatial
covariance of the EEG can be obtained from
C =
EE 
trace(EE )
, (22)
whereE  denotesthetransposeofEandtrace(x)isthesumof
the diagonal elements of x. For each of the two distributions
to be separated (i.e., left- and right-movement imagery), the
spatial covariance Cd∈[l,r] is calculated by averaging over the
trialsofeachgroup.Thecompositespatialcovarianceisgiven
as
Cc = Cl +Cr (23)8 Computational Intelligence and Neuroscience
Cc can be factored as Cc = UcλcU 
c,w h e r eUc is the matrix
of eigenvectors and λc is the diagonal matrix of eigenvalues.
Note that throughout this section, the eigenvalues are as-
sumed to be sorted in descending order.
The whitening transformation
P =

λ
−1
c U 
c (24)
equalizes the variances in the space spanned by Uc, that is,
all eigenvalues of PCcP  are equal to one. If Cl and Cr are
transformed as
Sl = PClP , Sr = PCrP  (25)
then Sl and Sr share common eigenvectors, that is, if Sl =
BλlB , then Sr = BλrB  and λl+λr = I,w h e r eI is the identity
matrix. Since the sum of two corresponding eigenvalues is
always one, the eigenvector with largest eigenvalue for Sl has
the smallest eigenvalue for Sr and vice versa. This property
makes the eigenvectors B useful for classiﬁcation of the two
distributions.
With the projection matrix W = B P, the decomposition
(mapping) of a trial is given as
Z = WE. (26)
The columns of W−1 are the common spatial patterns and
can be seen as time-invariant EEG source distribution vec-
tors. The signals Zp(p = 1···2m) that maximize the diﬀer-
ence of variance of left versus right-movement imagery EEG
are the ones that are associated with the largest eigenvalues λl
and λr. These signals are the m ﬁrst and last rows of Z due to
the calculation of W.
4.3.3. Visualization
We examine the changes in performance of all trials using
a variety of measures and new ideas for visualization that
help us to characterize the type and degree of changes seen
inEEGfeaturesusedforBCIclassiﬁcation.WeusedEEGLAB
software package which was an open source toolbox for data
visualization. Figure 8 shows components activity along tri-
alsandpowerspectrum.Event-relatedspectralperturbations
(ERSPs) [24] gave each single-trial component activity time
series which was transformed to a baseline-normalized spec-
trographic image using a moving-window average of FFT
spectra computed. Intertrial coherence (ITC) is a frequency
domain measure of the partial or exact synchronization of
activityataparticularlatencyandfrequencytoasetofexper-
imental events to which EEG data trials are time locked. The
term “inter-trial coherence” refers to its interpretation as the
event-related phase coherence (ITPC) or event-related lin-
ear coherence (ITLC) between recorded EEG activity and an
event-phase indicator function. (See Figure 9.) From ERSP
and ITC of components 9 and 19, we found that compo-
nent9ofleft-handeventsandright-handeventshasdiﬀerent
time-frequency spectral. In left-hand events, featured brief
(20–25Hz) appeared near the middle of the trial, by con-
trast, right-hand events appeared only near the beginning of
the trial. Furthermore, the components 19 of right-hand tri-
als has a little similar time-frequency changes as component
9 of left-hand trials.
4.4. Classiﬁcation
The features used for classiﬁcation are obtained by IRA and
CSP. For each direction-imagined movement, the variances
of feature signals suitable for discrimination are used for the
construction of the classiﬁer. The feature should maximize
the diﬀerence of variance of left versus right movement im-
agery EEG.
fp = log

var

Zp

n
i=1var

Zi


, (27)
where Zp(p = 1···n) are the CSP components. The feature
vectors fp are used for classiﬁcation. The log-transformation
serves to approximate normal distribution of the data. In or-
der to view the performance of feature extraction methods,
we used PCA to reduce feature vectors’ dimensions and then
viewed ability of separating diﬀerent classes in 2-D or 3-D
space (see Figure 10).
Because some of these features are not sensitive to dis-
criminate diﬀerent types of single-trial EEG. In fact, there
are even irrelevant and redundant features in the feature set.
By selecting the relevant features before the classiﬁcation, we
could not only simplify the classiﬁer but also improve the
classiﬁcation performance. The deﬁnition of relevant feature
is proposed by Blum and Langley [25]. The improved mu-
tual information feature selector (MIFS) algorithm [26] that
ischoseninoursystemforfeatureselectiontriestomaximize
I(C; fi | fs), and this can be rewritten as
I

C; fi, fs

= I

C; fs

+I

C; fi | fs

. (28)
Here I(C; fi | fs) represents the remaining mutual informa-
tion between class C and feature fi for given fs. For all the
candidate features to be selected in the ideal feature selection
algorithm, I(C; fs) is common and not necessary to evaluate
it. So the ideal greedy algorithm now tries to ﬁnd the feature
that maximizes I(C; fi | fs)( a r e a3 )i n( 28); but, in general,
to calculate I(C; fi | fs), we need to divide the input feature
space into lots of partitions and this is practically impossible.
So we will approximate I(C; fi | fs)wi t hI(fs; fi)a n dI(C; fi),
which are relatively easy to calculate. The conditional mutual
information I(C; fi | fs)c a nb er e p r e s e n t e da s
I

C; fi | fs

= I

C; fi

−

I

fs; fi

− I

fs; fi | C

. (29)
ThetermI(fs; fi | C)meansthemutualinformationbetween
already selected feature fs and the candidate feature fi for
given class C. If conditioning by the class C does not change
the ratio of the entropy of fs and the mutual information be-
tween fs and fi, then the following relation holds:
I

fs; fi | C

=
H

fs | C

H

fs
 I

fs; fi

. (30)
Using the equation above and (29) together, we obtain
I

fi;C | fs

= I

fi;C

−
I

fs;C

H

fs
 I

fs; fi

. (31)Q. Zhao and L. Zhang 9
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Figure 8: The properties of component which including scalp component map, component activity along trials and power spectrum. (a)
Component 9 during left-hand movement imagery. (b) Component 9 during right-hand movement imagery. (c) Component 19 during left-
hand movement imagery. (d) Component 19 during right-hand movement imagery. Though the similarity of power spectrum, the temporal
amplitude ﬂuctuations of component 9 are obviously diﬀerent during left- and right-hand movement imagery. In (b), the amplitude has
obviously attenuation for all trials while it did not appear in (a).
With this formula, the revised greedy selection algorithm is
depicted as follows.
(Greedy selection) repeat until desired number of fea-
tures are selected.
(a) (Computation of entropy) for all s ∈ S,c o m p u t eH(s)
if it is not already available.
(b) (Computation of the MI between variables) for all
couples of variables (f,s)w i t hf ∈ F, s ∈ S compute
I(f;s) if it is not already available.
(c) (Selection of the next feature) choose feature f ∈ F
as the one that maximizes I(C; f) − β

s∈S(I(C;s)/
H(s))I(f;s); set F ← F{f }, S ←{f }.10 Computational Intelligence and Neuroscience
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Figure 9:Theevent-relatedspectralperturbation(ERSP)showsmeanevent-relatedchangesinspectralpowerateachtimeduringtheepoch
and at each frequency. Intertrial coherence (ITC) indicates degree of that the EEG activity at a given time and frequency in single trials are
phase-locked (not phase-random with respect to the time-locking experimental event). (a) ERSP and ITC of component 9 during left-hand
movement imagery. (b) ERSP and ITC of component 9 during right-hand movement imagery. (c) ERSP and ITC of component 19 during
left-hand movement imagery. (d) ERSP and ITC of component 19 during right-hand movement imagery.
Here the entropy H(s) can be computed in the process
of computing the mutual information with output class C,
so there is little change in computational load with respect
to MIFS. The variable β gives ﬂexibility to the algorithm as
in MIFS. If we set β zero, the proposed algorithm chooses
features in the order of the mutual information with the out-
put. As β grows, it deselects the redundant features more ef-
ﬁciently. In general, we can set β = 1 in compliance with
(31). For all the experiments to be discussed later, we set it to
1. The estimation of mutual information (MI) between each
feature and event labels are showed in Figure 11.B a s e do n
the algorithm, we obtain a subset of relevant features, which
possess the larger MI of all the features, for the classiﬁcation
procedure.Figure 12showsjointdistributionoffourfeatures
with maximal mutual information.
Two classiﬁcation methods of Support Vector Machine
(SVM) and linear discrimination analysis (LDA) were used
to validate the result. To evaluate the classiﬁcation perfor-
mance, the generalization classiﬁcation accuracy was esti-
mated by 10-fold cross-validation.
5. RESULTS AND DISCUSSIONS
Table 1 summarizes the results of single-trial EEG classiﬁca-
tion for left- versus right-hand movement imagery. The ﬁrst
row denotes the diﬀerent classiﬁcation method with diﬀer-
ent number of features, the ﬁrst column denotes diﬀerent
feature extraction methods for the subjects. In the feature
extraction methods, temporal spatial pattern (TSP) repre-
sents the method of combining IRA and CSP which we haveQ. Zhao and L. Zhang 11
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Figure 10: Data distribution of feature vectors in 2-D or 3-D views by using PCA method to reduce dimensions. (a)(d) Feature distribution
of two type events which extracted by IRA method. (b)(e) Feature distribution of two type events which extracted by CSP method. (c)(f)
Feature distribution of two type events which extracted by our method.
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Figure 11: (a) The mutual information of IRA components and events labels. (b) The mutual information of CSP components and events
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Figure 12: (a) The joint distribution of four features with maximal mutual information between features and events types during left-hand
movement imagery. (b) The joint distribution of four features with maximal mutual information between features and events types during
right-hand movement imagery.
Table 1: Classiﬁcation rates (%) for four subjects with diﬀerent methods. Denoting temporal spatial pattern (TSP) as method which using
both temporal and spatial structure information implemented by IRA and CSP algorithms. The ﬁrst row denotes diﬀerent classiﬁcation
method with diﬀerent number of features and the ﬁrst column denotes diﬀerent feature extraction methods for the subjects.
LDA(4) SVM(4) LDA(10) SVM(10) LDA(16) SVM(16) LDA(24) SVM(24) LDA(30) SVM(30)
Subject A
CSP (no ﬁltering) 71.23 72.78 81.50 82.06 87.14 87.86 87.14 87.86 88.90 89.88
ICA (no ﬁltering) 77.43 77.10 76.69 76.81 76.17 75.94 74.91 74.49 74.17 74.49
TSP (no ﬁltering) 76.55 77.13 87.94 89.01 91.83 92.49 90.02 91.04 90.02 91.04
CSP ([8–30Hz]) 85.48 86.67 87.82 88.69 88.26 88.41 90.96 90.72 91.86 91.88
ICA ([8–30Hz]) 86.85 87.53 86.05 87.53 85.51 86.95 84.06 86.37 83.37 86.95
TSP ([8–30Hz]) 85.56 86.09 85.90 87.24 89.49 89.56 91.96 92.46 93.56 93.90
Subject B
CSP ([8–30Hz]) 65.37 65.66 84.15 85.66 85.86 87.66 90.91 90.33 91.58 92.00
ICA ([8–30Hz]) 85.41 85.33 87.44 87.00 85.97 86.33 86.51 85.66 86.21 86.67
TSP ([8–30Hz]) 76.66 77.33 86.00 86.00 89.00 89.00 92.33 92.33 92.67 94.00
Subject C
CSP ([8–30Hz]) 71.03 72.67 74.70 76.00 79.77 80.67 84.32 86.33 85.25 86.33
ICA ([8–30Hz]) 79.92 80.00 81.42 80.33 79.93 79.67 78.29 78.33 78.04 79.00
TSP ([8–30Hz]) 79.03 80.66 80.90 80.33 86.37 85.00 88.63 88.00 88.14 88.00
Subject D
CSP ([8–30Hz]) 71.89 72.33 82.68 84.00 83.55 83.66 87.82 87.66 86.31 88.00
ICA ([8–30Hz]) 72.63 73.33 74.47 76.00 73.65 76.00 75.31 75.66 75.70 76.00
TSP ([8–30Hz]) 78.01 77.00 84.52 85.00 84.51 84.33 88.27 88.33 88.72 88.66
proposed in this paper. In the table, ICA results are com-
puted by infomax ICA technique through decomposing the
data into 62 components and then selecting diﬀerent num-
ber of features based on mutual information method. From
the table, we can see that CSP algorithm is sensitive for the
frequency (i.e., frequency-speciﬁc). ICA results have no ob-
vious improvement with increasing number of features. We
also see clearly that the TSP method improves the accuracy
of classiﬁcation. Without applying ﬁltering on EEG signals,
TSPmethodalwaysgetbetterresultsthantheCSPalgorithm.
Furthermore,Figure 13showsthecurvesofclassiﬁcationrate
accordingtonumberoffeatures.Themostoptimalresultcan
be obtained by the TSP method and the accuracy is about
93.9% for subject A, 95% for subject B, 92.33% for subject
C, and 91.3% for subject D. In the Graz BCI system, subjects
were asked to perform the actual ﬁnger movement at 8 sec-
ond and the system also has the feedback to subjects at 1 sec-
ond after the movement according to the estimate of DSLVQQ. Zhao and L. Zhang 13
60
65
70
75
80
85
90
95
100
0 1 02 03 04 05 06 07 0
Number of features
CSP
ICA
TSP
(a)
60
65
70
75
80
85
90
95
100
0 1 02 03 04 05 06 07 0
Number of features
CSP
ICA
TSP
(b)
60
65
70
75
80
85
90
95
100
0 1 02 03 04 05 06 07 0
Number of features
CSP
ICA
TSP
(c)
60
65
70
75
80
85
90
95
100
0 1 02 03 04 05 06 07 0
Number of features
CSP
ICA
TSP
(d)
Figure 13: The classiﬁcation accuracy versus the number of features for CSP, ICA and TSP (combination of IRA and CSP) methods. (a)
Subject A. (b) Subject B. (c) Subject C. (d) Subject D.
classiﬁer. However, in our system, the subject only was asked
to imagine hand movement but none of actual movement
and feedback were performed. In fact, the actual movement
will improve the classiﬁcation rate greatly. Moreover, there
is no preselection for artifact trials in our system. Therefore,
TSP can provide better features for EEG classiﬁcation during
hand movement imagery and is more suitable for the online
BCI system.
The results can be summarized as follows.
(1) TSP method (combination of IRA and CSP) can gen-
erally increase the classiﬁcation accuracy of the EEG
patterns.
(2) CSP is very sensitive to frequency of ﬁltering and is
severely subject-speciﬁc, while TSP will get better clas-
siﬁcation rate when dealing with original EEG signals.
(3) Temporal features of single-trial EEG which reﬂects
event-related potentials can be used to classify move-
ment imagery tasks.
(4) Interrelated feature analysis based on mutual informa-
tion may improve the EEG classiﬁcation rate.
6. CONCLUSIONS
Single-trial EEG classiﬁcation is a very diﬃcult and challeng-
ing problem in BCI. How to extract eﬀective information or
features from original EEG signals becomes a central prob-
lem of the EEG-based BCI. In the past BCI research, CSP al-
gorithm has been proven to be very successful in determin-
ingspatialﬁlterswhichextractdiscriminative brainrhythms.
However, the performance can suﬀer from nondiscrimina-
tive brain rhythms with an overlapping frequency range.14 Computational Intelligence and Neuroscience
Meanwhile, IRA algorithm successfully overcomes this prob-
lem by ﬁnding the latency source related to events. Through
I R Ad e c o m p o s i t i o n ,w ew i l ls e p a r a t eu s e f u ls o u r c ec o m p o -
nents with temporal structures from noise. Therefore, it will
overcome the problem of losing temporal information that is
very useful for classiﬁcation of event-related potential. Fur-
thermore, through feature selection based on mutual infor-
mation, most interrelated or eﬀective features have been se-
lected for classiﬁcation. It allows to clearly reveal discrimi-
nating parts in features set, thus contributes to a better un-
derstanding of mechanism for an imagination task. Finally,
it would be useful to explore conﬁgurations with more than
two classes which are more natural and also more friendly
from the psychological perspective.
ACKNOWLEDGMENTS
ThisworkwassupportedbytheNationalBasicResearchPro-
gramofChina(Grantno.2005CB724301)andNationalNat-
ural Science Foundation of China (Grant no. 60375015).
REFERENCES
[ 1 ]J .R .W o l p a w ,N .B i r b a u m e r ,W .J .H e e t d e r k s ,e ta l . ,“ B r a i n -
computer interface technology: a review of the ﬁrst interna-
tional meeting,” IEEE Transactions on Rehabilitation Engineer-
ing, vol. 8, no. 2, pp. 164–173, 2000.
[2] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller,
andT.M.Vaughan,“Brain-computerinterfacesforcommuni-
cation and control,” Clinical Neurophysiology, vol. 113, no. 6,
pp. 767–791, 2002.
[3] L. A. Farwell and E. Donchin, “Talking oﬀ the top of your
head: toward a mental prosthesis utilizing event-related brain
potentials,” Electroencephalography and Clinical Neurophysiol-
ogy, vol. 70, no. 6, pp. 510–523, 1988.
[4] G. Pfurtscheller, C. Neuper, D. Flotzinger, and M. Pregen-
zer, “EEG-based discrimination between imagination of right
and left hand movement,” Electroencephalography and Clinical
Neurophysiology, vol. 103, no. 6, pp. 642–651, 1997.
[5] J. R. Wolpaw and D. J. McFarland, “Multichannel EEG-based
brain-computer communication,” Electroencephalography and
Clinical Neurophysiology, vol. 90, no. 6, pp. 444–449, 1994.
[6] N.Birbaumer,N.Ghanayim,T.Hinterberger,etal.,“Aspelling
device for the paralysed,” Nature, vol. 398, no. 6725, pp. 297–
298, 1999.
[ 7 ]J .R .W o l p a w ,D .J .M c F a r l a n d ,a n dT .M .V a u g h a n ,“ B r a i n -
computer interface research at the Wadsworth Center,” IEEE
Transactions on Rehabilitation Engineering,v o l .8 ,n o .2 ,p p .
222–226, 2000.
[8] Y. Li, X. Gao, H. Liu, and S. Gao, “Classiﬁcation of single-trial
electroencephalogram during ﬁnger movement,” IEEE Trans-
actions on Biomedical Engineering, vol. 51, no. 6, pp. 1019–
1025, 2004.
[9] Y. Wang, Z. Zhang, Y. Li, X. Gao, S. Gao, and F. Yang, “BCI
competition 2003-data set IV: an algorithm based on CSSD
and FDA for classifying single-trial EEG,” IEEE Transactions
on Biomedical Engineering, vol. 51, no. 6, pp. 1081–1086, 2004.
[10] H. Ramoser, J. M¨ uller-Gerking, and G. Pfurtscheller, “Opti-
mal spatial ﬁltering of single trial EEG during imagined hand
movement,” IEEE Transactions on Rehabilitation Engineering,
vol. 8, no. 4, pp. 441–446, 2000.
[11] J.M¨ uller-Gerking,G.Pfurtscheller,andH.Flyvbjerg,“Design-
ingoptimalspatialﬁltersforsingle-trialEEGclassiﬁcationina
movement task,” Clinical Neurophysiology, vol. 110, no. 5, pp.
787–798, 1999.
[12] G. Dornhege, B. Blankertz, G. Curio, and K.-R. M¨ uller, “In-
crease information transfer rates in BCI by CSP extension to
multi-class,” in Advances in Neural Information Processing Sys-
tems 16 (NIPS ’03), vol. 3, Vancouver, BC, Canada, December
2004.
[13] L. Zhang, “Temporal independent component analysis for
separating noisy signals,” in Proceedings of the 11th In-
ternational Conference of Neural Information Processing
(ICONIP ’04), vol. 3316 of Lecture Notes in Computer Science,
pp. 1064–1069, Calcutta, India, November 2004.
[14] H. Jasper and W. Penﬁeld, “Electrocorticograms in man: ef-
fect of voluntary movement upon the electrical activity of the
precentral gyrus,” European Archives of Psychiatry and Clinical
Neuroscience, vol. 183, no. 1–2, pp. 163–174, 1949.
[15] G. Dornhege, B. Blankertz, M. Krauledat, F. Losch, G. Curio,
andK.-R.M¨ uller,“Combinedoptimizationofspatialandtem-
poral ﬁlters for improving brain-computer interfacing,” IEEE
Transactions on Biomedical Engineering, vol. 53, no. 11, pp.
2274–2281, 2006.
[16] S. Amari and A. Cichocki, “Adaptive blind signal processing-
neural network approaches,” Proceedings of the IEEE, vol. 86,
no. 10, pp. 2026–2048, 1998.
[17] D. T. Pham, “Mutual information approach to blind separa-
tion of stationary sources,” IEEE Transactions on Information
Theory, vol. 48, no. 7, pp. 1935–1946, 2002.
[18] S.-I. Amari and J.-F. Cardoso, “Blind source separation-
semiparametric statistical approach,” IEEE Transactions on
Signal Processing, vol. 45, no. 11, pp. 2692–2700, 1997.
[19] L.-Q. Zhang, A. Cichocki, and S. Amari, “Geometrical struc-
tures of FIR manifold and multichannel blind deconvolution,”
Journal of VLSI Signal Processing Systems,v o l .3 1 ,n o .1 ,p p .
31–44, 2002.
[20] L. Zhang, A. Cichocki, and S. Amari, “Self-adaptive blind
source separation based on activation functions adaptation,”
IEEE Transactions on Neural Networks, vol. 15, no. 2, pp. 233–
244, 2004.
[21] C. J. James and O. J. Gibson, “Temporally constrained ICA: an
applicationtoartifactrejectioninelectromagneticbrainsignal
analysis,”IEEETransactionsonBiomedicalEngineering,vol.50,
no. 9, pp. 1108–1116, 2003.
[22] W.LuandJ.C.Rajapakse,“ICAwithreference,”inProceedings
of the 3rd International Conference on Independent Component
Analysis and Blind Source Separation (ICA ’01), pp. 120–125,
San Diego, Calif, USA, December 2001.
[23] Z. J. Koles and A. C. K. Soong, “EEG source localization:
implementing the spatio-temporal decomposition approach,”
Electroencephalography and Clinical Neurophysiology, vol. 107,
no. 5, pp. 343–352, 1998.
[24] A. Delorme and S. Makeig, “EEGLAB: an open source tool-
box for analysis of single-trial EEG dynamics including inde-
pendent component analysis,” Journal of Neuroscience Meth-
ods, vol. 134, no. 1, pp. 9–21, 2004.
[25] A. L. Blum and P. Langley, “Selection of relevant features and
examples in machine learning,” Artiﬁcial Intelligence, vol. 97,
no. 1–2, pp. 245–271, 1997.
[26] N. Kwak and C.-H. Choi, “Improved mutual information fea-
tureselectorforneuralnetworksinsupervisedlearning,”inIn-
ternational Joint Conference on Neural Networks (IJCNN ’99),
vol. 2, pp. 1313–1318, Washington, DC, USA, July 1999.