We investigate some generalization of the transform S (S w -transform or S-transform) in a space of rapidly decreasing Boehmians. We show that the newly-introduced transform S is a well-defined linear isomorphism between the constructed spaces of Boehmians. Continuity with respect to δ and ∆-convergence is discussed. Also the results in the transform S are noted to generalize some earlier ones.
Introduction and Preliminaries
The transform S was first introduced by Stockwell et al. [1] as an invertible time frequency spectral localization technique. The transform S is an extension of the ideas of the continuous wavelet transform and is based on a moving and scalable localizing Gaussian window and has characteristics superior to both of the Fourier and wavelet transforms [5] . Throughout this paper let C, R, and N be the sets of complex numbers, real numbers, and positive integers, respectively, and N 0 := N ∪ {0}.
For a window function w (t, ξ), the continuous S-transform of a function u (t) with respect to the window w is defined by (Su) (τ, ξ) = R n u (t) w (τ − t, ξ) e −i2π t,ξ dt (τ, ξ ∈ R n ) ,
where t, ξ = n 1 t j ξ j (t = (t 1 , . . . , t n ), ξ = (ξ 1 , . . . , ξ n ) ∈ R n ) is the usual inner product on R n . Let v (t, x) be a function defined on R n × R n and F 1 be its partial Fourier transform with respect to the first coordinate F 1 (v (t, x)) (ξ; x) = R n v (t, x) e −i2π t,ξ dt.
Then, the transform S of v is expressed in terms of F 1 as follows (see [2, Eq. (6) ]): (Sv) (τ, ξ) = F −1
where
is the inverse partial Fourier transform of F 1 and α is the Fourier transform pair of t.
Certain properties of the transform S are given by [2] as in the following theorem. Theorem 1.1. (i) Let u 1 , u 2 ∈ l 2 (R n ), w 1 and w 2 be window functions and, δ be the Dirac delta distribution such that
Let S 1 and S 2 be the respective S-transforms of u 1 and u 2 with respect to the windows w 1 and w 2 , respectively. Then, the Parseval formula is given as follows:
(ii) Let u ∈ l 2 (R n ) and w be a window function. Then the Plancherel formula for Su is given by
(iii) The inversion formula for the transform S is derived from (1) as follows:
In this paper we consider to define the S-transform in terms of the Fourier transform given in the following definition. Definition 1.2. The one-dimensional S-transform via the Fourier transform for a window function , which is positive and Gaussian, is defined by (see [5, Eq. ( 
where f is the frequency,û is the Fourier transform of u and k is a scaling factor which controls the time-frequency resolution (see also [3, Eq. 6] ).
Some relations between the Fourier and the transform S are given as follows:
Translation, modulation and involution are, respectively, defined as T τ u (t) = u (t − τ ) , M ξ u (t) = exp (i2πu (t)) and Iu (t) = u (−t), where t, τ, ξ ∈ R n . Then the transform S appears as a superposition of time frequency shifts as in the following example. 
(ii) If the window function w (t, ξ) is independent of t, i.e., w (t, ξ) = w (ξ) , then the transform S is a multiplication operator, i.e.,
Some important facts regarding the transform S are given in the following theorem (see [5] ). For more properties about the transform S, the interested reader may also refer to [2, 8, 9, 15, 16] . Theorem 1.4. Each of the following statements holds true:
is continuous with respect to the variables τ and f.
Boehmians
In mathematical analysis, distributions or generalized functions are to generalize functions. Distributions make it possible to differentiate functions whose derivatives do not exist in the classical sense. In particular, any locally integrable function has a distributional derivative. Distributions are widely used to formulate generalized solutions of partial differential equations, where the classical solution may not exist. Further, distributions are important in physics and engineering where many problems naturally lead to differential equations whose solutions or initial conditions are distributions.
Later, in 1983, Boehmians are objects obtained by an abstract algebraic construction to generalized distributions [17] . The original construction was motivated by regular operators [18] . Boehmians are subclass of Mikusinski operators, which are defined as equivalence classes of convolution quotients of functions. Since Boehmians were introduced, the framework of Boehmians has been used to define a variety of spaces of generalized functions and generalized integral transforms on those spaces.
For a linear space Y and a subspace X of Y, assume that, to each pair (f, φ), (g, ψ) of elements, f, g ∈ Y, φ, ψ ∈ X, is assigned the products f * φ, g * ψ satisfying the following conditions:
Let∆ be a family of sequences from X such that, for f, g ∈ Y, we have
Then, elements of∆ are called delta sequences or approximating identities.
Consider a class A of pairs of sequences defined by
The pair ({f n } , { n }) ∈ A is said to be quotient of sequences, denoted by
Two quotients of sequences f n n and g n τ n are said to be equivalent,
The relation ∼ is an equivalent relation on A and hence, partitions A into equivalence classes. The equivalence class containing f n n is denoted by {f n } { n } .
These equivalence classes are called Boehmians and the space of all Boehmians is denoted by B Y, X,∆, * . The sum and multiplication by a scalar of two Boehmians can be defined, in a natural way, as follows:
The operation * and the differentiation in B Y, X,∆, * are defined by
Let Y be equipped with a notion of convergence. The intrinsic relationship between the notion of convergence and the product * is given as follows:
The operation * is extended to B Y, X,∆, * × X as follows:
In B Y, X,∆, * , two types of convergence, δ and∆-convergence, are defined as follows:
(i) A sequence of Boehmians {β n } in B Y, X,∆, * is said to be δ-convergent to a Boehmian β in B Y, X,∆, * , denoted by β n δ → β, if there exists a delta sequence { k } such that {β n * k } , {β * k } ∈ Y (k, n ∈ N), and
It is noted that the sequence β n δ → β (n → ∞) in B Y, X,∆, * if and
(ii) A sequence of Boehmians {β n } in B Y, X,∆, * is said to be∆-convergent to a Boehmian β in B Y, X,∆, * , denoted by β n∆ → β, if there exists a { n } ∈∆ such that (β n − β) * n ∈ Y (n ∈ N), and (β n − β) * n → 0 in Y as n → ∞.
For more properties, see [10, 12, 13, 14] and [16, 17, 18, 19, 20] .
Constructed Spaces of Boehmians
Here we begin by recalling the following definition. 
Denote by ∆ the set of all sequences (δ n ) ∈ S β α (R) such that
(iii) inf {ε > 0 : supp δ n ⊆ (−ε, ε)} → 0 as ε → ∞.
Denote β l 2 the space with l 2 (R) as a super set of square integrable functions, the dense subset S β α (R) of l 2 (R), the subset ∆ of S β α (R) and the convolution product
A typical element in β l 2 is denoted by the equivalent class
where {u n } ∈ l 2 (R) and {δ n } ∈ ∆.
Addition and multiplication of a Boehmian by a scalar λ ∈ C are defined in
and
Each element u in l 2 (R) is identified in β l 2 as
for {δ n } ∈ ∆.
Convergence in β l 2 is defined as follows:
(ii) Convergence of type ∆ : A sequence of Boehmians {β n } in l 2 is said to be ∆ -convergent to a Boehmian β in β l 2 , denoted by β n ∆ → β, if there exists a { n } ∈ ∆ such that (β n − β) * n ∈ l 2 (n ∈ N), and (β n − β) * n → 0 as n → ∞ in l 2 .
We next consider another space of Boehmians with a different operation from the previous convolution product * . The notation • will denote the usual multiplication of Fourier transforms of two functions in the space S β α (R) .
Theorem 3.6. Let u ∈ l 2 (R) and v ∈ S β α (R). Then we find
whereû andv are the Fourier transforms of u and v, respectively (see also [3, Eq. 6] ).
Proof. Employing Definition 1.2 on (9) gives
where k is the scaling factor which controls the time-frequency resolution. By using the following identity (see [4] ):
we get
This completes the proof.
Let us introduce some further definitions and notations. Denote by l 2 the space of Fourier transforms of integrable functions in l 2 . Denote by∆ the set of Fourier transforms of ∆. It follows from Theorem 3.5 that
Then∆ describes a set of delta sequences in the following sense:
(ii) Let δ n ∈∆, andδ n •û =δ n •v, forû,v ∈ l 2 . Then, a parity of Theorem 3.6 reveals
Continuity of S-transforms yields
The assumption that {δ n } is a delta sequence implies
Therefore,∆ forms a delta sequence.
Proof. Letû ∈ l 2 andv ∈ S β α (R). Then we find from (13) that, since u * v ∈ l 2 ,
Proof. The properties given here are seen easily to follow from the integral operator. So the details of proof are omitted.
Theorem 3.9. Letû ∈ l 2 and δ n ∈∆. Thenû •δ n →û as n → ∞.
Proof. The result here is seen easily to be proved from the following fact:
for every (δ n ) ∈ ∆. So the details of proof are omitted.
It is found that the space β l 2 with the sets l 2 , • , S β α (R) , * and∆ describes a Boehmian space. A typical element in β l 2 is given and denoted by the equivalent class {û n } {δ n } , for every pair of sequences {û n } ∈ l 2 (R) and δ n ∈∆. Addition and multiplication by a scalar λ ∈ C are defined in β l 2 as
(ii) Convergence of type ∆ : A sequence of Boehmians {β n } in β l 2 is said to be ∆-convergent to a Boehmian β in β l 2 , denoted by β n ∆ → β, if there exists
Introduction of S Transform of a Boehmian
Here we introduce a new transform S from β l 2 into β l 2 . Then we show that the transform S is well-defined, linear, homomorphism, and one-to-one. Definition 4.1. Let {u n } {δ n } be a Boehmian in β l 2 . Then its S-transform is defined by the equation
Theorem 4.2. Each of the following properties holds true:
(ii) The operator S is linear.
(iv) The transform S is consistent with the transform S.
(v) The operator S is one-to-one.
Hence, Theorem 3.6 gives
We therefore haveû n •ε m =v m •δ n (m, n ∈ N). The concept of quotients and the equivalent classes of β l 2 imply
(ii) Let β 1 , β 2 ∈ β l 2 be given as β 1 = {u n } {δ n } , β 2 = {v n } {ε n } . Then we have
By using (13) , Theorem 3.6 and linearity of the Fourier transform, we find from (16) that
Hence addition of Boehmians of β l 2 leads to
Moreover, given α * ∈ C, it easy to see that S (α * β 1 ) = α * S (β 1 ) .
It is noted that if β ∈ β l 2 with β = 0, then Sβ = 0.
(iii) Let β 1 , β 2 ∈ β l 2 be given as β 1 = {u n } {δ n } and β 2 = {v n } {ε n } . Then S (β 1 * β 2 ) = S {u n } {δ n } * {v n } {ε n } = S {u n * v n } {δ n * ε n } .
Hence, by Theorem 3.6, we find
The proof is complete.
(iv) Let u ∈ l 2 and β be its representative in β l 2 . Then β = u * {δ n } {δ n } = u * {δ n } {δ n } , where (δ n ) ∈ ∆ (n ∈ N). It is obvious that (δ n ) is independent from the representative for all n ∈ N. Therefore, by (15) ,
which is the representative of Su in β l 2 . The proof is complete.
(v) Let S {u n } {δ n } = S {v n } {ε n } . Using (15), we getû n •ε m =v m •δ n (m, n ∈ N). Therefore, Theorem 3.6 implies S (u n * ε m ) = S (v m * δ n ) (m, n ∈ N).
Properties of S, indeed, give u n * ε m = v m * δ n (m, n ∈ N). Then the concept of equivalent classes of β l 2 suggests {u n } {δ n } = {v n } {ε n } .
Hence, the extended transform S is one-to-one. This completes the proof.
Concluding Remark
Since the space of rapidly decreasing functions is a subspace of the space of rapidly decreasing Boehmians and every rapidly decreasing function has a representative in the space of Boehmians, the results given in this paper are seen to generalize those given by Singh [2, 5] .
