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Abstract
The analysis of some three-dimensional optimal design problems leads us to study variational
principles under curl-free and divergence-free constraints simultaneously. We explicitly exploit the
relationship between curl-free and div-free restrictions in order to take advantage of the accumulated
experience in the classical curl case by the introduction of potentials. Our discussion takes place in
the three-dimensional situation. This is a first contribution in the sense that we only deal with the
most basic issues.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to study the typical questions of the calculus of variations,
essentially the issues related to weak lower semicontinuity, and eventually, existence–
nonexistence of optimal solutions, for functionals of the type
I (u,V )=
∫
Ω
ϕ
(
x,u(x),∇u(x),V (x))dx,
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bounded;
u :Ω→Rl , V :Ω →R3×m
are vector fields belonging to suitable functional spaces that we will specify later;
ϕ :Ω ×Rl ×M3×l ×R3×m→ R∗
is a given integrand verifying further technical assumptions; R∗ = R ∪ {+∞}, and more
importantly, we would like to impose the restriction
div(V )= 0 in Ω. (1.1)
Typical boundary conditions will be specified later as they are needed. We will restrict
attention to the cases m= 1,2,3. What we would like to investigate concerning this type
of variational problems is
(1) reformulation in terms of potentials;
(2) weak lower semicontinuity in the appropriate functional setting and notion of convex-
ity involved depending on the value of m;
(3) characterization of Young measures associated to sequences of functions satisfying the
additional constraint (1.1);
(4) relevance of the previous characterization with respect to functionals not enjoying the
convexity that ensures weak lower semicontinuity.
The motivation to study this type of functionals is related to the analysis of some
optimization problems where additional, nonlocal constraints have the form of a partial
differential equation or system in divergence form. Namely we are seeking to
Minimize I (χ)=
∫
Ω
ϕ
(
x, y(x),u(x),∇u(x))dx,
where
y(x)= αχ(x)+ β(1− χ(x)), ∫
Ω
χ(x) dx  λ|Ω |,
div
(
y(x)∇u(x))= f, u ∈H 10 (Ω),
and λ,f are given. χ is the characteristic function of a subset of Ω , the one occupied by
the α material.
By the introduction of a suitable vector potential (or stream function in dimension two)
the nonlocal character of the constraint becomes local in this new field. This reformulation
introduces a new independent field in the problem, and the relationship between the old
field and this new variable replaces the difficulties attached to the initial nonlocal feature
of the problem. In this way, by introducing the auxiliary functionF , solution of the problem
−div(∇F(x))= f in Ω, F = 0 on ∂Ω,
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y(x)∇u(x)+∇F(x)=∇ × v(x)
for some v. Since y(x) can only take on the two values α and β , we see that by defining
Λγ,x =
{
A ∈M4×3: γA(1) +∇F(x)= TA(2)},
where A(1) is the first row of A, A(2) is the remaining 3 × 3 submatrix, and for a 3 × 3
matrix F ,
T F = (F32 − F23,F13 −F31,F21 − F12),
the differential law can be enforced by demanding
∇U(x) ∈Λα,x ∪Λβ,x
for a.e. x ∈Ω , where U = (u, v) :Ω→ R4. By considering the integrands
ϕ˜(x,U,A)=


ϕ(x,α,U(1),A(1)), if A ∈Λα,x\Λβ,x,
ϕ(x,β,U(1),A(1)), if A ∈Λβ,x\Λα,x,
min{ϕ(x,α,U(1),A(1)), ϕ(x,β,U(1),A(1))}, if A ∈Λβ,x ∩Λα,x,
+∞, else,
and
ψ(x,A)=


1/|Ω |, if A ∈Λα,x,
0, if A ∈Λβ,x\Λα,x,
+∞, else,
for U ∈R4 and A ∈M4×3, and the associated variational problem
Minimize I (U)=
∫
Ω
ϕ˜
(
x,U(x),∇U(x))dx
subject to
∫
Ω
ψ
(
x,∇U(x))dx  γ, U(1) ∈H 10 (Ω),
we realize that both optimization problems are equivalent.
This viewpoint provides an alternative to the analysis of that type of problems. See
[1,14,15] for several particular situations where this perspective has been developed in
dimension 1 and 2. This paper aims to start a systematic analysis of the three-dimensional
situation by generalizing some of those results to dimension three. Even in some particular,
nonconvex cases, explicit convex hulls have been computed [16]. Our approach here opens
the gate to generalize some of these same computations to the three-dimensional situation.
Some preliminary results can be found in [3]. In this initial paper, we would like to explore
existence results and general facts about underlying Young measures associated with the
differential constraint (1.1), although we are not yet able to tackle a complicated situation
like the optimal design problem described earlier. Our objective here is just to start a basic
understanding of the structure of these problems.
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Though that work is much wider in scope, our objective is to reinterpret some of those
results in terms of potentials, as the introduction of these are relevant for the reformulation
of optimal design problems as vector variational principles as indicated above. In particular,
our approach allows us to relate the D-convexity property (D for divergence) with the
usual quasiconvexity notion, and this in turn leads to the explicit computation of some
D-convexifications. We are also able to show that D-convexity reduces to usual convexity
when m= 1 or 2 (the case m= 1 was also shown in [13]). For the case m= 3, we show
that D-convexity is not convexity and leave open the issue of deciding whether D-convexity
is equivalent to singular convexity.
Specifically, we would like to consider the optimization problem
Minimize I (y,u)=
∫
Ω
F
(
x, y(x),u(x),∇u(x))dx
subject to y ∈ L∞(Ω;Rn), y(x) ∈K a.e. x ∈Ω,
div
[
G
(
x, y(x),u(x),∇u(x))]= 0 in Ω,
boundary conditions on u,∫
Ω
H
(
x, y(x),u(x),∇u(x))dx  α.
Here Ω ⊂ R3 is a simply-connected, regular domain; K is a closed subset (typically com-
pact) of Rn, and
F :Ω ×K ×Rl ×M3×l → R∗,
G :Ω ×K ×Rl ×M3×l →R3×m,
H :Ω ×K ×Rl ×M3×l → Rd
are Carathéodory functions, n, l,m,d are positive integers. Further hypotheses will be
specified later. Let us drop for the moment the integral restriction described through the
integrand H .
The key observation in order to transform this problem into a purely variational format
is to introduce a new vector field
V (x)=G(x, y(x),u(x),∇u(x))
so that
div(V )= 0 in Ω.
Define
K(x,u,A,B)= {y ∈K: G(x,y,u,A)= B},
F˜ (x,u,A,B)= min
y∈K(x,u,A,B)F (x, y,u,A).
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Minimize I˜ (u,V )=
∫
Ω
F˜
(
x,u(x),∇u(x),V (x))dx
subject to div(V )= 0 in Ω,
boundary conditions on u.
The equivalence of both optimization problems is an elementary exercise and has been
rigorously proved in other papers [1,3]. Here, we will focus on the new variational problem
and try to derive hypotheses that may allow existence results. At the same time we will also
briefly analyze nonexistence and relaxation. Thus we are naturally led to consider the type
of variational principle described at the beginning when Ω is a domain in R3. Notice that
the same situation in R2 (or even R) can be directly tackled because div-free and curl-free
vector fields are essentially the same.
Another situation where a better understanding of the divergence-free restriction in R3
could be helpful is described in [9]. In fact, in that paper it is explicitly recognized the
necessity of addressing the issue of the coercivity of functionals depending on the curl
of vector fields in the three-dimensional situation. We examine this question in Section 2.
Our ideas can thus be applied to the model of impedance computed tomography in [9] in
the three-dimensional case. The generalization is however straightforward, once coercivity,
weak lower semicontinuity and relaxation are understood.
The paper is divided into four more sections. The first three focus on the div-free con-
straint trying to derive results for a functional depending only on a divergence-free vector
field
I (V )=
∫
Ω
ϕ
(
V (x)
)
dx, div(V )= 0 in Ω,
as a preliminary step and training ground for our analysis in Section 5. In particular, our
emphasis is placed in understanding the typical issues from the point of view of the po-
tentials introduced before. Notice that we have to mix curl-free and div-free vector fields
and the introduction of potentials in both cases provides a unified perspective that also ac-
counts, in a local fashion, for differential laws as described above. The last section explores
several applications to an optimization problem similar to the one described earlier, by ap-
plying the techniques developed in the other three sections. An easy lemma (Lemma 2.1)
in Section 2 will enable us to rigorously relate the curl-free constraint with its div-free
counterpart in dimension 3. Section 3 contains several statements on weak lower semi-
continuity, convexity and relaxation. Section 4 is concerned with the characterization of
Young measures, and the distinction between the cases m= 1,2 and m= 3. Finally, Sec-
tion 5 contains some existence theorems under appropriate assumptions as well as further
comments on nonexistence situations as the one described in this Introduction in optimal
design.
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Consider a functional of the type
I (U)=
∫
Ω
ϕ
(
U(x)
)
dx,
where Ω ⊂ R3 is a regular, simply-connected domain which can, in principle, be bounded
or unbounded, U :Ω → R3×m is a continuous function, and more importantly, we would
like to impose the restriction
div(U)= 0 in Ω. (2.1)
Typical boundary conditions that can be considered associated to such problems concern
the trace over ∂Ω of the normal component of V (see [7]). We will focus on the cases m=
1,2,3. What we would like to investigate is the typical issues of the calculus of variations
for functionals of this type.
Our objective is to start understanding better the constraint (1.1) in dimension 3. Notice
that (1.1) in dimension 2 is equivalent (always under the simply-connectedness assumption
on Ω) to a curl-constraint, and therefore we fall under the typical variational problem
depending on gradients.
The type of situation whereby we have additional constraints in the form of differential
restrictions go back to [11,12,18,19]. See also [4]. Recently, this topic has been retaken
in [6] where specific results have been stated. Our philosophy here is a bit different from
these papers, and more similar to the classical curl case. Many of the facts that we are inter-
ested in have been obtained (in much more generality) in [6], but we stress the parallelism
between the div constraint and the curl constraint through their respective potentials, as
our motivation is directed toward the introduction of potentials to replace nonlocal con-
straints in optimization problems. In particular, we would like to reduce and interpret all
issues concerned with div-free vector fields to the classical curl-free case. In so doing,
some difficulties must be overcome.
If a vector field U :Ω ⊂ R3 → R3×m is such that divU = 0 in the simply-connected
domain Ω , then [7] U admits a vector potential u :Ω→R3×m such that
U =∇ × u.
Let T : M3×(3×m) →R3×m be the linear mapping defined componentwise in each of the m
components by
T (F )= (F32 − F23,F13 − F31,F21 − F12),
so that
T (∇u)=∇ × u=U,
if divU = 0. In this way, one is tempted to replace the original functional
I (U)=
∫
ϕ
(
U(x)
)
dx, divU = 0,Ω
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I (u)=
∫
Ω
ϕ˜
(∇u(x))dx,
where
ϕ˜ = ϕ · T : M3×(3×m)→ R,
and refer to all the results on vector variational problems under the curl-constraint involving
the quasiconvexity/quasiconvexification of ϕ˜. This indeed can be done but it requires to
overcome one main initial difficulty related to coercivity that is connected to the singularity
of the mapping T . Indeed, ϕ˜ cannot be coercive so that, in principle, minimizing sequences
may not converge weakly. Said differently, we would have to ensure that
∇ × uj ⇀∇ × u implies ∇uj ⇀∇u.
As it stands, this is false. Moreover, this fact prevents us from using helpful techniques
in proofs, like the Vitali covering lemma, because we cannot impose any restriction on
boundary values. An elementary, important lemma, however, enables us to overcome this
difficulty and reduce most (although not all due to the singularity of the mapping T ) of the
important questions related to the original variational problem to the quasiconvexity of ϕ˜.
The following lemma is taken from references dealing with the formulation of the
Navier–Stokes equations [7]. For this reason, and in order to avoid technicalities that are
beyond the main subject of this paper, we restrict attention to the particular case when
p = 2, i.e., when coerciveness takes place with exponent 2 rather than a general p. Thus
we work on the spaces H 1(Ω). We keep the hypotheses introduced on Ω in the previous
section.
Lemma 2.1. Let Uj ,U ∈ L2(Ω) be vector fields (we will not explicitly indicate the target
space for such vector fields for the sake of simplicity) such that
div(Uj )= div(U)= 0 in Ω, Uj ⇀U in L2(Ω).
There exist functions uj ,u ∈H 1(Ω) such that for some subsequence, not relabeled,
Uj =∇ × uj , U =∇ × u, uj ⇀ u in H 1(Ω).
Proof. As announced, the proof is elementary and based on well-known facts. It is essen-
tially an embedding result. We will refer to several results in [7].
Let U ∈ L2(Ω) be a divergence-free vector field in Ω . We know that we can find u ∈
H 1(Ω) such that [7, Theorem 3.5]
U =∇ × u, div(u)= 0, u · n= 0 on ∂Ω,
where n is the unit, outer normal to ∂Ω .
By Lemma 3.6 and Corollary 3.7 in [7], there exists a constant R > 0 such that
‖u‖H 1(Ω) R‖U‖L2(Ω).
This inequality yields the desired result. ✷
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Our main objective in this section is to show that the necessary and sufficient condition
for weak lower semicontinuity of I is the quasiconvexity (under the usual upper bounds)
of the composition ϕ˜ = ϕ · T . This will entitle us to define a function ϕ : R3×m → R as
D-convex (D for divergence) if the composition with the mapping T to the right is qua-
siconvex. Hence, we will be able to state our main result by saying that the necessary
and sufficient condition for the weak lower semicontinuity of I is the D-convexity of its
integrand.
Proposition 3.1. Let ϕ : R3×m→ R be a continuous function such that
ϕ(F ) C
(|F |2 − 1), 0<C.
The functional I under the constraint (1.1) is weak lower semicontinuous in L2(Ω) if and
only if ϕ is D-convex.
Proof. On the one hand, if I is weak lower semicontinuous, and uj ⇀ u in H 1(Ω), then
∇ × uj = T uj ⇀∇ × u= T u in L2(Ω),
and consequently
lim inf
j→∞
∫
Ω
ϕ˜
(∇uj (x))dx = lim inf
j→∞ I (T uj ) I (T u)=
∫
Ω
ϕ˜
(∇u(x))dx.
Under the upper bound assumed on ϕ, this weak lower semicontinuity implies the quasi-
convexity of ϕ˜ [5,13] which is the D-convexity of ϕ.
For the converse, let Uj ⇀ U , div(Uj ) = div(U) = 0. By our lemma, we can always
assume without loss of generality the existence of vector potentials uj ,u ∈ H 1(Ω) such
that
Uj =∇ × uj , U =∇ × u, uj ⇀ u in H 1(Ω).
If ϕ˜ = ϕ · T : M3×(3×m) → R is quasiconvex, under the upper bound assume on ϕ, we can
conclude
lim inf
j→∞ I (Uj )= lim infj→∞
∫
Ω
ϕ
(
Uj(x)
)
dx
= lim inf
j→∞
∫
Ω
ϕ˜
(∇uj (x))dx 
∫
Ω
ϕ˜
(∇u(x))dx = I (U).
Therefore I is weak lower semicontinuous. ✷
Based on this weak lower semicontinuity result, we have an existence theorem without
much effort.
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c
(|F |2 − 1) ϕ(F ) C(|F |2 − 1), 0< c <C.
There are always minimizers for I under (1.1) and possibly other type of constraints in-
variant under weak convergence.
What kind of convexity is D-convexity? How can it be understood without any refer-
ence to the mapping T ? We are going to see that, in principle, there is a main qualitative
difference between the values m= 1,2 and m= 3. Remember that
ϕ : R3×m→R, m= 1,2,3,
is continuous and has polynomial growth at infinity of order 2. Using the fact that the
mapping T is onto, the D-convexity of such ϕ can be formulated by demanding
ϕ(F ) 1|Q|
∫
Q
ϕ
(
F +∇ × u(y))dy
for all F ∈ R3×m and all test fields u, where Q is any regular, bounded domain. By using
this characterization which reminds us of the quasiconvexity condition, we can try to better
understand this convexity condition. We will pursue this direction in the last section.
We now seek to establish a relaxation theorem, which is one of the key ingredients in
understanding oscillatory behavior for our optimization problem under the div-constraint.
Again, one would hastily write down the corresponding convex envelope
Dϕ(F)= inf
{
1
|Q|
∫
Q
ϕ
(
F +∇ × u(y))dy: u, a test field in D
}
. (3.1)
Indeed, this is the right convexification in our framework. In order to avoid many techni-
calities which are familiar from the curl case, essentially the domain-independence of Dϕ
and the D-convexity property for it, it is interesting to relate this envelope with the quasi-
convexification Qϕ˜.
Proposition 3.3. There exists a function Dϕ such that
Dϕ · T =Q(ϕ · T ).
Dϕ is given explicitly by (3.1).
The proof is straightforward. In particular, this proposition shows that the definition
of Dϕ is independent of the domain D and it indeed enjoys the D-convexity property.
Furthermore, one can easily show that
Dϕ = sup{ψ: ψ  ϕ, ψ D-convex}.
Finally, it is also rather elementary to prove the following relaxation theorem.
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inf
∫
Ω
ϕ
(∇ × u(x))dx, inf∫
Ω
Dϕ
(∇ × u(x))dx,
under additional constraints on u which invariant under weak convergence, are equal.
The actual computation of Dϕ is explicit cases is a very complex issue although we ex-
pect to generalize the computations in [16] to the three-dimensional setting (see Section 5).
We have examined form= 3 a typical case where ϕ is the minimum of two quadratic forms
as in [8],
ϕ(A)= min{ϕi(A)}, ϕi(A)= 12
〈
M(A−Ai),A−Ai
〉+wi, i = 1,2.
M is a symmetric, fourth-order, positive definite tensor, Ai are 3× 3 matrices and wi ∈R.
By using the same techniques and ideas as in that paper, one can compute its D-convex-
ification. Indeed if we set
g = max
|k|=1
∣∣ΠM1/2V (k)M1/2(A1 −A2)∣∣2,
where ΠS represents the orthogonal projection over the subspace S and
V (k)=
{(
a1 × k
a2 × k
a3 × k
)
: ai ∈R3
}
is a subspace of matrices, then
Dϕ(A)=


ϕ1(A), ϕ1(A) ϕ2(A)+ g/2,
ϕ2(A), ϕ2(A) ϕ1(A)+ g/2,
ϕ2(A)− 12g [ϕ2(A)− ϕ1(A)+ g/2]2, |ϕ1(A)− ϕ2(A)| g/2.
In order to better understand the form of the subspace V (k) see the discussion contained
in the next section.
4. Characterization of Young measures
One of the main issues in fully understanding the nature of constitutive constraints in
variational principles refers to the characterization of Young measures associated to the
class of admissible sequences in our variational principle. Such characterization has been
established in much more generality in [6]. We simply pretend here to elaborate the char-
acterization that follows so as to relate it to our framework. We have adapted the statement
to our particular situation.
Theorem 4.1 [6]. Let ν = {νx}x∈Ω be a weakly measurable family of probability measures
on R3×m. There exists a sequence {Uj } in L2(Ω) such that {|Uj |2} is equi-integrable, it
generates the Young measure ν and satisfies div(Uj )= 0 in Ω if and only if
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div(U)= 0, U(x)=
∫
R3×m
Adνx(A) a.e. x ∈Ω;
(2)
∫
Ω
∫
R3×m
|A|2 dνx(A)dx <+∞;
(3) for a.e. x ∈Ω and all continuous functions g that satisfy∣∣g(A)∣∣C(|A|2 + 1), C > 0,
one has∫
R3×m
g(A)dνx(A)QDg
( ∫
R3×m
Adνx(A)
)
,
where the envelope QDg is defined by
QDg(F)= inf
{∫
Q
g(A+ V (x)) dx: V smooth, Q-periodic,
divV = 0,
∫
Q
V (x) dx = 0
}
for Q any cube in R3.
According to our way of looking at the div-constraint, we would like to reinterpret this
characterization in terms of gradient Young measures supported in M3×(3×m). To this aim,
we define a mapping, denoted again T , from measures supported in M3×(3×m) to measures
supported in R3×m by putting
〈T ν,ϕ〉 = 〈ν,ϕ · T 〉.
This is some sort of projection associated to our initial mapping T . Our goal in this section
is to elucidate if every Young measure generated by divergence-free vector fields is the
image of some gradient Young measure. One thing is clear, if ν is truly a gradient Young
measure, its projection by T can be generated by divergence-free vector fields. The issue
is if T is onto. This can be easily proved by using our basic Lemma 2.1.
Proposition 4.2. Let µ be a Young measure supported on R3×m which can be generated
by a sequence of divergence-free vector fields Uj , bounded in L2(Ω). There exists a H 1-
Young measure ν, supported in M3×(3×m), such that T ν = µ.
The proof is straightforward by using Lemma 2.1. This fact ensures that we can under-
stand all divergence-free Young measures by studying the image under T of H 1-Young
measures. In particular, we would like to examine the image under T of laminates [13].
One main point to keep in mind is the elementary identity
T (a⊗ n)= a × n,
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m= 3.
When m= 1, we have that given any vector A−B we can always write
A−B = a × n
for suitable vector a and unit vector n. This implies that the measure
µ= tδA + (1− t)δB
is the image under T of a single laminate in M3×3. The arbitrariness of t , A and B indicates
that in fact any probability measure in R3 is a divergence-free measure: it can always be
generated by a sequence of divergence-free vector fields. The same holds true for the case
m= 2. If now A,B belong to R3×2, and Ai − Bi , i = 1,2, indicate the two rows, then it
is again true that we can always select a unit vector n orthogonal to both Ai −Bi , i = 1,2,
and vectors ai such that
Ai −Bi = ai × n, i = 1,2.
This again implies that any probability measure supported in R3×2 is divergence-free. Fur-
thermore, this construction explicitly yields how to build a sequence of divergence-free
vector fields generating the corresponding Young measure: the image under T of the as-
sociated laminate, using the idea of layers, and layers within layers [13]. Notice that this
discussion can be summarized by saying that the characteristic cone associated to the op-
erator div is all of space [6,18,19].
In particular, we obtain
Proposition 4.3. Let m= 1 or m= 2. A function ϕ as above is D-convex if and only if it is
convex in the usual sense.
The case m= 3 is much more interesting because in this case we have three rows Ai −
Bi , i = 1,2,3, and this time it is not possible to select a unit vector n orthogonal to the three
Ai−Bi , unless these three vectors are linearly dependent. This is, in principle, a restriction
that the probability measure, supported in R3×3,
µ= tδA + (1− t)δB
must verify in order to be divergence-free: the matrix A − B must be singular. We call
this type of convexity singular convexity. The parallelism with the curl-constraint is re-
markable: singular convexity is to D-convexity what rank-one convexity is quasiconvexity.
Nonetheless, since the mapping T is singular it may do surprising things when project-
ing laminates from M(3×3)×3 onto R3×3. In particular, it is not clear at first sight, if there
might be some complicated laminate (of the type in [10]) whose projection under T might
provide any given two-mass probability measure without the singular connection. This in
particular would imply that there is nothing special about D-convexity even for m = 3,
and that convexity along singular matrices implies convexity along any direction. This is
however not the case.
Proposition 4.4. Let m= 3. Singular convexity does not imply convexity.
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quadratic functions [17]. In fact the following statement is a straightforward generalization
of the curl situation (see, for instance, [4]).
Lemma 4.5. Let M be a symmetric, fourth-order tensor in R(3×3)×(3×3) and let
ϕ(A)= 〈MA,A〉.
(1) ϕ is convex if and only if it is everywhere nonnegative;
(2) ϕ is D-convex if and only if∫
Q
ϕ
(∇ × v(x)) dx  0
for all test fields in Q and every bounded domain Q;
(3) ϕ is singular convex if and only if it is nonnegative for every singular matrix.
Because of this lemma, we need to find a quadratic form defined on matrices such that
it is nonnegative for singular matrices but negative somewhere. A standard procedure to
accomplish this is by considering appropriate cones in the space of matrices. Specifically,
let V1 and V2 be the subspaces of matrices generated by the trace-free matrices and the
identity (1), respectively. It is elementary to check
M3×(3×m) = V1 ⊕ V2,
so that A = A1 + A2, where Ai is the orthogonal projection over Vi , i = 1,2. We claim
that the quadratic form
ϕ(A)= |A1|2 − 13 |A2|
2
is singular convex but not convex. According to Lemma 4.5 all we have to show is that ϕ
given above is nonnegative for singular matrices since it is not always positive, trivially.
It is actually elementary to prove that ϕ(A) < 0 implies that A cannot be singular since if
λ ∈R is chosen so that λA2 = 1 then
|λA− 1|2 = |λA1|2 = λ2|A1|2 < 13 |λA2|
2 = 1.
This means that λA is not singular and so is A. Therefore ϕ is nonnegative for singular
matrices, and this concludes our proof. ✷
Another issue is whether singular convexity is equivalent to D-convexity. This seems
again a very complex question just as its curl-counterpart. Again we cannot look for a
counterexample within the class of quadratic forms since the equivalence of these two
types of convexity holds for quadratic functions (see, for instance, [4]).
We can finally recast Theorem 4.1 by using in its statement D-convex functions. Its
equivalence to that theorem, by using Lemma 2.1 and the ideas of Section 3, is straight-
forward. A direct proof based on the definition of D-convexity through the mapping T and
quasiconvexity, is however not possible due to the singularity of this mapping.
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on R3×m. There exists a sequence {Uj } in L2(Ω) such that {|Uj |2} is equi-integrable, it
generates the Young measure ν and satisfies div(Uj )= 0 in Ω if and only if
(1) there exists U ∈ L2(Ω) such that
div(U)= 0, U(x)=
∫
R3×m
Adνx(A) a.e. x ∈Ω;
(2)
∫
Ω
∫
R3×m
|A|2 dνx(A)dx <+∞;
(3) for a.e. x ∈Ω and all continuous, D-convex functions g that satisfy∣∣g(A)∣∣C(|A|2 + 1), C > 0,
one has∫
R3×m
g(A)dνx(A) g
( ∫
R3×m
Adνx(A)
)
.
5. Optimal control
We would like to apply all of the preceding analysis to our optimal control problem
described in the Introduction, namely
Minimize I (y,u)=
∫
Ω
F
(
x, y(x),u(x),∇u(x))dx
subject to y ∈ L∞(Ω;Rn), y(x) ∈K a.e. x ∈Ω,
div
[
G
(
x, y(x),u(x),∇u(x))]= 0 in Ω,
boundary conditions on u,∫
Ω
H
(
x, y(x),u(x),∇u(x))dx  α.
As pointed out at the beginning, this optimization problem is equivalent to
Minimize I˜ (u,V )=
∫
Ω
F˜
(
x,u(x),∇u(x),V (x))dx
subject to div(V )= 0 in Ω,
boundary conditions on u,∫
H˜
(
x,u(x),∇u(x),V (x))dx  α,Ω
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tial associated with the div-free constraint
V =∇ × v,
we can write
I˜ (u, v)=
∫
Ω
F˜
(
x,u(x),∇u(x),∇ × v(x))dx.
We put
U = (u, v) :Ω→Rl ×R3×m,
F¯ :Ω × (Rl ×R3×m)× (M3×l ×M3×(3×m))→R∗,
where F¯ is defined by
F¯ (x,U,A)= F˜ (x,U(1),A(1), T (A(2))),
and similarly for H¯ . Here U(i), A(i), i = 1,2, are the components corresponding to the de-
composition U = (u, v). We can also perform the same transformations with the integrand
H and obtain a new integrand H¯ defined exactly in the same way as F¯ and associated
with the integral constraint. Finally, it is elementary to check that our initial optimization
problem is equivalent to
Minimize J (U)=
∫
Ω
F¯
(
x,U(x),∇U(x))dx
subject to boundary conditions for U(1),∫
Ω
H¯
(
x,U(x),∇U(x))dx  α.
It is in this new form that we would like to treat the original optimal control problem.
To be precise, in order to have this equivalence between the two optimization problems,
some coupling between the functions F , G and H should hold (see [1,3]). In particular, it
suffices to have that the intersection
argminK(x,u,A,B) F (x,u, y,A)∩ argminK(x,u,A,B)H(x,u, y,A)
be never empty.
It is not hard to check that all the facts discussed in the preceding sections can be ex-
tended in a rather straightforward manner to this new, more complicated problem where
functionals depend on gradients and curls, so that the issues of weak lower semicontinuity,
existence, relaxation, etc., can be referred to the quasiconvexity/quasiconvexification of F¯
and H¯ .
Several situations and results can be treated and obtained from this perspective. Since
in most of those, difficulties are of a technical character, we will restrict attention here to
two typical cases. To state our existence result, we need the following notation, in addition
to all we have already introduced. Let
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∆(x)= {(U,A) ∈ (Rl ×R3×m)× (M3×l ×M3×(3×m)): (x,U,A)∈∆},
∆(x,U)= {A ∈ (M3×l ×M3×(3×m)): (x,U,A) ∈∆}.
Theorem 5.1. Assume that
(1) ∆(x) is closed for a.e. x ∈Ω ;
(2) the functions
F¯ :∆→R, H¯ :∆→R
are Carathéodory functions;
(3) there are constants 0< c <C and c˜, such that for all (x,U,A) ∈∆, we have
c
(|A|2 − 1) F¯ (x,U,A) C(|A|2 + 1),
c˜ H¯ (x,U,A) C
(|A|2 + 1);
(4) the sets ∆(x,U) are quasiconvex and so are the functions F¯ and H¯ ;
(5) the intersection
argminK(x,u,A,B) F (x,u, y,A)∩ argminK(x,u,A,B) H(x,u, y,A)
is never empty for all (x, y,A,B).
Then the corresponding optimal control problem admits optimal solutions.
Proof. The proof is modelled after the similar situation in dimension 2 [2]. There is no par-
ticular difficulty in extending the result to dimension 3. Notice however, that our analysis
in the preceding sections enables us to understand this result in terms of the quasiconvexity
of certain sets and functions.
We first show weak lower semicontinuity. Suppose that
Uj = (uj , vj ) ⇀U = (u, v) in H 1(Ω),
where
lim inf
j→∞ J (Uj ) <+∞.
Then for a.e. x ∈Ω , we will have(
Uj(x),∇uj(x),∇ × vj (x)
) ∈∆(x).
Consider the Young measure µ= {µx}x∈Ω associated with the sequence (actually to gen-
erate the Young measure we have to extract a subsequence, that we still denote the same){
(Uj ,∇uj ,∇ × vj )
}
.
As a consequence of the Sobolev compact embedding theorem, the boundary conditions
on uj and by substracting appropriate constants to vj if necessary, we conclude that in fact
J.C. Bellido, P. Pedregal / J. Math. Anal. Appl. 287 (2003) 157–176 173Uj → U strong in L2(Ω). This strong convergence can be interpreted in terms of µ by
saying [13]
µx = δU(x)⊗ νx,
where ν = {νx}x∈Ω is the Young measure corresponding to the sequence {(∇uj ,∇ × vj )}.
Since ∆(x) is closed,
supp(νx)⊂∆
(
x,U(x)
)
for a.e. x ∈Ω . By the quasiconvexity of ∆(x,U(x)), the first moment of νx should also
belong to this same set
(∇u(x),∇ × v(x))= ∫
M3×l×M3×(3×m)
(A,B) dνx(A,B) ∈∆
(
x,U(x)
)
.
Because the representation in terms of Young measures always yields a smaller quantity
[13] and by the hypothesis of quasiconvexity for F¯ (and likewise for H¯ ), we have
lim inf
j→∞
∫
Ω
F¯
(
x,Uj (x),∇Uj(x)
)
dx
=
∫
Ω
∫
M3×l×M3×(3×m)
F¯
(
x,U(x), (A,B)
)
dνx(A,B)dx

∫
Ω
F¯
(
x,U(x),∇U(x))dx,
and this proves weak lower semicontinuity.
Coercivity is a direct consequence of the lower bounds assumed on F¯ . These lower
bounds could be changed to other bounds as long as coercivity of the functional is guaran-
teed. ✷
One explicit example where this theorem can be applied is the following optimization
problem:
Minimize I (y,u)=
∫
Ω
ϕ
(∣∣∇u(x)∣∣2 + y(x)∇u(x))dx
subject to div(∇u+ y)= 0, u ∈H 10 (Ω),
y(x) ∈K for a.e. x ∈Ω,
where K ⊂ R3 is a convex, compact set, and ϕ is a convex function verifying
ϕ(t) |t| − c,
for some constant c. In this case the set K(x,u,A,B) does not depend on (x,u). Indeed
K(x,u,A,B)= {y ∈K: A+ y = B} = {B −A}
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F˜ (A,B)= ϕ(A ·B), F¯ (C)= ϕ(C(1) · TC(2))
if C(2) is a matrix and C(1) is a vector. The set {C = (C(1),C(2)): T C(2) − C(1) ∈ K} is
convex if K is. Therefore the function F¯ turns out to be polyconvex since the inner product
C(1) · T C(2) is a linear combination of three 2× 2 minors of the 3× 4 matrix C.
This situation can easily be generalized to a more general framework.
Corollary 5.2. Suppose
G(x,y,u,A)= g(x,u,A)+ h(x,u, y),
where
g :Ω ×Rl ×M3×l → Rm, h :Ω ×Rl ×K→ Rm
are Carathéodory functions, affine on A and y , respectively, and such that the associated
state equation is well-posed. The set K ⊂ R3 is assumed to be closed and convex. If
f (x,u,A,B, t) :Ω ×Rl ×M3×lR3×m ×R → R
is a Carathéodory integrand, convex in the variables (A,B, t) for a.e. x ∈Ω and all u ∈
Rl , and
c
(|A|2 − 1) f (x,u,A,B, t),
then the corresponding optimal design problem with integrand
F(x, y,u,A)= f (x,u,A,g(x,u,A)+ h(x,u, y),A · (g(x,u,A)+ h(x,u, y)))
admits optimal solutions.
For the proof, we just need to notice that
K(x,u,A,B)= {y ∈K: h(x,u, y)= B − g(x,u,A)}
is either empty or a singleton, and
F˜ (x,u,A,B)=
{
f (x,u,A,B,A ·B), if K(x,u,A,B) = ∅,
+∞, else.
The convexity conditions of Theorem 5.1 are a direct consequence of the convexity of K
and f and the affinity of g and h.
For the optimal design problem in conductivity described in the Introduction, these exis-
tence results cannot be applied. Notice how the structure of the state equation “in the form
of a product” does not allow applying Theorem 5.1, so that the analysis has to proceed by
examining relaxation. The volume constraint leads to consider the concept of constrained
quasiconvexification in this setting (see [14]). This variational perspective is also useful in
such situations although the analysis is much more involved and beyond the scope of this
work. In terms of Young measures we would have to analyze the relationship between the
three infima
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{∫
Ω
ϕ˜
(
x,u(x),∇u(x),∇ × v(x))dx: (u, v) ∈H 1(Ω), u= u0 on ∂Ω
}
,
mˆ= inf
{∫
Ω
QDϕ˜
(
x,u(x),∇u(x),∇ × v(x))dx: (u, v) ∈H 1(Ω), u= u0 on ∂Ω
}
,
m¯=
{∫
Ω
∫
M3×l×M3×(3×m)
ϕ˜
(
x,u(x),A,B
)
dνx(A,B)dx: ν = {νx}x∈Ω ∈A
}
,
where QDϕ˜ is the div-quasiconvexification of ϕ˜ and A is the set of Young measures gen-
erated by sequences of gradients and curls with first moment
(∇u(x),∇ × v(x))= ∫
M3×l×M3×(3×m)
(A,B) dνx(A,B)
such that u = u0 on ∂Ω . By using general facts about representation in terms of Young
measures [13], all we can say in general is
m¯ mˆm.
Notice that mˆ and m¯ are attained. A rigorous relaxation theorem would demand to show
equality of the three infima. We plan to explore all of this in the future. See [3] for some
initial positive results.
More complicated situations in structural optimization can also be examined from this
perspective [15].
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