ABSTRACT. Using the fermionic basis we obtain the expectation values of all sl 2 -invariant and C-invariant local operators on 10 sites for the anisotropic six-vertex model on a cylinder with generic Matsubara data. This is equivalent to the generalised Gibbs ensemble for the XXX spin chain. In the case when the sl 2 and C symmetries are not broken this computation is equivalent to finding the entire density matrix up to 10 sites. As application, we compute the entanglement entropy without and with temperature, and compare the results with CFT predictions.
INTRODUCTION
Since remarkable works by Boos and Korepin [1] it became clear that all the expectation values of local operators for XXX antiferromagnet must be expressible in terms of values ζ-function at odd positive integer arguments. This statement was proved in the paper [2] . Methods of this paper were used by Takahshi et al. [3] to compute the correlation functions of spins up to 8 sites, and the density matrix up to 6 sites. The latter computation allowed one to find the entanglement entropy.
In the paper [4] the computation of expectation values is put in rather general framework. The main ingredient used in this paper is the fermionic basis. It is shown that this basis allows one to compute the expectation values on a cylinder with arbitrary Matsubara data. This circumstance was used in the paper [5] in order to find an analog of OPE on the lattice: the coefficients expressing a local operator in terms of the fermionic basis. The expectation values for the latter are simple.
In the present paper we apply the methods of [5] to the expectation values of all the sl 2 -invariant and C-invariant operators for subchains of up tp 10 sites. Namely, we decompose all of them in the fermionic basis. Then the expectation values for any Matsubara data are easy to compute.
When the sl 2 -symmetry and C-invariance are not broken by the Matsubara eigenvector (antiferromagnet with temperature, but without magnetic field) our results are sufficient to derive entire density matrix. As application we compute the entanglement entropy for zero temperature and for small temperatures different from zero, and compare the results with the CFT predictions. The agreement is good, so, n = 10 seems to be already a large number.
The paper consists of six sections and one Appendix. In Section 2 we give some information about the fermionic basis. In Section 3 we explain how to compute efficiently the expectation values of operators with small Matsubara lattices. The computation is based on Slavnov formula [8] for scalar product and some basic formulae of QISM [6, 7] . We solve the combinatorial problem of expressing the results in terms of Schur polynomials. Section 4 summarises the computational procedure. In section 5 we compute the density matrix and entanglement entropy for zero temperature. In Section 6 we explain how to compute efficiently at non-zero temperature the basic object of our method which is the function ω. In Section 7 we present results for the entanglement entropy at small temperatures different from zero and compare them with the CFT prediction. In Appendix we present the eigenvalues of the density matrix at zero temperature with the precision 10 −11 . 1 
FERMIONIC BASIS
Fermionic basis for the case of sl 2 -invariant and C-invariant operators is explained in details in [5] . So, we shall be brief here. We have two sets of fermionic operators b j , b
Introduce the space H (n) defined as above with conditions |I| + |J| ≡ 0 (mod 2), I J lifted.
The operators Q m act from H (n) to H (n) . The operator M acts from the space H (n) 2 (space of charge 2), span by the vectors (1) with
It is easy to see that Q m V (n) = 0 for m > 2n − 1 , so the actual number of requirements is finite.
Denoting basis of V (n) by v α we have F = ||F α,{I,J} ||, the first one of several matrices used below:
From now on we shall demonstrate complexity of computation by the most difficult case to be considered in this paper, which is n = 10. In that case the dimension of H (n) equals 12041 while the dimension of V (n) is 1141 (reasonably small). On the other hand consider the space H (n) ⊂ End(C 2 ) ⊗n of sl 2 -invariant and C-invariant (invariant under simultaneous change of sign for all σ a j , a = 1, 2, 3) operators located on n sites of the spin chain. We require also that the operators cannot be reduced to smaller interval, formal definition is given in Section 3. Let us denote a basis of this space by O a . The main statement is the relations
where ≡ stands for equality of expectation values on a cylinder with arbitrary Matubara data as we are going to explain. This expectation value is denoted by · Md . For n = 10 the dimension of H (n) is 4286. So, our main problem is to define the matrix X(n) which for n = 10 is a 1141 × 4286 matrix.
The Matsubara data consist of a positive integer L, the coefficients
, which satisfy the Bethe equations
The matrix X(n) does not depend on the Matsubara data. Hence the main idea: to take a set of simple unphysical Matsubara data {Md j } in order to fix X(n) through the linear equations
and then apply it to physically relevant cases.
We construct the unphysical data as follows. Take the input data
and find the remaining a 1 , · · · , a m solving the Bethe equations which are linear for these unknowns. In practice we take the input data as random integers, so, the procedure is very fast.
The expectation value O a Md j in the left hand side of (3) is easy to compute using QISM. In order to compute v a Md j in the right hand side, we begin with defining a symmetric function of two variables ω(λ, µ) for given Matsubara data [12] .
Introduce the kernel and "half-kernel" functions:
and the measure
We need an auxiliary function defined by the integral equation
where the contour Γ goes around the Bethe roots β 1 , · · · , β m and the point σ = µ. For a finite Matsubara chain we have a finite number of Bethe roots for which the equation above reduces to a linear system for G(β j , µ). Then solving it we obtain G(β j , µ), and G(η, µ) itself as well. The function ω(λ, µ) is given by
with Γ ′ containing one more point: η = λ . The Taylor series of ω(λ, µ) define an half-infinite matrix ||ω i,j ||:
Then for two multi-indices I, J of length l define ω I,J = det ||ω ip,jq || p,q=1,··· ,l .
Then b

DIRECT COMPUTATION OF EXPECTATION VALUES
First of all we define the Matubara monodromy matrix
where j counts the tensor components in the space direction. We use the notation A = A(0) etc. Our goal is to compute
where |Ψ is the Bethe vector considered in the previous section; for given Matsubara data we write
The normalization is provided by the Gaudin formula below. The Slavnov formula for the scalar product of the Bethe covector
where the matrix N has entries
The Slavnov formula (6) obviously from the right hand side, is a polynomial in the variables µ 1 , . . . , µ m . In the below N denotes the symmetric polynomial of the variables µ 1 , . . . , µ m given by the Slavnov formula. Using the L'Hospital rules in (6) we get the Gaudin formula for normalisation. Explicitly, we have
where the matrix G has entries
We want to compute
where X j is one of A, B, C, D. Note that this quantity is zero unless ♯{j|X j = B} = ♯{j|X j = C}. Starting with the Slavnov formula, we begin the following computation. Introduce the
Note that this is zero unless ♯{j|X j = B} − ♯{j|X j = C} = q ≥ 0. The commutation relation RT T = T T R implies
Notice that the fact that we are doing with A(0), B(0), C(0), D(0) simplifies the general formulae available, for example, in [7] .
Remark Let P q be the space of symmetric polynomials of q variables. The right hand sides of (8), (10), (11), (9) define respectively actions of the operators A, B, C, D on the space ⊕ q≥0 P q ; A and D from P q to itself, B from P q−1 to P q and C P q+1 to P q Using the formulae above we compute inductively
and then set µ j = β j , j = 1, · · · , m. However direct application of this procedure to computer calculation may be very time consuming. Indeed, in order to arrive at symmetric polynomial we have to factorise the right hand sides of (8), (9), (10) . For operators considered in [5] this is not very hard: the worst expression we had there is BT T · · · T C where
For this expression we have to go up to m + 1 variables, m is not large (for n = 10 it suffices to consider m = 2 at most). That is why the direct procedure works and the improvement which we explain in what follows only accelerates it. But when computing the expectation values for all the operators it is simply impossible to manage for n = 10 because we have, for example, expressions like
, for which the number of variables in the middle becomes m + N. Hence the rewriting of the procedure in terms of Schur polynomials which was mentioned only briefly in [5] becomes crucial.
Consider Young diagrams Y λ where λ = (λ 1 , · · · , λ n ), λ i ≥ λ i+1 > 0 is a partition. We set #(λ) = n. It is called the length of Y λ . We work in the space H q whose elements are
In the below we will identify Y λ with λ. The symbol ∅ denotes the empty diagram. Define the operation cut q which acts from H q ′ with q ′ > q to H q erasing all the terms with #(λ) > q. Consider the Grassmann space F q with the basis ψ * k 1
. We have the usual isomorphism between the spaces H q and F q .
, where n ≤ q. In the above, () 0 means removing all entries equal to 0. Schur polynomial
The above formula gives an isomorphism between H q and P q . For a given polynomial of one variable
, this operator is defined as P ∧ H q−1 ⊂ H q by the isomorphism (12) . We shall also need the simplest Littlewood-Richardson formula for multiplication of a Schur polynomial by elementary symmetric function σ j , which translates as action on H q
where e J are all vectors of dimension n+min(j, q−n) with j elements equal to 1 other elements being 0, "order" means that we have to drop all the tables in which elements happen to be not ordered, and we also drop all zeros in the final table.
The Slavnov formula (6) gives the symmetric polynomial N in variables µ 1 , · · · , µ m which can be written as follows. Define
For us β 1 , · · · , β m are numbers, so, the computation of N is extremely fast.
In what follows we shall need the operation cut q (Y ) which erases all the Young diagrams in Y with lengths greater than q.
Now we have to translate the action of the operators A, B, C, D. The operators A, D act from H q to itself; we have
where
The operator B is more complicated. It acts from H q−1 to H q . For a polynomial of two variables R(x, y)
where P p,r and R p,r are polynomials of one and two variables, respectively:
It can be shown that the expression inside the square brackets in (13) consists of Young diagrams of length q, not shorter. Hence the σ −1 q is applicable: we just subtract 1 from all entries of Young diagrams, and drop zeros.
Finally C act from H q+1 to H q simply as
Now we are ready to compute the Matsubara expectation value of the right hand side of (2). Consider operators O localised on the interval [1, n]. We realise them as linear combinations of tensor products of I, σ ± , σ 3 . We have to take into account symmetries. First of them is the translational invariance. The operator O may contain terms of the form
with O ′ localised on n − k − l sites. The expectation value for such operator can be computed using our procedure for this number of sites. We shall denote by O (n)
A the basis of operators on n sites irreducible in that way. It consists of the tensor products which do not contain I neither at the left nor on the right end. Further, we require #(σ + ) = #(σ − ) to have zero total charge, #(σ 3 ) ≡ 0(mod 2) for C-invariance. Then for any operator O localised on n sites we have the reduction due to the translational invariance:
where O (k) are translationally irreducible and C-invariant operators on k sites. First impression is rather discouraging even after the serious acceleration of the procedure discussed above. It has been said that for n = 10 we are interested in 4286 sl 2 -invariant, Cinvariant and translationally irreducible operators. We choose the basis of such operators O (n) a in certain simplest possible way. So, we have a matrix
The problem is that our procedure does not allow one to compute directly for O (n) a , but rather for O (n)
A . For n = 10 the number of the latter is horrifying: 50354. Fortunately we do not need to compute for all of them independently. Our computation goes from the left to the right, and, for example in BBBBCCCCBC and BBBBCCCCCB the pieces BBBBCCCC coincide, so, we have to organise the computation in order not to do the same computation twice. This can be done making the total computation reasonably fast.
SUMMARY OF COMPUTATION PROCEDURE
Let us summarise. Consider translationally irreducible operators. First important point is that the equation
holds for any Matsubara data Md. So, in principle we have an infinite overdetermined system of equations for the coefficients X a,α (n).
Consider our favourite case n = 10. We begin with the simplest case L = 1, m = 0, and take Md j (j = 1, . . . , 20) with 20 random integer input data (4). The rank of the matrix , more "one-particle" equations add nothing to rank, and we have to take several "two-particle" ones (fortunately not too many because the computation for them is getting longer). We take 10 eqs with L = 4, m = 2, 35 eqs with L = 5, m = 2, 7 eqs with L = 6, m = 2. Altogether we have 1307 equations and the rank is 1141. So, we can proceed computing the left hand side of (16) for all these Matsubara data. Now we proceed as follows. Construct the matrix 1307 × 1141 matrix
and the 1307 × 4286 matrix
Md j || j=1,··· ,1307,a=1,···4286 . Put them together ||A, B|| . By Gaussian procedure which multiplies GL(1307) from the left we bring the matrix ||A, B|| to the form I X(10) 0 0 , where X(10) is the matrix of transformation to the fermionic basis defined above. The fact that the first 1141 columns become in this form and all the rows starting from 1142-th one vanish is a crucial check of our entire procedure. It shows that the vectors v α are linearly independent, and, more importantly, that all the expectation values of our invariant operators are expressible as linear combinations of v α . We took some simplest basis of sl 2 -invariant and C-invariant operators O a . The price to pay for the simplicity is that we did not input the orthogonality from the very beginning, and now we have to find the operators O (n)
For any Matsubara data we construct ω i,j , and the expectation value of any sl 2 -invariant and
We can drop the requirement of translational irreducibility applying to any operator O located on n-sites the operatorT (15) , and further acting by the block-diagonal operators composed of
The expressions for D(n) I,J become long for n > 6, so, we cannot present them here, but they are available at https://www.dropbox.com/sh/l363gixrrgsm95d/AACtqHLdUz7Qj8mD3NSVawMwa?dl=0
The only Mathematica notebook in this directory gives necessary explanations (hopefully sufficient) for application.
If the symmetries are not broken by the Matsubara data (as it happens for the antiferromagnetic chain at any temperature, but in absence of magnetic field) we obtain an entire density matrix. Let us redo everything in more conventional way. Density matrix D(n) is defined by
for operators located on n sites. In the next section we shall consider the entanglement entropy which is defined by
So, in order to compute it we have to diagonalise the density matrix.
We have to take into account the sl 2 -symmetry of the density matrix. Let ǫ = 0 or 1/2 where 2ǫ = n (mod 2). We have the orthogonal decomposition
where V j is the spin j irreducible representation of sl 2 and M j is the space of multiplicities counted by Bratteli diagrams. The sl 2 -invariant density matrix acts on
but computing the spectrum we have to take into account that the eigenvalues come with multiplicity 2j + 1. The dimension of M j equals n n/2 − j − n n/2 − j − 1 .
So, for n = 10 the maximal dimension is that of M 1 , it is equal to 90 which is quite appropriate for the computer diagonalisation. The density matrix is obtained from the formulae of the previous section. We recalculate it in the new basis. Since we are interested in universal formulae, applicable to any Matsubara data, we compute everything keeping the indices I, J for fermions.
ENTANGLEMENT ENTROPY AT ZERO TEMPERATURE
Now we can proceed to the diagonalisation of the density matrix. We begin with the antiferromagnetic at zero temperature. In that case the function ω(λ, µ) is known explicitly:
.
With these data we diagonalise the density matrix. The eigenvalues decrease with the spin j.
The most striking example is given by j = n/2, corresponding block is 1 × 1, it coincides with the vacuum formation probability. The numerical values: are in very good agreement with asymptotics [9] which looks as follows:
The constant A is unknown, in [9] it is estimated as A = 0.841. Our data show that
slightly oscillates around ∼ log(0.841). So, we ask a question whether the next correction to the asymptotics is purely oscillating or there is a non-oscillating part. To answer this question we compute: This computation convinces us that the power corrections are purely oscillating, and that the good approximation for A is A = 0.841264(5) .
In the Appendix we give the eigenvalues of the density matrix with 11 digits accuracy (with this accuracy the eigenvalues disappear for high spins). To verify that the first five numbers agree with those of [3] one has to pass form natural logarithms to binary ones.
The CFT predicts [10] that
The following figure shows that we are rather close to the conformal limit At finite temperature the function ω(λ, µ) can be computed only numerically. For temperature equal to T we shall denote it by ω T (λ, µ), in particular, the function (18) will be denoted by ω 0 (λ, µ) from now on. We compute 10 Taylor coefficients in each variable of the function ω T (λ, µ). The main problem here is that we need to know it with very high precision: our answers contain the sign changing sums with huge rational coefficients of determinants made of the Taylor coefficients of ω with sizes up to 5 × 5. So, we have to find a good and controllable way of computation.
We follow the definitions of the Section 2, but now our goal is different: we are interested in quite special Matsubara data, staggering inhomogeneities and limit L → ∞. It will be convenient to change the variables to λ = ix, µ = iy, etc. We do not go into details which are well-known from [11] presenting directly the equation for a(x):
which holds for the ground state which is of interest to us. We slightly change the definition of K:
The contour C goes around the Bethe roots, and the change of variables was performed in order to make them real. The Bethe roots are situated symmetrically with respect to the point x = 0, and accumulate at the point x = 0 where the function a(x) has essential singularity. The maximal Bethe root, β max grows logarithmically with 1/T . We shall take C as ellipse
We shall denote by C − the part of C situated in lower half plane, and by C + the part of C in the upper half plane with reversed orientation. The parameter R must be bigger than β max while 0 < t < 1. We shall take t = 2/5. For R there is a simple check: for given T solve the equation and make sure that log a(R)/i < π.
In order to make the iterative procedure for (19) efficient we use Destri-DeVega trick. By Schwarz principle
For sufficiently small temperatures |a(x)| < 1 holds for x ∈ C + , and it gets very small when x is close to 0, which is the point of essential singularity. So, we rewrite (19) as
where R(x) is the resolvent of the operator I − K on the interval [−R, R], h = (I + R)h 0 . So, our first task is to solve with good precision the equation
Simple experiments show that in order to go to temperatures as low as 1/200 we need R = 2. Then for temperatures higher than 1/10 we can switch to R = 1. These are two cases which we shall consider. The main problem here is at the ends of integration; simple-minded discretisation gives very bad results for finite intervals. In order to avoid this problem we use the double exponential method [14] . To integrate a function f (x) from −R to R we introduce
and use the approximation
Actually, the function (23) is different from the ones used traditionally, it was introduced rather recently [15] . It makes the numerical integration procedure rather fast and marvellously precise. We always take the parameter c equal to 1/10. For the rest of parameters we take
This gives astonishingly good precision of 70 digits for the functions of the type of K(x). Then we continue the resolvent to C ± by virtue of the equation (22) and its transposition (the operators are self-adjoint), and apply the same double exponential trick for the integrals over φ in (21) with the parametrisation (20). For these integrals we shall use other parameters (mostly for computations to follow, which need higher precision): h = 1/30, N = 300, for R = 1 h = 1/40, N = 400, for R = 2 .
We begin with equations for ω(x, y, T ) = ω T (ix, iy), which is the result of a procedure, similar to that we used to modify the equation for log a [13] . We have
The first term does not depend on temperature, but it depends on R which has to be chosen for a given range of temperatures as has been explained. We have
For ω 2 (x, y, T ) we have
where the measure is as before
, and the auxiliary function satisfying the equation
We need not the function ω(x, y, T ), but rather its Taylor coefficients
To get them we begin with the functions f k (x) which are Taylor coefficients of f (x − y) in y, and define
into the definitions of ω 1 , ω 2 getting directly ω j,k (T ). The trouble here is that the functions f k (x), and consequently F k (x), G k (x), have poles of order k − 1 at x = 0, −i. These poles are close to the integration contour which makes the integrands rather sharp. Numerical integration of such functions needs too much of precision. This concerns especially the function ω 1 (x, y) where the singularities coming doubly from two multipliers. It is not so bad, but still unpleasant for F (x, y). Finally, for small enough temperature this problem does not concern G and ω 2 : the measure dm(x)is very small near Re(x) = 0, so, the contribution of singularities is dumped by it. Let us explain how to treat this problem for F and ω 1 . Fortunately, we have an explicit solutions for T = 0. The corresponding function F 0 (x, y) satisfying
Certainly the singularitie at x = y cancel in
For this function one immediately derives
Now we rewrite the definition of ω 1 :
where ω(λ) is defined in (18). In the last integral singularities close to the contour of integration remain in f (z − x), but they do not double with the singularities of F (z, y), and we can arrive at good precision. Let us summarise our procedure. For given R (we take R = 1, 2) we first solve the equation for R (22) by iterations, with great precision (60 digits). Then we find R(x, y) with x, y ∈ C ± using the equation (22). Then we find ∆F from (27) and ω 1 from (28). Now we start to work with temperature. First we solve the equation for log a (19) and verify that 1/i log a(R) < π. Now we solve by iterations the equation for F (27), finally we find ω 2 (25).
Let us mention checks which we have performed. Our numerical integration over the real line and the ellipse for the resolvent can be checked by the Cauchy theorem:
More crucial is to check that ω 1 (T ) i,j vanish for i + j odd. This is really nontrivial when we apply (28), and if the precision is lost somewhere it is immediately felt. Finally, we take R = 2 starting from T = 1/200 than from T = 1/10 we can switch to R = 1 which is more economic for the computer time. The check is to see that for T = 1/10 both R = 1 and R = 2 give the same result.
ENTANGLEMENT ENTROPY AT FINITE TEMPERATURE
We shall consider temperatures from 1/200 to 3/8. With temperature the fates of different expectation values differ. For example, the correlation function − σ 3 1 σ 3 10 obviously decays while the vacuum formation probability grows: it is more probable to find a piece of ferromagnetic chain when the antiferromagnetic order is destroyed by temperatures. This is illustrated on the figures below:
We compute the entanglement entropy s(n, T ) for low temperatures (up to T = 3/8). We shall be interested in the difference s(n, T ) − s(n, 0) for which we want to verify two things. First, is it true that for n = 8, 9, 10 we are approaching the scaling limit which means that the difference in question becomes a function of nT ? Second, is it true that we are not far from the CFT [16, 17] which predicts s(n, T ) − s(n, 0) ≃ 1 3 log sinh(nT ) nT .
In the right hand side we took into account all necessary normalisations. The answers to both question are in the following table in which s(n, T ) − s(n, 0) are given for n = 8, 9, 10 with nT varying from .05 to 2 with step .05. We see that the values of s(n, T ) − s(n, 0) are close for n = 8, 9, 10, and the last one is reasonably close to the CFT prediction. Certainly, the difference grows for large nT . It is interesting to notice that for small nT the values of s(n, T ) − s(n, 0) are lower than the CFT prediction, around nT = 1.2 they cross the CFT prediction, and start to be a little larger. For better visualisation we compare the n = 10 results (dashed line) with the CFT curve up to nT = 3. We observe a reasonable agreement.
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APPENDIX
In this appendix we give the eigenvalues of the density matrix for T = 0 with accuracy 10 −11 . For high spins the eigenvalues become too small, and therefore we do not write them. 
