and the participants, i.e., participants do not exchange any information. Abdel-Ghaffar and El Abbadi gave a detection scheme which transmits at most (M -2)min{N, f} + min{N, 2f} combined signatures (in possibly two rounds) under the constraint M ≥ 2f + 1.
In many applications, f is relatively small compared to N, but M can also be a small number. Thus, the constraint M ≥ 2f + 1 imposes a severe limit on the number of detectable faults. For example, for three sites, only one fault is allowed, even though there are thousands of pages. In this paper, we replace this constraint by the assumption that, for each page, the majority of copies are correct. Note that any model which does not presume an incorruptible copy and allows identical errors must make this assumption, lest the correctness of a page become indeterminable. Thus, our assumption is "minimal" in that sense. We shall also provide insights in the last section on how likely it is that this assumption will be violated and how our algorithms can be modified to detect the violation.
Let us introduce some notions before presenting our schemes. Throughout, f m stands for the number of corrupted pages at site m, P n,m , with 1 £ n £ N and 1 £ m £ M, stands for the nth page of the copy residing in site m, and p n,m stands for the signature of P n,m . Let a be a primitive element in the finite field GF (2 b ). Each signature is composed of b bits and, thus, can be considered as an element in GF (2 b ). Since, usually, b is much larger than log 2 N, we may assume that different pages have distinct signatures. [4] . Finally, given a vector (e 1 , º, e N ), its weight is defined to be the number of nonzero entries. Our schemes will heavily rely on the following three facts: [4] .
It follows from Fact 3 that, if the number of disagreeing pages between a pair of sites i and j is, at most, f 2 , then for q = 1, 2, º, f, and the set of disagreeing pages between i and j is precisely the set of nonzero entries in (e 1 , º, e N ).
A ONE-ROUND SCHEME
The algorithm at the coordinator s 1 is shown below. Our algorithm is based on the scheme of Abdel-Ghaffar and El Abbadi [1] . Each participant sends min{N, 2f} combined signatures to the coordinator. It follows from Fact 1 and Fact 3 that, by comparing the min{N, 2f} combined signatures for any pair of sites i and j, the coordinator can obtain the unique solution (e e i j N i j 1; , ; , , , K ) of (1) with weight, at most, f. Since, for each page p, e p i j ; , = 0 if and only if site i and site j agree on page p, the coordinator can thus identify all the disagreeing pages between any pair of sites i and j. Let G p be the graph constructed in the algorithm. Then, each connected component of G p is a clique. Note that the maximum clique problem can be solved in linear time by depth-first search (see, for instance, [12] PROOF. Abdel-Ghaffar and El Abbadi [2] proved that a site with f faults must transmit min{N, 2f} combined signatures to identify all f faults. Suppose that the M -1 participants transmit a total of fewer than (M -1)min{N, 2f} combined signatures. Then, there exists a participant transmitting fewer than min{N, 2f} combined signatures. Consider the case in which this participant contains f faults (we need the assumption N ≥ f here). There is no guarantee that the f faults will be identified.
A TWO-ROUND SCHEME
Suppose that faults are randomly distributed in the M replicated files. Then, as M grows, the probability that any two replicated files contain more than half of the faults becomes small. Abdel-Ghaffar and El Abbadi [1] took advantage of this observation to reduce the number of combined signatures needed to be transmitted in the first round, with the possibility of transmitting a few more combined signature in the second round in case the small-probability event occurs. We use the same idea here for M ≥ 3. , where 
FACT 4. If {i, j} is an abnormal pair, then {i, j} is in W (defined in the algorithm).
PROOF. We aim to prove that either (a) or (b) stated in the algorithm holds for {i, j}. Let A denote the nonempty set of all abnormal pairs. Then A can not contain two disjoint pairs or the total number of faults would be greater than f. If {i, j} is an abnormal pair, then each pair {s, t} disjoint from {i, j} is normal, hence, there is a solution with weight w s,t at most f 2 of (2) 
For efficiency, it is desirable to have a small S. We shall prove that, if S is an arbitrary minimal set (with respect to set inclusion) of sites excluding i, such that S > C p π ∆ for each
For each site s OE S, there must exist a nonambiguous page p such that s is the only site in S ∩ C p ; otherwise, we can remove s from S, contradicting the minimality of S. For page p, each site in S -{s} corresponds to a fault. Hence, |S|(|S| -1) £ f, and S f £ . On the other hand, since any set of ( ) M+1 2 sites excluding i intersects C p for any nonambiguous page p, we have S M £ + ( ) 1 2 . Therefore,
To get a minimal set S of sites with the desired property in polynomial time, we first take an arbitrary set S of ( ) M+1 2 sites excluding i. A site m in S is called redundant if S -{m} still intersects every clique C p for each nonambiguous page p. Let m be a redundant site in S, if any, replace S by S -{m}. The deletion procedure proceeds until S contains no redundant site.
It is worthwhile pointing out that, in the case f £ M -2, there exists a site s π i that contains no corrupted page. Clearly, site s intersects every C p for each nonambiguous page p. Hence, |S| = 1.
Combining all the above statements, we get the following theorem.
THEOREM 2. The above two-round scheme requires the transmission of at most
combined signatures to identify f corrupted pages.
In Case 2 and Case 3, we proposed to find a minimal (with respect to set inclusion rather than size) set S of sites excluding i such that S ∩ C p π ∆ for each nonambiguous page p. Clearly, the smaller the size of S, the more efficient the algorithm. The reason why we did not try to find a minimum S (with respect to size) with the desired property is as follows: Let T denote the set of all nonambiguous pages. For each site m π i, let T m denote the set of all nonambiguous pages p such that m OE C p . To obtain S, we have to solve the following problem: which is the well-known set-covering problem and, therefore, NP-hard. Johnson [7] showed that a greedy heuristic algorithm returns a set cover with a ratio bound of ln|T| + 1. Feige [5] proved that the set-covering problem can not be approximated within (1 -e)ln|T| for any e > 0, unless NP Õ
DTIME(n loglog n
).
REMARKS
Our algorithms are based on the assumption that for each page, the majority of copies are correct. Without this assumption, we are unable to distinguish between the correct pages and the corrupted pages, and thus, detection failure occurs. Let us give a rough estimate of the probability that the assumption fails. For f M ≥ 2 , the probability that a given page has at least M 2 corrupted pages is
which is dominated by the term i = ÈM/2˘; this term is For N = 1,000, f = 0.01NM = 30, this estimate is 0.45; when f = 0.01NM = 50, it is 0.021. Observe that our algorithms can be modified to detect the case when a majority of copies of some page are corrupted.
In the one-round scheme and in the cases W= ∆ and W = {{i, j}, {j, k}, {k, i}} in the two-round scheme, after obtaining C p for each page p, let us check the size of C p . If |C p | < È(M + 1)/2˘, we declare detection failure; otherwise, output F m for each site m.
In the two-round scheme, in case some site i is contained in each pair in W, let us modify S to be a minimal subset of In this paper, we proposed two schemes for efficient detection of corrupted pages in a large replicated file. Our approach is based on the previous schemes of AbdelGhaffar and El Abbadi [1] , [2] . In these two papers, the lower bounds of the communication complexity of the coordinator-based model were derived and proved to be tight. However, the communication complexity of our tworound scheme is bigger than the lower bound presented in the previous papers. The tight lower bound for the present model remains unknown. We close the paper with this open problem.
