In this paper, we derive a growth estimate at infinity of solutions of eigenvalue equation and show the absence of eigenvalues in the essential spectrum under the curvature condition of an end. We treat two cases: the first is that the curvature K of an end converges to a constant −1 at infinity with the decay order K + 1 = O(r −1−δ ), and second is that a manifold has a quadratic cuvature decay end. In order to show that the decay order K + 1 = O(r −1−δ ) is sharp, we also construct an example of manifold with the curvature decay K + 1 = O(r −1 ) and it has an eigenvalue , ∞).
Introduction
The Laplace-Beltrami operator ∆ on a noncompact complete Riemannian manifold M is essentially self-adjoit on C ∞ 0 (M ) and its self-adjoit extension to L 2 (M ) has been studied by several authors from various points of view. Especially, the problem of the absence of eigenvalues was discussed in [2, 3, 4, 5, 6, 7, 9, 10, 13, 15, 17, 19] .
Let us now look at the previous works. First, let us consider the case that the curvature K of M converges to a constant −1 at infinity, and recall their decay conditions on K + 1 which ensure the absence of eigenvalues greater than (n − 1) 2 /4. In the case that the metric of M is rotationally symmetric, the condition imposed in [17] is that dim M = 2, K ≤ 0, K ≤ −1 (r ≥ r 0 ), and ∞ r0 |K +1|dr < ∞. As for a manifold whose metric is not necessarily rotationally symmetric, the condition imposed in [3] is that M is simply connected negatively curved manifold, ∞ 1 r β |K + 1|dr < ∞ and lim r→∞ r β |K + 1| = 0, where r denots the distance to an arbitrarily fixed point p, K stands for the radial curvature with respect to p, and β > 2 is a constant. Roughly speaking, this curvature condition is K +1 = O(r −3−ε ). In this paper, we shall assume K +1 = O(r −1−δ ) and prove the absence of eigenvalues greater than (n − 1) 2 /4. Thus we shall not only improve decay orders mentioned above but also construct example which shows that our curvature condition K + 1 = O(r −1−δ ) is sharp. Next, let us consider the case that the curvature K of simply connected complete manifold M is nonpositive and it goes to zero at infinity. We shall recall decay conditions on K which ensure the absence of positive eigenvalues. In this case, the earlier works treated mainly the case that dim M = 2, because their arguments require faster than quadratic decay for K which, in dimensions greater than two, would force M to be isometric with R n ( [11] ). That is why this problem for higher dimensions remains a challenge so far. For example, it was assumed in [4] that ∞ 1 r β1 Kdr < ∞ and lim r→∞ r β2 K = 0, where β 1 ≥ 2 and β 2 ≥ 3 are constants. Roughly speaking, this curvature condition is K = o(r −3−ε ). In this paper, we shall treat manifolds of all dimensions under the assumption of some quadratic decay for the curvature, and prove the absence of positive eigenvalues. We note here that Escobar and Freire [10] studied the nonnegative curvature case. However, their arguments require global curvature conditions on M .
We shall state our results more precisely. Let M be a noncompact complete Riemannian manifold of dimension n. Suppose that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U : N + (∂U ) → M − U induces a diffeomorphism. Let r denote the distance function from ∂U defined on the exterior domain M −U. We shall say that a plane π ⊂ T x M (x ∈ M − U ) is a radial plane if π contains ∇r and by the radial curvature, we mean the restriction of the sectional curvature to all the radial planes. In the sequel, the following notations will be used:
B(s, t) = {x ∈ M − U | s < r(x) < t} for 0 ≤ s < t;
Moreover, we denote the Riemannian measure of M by dv M , the induced measure from dv M on each S(t) (t > 0) simply by dA.
We shall consider the eigenvalue equation
in an end M − U and drive a growth estimate at infinity of solutions f , from which will follow the absence of eigenvalues in the essential spectrum.
In section 2, we shall prove the following: Theorem 1.1. Let M be a noncompact complete Riemannian manifold of dimension n. Suppose that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U :
Moreover, let an end M − U satisfy the following conditions: there exists r 0 > 0 such that ∇dr ≥ 0 on S(r 0 ); radial curvature ≤ 0 on B(r 0 , ∞), and, there exists a constant δ > 0 such that
and f is a not identically vanishing solutuion of ∆f + αf = 0 on M − U , then we have for any γ > 0 lim inf
Corollary 1.1. Let M be a complete Riemannian manifold and have an end mentioned in Theorem 1.1. Then the essential spectrum of −∆ contains an interval [(n − 1) 2 /4, ∞) and any α > (n − 1) 2 /4 is not eigenvalue of −∆. In particular, if the number of ends of M is one, the essential spectrum of −∆ coincides with interval [(n − 1) 2 /4, ∞) and any α > (n − 1) 2 /4 is not eigenvalue of −∆.
In section 3, we shall construct a rotatinally symmetric manifold which has eigenvalue (n − 1) 2 /4 + 1 in the essential spectrum [(n − 1) 2 /4, ∞) and has the curvature decay K + 1 = O(r −1 ), which will show that our curvature decay condition K + 1 = o(r −1−δ ) in Theorem 1.1 is almost sharp. In section 4 we shall prove the following: Theorem 1.2. Let M be a complete Riemannian manifold of dimension n and suppose that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U : N + (∂U ) → M − U induces a diffeomorphism. We suppose that there exists r 0 > 0 such that + u 2 dA = 0.
In paticular, the spectrum σ(−∆) of −∆ is equal to [0, ∞) and −∆ has no eigenvalue.
Our method is a modification of solutions of Koto [12] , Roze [18] , Eidus [9] and Mochizuki [16] to the analogous problem for the Schrödinger equation on Euclidian space.
The author would like to express his gratitude to Professor Minoru Murata. He kindly imformed the author of several facts about the analogous results for the Schrödinger equation on Euclidian space.
Negatively curved end
In this section, we shall prove Theorem 1.1.
Let M be a noncompact complete Riemannian manifold of dimension n. Suppose that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U : N + (∂U ) → M − U induces a diffeomorphism. We denote by r the distance function from ∂U defined on the exterior domain M − U . We assume that there exists r 0 > 0 such that ∇dr ≥ 0 on S(r 0 ); radial curvature ≤ 0 on B(r 0 , ∞).
(1)
Moreover, we assume that there exist positive continuous functions a(r) and b(r) of r > r 0 such that
It is not hard to see that the following lemma holds by using the comparison theorem in Riemannian geometry and the property of Ricatti equations: Lemma 2.1. If (1) and (2) hold, then there exist positive continuous functions A(r) and B(r) of r ≥ r 0 such that
In paticular, ∆r converges to a constant n− 1 as r tends to infinity, therefore the essentilal spectrum σ ess (−∆) of the Laplacian contains the interval [(n − 1) 2 /4, ∞) (see [14] ). We shall consider the equation
on the end M − U , where α is a constant which satisfies α > (n − 1) 2 /4. The purpose of this section is to derive a growth estimate at infinity of solution f , from which the absence of the eigenvalue follows.
We shall set c = (n − 1)/2 and transform the operator ∆ + c 2 and measure dv M into the new operator L = e cr (∆ + c 2 )e −cr and new measure e −2cr dv M . In order to show that −∆ has no nontrivial L 2 (dv M ) eigenfunction with eigenvalue greater than (n − 1) 2 /4, it will suffice to see that −L has no nontrivial L 2 (e −2cr dv M ) eigenfunction with positive eigenvalue. For simplicity, we put the new measure dµ c = e −2cr dv M . Now, let u be an solution to the following equation:
where λ is a positive constant. A computation shows that
Let ρ(r) be a C ∞ function of r > r 0 , and put
Then it follows that v satisfies in B(r 0 , ∞) the equation
As is mentioned in section 1, we denote by dA the measure on each level surface S(t) (t > 0) induced from the Riemannian measure dv M and put dA c = e −2cr dA. In order to prove Theorem 1.1, we prepare three Propositions. First, we multiply the equation (4) by ψv and integrate over B(s, t) with respect to the measure dµ c = e −2cr dv M . Then the integration by parts yields the following: Proposition 2.1. For any ψ ∈ C ∞ (M − U ) and r 0 ≤ s < t, we have
Proposition 2.2. For any t > s ≥ r 0 and γ ∈ R, we have
Proof. Let us multiply the equation (4) by ∂v ∂r .
Then we have
− qv ∂v ∂r = 0.
Thus, multiplying this equation by e −2cr r γ further, we get
− r γ qv ∂v ∂r = 0.
Integrating this inequality over B(s, t) with respect to the Riemennian measure dv M , we get
integrating this equation over B(s, t) with respect to dv M , the last term of equation above turns out to be
Proposition 2.1 follows from these two equations.
From Proposition 2.1 and 2.2, we get the following:
Proposition 2.3. Let ∇r, X 1 , X 2 , · · · , X n−1 be an orthonormal base for the tangent space T x M at each point x ∈ M − U. Then, for any real number γ, ε, and 0 ≤ s < t, we have
Proof. When we set ψ = r γ−1 in Proposition 2.1, we get
If we multiply both sides of this equation by γ − ε 2 and add it to the equation in Proposition 2.2, we get Proposition 2.3.
This Proposition 2.3 will be also used in section 4.
Lemma 2.2. We have for any α > 0 and γ > 0
In paticular,
where ε 1 (r) = (n − 1)A(r)/r.
Proof. A direct computation shows that
Integrating this equation with respect to dv M , we get the first equation. Setting γ = 1 and using 2v
and ∆r − 2c ≥ (n − 1)A(r)/r, we get the second one. + u 2 dA c = 0 (9)
for some constant γ > 0, then we have for any m > 0
Proof. Let us begin to note the following inequalities which follow from Lemme 2.1:
Also we note that
where ε(r) is a nonnegative function such that lim r→∞ ε(r) = 0.
We put ρ(r) = 0 and ε = γ in Proposition 2.3.
, we see that
Thus if we take sufficently large constant r 1 > 0, then for any t > s ≥ r 1 the right hand side of this inequality is bounded from below by
Our assumption (9) implies that there exits a divergent sequence {t i } of numbers such that the first term with t = t i of the inequality above converges to zero as i → ∞. Hence, puting t = t i and letting i → ∞, we get 
where the right hand side of this inequality is finite by (13) . Hence we see that the desired assersion (10) holds for m = γ. Integration of this inequality with respect to t over [t 1 , ∞) (t 1 ≥ r 1 ) yields
Hence the desired assersion (10) holds for m = γ + 1. Repeating the integration with respect to t shows that the assertion (10) is valid for m = γ + 2, γ + 3, · · · , therefore, for any m > 0.
Lemma 2.4. Under the same assumption of Lemma 2.3, there exists a constant c 1 > 0 such that
Proof. In Proposition 2.3, let ρ(r) = m log r and ε = γ = 1, where m ≥ 1 is a constant. Then v = r m u and
In the last line, we have used (11) and (12) 
In view of the right hand side of this inequality, we see that there exists r 3 = r 3 (n, A, B, λ) > r 2 such that the first, second, and, fourth terms are nonnegative for any t > s ≥ r 3 and m ≥ 1. So, since the previous lemma implies that lim inf
taking an appropriate divergent sequence {t i } of numbers, puttig t = t i in (15) and letting i → ∞, we get for any m ≥ 1 and s ≥ r 3
where ε 3 (s) is nonincreasing function independent of m ≥ 1, and lim s→∞ ε 3 (s) = 0.
Multiplying the both sides of this inequality by s −2m and integrating it with respect to s over [x, ∞) (x ≥ r 3 ), we get
Now, Proposition 2.1 with ψ = r 1−2m implies
A direct computation shows
From (17) and (18) it follows that
∂v ∂r 2 dµ c + 2α
Substituting this inequality into (16), we get
Hence there exists r 4 (> r 3 ) independent of m such that
for any m ≥ 2 and x ≥ r 4 . Let us set
Then, the left hand side of (19) is equal to
Therefore there exist constants k 0 > 0 and x 1 (k) > r 4 such that the right hand side of the above inequality with k = k 0 is positive for any s and x satisfying s ≥ x ≥ x 1 (k 0 ). Thus, in view of (19), we see that
for x ≥ x 1 (k 0 ). Thus if 0 < θ < λk 0 /2,
We now show that
Consider first the integral
e θr u ∂u ∂r dµ c , where 0 < θ < λk 0 /2 and θ = 2c = n − 1. Then, integration by parts yields 
In Proposition 2.1, we put ρ = 0 and ψ = e θr . Then v = u, q = λ + c(2c − ∆r), and Before proceeding to the next lemma, we put a more restrictive assumption that
on the end B(r 0 , ∞) to prove u ≡ 0. That is, we shall consider the case that a(r) = O(1/r δ ) and b(r) = O(1/r δ ). The standard comparison theorem in Riemannian geometry immediately implies the following: Lemma 2.5. If (1), (2) and (23) hold, there exist positive constants a and b such that
In particular, there exists a constant c 2 > 0 such that − ∂(∆r) ∂r = |∇dr| 2 + Ric(∇r, ∇r) ≥ −c 2 r −1−δ on B(r 0 , ∞).
Lemma 2.6. Suppose that conditions (1) and (23) hold, and let u be a solution to (3) on B(r 0 , ∞). If u satisfies the condition (9) for some constant γ > 0, then we have u ≡ 0 on B(r 0 , ∞).
Proof. For any fixed k ≥ 1, let us set ρ(r) = kr θ and γ = ε = 1, where θ ∈ (0, 1) is a constant satisfying 1 − θ < δ and 3(1 − θ) < 1. Then v = e kr θ u and
for any r ≥ r 5 (n, b, θ, δ).
Moreover,
for any r ≥ r 6 (n, a, θ, δ, c 2 ).
Therefore, by our choice of θ, we see that there exists a constant r 7 (n, a, b, θ, δ, c 2 ) > min{r 5 , r 6 } such that r ∂q ∂r
for any k ≥ 1 and r ≥ r 7 (n, a, b, θ, δ, c 2 ). We note that the constant r 7 does not depend on k ≥ 1. Since the previous lemma implies that + f 2 dA < ∞,
If we set u = e cr f , then u satisfies equation
where we set
≥ ε ∂u ∂r
for any ε > 0. Therefore if we choose ε > 0 sufficiently small, the right hand side of this inequality is bounded from below by
where c(n) > 0 is a constant which depends only on n. Hence by (24) we have lim inf 
In view of (25) and (26), Lemma 2.6 implies that u ≡ 0 on B(r 5 , ∞) for some r 5 > 0 and hence f = e −cr u ≡ 0 on B(r 5 , ∞). The unique continuation theorem implies f ≡ 0 on M − U . This contradicts our assumption that f is nontrivial, and Theorem 1.1 follows.
Proof of Corollary 1.1 Let f be a square integrable eigenfunction of −∆ with eigenvalue α > (n−1)
and, in paticular, f and |∇f | are square integrable on M − U . But our growth property in Theorem 1.1 forces f to be identically zero on M − U , and by the unique continuation theorem it must be zero on M . Thus α > (n − 1) 2 /4 is not eigenvalue of −∆ and we have completed the proof of Corollary 1.1.
Example
In this section, we shall construct an example which shows that our curvature decay condition K + 1 = o(r −1−δ ) is sharp. In order to do so, we use Atkinson' theorem [1] for the one-dimensional Schrödinger equations.
Proposition 3.1. There exists a rotationally symmetric manifold M = (R n , dr 2 + f 2 (r)g S n−1 (1) ) with the following properties: (1) ∇dr| (∇r) ⊥ converges to 1 at infinity, and hence the essential spectrum of −∆ is equal to 
, where k is a real constant determined later. We set as follows:
Then direct computations show that
where c n is a constant depending only on n. Hence, when |k|(n−1)
Then a direct computation shows that h := f
, where dθ is the standard measure on the unit sphere S n−1 (1). Now we shall rescalef and perturb it around r = 1 to construct a desired warping function f . Let B E (0, r) be an open ball of radius r and centered at the origin 0 in the Euclidean space (R n , g E ) and denote by λ 1 (B E (0, r)) its first eigenvalue of the Dirichlet Laplacian. Since lim Let ϕ 1 be its associated positive first eigenfunction. Since ϕ 1 is a radial function, it can be written as ϕ 1 = H(r), where r is the Euclidean distance to 0. We note that H ′ (r 0 ) < 0. If necessarily, multiplying it by −1, we may assume that there exists a constant r 3 > max{r 0 , 1} such that h ′ (r 3 ) < 0. Therefore we can
and ψ ′ = 0 on [r 0 , r 3 ]. We are now ready to construct a desired warping function f (r) such that ψ is an eigenfunction with eigenvalue b n := (n−1)
For that, first, let
for 0 ≤ r ≤ r 3 , where we choose c n so that lim r→0 f ′ (r) = 1. Next, set f (r) = f (r 3 )f (r)/f (r 3 ) for r ≥ r 3 . Then by our definition of ψ, we see that f (r) = r for 0 ≤ r ≤ r 0 , and hence (R n , dr 2 + f 2 (r)g S n−1 (1) ) is smooth around the origin. Since ∆r = (n − 1)S(r) and R(r) = K(r) for r ≥ r 3 , f is our desired warping function.
Asymptotically flat end
In this section we shall prove Theorem 1.2.
Let M be a noncompact complete Riemannian manifold of dimension n and suppose that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U : N + (∂U ) → M − U induces a diffeomorphism. We denote by r the distance function from ∂U defined on the exterior domain M − U. We suppose that there exists r 0 > 0 such that
where a ∈ (0, 1] and b ≥ a are constants satisfying
The following lemma easily follows from the standard comparison theorem in Riemannian geometry:
Lemma 4.1. Our assumptions (27) and (28) imply
As will appear later, we may assume
on B(r 0 , ∞) to avoid unnecessary arguments. We shall consider a nontrivial solution u of ∆u + λu = 0 on B(r 0 , ∞). Let ρ(r) be a C ∞ function of r > r 0 , and put
Then it follows that v satisfies in B(r o , ∞) the following equation:
Combining Proposition 2.3 and Lemma 2.2 with c = 0, we get the following:
Proposition 4.1. For any t > s > r 0 , α > 0, and real numbers γ and ε, we have + u 2 dA = 0 (32)
for some constant γ ≥ a, then we have for any m > 0
Proof. We shall put ρ(r) = 0 and α = 0 in Proposition 4.1. Then v = u and q = λ and
Since
Then we see that for sufficiently large r r(∇dr)(∇u, ∇u) − 1 2 (r∆r − ε)
Therefore, if we take r 1 > 0 sufficiently large, for any t > s ≥ r 1 the right hand side of (34) is bounded from below by c(a, b, n, λ, γ, ε)
where c(a, b, n, λ, γ, ε) > 0 is a constant depending only on a, b, n, λ, γ, and ε. Hence, by using (32), we get
Now, the remainder of the proof is the same as that of Lemma 2.3 except for obvious modifications. This complets the proof of Lemma 4.2.
Lemma 4.3. Under the assumption in Lemma 4.2, there exists a constant δ(a, b, n, λ) > 0 such that
we see that
where c 4 = c 4 (n, a, b) > 0 is a constant depending only on n, a, and b. Therefore, there exists a constant r 6 (n, a, b) > r 0 depending only on n, a, and b such that the right hand side of this inequality is nonnegative for any k ≥ 1 and r ≥ r 6 (n, a, b). Since the previous lemma implies that lim inf t→∞ S(t)
substituting appropriate divervent sequence {t i } for t in (31), and letting t i → ∞ we see that
for all s ≥ r 6 (n, a, b) and k ≥ 1. Since
the left hand side of (38) is written as follows:
where
and I 2 (s) and I 3 (s) is independent of k. Hence for any fixed s ≥ r 6 (n, a, b), the inequality k 2 I 1 (s) + kI 2 (s) + I 3 (s) ≥ 0 holds for all k ≥ 1. Thus I 1 (s) = 0 for any fixed s ≥ r 6 (n, a, b), that is, u ≡ 0 on B(r 6 (n, a, b), ∞). The unique continuation theorem implies that u ≡ 0 on M − U .
By considering the case that γ = 1 in (32), we obtain Theorem 1.2 from this Lemma 4.4.
Remarks
In our theorems, we assume that there exists an open subset U of M with compact boundary ∂U such that the outward pointing normal exponential map exp ∂U : N + (∂U ) → M − U induces a diffeomorphism. This condition is not essential. What matters is rather the existance of a function with special properties, such as r. The readers interested in this matter could pick up necessary conditions that should be satisfied by such a function from our proof above. We note that there are Donnelly's works ( [5] , [6] ) from the viewpoint of an exhaustion function of M , As for the case that the curvature converges to zero at infinity, it should be added that the critical decay order for rotationally symmetric manifolds is K = o(1/r). First, we note that Proposotion 5.1 below follows by using the comparison theorem in Riemannian geometry. When the metric of M is rotationally symmetric, we can improve the decay condition by using Proposition 5.1 as follows: Proposition 5.2. Let M = (R n , dr 2 + f (r) 2 g S n−1 (1) ) be a rotationally symmetric manifold and denote A(r) = (f ′ /f )(r) and K(r) = −(f ′′ /f )(r). We assume that there exist a constant r 0 > 0 such that A(r 0 ) > 0; K(r) ≤ 0 for r ≥ r 0 ; K(r) = o(1/r).
Then −∆ has no eigenvalue.
Proof. Let 0 = λ 0 < λ 1 ≤ λ 2 ≤ λ 3 ≤ · · · denote the eigenvalues of −∆ for the standard unit sphere S n−1 (1) with each eigenvalue repeated accoding its multiplicity. Then −∆ of M is well known (see [9] ) to be unitarily equivalent to a direct sum of the operators L i (i = 1, 2, · · · ) acting on L 2 ([0, ∞), dr), where
q i (r) = (n − 1)(n − 3) 4 A 2 (r) − (n − 1) 2 K(r) + λ i f 2 (r) .
Proposition 5.1 implies A 2 (r) = o(1/r) and f (r) ≥ c 0 (r + a 0 ), where c 0 = f (r 0 )/(r 0 + a 0 ) and a 0 > 0 is a constant. Hence q i (r) = o(1/r) and each L i has no positive eigenvalue by Wallach's theorem [20] . Hence −∆ has no positive eigenvalue. Since the volume of M is infinity, −∆ has no eigenvalue.
Moreover, we can prove that this decay order K = o(1/r) is critical as in section 3 by using Atkinson's theorem.
Finally, one other point is worth making. The author proved the following theorem in the earlier note [15] : Theorem 5.1. Let M n be a complete Riemannian manifold with a pole o. We suppose that the radial curvature satisfies Note that the decay order of the radial curvature K is K + 1 = O(1/r) and the constant c n (α, β) converges to the bottom (n − 1) 2 /4 of the essential spectrum σ ess (−∆) as α and β tend to zero. It is quite natural to expect that a similar theorem holds under curvature conditions imposed only on one end of a manifold. This is an unsettled question in this paper and more needs to be done in this direction.
