This paper considers linear functions constructed on two different weighted branching trees and provides explicit bounds for their Kantorovich-Rubinstein distance in terms of couplings of their corresponding generic branching vectors. By applying these bounds to a sequence of weighted branching trees, we derive the weak convergence of the corresponding linear processes. In the special case where sequence of trees converges to a weighted branching process, the limits can be represented as the endogenous solution to a stochastic fixed-point equation of the form
Introduction
The focus of this paper is to provide a set of results on the coupling of linear recursions on weighted branching trees. The motivation for this work comes from the analysis of ranking algorithms on directed complex networks [8] , where the main goal is to derive a tractable limiting distribution for the rank of a randomly chosen node. There, the main technique involves coupling a breadthfirst graph exploration process with a weighted branching tree (WBT) whose node characteristics depend on the size of the graph. Moreover, for the directed configuration model considered in [8] , the distribution of the branching vector used in the construction of the coupled tree is random itself, and therefore establishing the convergence to a proper limit requires a different approach from the one often found in standard results on the convergence of recursive algorithms [21, 16, 17] .
In view of the considerable amount of attention that the study of the stochastic fixed point equation
has received in the recent literature [14, 15, 9, 1, 3, 4, 10, 27, 12, 11, 2] , we are particularly interested in the case where the limiting weighted tree mentioned above is of the type that is used for the construction of the endogenous solution, R, to (1.1). In the definition of (1.1), (Q, N, {C i }) is a real-valued vector with N ∈ N ∪ {∞} and the {R i } i∈N are i.i.d. copies of R, independent of (Q, N, {C i }). Such trees are known as weighted branching processes [20] , and they have a special structure that allows a detailed description of R as well as of the endogenous solution to other maxplus stochastic fixed-point equations. Equation (1.1) is called the homogenous or non homogeneous "smoothing transform", depending on whether Q ≡ 0 or P (|Q| > 0) > 0, respectively. A rigorous description of a weighted branching process and more details on the construction of the endogenous solution to (1.1) are given in Section 2 in this paper.
Back to our random graph motivation, it is well known that traditional branching processes are a powerful tool in the study of random graph characteristics, for example, phase transitions in the component sizes and the connectivity of the graph, typical distances between nodes, graph diameter, etc. (see [7] for a recent survey and also [6, 24] for comprehensive texts on the subject). The recent interest in the analysis of ranking algorithms such as Google's PageRank [28, 27, 10] is nonetheless more complex, since in addition to the fact that these type of algorithms are computed on directed graphs (as opposed to undirected ones), each node is assigned a vector of attributes, which leads to the coupling object being a weighted branching tree. The problem of identifying the limiting process is therefore more delicate, since it requires coupling the entire vector of attributes rather than just one discrete random variable at a time, i.e., the offspring distribution. The approach that we follow here is based on the Kantorovich-Rubinstein distance, or Wasserstein distance (see, e.g., [26] ), which has been widely used in the analysis of iterated functions such as the ones considered here (see, e.g., [21, 16] ).
The main results in this paper provide bounds on the Kantorovich-Rubinstein distance, d 1 , between the processes obtained from iterating (1.1) in two different weighted branching trees, both after finitely many iterations (finite trees) or, provided their limits exist, in the infinite number of iterations limit (infinite trees). The bounds are explicit in terms of an arbitrary coupling of the corresponding node attribute vectors, and are shown to converge to zero for the optimal one, that is, that for which the infimum in the definition of d 1 is attained. These bounds are then used to obtain the weak convergence of a sequence of linear iterative processes to the corresponding ones constructed on the limiting WBT. We illustrate the main results with two examples in Section 5, one for a standard branching process (C i ≡ 1 and Q ≡ 0 in (1.1)) and one for the random coefficient autoregressive process of order one (N ≡ 1). An application requiring the full generality of our results is given in [8] . The analysis of spectral algorithms in random graph models beyond the one considered in [8] will provide further applications for this work, making it of independent interest.
The remainder of the paper is organized as follows. Section 2 contains the description of a WBT, and in particular, of the weighted branching process. Section 3 contains a brief explanation of the Kantorovich-Rubinstein distance and some of its properties. Section 4 contains the details of the coupling, with our main results in Section 4.1. Finally, Section 5 contains the two applications of the main results mentioned above.
Weighted branching trees
In this first section of the paper we give a brief description of what we call a weighted branching tree (WBT). Each node i in the tree will be assigned a vector of attributes of the form (Q i , N i , C i ) which will be used to determine its structure. Though we require N i ∈ N ∪ {∞} for all nodes, Q i and C i are allowed to be real-valued. We reserve the name "weighted branching process (WBP)" to refer to a specific type of dependence among the attribute vectors in the tree.
Construction of a weighted branching tree
To construct a tree T we start by denoting its root node with the symbol ∅. Next, let N + = {1, 2, 3, . . . } be the set of positive integers and let U = ∞ k=0 (N + ) k be the set of all finite sequences i = (i 1 , i 2 , . . . , i n ), where by convention N 0 + = {∅} contains the null sequence ∅; each node in T will receive a label i. For i = (i 1 , . . . , i n ) we will use (i, j) = (i 1 , . . . , i n , j) to denote the index concatenation operation; if i = ∅, then (i, j) = j, without the parenthesis.
Next, consider a sequence of attribute vectors {(Q i , N i , C i )} i∈U . To define the structure of T using this sequence let A k , k ≥ 0, denote the set of all individuals in the kth generation of T , with A 0 = {∅}. Next, recursively define
Note that only the N i 's in the sequence of attribute vectors are used to determine the structure of the tree, i.e., the ancestry line of a node. In standard branching process notation,
Now, using the C i 's in the sequence of attribute vectors we will define a weight Π i for each node by using the recursion
Note that the weight Π i is the product of all the weights C (·) along the branch leading to node i, as depicted in Figure 1 .
Up until this point we have not specified any type of dependence structure for the sequence of attribute vectors, and without further assumptions we will simply call T a WBT. We will now explain what makes T a WBP.
When the sequence {(Q i , N i , C (i,1) , C (i,2) , . . . )} i∈U consists of i.i.d. copies of some generic branching vector (Q, N, C 1 , C 2 , . . . ), then T is known as a WBP; if the distribution of the root vector (Q ∅ , N ∅ , C (∅,1) , C (∅,2) , . . . ) is allowed to be different, but still independent of all other vectors, we will simply call it a delayed WBP [20] . In the general setting, the vector (Q, N, C 1 , C 2 , . . . ) is allowed to be arbitrarily dependent, and the C i 's do not need to have the same distribution.
For the applications to the analysis of random graphs mentioned earlier, it is nonetheless more natural to have a sequence of attribute vectors {(Q i , N i , C i )} i∈U consisting of i.i.d. copies of some generic attribute vector (Q, N, C), with the exception of the root node which is allowed to have a different distribution, yet still independent of the rest of the sequence. Note that if this is the case, then the resulting weighted branching tree will not define a WBP unless C is independent of (Q, N ), since
Figure 1: Weighted branching tree.
otherwise, the vectors ( ,2) , . . . )} j≥1 would be dependent through the joint distribution of C (i,j) and (Q (i,j) , N (i,j) ). This explains why we will focus on situations where the required independence is present, at least in a limiting sense, since it is the i.i.d. nature of the branching vectors in a WBP that allows an elegant analysis of various stochastic fixed-point equations related to them.
Linear processes on weighted branching trees
We now use the description of the WBT from the previous section to construct the two linear processes, {W (j) : j ≥ 0} and {R (k) : k ≥ 0}, that we are interested in analyzing:
To make the connection with the smoothing transform given by (1.1) note that provided the sequence of attribute vectors {(Q i , N i , C i )} i∈U defines a WBP, we have that the processes {W (j) } and {R (k) } satisfy the distributional equations
and
where W . Here and throughout the paper the convention is that XY /Y ≡ 1 if Y = 0. Moreover, if (Q ∅ , N ∅ ) has a different distribution from that of (Q, N ) (the {C i } remaining the same and independent of (Q ∅ , N ∅ )), then
where W Since our results are mainly targeted towards coupling problems arising from the analysis of random graphs, we will consider a sequence of processes indexed by n of the formŴ (j) =Ŵ (n,j) , for j ≥ 0, andR (k) =R (n,k) , for k ≥ 0. In order to simplify the notation we drop the n from the notation and implicitly assume the dependence on n whenever the corresponding random variables are denoted with the ∧ symbol. These processes are constructed on a WBT determined by a sequence of attribute vectors {(N i ,Q i ,Ĉ i )} i∈U . This sequence is assumed to be i.i.d., with the exception of the root's attribute vector which is allowed to have a different distribution, but still independent of the rest of the sequence. Moreover, we allow the independence among the vectors to hold only conditionally on some sigma-algebra F n generated by a sequence of random vectors
This level of generality is needed, for example, when working with random graphs with given degrees, where the sigma-algebra F n is used to condition on the given degree sequence.
In particular, we assume from here on that the vectors {(N i ,Q i ,Ĉ i )} i∈U ,i =∅ are sampled independently from the random joint distribution F n (m, q, c), and the root's attribute vector is sampled from the, possibly different distribution, G n (m, q, c), both of which are measurable with respect to F n . Since the weightĈ ∅ of the root node plays no role in the computation of the processesŴ (j) orR (k) , it is enough to consider the joint random distribution F * n (m, q) = G n (m, q, ∞). We will assume that F n and F * n converge to some limiting distributions F and F * , respectively. The precise mode of this convergence will be explained in the following section. We point out that provided the limiting distribution F (m, q, c) = P (N ≤ m, Q ≤ q, C ≤ c) satisfies
i.e., C independent of (N, Q), then the limiting tree will define a WBP with a generic branching vector of the form (Q, N, {C i }) with the {C i } i.i.d. and independent of (Q, N ).
In order to avoid having a trivial WBT, we assume throughout the paper that none of N, Q or C are identically zero, that is, P (min{N, |C|, |Q|} = 0) < 1; similarly, P (min{N ∅ , |Q ∅ |} = 0) < 1.
The Kantorovich-Rubinstein distance
The mode of convergence for the generic attribute vectors will be given in terms of the KantorovichRubinstein distance, also known as the minimal l 1 metric or the Wasserstein distance. To define it we start by considering the vector space R d equipped with the l 1 norm
Definition 3.1 Let M (µ, ν) denote the set of joint probability measures on R d × R d with marginals µ and ν. Then, the Kantorovich-Rubinstein distance between µ and ν is given by
We point out that d 1 is only strictly speaking a distance when restricted to the subset of probability measures
where P(R d ) is the set of Borel probability measures on R d . We refer the interested reader to [26] for a thorough treatment of this distance, since Definition 3.1 is only a special case.
Any construction on the same probability space of the joint vector (X, Y), where X has marginal distribution µ and Y has marginal distribution ν, is called a coupling of µ and ν. In this notation we can rewrite
where the infimum is taken over all couplings of µ and ν.
It is well known that d 1 is a metric on P 1 and that the infimum is attained, or equivalently, that an optimal coupling (X, Y) such that
always exists (see, e.g., [26] , Theorem 4.1 or [5] , Lemma 8.1). This optimal coupling, nonetheless, is not in general explicitly available. One noteworthy exception is when µ and ν are probability measures on the real line, in which case we have that
where F and G are the distribution functions of µ and ν, respectively, and f −1 (t) = inf{x ∈ R : f (x) ≥ t} denotes the pseudo-inverse of f . It follows that the optimal coupling is given by
Another important property of the Kantorovich-Rubinstein distance is that if {µ k } k∈N is a sequence of probability measures in P 1 , then convergence in d 1 to a limit µ ∈ P 1 is equivalent to weak convergence. Furthermore, it satisfies the useful duality formula:
for all µ, ν ∈ P 1 (R d ), where the supremum is taken over al Lipschitz continuous functions ψ : R d → R with Lipschitz constant one (see Remark 6.5 in [26] ).
With some abuse of notation, for joint distribution functions F n , F ∈ R d we write d 1 (F n , F ) to denote the Kantorovich-Rubinstein distance between their probability measures µ n and µ.
Back to our problem of coupling WBTs, we will require
as n → ∞, where P → denotes convergence in probability. If the distributions F n and F * n are not random, the convergence is to be understood in the usual point-wise sense. We point out that by using the d 1 distance in our results we are implicitly restricting the generic attribute vectors, and their corresponding linear processes, to have finite mean. This is appropriate for the applications to the analysis of random graphs we have in mind, where N, N ∅ are often assumed to follow power laws with finite mean but infinite higher moments.
Construction of the coupling
Our first main result in the paper is an upper bound for the Kantorovich-Rubinstein distance between the processes {Ŵ (j) : j ≥ 0} and {W (j) : j ≥ 0}. This bound consists in constructing a coupling of the processesŴ (j) and W (j) by coupling their sequences of generic attribute vectors {(N i ,Q i ,Ĉ i )} i∈U and {(N i , Q i , C i )} i∈U node by node.
Since we allow the distribution of (N ,Q,Ĉ) to be random and measurable with respect to some sigma-algebra F n , it will be convenient to introduce different notations for the unconditional and conditional on F n probability laws. We will use P (·) and E[·] to denote unconditional probabilities and expectations, respectively, and P n (·) = P (·|F n ), E n [·] = E[·|F n ] to denote their conditional counterparts. Note that with this notation we have
The corresponding distributions for the root vector will be denoted by
respectively.
Consider couplings of the generic attribute vectors
has distribution F * n , and (N ∅ , Q ∅ ) has distribution F * . These couplings need not be the optimal ones for constructing a coupling of their corresponding WBTs. The following example gives one possible construction.
Example 4.1 To construct a coupling of F n and F let
denote the marginal distributions ofN and N , respectively. Similarly, let
denote the conditional distributions ofQ givenN and of Q given N , and
denote the conditional distribution ofĈ given (N ,Q) and the unconditional distribution of C, respectively. Next, let (U, V, Y ) be a vector of i.i.d. Uniform (0,1) random variables and set
, Any other ordering in the conditioning would also yield a valid coupling. For details on the optimal coupling with respect to d 1 for distributions in R d we refer the reader to [22] .
, and having the same conditional distribution as (N ,Q,Ĉ, N, Q, C). Now use the sequence {(N i ,Q i ,Ĉ i )} i∈U to construct the weighted tree T (n) according to Section 2, and use {(N i , Q i , C i )} i∈U to construct a second tree T in the same way.
The following result gives an explicit bound on the conditional expectation of the difference between W (j) and W (j) constructed as above, and therefore constitutes an upper bound for the KantorovichRubinstein distance between their corresponding probability measures. Its proof is given in the Appendix.
Throughout the paper, we use x∧y and x∨y to denote the minimum and the maximum, respectively, of x and y, and we use the convention that 
for all r ≥ 1, where
The following corollary gives a simpler statement of the result.
Corollary 4.3 Consider any two coupled trees T (n) and T constructed using the sequence of coupled attribute vectors
Then, there exist constants K, > 0 such that
Proof. Choosing 0 < < min{ρ, E[N ∅ ]} we obtain that on the event {D n ≤ },
≤ HE n and for r ≥ 1,
Now choose K = max{H, 3H/ρ} to complete the proof.
Our last result of this section gives a set of sufficient conditions for E n and D n in Corollary 4.3 to converge to zero in probability. Note that D n is measurable with respect to F n , and is independent of the coupling itself. The proof of Proposition 4.4 is given in the Appendix.
Proposition 4.4 Suppose that the random distributions F n (m, q, c) and F * n (m, q) satisfy the following conditions:
Then, there exist couplings (N ,Q,Ĉ, N, Q, C) and
Remark 4.5 The proof of Proposition 4.4 consists in showing that E n + D n P → 0 for the optimal coupling, which as mentioned earlier is guaranteed to exist. However, an inspection of the proof shows that any couplings for which
will also satisfy E n + D n P → 0.
Main results
We now combine the bound derived in Corollary 4.3 with the conditions provided by Proposition 4.4 to give our main results for the linear processes {Ŵ (j) : j ≥ 0} and {R (k) : k ≥ 0}. Since Corollary 4.3 holds for an arbitrarily dependent generic attribute vector (N ,Q,Ĉ), we give the first statement in each of the theorems for general WBTs. We then specialize to the case where the limiting attribute vector (N, Q, C) defines a WBP, i.e., when C is independent of (N, Q), since then we can provide a more informative description of the limiting process.
The symbol ⇒ denotes convergence in distribution.
Theorem 4.6 Suppose that the random distributions F n (m, q, c) and F * n (m, q) satisfy the following conditions:
for j ≥ 0. Then, for any fixed j we haveŴ
Moreover, ifQ = Q =Q ∅ = Q ∅ ≡ 1, C ≥ 0 a.s., and C is independent of N , then for any j n ∈ N such that j n → ∞ and
as n → ∞, where D n is defined in Corollary 4.3, we havê
where W is the a.s. limit of W (j) /ρ j as j → ∞.
Remark 4.7
The limiting random variable W is well defined since W (j) /(νρ j−1 ) j≥1 is a nonnegative martingale for
where the {W r } are i.i.d. copies of the endogenous solution W to the stochastic fixed point equation
In Proof of Theorem 4.6. Construct versions of the processes {Ŵ (j) : j ≥ 0} and {W (j) : j ≥ 0} using a sequence of coupled attribute vectors {(N i ,Ĉ i , N i , C i )} i∈U according to Proposition 4.4.
Next, choose K, > 0 according to Corollary 4.3, and note that for any δ > 0 any fixed j = 0, 1, 2, . . . , we have
Now note that by Markov's inequality an Corollary 4.3 we have that
where D n P → 0 and E n P → 0 by Proposition 4.4. It follows that P n Ŵ (j) − W (j) > δ 1(D n ≤ ) P → 0 as well, and the bounded convergence theorem (see Theorem 13.6 in [29] ) gives
We conclude thatŴ (j) P → W (j) for any fixed j.
If C ≥ 0 a.s. and is independent of (N, Q), then the limiting tree defines a WBP. If in addition Q = Q =Q ∅ = Q ∅ ≡ 1, then a straightforward calculation shows that {W (j) /(νρ j−1 ) : j ≥ 1} is a nonnegative martingale with respect to the filtration generated by the union of F n and
. Now note that for any δ > 0,
To analyze the conditional probability inside the expectation note that
It follows from Markov's inequality and Corollary 4.3 that, on the event {D n ≤ 1/j n } and for sufficiently large n,
for some other constant K > 0. The assumptions of the theorem imply that the right hand side converges to zero in probability, which combined with the bounded convergence theorem gives
This in turn gives that
exists by Remark 4.7, to obtainŴ (jn) /ρ jn n P → W as n → ∞.
The statement with ρ instead of ρ n is implied by the arguments used above.
The last main result refers to the non homogeneous case.
Theorem 4.8 Suppose that the random distributions F n (m, q, c) and F * n (m, q) satisfy the following conditions:
Moreover, if C is independent of (N, Q) and ρ < 1, then for any k n ∈ N such that k n → ∞ as n → ∞, we haveR (kn) ⇒ R,
Remark 4.9 Just as for the homogeneous case we have that R satisfies
where the {R r } are i.i.d copies of the endogenous solution R to the stochastic fixed-point equation 
. ).
We refer the reader to [11] and [19] for the precise set of theorems.
Proof of Theorem 4.8. The proof follows very closely that of Theorem 4.6. Construct versions of the processes {Ŵ (j) : j ≥ 0} and {W (j) : j ≥ 0} using a sequence of coupled attribute vectors {(N i ,Ĉ i ,Q i , N i , C i , Q i )} i∈U according to Proposition 4.4 and (4.1). Choose K, > 0 as in Corollary 4.3. Then, for any δ > 0 and any fixed k = 0, 1, 2, . . . , we have
By Proposition 4.4, we have that D n P → 0 and E n P → 0 as n → ∞, and therefore P (D n > ) → 0. To analyze the conditional probability inside the expectation note that Corollary 4.3 gives that on the event {D n ≤ },
which converges to zero in probability for any fixed k. The bounded convergence theorem (see Theorem 13.6 in [29] ) now gives that the expectation in (4.4) converges to zero, which completes the proof for fixed k.
If in addition we have that C is independent of (N, Q) and ρ < 1, then fix 0 < ε < min{ , 1 − ρ} and note that on the event {D n ≤ ε}, we have
Hence, since the last series converges and E n P → 0, we obtain that
converges to zero as n → ∞ by the bounded convergence theorem and the observation that D n P → 0. This in turn implies that R (kn) − R (kn) P → 0, and setting R lim k→∞ R (k) completes the proof.
Note that if we are interested in determining the convergence ofR (k) as k → ∞ for a fixed n, then it is sufficient to have that ρ β,n E n N |Ĉ| β < 1 for some β ∈ (0, 1] in order to obtain
To see this we can use the observation that
where for the second step we used the inequality ( i y i ) β ≤ i y β i for any {y i } ≥ 0 and β ∈ (0, 1], and for the first equality we followed the same steps leading to (5.3). Nevertheless, since the WBT constructed using the sequence {(N i ,Q i ,Ĉ i )} i∈U does not necessarily satisfy the branching property of a WBP, the solutionR (∞) cannot in general be represented in terms of a solution to a stochastic fixed-point equation of the form in (4.3).
Applications
In this section, we provide two examples to illustrate our results.
The size-biased empirical distribution
Our first example is taken from the analysis of typical distances in the undirected configuration model [25] , where the main technique in the analysis is a coupling of the graph with a delayed branching process (Galton-Watson process) whose offsp1Eedeeee 22 qring distributions are constructed conditionally on the degree sequence. In order to identify the limiting distribution for the distance between two randomly chosen nodes it is necessary to show the convergence of the randomly defined branching process to a tree with a non-random distribution. The corresponding distributions for the number of offspring of the root node and of all other nodes are given by
respectively, where {D j } j≥1 is a sequence of i.i.d. random variables in N and L n = n j=1 D j . If we let D have the common distribution of the {D j } and we assume that E[D] < ∞, then the corresponding limiting distributions are given by
F is known as the sized-biased degree distribution.
The following result gives the rate of convergence of the Kantorovich-Rubinstein distance between F n and F , respectively, F * n and F * .
Proof. We first show that n δ d 1 (F * n , F * ) → 0 a.s. Note that the duality formula states that
where the supremum is taken over all Lipschitz continuous functions with Lipschitz constant one, N ∅ has distribution F * n and N ∅ has distribution F * . Without loss of generality we can restrict our attention to functions ψ with ψ(0) = 0. Now note that for any such ψ we have that |ψ(x)| = |ψ(x)− ψ(0)| ≤ |x|, and therefore, 
For the statement regarding F n and F we have an equivalent representation for d 1 (F n , F ), and for any Lipschitz continuous function ψ with Lipschitz constant one and ψ(0) = 0, we have
(5.1)
By the SLLN and the Kolmogorov-Marcinkiewicz-Zygmund SLLN again we have lim sup
] < ∞, and therefore, by the Kolmogorov-Marcinkiewicz-Zygmund SLLN, lim sup
This completes the proof. Now note that by settingĈ = C =Q = Q =Q ∅ = Q ∅ = 1 in Theorem 4.6, and noting that in this case D n = E n = d 1 (F n , F ), we obtain thatŴ (j) /ρ j converges weakly to W uniformly for all l n ≤ j ≤ n δ , for any arbitrarily growing l n → ∞.
The difference equation
Our second example is related to the difference equation or random coefficient autoregressive model of order one, a model that is used extensively in the statistics and econometrics literature (see, e.g., [18] for a review). Consider the following recursion:
where {A k } and {B k } are sequences of i.i.d. random variables, independent of each other, and having the same distribution as A and B, respectively. We assume that E |A| 1+ε + |B| 1+ε < ∞ for some ε > 0, and to ensure the existence of a stationary limit, that E[|A|] < 1. It is well known that there exists a finite random variable Y such that
In the notation of this paper this model corresponds to taking C = A, Q = Q ∅ = B and N = N ∅ ≡ 1.
Suppose now that since in practice it may be difficult, if not impossible, to determine the distributions of A and B exactly, that we decide to model the recursion using the empirical distribution of the historical observations of (A, B):
where {(A (j) , B (j) )} i≥0 is a sequence of i.i.d. random variables having the same distribution as (A, B). We then consider the recursion
where the {(Â k ,B k )} are conditionally i.i.d. with common joint distribution F n . Once we verify the conditions of Theorem 4.8 it will follow thatŶ i ⇒ Y .
Similarly to the previous example, we have that for any Lipschitz continuous function ψ with Lipschitz constant one,
Moreover, by the SLLN again,
which completes the proof.
Appendix
This section contains the proofs of Proposition 4.2 and Proposition 4.4.
Proof of Proposition 4.2. We will construct the two processesŴ (j) and W (j) in such a way that their corresponding weighted trees have the same nodes by using the notation
to define their productsΠ i and Π i (by replacing C i (Ĉ i ) with C i ( C i )). With this notation we have that the resulting processes can be written aŝ
where U 0 = {∅} and U j = (N + ) j for j ≥ 1.
To start, note that for r = 0 we have
To analyze the expression for r ≥ 1 let F r denote the sigma-algebra generated by the union of F n and σ((N i ,Q i ,Ĉ i , N i , Q i , C i ) : i ∈ U r ) and note that,
It follows that by settingM i = min{N i ,N i }, and for r ≥ 1
where in the last step we used the independence of (
) and F r−1 for i ∈ U r−1 . Now let ρ = E n [N |C|] and ρ n = E n N |Ĉ| , and note that for r ≥ 1,
The same arguments also give
, as well as
for r ≥ 2, while for r = 1 we have
It only remains to estimate the sum in (5.4) for r ≥ 2. Note that the same approach used in the derivations above gives, for r ≥ 3,
with
Iterating (5.5) we obtain, for r ≥ 2,
Finally, combining (5.4) and (5.6) gives, for r ≥ 2,
This completes the proof.
We now proceed to give the proof of Proposition 4.4. For clarity of the exposition it is useful to prove the following preliminary result first.
Then, there exists a coupling (Q,N ,Ĉ, Q, N, C) such that, as n → ∞, each of
converges to zero in probability.
Proof. From the definition of the Kantorovich-Rubinstein metric and the fact that the infimum is always attained (see, e.g., [26] , Theorem 4.1), there exists a coupling (N ,Q,Ĉ, N, Q, C) such that
and note that by applying Markov's inequality, conditionally on F n , we obtain that for any > 0,
Moreover, by the bounded convergence theorem (see Theorem 13.6 in [29] ), we have that
as n → ∞. We now use this observation to show that each of the quantities in the statement of the lemma converges to zero as well.
We start with the expression ĈQ − CQ , for which we have This clearly takes care of the last two expectations in E n . We now proceed to show that the first four conditional expectations also converge to zero in probability. The first conditional expectation can be analyzed following the same arguments used for E n ĈQ − CQ ; the second and third conditional expectations were already proved to converge to zero in probability. This completes the proof.
