Abstract. Let G be a compact Lie group and let U (G) denote the Euler ring of G constructed by tom Dieck [6, 7] . The main result of the paper (Theorem 4.1) describes the homomorphism ϕ * : U (SO(3)) → U (SO (2)) induced by the inclusion ϕ : SO(2) → SO(3).
Introduction
If G is a finite group than the Burnside ring A(G) is the Grothendieck ring obtained from the semiring of isomorphism classes of finite G-sets; addition and multiplication are given by disjoint union and cartesian product. While the Burnside ring is a classical object, it was Segal [17] who proved the fundamental result that A(G) is isomorphic to the stable homotopy group π G 0 (S 0 ). tom Dieck [6] defined and studied the Burnside ring of a compact Lie group and extended Segal isomorphism A(G) ≈ π G 0 (S 0 ) to that context. Let V be a real finite-dimensional orthogonal representation of a compact Lie group G and let f : D(V) = {x ∈ V : |x| ≤ 1} → V be a continuous equivariant map such that f (x) = 0 for x ∈ S(V) = ∂D(V). The restriction of f to S(V) determines an element d G (f ) ∈ A(G) -the G-equivariant degree of f.
The G-equivariant degree is a natural generalization of the classical Brouwer degree, it provides an algebraictopological count of zero orbits of f.
For a compact Lie group G besides the Burnside ring tom Dieck [6, 7] defined and studied also the Euler ring U (G). It has turned out that by restricting attention to continuous gradient equivariant maps it is possible to construct another version of equivariant degree with A(G) replaced by U (G). More precisely, to a given f : D(V) → V such that there is G-invariant C 1 -function ϕ : D(V) → R, f = ∇ϕ and f (x) = 0 for x ∈ S(V), one can assign the gradient G-equivariant degree d ∇ G (f ) ∈ U (G). In [5] Dancer developed a rational-valued version of degree for gradient S 1 -equivariant maps. The second author has constructed, see [13] , another, in some sense stronger version of gradient S 1 -equivariant degree with the values in U (S 1 ). The definition of U (G)-valued gradient G-equivariant degree was given in [8, 9] . Rybicki studied intensively applications of gradient S 1 -equivariant degree, see [14, 15, 16] . Some important applications lead to the problem of computing the gradient equivariant degree of −I : V → V, where V is a representation of G. Theorem 4.1, which is the main result of the paper, enables us to compute the gradient SO(3)-equivariant degree in terms of the gradient S 1 -equivariant degree and non-gradient SO(3)-equivariant degree. Recall, that the element of A(SO(3)) which equals to the non-gradient SO(3)-equivariant degree of a mapping f : D(V) → V is uniquely determined by the Brouwer degrees of the maps f
Let X be a topological space. An action of G on X is a continuous map ρ : G × X → X such that
• ρ(e, x) = x for x ∈ X and the unit e of G.
A G-space is a pair (X, ρ) consisting of a space X together with an action ρ of G on X. Usually the G-space (X, ρ) is denoted just by X and ρ(g, x) is denoted by gx. If X 1 , X 2 , . . . , X k are G-spaces then k j=1 X j denotes the disjoint union. Let X be a G-space and x, y ∈ X. The set {gx ∈ X : g ∈ G} is the orbit of x and G x := {g ∈ G : gx = x} is the isotropy group of x. Clearly G x is a closed subgroup of G. Note that y ∈ Gx implies (G y ) = (G x ). Points x and y are of the same orbit type if (G x ) = (G y ). For (H) ∈ Ψ(G) we set X (H) := {x ∈ X : (G x ) = (H)}.
If X and Y are G-spaces then f : X → Y is called a G-map if it is continuous and f (gx) = gf (x) for all g ∈ G and x ∈ X. A map h : X × [0, 1] → Y is called a G-homotopy if it is continuous and h(·, t) is a G-map for all t ∈ [0, 1]. We denote by T the category whose objects are compact G-spaces and whose morphisms are G-maps.
A pointed (or based ) G-space is a pair (X, x 0 ) consisting of a G-space X and a point x 0 ∈ X (called the base point) such that gx 0 = x 0 for all g ∈ G. Often the pointed G-space (X, x 0 ) is denoted just by X and the base point is denoted by * . We denote by T * (G) the category whose objects are compact pointed G-spaces and whose morphisms are G-maps which preserve the base points. If X is an unbased G-space then X + will denote the space X with a separate base point added. If (X,
is the wedge (or pointed sum) and
is the smash product of X and Y. Two maps
We say that X, Y ∈ T * (G) have the same G-homotopy type if there exists a G-homotopy equivalence f : X → Y. For X ∈ T * (G) we let [X] denote the homotopy type of X.
We use standard notation:
The Euler ring U(G)
The aim of this section to prove some properties of the Euler ring U (G). We begin with recalling some notions from equivariant topology. Definition 3.1. Let (X, A) be a compact pair of G-spaces and H j ∈ Φ(G), j = 1, 2, . . . , q. We say that X is obtained from A by attaching the family of equivariant k-cells of orbit type {(k, (H j )) : j = 1, 2, . . . , q} if there exists a G-map ϕ :
. . , q(k)} such that the following holds:
• for each 1 ≤ k ≤ n the space X k is obtained from X k−1 by attaching a family of equivariant k cells of type {(k, (H j,k )) : j = 1, 2, . . . , q(k)}. Definition 3.3. Suppose (X, x 0 ) is a pointed compact G-space. A pointed finite equivariant CW-decomposition of (X, x 0 ) consists of a filtration X −1 ⊂ X 0 ⊂ X 1 ⊂ · · · ⊂ X n = X such that the following holds:
We call the family n k=0 {(k, (H j,k )) : j = 1, . . . , q(k)} the orbit type of the decomposition of X (pointed decomposition of (X, x 0 )). Following [7] we use the term G-complex (pointed G-complex ) for a G-space (pointed G-space X) if there exists a finite equivariant CW-decomposition (pointed finite equivariant CW-decomposition) of X ((X, x 0 )). We also use cell decomposition instead of a finite equivariant CW-decomposition and a pointed finite equivariant CW-decomposition.
We denote by E * (G) (E(G)) the full subcategory of T * (G) (T(G)) whose objects are pointed G-complexes (G-complexes). Let F be the free abelian group generated by the pointed G-homotopy types of pointed G-complexes and let N be the subgroup of F generated by all elements
Put U (G) = F/N. Pointed sum and smash product of pointed G-complexes induce composition laws, denoted as addition and multiplication, respectively, on
is a commutative ring with unit I = u G (G) . As a group U (G) is the free abelian group with basis u
and ν((H), k) is the number of equivariant k-cells of orbit type (H).
Remark 3.1. ([7]) The ring U (G) is called the Euler ring of a compact Lie group
Assume Γ ∈ Φ(G). For H ∈ Φ(Γ) we denote by (H) Γ and (H) G the conjugacy class of H in Ψ(Γ) and Ψ(G), respectively.
For
denote the equivalence class of (g, y). The space
It is understood that
Proof. The statement follows from Proposition II.1.13 in [6] .
Applying again Theorem 5.1 to Γ = Γ 2 and Y = G/Γ 1 we obtain
Hence the right-hand sides of (3.1) and (3.2) are equal, which completes the proof.
Assume now that ϕ : G → Γ is a homomorphism between compact Lie groups. If X is a Γ-space then the formula gx := ϕ(g)x, g ∈ G, x ∈ X defines a G-action on X. In this way ϕ defines a map from E * (Γ) to E * (G) which induces a ring homomorphism ϕ * : U (Γ) → U (G). In order to define the Burnside ring A(G) one considers the following equivalence relation on T : X ∼ Y if and only if the spaces X H and Y H have the same Euler characteristic for all H ∈ Ψ 0 (G). Let A(G) be the set of equivalence classes and let a G (X) ∈ A(G) be the class of X. Disjoint union and cartesian product of G-complexes induce composition laws, denoted as addition and multiplication. With these composition laws A(G) is a commutative ring with identity.
In what follows we abbreviate
The Burnside ring A(G) is the free abelian group generated by a
In general this is not a ring homomorphism.
Let V be a finite-dimensional real orthogonal G-representation and write
, which completes the proof.
For a G-complex X we denote by χ(X) the classical Euler characteristic of X.
Lemma 3.3. Let H ∈ Φ(G). If X and X 0 are G-complexes and X is obtained from X 0 by attaching an n-cell of type (L) then
Proof. By the additivity of the Euler characteristic we have
Theorem 3.6. Fix H ∈ Φ(G) and let X be a G-complex. Assume that a G (X) =
Proof. Suppose that X, X 0 are G-complexes such that X is obtained from X 0 by attaching an n-cell of type (L) and (3.3) holds for X 0 . Then Lemma 3.3 implies (3.3) for X. By induction on the number of cells and on the dimension we obtain the result.
Remark 3.2. The following properties of N (H, K) are easily verified:
Remark 3.2 yields the following reformulation of Theorem 3.6.
Therefore the numbers n G (K) (X) can be computed from the system of equations given by (3.4).
The homomorphism ϕ
In this section we study the homomorphism ϕ * : U (SO(3)) → U (SO (2)) induced by the natural inclusion ϕ : SO(2) → SO(3) We will consider the following subgroups of SO(3) :
• • I -an icosahedral group. Clearly Ψ(SO(2)) = {(SO(2)), (Z 1 ), (Z 2 ), . . . } and Ψ 0 (SO(2)) = {(SO(2))}. It is known, compare [11] , that
Proof. Since SO(3)/SO(2) is SO(3)-homeomorphic to S 2 and Ψ(SO(2), H) = {(H)} for all H ∈ Φ(SO(2)) the result follows from Lemma 3.2 applied to G = SO(3), Γ 1 = SO(2) and Γ 2 = Γ. (2)) is defined as follows:
SO (2) (Zn) , n ≥ 1.
Proof. (a) Obvious. (b) As an O(2)-complex S
2 admits a decomposition of orbit type {(0, (SO(2)), (0, (X 2 )),
It is easy to verify that
Finally applying Lemma 4.1 to Γ = O(2) we obtain the assertion. (c) Recall that SO(3)/SO(2) is SO(3)-homeomorphic to S 2 . As an SO(2)-complex S 2 admits a decomposition of orbit type {(0, SO(2))), (0, (SO(2))),
It is easy to see that
Finally applying Lemma 4.1 to Γ = SO(2) we obtain the assertion. Denote by W 2 , W 3 subgroups of O generated by W 2 , W 3 , respectively. For the action of O on S 2 we have
Applying Lemma 4.1 to Γ = O we obtain the assertion. (e),(f) The proof is analogous to that of (d). First assume that n is even. As a D n -complex S 2 admits a decomposition of orbit type
Additionally, it is easy to see that
If n is odd then as a D n -complex S 2 admits a decomposition of orbit type
Applying Lemma 4.1 to Γ = D n we obtain the assertion. (h) Since a Z n -complex S 2 admits a decomposition of orbit type {(0, Z n )), (0, (Z n )), (1, (Z 1 )), (2, (Z 1 ))}, n Zn (Zn) (S 2 ) = 2. It is easy to see that
Applying Lemma 4.1 to Γ = Z n we obtain the assertion. (3)). First of all we combine Corollary 3.1 and Table 3 . to compute a.
Notice that
(SO(3)) S V5 = 1; (3) putting in Corollary 3.1 X = S V5 and H = SO(2) we obtain
taking into consideration Table 3 . and dim V SO(2) 5 = 1 we get n
SO(3)
(SO(2)) S V5 = −1; (4) putting in Corollary 3.1 X = S V5 and H = D 5 we obtain
taking into consideration Table 3 . and dim
(5) additionally one can show that n
S V5 = 1; the proof is similar in spirit to that of (4) .
Summing up, we have proved that
By Theorem 4.1 and (4.1) we obtain
Applying formulas (8.1) of [11] and (8.13) of [8] one can show that ϕ
Hence, we obtain
Finally, by (4.1), (4.2) we obtain
Multiplication in U (SO(3)).
In this section we study the multiplication in U (SO(3)). It is clear that A 0 (SO (3)) is the subgroup of U (SO(3)) generated by u SO(3) (H) , (H) ∈ Ψ 0 (SO(3)) and U 0 (SO(3)) denote the subgroup of U (SO(3)) generated by u SO(3) (Zn) , n ∈ N. Thus we have a direct sum decomposition of abelian groups U (SO(3)) = A 0 (SO(3)) ⊕ U 0 (SO(3)) and let ι : A(SO(3)) → A 0 (SO(3)) ⊂ U (SO(3)) denote the natural inclusion of abelian group defined by ι(a (3)) the homomorphism of abelian groups defined by ψ(2u
The following three theorems describe the multiplicative structure in U (SO(3)).
Theorem 5.1. For m, n ∈ N we have u
Proof. By Theorem 4.1 ϕ * (u
SO (2) (Zm) u SO (2) (Zn) . Taking into account that the restriction of ϕ * to U 0 (SO (3)) is a monomorphism and Remark 5.1 we complete the proof.
∈ A 0 (SO (3)) and u
SO(3)
(Zn) ∈ U 0 (SO (3)), where n ∈ N. Then u
(Zn) ∈ U (SO(3)) can be computed in the following way u
.
Proof. Since U 0 (SO (3)) is an ideal in U (SO (3)), u
∈ U 0 (SO (3)) and consequently we obtain
and u
. (3)) and m ∈ N. Applying this algorithm for m ∈ N \ {1}, n ∈ N we obtain the following
(1) Let us compute u
. Applying Theorem 4.1 and Remark 5.1 we obtain
The same reasoning applies to the cases (2), (3). We have collected in Table 2 . the results of computations performed along this algorithm.
∈ U (SO(3)) can be computed in the following way u
= a + u, where a ∈ A 0 (SO(3)) and u ∈ U 0 (SO(3)). Taking into account Table 1 . we compute a
It is easy to verify that a = ι a
. Then, applying Theorem 4.1 and Remark 5.1, we compute u = ψ(ϕ * (u
Remark 5.3. Theorem 5.3 provides an algorithm for computation of u
). Note that (T), (O(2)) ∈ Ψ 0 (SO(3)). In order to illustrate this theorem we compute u
Consequently, by Theorem 4.1, Remark 5.1 and Table 1 . we obtain
. The same arguments apply to the other cases. We have collected in Table 2 . the results of computations performed along this algorithm.
Remarks and open questions
Combining Theorem 3.1 with Corollary 3.1 we obtain the following remark.
Remark 6.1. Let X, Y ∈ T * (SO(3) ). Then the following two conditions are equivalent:
(
Let T ⊂ G be a maximum torus in G. It is not clear to what extent Remark 6.1 can be generalized to other compact Lie groups. Therefore we formulate the following conjecture.
Conjecture 6.1. If X, Y ∈ T * (G) then the following two conditions are equivalent:
It is easy to check that (Zj ) ∈ U (SO(2)).
We have proved that u G S V is invertible in U (G). Still open and interesting question is the following. (3)). For the convenience of th reader we present here the table of multiplication in the Burnside ring A (SO(3) ). The table below derives from [6] . If H ∈ Φ(SO(3)) we denote for simplicity with the same symbol the element a (SO(3) ). The table below derives from [6] . If H ∈ Φ(SO(3)) we denote for simplicity with the same symbol the element u 
