Abstract-The plenoptic function (POF) provides a powerful conceptual tool for describing a number of problems in image/video processing, vision, and graphics. For example, image-based rendering is shown as sampling and interpolation of the POF. In such applications, it is important to characterize the bandwidth of the POF. We study a simple but representative model of the scene where band-limited signals (e.g., texture images) are "painted" on smooth surfaces (e.g., of objects or walls). We show that, in general, the POF is not band limited unless the surfaces are flat. We then derive simple rules to estimate the essential bandwidth of the POF for this model. Our analysis reveals that, in addition to the maximum and minimum depths and the maximum frequency of painted signals, the bandwidth of the POF also depends on the maximum surface slope. With a unifying formalism based on multidimensional signal processing, we can verify several key results in POF processing, such as induced filtering in space and depth-corrected interpolation, and quantify the necessary sampling rates.
A natural framework for studying multiview acquisition and rendering is the concept of the plenoptic 1 function (POF) [5] that describes the light intensity passing through every viewpoint, in every direction, for all time, and for every wavelength. The IBR problem can be treated as an application of the sampling theory to the POF. In this setting, acquired views from the cameras provide discrete samples of the POF, and the synthesized view is reconstructed from the continuous POF at a given point. The question of the minimum rate for sampling the POF can be addressed by spectral analysis and estimating the bandwidth of the POF.
Some of the first sampling analyses for IBR were done by Lin and Shum [6] and Chai et al. [7] . In particular, the work in [7] analyzes the spectral support of the POF to find an optimal uniform sampling rate for the POF. Zhang and Chen [8] extended the spectral analysis of IBR for more general cases, including non-Lambertian and occluded scenes. IBR sampling analysis has been also reviewed in detail in a recent book [4] . In these previous studies, as for any spectral-based technique, the POF is assumed to be band limited.
In this paper, we would like to more precisely examine the spectral analysis and band-limited assumption of the POF. To facilitate this, we study a simple but representative model where band-limited signals (e.g., texture images) are painted on smooth surfaces (e.g., of objects or walls). Using related mathematical results on domain-warped band-limited signals, we show that, in general, the POF is not band limited, unless the surface is flat. We then provide simple rules to estimate the essential bandwidth of the POF for this model. Unlike previous studies [6] [7] [8] that approximate surface by piecewise constant depth function and thus ignore the surface slope, our analysis reveals the significant role of the surface slope and is shown to provide a much more accurate estimate of the bandwidth of the POF.
It is important to note that the POF is a powerful conceptual tool for describing a number of problems in image/video processing, vision, and graphics. Most acquired and synthesized forms of visual information, including images and videos, can be treated as low-dimensional "slices" (e.g., by fixing certain variables) of the POF. Hence, the spectral analysis of the POF has applications beyond IBR. For example, see [9] for an application in light transport and [10] and [11] for applications in computational photography.
The outline of this paper is as follows: In Section II, we set up the scene and camera models and characterize the spectral support of the POF. In Section III, we start focusing on the model in which band-limited signals are "painted" on object surfaces. In Section IV, we discuss the condition for the POF to be band limited. In Section V, we derive a simple rule to estimate the essential bandwidth of time-warped functions. In Section VI, Fig. 1 . Two-plane parameterization of the POF. Each light ray is specified by a 4-D coordinate (t; u; v; w), where (t; u) corresponds to the camera location in the camera plane and (v; w) corresponds to the image point (or pixel) in the image plane. Effectively, (t; u) specifies the viewing position, and (u; w) specifies the viewing angle.
we apply this rule to derive estimates the essential bandwidths of the POF and illustrate with an example where the proposed method provides much more accurate estimates, compared with previous studies. In Section VII, we show that multidimensional spectral analysis of the sheared POF leads to a new interpretation of the effectiveness of depth-corrected interpolation in IBR. Some preliminary results of this paper were presented at a conference [12] .
II. SCENE AND CAMERA MODELS
A convenient way to parameterize the POF is to use the twoplane parameterization, also known as light field or lumigraph [13] , [14] , as shown in Fig. 1 . By restricting the scene in a bounding box, each light ray can be specified by a pair of coordinates and corresponding to the locations of the camera and the image pixel within a camera, respectively. Note that image coordinate is relatively defined with respect to camera position . Hence, equivalently, specifies the viewing position, and specifies the viewing angle. The two-plane parameterization fits the pinhole camera model [15] , in which all pixels in a camera correspond to light rays that are emitted from one point-the camera position. The value of POF is the light intensity captured by a camera at location and at pixel location within that camera. In general, is the light intensity at the intersection of the ray specified by with the nearest object surface to camera position . For simplicity of exposition, and as in [7] and [8] , we consider a 2-D version of the POF, i.e.,
, by fixing and . This corresponds to the situation where the cameras are placed on a straight line, and we consider the same image scan line from each camera. Alternatively, we could view this as a flatland model where the 3-D world is "flattened" into a 2-D plane. Function is also known as epipolar-plane image (EPI) [16] and plays an important role in computer vision [15] , [17] .
We consider the scene model, as shown in Fig. 2 , that consists of an object surface (in the 2-D setting of the POF, this is a slice of the surface) specified by its varying depth . Without loss of generality, we rescale depth value so that the focal length or distance between the camera and image planes is equal to 1. This scene model represents a microscale analysis of the POF, where, locally, only one object surface is visible.
Suppose that light ray specified by camera (or viewing) position and pixel position (or viewing angle) intersects with Coordinates t, v, and z specify the camera position, pixel position, and depth, respectively. The depth axis is rescaled so that the focal length or the distance between t and v axes is 1, and thus, pixel position v is related to viewing angle by v = tan().
the object surface at a point with coordinate , as shown in Fig. 2 . Then, simple geometric relations lead to (1) Equation (1) defines a fundamental geometric mapping that links light ray to position specified by on the object surface that is "seen" by this light ray.
We assume that there is no self-occlusion on the object surface in the field-of-view of the cameras. This means that each light ray within the field-of-view can intersect with at most one point on object surface . This is equivalent to requiring that given in (1) is a strictly monotonic function of , which amounts to (2) where the field-of-view is limited by . In other words, the slope of object surface is bounded by the maximum viewing angle. For POF spectral analysis and IBR sampling analysis methods that consider occluded scenes, we refer readers to [8] and [18] . Let be the light intensity emitted from object surface position and viewing angle (see Fig. 2 ). Function is also known as the surface light field [19] or surface POF [8] . Then, using (1) and under the no self-occlusion assumption, we have where
Taking the Fourier transform of POF using (3), we obtain (4) where we denote and . Similarly, we denote , and then Fourier transform properties lead to (5) Typically, except for rare cases of highly specular surfaces, at fixed surface position , emitted light intensity very slowly changes with respect to viewing angle . In the extreme case, the surface is often assumed to be Lambertian [17] , which means for all . Thus, it is reasonable to assume that is a band-limited function in variable . Using (4) and (5), we immediately obtain the following result.
Proposition 1: Given the no-self-occlusion condition (2) and suppose that if (6) then if for all (7) Therefore, as shown in Fig. 3(a) , the spectral support of POF is contained between two lines corresponding to minimum and maximum depths, plus an extended region accounting for non-Lambertian surfaces. This key finding was first discovered by Chai et al. [7] for Lambertian surfaces and later extended by Zhang and Chen [8] for non-Lambertian surfaces. However, in both of these previous studies, the derivations are approximations based on "truncating windows," in which the scene is approximated by piecewise constant depth segments, and the truncation effect in the spectral domain is ignored. Here, we show that for no-self-occlusion surfaces with band-limited light radiance, the resulting POF has spectral support exactly contained in the region specified by (7).
This "bow-tie" shape spectral support of POF makes it possible to induce continuous-domain low-pass filtering in spatial dimension via induced filtering in pixel dimension . Generally, it is physically impossible to realize continuous-domain filtering in the spatial dimension since we do not have access to the POF in the continuous domain of but rather only at discrete locations where we have actual cameras. On the other hand, continuous-domain low-pass filtering in pixel dimension is possible by the optical system in the cameras. Because of the "bow-tie" shape spectral support of the POF, Fig. 3(b) illustrates that low-pass filtering in induces low-pass filtering in as well. As a result, Fig. 3(c) shows that we can sample the POF in space (i.e., by placing cameras at discrete location along ) without alias. This induced filtering property also holds for sound signals, as was shown in a study of the plenacoustic function [20] .
Typically, POF is captured by cameras with finite pixel resolution along pixel dimension . Thus, previous analyses [7] , [8] assume that is band limited in the dimension to . Based on this assumption and using Proposition 1 and Fig. 3(b) , it follows that the bandwidth of the POF depends only on the range of depths and the pixel resolution.
However, actual continuous-domain POF might not be band limited according to the camera resolution. In some applications, it might be of interest to study the intrinsic bandwidth of the POF according to the underlying scene rather than the capturing devices. In this paper, we want to characterize the bandwidth of POF according to a simple but representative scene model that will be described in the next section.
III. SURFACE MODEL: SIGNALS PAINTED ON SURFACES
First, we restrict to Lambertian surfaces, i.e., . Second, we assume that light radiance is a result of bandlimited signal (e.g., texture image) "painted" on the object surface, where is the curvilinear coordinate (i.e., corresponds to the arc length) on the surface. That is Surface coordinate is determined by light ray coordinate as according to the geometric mapping equation (1) as (8) With a slight abuse of notation, we write for the composite mapping from light ray coordinate to curvilinear coordinate on the surface. With these mappings, we can relate POF to "painted" signal on the object surface as (9) We study the bandwidth of POF by fixing either or . Note that fixing in POF corresponds to considering an image captured by a fixed camera, whereas fixing corresponds to considering a signal recorded at a fixed pixel location by a moving camera. In both cases, we obtain a time-warped function of band-limited function , where and denote a generic variable and warping function, respectively. Fig. 4 depicts this generic case study of the POF.
Fixing either or and taking the derivative of (8) with respect to the other variable, we get (10) (11) Hereafter, for brevity, in the right-hand sides, we write for . The no-self-occlusion condition (2) implies that both of these partial derivatives are positive for or within the field-of-view. This means that is a strictly monotonic function in each coordinate and . Using differential relation , we obtain the partial derivatives of with respect to and as (12) (13) From (12), we see that if the surface is flat, i.e., is a constant, then is a constant, or is a linear function in for each fixed . Conversely, under the no-selfocclusion condition (2), if is linear for fixed , then it is easy to see that must be a constant, and thus, the surface must be flat.
Finally, we note that both partial derivatives of given in (12) and (13) are greater than 1.
IV. BAND-LIMITED POFS
As noted in the introduction, to address the sampling problem of the POF, we need to study its spectral support. Here, we examine the band limitedness of the POF given in (9) . In plenoptic sampling for IBR, the main variable of interest is , which is the camera position, as it leads to conditions on how to place the cameras. Thus, let us consider the situation where pixel position is fixed, and for brevity, we drop variable in functions in this section.
Again, suppose that painted signal is band limited. From the discussion at the end of the last section, we note that if the surface in our scene is flat, then is linear and POF is a uniformly stretched version of . Thus, it immediately follows from the shifting and scaling properties of Fourier transform that is also band limited. We are interested to know if there are any other surfaces that result in band-limited POFs.
Time-warped band-limited functions have been studied in the signal processing literature. In [21] , Clark conjectured that when band-limited function is warped by monotonic function , the resulting function is also band limited if and only if is linear. In [22] , this conjecture was proved for a large class of , in particular, for that on certain interval is a restriction of an entire function. 2 Later, in [23] , Clark's conjecture was shown to be false by a peculiar counterexample constructed by Y. Meyer. However, that paper also noted that it is not possible for a nonlinear warping function to preserve band limitedness in general. Unaware of this line of work, in [24] , we made the same conjecture on the preservation of band limitedness under warping.
The implication of the above result is that, in general, the POF is not band limited unless the surface is flat. In the next sections, we will study the essential bandwidth, defined as the bandwidth where most of the signal energy resides, of the POF for general smooth surfaces.
V. BANDWIDTH OF TIME-WARPED FUNCTIONS
Let denote a time-warped function that models the POF, as was described in Section III. Its Fourier transform is (14) Let be the Fourier transform of . Then (15) Substituting (15) 
In words, the essential bandwidth of time-warped function can be approximated by the product of the maximum derivative of with the bandwidth of .
Rule (22) For the POF, typically, the oscillation of is much smaller than the oscillation of . Therefore, a good approximation of can be obtained from using a piecewise linear approximation of , as in (23), with BW . Thus, we can discard the second term on the right-hand side of (25) and obtain essBW essBW BW (26) Note that this approximation is exact for linear warping , as shown in (18). The bandwidth analysis of time-warped functions in this section follows the bandwidth analysis of frequency-modulation signals in communication systems [25] . A similar rule like (26) is called Carson's rule in the communication systems literature. We note that both Carson's rule and (26) are difficult to precisely prove, except for some particular cases, and thus, they should only be viewed as "rules of thumb." In the next sections, we will show that rule (26) is quite accurate and provides an effective mean to estimate the bandwidth of the POFs.
VI. BANDWIDTH OF THE POFS
The result from the last section reveals the role of the maximum absolute value of the derivatives of curvilinear coordinate on the bandwidth of the POF. These maximum derivatives represent the worst cases of the multiplicative term in the bandwidth expansion of the POF, as given in (26) .
More precisely, denote again BW the bandwidth of "painted" signal on the object surface. Then, applying (12) and (13) to rule (26), we obtain the following estimates of the essential bandwidth of POF in dimensions and , denoted by essBW and essBW , respectively:
essBW BW BW (27) essBW BW
BW (28)
The above results (27) and (28) imply that when varying camera position , the worst case of bandwidth expansion for the POF comes from the steepest slope (with respect to the camera axis) on the object surface. When varying pixel position , the worst case happens when the surface is at the steepest point and furthest, and the pixel is at the boundary of the field-of-view. These findings are also noted in the literature on texture mapping and image warping [26] .
Note that (27) is an equality, whereas (28) is an inequality because and might not be maximum at the same . One way to characterize the spectral support of the POF is to use (27) to estimate the spectral support along the dimension and then use Proposition 1 to estimate the multidimensional spectrum support in the joint space. Recall that previous POF spectral analyses [7] , [8] were based on piecewise constant depth approximation. In formulations (27) and (28), this means assuming that , and thus, essBW BW . Consequently, previous studies show that the multidimensional spectral support of the POF depends only on the bandwidth of the painted texture and the minimum and maximum depths. Our analysis reveals that, in addition, surface slope also influences the bandwidth of the POF, namely, bigger surface slope leads to larger POF bandwidth. Estimates (27) and (28) precisely quantify this influence.
To illustrate and validate these rules for estimating the bandwidth of the POF, we consider a synthetic scene, as shown in . Note that, as before, all length measures are normalized so that the focal length (i.e., the distance between and axes) is equal to 1. In the scene, there is a curved wall as an arc of a circle with radius and center at distance from the origin on the -axis. Texture signal of frequency is painted on the wall. For convenience, we also specify a point on the object surface by angle between the corresponding radial line with the -axis (see Fig. 5 ). Then It follows that: Substituting (29) into the geometric mapping equation (1) and using to specify the pixel position, i.e., , we get From this, we can express curvilinear coordinate on the object surface through light ray coordinates as [noting ] (30) Fig. 6(b) shows the resulting POF of a curved wall with , , and . The examined ranges of and are and (with the focal length normalized to 1, this is equivalent to using 50-mm lens on a 35-mm camera). With these parameters, the surface depth is in range and the surface slope is in range . Plugging these values into (27) and (28), we obtain the following estimates for the essential maximum frequencies of as: These estimates agree well with the plot of for the curved wall in Fig. 6(d) . Additionally, note in the plot that the spectral support of the POF is sandwiched between lines and , as illustrated in Fig. 3 . For comparison, Fig. 6(a) and (c) show the POF and its spectrum for the same camera configuration and painted texture, except that the wall is flat at constant depth . Compared with the flat-wall case, the spectrum support of the POF of the curved wall is significantly broader, both in the angle and the radial length of the cone-shape region illustrated in Fig. 3 . The angular broadening of the POF spectrum is due to the varying of surface depth , as was previously noted in [7] . However, the radial broadening of the POF spectrum, which is due to maximum surface slope , as indicated in (27) and (28), is only revealed in this paper.
VII. BANDWIDTH OF SHEARED POFS
The results in the last section characterize the bandwidths of POF in each dimension and separately. For plenoptic sampling, such bandwidths are relevant if we sample and reconstruct along each dimension and separately while fixing the other dimension. However, the typical shapes of POF spectral supports, as shown in Figs. 3 and 6(c) and (d), indicate that we can compact the POF spectrum more (and hence have less aliasing in sampling) by nonseparably processing the two dimensions and . In particular, using the knowledge of minimum and maximum depths, i.e., and , and the property of POF spectral support, as shown in Fig. 3 , optimal nonseparable reconstruction filters for IBR were derived in [7] and [8] .
An alternative approach to explore this property of the POF spectrum support in IBR using only 1-D reconstruction filter is as follows. Since the POF spectral support is slanted according to the depth range, shearing the POF spectrum, as shown in Fig. 7 (c) and (d), would make it more compact along the axis. Fig. 7 (a) and (b) illustrate the spatial supports of the corresponding functions with the spectra given in Fig. 7(c) and (d) , namely, the POF and its sheared version. More precisely, the desired shearing operator is obtained by the following change of variable in the frequency domain:
The corresponding change of variable in the space domain is Geometrically, this shearing operator maps, in the frequency domain, line into the axis [i.e., from Fig. 7(c) and (d) ], or equivalently, in the space domain, it maps the axis into line [i.e., from Fig. 7(a) and (b) ]. Therefore, with a suitable choice of such that , the spectrum of sheared POF is more compact along the axis. Optimal depth suggested in [7] satisfies which can be obtained through Fig. 3 .
With the compact spectrum along the axis, we can achieve high-quality reconstruction (i.e., less aliasing) for the sheared Therefore, equivalently, we can obtain high-quality reconstruction of the original POF at location by interpolating along line (31). From (1), we see that all corresponding light rays that satisfy line (31) intersect with light ray at the same point of depth . The lumigraph [14] system employs the same reconstruction strategy, which they call depth-corrected interpolation. Gortler et al. [14] refer to line (31) as an optical low line (where the object surface "seen" by the light ray is assumed to be at depth ), and they expect the POF to be smooth along the optical flow lines. Their experiments show that reconstruction by depth-corrected interpolation along the optical flow lines has significantly higher quality compared with uncorrected interpolation (i.e., interpolate along same pixel lines ). We can characterize the smoothness of the POF along optical flow line (31) by estimating the bandwidth of the 1-D slice function of the POF along this line (which is also the 1-D function along line of the sheared POF). The corresponding derivative for the bandwidth expanding factor in (22) is the directional derivative of along line (31), with unit vector . Using (12) and (13), we obtain the derivative of in this direction as (32) Comparing in (32) to in (12) , we see that, with a suitable choice of such as , the absolute value of the derivative of in direction is smaller than the one in direction (1, 0). Hence, according to (22) , the bandwidth of the POF along optical flow line (31) is smaller than the bandwidth along the same pixel line . Fig. 8 shows example slices of the POF for the curved-wall scene described in Section VI along the same pixel line and optical flow line (31) with and . We see that the maximum frequency of the POF slice along the optical flow is much smaller compared with the one along the same pixel line, which confirms the advantage of depth-corrected interpolation in IBR. Using (12) and (32), and the surface depth and slope ranges for the curved-wall scene found in Section VI, we obtain estimates for the maximum frequency for these two slices of the POF as 3.2 and 0.6 Hz, respectively. These estimates closely characterize the function plots in Fig. 8 .
VIII. CONCLUSION
In this paper, we have studied the bandwidth of the POF of a simple scene model where a band-limited signal is painted on a smooth surface. We have shown that, in general, the POF for this model is not band limited unless the surface is flat. We then derive a simple rule to estimate the essential bandwidth, defined as the bandwidth where most of the signal energy resides, of the POF for this model. This essential bandwidth is estimated as the product of the bandwidth of the painted signal times the maximum absolute derivative of the surface curvilinear coordinate along a certain direction. Our analysis reveals that, in addition to the maximum and minimum surface depths and the maximum frequency of the painted signal, the bandwidths of the POF also depend on the maximum surface slope. By treating the POF with a unifying formalism based on multidimensional signal processing, we can verify several important results, including induced filtering along the camera dimensions, depth-corrected interpolation in lumigraph, and quantifying the necessary sampling rates. Numerical results show that the resulting estimated bandwidths of the POFs are accurate and effectively characterize the performance of image-based rendering algorithms.
