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We analyze the possible soft breaking of N = 2 supersymmetric Yang-Mills theory
with and without matter flavour preserving the analiticity properties of the Seiberg-
Witten solution. We present the formalism for an arbitrary gauge group and obtain
an exact expression for the effective potential. We describe in detail the onset of the
confinement description and the vacuum structure for the pure SU(2) Yang-Mills
case and also some general features in the SU(N) case. A general mass formula is
obtained, as well as explicit results for the mass spectrum in the SU(2) case.
1 Introduction and Conclusions.
In two remarkable papers 1,2, Seiberg and Witten obtained exact information
on the dynamics of N = 2 supersymmetric gauge theories in four dimensions
with gauge group SU(2) and Nf ≤ 4 flavour multiplets. Their work was ex-
tended to other groups in 3,4,5,6. One of the crucial advantages of using N = 2
supersymmetry is that the low-energy effective action in the Coulomb phase
up to two derivatives (i.e. the Ka¨hler potential, the superpotential and the
gauge kinetic function in N = 1 superspace language) are determined in terms
of a single holomorphic function called the prepotential 7. In references 1,2,
the exact prepotential was determined using some plausible assumptions and
many consistency conditions. For SU(2) the solution is neatly presented by
associating to each case an elliptic curve together with a meromorphic differ-
ential of the second kind whose periods completely determine the prepotential.
For other gauge groups 6 the solution is again presented in terms of the period
integrals of a meromorphic differential on a Riemann surface whose genus is
the rank of the group considered. It was also shown in 1,2 that by soft breaking
N = 2 down to N = 1 (by adding a mass term for the adjoint N = 1 chiral
multiplet in the N = 2 vector multiplet) confinement follows due to monopole
condensation 8.
For N = 1 theories exact results have also been obtained 9 using the
holomorphy properties of the superpotential and the gauge kinetic function,
aBased on a talk delivered by L. A.-G. at the Conference in honour of C. Itzykson “The
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culminating in Seiberg’s non-abelian duality conjecture 10.
With all this new exact information it is also tempting to obtain exact
information about ordinary QCD. The obvious problem encountered is super-
symmetry breaking. A useful avenue to explore is soft supersymmetry break-
ing. The structure of soft supersymmetry breaking in N = 1 theories has been
known for some time 11. In 12,13 soft breaking terms are used to explore N = 1
supersymmetric QCD (SQCD) with gauge group SU(Nc) and Nf flavours of
quarks, and to extrapolate the exact results in 9 concerning the superpotential
and the phase structure of these theories in the absence of supersymmetry.
This leads to expected and unexpected predictions for non-supersymmetric
theories which may eventually be accessible to lattice computations. In some
cases however for instance when Nf ≥ Nc) it is known in the supersymmetric
case that the origin of moduli space is singular, and therefore some of the as-
sumptions made about the Ka¨hler potential for meson and baryon operators
are probably too strong. Since the methods of 1,2 provide us with the effective
action up to two derivatives, the kinetic and potential term for all low-energy
fields are under control, and therefore in this paper we prefer to explore in
which way we can softly break N = 2 SQCD directly to N = 0 while at the
same time preserving the analyticity properties of the Seiberg-Witten solution.
This is a very strong constraint and there is, essentially, only one way to ac-
complish this task: we make the dynamical scale Λ of the N = 2 theory a
function of an N = 2 vector multiplet which is then frozen to become a spu-
rion whose F and D-components break softly N = 2 down to N = 0. If we
want to interpret physically the spurion, one can recall the string derivation of
the Seiberg-Witten solution in 14,15 based on type II-heterotic duality. In the
field theory limit in the heterotic side (in order to decouple string and gravity
loops) the natural scaling is taken to be MeiS = Λ, where M is the Planck
mass, S is the dilaton (in the low-energy theory S = θ/2π+4πi/g2, with g the
gauge coupling constant and θ the CP-violating phase), and Λ the dynamical
scale of the gauge theory which is kept fixed while M → ∞ and iS → ∞.
Since the dilaton sits in a vector multiplet of N = 2 when the heterotic string
is compactified on K3× T2, this is precisely the field we want to make into a
spurion, and procedure is compatible with the Seiberg-Witten monodromies.
In this way we obtain a theory at N = 0 with a more restricted structure that
those used in 12,13.
As soon as the soft breaking terms are turned on monopole condensation
appears, and we get a unique ground state (near the massless monopole point of
1,2). Furthermore, in the Higgs region we can compute the effective potential,
and we can verify that this potential drives the theory towards the region
where condensation takes place. When the supersymmetry breaking parameter
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is increased, the minimum displaces to the right along the real u-axis. At
the same time, the region in the u-plane in which the monopole condensate
is energetically-favoured expands. Near the massless dyon point of 1,2, we
find that dyon condensation is energetically favourable but, unlike monopole
condensation, it is not sufficiently-strong an effect to lead to another minimum
of the effective potential. Eventually, when the soft supersymmetry breaking
parameter is made sufficiently large, the regions where monopole and dyon
condensation are favoured begin to overlap. At this point, it is clear that our
methods break down, and new physics is needed to describe the dynamics of
these mutually-nonlocal degrees of freedom.
One advantage of this method of using the dilaton spurion to softly break
supersymmetry from N = 2 to N = 0 is its universality. It works for any gauge
group and any number of massive or massless quarks. We work out the general
structure of soft breaking by the dilaton spurion in an arbitrary gauge group
paying special attention to the monodromies and the properties of the spurion
couplings, and we find the general features of the vacuum structure for the case
of SU(N). We also study the evolution of the mass eigenvalues in the case
of the SU(2) and also show in general that with this soft breaking procedure
there is a general sum rule satisfied by the masses of all the multiplets.
The organization of this paper is as follows: In section one we present the
general formalism for the breaking of supersymmetry due to a dilaton spurion
for a general gauge group, and we study the symplectic transformations of
the various quantities involved. The results agree with the general structure
derived in 16 concerning the modification of the symplectic transformations of
special geometry in the presence of background N = 2 vector superfields. In
section three we study the effective potential and vacuum structure. In section
four we particularize the formalism to the case of SU(2) where the analysis
can be made more explicit. In section five we analyze in some detail the case
for SU(N) without hypermultiplets. Finally in section six we present a gen-
eral mass sum rule for the general case, and also obtain explicit results of the
masses in the SU(2) case. It is clear that for the moment we cannot take the
supersymmetry decoupling limit due to the fact that as the supersymmetry
breaking parameter increases we find that regions where mutually non-local
operators acquire vacuum expectation values overlap. This raises the fascinat-
ing issue that in order to reach the real QCD limit we have to understand the
dynamics of the Argyres-Douglas phases 17.
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2 Breaking N = 2 with a dilaton spurion: general gauge group
In this section we present the generalization of the procedure introduced in
21 to N = 2 Yang-Mills theories with a general gauge group G of rank r and
massless matter hypermultiplets.
The low energy theory description of the Coulomb phase 1 involves r
abelian N = 2 vector superfields Ai, i = 1, · · · , r corresponding to the un-
broken gauge group U(1)r. The holomorphic prepotential F(Ai,Λ) depends
on the r superfields Ai and the dynamically generated scale of the theory, Λ.
The low energy effective lagrangian takes the form (in N = 1 notation) 1:
L = 1
4π
Im
[∫
d4θ
∂F
∂Ai
A
i
+
1
2
∫
d2θ
∂2F
∂Ai∂Aj
W iαW
αj
]
, (2.1)
We define the dual variables, as in the SU(2) case, by
aD,i ≡ ∂F
∂ai
. (2.2)
The Ka¨hler potential and effective couplings associated to (2.1) are:
K(a, a¯) =
1
4π
ImaD,ia¯
i,
τij =
∂2F
∂ai∂aj
, (2.3)
and the metric of the moduli space is given accordingly by:
(ds)2 = Im
∂2F
∂ai∂aj
daidaj . (2.4)
We introduce now a complex space C2r with elements of the form
v =
(
aD,i
ai
)
. (2.5)
The metric (2.4) can then be written as
(ds)2 = − i
2
∑
i
(daD,ida
i − daD,idai)
= − i
2
( daD,i da
i )
(
0 1
−1 0
)(
daD,i
dai
)
, (2.6)
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which shows that the transformations of v preserving the form of the metric
are matrices Γ ∈ Sp(2r,Z). They verify ΓTΩΓ = Ω, where Ω is the 2r × 2r
matrix appearing in (2.6), and can be written as:(
A B
C D
)
(2.7)
where the r × r matrices A, B, C, D satisfy:
ATD − CTB = 1r, ATC = CTA, BTD = DTB. (2.8)
The vector v transforms then as:(
aD
a
)
→ Γ
(
aD
a
)
=
(
AaD +Ba
CaD +Da
)
. (2.9)
From this we can obtain the modular transformation properties of the prepo-
tential F(ai) (see 19). Since
∂FΓ
∂ak
=
∂aiΓ
∂ak
∂FΓ
∂aiΓ
=
(
Cipτpk +D
i
k
)(
AjiaD,j +Bija
j
)
= (DTB)kja
j + (DTA)jk
∂F
∂aj
+ (CTB)pj
∂aD,p
∂ak
aj
+ (CTA)pj
∂aD,p
∂ak
aD,j , (2.10)
using the properties (2.8) of the symplectic matrices we can integrate (2.10)
to obtain:
FΓ = F + 1
2
ak(DTB)kja
j +
1
2
aD,k(C
TA)pjaD,j
+ ak(BTC)jkaD,j . (2.11)
Starting with (2.11) we can prove that the quantity F−1/2∑i aiaD,i is a mon-
odromy invariant, and evaluating it asymptotically, one obtains the relation
18,19,20:
F − 1
2
∑
i
aiaDi = −4πib1u, (2.12)
where b1 is the coefficient of the one-loop beta function (for SU(Nc) with Nf
hypermultiplets in the fundamental representation, b1 = (2Nc − Nf)/16π2)
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and u = 〈Trφ2〉. With the normalization for the electric charge used in 2 and
5, the r.h.s. of (2.12) is −2πib1u.
As in the SU(2) case, presented in21, we breakN = 2 supersymmetry down
to N = 0 by making the dynamical scale Λ a function of a background vector
superfield S, Λ = eiS . This must be done in such a way that s, sD = ∂F/∂s be
monodromy invariant. To see this, we will derive a series of relations analogous
to the ones in the SU(2) case 21, starting with the following expression for the
prepotential in terms of local coordinates:
F =
∑
ij
aiajfij(a
l/Λ), (2.13)
where we take fij = fji. We define now a (r+1)× (r+1) matrix of couplings
including the dilaton spurion a0 = s:
ταβ =
∂2F
∂aαaβ
. (2.14)
Greek indices α, β go from 0 to r, and latin indices i, j from 1 to r. We obtain:
aD,k = 2
∑
i
aifik +
1
Λ
∑
ij
aiajfij,k,
τij = 2fij +
2
Λ
∑
k
ak(fik,j + fjk,i) +
1
Λ2
akalfkl,ij ,
τ0i = − i
Λ
∑
jk
ajak(2fij,k + fjk,i)− i
Λ2
∑
jkl
ajakalfjk,li,
τ00 = − 1
Λ
∑
ijk
aiajakfij,k − 1
Λ2
∑
ijkl
aiajakalfij,kl, (2.15)
and the dual spurion field is given by:
sD =
∂F
∂s
= − i
Λ
∑
ijk
aiajfij,k (2.16)
The equations (2.15) and (2.16) give the useful relations:
τ0i = i(aD,i −
∑
j
ajτji),
∂τ0i
∂ak
= −i
∑
j
aj
∂τij
∂ak
,
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∂τ00
∂ak
= iτ0k −
∑
ij
aiaj
∂τij
∂ak
. (2.17)
Using now (2.12) one can prove that sD is a monodromy invariant,
∂F
∂s
= i
(
2F −
∑
i
aiaD,i
)
= 8πb1u (2.18)
and from (2.17) and (2.18) we get
τ0i = 8πb1
∂u
∂ai
,
τ00 = 8πib1
(
2u−
∑
i
ai
∂u
∂ai
)
(2.19)
Now we will present the transformation rules of the gauge couplings τij under
a monodromyy matrix Γ in Sp(2r,Z). In terms of the local coordinates aiΓ =
CipaD,p(a
j , s) +Diqa
q we have the couplings
τΓαβ =
∂2F
∂aαΓ∂a
β
Γ
. (2.20)
The change of coordinates is given by the matrix:
∂aiΓ
∂aj
∂aiΓ
∂s
∂s
∂aj
∂s
∂s
 =
(
Cipτpj +D
i
j C
ipτ0p
0 1
)
, (2.21)
with inverse
∂ai
∂ajΓ
∂ai
∂s
∂s
∂ajΓ
∂s
∂s
 =
 ((Cτ +D)−1)ij −((Cτ +D)−1)ikCkpτp0
0 1
 .
(2.22)
Therefore we have: ( ∂
∂ajΓ
)
Γ−basis
=
(
(Cτ +D)−1
)i
j
∂
∂ai
,
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( ∂
∂s
)
Γ−basis
=
∂
∂s
−
[
(Cτ +D)−1Cτ
]i
0
∂
∂ai
; (2.23)
which lead to the transformation rules for the couplings:
τΓij =
(
Aτ +B
)(
Cτ +D
)−1
ij
, τΓ0i = τ0j
(
(Cτ +D)−1
)j
i
,
τΓ00 = τ00 − τ0i
[
(Cτ +D)−1Cτ
]i
0
. (2.24)
3 Effective potential and vacuum structure
In this section we will obtain, starting from the formalism developed in the
previous section, the effective potential in the Coulomb phase of the softly
broken N = 2 theory, for a general group of rank r.
To break N = 2 down to N = 0 we freeze the spurion superfield to a
constant. The lowest component is fixed by the scale Λ, and we only turn
on the auxiliary F 0 (i.e. we take D0 = 0). We must include in the effective
lagrangian r + 1 vector multiplets, where r is the rank of the gauge group:
Aα = (A0, AI), I = 1, · · · , r. (3.1)
There are submanifolds in the moduli space where extra states become massless
and we must include them in the effective lagrangian. They are BPS states
corresponding to monopoles or dyons, so we introduce nH hypermultiplets near
these submanifolds in the low energy description:
(Mi, M˜i), i = 1, · · · , nH (3.2)
We suppose that these BPS states are mutually local, hence we can find a
symplectic transformation such that they have U(1)r charges (qIi ,−qIi ) with
respect to the I-th U(1) (we follow the N = 1 notation). The full N = 2
effective lagrangian contains two terms:
L = LVM + LHM, (3.3)
where LVM is given in (2.1), and
LHM =
∑
i
∫
d4θ
(
M∗i e
2qIi V
(I)
Mi + M˜
∗
i e
−2qIi V
(I)
M˜i
)
+
∑
I,i
(∫
d2θ
√
2AIqIiMiM˜i + h.c.
)
(3.4)
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The terms in (3.3) contributing to the effective potential are
V = bIJF
IF
J
+ b0I
(
F 0F
I
+ F
0
F I
)
+ b00|F 0|2
+
1
2
bIJD
IDJ +DIqIi (|mi|2 − |m˜i|2) + |Fmi |2 + |Fm˜i |
2
+
√
2
(
F IqIimim˜i + a
IqIimiFm˜i + a
IqIi m˜iFmi + h.c.
)
, (3.5)
where all repeated indices are summed and bαβ = Imταβ/4π. We eliminate
the auxiliary fields and obtain:
DI = −(b−1)IJqJi (|mi|2 − |m˜i|2),
F I = −(b−1)IJb0JF 0 −
√
2(b−1)IJqJi mim˜i,
Fmi = −
√
2aIqIi m˜i, Fmi = −
√
2aIqIimi. (3.6)
We denote (qi, qj) =
∑
IJ q
I
i (b
−1)IJqIj , (qi, b0) =
∑
IJ q
I
i (b
−1)IJb0J , a · qi =∑
I a
IqIi . Substituting in (3.5) we obtain:
V =
1
2
∑
ij
(qi, qj)(|mi|2 − |m˜i|2)(|mj |2 − |m˜j |2) + 2
∑
ij
(qi, qj)mim˜imjm˜j
+ 2
∑
i
|a · qi|2(|mi|2 + |m˜i|2) +
√
2
∑
i
(qi, b0)
(
F 0mim˜i + F
0
mim˜i
)
− |F 0|2 detbαβ
detbIJ
, (3.7)
where detbαβ/detbIJ = b00 − b0I(b−1)IJb0J is the cosmological term. This
term in the potential is a monodromy invariant. To prove this it is sufficient
to prove invariance under the generators of the symplectic group Sp(2r,Z):(
A 0
0 (AT)−1
)
, A ∈ Gl(r,Z),
Tθ =
(
1 θ
0 1
)
, θij ∈ Z, Ω =
(
0 1
−1 0
)
. (3.8)
Invariance under Tθ and the matrix involving only A is obvious, and for Ω one
can check it easily.
The vacuum structure is determined by the minima of (3.7). As in 21, we
first minimize with respect to mi, mi:
∂V
∂mi
=
∑
j
(qi, qj)(|mj |2 − |m˜j |2)mi + 2|a · qi|2mi
+ 2
∑
j
(qi, qj)mjm˜jm˜i +
√
2F
0
(qi, b0)m˜i = 0, (3.9)
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∂V
∂m˜i
=
∑
j
(qi, qj)(−|mj |2 + |m˜j |2)m˜i + 2|a · qi|2m˜i
+ 2
∑
j
(qi, qj)mjm˜jmi +
√
2F
0
(qi, b0)mi = 0. (3.10)
Multiplying (3.9) by mi, (3.10) by m˜i and substracting, we get∑
j
(qi, qj)(|mj |2− |m˜j |2)(|mi|2 + |m˜i|2) + 2|a · qi|2(|mi|2− |m˜i|2) = 0. (3.11)
Suppose now that, for some indices i ∈ I, |mi|2+ |m˜i|2 > 0. Multiplying (3.11)
by |mi|2 − |m˜i|2 and summing over i we obtain∑
ij
(qi, qj)(|mi|2−|m˜i|2)(|mj |2−|m˜j|2) = −
∑
i∈I
2|a · qi|2
|mi|2 + |m˜i|2 (|mi|
2−|m˜i|2)2.
(3.12)
The matrix (b−1)IJ is positive definite, and if the charge vectors qIi are linearly
independent it follows that the matrix (qi, qj) is positive definite too. Then the
l.h.s. of (3.12) is ≥ 0 while the r.h.s. is ≤ 0. The only way for this equation
to be consistent is if
|mi| = |m˜i|, i = 1, · · · , nH . (3.13)
In this case we can write the equation (3.9), after absorbing the phase of
F 0 = f0e
iγ in m˜i, as:
2|a · qi|2mi + 2
∑
j
(qi, qj)mjm˜jm˜i +
√
2f0(qi, b0)m˜i = 0. (3.14)
Multiplying by mi and summing over i, we obtain
2
∑
i
|a · qi|2|mi|2 +
√
2f0
∑
i
(qi, b0)mim˜i = −2
∑
ij
(qi, qj)mjmim˜jm˜i, (3.15)
hence
√
2f0
∑
i(qi, b0)mim˜i is real. We can insert in (3.7) and get the following
expression for the effective potential:
V = −f20
detbαβ
detbIJ
− 2
∑
ij
(qi, qj)mjmim˜jm˜i. (3.16)
If (3.13) holds, we can fix the gauge in the U(1)r factors and write
mi = ρi, m˜i = ρie
iφi (3.17)
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and (3.14) reads:
ρ2i
(
|a · qi|2 +
∑
j
(qi, qj)ρ
2
je
i(φj−φi) +
f0(qi, b0)√
2
e−iφi
)
= 0. (3.18)
Apart form the trivial solution ρi = 0, we have:
|a · qi|2 +
∑
j
(qi, qj)ρ
2
je
i(φj−φi) +
f0(qi, b0)√
2
e−iφi = 0 (3.19)
and we can have a monopole (or dyon) VEV in some regions of the moduli
space. Notice that for groups of rank r > 1 there is a coupling between the
different U(1) factors and one needs a numerical study of the equation above
once the values of the charges qIi are known. In addition, the moduli space is
in that case very complicated and explicit solutions for the prepotential and
gauge couplings of the N = 2 theory are difficult to find. However we still can
have some qualitative information in many cases under some mild assumptions,
as we will see.
4 Vacuum structure of the SU(2) Yang-Mills theory
4.1 The Seiberg-Witten Solution
In 1 Seiberg and Witten obtained the structure of the quantum moduli space
of the N = 2 SU(2) Yang-Mills theory and also the exact solution for the
prepotential F including all the non-perturbative corrections. Some of the
properties of this solution are:
i) The moduli space Mu is parametrized by u = 〈Trφ2〉 and can be un-
derstood as the complex u-plane. The SU(2) symmetry is never restored, and
the theory stays in the Coulomb phase throughout the moduli space.
ii) Mu has a symmetry u→ −u (the non-anomalous subset of the U(1)R
group), and at the points u = Λ2, −Λ2 singularities in the holomorphic pre-
potential F develop. Physically they correspond respectively to a massless
monopole and dyon with charges (qe, qm) = (0, 1), (−1, 1). Hence near u = Λ2,
−Λ2 the correct effective action should include together with the photon vector
multiplet monopole or dyon hypermultiplets.
iii) The vector tv = (aD, a) defines a flat SL2(Z) vector bundle over the
moduli space Mu. Its properties are determined by the singularities and the
monodromies around them. Since ∂2F/∂a2 or ∂aD/∂a is the coupling con-
stant, these data are obtained from the β-function in the three patches: large-
u, the Higgs phase, the monopole and the dyon regions. From the BPS mass
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formula 22,23 the mass of a BPS state of charge (qe, qm) (with qe, qm coprime
for the charge to be stable) is:
M =
√
2|qea+ qmaD|. (4.1)
If at some point u0 in Mu, M(u0) = 0, the monodromy around this point is
given by 1,2,6 (
aD
a
)
→M(qe, qm)
(
aD
a
)
, (4.2)
M(qe, qm) =
(
1 + 2qeqm 2q
2
e
−2q2m 1− 2qeqm
)
. (4.3)
Also for large u, F is dominated by the perturbative one loop contribution,
obtained from the one loop β-function:
F1−loop(a) = i
2π
a2ln
a2
Λ
(4.4)
Hence we also have monodromy at infinity. The three generators of the mon-
odromy are therefore:
M∞ =
( −1 2
0 −1
)
, MΛ2 =
(
1 0
−2 1
)
, M−Λ2 =
( −1 2
−2 3
)
; (4.5)
and they satisfy:
M∞ = MΛ2M−Λ2 . (4.6)
These matrices generate the subgroup Γ2 ⊂ SL2Z of 2× 2 matrices congruent
to the unit matrix modulo 2.
We learn from (4.1)-(4.3) that in the Higgs, monopole and dyon patches,
the natural independent variables to use are respectively a(h) = a, a(m) = −aD,
a(d) = aD − a. Thus in each patch we have a different prepotential:
F (h)(a), F (m)(a(m)), F (d)(a(d)). (4.7)
iv) The explicit form of a(u), aD(u) is given in terms of the periods of a
meromorphic differential of the second kind on a genus one surface described
by the equation:
y2 = (x2 − Λ4)(x − u), (4.8)
describing the double covering of the plane branched at ±Λ2, u,∞. We choose
the cuts {−Λ2,Λ2}, {u,∞}. The correctly normalized meromorphic 1-form is:
λ = Λ
√
2
2π
dx
√
x− u/Λ2√
x2 − 1 . (4.9)
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Then:
a(u) = Λ
√
2
π
∫ 1
−1
dt
√
u/Λ2 − t√
1− t2 ; (4.10)
aD(u) = Λ
√
2
π
∫ u/Λ2
1
dt
√
u/Λ2 − t√
1− t2 . (4.11)
Using the hypergeometric representation of the elliptic functions 24:
K(k) =
π
2
F (1/2, 1/2, 1; k2); K ′(k) = K(k′);
E(k) =
π
2
F (−1/2, 1/2, 1; k2); E′(k) = E(k′), k′2 + k2 = 1, (4.12)
we obtain :
k2 =
2
1 + u/Λ2
, k′
2
=
u− Λ2
u+ Λ2
, (4.13)
a(u) =
4Λ
πk
E(k), aD(u) =
4Λ
iπ
E′(k)−K ′(k)
k
. (4.14)
Using the elliptic function identities:
dE
dk
=
E −K
k
,
dK
dk
=
1
kk′2
(E − k′2K), (4.15)
dE′
dk
= − k
k′2
(E′ −K ′), dK
′
dk
= − 1
kk′2
(E′ − k2K ′), (4.16)
the coupling constant becomes:
τ11 =
∂aD
∂a
=
daD/dk
da/dk
=
iK ′
K
, (4.17)
which is indeed the period matrix of the curve (4.8).
4.2 Vacuum structure of the softly broken SU(2) theory
When we softly break the N = 2 SU(2) Yang-Mills theory we obtain an effec-
tive potential including the couplings τ01 and τ00. In the normalization of
1,
and with b1 = 1/4π
2, the spurion-induced couplings are
τ01 =
2
π
∂u
∂a
, τ00 =
2i
π
(
2u− a∂u
∂a
)
. (4.18)
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The monodromy transformations of the couplings (2.24) have a simple expres-
sion in the SU(2) case:
τΓ11 =
ατ11 + β
γτ11 + δ
, τΓ01 =
τ01
γτ11 + δ
,
τΓ00 = τ00 −
γτ201
γτ11 + δ
. (4.19)
From the exact Seiberg-Witten solution (4.10), (4.11) and the previous equa-
tions we can compute the couplings τij in the Higgs and monopole region.
i) Higgs region:
a
(h)
D =
4Λ
iπ
E′ −K ′
k
, a(h) =
4Λ
πk
E(k),
τ
(h)
11 =
iK ′
K
, τ
(h)
01 =
2Λ
kK
, τ
(h)
00 = −
8iΛ2
π
(E −K
k2K
+
1
2
)
. (4.20)
ii) Monopole region:
a
(m)
D =
4Λ
πk
E(k), a(m) = −4Λ
iπ
E′ −K ′
k
,
τ
(m)
11 =
iK
K ′
, τ
(m)
01 =
2iΛ
kK ′
, τ
(m)
00 =
8iΛ2
π
( E′
k2K ′
− 1
2
)
. (4.21)
In the analysis of the effective potential (3.7) we must first minimize with
respect to the monopole (or dyon) field. For r = 1 the equation for the VEV
(3.19) is
ρ2 + b11|a|2 + b01e
−iφf0√
2
= 0, (4.22)
and the last term must be real so e−iφ = ǫ = ±1. The charge is q = 1 in
the SU(2) Yang-Mills theory, both in the monopole and in the dyon regions.
Apart from the solution ρ = 0 we can have
ρ2 = −b11|a|2 − b01ǫf0√
2
> 0. (4.23)
Note that b11 =
1
4pi Im τ11 is always positive, and therefore (4.23) determines a
region in the u-plane where the monopoles acquire a VEV. Depending on the
sign of b01 we choose the sign of ǫ. In fact we can replace (4.23) by:
ρ2 = −b11|a|2 + 1√
2
|b01|f0 > 0 (4.24)
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Figure 1: Effective potential, V (h), (4.26).
and f0 is always measured in units of Λ. Thus for the numerical plots we set
Λ = 1. From (3.16) we get the effective potential:
V = − 2
b11
ρ4 − detb
b11
f20 (4.25)
This is good news. It implies that the region where the monopoles acquire
a VEV is energetically favored, and we have a first order phase transition to
confinement. Depending on the sign of b01, m and m˜ are either aligned or
antialigned. The SU(2)R symmetry of N = 2 supersymmetry is broken by the
explicit off-diagonal term b01mm˜/b11 in (3.7) and by the VEV ρ 6= 0.
Where ρ2 → 0, the potential maps smoothly onto the potential for the
Higgs region,
V (h) = −detb
(h)
b
(h)
11
f20 , (4.26)
where, we recall, detb/b11 is monodromy-invariant. In the monopole region,
a nonzero monopole VEV is favoured, and the effective potential is given by
(4.25) and written in terms of magnetic variables:
V (m) = − 2
b
(m)
11
ρ4 − detb
(m)
b
(m)
11
f20 (4.27)
where b(h), b(m) are given in (4.20), (4.21).
In the Higgs region, the effective potential is given by (4.26) and we plot it
in fig. 1. It has no minimum outside the monopole region near u = Λ2 (where,
as we shall see, the energy can be further lowered by giving the monopoles a
VEV). One sees that the shape of the potential makes the fields roll towards the
15
-2 -1 1 2
-0.005
0.005
0.01
0.015
-2 -1 1 2
-0.005
0.005
0.01
0.015
Figure 2: Effective potential, V (h), (4.26) (top) and, V (m), (4.27) (bottom) along the real
axis (left) and for u = Λ2(1 + iy) (right). Both are plotted for f0 = 0.3Λ.
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Figure 3: Monopole expectation value
ρ2 for f0 = 0.1Λ on the u-plane.
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Figure 4: Monopole expectation value
ρ2 for f0 = 0.3Λ on the u-plane.
monopole region. In fig. 2, we plot slices of the potential V (h) along the real u-
axis and parallel to the imaginary u-axis with Re(u) = Λ2. For comparison, we
also plot V (m). Note that they agree in the Higgs region (where the monopole
VEV vanishes), and that V (m) lowers the energy (and smooths out the cusp
in V (h) at u = Λ2) in the monopole region.
Next we look at the monopole region (4.24). a (i.e. a(m)) is a good
coordinate in this region vanishing at u = Λ2. As soon as f0 is turned on
monopole condensation and confinement occur. In figs. 3,4 we plot ρ2 in the
u-plane for values of f0 = 0.1Λ, 0.3Λ; and in figs. 5,6 the effective potential
(4.27) for the same values of the supersymmetry breaking parameter f0.
One can see that the minimum is stable and that the size of the monopole
VEV is ∼ f0. There are two features worth noticing. The first is that the
absolute minimum occurs along the real u-axis. This is seen numerically and
also as a consequence of the reality properties of the elliptic functions. Second,
as f0 is increased, the region where (4.24) holds becomes wider. This is seen in
16
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Figure 5: Effective potential (4.27) for
f0 = 0.1Λ.
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Figure 6: Effective potential (4.27) for
f0 = 0.3Λ.
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Figure 7: Plot of ρ2 along the real u-
axis, for f0/Λ = (from bottom to top)
0.1, 0.3, 0.5, 1.0.
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Figure 8: V (m)/f20 along the real u-axis
for f0 = 0.1Λ (top), 0.5Λ (middle) and
Λ (bottom).
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fig. 7, where ρ2 is plotted along the real u-axis as a function of f0. Accordingly,
the minimum of the effective potential moves to the right along the real u-axis,
as one can see in fig. 8, where V (m)/f20 is plotted for three increasing values of
f0 (we have divided by f
2
0 to fit the three potentials on the same graph).
Finally, we turn to the dyon region. To understand what happens in
the dyon region, we study the transformation rules of the τij couplings under
the residual Z8 ⊂ U(1)R symmetry whose generator acts on the u-plane as
u 7→ −u. The reason why we need to analyze in general the behavior under Z8
is because the representation we have chosen for the Seiberg-Witten solution
in sections 2,3 is well adapted to study the monopole region. Naively applying
them to the dyon region, we may encounter some discontinuities due to the
position of the cuts. Outside the curve of marginal stability one can write the
prepotential as 1:
F = i
2π
a2 log
a2
Λ2
+ a2
∑
k≥1
ck
(Λ
a
)4k
. (4.28)
If ω = e2pii/8 is the generator of the Z8 symmetry, it is easy to show that the
couplings τij transform according to
b:
a 7→ ia, aD 7→ i(aD − a),
τ11 7→ τ11 − 1, τ01 7→ iτ01, τ00 7→ −τ00. (4.29)
So the relation between the dyon and monopole variables is:
a(d)(u) = ia(m)(−u), a(d)D (u) = i
(
a
(m)
D (−u)− a(m)(−u)
)
, (4.30)
τ
(d)
11 (u) = τ
(m)
11 (−u)− 1, τ (d)01 (u) = iτ (m)01 (−u), τ (d)00 (u) = −τ (m)00 (−u),
with a
(d)
D = −aD. Using the expressions for the monopole couplings in (4.21),
which are well-behaved near u = Λ2, we obtain expressions for the dyon
couplings which are well-behaved near u = −Λ2. The analysis of (4.24)
changes crucially once these rules are implemented. Near the monopole re-
gion a(m) ∼ i(u− Λ2), hence τ (m)01 ∼ i is purely imaginary. In (4.27) although
bThere is one more aspect of the Z8 transformation rules worth noticing. If we implement
these rules we find that the condensate moves to the dyon region, and one might be tempted
to conclude that with this choice it is the dyon that condenses. This is not the case. Using
the one-loop β-function, we know that Λ4 ∼ exp(− 8pi
2
g2
+ iθ). The action of Z8 amounts to
the change Λ 7→ iΛ or what is the same, θ 7→ θ + 2pi. Using the relation found in 25, when
we make this change the massless state at u = −Λ2 (before supersymmetry breaking) has
zero electric charge, while the state at u = Λ2 acquires charge one. Thus we find again a
monopole condensate, in a way consistent with the Z2-symmetry.
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Figure 9: Dyon expectation value ρ2
(d)
for f0 = 0.3Λ on the u-plane.
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Figure 10: Dyon expectation value ρ2
(d)
for f0 = Λ on the u-plane.
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Figure 11: Plot of V (h)(u) (top) and V (d)(u) (bottom) versus Im(u) for Re(u) = −Λ2 and
f0 = Λ.
b11 diverges at u = Λ
2 the divergence is cancelled by the vanishing of a(m) at
the same point. Since Imτ
(m)
01 > 0 as soon as f0 6= 0 the monopoles condense.
Using (4.30), however, we see that a(d) ∼ (u+Λ2) with a real coefficient. Thus
Imτ
(d)
01 = 0 at u = −Λ2 and we conclude from (6.21) that the dyon condensate
vanishes along the real u-axis. Nevertheless, a dyon condensate is energetically
favoured in a pair of complex-conjugate regions in the u-plane centered about
u = −Λ2. We plot ρ2(d), for two different values of f0 in figs. 9,10.
Unlike the monopole VEV, the magnitude of the dyon VEV is tiny on
the scale of V (h). It therefore makes an all-but-negligible contribution to the
effective potential (fig. 11). In particular, V (d) does not have a minimum in
the dyon region. The only minimum of the full effective potential is the one
we previously found in the monopole region.
As we have already noted, the monopole region (in which ρ2(m) 6= 0) ex-
pands as f0 is increased. Eventually, for f0 ∼ 1.3Λ, it reaches the dyon region
(in which ρ2(d) 6= 0). At this point, it is clear that our whole approximation of
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including just the monopole field (or just the dyon field) in the effective action
breaks down.
What are the other limitations of our approximations? First, we have ne-
glected certain soft supersymmetry breaking terms which arise when we derive
the soft breaking terms from spontaneously broken N = 2 supergravity. These
additional terms scale to zero in the rigid limit, that is, they are suppressed
by powers of log ΛMPl or
Λ
MPl
and, for our purposes are negligible. We have also
neglected higher-spinor-derivative corrections to the Seiberg-Witten effective
action. These clearly cannot affect the vacuum structure in the supersymmet-
ric limit. They also, by definition must be supersymmetric; otherwise they lead
to explicitly hard supersymmetry breaking terms, which is an entirely different
matter from the soft supersymmetry breaking we are considering. Neverthe-
less, once supersymmetry is broken, they can, in principle, lead to corrections
to the scalar potential suppressed by higher powers of f20 /Λ
2. For the moderate
values of f0 that we are considering, these corrections are numerically rather
small, and do not affect the qualitative features of the solutions we have found.
A priori, if the higher spinor derivative terms in the Seiberg-Witten effective
action were known, we could systematically improve our approximations by
going to higher order in f20 /Λ
2.
However, the fundamental obstacle to pushing our approximation to larger
values of the soft supersymmetry breaking parameters would remain. The mu-
tual non-locality of the monopoles and dyons leads to our inability to calculate
the effective potential where the monopole and dyon regions overlap. Since
this is, at least initially, far from the monopole vacuum, we expect that the
monopole vacuum persists, at least as metastable minimum, even beyond the
critical value of f0. But we do not know when (or if) a new, lower minimum
develops once the monopole and dyon regions overlap. If a new vacuum does
appear there, then we would have a first order phase transition to this new con-
fining phase c. This raises the exciting possibility that the correct description
of the QCD vacuum requires the introduction of mutually non-local monopoles
and dyons. Phases of this nature have been shown to arise in the N = 2 moduli
space for gauge group SU(3) 17. Perhaps the way to approach the true QCD
vacuum in the correct phase is to start with one of these N = 2-superconformal
field theories and turn on a relevant, soft supersymmetry-breaking perturba-
tion.
cAn explicit realization of this phase transition due to the overlapping of monopole and
dyon regions occurs in the softly broken SU(2) theory with one massless hypermultiplet 26
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5 Vacuum structure of the SU(N) Yang-Mills theory
The moduli space of vacua of theN = 2 SU(N) Yang-Mills can be parametrized
in a gauge-invariant way by the elementary symmetric polynomials sl, l =
2, · · · , N in the eigenvalues of 〈φ〉, φi. The vacuum structure of the theory is
associated to the hyperelliptic curve 3:
y2 = P (x)2 − Λ2N ,
P (x) =
1
2
det(x− 〈φ〉) = 1
2
∏
i
(x− φi), (5.1)
where Λ is the dynamical scale of the SU(N) theory and P (x) can be written
in terms of the variables sl as P (x) = 1/2
∑
l(−1)lslxN−l. Once the hyperel-
liptic curve is known, one can compute in principle the metric on the moduli
space and the exact quantum prepotential, but explicit solutions are difficult
to find (they have been obtained in 4 for the SU(3) case). But as in the SU(2)
case one expects that the minima of the effective potential for the SU(N) the-
ory are near the N = 1 points (at least for a small supersymmetry breaking
parameter). The physics of the N = 1 points in SU(N) theories has a much
simpler description because it involves only small regions of the moduli space,
and has been studied in 5. The N = 1 points correspond to points in the
moduli space where N − 1 monopoles coupling to each U(1) become massless
simultaneously. From the point of view of the hyperelliptic curve this corre-
sponds to a simultaneous degeneration of the N − 1 α-cycles, associated to
monopoles. This means in turn that the polynomial P (x)2 − Λ2N must have
N − 1 double zeros and two single zeros. If we set Λ = 1, this can be achieved
with the Chebyshev polynomials
P (x) = cos
(
Narccos
x
2
)
, (5.2)
and the corresponding eigenvalues are φi = 2cosπ(i − 12 )/N . The other N − 1
points, corresponding to the simultaneous condensation of N − 1 mutually
local dyons, are obtained with the action of the anomaly-free discrete subgroup
Z4N ⊂ U(1)R. One can perturb slightly the curve (5.2) to obtain the effective
lagrangian (or equivalently, the prepotential) at lowest order. What is found
is that, in terms of the dual monopole variables aD,I , the U(1) factors are
decoupled and τDIJ ∼ δIJτI . Near the N = 1 point where N − 1 monopoles
become massless one can then simplify the equation (3.19) for the monopole
VEVs, because qIi = δ
I
i , (b
−1)IJ = δIJb−1I . The equation reduces then to
r = N−1 SU(2)-like equations, and in particular the phase factors e−iφI must
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be real. We then set e−iφI = ǫI , ǫI = ±1. The VEVs are determined by:
ρ2I = −bI |aD,I |2 −
f0b0IǫI√
2
, I = 1, · · · , r. (5.3)
The effective potential (3.16) reads:
V = −f20
(
b00 −
∑
I
b20I
bI
)
− 2
∑
I
1
bI
ρ4I . (5.4)
The quantities that control, at least qualitatively, the vacuum structure of the
theory, are b0I and b00. If b0I 6= 0 at the N = 1 points, we have a monopole
VEV for ρI around this point. If b0I = 0, we still can have a VEV, as it
happens in the SU(2) case in the dyon region, but we expect that it will be
too tiny to produce a local minimum. When one has monopole condensation
at one of these N = 1 points in all the U(1) factors, the value of the potential
at this point is given by
V = −f20 b00, (5.5)
and if the local minimum is very near to the N = 1 point, we can compare
the energy of the different N = 1 points according to (5.5) and determine the
true vacuum of the theory. Hence, to have a qualitative picture of the vacuum
structure, and if we suppose that the minima of the effective potential will
be located near the N = 1 points, we only need to evaluate b0I , b00 at these
points. This can be done using the explicit solution in 5 and the expressions
(2.19).
To obtain the correct normalization of the constant appearing in (2.18) we
can evaluate
∑
I aD,Ida/du − adaD,I/du in the N = 1 points, obtaining the
constant value 4πib1. The value of the quadratic Casimir at the N = 1 point
described by (5.2) is
u = 〈Trφ2〉 = 4
N∑
i=1
cos2
π(i− 1/2)
N
= 2N, (5.6)
and the values at the other N = 1 points are given by the action of ZN (u has
charge 4 under U(1)R): u
(k) = 2ω4kN , ω = epii/2N with k = 0, · · · , N − 1. To
compute τ0I we must also compute ∂u/∂aD,I . Using the results of
5, we have:
∂u
∂aD,I
= −4isinπI
N
, (5.7)
and using b1 = 2N/16π
2, we obtain
τ0I = 4πb1
∂u
∂aDI
= −2Ni
π
sin
πI
N
. (5.8)
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At the N = 1 point where N − 1 monopoles condense, aD,I = 0, therefore
τ00 = 8πiu =
2i
π
N2. (5.9)
(5.8) indicates that monopoles condense at this point in all the U(1) factors,
but with different VEVs. This is a consequence the spontaneous breaking of
the SN symmetry permuting the U(1) factors
5.
To study the other N = 1 points we must implement the ZN symmetry
in the u-plane. The local coordinates a
(k)
I vanishing at these points are given
by a Sp(2r,Z) transformation acting on the coordinates aI , aD,I around the
monopole point. The ZN symmetry implies that
∂u
∂a
(k)
I
(u(k)) = ω2k
∂u
∂aD,I
(u(0)), (5.10)
and then we get
b
(k)
0I =
1
4π
Imτ
(k)
0I = −
N
2π2
cos
πk
N
sin
πI
N
,
b
(k)
00 =
1
4π
Imτ
(k)
00 =
1
2
(N
π
)2
cos
2πk
N
. (5.11)
The first equation tells us that generically we will have dyon condensation at all
the N = 1 points, and the second equation together with (5.5) implies that the
condensate of N − 1 monopoles at u = 2N is energetically favoured, and then
it will be the true vacuum of the theory. Notice that the ZN symmetry works
in such a way that the size of the condensate, given by |cospikN |, corresponds to
an energy given by −cos2pikN : as one should expect, the bigger the condensate
the smaller its energy. In fact, for N even the N = 1 point corresponding to
k = N/2 has no condensation. In this case the energy is still given by (5.5),
as the effective potential equals the cosmological term with b0I = 0, and is the
biggest one.
6 Mass formula in softly broken N = 2 theories
6.1 A general mass formula
In some cases the mass spectrum of a softly broken supersymmetric theory
is such that the graded trace of the square of the mass matrix is zero as it
happens in supersymmetric theories 27. We will see in this section that this
is also the case when we softly break N = 2 supersymmetry with a dilaton
spurion.
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We will then compute the trace of the squared mass matrix which arises
from the effective lagrangian (3.3), once the supersymmetry breaking param-
eter is turned on. The fermionic content of the theory is as follows: we have
fermions ψI , λI coming from the N = 2 vector multiplet AI (in N = 1 lan-
guage, ψI comes from the N = 1 chiral multiplet and λI from the N = 1
vector multiplet). We also have “monopolinos” ψmi , ψm˜i from the nH matter
hypermultiplets. To obtain the fermion mass matrix, we just look for fermion
bilinears in (3.3). From the gauge kinetic part and the Ka¨hler potential in
LVM we obtain:
i
16π
Fα∂ατIJλ
IλJ +
i
16π
F
α
∂ατIJψ
IψJ . (6.12)
where F 0 = f0 and the auxiliary fields F
I are given in (3.6). From the kinetic
term and the superpotential in LHM we get:
i
√
2
∑
i
qi · λ
(
miψmi − m˜iψm˜i
)
−
√
2
∑
i
(
a · qiψmiψm˜i + qi · ψψm˜imi + qi · ψψmim˜i
)
(6.13)
If we order the fermions as (λ, ψ, ψmi , ψm˜i) and denote µ
IJ = iFα∂ατIJ/4π,
µˆIJ = iF
α
∂ατIJ/4π, the “bare” fermionic mass matrix reads:
M1/2 =

µ/2 0 i
√
2qIimi −i
√
2qIi m˜i
0 µˆ/2 −√2qIi m˜i −
√
2qIimi
i
√
2qIimi −
√
2qIi m˜i 0 −
√
2a · qi
−i√2qIi m˜i −
√
2qIimi −
√
2a · qi 0
 , (6.14)
but we must take into account the wave function renormalization for the
fermions λI , ψI and consider
M1/2 = ZM1/2Z, Z =

b−1/2 0 0 0
0 b−1/2 0 0
0 0 1 0
0 0 0 1
 (6.15)
The trace of the squared fermionic matrix can be easily computed:
TrM1/2M†1/2 =
1
4
Tr[µb−1µb−1 + µˆb−1µˆb−1]
+ 4
∑
i
|a · qi|2 + 8
∑
i
(qi, qi)(|mi|2 + |m˜i|2). (6.16)
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The scalars in the model are the monopole fields mi, m˜i and the lowest com-
ponents of the N = 1 chiral superfields in the AI , aI . To compute the trace of
the scalar mass matrix we need
∂2V
∂mi∂mi
=
∑
l
(qi, ql)(|ml|2 − |m˜l|2) + (qi, qi)(|mi|2 + 2|m˜i|2) + 2|a · qi|2,
∂2V
∂m˜i∂m˜i
= −
∑
l
(qi, ql)(|ml|2 − |m˜l|2) + (qi, qi)(2|mi|2 + |m˜i|2) + 2|a · qi|2,
∂2V
∂aI∂aJ
= f20
∂2(b0, b0)
∂aI∂aJ
+ 2
∑
k,l
∂2(qk, ql)
∂aI∂aJ
mkm˜kmlm˜l
+ 2
∑
k
qIkq
J
k (|mk|2 + |m˜k|2)
+
√
2
∑
k
∂2(qk, b0)
∂aI∂aJ
f0(mkm˜k +mkm˜k). (6.17)
In the last expression we used that, due to the holomorphy of the couplings
ταβ , ∂
2
IJ
bαβ = 0. If we assume that we are in the conditions of section 2, at
the minimum we have |mi| = |m˜i|, and the trace of the squared scalar matrix
is
TrM20 = 6
∑
i
(qi, qi)(|mi|2+ |m˜i|2) + 8
∑
i
|a · qi|2+2(b−1)IJ ∂
2V
∂aI∂aJ
, (6.18)
where we have included the wave function renormalization for the scalars aI .
The mass of the dual photon is given by the monopole VEV through the
magnetic Higgs mechanism:
TrM21 = 2
∑
i
(qi, qi)(|mi|2 + |m˜i|2). (6.19)
Taking into account all these contributions, the graded trace of the squared
matrix is: ∑
j
(−1)2j(2j + 1)TrM2j = −
1
2
Tr[µb−1µb−1 + µˆb−1µˆb−1]
+2f20Trb
−1∂∂(b0, b0) + 4
∑
k,l
Trb−1∂∂(qk, ql)mkm˜kmlm˜l
+2
√
2
∑
k
Trb−1∂∂(qk, b0)f0(mkm˜k +mkm˜k). (6.20)
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To see that this is zero, we write the bilinears in the monopole fields in terms
of the auxiliary fields F I , F
I
, using (3.6):∑
i
qIimim˜i = −
1√
2
(bIJF
J + b0If0). (6.21)
Then we can group the terms in (6.20) depending on the number of F I , F
I
,
and check that they cancel separately. For instance, for the terms with two
auxiliaries, we have from the first term in (6.20):
− 2(F IF J + F IF J)∂IbMN (b−1)NP∂JbPQ(b−1)QM (6.22)
and from the third term
2F IF
J
∂M bJN (b
−1)NP∂QbPI(b
−1)QM
+ 2F IF
J
∂M bPI(b
−1)NP∂QbJN (b
−1)QM . (6.23)
Taking into account the holomorphy of the couplings and the Ka¨hler geometry,
we have ∂M bPI = ∂IbPM , ∂QbJN = ∂JbQN , so (6.22) and (6.23) add up to
zero. With a little more algebra one can verify that the terms with one F I
(and their conjugates with F
I
) and without any auxiliaries add up to zero too.
The result is then: ∑
j
(−1)2j(2j + 1)TrM2j = 0. (6.24)
6.2 Mass spectrum in the SU(2) case
In the SU(2) case we can obtain much more information about the mass matrix
and also determine its eigenvalues. First we consider the fermion mass matrix.
Taking into account that at the minimum of the effective potentialm = m = ρ,
m˜ = ǫm, we can introduce the linear combination:
η± =
1√
2
(ψm ± ǫψm˜). (6.25)
With respect to the new fermion fields (λ, η+, ψ, η−), the bare fermion mass
matrix reads:
M1/2 =

1
2µ −2ǫρ 0 0
−2ǫρ −√2ǫa 0 0
0 0 12µ 2iρ
0 0 2iρ −√2ǫa
 , (6.26)
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Notice that, in the SU(2) case, the auxiliary field F is real and µ = µˆ.
M1/2M†1/2 can be easily diagonalized . From (6.26) it is easy to see that
the squared fermion mass matrix is block-diagonal with the same 2× 2 matrix
in both entries:(
b−211 µµ/4 + 4b
−1
11 ρ
2 −ǫb−3/211 µρ+ 2
√
2aρ
−ǫb−3/211 µρ+ 2
√
2aρ 4b−111 ρ
2 + 2|a|2
)
. (6.27)
Hence there are two different eigenvalues doubly degenerated. In terms of the
determinant and trace of (6.27),
α = (mF1 )
2 + (mF2 )
2 =
1
4b211
µµ+ 2|a|2 + 8
b11
ρ2
β = (mF1 )
2(mF2 )
2 =
1
b211
|4ρ2 + ǫ√
2
aµ|2, (6.28)
the eigenvalues are:
(mF1,2)
2 =
α
2
± 1
2
√
α2 − 4β. (6.29)
The computation of the scalar mass matrix is more lengthy. First we must
compute the second derivatives of the effective potential, evaluated at the min-
imum. To obtain more simple expressions, we can use the identities (2.19) to
express all the derivatives of the couplings in terms only of ∂b11/∂a, ∂
2b11/∂a
2.
The results are:
∂2V
∂m∂m
=
3
b11
ρ2 + 2|a|2, ∂2V/∂m2 = ∂
2V
∂m˜2
=
1
b11
ρ2,
∂2V
∂m∂m˜
=
ǫ
b11
ρ2 +
√
2b01
b11
f0,
∂2V
∂m∂m˜
=
ǫ
b11
ρ2
∂2V
∂m∂a
= 2ρ
[
a− (b11 ∂
∂a
1
b11
)(|a|2 − iǫ√
2
af0
)]
∂2V
∂a2
= −b211
( ∂
∂a
1
b11
)
f0(af0 + 2
√
2iǫ|a|2)
−b211
( ∂2
∂a2
1
b11
)
(af0 +
√
2iǫ|a|2)2,
∂2V
∂m˜∂a
= ǫ
∂2V
∂m∂a
,
∂2V
∂m∂a
=
∂2V
∂m∂a
,
∂2V
∂m˜∂a
=
∂2V
∂m˜∂a
,
∂2V
∂a∂a
= 4ρ2 +
1
2b11
µµ, (6.30)
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Figure 12: Fermion masses (6.29) (top
and bottom) and photon mass (6.19)
(middle) in softly broken SU(2) Yang-
Mills, as a function of 0 ≤ f0 ≤ 1.
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Figure 13: Masses of the scalars in
softly broken SU(2) Yang-Mills, as a
function of 0 ≤ f0 ≤ 1.
and the rest of the derivatives are obtained through complex conjugation. In
the last line we used the result of the previous section. To obtain the bosonic
mass matrix we must take into account the wave-function renormalization of
the a, a variables, as in (6.18). Its eigenvalues are as follows: we have a zero
eigenvalue corresponding to the Goldstone boson of the spontaneously broken
U(1) symmetry. There is also an eigenvalue with degeneracy two given by:
2
( ∂2V
∂m∂m
− ∂
2V
∂m˜2
)
= −2
√
2ǫ
b11
f0b01. (6.31)
Notice that this is always positive if we have a non-zero VEV for ρ. The other
three eigenvalues are best obtained numerically, as they are the solutions to a
third-degree algebraic equation.
As an application of these general results, we can plot the mass spectrum
as a function of the supersymmetry breaking parameter f0 in the SU(2) Yang-
Mills case, where the minimum corresponds to the monopole region and ǫ = −1.
We have only to compute the derivatives of the magnetic coupling, with the
result:
∂τ
(m)
11
∂a(m)
=
π2
8
k
k′2K ′3
,
∂2τ
(m)
11
∂a(m)
2 = −
πi
32
k2
k′4K ′4
(
k′2 − k2 + 3E
′
K ′
)
. (6.32)
These derivatives diverge at the monopole singularity u = 1, and we may
think that this can give some kind of singular behaviour there. In fact this
is not so. The position of the minimum, u0, behaves almost linearly with
respect to f0, u0 − 1 ∼ f0, and this guarantees that the behaviour very near
to u = 1 (corresponding to a very small f0) is perfectly smooth, as one can see
in the figures. In fig. 12 we plot the fermion masses (6.29) (top and bottom)
28
and the photon mass given in (6.19) (middle). In fig. 13 we plot the masses
of the scalars, where the second one from the top corresponds to the doubly
degenerated eigenvalue (6.31).
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