Abstract. We investigate the properties of a Wright-Fisher diffusion process started from frequency x at time 0 and conditioned to be at frequency y at time T . Such a process is called a bridge. Bridges arise naturally in the analysis of selection acting on standing variation and in the inference of selection from allele frequency time series. We establish a number of results about the distribution of neutral Wright-Fisher bridges and develop a novel rejection sampling scheme for bridges under selection that we use to study their behavior.
Background

61
A Wright-Fisher diffusion with genic selection is a diffusion process {X t , t ≥ 0} time T . It is because this naive approach is infeasible that we need to consider the 83 more sophisticated simulation methods explored in this paper.
84
In addition to conditioning the process to obtain a particular value at a particular 85 time, it is possible to condition a process's long term behavior. The transition den-
86
sities of the conditioned process, f h (x, y; t) are related to to the transition densities 87 of the unconditioned process by the usual Doob h-transform formula,
88
f h (x, y; t) := h(x) −1 f (x, y; t)h(y).
The h-transformed process has infinitesimal generator
Note that the finite dimensional marginal distribution at times 0 ≤ t 1 ≤ . . . ≤ t n ≤
90
T of the Wright-Fisher diffusion bridge starting at x at time 0 and ending at y at 91 time T has density 92 f (x, v 1 ; t 1 )f (v 1 , v 2 ; t 2 − t 2 ) · · · f (v n , y; T − t n ) f (x, y; T ) whereas the analogous density for the corresponding bridge of the h-transformed 93 process is 94 h(x) −1 f (x, v 1 ; t 1 )h(v 1 )h(v 1 ) −1 f (v 1 , v 2 ; t 2 − t 1 )h(v 2 ) · · · h(v n ) −1 f (v n , y; T − t n )h(y)
h(x) −1 f (x, y; T )h(y) = f (x, v 1 ; t 1 )f (v 1 , v 2 ; t 2 − t 1 ) · · · f (v n , y; T − t n ) f (x, y; T ) .
Thus, the the bridges for the two processes have the same distribution.
95
Typical h-transforms include the conditioning a process to eventually hit a par-96 ticular value, and for the sake of future reference we recall from standard diffusion 97 theory [Rogers and Williams, 2000] that the probability that the Wright-Fisher 3. Analytic theory for neutral bridges there is no natural selection (i.e., γ = 0), the transition densities of the Wright-
105
Fisher diffusion can be expressed
where the q l (t) are the transition functions of a death process starting at infinity present. Write h l (t) for the density of this sum. The Laplace transform of h l is
we see that
Thus, the Laplace transform of f (x, y; ·) is
To construct bridges with 0 as their initial or final points, we need to consider 121 the behavior of the transition density f (x, y; t) as x ↓ 0. Discarding terms that are
Note that
is the Laplace transform of the density of
where N − 2 is distributed as the number of failures before the first success in a 126 sequence of i.i.d. Bernoulli trials with success probability y. the density of X t given that X 0 = x and
In the second line of (3.8) we used reversibility (before hitting 0 or 1) with respect 130 to the speed measure z −1 (1 − z) −1 . From (3.4) we know the asymptotic form of 131 (3.8). The limit of
If z ↓ 0 as well, then the limit is
Therefore,
where a (b) := a(a + 1) · · · (a + b − 1). In addition, an eigenfunction expansion of the 137 transition density in the Appendix shows that
It is clear from the above that the random variable X 
where D = denotes equality in distribution.
143
As T → ∞, the density of X
for a fixed t > 0 converges to 144 (3.14)
By a similar calculation, we find that, centering around T /2, the limiting density 145 of X T /2+t for −T /2 < t < T /2 fixed is just 6y(1 − y), independent of t.
146
Moreover, from (2.2) we see that the transition densities of X
For fixed 0 < s < t, this transition density converges to T /2+t , −T /2 < t < T /2} converge to those of the stationary 3.3. Bridge from x to 0 over [0, T ]. The density of X t given that X 0 = x and
.
The derivation of (3.18) is similar to that of (3.11). Note from (2.3) that X
is a time inhomogeneous diffusion with time inhomogeneous infinitesimal generator
The transition densities of X Taking the Laplace transform of the identity
we see that the Laplace transform of g(·; x, y) is
Although the Laplace transform (3.20) is easy to evaluate, it appears to be difficult 172 to invert it explicitly because of the denominator.
173
To gain more insight into first passage times, we consider moments of the first Combined with (3.20), the limit of this Laplace transform as x ↓ 0 is
f * (y, y; λ) . We can now use (3.21) to calculate the mean first passage time from 0 to y 181 conditioned on hitting y. The transition density satisfies the backward equation
It follows that
Take y > x, multiply by t, integrate from 0 to ∞, and use integration-by-parts to
Use the fact that
f (x, y; t) dt = 2x/y to rewrite (3.24) as
This ordinary differential equation has the general solution
Differentiating (3.5) and sending λ ↓ 0, we find that asymptotically as x ↓ 0,
Thus,
for small x, and hence
To find the mean first passage time from 0 to y conditional on y being hit (or, 191 more correctly, the mean of the limit as x ↓ 0 of the first passage time from x 192 to y conditional on y being hit), differentiate (3.21), set λ = 0, and recall that
Note that this mean increases monotonically from 0 to 2 as y goes from 0 to 1. the conditioned process are given in (3.16) and (3.17), respectively. We will also 204 need the first passage time density for the conditioned process,
along with its scale density,
and speed density
Applying the formula in Theorem A of Csáki et al. [1987] , we find that the joint 208 density of the maximum and time of hitting for an arbitrary bridge from x to z in
Taking limits as x, z ↓ 0, we see that joint density for a bridge from 0 to 0 is
The occurrence of the event {M x,z,[0,T ] ≥ y} is equivalent to the Wright-Fisher 214 diffusion making a first passage from x to y at some time t ∈ [0, T ] and then going 215 on to hit z at time T . Recalling that g(·; x, y) is the density of the first passage 216 from x to y, for 0 < x, z < 1 we have
We wish to obtain an expression for P{M 0,0,[0,T ] ≥ y}. Multiply the numerator 218 and denominator of the right-hand side of (3.28) by x −1 , re-write the numerator 219 using the relationship
that follows from the reversibility of the neutral Wright-Fisher process with respect 221 to the speed measure y −1 (1 − y) −1 dy, and x, y ↓ 0 to get
where g was defined in (3.23) and the sequence of polynomials (P n ) ∞ n=0 are defined 223 in the Appendix.
224
The Laplace transform of t → g # (t; y) = yg (t; y) is given by (3.21). Although 225 the numerator and denominator of (3.21) can be computed accurately using the 226 orthogonal function expansion, however there is not a simple way to invert the
227
Laplace transform of the first passage time.
228
If we write the Laplace transform of g # (t; y)
, we see that the numerator and denominator are both Laplace transforms of prob- is given by
Equation (3.29) can be rewritten as
which implies the convolution equation
The easiest way to solve this equation numerically is by discretization. Take
235
> 0 and positive integer K. Let P ,K and Q ,K be the discrete probability 236 distributions on the set {0, , 2 , . . .} given by
Note that the quantities a 
solution of the system of equations
Therefore, c 0 = a 0 /b 0 and we obtain c 1 , . . . , c K recursively by
where
3.7. Numerical calculations. The infinite series in (3.32) was approximated us-249 ing the first 3000 terms. The step size in the discrete first passage time approxima-250 tion was taken to be = 0.001 and the number of points was taken to be K = 5000. 
257
M is less than 0.06 with probability 0.76 and less than 0.12 with probability 1.0. If T =0.5 the maximum is still small, but larger than when T = 0.1, with a probability that the probability measure P is absolutely continuous with respect to W with 283 Radon-Nikodym derivative (that is, density) 
308
To overcome the difficulty near 0, we develop a rejection sampling scheme where 309 the proposals are realizations of a process other than the Brownian bridge.
310
As a first step, consider the Wright-Fisher diffusion conditioned to be eventually 311 absorbed at 1. By the argument given in Section 2, this process has the same 312 bridges as the unconditional process. It follows from (2.6) and (2.7) with y = 1 313 that the probability the process starting from x is absorbed at 1 is
1−e −2γ , γ = 0, x, γ = 0.
The transition densities of the conditioned process, f h (x, y; t), are related to the 315 unconditional transition densities by the usual Doob h-transform formula 316 f h (x, y; t) := h(x) −1 f (x, y; t)h(y). 
The corresponding infinitesimal generator is
This suggests that a better rejection sampling scheme for bridges of the process Y 326 with end points close to zero will result when the proposals come from a diffusion 327 with an infinitesimal generator having a first order coefficient with a singularity at 328 zero matching the one appearing in both (4.6) and (4.7).
329
For such a modified scheme to be feasible, it is necessary to work with a pro-
330
posal diffusion for which it is easy to simulate the associated bridges. We now 331 introduce such a process. The 4-dimensional Bessel process is the radial part of a 
We next explain how to simulate a 4-dimensional Bessel bridge. We can construct with ω 0 = x and ω T = z that maximizes
Then, ω converges as ↓ 0 to a path ω * . Heuristically, we can think of ω * 366 as the path that has "maximum probability" or is "modal" for P. This path is 
373
With a solution to (4.9) in hand, it is possible to construct a better proposal 374 distribution by linking together bridges that are "close" to the maximum probability 375 path. First, choose a number of discretization points N and take times 0 < t 1 < 376 . . . < t N < T . Then, sample independent random variables U 1 , U 2 , . . . , U N with 377 densities g 1 , g 2 , . . . , g N to be specified later. Put t 0 = 0, t N +1 = T , U 0 = x and 378 U N +1 = z. Build conditionally independent 4-dimensional Bessel bridges from U i 379 to U i+1 over the time intervals [t i , t i+1 ]. The distribution of U i should be chosen 380 so that U i is close to the maximum probability path at time t i ; we choose re-scaled
381
Beta distributions with mode at the solution of (4.9) at time t i . More specifically,
382
we set U i = πX i , where X i has the Beta distribution with parameters
for some free parameter θ. We used the particular value θ = 50 for the examples 384 in this paper, but other value of θ could be used in a given situation in an attempt 385 to optimize the frequency of rejection.
386
By stringing these bridges together, we get a path going from x to z over the 387 time interval [0, T ]. However, the distribution of this path is certainly not that of 388 the 4-dimensional Bessel bridge because of the manner in which we have chosen the 389 endpoints of the component bridges. Therefore, we can't simply use the Radon-
390
Nikodym derivative (4.8) as it stands to construct a rejection sampling procedure.
391
Rather, if we let Q be the distribution of the path built by stringing the bridges 392 together, then we must accept a path ω with probability proportional to
Note that increases, and also becomes more tightly concentrated around its expectation.
420
To gain a more quantitative understanding of the extent to which a bridge for 421 an allele experiencing natural selection looks different from the bridge for a neutral 422 allele, it is possible to compute the Radon-Nikodym derivative (i.e. the likelihood ratio) of the distribution under selection against the distribution under neutrality.
424
Using an argument similar to that which led to (4.8), the likelihood ratio is and thus the diffusion moves "faster" when it is away from the boundaries 0 and 1.
458
In order for a diffusion with a large selection coefficient to reach an interior point 459 after a large amount of time, it must spend most of that time near the boundary.
460
However, these differences between selection and neutrality are mostly apparent f (x, y; t) =
i−1 with λ = 3/2.
590
An explicit formula for the Gegenbauer polynomial is
The generating function for the sequence (C
and the right-hand side is (n + 1)(n + 2)/2 when λ = 3/2.
594
The sequence of polynomials (C (n + 2)P n (x) = (2n + 1)xP n−1 (x) − (n − 1)P n−2 (x) with initial conditions P 0 (x) = 1 and P 1 (x) = x.
600
The transition density written with the scaled polynomials is 601 f (x, y; t) = x(1 − x)
(2i + 1)i(i + 1)P i−1 (r)P i−1 (s)e We also use a form of the expansion that is formally equivalent to the one above
604
-see Griffiths and Spanó [2010] . The expansion is 605 (7.2) f (x, y; t) = y −1 (1 − y) 
