Abstract: Due to random noise in real measurements, leak detection (estimation of leak size and location) is subject to a degree of uncertainty. This paper provides a framework to investigate the lower bound of the variance of a leak's variable estimation and delineates the parameters upon which this lower bound depend. This is accomplished by applying the Cramer-Rao lower bound (CRLB) principle to the leak detection problem. For a given data set, CRLB gives the minimum mean square error of any unbiased estimator. The CRLB is evaluated using the Fisher information, which is evaluated from direct differentiation of the water-hammer characteristics equations. The results show that the CRLB of the leak-size estimate increases with time of closure and noise level but reduces with the duration of the measured signal. It is also shown that the CRLB is instrumental in the systematic design of efficient transient tests for leak detection. The error of leak-size estimates rises remarkably with setting distances between consecutive potential leaks of less than half the minimum wavelength of the probing signal. More conclusions are drawn on appropriate mesh-size for inverse transient analysis (ITA), maximum possible accuracy in successful localization, and its probability subject to the physical situation's parameters.
Introduction
Leakage in pipe systems is a serious and growing concern in water resources management. Therefore, leak detection techniques, especially those based on transient tests, are receiving great attention from scientists (Colombo et al. 2009 ). The purpose of transientbased defect detection methods (TBDDM) is to infer some unknown properties of a pipe system from measured pressure transient signals (Liggett and Chen 1994; Colombo et al. 2009 ). This is done through a procedure consisting of mathematical modeling, numerical simulation, use of an optimization tool (often), identification of model input parameters, and data collection from experimental tests. Each of these tasks is prone to some amount of error, which finally leads to uncertain results from the TBDDM. These errors mean that TBDDM results need to be interpreted using a statistical framework (Duan 2016; Sattar and El-Beltagy 2017) . This approach for TBDDM is in its infancy, but is beginning to bear fruit (e.g., Vitkovsky et al. 2007 ; Lee et al. 2015; Wang and Ghidaoui 2018b; Zhao et al. 2018) .
Measurement errors can be categorized into systematic error (deterministic error) and noise (random error or statistical uncertainty). Systematic error can be due to a miscalibration of measuring devices, which is deterministic in principle, or due to modeling assumptions and approximations. Noise, on the other hand, is described as random fluctuations around a mean value (e.g., uncertain mechanical motion of particles), which makes all measured data uncertain. The pressure spikes of noise do not contain any information about the system properties, but their partial resemblance to true reflections from leaks (i.e., pressure drops) causes the deterioration of the signal and results in either inaccurate estimation of leak parameters or even the wrong identification (e.g., identification of leaks that do not exist or missing leaks that do exist) (Ferrante et al. 2007 (Ferrante et al. , 2010 (Ferrante et al. , 2016 .
Estimation theory provides a lower bound of the mean square error of the parameters being investigated as a function of measured signal characteristics (bandwidth, power, and time length). This lower bound is referred to as the Cramer-Rao lower bound (CRLB) and is quantified by the Fisher information matrix (Kay 1993 ). In the case of multiple unknown parameters to be estimated, the CRLB offers a lower bound for their covariance matrix (Kay 1993; Garthwaite et al. 2002; van Trees and Bell 2013) .
CRLB has a number of practical applications. For example, it can be used to evaluate different estimators [i.e., different TBDDM approaches to see which one comes close or achieves the theoretical lower bound (Vaseghi 2008) ]. In addition, the CRLB provides a framework for assessing how the various parameters that are under the control of the experimenter (e.g., characteristics of input signal and length of measured signal, among others) affect the estimation and how to choose the best strategy to minimize the minimum square error of the parameters being estimated (e.g., Diong et al. 2015; Bolliger et al. 2013; Zhao et al. 2014) .
This paper introduces the CRLB approach to the TBDDM and formulates a fast, accurate, and efficient scheme for evaluating the CRLB from water-hammer characteristics equations. The effect of valve closure time, duration of measurement, and signal power on the accuracy of localization and leak-size estimates is investigated. In addition, the computed CRLB values of the leak variables are used to estimate minimum possible standard deviation of leak areas.
The paper is structured as follows. In the next section, the role of CRLB in leak detection is elucidated. Then, the numerical scheme to compute CRLB is formulated and validated, and its computational properties are discussed. Numerical examples and computations of performance limits for a typical reservoir-pipe-valve system are then discussed. Two applications of the proposed CRLB computations (design of experiments and probability of successful localization of leaks) are discussed.
CRLB and Its Role in Transient-Based Defect Detection
In real experiments, measurements are always contaminated by random noise. As a result, detecting defects (leaks in this paper) requires a statistical framework. It is thus natural to ask what, given an experimental setup and the distribution of random noise, is the optimal leakage detection result? That is, what is the minimum possible square error of leakage localization? This is precisely the role of CRLB theory (Kay 1993) . In particular, CRLB provides the theoretical lower bound of the mean square error of parameter estimation. It is important to stress that the mean square error of maximum likelihood estimation (MLE) tends to the CRLB as the sample size tends to infinity (Garthwaite et al. 2002) .
A reservoir-pipe-reservoir system is considered where the fluid is assumed inviscid. To elucidate the CRLB and its important role in transient-based defect detection, a leakage problem for which the CRLB can be derived analytically is considered (Wang et al. 2019 )
where S = sample size (number of times the experiment is repeated); x L = leak location; A e = effective leak area; σ 2 = noise variance; Z ¼ a=gA = pipe impedance; a = wave speed, g = gravity; A = cross-sectional area; ω j ¼ jth selected angular frequency for leakage detection (j ¼ 1; : : : ; J); qðx U Þ = transient flow rate at the upstream; H 0 L = steady-state pressure head at the leak; and x m = measurement position. Therefore, the minimum variance of the leak location estimate is analytically given by combination of Eqs. (1) and (2) as follows:
If all the parameters in the right-hand side are known, then the CRLB provides the minimum possible variance that any leakage detection scheme can achieve. This lower limit provides a quantitative measure for comparing different defect detection schemes (Wang et al. 2019) . Furthermore, the right-hand side of Eq. (3) provides analysts with a scientific way to assess and design experiments so as to minimize the variance of the parameter being identified. For example, it is clear that to lower the minimum variance of leak estimate, it is better to measure during peak demand (i.e., when H 0 L is small). This is consistent with the finding of Ferrante et al. (2014) .
In addition, the CRLB shows that the larger the value of J (number of measured frequencies), the smaller the variance of the leak estimate. This dependence on frequency provides a theoretical support for the intuitive result that sharper transients (wider frequency bandwidth) result in more reliable (accurate) defect detection and agrees with the results found by Lee et al. (2013 Lee et al. ( , 2015 , Zhao et al. (2018) , Louati et al. (2017) , and Wang and Ghidaoui (2018b) .
Moreover, the CRLB shows the relationship between sample size, S, and variance of leak localization. Furthermore, the CRLB shows explicitly how a larger leak size A e and a smaller noise level σ 2 are beneficial for defect detection. For example, reducing the noise by half (which can be performed by repeated transient tests or larger S) reduced the variance of localization by a factor of 4. Taking derivatives of the CRLB with respect to the various parameters informs the analyst of the marginal gain in identification accuracy. For example, the decreasing rate (derivative) of the CRLB with respect to S provides the analyst with an increased level of confidence in localizing the leak by adding one more measurement.
The preceding discussion was given for the ideal case (e.g., no friction, linear leak law, and sudden valve closure). More realistic test cases where these assumptions are relaxed (Ferreira et al. 2018 ) cannot be analyzed analytically. Therefore, in what follows, the method of characteristics is used to investigate the CRLB for more realistic test cases.
Numerical Formulation of CRLB
The simple example in the previous section assumes one leak; thus, the uncertainty of both leak location and size is estimated. Wang and Ghidaoui (2018a) developed a linearized frequency-domain model and derived corresponding CRLB equations of leak size and location for any leak. However, for the time-domain water-hammer solution where several parameters may be incorporated in the model, an analytical solution for the CRLB cannot be derived, and a numerical approach is needed. Computational approaches allow for the application of a versatile transient solver that includes advanced models of viscoelasticity, turbulence, fluid-structure interaction, and non-Newtonian fluids, among others, with various types of boundary conditions (Covas et al. 2005; Ahmadi and Keramat 2010; Keramat et al. , 2013 Meniconi et al. 2014; Majd et al. 2016; Meniconi et al. 2017; Ferreira et al. 2018) . In this view, any arbitrary valve type and consequently valve maneuver with any nonlinear closure pattern or pipe system equipment such as pumps or pressure suppression devices can be adopted in such numerical formulation. The majority of timedomain leak estimation models assume many equidistant leaks on the pipeline because they usually adopt method of characteristics (MOC) as the solver of the forward problem (Liggett and Chen 1994; Vítkovský et al. 2000; Brunone and Ferrante 2001; Kapelan et al. 2003; Covas et al. 2005; Jung and Karney 2008; Haghighi and Ramos 2012) . In this view, this section derives a numerical procedure for evaluating the CRLB in a model with many equidistant leaks.
Before embarking on the validation section and the CRLB usage for realistic cases, the framework of numerical computation of CRLB is detailed. First, the fundamental equations and concepts are defined and then, the time-domain based numerical scheme for evaluating CRLB is described.
Numerical Computation of CRLB
One of the simplest CRLB formulations of unbiased estimators is numerically computed based on the Hessian of the likelihood function of leak estimates. If the elements of the measurement vector h m are independent and identically distributed, then the covariance matrix of measurements reduces to covðh m Þ ¼ σ 2 I M , in which σ 2 is the variance of random noise and I M is the M-dimensional identity matrix. Therefore, the log-likelihood function becomes (Press et al. 1992; Oppenheim et al. 1983) ln
where h denotes the expectation of h m and may be found by MOC solution. The CRLB then states that the covariance matrix of the unbiased leak-area estimators A e satisfies
where IðA e Þ is the Fisher information matrix, whose element is
Considering Eqs. (4) and (6), the second derivative of the last term of Eq. (6) is (Appendix I)
Thus, the CRLB corresponding to each element of the leakareas covariance matrix reads
Each element of the Fisher information matrix (I i;j ) is found by the scalar product of two vectors. The vector ∂h=∂A ei (∂h=∂A ej ) means the derivative of the computed head vector at the measurement location with respect to the effective area of ith (jth) leak candidate. The numerical algorithms to compute the elements of these vectors (∂h n =∂A ei , n ¼ 1; 2; : : : ; M) are addressed in the next section. The computed head is obviously a function of model inputs including time closure and closure pattern of valve, timelength of analysis, pipeline and flow properties, and leak variables. As seen in the last expression of Eq. (8), the lower bound of the covariance matrix of estimated parameters is independent of a specific measurement vector and is only a function of the statistical properties of the random vector h m (i.e., computed head, its variance, and distribution).
A sensible global measure of performance of an estimatorÂ e is defined by the root-mean square error (RMSE)
which indicates the root-mean square error performance over the entire N L leak candidates. The corresponding Cramer-Rao (CR) inequality can be introduced using the trace of computed matrix IðA e Þ −1 in Eq. (8) as follows (Vitkovsky et al. 2003; Nehorai and Hawkes 2000; Robinson and Milanfar 2006) :
RMSEðA e Þ ≥ ξðA e Þ; with ξðA e Þ ¼ 1
This measure of performance has units of leak area and represents the minimum average error of size estimation.
Numerical Computation of Sensitivities
The elements of the vector ∂h=∂A ei in Eq. (8) are ∂h n =∂A ei , n ¼ 1; 2; : : : ; M, where n indicates the time step. They represent the sensitivity of the computed pressure heads at the nth time step with respect to the ith model parameter A ei , i ¼ 1; 2; : : : ; N L . This derivative can be approximated by finite difference for all leak-size parameters. However, this numerical calculation becomes cumbersome when the number of parameters are high because each numerical derivative computation requires running the solver. An alternative approach to calculate gradients is the adjoint method (Liggett and Chen 1994) . Using this method, the forward and adjoint solvers are called once, and hence the number of computations is remarkably reduced. However, the derivation of the continuous adjoint equations is complicated, especially when unsteady friction, viscoelasticity, or nonlinear boundary conditions are taken into account.
In this research, the direct differentiation method (DDM) is developed, which is an accurate and computationally efficient alternative method for computing the response sensitivities. The proposed DDM, explained in Appendix II in detail, is based on the exact differentiation (consistent calculation of state variables) of the compatibility equations with respect to the model parameters. This approach was previously used by Nash and Karney (1999) for the calibration of friction coefficient in the inverse transient analysis (ITA), and it is also widely used in structural mechanics when time-domain solutions are adopted (Kleiber et al. 1997; Conte et al. 2003) .
Validation and Convergence of CRLB Computation
This section verifies the proposed numerical scheme to evaluate CRLB. The numerical computations are conducted in a typical reservoir-pipe-valve system with one leak in the middle. The system specifications are wave speed a ¼ 1,000 ms −1 , pipe length L ¼ 1,000 m, inner diameter of pipe = 0.2 m, upstream reservoir head h R ¼ 26 m, outflow velocity from reservoir (before the leak) = 0.2 ms −1 , friction factor of pipe flow f ¼ 0, effective leak area A e ¼ 20 mm 2 , valve maneuver time (linear) T c ¼ 0.04, signal to noise ratio (SNR) = 10 dB, and signal length (total time of measurement) T T ¼ 2T, where T ¼ 4 s is the fundamental waterhammer period.
The mesh size of MOC is refined and the number of leak candidates is taken as constant. Fig. 1 shows the convergence of CRLB results indicated by error bars when the number of leak candidates is fixed to N L ¼ 19 so that distance between potential leaks is d ¼ 50 m whereas the grid size (Δx) decreases. As seen, despite making use of finer mesh than 50 m, the computed standard deviations still arrive at relatively the same quantity, which implies that the CRLB computations soon converge to a quantity. This in turn validates the proposed numerical application of CRLB. The negative error bars in Fig. 1 are due to the unbiased estimation method used to compute CRLB. Unbiasedness means that expectation of an estimator is equal to its actual value. Because the expected values of the estimated leak sizes at nonleaky nodes are zero, negative leak sizes are possible, which in fact compensates for positive sizes to keep the mean equal to zero (if estimation is repeated several times).
The trend of convergence with the mesh size can better be studied by the average of standard deviations defined by Eq. (10). Fig. 2 depicts the convergence of the measure (trace of the inversion of the Fisher information matrix) defined by Eq. (10), which is a key parameter to quantify the performance of the leak-size estimation.
The figure represents the convergence of ξ for two different numbers of potential leaks: N L ¼ 19 and N L ¼ 9, which correspond to leak distances of 50 and 100 m, respectively. In both cases, the convergence occurs for mesh sizes around 0.5 a · T c ¼ 20 m, which can be adopted as an appropriate mesh size for the proposed numerical computation.
Spatial Resolution of Leak Estimates
This section investigates the effect of space resolution (i.e., spacing between potential leaks = d) on the CRLB results. Intuitively, reducing the distance between computational leaky nodes in MOC codes gives better accuracy. However, this section indicates that this is not always true in leak detection. In fact, the accuracy depends on the amount of information collected during transients.
According to the test case specified in the previous section, Figs. 3(a-f) give the standard deviation (CRLB analysis results) at leak candidates for six cases of space resolution including d ¼ 166.67, 100, 50, 25, 16.67, and 12.5 m, respectively, where they all come together in Fig. 3(g). Figs. 3(a-c) show that for d ≥ 50 m, the minimum standard deviations do not change, and thus they are independent of the space resolution for this case. However, when d < 50 m [Figs. 3(d-f) ], the precision reduces as the resolution increases. To explain this, the minimum wavelength of the probing signal, which is approximated by the length of the wavefront evaluated by a · T c , is equal to 40 m in all numerical simulations of this figure. Therefore, in the cases in Figs. 3(a-c) d > a · T c , whereas the cases in Figs. 3(d-f) correspond to d < a · T c . To conceive how the accuracy is related to the waveform, Fig. 4 depicts a schematic of a typical wavefront for two test cases. Fig. 4 illustrates that when the wavefront is larger than space resolution, neighboring leak nodes can interact with each other during the propagation of the wavefront. Such interaction allows for larger leak sizes (which means higher leak-size deviations) to reconstruct the indicated wavefront (and the whole collected signal) and hence reduces the accuracy of leak detection. Another justification for the leak interactions is provided in terms of correlation between leak-size estimates in Appendix III. The trend of precision variations with space resolution can be further elucidated with the performance bound defined in Eq. (10).
As shown in Fig. 5 , when the leak distance is larger than minimum wavelength λ ¼ a · T c , the average of standard deviations evaluated by Eq. (10) stays almost at the same level. As the leak distance decreases from λ to λ=2, CRLB slightly increases, but after λ=2, it drastically rises. This means that when d < λ=2, leaks cannot be efficiently identified. Consequently, the spacing of potential leaks is advised to be equal to half of minimum wavelength. This result is in agreement with the Nyquist-Shannon theory (Shannon 1949) and recent studies of transient-based leak detection by Wang and Ghidaoui (2018b) that two leaks with a distance lower than half of the minimum wavelength cannot be identified.
Analysis of the CRLB Model and Applications in Leak Detection
The purpose of this section is to illustrate the effects of noise and signal bandwidth and demonstrate how the time of valve closure, signal strength (or SNR), and time length of measured data can help provide more information about a leak. In particular, this section shows that CR inequalities [Eq. (8) ] can quantify the accuracy of leak detection in terms of mean square error of size estimations. The use of CRLB in designing transient experiments is also discussed. Subsequently, it is deduced that the lower-bound errors of potential leak sizes provide considerable insight into spatial resolution and probability of successful leak localization. The numerical computations are conducted in a typical reservoirpipe-valve system with one or two leaks and the detailed properties specified earlier in the "Validation and Convergence of CRLB Computation" section.
Effect of Transient Test Parameters on CRLB
The main transient test parameters are valve maneuver time (i.e., frequency bandwidth), signal length measured and processed, and SNR (i.e., power of the generated transient amplitude versus noise level). The effect of these parameters on CRLB is investigated in this section through different numerical test cases. Fig. 6 gives the minimum standard deviations of leak sizes at each leak candidate. The distance between the possible leak positions is fixed to d ¼ 50 m, which defines the spatial resolution of leak location. Figs. 6(a and b) illustrate the effect of frequency bandwidth where SNR and T T are fixed to 10 dB and 2T, respectively, while T c is altered from 0.01T to 0.1T. Figs. 6(a and b) show that the increase in time closure (linear pattern), which is equivalent to reduction in frequency bandwidth, significantly declines the accuracy of leaksize estimation. This raises the failure possibility of localization exercise. A comparison of standard deviations in Figs. 6(b and c) delineates the effect of signal length increase from T T ¼ 2T to T T ¼ 5T, thus demonstrating the accuracy enhancement with the increase in sample size. Finally, Figs. 6(c and d) illustrate the effect of SNR when it reduces from 10 to 5 dB. The comparison between these two figures reveals how the precision declines as SNR reduces. Fig. 6(c) indicates that a superresolution localization of leaks can be expected. The term superresolution refers to the ability to recover the information beyond the Shannon-Nyquist limit (Puschmann and Kneer 2005; Greenspan 2008; McCutchen 1967 ). In the current work, this means identification of leaks located at distance apart lower than half minimum wavelength (i.e., d < λ=2, where d ¼ 50 m is potential leak spacing and λ=2 ¼ 0.5a · T c ¼ 200 m represents half the minimum wavelength). Similar descriptions of the superresolution can be found in astronomy (Puschmann and Kneer 2005) , medical imaging (Greenspan 2008) , and microscopy (McCutchen 1967) . Fig. 7 gives the case where two leaks are located 50 m (solid bars) apart and shows clearly the conclusions drawn regarding Fig. 6 . As seen in Figs. 7(b-d) , there is no hope of successful localization within the 50-m resolution, although from the results, one can conclude that Case C provides better performance than Cases B or D. If a 50-m accuracy is of interest, higher signal bandwidth (than 2.5 Hz), measurement size, or signal power is required.
Experiment Design
This section explains the role of CRLB in order to design the most efficient transient test for leak detection. Considering that CRLB estimates the maximum attainable accuracy for given set of transient parameters (e.g., frequency bandwidth or time closure, signal length, and SNR), if one targets a specific resolution for leak detection, CRLB is able to provide the appropriate parameters to achieve such resolution. For example, if a water authority targets leak localization down to a minimum size of A e;target , then CRLB analysis can be employed to estimate the minimum frequency bandwidth, signal length, and SNR to achieve the desired target for leak-size detection. To do so, the CR bound of the mean square error of size estimates defined in Eq. (10) is exploited. This performance bound represents the ideal average standard deviation for size estimation. The measure ξ can be used to compare the efficiency of different transient experiments by allocating a performance quantity to each experiment. To simplify making comparisons, a relative CR bound that indicates the ratio of ξ of one experiment to that of a reference one is incorporated. This ratio intuitively represents the performance limit of a transient experiment with respect to the reference one. This is illustrated through an example in the rest of this section.
Herein, all comparisons are made with respect to the reference experiment whose performance bound is ξðT c ¼ 0.01T; T T ¼ 2T; SNR ¼ 10 dB; d ¼ 50 mÞ ¼ ξ ref ¼ 2 mm 2 , which corresponds to that of Fig. 6(a) discussed previously. Recall that in Fig. 6(a) , the minimum standard deviation of size detection on average is about ξ ref ¼σ A e ¼ 2 mm 2 and leaks smaller than 2 mm 2 cannot be Figs. 8-10 give the variation of relative CR bound (ξ r ) with dimensionless time closure (i.e., frequency bandwidth), dimensionless signal length, and SNR, respectively. The relative bound ξ r ¼ 2 is indicated by arrows in these figures. Fig. 8 gives the variation of ξ r with T c =T for given T T ¼ 2T and SNR = 10 dB, where T c is the time closure (with linear maneuver) and T T is the measurement length. The size estimation uncertainty (ξ r ) rises as the time closure increases, especially when T c is higher than 0.5T (i.e., T c > 2L=a). For the indicated target ξ r ¼ 2, CRLB shows that T c =T ¼ 0.44 is acceptable for the transient experiment. Fig. 9 gives the variation of ξ r with T T for given T c ¼ 0.01T and SNR ¼ 10 dB. The figure displays that for a signal length larger than 2T, the gain in certainty is relatively low. In other words, one does not benefit (gain in detection confidence) much by taking signals longer than T T ¼ 2T. For the desired target ξ r ¼ 2, CRLB shows that T T ¼ 0.8T is appropriate for the transient experiment given T c ¼ 0.01T and SNR = 10 dB. This also shows that when T T ¼ 0.8T and T c ¼ 0.01T, the same certainty in detection as for the explained case in Fig. 8 is achieved. Fig. 10 gives the variation of ξ r with SNR for given T c ¼ 0.01T and T T ¼ 2T. For a given target ξ r ¼ 2, CRLB shows that SNR ¼ 4 dB can provide the required detection certainty. If the SNR increases (e.g., SNR ¼ 10 dB), then the detection certainty rises, as shown in Figs. 10 and 6(a) . Eventually, the transient experiment designed by using SNR ¼ 4 dB (i.e., ξ r ¼ 2), T c ¼ 0.01T, and T T ¼ 2T can still be acceptable by water authorities for localization because the position of leaks is usually the main concern of clients. For instance, Fig. 6(c) displays an experiment where ξ r is higher than 2, but as discussed, the leak location can still be identified. Ferrante et al. (2014) investigated different ways to increase the transient signal power and thus enhancing detectability. However, because they did not recognize noise interference in localization, no prescriptions for transient experiment design were deduced by their study. Nevertheless, the current research enables a systematic way to quantify the required values of transient test parameters for a successful leak identification with a specified resolution of size and location.
Probability of Successful Localization
This section uses the CRLB to estimate the highest probability of successful leakage localization. Assuming that the estimated leak sizesÂ e follow Gaussian distribution with mean A e (actual value of leak sizes, i.e., they are unbiased estimators), then the probability density function (PDF) ofÂ e is obtained
where ΣÂ e and IÂ e are, respectively, the covariance and Fisher information matrix of the leak sizes as derived in Eq. (8).
In a real-time leak detection exercise, localization is more important than sizing leaks. A criterion for successful localization based on the evaluated lower-bound error of leak sizes can be defined. Assume that a single leak is located at the kth node with size A ek . The following criterion for successful localization of this leaky node can be defined:
which means that in the leak-detection runs of ITA, the estimated leak size at the actual location (indicated by index k) is maximum with a very high probability so that it can be identified in most cases. On the basis of the numerical manifestations in Figs. 1, 3 In other words, the lower-bound error at all nodes should be smaller than A ek =2. The criteria provided in Eq. (13) implies that the threshold of successful localization is σ A e ¼ A ek =2, which for the leak case under consideration is σ A e ¼ A e =2 ¼ 10 mm 2 , indicated by the dashed line in Fig. 5 . The desired threshold σ A e along with the PDF defined by Eq. (11) can be exploited to estimate the highest probability of localization using the multivariable normal cumulative density function 
where 1 is a column vector of ones with N L elements. The second equality holds due to the symmetric property of the Gaussian distribution. Fig. 11 shows the computed cumulative probabilities for different localization accuracy and various linear maneuver times. These results also confirm the findings in Fig. 5 regarding the fact that it is highly probable to find the leak in
, the probability reduces smoothly, and finally for d < 0.5a · T c , the successful probability has declined drastically. These curves reveal that for a given probability of successful localization, each valve maneuver time (probing bandwidth) can arrive at a certain accuracy in localization at best.
Conclusions
Noise in a measured signal can blur the desired reflections from leaks and reduce the amount of information that can be achieved from waves. It is therefore of great interest to quantify the maximum achievable information or lower bound of error in leak-size detection and localization. The main contributions of CRLB in terms of lower-bound error of leak-size estimates and experiment design have been addressed. For a hypothetical pipe system, the effect of valve-closure time and sample size of measurement on the computed lower bound error of leak-size estimates were investigated. The results revealed a sharp rise of standard deviation with increased time closure and conversely, a significant drop of error for higher time length of measurements. The behavior of the parameters demonstrated the importance of optimal design of time closure and measurement time duration corresponding to the desired accuracy.
The comparison of lower-bound error of size-detection with leak-size estimates allows for quantifying the success of localization. The assumption of lumping potential leaks at computational nodes indicated that only the error bound of leak sizes can be formulated. However, it was observed that the error of size detection rises with reduced distance between two consecutive leaks. The reason is the significant interaction between close leaks (closer than a · T c =2) or in another interpretation, the high correlation of the leak estimates when they are closer than half the minimum wavelength. The variation of leak-size error versus distance between two consecutive leaks enables one to predict the best possible resolution in localization for a given set of physical experimental parameters. The probability of successful localization within a specified zone (resolution) was further evaluated using the cumulative integration of the estimated PDF of leak sizes.
Using the CRLB computations, the efficient mesh size for ITAbased leak detection was proposed to be a constant factor of the length of the probing wavefronts (a · T c ). The factor is supposed to be a function of the shape of the wavefront, which is dictated by the valve closure pattern (Ferreira et al. 2018) . For a linear closure, a factor around 0.5 is found, where a lower value raises the standard deviation and hence leads to inaccurate size estimates. Fig. 11 . Cumulative probability of successful localization versus different resolutions and valve maneuver, where x L ¼ 500 m, A e ¼ 20 mm 2 , SNR ¼ 10 dB, and T T ¼ 2T.
Second derivative yields
Appendix II. Direct Differentiation Method
The following algorithm can be utilized to compute the sensitivities of the state variables at each point and time step with respect to the leak-size parameters. At the steady state, the head and flow rate at reservoir node (node number k ¼ 1) are known. Therefore, for the reservoir node
where flow rate before and after the leak are indicated by minus and plus subscripts, respectively. For each interior node 1 < k < N n , three relations including continuity and orifice relation at each node and Darcy-Weisbach head loss between leaks hold (Fig. 12) , which taking their derivative with respect to leak sizes yields
where g = gravitational acceleration; and h o = pressure head outside the pipe (to compute head difference inside and outside the pipe at the leak). If k ¼ i, then ∂A ek =∂A ei ¼ 1; otherwise, it is zero. These computations should be implemented sequentially from the reservoir point to the downstream valve or vice versa (if the head and flow rate at the valve, rather than reservoir, are given).
At the transient state, the goal is to compute the derivatives at the next time step knowing those at the current step. The algebraic (finite difference) form of the characteristics equations in the presence of leak at each node are used for this aim
where subscripts p and n = positive and negative characteristic lines; and coefficients C ap , C p , C an , and C n = general functions of head and flow rate at the current time step and flow and pipe parameters (Chaudhry 2014; Wylie and Streeter 1993; Soares et al. 2008; . Their derivatives with respect to each leak area ∂C n =∂A ei , ∂C p =∂A ei , ∂C ap =∂A ei , and ∂C an =∂A ei are conveniently determined because the derivative of the state variables (head and discharge) at the current step is known; they were already found in Eqs. (17)- (19) for the first time step (steady state). Eqs. (20) and (21) along with the orifice relation (Brunone 1999 )
are simultaneously solved for the three unknowns Q k− , Q kþ , and h k at each computational section. The solution yields the following explicit expression for h k :
Finally, the chain rule allows for the sensitivity computation at the next time step
Eqs. (20) and (21) are also symbolically differentiated to calculate derivatives of Q kþ and Q k− with respect to the leak variables.
Appendix III. Correlation between Leak Estimates
The correlation between ith and jth leak candidates is numerically found using the evaluated lower bound of the covariance matrix in Eq. (8) Fig. 12 . Schematic of a reservoir-multileak pipe valve system for the computation of sensitivities. Q 1 , Q 2 , and Q i stand for discharge of leaks and Q i− and Q iþ represent discharge before and after each leak, respectively.
Notation
The following symbols are used in this paper: A e = effective leak-area of all leak candidates; A e = estimated effective leak area of all leak candidates; 
