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1 
In [ 1 ] the following theorem was stated :
THEOREM (* ). If dze system 
dw, 
x = Pk(W), w = (WI, . . . . w,), 1 <k<n (1.1) 
with homogeneous non-linear polynomials Pk(w), k = 1, 2, . . . n, has a solution 
w(z) = (w,(z), -*-, w (z)) each component of which is an entire transcendental 
function, then there is a constant vector LX= (ul, .. . . u”), c,“= I loljl > 0, such 
that 
P,(a) = 0, k = 1, 2, . . . n. (1.2) 
In the present note we investigate a system of algebraic differential 
equations 
Pj(Z, w, . ..) W@J)) = 0, .iEA, (1.3) 
w = w(z) = (w,(z), ... . w,(z)), wck) = (WY)(Z), .. . w:)(z)), k> 0, where A is a 
finite set of indices j with )A1 > n and where every Pj(z, w, . . . . w(“Q)) is a 
polynomial in the totality ofits variables. We prove below two theorems, 
from which Theorem (*) follows as a particular case. In the formulation f
these theorems we make use of the following definition. 
DEFINITION. A vector function f(z) = (fl(z), . . f,(z)) is called entire 
transcendental (ET) if all its components A(z), je [l, n], are entire func- 
tions and at least one of them is entire transcendental. Assume w(z) to be 
an ET solution of the system (1.3). We will see below that this assumption 
leads under certain conditions to the existence of a constant vector, 
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a = (a,, . ..) ~1,) cy=, lolj[ > 0, satisfying equalities derived from the given 
system. 
Thus let w(z) be an ET solution of the system (1.3), Each equation of the 
latter may be rewritten in the form 
Q,(z, w, w’, . . . W(y = H,(z, w, w’, . ..) W@-)), kEA, (1.4) 
where every function Qk and P, is a polynomial on behalf of the totality 
of its variables and where, besides, Vk E A Qk is a homogeneous polynomial 
in the components of w and its derivatives of higher degree than the 
polynomial P, in the same variables. 
We use for a thus defined degree of a polynomial P(z, w, w’, . . . . wCm)) 
in all its variables except z the notation deg P. For the degrees of the 
polynomials Qk and P, we thus have 
deg p, < deg Qk, kEA. (1.5) 
As said we prove in this note two theorems. The formulation of Theorem 2 
is somewhat cumbersome and we postpone its statement to Section 2 
although Theorem 1 may be viewed as a consequence of Theorem 2. 
Nevertheless for convenience of the reader and because of the relative 
simplicity of Theorem 1, it seems expedient to consider this proposition 
separately not at least for the possibility ofcomparison with Theorem (*). 
THEOREM 1. Suppose that Vj of some subset A’ E A 
Q,(z, w, . . . ~(~1)) G zsQ,+(w, w’, . . . . wcm’), zw’, z’w”, . . . . zm~wcm+ (1.6) 
where Vjj’E A’ Q,+(z+,, ul, . . . . u,,,, u,, u2, .+., v,,,) is a homogeneous polynomial 
with constant coefficients. If the system (1.3) under (1.6) has an ET solution 
w(z), then there is at least one constant vector a = (a,, . . . . a,), C;=, Ial > 0, 
satisfying the equalities 
Q,*(a, 0, . . . . 0, a, a, . . . a) = 0, je A’. 
In particular if Qj* does not at all depend on z, that is, 
Qj+ z Q,*(w, w’, . . . . w(“Q)), je A’, 
then 
(1.7) 
(1.8) 
Q,*(a, 0, . . . . 0) = 0, jE A’. (1.9) 
Obviously, Theorem (*) is a particular case of Theorem 1. Let us be 
aware that, generally, Theorem 1 has a sense only if [A’/ > n. Before we 
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turn to the formulation of Theorem 2, which, as noted before, is somewhat 
intricate, we would like to demonstrate Theorem 1 with two examples. 
EXAMPLES. (1) Consider the system 
2z*w;* = w; + z;w;*, 
(WI -w;y = w;. 
(A) 
If this system has an entire transcendental solution then according to 
Theorem 1 there is inevitably a constant vector (a,, a*) with la, 1+ Ia21 > 0 
such that 
2af = a: + a:, 
a~=a~. 
This system has a solution a, = a2 = 1, so that (A), may have an entire 
transcendental solution. In our case such a solution indeed exists and 
namely : w , = e’, w2 = ze’. 
(2) The system 
w;=w:+w:, 
w;=w;+w; 03) 
can have an entire transcendental solution ( w1 , w2) only if-in accordance 
with Theorem l-there is a constant vector (al, a,), [alI + [a,[ > 0, such 
that 
aT+a:=O, 
aT+a:=O. 
(Cl 
But the only solution of the last system is a, = a2 = 0. Thus the system (B) 
has no entire transcendental solutions. 
2 
We turn now to the formulation of Theorem 2. For this purpose we 
decompose suitably the polynomials Qk in (1.4). Each equation of System A 
is to handle in the same way identically and each independently from all 
the others. Therefore we demonstrate for convenience the needed computa- 
tions on one polynomial Q(z, w, . . . . w(“‘)) of the same type as Qk, kEA, 
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avoiding the index k. This leads to some technical simplicity. Consider the 
equation 
Q( 2, w, ‘..) w(m)) = P(z, w, . ..) wq, deg Q > deg p, (2.1) 
where Q is a homogeneous polynomial of degree v: deg Q = v. For some 
PII20 
zPoQ(z, w, w’, . . . w(“‘)) = Q*(z, w, zw’, . . . zmwcm)) 
=foz NpSqs(w, zw’, ...) zmwy, 40 + 0, (2.2) 
where VS q, is a homogeneous polynomial of degree v with constant coef- 
ficients. Remark that a decomposition of the type (2.2) is always possible. 
Consider the monomial 
T= Z(r~iosi~s. ..ins n (We’)“‘, l<t<n, O<s<m. (2.3) 
We call the number C si,, summed up over all the indices 1 and s occurring 
in (2.3) the co-degree of T and use the notation 
codeg T = 1 sit,. 
s, f
(2.4) 
The maximal value of the co-degrees calculated for all the terms of a 
differential polynomial q(z, w, w’, . . . w(“‘)), w = (w,, w2, . . . . w,), is called the 
co-degree of q. By qc(z, w, w’, . . . wtm)) we denote a homogeneous polyno- 
mial on behalf of its co-degree; that is, q” is a polynomial each term of 
which has the same co-degree. We denote the co-degree of q by codeg q. 
We rearrange now each term of (2.2) as 
qj.(w, zw’, ...) zmwy = q; + qk*, (2.5) 
where codeg qc = codeg qk and codeg qf < codeg qk, if qk + 0. Reorder 
now the sum 
zPoQ= 5 z”-k(q;+q;) (2.6) 
k=O 
in the non-increasing order of the co-degrees of qk and in case two 
co-degrees are equal-in the decreasing order of the degrees of their factors 
z N-k. Thus let 
zPoQ = f zuk(Q; + Q:), (2.7) 
k=O 
505~Slf l-3 
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where 
codeg Q = codeg Q& codeg Q; > codeg Qt (2.8) 
and either codeg Q; > codeg Q; + , or 
Ok’Ok+l if codeg Q; = codeg Qi + i, 
for all the indices k, k = 0, 1, . . . N, for which the corresponding q f 0. Put 
&c=Q;+Qif 
and 
codeg Q; = vk. (2.10) 
Remark. In the formulation of Theorem 2 below we add for Vj E A in an 
understandable and visible manner to the above introduced functions and 
indices an index j. 
Put for a vector A = (A,, A,, . . . A,) 
ItAll= (2.11) 
and denote 
M(r) = ;t; Ilf(z)ll. (2.12) 
We identify the order p of an ET vector-functionf(z) as the order of M(r): 
p= lim 
In In M(r) 
lnr ’ 
(2.13) 
r-cc 
(For the notation occurring in the formulation of Theorem 2 see (2.1), 
(2.2), (2.7), (2.9), and (2.10) as well as the remark above.) 
THEOREM 2. Consider the decomposition (2.7) of every equation of the 
system (1.3). Denote 
$Lv l;i’ = (q * @‘~ 1, k>O 
(see (2.9) and (2.10)). Then either 
(i) The order of every ET solution f(1.4) satisfies theinequality 
p<max max 
op _ @) 
jcA 1 Ck<p, ($) 
(2.14) 
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(ii) if a solution w(z) of order 
1,) 
p >max max 
c$’ - (To 
/CA 1 <k<p, 
(#p 
(2.15) 
exists, then there is a constant vector a with J\tlJJ > 0 satisfying the system of 
equations 
Q;(a, a, . . . . a) = 0, jeA. (2.16) 
COROLLARY 1. Suppose the system (1.3) has an ET solution w(z). If in 
(2.2), Vjj’E A 
codeg qjO > codeg q/k, l<k<N. I’ 
then there is a constant vector a: IlaJI > 0 such that VjE A 
qjO(a, .. . . a) = 0. (2.17) 
COROLLARY 2. Suppose that in (1.4) (with (15)) Vi E A 
Qi(z, w, w’, . . . . w (“d) z z~~Q*(w'"'), 
where Vi si = const. 0 d oio = const, and Q?(u) is a homogeneous polynomial 
with constant coefficients (the inequality (1.5) is assumed to hold Vjc A). Zf 
there is an ET vector-function satisfying Equation (1.3) then there is a 
constant vector a: llall >O such that 
Q!*)(a) = 0, iEA. 
Theorem (*) is evidently a special case of Corollary 2, and Theorem 1 is 
a special case of Theorem 2. It is therefore nough to prove Theorem 2 in 
order to verify Theorem 1. We prove Theorem 2 in the next section. It 
makes sense to illustrate Theorem 2 already here. 
EXAMPLES. (1) Consider the system 
z3(w;3+w;3)-23w:-z3(w1 -w,)3+3z3(w1-w*)-w;w3=o, 
w:‘w;=l, (D) 
(w;-w;)2-(w:+w;)+w3-2=o. 
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The three polynomials from (2.6) are this time the following three: 
f&da, . . . a) = (a1 - a2)3 - ai, 
Qh(a, . . . . a)=aIa2, 
QS,,(a,, . . . . a)=a~+a~. 
The system of equations Qfu = 0, j = 1, 2, 3, has, as it is easy to check, only 
a trivial solution al = a, = a3 =O. Thus if the system (D) has an ET 
solution then the order of such a solution does not exceed p = 1, where the 
value p = 1 is computed according to case (i) of Theorem 2. By the way the 
system (D) has an ET solution (e’, e-‘, 0) of, evidently, order 1. 
(2) Each pair wr(z), w*(z) of identically equal ET functions wr(z) 
and wz(z): wr(z) = wz(z) satisfies the system 
z”(w;” - w;“) + Zm(w; - w;) = ZP(WI - Iv*), 
z3s( 4m _ )$qs ) + zyw; - Iv;) = 0, s > 0. 
(El 
Thus the system (E) has ET solutions of any order. The appropriate system 
(2.6): Qf,, =O, Q&=0, is in this case 
al-a;=O, 
a:-a;=O, 
the latter having a solution a1 = a2 = 1. 
3. PR~~FOFTHEOREM 2 
Our investigation of the system (1.3) is based on Wiman-Valiron type 
theorems about ET vector-functions. We quote [2]. Let f(z) be an ET 
vector-function. Denote 
K(r) = 
rM’(r + 0) 
M(r) ’ 
K(r) is an increasing function tending to infinity jointly with r. 
(3.1) 
THEOREM A. Let c be a point on the circle IzI = r at which 
M(r) = 11 f(c)Il. Let further /I > 0 be an arbitrarily chosen number. Then : 
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(i) Vm>O 
Ili”f(“‘ti) - fTr)ftl;)ll < CKtr) lnl +BK(r),m-1,2 
lIf(i)ll 
7 (3.2) 
and 
(ii) 
(3.3) 
for any real pair of numbers (p, q) and all r > 0 except, possibly, a sequence 
of intervals E= E(p) of finite logarithmic measure: jE dr/r < GO (it can be 
E=$ZI). 
THEOREM B. 
I - m In = El 
lim InK(r) T InlnM(r) 
lnr ’ (3.4) 
Proof of Theorem 2. We turn to the representing Eq. (2.1) (see the 
Remark in the previous section). Let w(z) be an ET solution of (1.3), 
existing according to the conditions of the the theorem. Insert this solution 
in (2.1). Then (deg Q = v) 
P(z, w, w’, . . . wcm)) Q(z, w, w’, . . . . wcm)) 
IIwllY = llwII” . (3.5) 
Each term T of p has the form 
T= ~Z~Wh.OWh.. . w’“o 
12 R 
. . . [wyl’]“m[wypn.. . [w~qL” (3.6) 
with deg T < v, whereas deg Q = v. From (3.2) we infer that at a maximum 
point i: /[I = r 
Ilw’“‘KN e(r) 
IIwb3l 
<(I +0(l))--- 
rS ’ 
r 4 E. 
Since deg Tc v it follows from (3.3) 
T 
Ilwm’= Oy r+E 
=> IJYL w, w’, . ..Y W(% i o, 
Ilw(i)ll’ r-m r&E 
(3.7) 
(3.8) 
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as P is a finite sum of terms of the type T. Further (see (2.7) and (2.9)) 
&(w, Cw’, . ..) y?d”)) w iw’ ~mwh) 
=QL IIWII’“” II4 
-- - 
llwll” ) 
+ Qk* ( 
w iw’ jmw(m) 
IIW,’ fi’ ***’ 1) w 11 1 
(3.9) 
since & is a homogeneous polynomial with constant coefficients and 
deg Q; = deg Qz = v. The relations (3.2) show that, assuming w,(~)/llwll = 
@G(i), ICI $-5 
(“w’s’ 1 
~.77;i;j=~+o(l)=I’(o+“(l) (3.10) 
and 
But 
Consequently 
codeg Q; = vk, vz = codeg Q < vk. 
and 
KpvkQf;.(a(S) + o(l), . . . (a(i) + 41) Km)) 
=Q;(a(r)+o(l),...,a(r)+o(l)) 
= Q;(a(C), . . .aK)+41), 41))~ 0, r4E (3.11) 
K-YkQk*(a(S) + o(l), .. . . (a(i) + 41)) K”‘) ~0, r$ E. (3.12) 
There is a sequence <,,, I<,1 7cc, [,, #E, such that 
lim a( [,) = a, II41 = 1. p-00 
Hence for [ = 5, in view of (3.11) and (3.12) 
Kmvkek = Q;(a(c), .. . . a(5))+41)=Q;(a,a ,..., a)+o(l), 
o(l)+0 as [=~P+oo. (3.13) 
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From (2.7), (3.13), (3.8), and (2.1) it now follows that 
ki, SokCQt;(a, a, ... . C1)+O(l)]KYk=O(l). (3.14) 
Suppose now that the order p of the solution w(z) satisfies the inequality 
(2.15). Then on the grounds of Theorem B 
lim ln K(r) 
r-m Inr=P. 
Dividing (3.14) by KY”zuo one obtains because of vO 2 v, >, ... 2 vP and 
uk>~k+l if vk=vk+, 
Q;(a, a, . . . . a) = 0. 
Theorem 2 is thus proven. 1 
The proofs of the corollaries follow immediately from (3.14). 
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