Abstract. In this paper we study the reconstruction of a network topology from the values of its betweenness centrality, a measure of the influence of each of its nodes in the dissemination of information over the network. We consider a simple metaheuristic, simulated annealing, as the combinatorial optimization method to generate the network from the values of the betweenness centrality. We compare the performance of this technique when reconstructing different categories of networks -random, regular, small-world, scale-free and clustered-. We show that the method allows an exact reconstruction of small networks and leads to good topological approximations in the case of networks with larger orders. The method can be used to generate a quasi-optimal topology for a communication network from a list with the values of the maximum allowable traffic for each node.
Introduction
In recent years there has been a growing interest in the study of complex networks, related to transportation and communication systems (WWW, Internet, power grid, etc.), see [1, 2] . Many of these networks are large with a number of nodes very often in the thousands. To store the topological details of the network requires knowing the list of adjacencies and, although usually the networks are sparse, this means the use of a large amount of memory. In contrast, many invariants of the network (degree sequence, eccentricity, spectrum, betweenness, etc.) contain important information with significantly less memory use. Therefore it would be of interest to reconstruct, even partially, a network from one (or more) of these invariants. Another related problem is the construction of a new network from a list of desired values of some relevant parameter associated to its nodes. One useful case would be the generation a topology for a quasi-optimal communication network from the values of the maximum allowable traffic for each node. In [3] , Ipsen and Mikhailov use simulated annealing with an elaborated cost function based on the spectral density to perform such a reconstruction from the values of the Laplacian spectrum. Here we propose a reconstruction of a network topology from the values of its (vertex) betweenness centrality, a measure of the influence of each of its nodes in the dissemination of information over the network. The use of a simple cost function, together with the information provided implicitly by the knowledge of the betweenness centrality, drives the simulated annealing optimization method towards a good network reconstruction. The method is probabilistic, i.e. it contain a random component, and as a consequence we can not guarantee that the algorithm will find an optimal reconstruction, but we show that the final networks match the originals in their main topological properties.
In the next section, we introduce the mathematical notation and concepts necessary for this study, including a short description of simulated annealing, the combinatorial optimization technique considered here. Our main results are presented in Section 3.
The Betweenness Centrality of a Network and its Reconstruction
We model a network as a graph G = G(V, E), with vertex set V (order n = |V |) and edge set E. Vertex betweenness or betweenness centrality (BC) was first proposed by Freeman [4] in 1977 in the context of social networks and has been considered more recently as an important parameter in the study of networks associated to complex systems [5, 2] . BC is usually defined as the fraction of shortest paths between all vertex pairs that go through a given vertex. To be more precise, if σ uv (w) denotes the number of shortest paths (geodetic paths) from vertex u to vertex v that go through w, and σ uv is the total number of geodetic paths from u to v, then we define b w (u, v) = σ uv (w)/σ uv and the betweenness centrality of vertex w is b w = u,v =w b w (u, v). The normalized betweenness centrality of vertex w is defined as β w = Here, we study the reconstruction of graphs from their BC. Note that the number of different graphs of a given order n is large even for relatively small orders. For example, for n = 40 there are approximately 10 186 graphs. It makes no sense to check all of these graphs to find one with a matching BC, even in an approximate way. We are in the classical situation where combinatorial optimization algorithms (simulated annealing, genetic algorithms, tabu search, ant colony based systems, etc.) are useful, see [7] .
For this initial study, we have considered as optimization method a standard version of simulated annealing (SA) [8] . As it is known, this method is inspired in the analogy made between the states of a physical system, e.g. a liquid, and the configurations of a system in a combinatorial optimization problem. A controlled heating/cooling process of the liquid (annealing) results in a true crystal (a minimum energy state) and avoids reaching a disordered glassy state. In the analogy, a change that decreases the cost of a function, , which measures the quality of a graph topology (see below), is always accepted, whereas if the cost increases, the change is accepted with a certain probability e −∆ /T . (T is a control parameter known as temperature because of the analogy.) At a given temperature, a number of attempts N , large enough to obtain a good statistical set of trials, is performed and thereafter the temperature decreased. This process is repeated and the system is gradually cooled until it is stopped according to some criteria (time, number of changes accepted, etc.) In pseudo-code the SA algorithm can be written as follows:
1. Generate an initial random graph. Fix the initial value of T and T min . In our case we will reconstruct a given reference graph G 0 from its BC, {β 0 1 , β 0 2 , . . . , β 0 n }. To perform a reconstruction we generate an initial random connected graph with n vertices (each vertex v ∈ V (G) has random degree δ v , 1 ≤ δ v ≤ n−1). During the simulated annealing process, a typical graph modification consists of reconnecting all the edges of one vertex chosen at random. This reconnection is performed by deleting all the edges of this vertex and introducing r, 1 ≤ r ≤ n − 1, new random edges avoiding duplicate connections and ensuring that the new modified graph is also connected. To decide if the changes should be accepted, we need a measure (cost function) of the "distance" of a given graph G t with BC {β t 1 , β t 2 , . . . , β t n } to the reference graph G 0 . We introduce a simple distance function based on the quadratic difference of the BC, =
. This function, suggested by the least squares method, is a natural choice in some multivariable optimization problems. On the other hand, we have tested other related functions assigning weights to the BC elements, but they are more complex and their efficiency is similar.
The main problem with the reconstruction of a graph is to relate the final graph with the reference graph. The use of a vertex graph invariant in reconstructing a network might be hampered by the degeneracy of almost all known graph invariants, and in our case two or more topologically distinct vertices might have identical betweenness values. Moreover, the reconstructed graph can be isomorphic to the original graph but with permuted vertices or non-isomorphic with some topological similarity that might not be manifest. Although this is an important question when reconstructing a graph from its spectrum, in our case and as each value of the BC is directly associated to a vertex, the problem only appears when the BC contains several entries with the same value.
As in [3] , we check graph similarity using the singular value decomposition of the adjacency matrices of the reference and final graphs . We recall that a matrix A can be decomposed into two matrices U and V and a diagonal singular value matrix Σ which satisfy A = U ΣV T and Σ = U T AV . For any two graphs G 1 and G 2 with adjacency matrices A 1 and A 2 , consider the function
which is constructed from the singular vectors of G 1 and G 2 . If the two graphs are isomorphic and their adjacency matrices only differ because of a different ordering of the vertices, it will happen that A 1 = F (A 1 , A 2 ). However, if the two graphs are not isomorphic, F will have real values not far from the values of A 1 . Therefore, it is possible to define ∆ = A 1 − F and use the norm δ = i,j ∆ 2 ij /n to measure similarity between the graphs.
We note that two isomorphic graphs have the same BC, which is independent of the labeling of the vertices, but there also exist non-isomorphic graphs (topologically different) with the same BC, which we call isobet graphs. For n ≤ 5 there are no connected isobet graphs. For n = 6 there exist two pairs, there are 15 pairs for n = 7, etc. The number of isobet graphs increases rapidly with the order of the graph, but the fraction is very small. Hence, two graphs with the same BC would indeed be isomorphic with a high probability.
To know if two graphs are isomorphic is a difficult problem. It has been proved to belong to the class NP but it is thought not to be an NP-complete problem [9] . There is no known efficient (polynomial time) algorithm to solve this problem. Schmidt and Druffel [10] propose the method which we have implemented in our study. Their algorithm is not guaranteed to run in polynomial time, but has been shown to perform efficiently for a large class of graphs. Two isomorphic graphs should have the same exact degree distribution. After checking this property, the Schmidt and Druffel algorithm uses information from the distance matrices of the graphs to establish an initial vertex partition. Then, the distance matrix information is applied in a backtracking procedure to reduce the search for possible mappings between the vertices of the two graphs. The algorithm returns this mapping if the original and reconstructed graphs are indeed isomorphic.
Results and Conclusion
The SA algorithm was implemented in C++ (Xcode) and executed on an Apple Xserver G5 with dual PowerPC processors at 2.3 GHz. The parameters considered for the SA are T 0 = 1.0, N = 2000, T min = 0.000001 and a geometric cooling rate T k+1 = 0.9T k .
The main study was performed as follows:
We generate one sample graph of order 40 for each of the categories considered: random, regular (circulant), Watts-Strogatz small-world [11] , scale-free [1] , and clustered. Fig. 2 shows a graphic representation of the adjacency matrices of these reference graphs. For each reference graph, we compute the betweenness centrality and use it to reconstruct the graph with the simulated annealing method. To be fair in the comparisons, we fix the reconstruction time for each graph to be 900 seconds. After this time, we compute the main topological parameters (diameter, average distance, degree distribution, clustering) for the best graph obtained and we check the similarity of its adjacency matrix with the original graph. Each test is repeated 500 times and the results are averaged. Fig. 3 shows a typical reconstruction.
In Table 1 , we present a set of results for this method. We can see that the reconstruction gives acceptable results in all cases, but provides better approximations for graphs with some randomness in their structure, and such that their vertices have different betweenness centrality values. This is the case, obviously, of random graphs and also scale-free graphs. More details are included in [12] . We also tested the algorithm using graphs with small orders (up to 12 vertices) and in all cases we were able to obtain an exact reconstruction of the graph.
The results show that a simple metaheuristic method, simulated annealing, with an also simple cost function, reconstructs small graphs exactly from their betweenness centrality and obtains a topologically good approximation for larger graphs. (We have tested graphs with up to 2000 nodes and 20000 edges.) The method works without modification in the related problem of the construction of a new network from a a list of desired values for the maximum allowable traffic for each node.
Our extensive tests show that the cost function considered, the quadratic difference of the BC, is a good choice for SA, and the method is a nice alternative to the reconstruction from the Laplacian spectrum as it is easier to implement and results in a faster algorithm, allowing reconstructions of similar quality.
Further work is planned to evaluate and compare the performance of other combinatorial optimization methods, like ant colony optimization [13] , multi-agent systems [14] , tabu search [7, 15] and genetic algorithms.
