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SUMMARY 
A mathematical model is developed to determine the response of 
permanent offshore structures which are embedded in the ocean floor and 
which are subject to harmonic or random waveso The usual assumption of 
a rigid foundation is not made, but the resistance of the soil to struc-
tural movements is included in the model. The type of structures for 
which this model is applicable are, in general, space-frames. This type 
of structure has been used in offshore petroleum installationso However, 
it is noted that the model is equally valid for a space-frame on land 
subject to dynamic forces or seismic disturbances. 
It was decided that the mathematical representation of a contin-
uous structural model rather than a lumped-mass model would simulate more 
realistically the physical structure and it would give more information 
than the lumped-mass model for a given computational efforto To represent 
this continuous structural model the normal mode approach is used. Each 
component of the structure is considered to be a free-free element and 
Lagrange's equation is used to develop the equations of motion in terms 
of the normal coordinates of these components. Since these elements are 
actually connected to each other, geometrical constraints are necessary 
to tie the free-free elements into a structural system. Provisions are 
also made for including a rigid platform, or working deck, restraints 
arising from small cross-bracing, and soil restraints. By means of Hamil-
ton's equation and the equations of constraint a set of coupled equations 
which describe the motion of the structure is obtained. This set of equa-
ix 
tions is then transformed to a set of independent equations in the normal 
coordinates of the structure. 
The effect of the soil medium on the structure is represented 
by means of a Winkler foundation . The theory of elasticity is used to 
provide the appropriate constants for this representation . 
The hydrodynamic forces on the structure are obtained from the 
Morison force equation. The forces resulting from vortex action are 
also discussed, but due to the lack of knowledge of these forces, they 
are not included in the formation of the generalized forces, although, 
they could be added. The wave forces are considered for both the harmonic 
and random case . For the random case it is shown that the result i ng 
analytical expressions for the cross-spectra of the wave forces are 
untenable; however, a convenient alternative is presented for the 
analytic technique . 
An example is given of the application of the model to a realistic 
structure . The example structure has four legs which penetrate the soil, 
two tiers of horizontal bracing j and a rigid platform above the water 
surface . The physical parameters are varied to indicate the relat i ve 






This investigation is concerned with the dynamic response of an 
offshore structure which is subject to the restraints imposed by the 
soil foundation medium and to the random forces created by waves moving 
across the ocean surfaceo A mathematical model is developed which will 
provide a convenient means for analyzing the dynamics of the wave-soil~ 
structure system. Due to the stochastic technique employed} the mathe~ 
matical system is required to be linear in all aspects in order to keep 
the mathematics tractable. Although, the problem considered here is for 
a space-frame type structure subjected to wave 10adings 1 other loadings 
such as an impact force from a ship, seismic forces, and even forces due 
to machinery operating on the platform are easily handled with the tech~ 
nique developedo 
In the last two decades considerable attention has been given to 
the resources that are found in and below the oceanso In particular~ 
the petroleum industry has made great strides in locating and developing 
the oil and gas resources that are found below the ocean floor o These 
exploitations have generally resulted in the construction of multi~million 
dollar offshore facilities, which have generally been of either the perma~ 
nent or the temporary type. The United States Air Force, Navy and Coast 
Guard have also used permanent offshore facilities for defense and naviga-
tion measures. It is believed that these permanent facilities will be very 
important in developing the tremendous wealth on the continental shelf. 
The permanent structures are, in general, open, space-frame type struc-
tures supporting a working platform and they have elements protruding 
into the supporting soil. Successful design criteria were evolved for 
structures in shallow water. However, as efforts have been made to 
operate in deep water, it has been recognized that the design and con-
struction procedures must be changed or at least modified from those 
used in shallow water. In deep water the design of a structure must 
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not only reflect the safety requirements, but also the economic feasi-
bility due to the necessity to account for requirements due to the 
dynamics of the system. In deep water, it may not be economically feasi-
ble to design the structure so rigid that the dynamics of the system can 
be neglected. Thus, structural dynamics and risk factors have taken on 
new importance to those involved in the design and construction of off-
shore structures. 
Even a casual look at the environment in which these structures 
must remain (hopefully) should give an idea of the magnitude and complex-
ity of the design and analysis for a permanent offshore facility~ not to 
mention the problems attendant to the construction of a structure. 
Of great importance is the foundation on which the structure restso 
Quite commonly, deep piles are used for the foundation to restrain the 
structure against large movements. Naturally, there is an interaction 
present between the structure and the soil medium surrounding the struc-
ture. The fluid medium surrounding the structure is equally important. 
It is, of course, quite general knowledge that the waves on the ocean sur-
face create large forces on structures. For the design and analysis of 
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shallow water structures, these forces have been assumed to act statically 
on rigid structures; this cannot be assumed for very flexible structures 
because the lower natural frequencies of the structure may be near the 
wave frequencies. Moreover, dynamic forces are not always easily des-
cribable since not all of the waves are of the same shape and frequency, 
and generally the only way to characterize the forces is with the use of 
probabilistic techniques. 
The core of the mathematical representation is the structural 
model. Unlike all of the lumped-mass models currently in use, this model 
represents the structure as a continuous system of individual elementso 
Since the actual system that is being modeled is continuous it is felt 
that a continuous model provides a better representation. The normal mode 
approach is used to obtain this continuous representation. Actually, the 
normal mode approach is quite general in that any form of concentrated or 
distributed loading may be applied and the properties of the elements may 
vary in any realistic manner. The normal mode approach is also quite amen-
able to the stochastic approach, which is needed to characterize the ran-
dom vibration resulting from the random wave forces. 
The reaction of the soil to the deflections of the structure are 
accounted for as external forces on a freely standing structureo The 
Winkler hypothesis (75) is used to represent the reaction of the soil to 
structural deflections. These forces are then coupled with the structural 
stiffness to give the stiffness of the soil-structure system. 
The hydrodynamic forces acting on the structural elements are of 
three types: (1) drag, (2) inertia, and (3) vortex. The first two forces 
can be handled by means of the ordinary force equation as originally 
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presented by Morison, O'Brien, Johnson, and Schaaf (57). The vortex forces 
cannot be handled in as convenient form for many complex cases o The drag 
and inertia forces, however, are easily adaptable to a stochastic approacho 
The stochastic model used is essentially the spectral analysis 
technique presented by Blackman and Tukey (9) and Bendat and Piersol (5). 
Knowing a sea-surface spectrum, a response or deflection spectrum can be 
obtained when the transfer function, which depends on the mathematical 
model for the system, is known. The sea-surface spectrum is obtained either 
from data or from some other techniques such as those given by Kinsman (44). 
A numerical example is given to illustrate the usefulness of the 
developed mathematical model of the system. The example is, hopefully, 
typical of what might be designed for particular conditions. Also, the 
example is intended to cover the detail not included in the development 
of the model. Both harmonic (sinusoidal) and random wave forces are con-
sidered in the example. Lastly, some parameters of the system are varied 
to give an indication of their effect on the structural response. 
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CHAPTER II 
THE NORMAL MODE APPROACH 
A summary is made of the procedures that have been used or rec-
ommended by engineers engaged in the analysis and design of fixed off-
shore structures. The normal mode technique is then introduced and 
compared to other methods. The equations of motion are given for longi-
tudinal, torsional and bending vibrations and are transformed from the 
coordinate systems of each individual element in the structure to the 
generalized, ertho-normal, structure coordinates. Solutions are then 
found for both harmonic and random forcing with viscous and structural 
damping included. The solutions give the displacement at a given point 
at any desired time for periodic forcing and gives the spectral density 
of the response at a point in terms of the power spectral density of the 
random forcing function. Lastly a method is given for finding the stresses 
at a point in the structure. 
A Comparison of Proposed Methods with the Normal Mode Method 
There probably have been as many techniques for the design of rigid 
space-frame type offshore structures as there have been designerso Now, 
different procedures for deep water structures than for shallow water 
structures seem to be justified. All of the design methods, however, 
can be grouped conveniently into the four classifications proposed by Nath 
and Harleman (58). The classifications were: (1) deterministic static 
design, (2) stochastic static design, (3) deterministic dynamic design and 
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(4) stochastic dynamic design. A description of each technique follows: 
(3) 
(4) 
A maximum wave is predictedo The forces from this wave are 
applied to the structure as static loads and the structural 
response, such as stress, is calculatedo A factor of safety 
is incorporated into the design in the determination of the 
allowable stresso 
First a small amplitude wave is consideredo The forces are 
applied as in (1) and the response is calculated. Then ran-
dom waves are considered and the wave spectrum is predictedo 
With the information about the "stati~t response of the struc-
ture to a small amplitude wave and knowledge of the water 
surface statistics, the statistics on structural response, 
such as stress, can be calculatedo Then probabilities con-
cerning structural response can be calculated. 
The amplification factor involving the interplay between the 
structure and periodic waves of a discrete frequency is con-
sidered. Maximum stresses are calculated from the periodic 
design wave and the structure is proportioned so that allow-
able stresses are not exceeded. A factor of safety is inclu-
ded to account for the possibility that the actual loading 
conditions are more severe than the design conditions. 
First the structural response to small amplitude periodic 
waves is determined. Then random waves and the wave spectrum 
is considered. In a manner similar to that used in path (2) 
the statistics of the structural response are calculated by 
first determining the spectrum of the response and then the 
probabilities concerning structural response are determinedo 
Until recently only the static deterministic designs were considered 
in detailed studies; this was because of the ease of increasing the funda-
mental natural frequency of the structure to many times the expected wave 
frequency. An example of this type of design was given by Howe (38) where 
he illustrated the calculation of the deflections, stresses, and fundamen-
tal natural frequency for a full template, a partial template and a simple 
frame. Quinn (70) gave an example of determining the maximum total force 
and moment on an unbraced pile-supported structure. Meith and Gooch (56) 
presented a lucid description of the static design technique utilized by 
the Chevron Oil Company. They discussed in detail their computer programs 
for determining the forcing function which produced the maximum total force 
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and for performing a stress analysis. 
The above methods found the forces and moments for a wave field 
with only one "apparent" wave frequency. However, in actuality it is 
very seldom that the wave field can be entirely characterized by a single 
frequency. Generally the wave field can best be described by a spectral 
density function. A spectral density function can be thought of as tell-
ing what height wave at a given frequency needs to be used so that when 
all of these waves are superposed the statistical properties of the result-
ing wave will be the same as those of the wave field. The first use of 
random wave forces in the structural design was by Borgman (12). 
Borgman developed a transfer function which in effect transformed 
the wave surface spectral density to the total force spectral density or 
overturning moment spectral density. His results were valid for an arbi-
trary array of piles as well as a single pile. By assuming that all the 
projected area and volume of any bracing could be distributed along the 
vertical piles, he obtained a closed form solution for a "physically 
realistic" structure. This method resulted in a static structural design. 
However, it can be applied also to a single-degree-of-freedom dynamic 
structural model. Although one might think, as did Nath and Harleman 
(58), that this method was for structures subject to shallow water waves 
since it was a static design, this was not the case since the assumption 
made by Borgman of the Airy wave theory precluded application to shallow 
water waves. However, as will be shown later, his results can be used for 
fairly shallow water waves with good results. Shallow water waves~ in 
the hydrodynamical sense, occur only when the water depth is less than 
one-half the wave length. 
• 
In general, structures designed by various methods and placed in 
shallow water have had a relatively good record. Now, newer challenges 
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of ocean exploration and exploitation have pushed offshore structures into 
deeper and deeper water. One has come to realize that the gap between 
the requirements of safety and economy also grow wider and wider. Thus 
a designer cannot now continue to add bracing to keep the frequency of 
the structure above that expected for the wave field without due regard 
to cost. Hence, the designs have switched from the static with high 
natural frequencies for shallow water structures to the dynamic with much 
lower frequencies for the deep water structures in order to satisfy the 
demands of economyo 
Newmark (59) was the first to present a method for calculating 
the dynamic response for "any complicated system." Newmark's method 
"oo.is based on a step by step integration of the equations of motion, 
using essentially only Newton's laws, with some minor modifications in 
the mathematics to insure convergence and/or stability of the calculation 
scheme." His method consisted of representing the structure by a lumped 
mass system as fine as desired. To the writer's knowledge this method 
has never been followed for the design or analysis of an offshore struc-
ture, 
It was not until the investigation (80) into the collapse of the 
Air Force Texas Tower Number Four that the full importance of a dynamic 
design was realized. Since that time nearly all proposed design tech-
niques have been of a dynamic nature. The method proposed by Harleman~ 
Nolan and Honsinger (37) is a published example of the trendo 
The method of Harleman, Nolan, and Honsinger reduced the problem 
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to the case of a one-degree-of-freedom system which was easily solved by 
standard vibration techniques. For a four legged unbraced platform the 
model was a mass connected to four springs which in turn were connected 
to a foundation. The generality of the method mentioned by the authors 
apparently was embodied only in the selection of the number and size of 
legs of the unbraced platform and the type of connection allowed on the 
legs. 
Anderson, Bartholomew, and Wong (2) also developed a deterministic, 
dynamic structural model which was quite different from other methods. 
From first glance it appeared that it was very general, including lateral, 
longitudinal and torsional vibrations; however, due to the approximations 
made, the importance of the generality was reduced. According to Anderson, 
Bartholomew, and Wong " .•• the structure was modeled using an °equivalent 
beamo approach, i.e., a beam having distributed stiffness characteristics 
such that it would deflect the same under identical loading conditions as 
the average space-frame at a given level deflects." The dynamic response 
obtained from the "equivalent beam" was used in obtaining loads for a 
three dimensional space-frame static analysis which was then made to cal-
culate stresses in the structural elements. 
The method developed by Shubinski, Wilson and Selna (74) approxi-
mated a structure by lumped masses at each connection. This required six 
times as many degrees of freedom as there were connections. A standard 
transformation was made to reduce the system of coupled differential equa-
tions to a smaller system of uncoupled differential equations. This trans-
formation technique is somewhat similar to that of the normal mode approach 








coupling between the drag force and the structural motiono 
The most rigorous account of stresses 9 strains~ and natural fre-
quencies of space frames subjected to dynamic loading was given by 
Billington, Gaither 9 and Ebner (6). They used the matrix Myklestad-
Thomson method, as developed by Pestel and Leckie (65), in which the 
distributed mass of a slender member was lumped at discrete pointso This 
method was developed such that the mathematical model was very similar 
to the real structure as shown in Figure 10 
Figure 10 The Gaither Lumped-Mass Modelo 
According to them, 
By the use of a lumped-mass system to describe a structure 
subjected to wave forces we may (1) apply wave forces of any 
magnitude, direction and elevation directly to any part of the 
structure on which they act, (2) find all resonant frequencies 
in the range of the waves expected at the site and (3) compute 
complete information on deflections, rotations, moments and 
shears at all parts of the structure, even at resonanceo 
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The primary advantage of this method was its application to realis-
tic models of an actual structure. However , a most significant disadvan-
tage was the requirement of extensive calculations for every forcing func -
tion for each geometrical configuration. This characteristic all but 
precluded the adaption of it to a random process; since a computation 
began with the selection of a frequency of the forcing functio n, a solu -
tion would have had to be performed many times to obtain the frequency 
response fUnction or impulse influence function . 
The fourth approach mentioned by Nath and Harleman (S8), which 
leads to a dynamiC, stochastic structural model ~ was followed in only two 
publications -- Foster (33) and Nath and Harleman . This is somewhat 
puzzling since it is now commonly believed that for future structures the 
final structural deSign should reflect the consideration of not only the 
dynamics of the structure but also the probabilistic nature of the forcing 
functions. 
The procedure presented by Foster used a lumped-mass approxi mat i on 
along with non-linear damping. Due to the damping he used a nonclassical 
modal superposition technique to solve the resulting system . He noted 
that using the random process approach, an optimum solution could be 
obtained for the support spacing to keep the largest stresses under the 
limits set by safety standards . This observation was also made by Nath 
and Harleman . 
In the report of Nath and Harleman a lumped -mass system was used 
which was somewhat similar to the other lumped-mass systems . For their 
stochastic model, a transform was found from the wave height spectrum t o 
a structural response spectrum . According to the authors, " .• • analytical 
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results are presented which describe the response, such as the platform 
deflection or bending stresses in the supporting legs, with the aid of 
the spectrum concept. That is, given the wave spectrum, the platform 
response may be predicted." 
Briefly, a lumped-mass system is obtained for a single structural 
element by dividing the element into sections and replacing each section 
with an equivalent massless section that has the same length and the same 
stiffness properties. To each of these equivalent sections is added a 
concentrated equivalent mass, which must be estimated by some artificial 
means, at some point of the section. When each element is "lumped" and 
added together the entire structure has been replaced by an equivalent 
lumped-mass system. At one extreme the structure is modeled by a single 
lumped-mass whereas at the other extreme the structure approaches the con-
tinuous system as the number of degrees of freedom is increased from the 
sum of the degrees of freedom attributed to a mass to infinity for the 
continuous system. 
It should be obvious that the static approximation cannot be 
applied to the dynamic case; that is, a method of analysis for shallow 
water structures is not applicable to deep water structures. However, the 
dynamic method can be used to analyze structures subjected to shallow 
water waves, provided the necessary assumptions are madeo Hence, it 
would be unfair to compare the static methods with the dynamic methods 
except for the case where the natural frequency of the structure is much 
higher than the expected range of wave frequencies. A similar argument 
holds for the comparison of a stochastic model with a deterministic modelo 
Before comparing all of the procedures for computing the response 
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of offshore structures, the one-degree-of-freedom models can be imme-
diately dispensed with by heeding Billington, Gaither, and Ebner's obser-
vation (6) that 
Use of the more rigorous analysis ••• removes the three 
limitations imposed by the single-degree-of-freedom idealiza-
tion: (1) that wave forces cannot be applied directly to the 
supporting piles, (2) only one resonant frequency can be 
obtained, and (3) its accuracy depends on an estimated equiva-
lent mass. 
All of the dynamic methods could be adapted to a random process 
technique although the transformation would be very cumbersome in most 
cases. It appears that the best available model would be that due to 
Gaither adapted to a random forcing function. However, as indicated 
above, this would be an inefficient procedure for obtaining a structural 
response spectral density, although no other method is refined enough to 
give as good results. Also, only the "equivalent beam" method of Anderson, 
Bartholomew and Wong (2) even considers the effect of longitudinal and 
torsional vibration. 
In brief, the normal mode approach is a method for determining the 
response, frequency, and deflection, of a structure which is subjected 
to a time dependent forcing function. Consider an element, vibrating in 
its kth mode of natural vibration with a shape that is described by ~k(x), 
where x is the distance along the longitudinal axis. In the normal mode 
approach the deflection w(x,t) of that element in the z direction is 
assumed to be given by 
ex> 




in which ~.(t) are defined as the normal coordinates. Thus, the problem 
J 
is transformed from finding w(x,t) to obtaining ~.(t); j = 1,2,3,'00,00 
J 
(or in reality j = 1,2,3, ••• ,m). Although the order and degree of the 
equations of motion are the same as in the lumped-mass system, the dif-
ferential equations of motion are decoupled when the displacements are 
expressed in terms of the normal modes. Thus, instead of solving n simul-
taneous differential equations, it is only necessary to solve m indepen-
dent differential equations. The primary advantage of this approach is 
that the independent equations of motion are solved for the homogeneous 
case only once, for a given geometry, and not every time the forcing 
functions change as is necessary in the case of the lumped-mass systems. 
Moreover, for a harmonic forcing function the system of equations can be 
solved for an arbitrary amplitude and frequency. This method is easily 
adapted to give a random output for a random input; that is, a response 
spectral density for a force spectral density. 
All of the previously proposed techniques were based on the lumped-
mass representation. The normal mode method used in this thesis is some-
what more realistic in that it allows a continuous distribution of all 
parameters, although it can be used for lumped-mass systems. The conven-
ience of using random forcing functions can be another major advantage 
since it can save a tremendous amount of computational time. Another time 
saving factor is that all of the natural mode shapes and frequencies are 
found directly from an eigenvalue problem, whereas the method of Gaither 
requires a complete solution of the problem at various frequencies by trial 
and error until the eigenvalues are found. Also it is relatively easy to 
include both longitudinal and torsional vibration as well as the usual 
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bending vibration. 
Three of the qualifications that are desired in a mathematical 
representation of a real structure are: (1) the model should adequately 
represent the important qualities of the structure, (2) the evaluation 
of the model should be relatively easily performed and (3) the actual 
results of the model should be accurate and dependable. Thus, to be a 
good model, the representation should be complete, efficient and accurate. 
Therefore, it appears that the normal mode approach, within the 
framework of a stochastic model, satisfies the first and second require-
ments for a good model. A solution for a realistic example is necessary 
before it can be ascertained if the third criterion is satisfied by the 
normal mode method. 
Equations of Motion in Normal Coordinates for a Structural Element 
The basic advantage of working with normal coordinates is that the 
differential equations of motion are uncoupled when no forces due to sys-
tern motion are considered. This is quite important for systems that 
require more than a few coordinates to describe the system. Although 
the same number of second-order, ordinary differential equations exist 
for representations with and without coupling, the existence of coupling 
requires that all of the differential equations be solved simultaneously. 
If solutions are desired for many forcing functions~ the selection of an 
analysis procedure can be very crucial. In this section the equations of 
motion are developed for axial, bending and torsional vibrations. 
Generalized Coordinates 
It is easy to show that the equations of motion of a system can be 
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formulated in a number of different coordinate systemso However 9 to 
completely describe the motion of a system of n degrees of freedom, n 
independent coordinates are requiredo 
Dependency among the coordinates describing the configuration 
of a mechanical system is caused by constraints in the systemo For 
example, if there are n masses in a two-dimensional space and m equations 
of constraint, only 3n-m coordinates are independento This suggests 
that a new set of 3n-m coordinates can be introduced which are indepen-
dent and which can be transformed back to the original coordinate system. 
The independent coordinates are called II generalized coordinates H since 
they are unconstrained. 
Consider a set of constrained coordinates wl~ w29 w3~ooo,wn to 
which is applied the coordinate transformation 
in which the qQ s are a set of generalized coordinates, The differential 
or in matrix notation 
where 
m 
~ = L 




If the transformation is linear, [Q] is constant; hence 
( 6) 
Normal coordinates are a special set of generalized coordinates tql~ 
which uncouple the equations of motion so that each can be solved inde-
pendent! y. 
Damping 
The purpose of this section is not to give a comprehensive survey 
of the literature but to discuss the fundamentals of damping necessary 
for the proper use of the damping terms in the Lagrange equations, Equa-
tion (10) as shown below. 
The actual description of the damping mechanism associated with 
the dissipation of energy in a system is a complex task. This is because 
the damping may be a function of displacement, velocity, stress, and 
other seemingly unrelated factors such as the thermodynamic properties 
of the structural system and its environment. Fortunately, much success 
has evolved with the conception of ideal damping modelso These models 
are listed by Hurty and Rubinstein (40) as (1) structural damping, (2) 
viscous damping, (3) Coulomb damping, and (4) negative damping. Only the 
former two will be considered in this investigationo 
Structural damping is caused by internal friction within a struc~ 
tural system with contributions from either individual elements or struc-
tural connections or botho The damping forces are assumed to be propor~ 
tional to the elastic forces in the system, as long as the system remains 
elastic, and are opposite in direction to the velocity vectorso Symboli-
cally, the relationship between the structural damping force FS and the 
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elastic force FE for simple harmonic motion of a system is given by 
(7) 
where ~ is the proportionality constant. 
Viscous damping is due to the vibration of the structural system 
in a viscous medium and is quite often a function of the square of the 
velocity. Fortunately, a linear approximation gives good results con-
sidering that the viscous damping model is itself approximateo The non~ 
linear model requires a much more complex solution as evidenced by the 
work of Foster (33). This nonlinearity would also require exclusion of 
many forms of the random process approach as well as the modal representa-
tion. The viscous damping force FV(x,t) is assumed to be proportional to 
the jth velocity w.(x,t). Thus 
J 
where CV(x) is the constant of proportionality. In order to uncouple 
the equations of motion in the normal coordinates it is necessary to 
(8) 
assume that CV(x) is proportional to either the mass or the stiffness of 
the system. It is assumed here that it is proportional to the mass so 
that 
&J .~ .m( x) 
J J 
(9) 
in which w. is the jth natural frequency, ,. is the jth damping factor 
J J 
corresponding to the jth natural mode of vibration 1 and m(x) is the mass 
per unit length. 
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Equations of Motion 
Before the equations of motion can be derived, a method of develop-
ment must be chosen. According to Chen (20) two general approaches are 
available for formulating the equations of motion of a dynamical system. 
The first is the force-acceleration method and it consists of analyzing 
the forces and the torques applied to the system and relating them to the 
accelerations by means of the D'Alembert principle. The other approach 
is the energy method and it requires that the expressions for the energy 
of the system be used in conjunction with Lagrange's equation. Of course, 
the use of Hamilton's principle would lead to the same result as would 
Lagrange's equation. The energy method has the advantage of completely 
eliminating from the derivation the unknown forces of constraint, which 
in most cases are not the quantities of primary interest. The approach 
to be followed in this thesis will be the Lagrange-equation method. The 
development of the equations of motion is intended only to be cursory. 
Following basically the notation of Hurty and Rubinstein (40), the 
jth Lagrange equation is given by 
(10) 
in which T is the kinetic energy, U is the potential energy, R is the dis-
sipation function and ~. is the jth generalized force. The structural 
J 
damping coefficient is given by ~ and i is the unit imaginary number. 
The independent coordinates, ~., are normal coordinates defined by 
J 
00 
w(x,t) (11 ) 
where w(x,t) is the deflection of point x at time t of the element and 
~.(x) gives the deflection of the element when it is vibrating in its 
J 
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jth natural mode. The functions T, U, R, and ( . will now be evaluated. 
J 
Consider first the structural element shown in Figure 2 of length 
L, mass per unit length m(x), and bending stiffness EI(x) to be under-
going bending vibrations in the x-z plane. From Bisplinghoff, Ashley~ 




Figure 2. Bending Vibration in the x-z Planeo 
of the beam are, for small deflections 




1 J L 2 U = 2' E I ( x) [w" (x, t ) ] d x 
o 
Following standard notation, the dot and prime denote differentiation with 
d 
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respect to time and displacement, respectively. Substituting Equation 
(11) into Equations (12) and (13) 
(14) 
and 
Since the natural mode shapes are orthogonal, the integral in Equation 
(14) is zero for j f k; thus 
00 
T = ; L Mj~} (16) 
j=l 
in which M. is the generalized mass corresponding to the jth mode and 
J 
is given by 
M. = J L m(x)q>.2 (x)dx 
J 0 J 
(17 ) 
From the conditions of orthogonality, the integral in Equation (15) must 
also vanish for j I k. Hence 
00 
( 18) 
in which w. is the natural frequency corresponding to the natural mode 
J 
shape cp. (x). 
J 
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The dissipation function does not necessarily have to be treated 
separately, instead, the viscous damping as well as the structural damp-
ing can be left in the generalized force term. Making use of Equation 
(9) the dissipation function 
becomes 
R = 2w,t; ,r 
J J 
(20) 
It should be noted that the form of Equation (9) was required to keep 
the equations uncoupled; that is, to keep the equations of motion uncoupled 
Cv must be proportional to either the mass or the stiffnesso 
Substituting the kine~ic energy, the potential energy and the 
dissipation function expressions, given by Equations (16), (18) and (20), 
into Lagrange's equation given by Equation (10) yields 
M.;;. + 2Cw.M.~. + (1 + i~)w.2M.f). = C 
J J J J J J J J J J 
The virtual work done by the distributed force F(x,t) during the 
virtual displacement ~w(x,t) is given by 
L 
bWork = J F(x,t)ow(x,t)dx 
o 
00 L 
= I b~, J F(x,t)~o(x)dx 
j=l 
J 0 J 





the virtual displacements is 
00 
~Work = \' ~f1.1; , 
~ 'fJ J (23) 
j=l 
Therefore, for the virtual work described in Equation (22) to be the 
same as that described in Equation (23) the following must be true: 
L 
1; .(t) = f F(x,t)q>.(x)dx 
J 0 J 
(24 ) 
This is the expression for the generalized force to be used in Equation 
(21). 
The equations of motion in normal coordinates for bending vibra-
tions in the x-z plane due to the forcing function F(x~t) with viscous 
and structural damping are given by Equation (21). Each equation is 
uncoupled from the others so that each can be solved independently. The 
only assumptions made in the derivation of these equations are (1) small 
deflections, (2) structural damping that is proportional to the elastic 
forces in the system, and (3) viscous damping that can be represented as 
being proportional to the mass per unit length. 
Y If to the structural element shown in Figure 2 a force F (x,t) is 
applied such that the element vibrates in bending in the x-y plane, the 
dynamics of the system in that plane can be represented by an equation 
similar to that for the x-z plane. In fact, the new equation would be 
M Yo. Y + Y Y Y. Y 0 Y y2 Y Y Y 
. t'J. 2'. w. M 0 fJ. + (1 + lj..L )w. M 0 1'] 0 = l;. 
JJ JJJJ J JJ J 
(25) 
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where the superscript Y is used to denote that the equation is only valid 




Y J,L Y y t 0 (t) = F (x ~ t)q> 0 (x) d x 
J 0 J 
(28) 
where q> Y(x) is the mode shape for the jth natural mode and it is id~n­
J 
tical with q>~ (x), where the superscript Z denotes bending in the x-z 
J 
plane~ if the element is axisymmetric. Also <.. '! and f.L Y will be iderlti::al 
] 
with" oZ and f.LZ if the element is axisymmetric. Note that expressing the 
J 
dynamics of the system in two independent coordinate systems implies that 
the two bending modes of vibration are uncoupled. 
Consider the same element shown again in Figure 3 to be vibrating 
G 
in a torsinnal mode due to an exciting moment F (xit). The element is 
assumed to have in addition to the properties indicated above a torsional 
stiffness GJ(x) and a mass moment of inertia~ per unit length, I (x). 
o 
It can be shown that the expressions for the kinetic and po~entia: 






( ( ( ( -i-e 
x 
Figure 3. Torsional Vibration. 
and 
e 1 J L 2 U = 2 GJ(X)[Si(X,t)] dx 
o 
( 30) 




Following the techniques used in obtaining Equation (21), Equations (29), 




M ,8 = f I (x) q> ~2 ( x ) d x 




Equation (32) represents the uncoupled equations of motion in 
the normal coordinates for an element being excited in torsional vibra-
tion by the forcing function F8 (x,t). Because the equations are uncoupled 
they can be solved individually for each 
G Again the independence of the ~, 
J 





d Z, I' th t an ~, lmp les a 
J 
there is no coupling between the different modes in an element. This is 
entirely satisfactory with the limitations imposed by the assumption of 
small deflections. 
Consider further that the element is forced to vibrate longi-
tudinally by an exciting force per unit length FX(x,t) as shown in Figure 
4. 
z 




Figure 4. Longitudinal Vibration. 
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A cross-sectional area A(x) is assumed to exist in addition to the prop-
erties described aboveo 
The expressions for the kinetic and potential energy are given by 




Assuming, as before, that u(x,t) can be adequately represented 
by an infinite series in terms of normal modes yields 
00 
Following the procedure used to obtain Equation (21), Equations (35), 
(36) and (37) when substituted into LagrangeDs equation yield 
M X 00 X + X X X 0 X • X X2 X X l" oX • VJ" 2~. W 0 M 0 fJ. + (1 + lj.L )1.1. M. fJ 0 = <, 
J J J J J J J J J J 
(38) 
where 
X L X2 
M. =f m(x)cpo (x)dx 
J 0 J 
(39) 
and 
X fL X X E:. (t) = F (x,t)CP. (x)dx 
J ' 0 J 
(40) 
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Equation (38) represents the uncoupled equations of motion for an element 
X experiencing axial vibrations due to an external force F (x,t) and Equa-
tions (39) and (40) give, respectively, the generalized mass and the gen-
eralized force for the axial vibration. 
As before, attention is drawn to the fact that no coupling is 
allowed between the longitudinal mode and any other mode of vibration. 
This is valid for small deflections. However, one should not design a 
structure by the small deflection concept without knowledge of the inaccu-
racies involved if in reality the deflections are not small. 
The natural mode shapes can be obtained in many ways. If the 
element has continuous properties then a good method is to use the equa-
tions of motion without damping and forcing which yields the desired mode 
shapes. If the properties are not easily handled by the above method or 
are not continuous then an approximate procedure such as the Raleigh-Ritz, 
Galerkin, or Stodola technique (40) can be used. The natural frequencies 
will be obtained in the process of determining the natural mode shapes. 
In this section Lagrange is equation has been used to obtain the 
equations of motion. The introduction of normal coordinates has yielded 
sets of independent differential equations for each mode of vibration --
bending in the x-y plane, bending in the x-z plane, torsional, and longi-
tudinal. It should be noted that the forms of all of these equations are 
identical which is not the case when the equations of motion are expressed 
in the respective variables u, v, w, and e. 
Equations of Motion for a Structural System 
In the previous section the equations of motion were developed for 
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a structural element in the normal coordinates of that element. It should 
be obvious, however~ that the selection of a set of generalized coordi-
nates for any system other than a simple one is a formidable task. A 
more straight-forward approach is to treat each element of the structure 
individually and then tie all of the individual elements together into a 
composite structural system. This procedure is often followed in the 
aircraft industry for the calculation of the response of the vehicle to 
a dynamic loading. 
The procedure is to first divide the structure into its component 
parts (individual elements) and write a set of equations of motion for 
each component in terms of its own normal coordinateso A set of constraint 
equations are written to bring the individual elements into one system. 
Then a new set of equations are found which, when uncoupled by a suitable 
transformation, are solved for the appropriate forcing function. Only 
harmonic and random forcings are considered here; the solution for other 
deterministic forcing functions would follow in a manner similar to that 
for the harmonic forcing. 
This section is completed with the presentation of a technique for 
obtaining the stress at any point and at any time for a given forcing 
function. 
Constraints 
Constraints are present in most dynamic systems. Consider, for 
example, the classic case of the ball rolling on a rough plane; the plane 
is a constraint. When the rod of the pendulum is assumed to be inflexi-
ble the system is thereby constrained. 







in terms of the coordinates describing the system. The nature of these 
expressions or II constraint equations" constitute their classification (20
j
26)o 
In general, all constraints are reducible to the form 
(41 ) 
where m is the number of constraints and n is the number of constrained 
coordinates. F. represents a function which can, in general, be in dif-
J 
ferential form. If F. is a non-integrable differential, the system is 
J 
nonholonomic, otherwise it is a holonomic system. The ball rolling on 
the plane is an example of the former classification and the inflexible 
pendulum is representative of the latter classification. If the constraint 
is time dependent it is classified as rheonomic; if it is not time depen-
dent it is classed as scleronomic. Only holonomic, scleronomic constraints 
appear in the structural systems considered in this investigationo 
Since primarily space-frames are under consideration for off-shore 
structures, only such constraints as might arise in such systems are con-
sidered with the exception of a rigid platform connected to the frame 
structure. 
Consider first the constraints created by joining together two ele-
ments at point p as shown in Figure 50 Without considering whether the 
joint is rigid or not several constraints can be written. Since the two 
elements always remain in contact 
uA(p) wB(p) ::: 0 
vA(p) uB(p) ::: 0 (42) 














Figure 5. Connection of Two Elements. 
p 
C 
Figure 6. Connection of Three Elements. 
where u~ v, and w refer to displacements in the x, y, and z coordinate 
system corresponding to the element indicated by the subscript on the 
deflection. If the joint is pin-connected then there are no more con-
straintso However, for a rigid joint the following constraints on the 
rotations are applicable: 
32 
vA(p) + ws(p) = 0 
wA(p) + 9B(p) = 0 
eA(p) - vs(p) = 0 
(43) 
in which the prime denotes differentiation with respect to the axial 
coordinate of the element indicated by the subscript. 
As a more complex example consider the joint connection shown in 
Figure 6. 
The condition that requires all elements to be in contact yields 
the constraints: 
uA(p) = wB(p)cos a - uB(p)sin a = 
wA(p) = vB(p) = vc(p) 
(44) 
Considering elements A and B to be rigidly connected at the joint and C 
to be pin-connected yields the following additional constraints: 
V Ai (p) + ws(p) = 0 
wA'(p) + 9B(p) = 0 (45 ) 
9A(p) - vB'(p) = 0 
II 
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It can be seen that if there are n elements meeting at a joint then the 
maximum number of constraints will be 6(n-l) whereas the minimum number 
of constraints will be 3(n-l). 
Consider now a rigid platform, which has six degrees of freedom 
and to which is connected, at point p, a flexible structural element, as 
shown in Figure 70 Assume that the center-line of element A is offset an 
angle of a from a line parallel to the wp axis yet it remains parallel to 
the up - wp plane of the platform. The requirement that the component 
and the platform always remain in contact is expressed by 
(46) 
where Ll is the distance along the up axis to point p and L2 is the dis-
tance along the vp axis to point po If the component A is pin-connected 
to the rigid platform no additional constraints exist. However, if the 
member A is rigidly connected to the platform then the following con-
straints are valid: 
(47) 
,1, - e (p) = 0 fp A 
The extension of the mathematical representation of the physical constraints 
to more complex systems should be obvious. 
















Figure 8. Approximation of Small Element (a) with Spring (b). " 
35 
entire system in the normal coordinates of the individual elements, a 
system of linear algebraic equations would result. Thus, an expression 
can be given in a general form for the system of holonomic, scleronomic 
constraints as 
00 
L Bjk~k = 0 j = 1~2,3,.o.,m 
k=l 
(48) 
in which ~k represents the kth normal mode of the entire set of all the 
n component modes and m is the number of constraints. 
The proper use of the normal mode technique requires that all 
components of a structural system be simulated dynamically. However, if 
there are elements whose masses per unit length and stiffnesses are much 
smaller than those of the other elements of the structure, then a good 
approximation is often obtained by neglecting the structural dynamic 
properties of these members. In effect these members are treated like 
springs as shown in the example of Figure 8. The stiffness of the spring 
is found from statics to be AE/L where A is the cross-sectional area, E 
is the modulus of elasticity and L is the length of the member being 
approximated. This constraint is not like those discussed above since 
this form does not affect the number of independent coordinates as long 
as the inertial properties are not included but rather it is considered 







Now, considering the individual forcing components on the elements A 
and B yields 
F X = -F cos a A 
F Z = -F sin a A (50) 
F X = F sin a B 
F Y = F cos a B 
As before, the presence of the constraint causes the equations of motion 
to be coupled. Although the above example is relatively simple, the 
extension to more complex systems presents no difficulties. 
Another form of constraint that occurs in the type of structure 
considered here is due to the resistance of the soil foundation to the 
displacements of that portion of the structure embedded in the soil. The 
soil restraints are treated as external forces acting on the structureo 
Thus, the use of soil restraints results in a coupling of the equations 
of motion. The form of these restraints will be 
F(x,t) = aw(x,t) (51) 
where F(x,t) is the force on the element to which the deflection w(x,t) 
belongs and a is the coefficient to be determined later, in Chapter III. 
Like the spring above, this form of restraint does not affect the number 
of degrees of freedom; it merely couples the equations of motion. 
The use of the equations of constraint with the equations of motion 
will be treated in the following section. 
h 
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Transformation of Coordinates 
Thus far the equations of motion have been obtained for each com-
ponent in its own normal coordinate system, and a series of physical con-
straints have been formulated that will bring the individual elements 
together to form a structural systemo This section will take the equa-
tions of motion for each element and transform them to a generalized 
coordinate system which will yield a set of coupled differential equationso 
By means of an appropriate transformation, a set of uncoupled normal coor-
dinates will be obtainedo The procedures used in this section are some-
what similar to those presented by Hurty (39) and Pierce (66). 
Consider that all of the equations of motion in the component 
normal coordinates are written as a single matrix equation as 
(52) 
where the coordinates {q} are used because the component normal coordinates 
are no longer independent and are given by 
{q} = (53) I I 
I 
in which the {~AJ, [~BJ, and f~K] represent the qormal coordinates cor= 













It should be obvious now that the matrices C, w MJ and ('( 1 +ifl)w 2M J are 
of the same form as matrix t MJo Similarly,g} is of the same form as t1'Jfo 
If the same ordering is used, the equations of geometric con-
straint, Equation (48) can be written in matrix form as 
LB] {q} = 0 (57 ) 
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Due to the presence of the constraints, not all of the coordinates 
in Equation (52) are independent. In fact, the number of dependent coor-
dinates is given by the number of equations represented by Equation (57). 
Hence, the dependent coordinates must be eliminated from Equation (52). 
The best method for performing this operation is believed to be the 
method of Lagrangian undetermined multipliers described by Goldstein (36). 
Although this technique is basically for nonholonomic constraints, it is 
also useful when it is inconvenient to reduce all the coordinates to 
independent coordinates in Lagrange's equation. 
Using the same notation as used in Lagrange's equation, Equation 
(10), Hamilton's principle is given by 
ddt (aT ) - (1 + i~)aau -aa~ +~~tlq.dt = 0 aq. q. '1' J J 
J J J 
(58) 
where tl and t2 are two arbitrary times and bqj is the virtual displace-
ment along the n q. coordinates and T, U, and R are of the whole system. 
J 
It is of course obvious that if the virtual displacements are independent 
Lagrange's equation follows from Hamilton's principle. Since the virtual 
displacements are not all independent when the entire structure is con-
sidered in the generalized coordinates, Equation (58) must be modified 
to produce a set of independent equations of motion. 
Although the following development can be accomplished using matrix 
notation, it is believed that a more lucid description is available 
through the subscript notation. 








Equation (58) is the method of Lagrangian undetermined multipliers (36). 
The virtual displacements must satisfy the equations of constraint of 
the form 
Ii 
I Bkjoqj = 0 k = 1,2,3, ••• ,m 
j=l 
From Equation (59) it follows that 
n 
(59) 
~k I Bkjoqj = 0 (60) 
j=l 
where Ak are undetermined functions in general of q, q, q, and to Summing 
Equation (60) over k and integrating from t1 to t2 yields 
n 
L AkBkjbqjdt = 0 
j=l 
Combining this equation with Equation (58) yields 
t n m 
f 2 \' [a.:L _ sL- (0: ) _ (1 +i~) ?u -~+C + \' A B .JOq.dt = 0 (62) t ~ Oq. dt (lq. oq. Oq. J ~ k kJ J 
1 j=l J J J J k=l 
Without any loss of generality, it is assumed that the first n-m oq. 's 
J 
are independent and the last m are dependent. Since the functions Ak 
are arbitrary~ they will be chosen such that the integrand in Equation 
(62) vanishes for the last m sums on j. Hence 
= 0; j=n-m+1,n-m+2,. o.,n 
( 63a) 
Now, Equation (62) becomes 
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m 
+ L AkBkjJOqjdt = 0 (64) 
k=l 
in which all of the virtual displacements are independent which requires 
that the integrand vanisho Thus 
0; j=1,2,3, ••• ,n-m 
(63b) 
Combining Equations (63a) and (63b), the complete set of Lagrange is equa-
tions are obtained 
m 
+ I AkBkj = 0; 
k=l 
j=1,2,3,ooo,n (65) 
There are now n + m unknowns, n qj'S and m AkQS, and n + m equa-
tions, Equations (57) and (65), which must be solved simultaneously. This 
appears at first to have complicated the problem but actually, as will be 
shown, a very simple form can be obtained with n-m unknowns and n-m equa-
tions. 
Writing Equation (65) in terms of the structural coordinates given 
by Equation (53) yields 
Since the first n-m equations in Equation (66) are in terms of the inde-
pendent coordinates, Equation (66) can be partitioned as follows 
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to. I} {OI) 110 q 1111000 q [M : M.J - - - + 2[ ( w M I (w M J ---0.0 I .0 q qJ 
o 0 2 0 q . I tI} (l +il-l-)w M:.] -;0 -La 
where the superscript "I" indicates those coefficients corresponding to 
the independent coordinates, [qlj, and the superscript "0" designates those 
coefficients corresponding to the de~ndent coordinates, {qOJ. Since the 
first three coefficient matrices are diagonal, Equation (67) can be 
written as two separate matrix equations. 
and 
From Equation (69) the following relationship is obtained for the {~J vec-
tor in terms of the dependent coordinates 
Thus, the functions f~1 are now known in terms of the dependent coordi-
nates. 




From this equation a relationship can be found between the dependent 




Using Equation (73) the functions {~} can be written in terms of the 
independent coordinates as 
{"j : _[BD)T-l~MDJ[CJ{qI1 + 2t,DwDJlJLCWl] 









rM1J[<l} + 2Cr,: IwIM1JUl} + ~(l+i~I)wI MI~tqI} 
+ [C)T~JlJ[C){qI} + 2t~wDMDJ[cHqIJ 








Rewriting Equation (76) gives 
[EJ{qI} + [FHqIJ + 2~~VMIJ +[C]Tt~DwDMDJ[C]{qIJ (SO) 
+ ~i~IwI2MIJ + [C]Tti~DwD2MDJ[C]Jrqll • {,~ _[C]T{,D] 
Equation (80) gives the equations of motion in the generalized coordinate 
system; a set of n-m equations are indicated. Thus, the problem has been 
reduced from one with n simultaneous differential equations to n-m simul-
taneous differential equations. However, the simultaneous equations are 
still undesirable to work with, thus the modal representation must now be 
orthogonalized and the normal coordinates of the complete structure ob-
tained. 
Before proceeding further the effect of the soil restraints will 
be included. Due to the interaction of the soil and structure systems the 
generalized forces are linearly related to the original normal coordinates 
as 
(81) 
where the subscript "s" indicates that this force is only due to the 
restraint of the soil. The coefficient matrix LA ] is defined in Equation s 
r 
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(152), Chapter III. Partioning equation (Sl) yields 
(I All 
I 
AID I I q 
S S I S 
I = --- ---- (S2) 
(D j~DI ADD D 
s L s s 
q 
Taking these forces out of the generalized forces in Equation (76) and 
retaining the same notation for the generalized external forces causes 
the right-hand side of Equation (76) to appear as 
{(I} _ [d{(DJ + [lA!I] - [A~D][C] - [C]T~A~I] -[A~]lCm {qIJ 
Redefining [F] as 
will result, again, in Equation (SO) but now with the inclusion of the 
soil restraintso In effect, the stiffness imparted from the soil to the 
structure is represented in the stiffness matrix [F]. If it is desirable 
to look at the structure without the effect of these restraints then the 
former definition of [F] is used. The analysis with or without the soil 
restraints proceeds from here in the same manner. 
To obtain the normal modes of the free-free structure the viscous 
and structural damping and the external forces are removed from Equation 
(SO) and harmonic motion is assumed; that is 
iwt e 
h Al I were qo is the amplitude of the deflection qo. 
J J 
(S4 ) 
So, Equation (SO) becomes 
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(S5) 
from which it is deduced that for a non - trivial solution to exist 
(S6) 
where t IJ i s the unit identity matrix . Equation (S6) yields the eigen-
value matrix, ~W2J9 and the normal mode e igenvectors, [ EV], which specify 
how much of the normal modes is present in each of the generalized modes o 
In other words, the w's are the undamped natural frequencies of the entire 
structure and the [ EV] gives the shape or maximum displacement of the 
entire structure at each natural frequencyo 
The transformation from the generalized to the normal coordinates 
of the complete system is gi ven by 
(S7) 
Substituting Equa ti on (87) into Equation (SO) and premultiplying by [ EV]T 
yields 
[EV]T[ E] [ EVl1;t'j + 2[EV]T~,TwIMIJ + [ C]T~,DwDMDJ [CD[EVll.~Sl (88) 
+ [EV]T~i~lwI2MIJ + [ C]Tti~DwD2MDJ [ CD[EVl{~SJ 
+ [ EV]T [ F] [ EVl£~S} = [ EV]T~~1j _ [ C]T{<D}} 
Since all matrix coefficient products on the left-hand side of the equa-





2 ~ 2 2 ~ ti~SwS MSJ = [EV]T ti~IWI MIJ + [C]TLi~DWD MDJ[C~LEV] (91) 
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Equation (94) is a complete statement of the motion of the dynamic sys-
tem. Knowing the forcing functions on the individual elements, £~SJ can 
be found; then the uncoupled equations represented by Equation (94) can 
be solved individually to give the displacement in terms of the normal 
coordinates {~S}. The solution to these equations will be given in the 
following sections. 
In order to determine the deflection w(x,t) from the normal coordi-
nate representation, recognize that the deflection 
m 
w(x,t) = L ~j(x)~j(t) 
j=l 






{w(x,t)} = LcpI(X)]{qI(t)} + [cpD(X)]{qD(t)} ( 97) 





Of course w(x,t) here is completely general in that it represents all 
deflections u, v, Wj and 6. 
Response for Harmonic Forcing 
The previous section transforms the problem of determining the 
response of a structure from the coupled coordinates of the individual 
structural components to the normal coordinate system of the entire 
structure. The task is now to solve the differential equations repre-
sented by Equation (94) for a given forcing function t~S3 which, to reiter-
ate, is obtained from 
{~S] • [EV)I ~~I] _ le)I {,OD (100) 
= lEV) I {Q OL F(x, t)~ I( X)dX} - le) I {( F(x, t)l( x )dJ} 
in which F(x,t) is the externally applied force (or torque) and cp~(x) 
J 
DID and cpo(x) correspond respectively to q. and qo. 
J J J 
No restriction exists on the form of the forcing functions. There-




to a sharp impact by a ship or a seismic disturbance as well as to wave 
forces. Another practical application of the procedure is for the deter-
mination of the response of towers subjected to random wind loads. 
Although each of these examples is very interesting, the scope of this 
investigation is such that only those forces and restraints as might be 
encountered by an offshore structure will be considered. 
As a prelude to the subject of random forcing considered in the 
next section the equations of motion will be solved for a harmonic forcing 
function. Because the solution of equations of the form of Equations (94) 
for harmonic excitation have been treated by many authors (8,40,73,77), 
no formal solution will be given here, but a solution technique will be 
outlined. 
If the structure is excited in a harmonic manner from rest, ini-
tial transients will exist; however, if damping is present the transients 
will soon dissipate and the structure will vibrate with the frequency of 
the forcing function at a constant amplitude. It is assumed that these 
transients are not as important as the "steady state" response, since the 
forces are expected to be generated by a continuous wave field. For con-
venience, subscript notation is used here. 
If every element of the structure is forced at a frequency Q then 
the generalized forcing functions become 
(~(t) 
J 
and the displacements are given by 
j = 1, 2 , 3 , ••• , n -m (101) 
( 102) 
Substituting these two relationships into Equation (94) yields 
S A~ 
t') • = ---L- H. (0) 
J S2 S J 
w. M. 
J J 
in which H.(Q) is the frequency response function given by 
J 






The frequency response function is often thought of as a magnification 
factor representing the ratio of the displacement which results when the 
loading is applied dynamically to the displacement resulting from a static 
load application. 
Writing Equation (102) in matrix notation gives 
(105 ) 
Using this relationship together with that given by Equation (99), the 
displacement vector {w(x,t)} is found to be 
{w(x,t)} 
Response for Random Forcing 
iOt e (106) 
The previous section gives a solution for a deterministic forcing 
function. In reality, forces are seldom reducible to such simple deter-
ministic forms; therefore, the evaluation of the response to random 
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forcing has become very important. Moreover, the forces expected to act 
on the type of structure under consideration in this investigation are 
definitely random in nature. Thus~ for a given spectral density of the 
forcing function (or more fundamental -- of the sea-surface) the spectral 
density of the response and thus the variance of the response is obtained 
from the stochastic approach. 
The Fourier transform and its inverse to be used are defined by 
00 
= f x(t)e-H2tdt (107) 
-00 
x(t) (108) 
in which X(Q) is the Fourier transform of x(t). X(Q) and x(t) are gen-
erally referred to as a Fourier transform pair. 
To begin the development~ the Fourier transform is taken of Equa-
tion (94) to give 
( 109) [-o2tMSJ + 2iotCSwSMSJ +L<l+i~S)ws2~~{NS(O)} = [,t'{O)] 
where[NS(Q)] and {SS(Q)] are the respective transforms of t"S(t)} and 
{~S(t~. Rewriting Equation (109) and making use of the frequency re-
sponse function defined previously y the above equation becomes 
( 1l0) 




in which £W(x,O)] is the Fourier transform of f w(x,t)]. Now substituting 
for iNS (Q)] gives 
(112) 
Equation (112) is the equivalent of Equation (106) for harmonic forcing 
except that the former expresses the displacement in the x-Q plane; that 
is, it gives the amplitude of the displacement at point x for that compo-
nent of the total force acting at the frequency o. Needless to say, 
Equation (112) could have been obtained directly from Equation (106). 
Consider now the cross-covariance 
( 113) 
in which the bar represents the usual time average and w.(x,t) is the 
J 
jth displacement of the structure which could be say the displacement in 
torsion in member K. The cross-covariance matrix is defined by 
1 f T f T lim 2T {w(x,t)} w(x' ,t)] dt 
T-+oo -T 
( 114) 
when Parsevalos theorem is used (see Appendix B). The double bar used 
on the transform of {w(x,t)} indicates the complex conjugate. Substituting 
r 
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for the quantities in the integrand from Equation (112), the cross-
covariance becomes 
The generalized forces in the structure coordinate system are 
given by 
Taking the Fourier transform of the above expression gives 
Equation (117) is used to compute the product indicated in Equation (115): 
{~}fhQ)} T = (EV]T~~} - LC]T{ ;f(Q) }} 
·{f~(Q)} - ld{;f(Q)}T LEV] (118) 
= LEV]T[ {aI(Q)J{ ~(Q)r 
- lC]T { ;f(Q) }{aI(Qf -{aI(Q)}{;f(Qr (C) 
+ (C]T {;f(Q) }r(Q)Y lC]] lEV] 




where [5 5 SJ represents the cross-power spectral density between the 
~ ~ 
inputs ~~(t) and ~~(t), Equation (lIS) when taken in the limit indicated 
by Equation (119) yields 
( 120) 
To continue the development of the cross-covariance, Equation 
(119) is substituted into Equation (115) to obtain 
It should be noted that the cross-covariance indicated above is a func-
tion of the cross-power spectral density for every original degree of 
freedom in the system (n2 cross-spectrums) as evidenced by Equation (120). 
For the special case of the auto covariance, the above equation reduces to 
(122) 
Equation (122) gives the variance of the jth displacement of the struc-
for a given random forcing function. This is the parameter most commonly 
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used in the design and analysis of structures subjected to random exci-
tationso From the definition of the inverse Fourier transform the power 
spectrum can be determined from Equation (122) as 
(123) 
For the problem under consideration it will be convenient to use 
the spectral density of the water surface elevation that is determined 
from field observations. Thus, a relationship needs to be obtained of 
the form 
(124 ) 
where S (Q) is the spectral density of the water surface elevation and 
11fJ 
TF2S s(Q) is an element of the transfer function matrix.which corresponds 
~}k 
to the jth mode of vibration and the kth mode of vibration of the struc-
ture. This function will be developed in Chapter IV after the mathe-
matical expressions for the forcing functions are obtained. 
Stress Analysis 
Two methods are commonly used for calculating the transient stresses 
in systems subjected to time dependent forces (8,40,77). They are the 
mode displacement method and the mode acceleration method. The latter 
has somewhat of an advantage over the former in that it improves the con-
vergence of the resulting series expression for the stress and thus 
requires fewer modes to obtain acceptable results. Only the mode acceler-
ation method is presented here. 
56 
The internal forces are computed in two parts: first, the forces 
{F(x,t)} are applied statically, assuming no motion of the structure, and 
the internal stress is calculated by standard techniques, and second, the 
internal forces due to the velocity and acceleration of the structure are 
added. Working in the normal coordinates of the structure, the equations 
of motion, given by Equation (94), can be written as 
(125) 






The former represents the response due to the loading {~SJ applied 
statically and the latter represents the contribution from the velocity 
and acceleration. The total stress derived from {~i} is the usual result 
computed by the designer when he assumes that the structure is rigid. To 
obtain the internal forces resulting from the velocity and acceleration 
of the system, Equation (126) is written as 
57 
(129) 
where {~~} is obtained from Equation (127) and {~S] is obtained from 
the solution of the equations of motion, Equation (94). 
Using superposition, the total internal stress {p(x,tU is given 
by 
in which {P1(x,t)} is the total static internal force due to the load 
{F(x,t)} applied statically~ [PII(x,t)] are similar to influence coeffi-
cients and can be obtained by 
(131) 
where W jk is the jth component natural frequency corresponding to the 
component normal mode shape ~jk(x) for the kth mode and ~II(t) is that 
k 
coordinate belonging to the kth component mode and is given by 
[EV] fir} 
-------- ( 132) 
-[C][EV]fiJ 












THE FOUNDATION RESTRAINTS 
The true interaction between the structure and the soil system is 
still not well understood although it is as important as any other aspect 
in the static or dynamic analysis of most soil-structure systems. How-
ever, approximate descriptions of the soil-structure interaction have 
been developed which may in many cases give reasonable representations 
(75,81). These approximate descriptions are probably, in general, more 
effective in representing the effect of the soil on the structure than 
the effect of the structure on the soil. In this chapter, a review is 
presented of the techniques that have been used or that appear applicable 
in the analysis of off-shore soil-structure interaction problems. A sys-
tern of restraints for the action of the soil in resisting movements of'a 
pile are then developed to represent the effect of the foundation on the 
structure in a form compatible with the structural model developed in 
Chapter II. 
The subscript Us" appended to the variables used in this section 
serves to indicate that those variables correspond to the soil system. 
Literature Review 
The discussion in this section is for the case of static loading 
in a lateral direction unless otherwise noted. 
In 1955, Howe (38) noted that there were two techniques available 
for modeling the soil restraints on structures penetrating into the ocean 
............................. __________________ .. d. 
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floor: first, an equivalent point of fixity at some distance below the 
mudline is assumed and the structure is analyzed considering no soil 
restraints and second~ the pile is considered as a beam resting on a 
set of closely-spaced springs or an elastic continuum. In the former 
technique, the equivalent point of fixity is defined as that point where, 
if the pile were rigidly fixed at that point and standing in air, the 
maximum moment would be the same as in the actual case where there is 
lateral soil resistance. Although this approach is very crude many 
investigators have followed it. Anderson, Bartholomew, and Wong (2) in 
1967 advocated the use of an equivalent point of fixity to represent the 
"nonlinear" soil conditions in their mathematical model, although they 
stated that "The method of equivalent pile fixity length and linear pile 
behavior can lead to serious error in pile load determination." Because 
of the simplicity of this concept, it has been used frequently in con-
junction with the development of mathematical models of the wave-structure-
soil system (2,6,38,58,60). 
The second approach mentioned by Howe, which utilizes the concept 
of either an elastic continuum or a set of springs, is much more rational 
than the equivalent point of fixity, although additional complexities are 
introduced in the mathematical analysis. No structural model of an off-
shore structure has been published which includes the continuum concept 
even though some investigators have stated that their model was adaptable 
to such restraintso The major use of this technique has been in analyzing 
the response of a single pile to a known shear and moment at the mudline. 
As mentioned above there have been two approaches to the solution 
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theory of elasticity and second, Winkler's hypothesis. The former has 
received little practical attention for piles although it has been used 
at times to obtain values for the soil parameters for the latter model 
(64 ,Sl). The theory of elasticity has also been used under the condi-
tions of isotropy and homogeneity for shallow foundations (62). The 
Winkler hypothesis is that the elastic continuum can be represented by 
a series of closely-spaced, unconnected springs, called a Winkler founda-
tion. This approach has been followed quite extensively in the analysis 
of the lateral response of piles. Reese and Matlock (5l~7l), Tucker (7S), 
McClelland and Focht (54), Broms (17), and Wilson (S4) are a few of the 
investigators who have used Winkler foundationso 
By means of the Winkler hypothesis the soil characteristics can 
be varied with depth without causing severe difficulties as is the case 
with the continuum techniqueo Wilson (S4) has proposed three possible 
variations of the spring constant, or the modulus of subgrade reaction, 
k J with depthg first, constant with depth, second, linear with depth~ 
c 
and third, less strength than indicated by the second case down to the 
first point of zero deflection of a pile, xTJ as shown on Figure 9. The 
first variation is representative of normally consolidated clays, whereas 
the second and third are probably more representative of sands, gravels, 
and normally loaded silts. The classifications are not definite but only 
indicate a trend; for example, some clays show a decrease in strength 
with an increase in depth. A combination of any or all three curves is 
also feasible depending on actual site conditions. 
Several investigators have attempted to represent the nonlinear 
observations with the Winkler foundation. Matlock and Reese (51) made 
r 






Figure 9, Variation of the Modulus of Subgrade 
Reaction with Depth, 
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the first nonlinear analysis in 1961 with a stress-strain curve for each 
increment of length of the pile 1 such as that shown in Figure 10. They 
























k j as shown in Figure 10 9 by use of the secant modulus; found an appro-c 
priate value of the constant of proportionalitY9 nh , between the subgrade 
modulus and the depth; calculated the deflections; and continued in an 
iterative manner until the solution stabilized o In effect 1 they changed 
from the nonlinear soil system to a linear system before solving the dif-
ferential equation governing the deflections; moreover~ they restricted 
the solution to the case where k was proportional to deptho Wilson (84) c 
recommended curve III in Figure 9 to approximate the decrease in strength 
near the surface where large deflections occur in a nonlinear soilo He 
recommended that this strength variation be given by 
fl _ ~ _ Xs?} x x < x..,. L xI h s s 1 
k = (134) c 
nhxs 
x > xT s 
where xI is the depth of the first point with zero deflection j nh is the 
slope of curve II in Figure 9 and RI is a variable which decreases as 
the lateral load and inelastic behavior increaseso 
As mentioned before none of the discussion above refers to the 
dynamic caseD Gaul (35) made a model study of a pile subjected to a 
lateral harmonic forcing function in an effort to simulate a pile attacked 
by ocean waves o He concluded that the dynamic results closely correlated 
with the static results which he obtained analyticallyo Tucker (78) ex-
tended the Matlock~Reese model (51) to the unsteady condition of impulse 
and harmonic loadings. His method was to replace the fourth order partial 
differential equation, which represented the pile deflection, with a finite 
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difference equation. Linear viscous damping was also used in his model. 
His results were shown to compare favorably with those of Gaul o 
In 1964, Penzien, Scheffey~ and Parmelee (64) made an analysis of 
bridges on long piles subjected to seismic activity in which they used 
soil systems with linear and bi-linear properties which were either con-
stant with depth or varied linearly with deptho The inertia of the soil 
was taken into account by means of a lumped mass system for the evalua-
tion of the soil reaction to seismic activity. Linear viscous damping 
was also consideredo A step-by-step matrix analysis solution was used to 
solve the set of simultaneous finite difference equations for the soil 
displacement and consequently the pile displacement. Their evaluation of 
the soil constants are discussed in more detail later in this sectiono 
The only analyses made on the vertical motion of a pile have been 
in relation to pile drivingo Forehand and Reese (32), in 1964~ assumed 
that ".o.the resistance to driving is composed of the static resistance 
plus an increment of resistance that develops under dynamic loading and 
is expressed as a percentage of the static value." They recommended for 
both the bearing resistance and the shearing resistance the following form 
for the dynamic resistance 
(135) 
where RD is the dynamic resistance, RS is the static resistance, Cv is 
the viscous damping and u is the rate of displacement. The nonlinearity 
of this representation should be notedo In an analysis of vibratory pile 
driving, Wu (85) suggested that the resistance of the soil can be reason-
ably resolved into two parts - the linear viscous damping on the outside 
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surface of the pile and the restoring force at the end of the pile. Barkan 
(3) noted that(presumably in clays) the natural frequency of the pile 
remained nearly constant while being driven and increased after a weeko 
From these results he rationalized that nearly all resistance to driving 
came from end bearing and nearly all resistance after driving came from 
shear on the outside surfaceo Although this may represent an oversimpli-
fication of the problem, it was substantiated in part by experimental 
pull-out tests. 
No papers could be found in the literature relating to the ability 
of the soil to restrain torsional deflections of a pile. 
According to Whitman and Richart (81) there are four basic methods 
for obtaining reasonable values of the spring constant: 
Method A: Use formulas for spring constants derived from the 
theory of elasticity and evaluate the elastic constants either 
from in-situ shear wave velocity measurements or from laboratory 
tests. 
Method B: Determine spring constants from small-scale plate 
bearing tests using static repeated loadings. 
Method C: Deduce spring constants from the results of small-
scale vibrator tests. 
Method D: Use the concept of an elastic subgrade modulus 
together with tables or charts correlating subgrade modulus 
to soil typeo 
The remainder of this section is devoted to presenting some representa-
tive values of the soil parameters that have been reported in the litera-
ture and to presenting some effects of dynamic loading on these parameters. 
Broms lists 37 references which report measured deflections and 
moments of piles in cohesionless soils (16) and 23 references which report 
lateral load tests on piles in cohesive soils (15)0 Wilson noted that in 
r 
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his opinion the results of many of these reports are unreliable since 
their techniques and instruments are questionable. Terzaghi (75), in 
1955~ published the first summary of values of the coefficient of sub~ 
grade reaction for piles. He showed that the subgrade modulus varies 
directly with depth for noncohesive soils and is constant with depth 
for cohesive soils and varies inversely with pile diameter. For satu-
rated sands he suggested that the constant of proportionality between 
subgrade modulus and depth, nh; equals 4, 14, and 34 tons/ft
3 for loose, 
medium and dense sands; respectively. This value of nh was apparently 
to a large extent independent of the pile characteristics. Using TerzaghiQs 
definition of the subgrade modulus, k ; the force per unit length of pile c 
would be 
f(x ) : Dw(x )k (x ) = w(x )nhx sse s s s (136) 
in ~i~ D is the pile diameter and x 
5 
is the depth below the mudline, 
and w (x ) is the deflection in the z direction at x • Most other inves= s s 
tigators used the definition of f(x ) as a force per unit length of pile s 
rather than a stress. Terzaghi also showed how to obtain the coefficient 
of subgrade reaction for cohesive soils from plate bearing tests, which 
he believed to be constant with depth. Penzien, Scheffey and Parmelee 
used the results of the theory of elasticity to determine values of the 
coefficient of subgrade reaction from the modulus of elasticity, E. Their s 
techniques will be discussed later. For their particular investigation 
an E , constant with depth, of 783 psi was used which corresponded to s 
San Francisco Bay mud. Reese and Matlock (71) obtained the values for kc 
, 
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and nh for marine clays~ shown in Table 1, by assuming kc was (a) constant 
or (b) varied linearly with depth and matching (a) the computed and meas-
ured deflections or (b) the computed and measured moments for the data of 
McClelland and Focht (54) and McCammon and Ascherman (52). The soil tested 
by McClelland and Focht had a plastic limit of 25, a liquid limit of 70, 
and a water content of 60%~ the soil tested by McCammon and Ascherman had 
a plastic limit of 45~ a liquid limit of 85, and a water content of 150%0 
They point out that the deflection and moment depend linearly on the fourth 
root of E so that it can be as much off as a factor of 16 and the result-s 
ing deflection will be off only by a factor of 20 
Table 10 Evaluation of Subgrade Modulus and the Variation 
of Subgrade Reaction with Depth from 
Deflection and Moment (71) 
Subgrade Modulus Variation of k with 
2 Depth c 
k - lb/in c nh - lb/in 
3 
Investigator Deflection Moment Deflection Moment 
McClelland and Focht 652 93 12.7 608 
McCammon and Ascherman 362 8.7 4.8 0.6 
The variation of the shear strength with depth gives an indica-
tion of the variation of the coefficient of subgrade with depth. McClelland 
(53) showed from unconfined compression tests on Shelby tube samples that 
for a normally consolidated clay found in the Gulf of Mexico, the shear 
strength increased about 6 lb/ft2 per ft of depth. 










Hartman (31) conducted some laboratory, repeated load, triaxial shear 
tests for the dynamic shear strength on low and high density clays with 
characteristics as shown in Table 2. They showed that for low density 
Table 20 Characteristics of Soils Tested by 
Ellis and Hartman (31) 
Sample 
A B C 
Liquid Limit (LL) 68 45 25 
Plasticity Index (PL) 48 22 11 
Sppcific Gravity 2.75 2.68 2.69 
Dry Density (pcf) 8304 89 101.5 
Water Content (%) 36 29.3 20.3 








cohesive soils the dynamic shear strengths ranged from 10 to 20 per cent 
less than the normal strengths, whereas for high density soils an increase 
in strength from 10 to 20 percent above normal was noted. Converse (21) 
noted that within the frequency range from 0.5 to 3 cps little difference 
was noted between the static and the dynamic shear modulus for a soft 
saturated silt which had an average dynamic shear modulus of 40 psi. 
Thiers and Seed (76) performed a series of simple shear experi-
ments with cyclic loading on San Francisco Bay mud, a dark gray silty 
clay containing a little organic matter and some silt seams. The samples 
were taken from a normally consolidated deposit at a depth of 16 to 22 
feet where the water content ranged from 85 to 96 per cent. The shear 
r 
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strength of the undisturbed soil was about 27 psi. In addition, the sen-
sitivity of the soil was around 8 and the index properties were: liquid 
limit = 88, plastic limit = 43, and plasticity index = 45. They modeled 
the stress-strain curves, resulting from the cyclic loadings, by assuming 
a bi-linear system with shear moduli Gl and G2 and a yield strain of Yy• 
They obtained values for these three parameters with variations of peak 
strain and number of cycles. Figure 11 gives values of the shear moduli 
for cycle numbers 1, 10, 50, and 200 for various peak strains. Figure 12 
represents the variation of the shear moduli for various strains with the 
increase in number of cycles. They also conducted tests to evaluate the 
static strength and modulus after 200 cycles of straining~ Their conclu-
sions are presented below. 
1. If the stress-strain characteristics under cyclic loading 
conditions are represented by bilinear models defined by 
parameters, Gl , G2 and YY' these parameters vary as follows: 
(a) For a given cycle, the moduli, Gl and G2, decrease 
approximately 50% to 80% as the strain level increases from 
0.5% to 2% shearing strain; for strains above 2%, the moduli 
are nearly constant ••• ; (b) the yield strain, Y , increases 
linearly with strain level but remains essentiaYly constant 
for a given strain, up to 200 cycles ••• ; (c) for a given value 
of peak strain, the moduli Gl and G2 decrease about 30% in the 
first 50 cycles; above 50 cycles, Gl and G2 are nearly con-
stant •••• 
2. For samples subjected to cyclic strains of constant amplitude, 
there is a minimum shearing strain on the order of 1.5%, below 
which static strength is virtually unaffected by 200 cycles 
of straining •••• Even a peak strain of 3% reduces the strength 
by only 10%. 
3. The static modulus of the clay is reduced by application of 
cyclic strains of all amplitudes; the secant modulus at 1% 
strain is reduced by 20% for a peak strain of about 1% and 
reduced by 50% for a peak strain of about 3% •••• 
To get an estimate of the damping effect of the soil it is noted 
that viscous damping coefficients were calculated by Barkan (3) from the 
measured amplitudes of forced vibrations at resonance to be approximately 
1 
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Figure 11. Variation of Bilinear Parameters Gl and G2 
with Peak Strain for San Francisco Bay Mud 
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Variation of Bilinear Parameters Gl and G2 with Number 
of Cycles for San Francisco Bay Mud as Tested by 
Thiers and Seed (76). 
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0.05 for saturated soft gray clays to 0.2 for saturated sands. 
According to Jones, Lister and Thrower (42), "It must be concluded 
that, as yet, there is no adequate theory to explain the general behavior 
of soils under vibrational loading or to link this behavior to the struc-
ture af different soils." From the observed data presented above it is 
apparent that few generalizations can be made in regard to either the 
static or dynamic situation. As Reese and Matlock stated, "Complete and 
thorough soil testing should be performed, particularly near the surface, 
and a generous amount of sound engineering judgment must be applied." 
Mathematical Formulation of the Foundation Restraints 
In this section the restraints against bending, torsion, and axial 
displacements are formulated mathematically in a manner that is compatible 
with the present understanding of soil behavior and with the structural 
model. The restraints are assumed to be representable by a Winkler founda-
tion with the appropriate constants being determined from the theory of 
elasticity. The assumptions fundamental to all of the representations are: 
(1) isotropy and homogeneity of the physical characteristics of the con-
tinuum, (2) the restraining forces are all linear in the displacements 
and their derivatives, and (3) the soil reactions can be represented by 
three independent mechanisms: (a) bending reaction, (b) vertical shear 
reaction, and (c) torsional shear (horizontal) reactidn. 
Bending Reaction 
To evaluate the horizontal subgrade modulus, kc' "Method A" of 
Whitman and Richart (81) is chosen. The Mindlin equation (86) was the 
starting point for Penzien~ Scheffey, and Parmelee in their analysis of 
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the soil resistance to the lateral displacement of a pile. The Mindlin 
equation, which gives the horizontal component of displacement, w, is 
obtained from the theory of elasticity by applying a single concentrated 
force F, as shown in Figure 13, at any arbitrary point (p,o,o) within an 
elastic? isotropic half-space and acting in the horizontal direction, and 





in which G is the shear modulus, v is Poisson's ratio, p is the x dis-s s 












Penzien et alo made the assumption that no movement of water occurs so 
that for the clay soil encountered in their problem v = 1/2 and thus 
G = E /30 The same technique can be used for another type of founda-s s 
tion material. From Equation (137) they obtained an expression for the 
deflection at radius r as caused by uniformly distributed loading acting 
over a small interval of length, 26, by substituting the distributed 
loading f(x ,0,0) for the concentrated load F and integrated from p-I:::. s 
- -
to p + i:::. where p is the distance to the mid-height of the interval. 
They found that for t::./p = 0.08 the displacements decayed exponentially 
in the vertical and horizontal directions whereas for t::./p = 1 the dis-
placements were nearly constant in the vertical direction. Thus they 
concluded that " •• 0(1) the displacement of a point along the axis of 
loading within an elastic half-space is produced primarily by loading 
which is present in the immediate vicinity of the point being considered 
and (2) the displacement of this point is not influenced greatly by its 
verti cal posi tion in the half -space •••• " Wi th regard to these assumptions 
they then assumed that a Winkler type foundation would be a good approxi-
mation. To obtain the sp'nng constant, they applied a uniform load, i.e. 
~/p = 1, to the pile. For a clay material the horizontal subgrade modulus, 
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in which h is the depth of embeddment of the pile. 
Now, the force deflection relationship for the Winkler founda-
tion is given by 
F (x ) = k (x )w( x ) 
s c s s 
(141 ) 
in which F(x ) is given in units of force/length and w(x ) is the lateral s s 
displacement of the pile in the z direction at x • s 
Vertical Shear Reaction 
Similar to the horizontal subgrade modulus the vertical shear 
subgrade modulus is evaluated with the aid of the theory of elasticity. 
Consider that a pile, as shown in Figure 14 with diameter D and embedded 
length h, is sliced longitudinally and spread flat on the elastic half-
space with dimensions ~D by h. This approximation requires that the 
radius of the pile is large and that there is no end resistance. The 
latter assumption is probably more valid with clay rather than with sand 
foundations. 
Assume that a horizontal force F is applied to the surface of the 
elastic half space at the origin in the longitudinal direction; the result-






(a) Embedded Pile (b) Flat Plate Approximation 
Figure 14. Approximation of Vertical Shear Reaction 
of an Embedded Pile (a) with that of 
a Flat Plate (b). 
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(142) 
Using Equation (142), Barkan has obtained the following relationship for 








in which h* = hiD and the superscript "total" indicates that this coeffi-
cient is for the total area. Barkan has given values for the expression 
within the outer set of braces in Equation (143) for various values of h*. 
The values range from 007 to 0.9 for clays with v = 0.5. To be compat-
ible with the structural model it is necessary to.obtain ks for a unit 
length of piling; this is accomplished by dividing Equation (143) by h 
so that 
k = 1 ktotal (144) 
s h s 
The force per unit length due to shear along the face of the 
pile is then given by 
F(x ) = k u (x ) s s s (145 ) 
in which u(x ) is the axial deflection of the pile at x • s s 
Torsional Reaction 
The coefficient of shear subgrade reaction to torsion is obtained 
in a manner similar to that for the vertical shear subgrade reaction. In 
addition to the assumptions of an isotropic, elastic half-space it is 
assumed that the radius of the pile is large and that the shear reaction 
of the pile to torsion can be approximated by the shear resistance of a 
flat plate to a horizontal lateral force F as shown in Figure 15. In 
effect, the pile shown in Figure 15 has been slit along the dashed line, 
unfolded, and laid flat on an elastic continuum with the torque being 
replaced by a force F equal to the torque divided by the pile radius r. 
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(a) Embedded Pile (b) Flat Plate Approximation 
Figure 15. Approximation of Torsional Reaction of an Embedded 
Pile (a) with that of a Shear Reaction of a 
Flat Plate (b). 
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the vertical shear reaction except that the horizontal force F is applied 
parallel to the z axis of the unfolded pile. s 
Hence, using h* = nD/h with Equation (143) would give the torsion 
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Accordingly, the resisting moment is given by 
M( x ) 
s 






Viscous damping may well be a non-linear process. However, since 
little is known of this non-linearity and since the proposed mathematical 
model requires compatibility between the structure and the soil reactions, 
linear viscous damping is assumedo 
The damping coefficient is in general allowed to vary not only 
with depth but for each of the three resisting mechanismso Thus, letting 
the superscripts X, Z, and G denote respectively axial, bending, and 
torsional mechanisms, the damping forces FV(xs,t) are 
x X U (x , t ) FV(xs,t) = CV(x s ) s 
z ~(xs) W (x ,t) (148) FV(xs,t) = s 
G( e 0 (x ,t) FV xs,t) = Cv(x s ) e s 
. 
in which Cv(xs ) is the coefficient of viscous damping and u, wand e are 
the axial, transverse and radial rates of displacement, respectively. 
Generalized Forces 
With the model of the soil-structure interaction available it can 
now be included in the total mathematical model of the wave-soil-struc-
ture system, In general, the force deflection relationship is given by 
(149) 
for bending, axial, and torsional mechanisms. From Equation (24) the 
generalized force is given, in terms of the structure coordinate x, as 
7S 
L 
C(t) =f F(x ,t)q>,(x)dx 
J s J o 
(150) 
or~ making use of Equation (149) and the modal representation of w(x,t)y 
where 
00 L 






A =f aq>,(x)q>k(x )dx 
s'k J s J 0 
Of course x and x are functionally relatedo s 
(151 ) 
(152) 
Generalizing Equation (151) to include the whole system of the 
generalized external forces resulting from the soil restraints yields 
(153) 
as indicated in Equation (SO). The soil-structure system is now com-
pleteo Only the representation of the wave forces is necessary to com-




A summary is given of the more important relevant investigations 
of the phenomena of wave forces on structures in two parts: the first 
part concerns those forces which are a result of fluid acceleration and 
viscous and form drag, the second part concerns those forces which are a 
result of the vortices that are shed from blunt bodies. With the hydro-
dynamic wave forces known, the cross-spectral densities are obtained in 
terms of the spectral density of the sea-surface elevation. 
Development of Wave Force Expressions 
The forces on cylinders caused by acceleration and drag have been 
studied extensively since the early fifties. A comprehensive development 
will not be given here since both Wiegel (82) and Dean and Harleman (28) 
have given good accounts of the development of the current theories on 
wave forceso 
A most important contribution was made by Morison, OOBrien, Johnson, 
and Schaaf (57) when they proposed that the force due to acceleration and 
the force due to drag could be evaluated separately and then linearly 
added together to obtain the total force. (In this context total force 
means force per unit length and not the total force integrated along the 
length of the pileo) This achievement represented a step away from the 
potential flow solution to the semi-empirical. Unfortunately, the use of 
Morisonos force equation requires the use of two coefficients which must 
r 
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be obtai,ned experimentally. Another proposed model of the hydrodynamic 
forces is due to Crooke (24) in which the number of empirically obtained 
coefficients is reduced to one by the use of the assumption that the 
velocity is linearly dependent on the acceleration. This coefficient 
has been found to be related to the Reynolds number and the Iverson 
modulus (the product of the water particle acceleration and the cylinder 
diameter divided by the particle velocity). The method of Morison et al. 
has been used more widely than the latter although both have seriou&snort-
comings. Because of the reported discrepancies between calculated and 
measured wave forces many investigators have called for a closer look at 
the Morison force equationo Sarpkaya and Garrison (72) have given a 
rational semi-analytical development of the equation and have noted that 
in a flow field of constant acceleration the two coefficients are linked 
together by the vortex shedding characteristicso However, for very high 
Reynolds numbers (106 - 107), which have received little attention in the 
laboratory, care should be taken in applying any method without verifica-
tion of its validity_ 
In a completely empirical vein, Priest (69) recommended that instead 
of pursuing evasive coefficients, a "straightforward" model analysis of 
the pressure distributions on the front, side, and back of a cylinder be 
made and presented in an orderly manner. 
There were many experiments both in the laboratory and in the 
ocean to determine the actual forces but the results of these experiments 
differed widely. In general, the objective was to obtain values for the 
drag and inertia coefficients. Since it was necessary to use a wave theory 
to calculate the water particle kinematics from the surface profile, the 
. I 
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resulting values of the coefficients reflected not only possible inaccu-
racies in the force theory but also in the wave theory usedo Moreover, 
if there was a series of identical waves one learned to expect a scatter 
of the measured wave forceso A close look would reveal that the kine-
matics of the waves are not the only thing that affects the forces; 
some of the other important contributing factors are (1) roughness of the 
pile, (2) local wind waves j (3) currents, (4) vibrations of test piles, 
and (5) turbulence generated by the wind 1 neighboring cylinders and by 
the cylinder itself. 
Many of the analyses have been primarily concerned with relating 
these coefficients to some parametero The most obvious parameter is the 
Reynolds number but a look at Wiegel is Figure 1108 (82) for the variation 
of the drag coefficient with Reynolds number shows that there is little 
correlation. Keulegan and Carpenter (43) also showed that the coefficients 
bore no relation to the Reynolds number but that they did correlate with 
the parameter defined by the product of the maximum particle velocity and 
the wave period divided by the cylinder diametero A comparison made by 
Wiegel in his Figures 11.9 and 11012 of his data and the Keulegan-Carpenter 
parameter however shows a wide scattero Agerschow and Edens (1) argue that 
for a constant diameter there should be a difference between a high velocity 
with a short period and a small velocity with a long period and they note 
that little correlation exists for the coefficients with the Reynolds num-
ber, they offer no substitute but resort back to the latter parameter. 
Paape and Breusers (61) performed some laboratory experiments and claimed 
good correlation of the dimensionless, maximum total force with the ratio 
of the wave height to the pile diametero They recommended the use of model 
i 
~ 
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experiments for all caseso Jen (41) has performed some laboratory tests 
on a six-inch diameter circular pile using both harmonic and random waves. 
The forces acting on the pile were predominantly inertial due to the rel-
atively low ratio of wave height to pile diameter. From the harmonic 
wave field he determined the inertia coefficient to be 2.04 whereas from 
the random wave field the inertia coefficient was determined by "the 
method of least squares" to be 2.20 and 2.08 for two different observa-
tions. 
Because of the above mentioned scatter, statistics began to play 
an important role in the analysis of the data. Some investigations cen-
tered around the probability distribution of the wave force while others 
have focused on the probability distributions of the drag and inertia 
coefficients. 
Pierson and Holmes (67) derived a probability density function 
for the total force. Although their function was not normal it was very 
nearly so for the range of probabilities from 2 to 99 per cent. It does 
not seem likely that a structure would be designed with a greater confi-
dence level; this would depend on the type and use of a structure. Borgman 
(10) and Bretschneider (14) using different techniques obtained similar 
cumulative probability distributions for the maximum wave force. The dis-
tributions were similar to the Rayleigh distributions. Bretschneider also 
showed that there was a high degree of correlation between the wave height 
and the drag force. All of the above distributions were based on the 
assumption of constant drag and inertia coefficients; however, Bretschneider 
has introduced the correlation coefficient of drag and the correlation 
coefficient of inertia to reduce the effects of this assumption. Agerschou 
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and Edens showed that the drag coefficient appears to follow the log 
normal probability distribution while the inertia coefficient follows 
the normal probability distribution o This would be expected since the 
inertia term is proportional to the wave elevation while the drag 
force is proportional to the square of the wave elevation. 
Since many of the above investigations were made from the 
Davenport data collected by Wiegel et al., (83) the following comments 
seem appropriate. Dean (27) has shown that the higher order Stokian 
(third and fifth) and the Cnoidal wave theories are not uniformly more 
applicable than the Airy wave theory; indeed, he showed that the Airy 
theory satisfies the kinematic boundary conditions at the surface much 
better than the higher theories for shallow water waves. A casual look 
at the Davenport data will confirm the fact that the data represents shal-
low water waveso Agerschou and Edens reported on their data analysis that 
" .•• for the ranges of variables covered, the fifth-order approach is not 
superior to the first-order approach. A slight indication of the opposite 
is foundo" It appears that difficulties encountered in analyzing the data 
are not all a fault of the linear wave theoryo Thus the statement made 
by the Coastal Engineering Research Center (79) that "The analysis of the 
data from University of California was based on linear wave theory, which 
is far from applicable for the measured wave conditions" must be viewed 
with caution. 
It is apparent that there is little published data which is com-
plete or reliable enough to determine values of the coefficients in unsteady 
flow. Moreover, no data exist at all for unsteady flow about a cylinder 








Mathematically, the Morison equation for the total force in the 
horizontal direction, per unit length, on the pile shown in Figure 16 is 
given by 
where: 
f(z~t) = total force 
CD = drag coefficient 
p = density of sea water 
D = pile diameter 
V_(z~t) = horizontal velocity 
x 
CM = inertia coefficient 
A_(z,t) = horizontal acceleration 
x 
-z = vertical coordinate measured upward from the mudline 
(154) 
The relationship between z and y, the vertical coordinate measured upward 
from the waterline, is given by z = Y + d, where d is the water depth. 
The absolute value of the velocity is used to preserve the direction of 
the drag force. A similar expression exists for forces in the vertical 
direction. Forces are assumed to exist parallel to the direction of 
wave advance. To determine the total force on a particular pile a value 
for CD and CM must somehow be obtained and the kinematic characteristics 
of the wave field must be known. An "educated gues~1 is generally used 
for the coefficients and a wave theory is used that is appropriate to 








Mean water level 
d 
z 
Figure 16. Definition Sketch of Wave Coordinates. 
Dean (27) has given the best account of the regions of applica-
bility of the various wave theories. From his results it is seen that 
the Airy wave theory is more uniformly accurate than the higher order 
analytical theories. However, the first order theory cannot be expected 
to fulfill the duties of the Solitary wave theory or depict the wave pro-
file more closely than the higher order Stokian theories or the Stream 
Function theory (26), Since as much or more error can be incurred in 
the choice of CD and CM than can result by the choice of a wave theory, 
the Airy wave theory will be chosen for use in this investigation. More-
over, since a random process technique is desired, use of the higher 
order theories would impair the development of the analysis technique 
with severe mathematical difficulties. 
Following Borgman (12), let 
Hence, the force equation becomes 











vjz,t) = 1tH cosh dZ cos(e!x _ wt) 
T sinh dd x 
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The relationship between the wave frequency and the wave number is given, 
for deep water waves, by 
2 
w = gd tanh dd (159 ) 
r 
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Introducing Equations (157) and (158) into Equation (156) yields 
f(z,t) = c 11: __ cosh dz 2H2~ B2 
T2 sinh dd 
(160) 
Equation (160) gives the total force on a cylindrical pile at location 
X from some reference point at time t and at distance z above the sea 
floor. This equation is of course nonlinear and as such it has caused 
much difficulty in its application. Borgman (12) showed that the lin-
earized model, 
f(z,t) 
where V (z) is the root-mean-square velocity at height z, yielded rms 
(161 ) 
very good results for the Davenport data and would be at most only 15 
per cent off. It is easy to show that the first two terms in a Fourier 
series expansion of the expression for the wave force, 
( JL 11:H cosh d Z ( f z,t) ::: c 311: T sinh dd V_(z,t) + kA_ z,t) 
x x 
(162) 
give results which also differ from the second order theory by at the 
maximum 15 per cent. It should be noted that no restrictions have been 
placed on the coefficients CD and CM in the above discussion. It appears 
that the use of either model, Equation (160), (161), or (162), is justi-
fied providing a proper choice of CD is made -- at least until a thorough 
investigation of the drag force in unsteady flow is made. Equations (161) 
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and (162) are especially useful when the total force is predominantly 
inertial o 
Although there has been no analysis to determine an appropriate 
representation for the force acting in the axial direction, it is believed 
that the form of Equation (160) would probably be a good first approxima-
tion, at least until something better is proposedo The drag term is 
analogous to the turbulent boundary layer drag and the inertia term is 
certainly applicable in an unsteady flow fieldo 
Forces Produced by Vortex Shedding 
If a circular cylinder or any other type of blunt body is put into 
a steady flow there are exerted on that body forces in the transverse 
and flow direction in addition to the viscous and form drago These addi-
tional forces are caused largely by the shedding of vorticies that grow 
behind a cylinder. A closer look reveals, however, that the vorticies 
are sometimes not shed at all, sometimes very regular and sometimes highly 
irregularo If the cylinder is flexible enough so that it is excited in 
one of its natural modes then the forces will be "synchronized" and become 
very largeo If to the already complex flow system, vorticies are present 
so that the mean flow is not truly periodic, then a situation exists 
where very little is presently knowno The purpose of this section is to 
review work that has been done in this area and relate it to acceptable 
engineering practices with regard to the analyses of permanent offshore 
structureso 
Since the main interest here is unsteady rather than steady flows 
little attention will be given to the latter except to note the summaries 
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of the theoretical and experimental knowledge on vortex lift and drag 
forces and frequencies for circular cylinders by Marris (50) and Lienhard 
(48). It is added that nothing is reported for steady flow for Reynolds 
numbers greater than 7 x 106 
Apparently the first experiments for unsteady flow were in 1959 
when Laird, Johnson and Walker (47) showed that the forces experienced by 
a rigid cylinder when accelerated at a constant rate were independent of 
the magnitude of the acceleration, They also found that the presence of 
another cylinder could create additional lift forces, up to equal the 
drag force, or even decrease the lift forces. They showed that a single 
cylinder can experience large forces when a previously shed vortex is 
swept back past the cylinder. (This was contradicted by Chang (19).) 
Laird (45) developed a potential flow model which substantiated his exper-
imental findingso 
In 1962 Laird (46) reported on experiments with a flexible cylinder 
oscillated in water. He noted that the lift force exceeded 4 1/2 times 
the drag force at an equivalent steady speedo The cylinder tended to 
vibrate at the eddy shedding frequency (two eddies) in the transverse 
direction and at twice the eddy shedding frequency in the direction of 
flow. 
Nolan and Honsinger (60) developed several analytical techniques 
for determining the lift force on a cylinder in a regular wave traino 
Their techniques included lift coefficients of 3.44 or 0037 and a vortex 
with axial length equal to the length of the pile or a vortex with an axis 
extending only down to 
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~ = 12 o 05 (163) 
which~ accordi ng to Keulegan and Carpenter (43)~ was the minimum value 
of this par amet er at which a vortex would be shed o In their experimental 
results they noted that It. oo all forces in the trough regio n were observed 
to be caused (in part at l east) by crest - shed vorticies being swept back 
to the cylinder during velocity reversal olt The ir experi menta l results 
appeared t o agree most closely with the technique usi ng a lift coefficient 
of 3 044 and with a vorte x extend ing down only to the point where the 
Keulegan -Carpenter parameter is 1205 0 They a l so fo und that there was 
always a pair of vortices shed from the crest reg iono Although their 
results were obta ined with a relatively rigid cylinder~ the lift forces 
were found to be 90 per cent of the drag force o 
McLean ~ Laird~ and Brewer (55) reported in 1964 a theoretical and 
exper imental s tudy of the behavior of a f le xibly supported cylinder in a 
steady f l uid stream o The ana l ytical component consisted of a damped 
single -degree - of - freedom system to which various forcing functions, which 
might represent a vortex force, were applied . The results showed some 
qualitative correlation between the lift coefficient and a dimensionless 
l~tera l displacement o 
In conjunction with the latter study, Fritzler and Laird (34) have 
investigated the hydroelastic vibrations of circular cylinders. In general, 
the results served to verify and expand many of Laird ' s previous resultso 
Some of the more important results were: 





75 and 300 per cent of the velocity at which the eddy shedding 
frequency was equal to the natural vibration of the cylinder 
in still watero 
(2) Maximum lift amplitudes were on the order of one cylinder 
diameter and were from 4 to 5 times the corresponding drag 
amplitudes. 
(3) The drag coefficient increased to 2.5 times that for a rigid 
cylinder when the transverse amplitude was about 0.7 of the 
cylinder diameter. 
In 1964 Bishop and Hasson (7) reported the results of their exper-
iments of the lift and drag forces on a circular cylinder when held sta-
tionary and when oscillated in a steady stream, Although only relatively 
low Reynolds numbers were used the results are helpful in understanding 
the basic mechanisms involvedo Overall, their results served to substan-
tiate the work of Laird et ala They showed, however, that as the forcing 
frequency passed through the synchronization region, a distinct jump in 
the phase and amplitude occurred. This jump was accompanied by a hystere-
sis effect; the jump was different depending on whether the frequency was 
increasing or decreasing. They also showed the existence of "frequency 
demultiplication" by which the lift and drag forces were synchronized 
when the forcing frequency was an integral multiple of the eddy shedding 
frequencyo 
Chang (19) presented the results of his investigation on the lift 
force on a rigid cylinder in a shallow water wave field, in 1964. He 
developed a theoretical model (apparently based on that of Nolan and 
Honsinger) and perf~rmed experiments with shallow water waves. With a 
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proper adjustment of the lift coefficient the theory predicted the magni-
tude of the positive lift forces but gave zero negative forces o This 
appears to be a deficiency of the theoretical modelo The more interest-
ing results stem from his experimental observations. He found that: 
[1] The maximum lift coefficient was found to be decreasing with 
increasing wave frequencyo 
l2] Transverse force frequency was found to be twice that of the 
wave frequencyo This means only two vortices in each crest 
and trough region are created to produce such vibratory 
motion. 
[3] Visual observation found that the vortices were swept side 
ways instead of backward during the reversed velocity field 
and disintegrated rapidlyo Thus they did not have a chance 
to mingle with the main flow passing the cylinder. 
In analyzing these results it is important to realize that they represent 
a very small range: a wave frequency from .45 to 080 cps and a Reynolds 
number range from 2 xl 03 to 9 x 103• 
Strictly speaking, none of the above analyses are applicable to 
this investigation. ~o unsteady experiments have been made for a super-
critical Reynolds number (if the Reynolds number is the proper criterion 
in unsteady flows); thus, no experimental basis exists for predicting the 
wave forces due to vortex shedding in unsteady flow for the situation under 
investigation. Dean and Harleman (28), realizing the inadequacies of apply-
ing the subcritical results to situations where the flow is transitional 
or supercritical, hypothesized that when the vortices are shed their 
axial lengths will be only a few pile diameterso Thus only a small por-
tion of the pile will experience a force generated by the shedding of a 
vortexo However in the synchronization region one would anticipate an 
axial length nearly equal to the pile length. Dean and Harleman's 
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hypothesis stemmed from the work of el Baroudi (4) on the two-point cor-
relations of velocity at a circular cylinder in steady flow. el Baroudi 
noted that the average axial length of the vortex is given by the area 
under the two-point correlation versus distance curveo He showed that 




the average axial 
vortex length ranged from 3.3 to 603 diameters. 
Extending Dean and Harleman"s reasoning to the question of what 
forces can be expected due to vortex shedding, it appears that the forces 
will be mostly of a random nature and will not have as severe an effect 
as a force generated due to a vortex shedding from the entire length of 
a pile. Moreover in the supercritical Reynolds number region, it is 
expected that the turbulent boundary layer will lend such a random effect 
to the vortex street that no account can be made for these forces except 
through some probabilistic techniqueo As for the lift force it is expected 
that at high Reynolds numbers the force will only be important if the eddy 
spectrum contains a high amount of energy at a natural frequency of the 
cylinder. This appears to be the case in recent observations of the vibra-
tion of smokestacks in turbulent high winds (29). 
One might ask "How important are these eddy-generated forces any-
way?" A partial answer lies in the fact that they are known to have been 
responsible for the failure of smokestacks and the fatigue failure of a 
test section in the experiments of Wiegel, But one can only conjecture 
the effect that these vortices can have under the particular conditions 
within the scope of this investigation, since there have been no experi-
ments or measurements made for these conditions. It is probable that if 
these vortices exist, they may have a frequency on the same order of 
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magnitude as a natural frequency of the structureo The effectiveness of 
these forces will be dependent on the location in the energy spectrum of 
the eddies with high energy contento The latter hypothesis would indi-
cate that an analysis of the effect of these eddy forces on a cylinder 
should include a correlation of the vortex force spectral density with a 
vortex spectral density in the immediate wake and a correlation of the 
latter with the physical situation: cylinder size, mean velocity and 
acceleration field, existing turbulence, etc o 
Stochastic Model of the Hydrodynamic Forces 
The goal of this section is to obtain expressions for the cross-
spectral densities required in the solution of the stochastic structural 
modela As noted earlier the required number of cross-spectral densities 
is equal to the square of the total number of degrees of freedom of the 
structural model. Owing to the fact that the Reynolds numbers encountered 
will be quite large it is assumed that the effect of the lift and drag 
forces resulting from vortex action can be built into the drag coeffi-
cient CDo When an adequate model for these forces is developed and exper-
imentally verified the procedure used here can be modifiedo By assuming 
that the forces generated by vortex shedding can be represented in the 
above manner, the number of cross-covariance terms needed to obtain each 
of the cross-spectral densities is reduced from 16 to 40 The notation 
employed in this section follows that of Borgman wherever possibleo 
At the outset it is assumed that the velocity and the acceleration 
in both the horizontal and vertical directions, are stationary bivariate 
Gaussian stochastic processes. This assumption is quite commonly employed 
r 
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in models for random ocean waves (44). It implies that the surface ele-
vation is also a Gaussian process and this has been shown to be true 
for small amplitude waves o 
Since less is known about the forces in the axial direction on 
circular cylinders than is known about the acceleration and drag forces 
and since a few elementary qualitative calculations will show that they 
are much smaller than the other forces, only the wave forces perpendicular 
to the longitudinal axis of an element will be consideredo 
Because the expression for the total force is nonlinear, an exact 
explicit analytical solution cannot be obtained for Sff(z,w), the spectral 
density for the wave force~ in terms of S (w), the spectral density of 
I"]T] 
the sea surfaceo However, for a linearized model a direct relationship 
exists without naving to numerically transform the covariance function to 
the spectral density of the total force, 
Consider now the forces acting on an element in the horizontal 
directiono The spectral densities for V_(z,t) and A_(z,t), denoted 
x x 
respectively by Sv_V_ (z~w) and SA A (z,w), are given in terms of the sur-
x x x x 
face spectral density by 





cosh o~2 S (w) (165) = '1')11 sinh dd 
x x 
where the symbols are the same as those in the previous sections of this 
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chaptero Borgman (11) has shown that the theoretical covariance function 






He has suggested that a power series be used to represent G(r): 
(169) 
SOj substituting the series into the expression for the total force covar-
iance j Rff(~)~ and introducing the concept of n-fold convolution together 
with the Fourier transform of Rff(~) yields the spectral density of 
f(z~t) as 
( 170) 
in which [Sv_v_(z j w)]*3 is the three-fold convolution of Sv V (z,w) with 
x x x x 
itsel L 
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Borgman applied the above analysis to the Davenport data of Wiegel 
et ale with only the first term in the series expansion. The results 
showed excellent correlation with the experimental data o Moreover, as 
was noted by Edge and Mayer (30), the waves causing the forces considered 
by Borgman were definitely shallow water waves. The good result for shal-
low water waves with a linear wave theory is probably attributable to the 
fact, as indicated by Dean (27), that the Airy theory contains much less 
error in fitting the boundary conditions than the Stokian theories do, 
much to the chagrin of those who seek out a high order Stokian theory as 
a panacea, 
The spectral density in Equation (170) is for a single point and 
is mainly useful for the analysis of datao It is now desired to obtain 
the cross-spectral densities needed in the structural modelo 
As before, let r o(t) represent the generalized force corresponding 
J 
to the jth component mode. (The jth mode could correspond to say the kth 
mode in structural element M.) From Equation (24) 
L 
~ o(t) = f (!)o(x)f(x,t)dx 
J 0 J 
( 171 ) 
in which the weighting function ~o(x) is the jth mode shape, f(x,t) is 
J 
the wave force per unit length acting on the element to which the jth 
mode corresponds~ and the unbarred coordinate system is that used in 
Chapter II and corresponds to the structural component coordinates. It 
should be obvious that the coordinate system adopted for the wave system 
cannot be used conveniently to describe the coordinates of each struc-
tural element; however, definite relationships will exist between the 
98 
former coordinate system and the latter systems. For the purpose of this 
investigation y the integration described above will be carried out to 
the still water level regardless of the wave position. This is consistent 
with the Airy wave theory for small amplitude waveso If this does not 
suit a particular situation then modifications can be made as shown by 
Borgman (13). 
Letting ~.:> denote the ensemble averaging operator, the cross-
covariance function between ~j(t) and (k(t) is given by 
( 172) 
Using the expression in Equation (171) for the generalized force yields 
(173) 
in which Rff'(x,x',~) is the cross-covariance function between f(x,t) 
and f'(x',t+~) and is given by 
(174 ) 
The prime is used to denote parameters relating to the structural ele-
ment to which the kth mode corresponds yet which are not a function of 
any particular mode of that element. Borgman showed that the cross-









1 f 2 2 -= - we" Y (S (w ) dw 
11: 0 fl" 
assuming deep water. 
The spectral density Sff'(x,x',w) is obtained by taking the 
Fourier transform of Equation (175). If the approximation is made 
such that only the first term is kept in the series expansion for G(r), 
the spectral density becomes 
Sff'(x,x',w) = ~ c2,,(x)c:,(x')SVV'(x,x',w) 
+ Ck.j (O(X)SVA'(X,X"W) + O(X')SAV'(X'X"W~ 
+ k 2S AA ,( x, x' ,w) 
(177) 
Consider that the cross-spectra SVV" SVA" etc. can be represented by a 
more general spectrum S where S = TF2 S (w). Table 3 gives func-
pq pq pq fl" 
tional relationships for the transfer function TF2 for appropriate sets 
pq 
of parameters p and q. Thus Equation (177) can be rewritten as 
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Sff'(X'X"w) • [~G20(X)0(X') TFev'(X'X',w) ( 178) 
+ Ck.Jf~(X)TFeA'(X'X"w) + O(X')TF~v'(x,x"w~ 
2 2 l 
+ k TF AA ' (x, x ' ,w ~ S 1)fl (w ) 
Table 30 Cross-Spectral Transfer Functions TF2 
pq 
TF2 
~ ---9.- (29 
V_ V_ 2 d U,+ih)* w e x x 
V_ V_ · 2 d a+ih) 1W e x y 
V_ A_ " 3 d U,+ih) 1W e x x 
V_ A_ 3d(1,+ih) -w e x y 
V- V_ 
o 2 d (1,-ih) 
1W e 
y x 
V- V_ 2 d a+ih) W e y y 
3 d (,f,+ih) 
V- A_ w e 
y x 
V_ A_ o3d(,f,+ih) 1W e 
y y 
o 3 d (,f,-ih) A_ V_ 1W e x x 
A_ V_ 3 d (1,-ih) w e x y 
A_ A_ 4d(t+ih) w e 
x x 
A_ A_ · 4 d (,f,+ih) 1W e x y 
A_ V_ 3 d (1--ih) -w e 
y x 
A- V-
o 3 d (J!,-ih) 
1W e 
y y 
· 4 d U,-ih) A_ A_ 1W e 
y x 
A_ A_ 4 d(,f,+ih) w e 
y y 
*t -== y + y'; h :: x' - x 
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If the Fourier transform of Equation (173) is taken then 
(179 ) 
Substituting for Sff' (x,x',w) yields 
+ CkJf ~(X)TF~A'(X'X'W) + .(x')TF~V'(X'X"W~ 
+ k~F~A' (x,x· ,w] 5 ~~ (w )dxdx' 
(180 ) 
Equation (180) gives the power cross-spectral density function for the 
generalized forces ~j(t) and ~k(t) as a function of the wave height 
spectral density. The mode shapes ~j(x) and ~k(x') may be explicit 
functions of x and x' or they may be the result of a truncated series 
arising through the use of an approximate technique such as the Rayleigh 
Ri tz. 
The wave-soil-structure model is now complete. Each pegment has 
been formulated independently and then combined to form the total model. 
From this model the response of a structure, which is restrained by the 
soil, can be determined for harmonic or random forcing functions. 
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CHAPTER V 
A NUMERICAL EXAMPLE 
To illustrate the applicability as well as the feasibility of the 
model to analyze realistic situations, an example is presented. This 
example should also serve to illustrate the minor details, which were 
omitted from the development of the model for the sake of clarity, and 
which are not really so minor to those who would use the model. A phys-
ical structure is defined with an eye to realism and the associated param-
eters are computed. Using the technique presented in Chapter II, the soil 
restraints are imposed on the mathematical representation of the struc-
ture o With this combined system, the free vibration analysis is per-
formed. The mathematical representation of the soil-structure system is 
then combined with a simulation of the hydrodynamic forces relating to 
both harmonic and random wave fields. Lastly some parameters are per-
turbed to get an indication of their respective significance. 
Structural Analysis 
To begin the analYSis it is necessary to define the geometrical con-
figuration of the structure o Once the structure has been defined, approx-
imations can be made to simplify the analySis such as that made in Figure 
8 for a member whose dynamic properties are less Significant than those 
which it joins. From the appropriate equations of motion the mode shapes 
are then determined together with the component natural frequencies for 
the chosen number of original modes o Since it is assumed that a rigid 
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platform is connected to the structure, special procedures are used to 
describe the motion of the platform without undue difficulty. The equa-
tions of constraint are then established and the analysis proceeds in 
the manner developed in Chapter II. 
Structural Geometry 
The first consideration should be that of the depth of water for 
which the structure will be designed. Structures for water depths up to 
1000 ft are being contemplated by several major petroleum companies, 
Foster (33) indicated that he was analyzing the case for a depth of 800 
ft. If the structure and the deep foundation are considered to be a con-
tinuous unit then the height of the structure is given by the sum of the 
depth of the water, the depth of the foundation, and the height above the 
water surface necessary to keep waves from attacking the platform. In 
this example, a total length of 700 ft is assumed, with 200 ft being below 
the mudline and 50 ft being above the still water line; the water depth 
is thus 450 ft. 
The main objective of this example is to illustrate the application 
of the normal mode method to a realistic situation and not the moot illus-
tration of the generality of the method. In keeping with this objective, 
the structure shown in Figure 17 is chosen for the example. The four col-
umns are assumed to be rigidly attached to the inflexible platform. Like-
wise, the two tiers of bracing are assumed to be rigidly attached to the 
columns. All columns are assumed to have the same properties and the 
horizontal members also have identical properties. Moreover, these proper-
ties do not vary along the axial lengths of the elements. This assumption 














Figure 17. Geometry and Coordinates of the Structure. 
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The diameters of the circular col umns are 10 ft; the diameters of 
the circular beams are 4 ft . All components are assumed to be made of 
1 1/ 2 in . thick mild steel. The lengths of the beams are 100 ft . The 
he i ght of the first and second levels of braci ng above the bot t om of the 
columns are r espectively, 500 ft and 600 ft . A specific weight for mild 
steel of 490 Ib/ ft 3 is assumed . Lastly, the platform is assumed to have 
a we ight of 800,000 lb . 
Mode Shapes 
Since it is assumed that the elements of the structure have con -
stant properties, the equations of motion in the deflections u, v, w, and 
e can be used to develop the mode shapes without recourse to the approxi -
mate methods such as the Raleigh-Ritz . These modal configurations are 
developed in this section for each mechanism of vibration. Also, the 
natural frequencies and the genera l ized masses are obtained . 
Bending Vibrati on. For undamped free - vibration, the equation of 
motion in terms of the displacement w(x,t) is 
mw(x,t) + [ Elw"(x,t)]" = 0 (181) 
where m is the mass per unit length and EI is the stiffness . For a 
beam of length L, free to vibrate at both ends the boundary conditions 
are 




when a separation of variables technique is used in Equation (181) with 
w(x,t) = ~(x)~(t). The solution of Equation (181) yields for the mode 
shape c:p(x) 
~(x) - A sin Kx + B cos Kx + C sinh Kx + D cosh Kx (184 ) 
where 
K4 = w2 m 
EI (185 ) 
and w is the natural frequency. Using the boundary conditions with the 
mode shape gives 
with 
and 
A - C = B - D = 0 
B = A (sinh KL - sin KL 
cos KL - cosh KL 
(sin KL - sinh KL) (cos KL - cosh KL) 
(cos KL - cosh KL) (-sin KL - sinh KL) 
which yields the frequency equation of the beam 
cos KL cosh KL = 1 
(186) 
( 187) 
= 0 (188) 
(189 ) 
The first root of 0 is neglected for reasons that will be discussed in 
later secti ons . The roots of this equation are published in many places, 
however, they are eva l uated again in the computer program to be consistent 
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with the number of significant figures to be carried thereo From these 
roots the natural frequencies are obtained from 
(190) 
Since there exist an infinite number of roots there exist an infinite 
number of mode shapes. Each of these solutions are superposed to give 
ex> 




ep . (x) = sin K.x + sinh K.x +€.(cos K. x + cosh K.x) (192) 
J J J J J J 
and 
(Sinh K .L - sin Kt) € . - .J (193) 
J - cos KjL - cosh K.L 
J 
Of course only a finite number of these modes are used in a numerical 
solution. 
The determination of the generalized mass given in Equation (17) 
is obtained from 
L 
M. = J m[sin K.x + sinh K.x + € .(cos K.x + cosh K.x)J2dx (194) 
J 0 J J J J J 
which when integrated (see Appendix C) gives 
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m [2 1 2 - 1 ) sin 2K.L (195) M. = 2K . 2€j KjL + 2 (€ . 2K .L - € . cos J J J J J 
J ' 
1 2 l)sinh + 2 (€ . + 2K.L + € . cosh 2K.L J J J J 
2 l)cosh K.L) + 2 sin K.L((€ . + K.L + 2€ . sinh 
J J J J J 
2 1 ) K .L] + 2 (€ . - cos K.L sinh 
J J J 
Six modes will be used for the columns and four will be used for 
the horizontal members for each direction of bending. 
Torsional Vibration o The equation of motion for free, undamped 
vibration is given in terms of the deflection e(x,t) by 
I e(x,t) - GJe"(x,t) = 0 o (196) 
in which I is the polar moment of inertia and GJ is the torsional stiff -
o 
ness, with the attendant boundary conditions for a free-free beam 





= Ae J 
-iK.x 




8 . where W . IS the jth natural frequency of the beam in torsional vibra-
J 
tion. The boundary conditi ons 
yield A = Band 
Thus, 
e 
<p . (0) = 
J 
t'p ~ (x) = 
J 
8 cos K . x 
J 
o 
The ge neralized mass as given by Equat i on (33) becomes 
L 
e f 2 G M. = I co s K. x d x 
J 0 0 J 




10 (L + _1_ 
2 \ 2K . 
J 
which be comes, consideri ng Equa t ion (201) ~ 









Five modes will be used for an e l ement experienci ng torsional 
vibration o 
Longitud inal Vibration . The equation of motion f or undamped 
free - vibration for a f ree - free e l ement i s given by 
( 206) 
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where u(x~t) is the axial deflection and EA is the axial stiffness, with 
the boundary conditions 
u'(O, t ) = u ' (L~ t ) = 0 
The separation of variables yields the mode shapes 
x 
q> o (x) 
J 
where 
. K X 1 . X 
= Ae J + Be 




X and W o is the jth natur al mode of axial vibration . The boundary co n-
J 
X ditions on q> . (x) are 
J 
and they yield A = Ba nd 
So, 
X' 
ep o (0) 
J 
X 
ep. (x) = 
J 
X' 
ep . (L) = 0 
J 
X 
cos K. x 
J 
The generalized mass~ represented by Equatio n (39), becomes 
M~ 
J 
Or, when eva l uated 
L 
= f m 
o 
cos2 K ~ x dx 
J 




M X = 
j 
1 - mL 
2 
Four modes are assumed to sufficiently represent the axial 
vibrations of an element . 
Simplifyi ng Assumptions 
III 
(214) 
Knowing the physical properties of the structure , assumptions ca n 
be made regarding the relative importance of the dynamics of each element. 
For tall slender frames these simplifications can generally be quite 
advantageous . 
Consider now the following relationships for the fundamenta l 
natural frequencies for the four modes of vibration 
y Z 4.73
2 .jf[ w = w = 
L2 m 
X !l~ w = L m (215) 
e = !lJZ w L I 
0 
Using the subscripts V and H to denote a vertical column and an horizontal 
beam respectively~ the ratio of the fundamental frequency for bendi ng in 
a column to the fundame ntal frequency for tors i onal vibration in a beam 
is given by 
(216) 
which when evaluated becomes 
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= 173 (21 7 ) 
Since the f undamenta l frequency of torsio nal vibrat i on in a beam is t wo 
orders of magnitude greater than tha t for bendi ng vibration i n a column, 
it is assumed that as l ong as the forcing fun ct i on freque nci es remai n on 
the same order of magnitude as the fundamenta l frequency in be ndi ng of a 
column it is va l id to neg l ect the dynamics of the beam in tors i on . The 
horizonta l element can now be approximated, as shown in Fi gure 8 9 by a 
spring or, in the limit, a beam rigid on l y in torsion . Si nce the members 
are very st iff in torsion it is assumed that they can be considered r i gid 
for the structure under consideration . 
Si milarly , comparing the freque nc y of vibration i n t he column i n 
bendi ng with the frequency in longitud i nal vibration in the beam yi eld s 
= ( 218) 
which be comes 
= 194 (219) 
Thus on the same basis as the previ ous assumpt ion, the dynamics of t he 
beams in longitudinal vibration can be neglected . In other words , t he 
beams will be treated "stati ca l ly" in-so - far as tor sion and axial di s -
placements are co nsidered . Since these elements are fairly stiff , they 
are assumed to be r ig id in the torsiona l mode as well as the lo ngi tud ina l 
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mode. 
Although it may not be obvious, these assumptions have created a 
problem in that the dependent coordinates can no longer be chosen arbi-
trarily; they must be chosen so that the matrix [B
D
], in Equation (71), 
is not singular. 
The Rigid Body and Platform Motion 
Previously it was mentioned .that the zero frequency equations 
would be neglected. This was done so that the rigid motion of each ele-
ment could be lumped i nto that of the whole structure. This technique 
in effect reduces the number of degrees of freedom for rigid motion, for 
this example, from 32 to six. 
Considering the coordinate systems in Figure 17, the equations 
of motion for the rigid body motion of the structure, excluding the 
platform, are writte n as 
mR U'R (t) = F R
U 
( t ) 
mR VR(t) = F R
V 
( t) 
mR wR(t) = F;( t) 
(220) 
G oo 
FR8 (t) IR eR ( t ) = 
I~o . (t) 
R l1'R = FR~ (t) 
Woo ( ) 
IR WR t = FR
W (t) 
where mR is the t ota l mass of the elements which, together, make up the 
structure; uR' vR' and wR are the translational displacements; eR, ~R' and 
~R are the angular displacements; IR is the mass moment of inertia of 
the elements of the structure about the respective coordinates; and 
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FR(t) is the external force (or moment) which is obtained by summing the 
external forces acting on each element in the direction of a particular 
rigid displacement. In addition to the external forces including the 
hydrodynamic forces they also represent the forces due to the soil 
restraints . The principal coordinates uR' vR' and wR pass through the 
center of gravity of the structure and are t ime invariant. 
The total displacement of the elements making up the rigid struc-
ture is given by the sum of the elastic and the rigid displacements . 
I n order to devel op the equations of motion for the platform, it 
must first be recognized that the platform is, effectively, rigid rela-
tive to the other members of the structure . The equations of motion for 
this rigid platform are given by 
mp Up ( t) = 0 
mp vp (t) = 0 
mp W'p(t) = 0 
(221 ) 
e ·· rp 9p (t) = 0 
I Cl> •• (t) p CPp 0 
'lfo . ( ) 
Ip Wp t = 0 
in which mp is the mass of the platform; up, vp ' and wp ar:e the displace-
ments in translation, Sp' <Pp' and o/p are angular displacements about the 
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xp ' yp' and zp axes, respectively; and Ip is the mass moment of inertia 
of the platform. Although Equations (221) indicate that there are no 
external forces on the platform there are internal forces aris ing through 
the coupling of the dynamics of the platform with the dynamics of the 
other parts of the structure . 
Considering only the rigid motion of the structure and the plat -
form, the coordinates describing this motion are independent like the 
original normal coordinates of each individual element in elastic deflec -
tion. The incl usion of the geometrical constraints, however, causes 
dependency among all of the coordinates rigid and elastic . To account 
for this the rigid coordinates of both the structure and the platform 
are included like and with the normal coordinates in Equation (52) to 
obtain a set of generalized coordinates from both the rigid and e l astic 


















In effect, the rigid deflect i ons of the structure and the plat-
form are treated as additional elements added to the structure . This 
makes the total number of original degrees of freedom 160. 
Constraints 
The geometrical constraints are expressed in terms of the 
deflections u,v,w, and e of each individual element , since the extension 
- -- - -------------------------------------------------------------
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to the normal coordinate system of each component, where applicable, is 
an obvious task o To facilitate the handli ng of these constraints the 
following convention is used: the capital letters A~ B, C, etc o, used 
as subscripts ? denote~ according to the notation in Figure 17 9 the e l e-
ment that is being displaced o Only geometrical constraints will be con-
sidered . 
Since the f ormulation of the expressions for the constraints is 
very simple, the constraints are merely listed in Appendix F wi th an 
exp l ana t ion of the physica l meaning of each group of constraints . Since 
the constraints are t i me invar i ant, the functional dependence on time is 
only implied o Briefly, the constraints require compatibility between: 
(1) l atera l displacement of a column with axial displacement of 
a beam, 
(2) torsional defle ct i on of a col umn with slope of a beam, 
(3) slope of a col umn and slope of a beam, 
(4) ax i al deflection of a column and vert i ca l displacement of a 
beam j 
(5) horizontal deflections of a column and a beam, 
(6) elast ic and rig i d deflections of column with rigid deflections 
of platform, 
(7) rotation and s l ope of columns with angular def l ections of plat -
form, and 
(8) slope in a col umn and tors i onal displacement of a beam o 
Now a l l of t he paramet ers necessary for the formu l ation of t he struc-
tural model are ava i lable . With the forcing functions and the restraints, 
the dynamic response of the structure can be fou nd by the techni que 
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developed in Chapter II. 
Soil Restraints 
Of first concern is the type of soil condit i on which exists at 
the s i te of the assumed st ructure . A f oundation medium consisting of 
soil having the same properties as San Francisco Bay mud is assumed 
because of t he frequent occurrence of soft clays at presently existing 
offshore structures, and because of the availability of reliable data 
on this type of soil. Theirs and Seed (76) have published data on the 
standard soil characteristics of the Bay mud as well as some dynamic char-
acteristics as summarized in Chapter III . 
According t o Penzi en, Scheffey~ and Parmelee (64) Po is son' s ratio 
can be assumed to be 1/2 for a soft saturated clay. To obtain the 
dynamic Young ' s modulus, it is assumed that there will be at least 200 
cycl es and that the maximum strai n will be 1%, thus, from Figur e 12a a 
value of Gl of 27,000 l b/ ft
2 is chosen which yields Es ~ 600 psi . Although 
no attempts have been made to be conservative, it i s believed that this 
val ue is reasonable for the stated conditions . 
Usi ng t he dynamic modulus of elas t icity , the subgrade modul i can 
be computed. The shear modulus, k , is computed from Equation (144) to 
s 
be 240 psi; the coefficient of subgrade reaction to torSion , kt' is ca l-
culated from Equation (146) to be 310 psi. The relationshi p betwee n the 
compressive subgrade modulus, k , and dep t h, x , is given in Figure 18. 
c s 
It is seen that be l ow ten feet the modulus varies almost linearly with 
depth down to about 140 feet where the variation appears to develop into 
an exponential form . Ea ch of these two t ypes of variations have been 
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Figure 18. Variation of Compressive Subgrade Modulus with Depth. 
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proposed before to fit experimental data; here, the theoretical model 
indicates a combination of the two forms. This large deviation from 
the linear part can probably be attributed to the end effects. 
Hydrodynamic Forces 
In Chapter IV the mathematical representation of the wave forces 
has been described . The main assumptions of that chapter are reiterat ed 
here: (1) Gaussian distribution of wave surface (2) Airy small amplitude 
wave theory, (3) Morisonvs force representation 1 (4) the forces caused 
by vortex shedding can be accounted for with the drag coefficient 1 and 
(5) the forces in the axial direction of the structural elements are 
small 0 
With the mathematical representat i on of the wave for ces and the 
proper functions for the mode shapes the genera l i zed forces can now be 
evaluated . Due to the time and spatial distribution of the wave forces, 
complex force descriptions are necessary. This causes the generalized 
forces to be complex; however, since the equations of motion are linear, 
the total solution in the normal structure coordinates is obtained by 
the superposition of the solution for the real and the imaginary gener -
alized forces (with due respect to the complex solutions). In other 
words, for the solution to the real genera l ized forces there will be a 
rea l and an imaginary response for the structure and likewise, for the 
imaginary genera l ized forces there will be a real and an imaginary response . 
Symbolically, t he real generalized force {'R~ produces the result 
~~~ + i0~J 
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S 
where the first subscr i pt on ~ refers to the rea l generalized force 
and the second subscript refers to the rea l or imaginary part of ~R~ • 
Similarly, for the imaginary generali zed for ce 
( 227) 
The tota l respo nse is given, in complex notation, by 
(228) 
The complex component generalized forces { t} are evaluated i n Appendix 
D for the appropriate mode shape and force representation (i ncl uding 
those genera l ized forces resulting from the forces act i ng in the rigid 
coordinate system) . 
In Chapter I V t he cross - spectra l densities of the externa l for ces 
and the genera l ized forces were given in terms of the wave-surface spec -
trum. The use of these spectra yields the response characteri stics of 
the structure considered i n th i s exampleo 
I n or der to compl ete the fit of the hydrodynamic model to the 
structura l mode l , Equation ( 180) must be integrated o Unfortunately, the 
expression for d2(X), Equation (176) ~ can only be represented by a series 
sol ution for a rea l is t ic S (w). This wou l d present no problem except 
1']1'] 
when the funct i on d(X) is desired for use i n Equation (180). Neglecting 
this problem, the integrations required i n Equation (180) still have to be 
performed with the appropriate transfer functions given in Table 3 y and 
appropr iate mode shapes o Since a numerical sol ution for each cross - spectra 
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would be unrealistic, * an alternative approach is suggested which is much 
more efficient to handle than Equation (180). 
To develop a more feasible approach, first, assume that there exists 
a frequency w above which the one-sided spectral density 5 (w), shown 
n ~~ 
in Figure 19a, equals zero o For ocean waves this is a va lid assumption. 
Now, suppose that the interval (0, w ) is divided into n unequa l sub -
n 
intervals of which the lengths 6 . are given by 
J 
and that the mid - point height of each interval is given by 5 (w . ); 
~~ J 
where 




Let the actual spectral de nsity of the wave elevation be approximated by 
a series of constant segments, as shown in Figure 19b, each centered over 
frequency w. and extending over the 
J 
each of these segments is obviously 
interval (w . l' w . ) . The area under 
J - J 
6 .5 (w . ). It is desirable to rep-
J ~~ J 
resent the area under these segments by the Dirac delta functions. Thus, 
the integral over the linear segment on Cw . l'w . ) and over the delta 
J - J 
function centered at W. are both 6 .5 (w . ). 
J J ~~ J 
*Consider that the mode shapes are those for a beam in bend i ng, 
which consists of four transendenta l fun ctions. Now the total number of 
multiplications to obtain a value of the i ntegrand would be around 40 . 
Assuming that a scant 100 grid points are used for the double integration, 
4000 multiplications must be made to obtain one element of the transfer 
function for ~ freque ncy. For the problem investigated here both the 
real and the imaginary part must be used mak ing the total multiplications 
equal to 8000 . If values are desired for 50 different frequencies for a 
model consisti ng of 100 degrees of freedom, then the total number of mul -

































Figure 19. Approximation of (a) Wave Surface Spectrum by (b) 
Constant Functi ons and (c) Dirac Delta Fun ctions. 
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To digress, momentarily, it should be noted that the spe ctral 
density of a harmonic function is a ' delta fu nction with a magnitude equal 
to one half the square of the amplitude of the harmonic function and it 
is centered over the frequency of the harmonic function. Thus 1 a series 
of harmonic components bl exp(iwlt), b2exp(iw 2t),o oo ,bn exp(iwnt) would 
yield a spectral density function which would be composed of a series of 
delta functions 1 Bl&(w-w l ) " B2&(w-w 2 ), •• o, Bn&(w-w n ), as shown in Figure 
2 19c, where the B, = b, /2 ° 
J J 
Returning to the previous approximation of the spectral density, 
S (w), with the delta functions, it is seen that, in effect, these Dirac 1']1'] 
delta functions also represent the spectral density of a series of har -
monic components which can be used to simulate t he water surface eleva -
tiono The amplitude of these harmonic components are given by ~ or 
J 




\' ~2S (w , )6 , L 1']1'] J J 
j=l 
exp W ,t + ,1, , ) 
J 'f'J 
(231 ) 
where the o/j are independent random variables distributed uniformly over 
the interval (0, 2~) and the wave number is given by, for deep water 
d , =w?/g 
J J 
( 232) 
The sea - surface can a l so be simulated by linear filtering (13), 
but superposition creates a more compatible form for use in this inves-
tigation . The accuracy of the simulation of 1'](x,t) i ncreases with the 
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decreasing magnitude of the largest ~ . • Thus~ in the limit the simu-
J 
lation is given by the pseudo-integral 
00 
T](x,t) = f /2S (w)dw exp i(dX - wt + 1f) 
o'V T]T] 
(233) 
It is important to choose the ~ . such that ~(x,t) is not periodic. 
J 
The technique used here has been advocated by Borgman (13) and i s based 
on the cumulative spectrum, given by 
w 
r(w) = J S (a)da 
o \')fl 
(234) 
Equation (231) can be rewritten in terms of the cumulative spectrum, 
approximately, as 
n 
~(x,t) = \' ... /2[r(w .) -r(w . l)Jexp i G J J - ((j . x - w . t + w . ) J J J (235) 
j=l 
The object is to choose the w . such that the term [r(w.) - r(w . l)J is 
J J J-
constant for j = 1,2, oo .,n o Assuming the Pierson spectral density function 




which yields upon integration 
4 
a -bl a d 5' e a 
a 
4 
a -b/ w 
= 2b e 
If the value of the integral over all intervals is the same then 
whence 
and hence 
r(w .) = i r(oo) 
J n 
b ,- 4 









Now the amplitudes of the respective harmonic components for the 
s i mulation of the wave surface are known; i . e . , the jth wave height 
equa l s twice the quantity -v2Lr(w .) - r(w ~l) • Using standard techni que s 
J J -
for harmonic forcing functions, the structural response can be obtained o 
Finally, using superposition (since the system is linear), the total 
response can be simulated by a series of harmonic components. To obtain 
the spectral densities of the structural response, the reverse procedure 
is used from that described above; that is, an approximation to the 
continuous spectrum is obtained from the delta functio ns at the frequencies 
-
W . o The coefficients B. of the Dirac delta functions are given by one 
J J 
half of the square of the amplitude of the structural response . 
In summary, the alternative simulation procedure is to: (1) simulate 
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the random sea by superposition of harmonic components from an approxi -
mation to the sea-surface spectrum, (2) obtain a simulation of t he struc-
tural response by known solutions for harmonic forcing functions and (3) 
develop a structural response spectrum approximation by use of the Dirac 
delta function. 
Before proceeding further it is now necessary to select va l ues 
for the various wave parameters and an appropriate form for the wave 
spectrum. 
Since the solution of this particular example is somewhat academic, 
the selection of the force coefficients is arbitrary. The coefficients 
can be allowed to vary with depth by merely putting a suitable functional 
relationship in the wave force model, Equation (161). However, the coef-
ficients to be used here will be assumed to be constant with depth o A 
value for CD of 1 . 4 and a value for CM of 2.0 are chosen in conjuncti on 
with the recommendations of Agerschou and Edens (1) and Jen (41) . 
In order to specify the wave spectrum, it is necessary to know 
from field data the shape of that function. If a spectrum cannot be 
obtained from field observations then an appropriate mathematical model 
is used such as one of those given in References (44) and (87) if the 
design meterological conditions are known. The latter technique has 
been found to app l y quite well to some locations and not so well in 
others . For the purpose of this example, however, the Pierson model (68) 
will be assumed to be applicable . The Pierson model is given by 







-~ (g ) 
V . dW Wln 
4 
where 
II = 8 .1 0 x 10- 3 
v 0 d wln 
0 . 75 
wi nd speed in fps 
A wind speed of 50 fps is assumed for this example . 
The direction of t he wave advance wi l l be varied 45 degrees so 
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that the effect of the wave coming from different directions can be in -
vestigated . Only 45 degrees is necessary since the structure is axi -
symmetric in the vert i cal direction. 
Results and Discussion 
A computer program was written to perform the operations indi-
cated in the development of the model of the wave-soil -structure system . 
The pr ogram is written in ALGOL for use with the Burrough ' s B5500 digita l 
computer . Actua ll y the mai n program con sists of seven sub - programs which 
are represented schematically in Figure 20. A more detailed description 
of each program is given in Appendix E. 
By means of this program, the fo l lowing results were obtained: 
(1) free vibration ana l ysis (a) without the soil constraints and (b) 
with the soil cons traints, (2) structural response to harmonic forcing, 
(3) structural response to random forcing, and (4) effect of cha ng es in 
the physica l parameters . The rest of this chapter is devo t ed to the 
presentation and discussion of these results . 
Free Vibration 
The eigenvalues and eigenvectors of the soil-str ucture system 






































Figure 20. Schematic Representation of the Computer Programs. 
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constra ints. The eigenvalues or natural frequencies are tabulated for 
both cases i n Table 4 to give an i dea of the effect of the soil con-
st r aints on the natural freque ncie s of the structure . 
A casua l l ook reveals two obvious characteristics: (1) t he f irst 
six frequencies of t he unrestrained structure were zer o and (2) for t he 
higher nat ura l fr~quenci es there was li ttle di fferen ce between the two 
cases o The s ix zero natural frequencies were due to the rig i d bod y 
motio n of the free structure . When the soil stiffness was added y the 
r i gi d movements were restrained, thereby creating non - zero frequen cies o 
The soil sti ffness had mu ch le ss effect on the higher natura l freque nci es, 
which appeared to be nearly independent of the so il restraints . 
For t he i ndividua l el ements of t he structure, excl uding the r i gid 
part , the l owest component freque ncy was 00433 cps , whi ch correspo nd ed to 
the fundamenta l mode in bending of a column and the highest fr equency 
was 75 080 cps, whi ch corresponded to the fourth fr equency i n bending of 
a horizontal beam . When the elements of t he structure were coupl ed 
together t he l owest f r eque ncy of the structure corresponding t o the 
elast ic disp l a cements, was i ncreased f r om 00433 to 1.632 cps f or t he 
free structure and t o 3.52 cps for t he restra ined case. On the other 
hand, the hi ghest natura l frequency of the elements was redu ced to about 
53 cps for both t he r estrained and the unrestrai ned case . The r ea so n 
for t he increase i n the lowest frequency was due pr imarily to t he 
increased stiffness added by t he beams and the rigid platfor my whereas 
the r eason for the de crease in the highest f reque ncy was due ma inly to 
the la r ge mass of the pl atform . 
Before pro ceed ing further wi th the discussion of the natura l 





























Table 4 . Natural Frequencies for the Restrained and the 
Unrestrained Structure in Cycles per Second 
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Unrestrained Restrained Mode No 0 Unrestrained Restrained 
00000 0. 356 29 2101 21 21,625 
0.000 0 0356 30 21.420 210635 
0 . 000 10 031 31 21 0645 21. 757 
0 0000 10721 32 22 0059 22 . 430 
00000 3.520 33 22 0059 22 . 430 
00000 30520 34 22 0322 22 0578 
10634 30837 35 22 0322 22 . 578 
10632 4 0231 36 22.434 22 0933 
10728 40231 37 30 .747 300803 
20131 4 . 639 38 32 . 490 32 0532 
2. 131 4.639 39 330268 33 . 301 
2 . 385 4 . 942 40 33 . 453 33.491 
2.712 4 . 942 41 33.453 33 . 491 
2. 712 5 . 223 42 36 . 849 37,, 035 
30070 5 . 302 43 36 0849 37. 035 
4 . 383 5 . 823 44 37 . 041 3701 46 
40383 5 . 823 45 38.396 380637 
4 . 780 6 . 747 46 43 . 011 43 0048 
4 . 780 6 . 747 47 43.011 43 . 048 
5 . 311 6. 990 48 44 . 099 44 0162 
5 . 554 6 . 990 49 44 . 758 44 . 823 
60249 7. 018 50 440821 44 . 885 
6. 249 70 267 51 44 0821 44 . 885 
70949 8. 610 52 450709 45 0910 
70949 80610 53 49 0177 49 0300 
11. 581 11. 750 54 49.177 49 0300 
15 0891 160031 55 50 . 000 50 . 026 
15.891 160031 56 530026 53 0095 
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frequencies, the mode shapes or amplitudes of harmonic motion of the total 
structure will be introduced . From the eigenvectors, the displacements 
were computed for each eigenvalue . The program had been written to 
yield the deflection at twenty-one points on every elastic element, for 
every manner of deflection allowed at that pOint, e . g. four allowable 
deflections for each column and two for each beam. This information is 
too voluminous to present in detail here; a few typical results will be 
given . 
As expected, the first six modes of the unrestrained structure 
consisted of three translational and three rotational deflections of the 
rigid structure . The higher modes were predominantly elastic for the 
free structure. For the restrained structure the first four modes were 
of primarily, rigid motion. A look at the mode shapes in Figure 21 
reveals why only four of the original six rigid modes appeared . The 
deflections from the equilibrium positions are largely exaggerated. The 
higher modes in the restrained structure were mainly elastic, similar to 
the case of the free structure. 
In Figure 22 the seventh, or first elastic, natural mode shape 
for the free structure is shown. (Only the deflections due to bending 
in the columns are presented in Figures 22- 25 because of the inability 
to include graphica l ly the torsional and axial deflections. Also the 
deflections of the horizontal members are not included, in an effort to 
keep the representation simple. The columns are labeled to indicate the 
plane that the motion is in.) From Figure 22 it is seen that the major 
motion of the platform was i n the general directions from column D to 
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fundamental mode shape of a cantilevered beam below the lower level of 
bracing. This was because of the high stiffness, imparted to the upper 
parts of the columns, relative to the unrestricted lower segments. 
Although the deflections appeared to be the same in both planes they 
were somewhat different. The total deflections of the eighth natural 
frequency were of the same magnitude; however, the gross motion is in 
the general direction from column C to column A. 
Turning now to the corresponding fifth, or first elastic, natural 
mode shape for the restrained structure, the effect of the soil on the 
mode shape becomes apparent, as is seen in Figure 23. Instead of the 
columns having appeared to be cantilevered from the braced part of the 
structure the columns deflected in a fashion similar to the fundamental 
mode shape for a fixed-fixed beam o It deflected as if it was fixed not 
only at the platform but also at some point in the soil medium. Again, 
the deflections appeared to be the same in both planes but they were not 
quite equal. The total motion could be described as being in the general 
direction from column B to column D. The total deflection in the sixth 
natural frequency had the same value since the fifth and sixth frequen-
cies are the same; the motion was characterized by movements from column 
C toward column A. 
Figure 24 gives the deflections in the seventh natural mode of 
vibration .of th~ structure . The motion indicated was torsion of the 
whole structure. Here again the structural model acted as if it was a 
beam vibrating in torsion with both ends fixed . 
The deflections for the eighth mode, shown in Figure 25, indicated 
a motion in the direction from column C to column A, however the ninth 





Figure 25. Eighth Mode Shape for the 
Restrained Structure. 
B 
mode, which had the same total deflection, indicated a motion in the 
direction from column D to column B. An analogy could again be drawn 
to relate the motion to that of a fixed-fixed beam vibrating in its 
second natural mode o 
There are 47 other mode shapes that will not be included here. 
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However, some of the trends of these shapes will be noted o As the fre -
quency increased the effect of the soil became less important. This 
was noted in the discussion of the eigenfrequencies. The mode shapes 
could not be predicted in advance by merely knowing the frequency and 
mode number. Changes in the physical parameters caused certain modes 
to combine and form one mode and they caused other new modes to formo 
This was evidenced by the change of the number of essentially rigid modes 
from six to four with the addition of the soil restraints. Returning to 
Table 4, it is noted that the 24th and 25th mode shapes of the free struc-
ture were similar to the 24th and 25th mode shapes of the restrained 
structure whereas the 22nd and 23rd mode shapes of the free structure 
were similar to the 20th and 21st modes of the restrained structure. 
The mode shapes corresponding to modes 18 and 19 were~ again~ similar 
for both structures . Thus~ it appeared that as the physical parameters 
changed, modes were generated while others were degenerated. 
Harmonic Forcin~ 
The mathematical model of the structural system was subjected to 
harmonic forcing which simulated that arising from a harmonic wave train 
in the uR direction . The computer program was used to obtain the real and 
imaginary parts of the deflection of the structureo The computer printout 
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is included in Appendix E. These results are summarized in this section. 
All of the imaginary deflections are not discussed, however, due to the 
fact that they were similar in shape (although they may be different in 
sign) and were generally only a tenth as large as the real deflections. 
The real and imaginary deflections of the columns are given in 
Figure 26. As noted above, the imaginary part was similar in shape to the 
real deflection but was much smaller. No attempt has been made to present 
the beam and column deflections together in Figure 26 in order to keep the 
presentation uncluttered . The deflections in the plane of wA are not 
shown since they are essentially zero. 
The rigid body motion is shown in Figure 27 for both the real and 
imaginary parts. It is reiterated here that the total motion is the sum 
of the rigid and the elastic parts. 
In Figures 28 and 29 the real deflections of the columns in the 
axial direction and in torsion, respectively, are shown for the harmonic 
forcing. The horizontal displacement is used to represent the axial and 
torsional deflections. The imaginary part of these deflections are not 
included; they are much smaller. 
The real deflections due to bending in beams E and I are given in 
Figure 30. The longitudinal axes of these beams were perpendicular to 
the direction of the wave advance. The deflections for beams G were the 
same as those for beam E and, likewise, the deflections for beams I and 
K were the same. 
The real deflections due to bending in beams F and J are given in 
Figure 31. The longitudinal axes of these beams were parallel to the 
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Figure 31. Real Deflection of (a) Beam F and 
(b) ' Beam J for Harmonic Forcing. 
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respectively, the same as those for beams F and J . 
The deflections of say vA(x,t) are given by 
(242) 
where 0A represents the absolute value of the complex variable vA(x,t), 
or the amplitude of the harmonic motion and t(x) is the phase angle . 
The real and imaginary parts of vA(x,t) are given in Figure 26. Although 
the imaginary part may have been small it had importance equal to that 
of the real part in determining the phase angle t(x). It was noted that 
the phase angle was about 120 for the upper portion of the structure, about 
-194 0 for the middle portion of the structure, and about -120 for the lower 
portion. These phase angles determine those values of wt for which the 
real displacement is a maximum; that is, 
(243) 
for 
wt + t(x) = 2jn for j = 0,1,2, • •• ,00 (244) 
Thus, it is seen that the maximum displacement of a point on an element 
is a function of the wave position and the relationship is, in general, 
different for every point of the structure. In effect, it was seen that 
for column A the maximum positive displacement at the platform and in the 
foundati on occurred near the wave crest whereas the maximum positive dis-
placement of the middle section of the structure occurred near the wave 
trough. Actually, the previous statement is a little too general since 
the phase angle varies continuously along an element . 
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For the rigid body motion shown in Figure 27 the phase angle was 
-14.3°. This indicated that the maximum positive displacement occurred 
near the wave crest as was expected. The structure appeared to move as 
if it was pivoted at some point in the foundation. When the elastic 
deflection was superposed on the rigid deflection, it was seen that the 
elastic deflection tended to bring the rigid displacement in the soil 
back towards the equilibrium position. 
In Figure 28, it is seen that the elastic deflections in the axial 
directions also tended to pull the elements from the rigid deflection 
towards the equilibrium. The elastic deflections at the top appeared to 
be the result of resisting the inertial forces of the rigid platform as 
it rotated and translatedo 
From Figure 29 it is seen that the members act in torsion as if 
they were fixed or nearly so . The largest deflection occurred near the 
middle of the column and was . about 1800 out of phase with the deflection 
near the top and the bottom of the structure o The torsional deflections 
at the bottom were apparently due to the torsional inertia of the columns. 
There was no rigid body torsion for this angle of wave attack. 
Beams E and I were located on the lower and upper level of bracing 
respectively and they were on the same side. The difference i~ their 
displacements is shown in Figure 30 0 Beam I deflected five times as much 
as Beam E. This was certainly feasible since the wave forces decrease 
exponentially from the water surface. Although the forces in the hori-
zontal and vertical direction had equal maximum values (for deep water 
waves) the displacements were different due to the different resisting 
mechanisms of the columns. For this example, the torsional stiffness was 
less than the bending stiffness in the columns. 
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In contrast to beams E and I, beams F and J were situated on a 
different side of the structure so that there were only vertical wave 
forces on them. The deflections vF and vJ were attributable to both the 
wave forces and moments induced by the coupled columns. It would have 
been difficult to separate the effects of these two contributions. The 
deflections in the vertical direction, WF and wJ ' were due only to the 
efforts of the beam in resisting moments arising from the coupling 
between the beams and the columns. Although the deflections in beams F 
and J were much smaller (order of ten) than those in beams E and I, it 
was believed that the stresses could have been greater in beams F and J 
because of the much larger curvatures encountered. 
As a side light, the structural response was also evaluated when 
subjected to these same forces without the soil restraints having been 
applied. The structure behaved in a manner similar to that of a large 
bouy: the motion of the center of gravity described a flat ellipse to 
which was superposed a large angular deflection. All of this motion was 
predominantly rigid. 
It was believed that the results presented above were quite reason-
able for the structure, soil, and Wqve parameters chosen. The predomi-
nance of the rigid motion was due to: (1) the natural frequency of the 
structure closest to that of the forcipg function corresponded to the 
first and second natural mode shapes shown in Figure 21 and (2) the 
stiffness of the structure was too high to admit very large elastic 
deflections. If the columns had been more flexible then the deflections 
in the foundation would have been more reasonable; this was also a reflec-
tion on the assumption of representing the deep pile foundation as an 
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extension of the superstructureo Then again this assumption need not have 
been made if in reality the pile was just an extension of the column. 
Piles eight feet in diameter have been placed in soft clays to depths 
of 200 ft by using "sonic" pile-driving techniques. In another vein, some 
calculations have been made on member I, assuming a uniform static load-
ing which resulted in the deflections given in Figure 30, and they show 
that the stress is about 240 psi. Indeed, this is low but, as mentioned 
above, it would be higher if the structure had been more flexible and did 
not transmit so much of its load to the soil. 
Random Forcing 
Using the alternate simulation technique presented in this chapter, 
for the evaluation of the stochastic model, a program was written to com-
pute the desired power spectral densities of the structural response. 
The results are presented in this section. These results were only meant 
to give an indication of the response at selected points on the structure 
and not a complete description of the random motion of the structure. 
The angle of wave attack was held constant and the waves were assumed to 
travel in the direction of the rigid body coordinate uR• Power spectral 
densities were obtained for uA(Ll,t), wI(L~2,t), up(t), and wp(t). 
Because of the complex nature of the problem (in the mathematical 
sense) the results can be given in either of two forms: (1) a power spec-
trum can be obtained for both the real and the imaginary components 
similar to the presentation of the harmonic results or (2) one power 
spectrum can be used to represent the absolute value of the displacement. 
The latter method is used here since, in general, the maximum displace-
ment is the primary quantity of interest rather than either the real or 
imaginary component. Selected spectral densities of the structural 
response are shown in Figure 32. Superposed on these sp~ctra is the 
spectrum of the water surface elevation. 
The spectral density of the water surface was essentially zero 
for frequencies less than 0.055 cps and for frequencies greater than 
0.275 cps. (For a windspeed different from the value of 50 fps used 
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here different limits would have been expected.) Accordingly, the spec-
tral densities of the structural response were effectively zero outside 
of these limits. As expected, response peaks occurred near the fre-
quency where the maximum energy was contained in the random wave field. 
The second set of peaks near 0.22 cps was not due to a high energy con-
tent in the wave field at this frequency. The second set of peaks was 
due to the fact that the first resonant frequency of the structure was at 
0.35 cps. The response spectral densities were rising in anticipation 
of the fundamental frequency. However, the density corresponding to 
the vertical translation of the platform was nearly zero at 0.22 cps; 
this was because the fundamental frequency was characterized by hori-
zontal translati on and rotation and not vertical translation. 
The area under the spectrum is the variance of the variate and 
the square root of the area gives the standard deviation or root-mean-
square value. The standard deviation was calculated to be 0.293 ft for 
the random motion in the horizontal direction of the rigid platform. 
The corresponding standard deviation of the water surface elevation was 
8.12 ft. 
Effects of Changes in Physical Parameters 
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have on the response of the system several parameters were perturbed. 
Since a sensitivity analysis was not within the purview of this inves-
tigation only a cursory study was made. To perform this analysis, the 
inputs for the harmonic case were used as the "standard set" of param-
eters from which some of the inputs were varied in a consistent manner . 
First, the angle of attack was varied from zero to 45 degrees~ 
where an angle of zero indicates waves traveling in the uR direction. 
The variation of the angle had different effects on different responses 
as shown in Figure 33. For another example, the torsion of the platform 
was essentially zero for a zero angle of attack and became very sizable 
for an angle of attack of about 22°. The response of column A closely 
resembled a sine curve; this was to be expected. The response for a 
variation of from 45 0 to 900 was similar to that given for the previous 
case since the structure was axi-symmetric. 
The variations of the parameters from the standard set are given 
in Table 5, where 
a~ 
th = thickness of columns and beams 
r A = radius of columns 
r E = radius of beams 
NA2 = number of bending modes for columns 
Wp = weight of platform 
all other symbols are as previously defined. For comparison purposes 
the standard set is also listed in Table 5. All variations are for har -
monic forcing only. 
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Figure 33. Variation of Real Structural Response with Angl e o f Atta ck. 
Table 5. Variation of Inputs 
Standard Variation Parameter Set 1 2 3 4 5 6 7 8 9 10 11 12 
L1 (ft) 700 1000 650 750 
L2 (ft ) 100 
xl (ft ) 500 750 450 550 
x2 
(ft ) 600 900 550 650 
th (ft ) 0.125 0.0833 
r A 
(ft ) 5 4 
r E (ft) 2 0.5 
NA2 6 5 7 
Wp (lb) 800,000 1.6x10 
6 
E (psi) 600 300 1200 
s 
h (ft ) 200 150 250 
C
damp 
(%) 0.05 .03 
Co 1.8 1.0 2.5 
V . d(fps) 50 Wln 
(ft ) 
...... 
d 450 750 (.JI 
I\) 
153 
same structure in 750 ft. of water. Of course, a 300 ft. section was 
necessarily added to keep the platform, bracing, and foundation in their 
original respective positions. The lowest rigid and elastic natural 
frequencies were reduced to 0.215 cps and 2.28 cps from 0.356 cps and 
3.52 cps respectively. A generation and degeneration of modes was also 
evident in this case. The real deflection of the platform in the hori-
zontal direction was up = 1.31 ft. Similar increases in deflection 
were experienced, in general, throughout the structure. 
Variations 2 and 3 gave an indication of the effect of the strength 
of the soil whereas variations 4 and 5 served to indicate the effect of 
the depth of embeddment of the columns. The results are summarized in 
Table 6. In general, Table 6 indicates that the soil-structure model 
was well behaved. However, it was noted that the strength of the soil 
and the depth of the foundation were of major importance. The variation 
of the first rigid frequency with foundation depth was primarily due to 
Table 6. Effects of Soil Strength and Column Embeddment 
Length on the Real Structural Response 
Result 
First Rigid Frequency 
(cps) 
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2 3 4 
.252 .503 0.253 
3.05 4.06 3.58 
0.968 0.195 0.968 
-2.65 -0.65 -1.57 
3.01 1.18 1.89 









the high rigidity of the columns which form the foundation . The devia-
tions from the deflecti ons, for the standard set, due to changes in 
soil strength, indicated that the rigid motion is much more dependent 
(nearly linearly) on the strength of the soil than the elastic motion . 
Keeping all other parameters constant, variati ons 6 and 7 were 
made to observe the convergence of the solution. For NA2 =5 the system 
was singular which indicated that an insufficient number of component 
coordinates were available to choose the dependent coordinates such that 
the matrix [aD], ' Equati on (71), was not singular . For NA2=7, the first 
rigid natural frequency was 0.356 cps and the first elastic natural fre-
quency was 3.38 cps . 
-3 
The deflection vA(O) was 1 . 65 x 10 ft while the 
-3 same deflection for the standard set was 1. 87 x 10 ft. However, the 
rigid deflection up was 0.4159 ft while that for the standard set was 
0.4156 ft. For this example, the results obtained with NA2=6 were 
be lieved to be satisfactory although for a more flexible structure 6 
* modes may not be enough. 
Variations 8 and 9 were to serve to give an insight into the 
effect of the coefficient of drag, over which controversy exists as to 
the proper method of selection. See Table 7 for : a summary of the 
results. A change in CD of 250% produced a change in vA(L I/2) of less 
than 20%. This indicated that the response of the structure was not 
significantly affected by small changes in the drag coefficient. 
* A solution was attempted for eight bending modes for the columns 
and just three for the bending in the beams. Although this model still 
contained the same number of degrees of freedom as the original model, a 
singular condition existed for this case also. 
Result 
Table 7. Effects of Variations of the Drag Coefficient 
on the Real Structural Response 
Standard Variation Set 
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C = D 1.8 s= 1.0 en = 2.5 
uA(L l /2) x 10
3 










To determine the effect that the weight of the platform had on 
the structural response, the weight of the platform was raised to 1.6 xl06 
lb. The resulting fundamental frequencies for both the rigid and elastic 
vibration were, respectively, 0.295 cps and 3.35 cps which were somewhat 
less than the values 0.356 cps and 3.52 cps for the standard set. Thus 
the weight of the platform, when increased, had a small effect on the 
fundamental natural frequencies. The higher frequencies experienced 
nearly zero decreases. Moreover, the real deflections were affected 
only s l ightly; e.g. up was in cr eased from 0.416 ft to 0.446 ft and wp was 
decreased from -1.312 xlO-4 ft t o -1.311 xlO-4 ft. 
The coefficient of viscous damping was reduced from 0.05 to 0.03. 
The real displacements were increased by less than one percent and the 
imaginary part of up decreased from -1.043 ft to -1.058 ft. The insig-
nificance of the damp~ng was because the forcing frequency was not very 
close to a natural frequency of the structur~. 
To see what the response of a similar but less rigid structure 
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would be, the thickness, column radius, and beam radius were decreased to 
0.0833 ft, 4 ft, and 0.5 ft respectively. The resulting rigid and elas-
tic fundamental frequencies were changed to 0.411 cps and 1.73 cps. The 
first rigid frequency increased due to the decreased mass of the struc-
ture while the first elastic frequency decreased due to the increased 
flexibility. One of the more interesting results is that for this case 
there were only three rigid modes; the third and fourth were combined into 
( -2 one. The deflection for vA Ll ) was then 1.29 x 10 ft, which was a large 
increase from 2.42 x 10-3 ft. However, the rigid motion of the platform 
decreased from 0.416 ft to 0.280 ft. Thus, it is apparent that the 
increased flexibility is very influential on the structural response. 
Another objective of the variation of parameters was to show the 
stability of the proposed solution technique. It was believed that this 
objective had been accomplished. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The concl~sions of this investigation are given here: 
I. A ma t hematical model has been developed to simulate the 
dynamic response of a continuous structure which is restrained by the 
soil medium and is attacked by either harmonic or random wave forces. 
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The type of structures that can be represented by this approach are, in 
general, space-frames . In particular, the technique is applicable to a 
permanent offshore structure which supports a working platform that can 
be considered rigid~ relative to the other components of the structure. 
The model is based on the normal mode approach which is used to represent 
a continuous structure . 
2. The model allows the inclusion of geometric constraints that 
arise when elements are joined together. A rigid platform can al so be 
easily handled with the developed technique. Restraints caused by cross-
bracing j which have small masses compared to the other elements of the 
structure, can be included simply as external forces. The restraints 
imposed by the soil can also be handled as externa l for ces. 
3. By use of an appropriate transformation the normal mode approach 
results in a set of second - order, independent, ordinary differential equa -
tions . Thus, solutions can be obtained relatively easily for any type 
of forcing function. Random for ces can be dealt with in a str9ight-
forward ma nner by the use of spectral densities. 
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4 . The representation of the soil restraints by means of a Winkler 
type foundation is compatible with the structural model . By the use of 
the theory of elasticity, suitable constants can be found for the 
Winkler foundation for resistance to bending, axial, and torsional 
deflections. The soil restraints can be formulated as external forces 
and then incorporated into the stiffness of the structural representa -
tion. The effect of foundation restraints ha~ been shown to have a sig-
nificant influence on the vibrational behavior of a structure . 
5. A formal analytical coupling of the random wave forces to 
the soil-structure model may be made but the resulting expressions are 
cumbersome to evaluate . An alternate approach of a spectral simulation 
can be used which will produce the desired results with a reasonable 
amount of effort . 
6. For the example which has been ana l yzed by the developed tech-
nique, the results appear to be reasonable in view of actual structural 
behavior . Perturbations of the physical parameters indicated the large 
effect of changes of the soil characteristics and the small effect of 
changes of the hydrodynamic drag coefficient on the structural response. 
7. In the application of the developed technique, certain mathe-
matical difficulties need to be avoided. First, the mode shapes for a 
beam in bendi ng present numerical difficulties when the functions are 
evaluated for modes higher than the second. Second, there must be enough 
component coordinates to choose dependent coordinates from so that a 
singular system will not develop . Third, and closely related to the 
second, the dependent coordinates cannot be chosen at random but must be 
selected with care so that the system is not singular . 
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8. The requirements for a good model -- complete, efficient , and 
accurate -- have been set forth in Chapter II. It is concluded that the 
developed model satisfies these requirements . Modifications of the devel -
oped method will allow analysis of wave-soil-structure systems subject 
to variations of structural geometry, and/or subject to exciting forces 
other than hydrodynamic forces. Examples of these forces are seismic 
disturbances and ship-structure collisions. 
Taller structures in deeper water require new engineering skills. 
The interaction forces and constraints demand greater attention to the 
interrelationships between the soil dynamics of the ocean f loor, the 
hydrodynamics of wave action and viscous damping, and the structural 
response characteristics o These interrelationships must be understood as 
rand om phenomena and must be treated by probabilistic methods. The devel-
oped method provides engineers with a new analytical tool. 
Future resear ch should be directed to obtaining better in forma -
tion on wave fo rces and soil restraints . In particular, informatio n 
should be obtained on the variation of the coefficients of drag, CO' and 
inertia, CM, with depth as well as on the random nature of these coef fi-
cients at design conditions . 
Viscous and structural damping need to be better understo od in 
order to allow improved mathematical representations. 
The use of actual field data should also enhance the representation 
of the variable nature of soi l properties, including spatial variations . 
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APPENDIX A 
The following notation has been adopted to represent the primary 
variables: 
a,b = coefficients or constants; 
a',b',c',d' = coefficients defined in Equation (278); 
A = cross-sectional area of component; 





= amplitude of generalized force, {~SJ 
= water particle acceleration; 
= horizontal component of A(z,t)j 
bl ,b2 ,b j ,bn = amplitude of harmonic components; 
[B] = constraint coefficient matrix; 
Bl ,B2,B j ,Bn = amplitude of delta functions; 
c = hydrodynamic parameter defined in Equation (155); 














= drag coefficient; 
= inertia coefficient; 
= hydrodynamic parameters defined in Equation (273); 
= hydrodynamic parameters defined in Equation (272); 
= viscous damping coefficient; 
= proportionality constant for viscous damping; 
= water depth; 
= pile diameter; 
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e = Napierian base, 2. 7300'; 
E = modulus of elasticity; 
[E] = mass matrix for generalized coordinates of the structure; 
E = modulus of elasticity of soil; s 
EI(x) = bending stiffness; 




,f4 = functions defined in Equations (283) - (286); 
f(x ,y ,z ) = distributed loading on foundation medium; s s s 
f(z,t) = total hydrodynamic force; 
F = concentrated force; 
[F] = stiffness matrix for generalized coordinates of the 
structure; 
FE = elastic force; 
Fj(wk,t) = jth constraint function; 
FR = force causing rigid motion; 
FS = structural damping force; 
FV(x,t) = viscous damping force; 
g = gravitational constant; 
G(r) = function defined in Equation (167); 
Gl ,G 2 = shear modul i of bi-linear soil system; 
G = shear modulus of soil ; s 
GJ( x) = torsional sti ffness; 
h = length of pile below soil surface; 
hl ,h2,h3,h4 = functions defined in Equations (288) - (291); 
h* aspect ratio of flat plate; 
H 


























= jth frequency response function; 
= unit imaginary number; 
= unit identity matrix; 
= mass moment of inertia; 
= mass moment of inertia of the platform about its center 
of gravity; 
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mass moment of inertia of the structure about the center 
of gravity of the rigid structure; 
= integer; 
= hydrodynamic parameter defined in Equation (155); 
compressive subgrade modulus; 
= shear modulus per unit length; 
= shear modulus for whole plate; 
= torsion subgrade modulus per unit length; 
= torsion subgrade modulus for whole plate; 
= structural parameter; 
= structural component length; 




= mass per unit length of structural component; 
mass of platform; 
= mass of rigid body; 
= moment on pile due to soil restraint; 







{p (x, t)} 
= number of sub-intervals; 
= variation of subgrade modulus with depth; 
= Fourier transform of{fJ(t)} ; 
= number of bending modes for columns for each direction; 
= point on x axis; 
= point on x axis or x axis; s 
depth to mid-point of distributed load; 
= stress vector; 
= stress vector due to loading applied statically; 
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{PI(X,t~ 
{PII(x,t~ = stress vector due to contribution from velocity and acceler-
ation components of loading; 
PL 






= plastic limit; 
= jth generalized coordinate; 
= transformation matrix; 
= pile radius; 
= column radius; 
beam radius; 
= static resistance 
dynamic resistance; 
soil parameter defined in Equation (134); 
= variables defined in Equations (138) and (139); 
[R (x,x',~)] = cross-covariance matrix between w.(x,t) and wk(x',t); 
ww J 
R h) xy = cross-covariance function between x(t) and y(t); 
Sff(Z,w) = wave force spectral density; 
(Sv_v_(z,w)]*3 = three fold convolution of Sv_v_(z,w) with itself; 







:: cross - spectral density between x(t) and y(t) ; 
:: spectra l density of water-surface elevation; 
:: estimated value of S (w); 
fJfJ 
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[ S S S(Q)] :: 
~ ~ 
cross - power spectral density matrix between E; jS(t) and 'kS(t); 
t :: time; 
:: arbitrary times; 
:: kinetic energy; 
T one-half of period used in defining cross-covariance; 
T :: wave period; 
TF2 :: dummy transfer function in Table 3; 
pq 
[ TF:SE;S(Q)] :: transfer function matrix from SfJfJ(Q) to [S~S~s(Q)]; 





:: upper triangular matrix; 
:: axial deflection; 
:: translational displacements of the platform; 
:: translational displacements of the rigid body; 
deflection of continuum representing soil in x direction; s 
potential energy; 
v(x,t),w(x,t) :: bending deflections in x-y and x-z plane, respect i vely; 
vA(x,t) :: deflecti on of element A in the y direction; 
A 
amplitude of vA(x,t) in harmonic motion; vA :: 
V(z,t) :: water particle velocity; 
V . d WIn windspeed; 
V_(:z,t) :: horizontal component of V(z,t); 
x 
{w(x,t)} :: general displacement vector; 
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w.(x,t) jth constrained coordinate; 
J 
W(x,Q) = Fourier transform of w(x,t); 
Wp = weight of platform; 
x,y,z = coordinates of structural components; 
x(t) = a general variate; 
xs,ys,zs coordinates of the soil system; 
x,y,z = coordinates of the wave field; 
XI = depth to first point of zero pile deflection; 
x
l
,x2 = heights to first and second level of bracing, respectively; 
X(Q),Y(Q) = Fourier transforms of x(t) and y(t), respectively; 
a,~ constants; 
a,~ = angles between elements; 
Y = yield strain of soil; 
y 
r(w) cumulative spectrum of the sea-surface; 
~q . = virtual displacement of q . ; 
J J 
~ (w - w . ) = Dirac delta function centered at w . ; 
J J 
~Work virtual work; 
6 = interval length; 
6 . = length of interval defined in Equation (229); 
J 
t. = structural parameter defined in Equation (193); 
J 
<: . jth damping factor; 
J 
~(x,t) = sea surface elevation; 
~(x,t) = estimated sea surface elevation; 
~ . (t) = jth normal coordinate of components; 
J 
{~~} displacement vector due to loading applied statically; 
8(x,t) 
8p ,<Pp ,'lrp 
8R ,<PR 'o/R 
v 



















= displacement vector due to contribution from velocity and 
acceleration; 
= torsional deflection; 
= rotational displacements of the platform; 
= rotational displacements of the rigid body; 
Lagrange undetermined multiplier vector; 
= coefficient matrix for generalized forces resulting from 
soil restraints; 
= coefficient of structural damping; 
= Poisson's ratio for soil; 
jth component generalized force; 
= Fourier transform of {~(t)} ; 
= 3.1415 ... ; 
density of sea water; 
wave number; 
wave number defined in Equation (232); 
variance of water particle velocity; 
= time interval; 
= jth mode shape of structural component; 
= phase angle; 
independent random variable representing the phase angle; 
transformed eigenvector; 
= eigenvalue; 
= wave frequency; 
= jth component natural frequency; 
= frequency at mid-interval; and 
forcing frequency. 
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= reference to elements A,B,C, and K, respectively; 
= reference to horizontal element (beam) and a vertical 
element (column), respectively; 
= indicies; and 
= reference to real and imaginary components, respectively. 






= reference to dependent and independent coordinates, respec-
tively; 
= reference to additional components caused by adding plat-
form and rigid body motion; 
= reference to normal coordinates of the structural system; 
reference to the deflections u,v,w, and 8, respectively, of 
an element; and 
= reference to angular displacements of the platform and 
rigid body. 
The following special symbols have been adopted for use with the 
primary variables: 
= time average; 
= complex conjugate; and 
<.> = ensemble averaging operator. 
APPENDIX B 
RELATIONSHIP BETWEEN S (Q) AND xy 
THE VARIATES x(t) AND y(t) 
The purpose of this appendix is to show the development of the 
cross-power spectral density S from the continuous records x(t) and xy 
y(t), and to show the relationship between S and the Fourier trans-xy 
forms of x and y. The development follows that of Parzen (63). 
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Assume that x(t) has a Fourier transform X(Q) and that it is given 
by 
X(Q) = J go x( t)e -iQtdt 
...QO 
and its inverse is 




the cross-covar i ance between x(t) and y(t), 
R h) = xy 
1 J T lim 2T x(t)y(t+~)dt 








Admitting functions x(t) and Y(Q) that allow the order of integration 
to be changed yields 






4'11:T X[Q) dQ 
where X(Q) is the complex conjugate of X(Q). 
(250 ) 
This is, in ef f ect, a statement of Parseva1 's theorem (11). Since by 
de f inition 
and 
~ 
R h) = ....L f S (Q)eiQ~ dQ 
xy 2'11: -00 xy 
equating integrands in Equations (250) and (252) gives 
lim 4;T X(Q) Y(Q)eiQ~ 








T ~ 00 
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APPENDIX C 
EVALUATION OF GENERALIZED MASS 
In this appendix, the expression for the generalized mass for 
the mode shape gi ven by Equati on (192) is evaluated. For convenience 
the subscript" j" is dropped since it will not affect the integrati on. 
The generalized mass is given by 
L 
M = J m(x)(sin Kx + sinh Kx + e(cos Kx + cosh Kx)]2dx (255) 
a 
Since m(x) is constant, the equation becomes 
M = m J L [sin2 Kx + 2 sin Kx sinh Kx + sinh2 Kx 
a 
+ 2£(sin Kx cos Kx + sin Kx cosh Kx + cos Kx sinh Kx 
+ cosh Kx sinh Kx) 
This integration can be easily accomplished by considering each term 
individually. Thus, evaluating the integral of each term yields 
(256) 
JL 2 sin L Kxdx = 2 ( 257 ) 
a 
L 
2 J sin Kx sinh Kxdx = ~ (sin KL cosh KL - cos KL sinh KL) (258) 
o 









2£ J sin Kx cosh Kxdx ::: ~ (sin KL sinh KL - cos KL cosh KL + 1) (261) 
o 
L 
2£ J cos Kx sinh Kxdx ::: ~ (cos KL cosh KL + sin KL sinh KL - 1) (262) 
o 
L 
2£ J sinh Kx cosh Kxdx ::: 2£K (cosh 2KL - 1) 
o 
2 J L 2 £ cos Kxdx ::: 
, 0 
2 
2(h + JL sin 2KL) 
£ 2 4K 
(263) 
(264) 
2fL 2£ cos Kx cosh Kxdx ::: £K (cos KL sinh KL + sin KL cosh KL) (265) 
o 
2r L 2 
£ J cosh Kxdx ::: ( 266) 
o 
Substituting the above evaluated integrals into Equation (256) yields 
M ::: m[ - 1 sin 2KL + -Kl (sin KL cosh KL - cos KL sinh KL) 
4K 
1 ..L + 4K sinh 2KL + 2K cos 2KL 
(267) 
2 
+ 2£ sin KL sinh KL + ..L c o sh 2KL + £2L + t- sin 2KL 
K 2K 4K 
2 2 
+ £K (cos KL sinh KL + sin KL cosh KL) + ~K sinh 2KL] 
Whence, the following form is obtained 
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m[ 2 1(2 ). M = 2K 2£ KL + 2 £ - 1 Sln 2KL - £ cos 2KL (268) 
+ ~ (£2 + l)sinh 2KL + £ cosh 2KL 
+ 2 sin KL((£2+1)coSh KL+2£ sinh KL)+2(£2_1)cosKLsinh KLJ 
The subscript j can now be added back' to the terms to which it belongs 
and the result will be that shown in Equation (195). 
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APPENDIX D 
EVALUATION OF GENERALIZED FORCES 
The expression for the generalized force ~. is evaluated in this 
J 
appendix. For the sake of convenience the subscript "j" is dropped 
. from those variables which correspond to the jth structural mode. 
Since only forces acting normal to the longitudinal axes of the struc-
tural elements are considered, only the generalized forces resulting 
therefrom are considered; all other forces are zero. 
The generalized force is given by 
L 
~(t) = J ~(x)f(x,t)dx (269) 
o 
the mode shape ~(x) is given in bending by 
~(x) = sin Kx + sinh Kx + £(cos Kx + cosh Kx) ( 270) 
and the hydrodynamic force is represented by 
(271 ) 






in which, following standard notation, 
1 
c = 2 CD P D and k (274) 
However, if the force is in the vertical direction then 
(275 ) 
where Cl and C2 are as given above. Also the functional relationships 
between x, y, and x are given in a general manner by 
y a x + band x = a x + ~ 
Elementary manipulations of Equation (269) yield 
L 
~ = f [sin Kx + sinh Kx + e(cos Kx + cosh Kx)] 
o 
- a ' x + b' + ... C c ' x+d ' ] i (d ~ - w t ) d • [Cl e 2e e x 
in which 
c' == d(a + ia), and d' == db 
The required integrals are 








J ax 1 (b sin bx + a cos bx)e
ax 
cosbxe dx a2+b2 
(280) 
.r sinh bx eaxdx = 1 (a cosh bx - b sinh bx)eax a 2 _ b2 (281 ) 




== [a ,2 + K2rl 2 2 2 2 . 2 -1 fl = [d (4a -a ) +K + 14aad J ( 283) 
f2 == [a,2 - K2J-l [d 2 (4a 2 2 2 , 2J
-l = - (l ) - K + i4aad (284) 
f3 = [c,2 + K2J-l [d 2 (a 2 2 + K2 + 2J -1 = - a ) i2aad (285) 
f4 = [c,2 - K2J-l 2 [d (a 2 2 ' - a ) K2 + i2aad 2J -1 (286) 
and making use of the appropriate integrals yields 
S {cllfl(a'sin Kx - K cos Kx + ,(K sin Kx + a'cos Kx)) (287) 
+ f
2
(a'sinh Kx - K cosh Kx + €(a'cosh Kx - K sinh K))Jea'x+b' 
+ C2(f3(c'sin Kx - K cos Kx + €(K sin Kx + c' cos Kx))J 
+ f 4 (c'sinh Kx - K cosh Kx + ,(c 'cosh Kx - K sinh KX)))eC'><ld) 







== 2c1a (sin Kx + e cos Kx) - K cos Kx + eK sin Kx (288) 





= 2c1a(sin Kx +e cosh Kx) - K cosh Kx - eK sinh Kx (289 ) 




= c1a(sin Kx + e cos Kx) - K cos Kx + eK sin Kx (290) 
+ idd(sin Kx + e cos Kx) 
h3+ih4 = da(sinh Kx + e cosh Kx) - K cosh Kx - eK sinh Kx (291) 
+ idd(sinh Kx + e cosh Kx) 
and reco9nizin9 that 92 = 94 and h2 = h4 yields after some manipulation 





+ ih2»)edY}ei(dX -wt) I~ 












»)e"V} ei(dX -wt) I~ 
and for vertical forces 
~1[fl(92 - i91) + f 2(h2 -ih1 »)eZ,y - C2[f3(93 + i9 2) 





To calculate the forces acting on the rigid body the following 
integral is needed 
JL f(x,t)dx = JL (tle~Y + c
2
e"Y)e i ("X -wt)dx (295 ) 
o 0 
= [<\ (2a - ia \ e ~ Y 
" 4a2 + a 2) 
The generalized force for calculating a moment on the rigid body is 
obtained in part by setting ~(x) = x. Hence 




e"Y)e i (dX -wt) (296) 
o 0 
a - a-I aa 
[ 
Cl (4 2 2 ' 4 V 
+ C2(a2 _a
2 
- i2aa ~ [( + ' ) -J] "Y] i("x-wt)IL 2 2 2 2 2 2 a la x - e e 
" (a -(1 ) + 4a a 0 
Of course the latter two integrals are used together in determining 





yields the generalized force resulting from the hydrodynamic 
force in the proper direction. 
If a and d are both zero then some modifications must be made. 
Equations (293) and (294) are satisfactory in their present state, but 
Equations (295) and (296) are indeterminate . Taking the limit, Equations 
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The limits on the structural coordinate x are only symbolic. The 
limits are controlled by the domain of f(x,t); outside of this domain 
f(x,t) o. For example, consider the column which is embedded in the 
soil and protrudes through the water surface. The limits, in this case, 
would be the mudline and the still-water-line for 0 and L, respectively. 
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APPENDIX E 
DESCRIPTION OF THE COMPUTER PROGRAM 
A computer program was written in ALGOL for use with the Burrough ' s 
85500* digital computer. Due to the length of the program (3,250 state-
ments) it is not reproduced here. The general structure of the program 
is described in this appendix and the computer printout for the case of 
harmonic forcing is presented . 
In order to facilitate the writing, debugging and running of the 
program it was decided to break the program into seven smaller, inde-
pendent programs. These programs are organized as shown schematically 
in Figure 20. They are connected by means of magnetic tapes which pro-
vide a program with the intermediate results produced by previous pro-
grams. Another advantage to this approach is that the use of all programs 
is not required if only a change in say a wave parameter is desired . The 
programs will be described in the order in which they are normally used. 
Although the program is written specifically for the example presented, 
it can be extended to other types of structures. 
The primary function of the first program is to formulate the geo-
metrical constraint matrix. To perform this function, the structural 
properties are read in from cards and used with the mode shape functions 
* This computer has a core storage of 32,000 words with supplementary 
disc storage. The average multiplication time is about 20 ~ sec. In 
effect this is a "second-generation" computer. 
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in the program. Also, this program evaluates all of the structural 
parameters corresponding to the individual components such as the nat-
ural frequencies and the generalized mass matrix and stiffness matrix 
given in Equation (52). A procedure, similar to that used in matrix 
inversions, is used to select the dependent coordinates and a procedure 
is used to partition the constraint, generalized mass, and generalized 
force matrices in the proper manner. The bookkeeping parameters are 
obtained and placed on magnetic tape along with the intermediate 
results for the next program. A procedure is also included to print 
the constraint matrix. The processor time required for the execution 
* of this program averaged 170 sec while the input-output time varied 
from 50 to 300 sec. 
With the results from the first program and the soil parameters 
read from cards, the second program evaluates the coefficient matrix 
[A ] ("(A]" is used in the program) for the generalized forces. The s 
evaluation of the constants for the Winkler foundation are also per-
formed in the program. The coefficient matrix is partioned and then 
written onto magnetic tape for later use. The execution time of the 
program was about 75 sec and 65 sec for the processor and input-output 
time, respectively. 
Program 3 performs the inversion of matrix [BD] and the necessary 
matrix multiplications to obtain the mass matrix [E] and the stiffness 
matrix [F] of the structure. Provisions are made for including the 
coefficient matrix, [A ], of the generalized restraining forces, with 
s 
* The large input-output time was due to the size of the arrays that 
were used and it varied much more than the processor time with each run. 
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the stiffness matrix [FJ . Although matrices [ EJ and [FJ are symmetric, 
the matrix product [ EJ-l[FJ does not necessarily result in a symmetric 
#' 
matrix for the eigenvalue problem. Since it is desirable to find the 
eigenvalues of a symmetric matrix the following transformation is made 
[EJ = [TLJ[TUJ (299) 
where [TLJ is a lower triangular matrix and [TUJ is an upper triangular 




The program evaluates the product [TLJ - I[F] [ TUJ - l and stores all neces-
sary information on tape for the succeeding programs. The average 
processor time for this program was about 830 sec while the input - out -
put time was about 130 sec. 
The fourth program simply evaluates the eigenvalues and eigenvectors 
of the matrix product given above. Jacobi's iteration technique is used 
to obtain the eigenvalues and vectors. (This technique does not allow 
the usual loss of accuracy incurred when the eigenvectors are found one 
at a time.) The desired eigenvectors are then obtained from 
(302) 
where n is the number of independent coordinates. The processor time 
was about 400 sec and the input-output time was about 30 sec for the 
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execution of the program. 
The fifth, sixth, and seventh programs are all contained in one 
program, since the major procedures are the same for the three programs. 
The appropriate control cards determine which one of the programs is 
executed. Essentially, program five performs the operations indicated 
in Equation (99) to give the mode shapes. The sixth program evaluates 
the generalized forces from the equations given in Appendix 0 and the 
wave properties that are read from cards. The deflections are then computed 
according to Equation (106) and are printed. The last program performs 
the operations indicated in Chapter V in the presentation of the alter-
native technique for determining the random response of the structure. 
Actually this program utilizes program six to evaluate the generalized 
forces for each frequency and to calculate the response at that frequency. 
Instead of printing out all of the deflections of the structure at each 
frequency, selected values are printed; however, little additional time 
would be needed to have all desired deflections. The fifth program 
required 850 sec of processor time and 110 sec of input-output time. 
The execution of program six for the harmonic forces required about 180 
sec of processor time and about 50 sec of input-output time. However, 
for each additional situation analyzed only 40 sec more of processor 
time were required. To perform the computations for the random response 
for 100 intervals of the input spectrum, 1200 sec of processor time 
were required. 
Of course if several conditions are analyzed for a given structure 
and foundation, then only the sixth or seventh program is required, 
184 
depending on whether the harmonic or random response is desired. For a 
complete pass, excluding the seventh program, approximately 35 minutes 
are required. Of course it is feasible that this requirement would be 
reduced to about 5-10 minutes on a "third-generation" computer . Moreover, 
the program could be more stream-lined than it currently is. 
Not mentioned above but very important is the fact that due to the 
large matrices (on the order of 1602 elements) involved it was necessary 
to have available essentially the entire core memory of the computer. 
This was because of the tremendous amount of input-output time required 
i n transferring information from the disc memory, where everything is 
kept that cannot fit into the core memory, into the core storage to be 
operated upon. 
The computer printout of the real structural response for the "stand-
a rd set" of variables is given in Figure 34. The imaginary structural 
response is given in Figure 35. 
COLUMN A COLUMN 8 
X BEN OING-Y BE NOIN G-Z TORSION LONGITUOINAL BENDING-Y BENDING-Z TORSION LONG ITUD I NA 
0.00 1. !! 6762"-03 -1.05044 .. -08 1.21220"-05 1.53916 .. -04 1.86762"-03 1.05937"-08 -1.21220"-05 1.53916 .. -04 
35.00 1.65197ta-03 -1.00125 ,, -08 1.01841"-05 1.51830ta-04 1.65197"-03 1.00661"-08 -1.01841"-05 1.51630"-04 
70.00 1.49424"-03 -7.88532 .. -09 5.56621"-06 1.45956"-04 1.49424"-03 7.90982"-09 -5.56621 " -06 1.45956"-04 
105.00 1.42359"-03 -2.44364"-09 1.09021"-06 1.37256ta-04 1.42359"-03 2. 4509411-09 -1.09021(i1-06 1.37256(i1-04 
140.00 1.33487"-03 5.54797 .. -09 -6.20491"-07 1.26766 .. -04 1.33467"-03 -5.5520I(il-09 6.20490"-07 1.26766 .. -04 
175.00 1.02076"-03 1.2707Ita-08 1.11421"-06 1.t5023(i1-04 1.02076"-03 -1.27296"-06 -1.11421"-06 1.15023"-04 
210.00 3.25166"-04 1.52867f!1-011 4.47347"-06 1.01692 ta -04 3.25167"-04 -1.5 3 40111-08 -4.4734711-06 1.01692"-04 
245.00 -7.11999(i1-04 1.181104"-08 6.1655411-06 8.56042"-05 -7.11999"-04 -1.1975111-08 -6.16555"-06 8.56042"-05 
280.00 -1.84135(i1-03 4.48262f!1-011 3.47619(i1-06 6.5?308(i1-05 -1.84136(i1-03 -4.5758811-09 -3.47619,,-06 6.5230811-05 
315.00 -2.73499(i1-03 -3.0012711-09 -3.86167(i1-06 3.94468(i1-05 -2.73499"-03 2.9371211-09 3.88187(i1-06 3.9446811-05 
350.00 -3.151156(i1-03 -7.24667 " -09 -1.32655(i1-05 8.29045(i1-06 -3.15956"-03 7.2411011-09 1.32655"-05 8.2904511-06 
385.00 -3.0663U-03 -7.37904ta-01l -2.03273"-05 -2.66 0 31 " -05 -3.06632(i1-03 7.43259"-09 2.03273,,-05 -2.66030"-05 
420.00 -2.55463"-03 -4.87340 .. -09 -2.13380"-05 -6.21154(i1-05 -2.55463(i1-03 4.95646 .. -09 2.13380,,-05 -6.21153(i1-05 
455.00 -1.77099"-03 -2.0 0 216 " -09 -1.52991 (iI-05' -9.4330 !(iI-05 -1.77099(i1-03 2.07453(i1-09 1.52991(i1-05 -9.43301 .. -05 
490.00 -8.40346(i1-04 -2.39561 .. -10 -4.61716"-06 -1.19597ta-04 -8.40346"-04 2.75433 .. -10 4.61716,,-06 -1.19597(i1-04 
525.00 1.30637"-04 2.68683 .. -10 6.09025(i1-06 -1.35620ta-04 1.30638(i1-04 -2.69101ta-l0 -6.09025ta-06 -1.35620"-04 
560.00 1.02209(i1-03 1.54836(i1-10 1.24212(i1-05 -1.42189(i1-04 1.02209"-03 -1.7322Ita-l0 -1.24212ta-05 -1.42189"-04 
595.00 1.70974"-03 1.68285 .. -12 1.?4959(i1-05 -1.41260(il-04 1.70974(i1-03 -1.9139I(i1-11 -1.24959(i1-05 -1.41260ta-04 
630.00 2.12734"-03 -2.45344 .. -11 7.64295"-06 -1.36341 .. -04 2.12734"-03 1.59655(i-11 -7.84295(i-06 -1.36341 .. -04 
665.00 2.32153"-03 -6.49755ta-12 2.36798(i1-06 -1.31346"-04 2.32153"-03 5.43134(i1-12 -2.36798"-06 -I. 3t 346"-04 
700.00 2.42 09 9(i1-03 -9.59404 .. -13 7.834291'-13 -1.29302 .. -04 2.42099"-03 4.93048(i-12 -4.94493 " -13 -1.29302"-04 
COLUMN C COLUMN D 
X BENDING-Y tlENDING-Z TORSION LONG ITUD I NAL BENDING-Y BENI)ING-Z TORSION LON GITUDINA 
0.00 1.84 0 1I(i1-03 -6.57289 .. -09 -1.2122 0 "-05 -1.54622 .. -04 1.84011"- 0 3 6.55794 " -09 1.21220 " -05 -1.54622"-04 
35.00 1.61625"-03 2.90515ta-09 -1.01841"-05 -1.52525"-04 1.61825"-03 -2.93319"-09 1.01841 " -05 -1.52525"-04 
70.00 1.46182"-03 9.45250ta-09 -5.56621 " -06 -1.46623"-04 1.46182"-0 3 -9.48015 " -09 5.56621ta-06 -1.46623"-04 
105.00 1.40819"-03 9.46558 .. -09 -1.09021 " -06 -1.37 8 81 " -04 1.40819"-03 -9.46795"-09 1.011021"-06 -1 . 37881"-04 
140.00 1.349911 " -03 2.72253(i-09 6.20491"-07 -1.27342 " -04 1.34998(i-03 -2.68611(i-09 -6.20490 ,,- 07 -1.27342 .. -04 
175.00 1. 06597"-03 -6.69762 ", -09 -1.11421"-06 -1.15546ta-04 1.06598"-03 6.75654"-09 1.11421(i1-06 -1.15546 .. -04 
210.00 3.83738"-04 -1. 3 1162 .. -08 -11.47347"-06 -1.02157"-04 3.83739"-04 1 .31586(i-08 4.47347(i1-06 -1.02157"-04 
245.00 -6. 6 4 0 31"-04 -1.3 0862 .. -08 -6.16554"-06 -8.6000tta-05 -6.64031"- 0 4 1.30803"-08 6.16554 ,, - 0 6 -8.60001 .. -05 
280.00 -1. 8 2120"-03 -7.3tl440 .. -09 -3.47619"'-06 -6.55390 .. -05 -1.82120"- 0 3 7.33192(i-09 3.47619 ", -06 -6.55390 .. -05 
315.00 -2.74437 .. -n3 8.26083 ,, -11 3.88187(i-06 -3.9 6 419(i-05 -2.74437"- 0 3 -1.45174(i-l0 -3.881 8 7,, -06 -3.96419"-05 
350.00 -3.1tl651 " - 0 3 5.26321 .. -09 1.32655"'-05 -8.34604 .. -06 -3.18651"- 0 3 -5.29206(i-09 -1.32655 ", -05 -8.34605 .. -06 
385.00 -3. 0 9471"-03 6.44245 (i -09 2.03273 " -05 2.67 0 69 " -05 -3.09471"- 0 3 -6.41900(il-09 -2.03273" -05 2.67069"-05 
420.00 -2.573731!l-03 4.61556 .. -09 2.13380"-05 6.23 8 44 .. -05 -2.57373!i-03 -4.55111U-09 -2.13380",-05 6.23844(i1-05 
455.00 -1.71897"- 0 3 2.00600 .. -011 1.52991 " -05 9.47 5 18 .. -05 -1.77897"-03 -1.95282"-09 -1.52991 ,, -05 9.47518 .. -05 
490 . 00 -8.41361"-04 2.66978 ", -10 4.61715"-06 1.20141"-04 -8.41360"-04 -2.46963(i-l0 -4.61716"-06 1.20141 " -04 
525.00 1. 31693"-04 -2.77810 11 -10 -6.09025"-06 1.36245 11 -04 1.31695"-04 2.62622(i-l0 6.09025"-06 1.36245"-04 
560.00 1. 0 2274"-03 -1.82301",-10 -1.24212,,-05 1.42850"'-04 1.02274"'- 0 3 1.51093(i-IO 1.24212",-05 1.42850 .. -04 
595.00 1.70978(i-03 -2.58175 .. -11 -1.24959(i1- 0 5 1.41922(i1-04 1.70979"-0 3 -1.11560ta-13 1.24959"-05 1.41922 (i1 -04 
630.00 2.1 27271!1-03 1.t 0 482 (i -ll -7.84295 " - 0 6 1.36985 .. -0 4 2.12727"-03 -2.21851 ", -11 7.84295"-06 1.36985"-04 
665.00 2.32152(i-03 4.94154ta-12 -2.36798"-06 1,31968 .. -04 2.32151"- 0 3 -2.54014",-12 2.36798"-06 1.31969",-04 
700.00 2.42 0 99 "' -03 1.18933 ", -11 6.27776"-13 1.29916"'-04 2.42099"-03 1.3t263(i-12 1.01696"'-13 1.29916,,-04 
I-' 























































































































































































































-5.98107 .. -07 
-5.20503"-06 
-5.86092 .. -07 
1.67870"-05 
4.208111 .. -05 
6.36234(i-05 
6.80121"-05 








1.21775 .. -04 
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z THETA PHI PSI 
-1.31163"-04 
RIGID MOTION 
z THETA PHI PSI 
6.746601!l-04 -4.021271!1-13 
Figure 34 (Continued). Computer Printout of the Real Response to Harmonic Forces, 
COLUMN A COLUMN B 
X RENOING-Y tlE NDING-Z TORSION LUNG !TUD I NAL BENOING-Y BENOING-Z TORSION LONGITUDINA 
0.00 -3.65919 !ol -04 -1.60913 !ol -08 -4.28934ti-07 -2.49933ti-05 -3.65919ti-04 1.60757ti-06 4.26933f1-07 -2.49933ti-05 
35.00 -3.42179ti-04 -5.70044ti-Oa -1.31556ti-07 -2.44669f1-05 -3.42176fii-04 5.69972f1-08 1.31556f1-07 -2.44669fii-05 
70.00 -3.23511fii-04 -7,74513 1i -08 5.66096fii-07 -2.30322ti-05 -3,23511ti-04 7.7450911-08 -5.6609611-07 -2,3032211-05 
105.00 -3.10744f!1-04 -5.37145 f1 -08 1.20616f!1-06 -2.1051011-05 -3.10745fii-04 5,3717311-06 -1.20616f!1-06 -2,10510f!l-05 
140.00 -2.B7860!l-04 1.1674/1f!1-08 1.3655BfI-06 -1.69200f!l-05 -2.67661fii-04 -1.1871411-06 -1.3655811-06 -1,6920011-05 
175.00 -2.;:>229611-04 8.599691i-08 9.39278f!1-07 -1.66607ti-05 -2.22296f!1-04 -6.5992411-06 -9. 39278f!1-07 -1.66607f!1-05 
210.00 -8.17;:>45ti-05 1.2646411-07 2.26523f!1-07 -1.47623f1-05 -B.1724711-05 -1.2645611-07 -2.2652211-07 -1.47823f!1-05 
245.00 1.40643f!1-04 1,11500ti-07 -2.42702f!1-07 -1.22861f1-05 1.40643fii-04 -1.1146611-07 2.42702ti-07 -1.22661ti-05 
260.00 4.0954611-04 5.32132f1-08 -4.37040ti-08 -8,84160fii-06 4.09547fii-04 -5.32002f1-08 4.37041fii-08 -8,64160f!l-06 
315.00 6.5027111-04 -1.34458f1-08 8.47459f1-07 -4,03391 f1 -06 6.50272f1-011 1.3453011-08 -6.47459f1-07 -4.03391fii-06 
350.00 7.79940fii-04 -5,5571411-06 1.98667ti-06 2.15121fii-06 7.79940fii-01l 5.55676ti-08 -1.98667f1-06 2015121ti-06 
365.00 7.4681011-04 -6.15366f1-08 2.67969fii-06 9.19043fii-06 7.46610!ol-04 6.15225f1-06 -2,6796911-06 9.19043fii-06 
420.00 5.5853611-04 -4.230221i-06 2.37210fii-06 1.60701f1-05 5.56538fii-04 4.2283611-06 -2.37210fl-06 1.60701ti-05 
455.00 2.79924fii-04 -1.79019f1-08 9.66857ti-07 201539111-05 2.79924fii-04 1.766711i-06 -9.86657f1-07 2.15391ti-05 
490.00 4.48891ti-07 -2.2960511-09 -9.80077(1-07 2.44922f1-05 4.46699ti-07 2.29007ti-09 9.80077f1-07 2.44922ti-05 
525.00 -2.08962 ti -04 2.40249 ti -09 -2.71146ti-06 2.43564(1-05 -2.08962ti-04 -2.4002611-09 2.7114811-06 2.4356311-05 
560.00 -3.23913 f1 -04 1.4740611-09 -3.47951ti-06 2.13362f1-05 -3.23913ti-04 -1.4678611-09 3.47951(1-06 2.1336211-05 
595.00 -3.64449ti-04 1.02702 f1 -10 -3.04760ti-06 1.643251i-05 -3.64449ti-04 -9.6745511-11 3.0476011-06 1.64325(1-05 
630.00 -3.69194ti-04 -1.60091 ti -l0 -1.79921!1-06 1.117111i-05 -3.69195fii-04 1.64025(1-10 1.79921ti-06 1,11711ti-05 
665.00 -3.67134ti-04 -2,461171i-ll -5.28107ti-07 7.1 6219ti-06 -3.67134ti-04 2.6767611-11 5.28107ti-07 7,16219ti-06 
700.00 -3.66663 ti -04 1.22006f1-12 -1.61063ti-13 5.69962f1-06 -3.66864ti-04 -2.841'1llti-13 1.44156ta-13 5.69962f1-06 
COLUMN C COLU MN D 
X BENDING-Y BENDING-Z TORSION LONGITUDINAL BENDING-Y BENDING-Z TORSION LDNGITUDINA 
0.00 -4.06607!i-04 2.04127f!1- 0 6 4.26933ti-07 1.69160ta-05 -4.06607ti-04 - 2 .0412611-08 -4.28934f!1-07 1.69160ti-05 
35.00 -3.95759ti-04 5.6804011-06 1.3155611-07 1.6476611-05 -3,95759ti-04 -5.8799711-06 -1.31556!1-07 1.64766f1-05 
70.00 -3.75790!ol-04 7.70568ta-06 -5.66096ti-07 1.52992f!1-05 -3.75790(1-04 -7.70518 ta -OB 5.66096(1-07 1.52992ti-05 
105.00 -3.36166ti-04 5.19399 1i -08 -1.20616ti-0 6 1.37068f1-05 -3.36167ti-01l -5.19406ti-08 1.20616ti-0 6 1.37068 ti -05 
1110,00 -2.64320!ol-04 -1.396621i-08 -1.36558ti-06 1.20598ti-05 -2.64321ti-04 1.39559ta-08 1.36556 ti -06 1.20598!1-05 
175.00 -1.50114ti-04 -8.75180ta-08 -9.39276fii-07 1.05523ti-05 -1.501l4ti-04 6.75024 11 -08 9.392761i-07 1.05523ti-05 
210.00 1.22665ti-05 -1.27016 !i -07 -2.26523f1-07 9.08959ti-06 1.22864!1-05 1.27005 1i -07 2.26522ti- 07 9.06960 ti -06 
245.00 2.1810511-04 -1.l1202ti-07 2.42702ti-07 7.29994ti-06 2.16105f1-04 1.1120511-07 -2.42702 1i -07 7.299941i-06 
260.00 4.42228ti- 0 4 -5.24830 1i -08 4.37038ti-0 6 4.69342ti-06 4.42228ti-04 5.24993ti-06 -4.37040ti-06 4.69342ti-06 
315.00 6.35449ti-04 1.41617 1i -06 -6.47459ti-07 9.13635f!1-07 6.35450ta-04 -1.41616ti-08 6.474591i-07 9.13637ti-07 
350.00 7.367721i-04 5.6 0 728 ta -06 -1.98667fii- 06 -4.01761f!1-06 7.367731!l- 0 4 -5.60609 f!1 -06 1.98667 1i -06 -4.0176I ta -06 
365.00 7.01232ta-04 6.17753f!1-06 -2.67969f!1- 06 -9.57105f!1-06 7.01233f1-04 -6.17773f1-06 2.67969ti-06 -9.57105 f1 -06 
420.00 5.27 6 49f!1-04 4.23699 f!1 -06 -2.37210f!l-06 -1.47687 f!1 -05 5.27849fii- 0 4 -4.23820 f!l -08 2.3721 0fl-06 -1.47687f!1-05 
455.00 2.67 0 91 f!1 -04 1.79030f!l-08 -9.68857f1-07 -1.84344f!1-05 2.67091f!1-04 -1.79156 f!1 -06 9.86657f1-07 -1.84343f!1-05 
490.00 -1.18274f!1-06 2.29 0 20 l" -09 9.60076f1- 0 7 -1.95657ta-05 -1.16303!1-06 -2.296161i-09 -9.80077f1-07 -1.95657 1i -05 
525.00 -2.07261f1-04 -2.40002 1i -09 2.71148!1-06 -1.77016!1-05 -2.07262!1-04 2.4020811-09 -2.71146!1-06 -1.77016!1-05 
560.00 -3.22874!1- 0 4 -1.46734 1i -09 3.479511i-06 -1.315141i-05 -3.22675f1-04 1.4732311-09 -3.47951f!1-06 -1.3t514ta-05 
595.00 -3. 6 43761i-04 -9.67584 1i -l1 3.04760f!l- 06 -6.99081f1-06 -3.64378f!1-04 1.014501i-l0 -3.04760ta-06 -6.99081f!1-06 
630.00 -3.693 09ta-04 1.63545 1i -l0 1.79921f1-06 -8.05492ta-07 -3.69309!1- 0 4 -1.62416 f!1 -10 -1.79921f1-06 -a.05496!1-07 
665.00 -3.67153f1-04 2.51525!1-11 5.28107f1-07 3.74630fl-06 -3.67152!1- 0 4 -2.73790ta-l1 -5.26107f!1-07 3.74630!l-06 ' 
700.00 -3.66 864f1-04 -3.8 260 2 f1-12 -1.40409f1-13 5.41766f!1-06 -3.66864f!1- 0 4 -1.13901f!1-12 -6.62664 f1 -15 5.41765f!1-06 
I--' 






















































































































































































































































































































































































































Computer Printout of the Imaginary Response to Harmonic Forces. 
PLA TrORM 
x y l THETA PHI PSI 
-1.0S813fi1-01 -1.72164fi1-04 
RIGID MOTION 
)( y l THETA PHI PSI 
-S.5390711-02 S.26231{ol-14 -1.72161fi1-04 4.S7943fi1-13 
•• * ••••••• PROCESSOR TIME. 186.6 SEC. I/O TIME = 47.9 SEC. • ••••••••• 
••• * •••• *. PROCESSOR TIME· 166.6 SEC. I/O TIME .. 47.9 SEC. ** •••••• *. 






EQUATIONS OF CONSTRAINT 
No . Equation Remark 
III 
l. -wA(x l ) + wB(x l ) = 0 
I C -0 
CIJ CIJ 0 .~ 
.c U .r< 0'> 
+J co +J CIJ .~ 
2 . - vB(xl ) + vC(x l ) = 0 
COr--lCO.cH 
CIJ a.='+J 
+J'+-<1Il0' CIJ . 
co 0 .~ CIJ CIJ.o C 
3 . -wC( xl) + wD (xl) = 0 
r--I -0 U 0 
CIJ+J CIJ C 0 .~ 




) + v A (Xl) = 0 III E.~ -0 CIJ +J CIJ x E CIJ H 
C U co • H E ·~ 





) + wB (x2 ) 0 
COr--lCIJCO'+-<1Il 
H a..c CIJ III r--I 
+J1Il+J.oIllCOCO 
III .~ .~ .~ 




) + vC(x2 ) 0 
c-o 0 co.cCIJX 
0 +J +J H co 
Ur--I '+-< co 





) + wD (X 2 ) 0 
CIJ H E .~ 1Il.c = IIlCIJ ='+J E+J 
CIJ+Jr--ICCIJ co 
.cCOOCIJHClJC 
8 . - vD(x2
) + v A(x2 ) = 0 
f-4r--1UEco.o .r< 
9 . SA(x l ) + wE' (0) = 0 
0'> 
C C 
0 . r< 
.~ +J 
10. SB (xl) + wE' (L2 ) 0 
+J U = co CIJ 
+J CIJ C 
ClJo.c C 
ll. SB (xl) vF
' (L
2
) = 0 .cH+J 0 +J U 
r--I III 
+J co co CIJ 
12. SC(x l
) - vF
' (0) = 0 C .r< .c CIJ x CIJ+J 
Ill , co E 
CIJ co'+-< 
13 . SC( xl) + wG' (L2 ) = 0 
H CIJ III 0 
a..c 
CIJ+J CIJ C 
H .c 0 
14 . SD (xl) + wG' (0) = 0 
+J +J .~ 
III co +J 
c.cCIJU 
O+J.oCIJ 
15. SD(x l ) 
v
H
' (0) 0 
.r< r--I = +J+JC'+-< 
co C E CIJ 
='CIJ='-o 





) = 0 O'Er--I CIJ CIJ 0 H 
H U co 
CIJ .~ r--I . 
17 . SA(x2 ) + wI' (0) = 0 
III =' co =' E 
CIJ 0' 0'> CO 
.cCl>'+-<CCIJ 
f-4HOCO.o 
18. SB(x2 ) + wI ' (L 2 ) = 0 
192 
No o Equation Remark 
19 . 9B(x2


























) - v • (L ) = 0 L 2 
25 . wA' (xl) + v ' (0) = 0 E 
26. wB' (xl) + vE' (L2
) = 0 
27 VB' (xl) + wF
' (L
2
) = 0 
E 
28 . ve ' (xl) + wF' (.0) 
= 0 <1:1 . <1:1 (l) til 
.0 C 
4-< 0 
29 . we' (xl) + vG' (L 2 ) 
= 0 o <1:I . ,-i til 
(l) 4-< til 
0.0(l) 
30. wD' (xl) + vG' (0) 
= 0 0 s-. H (l) 0. 
til 0. x 
o (l) 
3l. vD' (xl) + wH' (O) 
= 0 (l)H J:: til (l) 
+> til 
(l) (l) 
32. v A' (xl) + wH' (L2 ) 







) + vr ' (0) 0 <1:1.0 +> :l 
C 0-" 
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.c Q) VI 
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l
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QJ 
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