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Abstract
We give an exact description of the counting function of a sparse context-free language. Let L be a sparse context-free language
and let fL be its counting function. Then there exist polynomialsp0, p1, . . . , pk−1, with rational coefﬁcients, and an integer constant
k0, such that for any nk0 one has fL(n) = pj (n) where j is such that j ≡ nmod k. As a consequence one can easily show the
decidability of some questions concerning sparse context-free languages. Finally, we show that for any sparse context-free language
L there exists a regular language L′ such that for any n0 one has fL(n) = fL′(n) and, therefore, fL is rational.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Given a language L, the counting function fL is the map which associates with any non-negative integer n, the
number fL(n) of the words in L having length equal to n. The growth function gL returns, for any non-negative integer
n, the number of the words in L whose length is less than or equal to n. A language L is called sparse if its counting
function is polynomially upper bounded or, equivalently, its growth function is polynomially upper bounded. Sparse
languages have been widely investigated both in Complexity and in Formal Language Theory. In this paper we consider
sparse context-free languages [7,10,11,16]. For these we give an exact description of their counting functions.
We recall that the family of sparse context-free languages coincideswith the family of bounded context-free languages
[15]. Moreover, bounded context-free languages and their properties have been extensively studied in [4], where, in
particular, it is proved that it is decidable whether a given context-free language is bounded, so that it is also decidable
whether a context-free language is sparse.
We also recall that the growth functions of context-free languages satisfy an interesting gap property. Indeed, any
context-free language either is sparse or its growth function is bounded below by an exponential function [3,14].
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In [13] the authors give a characterization of sparse context-free languages in terms of languages described by Dyck
loops. From such a characterization they derive some interesting properties on the counting function of context-free
languages.
In this paper we prove that the counting function of a sparse context free language can be exactly calculated using
a ﬁnite number of polynomials. More precisely, let L be a sparse context-free language, then there exist polynomials
p0, p1, . . . , pk−1, with rational coefﬁcients, and an integer constant k0 such that for any nk0 one has fL(n) = pj (n)
where j is such that j ≡ nmod k. Moreover, the polynomials p0, p1, . . . , pk−1 and the constant k0 can be effectively
computed. We remark that the decidability of some problems on context-free languages is an easy consequence of the
latter result. In particular, one can decide whether a context-free language is thin or slender [6]. For any context-free
language L and for any integer constant k, one can decide whether the counting function is O(nk) [12]. Moreover,
one can prove that for any sparse context-free language L and for any integer constant k, one can decide whether the
counting function is (nk).
In this paper we also prove the following result: for any sparse context-free languageL there exists a rational language
L′ such that, for any n, fL(n) = fL′(n). Therefore, the counting function of a sparse context-free language is rational.
It is worth noting that the methods used in this paper allows us to prove all our results for the broader family of
bounded semi-linear languages ﬁrst studied in [6].
2. Deﬁnitions and previous results
The aim of this section is to present some results that we will use as our main tools in the sequel of the paper. We
assume that the reader is familiar with the basic notions of rational, context-free and semi-linear languages. The reader
is referred to [1,2,4,8,17]. We start this section by recalling an important result concerning diophantine equations.
2.1. On diophantine linear equations
The aimof this paragraph is to recall a resultwhich allows one to describe exactly the number of non-negative solutions
of a diophantine linear equation by associating with it a ﬁnite set of rational polynomials. The results contained in this
paragraph are probably folklore. However we expose them in details for the sake of completeness. Particular cases,
with a different mathematical approach, can be found in [5]. We need the following lemma.
Lemma 1. Let p(x) be a polynomial with rational coefﬁcients and let a and b natural numbers. Then there exists a
polynomial S(y, z) in two variables y, z with rational coefﬁcients such that for every natural numbers n and u,
S(n, u) =
∑
0 tu
p(n − at − b),
where t varies upon the set of natural numbers.
Proof. Letp(x)begivenwith rational coefﬁcients.Writep(n−at−b) as a polynomial in t of the form∑0 ik ci(n)t i ,
where each ci(n) is a polynomial, in the variable n only, with rational coefﬁcients.
Then ∑
0 tu
p(n − at − b) = ∑
0 ik
ci(n)
∑
0 tu
t i .
Now it is well known (see e.g. [5]) that for every i there exists a polynomial qi(w) with rational coefﬁcients such that
for every natural number u,
qi(u) = ∑
0 tu
t i .
So the required polynomial S(n, u) is obtained by putting
S(n, u) = ∑
0 ik
ci(n)qi(u). 
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Theorem 1. Consider the diophantine linear equation E(n):
a1x1 + · · · + akxk = n,
where a1, . . . , ak, and n are non-negative integers and let S(n) be the number of non-negative integer solutions of
E(n). Then one can effectively construct a ﬁnite set of polynomials with rational coefﬁcients
p0, . . . , pb−1,
with b = a1 · · · ak such that, for every nb,
S(n) = pi(n),
where n ≡ i mod b.
Proof. We prove the claim by induction on k. If k = 1, then E(n) has the form:
a1x1 = n,
and since
S(n) =
{
1 if n ≡ 0mod a1,
0 otherwise,
we have that p0(x) = 1, and, for every i = 1, . . . , a1 − 1, pi(x) = 0. The basis of the induction is thus proved.
Set m = a2 · · · ak and b = a1 · · · ak = a1m. Now we show that, with every integer i such that 0 ia1m − 1, one
can associate a rational polynomial pi such that
S(n) = pi(n),
whenever na1m and n ≡ i mod a1m.
For this purpose, ﬁx an integer i such that 0 ia1m − 1 and let na1m such that
n ≡ i mod a1m. (1)
Let Sol(n) be the set of non-negative integer solutions of E(n) and, for every  = 0, . . . , m−1, deﬁne the set S(n) as:
S(n) = {(x1, . . . , xk) ∈ Sol(n) | x1 ≡ modm}.
Then we have
Sol(n) =
⋃
=0,...,m−1
S(n),
and
∀ = j, S(n) ∩ Sj (n) = ∅,
which both give
S(n) = Card(Sol(n)) = ∑
=0,...,m−1
Card(S(n)).
Therefore, by the equality above, in order to obtain the polynomialpi , it sufﬁces to construct, for every  = 0, . . . , m−1,
a rational polynomial Q such that
Card(S(n)) = Q(n).
We accomplish this task as follows. Let x = (x1, . . . , xk) ∈ Sol(n) and let
x1 = mr + , (2)
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with r0. Then we can write E(n) as
a1(mr + ) + a2x2 + · · · + akxk = n,
which yields the new equation:
a2x2 + · · · + akxk = n − a1mr − a1, (3)
over k − 1 variables and depending upon r .
By the inductive hypothesis applied to Eq. (3), we have that there exist rational polynomials
q0, . . . , qm−1, (4)
where
m = a2 · · · ak,
such that for any r , with n − a1mr − a1m, the number of positive integer solutions of (3) equals the value of the
polynomial qj (n − a1mr − a1) where j is the least non-negative integer such that
j ≡ (n − a1mr − a1)modm.
By Eq. (1), the integer j does depends upon i and  only and not upon r . Hence there exists a unique polynomial in
Eq. (4), say q, such that, for every r with n − a1mr − a1m, q(n − a1mr − a1) is the number of solutions of (3).
On the other hand, observe that there exists at most one value r¯ such that
0n − a1mr¯ − a1m − 1. (5)
By Eq. (1) this value r¯ , if it exists, does not depend upon n. If the non-negative integer r¯ satisfying (5) exists, then
set K equal to the number of solutions of Eq. (3), with r = r¯ , otherwise set K = 0. By the previous arguments it
follows that
Card(S(n)) = ∑
0 ru
q(n − a1mr − a1) + K, (6)
with
u =
⌊
n − a1 − m
a1m
⌋
.
Observe that, since na1m and  < m, one has u0. Now we prove that u may be expressed as the value of a suitable
rational polynomial computed at n. By (1), we have
n = a1m+ i, 1, 0 i < a1m,
and hence
 = n − i
a1m
. (7)
Let us write i as
i = a1 + ,
where
0 < m, 0 < a1. (8)
Therefore, we have
u =
⌊
n−a1−m
a1m
⌋
=
⌊
a1m+a1+−a1−m
a1m
⌋
=
⌊
+a1(−)+−m
a1m
⌋
=
⌊
n−i
a1m
+a1(−)+− m
a1m
⌋
. (9)
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Now by Eq. (8) we have∣∣∣∣a1(− ) + − ma1m
∣∣∣∣ 1,
and thus by (9), we have
u = n − i
a1m
+ x,
where x ∈ {−1, 0,+1} and its value does not depend upon n.
By the expression above of u, since u is non-negative, by using Lemma 1, the quantity of Eq. (6) is equal to the value
computed at n of a suitable rational polynomial Q and this concludes the proof. 
Corollary 1. Consider the diophantine equation E(n):
a0 + a1x1 + · · · + akxk = n,
where a0, a1, . . . , ak, and n are non-negative integers and let S(n) be the number of non-negative integer solutions of
E(n). Then one can effectively construct a ﬁnite set of polynomials with rational coefﬁcients
p0, . . . , pb−1
with b = a1 . . . ak , and a constant k0, such that, for every nk0,
S(n) = pi(n),
where n ≡ i mod b.
Proof. First we consider the equation
a1x1 + · · · + akxk = n. (10)
By applying Theorem 1 to Eq. (10), there exists a ﬁnite set of polynomials with rational coefﬁcients
q0, . . . , qb−1
with b = a1 · · · ak such that, for every nb, qi(n), is the number of non-negative integer solutions of Eq. (10), where
n ≡ i mod b. Now, for every i = 0, . . . , b − 1, set pi the polynomial deﬁned by
pi(n) = qj (n − a0),
where j is the least positive integer such that
i ≡ j + a0 mod b.
One can easily check that the set of polynomials pi’s and the constant k0 = b + a0 satisﬁes the claim of the
corollary. 
2.2. Semi-linear and semi-simple sets
The aim of this paragraph is to recall some classical results about rational sets of the free commutative monoid. We
follow the notation adopted in [17]. In the sequel we denote by N the set of natural numbers.
Let M be an additive commutative monoid and let B = {b1, . . . , bk} be a ﬁnite subset of M . Then we denote by B⊕
the submonoid generated by B, that is
B⊕ = {n1b1 + · · · + nkbk | ni0}.
The following deﬁnitions are useful.
Deﬁnition 1. A subset X of a commutative monoid M is:
(1) linear if X = x + B⊕ where x ∈ M and B is ﬁnite;
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(2) simple if X is linear and X = x +B⊕ where B⊕ is a free commutative monoid with basis B and the sum x +B⊕
is unambiguous;
(3) semi-linear if X is a ﬁnite union of linear sets;
(4) semi-simple if X is a ﬁnite disjoint union of simple sets.
Remark 1. In the deﬁnition of simple set, the vector x and those of B shall be called the representation of X.
In a commutative monoid, semi-linear sets are obviously rational. Conversely, the following result allows to prove
a remarkable property of rational sets (see [17] for a proof).
Theorem 2. The rational sets of a commutative monoid are semi-simple.
Remark 2. Theorem 2 is effective for free commutative monoids. Indeed, starting from a rational set X, one can
effectively represent X as a semi-linear set. Moreover, starting from a semi-linear set X, one can effectively construct
a ﬁnite family of ﬁnite disjoint sets of vectors, everyone of which generates a simple set Bi and such that their union
is B.
2.3. Preliminaries on context-free languages
The aim of this paragraph is to recall some classical results about context-free and regular languages (see [1,2,8,17]).
Now we recall the celebrated Cross-Section Theorem by Eilenberg.
Theorem 3. Let  : A∗ −→ B∗ be a morphism and let L be a rational language of A∗. Then one can effectively
construct a rational subset L′ of L such that  maps bijectively L′ onto (L).
Let A = {a1, . . . , ak} be a ﬁnite alphabet and u ∈ A∗ be a word. Then the Parikh vector of u is deﬁned as
(u) = (|u|a1 , . . . , |u|ak ),
and the map
 : A∗ −→ Nk,
deﬁned above is the canonical epimorphism associated with the free commutative monoidNk . In the sequel,  will be
also called the Parikh map. Now we state the following well known theorem due to Parikh.
Theorem 4. The image of any context-free language under the Parikh map is an effective semi-linear set.
2.4. Bounded languages
The aim of this paragraph is to present some results concerning bounded context-free languages. Let us ﬁrst introduce
the notion of bounded language.
Deﬁnition 2. LetL be a language ofA∗. Then, for any positive integer n,L is called n-bounded if there exist nonempty
words u1, . . . , un ∈ A∗ such that
L ⊆ u∗1 · · · u∗n.
Moreover, we say that L is bounded if there exists an integer n such that L is n-bounded.
The following useful result has been proved by Ginsburg in [4].
Theorem 5. It is decidable whether a context-free language is bounded or not.
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Remark 3. The procedure involved in the test of Theorem 5 allows to construct, from a given bounded context-free
language L, a ﬁnite set {u1, . . . , uk} of words such that L ⊆ u∗1 · · · u∗k .
Let us consider a bounded language L ⊆ u∗1 · · · u∗k . We set
Ind(L) = {(l1, . . . , lk) ∈ Nk | ul11 · · · ulkk ∈ L}.
The following result by Ginsburg (see [4]) can be proved as a corollary of Theorem 4.
Theorem 6. LetL be a bounded context-free language.Then Ind(L) is a semi-linear set. Moreover, one can effectively
construct Ind(L).
Proof. Let  be the alphabet of L and let L ⊆ u∗1 · · · u∗k . Let A = {a1, . . . , ak} be a new alphabet with k letters.
Consider the morphism
 : A∗ −→ ∗, (11)
generated by the map,
∀i = 1, . . . , k, ai −→ ui.
Since L is context-free, the language
X = −1(L) ∩ a∗1 · · · a∗k ,
is also and by Theorem 4, (X) is semi-linear. Finally it is easily seen that Ind(L) = (X). Indeed, for every vector
x = (l1, . . . , lk) ∈ Nk , we have,
x ∈ Ind(L) ⇒ ul11 · · · ulkk ∈ Lal11 · · · alkk ∈ X ⇒ (al11 · · · alkk ) = x ∈ (X),
so that Ind(L) ⊆ (X). The inverse inclusion is similarly proved. Hence Ind(L) is semi-linear.
Since every step of this proof and Theorem 4 are effective, one has that Ind(L) can be effectively computed starting
from L. 
If L ⊆ u∗1 · · · u∗k , then we deﬁne the map:
 : Nk −→ u∗1 · · · u∗k, (12)
such that, for every vector (l1, . . . , lk) ∈ Nk ,
((l1, . . . , lk)) = ul11 · · · ulkk .
The following result proved in [6] is a corollary of Theorems 3 and 4.
Lemma 2. Let L ⊆ u∗1 · · · u∗k be a bounded context-free language. Then there exists a semi-linear set B of Nk such
that (B) = L and  is injective on B. Moreover, B can be effectively constructed.
Proof. Let  be the alphabet of L and A = {a1, . . . , ak} be an alphabet with k letters. Consider now the morphism
 : A∗ −→ ∗ deﬁned in (11). Since
(a∗1 · · · a∗k ) = u∗1 · · · u∗k,
by Theorem 3, there exists a regular subset R of a∗1 · · · a∗k such that  maps bijectively R onto u∗1 · · · u∗k . Let L′ be the
language deﬁned as
L′ = −1(L) ∩ R. (13)
Since L′ is context-free, by Theorem 6, the set Ind(L′) is a semi-linear set ofNk . Set B = Ind(L′). As shown in [6],
one can prove that L = (B) and, moreover,  is injective on B.
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Let us ﬁnally prove that B is constructible. Indeed, by Theorem 3, the set R is effectively constructible. On the
other hand, by applying standard results, the set L′ deﬁned in Eq. (13) is an effective context-free language. By using
Theorem 6, we can effectively construct the set B = Ind(L′) which is semi-linear. 
We ﬁnally close this paragraph by stating the following remarkable characterization of bounded context-free lan-
guages. (see [9,15]).
Theorem 7. Let L be a context-free language. Then L is sparse if and only if L is bounded.
3. On the sparseness of context-free languages
The ﬁrst result we prove, concerns the structure of the counting function of a sparse context-free language. More
precisely, we will prove that, given a context-free sparse language L, it is possible to effectively associate with L an
integer n00 and a ﬁnite set of polynomials with rational coefﬁcients {p0, . . . , pk−1} such that, for any nn0,
fL(n) = pi(n),
where the positive integer i is chosen so that
i ≡ nmod k.
In the sequel, we make the following assumption.
Assumption. We assume that L ⊆ u∗1 · · · u∗k is a bounded context-free language and, according to Lemma 2 and
Theorem 2, there exists a semi-simple set B such that L = (B) and  is injective on B. Set
B =
⋃
i=1,...,s
Bi, (14)
where for every i = 1, . . . , s, Bi is simple and let
L =
⋃
i=1,...,s
Li, (15)
where for every i = 1, . . . , s, Li = (Bi).
We need some preliminary results.
Lemma 3. Let Li and Lj be two distinct languages of Eq. (15). Then Li and Lj are disjoint.
Proof. By contradiction, suppose that Li ∩ Lj = ∅ and let x ∈ Li ∩ Lj .Then there exist ci ∈ Bi and cj ∈ Bj such
that
x = (ci) = (cj ).
By the injectivity of  on B, we have
ci = cj
and thus
Bi ∩ Bj = ∅,
which is a contradiction. This proves the claim. 
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Lemma 4. Let Bi be a simple set of Eq. (14) and
Bi = b0 + b⊕1 + · · · + b⊕n ,
where b0, . . . , bn are the vectors of the representation of Bi . Then, for every integer N0, the number of distinct words
of length N of Li equals the number of non-negative integer solutions of the equation Ei(N):
0 + 1x1 + · · · + nxn = N,
where for every  = 1, . . . , n,
 = |(b)|.
Proof. For any N0, let SN be the subset of vectors x = (x1, . . . , xn) ∈ Nn which are solutions of the equation
Ei(N). Deﬁne the map for any x ∈ Nn:
	 : SN −→ Li,
as
	(x) = 	((x1, . . . , xn)) = (b0 + b1x1 + · · · + bnxn).
Since
|(b0 + b1x1 + · · · + bnxn)| = 0 + 1x1 + · · · + nxn = N,
the codomain of 	 is Li ∩ N .
Now we prove that 	 is a bijection of SN onto the language Li ∩N . The map 	 is injective on its domain. Indeed,
let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ SN . If 	(x) = 	(y) then
(b0 + b1x1 + · · · + bnxn) = (b0 + b1y1 + · · · + bnyn),
and by the injectivity of  on Bi , we have
b0 + b1x1 + · · · + bnxn = b0 + b1y1 + · · · + bnyn.
Since Bi is simple, the latter gives
∀i = 1, . . . , n, xi = yi,
thus obtaining x = y.
We prove that the map 	 is surjective. Indeed, for any word u ∈ Li of length N , let x ∈ Bi such that (x) = u and
x = b0 + b1x1 + · · · + bnxn. It is easily checked that
N = |u| = |(x)| = 0 + 1x1 + · · · + nxn,
so that (x1, . . . , xn) ∈ SN . Hence 	 is a bijection and the proof of the lemma is thus complete. 
Lemma 5. Let Li be a language of Eq. (15). Then there exist non-negative integers m and n0 and a ﬁnite set of
polynomials with rational coefﬁcients p0, . . . , pm−1 such that, for any nn0,
fLi (n) = p(n),
where the positive integer  is chosen so that
 ≡ nmodm.
Proof. It immediately follows from Lemma 4 and Corollary 1. 
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Theorem 8. Let L be the language of Eq. (15). Then there exist non-negative integers m and n0 and a ﬁnite set of
polynomials with rational coefﬁcients p0, . . . , pm−1 such that, for any nn0,
fL(n) = p(n),
where the positive integer  is chosen so that
 ≡ nmodm.
Proof. For the sake of simplicity, assume that L = L1 ∪ L2, the proof in the general case being completely similar.
By Lemma 3, we have that, for every n0, the number fL(n) of the words of L of length n is such that
fL(n) = Card(L1 ∩ n) + Card(L2 ∩ n) = fL1(n) + fL2(n). (16)
By Lemma 5, there exist two integers n1, n20 and two sets of polynomials
{q0, . . . , qh1−1}, {r0, . . . , rh2−1},
such that we have
∀nn1, fL1(n) = q(n),
where
n ≡ mod h1,
and
∀nn2, fL2(n) = r(n),
where
n ≡ mod h2.
Let us deﬁne a new set of m = h1h2 polynomials as
p0, . . . , pm−1,
where for every  = 0, . . . , m − 1,
p = qa(n) + rb(n),
where a and b are the least non-negative integers such that
 ≡ a mod h1,  ≡ bmod h2. (17)
Then, for any nn0 = max{n1, n2}, if c is the least non-negative integers such that
n ≡ cmodm,
by (16) and (17), we have
fL(n) = fL1(n) + fL2(n) = qa(n) + rb(n) = pc(n).
The proof is thus complete. 
Theorem 9. The polynomials p0, . . . , pm−1 and the positive integer n0 deﬁned in the statement of Theorem 8 can be
effectively constructed starting from the language L.
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Proof. The proof is a walk through the results—every one of which is effective—we gathered so far. It is useful to
divide the proof into the following subsequent steps.
Step 1: Starting from L, one can effectively construct a ﬁnite set {u1, . . . , uk} of nonempty words such that L ⊆
u∗1 · · · u∗k. This is done by executing the procedure involved in Theorem 5 (cf. Remark 3).
Step 2: One can effectively construct a semi-linear set B ⊆ Nk such that L = (B) and  is injective on B. This is
done in Lemma 2.
Step 3: One can effectively represent B as a semi-simple set. More precisely, one can construct a ﬁnite family of
ﬁnite sets of vectors, say {Fi}, where Fi is a representation of Bi and such that the union of the Bi’s is B. This is done
according to Theorem 2 and Remark 2.
Step 4: For every n0 and for every set Fi , one can effectively construct the linear equation Ei(n) stated in
Lemma 4. This can be done by using Lemma 4, starting from the sets of words {u1, . . . , uk} and the vectors of Fi .
Step 5: For every language Li = (Bi), one can effectively construct an integer n00 and a ﬁnite set p0, . . . , pm−1
of polynomials such that: for any nn0, fLi (n) = pi(n) where i ≡ nmodm. This can be done as indicated in
Lemma 5.
Finally, by applying the construction shown in the proof of Theorem 8 and starting from the set of polyno-
mials deﬁned in Step 5 for every language Li , we can effectively obtain the set of polynomials {pi} considered in the
claim. 
Now we present some applications of Theorem 8. For this purpose, we need to recall the following deﬁnition. Let
f, g : N −→ N be functions over the set N of non-negative integers. Then we say that
f ∈ O(g) (resp. f ∈ (g))
if there exist a positive integer n0 and a positive real number C such that, for every nn0,
f (n)Cg(n) (resp. f (n)Cg(n)).
Corollary 2 (Ilie [12]). It is decidable whether, given a context-free language L and a positive integer k, its counting
function fL is in O(nk).
Proof. By Theorems 8 and 9, starting from L, we construct the set of polynomials {pi} and we set

 = max{
i},
where for every polynomial pi , 
i is its degree. The result immediately follows from the fact that
fL ∈ O(nk) ⇐⇒ 
k. 
If  is the minimum of the degrees of the set {pi} of polynomials above and since, for any k0,
fL ∈ (nk) ⇐⇒ k,
then we also obtain:
Corollary 3. It is decidable whether, given a sparse context-free language L and a positive integer k, its counting
function fL is in (nk).
A straightforward consequence of Theorem 8 is the following corollary which is similar to Corollary 13 of [13].
Corollary 4. Let  be a rational number such that 0 <  < 1. There does not exist a context-free language L and a
positive integer k such that
fL ∈ O(nk−) and fL ∈ (nk−1+).
In particular, Corollary 4 extends the result of [12] by which there does not exist a context-free language such that
its counting function is sub-linear and not bounded by a constant.
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We end this section by proving the following remarkable theorem: for any sparse context-free language L, one can
effectively construct a rational language having, for every length, the same number of words of L.
Theorem 10. Let L be a sparse context-free language. Then there exists an effectively constructible regular language
L′ such that, for every n0, fL(n) = fL′(n).
Proof. Since L is sparse, by Theorem 5, L is bounded so that L ⊆ u∗1 · · · u∗k where {u1, . . . , uk} is a set of k nonempty
words. Let : Nk −→ u∗1 · · · u∗k be themapwhich associates with every vector (l1, . . . , lk), the word((l1, . . . , lk)) =
u
l1
1 · · · ulkk . By Lemma 2, there exists a semi-linear set B ofNk such that (B) = L and  is injective on B. Moreover,
we can suppose that B is semi-simple so that B is the union of a ﬁnite set {B1, . . . , Bn} of pairwise disjoint simple sets.
Let A = {a1, . . . , ak} be an alphabet of k letters and let
 : A∗ −→ Nk
be the canonical epimorphism associated with the monoid Nk .
For every set Bi , if the set
b0, b1, . . . , bt ,
is a representation of Bi and thus
Bi = b0 + b⊕1 + · · · + b⊕t ,
deﬁne the set Ci as
Ci = v0v∗1 · · · v∗t ,
where v0, v1, . . . , vt are nonempty words of A∗ such that, for every i = 0, . . . , t ,
(vi) = bi.
Obviously, we have
(Ci) = Bi.
Set
C =
⋃
i=1,...,n
Ci.
Claim. The map  is injective on C.
Proof of the Claim. First we prove the claim on every set Ci . Let x, y ∈ Ci , such that
x = v0vn11 · · · vntt and y = v0vm11 · · · vmtt .
If (x) = (y), then
b0 + n1b1 + · · · ntbt = b0 + m1b1 + · · ·mtbt ,
and, since Bi is simple, we have
n1 = m1, . . . , nt = mt,
and thus x = y.
Now let us prove the claim in the general case. Let x, y ∈ C such that (x) = (y). As an immediate consequence
of the fact that B1, . . . , Bt are pairwise disjoint, we have that there exists a set Ci such that x, y ∈ Ci . The equality
x = y now follows from the previous case. 
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Let us consider the map deﬁned as: for every i = 1, . . . , k
ai −→ a|ui |i ,
and denote by  the morphism
 : A −→ A∗
generated by the previous map. Since (A) is a code,  is an injective morphism of A∗ into its self. Set L′ = (C) and
observe that L′ is a rational language. Let us ﬁnally prove that, for every n0,
fL(n) = fL′(n). (18)
Now recall that  is a bijection of L and B,  is a bijection of B and C and, moreover,  is a bijection of C and L′.
Therefore, the relation
 = −1−1,
restricted to L, is a bijection between L and L′. Hence, in order to prove (18), it sufﬁces to show that, for every u ∈ L,
|u| = |(u)|. (19)
Indeed, for every u ∈ L, we have
u = ul11 · · · ulkk = ((l1, . . . , lk)) = ((U)),
where U is a representative in A∗ of the class −1((l1, . . . , lk)). In particular we have
(U) = (−1(−1(u))) = (u).
On the other hand, since
|U | = ∑
i=1,...,k
(ai) = ∑
i=1,...,k
li ,
by the deﬁnition of , we have
|(U)| = ∑
i=1,...,k
(ai)|(ai)| = ∑
i=1,...,k
li |(ai)| = ∑
i=1,...,k
li |ui | = |u|
which gives (19) and thus (18). The proof is thus complete.
One can easily check that every step of the proof is effective. Therefore, we have obtained a procedure which, starting
from the language L, allows to construct the language L′. 
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