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Universal algebra is an area of research in mathematics. The term algebra, which is the central research
object in universal algebra, usually refers to a set, together with a set of (finitary) operations on it.
Research in universal algebra appears to be divided into two types:
(a) In the first type, we fix an underlying set, and study algebraic structures on it.
(b) In the second, we fix the number of operations and their arities, and study the structure of the
classes of algebras with such operations.
The central interest of (a) is a classification of algebras. Clearly, on a finite set with a cardinality
of at least 2, there are countably many finitary operations. Thus there are continuum many choices of
sets of operations. However, many of these algebras are identified in the following sense: Algebras (A,F )
and (A,G), on a common underlying set A, are equivalent to each other if all operations g ∈ G are
compositions of operations belong to F and all f ∈ F are compositions of operations form G. A Boolean
lattice (B,∧,∨,¬, 1, 0) and the corresponding Boolean ring (B,+, ·, 0, 1) provide an example of identified
algebras. The maximal set of operations in an equivalence class is called a clone.
Thus, classifying clones is one of the arising problems in universal algebra.
Clearly, there are only trivial clones on the empty set or a singleton. In [17], it is proved that there
are countably many clones on a set of two elements, and a classification of the clones on such a set is
presented. In [11], it is proved that there are continuum many clones on a finite set with at least three
elements. However, the classification of clones on a set of three (or more) elements remains an open
problem.
Another important result related to (a) is a one to one correspondence between clones and sets of
relations closed under some operations, called a primitive positive definition. A set of relations closed
under a primitive positive definition is called a relational clone.
In the Approach (b), we can consider the notion of a homomorphism. Hence, we can consider a
category Cat(K) of algebras, where the class of objects is the class K of algebras, and the set of morphisms
A ∈ K to B ∈ K is the set of homomorphisms from A to B. The problem when Cat(K1) and Cat(K2)
are categorically equivalent, where K1 and K2 are classes of algebras, is a major area of research in
universal algebra. Two famous (general) results on this problem are known. One is a characterisation of
categorical equivalence by the use of a term existence condition ([14]). The other is a characterisation
by an isomorphism relation of relational clones ([7]). In this thesis, we construct a new invariant for
categorical equivalence, and give a new characterisation of categorical equivalence.
Another result related to (b) is the following assertion, which is called the variety theorem: For a class
K of algebras, K is defined by a set of equations if and only if K is closed under subalgebras, homomorphic
images and direct products. A class satisfying these equivalence conditions is called a variety.
Next, we will outline a framework (sometimes called relational structure theory), which is a core
feature of this thesis. This framework relates to both (a) and (b).
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Relational structure theory is a framework used to describe the structures and properties of algebras.
Historically, it has been introduced in [12] in order to explain an intuition behind tame congruence theory.
Tame congruence theory is also a branch of universal algebra, in which the structure and properties of
algebras are studied. Tame congruence theory predominately focuses on the structure of congruence lat-
tices of algebras. Since the congruence lattice is not a complete invariant of an algebra, some information
about an algebra may be lost. On the other hand, relational structure theory focuses on relational clones,
which contain complete information about the original algebras.
In both tame congruence theory and relational structure theory, we consider decompositions of al-
gebras into smaller pieces, and describe the properties of the original algebras in term of the properties
of the pieces. Through these decompositions, all finite algebras are decomposed into ‘irreducible pieces’;
thus, these theories are particularly suited to the analysis of finite algebras. Note that we can find some
basic facts of relational structure theory for a class of infinite algebras, locally closed clones, in [3], and
for topological algebras in [19]. We also note that a decomposition method of a relational counter part
of an algebra, which is a basic idea of relational structure theory, is found in [20].
However, even though the relational clone have complete information about a finite algebra, the
original algebra cannot be reconstructed from the irreducible pieces it is decomposed into (the set of
pieces in relational structure theory is called an irredundant non-refinable cover). It is pointed out in [12]
that the irredundant non-refinable covers of two algebras are isomorphic if the algebras are categorically
equivalent. This fact implies that additional information for ‘how to construct algebras’ is essentially
needed for a complete description of finite algebras.
Let A be an algebra and e be an idempotent operation on A; that is, a unary operation satisfying
e2 = e. We say that an idempotent retract of A by e is an algebra such that the underlying set is e(A),
and the set of term operations on it is all of the maps described by the operations of A. For idempotent
retracts U1, . . . , Un of A, we consider an algebra on the set U1 × · · · × Un, equipped with the set of all
operations described by the operations of A. This algebra is called a matrix product of U1, . . . , Un and is
denoted by U1  · · ·  Un, or ni=1Ui.
In the case that A is a left module over a ring R, an idempotent retract e(A) is a module over a ring
eRe = {eae | a ∈ R} with a unit e. A matrix product is a module over a suitable ring of matrices.
The construction of matrix product induces an essentially surjective functor V(A) → V(ni=1Ui), where
V(A) is a minimum variety that includes A. Thus, the matrix product of idempotent retracts contains
some information about the structure of the category Cat(V(A)) of algebras. Since all idempotent retracts
of A are smaller than A, studying idempotent retracts seems easier than studying A directly. Furthermore,
the structure of the matrix product is related to its component idempotent retracts. Hence, it makes
sense to attempt to reduce the study of algebras to the study of their idempotent retracts.
The key component of this strategy is the following characterisation: Let A be an algebra, and let
U1, . . . , Un be idempotent retracts of A. Then the following conditions are equivalent.
(1) The natural functor V(A) → V(ni=1Ui) is a categorical equivalence.
(2) There exists a positive integerm such thatA is isomorphic to an idempotent retract of (ni=1Ui)[m] :=
mj=1(ni=1Ui).
(3) There exist a non-negative integerN ∈ N, indexes i1, . . . , iN ∈ {1, . . . , n}, and operations t, s1, . . . , sN
that satisfy the equation
t(ei1s1(a), . . . , eiN sN (a)) = a,
where e1, . . . , en are idempotent operations of A that satisfy ei(A) = Ui.
That is, Condition (1) asserts the family {U1, . . . , Un} contains complete information about categorical
structure, and Reconstructivity (2) from the family of idempotent retracts, are equivalent and both are
characterised by the same Condition (3) on the structure of operations of A. When these three equivalent
conditions are met, we say that {U1, . . . , Un} covers A.
This thesis consists of the following contents: In Section 1.2, we will cover some basic definitions and
facts of universal algebra. Chapter 2 contains a study on finite algebras based on relational structure
theory. The majority of the topics described in Chapter 2 (except Section 2.7) are published in [9]. In
the first half of this chapter, we will formulate definitions and facts on finite algebras, including basics
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of relational structure theory. In particular, the following fact is important: For a finite algebra A,
there exists ‘unique’ ‘minimal’ family {U1, . . . , Un} of idempotent retracts of A that covers A. Its matrix
product ni=1Ui is called the essential part of A, which is denoted by Ess(A).
The first major result of this chapter is formulated as follows: For finite algebras A and B, there exists
a categorical equivalence φ : Cat(V(A)) → Cat(V(B)) such that φ(A) = B if and only if Ess(A)≃Ess(B).
By using this result, we can classify finite algebras with the following steps.
(1) The classification of ‘irreducible’ algebras.
(2) The classification of essential algebras that have a minimal cover, isomorphic to a given family of
irreducible algebras. In this case, we say that the essential algebras are said to be matrix products
of the family of irreducible algebras.
(3) The classification of algebras categorically equivalent to a given essential algebra.
If two algebras have a common (minimum) covers, or are categorically equivalent, then they have many
common algebraic properties. It turns out that the above framework of the classification is also a useful
tool for describing algebraic properties.
The goal of Chapter 2 is to state explicitly the basic facts of the framework and to show examples
how to analyse finite algebras in the framework.
In Section 2.5, we will present some facts, related to (2). Note that the structure of an essential
algebra may not be determined by the family of irreducible algebras, and there also may not exist a
matrix product for a given family of irreducible algebras. The second major theorem of this chapter
characterises families of irreducible algebras that have at least one essential algebra by the condition that
all component irreducible algebras share a common idempotent retract. We will also show, using the
same technique, that for a positive integer n, there exists a family of idempotent retracts that has more
than n essential algebras.
In Section 2.6, we will present a remark on (3). An algebra that is categorically equivalent to an
irreducible algebra U always has an idempotent retract that is isomorphic to U . In addition, the essential
part Ess(A) of an algebra A is constructed as the matrix product of one by one irreducible algebras of
the minimal cover of A. These facts seem to imply the following false intuition: The essential algebra
Ess(A) seems to be the ‘smallest’ algebra in the categorically equivalent class of A. However, we construct
examples of finite algebras that satisfy the following property: An algebra A is isomorphic to a proper
idempotent retract of Ess(A). Thus, this intuition is shown to be incorrect.
As an application of characterisation of categorical equivalence by essential parts, we will construct
a new algorithm to determine categorical equivalence for two given finitely generated algebras on finite
sets (Section 2.7).
In Chapter 3, we will prove some theorems for infinitary (classes of) algebras, mainly related to
results in Section 4.7. The topics described in this chapter include the correspondence between clones
and relational clones, and characterisation theorems of categorical equivalence of algebras. Principally,
all of the theorems described in this chapter have been published in the finitary cases. One exception is
the theorem of one to one correspondence between clones and relational clones. The infinitary case of
this theorem implies a corollary that asserts one to one correspondence between clones on a fixed infinite
set and infinitary relational clones having all ‘generalised diagonal relations’.
In Chapter 4, we will consider a correspondence between (classes of) many-sorted algebras and (classes
of) single-sorted algebras.
The aim of this chapter is to clarify why many-sorted structures behave similar to the behavior of
single-sorted structures.
All topics described in Chapter 4 have been covered in [10]. In [15], it is shown that, for very wide
classes, there exists a categorical equivalence between categories of many-sorted algebras and categories
of single-sorted algebras. In this chapter, we will consider this correspondence as applied to the case of
varieties. We characterise both single-sorted varieties and many-sorted varieties, for which the correspon-
dence can be applied by using a term existence condition. Moreover, we will show that many-sorted and
single-sorted varieties that correspond according to the above correspondence are ‘concretely equivalent’
to each other (Section 4.6).
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We will also show that single-sorted varieties obtained by this correspondence can be characterised
by an intrinsic term existence condition, while [15] characterise such single-sorted classes by extrinsic
condition, which is called existence of a selection function. By the intrinsic nature of the characterisation,
many of theorems on single-sorted algebras can be smoothly generalised into the theorems on many-sorted
algebras. We will also show that the term existence condition is equivalent to the condition ‘having matrix
product decomposition’ (Section 4.4).
Finally, we will show few examples of generalising process of proving many-sorted statements from
the corresponding single-sorted statements(Section 4.7). Namely, a generalisation of the variety theorem,
characterisation of categorical equivalence by relational clones, and characterisations of some algebraic
properties by Mal’cev type term existence conditions.
1.2 Preliminaries
1.2.1 Many-sorted variety and clone
The topic of this thesis is deeply related to the connection between an algebra and a class of algebras
‘generated’ by an algebra. We are particularly interested in classes of algebras defined by sets of equations,
called variety. Since a variety is a proper class of algebras, it seems to be hard to capture ‘all varieties’.
However, fortunately, it is known that each variety is represented by an algebra of terms; the clone of a
variety.
In this subsection, we quickly introduce the related concepts, the concept of variety and clone. Then
we will explain the correspondence between varieties and clones. Because we will finally consider many-
sorted infinitary algebras in this thesis, we define possibly many-sorted, possibly infinitary version of
clones and varieties.
In this thesis, we use ⊂ for the subset relation including equality. Namely, A ⊂ B means x ∈ A⇒ x ∈
B holds for all x. We write A ( B the condition A ⊂ B and A ̸= B. We write N the set of non-negative
integers. We write |X| the cardinality of a set X.
First, we describe the usual type-based definition of algebras and varieties.
Definition 1.2.1. Let S be a cardinal.
(1) An S-sorted type is a tuple (F, ar,dom, cod) that satisfies the following conditions:
• F is a set.
• ar : F → Card, where Card is the class of all cardinals.
• dom and cod are functions defined on F and satisfy dom(f) : ar(f) → S and cod(f) ∈ S for
each f ∈ F .
In the following context, we simply write F an S-sorted type (F, ar,dom, cod).
(2) For an S-sorted type F , an F -algebra is a pair (A, τ) such that
• A = (As)s∈S is an S-indexed family of sets.
• τ is a function defined on F and τ(f) is a map
∏
i∈ar(f)Adom(f)(i) → Acod(f) for each f ∈ F .
(3) For an infinite cardinal κ, F is said to be <κ-ary if ar(f) < κ hold for all f ∈ F . <ℵ0-ary is also
said finitary.
(4) The height of F is defined as
Ht(F ) :=
{
ω0 if F is finitary,
min{γ ∈ Ord | cf(γ) > ar(f) for all f ∈ F} if F is infinitary,
where ω0 is the minimum infinite ordinal, Ord is the class of all ordinals, and cf(γ) is the cofinality
of γ, i.e., the minimum cardinal α such that there exists an α-indexed family (λi)i∈α of ordinals
that satisfies λi < κ (for all i ∈ α) and supi∈α λi = κ.
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(5) For an S-sorted type F , an ordinal α, a cardinal λ, a map v : λ→ S and an element s ∈ S, the set
Tα,(λ,v,s) of all (λ, v)-ary s-valued terms of F with complexity less than α is inductively defined as
follows:
• T0,(λ,v,s) := {xi | v(i) = s, i ∈ λ}. (The set of variable symbols.)
• Tα+1,(λ,v,s) := Tα,(λ,v,s) ∪ {(f, (ti)i∈ar(F )) | f ∈ F, ti ∈ Tα,(λ,v,dom(f)(i)), cod(f) = s}.
• Tα,(λ,v,s) :=
∪
β<α Tβ,(λ,v,s) if α is a limit ordinal.
The set of all (λ, v)-ary s-valued terms of F is THt(F ),(λ,v,s).
(6) The action of terms to an algebra (A, τ) is inductively defined as follows:
• For xi ∈ T0,(λ,v,v(i)), τ(xi) :
∏
j∈λAv(j) → Av(i) is defined as (aj)j∈λ 7→ ai.
• If t = (f, (ti)i∈ar(F )), τ(t) :
∏
j∈λAv(j) → Acod(f) is defined as
(aj)j∈λ 7→ τ(f)(τ(ti)(aj)j∈λ)i∈ar(F ).
(7) For s ∈ S, an s-valued identity is a pair of two s-valued terms. The tuple (t1, t2) is usually denoted
by t1 = t2 when it is considered as an identity. A relation (A, τ) |= t1 = t2is defined by τ(t1) = τ(t2),
where (A, τ) is an algebra, t1 = t2 is an identity.
(8) An equational theory is a set of identities. An algebra A and an equational theory E, A |= E means
A |= e for all e ∈ E. A pair (F,E) of a type F and an equational theory E is called a type with an
equational theory.
(9) A class V of F -algebras is said to be a variety if there exists an equational theory E such that
V = {A | A |= E}. The variety of F -algebras defined by E is denoted by V(F,E).
The above is a traditional style of the definition of algebras. On the other hand, as the single-sorted
finitary case, we can define essentially the same notion of algebras by the following clone-based description.
(At least in the author’s opinion,) the clone-based definition is simpler than the type-based definition.
Thus, we use the clone-based description through this thesis. Note that, the clone-based description
essentially includes type-based description as the case that the clone is freely generated.
Definition 1.2.2. Let S and κ be cardinals. An S-sorted <κ-ary clone M is a many-sorted algebra
satisfying the following conditions:
• (Sort) The set of all sorts of M consists of tuples (λ, v, s), where λ < κ is a cardinal, v : λ→ S and
s ∈ S.
• (Operation) M has the following two types of operations:
– (Projection) For λ < κ, v : λ→ S and i ∈ λ, M has a nullary operation πM(λ,v,i) ∈M(λ,v,v(i)).
– (Composition) For λk < κ, vk : λk → S (k = 1, 2) and s ∈ S, M has an operation




• (Axiom) M satisfies the following equations:













, (xi)i∈λ1) = xi0 .
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If there are no possibility of confusion, we omit the super script M of c or π, and/or subscript (λ, v, s)
etc. of M or c.
Definition 1.2.3. Let S and κ be cardinals, M be an S-sorted <κ-ary clone. A tuple (A, τ) is said an
M -algebra if the following conditions hold:
• A = (As)s∈S is an S-indexed family of sets.
• τ = (τ(λ,v,s)) is a family of maps, where (λ, v, s) runs all tuples that satisfy λ < κ, v : λ → S
and s ∈ S, and τ(λ,v,s) is defined on M(λ,v,s) and τ(λ,v,s)(f) is a map
∏
i∈λAv(i) → As for each
f ∈M(λ,v,s).
• For f ∈ M(λ1,v1,s), (gi)i∈λ1 ∈
∏
i∈λ1 M(λ2,v2,v1(i)) and (aj)j∈λ2 ∈
∏
j∈λ2 Av2(j), the following equa-
tion holds:
τ(λ2,v2,s)(c(λ1,v1,s),(λ2,v2)(f, (gi)i∈λ1))(aj)j∈λ2 = τ(λ1,v1,s)(f)(τ(λ2,v2,v1(i))(gi)(aj)j∈λ2)i∈λ1 .
The class of all M -algebras is denoted by V(M). The category of M -algebras, that is, the class of objects
is V(M) and the set of all morphisms A to B is the set of all homomorphisms A→ B for A,B ∈ V(M),
is denoted by Cat(V(M)).
In this thesis, each class of algebras which appear in the text consists of algebras of a common clone.
The case S is a singleton, an S-sorted clone is simply called a clone, or a single-sorted clone. In this
case, the sort (λ, v, s) is simply denoted by λ, λ-ary i-th projection is denoted by π(λ,i).
Next, we quickly explain a connection between the type-based definition and the clone-based definition.
Definition 1.2.4. Let S be a cardinal, (F,E) be an S-sorted type with an equational theory. Let κ > S
be an infinite cardinal. We define the S-sorted <κ-ary clone of F modulo E as follows:
• The underlying set of a sort (λ, v, s) is T(λ,v,s)/∼E , where T(λ,v,s) is the set of all (λ, v)-ary s-valued
terms of F . The equivalence t1 ∼E t2 is defined by the condition:
“A |= E ⇒ A |= t1 = t2 for all F -algebra A”.
• Fundamental operations are defined as
πi :=xi/∼E ,
c(t/∼E , (ui/∼E)i∈λ) :=(t ◦ (ui)i∈λ)/∼E .
This clone is denoted by Mκ(F,E) or Mκ(V(F,E))
As the case of classes of single-sorted algebras, the notion of ‘isomorphism’, which is called definitional
equivalence, between classes can be defined for classes of many-sorted algebras. However, we will not
consider classes of algebras that are not varieties in this thesis, except Section 3.4. Thus, we only define
notion of definitional equivalence between varieties at this moment.
Definition 1.2.5. Let S be a cardinal and κ be an infinite cardinal and V1,V2 be S-sorted <κ-ary
varieties. The varieties V1 and V2 are said to be definitionally equivalent to each other if the corresponding
<κ-ary clones Mκ(V1) and Mκ(V2) are isomorphic to each other.
Proposition 1.2.6. Let S be a non-zero cardinal, κ > S be an infinite cardinal.
(1) If V is an S-sorted <κ-ary variety, then the clone Mκ(V) of terms of V is an S-sorted <κ-ary
clone.
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(2) For an S-sorted <κ-ary clone M , there exists an S-sorted <κ-ary variety V such that Mκ(V) is
isomorphic to M .
(3) Let κ′ > κ be a cardinal, V1,V2 be S-sorted <κ-ary varieties. Then Mκ′(V1)≃Mκ′(V2) if and only
if Mκ(V1)≃Mκ(V2).
Remark 1.2.7. For simplification, we use, for example, the following variable notations:
• In the case λ is finite, the sort (λ, v, s) of many-sorted clone is denoted by (v(0), . . . , v(λ− 1)) → s.
The case λ = 1, (1, v, s) is denoted by v(0) → s. The case v is a constant map, v(i) = t for all i,
(n, v, s) is denoted by nt→ s.
• The composition operation c of a clone is sometimes written as a composition of maps. For example,
c(x, (yi)i∈λ) is denoted by x ◦ (yi)i∈λ or x(yi)i∈λ.
• we write (b, (as)s∈S\{s0}) the tuple (xs)s∈S such that xs0 = b and xs = as for s ∈ S. The notation
((as)s∈T , (bs)s∈S\T ) means the tuple (xs)s∈S such that xs = as if s ∈ T and xs = bs if s ∈ S \ T .
• If we write π(X,v,x) ∈ M(X,v,s), where M is an S-sorted clone, X is a set, v : X → S, s ∈ S and
x ∈ X, we implicitly fix a bijection φ : X → |X| and M(X,v,s) is identified with M(|X|,v◦φ−1,s) and
π(X,v,x) means π(|X|,v◦φ−1,φ(x)).
1.2.2 Clone and relational clone on a set
An algebra is defined as a set equipped with a set of operations. Two sets of operations on the same
set are seen essentially the same if their closures are coincide each other. The closure considered in this
thesis is, composition and having all projections. Thus we introduce the next definition.






, is said to be a <λ-ary (operational) clone on A if the following conditions hold:
(1) For each cardinal λ′ < λ and i ∈ λ′, the i-th projection prλ′i : (aj)j∈λ′ 7→ ai belongs to C.
(2) If λ′ < λ and f, gi ∈ C for i ∈ λ′′, where λ′′ is the arity of f , then the composition
f ◦ (gi)i∈λ′ : (aj)j∈λ′ 7→ f(gi(aj)j∈λ′)i∈λ′′
belongs to C.
A tuple (A,C) of a set A and a clone C on A is said a non-indexed algebra.
In this section, we introduce the correspondence theorem between clones and another concept, called
relational clones on a fixed finite set, proved by [5] and [8] independently.





), is said to be a <κ-ary relational clone on A if the following conditions hold:
If {rk}k∈K ⊂ R, rk ⊂ Aκk and a relation r ⊂ Aκ
′










where and f : ⨿k∈Kκk → κ′ ⨿ κ̃ (This condition is referred as “r is defined from {rk}k∈K by primitive
positive formula of L∞,∞-logic.”), then r ∈ R holds.
Definition 1.2.10. Let A be a set and λ, κ be cardinals.
(1) Let F be a set of <λ-ary operations on A. A κ-ary relation r on A is said to be invariant to F if
∀i ∈ λ′; (aij)j∈κ ∈ r =⇒ (f(aij)i∈λ′)j∈κ ∈ r
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(2) Let R be a set of <κ-ary relations on A. A λ-ary operation f on A is said to be a polymorphism
of R if
∀i ∈ λ; (aij)j∈κ′ ∈ r =⇒ (f(aij)i∈λ)j∈κ′ ∈ r




Remark 1.2.11. For simplifying description, we also use notation such as InvX(C), where C is a set of
operations and X is an arbitrary set. That is defined as
InvX(C) := {r ∈ P(AX) | {(ai)i∈|X| | (aφ(x))x∈X ∈ r} ∈ Inv|X|(C)},
where φ is a bijection X → |X|.
Similarly, the set of set-indexed polymorphisms is defined as
PolX(R) := {f : AX → A | [(ai)i∈|X| 7→ f(aφ(x))x∈X ] ∈ Pol|X|(R)}.
Note that these notions do not depend on the choice of bijection φ.
It is known that there is a natural one to one correspondence between clones and relational clones on
a fixed finite set. The correspondence is given by Pol and Inv, which are defined above.
Theorem 1.2.12 ([5],[8]). Let A be a finite set.
(1) For any set F of operations on A, Inv<ℵ0(F ) is a relational clone on A.
(2) For any set H of relations on A, Pol<ℵ0(H) is a clone on A.
(3) For a clone C on A, Pol<ℵ0(Inv<ℵ0(C)) = C holds.
(4) For a relational clone R on A, Inv<ℵ0(Pol<ℵ0(R)) = R holds.
In Section 3.1, we will prove a generalisation of this theorem, on a fixed possibly infinite set.
Chapter 2
Relational structure theory for finite
algebras
2.1 Outline of this chapter
Relational structure theory is a framework for describing the structures and properties of algebras. In
relational structure theory, we consider a decomposition of algebras into smaller pieces.
Through this decomposition, all finite algebras can be decomposed into ‘irreducible pieces’; thus,
this theory is particularly effective when analysing finite algebras. The decomposition is related to the
structure of relational clones, which contain full information about the original algebras, by Theorem
1.2.12. However, the original algebra cannot be reconstructed from the set of its pieces of irreducible
algebras only, which is called an irredundant non-refinable cover. Thus, we must consider the information
on ‘how to construct the algebra’ for a complete description of finite algebras.
In Section 2.4, we will show that the construction can be decomposed in two steps. The first step
is to construct a matrix product from an irredundant non-refinable cover of the given algebra. We call
the constructed matrix product the essential part of the given algebra. The second step is to deform the
essential part using categorical equivalence. We will elaborate on the first step in Section 2.5, and the
second in Section 2.6.
These two steps are not permutable, in the following sense. The structure of a finite algebra A is
not determined only by the information of {Ũ1, . . . , Ũn} and U1  · · ·  Un, where {U1, . . . , Un} is an
irredundant non-refinable cover of A and each Ũi is a maximal idempotent retract of A categorically
equivalent to Ui. We will prove this fact by constructing algebras whose essential part is larger than the
original algebra (Corollary 2.6.4).
We will also characterise families of irreducible algebras that have at least one matrix product (The-
orem 2.5.4), in the following sense: Let U = {U1, . . . , Un} be a family of irreducible algebras. A finite
algebra A is said to be a matrix product of U if A has an irredundant non-refinable cover {V1, . . . , Vn}
such that A is isomorphic to V1  · · ·  Vn and each restricted algebra A|Vi is isomorphic to Ui.
In the last section of this chapter, we will construct an algorithm to determine categorical equivalence
for two given (finitely generated) finite algebras. This is an application of Theorem 2.4.7.
2.2 Preliminaries for this chapter
The topic studied in this chapter is deeply related to relational structure theory and categorical equiva-
lence of algebras. In this section, we quickly review these theories.
In this chapter, we consider only on a finitary algebra on a finite set. Thus, we use the term ‘algebra’
for finitary algebra and we simply say an operation a finitary operation, similarly, a relation means a
finitary relation.
First, we define basic notions of clone theory.
Definition 2.2.1. Let A be an algebra.
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(2) An n-ary invariant relation of A is a subalgebra of An. We write Invn(A) for the set of all n-ary





Definition 2.2.2. Let A and B be algebras. An isomorphism between A and B as non-indexed algebras
is a bijection φ : A→ B that satisfies the following conditions:
• For any n ∈ N and f ∈ Clon(A),
φ ◦ f ◦ φ−1 := [(b1, . . . , bn) 7→ φ(f(φ−1(b1), . . . , φ−1(bn)))] ∈ Clon(B).
• For any n ∈ N and g ∈ Clon(B),
φ−1 ◦ g ◦ φ := [(a1, . . . , an) 7→ φ−1(f(φ(a1), . . . , φ(an)))] ∈ Clon(A).
In this context, we call φ ◦ f ◦ φ−1 the conjugation of f by φ. The algebra A is said to be isomorphic to
B as non-indexed algebras if there exists an isomorphism between A and B.
Remark 2.2.3. Isomorphism between non-indexed algebras defined above is sometimes called weak iso-
morphism in the literature. The term weak isomorphism is used for distinguishing isomorphism between
non-indexed algebras from isomorphism between indexed algebras.
We also use the following notation.
Definition 2.2.4. Let A1, . . . , An be sets and Si ⊂ Ami for i = 1, . . . , n. Then we denote by
∏n
i=1 Si the
m-ary relation that consists of all elements
x11...
xn1








that satisfy (xi1, . . . , xim) ∈ Si for i ∈ {1, . . . , n}.
2.2.1 Relational structure theory
The principal strategy of relational structure theory is to consider the reduction of algebras to the algebraic
structures on the images of their idempotent term operations. In this subsection, we introduce the basic
definitions in relational structure theory.
Definition 2.2.5 ([12, Definition 2.4, 3.1]). Let A be an algebra.
(1) A unary operation e : A → A is said to be idempotent if e2 = e. The set {e ∈ Clo1(A) | e2 = e} of
all idempotent term operations of A is denoted by E(A).
(2) U ⊂ A is said to be an idempotent retract of A if there is e ∈ E(A) such that e(A) = U . The set
of all idempotent retracts of A is denoted by N (A). An idempotent retract U of A is said to be
proper if U ̸= A.
(3) Let U be an idempotent retract of A. We denote by A|U the algebra whose underlying set is U and
whose set of term operations is given by the following clone:
Clon(A|U ) := {tUn | t ∈ Clon(A) and t(Un) ⊂ U}.
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(4) A set U of idempotent retracts of A is said to cover an idempotent retract V of A (or U is a cover
of V ) if the following condition holds:
∀S, T ∈ Inv(A) (∀U ∈ U ; SU = T U ) ⇒ SV = T V .
Here, SU denotes S ∩ Um where m is the arity of S.
Remark 2.2.6. Let A be an algebra and U ⊂ A. If U is both a subalgebra of A and an idempotent
retract of A, then A|U is isomorphic to the subalgebra U of A as non-indexed algebras. In this sense, it
is not confusable to denote A|U by U .
Definition 2.2.7 ([2, Definition 3.6.1], [12, Definition 5.2, 5.4]). Let A be a finite algebra and U be a
cover of the idempotent retract A = idA(A) of A.
(1) The algebra A is said to be irreducible if every cover of the algebra A contains the idempotent
retract A.
(2) An idempotent retract U of A is said to be irreducible if A|U is an irreducible algebra.
(3) The cover U is said to be irredundant if any U ′ ( U does not cover A.
(4) Let U ′ be a cover of A. U ′ is said to be a refinement of U if for any U ′ ∈ U ′ there is U ∈ U such
that U ′ ⊂ U . The refinement U ′ of U is said to be proper if U is not a refinement of U ′.
(5) The cover U is said to be non-refinable if U has no proper refinement.
A set of idempotent retracts U covers Ameans, using the words of [2] and [12], A can be ‘reconstructed’
from smaller algebras in U . In Section 2.4, we will characterise the cover condition by categorical equiv-
alence of algebras.
The next proposition is an easy consequence of the definition.
Proposition 2.2.8. Let A be a finite algebra and U be an irredundant non-refinable cover of A. Then
any U ∈ U is irreducible.
Proof. To obtain a contradiction suppose that U0 ∈ U is not irreducible and U0 ⊂ N (U0) \ {U0} covers
U0, where
N (U0) := {V ∈ N (A) | V ⊂ U0}.
Then U ′ := (U \ {U0}) ∪ U0 covers A by the definition of cover. The cover U ′ is a refinement of U . By
non-refinability of U , U is a refinement of U ′. Thus there exists U ′ ∈ U ′ such that U0 ⊂ U ′. Since
U ′ ∈ U0 ⊂ N (U0) \ {U0} is not possible, U ′ ∈ U \ {U0} and U ′ ⊃ U0 hold. This means U \ {U0} covers A
which contradicts irredundancy of U .
The cover relation is defined by invariant relations. On the other hand, the cover relation is charac-
terised by term operations as follows.
Theorem 2.2.9 (cf. [2, Theorem 3.4.6], [12, Theorem 3.3]). Let A be a finite algebra and e1, . . . , en, e
be idempotent term operations of A. Then the following conditions are equivalent.
(1) {e1(A), . . . , en(A)} is a cover of e(A).
(2) There exist a non-negative integer m ∈ N, term operations λ ∈ Clom(A), f1, . . . , fm ∈ Clo1(A) and
i1, . . . , im ∈ {1, . . . , n} that satisfy
A |= λ(ei1f1(x), . . . , eimfm(x)) = e(x).
Proof. (1) ⇒ (2): Let {a1, . . . , aN} be an enumeration of all elements of A. Define
T = {(s(a1), . . . , s(aN )) ∈ AN | s ∈ Clo1(A)},
S = {(s(a1), . . . , s(aN )) ∈ AN | s(x) = λ(ei1f1(x), . . . , eimfm(x)),
for some λ ∈ Clo(A), fj ∈ Clo1(A)}.
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Then T and S are invariant relations of A and obviously S ⊂ T . Furthermore,
T ei(A) = {(ei(s(a1)), . . . , ei(s(aN ))) ∈ A
N | s ∈ Clo1(A)} ⊂ S
implies T ei(A) = Sei(A). By the assumption (1) we obtain Se(A) = T e(A), particularly the graph of e
(that is (e(a1), . . . , e(aN )) ∈ AN ) is a member of S. That is nothing but the statement (2).
(2) ⇒ (1) is proved in [2], [12].
Finally, we note the uniqueness of the irredundant non-refinable cover.
Definition 2.2.10 ([2, Definition 3.4.5]). Let A be an algebra.
• Let U, V be idempotent retracts of A. U is said to be isomorphic to V in A if there exist f, g ∈
Clo1(A) that satisfy g(U) ⊂ V, f(V ) ⊂ U , (f ◦ g)U = idU and (g ◦ f)V = idV .
• Let U ,U ′ be sets of idempotent retracts of A. U is said to be isomorphic to U ′ in A if there exists
a bijection φ : U → U ′ that satisfies U is isomorphic to φ(U) for all U ∈ U .
Note that the idempotent retracts U and V being isomorphic in the algebra A means that A|U and
A|V are isomorphic as non-indexed algebras via term operations of A as isomorphisms.
Theorem 2.2.11 ([12, Theorem 5.3], [2, Theorem 3.8.1]). Every finite algebra has a unique irredundant
non-refinable cover up to isomorphism in A.
2.2.2 Categorical equivalence of algebras
We will introduce two important theorems concerning categorical equivalence of algebras. The first one
is the characterisation of categorical equivalence by an existence condition of term operations, proved in
[14]. The other one is a characterisation of categorical equivalence by the structure of relational clones
corresponding to algebras generating the involved varieties (by V = HSP). In Chapter 3, we will prove
an infinitary generalisation of these theorems.
We start by several definitions.
Definition 2.2.12. Algebras A and B are said to be categorically equivalent if there is a categorical
equivalence φ : V(A) → V(B) such that φ(A)≃B where V(A) is the variety generated by A.
Definition 2.2.13. Let A be an algebra. A unary operation e ∈ Clo1(A) is said to be invertible if there
exist m ∈ N, t ∈ Clom(A) and s1, . . . , sm ∈ Clo1(A) that satisfy
A |= t(e(s1(x)), . . . , e(sm(x))) = x.
Definition 2.2.14. Let A be an algebra and n ∈ N. We define an algebra A[n] called a matrix power of
A as follows:
• The underlying set is the direct product An.
• The set of term operations Clom(A[n]) consists of all maps described by
a11...
an1








where ti ∈ Clonm(A) for 1 ≤ i ≤ n and a = (aij)1≤i≤n, 1≤j≤m.
The first theorem is as follows.
Theorem 2.2.15 ([14]). Algebras A and B are categorically equivalent if and only if there exist a positive
integer n and an idempotent invertible term operation e of A[n] such that B≃A[n]|e(A[n]).
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We will prove an infinitary version of this theorem as Theorem 3.4.4.
The next theorem is a characterisation of categorical equivalence by the structure of relational clones.
It is one of the most important facts describing the connection between relational structure theory and
categorical equivalence.
Theorem 2.2.16 ([7, Theorem 4.1]). Two finite algebras A and B are categorically equivalent if and
only if the relational clones Inv(A) and Inv(B) are isomorphic.
We will prove generalisations of this theorem as Theorem 3.5.1 and Corollary 4.7.11.
2.3 Description of idempotent retracts by term operations
In [2] and [12], the set of all idempotent retracts of an algebra is defined as some subsets of the algebra.
In this section, we will introduce a new description of ‘all idempotent retracts’ by term operations. As a
corollary of our new definition, we will obtain that the covering structure is an invariant of varieties.
Notation 2.3.1. Let A be a finite algebra.
(1) We define
CovA := {(T , U) ∈ P(N (A)) ×N (A) | T covers U},
where N (A) is the set of all idempotent retracts of A and P(N (A)) is the power set of N (A). We
call (N (A),⊂,CovA) the covering structure of A, where ⊂ is the subset relation on N (A).
(2) We define binary relations ∼,≤ on E(A) as
e1 ≤ e2 :⇐⇒ ∀x ∈ A; e2e1(x) = e1(x),
e1 ∼ e2 :⇐⇒ e1 ≤ e2 and e2 ≤ e1.
(3) For (F, e) ∈ P(E(A)) × E(A), we define
(F, e) ∈ Cov′A :⇐⇒
∃n ∈ N,∃e1, . . . , en ∈ F, ∃f1, . . . , fn ∈ Clo1(A),∃t ∈ Clon(A),
∀x ∈ A; e(x) = t(e1f1(x), . . . , enfn(x)).
Proposition 2.3.2. The following statements hold.
(1) The relation ∼ is an equivalence relation on E(A), ∼ is a subset of ≤ and the quotient structure
(E(A)/∼,≤/∼) is a partially ordered set.
(2) φ : e/∼ 7→ e(A) is a well-defined map from E(A)/∼ to N (A) and it is an isomorphism between the
structures (E(A)/∼,≤/∼,Cov′A /∼) and (N (A),⊂,CovA).
Here ≤/∼ and Cov′A /∼ are defined as follows. For e, e′ ∈ E(A), F ⊂ E(A)
(e/∼, e′/∼) ∈ ≤/∼ :⇐⇒e ≤ e′,
(F/∼, e/∼) ∈ Cov′A /∼ :⇐⇒(F, e) ∈ Cov
′
A,
where F/∼ = {f/∼ | f ∈ F}.
Proof. (1) What we should prove are the reflexivity and the transitivity of ≤. Reflexivity is nothing but
idempotency of the member of E(A). Let e1 ≤ e2 and e2 ≤ e3. Then
e3(e1(x)) = e3(e2(e1(x))) = e2(e1(x)) = e1(x),
i.e., e1 ≤ e3 holds.
(2) First we prove
e1 ≤ e2 ⇐⇒ e1(A) ⊂ e2(A).
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From this equivalence, well-definedness and bijectivity of φ, and correspondence between ≤/∼ and ⊂
follow. Assume e1 ≤ e2, namely e2(e1(x)) = e1(x) for all x ∈ A. This means e1(x) ∈ e2(A). Especially,
if x ∈ e1(A) then x = e1(x) ∈ e2(A). Namely, e1(A) ⊂ e2(A) holds.
Conversely, if e1(A) ⊂ e2(A), then e1(x) ∈ e1(A) ⊂ e2(A) holds for any x ∈ A. This implies
e2(e1(x)) = e1(x). Thus e1 ≤ e2 holds.
It remains to prove the well-definedness of Cov′A /∼ and the equivalence
(F, e) ∈ Cov′A ⇐⇒ (φ(F/∼), φ(e/∼)) ∈ CovA,
where φ(F/∼) = {φ(f/∼) ∈ N (A) | f ∈ F}. Yet this is nothing but Theorem 2.2.9.
By this proposition, it makes sense to use idempotent terms instead of idempotent retracts for de-
scribing the covering relation. We can use, for example, the following expression.
Definition 2.3.3. Let A be a finite algebra.
(1) A set of idempotent term operations E ⊂ E(A) is said to cover e′ ∈ E(A) if {e(A) | e ∈ E} covers
e′(A).
(2) A set of idempotent term operations E ⊂ E(A) is said to be an irredundant non-refinable cover of
A if the set of idempotent retracts {e(A) | e ∈ E} is an irredundant non-refinable cover of A.
By Proposition 2.3.2, the covering structure can be said to be an invariant of locally finite varieties
rather than an invariant of algebras. For example, we have the following corollary.
Corollary 2.3.4. Let A and B be finite algebras. Then the following statements hold.
(1) If V(B) = V(A) then (N (A),⊂,CovA) and (N (B),⊂,CovB) are isomorphic.
(2) If B ∈ V(A) then there is a natural surjective map N (A) → N (B) that preserves the relations ⊂
and Cov.
(3) If V(B) = V(A) then A is irreducible if and only if B is irreducible.
Proof. (1) By Proposition 2.3.2, the covering structure (N (A),⊂A,CovA) ofA is isomorphic to (E(A)/∼,≤A
/∼,Cov′A/∼) and similarly (N (B),⊂B ,CovB) is isomorphic to (E(B)/∼,≤B/∼,Cov′B/∼). The assump-
tion V(A) = V(B) implies that A and B satisfy the same identities. Therefore, their abstract clones,
Clo(A) and Clo(B), of term operations are isomorphic. Thus, the covering structure (E(A)/∼,≤A
/∼,Cov′A/∼) is isomorphic to (E(B)/∼,≤B /∼,Cov
′
B /∼).
(2) By B ∈ V(A), the abstract clone Clo(B) can be identified with a quotient clone of Clo(A). The
restriction πE(A) of the natural surjection π : Clo(A) → Clo(B) to E(A) is clearly a map from E(A) to
E(B) and preserves ≤ and Cov′. Surjectivity of πE(A) is proved as follows. Let e ∈ E(B) then, by the
surjectivity of π, there exists f ∈ Clo1(A) such that π(f) = e. By finiteness of A, there exists a positive
integer n such that fn ∈ E(A) and
π(fn) = π(f)n = en = e.
(3) follows from (1) and the fact that irreducibility is determined by the structure (N (A),⊂,Cov).
The algebra B may not be irreducible even if A is an irreducible algebra and B ∈ V(A). We can show
this fact by choosing B to be a reducible algebra in the next example.
Example 2.3.5. Let (B,Clo(B)) be a finite algebra. We define an algebra A as follows:
• The underlying set is B ⨿ {a0} (disjoint union).
• The set of term operations is
Clom(A) := {f : Am → A | f(Am) ⊂ B ∧ fB ∈ Clom(B)} ∪ {πmi | 1 ≤ i ≤ m}.
Here πmi is the i-th projection A
m → A. Then the following statements hold.
(1) B is a subalgebra of A.
(2) N (A) = {A} ∪ N (B) and B does not cover A, in particular A is irreducible.
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2.4 Representatives for categorical equivalence classes
In this section, we will prove that matrix products of irredundant non-refinable covers of finite algebras
are representatives of categorical equivalence classes. First, we define the notion of matrix product.
Definition 2.4.1 ([12, Lemma 3.5]). Let A be an algebra and U1, . . . , Un ∈ N (A). An algebra U1 
· · ·  Un, which is called the matrix product of (U1, . . . , Un), is defined as follows:
• The underlying set is the product set
∏n
i=1 Ui.
• The set of term operations Clom(U1  · · ·  Un) is the set of all operations described by
a11...
an1








where ti are nm-ary term operations of A such that ti(Anm) ⊂ Ui and a = (aij)1≤i≤n, 1≤j≤m.
Fact 2.4.2 (cf.[12]). Let A be a finite algebra and e1, . . . , en ∈ E(A). Then S 7→ e1(S)  · · ·  en(S) is
a surjective homomorphism of relational clones Inv(A) → Inv(e1(A)  · · ·  en(A)).
Remark 2.4.3. For an invariant relation S̃ =
∏
i Si ∈ Invm(Ess(A)), the invariant relation S ∈ Invm(A)
such that Ess(S) = S̃ is given by
S = {(a1, . . . , am) ∈ Am | there exist l ∈ N, t ∈ Clol(A)
and (aj1, . . . , ajm) ∈
∪
1≤i≤n
Si, for j = 1, . . . , l,
such that ak = t(a1k, . . . , alk)}.
The next proposition is an easy consequence of Theorem 2.2.9.
Proposition 2.4.4 (cf.[12]). Let A be a finite algebra. Assume {e1, . . . , en} ⊂ E(A) covers A. Then
there exist an integer m ≥ 1, i : {1, . . . ,m} → {1, . . . , n} and e ∈ E(ei1(A)  · · ·  eim(A)) such that
e(ei1(A)  · · ·  eim(A)) is isomorphic to A as non-indexed algebras.
By Theorem 2.2.11, we can obtain the uniqueness of (the structure of) the matrix product of the
irredundant non-refinable cover of a finite algebra. By uniqueness, it makes sense to give a name for the
matrix product of an irredundant non-refinable cover.
Theorem 2.4.5. Let A be a finite algebra, {U1, . . . , Un} and {V1, . . . , Vn} be irredundant non-refinable
covers of A. Then U1  · · ·  Un and V1  · · ·  Vn are isomorphic as non-indexed algebras.
Proof. Without loss of generality, we can assume Ui is isomorphic to Vi in A. Take pi, qi ∈ Clo1(A) that
satisfy
pi(Ui) = Vi, qi(Vi) = Ui, qi ◦ piUi = idUi , pi ◦ qiVi = idVi .
Then
(x1, . . . , xn) 7→ (p1(x1), . . . , pn(xn))
is an isomorphism between U1  · · ·  Un and V1  · · ·  Vn.
Definition 2.4.6. Let A be a finite algebra.
(1) In this thesis, by the term essential part of A, we refer to the matrix product U1  · · ·  Un of
an irredundant non-refinable cover {U1, . . . , Un} of A. We denote by Ess(A) the (structure of an)
essential part of A.
(2) The algebra A is said to be essential if Ess(A) is isomorphic to A as a non-indexed algebra.
Next, we characterise the isomorphism relation of essential parts by several conditions.
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Theorem 2.4.7 (cf. [12, Theorem 4.1]). Two finite algebras A and B are categorically equivalent if and
only if their essential parts Ess(A) and Ess(B) are isomorphic (as non-indexed algebras).
Proof. (If part) It is enough to prove that A and Ess(A) are categorically equivalent. Let {U1, . . . , Un}
be an irredundant non-refinable cover of A. We show Inv(A) is isomorphic to Inv(Ess(A)) as relational
clones via the map Ess : S 7→
∏n
i=1 SUi . Here, the product
∏n
i=1 SUi is the set of all elements
a11...
an1





that satisfy (ai1, . . . , aim) ∈ SUi for all i ∈ {1, . . . , n}, where m is the arity of S. If it is proved, then
A is categorically equivalent to Ess(A) by Theorem 2.2.16. By Fact 2.4.2, Ess : Inv(A) → Inv(Ess(A)) is
surjective and preserves all operations of relational clones. Injectivity of Ess is nothing but the assumption
that {U1, . . . , Un} covers A.
(Only if part) By Theorem 2.2.15, we can choose a positive integer n and an invertible idempotent
term e of A[n] that satisfy B≃A[n]|e(A[n]). Denote
A′ := {(a, . . . , a) ∈ A[n] | a ∈ A}, B′ := e(A[n]).
Because A[n]|A′ is isomorphic to A, Ess(A)≃Ess(A[n]|A′) holds. Let U be an irredundant non-refinable
cover of A[n]|A′ . Theorem 2.2.9 and the definition of matrix power imply that {A′} covers A[n]. Combining
this with the assumption that U covers A′, we obtain U covers A[n]. U is irredundant and non-refinable as
a cover of A′, so is irredundant and non-refinable as a cover of A[n]. That means Ess(A[n])≃Ess(A[n]|A′).
By transitivity, Ess(A)≃Ess(A[n]) has been proved. In the same way, we can prove Ess(A[n])≃Ess(B).
(Notice that the idempotent retract B′ covers A[n] by invertibility of e.)
Theorem 2.4.8. Let A be a finite algebra. Then the following statements are equivalent.
(1) The algebra A is essential.
(2) There exists a finite algebra B such that A is isomorphic to Ess(B).
(3) There exist n ∈ N, λ ∈ Clon(A) and e1, . . . , en ∈ E(A) that satisfy
(a) {e1, . . . , en} is an irredundant non-refinable cover of A,
(b) A |= λ(e1(x), . . . , en(x)) = x,
(c) A |= eiλ(e1(x1), . . . , en(xn)) = ei(xi) for i = 1, . . . , n.
Proof. First, we consider the case |A| ≤ 1.
If the underlying set of A is empty, or |A| = 1 and A has no nullary term operation, then the family
{A} of idempotent retracts is an irredundant non-refinable cover of A. Thus A is essential, therefore Item
(1) and (2) are true. In this case Item (3) is true by choosing n = 1 and λ = e1 = idA. Therefore this
theorem is true in this case.
If |A| = 1 and A has a nullary term operation, then the empty family of idempotent retracts covers
A, and the matrix product of the empty family is isomorphic to A. Thus (1) and (2) are true. In this
case Item (3) is true by choosing n = 0 and λ as the unique nullary operation. Thus the theorem is also
true in this case.
Next, we consider the case |A| ≥ 2.
(1) ⇒ (2) is trivial.
(2) ⇒ (3): Suppose A≃Ess(B) and {e′1, . . . , e′n} ⊂ E(B) be an irredundant non-refinable cover of
B. We can assume without loss of generality that A = Ess(B) = B|e′1(B)  · · ·  B|e′n(B). We define
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Then we can easily check the conditions (b) and (c).
We will prove {e1, . . . , en} is an irredundant non-refinable cover of A.



















Claim 1. For any i = 1, . . . , n, the non-indexed algebras A|ei(A) and B|e′i(B) are isomorphic via isomor-
phisms
πiei(A) : ei(A) → e
′
i(B), φie′i(B) : e
′
i(B) → ei(A).
Especially, V 7→ πi(V ) and V ′ 7→ φi(V ′) are mutually inverse bijections between N (ei(A)) and N (e′i(B)).
Proof of Claim 1. The equalities
(φie′i(B)) ◦ (πiei(A)) = idei(A) (πiei(A)) ◦ (φie′i(B)) = ide′i(B)
can be easily verified.
We will prove that conjugation of term operations of B|e′i(B) by φie′i(B) yields term operations of
A|ei(A). Suppose t ∈ Clom(B|e′i(B)). Then the conjugation of t by φie′i(B) is the map











1(t(xi1, . . . , xim))
...
e′n(t(xi1, . . . , xim))
 .
This is a term operation of A|ei(A).
Next, we prove that conjugation of term operations of A|ei(A) by πiei(A) yields term operations of
B|e′i(B). Suppose t = (t1, . . . , tn) ∈ Clom(A|ei(A)). Notice that ei ◦ t = t, particularly e
′
i ◦ ti = ti holds.
Then the conjugation of t by πiei(A) is described as follows: For x1, . . . , xm ∈ e′i(B)
πi ◦ t ◦ φie′i(B)(x1, . . . , xm)





































This is a term operation of B|e′i(B).
Claim 2. Let i ∈ {1, . . . , n}, V ∈ N (ei(A)) and S ∈ Invm(B), m ∈ N, then the equations
πi (Ess(S)V )







:={(y1, . . . , ym) ∈ (ei(A))m | ∃(x1, . . . , xm) ∈ Sπi(V ) s.t. φi(xj) = yj}
=Ess(S)V
hold. Here Ess is the isomorphism Inv(B) → Inv(Ess(B)) of relational clones defined Remark 2.4.3.
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Proof of Claim 2. Notice that, by the definition of Ess(S),
(y1, . . . , ym) ∈ Ess(S)
⇐⇒ (πi′(y1), . . . , πi′(ym)) ∈ Se′
i′ (B)
(for all i′ = 1, . . . , n)
holds. This implies πi (Ess(S)V ) ⊂ Sπi(V ).
Next, we prove Sπi(V ) ⊂ πi (Ess(S)V ). Suppose (x1, . . . , xm) ∈ Sπi(V ) and define yj := φi(xj).
Then yj ∈ φi(πi(V )) = V, πi(yj) = xj and





























hold. This means (x1, . . . , xm) ∈ πi(Ess(S) ∩ V m) = πi(Ess(S)V ).
By the first equation πi (Ess(S)V ) = Sπi(V ), the second equation is proved as follows:
φi(Sπ(V )) = φi(πi(Ess(S)V )) = Ess(S)V .
By Claim 2,
Se′i(B) = T e′i(B) ⇐⇒ Ess(S)ei(A) = Ess(T )ei(A)
holds for each i = 1, . . . , n and S, T ∈ Inv(B). For example,
Ess(S)ei(A) = Ess(T )ei(A)










On the other hand, the following equivalences hold:
Ess(S) = Ess(T ) ⇐⇒ S = T
⇐⇒ Se′i(B) = T e′i(B) (for all i = 1, . . . , n).
The first equivalence holds by injectivity of Ess, and the second equivalence holds because {e′1, . . . , e′n}
covers B. Combining these equivalences with surjectivity of Ess, the fact {e1, . . . , en} covers A is proved.
Finally, we prove irredundancy and non-refinability of {e1, . . . , en}. If it is not true, then there is i0
such that
({e1(A), . . . , en(A)} ∪ N (ei0(A))) \ {ei0(A)} (2.4.1)
covers A by Lemma 2.4.9 below. Because the cover {e′1(B), . . . , e′n(B)} is non-refinable, there exist
S, T ∈ Inv(B) that satisfy S ̸= T ,
Se′i(B) = T e′i(B) (for i ∈ {1, . . . , n} \ {i0})
and
SV ′ = T V ′ (for all V ′ ∈ N (e′i0(B)) \ {e
′
i0(B)}).
Then Ess(S) ̸= Ess(T ) and
Ess(S)ei(A) = Ess(T )ei(A)
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hold for i ∈ {1, . . . , n} \ {i0}. Similarly,
Ess(S)V = φi0(Sπi0 (V )) = φi0(T πi0 (V )) = Ess(T )V
holds for V ∈ N (ei0(A)) \ {ei0(A)}. This contradicts (2.4.1) covers A.
(3) ⇒ (1): Suppose λ, e1 . . . , en satisfy the conditions stated in (3). We will prove Ess(A) = e1(A) 
· · ·en(A) is isomorphic to A. We define maps f : A→ Ess(A) by a 7→ (e1(a), . . . , en(a)) and g : Ess(A) →
A by (x1, . . . , xn) 7→ λ(x1, . . . , xn). It is enough to prove the following three facts:
• f ◦ g = idEss(A) and g ◦ f = idA.
• The operation 
x11...
xn1















belongs to Clom(Ess(A)) for any t ∈ Clom(A).
• The operation (a1, . . . , am) 7→ g(s(f(a1), . . . , f(am))) belongs to Clom(A) for any s ∈ Clom(Ess(A)).
f ◦ g = idEss(A) is nothing but Assumption (c) and g ◦ f = idA is nothing but Assumption (b). The
second and the third claim follow from the definition of (the clone of) matrix product and from the fact
that f and g are described by term operations of A.
Lemma 2.4.9. Let A be an algebra and U be a cover of A. If U has a proper refinement, then there
exists U0 ∈ U such that (U ∪ N (U0)) \ {U0} covers A, where N (U0) = {V ∈ N (A) | V ⊂ U0}.
Proof. Let U ′ be a proper refinement of U . Suppose U0 ∈ U satisfies that there are no U ′ ∈ U ′ such that
U ′ ⊃ U0. Clearly (U ′ ∪ U) \ {U0} = U ′ ∪ (U \ {U0}) ⊃ U ′ covers A. Therefore,
Ũ =
(
(U ′ ∪ U) \ {U0}
)
\ {U ′ ∈ U ′ | ∃U ∈ U \ {U0}; U ′ ( U}
covers A. As U ′ is a refinement of U , the set of idempotent retracts Ũ is included in (U ∪N (U0)) \ {U0}.
Thus (U ∪ N (U0)) \ {U0} covers A.
Corollary 2.4.10. If A is an essential algebra and V(A) = V(B), then B is also essential.
Proof. Condition (3) in Theorem 2.4.8 depends only on the structure of the abstract clone Clo(A). Thus
the truth of (3) is determined by the variety V(A).
By Proposition 2.2.8, Theorem 2.4.7 and Theorem 2.4.8, we can classify finite algebras in the following
way.
(1) The classification of irreducible algebras.
(2) The classification of essential algebras that have a minimal cover that is isomorphic to a given
family of irreducible algebras.
(3) The classification of algebras categorically equivalent to a given essential algebra.
We describe topics related to the second step in the next section and the third step in Section 6.
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2.5 Matrix products of irreducible algebras
In this section, first we will characterise families of irreducible algebras such that there exists at least one
matrix product of their irreducible algebras. Then we will construct examples of families of irreducible
algebras that have many matrix products.
Proposition 2.5.1. Let A be a finite algebra, U0 be a minimal idempotent retract of A (i.e., there are
no U ∈ N (A) that satisfy U ⊂ U0 except U = U0), U be an arbitrary idempotent retract of A. Then there
exists an idempotent retract V ⊂ U of A that is isomorphic to U0 in A. Especially, the structure of A|U0
is independent of the choice of the minimal idempotent retract U0.
Proof. Let e, e0 ∈ E(A) satisfy e(A) = U, e0(A) = U0. Then by the finiteness of A, there exist positive
integers n and m such that (e ◦ e0)n, (e0 ◦ e)m ∈ E(A). Then (e0 ◦ e)mU0 = idU0 holds by minimality of
U0. We define f0 := (e ◦ e0)n and V := f0(A). Then V ⊂ U holds by definition. Furthermore
(e0 ◦ fm−10 ) ◦ f0 = ((e0 ◦ e)m)U0)
n ◦ e0 = e0, and f0 ◦ e0 = f0.
hold. These equations mean V is isomorphic to U0 via (e0 ◦ fm−10 )V : V → U0 and f0U0 : U0 → V .
Corollary 2.5.2. Let A be a finite algebra and {U1, . . . , Un} be an irredundant non-refinable cover of A.
Then there exists an algebra V such that each A|Ui has a minimal idempotent retract Vi such that A|Vi
is isomorphic to V .
Proof. The minimal idempotent retracts Vi of Ui are also idempotent retracts of A. Thus, all of Vi
(i = 1, . . . , n) are isomorphic to each other.
Corollary 2.5.3. Let A be a finite algebra. If an irredundant cover U of A contains a minimal idempotent
retract U0, then U = {U0}.
Proof. If U ∈ U \ {U0} exists, then U has a minimal idempotent retract V0 isomorphic to U0. Then
U ′ = (U \ {U0}) ∪ {V0} is isomorphic to U as sets of idempotent retracts of A. Therefore U ′ is an
irredundant cover of A. However V0 ⊂ U and U ∈ U ′ imply U ′ \ {V0} covers A. This contradicts
irredundancy of U ′.
Corollary 2.5.2 implies that if a family (U1, . . . , Un) of irreducible algebras has an algebra such that one
of its irredundant non-refinable covers is isomorphic to the given family, then the structure of minimal
idempotent retracts of Ui is independent of i. Actually this is also a sufficient condition for such an
algebra to exist.
Theorem 2.5.4. Let U1, . . . , Un be irreducible algebras. Then the following statements are equivalent.
(1) There exists a finite algebra A having an irredundant non-refinable cover consisting of n idempotent
retracts Ũ1, . . . , Ũn such that A|Ũi is isomorphic to Ui for each i = 1, . . . , n.
(2) n = 1, or each Ui has a minimal idempotent retract Vi ( Ui such that U1|V1 , . . . , Un|Vn are isomor-
phic to each other as non-indexed algebras.
(3) n = 1, or each Ui has an idempotent retract Vi ( Ui such that U1|V1 , . . . , Un|Vn are isomorphic to
each other as non-indexed algebras.
Proof. (1) ⇒ (2) is an easy consequence of Corollary 2.5.2 and 2.5.3.
(2) ⇒ (3) is trivial.
(3) ⇒ (1): If n = 1 then we can take A = U1. Suppose {Ui}1≤i≤n is a family of irreducible algebras,
n > 1, ei ∈ E(Ui) satisfying ei(Ui) = Vi ( Ui and fij : Vi → Vj are isomorphisms that satisfy fii = idVi
and fjk ◦ fij = fik for i, j, k ∈ {1, . . . , n}. We define an algebra A as follows.
• The underlying set is U1 × · · · × Un.
• The set of term operations Clo(A) is the clone generated by the following operations:
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– Component-wise operations (t1, . . . , tn) that acts as
x11...
xn1





 t1(x11, . . . , x1m)...
tn(xn1, . . . , xnm)

where ti ∈ Clom(Ui) for i = 1, . . . , n.














for i = 1, . . . , n.
Define Ũi := ẽi(A). We will show that {Ũi | 1 ≤ i ≤ n} is an irredundant non-refinable cover of A and
for each i = 1, . . . , n, the non-indexed algebras A|Ũi and Ui are isomorphic.












Clearly φi is bijective. Notice that φ−1i ◦ ẽi : A → Ui is the i-th projection. We will prove that A|Ũi is
isomorphic to Ui via φi.
Suppose t ∈ Clom(Ui), then for all y1, . . . , ym ∈ Ui we have
φ−1i ◦ ẽi ◦ (π
m
1,U1 , . . . , π
m
1,Ui−1 , t, π
m
1,Ui+1 , . . . , π
m
1,Un)(φi(y1), . . . , φi(ym))
=t(y1, . . . , ym)
where πm1,Uk ∈ Clom(Uk) are the first projection terms. Thus the image
{φ−1i ◦ g ◦ φi | g ∈ Clom(A|Ũi),m ∈ N}
of Clo(A|Ũi) under conjugation by φ
−1
i includes Clo(Ui).
Next, we will prove the reverse inclusion, i.e.,
φ−1i ◦ (ẽi ◦ u)Ũi ◦ φi ∈ Clo(Ui)
holds for all u ∈ Clo(A). In fact the following claim holds.
Claim 1. Let u = (u1, . . . , un) ∈ Clom(A) where ui : Am → Ui. Then
φ−1i ◦ ẽi ◦ u ◦ φi = ui ◦ φi ∈ Clom(Ui)
holds. Furthermore, for each j ̸= i, there exist lj ∈ N, tj ∈ Clolj (Uj) and sk,j ∈ Clom(Ui) (k = 1, . . . , lj)
such that
uj ◦ φi(y) = tj(fij ◦ ei ◦ s1,j(y), . . . , fij ◦ ei ◦ slj ,j(y)) (2.5.1)
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holds for all y ∈ Uim. Here, φi : Uim → Ũim is the map
(y1, . . . , ym) 7→ (φi(y1), . . . , φi(ym)).
Proof of Claim 1. We will prove the claim by induction on the complexity of the term operations of A.
For projection terms πmj ∈ Clom(A), the claim is trivial.
The case that the outer most operation is a component-wise operation: Suppose u1, . . . , uρ ∈ Clom(A)
(we write uν = (uν1 , . . . , u
ν
n)) and pj ∈ Cloρ(Uj) for j = 1, . . . , n. Thenp1...
pn
 ◦ (u1, . . . , uρ)(x) =
p1(u
1








for all x ∈ Am. The induction hypotheses are uνi ◦φi ∈ Clom(Ui), and for j ̸= i, uνj ◦φi can be written as
uνj ◦ φi(y) = tνj (fij ◦ ei ◦ sν1,j(y), . . . , fij ◦ ei ◦ sνlj,ν ,j(y))
for all y ∈ Uim by tνj ∈ Clolj,ν (Uj) and sνk,j ∈ Clom(Ui) for 1 ≤ ν ≤ ρ, 1 ≤ k ≤ lj,ν . Then clearly
pi ◦ (u1i , . . . , u
ρ
i ) ◦ φi = pi ◦ (u
1
i ◦ φi, . . . , u
ρ
i ◦ φi) ∈ Clo(Ui)
holds. Furthermore, for j ̸= i
pj ◦ (u1j , . . . , u
ρ
j ) ◦ φi(y)
=pj ◦ (u1j ◦ φi, . . . , u
ρ
j ◦ φi)(y)
=q ◦ (fij ◦ ei ◦ s11,j(y), . . . , fij ◦ ei ◦ s1lj,1,j(y),




is of the form as in Equation (2.5.1) where
q =pj ◦ (t1j ◦ (πN1 , . . . , πNlj,1), t
2
j ◦ (πNlj,1+1, . . . , π
N











πNk ∈CloN (A) is the k-th projection.












The induction hypotheses are ui ◦ φi ∈ Clom(Ui) and for each j ̸= i, uj ◦ φi is described as
uj ◦ φi(y) = tj(fij ◦ ei ◦ s1,j(y), . . . , fij ◦ ei ◦ slj ,j(y)).
Subcase i0 = i: In this case, the i-th component of ẽi ◦ u ◦ φi is ui ◦ φi. It is a member of Clo(Ui) by
the induction hypothesis. The j-th component (j ̸= i) is fij ◦ ei ◦ (ui ◦ φi). It is the case lj = 1, tj = id
and s1,j = ei ◦ (ui ◦ φi). Thus the claim holds for ẽi ◦ u.
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Subcase i0 ̸= i: The i0-th component of ẽi0 ◦ u ◦ φi is ui0 ◦ φi itself, so the claim is true for this
component. The j-th component of ẽi0 ◦ u ◦ φi (j ̸= i0) is described as
fi0j ◦ ei0 ◦ ui0 ◦ φi(y) = fi0j ◦ ei0 ◦ ti0(fii0 ◦ ei ◦ s1,i0(y), . . . , fii0 ◦ ei ◦ sli0 ,i0(y)).
By the assumption that fi0j is an isomorphism between Ui0 |Vi0 and Uj |Vj , there exists t ∈ Clo(Uj) such
that (fi0j ◦ ei0 ◦ ti0)Vi0 = ej ◦ t ◦ fi0j . where fi0j : Vi0
li0 → Vj li0 is the map
(z1, . . . , zli0 ) 7→ (fi0j(z1), . . . , fi0j(zli0 )).
Thus
fi0j ◦ ei0 ◦ ti0(fii0 ◦ ei ◦ s1,i0(y), . . . , fii0 ◦ ei ◦ sli0 ,i0(y))
=ej ◦ t ◦ fi0j(fii0 ◦ ei ◦ s1,i0(y), . . . , fii0 ◦ ei ◦ sli0 ,i0(y))
=ej ◦ t(fij ◦ ei ◦ s1,i0(y), . . . , fij ◦ ei ◦ sli0 ,i0(y)).
It is an m-ary term of Ui if j = i and it has the form stated in Equation (2.5.1) if j ̸∈ {i0, i}.
We still need to prove that {Ũi | 1 ≤ i ≤ n} is an irredundant non-refinable cover of A. Let us define













Then we can easily check
Diag(ẽ1(x), . . . , ẽn(x)) = x
for every x ∈ A. This implies that
{
Ũi | 1 ≤ i ≤ n
}
covers A.
Finally, we will show the cover
{
Ũi | 1 ≤ i ≤ n
}
is irredundant and non-refinable. These two properties
are consequences of the following claim.
Claim 2. Let i ∈ {1, . . . , n},m ∈ N and S, T ∈ Invm(Ui) such that S ̸= T and SV = T V for all
V ∈ N (Ui) \ {Ui}. We define Si := S and for j ̸= i, we define Sj as the set of all elements of the form
(t(fij(y11), . . . , fij(yl1)), . . . , t(fij(y1m), . . . , fij(ylm))) ∈ Ujm
where l ∈ N, (yk1, . . . , ykm) ∈ SVi (∀k = 1, . . . , l) and t ∈ Clol(Uj). Further, we define S̃ :=
∏n
j=1 Sj.
We also define Tj and T̃ similarly. Then the following statements hold:
(1) S̃, T̃ ∈ Invm(A).
(2) S̃ ̸= T̃ .
(3) S̃Ũj = T̃ Ũj for all j ̸= i.
(4) S̃Ṽ = T̃ Ṽ for all Ṽ ∈ N (Ũi) \ {Ũi}.
By irreducibility of Ui, there exist S, T satisfying the assumption of this claim. Particularly, the
set of idempotent retracts {Ũ1, . . . , Ũn} \ {Ũi} does not cover A. Thus {Ũ1, . . . , Ũn} is irredundant. In
combination with Lemma 2.4.9, this claim implies non-refinability of {Ũ1, . . . , Ũn}.
Proof of Claim 2. (2) immediately follows from Si = S ̸= T = Ti.
(1) For j = 1, . . . , n, Sj , Tj ∈ Inv(Uj) immediately follows from the definition of Sj , Tj . Suppose
t1 ∈ Clol(U1), . . . , tn ∈ Clol(Un) and
x11k...
xn1k
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 t1(x111, . . . , x11l)...
tn(xn11, . . . , xn1l)
 , . . . ,
 t1(x1m1, . . . , x1ml)...




Therefore, S̃ is closed under any component-wise operation (t1, . . . , tn).
Next, we will prove that S̃ is closed under the terms ẽi0 for i0 = 1, . . . , n. If i0 = i and
x11...
xn1




































It belongs to S̃ by the definition of S̃.
If i0 ̸= i and Formula (2.5.2) holds, thenẽi0
x11...
xn1




























What we should prove is
(xi01, . . . , xi0m) ∈ Si0 (2.5.3)
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and
(fi0j(ei0(xi01)), . . . , fi0j(ei0(xi0m))) ∈ Sj (2.5.4)
for j ̸= i0. Formula (2.5.3) is included in Formula (2.5.2). Formula (2.5.3) and Si0 ∈ Inv(Ui0) imply
(ei0(xi01), . . . , ei0(xi0m)) ∈ Si0 .
By the definition of Si0 , there exist t ∈ Clol(Ui0) and ykν ∈ Vi for 1 ≤ k ≤ l, 1 ≤ ν ≤ m satisfying
ei0(xi0ν) = t(fii0(y1ν), . . . , fii0(ylν)) (for all 1 ≤ ν ≤ m)
and
(yk1, . . . , ykm) ∈ S (for all 1 ≤ k ≤ l).
By ei0(xi0ν) ∈ Vi0 , t can be chosen as tVi0 ∈ Clo(Ui0 |Vi0 ). Because fi0j is an isomorphism between
Ui0 |Vi0 and Uj |Vj , there exists t
′ ∈ Clo(Uj) that satisfies
fi0j(ei0(xi0ν)) =fi0j(t(fii0(y1ν), . . . , fii0(ylν)))
=t′(fi0jfii0(y1ν), . . . , fi0jfii0(ylν))
=t′(fij(y1ν), . . . , fij(ylν)).
This equation and the definition of Sj imply Formula (2.5.4). The proof of S̃ ∈ Inv(A) is completed.
(3) By the assumption SiVi = TiVi and the definition of Sj and Tj , the equality Sj = Tj holds.
Recall that elements of Ũj are described as φj(x) by x ∈ Uj . Let (φj(x1), . . . , φj(xm)) ∈ Ũjm and assume
(φj(x1), . . . , φj(xm)) ∈ S̃.
The assumption contains (x1, . . . , xm) ∈ Sj = Tj . By the definition of Tj , there exist l ∈ N, t ∈ Clol(Uj)
and ykν ∈ Vi (1 ≤ k ≤ l, 1 ≤ ν ≤ m) satisfying that
xν = t(fij(y1ν), . . . , fij(ylν)) (1 ≤ ν ≤ m)
and
(yk1, . . . , ykm) ∈ T Vi (1 ≤ k ≤ l).
Therefore, the ρ-th component (ρ ̸= j) of φj(xν) is described as
fjρ(ej(xν)) =fjρ(ej(t(fij(y1ν), . . . , fij(ylν))))
=t′(fjρ(fij(y1ν)), . . . , fjρ(fij(ylν)))
=t′(fiρ(y1ν), . . . , fiρ(ylν))
by some t′ ∈ Clo(UρVρ). Thus (fjρ(ej(x1)), . . . , fjρ(ej(xm))) is a member of Tρ. Therefore,




and S̃Ũj ⊂ T̃ Ũj is proved. Similarly, T̃ Ũj ⊂ S̃Ũj holds.
(4) Because φi : Ui → Ũi is an isomorphism, if Ṽ ∈ N (Ũi) \ {Ũi} then V := φ−1i (Ṽ ) ∈ N (Ui) \ {Ui}.
Therefore
S̃Ṽ = φi(φ−1i (S̃Ṽ )) = φi(SV ) = φi(T V ) = T̃ Ṽ .
This completes the proof of Theorem 2.5.4.
We clarified an existence condition for matrix products, but we are far from classifying all possible
structures of matrix products of a family of irreducible algebras. We do not know how to describe all
possible structures of matrix products. The only thing we currently know is that there may exist many
matrix products.
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Example 2.5.5. Let U be an irreducible algebra that has idempotent retracts V1 ( V2 · · · ( VN ( U such
that {Vk} does not cover Vk+1 for k = 1, . . . , N − 1. (We can construct such an algebra by iterating the
construction of Example 2.3.5.) We take e1, . . . , eN ∈ E(U) that satisfy ek(U) = Vk and ek = ek ◦ ek+1.
(Choose e′k ∈ E(U) such that e′k(U) = Vk and define eN := e′N , ek := e′k ◦ ek+1. Then {ek}k satisfy the
stated conditions.) Let Ak be algebras defined as follows:
• The underlying set is U × U (independent of k).


















t1(x11, . . . , x1m)
t2(x21, . . . , x2m)
)
where t1, t2 ∈ Clom(U).
– ẽk1 : (x1, x2) 7→ (x1, ek(x1)), ẽk2 : (x1, x2) 7→ (ek(x2), x2).
Then the following assertions hold.
(1) ẽk1(Ak) and ẽk2(Ak) are isomorphic to U .
(2) {ẽk1, ẽk2} is an irredundant non-refinable cover of Ak.
(3) Ak are essential algebras.
(4) Clo(Ak) ̸= Clo(Ak′) if k ̸= k′.
Proof. (1) and (2) are proved in the proof of Theorem 2.5.4, namely it is the case that n = 2, Ũi = ẽki(Ak)
and the idempotent retracts denoted Vi in the proof of Theorem 2.5.4 are Vk (independent of i) and
fij = idVk .
(3) follows from Theorem 2.4.8 and the identities
Diag(ẽk1(x1, x2), ẽk2(x1, x2)) = (x1, x2)
ẽki Diag(ẽk1(x11, x21), ẽk2(x12, x22)) = ẽki(x1i, x2i) (i = 1, 2)
where Diag((x11, x21), (x12, x22)) := (x11, x22).
(4) The equations ẽk,1 = (idU , ek) ◦ ẽk+1,1 and ẽk,2 = (ek, idU ) ◦ ẽk+1,2 imply Clo(Ak) ⊂ Clo(Ak+1).
Thus it suffices to prove that ẽk+1,1 ̸∈ Clo(Ak). In general, if the second component of
t = (t1(x1, x2), t2(x1, x2)) ∈ Clo1(Ak)
does not depend on x2, then, by Claim 1 in the proof of Theorem 2.5.4, t2 is described as
t2(x1, x2) = t2(x1, ek(x1))
= λ(ek(f1(x1)), . . . , ek(fl(x1))) (2.5.5)
for some λ ∈ Clol(U), f1, . . . , fl ∈ Clo1(U). The second component of ẽk+1,1, that is ek+1(x1), does not
depend on x2. Furthermore, it cannot be written in the form as in the second line of Equation (2.5.5)
because {ek} does not cover ek+1. Therefore, ẽk+1,1 ̸∈ Clo(Ak) and the claim is proved.
2.6 Examples of algebras smaller than their essential parts
In this section, we will prove there exists a finite algebra that is isomorphic to a proper idempotent
retract of its essential part by constructing two examples. The first example is obtained by ‘multiplying’
a primal algebra.
Lemma 2.6.1. Let A be a finite algebra with at least one constant term operation c and P be a finite
set. Suppose B is an algebra that satisfies the following conditions:
• The underlying set is a subset of P×A such that the second projection π2 : B → A (via the inclusion
B ↪→ P ×A) is surjective and |π−12 (c)| ≥ 2.
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• Clom(B) is the set of all pairs (α, t) (restricting to B) such that α is an arbitrary map (P ×A)m → P ,
t is an m-ary term operation of A and the underlying set is closed under (α, t). The action of (α, t)
is defined by
((p1, a1), . . . , (pm, am)) 7→ (α(p1, a1, . . . , pm, am), t(a1, . . . , am)).
Then the following statements hold.
(1) N (B) = {U ⊂ B | π2(U) ∈ N (A)}.
(2) If {U1, . . . , Un} is an irredundant non-refinable cover of A, then there is an irredundant non-refinable
cover {P 2, U1, . . . , Un} of B that satisfies the following conditions.
• B|P 2 is a two-element primal algebra.
• U1  · · ·  Un is isomorphic to Ess(A) as non-indexed algebras.
Proof. (1) easily follows from the fact π2(B) = A ∈ N (A).
(2) Let {e1, . . . , en} ⊂ E(A) be an irredundant non-refinable cover of A and Ui := ei(A). Let ι : A→ P
be a map that satisfies (ι(a), a) ∈ B for any a ∈ A. For each i let us define
U i := {(ι(a), a) | a ∈ Ui}
and let P 2 be a subset of π−12 (c) such that |P 2| = 2. Denote the members of P 2 by (0, c) and (1, c).
Define ei ∈ Clo1(B) by
e0(p, a) :=
{
(1, c) if (p, a) = (1, c)
(0, c) otherwise
and
ei(p, a) := (ι(ei(a)), ei(a)).
for i ≥ 1. Then we can easily check the following claims:
• ei ∈ E(B).
• P 2 = e0(B) and it is primal.
• U i = ei(B) and it is isomorphic to A|Ui .
• Ess(A) = U1 · · ·Un is isomorphic to U1 · · ·Un via (a1 . . . , an) 7→ ((ι(a1), a1), . . . , (ι(an), an)).
It remains to prove that U = {P 2, U1, . . . , Un} is an irredundant non-refinable cover of B.
U covers B: Suppose λ, f1, . . . , fm satisfy a cover identity
A |= λ(ei1(f1(x)), . . . , eim(fm(x))) = x
and let {(p1, a1), . . . , (pN , aN )} be an enumeration of all members of B. Define
αk(p, a) :=
{
1 if (p, a) = (pk, ak),
0 if (p, a) ̸= (pk, ak),
gk(p, a) := c
for k ∈ {1, . . . , N} and
αk(p, a) := ι(fk−N (a))
gk(p, a) := fk−N (a)
for k ∈ {N + 1, . . . , N +m}. Furthermore we define
λ((q1, b1), . . . , (qN+m, bN+m)) := (pl, λ(bN+1, . . . , bN+m))
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where l is the least k ≤ N such that qk = 1 and (pk, λ(bN+j)1≤j≤m) ∈ B if such k exists. If such k does
not exist, then l is defined as the unique k such that (pk, ak) = (ι(λ(bN+j)1≤j≤m), λ(bN+j)1≤j≤m). Then
(αk, gk) ∈ Clo1(B), λ ∈ CloN+m(B) and the identity
(p, a) = λ(e0(α1, g1)(p, a), . . . , e0(αN , gN )(p, a), ei1(αN+1, f1)(p, a), . . . , eim(αN+m, fm)(p, a))
holds in B.
If U is redundant or refinable, then one of the following assertions holds by Lemma 2.4.9 .
• {{(0, c)}, {(1, c)}, U1, . . . , Un} covers B.
• (U ∪ (N (U i0)) \ {U i0} covers B for some i0 = 1, . . . , n.
The first case is equivalent to {U1, . . . , Un} covers B. Generally, any unary term t(x) of the form
t(x) = λ(eij (f j(x))) (1 ≤ ij ≤ n, λ ∈ Clo(B), f j ∈ Clo1(B))
does not distinguish elements whose second components coincide. Thus, t(0, c) = t(1, c) holds and a cover
identity t(x) = x cannot be true. Therefore {U1, . . . , Un} does not cover B.
If the second case happens, suppose U ′ = (U ∪ (N (U i0)) \ {U i0} covers B and a cover identity
(λP , λA)((β1, g1)((α1, f1)(p, a)), . . . , (βm, gm)((αm, fm)(p, a))) = (p, a)
holds in B, where (βj , gj) ∈ E(B) and (βj , gj)(B) ∈ U
′
. Then the equation obtained by replacing (βj , gj)
by gj , (λP , λA) by λA and (αj , fj) by fj is valid in A. That means ({U1, . . . , Un}∪N (Ui0))\{Ui0} covers
A. This contradicts the irredundancy or non-refinability of {U1, . . . , Un}.
Lemma 2.6.2. If A is an essential algebra with a constant term c, |P | = 2 and B = P × A. Then the
algebra B constructed in Lemma 2.6.1 is essential.
Proof. By Theorem 2.4.8 there exist terms λ ∈ Clon(A) and e1, . . . , en ∈ E(A) such that
λ(e1(x), . . . , en(x)) =x
ei(λ(e1(x1), . . . , en(xn))) =ei(xi) (i = 1, . . . , n)
hold in A. Let Ui, U i, ei (i = 1, . . . , n), P 2 be the same as in the proof of Lemma 2.6.1 and e0(p, a) := (p, c).
Define λ ∈ Clon+1(B) by
λ((p0, a0), (p1, a1), . . . , (pn, an)) := (p0, λ(a1, . . . , an)).
Then {e0(B), e1(B), . . . , en(B)} coincides with the family {P2, U1, . . . , Un} defined in the proof of the
previous lemma, therefore it is an irredundant non-refinable cover of B. Furthermore
λ(e0(x), e1(x), . . . , en(x)) =x
ei(λ(e0(x0), e1(x1), . . . , en(xn))) =ei(xi) (i = 0, 1, . . . , n)
holds in B. Thus B is essential.
Corollary 2.6.3. For any integer n ≥ 1, there exists an algebra A that satisfies the following conditions.
(1) A has a constant term operation.
(2) The cardinality of A is n.
(3) The cardinality of Ess(A) is 2n−1.
Proof. In the case n = 1, the trivial algebra satisfies these conditions.
Assume A satisfies the conditions of the case n = k−1 and c is a constant term operation of A. Then
we put P = {0, 1} and B = ({0} ×A) ∪ ({1} × {c}) and apply Lemma 2.6.1. The algebra B satisfies the
conditions of the case n = k.
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Corollary 2.6.4. There exists an algebra A that is isomorphic to a proper idempotent retract of Ess(A).
Proof. The algebra constructed in the proof of the previous corollary satisfies the condition in this corol-
lary if n ≥ 3.
The next example is the case of groups.
Proposition 2.6.5. Let G be a finite group and suppose the prime factorization of its cardinality is given
by N = pm11 · · · pmnn . Let li be a positive integer that satisfies Npmii |li and p
mi
i |li − 1. Define ei : G→ G as
ei(x) = xli and
Gi := {x ∈ G | xp
mi
i = 1}.
Here 1 is the unit of the group G. Then the following statements hold.
(1) ([2, Theorem 4.4.8]) ei(G) = Gi ∈ N (G) and it is irreducible.
(2) {G1, . . . , Gn} is an irredundant non-refinable cover of G.
Proof. (2) By the assumption for li, the greatest common divisor of l1, . . . , ln and N is 1. Therefore,





Define λ ∈ Clon(G) by
λ(x1, . . . , xn) := xa11 · · ·xann .
Then the cover identity
λ(e1(x), . . . , en(x)) = x
holds. Thus {G1, . . . , Gn} is a cover of G.
Next we prove the irredundancy of {G1, . . . , Gn}. Assume {G1, . . . , Gn−1} covers G and a cover
identity
λ(ei1f1(x), . . . , eimfm(x)) = x (ij ∈ {1, . . . , n− 1})
holds. By fj ∈ Clo1(G), fj(x) can be written as fj(x) = xbj , where bj ∈ Z. Furthermore λ can be written
as
λ(x1, . . . , xm) = xc1j1 · · ·x
cK
jK
where ck ∈ {1,−1} and j1, . . . , jK ∈ {1, . . . ,m}. Thus the left hand side of the cover identity can be
rewritten as





However all lijk are multiples of p
mn
n , so is q. This contradicts the fact Gn \ {1} ≠ ∅, i.e., there exists
x ∈ Gn such that xq = 1 ̸= x. Therefore {G1, . . . , Gn} is irredundant.
Finally, we prove non-refinability of {G1, . . . , Gn}. The fact that the set of idempotent retracts of
Gi is described as N (Gi) = {{1}, Gi} is proved in [2, Theorem 4.4.8] (and it is easily verified by simple
calculation). By this fact and Lemma 2.4.9, if {G1, . . . , Gn} has a proper refinement, then it is redundant.
However irredundancy of {G1, . . . , Gn} is already proved. Thus {G1, . . . , Gn} is non-refinable.
Remark 2.6.6. The second item of the previous proposition is also pointed out in [2] without proof.
Example 2.6.7. Let G be a finite group. Then the following statements hold.
(1) G is isomorphic to an idempotent retract of Ess(G).
(2) G is essential if and only if G is nilpotent.
Recall that a finite group G is nilpotent if and only if G is isomorphic to a direct product of groups
that have prime power cardinalities.
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Proof. Let pi,mi, n, li, ai, ei and Gi be the same as in the proof of Proposition 2.6.5.
(1) G is isomorphic to (e1, . . . , en)λ(G1  · · · Gn) where
λ(x1, . . . , xn) := xa11 · · ·xann .
(2) By the item we just proved, G is essential if and only if
|G1| · · · |Gn| = |Ess(G)| = |G|.
The existence of a Sylow pi-subgroup implies |Gi| ≥ pmii . Thus G is essential if and only if Gi is the
unique Sylow pi-subgroup of G for each i = 1, . . . , n. In this case, Gi is normal subgroup of G and
G1 · · ·Gi−1 ∩Gi = {1} holds for i = 2, . . . , n. Therefore, G has a direct product decomposition
G = G1 × · · · ×Gn
and each Gi has prime power cardinality. That is equivalent to G being nilpotent.
Conversely, suppose G is nilpotent. Then G is decomposed as H1 × · · · ×Hn, in which |Hi| = pmii .
Then clearly Hi is the unique Sylow pi-subgroup of G. Therefore |Gi| = |Hi| = pmii .
In both the examples described above (one is the set of Lemma 2.6.1 and Lemma 2.6.2, the other
is Example 2.6.7), the minimal idempotent retract is a singleton. However the construction of the first
example can be generalised to the case that the minimal idempotent retract is arbitrary. We show only
the simplest case.
Lemma 2.6.8. Let A1, . . . , An be non-empty algebras and A := A1 ⊗ · · · ⊗ An (⊗ denotes non-indexed
product). Then the following statements hold.
(1) N (A) = {U1 × · · · × Un | Ui ∈ N (Ai) for all i = 1, . . . , n}.
(2) U ⊂ N (A) covers A if and only if πi(U) = {πi(U) | U ∈ U} covers Ai for all i = 1, . . . , n. Here πi
is the i-th projection A1 × · · · ×An → Ai.
Proof. (1) Let ei ∈ E(Ai) for i = 1, . . . , n. Then
(e1, . . . , en) = [(x1, . . . , xn) 7→ (e1(x1), . . . , en(xn))] ∈ E(A)
and e1(A1) × · · · × en(An) = (e1, . . . , en)(A) ∈ N (A). Thus the ⊃ part of the claim holds. Conversely,
e ∈ E(A) ⊂ Clo1(A) can be written as e = (e1, . . . , en) by the definition of non-indexed product. Thus
the ⊂ part of the claim holds.
(2) Let U = {U1, . . . , Um} ⊂ N (A) and put U j = U j1 × · · · × U jn. If U does not cover A, then there
exist S = S1 × · · · ×Sn, T = T1 × · · · ×Tn ∈ Inv(A) that satisfy S ̸= T and SUj = T Uj for all j. S ̸= T
means there exists i ∈ {1, . . . , n} such that Si ̸= Ti. By SUj = T Uj and non-emptiness of A1, . . . , An,
the equality SiUji = TiUji holds. Thus {U
1
i , . . . , U
m
i } does not cover Ai.
Conversely, if {U1i , . . . , Umi } does not cover Ai for some i, then there exist Si, Ti ∈ Invl(Ai) that
satisfy Si ̸= Ti and SiUji = TiUji . Define
S = (A1)l × · · · × (Ai−1)l × Si × (Ai+1)l × · · · × (An)l,
T = (A1)l × · · · × (Ai−1)l × Ti × (Ai+1)l × · · · × (An)l.
Then S ̸= T but SUj = T Uj for all j = 1, . . . ,m. Therefore U does not cover A.
Corollary 2.6.9. Let V be a non-empty algebra such that N (V ) = {V }. Then U = V ⊗P2 is irreducible
and a minimal idempotent retract of U is isomorphic to V , where P2 = {0, 1} is a two-element primal
algebra. Moreover N (U) = {U, V × {0}, V × {1}} holds and V × {0}, V × {1} are minimal idempotent
retracts of U .
Proof. It is implied by N (P2) = {P2, {0}, {1}} and the previous lemma.
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Example 2.6.10. Let V be a non-empty finite algebra such that N (V ) = {V } and P2 = {0, 1}. Let B
and C be algebras described as follows.
• The underlying set of C is V × P2 × V × P2.
• Clom(C) is the set of all tuples (t, α, s, β) such that
– t, s ∈ Clo2m(V ),
– α : P22m → P2 and β : P2m → P2 are arbitrary maps.
The tuples (t, α, s, β) act as
((a1, p1, b1, q1), . . . , (am, pm, bm, qm)) 7→ (t(a, b), α(p, q), s(a, b), β(q))
where a = (a1, . . . , am) and so on.
• The underlying set of B is
{(a, p, b, q) ∈ V × P2 × V × P2 | (p, q) ̸= (1, 1)}.
• Clom(B) = {fB | f ∈ Clom(C) and f(Bm) ⊂ B}.
Then the following statements hold.
(1) The underlying set of B is an idempotent retract of C and Clo(B) = Clo(C|B).
(2) The algebra C is essential.
(3) The essential part of B is isomorphic to C.
Proof. Clearly, Clo(B) and Clo(C) have all projections and are closed under composition.
(1) Let ι : C → C be the map ι(a, p, b, q) := (a, β0(p, q), b, q), where
β0(p, q) :=
{
1 (if p = 1, q = 0),
0 (otherwise).
Then ι ∈ E(C) and B = ι(C) ∈ N (C). The equation Clo(B) = Clo(C|B) holds by the definition of
Clo(B).
(2) We define e1, e2, µ ∈ Clo(C) as
e1 : (a, p, b, q) 7→ (a, p, a, 0)
e2 : (a, p, b, q) 7→ (b, 0, b, q)
µ : ((a1, p1, b1, q1), (a2, p2, b2, q2)) 7→ (a1, p1, b2, q2).
Then the following statements hold.
• C|e1(C) is isomorphic to V ⊗ P2 via (a, p, a, 0) 7→ (a, p), where P2 is a two-element primal algebra.
• C|e2(C) is isomorphic to V ⊗ P2 via (b, 0, b, q) 7→ (b, q).
• The algebra C satisfies identities
µ(e1(x), e2(x)) = x,
e1(µ(e1(x1), e2(x2))) = e1(x1),
e2(µ(e1(x1), e2(x2))) = e2(x2).
• {e1, e2} is an irredundant non-refinable cover of C.
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The first and the second item are proved by routine calculation. The third item is easily verified.
We prove {e1, e2} is an irredundant non-refinable cover of C. The fourth component of a term
operation (t, α, s, β)(e1f1(a, p, b, q), . . . , e1fm(a, p, b, q)) of C identically equals β(0, . . . , 0). Thus {e1} does
not cover C. On the other hand, the second component of (t, α, s, β)(e2f1(a, p, b, q), . . . , e2fm(a, p, b, q))
does not depend on p. Thus {e2} does not cover C and the cover {e1, e2} is irredundant.
By the first item and Corollary 2.6.9, all proper idempotent retracts of the algebra C|e1(C) are isomor-
phic to the idempotent retract {(a, 0, a, 0) | a ∈ V } that is also an idempotent retract of C|e2(C). Thus,
combining this with irredundancy of {e1(C), e2(C)}, ({e2(C)} ∪ N (e1(C))) \ {e1(C)} does not cover C.
Similarly, ({e1(C)} ∪ N (e2(C))) \ {e2(C)} does not cover C and non-refinability of {e1, e2} is proved.
By Theorem 2.4.8, C is essential.
(3) Define e1, e2 ∈ Clo1(B) by the same formula above and λ ∈ Clo2(B) by
λ : ((a1, p1, b1, q1), (a2, p2, b2, q2)) 7→ (a1, β0(p1, q2), b2, q2).
Then a cover identity
B |= λ(e1(x), e2(x)) = x
holds. Irredundancy and non-refinability of {e1, e2} are proved as above. Thus by the following lemma,
the isomorphism relations
Ess(B)≃B|e1(B) B|e2(B) = C|e1(C)  C|e2(C)≃Ess(C)≃C
hold.
Lemma 2.6.11. Let A be an algebra, U, V1, . . . , Vn ∈ N (A) and assume Vi ⊂ U for i = 1, . . . , n. Then
Clo((A|U )|V1  · · ·  (A|U )|Vn) = Clo(A|V1  · · · A|Vn) holds.






f ∈ Clom((A|U )|V1  · · ·  (A|U )|Vn)
⇐⇒ ∃s ∈ Clomn(A|U ) such that s(∏ni=1 Vi)m = f
⇐⇒ ∃t ∈ Clomn(A) such that t(∏ni=1 Vi)m = f
⇐⇒ f ∈ Clo(A|V1  · · · A|Vn).
2.7 An algorithm for categorical equivalence
Theorem 2.4.7 asserts categorical equivalence between finite algebras is characterised by isomorphic rela-
tion between essential parts. By this characterisation, we can obtain an algorithm to determine categorical
equivalence between (special kinds of) finite algebras. An algorithm to determine categorical equivalence
is already known [4]. The algorithm constructed in [4] is based on Theorem 2.2.15. The algorithm con-
sists of the following two steps: First, we calculate the bound of exponent from sizes of given algebras
A,B. Second, we check isomorphism relation B≃e(A[n]) holds or not for all possible exponents n and
idempotent operations e of A[n].
On the other hand, the algorithm explained in this thesis constructs the essential parts of given
algebras and compare them. Thus this algorithm can output a witness of both categorically equivalence
or non categorical equivalence.
Unfortunately, it is known in recursion theory that there are no algorithms to determine equality
between codes for two recursive functions. Related to this fact, it is true that there are no algorithms to
determine isomorphic relation between (codes for) arbitrary recursive algebras on a two-element set.
Therefore, both the algorithms constructed in [4] and introduced in this section do not accept all
recursive algebras as inputs.
As an example, we will explain an algorithm accepting algebras having finite sets of generators of
clones or relational clones.
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2.7.1 Algorithm for equality of clones
In this subsection, we quickly explain why the equality on clones, for finite sets of generators of clones or
relational clones as input, is decidable. This is essentially an easy consequence of Theorem 1.2.12, and
thus, the results seem to be folklore.
First, we define precise notion of having a finite set of generators.
Definition 2.7.1. Let A be a finite set.
(1) A clone C on A is said to be finitely generated if there exists a finite set F ⊂ ∪n∈NAA
n
of operations
on A such that C = ⟨F ⟩, namely, C is the minimum clone that includes F .
(2) A clone C on A is said to be finitely related if there exists a finite set R ⊂ ∪n∈NP(An) of relations
on A such that Pol(R) = C.
A decision algorithm for equality on clones is based on an algorithm for membership relation between
(sets of generators of) clones and functions (or, relations).
Lemma 2.7.2. There exists an algorithm as follows:
• Input: A finite set A, a finite set F of operations on A and an operation f on A.
• Output: The truth value of the assertion f ∈ ⟨F ⟩.
Proof. If f ∈ ⟨F ⟩, then we can find a presentation of f from operations belonging to F by the composition.
Thus the assertion f ∈ ⟨F ⟩ is recursively enumerable. On the other hand, if f ̸∈ ⟨F ⟩, then we can find
a relation r on A such that r ∈ Inv(F ) \ Inv(f). Therefore, f ̸∈ ⟨F ⟩ is also recursively enumerable and
f ∈ ⟨F ⟩ is decidable.
Lemma 2.7.3. There exists an algorithm as follows:
• Input: A finite set A, a finite set R of relations on A and a relation S on A.
• Output: The truth value of the assertion S ∈ [R].
Here, [R] denotes the minimum relational clone that contains R.
Proof. If S ∈ [R], then we can find a primitive positive formula that has no relations as parameters except
the relations belonging to R, and defines S. It means S ∈ [R] is recursively enumerable. On the other
hand, if S ̸∈ [R], then we can find an operation f on A such that f ∈ Pol(R) \Pol(S). Therefore, S ̸∈ [R]
is also recursively enumerable and S ∈ [R] is decidable.
We can easily construct an algorithm for equality between operational or relational clones via an
algorithm for the membership relation.
Proposition 2.7.4. There exists an algorithm as follows:
• Input: A finite set A, finite sets F,G of operations on A.
• Output: The truth value of the assertion ⟨F ⟩ = ⟨G⟩.
Proof. ⟨F ⟩ = ⟨G⟩ if and only if f ∈ ⟨G⟩ for all f ∈ F and g ∈ ⟨F ⟩ for all g ∈ G. This condition is
decidable by Lemma 2.7.2.
Proposition 2.7.5. There exists an algorithm as follows:
• Input: A finite set A, finite sets R1, R2 of relations on A.
• Output: The truth value of the assertion [R1] = [R2].
Proof. [R1] = [R2] if and only if S ∈ [R2] for all S ∈ R1 and T ∈ [R1] for all T ∈ R2. This condition is
decidable by Lemma 2.7.3.
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2.7.2 Algorithm for categorical equivalence
In this subsection, we will reduce decidability of categorical equivalence of algebras to decidability of
equality relation of clones.
The algorithm of the reduction part will be obtained by calculating irredundant non-refinable covers
and generators of the essential parts of algebras. This calculation works for an arbitrary computable
algebra, that is, a finite algebra such that the clone of term operations of computable, or equivalently,
a finite algebra such that the relational clone of invariant relations is computable. First, we explain
computability of clones and relational clones actually coincide with each other.
Proposition 2.7.6. Let A be a finite algebra. Then the following conditions are equivalent.
(1) The set Inv(A) of invariant relations is computable.
(2) The set Clo(A) of term operations is computable.
Proof. (1) ⇒ (2) and (2) ⇒ (1) are easy consequences of (1) and (2) of the next fact respectively.
Fact 2.7.7 (cf. [13] Chapter 2 of Part II or Proof of Theorem 3.1.2 below). Let A be a finite algebra.
Fix a bijection φn : {1, . . . , |A|n} → An for each non-negative integer n. Let Γn(A) ∈ Inv|A|n(A) be the
smallest invariant relation that contains n elements (πi(φn(j)))1≤j≤|A|n = (πi(φn(1)), . . . , πi(φn(|A|n)))
for i = 1, . . . , n. Then the following assertions hold.
(1) For f : An → A, f ∈ Clo(A) if and only if (f(φn(j)))1≤j≤|A|n ∈ Γn(A).
(2) For a relation S ⊂ An, S ∈ Inv(A) if and only if S is a pullback of Γ|S|(A), namely, there exists a
map p : {1, . . . , n} → {1, . . . , |A||S|} such that
S = {(ap(1), . . . , ap(n)) ∈ An | (a1, . . . , a|A||S|) ∈ Γ|S|(A)}.
Definition 2.7.8. Let A be a finite algebra. A is said to be computable if the set Clo(A) of term
operations is computable (or equivalently, the set Inv(A) of invariant relations is computable).
Next, we explain the construction of essential parts for computable algebras.
Theorem 2.7.9. If A is a computable algebra, then Ess(A) is also computable. Moreover, there exists
an algorithm as follows:
• Input: A finite set A and a code c for computable clone C on A, that is, a code for an algorithm
calculating the membership problem ∗ ∈ C.
• Output: The underlying set of Ess(A,C) and a code for the computable clone Clo(Ess(A,C)).
Proof. First, we prove the property that {e1, . . . , en} covers idA is decidable. Suppose {e1, . . . , en} covers
idA. Then, by computability of C, we can find m ∈ N, i : {1, . . . ,m} → {1, . . . , n} and term operations
t, f1, . . . , fm ∈ ⟨F ⟩ such that
t(ei1f1(x), . . . eimfm(x)) = x. (2.7.1)
Thus, {e1, . . . , en} covers idA is computably enumerable. Suppose {e1, . . . , en} does not cover idA. Then,
by computability of Inv(C), we can find a pair of relations S, T ∈ Inv(F ) (S ̸= T ) such that Sei(A) =
T ei(A) for all i ∈ {1, . . . , n}. Thus, the relation {e1, . . . , en} does not cover idA is also computably
enumerable. Therefore, the cover relation is decidable.
By Lemma 2.4.9, a set {e1, . . . , en} of idempotent term operations is an irredundant non-refinable
cover of idA if and only if
({e1(A), . . . , en(A)} ∪ N (ei0(A))) \ {ei0(A)}
does not cover A for all i0 ∈ {1, . . . , n}. Thus, {e1, . . . , en} being an irredundant non-refinable cover is
decidable.
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Because A is a finite set, there are only finitely many sets of idempotent term operations of (A,C).
Therefore, we can algorithmically find an irredundant non-refinable cover {e1, . . . , en} ⊂ C, and term
operations satisfying Cover Identity (2.7.1). Therefore, the underlying set of Ess(A,C) can be constructed
algorithmically.
Finally, we prove the relation (g1, . . . , gn) ∈ Clo(Ess(A)) is decidable, where gi : Ess(A) → ei(A).
The condition (g1, . . . , gn) ∈ Clo(Ess(A)) is equivalent to
[(xi′j)1≤i′≤n,1≤j≤m 7→ gi(ei′(xi′j))1≤i′≤n,1≤j≤m] ∈ Cnm for each i ∈ {1, . . . , n}.
This condition is uniformly computable, and thus, the code for Clo(Ess(A,C)) is computable.
Next, we will consider the reduction of the case of finitely generated (or finitely related) algebras.
What we should construct is an algorithm that calculates the essential parts of a given algebra and a
finite set of generators of clones of it. We first explain the finitely related case.
Proposition 2.7.10. Let A be a finite algebra. If R ⊂ Inv(A) is a set of generators of the relational
clone Inv(A), then Ess(R) = {Ess(S) | S ∈ R} is a set of generators of the relational clone Inv(Ess(A)).
Here, Ess(S) =
∏n
i=1 SUi where {U1, . . . , Un} is an irredundant non-refinable cover of A.
Proof. This is an immediate consequence of Fact 2.4.2.
Corollary 2.7.11. There exists an algorithm as follows:
• Input: A finite set A and a finite set R of relations on A.
• Output: The underlying set of Ess(A,Pol(R)) and a finite set of generators of the relational clone
Inv(Ess(A,Pol(R))).
Proof. By Theorem 2.7.9, the underlying set of Ess(A,Pol(R)) is obviously uniformly computable. The
set Ess(R) is finite and by Proposition 2.7.10, it is a set of generators of Inv(Ess(A,Pol(R)))
Next, we explain the finitely generated case.
Proposition 2.7.12. Let A be a finite algebra, F ⊂ Clo(A) be a set of generators of the clone Clo(A).
Let {e1, . . . , en} ⊂ E(A) be an irredundant non-refinable cover of A and assume a cover identity
A |= t(e1g11(x), . . . , e1g1m(x), . . . , engn1(x), . . . , engnm(x)) = x
holds. Then the set of the following operations on
∏n
i=1 ei(A) generates Clo(Ess(A)) by clone operations.
(1) For i0 ∈ {1, . . . , n} and j0 ∈ {1, . . . ,m},
ιi0j0 : (x1, . . . , xn) 7→ (e1g1j0(xi0), . . . , engnj0(xi0)).
(2) For f ∈ F and j0 ∈ {1, . . . ,m},
f̃j0 : ((xijk)1≤i≤n)1≤j≤m,1≤,k≤af 7→ (ei′gi′j0(f(t(xijk)1≤i≤n,1≤j≤m)1≤k≤af ))1≤i′≤n,
where af is the arity of f .
(3) An nm-ary operation
π : ((xiji′)1≤i≤n)1≤j≤m,1≤i′≤n 7→ (ei′(t(xiji′)1≤i≤n,1≤j≤m)1≤i′≤n.
Remark 2.7.13. In the assumption of the proposition, by Proposition 2.4.4, there are an integer m ≥ 1
and an idempotent retract Ã of Ess(A)m that is isomorphic to A and the isomorphism between A and Ã
are given by
φ :a 7→ (e1g11(x), . . . , e1g1m(x), . . . , engn1(x), . . . , engnm(x)) (A→ Ã),
φ−1 :(a11, . . . , a1m, . . . , an1, . . . , anm) 7→ t(aij)1≤i≤n,1≤j≤m (Ã→ A).
The operations displayed in the proposition are intuitively considered as follows:
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(1) The tuple ιi0 = (ιi01, . . . , ιi0m) is the embedding
ei0(A) ↪→ A≃Ã ⊂ Ess(A)m.
(2) The tuple f̃ = (f̃1, . . . , f̃m) is the copy of f ∈ F in Ã, namely, f̃ = φ ◦ f ◦ φ−1.





Proof. By the definition of matrix product, it is obvious that operations displayed in the statement of
the proposition are term operations of Ess(A).
Let C̃ denotes the clone on the set
∏n
i=1 ei(A) generated by operations described in the statement.
Define
Ã := {(eigij(a))1≤i≤n,1≤j≤m ∈ Ess(A)m | a ∈ A}
and φ : A→ Ã by a 7→ (e1g11(a), . . . , e1g1m(a), . . . , engn1(a), . . . , engnm(a)). Note that φ is bijective and
φ−1 = tÃ.
Claim 1. For each s ∈ Clol(A), there exists s̃ ∈ C̃lm such that
s̃(ã1, . . . , ãl) = φs(φ−1(ã1), . . . , φ−1(ãl)) (for ã1, . . . , ãl ∈ Ã). (2.7.2)
Proof of Claim 1. We will prove by induction on the complexity of term operations s. If s is the l-ary
i-th projection on A, then the m-tuple of l-ary i-th projections on Ess(A) satisfies Equation (2.7.2).
Let s = f ◦ (u1, . . . , uaf ) and assume there are ũk ∈ C̃ such that
ũk(ã1, . . . , ãaf ) = φuk(φ
−1(ã1), . . . , φ−1(ãaf ))
for all k ∈ {1, . . . , af}. Then s̃ := f̃ ◦ (ũ1, . . . , ũaf ) satisfies Equation (2.7.2), where f̃ = (f̃1, . . . , f̃m).
By Claim 1, a term operation (e1t1, . . . , entn) ∈ Clol(Ess(A)) is described as
π(t̃i′(ιij(xk)1≤k≤l)1≤i≤n,1≤j≤m)1≤i′≤n = (e1t1, . . . , entn)(x1, . . . , xl),
where x1, . . . , xl ∈ Ess(A). It is a member of C̃.
Corollary 2.7.14. There exists an algorithm as follows:
• Input: A finite set A and a finite set F of operations on A.
• Output: The underlying set of Ess(A,F ) and a finite set of generators of the clone Clo(Ess(A,F )).
Proof. By Theorem 2.7.9 and Proposition 2.7.12, the underlying set of Ess(A,F ) and its finite set of
generators is uniformly computable.
Chapter 3
Infinitary algebras
In this chapter, we will prove folklore results on infinitary single-sorted algebras, mainly related to Section
4.7.
3.1 Infinitary version of Pol-Inv Galois connection
In this section, we will prove infinitary version of Theorem 1.2.12, which asserts existence of correspon-
dence between clones and relational clones.
As far as the author know, only one correspondence result between clones on an infinite set and
other mathematical objects is known. That is, correspondence between so-called local clones and finitary
relational clones ([16] Theorem 4.1 and 4.2). This correspondence only captures particular clones, on the
other hand, correspondence theorem proved in this section captures all clones on a fixed infinite set. As
another related result, proved in [18], asserts that each clone on an infinite set is representable by an
infinitary relation.
By this correspondence, there is a relational clone that corresponds to the clone of all finitary opera-
tions. This relational clone is characterised as the relational clone generated by all ‘generalised diagonal
relations’ (Theorem 3.1.4). As a corollary, we obtain the correspondence between finitary clones and
relational clones that have all generalised diagonal relations (Corollary 3.1.5).
3.1.1 Correspondence theorem
As the finitary case, the following proposition is easily follows from definition.
Proposition 3.1.1. Let A be a set and λ, κ be a cardinal.
(1) For a set F of <λ-ary operations on A, Inv<κ(F ) is a <κ-ary relational clone on A.
(2) For a set R of <κ-ary relations on A, Pol<λ(F ) is a <λ-ary operational clone on A.
The main theorem of this subsection is stated as follows.
Theorem 3.1.2. Let A be a set and λ be a strong limit cardinal that satisfies λ > |A|.
(1) If C is a <λ-ary operational clone, then Pol<λ(Inv<λ(C)) = C holds.
(2) If R is a <λ-ary relational clone, then Inv<λ(Pol<λ(R)) = R holds.
Note that a cardinal λ is said to be strong limit if λ′ < λ implies 2λ
′
< λ. The following proof is
obtained by basically the same way as the proof of finitary and on finite set version described in [13]
Chapter 2 of Part II.
Proof. (1) Pol<λ(Inv<λ(C)) ⊃ C is easy.
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To prove the reverse inclusion, let κ be a cardinal that κ < λ. Define a |A|κ-ary relation Γκ(C) by
Γκ(C) := {(f(j(i))i∈κ)j∈Aκ | f ∈ Cκ},
Where Cκ is the set of all κ-ary operations belonging to C, i.e., Cκ := C ∩ AA
κ
. Note that |A|κ < λ
follows from the assumption that λ is a strong limit cardinal. Then the next claims hold.
(a) Γκ ∈ InvAκ(C).
(b) For any f : Aκ → A, f ∈ Cκ holds if and only if f preserves Γκ(C).
(a) easily follows from the assumption that C is closed under composition.
(b) is proved as follows. By the definition of Γκ(C) and the assumption that C is closed under
composition, f ∈ Cκ implies f preserves Γκ(C).
To prove the converse, notice that for each i0 ∈ κ,
(j(i0))j∈Aκ = (πA
κ
i0 (j(i))i∈κ)j∈Aκ ∈ Γκ(C)
holds. Therefore, if f ̸∈ Cκ, then (j(i))j∈Aκ ∈ Γκ(C) but (f(j(i))i∈κ)j∈Aκ ̸∈ Γκ(C). It means f does not
preserve Γκ(C).
By these claims, we conclude that
f ∈ Polκ(Inv<λ(C)) ⇒ f ∈ Polκ(Γκ(C)) ⇒ f ∈ C.
(2) Inv<λ(Pol<λ(R)) ⊃ R is easy.
To prove the reverse inclusion, first we prove Γκ(Pol<λ(R)) ∈ R for arbitrary κ < λ. Let r be the
minimum relation that r ⊃ Γκ(Pol<λ(R)) and r ∈ Rκ. We should prove r = Γκ(Pol<λ(R)).
Assume a = (aj)j∈Aκ ∈ r\Γκ(Pol(R)) exists. Then, by Claim (b), the operation fa : j 7→ aj (Aκ → A)
does not belong to Polκ(R). Therefore, there exist s ∈ Rµ (µ < λ) and (bi,k)i∈κ,k∈µ ∈ Aκµ that satisfy
the following conditions:
• (bi,k)k∈µ ∈ s for all i ∈ κ.
• (fa(bi,k)i∈κ)k∈µ ̸∈ s.
Let φ : µ→ Aκ be the unique map such that bi,k = φ(k)(i) and define an relation r̃ by
r̃ :=
(xj)j∈Aκ





Then the following assertions hold.
• r̃ ∈ R.
• Γκ(Pol<λ(R)) ⊂ r̃ ⊂ r.
• a ̸∈ r̃.
These properties contradict to minimumity of r. Therefore, Γκ(Pol<λ(R)) = r ∈ R holds if these
assertions are proved.
r̃ ∈ R follows from r, s ∈ R. r̃ ⊂ r is trivial.
We prove Γκ(Pol<λ(R)) ⊂ r̃. Note that r̃ is closed under operations belonging to Pol<λ(R) ⊂ Pol<λ(r̃).
Adding this and the fact that Γκ(Pol<λ(R)) is the minimum relation that contains {(j(i0))j∈Aκ | i0 ∈ κ}
and closed under every operations belonging to Pol<λ(R), it suffices to show that (j(i0))j∈Aκ ∈ r̃ for all
i0 ∈ κ. It follows from
(j(i0))j∈Aκ ∈ Γκ(Pol<λ(R)) ⊂ r and (φ(k)(i0))k∈µ = (bi0,k)k∈µ ∈ s.
Finally, we prove a ̸∈ r̃. It follows from
(aφ(k))k∈µ = (fa(φ(k)(i))i∈κ)k∈µ = (fa(bi,k)i∈κ)k∈µ ̸∈ s.
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The proof of Γκ(Pol<λ(R)) ∈ R is completed.
Next, we prove Inv<λ(Pol<λ(R)) ⊂ R. Let r ∈ Invκ(Pol<λ(R)) and r = {(ai,j)j∈κ}i∈I be an enumer-






((yk)k∈AI ∈ ΓI(Pol<λ(R)) ∧ yφ(j) = xj)
 .
Clearly r̃ ∈ R holds. We prove r = r̃. Since ΓI(Pol<λ(R)) is generated by {(k(i))k∈AI | i ∈ I} as a
Pol<λ(R)-algebra, the set {(φ(j)(i))j∈κ | i ∈ I} = r is a set of generators of r̃. (It follows from the two
facts: One is r̃ is the image of a set ΓI(Pol<λ(R)) by the projection AA
I → Aκ induced by φ : κ → AI .
The other is r is the image of a set {(k(i))k∈AI | i ∈ I} of generators of ΓI(Pol<λ(R)) as a Pol<λ(R)-
algebras.)
By this fact and r is closed under operations belonging to Pol<λ(R), r̃ = r holds.
3.1.2 Characterisation of finitary clones
In this subsection, we describe the relational clone corresponding to the clone of all finitary operations.
That is, the relational clone generated by the set of all ‘generalised diagonal relations’ defined as follows.
Definition 3.1.3. Let A be a set, κ ≥ |A| be an infinite cardinal. We define a set Dκfin of κ-ary relations
as follows:
• For a set E of equivalence relations on κ, we define DE := {(ai)i∈κ ∈ Aκ | {(i, j) | ai = aj} ∈ E}.
• Dκfin := {DE | E is a filter of the lattice of all equivalence relations on κ}.
Theorem 3.1.4. Let A be a set, λ, κ be infinite cardinals and f : Aλ → A. Assume |A|, λ ≤ κ. Then
the following conditions are equivalent.
(1) f is essentially finitary, namely there exists a finite set I ⊂ λ such that for any (ai)i∈λ, (bi)i∈λ ∈ Aλ,
(ai)i∈I = (bi)i∈I implies f(ai)i∈λ = f(bi)i∈λ.
(2) f ∈ PolλDκfin.
Proof. (1) ⇒ (2): Let f : Aλ → A be essentially finitary, suppose f depends on finite components I ⊂ λ.
Let E be a filter of the lattice of equivalence relations on κ. Suppose (aij)j∈κ ∈ DE for i ∈ λ, namely
{(j1, j2) | aij1 = aij2} ∈ E for all i ∈ λ. Particularly, {(j1, j2) | aij1 = aij2} ∈ E hold for all i ∈ I.
Because E is a filter and I is finite, E :=
∩
i∈I{(j1, j2) | aij1 = aij2} ∈ E . For each pair (j1, j2) ∈ E,
f(aij1)i∈λ = f(aij2)i∈λ holds, since aij1 = aij2 for i ∈ I. It means (f(aij)i∈λ)j∈κ ∈ DE .
(2) ⇒ (1): Suppose f is not essentially finitary. Let µ be the minimum cardinal that satisfies the
following condition: There is a set I ⊂ λ that |I| = µ and the implication
ai = bi (for all i ∈ I) =⇒ f(ai)i∈λ = f(bi)i∈λ (3.1.1)
holds. Let I ⊂ λ be a set satisfying |I| = µ and Implication (3.1.1). Since f is not essentially finitary, µ is
infinite. Let α be the minimum ordinal that has the cardinality µ and fix a bijection i : α→ I (β 7→ iβ).
By the definition of µ, α, I and the map i, and the minimumity of µ, there are tuples (ai,β)i∈λ,β∈α
and (bi,β)i∈λ,β∈α of elements of A satisfying the following conditions:
• If i ∈ {iγ | γ ≤ β} then ai,β = bi,β .
• f(ai,β)i∈λ ̸= f(bi,β)i∈λ hold for any β < α.
Let k : α× {0, 1} ↪→ κ ((β, e) 7→ kβ,e) be an injection. Define
E := {E | E is an equivalence relation on κ,∃β < α;β < γ < α⇒ (kγ,0, kγ,1) ∈ E}.
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ai,β if there is β such that k = kβ,0,
bi,β if there is β such that k = kβ,1,
c0 otherwise.
Then (ci,k)k∈κ ∈ DE for each i ∈ λ. However (f(ci,k)i∈λ)k∈κ ̸∈ DE . It means f ̸∈ Pol(DE).
As a corollary of this proposition, we obtain correspondence between finitary clones and relational
clones that contain all generalised diagonal relations.
Corollary 3.1.5. Let A be a set, λ be a strong limit cardinal that λ > |A|. Then Pol<λ and Inv<λ are






Proof. If <λ-ary clone C only contains essentially finitary operations, then Inv<λ(C) ⊃ D<λfin holds by
the previous theorem.
To prove the converse, suppose a <λ-ary clone C contains an operation f that is not essentially
finitary. Then, by the previous theorem, there is an equivalence relation E on λ′ < λ that f does not
preserve DE . Therefore Inv<λ(C) ̸⊃ D<λfin .
3.2 Infinitary variety theorem
The statement proved in this section is the following characterisation of varieties.
Theorem 3.2.1. Let C be a <κ-ary clone. A class of C-algebras is characterised by a set of identities
if and only if it is closed under homomorphic images, subalgebras and direct products.
Proof. Only if part is easy.
Suppose a class K of C-algebras is closed under homomorphic images, subalgebras and direct products.
Let E be the set of identities that are satisfied in K, and V be the class of all C-algebras that satisfy E.
Because all algebras are homomorphic image of a free algebra, it is enough to prove that free algebras
of V are also members of K. Let λ be an arbitrary cardinal and Eλ be the set of all λ-ary identities
that are satisfied in K. For each identity e = (te, se) ∈ C2λ \ Eλ, there are an algebra Ae ∈ K and




by X = {(ai,e)e∈T 2λ\Eλ | i ∈ λ} is a member of K and is a free algebra of V (X is a set of its free
generators).
3.3 Definitional equivalence
For classes of infinitary algebras, definitional equivalence is defined as usual. In this section, we will
define related notions and will prove concrete equivalence implies definitional equivalence for the classes
that have free algebras.
Through here to the end of this chapter, we fix an infinite cardinal κ.
Definition 3.3.1. Let C and D be <κ-ary clones, φ : C → D be a clone homomorphism. Let (A, τD)
be a D-algebra. We define a C-algebra φ∗(A, τD) as follows:
• The underlying set is A.
• The action of a term t ∈ C is τD(φ(t)).
Definition 3.3.2. Let K and L be classes of <κ-ary algebras. K and L are said to be definitionally
equivalent if and only if there exists a clone isomorphism φ : Clo<κ(K) → Clo<κ(L) such that the
following conditions hold.
• (φ−1)∗(A) ∈ L for all A ∈ K.
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• φ∗(B) ∈ K for all B ∈ L.
Let us consider a class K of <κ-ary algebras that has rank <κ free algebras, In this case, the class K
is recovered from the category structure Cat(K) together with the information about free algebras.
Let us denote by Fλ ∈ K a rank λ free algebra. Then the structure of K is described by the structure
of Cat(K) and {Fλ | λ < κ} ⊂ K as follows (It will be stated more precisely as Proposition 3.3.5):
• The <κ-ary clone Clo(K), the clone corresponding to the variety V(K), is described as follows:
– The underlying set of λ-ary terms is Cloλ(K) = Hom(F1, Fλ).
– The λ-ary i-th projection constant πλ,i is the i-th injection ιi : F1 → Fκ = κF1.
– The composition operation is
cλ1,λ2(f, (gi)i∈λ1) := ⟨gi⟩i∈λ1 ◦ f,
where ⟨gi⟩i∈λ1 : Fλ1 → Fλ2 is the unique morphism such that gi0 = ⟨g⟩i∈λ1 ◦ ιi0 for all i0 ∈ λ1.
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f //














• For an algebra A ∈ K, the structure of A is described as
– The underlying set is Hom(F1, A).
– The action of a term t ∈ Cloλ(K) = Hom(F1, Fλ) is
(ai)i∈λ 7→ ⟨a⟩i∈λ ◦ t.
The following definition is an abstract description of the above remark.
Definition 3.3.3. Let κ be an infinite cardinal, C be a category, P be an object of C. Assume there are
co-power λP in C of λ-many isomorphic copies of P for all cardinals λ < κ.
(1) The following <κ-ary clone is said a <κ-ary clone in C based on P , denoted by Clo(CP ) =
(Cloλ(CP ))λ<κ.
• (Underlying set) The underlying set of a sort λ is defined as Cloλ(CP ) := HomC(P, λP ).
• (Projection) The λ-ary i-th projection constant πλ,i is the i-th injection morphism ιi : P → λP
of co-product.
• (Composition) For f ∈ Cloλ1(CP ) and gi ∈ Cloλ2(CP ) (for i ∈ λ1), the composition c(f, (gi)i∈λ1)
is defined by ⟨gi⟩i∈λ1 ◦ f , where ⟨gi⟩i∈λ1 is the unique morphism λ1P → λ2P satisfying
⟨gi⟩i∈λ1 ◦ ιi0 = gi0 for all i0 ∈ λ1.
(2) For an object A of C, we define a Clo(CP )-algebra AP as follows.
• (Underlying set) The underlying set of AP is HomC(P,A).
• (Action of Clo(CP )) For f ∈ Cloλ(CP ) = HomC(P, λP ) and ai ∈ AP = HomC(P,A) (i ∈ λ),
we define f(ai)i∈λ := ⟨ai⟩i∈λ ◦ f .
We call CP := {AP | A ∈ C} the class of algebras of C based on P . The case that C is a category of
algebras Cat(K), the class of algebras of Cat(K) based on P is simply denoted by KP .
Through this and the next section, we frequently consider free algebras, free generators, and related
concepts. By this reason, we introduce the next notations.
Notation 3.3.4. Let K be a class of <κ-ary algebras.
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• Fλ(K) denotes a rank λ free algebra of K if exists.
• {xK(λ,i)}i∈λ denotes a set of free generators of Fλ(K).
• For a ∈ A, A ∈ K, we write uKa the homomorphism F1(K) → A that uKa (x(1,0)) = a.
• For f ∈ Fλ(K), λ < κ, tKf ∈ Cloλ(K) denotes the term that tKf (xK(λ,i)) = f .
When there are no possibility of confusion, we omit K or/and λ. A free generator of F1 is sometimes
simply denoted by x.
Proposition 3.3.5.
(1) Let κ, C and P be the same as in Definition 3.3.3, λ < κ be a cardinal. Then (λP )P is a rank λ
free algebra of CP := {AP | A ∈ C}.
(2) Let K be a class of <κ-ary algebras that has rank <κ free algebras. Let F1 ∈ K be a rank 1 free
algebra. Then KF1 is definitionally equivalent to K.
Proof. (1) Let A be an object of C. We define φA : AλP → HomCP ((λP )P , AP ) as
φA(ai)i∈λ := [f 7→ ⟨ai⟩i∈λ ◦ f ].
Let ιi ∈ (λP )P = Hom(P, λP ) be the i-th injection. Then (φA(ai)i∈λ)(ιi0) = ai0 . Thus, if bijectivity of
φA is proved, it means that (λP )P is freely generated by {ιi | i ∈ λ}.
Injectivity of φA follows from (φA(ai)i∈λ)(ιi0) = ai0 .
Next, we prove surjectivity of φA. Let ã ∈ Hom((λP )P , AP ). We put ai := ã(ιi). Then




holds for f ∈ (λP )P . The third equality is proved as follows: For ‘a term’ f ∈ (λP )P = HomC(P, λP ) =
Cloλ(CP ) and ‘elements’ gi ∈ (λP )P = HomC(P, λP ),
ã(⟨gi⟩i∈λ ◦ f) =ã(f(gi)i∈λ)
=f(ã(gi))i∈λ
=⟨ã(gi)⟩i∈λ ◦ f.
The first and the last equality is the definition of the action of f , the second equality is the compatibility
of ‘a term’ f and ‘a homomorphism’ ã.
(2) First, we prove the isomorphic relation of clones Clo(K)≃Clo(KF1). We define maps φ : Cloλ(K) →
Cloλ(KF1) and ψ : Cloλ(KF1) → Cloλ(K) as follows:
For f ∈ Cloλ(K) = Fλ, we define φ(f) ∈ Cloλ(KF1) = HomK(F1, Fλ) as
φ(f) := uf(xK(λ,i))i∈λ .
For f̃ ∈ Cloλ(KF1) = HomK(F1, Fλ)), we define ψ(f̃) := tf̃(x) ∈ Cloλ(K).
We prove φ and ψ are mutually inverse clone isomorphisms. For f ∈ Cloλ(K),
ψ(φ(f)) = tφ(f)(x) = tuf(xi)i∈λ (x) = tf(xi)i∈λ = f.
Thus ψ ◦ φ = id holds. On the other hand, for f̃ ∈ Cloλ(KF1),
φ(ψ(f̃)) = uψ(f̃)(xi)i∈λ = utf̃(x)(xi)i∈λ = uf̃(x) = f̃
holds. Hence, ψ = φ−1.
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For f ∈ Cloλ1(K), gi ∈ Cloλ2(K) (i ∈ λ1) and h ∈ F1, the following equation holds:
c(φ(f), (φ(gi))i∈λ1)(h)
=⟨φ(gi)⟩i∈λ1(φ(f)(th(x))) (Definition of cKF1 and t)
=⟨φ(gi)⟩i∈λ1(uf(xi)i∈λ1 (th(x))) (Definition of φ)
=⟨φ(gi)⟩i∈λ1(th(uf(xi)i∈λ1 (x))) (Hom commute with term)
=⟨φ(gi)⟩i∈λ1(th(f(xi)i∈λ1)) (Definition of u)
=th(f(⟨φ(gi′)⟩i′∈λ1(xi))i∈λ1) (Hom commute with term)
=th(f(⟨φ(gi′)⟩i′∈λ1(ιi(x)))i∈λ1) (Definition of ι)
=th(f(φ(gi)(x))i∈λ1) (Definition of co-product)
=th(f(ugi(xj)j∈λ2 (x))i∈λ1) (Definition of φ)
=th(f(gi(xj)j∈λ2)i∈λ1) (Definition of u)
=th(c(f, (gi)i∈λ1)(xj)j∈λ2) (Definition of c
K)
=th(uc(f,(gi)i∈λ1 )(xj)j∈λ2 (x)) (Definition of u)
=th(φ(c(f, (gi)i∈λ1))(x)) (Definition of φ)
=φ(c(f, (gi)i∈λ1))(th(x)) (Term commute with hom)
=φ(c(f, (gi)i∈λ1))(h). (Definition of t)
We complete to prove that φ is a clone isomorphism.
Proposition 3.3.6. Let κ be an infinite cardinal, K and L be classes of <κ-ary algebras. Assume K has
rank <κ free algebras. Then the following assertions are equivalent.
(1) K and L are definitionally equivalent.
(2) K and L are concretely equivalent, i.e., there exists a categorical equivalence φ : Cat(K) → Cat(L)











where FK and FL are the forgetful functors and ψ is a categorical equivalence.
Proof. (1) ⇒ (2): Definitional equivalence is always concrete equivalence, hence (1) ⇒ (2) holds.
(2) ⇒ (1): Suppose φ : Cat(K) → Cat(L) is a concrete equivalence. Since free algebras are charac-
terised by the forgetful functor to Set, L also has rank <κ free algebras and F1(K) corresponds to F1(L)
by a concrete equivalence. Therefore, by Proposition 3.3.5 (2), both K and L are definitionally equivalent
to KF1(K). Thus, K and L are definitionally equivalent.
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3.4 McKenzie’s characterisation of categorical equivalence
In this section, we will prove an infinitary generalisation of the characterisation of categorical equivalence
by a term existence condition, proved in [14].
We start from definitions.
Definition 3.4.1. A class of algebras K is said to be an SF-class (resp. SF<κ-class) if the following
conditions hold.
• K has a rank λ free algebras for each cardinal λ. (resp. for each λ < κ).
• If A ∈ K and B is a subalgebra of A, then B ∈ K.
The letters F and S stand for having Free algebras and closed under Subalgebras.
Definition 3.4.2. Let C be a <κ-ary clone. Let e ∈ C1 be an idempotent element, namely, e satisfies
e ◦ e = e.
(1) An idempotent retract, denoted by e(C), of C by e is the following <κ-ary clone.
• (Underlying set) The underlying set e(C)λ of the sort λ < κ is {f ∈ Cλ | e◦f = f}/∼λ, where
∼λ is the equivalence relation defined as f ∼λ g :⇔ f ◦ (eπ(λ,i))i∈λ = g ◦ (eπ(λ,i))i∈λ.




(λ,i) is the λ-ary i-th
projection of C.
• (Composition) For f/∼λ1 ∈ e(C)λ1 and gi/∼λ2 ∈ C(C)λ2 (i ∈ λ1), we define
ce(C)(f/∼λ1 , (gi/∼λ2)i∈λ1) := cC(f, (gi)i∈λ1)/∼λ2 .
(2) Let A be a C-algebra. The idempotent retract of A by e, denoted by e(A), is defined as the following
e(C)-algebra:
• The underlying set is e(A) = {e(a) | a ∈ A}.
• The action of f/∼λ ∈ (e(C))λ is (ai)i∈λ 7→ f(ai)i∈λ.
For the class K of C-algebras, we define e(K) := {e(A) | A ∈ K}.
Definition 3.4.3. Let C be a <κ-ary clone. An idempotent element e ∈ C1 is said to be invertible if there
exist a cardinal λ < κ, a λ-ary term t ∈ Cλ and unary terms si ∈ C1 (i ∈ λ) such that t(esi)i∈λ = π(1,0),
namely, the terms satisfy the equation
V(C) |= t(e(si(x))i∈λ) = x.
The main theorem of this section is stated as follows.
Theorem 3.4.4. Let K1,K2 be <κ-ary SF<κ-classes. Then the following assertions are equivalent.
(1) Categories Cat(K1) and Cat(K2) of algebras are categorically equivalent.
(2) There exist a cardinal λ < κ and an invertible idempotent term e of K[λ]1 such that e(K
[λ]
1 ) is
definitionally equivalent to K2.
We will prove (2) ⇒ (1) in Subsection 3.4.1 and (1) ⇒ (2) in Subsection 3.4.2. As a corollary of this
theorem, a categorical equivalence between SF-classes is extended to a categorical equivalence between
varieties.
Corollary 3.4.5. Let K1 and K2 be <κ-ary SF<κ-classes. If Cat(K1) and Cat(K2) are categorically
equivalent, then Cat(V(K1)) and Cat(V(K2)) are categorically equivalent.
Proof. By the assumption and the theorem, there exist a cardinal λ < κ and an invertible idempotent
term e of K[λ]1 such that e(K
[λ]
1 ) is definitionally equivalent to K2.
This condition includes the clone of V(e(K[λ]1 )) = e(V(K1)[λ]) is isomorphic to the clone of V(K2).
Thus, varieties e(V(K1)[λ]) and V(K2) are definitionally equivalent and the theorem again, V(K1) is
categorically equivalent to V(K2).
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3.4.1 Sufficiency
In this subsection, we will prove one direction of the main theorem, namely, the functor of matrix power
and idempotent retraction by an invertible term are categorical equivalence.
First, we prove matrix power is a categorical equivalence.
Proposition 3.4.6. Let C be a <κ-clone, λ < κ be a cardinal, e be an idempotent term (π(λ,0))i∈λ of
C [λ].
(1) e(C [λ]) is isomorphic to C via φC,µ : Cµ ∋ f 7→ (f ◦ (πC(λ×µ,(i,j)))j∈µ)i∈λ/∼µ ∈ (e(C
[λ]))µ, where
∼µ is the equivalence relation described in Definition 3.4.2.
(2) For an C-algebra A, e(A[λ]) is isomorphic to A via identification of (1).
Proof. We can verified the all of the proposition by routine calculation. Note that the inverse of φC,µ
in (1) is given by (fi)i∈λ/∼µ 7→ f0 ◦ (πC(µ,j))(i,j)∈λ×µ, the isomorphism φA : A → e(A
[λ]) in (2) and its
inverse are given by a 7→ (a)i∈λ and (ai)i∈λ 7→ a0 respectively.
The action of the term corresponding to f ∈ Cµ to e(A[λ]) = {(a)i∈λ ∈ Aλ | a ∈ A} is displayed as
follows: a0, a1, · · ·... ...
a0, a1, · · ·
 7→ (a0, a1, . . . , ) 7→ f(a0, a1, . . . , ) 7→
f(a0, a1, · · · )...
f(a0, a1, · · · )
 .
Proposition 3.4.7. Let C, λ and e be the same as the previous proposition. Then the following hold.
(1) (e(C [λ]))[λ] is isomorphic to C [λ] via
ψC,µ : C [λ] ∋ (fj)j∈λ 7→ ((fi(πC(λ×λ×µ,(j′,0,k))(j′,k)∈λ×µ)j∈λ/∼)i∈λ,
where ∼ is the following equivalence on (e(C)[λ])λ×µ:
(f)j∈λ ∼ (g)j∈λ :⇐⇒ f ◦ (π(λ×λ×µ,(i,0,k)))(i,j,k)∈λ× = g ◦ (π(λ×λ×µ,(i,0,k)))(i,j,k)∈λ×.
(2) For an C [λ]-algebra B, (e(B))[λ] is isomorphic to B via identification of (1).




and the isomorphism ψB : B → (e(B))[λ] and ψ−1B are given by
ψB(b) = ((πC(λ,i))j∈λ(b))i∈λ,ψ
−1
B (bi)i∈λ = e
∗(bi)i∈λ,
where e∗ = (πC(λ×λ,(i,0))i∈λ ∈ (C
[λ])λ.
Corollary 3.4.8. Let C, λ and e be the same as the previous proposition. Let K be a class of C-
algebras. Then the pair of the correspondences A 7→ A[λ] (K → K[λ])) and f 7→ f [λ] (Hom(A,B) →
Hom(A[λ], B[λ])) is a categorical equivalence Cat(K) → Cat(K[λ]). Here, K[λ] = {A[λ] | A ∈ K} and
f [λ] : (ai)i∈λ 7→ (f(ai))i∈λ.
Proof. Through the proof of this corollary, A and B be algebras in K.
It is easily verified that K ∋ A 7→ A[λ] ∈ K[λ] and K[λ] ∋ A[λ] 7→ e(A)≃A ∈ K are functors (or, it is a
special case of Proposition 4.4.3 in the next chapter).
Next, we show bijectivity of f 7→ f [λ] (Hom(A,B) → Hom(A[λ], B[λ])). Notice that the graph f̃ of
f ∈ HomC(A,B) is a subalgebra of A × B and f̃ [λ] is a graph of a homomorphism f [λ] : A[λ] → B[λ].
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Similarly, the graph g̃ of g ∈ Hom(A[λ], B[λ]) is a subalgebra of A[λ]×B[λ] = (A×B)[λ] and e(g̃) is a graph
of homomorphism e(g) : e(A) → e(B). Thus, by the previous two propositions, the correspondences
Hom(A,B) ∋ f 7→ f [λ] ∈ Hom(A[λ], B[λ]),
Hom(A[λ], B[λ]) ∋ g 7→ φ−1B ◦ e(g) ◦ φA ∈ Hom(A,B)
are mutually inverse, particularly f 7→ f [λ] is bijective.
Finally we show naturalness of φ and ψ. For f ∈ Hom(A,B),
φB(f(a)) = (f(a))i∈λ = (f [λ])(a)i∈λ = (e(f [λ]))(φA(a))

























e(f [λ]) // e(B[λ]) (e(A[λ]))[λ]
(e(f [λ]))[λ]// (e(B[λ]))[λ]
Next, we will show idempotent retraction by an invertible term is a categorical equivalence.
Proposition 3.4.9. Let C be a <κ-ary clone, e ∈ C1 be an invertible idempotent element. Assume
t(esi)i∈λ = π(1,0) holds and put e′ = (esit)i∈λ.
(1) e′ ∈ (C [λ])1 is an invertible idempotent element.
(2) e′((e(C))[λ]) is isomorphic to C via
φC,µ : Cµ ∋ f/∼ 7→ (eskf(t(πC(λ×µ,(i,j)))i∈λ)j∈µ)k∈λ/∼ ∈ (e
′((e(C))[λ]))µ,
where ∼ are the suitable equivalences.
(3) For a C-algebra A, e′((e(A))[λ]) is isomorphic to A under the identification of (2).
Proof. Proposition is proved by routine calculation. Note that the inverse φ−1C,µ of φC,µ is given by
φ−1C,µ((fi)i∈λ/∼) = t(fi(eskπ(µ,j))(k,j)∈λ×µ)i∈λ.
The isomorphism φA : A→ e′((e(A))[λ]) in (3) and its inverse are given by
φA(a) = (esi(a))i∈λ, φ−1A (ai)i∈λ = t(ai)i∈λ.
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Proposition 3.4.10. Let C, e, λ, t, si and e′ be the same as the previous proposition. Let us define
ẽ = φC,1(e) = (esiet)i∈λ.
(1) ẽ((e(C))[λ]) is isomorphic to e(C) via
ψC,µ : e(C)µ ∋ f/∼ 7→ (eskf(et(πC(λ×µ,(i,j)))i∈λ)j∈µ/∼)k∈λ/∼ ∈ ẽ(e(C)
[λ]),
where ∼ are suitable equivalences.
(2) For an e(C)-algebra B, ẽ(e′(B[λ])) is isomorphic to B under the identification of (1).
Proof. Note that ẽe′ = (esie◦ t(esj)j∈λ ◦ t)i∈λ = (esiet)i∈λ = ẽ. Thus ẽ(e(C)[λ]) is an idempotent retract
of e′(e(C)[λ]). This proposition is also verified by routine calculation. As the previous propositions, we
only note what are the isomorphisms.
(1) ψ−1C,µ is given as
ψ−1C,µ((gi/∼)i∈λ/∼) = et(gi(esjπ(µ,k))(j,k)∈λ×µ)i∈λ/∼.
(2) For an e(C)-algebra B, the isomorphism ψC : B → ẽ(e′(B[λ])) and ψ−1B are given by
ψB(b) = (esi(b))i∈λ, ψ−1B (bi)i∈λ = et(bi)i∈λ.
Corollary 3.4.11. Let C be a <κ-ary clone, e ∈ C1 be an invertible idempotent element and K be a
class of C-algebras. Then there exists a categorical equivalence Cat(K) → Cat(e(K)).
Proof. Let t, si, e′, ẽ, φC , ψC and φA, ψB etc. be the same as previous two propositions and their proofs.
Let A,B ∈ K.
We define φ(f) := fe(A) for f ∈ Hom(A,B). Then φ : Hom(A,B) → Hom(e(A), e(B)) is bijective
and the inverse is given by
f̃ 7→ [a 7→ t(f̃(esi(a)))i∈µ].
The naturalness is proved as follows: For f ∈ Hom(A,B),
φBf(a) = (esi(f(a)))i∈µ = (f(esi(a)))i∈µ = f [µ](esi(a))i∈µ = f ′(φB(a))





For f̃ ∈ Hom(e(A), e(B)),
ψe(B)(f̃(a)) = (esi(f̃(a)))i∈µ = (f̃(esi(a)))i∈µ = f̃ ′(ψe(A)(a)),
















f ′ // e′(e(B)[µ]) ẽ(e′(e(A)[µ]))
f̃ ′ // ẽ(e′(e(B)[µ]))
3.4.2 Necessity
In this subsection, we will prove the other direction of the main theorem, namely, we construct an exponent
of matrix product and an invertible idempotent term from given a categorical equivalence between two
SF-classes.
We start from the key component of the proof, a categorical characterisation of rank 1 free algebras.
The first lemma follows from existence of a rank 1 free algebra in K.
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Lemma 3.4.12. Let K be a <κ-ary SF<κ-class. Then the following assertions hold.
(1) For a homomorphism f : A→ B in K, f is injective if and only if f is mono of Cat(K).
(2) For a homomorphism f : A → B in K, f is surjective if and only if f is extremal epi of Cat(K),
i.e., f is an epi, and if f = m ◦ p and m is a mono of Cat(K), then m is an iso in Cat(K).
Next, we formulate the categorical property of rank 1 free algebras in SF-classes.
Definition 3.4.13. Let C be a category. An object P of C is said to be projective if for any extremal
epimorphism p : X → Y and any morphism f : P → Y there is a morphism g : P → X such that








Definition 3.4.14. Let X be a partially ordered set with a maximum element 1.
• A subset Y ⊂ X is said to cover X if ∀y ∈ Y ;x ≥ y ⇒ x = 1.
• X is said to be <κ-compact if the following condition holds: If Y ⊂ X covers X, then there exists
Y0 ⊂ Y such that |Y0| < κ and Y0 covers X.
Definition 3.4.15. Let K be a class of algebras. An algebra P ∈ K is said to generate K if
{B ∈ Sub(A) | there is a surjective morphism P → B}
covers Sub(A) for all A ∈ K.
Proposition 3.4.16. Let K be a <κ-ary SF<2-class, F1 ∈ K be a rank 1 free algebra of K. Then F1 has
the following properties.
(1) The subalgebra lattice Sub(F1) is <κ-compact.
(2) F1 is projective in K.
(3) F1 generates K.
Proof. (1) Suppose {Bj}j∈J ⊂ Sub(F1) covers Sub(F1). Then the free generator x ∈ F1 is a member of
the subalgebra generated by
∪
j∈J Bj , namely, there are λ < κ, t ∈ Cλ and ji ∈ J and bi ∈ Bji for i ∈ λ
such that x = t(bi)i∈λ. Thus, Sub(F1) is covered by {Bji | i ∈ λ}.
(2) Let A,B ∈ K, p : A → B be a surjective homomorphism and f : F1 → B be a homomorphism.
Then there exists a ∈ A such that p(a) = f(x). ua : F1 → A satisfies p ◦ ua = f .
(3) {ua(F1) | a ∈ A} covers Sub(A) for all A ∈ K.
Definition 3.4.17. Let K be a <κ-ary SF<κ-class. An algebra P ∈ K is said a <κ-pre-free algebra if P
satisfies the conditions of F1 stated in the previous proposition.
Let K be a <κ-ary SF<κ-class, P ∈ K be a projective algebra in K. Assume {ej}j∈µ (µ < κ) is a set
of generators of P . Let p : Fµ → P be a homomorphism determined by p(xj) = ej , where {xj | j ∈ µ} is
a set of free generators of Fµ ∈ K. By the projectivity of P , there exists a homomorphism i : P → Fµ
such that p ◦ i = idP . It means i is injective and thus we may assume P is a subalgebra of a free algebra
Fµ. We say the set {i(ej) | j ∈ µ} a representation of the projective algebra P .
Lemma 3.4.18. Let K be a <κ-ary SFκ-class, µ < κ be a cardinal. Then (Fµ)[µ] ∈ K[µ] is a rank 1 free
algebra of K[µ], (xK(µ,i))i∈µ ∈ (Fµ)
[µ] ∈ K[µ] is a free generator.
Proof. For A[µ] ∈ K[µ] and a ∈ A[µ], f(qi)i∈µ := (tqi)i∈µ(a) is the unique homomorphism (Fµ)[µ] → A[µ]
that f(xi)i∈µ = a.
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Proposition 3.4.19. Let K be a <κ-ary SFκ-class, P be a <κ-generated projective algebra of K, say,
µ < κ be a cardinal, (ei)i∈µ be a representation of P . Then the term te = (tei)i∈µ is an idempotent term
of K[µ] and e(K[µ]) is definitionally equivalent to KP .
Proof. For λ < κ, (λP )P is a rank λ free algebra of KP . Thus, by Proposition 3.3.6, it is enough to prove
that KP is concretely equivalent to e(K[µ]).
Let A ∈ K. We define φA : AP → e(A[µ]) and ψA : e(A[µ]) → AP as follows: For f ∈ AP =
HomK(P,A), we define φA(f) := f [µ](e) = (f(ei))i∈µ. For (ai)i∈µ ∈ e(A[µ]), we define ψA(ai)i∈µ ∈ AP
the map ⟨uKai⟩i∈µP = [q(ei)i∈µ 7→ q(ai)i∈µ], where q ∈ Cloµ(K).
We first show φA and ψA are mutually inverse maps. If f ∈ AP , then
ψAφA(f) = ψA(f(ei))i∈µ = ⟨uf(ei)⟩i∈µP = f







Next, we show φB ◦ g ◦ ψA ∈ Hom(e(A[µ]), e(B[µ])) for all A,B ∈ K and g ∈ Hom(AP , BP ).
Let s = (si)i∈µ ∈ Cloλ(e(K[µ])), aj = (aij)i∈µ ∈ e(A[µ]) for j ∈ λ. Then










=⟨g(⟨uai′j′ ⟩i′∈µP )⟩j′∈λ ◦ ⟨usi(x(µ×λ,(i′′,j)))(i′′,j)∈µ×λ⟩i∈µ(e)




Finally, we show ψB ◦ h ◦ φA ∈ Hom(AP , BP ) for all A,B ∈ K and h ∈ Hom(e(A[µ]), e(B[µ])). Let




=⟨⟨uh̃fj(ei)⟩i∈µP ⟩j∈λ ◦ s
and
ψBhφA(s(fj)j∈λ) =ψBhφA(⟨fj⟩j∈λ ◦ s)
=ψBh(⟨fj⟩j∈λ ◦ s(ei))i∈µ
=ψB(h̃ ◦ ⟨fj⟩j∈λ ◦ s(ei))i∈µ
=⟨uh̃◦⟨fj⟩j∈λ◦s(ei)⟩i∈µP .
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The last lines of these equations coincides. It is verified as follows: For i0 ∈ µ,












holds. Since P is generated by {ei0 | i0 ∈ µ}, it is proved that
⟨⟨uh̃fj(ei)⟩i∈µP ⟩j∈λ ◦ s = ⟨uh̃◦⟨fj⟩j∈λ◦s(ei)⟩i∈µP .
We complete to prove that KP and e(K[µ]) are concretely equivalent, thus they are definitionally equivalent
by Proposition 3.3.6.
Corollary 3.4.20. Let κ be an infinite cardinal, K be a <κ-ary SF<κ-class. Let P ∈ K be an algebra such
that P is projective in Cat(K) and Sub(P ) is <κ-compact. Then KP := {AP | A ∈ K} is an SF<κ-class.
Proof. By Proposition 3.4.19, it is enough to prove that e(K[µ]) is an SF<κ-class for a representation
e = (ei)i∈µ of P .
Suppose A ∈ K and B̃ ∈ Sub(e(A[µ])). We put B the subalgebra of A generated by
{f(bij)(i,j)∈λ×µ ∈ A | λ < κ, f ∈ Cloλ×µ(K), (bij)j∈µ ∈ B̃}.
If e(B[µ]) = B̃ as subsets of Aµ is proved, B̃≃e(B[µ]) ∈ e(K[µ]) holds and the proof is completed.
The inclusion e(B[µ]) ⊂ B̃ follows from the definition of action of the clone Clo(e(K[µ])). For (bj)j∈µ ∈
B̃, bj ∈ B holds for each j ∈ µ. Thus, (bj)j∈µ = e(bj) ∈ e(B[µ]). Therefore, B̃ ⊂ e(B[µ]) holds.
Proposition 3.4.21. Let K be a <κ-ary SFκ-class, P be a <κ-generated projective algebra of K. Let
µ < κ be a cardinal, and (ei)i∈µ be a representation of P . Then the idempotent term te = (tei)i∈µ ∈
(C [µ])1 is invertible if and only if P generates K.
Proof. Assume te is invertible, Suppose t(tesj)j∈λ holds in Clo(K[µ]), where t = (ti)i∈µ ∈ Cloλ(K[µ]) and




for all j ∈ λ. Then f is surjective. Since Fµ generates K, so is P .
Conversely, assume P generates K, f : λP → Fµ is a surjective homomorphism. Define sj =
(sij) ∈ (Fµ)[µ], sij := f(tei(x(µ×λ,(k,j)))k∈µ) ∈ Fµ and let t = (ti)i∈µ ∈ Cloλ(K[µ]) be a term such
















It means te is invertible.
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We conclude (1) ⇒ (2) of Theorem 3.4.4.
Proof. Let K1 and K2 be <κ-ary SF<κ-classes, φ : Cat(K1) → Cat(K2) be a categorical equivalence.
Then P = φ−1(F1(K2)) is a <κ-pre-free algebra of K1. By Proposition 3.3.5 (2), K2 is definitionally
equivalent to (K1)P . Let e ∈ Clo1(K[µ]1 ) be a representation of P , then (K1)P is definitionally equivalent
to e(K[µ]1 ) by Proposition 3.4.19. Thus K2 is definitionally equivalent to e(K
[µ]
1 ) since F1(K2), equivalently
P ∈ K1, is <κ-pre-free. By Proposition 3.4.21, e is invertible.
3.5 Characterisation of categorical equivalences by relational
clones
In this section, we will prove an infinitary generalisation of the characterisation theorem of categorical
equivalence by the structure of relational clones.
Theorem 3.5.1. Let κ′ be an infinite cardinal and A, B be <κ′-ary algebras. Let κ be an infinite cardinal
that satisfies λ < κ′ =⇒ |A|λ, |B|λ < κ. Then the following assertions are equivalent.
(1) There exists a categorical equivalence V(A) → V(B) that maps A to B.
(2) There exists a categorical equivalence SP<κ(A) → SP<κ(B) that maps A to B.
(3) The relational clones Inv<κ(A) is isomorphic to Inv<κ(B).
Proof. (2) ⇒ (1) follows from Corollary 3.4.5.
(1) ⇒ (3) We show a relational clone Inv<κ(A) is described by the structure Cat(V(A)).
The set of invariant relations Invλ(A) is Sub(Aλ). Direct product is easily described by Cat(V(A)).
Projection is described as follows: Let ι : λ′ → λ be a map and π : Aλ → Aλ′ be the projection that
induced by ι, that is, π(ai)i∈λ := (aι(i′))i′∈λ′ . Let f : r → Aλ be a monomorphism. Then the projection
of r by π is characterised by the following universal mapping property. That is, the tuple (f ′, φ) of an
object of Cat(V(A)), a monomorphism f ′ : r′ → Aλ′ and a morphism φ : r → r′ that satisfy the equation
π ◦ f = f ′ ◦ φ, and if a monomorphism f ′′ : r′′ → Aλ and ψ : r → r′′ satisfy π ◦ f = f ′′ ◦ ψ, then there
exists a unique g : r′ → r′′ such that g ◦ φ = ψ.
The correspondence r 7→ r′ is nothing but the projection operation Invλ(A) → Invλ′(A) by π.
(3) ⇒ (2) An isomorphism φ : Inv<κ(A) → Inv<κ(B) between relational clones is a bijection between
SP<κ(A) and SP<κ(B).
Let X,Y ∈ SP<κ(A), where X ⊂ Aλ, Y ⊂ Aµ. Then the set Hom(X,Y ) of homomorphisms between
X and Y can be described as
Hom(X,Y ) = {f ∈ Invλ+µ(A) | f is a function X → Y }.
Here, the condition “f is a function X → Y ” is described by the structure of the relational clone Inv<κ(A)
as the conjunction of the following equations:
• π1(f) = X, π2(f) ⊂ Y ,
• f ◦ f ⊃ ∆X , f ◦ f ⊂ ∆Y .
Here, π1 : Invλ+µ(A) → Invλ(A) and π2 : Invλ+µ(A) → Invµ(A) are projections, i.e.,
π1(f) := {a ∈ Aλ | ∃b ∈ Aµ; (a, b) ∈ f},
π2(f) := {a ∈ Aµ | ∃b ∈ Aλ; (b, a) ∈ f}.
‘Relational products’ is defined as follows:
f ◦ f := {(x1, x2) ∈ (Aλ)2 | ∃y ∈ Aµ; (x1, y) ∈ f, (x2, y) ∈ f},
f ◦ f := {(y1, y2) ∈ (Aµ)2 | ∃x ∈ Aλ; (x, y1) ∈ f, (x, y2) ∈ f}.
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Composition of homomorphism ◦ : Hom(X,Y ) × Hom(Y, Z) → Hom(X,Z) is described as follows:
Suppose X ⊂ Aλ, Y ⊂ Aµ, Z ⊂ Aν , then for f ∈ Hom(X,Y ) and g ∈ Hom(Y, Z), the composition is
described as
g ◦ f := {(x, z) ∈ Aλ+ν | ∃y ∈ Aµ; (x, y) ∈ f, (y, z) ∈ g}.
These description only depend on the structure of relational clones. Therefore, the isomorphism φ :




4.1 Outline of this chapter
Mućka, Romanowska, and Smith proved in [15] that a category of many-sorted algebras on pure sets
(Definition 4.2.1 below) is categorically equivalent to a category of single-sorted algebras. In this chapter,
we will consider this correspondence in the case of varieties. We will characterise a single-sorted variety
that corresponds to a many-sorted variety using a term existence condition; having a ‘diagonal pair’.
Moreover, we present a one to one correspondence between such many-sorted varieties and single-sorted
varieties. We will also show that this correspondence preserves underlying sets in the sense that is
compatible with the functor described in Proposition 4.2.3.
On the other hand, there exists a notion of matrix products for algebras (Definition 2.4.1). A matrix
product involves the construction of a new algebra, and the constructed algebra always has a diagonal
pair. We will also prove that an algebra (or a variety) is decomposable with respect to the notion of the
matrix product if and only if the algebra (or the variety) has a diagonal pair.
The outline of this chapter is as follows: In Section 4.3, we will explain how to construct the cor-
responding single-sorted variety from a given many-sorted variety. To conclude, we will introduce the
notion of a diagonal pair: That is, a tuple of terms that any single-sorted clone has if and only if it
corresponds to a pure clone. In Section 4.4, we will show that a single-sorted clone having a diagonal
pair is characterised by the condition that ‘the clone is decomposable with respect to the notion of the
matrix product’. In Section 4.5, we will construct a many-sorted variety from a single-sorted variety
together with a diagonal pair, and in Section 4.6, we will complete the proof of the main theorems; the
constructions defined in Section 4.3 and 4.5 are mutually inverse, and there are one to one correspon-
dence between pure clones and single-sorted clones with diagonal pairs. Note that the construction of
many-sorted algebras, which is called heterogenization for short, in [15] needs the additional information
about the sorts of the domains and codomains for ‘each fundamental operations’. On the other hand,
the heterogenization introduced in this chapter depends only on a fixed diagonal pair. This aspect leads
the class of corresponded single-sorted clones become clearer.
By the correspondence theorems, many results for (classes of) single-sorted algebras can be generalised
into many-sorted situation. We finally show such few examples at the end of this chapter (Section 4.7).
All of the results in Section 4.7 are based on (infinitary) single-sorted algebras. The based results seem to
be well known. However, to the best of the author’s knowledge, there are no existing references for some
of the results. Thus, we have explicitly stated and described the proofs of these results in the previous
chapter.
In the course of this chapter, we explain the correspondence between (possibly) infinitary, (possibly)
infinitely many-sorted algebras and infinitary single-sorted algebras. It because some of the applications
appear only in the infinitary case or are obtained via a study of infinitary algebras. (We show two such
examples. One is Theorem 4.7.10, which is obtained via a study of infinitary algebras for the case of the
finitary algebras on infinite underlying set. The other is Example 4.7.16, which shows a difference between
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finitary varieties and infinitary varieties.) However, almost all of the results given in this chapter appear
to be new, even if we only consider the case where all (classes of) algebras are finitary and finitely many-
sorted. For the reader who is interested only in finitary, finitely many-sorted algebras, please replace the
arity bound κ in the following sections with the countable cardinal ℵ0, and let the number of the sorts S
to be a finite cardinal.
4.2 Pure set and diagonal algebra
Let V be a class of many-sorted algebras. If there is a class of single-sorted algebras naturally correspond-
ing to V, then each algebras in V has the property that the underlying sets of each sorts of the algebra
are simultaneously empty or simultaneously non-empty. Here, “naturally corresponding to V” precisely
means that there is a categorical equivalence between Cat(V) and a category of a single-sorted variety
that is compatible with the categorical equivalence described in Proposition 4.2.3.
Through this chapter, we fix a non-zero cardinal S and an infinite cardinal κ > S.
Definition 4.2.1 (cf. [15, Definition 2.1]).
(1) A family (As)s∈S of sets is said to be pure if one of the following conditions holds:
(a) As = ∅ for all s ∈ S.
(b) As ̸= ∅ for all s ∈ S.
(2) Let A = (As)s∈S and B = (Bs)s∈S be pure sets. A morphism f : A → B of pure sets is a tuple
f = (fs)s∈S such that fs : As → Bs for all s ∈ S.
(3) A category SetS of S-sorted pure sets is the category whose class of objects consists of all S-sorted
pure sets and whose morphisms from a pure set A to another pure set B are the morphisms of pure
sets A→ B.
Definition 4.2.2 (cf. [15, Definition 3.1]). The single-sorted <κ-ary clone CDS defined by the following
representation is called the clone corresponding to the variety of diagonal algebras of degree S:
• (Generators) CDS is generated by an element d ∈ (CDS )S of the sort S. (Namely, d is an S-ary
term.)
• (Relations) The set of fundamental relations consists of the following only one equation, called
diagonal identity:
d(d(π(S×S,(s,t)))t∈S)s∈S = d(π(S×S,(s,s)))s∈S .
We say a CDS -algebra a diagonal algebra of degree S. The variety of diagonal algebras of degree S is
denoted by DS .
Proposition 4.2.3 ([15, Theorem 3.4]). The category SetS is categorically equivalent to the category
Cat(DS) via the following categorical equivalence φ:
• (Objects correspondence) For A = (As)s∈S ∈ SetS, φ(A) is the following diagonal algebra:
– The underlying set is the product set
∏
s∈S As.
– For (xs,t)t∈S ∈
∏
t∈S At (s ∈ S), the action of d is defined as
d((xs,t)t∈S)s∈S := (xs,s)s∈S .
• (Morphism correspondence) For a morphism f = (fs)s∈S : (As)s∈S → (Bs)s∈S of pure set, the cor-
responding homomorphism φ(f) : φ((As)s∈S) → φ((Bs)s∈S) is defined by (xs)s∈S 7→ (fs(xs))s∈S.
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4.3 Homogenization of many-sorted variety
Let M be an S-sorted clone. If the variety of all M -algebras is concretely equivalent to a single-sorted
variety, that is, categorically equivalent via a categorical equivalence that compatible with the categorical
equivalence in Proposition 4.2.3, then all of underlying families of sets of M -algebras are pure. The
conclusion is equivalent to that M satisfies the next definition.
Definition 4.3.1. An S-sorted clone M is said to be pure if Ms→t ̸= ∅ for all s, t ∈ S. A variety V is
said to be pure if the corresponding clone M(V) is pure.
Actually, if M is a pure clone, say fs,t ∈ Ms→t, and A = (Au)u∈S is an M -algebra and there exists
a ∈ As for some s ∈ S, then fs,t(a) ∈ At for all t ∈ S. Thus the underlying family of sets of A is pure.
Conversely, if M is not pure, say Ms→t = ∅, then the free algebra F generated by an element of the sort
s satisfies Fs ̸= ∅ and Ft = ∅.
In this section, we first explain the construction of the single-sorted clone and the variety corresponding
to a many-sorted (not necessarily pure) clone. Then, we will introduce a notion that characterise single-
sorted clones that correspond to pure clones. The next definitions are the clone based modification of
the homogenization defined in Section 7 of [15].
Definition 4.3.2 (cf. [15, Definition 7.1, 7.5]). Let M be an S-sorted <κ-ary clone. A single-sorted
<κ-ary clone H(M) that is defined as follows is said the homogenization of M :
• (Underlying set) For a cardinal λ < κ, the underlying set Hλ(M) of the sort λ (the sort correspond-
ing to all λ-ary terms) consists of all tuples (fs)s∈S , where fs ∈ M(λ×S,p2,s). Here, and through
this chapter, the symbol p2 is used for the second projection of a product set. (Thus in this case,
p2 is the map (i, s′) 7→ s′ from λ× S to S.)







• (Composition) For f = (fs)s∈S ∈ Hλ1(M) and gi = (gi,s)s∈S ∈ Hλ2(M) (i ∈ λ1) the composition is
defined as
cH(M)(f, (gi)i∈λ1) := (c
M (fs, (gi,t)(i,t)∈λ1×S))s∈S .
Definition 4.3.3 (cf. [15, Definition 7.3]). Let M be an S-sorted <κ-ary clone. Let A = (As)s∈S be an
M -algebra. We define the homogenization H(A) of A as the following H(M)-algebra:
• The underlying set is
∏
s∈S As.
• The action of f = (fs)s∈S ∈ Hλ(M) is
((ai,t)t∈S)i∈λ 7→ (fs(ai,t)(i,t)∈λ×S)s∈S .
Proposition 4.3.4. Let M and A be the same as in Definition 4.3.3. Then H(A) is actuallyan H(M)-
algebra. Namely, the compatibility condition
f(gi(aj)j∈λ2)i∈λ1 = c(f, (gi)i∈λ1)(aj)j∈λ2
holds for λ1, λ2 < κ, f ∈ Hλ1(M), gi ∈ Hλ2(M) (i ∈ λ1) and aj ∈ H(A) (j ∈ λ2).




= c(f, (gi)i∈λ1)(aj)j∈λ2 .
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The homogenization is extended to a functor from a category of many-sorted algebras to the category
of corresponded single-sorted algebras.
Proposition 4.3.5. Let M be an S-sorted <κ-ary clone, A,B be M -algebras, and φ : A → B be a
homomorphism of M -algebras. Then H(φ) : (as)s∈S 7→ (φs(as))s∈S is a homomorphism H(A) → H(B)
of H(M)-algebras. Furthermore, the following correspondence H is a functor from the category Cat(V(M))
of M -algebras to the category Cat(V(H(M))) of H(M)-algebras:
• (Object correspondence) A 7→ H(A).
• (Morphism correspondence) φ 7→ H(φ).





Thus, H(φ) ∈ Hom(H(A),H(B)) holds for φ ∈ Hom(A,B). The correspondence H being a functor means
H(idA) = idH(A)
holds for all A ∈ V(M), and
H(ψ) ◦ H(φ) = H(ψ ◦ φ)
hold for all homomorphisms ψ,φ that cod(φ) = dom(ψ). They are easily verified.
The homogenization of a pure clone always has terms that satisfy the following identities. In section
4.5, we will prove the converse, i.e., a single-sorted clone that has terms satisfying these identities is
isomorphic to the homogenization of an S-sorted pure clone.
Proposition 4.3.6. Let M be an S-sorted <κ-ary pure clone. Let d ∈ HS(M) and es ∈ H1(M) (s ∈ S)
be terms satisfying the following conditions:
• d is defined as d = (π(S×S,p2,(s,s)))s∈S. (Intuitively, the term operation of d acts as
AS ∋ ((as,t)t∈S)s∈S 7→ (as,s)s∈S ∈ A
for each H(M)-algebra A.)
• Each term es satisfies follows:
– es ◦ (π(S,idS ,s), (xu)u∈S\{s}) = es (Intuitively, the value of term operation es(au)u∈S depends
only on the s-th component as.)
– When we write es = (es,t)t∈S by es,t ∈ M(S,idS ,t), the equation es,s = π(S,idS ,s) holds.
(Intuitively, the value es,s(au)u∈S of the s-th component is as itself.)
Then the following equations hold in H(M).
(1) es ◦ d = es ◦ π(S,s).
(2) d ◦ (es ◦ π(S,s))s∈S = d.
(3) d ◦ (π(1,0))s∈S = π(1,0), where 1 is the singleton {0}.
Notice that the assertion that an S-sorted clone M has idempotent elements es ∈ H1(M) is equivalent
to M being pure. (All S-sorted clone has an operation d.)
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Proof. (1)
es ◦ d =es ◦ (πM(S×S,p2,(t,t)))t∈S
=es ◦ (πM(S×S,p2,(s,t)))t∈S (es depends only on s-component)
=es ◦ πH(M)(S,s) .
(2)
d ◦ (es ◦ πH(M)(S,s) )s∈S =(π
M















Definition 4.3.7. Let C be a single-sorted <κ-ary clone. The tuple (d, (es)s∈S) ∈ CS × C1S is said to
be an S-ary diagonal pair of C if the following equations hold:
(1) es ◦ d = es ◦ π(S,s) for all s ∈ S.
(2) d(es ◦ π(S,s))s∈S = d.
(3) d(π(1,0))s∈S = π(1,0).
Remark 4.3.8. If (d, (es)s∈S) is a diagonal pair of a clone C, then d satisfies diagonal identity
d(d(π(S×S,(s,t)))t∈S)s∈S = d(π(S×S,(s,s)))s∈S .






The homogenization H(M) of an S-sorted pure clone has a diagonal pair. A clone that has a diagonal pair
is also characterised by decomposability with respect to the notion of matrix product. In this section,
we explain these conditions are equivalent. In the Section 4.5 and 4.6, we will explain these conditions
are also equivalent to the following condition: There exists a many-sorted pure clone M such that the
homogenization of M is isomorphic to the single-sorted clone.
We start from the definition of matrix product. Note that, the construction of matrix product defined
in this section is a uniform version of the construction of matrix product of introduced in Section 2.4.
We start to define matrix products of clones.
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Definition 4.4.1. Let C be a single-sorted <κ-ary clone and (es)s∈S ∈ C1S be a family of idempotent
elements. The matrix product s∈Ses(C) of a family of idempotent retracts (es(C))s∈S is defined as the
following <κ-ary clone:
• (Underlying set) The underlying set (s∈Ses(C))λ of the sort λ < κ is
{(fs/∼λ)s∈S ∈ (Cλ×S/∼λ)S | ∀s ∈ S; esfs = fs},
where the equivalence ∼λ is defined as
f ∼λ g :⇐⇒ f ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S = g ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S .
• (Projection) The λ-ary i-th projection π(λ,i) of s∈Ses(C) is defined by (es ◦ πCλ×S,(i,s)/∼λ)s∈S .
• (Composition) For f = (fs/∼λ1)s∈S ∈ (s∈Se(C))λ1 and gi = (gi,s/∼λ2)s∈S ∈ (s∈Se(C))λ2
(i ∈ λ1), the composition is defined by
c(f, (gi)i∈λ1) := (c
C(fs, (gi,t)(i,t)∈λ1×S)/∼λ2)s∈S .
Definition 4.4.2 (cf. [12, Definition 2.4, Lemma 3.5]). Let C be a <κ-ary clone, A be a C-algebra
and (es)s∈S be a family of idempotent elements of C. The matrix product s∈Ses(A) is defined as the
following s∈Ses(C)-algebra:
• The underlying set is
∏
s∈S es(A).
• The action of (fs/∼λ)s∈S ∈ (s∈Ses(C))λ is
((ai,t)t∈S)i∈λ 7→ (fs(ai,t)(i,t)∈λ×S)s∈S .
The map A 7→ s∈Ses(A) can be extended to a functor from the category of C-algebras to the category
of s∈Ses(C)-algebras. Precisely, the following statement hold.
Proposition 4.4.3. Let C be a <κ-ary clone and (es)s∈S be a family of idempotent elements of C. Let
A and B be C-algebras, φ : A→ B be a homomorphism of C-algebras. Then the map
φ̃ : s∈Ses(A) ∋ (as)s∈S 7→ (φ(as))s∈S ∈ s∈Ses(B)
is a homomorphism of s∈Ses(C)-algebras. Furthermore, the (pair of) correspondence A 7→ s∈Ses(A)
and φ 7→ φ̃ is a functor Cat(V(C)) → Cat(V(s∈Ses(C))).




The correspondence φ 7→ φ̃ clearly preserves identity morphisms and composition. Thus the correspon-
dence is a functor.
Matrix product has a diagonal pair. A diagonal pair of a matrix product can be constructed, for
example, as in the next proposition.
Proposition 4.4.4. Let C be a single-sorted <κ-ary clone, (es)s∈S be a family of idempotent elements
of C. Let d ∈ (s∈Ses(C))S and ẽs ∈ (s∈Ses(C))1 be the terms defined as follows:
d := (es ◦ π(S×S,(s,s))/∼S)s∈S ,
ẽs := (et ◦ π(S,s)/∼1)t∈S .
Then (d, (ẽs)s∈S) is a diagonal pair of s∈Ses(C).
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Proof. d, ẽs ∈ t∈Set(C) immediately follows from the definition. In the proof of this and the next
proposition, we write πC/πe(C) the projection terms of C/s∈Ses(C) respectively.
(1)
ẽs ◦ d =ẽs ◦ (et ◦ πC(S×S,(t,t)))t∈S
=ẽs ◦ (et ◦ πC(S×S,(s,t)))t∈S (ẽs depends only on s-component)
=ẽs ◦ πe(C)(S,s) .
(2)














d ◦ (πe(C)(1,0) )s∈S =(et ◦ π
C
(S×S,(t,t)))t∈S ◦ ((et ◦ π
C
(S,t))t∈S)s∈S
=(et ◦ (et ◦ πC(S,t)))t∈S
=(et ◦ πC(S,t))t∈S
=πe(C)(1,0) .
Conversely, a clone that has a diagonal pair is decomposed with respect to matrix product. In this
sense, a matrix product is characterised as an algebra that has a diagonal pair.
Theorem 4.4.5. Let C be a single-sorted clone, (d, (es)s∈S) be a diagonal pair of C. Then the clone C
is isomorphic to s∈Ses(C).
Proof. Suppose (d, (es)s∈S) is a diagonal pair of C. We define φλ : Cλ → (s∈Ses(C))λ as
φλ : f 7→ (es ◦ f ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ/∼λ)s∈S .
We prove φ(φλ)λ<κ is a clone isomorphism C → s∈Ses(C). Note that φλ(f) ∈ (s∈Ses(C))λ follows
from the idempotency es ◦ es = es.
We prove injectivity of φλ. Let f, g ∈ Cλ and assume φλ(f) = φλ(g), namely, assume the equalities
esf ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S
=esg ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S
hold for all s ∈ S. Then
f =d ◦ (es)s∈S ◦ f ◦ (π(λ,i))i∈λ
=d ◦ (es)s∈S ◦ f ◦ (d ◦ (π(λ,i))t∈S)i∈λ
=d ◦ (es)s∈S ◦ f ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (π(λ,i))(i,t)∈λ×S
=d ◦ (es)s∈S ◦ f ◦ (d ◦ (etπ(λ×S,(i,t)))t∈S)i∈λ ◦ (π(λ,i))(i,t)∈λ×S
=d ◦ (es)s∈S ◦ f ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S ◦ (π(λ,i))(i,t)∈λ×S
=d ◦ (es)s∈S ◦ g ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ×S ◦ (π(λ,i))(i,t)∈λ×S
=g.
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Next, we prove the surjectivity of φλ. Let (fs/∼λ)s∈S ∈ (s∈Ses(C))λ. We define f̃ ∈ Cλ as























































eugi ◦ (d ◦ (π(λ2×S,(j,t)))t∈S)j∈λ2/∼λ2
)
(i,u)∈λ1×S
=φλ1(f) ◦ (φλ2(gi))i∈λ1 .
4.5 Heterogenization
Let M be an S-sorted pure clone. Then the homogenization H(M) has an S-ary diagonal pair. The
converse, if a clone C has an S-ary diagonal pair, then there exists an S-sorted pure clone M such that
H(M) is isomorphic to C, is also true. In this section, we explain the construction of the many-sorted
clone M from a single-sorted clone C. The isomorphism relation will be proved in the next section.
While the heterogenization defined in [15] depends on the information of sorts of each operations,
which is called a selection function, the heterogenization introduced in this section depends only on a
diagonal pair which is a family of specified terms. It makes the characterisation of the corresponded
single-sorted clones become clearer, and moreover, it leads a correspondence theorem between many-
sorted clones and single-sorted clones.
Definition 4.5.1. Let C be a single-sorted <κ-ary clone. Assume C has an S-ary diagonal pair
(d, (es)s∈S). We define an S-sorted <κ-ary clone C(d,(es)s∈S) as follows:
• (Underlying set) For λ < κ, v : λ→ S and s ∈ S, the underlying set of the sort (λ, v, t) is
C(d,(es)s∈S),(λ,v,t) := {f ∈ Cλ | etf = f}/∼λ,v,
where the equivalence ∼λ,v is given by




• (Projection) For λ < κ, v : λ → S and i ∈ λ, the projection constant π(λ,v,i) is defined as
ev(i) ◦ πC(λ,i)/∼λ,v.






is defined as (f/∼λ1,v1 , (gi/∼λ2,v2)i∈λ1) 7→ (f ◦ (gi)i∈λ1)/∼λ2,v2 .
Definition 4.5.2. Let C be a single-sorted <κ-ary clone that has a diagonal pair (d, (es)s∈S). Let A be
a C-algebra. We define a C(d,(es)s∈S)-algebra A(d,(es)s∈S) as follows:
• (Underlying set) The underlying set A(d,(es)s∈S),s of the sort s ∈ S is es(A).
• (Action of C(d,(es)s∈S)) A term f/∼λ,v ∈ C(d,(es)s∈S),(λ,v,s) acts as∏
i∈λ
A(d,(es)s∈S),v(i) ∋ (ai)i∈λ 7→ f(ai)i∈λ ∈ A(d,(es)s∈S),s.
Remark 4.5.3. In the Definition 4.5.1, g := f ◦ (ev(i) ◦ π(λ,i))i∈λ ∼λ,v f holds for f ∈ Cλ. Moreover
g satisfy g ◦ (ev(i) ◦ π(λ,i))i∈λ = g. Thus for any element f̃ of C(d,(es)s∈S),(λ,v,t), we can choose a term
g ∈ Cλ that satisfies g ◦ (ev(i) ◦ π(λ,i))i∈λ = g as a representative for f̃ .
The structure of the S-sorted clone C(d,(es)s∈S) and the algebra A(d,(es)s∈S) defined above do not
depend on the family (es)s∈S of projection idempotents. Next, we will prove this fact. We start from the
following lemma.
Lemma 4.5.4. Let C be a single-sorted <κ-ary clone and (d, (es)s∈S), (d, (e′s)s∈S) be diagonal pairs of






tπ(1,0))t∈S = esd(π(1,0))t∈S = esπ(1,0) = es.
Proposition 4.5.5. Let C be a single-sorted <κ-ary clone and (d, (es)s∈S), (d, (e′s)s∈S) be diagonal pairs
of C. Then C(d,(es)s∈S) is isomorphic to C(d,(e′s)s∈S) via an isomorphism φ = (φ(λ,v,s)) where
φ(λ,v,s) : C(d,(es)s∈S),(λ,v,s) ∋ f/∼ 7→ e
′
sf(ev(i)π(λ,i))i∈λ/∼′ ∈ C(d,(e′s)s∈S),(λ,v,s).
Here, the equivalences ∼ and ∼′ are defined as
f ∼ g :⇐⇒ f ◦ (ev(i) ◦ π(λ,i))i∈λ = g ◦ (ev(i) ◦ π(λ,i))i∈λ,
f ∼′ g :⇐⇒ f ◦ (e′v(i) ◦ π(λ,i))i∈λ = g ◦ (e
′
v(i) ◦ π(λ,i))i∈λ.
Proof. The well-definedness of φ(λ,v,s) follows directly from the definition.
Let ψ(λ,v,s) : C(d,(e′s)s∈S),(λ,v,s) → C(d,(es)s∈S),(λ,v,s) be the map g/∼
′ 7→ esg(e′v(i)π(λ,i))i∈λ/∼. Then
by the previous lemma,













By the same way, φ(λ,v,s) ◦ ψ(λ,v,s) = idC(d,(e′s)s∈S),(λ,v,s) holds. Thus ψ(λ,v,s) is the inverse of φ(λ,v,s).
Particularly, φ(λ,v,s) is bijective.
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We prove φ is compatible with S-sorted clone operations. Let π(λ,v,i) = ev(i)π(λ,i)/∼ be the (λ, v)-ary





/∼′ = (e′v(i)ev(i) ◦ ev(i)π(λ,i))/∼
′ = e′v(i)π(λ,i)/∼
′
holds by the previous lemma. The right hand side of this equation is the (λ, v)-ary i-th projection of
C(d,(e′s)s∈S).
Next, let λk < κ, vk : λk → S (k = 1, 2), s ∈ S and
f/∼ ∈ C(d,(es)s∈S),(λ1,v1,s), gi/∼ ∈ C(d,(es)s∈S),(λ2,v2,v1(i))






















/∼′ (gi/∼ ∈ C(d,(es)s∈S))
=φ(λ2,v2,s)(f ◦ (gi)i∈λ1).
Under the identification by this isomorphism, the S-sorted algebras by (d, (es)s∈S) and (d, (e′s)s∈S)
are isomorphic.
Proposition 4.5.6. Let C be a single-sorted <κ-ary clone, (d, (es)s∈S), (d, (e′s)s∈S) be diagonal pairs of
C. Let A = (As)s∈S be a C-algebra. Then A(d,(es)s∈S) and A(d,(e′s)s∈S) are isomorphic via φ = (φt)t∈S
where
φs : A(d,(es)s∈S),t ∋ a 7→ e
′
t(a) ∈ A(d,(e′s)s∈S),t.
Proof. By Lemma 4.5.4,
a = e′tet(a), a
′ = ete′t(a
′)
holds for a ∈ A(d,(es)s∈S),t and a′ ∈ A(d,(es)s∈S),t. Thus a′ 7→ et(a′) is the inverse of φt, particularly φt is
bijective.






= e′tf ◦ (ev(i)π(λ,i))i∈λ(e′v(i)(ai))i∈λ
= φ(λ,v,t)(f/∼)(φv(i)(ai))i∈λ.
This equation means φ = (φt)t∈S is a homomorphism A(d,(es)s∈S) to A(d,(e′s)s∈S).
In the following paragraph, we may omit projection idempotents. Namely, we simply write Cd the
S-sorted clone C(d,(es)s∈S), and write Ad the S-sorted algebra A(d,(es)s∈S).
We end this section to prove the correspondence A 7→ Ad is extended to a functor.
Proposition 4.5.7. Let C be a single-sorted <κ-ary clone, (d, (es)s∈S) be a diagonal pair of C, φ : A→
B be a homomorphism of C-algebras. Then φd : Ad → Bd defined as φd,s(a) := φ(a) for s ∈ S, a ∈ Ad,s
is a homomorphism of Cd-algebras. Further, the correspondence d (A 7→ Ad for A ∈ V(C) and φ 7→ φd
for morphisms of C-algebras) is a functor Cat(V(C)) → Cat(V(Cd)).
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Proof. At first, notice that a ∈ Ad,s = es(A) implies φ(a) = φ(es(a)) = es(φ(a)) ∈ es(B) = Bs. Thus
φd,s is actually a map As → Bs.




So, φd is a homomorphism.
It is easily verified that d preserves identity and composition, thus d is a functor.
4.6 Concrete equivalence
The aim of this section is to prove that the functors in Proposition 4.3.5 and 4.5.7 are mutually inverse
categorical equivalence.
Proposition 4.6.1. Let C be a single-sorted <κ-ary clone that has a diagonal pair (d, (es)s∈S). Then
H(Cd) and C are isomorphic via an isomorphism ν = (νλ)λ<κ
νλ : Cλ ∋ f 7→ (esf ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ/∼)s∈S ∈ Hλ(Cd),
where ∼ is the following equivalence relation on Cλ×S:
fs ∼ gs ⇐⇒ fs ◦ (et ◦ π(λ×S,(i,t)))(i,t)∈λ×S = gs ◦ (et ◦ π(λ×S,(i,t)))(i,t)∈λ×S .
Proof. (Injectivity) Let f, g ∈ Cλ and assume νλ(f) = νλ(g), namely, assume
esf ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (et ◦ π(λ×S,(i,t)))(i,t)∈λ×S
=esg ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (et ◦ π(λ×S,(i,t)))(i,t)∈λ×S
for all s ∈ S. Then
f = d ◦ (esf)s∈S
= d ◦ (esf)s∈S ◦ (π(λ,i))i∈λ
= d ◦ (esf)s∈S ◦ (d ◦ (π(λ,i))t∈S)i∈λ
= d ◦ (esf)s∈S ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (π(λ,i))(i,t)∈λ×S
= d ◦ (esf)s∈S ◦ (d ◦ (etπ(λ×S,(i,t)))t∈S)i∈λ ◦ (π(λ,i))(i,t)∈λ×S
= d ◦ (esf)s∈S ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ ◦ (π(λ,i))(i,t)∈λ×S
= d ◦ (esg)s∈S ◦ (d ◦ (π(λ×S,(i,t)))t∈S)i∈λ ◦ (etπ(λ×S,(i,t)))(i,t)∈λ ◦ (π(λ,i))(i,t)∈λ×S
= g.
Thus, νλ is injective. (Surjectivity) Suppose f ∈ H(Cd). By the definition of H(Cd), f is described as
f = (fs/∼)s∈S where fs ∈ Cλ×S and each fs satisfies esfs = fs. Let us define
f̃ := d ◦ (fs)s∈S ◦ (etπ(λ,i))(i,t)∈λ×S .
Then νλ(f̃) is calculated as follows:
νλ(f̃) =
(
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esf ◦ (d ◦ (π(λ1×S,(i,u)))u∈S)i∈λ1 ◦ (eugi)(i,u)∈λ1×S ◦ (d ◦ (π(λ2×S,(j,t)))t∈S)j∈λ2/∼
)
s∈S
=νλ1(f) ◦ (νλ2(gi))i∈λ1 .
Thus ν preserves composition and the proof is completed.
By the isomorphism ν in this proposition, an H(Cd)-algebra is identified with a C-algebra. Under
this identification, the following isomorphism exists.
Proposition 4.6.2. Let C be a <κ-ary clone with a diagonal pair (d, (es)s∈S). Let A be a C-algebra.
Then νA : A ∋ a 7→ (es(a))s∈S ∈ H(Ad) is an isomorphism of C-algebras. Furthermore, (νA)A∈V(C) is a
natural transformation from idCat(V(C)) to the functor [A 7→ H(Ad)].
Proof. By the definition of the diagonal pair, (as)s∈S 7→ d(as)s∈S is the inverse map of νA. Thus νA is
bijective.




So, ν is a homomorphism A→ H(Ad).
Next, we prove the naturalness of (νA)A∈V(C). Let A,B ∈ V(C) and φ : A→ B be a homomorphism.















holds. It means (νA)A∈V(C) is a natural transformation.
We complete to prove that the variety V(H(Cd)) is definitionally equivalent to the variety V(C) via
∗d and H. Next, we prove a natural equivalence of the converse direction.
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Proposition 4.6.3. Let M be an S-sorted <κ-ary pure clone. Let d ∈ HS(M) and es ∈ H1(M) (s ∈ S)
be terms that satisfy the following properties:
• The term d is defined as d := (πM(S×S,p2,(s,s)))s∈S.
• Each es can be written as in the form es = (es,tπM(S,id,s))t∈S, where es,t ∈ Ms→t and satisfies
es,s = π(1,[0 7→s],s).
Then (d, (es)s∈S) is a diagonal pair of H(M), and (H(M))d is isomorphic to M via an isomorphism
µ(λ,v,s) : M(λ,v,s) ∋ f 7→ (es,t)t∈S ◦ f ◦ (πM(λ×S,p2,(i,v(i))))i∈λ/∼ ∈ (H(M))d,(λ,v,s),




(λ,i) )i∈λ = (gs)s∈S ◦ (ev(i)π
H(M)
(λ,i) )i∈λ
⇐⇒∀s ∈ S; fs ◦ (ev(i),tπM(λ×S,p2,(i,v(i))))(i,t)∈λ×S = gs ◦ (ev(i),tπ
M
(λ×S,p2,(i,v(i))))(i,t)∈λ×S .
Proof. First, we prove (d, (es)s∈S) is a diagonal pair of H(M).
(es ◦ d = es ◦ π(S,s))
esd = es(πM(S×S,p2,(t,t)))t∈S = es(π
M
(S×S,p2,(s,t)))t∈S = es ◦ π
H(M)
(S,s) .
(d ◦ (es ◦ π(S,s)) = d)












(d ◦ (π(S,0))s∈S = π(S,0))







(Injectivity of µ(λ,v,s)) Let f, g ∈M(λ,v,s) and assume µ(λ,v,s)(f) = µ(λ,v,s)(g), namely, assume
es,tf ◦ (πM(λ×S,p2,(i,v(i))))i∈λ ◦ (ev(i),uπ(λ×S,p2,(i,v(i)))(i,u)∈λ×S
=es,tg ◦ (πM(λ×S,p2,(i,v(i))))i∈λ ◦ (ev(i),uπ(λ×S,p2,(i,v(i)))(i,u)∈λ×S
for all t ∈ S. Notice that the following two equations hold:
πM(λ,v,v(i))
=ev(i),v(i) ◦ πM(λ,v,v(i))









f = πM(1,[0 7→s],s) ◦ f ◦ (π
M
(λ,v,v(i)))i∈λ
= es,sπM(S,id,s)(es,t)t∈S ◦ f(π
M
(λ×S,p2,(i,v(i))))i∈λ ◦ (ev(j),u ◦ π
M
(λ,v,v(j)))(j,u)∈λ×S
= es,sπM(S,id,s)(es,t)t∈S ◦ g(π
M
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(Surjectivity of µ(λ,v,s)) Let f/∼ ∈ (H(M))d,(λ,v,s). Define f̃ by f̃ = πM(S,id,s)◦f ◦(ev(i),u◦π(λ,v,i))(i,u)∈λ×S .
Then the following formula holds.
µ(λ,v,s)(f̃) =
(

























(Compatibility of µ) For λ < κ, v : λ→ S and i ∈ λ,































=µ(λ1,v1,s)(f) ◦ (µ(λ2,v2,v1(i))(gi))i∈λ1 .
We complete the proof of the proposition.
By this proposition, an (H(M))d-algebra is identified with an M -algebra. Under this identification,
the following holds.
Proposition 4.6.4. Let M,d, es, es,t be the same as in the previous proposition. For any M -algebra
A = (As)s∈S, (H(A))d is isomorphic to A via an isomorphism µA, where
µA,s : As ∋ a 7→ (es,t(a))t∈S ∈ (H(A))d,s.
Moreover, (µA)A∈V(M) is a natural transformation idCat(V(M)) to [A 7→ (H(A))d].
Proof. It is easily verified that (H(A))d,s ∋ (bt)t∈S 7→ bs ∈ As is the inverse of µA,s. Particularly, µA,s
are bijective for all s ∈ S.
Let f ∈M(λ,v,s) and ai ∈ Av(i) for i ∈ λ. Then
µ(λ,v,s)(f)(µA,v(i)(ai))i∈λ = (es,t)t∈S ◦ f ◦ (π(λ×S,p2,(i,v(i))))i∈λ(ev(i),u(ai))(i,u)∈λ×S
= (es,t)t∈S ◦ f(ev(i),v(i)(ai))i∈λ
= (es,t)t∈S ◦ f(ai)i∈λ
= µA,s(f(ai)i∈λ).
This equation means nothing but µ is a homomorphism.
We prove (µA)A∈V(M) is a natural transformation between idV(M) and (H(∗))d. Let A = (As)s∈S , B =
















holds. This is nothing but µB ◦ φ = (H(φ))d ◦ µA, thus it is proved that (µA)A∈V(M) is a natural
transformation.
By Proposition 4.6.1 and 4.6.3, we can conclude that there is a natural correspondence between many-
sorted pure clones and single-sorted clones with diagonal operations (that can be extended to diagonal
pair). Further, by Proposition 4.3.5, 4.5.7, 4.6.2 and 4.6.4, many-sorted varieties are essentially equivalent
to single-sorted varieties that have diagonal pairs. We state these facts explicitly.
Theorem 4.6.5. Let κ be infinite cardinal and S be a cardinal that 0 < S < κ. Then (C, d) 7→ Cd is one
to one correspondence between (isomorphism classes of) single-sorted <κ-ary clones with S-ary diagonal
operations and (isomorphism classes of) S-sorted <κ-ary pure clones. The converse correspondence is
given by M 7→ (H(M), (π(S×S,p2,(s,s)))s∈S).
Here, a <κ-ary clone with an S-ary diagonal operation means a tuple (C, d) that C is a <κ-ary clone
and d ∈ CS , such that there exists (es)s∈S such that (d, (es)s∈S) is a diagonal pair of C. Two clones
with diagonal operations (C, d) and (C ′, d′) are said to be isomorphic if there is an clone isomorphism
φ : C → C ′ such that φ(d) = d′.
Theorem 4.6.6. Let κ be infinite cardinal, S be a cardinal that 0 < S < κ. Let M be an S-sorted <κ-ary










The vertical arrow F is the forgetful functors attaining the underlying family of sets. G is the forget-
ful functor determined by the clone homomorphism d ∈ CDS maps to (πM(S×S,p2,(s,s)))s∈S. The lower
horizontal arrow φ is the functor described in Proposition 4.2.3
4.7 Applications
By the correspondence between many-sorted algebras and single-sorted algebras, many results on single-
sorted algebras are generalised into many-sorted algebras. At the end of this chapter, we will show few
such examples.
4.7.1 Variety theorem
The first example is a many-sorted version of Birkhoff’s characterisation of varieties. (See also [1].
Another version of the many-sorted variety theorem.) We start from compatibility of the homogenization
and generating operators homomorphic images H, subalgebras S and direct products P of the variety.
Definition 4.7.1. Let A = (As)s∈S be an S-sorted algebra.
(1) A subalgebra of A is an S-sorted family B = (Bs)s∈S such that
• Bs ⊂ As for all s ∈ S.
• For a (λ, v)-ary s-valued term operation f of A and (bi)i∈λ ∈
∏
i∈λBv(i), f(bi)i∈λ ∈ Bs holds.
The set of all subalgebras of A is denoted by Sub(A).
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(2) A congruence of A is a subalgebra (θs)s∈S of A2 = (As2)s∈S such that θs is an equivalence relation
on As for each s ∈ S. The set of all congruences of A is denoted by Con(A).
Proposition 4.7.2. Let M be an S-sorted clone, A be an M -algebra.
(1) If B = (Bs)s∈S ∈ Sub(A), then H(B) :=
∏
s∈S Bs ∈ Sub(H(A)). Conversely, any subalgebra of
H(A) is described as in the form H(B) by B ∈ Sub(A).




θs := {((as)s∈S , (bs)s∈S) ∈ (H(A))2 | ∀s ∈ S; (as, bs) ∈ θs} ∈ Con(H(A)).
Conversely, any congruence of H(A) is described as in the form H(θ) by a congruence θ ∈ Con(A).
(3) If θ ∈ Con(A), then H(A/θ)≃H(A)/H(θ).








Proof. We only show that any subalgebra of H(A) is of the form H(B), where B is a subalgebra of A.
Other parts are easy or proved in the similar way.
If H(A) = ∅, then the assertion is trivial. Thus, we assume As ̸= ∅ for all s ∈ S. Let B′ be a
subalgebra of H(A). Define
Bs := {b ∈ As | ∃(at)t∈S\{s} ∈
∏
t∈S\{s}
At; (b, (at)t∈S\{s}) ∈ B′}.
Clearly, B′ ⊂
∏
s∈S Bs holds. We show
∏
s∈S Bs ⊂ B′. Let (bs)s∈S ∈
∏
s∈S Bs. By the definition of Bs,
there exist (cst)t∈S ∈ B′ (s ∈ S) such that css = bs. Let d = (π(S×S,p2,(s,s)))s∈S be the diagonal term.
Then
B′ ∋ d((cst)t∈s)s∈S = (css)s∈S = (bs)s∈s.
Remark 4.7.3. If M is a pure clone, then the underlying family of sets of any subalgebra of an M -
algebra A is pure. In this case, the correspondence B 7→ H(B) between Sub(A) and Sub(H(A)) is
bijective. On the other hand, this correspondence may not be bijective if M is not pure. For a simple
example, S = 2 = {0, 1}, M be the trivial 2-sorted clone (that is, the 2-sorted clone only consists of
projection constants) and A = (Ai)i∈2 = (A0, A1), then both (∅, A1) and (A0, ∅) are members of Sub(A),
and correspond to ∅ = ∅ ×A1 = A0 × ∅.
Theorem 4.7.4. Let M be an S-sorted pure clone, K be a class of M -algebras. Then the variety V(K)
generated by K coincides with HSP(K).
Proof. We show
H(V(K)) = V(H(K)) = HSP(H(K)) = H(HSP(K)). (4.7.1)
The second equality is Birkhoff’s variety theorem for classes of single-sorted algebras (Theorem 3.2.1).
The last equality follows from Proposition 4.7.2.
The first equality is proved as follows. For f, g ∈ Hλ(M), where f = (fs)s∈S , g = (gs)s∈S , the
following equivalence holds:
H(V(K)) |= f = g ⇐⇒ ∀s ∈ S; V(K) |= fs = gs
⇐⇒ ∀s ∈ S; K |= fs = gs
⇐⇒ H(K) |= f = g
⇐⇒ V(H(K)) |= f = g.
It means the equational theories defining V(H(K)) and H(V(K)) coincide with each other. Therefore,
H(V(K)) = V(H(K)) holds. By (4.7.1) and Theorem 4.6.6, V(K) = HSP(K) holds.
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Remark 4.7.5. As noted in Section 1.2, the above clone-based formulation includes type-based formu-
lation as the case that M is a free clone. Thus, Theorem 4.7.4 above is essentially equivalent to usual
formulation of the variety theorem.
4.7.2 Relational clone and categorical equivalence
Denecke and Lüders proved in [7] that categorical equivalence of single-sorted finite algebras is charac-
terised by their relational clones. In Section 3.5 of this thesis, it is generalised to single-sorted infinitary
infinite algebras. In this subsection, we introduce the notion of a relational clone of a many-sorted alge-
bra, and we show that a relational clone of an algebra such that the clone of its term operations is pure
is isomorphic to the relational clone of its homogenization. As a consequence of this fact, we will obtain
a characterisation of categorical equivalence by isomorphism relation of corresponding relational clones
for many-sorted pure algebras.
Definition 4.7.6. Let A be an S-sorted <κ-ary algebra, κ′ be a cardinal. A <κ′-ary relational clone of
A is the family Inv<κ′(A) = (Invµ(A))µ<κ′ , where Invµ(A) = {H(B) | B ∈ Sub(A)}, namely, Invµ(A) is




fs ∈ Clo(λ×S,p2,s)(A), (ai,j,t)(t,j)∈S×µ ∈ r (for i ∈ λ)
=⇒ (fs(ai,j,t)(i,t)∈λ×S)(s,j)∈S×µ ∈ r.
Here, Clo(λ,v,s)(A) is the set of all (λ, v)-ary s-valued term operations of A. A member of Invµ(A) is said
an µ-ary invariant set of A.
Remark 4.7.7. A set r ⊂
∏
j∈µAv(j) (µ is a cardinal, v : µ→ S) is said to be closed for component-wise
operations if the following condition holds: For µ < κ′ and v : µ→ S
fj ∈ Clo(λ,[i7→v(j)],v(j))(A), (ai,j)j∈µ ∈ r (for i ∈ λ)
=⇒ (fj(ai,j)i∈λ)j∈µ ∈ r.
We can consider the set of all closed subsets for component-wise operations instead of the set of invariant
sets. However, this condition considers only on operations related at most one sort. Thus, we should
say this is a concept of the non-indexed product of an one-sorted algebras, rather than a concept of a
many-sorted algebra.
Next, we define the structure of relational clones and define the notion of isomorphisms between
them. As the single-sorted case, invariant sets are closed under primitive-positive definitions. We can
easily verify the many-sorted case by the same way as the single-sorted case.






















where f : ⨿k∈Kµk → µ⨿ ν. Then r ∈ Invµ(A) holds. Here, ⨿ denotes the disjoint union.
Definition 4.7.9. Let κ′, SA and SB be cardinals. Let A and B be SA-sorted, SB-sorted algebra
respectively. A <κ′-ary relational clone homomorphism Inv<κ′(A) → Inv<κ′(B) is a family (φµ)µ<κ′ of







































The next is the main theorem about relational clones of many-sorted algebras. However, the proof is
extremely easy; it follows directly from the definition of the homogenization and relational clone.
Theorem 4.7.10. Let M be an S-sorted <κ-ary pure clone, A be an M -algebra, and κ′ be an arbitrary
cardinal. Then the <κ′-ary relational clone Inv<κ′(A) is isomorphic to Inv<κ′(H(A)).
Proof. By the definition of the homogenization and relational clone,
Invµ(A) ∋ r 7→ {((aj,s)s∈S)j∈µ ∈ (H(A))µ | (aj,s)(j,s)∈µ×S ∈ r} ∈ Invµ(H(A))
is an isomorphism of relational clones. Note that the bijectivity of this correspondence follows from
pureness of M (Remark 4.7.3).
Using the result on single-sorted algebras, we obtain a characterisation of categorical equivalence of
many-sorted algebras.
Corollary 4.7.11. Let Sk be a non-zero cardinal, κ be an infinite cardinal that Sk < κ for k = 1, 2. Let
Ak be an Sk-sorted <κ-ary algebra that the clones of term operations are pure for k = 1, 2. Let κ′ be an
infinite cardinal that satisfies
λ < κ =⇒ |A1|λ, |A2|λ < κ′,
where |Ak| is the product cardinal
∏
s∈Sk |Ak,s|. Then the following assertions are equivalent.
(1) There exists a categorical equivalence V(A1) → V(A2) that maps A1 to A2.
(2) The relational clones Inv<κ′(A1) is isomorphic to Inv<κ′(A2).
Proof. This corollary follows from Theorem 4.6.6, Theorem 4.7.10 and Theorem 3.5.1.
4.7.3 Mal’cev type characterisation
As a special case of invariant relations, there are bijective correspondences between subalgebras or con-
gruences of a many-sorted algebra and subalgebras or congruences of its homogenization. This fact
implies various many-sorted generalisation of results on single-sorted algebras. As an example, we show
characterisation theorems of congruence properties by term existence conditions.
The first example is Mal’cev’s characterisation of congruence permutability. To make precise, we start
from a definition.
Definition 4.7.12. Let A be an S-sorted algebra.
(1) Let θs, ηs ⊂ As2 for each s ∈ S. The relational product θ ◦ η of θ = (θs)s∈S and η = (ηs)s∈S is
defined by the sort-wise relational product (θs ◦ ηs)s∈S .
(2) An algebra A is said to be congruence permutable if θ ◦ η = η ◦ θ for all θ, η ∈ Con(A).
(3) A class of algebras K is said congruence permutable if all members of K are congruence permutable.
Theorem 4.7.13. Let M be an S-sorted pure clone. Then the following conditions are equivalent.
(1) V(M) is congruence permutable.
(2) V(H(M)) is congruence permutable.
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(3) There exists p ∈ H3(M), called Mal’cev term, that satisfies
p(π(2,0), π(2,0), π(2,1)) = π(2,1), p(π(2,0), π(2,1), π(2,1)) = π(2,0),
where 2 is a two-element set {0, 1}.
(4) For each s ∈ S, there exists ps ∈M(3×S,p2,s) such that
ps((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S) = π(2×S,p2,(1,t)),
ps((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S , (π(2×S,p2,(1,t)))t∈S) = π(2×S,p2,(0,t)).
(5) For each s ∈ S, there exists ps ∈M3s→s such that
ps(π(2s→s,0), π(2s→s,0), π(2s→s,1)) = π(2s→s,1),
ps(π(2s→s,0), π(2s→s,1), π(2s→s,1)) = π(2s→s,0).
Proof. (1) ⇔ (2) is an easy consequence of Proposition 4.7.2.
(2) ⇔ (3) is well known Mal’cev’s theorem (See e.g.[6, Theorem 12.2]).
(3) ⇔ (4) follows from the definition of the homogenization.
(5) ⇒ (4) is trivial.
(1) ⇒ (5): Let F be a rank (3δst)t∈S free algebra, namely, there are three elements a, b, c of the sort
s such that {a, b, c} freely generates F . Let θ and η be congruences of F generated by (a, b) and (b, c)
respectively. Then (a, c) ∈ θ ◦ η = η ◦ θ, namely, there is x ∈ Fs such that (a, x) ∈ η, (x, c) ∈ θ. Let ps
be the term corresponding to x, then equations stated in Condition (5) hold.
Corollary 4.7.14. Let C be a <κ-ary single-sorted clone, (d, (es)s∈S) be a diagonal pair of C. Then the
following conditions are equivalent.
(1) The variety V(C) is congruence permutable.
(2) The variety V(es(C)) is congruence permutable for all s ∈ S.
Proof. Condition (1) of this corollary is equivalent to that Vd satisfy the condition (1) of the previous
theorem. Condition (2) of this corollary is equivalent to that Vd satisfy the condition (5) of the previous
theorem. Thus, these conditions are equivalent.
Similar results hold about the congruence distributivity, the modularity, etc.. However, many results
on linear Mal’cev condition that does not fixed the number (or the form of equation) depend on finiteness
of the arity of the objective varieties. In such the cases, the corresponding results on many-sorted varieties
are limited. Moreover, we can construct some counter examples of infinitary or infinitely many-sorted
classes by using the correspondence of many-sorted and single-sorted algebras.
We only show a generalisation of a characterisation of the congruence distributivity.
Theorem 4.7.15. Let S be a finite set, M be an S-sorted finitary pure clone. Then the following
conditions are equivalent:
(1) V(M) is congruence distributive.
(2) V(H(M)) is congruence distributive.
(3) There are an integer n ≥ 0 and d0, . . . , d2n ∈ H3(M), which are called Jónsson terms of length n
in this thesis, that satisfy the following equations:
d0 = π(3,0), d2n = π(3,2)
di−1(π(2,0), π(2,1), π(2,0)) = di(π(2,0), π(2,1), π(2,0)) (1 ≤ i ≤ 2n)
d2i(π(2,0), π(2,0), π(2,1)) = d2i+1(π(2,0), π(2,0), π(2,1)) (0 ≤ i ≤ n− 1)
d2i−1(π(2,0), π(2,1), π(2,1)) = d2i(π(2,0), π(2,1), π(2,1)) (1 ≤ i ≤ n)
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(4) There exists an integer n ≥ 0 such that, for each s ∈ S, there exist ds,i ∈ M(3×S,p2,s) (0 ≤ i ≤ 2n)
that satisfy the following equations:
ds,0 = π(3×S,p2,(0,s)), ds,2n = π(3×S,p2,(2,s)),
ds,i−1((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S , (π(2×S,p2,(0,t)))t∈S)
=ds,i((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S , (π(2×S,p2,(0,t)))t∈S), (1 ≤ i ≤ 2n)
ds,2i((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S)
=ds,2i+1((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S), (0 ≤ i ≤ n− 1)
ds,2i−1((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S , (π(2×S,p2,(1,t)))t∈S)
=ds,2i((π(2×S,p2,(0,t)))t∈S , (π(2×S,p2,(1,t)))t∈S , (π(2×S,p2,(1,t)))t∈S), (1 ≤ i ≤ n)
(5) For each s ∈ S, there exist an integer n ≥ 0 and ds,i ∈ M(3×S,p2,s) (0 ≤ i ≤ 2n) that satisfy the
same equations displayed in the previous condition.
(6) For each s ∈ S, there exist an integer n ≥ 0 and ds,i ∈M3s→s (0 ≤ i ≤ 2n) that satisfy the following
equations:
ds,0 = π(3s→s,0), ds,2n = π(3s→s,2),
ds,i−1(π(2s→s,0), π(2s→s,1), π(2s→s,0)) = ds,i(π(2s→s,0), π(2s→s,1), π(2s→s,0)), (1 ≤ i ≤ 2n)
ds,2i(π(2s→s,0), π(2s→s,0), π(2s→s,1)) = ds,2i+1(π(2s→s,0), π(2s→s,0), π(2s→s,1)), (0 ≤ i ≤ n− 1)
ds,2i−1(π(2s→s,0), π(2s→s,1), π(2s→s,1)) = ds,2i(π(2s→s,0), π(2s→s,1), π(2s→s,1)). (1 ≤ i ≤ n)
Proof. Equivalence of (1), (2), (3) and (4) are similar to corresponding equivalence of Theorem 4.7.13.
(2) ⇔ (3) is known as Jónsson’s theorem (See e.g. [6, Theorem 12.6]). (5) ⇒ (4) easily follows from
finiteness of S. (6) ⇒ (5) is trivial.
(1) ⇒ (6): Let F be a rank (3δst)t∈S free algebra of V(M), {a, b, c} be a set of free generators of F .
Let θ, η, ζ be the congruences of F generated by (a, c), (a, b), (b, c) respectively. Then
(a, c) ∈ θ ∧ (η ∨ ζ) = (θ ∧ η) ∨ (θ ∧ ζ).
By finiteness of the arity of M , the join in congruence lattice is described as α∨β =
∪
n∈N(α◦β)n, where
(α ◦ β)n denotes the k-th relational power of α ◦ β. Thus, there are x0, . . . , x2n such that
x0 = a, x2n = c, (x2i, x2i+1) ∈ θ ∧ η, (x2i−1, x2i) ∈ θ ∧ ζ.
The terms ds,i corresponding to xi satisfy the equations stated in Condition (6).
The next is a counter example of an infinitary variety for Jónsson’s Theorem.
Example 4.7.16. Let S = N = ℵ0. Let Cn be the <ℵ1-ary clone defined by the following presentation:
• The set of generators consists of 3-ary elements d0, . . . , d2n and a nullary element u.
• The set of fundamental relations consists of Jónsson equations, that is, equations displayed in
Condition (3) of the previous theorem.
Let C be the direct product clone
∏
n∈N Cn and define
d = (π(ℵ0,i))i∈ℵ0 ∈ Cℵ0 , en = (π(1,0), (u)i∈ℵ0\{n}) ∈ C1
for n ∈ ℵ0. (Intuitively, d and en are the operations such that d : ((aij)j∈N)i∈N 7→ (ajj)j∈N and
en : (ai)i∈N 7→ (an, (u)i∈N\{n}).) Then (d, (en)n∈N) is a diagonal pair of C. Moreover, the following
assertions hold.
(1) V(C) and V(Cd) are congruence distributive.
(2) C does not have Jónsson terms.
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(3) Cd has terms that satisfy the equations stated in (6) of the previous theorem.
(4) Cd is essentially finitary.










is congruence distributive. Here, ⊗n∈NV(Cn) denotes non-indexed product of the family {V(Cn)}n∈N of
varieties. Since the correspondence described in Proposition 4.7.2 preserves join and meet of congruence,
V(Cd) is also congruence distributive.
(2) If C has Jónsson terms of length n, then Cn+1 also has Jónsson terms of length n. It is verified
by the induction on n that this is impossible.
(3) It is easily verified that en(C) is isomorphic to Cn. Particularly, en(C) has Jónsson terms. These
are nothing but the assertion that there are terms satisfying Condition (6) of the previous theorem.
(4) Let f ∈ Cd,(ℵ0,v,n), where v : ℵ0 → N and n ∈ N. By the definition of the heterogenization, f
is represented by f̃ ∈ Cℵ0 such that en ◦ f̃ = f̃ . This condition implies that the n-th component of f̃
is an element of Cn (it is finitary), and other components are u (depend no variables). Therefore, f̃ ,
particularly f , is finitary.
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[20] László Zádori: Relational sets and categorical equivalence of algebras, Int. J. Algebra Comput. 7
(1997), 561-576
