We consider the adversarial convex bandit problem and we build the rst poly(T )-time algorithm with poly(n) √ T -regret for this problem. To do so we introduce three new ideas in the derivative-free optimization literature: (i) kernel methods, (ii) a generalization of Bernoulli convolutions, and (iii) a new annealing schedule for exponential weights (with increasing learning rate). The basic version of our algorithm achieves O(n 9.5 √ T )-regret, and we show that a simple variant of this algorithm can be run in poly(n log(T ))-time per step at the cost of an additional poly(n)T o(1) factor in the regret. These results improve upon the O(n 11 √ T )-regret and exp(poly(T ))-time result of the rst two authors, and the log(T ) poly(n) √ T -regret and log(T ) poly(n) -time result of Hazan and Li. Furthermore we conjecture that another variant of the algorithm could achieve O(n 1.5 √ T )-regret, and moreover that this regret is unimprovable (the current best lower bound being Ω(n √ T ) and it is achieved with linear functions). For the simpler situation of zeroth order stochastic convex optimization this corresponds to the conjecture that the optimal query complexity is of order n 3 /ε 2 .
INTRODUCTION
Derivative-free optimization has a long history, going back at least to [27] (see [12] for more on its history and applications). Perhaps surprisingly, the information-theoretic limits for this problem are not yet understood even for bounded convex functions. In the * The corresponding author Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. STOC'17, Montreal, Canada © 2017 ACM. 978-1-4503-4528-6/17/06. . . $15.00 DOI: 10.1145/3055399.3055403 noiseless case [26] (improving upon a result of [23] ) shows that O(n 2 log(n/ε)) function value queries are su cient to nd an ε-approximate minimizer of a convex function (for comparison it is known that Θ(n log(1/ε)) gradient queries are necessary/su cient, [21, 24] ). On the other hand with noisy function evaluation the current state of the art in [6] is that O(n 7.5 /ε 2 ) queries are su cient, and that Ω(n 2 /ε 2 ) queries are necessary (this lower bound holds even for linear functions, [13] ). An even more di cult scenario (where much less is known) is the robust setting where an adversary can arbitrarily corrupt an ε-fraction of the queries. It is only recently that methods with the optimal ε-scaling for the number of queries (i.e., 1/ε 2 ) were discovered for the robust setting [10, 18] . However those methods are inherently exponential-time (more precisely [10] is poly(n log(1/ε))/ε 2 for the number of queries and exp(poly(n/ε))-time while [18] is log(1/ε) poly(n) /ε 2 for both the query and time complexity). We note that in [30] it is shown for another model of corrupted queries (namely each query can be adversarially modi ed by at most ε) that the exponential dependency on the dimension is unavoidable for some values of ε = Ω(1/poly(n)). A key contribution of this paper is to give a polynomial-time method for the robust setting described above. Furthermore we conjecture that a modi cation of our new algorithm (whose pseudo-code is given on the last page) could need as few as O(n 3 /ε 2 ) queries, which we conjecture to be optimal even without adversarial noise. Our results hold in the more general context of bandit convex optimization which we describe next in Section 1.1. We give a primer of our contributions in Section 1.2. More related works are described in Section 1.3. Finally the introduction is concluded in Section 1. 4 with some open problems that our work raises.
Bandit Convex Optimization
We study adversarial bandit convex optimization on a convex body K ⊂ R n . It can be described as the following sequential game: at each time step t = 1, . . . ,T , a player selects an action x t ∈ K, and simultaneously an adversary selects a convex loss function t : K → [0, 1]. The player's feedback is its su ered loss, t (x t ). The player has access to external randomness, and can select her action x t based on the history (x s , s (x s )) s <t . The player's perfomance at the end of the game is measured through the regret
t (x t ) − min
which compares her cumulative loss to the smallest cumulative loss she could have obtained had she known the sequence of loss functions. Without loss of generality we assume that K contains a unit ball 1 and for normalization purposes we assume that the diameter 2 of K is at most T . Furthermore without loss of generality we can also assume that the losses t are T -Lipschitz (one can simply restrict to a slightly smaller subset of K). Our main contribution is to give the rst O(poly(n)
and poly(T )-time algorithm for bandit convex optimization: T 1.1. The algorithm described in Section 4.2 satis es with probability at least 1 − 1/T , for some universal constant c > 0, 3 R T ≤ c n 9.5 log 7.5 (T ) √ T .
(1) Furthermore the algorithm can be modi ed, at the cost of an additional poly(n) factor (respectively a poly(n)T o(1) factor) in the regret, such that each step can be run in poly(n log(T ))T -time (respectively poly(n log(T ))-time), provided that K is a polytope described by poly(n) constraints whose coe cients are rational numbers with absolute values of numerators and denominators bounded by poly(T ).
In this extended abstract we give the proof of (1) . The polynomial time modi cation of the algorithm can be found in the full version [11] .
We conjecture that in fact a much stronger statement holds true (see Section 1.4 for more on this conjecture). C 1.2. There exists an algorithm such that each step takes poly(n log(T ))-time (under the same assumption on K as in Theorem 1.1) and which achieves ER T = O(n 1.5 √ T ). Furthermore no algorithm can achieve a better regret bound for large n and T . antee for bandit convex optimization. We develop several new ideas to achieve this result. We give a brief summary of these ideas below. Let M be the set of probability measures on K, and let F be the set of measurable functions from K to R. In order to avoid overloading notation we will use the same symbol for a measure p ∈ M and for its density with respect to the Lebesgue measure.
Contributions
For p ∈ M, f ∈ F we denote p, f = ∫ f (x)dp(x). A Dirac mass at x is denoted by δ x .
Kernel Methods.
A major di culty of the convex bandit problem compared to the linear bandit case is that there is no obvious unbiased estimator of t based only on the observation of t (x t ) (while in the linear case one gets an estimator via a one-point linear regression). We go around this issue as follows. Let us x a kernel K :
With a slight abuse of notation the kernel K acts on probability measures p ∈ M as Kp(x) = ∫ K(x, )dp( ) and on functions f ∈ F via the adjoint
is a linear combination of functions K(x, ·) with weights given by the function values of f , and thus one has an obvious unbiased estimator for K * f based on bandit feedback! More precisely, using f (x) where x was sampled from some probability distribution q,
By playing a no-regret strategy with the unbiased estimator described above one can hope to control instantaneous regrets 2 The diameter only appears logarithmically in our bound. We choose a concrete upper bound on it only to simplify the upcoming equations. 3 Throughout the paper, we assume T > n, for otherwise Theorem 1.1 is trivially true. of the form p − δ x , K * f (this represents the regret of playing from p -which would be the distribution recommended by the noregret strategy-instead of playing x when the loss is K * f ). A key observation is that, by de nition of the adjoint, the latter quantity is equal to K(p − δ x ), f . Since one is interested in controlling the regret when the loss is f (rather than K * f ) this idendity suggests that instead of playing a point sampled from p one should play from Kp. It then only remains to relate Kp − δ x , f (which is the instantaneous regret of playing from Kp instead of playing x when the loss was f ) to K(p − δ x ), f (which is the term that we hope to be able to control when p comes from a no-regret strategy with the estimator described in the previous paragraph).
The above idea is detailed in Section 2 (we use continuous exponential weights as the no-regret strategy).
Generalized Bernoulli Convolutions.
As we just explained in Section 1.2.1 we want to nd a kernel K such that Kp −δ x , f K(p − δ x ), f for all convex functions f and all points x ∈ K. We note that for any λ ∈ (0, 1) one has
(2) Leveraging the fact that f is convex we see that a natural kernel to consider is such that Kδ x is the distribution of (1 − λ)Z + λx for some random variable Z to be de ned. Indeed in this case one has
Thus this kernel satis es the right hand side of (2) if Z is de ned to be equal to Kp, that is Z satis es the following distributional identity, where X ∼ p,
If (3) holds true we say that Z is the core of p. It is easy to see that the core always exists and is unique by taking Z = +∞ k =0
(1 − λ) k λX k where X 0 , X 1 , . . . are i.i.d. copies of X . Interestingly such random variables have a long history for the special case of a random sign X where they are called Bernoulli convolutions, [15] . Our notion of core can thus be viewed as a generalized Bernoulli convolution. We refer the reader to [25] for a survey on Bernoulli convolutions, and we simply mention that the main objective in this literature is to understand for which values of λ is the random variable Z "smooth" (say for instance absolutely continuous with respect to the Lebesgue measure). As we will see the smoothness of the core will also be key for us (it will allow to control the variance of the unbiased estimator described in Section 1.2.1). In order to avoid the di culties underlying Bernoulli convolutions we will in fact build a kernel based on a Gaussian core (which can be viewed as some Gaussian approximation of the real core). These ideas are detailed in Section 4.1.
We emphasize that the kernel K proposed above depends on the distribution p which in our application will change over time (this will be the exponential weights distribution). Having an adaptive kernel is key for low regret. Indeed for any xed kernel there is a tradeo between making K * f very smooth (in which case the corresponding estimator will have a small variance) and on the other hand having K * f faithfully represent where the minimum of f is. As time goes by and the exponential weights distribution focuses on a smaller region of space, the kernel should trade o some smoothness far from this region for more accuracy in the approximation of f by K * f in this region. Naive ideas such as simply taking a convolution with a xed Gaussian cannot achieve this tradeo and could not lead to small regret.
Finally the dimension 1 case turns out to be special and we were able to design a much simpler kernel for this situation: we replace the core of p by a Dirac at the mean of p, and instead of a xed λ we take it to be uniformly distributed in [0, 1]. The analysis of this kernel is described in Section 3 where we prove a slightly better regret bound than the one given by Theorem 1.1 for n = 1, namely we prove a (pseudo-)regret upper bound of order log(T ) √ T .
Focus
Region, Restart, and Annealing Schedule. The highdimensional algorithm (described in Section 4.2) needs to deal with one more di culty. In dimension 1 we will see that our kernelized loss estimator has a controlled variance. On the other hand in higher dimensions the variance will only be controlled within a certain focus region which depends on p, and in particular we can only control the regret with respect to points in this focus region. Taking inspiration from [18] we then add a testing condition to the algorithm which ensures that, at any round, if the test succeeds then the optimum is within the focus region, and if the test fails then we have negative regret and thus we can safely restart the algorithm. In order to ensure the negative regret property we devise a new adaptive learning rate for exponential weights: basically each time the covariance of the exponential weights changes scale we increase the learning rate so as to make sure that we can quickly adapt to any movement of the adversary, see Section 5.4 and Section 5.5.
Polynomial Time Version.
In the full version [11] we brie y describe how to modify the algorithm described in Section 4.2 to make it a polynomial-time method. The modi cation mainly relies on existing results concerning sampling/optimization of approximately log-concave functions, but also requires a few tweaks to the parameters of the algorithm, as well as a slightly di erent constructions of the kernel and the focus region we alluded to above.
Related Work
The study of bandit convex optimization was initiated in [16, 20] . These papers proved that a gradient descent-type strategy with a one-point estimate of the gradient achieves O(poly(n)T 3/4 )-regret. Without further assumptions on the problem this remained the state of the art bound for a decade, until [10] proved via an information theoretic argument that there exists a strategy with O(poly(n)
regret (in particular by approximately solving the minimax problem this also gives a exp(poly(T ))-time algorithm). Many subcases of bandit convex optimization were investigated during that decade with no progress on the general problem. Most notably the minimax regret for the linear bandit problem (with the bounded loss assumption) is known to be Θ(n √ T ) thanks to [1, 8, 13] (this linear case is especially important in practical applications of bandit algorithms because of its connection to the contextual bandit problem, see [7] ). Beyond the linear case there were three other subcases of bandit convex optimization with √ T -regret known before [10] : [3] for the so-called stochastic case where [17] for the strongly-convex and smooth case (see [2, 14, 28] for some improvements on the T 3/4 -regret with either only strong convexity or only smoothness), and nally (iii) O( √ T )-regret in [9] for the case n = 1 (this paper was the rst one to propose the information theoretic approach to control the minimax regret for bandit convex optimization). The rst "explicit" √ T -regret algorithm for general bandit convex optimization was recently proposed in [18] . The drawback of the latter result is that the regret (as well as the time complexity) is exponential in the dimension n (while [10] shows that a poly(n) guarantee is achievable).
As we alluded to in the introduction, a closely related problem is the one of zeroth order stochastic convex optimization: the losses t form an i.i.d. sequence and one is only interested in the optimization error (also known as simple regret):
(note that a bound on the cumulative regret R T implies a bound on the simple regret by taking the center of mass of the points played). One important application of bandit convex optimization is to give algorithms for zeroth order stochastic convex optimization which are robust to some amount of adversarial noise. Without adversarial noise the current state of the art is [6] which gives a O(n 3.25 / √ T )-simple regret algorithm, while [29] shows that the simple regret has to be Ω(n/ √ T ) even under the strong convexity assumption. We believe that an appropriate modi cation of our algorithm should be robust to some adversarial noise and have a O(n 1.5 / √ T )-simple regret for any bounded convex function, and furthermore that this might be the optimal guarantee for this problem (see Conjecture 1.2). We also note that the general O(n 3.25 / √ T ) bound can be improved for various subclasses of convex functions using the known results mentioned above for the bandit optimization setting (e.g., O(n/ √ T ) for linear functions or O(n 3/2 / √ T ) for strongly-convex and smooth functions). Another improvement (which also applies with adversarial noise, though it does not extend to the bandit setting) due to [4] is that the bound O(n/ √ T ) for linear functions can be generalized to in nitely smooth convex functions (interestingly their algorithm is "kernel-based" too, although their version is quite di erent from ours, and in particular their loss estimator is always a linear function).
Open Problems
The main open problem that remains is to prove Conjecture 1.2 (or otherwise nd the optimal dependence on the dimension). The proposed dimension dependency n 1.5 comes from the following heuristic calculation. Instead of taking the Gaussian core to de ne the high-dimensional kernel one can take the real core and assume (heuristically) that the core is Gaussian. Furthermore instead of applying Azuma-Hoe ding one can use Bernstein-Freedman, which essentially allows in Lemma 4.3 to remove the term R 1 R 2 in ζ (in this case ζ would be an upper bound on the variance rather than an upper bound on the magnitude of the loss estimate). Ignoring the whole issue of the focus region (i.e., the fact that we only control the variance within a small region) this leads to a regret scaling in n 1.5 . We also note that the same dimension dependency is obtained in [17] for strongly-convex and smooth functions, and there too it seems impossible to improve the dimension dependency without fundamentally new ideas.
It is quite plausible that Conjecture 1.2 is wrong and that in fact a O(n √ T )-regret is attainable for all convex functions. An interesting direction to gain con dence in Conjecture 1.2 would be to prove that Ω(n 3/2 √ T )-regret is unavoidable. The di culty there is the following: given a query point x t the best the adversary could have done is to play a linear function (since this would give a smaller loss at all other points), yet if the player knew that the adversary plays linear functions then she can do one-point linear regression and get a O(n √ T )-regret. Thus to show the lower bound in Conjecture 1.2 one needs to quantify precisely the relation between the player's information gain and the non-linearity in the loss (this in turn would allow to write explicitly the adversary's trade-o between loss and information).
Besides proving Conjecture 1.2 there are several opportunities to reduce the current dimension dependency. We essentially lose in the dimension in three places: (i) Gaussian core instead of real core (Section 4.1), (ii) Hoe ding instead of Bernstein (Section 5.3), and (iii) to prove negative regret when one restarts (Section 5.5) the focus region (and in particular the value of α) is larger than what it should be to merely contain most of the mass of the exponential weights which in turn lead to a larger magnitude for the loss estimate. Improving any of these points seem di cult. For example for (i) (but not (i) and (ii) together) it would be su cient to show that E X ∼c (λ|∇ log c(X )|) is nite for λ small enough and c the core of an approximately log-concave measure. Replacing the map s → exp(s) by s → s 2 in the previous expression one gets the Fisher information of the core. A lot of machinery has been developed to control the Fisher information of repeated convolution of log-concave random variables (note that the core can be viewed as a sort a repeated convolution), see e.g. [5, 19] . It would interesting to see if some of those techniques can be used here. We also note that to avoid some of the basic number theoretic obstructions of Bernoulli convolutions one might want to take a randomized value of λ in the de nition of the core.
Another natural question that our work raises is whether the focus region (and the restart idea) is really necessary. Perhaps the strategy described in Section 2 together with the high-dimensional kernel (Section 4.1) could be enough to prove Theorem 1.1. At least for the so-called stochastic case (where 1 , . . . , T is an i.i.d. sequence) it seems like the restart should not play any role (as we explain in Section 4.2 the restart takes care of the situation where the adversary makes us zoom in on a small region and then moves the optimal point far away from this region). A basic question is whether one can prove that the restart condition is never satis ed (with high probability) in the stochastic case.
Finally we wonder if one could use gradient descent instead of exponential weights in our kernelized framework. Intuitively in our high-dimensional algorithm (Section 4) the distribution p t is concentrated around its centroid and t is not far from a linear function so that when we multiply p t by exp(−η t ) it basically moves the centroid in the direction whose expectation is approximately the gradient. A gradient descent type strategy could be bene cial from a computational point of view (for example it would perhaps remove the need to use a log-concave sampler) and furthermore one might use the many tools that were developed to improve gradient descent for various subclasses of convex functions (e.g. smooth or strongly convex, see Section 1.3) and improve the dimension dependency of Theorem 1.1 in those cases.
KERNELIZED EXPONENTIAL WEIGHTS
The central objects in our strategy are a linear map K : M → M, and its adjoint K * : F → F de ned by: for any p ∈ M, f ∈ F , Kp, f = p, K * f . We will focus on linear maps which can be written as follows (with a slight abuse of notation, writing K : K × K → R for the kernel corresponding to the linear map K):
Here, we assume that for every ∈ K one has that K(·, ) is a measurable function satisfying ∫ K K(x, )dx = 1. In particular we then have:
We will also need a slightly non-standard notion of the "square" of K, which we de ne as follows:
We consider the following strategy, which is a kernelized version of continuous exponential weights with bandit feedback: Let p 1 be the uniform measure on K. For any t ≥ 1 let K t be a kernel that depends on p t , which we denote as K t := K[p t ] (see the result below for more on the map p → K[p]). Then one plays x t at random from K t p t , observes t (x t ), and updates p t +1 with the standard continuous exponential weights scheme on the estimated function
Note in particular (see also (9) ) that E x t ∼K t p t t ( ) = K * t t ( ) which one should understand as a coarse approximation of t (where the coarseness depends on K t ). The following result shows that under appropriate conditions on the map p → K[p] this strategy achieves √ T -regret. In dimension 1 we will be able to nd such a map that exactly satis es these conditions (see Section 3) but in higher dimensions (Section 4) the situation is more delicate and we won't apply the theorem below directly. For the sake of simplicity, we focus here on the pseudo-regret:
satis es the following three conditions. There exists ε, λ > 0 such that for any convex and T -Lipschitz function f ∈ F , any x ∈ K, and any p ∈ M,
There exists C > 0 such that for any p ∈ M,
Finally there exists L > 0 such that for any convex and 1-Lipschitz function f ∈ F and any p ∈ M, one has that
Then the strategy described above satis es, with η =
P . Let x * ∈ argmin x ∈K E T t =1 t (x). Note that (5) is equivalent to
and thus one can write
Next, we note that the estimated loss t is an unbiased estimator of K * t t since for any ∈ K,
Thus, the inequality (8) can be rewritten as
In words, inequality (10) shows that the pseudo-regret of our strategy is controlled (up to a multiplicative factor 1/λ) by the pseudoregret of playing basic continuous exponential weights on the sequence of losses 1 , . . . , T . In particular a straightforward calculation used in standard analysis of exponential weights (see below for more details) gives
It only remains to observe that thanks to (6) :
Combining the above inequality with (10) and (11) easily concludes the proof.
For sake of completeness we now give some details on the derivation of (11) . An elementary calculation yields for any q ∈ M,
Using that (x) ≥ 0 for any x ∈ K, and that log(1 +
Now let q be the uniform measure on (1−s)x * +sK. Then since t is LT -Lipschitz (recall that without loss of generality we assume that t is T -Lipschitz) one has (recall also that we assume diam(K) ≤ T ):
and furthermore Ent(q p 1 ) = n log(1/s). This concludes the proof of (11) by taking s = 1/(LT 3 ).
CONSTRUCTION OF A KERNEL IN DIMENSION 1
In this section we assume that K = [0, 1] and let p ∈ M be xed. The objective is to construct a kernel K : [0, 1] × [0, 1] → R which satis es the three conditions of Theorem 2.1. We propose the following simple kernel. De ne µ = E X ∼p X (we assume that µ ≥ ε, the whole argument is easily modi ed if one instead assumes µ ≤ 1 − ε) and denote by [a, b] the segment between a and b. We set
and de ne the linear map K : M → M using equation (4) . In other words, if | − µ | ≥ ε then Kδ is the uniform distribution on the segment [ , µ], while otherwise it is the uniform distribution on [µ − ε, µ]. The adjoint also has a simple description: Using U to denote a uniform random variable in [0, 1], we have
It is clear that if f is 1-Lipschitz then so is K * f on [0, µ + ε) and [µ + ε, 1], and thus with the notation of Theorem 2.1 one can take 4 L = 1. Let us now check condition (5). First observe that if |x −µ | < ε then the T -Lipschitzness of f implies (5) with λ = 1 and with T ε instead of ε. On the other if |x − µ | ≥ ε we use the convexity of f as follows:
where the second inequality follows from Jensen's inequality and the fact that the mean µ of Kp veri es |µ − µ | ≤ 2ε. This directly implies (5) with λ = 1/2. Thus it only remains to check (6) . For this we use
and in particular
Thus with ε = 1/T 2 , L = 1, λ = 1/2 and C = 2 log(eT 2 ) one nally obtains the following upper bound on the pseudo-regret of our kernel-based strategy with the kernel described in (12):
THE HIGH-DIMENSIONAL CASE
As we already mentioned the case n ≥ 2 turns out to be much more challenging than the one-dimensional case. Here we won't be able to use Theorem 2.1 directly (however we will verify similar properties to those mentioned in Theorem 2.1). In this section we describe the high-dimensional kernel and the high-dimensional algorithm, in the next section we give its regret analysis Let us rst introduce a few additional notations. We denote by µ(p) and Cov(p) the mean and covariance of p, and E p (r ) := {x ∈ R n : x − µ(p) Cov(p) −1 ≤ r } where for a positive semide nite matrix A we denote x A := √ x Ax. We say that p is ε-approximately log-concave if there exists a log-concave function f such that for any
. Also for a function f : Ω → R we denote f * = min x ∈Ω f (x).
The High-Dimensional Kernel
We describe here our proposed kernel map p → K[p] which depends on two parameters ε ∈ (0, 1) and λ ∈ (0, 1/2) to be speci ed later (eventually ε will be a small numerical constant and λ will be O(1/poly(n))). Let us x a measure p and let
be the Gaussian core of p (this terminology will be explained in Section 4.1.1). The linear map K[p] is then de ned by: for any
and X ∼ q. In other words,
We note that K[p]q is not necessarily supported on K and this will lead to minor technical issues.
In Section 4.1.1 we prove the rst key property of this kernel map which is that for an (1/e)-approximately log-concave p, K[p]p convexly dominates 5 c[p] (approximately). We conclude the study of K[p] in Section 4.1.2 with its smoothness properties when p is appropriately truncated. 5 Recall that a measure p convexly dominates a measure q if for any convex function f , one has q, f ≤ p, f .
Convex Domination.
The goal of this section is to prove the following lemma. L 4.1. Let p ∈ M be an (1/e)-approximately log-concave measure supported on a convex body K of diameter at most T . Let f : R n → [0, ∞) be a convex function satisfying f (x) ∈ [0, 1] for all x ∈ K and such that f is non-negative and T -Lipschitz on R n . Then,
Our rst step to prove (13) is the following result proven in the appendix: L 4.2. Let p be an isotropic (1/e)-approximately log-concave measure, and r a centered measure supported on x ∈ R n : |x | ≤ 1 80e . Then one has that r is convexly dominated by p (i.e., for any convex function f , r , f ≤ p, f ).
n log(T ) Cov(p) (we think of r [p] as some sort of Gaussian approximation of p). One cannot apply Lemma 6.5 directly to r [p] since its support is all of R n . However it is easy to see that, if one chooses
, then by Lemma 6.5, we have for any non-negative convex function ,
where (x) := (x)1{x ∈ E p (1/(80e)}. Moreover, an application of Lemma 6.2 gives that (provided that is T -Lipschitz and such that
where we have used the fact that diam(K) ≤ T which implies that
. Thus, we have that
Next we recall the notion of the core of a distribution introduced in Section 1.2.2: we say that q is the core of q if the following distributional equality is satis ed, where
A key observation is that the core of a Gaussian is a Gaussian with smaller variance, more precisely for q = N (0, I n ) one has q = N 0, λ 2−λ I n . In particular we see that c[p] is the core of r [p] (since r [p] is a Gaussian approximation of p this justi es the terminology of Gaussian core of p for c[p]). In other words,
is convex, T -Lipschitz and (µ(p)) ∈ [0, 2]. Thus, by equation (14) we have
Smoothness Properties of K. Observe that K[p](x, )(= (K[p]δ )(x))
is the density at x of (1 − λ)C + λ , where C ∼ c[p], and thus:
We now give a simple but useful lemma, see the full version of the paper for its straightforward proof.
A straightforward consequence of this lemma is the following result on the smoothness properties of the loss estimator.
Then one has that | E p (R 2 ) takes values in [0, ζ ] and is ζ -Lipschitz in · Cov(p t ) −1 (where ζ and ζ are de ned as in Lemma 4.3).
The High-Dimensional Algorithm
A major di culty of the high-dimensional setting is that, on the contrary to the one-dimensional situation, we could not nd a kernel for which the estimate t (x) is controlled for all points x ∈ K (in fact we believe that such a kernel does not exist). Instead, as explained in Lemma 4.4, one can control the variance (and in fact even the magnitude) of t only a small enough ellipsoid E p t (R) for some R to be de ned. In order to enforce the exponential weights distribution to be contained in such an ellipsoid and also to somehow acknowledge the fact that the loss estimates outside of this region are not reliable, we truncate the loss estimate outside of a certain focus region F t ⊂ K (de ned below). Furthermore to make the analysis as clean as possible we want to ignore the possibility that the algorithm plays an atypical point. As we will see the probability of playing outside of
(for some α ≥ 1 de ned below) will be smaller than 1/T 2 . If x t is atypical (that is x t Ω t ) then we will simply set the loss estimate to be 0 (note that with high probability this does not change the behavior of the algorithm). Thus we nally de ne t by
We will take F t large enough so that it contains most of the mass of p t , yet small enough so that the loss estimator is well-behaved. We now observe that this truncation induces a signi cant complication: a priori we do not control anymore the regret with respect to points outside of the focus region. This is where the restart idea comes into play. First, it will be useful to de ne,
where H is the family of linear functions h satisfying (i) h( ) ≤ t ( ) for all ∈ K and (ii) there exists x 0 ∈ int(K) such that h(x 0 ) = t (x 0 ). In other words, we can think of ex t t as the convex extension of t to R n . Next, we de ne
Observe that as long as min x ∈∂F t L t is signi cantly larger than min x ∈F t L t , we know (by concentration of L t around L t -which is yet to be proven-, and by convexity of L t ) that the minimum of L t on K is also in F t , and thus controlling the regret with respect to points in F t is su cient. On the other hand if this is not the case then it means that the adversary made us focus on the region F t , and then later on moved the optimum outside of this region. In particular we can hope to get negative regret with respect to any xed point. This is where we need a last idea: we will ensure that each time the region F t is updated we also increase the learning rate η in the exponential weights, so that if a point in ∂F t \ ∂F t −1 suddenly becomes very good (in the sense that it has small losses) at some later time, our exponential weights distribution will quickly focus on it. We instantiate this idea as follows. The focus region is initialized at F 1 = K. For t ≥ 1 let A t be the following event, for some α ≥ 1,
If A t occurs then we update the focus region and we increase (multiplicatively) the learning rate by (1 + γ ), that is we set η t +1 = (1 + γ 1{A t })η t . The focus region is updated as follows:
With the time-dependent learning rate we modify the the exponential weights distribution p t as follows: let
where
and where q is chosen so that min x ∈F t Q t (x) = 0. The point x t played at round t is chosen as follows: we draw a point X at random from K[p t ]p t and set x t = X when X ∈ K; otherwise we choose x t to be an arbitrary point in K. Finally the restart condition is as follows, for some β > 0.
then restart the algorithm, i.e. act as if time step t + 1 was time step 1 and replace T by T − t.
Assumptions about the Parameter Values.
The algorithm has four parameters, η 1 , α, β, and γ (in addition to the kernel map parameters ε and λ). The exact values for the parameters will be determined later on. However, we will make the following assumptions about our parameters, which will later be veri ed by our choices.
(i) η 1 , λ, β, γ < 1/2, α ≥ 1 and nα
(ii) 0 < ε < 1/e.
(iii) max (η 1
where C , C > 0 denote universal constants which can be taken to be C = 8 and C = 2 30 .
We will take α ≈ n 2 log 2 (T ) (this ensures that E p t (α) contains most of the mass of p t , and more importantly that points on the boundary of E p t (α) have a very large Q-value), γ ≈ 1/(n log(T )) (this will ensure that η T /η 1 ≈ 1), β of constant order, andnally η −1 1 ≈ T n log(T ). The key parameter λ of the kernel will be set small enough so that ζ (hence the bound for t given by Lemma 4.4) will be a numerical constant, namely λ ≈ 1 n 4 α 2 log 2 (T ) ≈ n −8 log −6 T .
ANALYSIS OF THE HIGH-DIMENSIONAL ALGORITHM
Our rst order of business is to understand the concentration properties of L t and Q t , which will in particular show that p t is (1/e)-approximately log-concave, see Section 5.3. Then we adapt the standard analysis of exponential weights to our time-dependent learning rate in Section 5.4. We conclude the regret analysis in Section 5.5. Before all of this we introduce some de ntions in Section 5.1 and we make some simple useful observations in Section 5.2.
Some Central De nitions
Let τ be the minimum between T and the rst time at which the algorithm restarts. Let τ 1 , . . . , τ N be the times in {1, . . . , τ } at which we increase the learning rate, that is η τ i +1 = (1 + γ )η τ i . Next, we consider the events
t := max
A central de nition will be the following "fault" stopping time:
T := inf t ≤ τ ; B t does not hold or x t Ω t ∧ τ . 
Our analysis will be carried out in two central steps:
for a universal constant C > 0 (we can take C = 6 90 ).
and,
Let us now see why a combination of these two facts establishes the nal regret bound, proving Theorem 1.1. P T 1.1. Let us rst denote by T 1 ,T 2 , ...,T k the times in which the algorithm restarts, hence, we set T 1 = τ ; in case τ < T we run the algorithm again which provides another restart time τ and we set T 2 − T 1 = τ and so on, until reaching T k = T . Moreover, denote by T 1 , . . . , T k the respective values of T for each of these rounds. Finally set T 0 = 0.
Let E be the event that T i = T i for all 1 ≤ i ≤ k. An application of Proposition 5.1 gives that whenever E holds, we have
Finally, using Proposition 5.2, the fact that k ≤ T , and a union bound gives
Combining the two last displays completes the proof.
Some Simple Facts
In this section, we establish several facts about F t and t : (i) We will show that F t is contained in the ellipsoid E p t (10nα).
(ii) We will show that the volume of F t is bounded from below by T −Cn and so is det Cov(p t ). (iii) The bound on the volume of F t will yield respective bounds N ≤ Cn logT and, with an appropriate choice of the constant γ , we will get η τ ≤ eη 1 . (iv) Finally, we will show that t is upper-bounded by a constant inside F t and its gradient is bounded in · Cov(p t ) -norm by a power of T .
We begin with,
Observe that at t = 1 this is well-known (see e.g., [22, Section 1.10]). On the other hand for t > 1 we use the following simple lemma: L 5.3. Let K be a convex body and E an ellipsoid centered at the origin. Suppose that Vol(K ∩ E) ≥ 1 2 Vol(K). Then K ⊂ 10nE.
P . By applying a linear transformation, we can clearly assume that E is the unit ball. Let us prove the contrapositive and assume that there is a point x ∈ K with |x | > 10n. Denote s i = 2i 10n , i = 1, .., 5n and consider the sets
Note that those sets are disjoint. Indeed, the intervals (1−s i )[−1, 1]+ |x |s i are disjoint, which implies that the projections of the ellipsoids (1 − s i )E + s i x onto the span of x are disjoint. So, we have
which concludes the proof.
Next, de ne
Moreover, for the sake of the next claim we will need to set β = 4.
The following fact is a simple consequence of the restart condition. C 3. For every t < T we have
P . Assume otherwise, hence assume there exists x ∈ ∂F t ∩ int(K) such that d(x, t ) ≤ 1 T 2 . Then by the de nition of T and by the assumption that s is T -Lipschitz for all s ∈ [T ], which implies that L t is T 2 -Lipschitz, we have that (since ∆
It follows that the restart condition holds true, which is a contradiction to t < T .
As a consequence, we get:
where ω n is the volume of the unit Euclidean ball in R n .
P
. By (19), we deduce that, with B = B t , 1/T 2 ,
Next, by assumption we have that B ⊂ K where B is some ball of radius 1. By convexity, we have (recall also that diam(K) ≤ T )
The second inequality follows from assumption (17) and from the well-known inequality ω n ≥ 1 2 n −2n .
Remark that by construction, we have that Vol(
2 for all i = 0, 1, .., N − 1 (with τ 0 := 1). Together with the last claim, this yields that
≤ 4n log 2 (T ) + n log 2 diam(K) ≤ 5n log 2 T .
At this point, we will set
which implies that η τ /η 1 ≤ e.
Finally, we establish the following lower bound on the covariance of p t :
P . We have by de nition of E p
Vol(E p (r )) = ω n det Cov(p) 1/2 r n where ω n denotes the volume of the unit ball in R n . Moreover, we have by construction and by the previous claim,
Plugging these two equations together yields
Together with equation (17), this completes the proof.
The next claim shows that t is regular in F t : C 6. For all t ∈ [T ] and all ∈ F t , one has that, almost surely,
where (18) we have that F t ⊂ E p t (R 2 ) which gives that
and that |∇f x ( )| ≤ ζ for all ∈ int(F t ). The result now immediately follows by de nition of t , the fact that t (x t ) ∈ [0, 1] almost surely and the bounds λ, ε ≤ 1/2 and nα
We take λ to be small enough so that ζ ≤ e. That is, we set
where C is the constant from the above lemma. With these choices and with the assumption (17) we conclude that
where, in the above, we used the assumption that T is larger than some universal constant.
Concentration
Our goal in this section is to prove Proposition 5.2. We set
which gives that
We begin with two simple estimates concerning large deviations of
For all t ≤ T , one has that
and
P . Equation (28) is a direct consequence of Lemma 6.1 combined with the fact that 10nαλ + 20 √ λε ≤ 1/100 (recall the value of λ given by (25) ). In other words, we have that Ω t = E p t (10nαλ + 20 √ λε). Now, according to equation (18) we have Y ∈ E p t (10nα) almost surely when Y ∼ p t . Thus, we can write
where the last inequality follows for example as an application of Lemma 6.2. The proof is complete.
We also need the following bound: L 5.5. For every t ≤ T and for any ∈ F t , one has that
P . Since t (x) = ex t t (x) for all x ∈ Ω t , and since both functions are T -Lipschitz on the interior of Ω C t , it follows that
We thus have
where the last inequality is an application of Lemma 6.2.
Consider the ltration F t = σ ( 1 , x 1 , 2 , x 2 , . . . , t , x t , t +1 ). We de ne the random variables
and moreover we set
, and
We claim that these four functions are martingale di erences with respect to the ltration F t : C 7. For all t ≥ 1 and all ∈ K, we have almost surely that
P . A key observation towards proving the claim is that, for all ∈ F t ,
This immediately shows that, for every t ≥ 1 and ∈ K, E(U t ( )|F t −1 ) = 0, and the same is true for V t . Moreover, since p t is measurable with respect to F t −1 , which gives, using Fubini's theorem, that E[W t |F t −1 ] = 0. Finally, by the de nition of x t , we have that E[S t |F t −1 ] = 0. This completes the claim.
We will use the Azuma-Hoe ding inequality: T 5.6. (Azuma-Hoe ding) Let c > 0 and let M 1 , M 2 , .. be a martingale satisfying |M t +1 − M t | < c almost surely for all t ≥ 1. Then
We would like to apply the above bound for the martingales t s=1 U s ( ), t s=1 V s ( ), t s=1 W s and t s=1 S s , which requires us to rst prove an almost-sure bound for the respective martingale di erences. To that end, we recall equation (24) and (26) which ensure that, almost surely,
The same argument also ensures that |V t ( )| ≤ e(ζ + 1) ≤ 2e 2 since as we observed in Section 5.2 one has η τ /η 1 ≤ e. Moreover, since by de nition one has that K[p t ]p t , t − t (x t ) ≤ 2, we also have |S t | ≤ 2. Finally the inequality |U t ( )| ≤ 2e implies that
Using equation (34) and a union bound, we get that for any t ≥ 1, for all ∈ K and for all δ > 0, with probability at least 1 − δ ,
(35) We want this to hold simultaneously for all ∈ F t , this is where our estimates on the Lipschitz constant will come to play. We will need the following lemma. L 5.7. Let K ⊂ R n be a convex domain and δ, , M, L > 0. Let F ⊂ K be a random convex subset of K, C a random matrix and f : K → [0, ∞) be a random function, which satisfy the following conditions:
(iii) Almost surely, for all x, ∈ F one has that x − C −1 ≤ 1.
(iv) Almost surely we have
The proof is postponed to the end of the section. We are now ready to prove Proposition 5.2.
We rst claim that
where M = 10e 2 nT logT .
Indeed, suppose that the event T < τ holds. Using Lemma 5.5, we have that for all ∈ F T ,
Following the same argument, we also have that
Finally, we also have by de nition that
A combination of the last 3 displays nally gives (36). Therefore, in order to complete the proof we only need to show (thanks to Lemma 5.4) that
We use equation (35) with δ = T −12n to get that for all x ∈ K, P(f t (x) > M) ≤ δ . Next, de ne = T −4n and C = (10nα) 2 Cov(p t ).
We have according to Claim 4 that Vol(F t ) ≥ Vol(K) almost surely, and according to equation (24) and (26), we have that ∇ t (x) C ≤ 10nαT 2 ≤ T 3 which implies that
Moreover, according to equation (18), we have F t ⊂ E p t (10nα) and thus for all x, ∈ F t we have x − C −1 ≤ 1. According to the above, we may use Lemma 5.7 to deduce that
By using a union bound on t equation (37) follows and the proof is complete.
It remains to prove Lemma 5.7. P L 5.7. Let E be the event that there exists a point x ∈ F with f (x) ≥ 2M. Suppose that the latter event occurs. By convexity, we have that
L . Now, according to (iii) we have that, for all ∈ F , − x C ≤ λ. Thus, using (iv), we get that
Observing that
we deduce that
On the other hand, by Fubini's theorem,
Plugging the last two displays together, we get that
Standard Analysis of Exponential Weights
We adapt here the usual analysis of exponential weights to deal with our adaptive learning rate (η t ). First we restate the usual bound for time-dependent learning rate. L 5.8. Let K ⊂ R n be a compact set with nonempty interior and τ ≥ 2. Let p 1 : K → [0, ∞) be a probability density on K, let f 1 , . . . , f τ : K → [0, +∞) be measurable functions, let η 1 , ..., η τ ∈ (0, +∞) and let K = F 1 ⊃ F 2 ⊃ ... ⊃ F τ be a decreasing sequence of subsets of K with non-empty interior. By induction construct p t , for all 1 ≤ t ≤ τ , by
Then for every x ∈ F τ we have
P . An elementary calculation yields for any x ∈ K,
Using that f t (x) ≥ 0 for any x ∈ K and t ∈ [τ ], and that log(1+s) ≤ s and exp(−s) ≤ 1 − s + s 2 for any s ≥ 0 one has
Plugging the last two displays together concludes the proof of (38).
Using the bounds (24) and (26), we have
Let τ 1 , . . . , τ N the times in {1, . . . , T − 1} at which we increase the learning rate (since T ≤ τ , we have N ≤ N ), that is η τ i +1 =
(1 + γ )η τ i . We observe that for all x ∈ F T , one has
(log p t +1 (x) − log p t (x))
(log p t +1 (x) − log p t (x)) = 1 η T (log p T+1 (x) − log p 1 (x))
Combining the last two displays and using (38) of the previous lemma we nally get for all x ∈ F T T t =1 p t − δ x , t ≤ 1 η T (−Q T (x) + log(Z 1 /Z T+1 ))
| log(Z 1 /Z t )| − γ Q τ i (x) + e 3 η 1 T .
On the other hand, we have for all t ∈ [T + 1],
≤ n(log n + 13) − 1 2 log det Cov(p t ) + 1 2 log det Cov(p 1 )
≤ n(log n + 3 + 4 logT ) ≤ 6n logT .
The above two equations together with (21), (22) and (27) nally yield that for all x ∈ F T ,
which implies, in particular, Q τ i ( ) where L t (x) ∈ F t +1 .
P . By de nition of τ , the fact that t < τ (since, by de nition, T ≤ τ ) implies η 1 ( L t (x) − min ∈F t L t ( )) ≥ β = 4, ∀x ∈ ∂F t +1 ∩ int(K).
On the other hand, the fact that t ≤ T implies that η 1 L t (x) − L t (x) < 1, ∀x ∈ F t +1 .
Combining those two inequalities teaches us that min
It follows by convexity that arg min x ∈K L t (x) ∈ F t +1 . The proof is complete.
Applying the above lemma with t = T − 1 and using the de nition of T and the fact that L t (x) − L t −1 (x) ≤ 1 for all x ∈ K and all t < T , we get that − min ( t (x t ) − t (x)) (43)
where Q = max τ i ≤ T max ∈E T Q τ i ( ).
Finally, we need the following claim in order to nish the proof of Proposition 5.1. For the sake of this claim, we choose α = (2e) 17 n 2 log(T ) 2 .
C 8. Under the event T = τ < T , we have almost surely that Q ≥ 2 16 (n logT ) 2 .
P
. The event T = τ < T means that the restart condition holds true that time τ . Let z ∈ ∂F τ +1 ∩ int(K) be the point that triggered the restart. By de nition, we have that z ∈ E T , which implies that Q ≥ max τ i ≤ T Q τ i (z). Let i ∈ [N ] be the largest integer for which z ∈ int(F τ i ). Since we have that z int(F τ i +1 ), by construction of F t we have that
which implies that z int(E p τ i +1 (α)).
An application of Lemma 6.4 with p = p τ i +1 and ε = 1/e now gives that α ≤ z − µ(p) Cov(p) −1 ≤ exp(17) Q τ i (z) + 10n log n) .
The choice of α in (47) gives Q ≥ Q τ i (z) ≥ αe −17 − 10n log n ≥ 2 16 (n logT ) 2 .
Finally we obtain: P P 5.1. Combine equation (46) with claim 8 and equation (25) .
TECHNICAL LEMMAS
We gather here a few technical lemmas on approximately logconcave measures. All the proofs can be found in the full version [11] . . L 6.3. Let f (x) = 1 Z exp(−V (x)) be ε-approximately logconcave with 0 < ε < 1/2. Assume that min x ∈R n V (x) = 0. Then, − n(log n + 8) + 2n log ε + 1 2 log det Cov(f ) ≤ log Z (48) ≤ 5n(1 − log ε) + 1 2 log det Cov(f ). L 6.4. Let f (x) = 1 Z exp(−V (x)) be ε-approximately logconcave with 0 < ε < 1/2. Assume that min x ∈R n V (x) = 0. Then one has:
x−µ(f ) Cov(f ) −1 ≤ exp(15) ε 2 V (x) − V * + 1 ε 2 + 7n(1 + log(n/ε)) . L 6.5. For any 1/2 > ε > 0 and any isotropic ε-approximately log-concave measure p, and any measure r with E[r ] = 0 and support included in {x ∈ R n : |x | ≤ ε/80}, one has that r is convexly dominated by p.
