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Рассматривается задача многократного наилучшего выбо­
ра. Пусть имеется N объектов, упорядоченных по качеству: 
а1 , а2, ... , aN . Объекты поступают последовательно в случай­
ном порядке так, что все возможные N! перестановок равно­
вероятны. После ознакомления с очередным объектом at его 
можно либо принять (тогда выбор одного объекта сделан), 
либо отвергнуть (тогда вернуться к пропущенному объекту 
невозможно) . Требуется найти оптимальную процедуру, мак­
симизирующую вероятность выбора k объектов с заданным ка­
чеством. Например, в классической постановке [1] необходимо 
выбрать k лучших объектов; в других постановках требуется 
выбрать k объектов с заданными рангами r1, r2, ... , rk [2] . 
Оптимальная стратегия в классической задаче многократ­
ного наилучшего выбора имеет вид: существует набор 7r* = 
= (7ri , 7r2, .. . ,7rk), 1~7ri < 7r2 < . . . < 7rk ~ N , такой , что: 
- необходимо пропустить первые 7ri - 1 объектов и затем 
остановиться на первом объекте, который лучше всех предыду­
щих, или на (N-1)-м объекте, если лучший объект не появился 
до момента N - 1; 
- во второй раз мы останавливаемся на первом объекте, 
который лучше, чем все предыдущие, или хуже, чем один (если 
просмотрены уже 7r~ - 1 объектов), в противном случае - на 
N -:м объекте; и т. д. (1, 3]. 
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Однако с помощью прямых вычислений методом индукции 
назад достаточно трудно определить наборы 7Г" = ( 7Гi, 7Г2, ... 
. . . , 1Гk), характеризующие структуру правила, и цену игры. 
Поэтому отъпцем наборы, рассматривая некоторую задачу оп­
тимизации. Более формальная постановка: 
maxES(x,R), 
хех 
где Х = {х = (х1, ... ,xk) : 1 ~ х1 < · ·· < xk ~ N}, R = 
= (R1, .. . , RN) - случайная перестановка 1, 2, .. . , N, S(x) -
несмещенная оценка ES(x, R), 
~ l N1 
S(x) = N L I{Rn71 = i1, ... , Rnтt. = ik}, 
1 
n=l 
где ( Rn1, ... , RnN) - n-я копия случайной перестановки R, 
(i1, ... , ik) - некоторая перестановка 1, 2, ... , k. 
В работе рассматривается несколько алгоритмов модели­
рования порогов. Для отыскания порогов в задаче многократ­
ного наилучшего выбора применялись генетический алгоритм 
[4), алгоритм байесовской оптимизации (5) и метод последова­
тельной минимизации расстояния Кульбака -Лейблера [6). Ре­
зультаты показали, что генетический алгоритм является наи­
более затратным с точки зрения вычислительных ресурсов. 
Алгоритм байесовской оптимизации и метод последовательной 
минимизации расстояния Кульбака - Лейблера дают близкие 
результаты, однако при больших N второй из указанных ме­
тодов дает меньшую погрешность. 
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О СИЛЬНЫХ И СЛАБЫХ КОНГРУЭНЦИЯХ 
ЧАСТИЧНОГО ГРУППОИДА 
Отображение f : А - В называется частичной n -арной 
операцией на множестве В, если А ~ вn. Множество с од­
ной частичной n-арной операцией называется 'Часmи'Чным n -
арным груnnоидом. Пусть G - частичный п-арный группоид. 
Отношение эквивалентности и Е G2 называется {слабой) кон­
груэнцией, если для любых элементов а1, . . . , an, Ь1, .. . , Ьn Е 
Е G из того, что (а1,Ь1) Е и, . .. , (а,1 ,Ьn) Е и, следует, что 
