It is useful to work with the system processes under law of large numbers (fluid) and central limit theorem (diffusion) scaling. Define the fluid scaled quantities
and the diffusion scaled quantities
It is additionally useful to introduce the processes P λ I and P λ O , which represent the workload processes in the inline and offline queues respectively. We use the term "workload" to indicate the total processing time of all the customers in the queue that will eventually receive service when all the effort of the server is given exclusively to their queue (α = 1 or 0). Note that the workload process is defined conditionally on future abandonments, because the wait time of a customer is not affected by the customers in front of him that abandon. In particular, the actual waiting times a customer arriving to the inline or offline queue at time t would experience, W λ I (t) and W λ O (t), are exactly P λ I (t)/α and P λ O (t)/(1 − α) when the server works continuously at rate α on the inline queue and at rate (1 − α) on the offline queue. Also define the diffusion-scaled workload processesP It is useful to observe that as a consequence of Lemma 1
as λ → ∞. This weak convergence follows because the functional central limit theorem establishes thatÑ λ weakly converges to a Brownian motion as λ → ∞. Since the initial position of the Brownian motion is 0, and τ λ is a non-decreasing process, the random time change theorem establishes (15).
Lemma 2 The sequence {Q
Lemma 3 Consider a system having arrival rate λ and service rate µ(λ) ≡ λ − √ λθ for some θ ∈ . ForQ defined by (11) in whichX is a Brownian motion with infinitesimal drift
Furthermore, for any T > 0, as λ → ∞,
Finally, it is useful to write the stochastic equation for the diffusionQ in (11) in terms of the one-sided linearly generalized regulator mapping, whose definition we provide below.
Definition 1 (The one-sided linearly generalized regulator mapping)
Given κ a non-negative constant and x ∈ D([0, ∞), ) having x(0) ≥ 0, the one-sided linearly generalized regulator mapping
Proposition 4.1 part (i) in Reed and Ward (2007) establishes the existence and uniqueness of the regulator mapping in Definition 1 1 , and so the representation (18) is equivalent to the representation forQ in (11).
Proof of Theorem 1
Proof of (i)
The structure of our proof follows the proof of Theorem 1 in Section 5 in Reiman (1984) , which establishes state-space collapse for a join the shorter queue system in heavy traffic with no abandonments. However, more delicate argument is required to handle the customer abandonments.
We need to show that for any > 0,
Fix > 0 and let
It will also be useful to define the processes
An upper bound for the left-hand-side of (19)
all customers join the offline service queue, and so
The inline queue does not become empty during [ξ * λ , ξ λ ], so that
The offline queue may become empty during [ξ *
Since S λ I and S λ O are non-decreasing processes,
and
The definition of ξ * λ and substitution of the above upper bounds into (20) establish
Also noting the process N is non-negative, we conclude
Therefore, the left-hand side of (19) can be bounded as follows
Convergence of the right-hand-side of (21) to zero Let η be arbitrarily small. We will show that the right-hand side of (21) is less than η for large enough λ.
Also observe that
and so
Next, for any t > 0,
We conclude that
Furthermore, it follows from Lemma 2 that there exists a finite positive constant M such
for all large enough λ. Therefore,
Hence, from (22), to complete the proof, it is sufficient to show that
This argument is similar to the paragraph following (10) in the proof of Theorem 3.2 in Reiman (1984) , and we show the details in the next two paragraphs for the reader's convenience.
Details of the argument that (23) holds
For large enough λ, since w I > 0 and
For any ν ∈ (0, T ), for large enough λ,
The functional central limit theorem shows thatS 
It is also true thatB
weakly converge to mean 0 normal random variables. Hence we can choose λ large enough so that
Then, it follows from (24) that
which shows that (23) is valid, and so completes the proof.
Proof of (ii)
We first representQ λ using the one-sided linearly generalized regulator mapping given in Definition 1. Let
Then, for all t ≥ 0,
Since alsoĨ λ is non-decreasing,Ĩ λ (0) = 0, and
Suppose we can showX
as λ → ∞, whereX is a Brownian motion with drift θ and variance σ
S as in (11). Suppose we can also show that˜ as λ → ∞.
We now establish (26). The sequence {(T
as λ k → ∞. By Lemma 1, the limit process satisfies
Let B 1 , B 2 , and B 3 be independent, standard Brownian motions. On the subsequence {λ k }, by the functional central limit theorem and the continuous mapping theorem 
Finally, to establish (27) and complete the proof, let λ k be a subsequence along which
Such a subsequence exists by Lemma 2. On this subsequence, by part (i) and
It now follows that˜ λ k ⇒ 0 as λ k → ∞. Since the subsequence λ k was arbitrary, we conclude
Proof of Corollary 1
The fact that
combined with Theorem 1 part (i) gives that for any
But by Theorem 1 part (ii), we have that
⇒Q, as λ → ∞ and so Slutsky's theorem
Following a similar argument, we can conclude that
For the last convergence result, first observe that for any t ≥ 0
Proof of Theorem 2
Recalling that W I (t) = Q I (t)/[µ(λ)α], it then follows from Corollary 1 that
Hence it also follows from Lemma 3 that
A very similar argument shows that for any T > 0
we must additionally establish that
The first two terms in the above weakly converge to the zero process by the weak convergence in (15). Next, since the definition of the workload process 
Proofs of Lemmas 1 -3
The proofs of Lemmas 1-3 require use of the well-known conventional one-sided regulator mapping. This mapping is defined exactly as in Definition 1 for κ = 0.
Proof of Lemma 1
We first represent the process Q λ using the conventional one-sided regulator mapping. Define
Since τ λ is a non-decreasing process, Lemma 5.1 in Kruk et al. (2007) establishes
The functional strong law of large numbers establishes
as λ → ∞, and so, by the continuous mapping theorem,
Since Q λ is a non-negative process bounded above by φ X λ , we conclude
as λ → ∞, and so also τ λ → 0 a.s., u.o.c.,
as λ → ∞. Since (φ, ψ) (0) = (0, 0) and ψ is a continuous function in D, we can also conclude that
as λ → ∞. The condition (8) then implies
as λ → ∞. Define the total time required to process all the customers in the offline queue, ignoring any partial processing that may have already occurred on the customer in service
and observe that 
for all λ ≥ λ 0 .
(B16.17) We must show that for η > 0 arbitrarily small, there exists an a and a λ 0 large enough such that P sup
this follows from (30).
(B16.18) It is sufficient to show that for γ > 0 and η > 0 arbitrarily small, there exists a δ small enough and a λ 0 large enough such that
Hence the condition (B16.18) also follows from (30).
Finally, it remains to establish (30). Fix T > 0 and > 0. We first represent the process Q λ using the conventional one-sided regulator mapping. Definẽ
SinceÃ λ is a non-decreasing process, Lemma 5.1 in Kruk et al. (2007) establishes that
The functional central limit theorem and the continuous mapping theorem establish Therefore, it follows from the representation (31) and the upper bound (32) that for all
Proof of Lemma 3
An argument very similar to Theorem 5.3 in Reiman (1984) shows that
Suppose we can also show that
Next note that it follows from Corollary 1 that for any t > 0
as λ → ∞. The convergences in (16) and (17) now follow by the definition of the workload process and the converging together Lemma. It remains to show (33). Since the offline service queue receives at least (1−α) proportion of the server's effort when the queue is non-empty, (1 − α)
upper bounds the amount of time required to finish serving all customers in the offline queue that will eventually receive service. Therefore, at time t > 0, the number of customers in the offline queue that will eventually abandon is less than or equal to
is a lower bound on the number of customers in the offline queue that will eventually receive service, and so
Also, Q λ O (t) is an upper bound on the number of customers in the offline queue that will eventually receive service, and so
Note that to get the upper bound of the workload process we include in the summation the customer in service, whereas to get the lower bound, we do not. We conclude
Observe that 
as λ k → ∞. Since the subsequence {λ k } was arbitrary, it follows that
as λ → ∞. We conclude from (35) We now establish the weak convergence in (37). An argument similar to that in the above paragraph shows
as λ → ∞. Hence, the representation of √ λL λ O in (36), Corollary 1, the convergence in (38), and the continuous mapping theorem establish (37).
