A general continuous mean-variance problem is considered for a diffusion controlled process where the reward functional has an integral and a terminal-time component. The problem is transformed into a superposition of a static and a dynamic optimization problem. The value function of the latter can be considered as the solution to a degenerate HJB equation either in the viscosity or in the Sobolev sense (after a regularization) under suitable assumptions and with implications with regards to the optimality of strategies. There is a useful interplay between the two approaches -viscosity and Sobolev.
Introduction
Mean-variance optimization problems have been established as a dominant methodology for portfolio optimization. Markowitz [11] introduced the single-period formulation of the problem in 1952. It was not until the beginning of the new century, however, that dynamic mean-variance optimisation by means of dynamic programming received much attention, mainly due to the difficulties that the non-markovianity of the variance introduced to the problem. As an alternative to dynamic programming, the problem was solved using martingale methods (see, e.g., [4] ) or risk-sensitive functionals (see, e.g., [5] ), whose second-order Taylor expansion has the form of a mean-variance functional.
A major advance in the theory for mean-variance functionals came by embedding the original problem into a class of auxiliary stochastic control problems that are in linear-quadratic form. This approach was introduced by Li and Ng [9] in a discrete-time setting, while an extension of this method to a continuoustime framework is presented by Zhou and Li [16] , and further employed by Lim [10] . This approach leads to explicit solutions for the efficient frontier under some constraints imposed on the optimisation problem (they assume that the reward function is a linear function of the controlled process). Wang and Forsyth [15] design numerical schemes for auxiliary linear-quadratic problems formulated in [16] and construct an efficient frontier. In [14] , Tse, Forsyth and Li show that the numerical schemes designed in [15] provide indeed all the Pareto-optimal points for the efficient frontier.
Aivaliotis and Veretennikov [3] propose an alternative methodology that embeds the mean-variance problem into a superposition of a static and a dynamic optimisation problem, where the latter is suitable for dynamic programming methods. Solutions in the spaces of functions with generalised derivatives (henceforth called Sobolev spaces) are obtained through reqularisation. A further extension of this method is presented in [2] where the viscosity solutions approach is followed. In the latter, each of the functionals either depends on the terminal value of the controlled process or on the integral from time 0 to time T of the controlled process but not both of them together. This approach does not in general provide any explicit solutions, but is geared towards numerical approximations that are proven to work efficiently. One advantage of the proposed methodology is that the problem can be solved for a pre-determined coefficient of risk aversion. For the LQ approach, the whole efficient frontier has to be traced and then optimal strategies can be assigned to different coefficients of risk-aversion. We should note that the strategies discussed in this paper are "precommitment" strategies. Alternatively one can consider "equilibrium" strategies (see [6] ) or dynamically optimal strategies (see [12] ); however, these refer to different notions of optimality.
Let us consider a d-dimensional SDE driven by a d-dimensional Wiener process (W t , F t , t ≥ 0):
We will specify the assumptions on the coefficients b and σ later, depending on one or another approach that we take: based on Sobolev derivatives and solutions, or on viscosity solutions. The strategy (α t , t 0 ≤ t ≤ T) may be chosen from the class A of all progressive measurable processes with values in a compact convex set A ⊂ ℝ ℓ . Admissible strategies are those for which equation (1.1) has a unique solution on (Ω, F, ℙ, (F t )). The second approach in this paper based on solutions of Bellman's equation in Sobolev spaces assumes that on our probability space there is another independent Wiener process (W t ) of dimension d such that the couple
We will use the standard short notation where the dependence of X on the strategy, initial data x and t 0 is shown by E α t 0 ,x in the expectation; the full notation would be X α,t 0 ,x t . Another important class of strategies A M is a family of feedback ones -also called Markov strategies -given by an equality α t = a(t, X t ) with some Borel measurable function α( ⋅ ) with values in A such that there exists a (strong) solution of the equation
The issue of existence (and uniqueness) of a solution for it has to be examined separately because the standard assumptions (see below) sufficient for equation (1.1) may easily fail here. This sub-class of strategies will only be briefly mentioned in the last section with a proper reference for the interested reader; hence, we do not discuss how to tackle this problem here. Yet, note that in Section 5.1 Markov strategies will generally speaking depend on time t and on a state variable x and an auxiliary state variable y, not just on (t, x). Consider a (Borel measurable) instantaneous reward function f :
The (random) reward from time t 0 to T for a certain path of a process (1.1) and strategy α ∈ A is expressed by the integral ∫
At the terminal time T, we will consider a "final payment" Φ(X T ). Thus the expected reward from t 0 to T for a control strategy α ∈ A will be
In the mean-variance control problem, one aims at maximising the expected reward function while penalizing for variance (that represents risk). For a control strategy α ∈ A the functional is defined as
Here θ > 0 indicates a risk averse investor, whereas θ < 0 a risk seeking investor. The value function is defined as a supremum:
The class A M is called sufficient for the control problem (1.1)-(1.2) if and only if
In this paper we consider solutions to the problem of computing the value function via the HJB equation, both in Sobolev spaces and in the viscosity sense, and of finding an optimal or nearly optimal strategy for it. The contribution of this paper is twofold: we consider a general combined integral and terminal time payment functional and we discuss the optimality of strategies in different settings.
With regards to the functional, the problem when Φ( ⋅ ) = 0 has been discussed in [3] with solutions in Sobolev spaces. Both cases Φ = 0, f = 1 and Φ = 1, f = 0 have been discussed in [2] using viscosity solutions. It is clear, however, that the solution to problem (1.2) may not be derived as a combination of the previous two partial cases due to the nonlinearity because of the supremum involved.
When looking for solutions in Sobolev spaces, we need to use regularisation (similar to [3] ) as we cannot relax the non-degeneracy assumption. (This is not necessary for viscosity solutions; yet, the latter do not provide a clue for finding an optimal or nearly optimal strategy). We also do relax the assumptions regarding the boundness of the drift and diffusion coefficients in the first setting based on the viscosity approach, as well as of the reward function f in comparison to the assumptions used in [3] . Finally, we show that regularisation results in the existence of ε-optimal or nearly optimal strategies, whereas a verification theorem for viscosity solutions is only available under rather strict boundness assumptions which are not fulfilled in our context. Certain links between viscosity and Sobolev approaches are also shown with some useful consequences for both.
Mean-variance control
The goal of this paper is to propose a way to compute a maximum of a linear combination of the mean and variance of a payoff function which involves both an integral and a final payment. The value function (1.2) presents a genuinely non-markovian optimisation problem. This is due to the time-inconsistency of the variance term due to the square of the expectation and the square of an integral of the process. In detail,
In order to deal with the square of the integral, we define the following state process (X t , Y t ) by the following stochastic differential equation (as in [2, 3] ):
The assumptions set later on will ensure the existence and uniqueness of solutions to the above SDE. The different sets of assumptions, depending on the approach we follow, will result in different types of solutions of the above SDE. We will comment on these in the relevant sections. Note that f drives the dynamics of Y t in the extended state process (X t , Y t ); therefore, we will need to impose on f the same assumptions which we impose on b.
Naturally, in order to write down a (backward) PDE, we have to allow the process Y t to depend on the initial data Y t 0 = y ∈ ℝ. Then the value function can be written as v(t 0 , x) :=ṽ (t 0 , x, 0), wherẽ
with the terminal conditionṽ (T, x, y) = g α (x, y) = y + Φ(x).
For the square of the expectation, we follow the dual representation x 2 = sup ψ∈ℝ {−ψ 2 − 2ψx} (as in [3] ). This results in the following representation:
where
Remark 2.1. In principle, it is possible to deal with higher moments of the function g by a linear approximation of the form E(g n ) = sup ψ,ϕ (ϕ + ψg). However, one can show that the optimal ϕ will be the (n − 1)-th moment of g, making this approach impractical for n > 2.
Viscosity solutions
For an introduction to viscosity solutions for stochastic control problems, we refer the interested user to [13, Chapter 4] or [1] . In particular, see [13, Definition 4.2.1] for a definition of a viscosity solution.
In this section we make the following assumptions: (A V ) The functions σ, b, f, Φ are Borel with respect to (a, t, x) and continuous with respect to (a, x) for every t; moreover, there exist constants
(linear growth condition),
For viscosity solutions we do not need to assume non-degeneracy of matrix σσ T . Note that the process (X t , Y t ) would have been strongly degenerate even if we had assumed non-degeneracy of σσ T . Under (A V ) it follows from standard moment bounds on SDE solutions that the value function may grow at infinity no faster than some polynomial.
Theorem 2.2. Under assumptions (A V ), for every ψ ∈ ℝ the value function V(t 0 , x, y, ψ) is a unique continuous polynomially growing viscosity solution of the following HJB equation:
Proof. We rewrite (2.3) in a canonical form:
wherex = (x, y), the Hamiltonian H is given by We will need a similar result about the regularised version of the state process (X t , Y t ) given by the SDE system
HereW is a d-dimensional Wiener process independent of W. As was prompted earlier, we assume that the pair (W t ,W t ) is adapted to the filtration (F). Accordingly, we define the regularized value function:
Theorem 2.4. Under assumptions (A V ), for every ψ ∈ ℝ the value function V ε (t 0 , x, y, ψ) is a unique continuous polynomially growing viscosity solution of the following HJB equation:
(2.5)
The proof is similar. Of course, for the regularised system a solution of the HJB equation also exists in the Sobolev sense, which is the content of the next section.
Sobolev solutions
In this section we suggest suitable HJB equations for the mean-variance problem, as reformulated in the previous section. The solutions of parabolic HJBs will be considered in the Sobolev classes W
1,2
p,loc with one derivative with respect to t and two with respect to x in L p in any bounded domain. Set
For the functions of three variables, v(t, x, y), 0 ≤ t ≤ T, x, y ∈ R d , we will use the Sobolev class
To ensure uniqueness of solutions of the forthcoming Bellman's equations, we will be looking for these solutions growing at infinity no faster than some polynomial. These classes will be denoted, respectively, by CW Throughout this section, we assume the following conditions: (A S ) The functions σ, b, f are Borel with respect to (α, t, x), continuous with respect to (α, x) and continuous with respect to x uniformly over u for each t. Moreover, Φ(x) is continuous with respect to x, and there are constants
σσ T is uniformly non-degenerate.
In order to establish the existence of solutions in Sobolev spaces, it is essential that the resulting HJB equations are non-degenerate. Yet, the state process (2.1) is strongly degenerate, and so will be the resulting HJB equation for problem (2.2). In order to avoid degeneracy, apart from assuming non-degeneracy for σσ T , we add a small constant positive diffusion coefficient ε > 0 with an independent (to W t ) Wiener process to the variable Y t in (2.1). The regularised state process (X t , Y t ) has been introduced in the previous section in equation (2.4) . In the next section, we will show that the function V ε is locally Lipschitz in ψ and grows at most linearly in this variable. Hence, the supremum is again attained at some ψ from a closed interval. Then the external optimisation problem becomes
Properties of value functions
In this section we show some properties of the value functions that are common in both approaches described above. These are important properties that allow the numerical solution of the mean-variance problem to be tractable. We assume that a new set of assumptions (A 0 ) holds, which is the union (mathematically, intersection: both of them are satisfied) of assumptions (A S ) and (A V ). In a way, this is a repetition of Remark 2.3. 
The value function v is given by
Proof. The proof follows the same line of reasoning as in [2, Theorem 2.2] and makes use of the definition for the function g. For part (i) it is straightforward to prove convexity, which implies continuity with respect to ψ where finite (recall that our function under consideration is finite everywhere, though). It is clear from the definition of V, V ε that they are decreasing in ψ for non-negative f, Φ. For part (ii) we check that V ε grows at most linearly in ψ, which implies that the mapping h(ψ) = V ε (t 0 , x, y, ψ) − θψ 2 attains its maximum in a compact interval. By convexity, V ε has well-defined directional derivatives. Hence, h also has well-defined directional derivatives, and in a point where the maximum is attained the left-hand side derivative is nonnegative while the right-hand side derivative is non-positive. We then show that 
Proof. We have
− sup α∈A 5 Optimal strategies
Sobolev approach
While working with solutions of HJB equations in Sobolev spaces, there is a verification theorem that ensures the optimality of the strategy that corresponds to the particular solution, or at least a nearly optimality of a smoothed version of such a strategy; here smoothing is available due to the convexity of the set A. Since the initial problem has been regularised, we can now only hope for "almost-optimal" strategies for the original problem.
Definition 5.1. Let δ ≥ 0. A strategy α ∈ A is said to be δ-optimal for (t, x) if v(t, x) ≤ v α (t, x) + δ, where v(t, x) = sup α∈A v α (t, x). We say that there exists a nearly optimal strategy if and only if a δ-optimal strategy can be found for any δ > 0. The only difference is that now the bounds are written for a fixed particular strategy. Therefore, able to write down an HJB equation. We proved existence and uniqueness of solutions both in the viscosity sense and also in the classical (Sobolev) sense. The advantage of the first approach is that there is no need to address the inherent degeneracy of the coupled state process, whereas numerical solutions can be employed to solve the problem and to even show optimality through Monte Carlo simulations. A verification theorem is not readily applicable under the assumptions we use. When following the Sobolev approach, a regularisation of the state process is required. This has the advantage that a verification theorem can be obtained (through Itô-Krylov's formula). We then showed that strategies obtained through this route are nearly optimal.
