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Abstract Under a suitable choice of bandwidth, Nadaraya’s estimator of the pth
quantile yields smaller mean squared error than the unsmoothed pth sample quantile.
We investigate the problem of bootstrap estimation of the variance of the Nadaraya
quantile estimator and show that the error of the variance estimator can be reduced
by smoothing the bootstrap. A novel approach, which calibrates the order p of the
bootstrapped Nadaraya quantile estimates, is shown to reduce the error further. A
simulation study is reported on the empirical performance of the proposed modified
bootstrap variance estimators.
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Mathematics Subject Classification (2000) 62G05 · 62G09 · 62G30
1 Introduction
Suppose that X = (X1, . . . ,Xn) constitute a random sample of size n drawn from a
distribution F . Let (X(1), . . . ,X(n)) be the order statistic of X such that X(j) denotes
its j th smallest datum. For a fixed p ∈ (0,1), assume that F has a continuous and
positive density f on F−1(O) for an open neighborhood O containing p. Denote
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by ξp = F−1(p) the unique pth quantile of F . Estimation of ξp has found many ap-
plications in real life problems. For example, a risk manager may want to prescribe
a lower bound, in the form of a lower quantile, for the value of a portfolio. Chil-
dren’s growth charts provide age-specific quantiles of body measurements such as
height, weight and head circumference for parents’ reference. An industrial produc-
tion process is often regulated such that a particular feature of the product will have a
desired probability to stay within an acceptable range, given in the form of a pair of
quantiles.
The pth sample quantile X([np]+1), where [·] denotes the integer part function, is
a natural and consistent estimator for ξp but suffers from a lack of efficiency due to
the variability of individual order statistics. Nadaraya (1964) defines an alternative
estimator ξˆp,h to be the pth quantile of the kernel-smoothed empirical distribution of
X based on a second-order kernel k and a bandwidth h. Azzalini (1981) establishes a
second-order approximation to the mean squared error (MSE) of ξˆp,h under optimal
h, which implies that ξˆp,h is more efficient than X([np]+1). We extend Azzalini’s
(1981) results to the more general case where ξˆp,h, which we shall term the Nadaraya
quantile estimator, is constructed using a kernel k of even order r ≥ 2.
The problem of variance estimation for X([np]+1) has been well studied in the lit-
erature. The unsmoothed bootstrap (Hall and Martin 1988a) and the r th-order kernel-
smoothed bootstrap (Hall et al. 1989) estimate Var(X([np]+1)) subject to relative er-
rors of orders O(n−1/4) and O(n−r/(2r+1)), respectively. Cheung and Lee (2005)
show that the m out of n bootstrap method, which modifies the unsmoothed bootstrap
by drawing bootstrap samples of size m, instead of n, from the empirical distribution
of X , yields a relative error of order smaller than O(n−1/4). Variance estimation
for ξˆp,h has, however, received relatively little attention, despite its clear practical
relevance when concern about accuracy stipulates that ξˆp,h rather than X([np]+1) be
used for estimating ξp . It can be shown that Var(ξˆp,h) is asymptotically equivalent
to n−1p(1 − p)f (ξp)−2. Although the latter provides a closed-form expression use-
ful for approximating Var(ξˆp,h), its direct computation requires estimation of f (ξp),
which often results in estimates of unsatisfactory accuracy for finite samples. The ap-
proximation does not fare much better even if the true f (ξp) is used: see Maritz and
Jarrett (1978) and Figs. 1 and 2 below for related empirical results. Better alternatives
are provided by the bootstrap, which we shall explore in this paper.
The ordinary, unsmoothed, bootstrap draws a large number of bootstrap sam-
ples, each of size n, from X , and estimates Var(ξˆp,h) by the sample variance of
the Nadaraya quantile estimates, each of order p and based on bandwidth h, cal-
culated from the bootstrap samples. The smoothed bootstrap calculates the variance
estimator similarly except that the Nadaraya quantile estimates are calculated from
(smoothed) bootstrap samples drawn from a kernel density estimate of f based on
an sth-order kernel and bandwidth b. We propose further a novel approach to esti-
mating Var(ξˆp,h), which modifies the smoothed bootstrap variance estimator by cal-
ibrating the order p in the calculation of the bootstrapped Nadaraya quantile esti-
mates. We shall denote by ̂VARp,0,h, ̂VARp,b,h and ̂VARq,b,h the ordinary bootstrap,
smoothed bootstrap and order-calibrated smoothed bootstrap estimators of Var(ξˆp,h)
respectively, where q is the calibrated order of the Nadaraya quantile estimate in
the last method. Accuracy of the above three bootstrap variance estimators remains
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Fig. 1 Normal Example: mean squared errors of estimators of Var(ξˆp,h) for p = 0.5 (left panel) and 0.9
(right panel), and for n = 10 (top panel) and 25 (bottom panel). The estimators considered are (i) ordinary
bootstrap, (ii) smoothed bootstrap, (iii) order-calibrated smoothed bootstrap, (iv) first-order asymptotic
approximation and (v) second-order asymptotic approximation
unexplored in the literature. We study in this paper their performance for the im-
portant case h ∝ n−1/(2r−1) where ξˆp,h has the smallest asymptotic MSE given a
fixed r . When r = 2, ̂VARp,0,h has relative error of order Op(n−1/3). Smoothing
with b ∝ n−1/(2s+1) reduces it to Op(n−s/(2s+1)), and order-calibration further to
Op(n
−(s+2)/(2s+5)) if b ∝ n−1/(2s+5) and q = p + bsC0 for some constant C0. When
r > 2, neither smoothing nor order-calibration improves upon ̂VARp,0,h, which has
relative error of order Op(n−2/(2r−1)).
The rest of the paper is organized as follows. Section 2 derives asymptotic expan-
sions for the variance and MSE of ξˆp,h and shows that ξˆp,h has smaller error than
X([np]+1) if h is chosen appropriately. Section 3 considers estimation of Var(ξˆp,h),
for h ∝ n−1/(2r−1), by the bootstrap estimators ̂VARp,0,h, ̂VARp,b,h and ̂VARq,b,h.
Simulation results and concluding remarks are given in Sects. 4 and 5, respectively.
Technical details are given in the Appendix.
2 Nadaraya quantile estimator
Suppose that F satisfies the following conditions for some d ≥ 4.
(A.1) F is (d + 1)-times continuously differentiable in a neighborhood of ξp .
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Fig. 2 Chi-squared Example: mean squared errors of estimators of Var(ξˆp,h) for p = 0.3 (left panel)
and 0.7 (right panel), and for n = 10 (top panel) and 25 (bottom panel). The estimators considered are
(i) ordinary bootstrap, (ii) smoothed bootstrap, (iii) order-calibrated smoothed bootstrap, (iv) first-order
asymptotic approximation and (v) second-order asymptotic approximation
(A.2) F (j) is bounded for 1 ≤ j ≤ d +1, and the density f ≡ F ′ satisfies f (ξp) > 0.
(A.3) E|X| < ∞ for some  > 0.
For definition of the Nadaraya quantile estimator ξˆp,h, we consider the kernel density
estimator
fˆh(x) = (nh)−1
n
∑
i=1
k
(
(x − Xi)/h
)
based on a bandwidth h > 0 and a kernel function k = K ′ of even order r ≥ 2 so that
∫ ∞
−∞ x
j k(x) dx = 1, 0 and αr 	= 0 for j = 0, 1 ≤ j ≤ r − 1 and j = r , respectively.
Assume the following conditions on h and k:
(B.1) h → 0 and nh2+ → ∞ as n → ∞ for some  > 0.
(B.2) k is bounded, absolutely integrable and symmetric about 0.
(B.3) ∫ |xrk(x)|dx < ∞.
Define
Fˆh(x) =
∫ x
−∞
fˆh(y) dy.
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The Nadaraya estimator of ξp is given by ξˆp,h = Fˆ−1h (p). The conditions (A.1)–(A.3)
and (B.1)–(B.3) are typical regularity conditions sufficient for asymptotic normality
of fˆh, Fˆh and ξˆp,h: see, for example, Reiss (1981) and Ralescu and Sun (1993). Note
that imposition of a greater d strengthens (A.1) and (A.2) and enables us to establish
asymptotic properties of ξˆp,h constructed using a higher kernel order r . Nadaraya
(1964) and Azzalini (1981) establish first- and second-order approximations to ξˆp,h
respectively for the special case r = 2. We prove in the Appendix asymptotic expan-
sions for the variance and MSE of ξˆp,h as given in the following lemma.
Lemma 1 Under conditions (A.1)–(A.3) and (B.1)–(B.3) and assuming that r ≤
d − 2, we have
Var(ξˆp,h) = p(1 − p)
nf (ξp)2
− 2hβ
nf (ξp)
+ O(n−3/2 + n−1h2 + n−1/2h2r + h3r) (1)
and
MSE(ξˆp,h) = p(1 − p)
nf (ξp)2
− 2hβ
nf (ξp)
+ h
2rf (r−1)(ξp)2α2r
r! 2f (ξp)2
+ O(n−3/2 + n−1h2 + n−1/2h2r + h2r+1), (2)
where β = ∫ uk(u)K(u)du.
Minimizing the expansion (2) suggests setting
h = hopt ≡
(
βf (ξp) r!2
nrf (r−1)(ξp)2α2r
)1/(2r−1)
, (3)
provided that f (r−1)(ξp) 	= 0, so that the MSE is minimized to be
MSE(ξˆp,hopt) =
p(1 − p)
nf (ξp)2
−
(
2 − 1
r
)(
β 2r r!2
n2r r α 2r f
(r−1)(ξp)2f (ξp)2(r−1)
)1/(2r−1)
+ O(n−(2r+1)/(2r−1) + n−3/2). (4)
Under conditions (A.1)–(A.3), we see from Duttweiler (1973) Theorem 2 that the
bias of X([np]+1) has order O(n−3/4), and obtain by Hall and Martin (1988a) The-
orem 2.1 an expansion for its variance. It follows that MSE(X([np]+1)) = n−1p(1 −
p)f (ξp)
−2 + O(n−3/2). Comparison with (4) gives that
MSE(X([np]+1)) − MSE(ξˆp,hopt) ∼ Δn−2r/(2r−1)
for some positive constant Δ = O(1), so that ξˆp,hopt outperforms X([np]+1) by hav-
ing a smaller MSE asymptotically. It is clear that the reduction in MSE has order
n−2r/(2r−1) and becomes more pronounced as r increases, suggesting advantages of
using a higher kernel order r . However, the true effects of increasing r for finite sam-
ples depend also on a number of other factors including f , f (r−1) and the choice of k.
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Table 1 Normal Example: mean squared errors of the Nadaraya pth quantile estimator based on the
Epanechnikov kernel and optimal bandwidth hopt, and the pth sample quantile for n = 10
p 0.10 0.25 0.45 0.60 0.75 0.90
MSE(X([np]+1)) 0.2971 0.1781 0.1478 0.1761 0.1776 0.4071
MSE(ξˆp,hopt ), (i) r = 2 0.2052 0.1424 0.1393 0.1382 0.1441 0.2031
(ii) r = 4 0.1780 0.1270 0.1039 0.1089 0.1278 0.1766
(iii) r = 6 0.1671 0.1321 0.1082 0.1133 0.1326 0.1667
MSE(ξˆ
p,hˆopt
), (i) r = 2 1.0903 0.5766 0.1371 0.2177 0.5887 1.0636
(ii) r = 4 0.3186 0.1867 0.1307 0.1352 0.1833 0.3505
(iii) r = 6 0.2188 0.1577 0.1312 0.1333 0.1576 0.1889
The optimal formula for hopt involves the density f and its derivatives, which are
usually unknown. An estimate of hopt can be obtained by substituting X([np]+1) for
ξp , and kernel estimates for f (ξp) and f (r−1)(ξp) into (3). Park and Marron (1990)
argue that this ‘plug-in’ approach is the best available bandwidth selection method
in density estimation. More data-dependent bandwidth selection methods for kernel
density estimation can be found in, for example, Staniswalis (1989) and Chiu (1991).
Härdle et al. (1990) propose a cross-validation approach to fixing the bandwidths in
the kernel estimates of f and its derivatives.
We carried out a simulation study to compute the MSE’s of ξˆp,hopt and X([np]+1)
from 8000 random samples of size 10 drawn from the standard normal distribu-
tion for p = 0.10, 0.25, 0.45, 0.60, 0.75 and 0.90. The kernels k used for ξˆp,hopt
have support on [−1,1] and are defined, for |x| ≤ 1, by (i) k(x) = (3/4)(1 − x2)
(the Epanechnikov kernel), (ii) k(x) = 15(7x4 − 10x2 + 3)/32 and (iii) k(x) =
105(5 − 35x2 + 63x4 − 33x6)/256, which have orders 2, 4 and 6, respectively. We
also obtained the MSE results for ξˆ
p,hˆopt
, where hˆopt was the plug-in estimate of
hopt, in which ξp was estimated by X([np]+1), and f,f (r−1) by their kernel estimates
based on bandwidths found by Härdle et al. (1990) cross-validation method. Table 1
summarizes our findings, which show that MSE(ξˆp,hopt) is significantly smaller than
MSE(X([np]+1)) and that use of a higher order r is advantageous. Empirical estima-
tion of hopt affects the MSE of the Nadaraya estimate adversely. Indeed, ξˆp,hˆopt based
on r = 2 is no longer favorable compared to X([np]+1). However, increasing the order
to r = 6 rectifies the situation remarkably, rendering ξˆ
p,hˆopt
a smaller MSE than that
of X([np]+1).
3 Variance estimation for Nadaraya quantile estimator
We consider in this section estimation of Var(ξˆp,h) by the bootstrap and its variants.
To fix ideas we focus on the important case where h has the order of hopt, that is,
h ∝ n−1/(2r−1), but is not necessarily equal to hopt precisely. Our results thus apply
to a reasonably wide choice of h of practical interest, without dwelling unduly on the
issue of optimal selection of h.
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3.1 Ordinary bootstrap
Let X ∗ = (X∗1, . . . ,X∗n) denote a generic bootstrap sample of size n drawn randomly
with replacement from X . Define
Fˆ ∗h (x) =
n
∑
i=1
K
(
(x − X∗i )/h
)
/n,
the bootstrap version of Fˆh. Then the ordinary bootstrap estimates Var(ξˆp,h) by
̂VARp,0,h = Var(Fˆ ∗−1h (p)|X ). We prove in the Appendix the following theorem.
Theorem 1 Under the conditions of Lemma 1 and assuming that h ∝ n−1/(2r−1), we
have
̂VARp,0,h/Var(ξˆp,h) = 1 +
{
Op(n
−1/3), r = 2,
Op(n
−2/(2r−1)), r > 2.
We see that the convergence rate of ̂VARp,0,h becomes slower as the kernel order r
increases, which is a price to pay for the reduction in MSE(ξˆp,h) offered by use of a
large r as has been discussed in Sect. 2.
It is interesting to note from Hall and Martin (1988a) that the ordinary bootstrap
estimator of Var(X([np]+1)) has relative error of order Op(n−1/4), suggesting that
bootstrap variance estimation is less efficient for sample quantile than for Nadaraya
quantile estimator if the latter is based on a second-order kernel, which gives an
Op(n
−1/3) relative error.
3.2 Smoothed bootstrap
The smoothed bootstrap has been extensively studied by, for example, Efron (1982),
Silverman and Young (1987) and De Angelis and Young (1992). Falk and Janas
(1992), Janas (1993), De Angelis et al. (1993) and Ho and Lee (2005) consider
smoothed bootstrap confidence intervals for ξp .
We describe below a smoothed bootstrap procedure for estimating Var(ξˆp,h). Let
X˜∗1, . . . , X˜∗n constitute a smoothed bootstrap sample drawn from a kernel density es-
timate ˆb of f , where
ˆb(x) = (nb)−1
n
∑
i=1

(
(x − Xi)/b
)
,
b > 0 denotes the bandwidth and  is an sth-order kernel function for even s ≥ 2. It
gives rise to a smoothed bootstrap version of Fˆh, namely
F˜ ∗b,h(x) =
n
∑
i=1
K
(
(x − X˜∗i )/h
)
/n.
Then the smoothed bootstrap estimator of Var(ξˆp,h) is ̂VARp,b,h = Var(F˜ ∗−1b,h (p)|X ).
Its relative error is given by the following theorem, which we prove in the Appendix.
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Theorem 2 Assume the conditions of Theorem 1, that s ≤ d − 2, that b → 0 and
nb3/ logn → ∞ as n → ∞, and that (B.2) and (B.3) hold with k replaced by .
Then
̂VARp,b,h/Var(ξˆp,h) = 1 + Op
(
h2 + n1/2h2r + nh3r + n−1/2b−1/2 + bs).
Furthermore, if we take b ∝ n−1/(2s+1), then
̂VARp,b,h/Var(ξˆp,h) = 1 +
{
Op(n
−s/(2s+1)), r = 2,
Op(n
−2/(2r−1)), r > 2.
Theorem 2 asserts that when r = 2, bootstrap estimation of Var(ξˆp,h) can be made
more accurate by smoothing with a bandwidth b of order n−1/(2s+1), reducing the
relative error from Op(n−1/3) to Op(n−s/(2s+1)). In principle, the latter can be made
arbitrarily close to Op(n−1/2) by choosing a sufficiently high kernel order s, in which
case, however, ˆb(x) necessarily takes on negative values for some x and poses
practical difficulties if smoothed bootstrap samples need be simulated from ˆb . Hall
and Murison (1993) and Lee and Young (1994) correct for negativity to make the
smoothed bootstrap procedure computationally feasible even for s > 2. Whether their
corrections apply to the present context without impinging on the reduction in rela-
tive error remains to be studied. When s = 2 so that ˆb is a proper density function,
the optimal relative error of ̂VARp,b,h has order Op(n−2/5), which already improves
upon the Op(n−1/3) relative error given by ̂VARp,0,h.
When r > 2, smoothing has apparently no effects on the order of relative error of
the bootstrap variance estimator.
We remark that the optimal convergence rate asserted by Theorem 2 is valid for
any choice of bandwidth b ∝ n−1/(2s+1). Selection of an “optimal” value for b is not
crucial to rendering ̂VARp,b,h the best convergence rate. Empirical determination of
b in practice can be done by, for example, a double bootstrap procedure, to which we
shall return in Sect. 3.3 in more detail.
3.3 Order-calibrated smoothed bootstrap
The technique of calibration has been successfully applied to problems of bootstrap
confidence interval and bias correction to reduce error: see, for example, Beran (1987)
and Hall and Martin (1988b). It can be applied in the present context treating the
quantile order p as the target for calibration. When applied to the smoothed boot-
strap estimator, this gives rise to a new estimator ̂VARq,b,h of Var(ξˆp,h) for which
q = p + o(1) denotes the calibrated order of the quantile. As can be deduced from
(12) in the Appendix, the smoothed bootstrap estimator ̂VARp,b,h introduces a bias
term −n−1bs(1 − 2p)C0f (ξp)−2, which can be eliminated by careful tuning of the
calibrated order q . Subsequent selection of b to minimize the relative error yields
an improvement upon the smoothed bootstrap for the case r = 2, as asserted in the
following theorem. The proof is outlined in the Appendix.
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Theorem 3 Under the conditions of Theorem 2, we have
̂VARq,b,h/Var(ξˆp,h) = 1 +
{
Op(n
−(s+2)/(2s+5)), r = 2,
Op(n
−2/(2r−1)), r > 2,
provided that b ∝ n−1/(2s+5) and q = p + C0bs , where
C0 = 2γsp(1 − p){s!(1 − 2p)f (ξp)}−1
{
f (s)(ξp) − f (s−1)(ξp)f ′(ξp)/f (ξp)
}
and γs =
∫
us(u)du.
As with smoothing, proper calibration of p is advantageous if r = 2, with the effect
of reducing the relative error from Op(n−s/(2s+1)) to Op(n−(s+2)/(2s+5)).
Practical determination of q involves estimation of densities and their deriva-
tives, which is notoriously difficult. Noting that the choice q = p + C0bs actually
minimizes MSE( ̂VARq,b,h) = E[( ̂VARq,b,h − Var(ξˆp,h))2] asymptotically, an alter-
native approach to computing q is given by the following double bootstrap proce-
dure. Draw a large number, C say, of first-level smoothed bootstrap samples from
ˆb0 with b0  b. From the cth such sample, draw B second-level smoothed bootstrap
samples based on bandwidth b and kernel . Select T distinct values of the form
p + λbs ∈ (0,1) by varying λ and denote them by q1 < · · · < qT . For each qt and
each c, calculate the sample variance, ̂VAR∗(c)qt ,b,h say, of the B Nadaraya qt th-order
quantile estimates obtained respectively from the B second-level smoothed boot-
strap samples that stem from the cth first-level sample. Estimate MSE( ̂VARqt ,b,h) by
MSE∗t ≡ C−1
∑C
c=1( ̂VAR
∗(c)
qt ,b,h
− ̂VARp,b0,h)2. Fit the quadratic function MSE∗t =
b0 + b1qt + b2q2t , t = 1, . . . , T , by the least squares method to obtain the coef-
ficients b0, b1, b2. Calculate q = −b1/(2b2), which minimizes b0 + b1q + b2q2.
It can be shown that this value of q differs from its theoretical optimal value by
Op(b
s
0b
s + n−1/2b−s−1/20 bs).
4 Simulation study
We conducted a simulation study of the effects of smoothing and order-calibration
on bootstrap estimation of Var(ξˆp,h) for n = 10 and 25, and for p = 0.10, 0.30,
0.50, 0.70 and 0.90. The underlying distribution was taken to be the standard nor-
mal and the chi-squared on 5 degrees of freedom, whose densities satisfy (A.1)–
(A.3) for an arbitrarily large d . The Epanechnikov kernel, which satisfies (B.2) and
(B.3), was used for both k and , so that r = s = 2. The bandwidth h was cho-
sen to be 0.5j for j = 1,2, . . . ,8. The bandwidth b for the smoothed bootstrap was
found by minimizing the MSE estimated by the double bootstrap. The resulting em-
pirical bandwidth b was also used for determining the calibrated order q based on
the double bootstrap algorithm described in Sect. 3.3. In both cases, we set b0 = 2,
T = 9 and B = C = 400 in the double bootstrap procedure. The MSE of the vari-
ance estimator was each approximated by averaging over 250 random samples. For
comparison, we calculated also the squared errors of the first- and second-order as-
ymptotic approximations to Var(ξˆp,h) given respectively by n−1p(1 − p)f (ξp)−2
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and n−1p(1 − p)f (ξp)−2 − 2n−1hβf (ξp)−1 based on the true f (ξp): see (1) for
details. The results provide insight into the best level of accuracy one might expect
of methods that plug in density estimates directly into asymptotic expressions for
estimating Var(ξˆp,h).
Figures 1 and 2 plot the MSE’s of the various bootstrap estimators and the squared
errors of the two asymptotic approximations for the normal and chi-squared data,
respectively. For conciseness, we report only the more representative cases, that is,
p = 0.5 and 0.9 for the normal data, and p = 0.3 and 0.7 for the chi-squared data.
We note that the optimal hopt is invalid when f (r−1)(ξp) = 0. This happens for the
normal case where p = 0.5 and for the chi-squared case where p ≈ 0.3. The value of
hopt is indicated by a vertical line in Figs. 1 and 2 whenever it lies within the range
of h under study.
The simulation results generally agree with our asymptotic findings. Especially
notable is the improvement made by order-calibration upon the smoothed bootstrap,
which is observed in all cases except for a few awkward figures found in the chi-
squared case. Smoothing and order-calibration appear to be more effective in correct-
ing the ordinary bootstrap under the chi-squared distribution, especially when h is
small. The squared errors of both asymptotic approximations increase as h increases,
with that of the second-order approximation increasing at a much faster rate except
for p = 0.7 in the chi-squared case. They are in general found to be more accurate
than the bootstraps for small h but less for large h.
5 Conclusion
We have shown, both theoretically and empirically, that the smoothed and order-
calibrated smoothed bootstraps improve upon the ordinary bootstrap estimator of
Var(ξˆp,h) for the most important case where calculation of ξˆp,h is based on a band-
width h of optimal order and a second-order kernel k. In particular, the Op(n−1/3)
relative error of the ordinary bootstrap can be reduced to Op(n−2/5) and Op(n−4/9)
respectively by ̂VARp,b,h and ̂VARq,b,h if the smoothed bootstrap is done with a
second-order kernel , provided that b ∝ n−1/5 in the former case and b ∝ n−1/9 in
the latter with q = p + C0b2. Use of a higher-order kernel for smoothing the boot-
strap can reduce the error rate of the variance estimator further but will complicate the
Monte Carlo procedure due to negativity of the kernel estimate ˆb . Hall and Murison
(1993) suggest some methods of removing negativity of higher-order kernel density
estimators, but their effects on the smoothed bootstrap variance estimators for ξˆp,h
remain to be studied. Order-calibration provides a practically more appealing method
for enhancing the accuracy of the smoothed bootstrap without relying on high-order
kernels nor any negativity correction techniques. Numerical results also suggest that
bootstrap methods have advantages over direct asymptotic approximations for esti-
mating Var(ξˆp,h).
We have also studied the effects of increasing the order r of the kernel k used
in calculating ξˆp,h. In general, ξˆp,h becomes more accurate for estimating ξp when
r increases, as a consequence of the reduction in biases of the kernel estimators Fˆh
and fˆh. We have seen, however, then that bootstrap estimation of the corresponding
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Var(ξˆp,h) suffers from a slower convergence rate, upon which neither smoothing the
bootstrap nor calibrating the quantile order can improve. It appears that use of a high
kernel order r for calculating ξˆp,h is only recommendable when one is not concerned
with estimating its variance in the practical problem being investigated.
In many practical applications, inference based on the quantile estimator re-
quires also estimation of its sampling distribution. In the case of the sample quantile
X([np]+1), Theorem 4.2.4 in Reiss (1989) establishes an Edgeworth expansion of the
form
Φ(t) + n−1/2E1(t) + O(n−1)
for the distribution function of the standardized X([np]+1), where Φ denotes the stan-
dard normal distribution function, and E1 is a smooth function independent of n. The
corresponding expansion for the standardized ξˆp,h based on a second-order kernel,
derived in (A.20) of Ho and Lee (2005), has the form
Φ(t) + n−1/2E˜1(t) + hE˜2(t) + n1/2h2E˜3(t) + O
(
n−1 + n3/2h4)
for some smooth functions E˜j independent of n and h. Comparison of the two expan-
sions suggests that the problem of distribution estimation for ξˆp,h remains essentially
the same as that for X([np]+1) insofar as accuracy of the smoothed bootstrap is con-
cerned, provided that h converges to zero sufficiently fast.
Some recent studies have been done to extend the Nadaraya quantile estimator to
the case of dependent data. For example, Cai and Roussas (1997) establish asymp-
totic properties of ξˆp,h for positively or negatively associated observations; Sun and
Cordero (2005) consider stationary strong mixing random variables; Youndjé and
Vieu (2006) investigate consistency properties for long-memory stationary stochastic
processes. Methods for estimating the distributional properties of ξˆp,h in these more
general contexts are certainly worth investigating.
Appendix
Proof of Lemma 1
Write Z1,h = n1/2{Fˆh(ξp)−EFˆh(ξp)} and Z2,h = (nh)1/2{fˆh(ξp)−Efˆh(ξp)}. Under
conditions somewhat weaker than those assumed in Lemma 1, Reiss (1981) shows
that Z1,h is asymptotically normally distributed with zero mean. Also, conditions
(B.1)–(B.3) imply the Lindeberg condition on the double array of random variables
{k((ξp −Xi)/h)/h}, under which Z2,h is asymptotically normal with mean zero. The
smoothness conditions on F enable us to expand the biases of Fˆh(ξp) and fˆh(ξp)
such that
EFˆh(ξp) − F(ξp) = hrαrf (r−1)(ξp)/r! + O
(
hr+1
) = B¯ say,
Efˆh(ξp) − f (ξp) = hrαrf (r)(ξp)/r! + O
(
hr+1
) = B say.
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It then follows by inverting the Taylor expansion p = Fˆh(ξˆp,h) = Fˆh(ξp) + (ξˆp,h −
ξp)fˆh(ξp) + Op(n−1 + h2r ) that
ξˆp,h − ξp = p − Fˆh(ξp)
fˆh(ξp)
+ Op
(
n−1 + h2r)
= −n
−1/2Z1,h − B¯
(nh)−1/2Z2,h + f (ξp) + B + Op
(
n−1 + h2r)
= − n
−1/2Z1,h + B¯
f (ξp)
{
1 + (nh)
−1/2Z2,h + B
f (ξp)
}−1
+ Op
(
n−1 + h2r)
= − n
−1/2Z1,h + B¯
f (ξp)
{
1 − (nh)
−1/2Z2,h + B
f (ξp)
}
+ Op
{
(nh)−1
(
n−1/2 + hr)} + Op
(
n−1 + h2r)
= − Z1,h
n1/2f (ξp)
− B¯
f (ξp)
+ Z1,hZ2,h
nh1/2f (ξp)2
+ Z2,hB¯
n1/2h1/2f (ξp)2
+ Op
(
n−1 + h2r). (5)
The order term in the last equality follows by noting that (nh)−2 = o(n−1), as implied
by (B.1). Thus, we have
Var(ξˆp,h) =
E[Z21,h]
nf (ξp)2
− 2E[Z
2
1,hZ2,h]
n3/2h1/2f (ξp)3
+ O(n−3/2 + n−1/2h2r + n−1hr + h3r), (6)
MSE(ξˆp,h) =
E[Z21,h]
nf (ξp)2
− 2E[Z
2
1,hZ2,h]
n3/2h1/2f (ξp)3
− 4E[Z1,hZ2,h]B¯
nh1/2f (ξp)3
+ B¯
2
f (ξp)2
+ O(n−3/2 + n−1/2h2r + n−1hr + h3r). (7)
Invoking the smoothness conditions on F again to expand the mixed moments of
Z1,h and Z2,h, we obtain
E
[
Z21,h
] = p(1 − p) − 2hβf (ξp) + O
(
h2
)
,
E[Z1,hZ2,h] = h1/2
{
1
2
− p
}
f (ξp) + O
(
h3/2
)
,
E
[
Z21,hZ2,h
] = n−1/2h1/2
{
1
3
− 2p(1 − p)
}
f (ξp) + O
(
n−1/2h3/2
)
.
Substitution of the above into (6) and (7) yields (1) and (2), respectively.
Bootstrap variance estimation for Nadaraya quantile estimator 143
Proof of Theorem 1
Write Z∗1 = n1/2{Fˆ ∗h (ξˆp,h) − p} and Z∗2 = (nh)1/2{Fˆ ∗
′
h (ξˆp,h) − fˆh(ξˆp,h)}. Inversion
of the Taylor expansion of p ≡ Fˆ ∗h (Fˆ ∗−1h (p)) about Fˆ ∗h (ξˆp,h) gives that
Fˆ ∗−1h (p) − ξˆp,h = −
Z∗1
n1/2fˆh(ξˆp,h)
+ Z
∗
1Z
∗
2
nh1/2fˆh(ξˆp,h)2
+ Op
(
n−1
)
. (8)
Noting that E[Z∗1 |X ] = 0, E[Z∗1Z∗2 |X ] = Op(h1/2), and that
E
[
Z∗21
∣
∣ X ] = E[Z21,h
] + Op
(
n−1/2 + hr),E[Z∗21 Z∗2
∣
∣ X ] = Op
(
n−1/2h1/2
)
,
it follows that (8) has conditional mean of order Op(n−1) and conditional variance
̂VARp,0,h = E[Z
∗ 2
1 |X ]
n fˆh(ξˆp,h)2
− 2 E[Z
∗2
1 Z
∗
2 |X ]
n3/2 h1/2fˆh(ξˆp,h)3
+ Op
(
n−3/2
)
= p(1 − p) − 2hβf (ξp)
n fˆh(ξˆp,h)2
+ Op
(
n−3/2 + n−1h2). (9)
It follows from (5) and the expansion B that ξˆp,h − ξp = Op(n−1/2 + hr) and B =
O(hr), respectively. We then obtain
fˆh(ξˆp,h) = fˆh(ξˆp,h) − fˆh(ξp) + (nh)−1/2Z2,h + B + f (ξp)
= f (ξp) + (nh)−1/2Z2,h + Op
(|ξˆp,h − ξp|
) + Op
(
hr
)
= f (ξp)
{
1 + Z2,h
n1/2h1/2f (ξp)
}
+ Op
(
n−1/2 + hr). (10)
It follows by substituting (10) into (9) that
̂VARp,0,h = p(1 − p)
nf (ξp)2
− 2hβ
nf (ξp)
− 2Z2,hp(1 − p)
n3/2h1/2f (ξp)3
+ Op
(
n−3/2 + n−1h2). (11)
Theorem 1 follows immediately by comparing (11) with (1).
Proof of Theorem 2
Write Z3,b = (nb)1/2{ˆb(ξp) − Eˆb(ξp)}, which is asymptotically normal with zero
mean according to the central limit theorem under the Lindeberg condition. The ex-
pansion (10) can be adapted to yield an analogous expansion for ˆb(ξˆp,b), substitution
of which for f (ξp) in (1) yields
̂VARp,b,h = p(1 − p)
nf (ξp)2
− 2Z3,bp(1 − p)
n3/2b1/2f (ξp)3
− b
s(1 − 2p)C0
nf (ξp)2
− 2hβ
nf (ξp)
+ Op
(
n−3/2 + n−1h2 + n−1/2h2r + h3r + n−3/2b−1/2h
+ n−1bsh + n−1bs+2), (12)
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which, on comparison with (1), implies that ̂VARp,b,h has relative error of order
Op(h
2 + n1/2h2r + nh3r + n−1/2b−1/2 + bs), proving the first assertion of Theo-
rem 2. The second assertion follows immediately by minimizing the above order
with respect to b.
Proof of Theorem 3
Replacing p by q + δ with δ = o(1) and expanding (12) in powers of δ, we obtain
̂VARq,b,h = p(1 − p)
nf (ξp)2
+ δ(1 − 2p)
nf (ξp)2
− 2Z3,bp(1 − p)
n3/2b1/2f (ξp)3
− b
s(1 − 2p)C0
nf (ξp)2
− 2hβ
nf (ξp)
+ Op
(
n−3/2 + n−1h2 + n−1/2h2r + h3r + n−3/2b−1/2h + n−1bsh
+ n−1bs+2 + δ2n−1 + δn−3/2b−1/2 + δn−1bs + δn−1h). (13)
Setting δ = bsC0 in (13) eliminates the bias term −n−1bs(1 − 2p)C0f (ξp)−2
and minimizes MSE( ̂VARq,b,h), whose expansion can be derived from (1) and
(13). Substitution of this δ into (13) gives ̂VARq,b,h/Var(ξˆp,h) = 1 + Op(h2 +
n1/2h2r +nh3r +n−1/2b−1/2 + bs+2). The optimal order of b follows by minimizing
max{n−1/2b−1/2, bs+2}; hence the assertion of Theorem 3 follows.
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