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Abstract
We consider integer-valued autoregressive models of order one contaminated with in-
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sizes are unknown, we prove that Conditional Least Squares (CLS) estimators of the off-
spring and innovation means are strongly consistent. In contrast, CLS estimators of the
outliers’ sizes are not strongly consistent. We also prove that the joint CLS estimator of
the offspring and innovation means is asymptotically normal. Conditionally on the values
of the process at time points preceding the outliers’ occurrences, the joint CLS estimator
of the sizes of the outliers is asymptotically normal.
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1 Introduction
During the last decades there has been considerable interest in integer-valued time series models
and a sizeable volume of work is now available in specialized monographs. Among the most
successful integer-valued time series models proposed in the literature we only mention the
INteger-valued AutoRegressive model of order p (INAR(p)). This model was first introduced
by McKenzie [23] and Al-Osh and Alzaid [2] for the case p = 1. The INAR(1) and INAR(p)
models have been investigated by several authors, see, e.g., Silva and Oliveira [27], Ispa´ny, Pap
and van Zuijlen [19], and Drost, van den Akker and Werker [14]. Extensions and generalizations
were proposed by Du and Li [13] and Latour [17]. Recently, the so called p-order Rounded
INteger-valued AutoRegressive (RINAR(p)) time series model was introduced and studied by
Kachour and Yao [21] and Kachour [20].
Moreover, topics of major current interest in time series modeling are to detect outliers in
sample data and to investigate the impact of outliers on the estimation of conventional ARIMA
models. Motivation comes from the need to assess for data quality and to the robustness of
subsequent statistical analysis in the presence of discordant observations. Fox [15] introduced
the notion of additive and innovational outliers and proposed the use of maximum likelihood
ratio test to detect them. Chang and Chen [10] extended Fox’s results to ARIMA models and
proposed a likelihood ratio test and an iterative procedure for detecting outliers and estimating
the model parameters. Some generalizations were obtained by Tsay [29] for the detection of
level shifts and temporary changes. Random level shifts were studied by Chen and Tiao [11].
Extensions of Tsay’s results can be found in Balke [3]. Abraham and Chuang [1] applied the
EM algorithm to the estimation of outliers. Other useful references for outlier detection and
estimation in time series models are Guttman and Tiao [16], Bustos and Yohai [9], McCulloch
and Tsay [22], Pen˜a [24], Sa´nchez and Pen˜a [26], Perron and Rodriguez [25] and Burridge and
Taylor [8].
We emphasize that all references given in the previous paragraph deal with the case of
continuous-valued processes. A related interesting problem, which has not yet been addressed,
is to investigate the impact of outliers on the parameter estimation for integer-valued autore-
gressive models. This paper aims at giving a contribution towards this direction. In particular,
we consider the problem of Conditional Least Squares (CLS) estimation of some parameters
of the INAR(1) model contaminated with innovational outliers, starting from a general initial
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distribution (having finite second or third moments). We further assume that the time points
of the outliers are known, but their sizes are unknown. Under the assumption that the second
moment of the innovation distribution is finite, we prove that the CLS estimators for the means
of the offspring and innovation distributions are strongly consistent, but the CLS estimators
of the outliers’ sizes are not strongly consistent; nevertheless, they converge to a random limit
with probability 1. This random limit depends on the values of the process at the outliers’ time
points and also on the values at the preceding time points. Moreover, under the assumption
that the third moment of the innovation distribution is finite, we prove that the joint CLS
estimator of the means of the offspring and innovation distributions is asymptotically normal
with the same asymptotic variance as in the case when there are no outliers. Conditionally
on the values of the process at the time points preceding the outliers’ occurrences, the joint
CLS estimator of the sizes of the outliers is also asymptotically normal. The corresponding
asymptotic covariance matrix is also calculated.
The remainder of the paper is organized as follows. Section 2 provides a background de-
scription of basic theoretical results related to the asymptotic behavior of CLS estimators for
the INAR(1) model. In Section 3, the INAR(1) model contaminated with one or two innova-
tional outliers, is introduced. The cases of one outlier and two outliers are handled separately.
The proofs of our results are given only in case of one model (described in Subsection 3.3),
namely, with one outlier estimating the mean of the offspring and innovation distributions and
the outlier’s size, see Section 4. For completeness, we note that the omitted proofs are available
in our Arxiv preprint Barczy, Ispa´ny, Pap, Scotto and Silva [4].
In a companion paper, we examine the INAR(1) model contaminated with additive outliers;
see Barczy et al. [4, 5].
2 The INAR(1) model
2.1 The model and some preliminaries
Let Z+ and N denote the set of non-negative integers and positive integers, respectively.
Every random variable will be defined on a fixed probability space (Ω,A,P). One way to
obtain models for integer-valued data is replacing multiplication in the conventional ARMA
models in order to ensure the integer discreteness of the process and to adopt the terms of
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self-decomposability for integer-valued time series.
2.1.1 Definition. Let (εk)k∈N be an independent and identically distributed (i.i.d.) sequence
of non-negative integer-valued random variables. An INAR(1) time series model is a stochastic
process (Xn)n∈Z+ satisfying the recursive equation
Xk =
Xk−1∑
j=1
ξk,j + εk, k ∈ N, (2.1.1)
where for all k ∈ N, (ξk,j)j∈N is a sequence of i.i.d. Bernoulli random variables with mean
α ∈ [0, 1] such that these sequences are mutually independent and independent of the sequence
(ε`)`∈N, and X0 is a non-negative integer-valued random variable independent of the sequences
(ξk,j)j∈N, k ∈ N, and (ε`)`∈N.
2.1.1 Remark. The INAR(1) model in (2.1.1) can be written in another way using the bino-
mial thinning operator α ◦ (due to Steutel and van Harn [28]) which we recall now. Let X
be a non-negative integer-valued random variable. Let (ξj)j∈N be a sequence of i.i.d. Bernoulli
random variables with mean α ∈ [0, 1]. We assume that the sequence (ξj)j∈N is independent
of X. The non-negative integer-valued random variable α ◦X is defined by
α ◦X :=

X∑
j=1
ξj, if X > 0,
0, if X = 0.
The sequence (ξj)j∈N is called a counting sequence. The model in (2.1.1) takes the form
Xk = α ◦Xk−1 + εk, k ∈ N.
In the sequel we will assume that α ∈ (0, 1), EX20 <∞ and that Eε21 <∞, P(ε1 6= 0) > 0.
In this case, it is well-known (e.g., Barczy et al. [4, Lemma 5.1]) that there exists a unique
stationary distribution of the INAR(1) model in (2.1.1) which will be denoted by X˜ in the
sequel. Let us denote the mean and variance of ε1 by µε and σ
2
ε , respectively. Clearly,
0 < µε <∞. It is also well-known that
EX˜ =
µε
1− α, (2.1.2)
EX˜2 =
σ2ε + αµε
1− α2 +
µ2ε
(1− α)2 , (2.1.3)
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see, e.g., Barczy et al. [4, Appendix]. By ergodic theorems (see, e.g., Bhattacharya and Waymire
[7, Section II, Theorem 9.4 (d)] or Chung [12, Section I.15, Theorem 2]), we get
P
(
lim
n→∞
1
n
n∑
k=1
Xk = EX˜
)
= 1, (2.1.4)
P
(
lim
n→∞
1
n
n∑
k=1
X2k = EX˜
2
)
= 1, (2.1.5)
P
(
lim
n→∞
1
n
n∑
k=1
Xk−1Xk = E(X˜(α ◦ X˜ + ε)) = αEX˜2 + µεEX˜
)
= 1, (2.1.6)
where ε is a random variable independent of X˜ with the same distribution as ε1.
In the sequel, we denote by FXk the σ–algebra generated by the random variables
X0, X1, . . . , Xk.
2.2 Estimation of the mean of the offspring distribution
First we concentrate on the CLS estimation of the parameter α. Clearly, for all k ∈ N,
E(Xk | FXk−1) = αXk−1 + µε, and thus
n∑
k=1
(
Xk − E(Xk | FXk−1)
)2
=
n∑
k=1
(
Xk − αXk−1 − µε
)2
, n ∈ N. (2.2.1)
For all n ∈ N, a CLS estimator α˜n for the parameter α ∈ (0, 1) can be obtained by minimizing
the sum of squares (2.2.1) with respect to α ∈ R. One may check that asymptotically as
n→∞, a unique CLS estimator α˜n exists with probability one and
α˜n =
∑n
k=1(Xk − µε)Xk−1∑n
k=1X
2
k−1
(2.2.2)
holds asymptotically as n→∞ with probability one. Hereafter by the expression ‘a property
holds asymptotically as n → ∞ with probability one’ we mean that there exists an event
B ∈ A such that P(B) = 1 and for all ω ∈ B there exists an n(ω) ∈ N such that the
property in question holds for all n > n(ω). The reason why (2.2.2) holds only asymptotically
as n → ∞ with probability one and not for all n ∈ N and ω ∈ Ω is that for all
n ∈ N, the probability that the denominator ∑nk=1X2k−1 equals zero is positive (provided
that P(X0 = 0) > 0 and P(ε1 = 0) > 0), but P(limn→∞
∑n
k=1X
2
k−1 = ∞) = 1 (which
follows by (2.1.5)). Using the same arguments as in Hall and Heyde [18, Section 6.3], one can
easily check that α˜n is a strongly consistent estimator of α as n → ∞ for all α ∈ (0, 1).
Indeed, by (2.1.4)–(2.1.6), we get P (limn→∞ α˜n = α) = 1.
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Furthermore, if EX30 <∞ and Eε31 <∞, then using the same arguments as in Hall and
Heyde [18, Section 6.3], it follows easily that
√
n(α˜n − α) L−→ N (0, σ2α, ε) as n→∞, (2.2.3)
where
L−→ denotes convergence in distribution and
σ2α, ε :=
α(1− α)EX˜3 + σ2εEX˜2
(EX˜2)2
, (2.2.4)
with
EX˜3 =
Eε3 − 3σ2ε(1 + µε)− µ3ε + 2µε
1− α3 + 3
σ2ε + αµε
1− α2 − 2
µε
1− α
+ 3
µε(σ
2
ε + αµε)
(1− α)(1− α2) +
µ3ε
(1− α)3 .
(2.2.5)
The proof of (2.2.5) can be found in the Appendix of our Arxiv preprint Barczy et al. [4].
We remark that one uses in fact Corollary 3.1 in Hall and Heyde [18] to derive (2.2.3). It
is important to point out that the moment conditions EX30 < ∞ and Eε31 < ∞ are needed
to check the conditions of this corollary (the so called conditional Lindeberg condition and an
analogous condition on the conditional variance).
2.3 Estimation of the mean of the offspring and innovation distri-
butions
Now we consider the joint CLS estimation of α and µε. For all n ∈ N, a CLS estimator
(α̂n, µ̂ε, n) for the parameter (α, µε) ∈ (0, 1)× (0,∞) can be obtained by minimizing the sum
of squares (2.2.1) with respect to (α, µε) ∈ R2. One may prove that asymptotically as n→∞,
a unique CLS estimator (α̂n, µ̂ε, n) exists with probability one and
α̂n =
n
∑n
k=1Xk−1Xk − (
∑n
k=1Xk−1) (
∑n
k=1Xk)
n
∑n
k=1X
2
k−1 − (
∑n
k=1Xk−1)
2 ,
µ̂ε,n =
(∑n
k=1X
2
k−1
)
(
∑n
k=1Xk)− (
∑n
k=1Xk−1) (
∑n
k=1Xk−1Xk)
n
∑n
k=1X
2
k−1 − (
∑n
k=1Xk−1)
2 ,
hold asymptotically as n → ∞ with probability one, see, e.g., Hall and Heyde [18, formulae
(6.36) and (6.37)]. It is well-known that (α̂n, µ̂ε, n) is a strongly consistent estimator of
(α, µε) as n→∞ for all (α, µε) ∈ (0, 1)× (0,∞), see, e.g., Hall and Heyde [18, Section 6.3].
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Moreover, if EX30 <∞ and Eε31 <∞, by Hall and Heyde [18, formula (6.44)], √n(α̂n − α)√
n(µ̂ε,n − µε)
 L−→ N

0
0
, Bα,ε
 as n→∞, (2.3.1)
where
Bα,ε :=
EX˜2 EX˜
EX˜ 1

−1
Aα,ε
EX˜2 EX˜
EX˜ 1

−1
=
1
(Var X˜)2
 1 −EX˜
−EX˜ EX˜2
Aα,ε
 1 −EX˜
−EX˜ EX˜2
 ,
(2.3.2)
with
Aα,ε := α(1− α)
EX˜3 EX˜2
EX˜2 EX˜
+ σ2ε
EX˜2 EX˜
EX˜ 1
 ,
and X˜ denotes a random variable with the unique stationary distribution of the INAR(1)
model in (2.1.1).
3 The INAR(1) model with innovational outliers
3.1 The model and some preliminaries
For all k, ` ∈ Z+, let δk,` := 0 if k 6= ` and δk,k := 1.
We introduce, below, the INAR(1) model contaminated with innovational outliers.
3.1.1 Definition. Let (ε`)`∈N be an i.i.d. sequence of non-negative integer-valued random
variables. A stochastic process (Yk)k∈Z+ is called an INAR(1) model with finitely many inno-
vational outliers if
Yk =
Yk−1∑
j=1
ξk,j + ηk, k ∈ N,
where for all k ∈ N, (ξk,j)j∈N is a sequence of i.i.d. Bernoulli random variables with mean
α ∈ (0, 1) such that these sequences are mutually independent and independent of the sequence
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(ε`)`∈N, and Y0 is a non-negative integer-valued random variable independent of the sequences
(ξk,j)j∈N, k ∈ N, and (ε`)`∈N, and
ηk := εk +
I∑
i=1
δk,siθi, k ∈ Z+,
where I ∈ N, si, θi ∈ N, i = 1, . . . , I such that si 6= sj if i 6= j, i, j = 1, . . . , I. We
assume that EY 20 <∞ and that Eε21 <∞, P(ε1 6= 0) > 0.
In case of one (innovational) outlier a more suitable representation of (Yk)k∈Z+ is given in
the following proposition.
3.1.1 Proposition. Let (Yk)k∈Z+ be an INAR(1) model with one innovational outlier θ1 := θ
at time point s1 := s. Then for all ω ∈ Ω and k ∈ Z+, Yk(ω) = Xk(ω) + Zk(ω), where
(Xk)k∈Z+ is an INAR(1) process given by
Xk :=
Xk−1∑
j=1
ξk,j + εk, k ∈ N,
with X0 := Y0, and
Zk :=

0 if k = 0, 1, . . . , s− 1,
θ if k = s,∑Xk−1+Zk−1
j=Xk−1+1 ξk,j if k > s+ 1.
Furthermore, the processes X and Z are independent, and P(limk→∞ Zk = 0) = 1 and
Zk
Lp−→ 0 as k →∞ for all p ∈ N, where Lp−→ denotes convergence in Lp.
Proof. See Subsection 4.1. 2
For our later purposes we need to calculate the first and second moments of Z.
3.1.2 Proposition. We have
EZs+k = θα
k, k ∈ Z+, (3.1.1)
EZ2s+k = θ
2α2k − θαk(αk − 1), k ∈ Z+, (3.1.2)
E(Zs+k−1Zs+k) = αEZ2s+k−1 = θ
2α2k−1 − θαk(αk−1 − 1), k ∈ N. (3.1.3)
Proof. See Subsection 4.1. 2
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In the sequel we denote by FYk the σ–algebra generated by the random variables
Y0, Y1, . . . , Yk. For pairwise distinct positive integers s1, . . . , sI we use the notation
n∑(s1,...,sI)
k=1
:=
n∑
k=1
k 6=s1,...,k 6=sI
.
3.2 One outlier case: estimation of the mean of the offspring distri-
bution and the outlier’s size
First we suppose that I = 1 and that the relevant time point s1 := s is known. We concentrate
on the CLS estimation of the parameter (α, θ), where θ := θ1. An easy calculation shows
that
E(Yk | FYk−1) = αYk−1 + Eηk = αYk−1 + µε + δk,sθ, k ∈ N.
Hence for all n > s,
n∑
k=1
(
Yk − E(Yk | FYk−1)
)2
=
n∑(s)
k=1
(
Yk − αYk−1 − µε
)2
+
(
Ys − αYs−1 − µε − θ
)2
.
(3.2.1)
For all n > s, a CLS estimator (α˜n, θ˜n) for the parameter (α, θ) ∈ (0, 1)×N can be obtained
by minimizing the sum of squares (3.2.1) with respect to (α, θ) ∈ R2. Barczy et al. [4, Lemma
4.2.1] showed that asymptotically as n → ∞, a unique CLS estimator (α˜n, θ˜n) exists with
probability one.
3.2.1 Theorem. The CLS estimator α˜n of α is strongly consistent for all (α, θ) ∈ (0, 1)×N,
i.e., P(limn→∞ α˜n = α) = 1. The CLS estimator θ˜n of θ is not strongly consistent for any
(α, θ) ∈ (0, 1)× N, namely,
P
(
lim
n→∞
θ˜n = Ys − αYs−1 − µε
)
= 1, ∀ (α, θ) ∈ (0, 1)× N.
Proof. The proof can be found in Barczy et al. [4, Theorem 4.2.1]. 2
3.2.2 Theorem. Under the additional assumptions EY 30 <∞ and Eε31 <∞, we have
√
n(α˜n − α) L−→ N (0, σ2α, ε) as n→∞,
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with σ2α, ε defined as in (2.2.4). Moreover, conditionally on the value Ys−1,
√
n
(
θ˜n − lim
k→∞
θ˜k
) L−→ N (0, Y 2s−1σ2α, ε) as n→∞.
Proof. The proof can be found in Barczy et al. [4, Theorem 4.2.2]. 2
3.3 One outlier case: estimation of the mean of the offspring and
innovation distributions and the outlier’s size
We suppose that I = 1 and that s1 := s is known. We consider the CLS estimation of
(α, µε, θ), where θ := θ1. For all n > s, a CLS estimator (α̂n, µ̂ε,n, θ̂n) for the parameter
(α, µε, θ) ∈ (0, 1)× (0,∞)×N can be obtained by minimizing the sum of squares (3.2.1) with
respect to (α, µε, θ) ∈ R3. In Subsection 4.2 we prove that asymptotically as n → ∞, a
unique CLS estimator (α̂n, µ̂ε,n, θ̂n) exists with probability one.
3.3.1 Theorem. The CLS estimator α̂n of α and µ̂ε,n of µε are strongly consistent for
all (α, µε, θ) ∈ (0, 1)× (0,∞)× N, i.e.,
P
(
lim
n→∞
α̂n = α
)
= 1, ∀ (α, µε, θ) ∈ (0, 1)× (0,∞)× N, (3.3.1)
P
(
lim
n→∞
µ̂ε,n = µε
)
= 1, ∀ (α, µε, θ) ∈ (0, 1)× (0,∞)× N. (3.3.2)
The CLS estimator θ̂n of θ is not strongly consistent for any (α, µε, θ) ∈ (0, 1)× (0,∞)×N,
namely,
P
(
lim
n→∞
θ̂n = Ys − αYs−1 − µε
)
= 1, ∀ (α, µε, θ) ∈ (0, 1)× (0,∞)× N. (3.3.3)
Proof. See Subsection 4.2. 2
3.3.2 Theorem. Under the additional assumptions EY 30 <∞ and Eε31 <∞, we have √n(α̂n − α)√
n(µ̂ε,n − µε)
 L−→ N

0
0
, Bα,ε
 as n→∞, (3.3.4)
with Bα,ε defined as in (2.3.2). Moreover, conditionally on the value Ys−1,
√
n(θ̂n − lim
k→∞
θ̂k)
L−→ N (0, [Ys−1 0]Bα,ε[Ys−1 0]>) as n→∞. (3.3.5)
Proof. See Subsection 4.2. 2
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3.4 Two outliers case: estimation of the mean of the offspring dis-
tribution and the outliers’ sizes
In this subsection we assume that I = 2 and that the relevant time points s1, s2 ∈ N, s1 6= s2,
are known. We concentrate on the CLS estimation of (α, θ1, θ2). We have
E(Yk | FYk−1) = αYk−1 + µε + δk,s1θ1 + δk,s2θ2, k ∈ N.
Hence for all n > max(s1, s2),
n∑
k=1
(
Yk − E(Yk | FYk−1)
)2
=
n∑
k=1
(s1,s2)(
Yk − αYk−1 − µε
)2
(3.4.1)
+
(
Ys1 − αYs1−1 − µε − θ1
)2
+
(
Ys2 − αYs2−1 − µε − θ2
)2
.
By minimizing the sum of squares (3.4.1) with respect to (α, θ1, θ2) ∈ R3, a CLS estimator
(α˜n, θ˜1,n, θ˜2,n) for the parameter (α, θ1, θ2) ∈ (0, 1) × N2 can be obtained for all n >
max(s1, s2). Barczy et al. [4, Lemma 4.4.1] showed that asymptotically as n→∞, a unique
CLS estimator (α˜n, θ˜1,n, θ˜2,n) exists with probability one.
3.4.1 Theorem. The CLS estimator α˜n of α is strongly consistent for all (α, θ1, θ2) ∈
(0, 1) × N2, i.e., P (limn→∞ α˜n = α) = 1. For i = 1, 2, the CLS estimator θ˜i,n of θi is
not strongly consistent for any (α, θ1, θ2) ∈ (0, 1)× N2, namely,
P
(
lim
n→∞
θ˜i,n = Ysi − αYsi−1 − µε
)
= 1, ∀ (α, θ1, θ1) ∈ (0, 1)× N2.
Proof. The proof can be found in Barczy et al. [4, Theorem 4.4.1]. 2
3.4.2 Theorem. Under the additional assumptions EY 30 <∞ and Eε31 <∞, we have
√
n(α˜n − α) L−→ N (0, σ2α,ε) as n→∞,
with σ2α, ε defined as in (2.2.4). Moreover, conditionally on the values Ys1−1 and Ys2−1, as
n→∞, √n
(
θ˜1,n − limk→∞ θ˜1,k
)
√
n
(
θ˜2,n − limk→∞ θ˜2,k
)
 L−→ N

0
0
, σ2α,ε
 Y 2s1−1 Ys1−1Ys2−1
Ys1−1Ys2−1 Y
2
s2−1

 .
Proof. The proof can be found in Barczy et al. [4, Theorem 4.4.2]. 2
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3.5 Two outliers case: estimation of the mean of the offspring and
innovation distributions and the outliers’ sizes
In this subsection we assume that I = 2 and that the relevant time points s1, s2 ∈ N, s1 6= s2,
are known. We consider the CLS estimation of (α, µε, θ1, θ2). For all n > max(s1, s2), a CLS
estimator (α̂n, µ̂ε,n, θ̂1,n, θ̂2,n) for the parameter (α, µε, θ1, θ2) ∈ (0, 1) × (0,∞) × N2 can be
obtained by minimizing the sum of squares (3.4.1) with respect to (α, µε, θ1, θ2) ∈ R4. Barczy
et al. [4, Lemma 4.5.1] showed that asymptotically as n → ∞, a unique CLS estimator
(α̂n, µ̂ε,n, θ̂1,n, θ̂2,n) exists with probability one.
3.5.1 Theorem. The CLS estimator α̂n of α and µ̂ε,n of µε are strongly consistent for
all (α, µε, θ1, θ2) ∈ (0, 1) × (0,∞) × N2, i.e., P(limn→∞ α̂n = α) = 1 and P(limn→∞ µ̂ε,n =
µε) = 1. For i = 1, 2, the CLS estimator θ̂i,n of θi is not strongly consistent for any
(α, µε, θ1, θ2) ∈ (0, 1)× (0,∞)× N2, namely,
P
(
lim
n→∞
θ̂i,n = Ysi − αYsi−1 − µε
)
= 1, ∀ (α, µε, θ1, θ2) ∈ (0, 1)× (0,∞)× N2.
Proof. The proof can be found in Barczy et al. [4, Theorem 4.5.1]. 2
3.5.2 Theorem. Under the additional assumptions EY 30 <∞ and Eε31 <∞, we have √n(α̂n − α)√
n(µ̂ε,n − µε)
 L−→ N

0
0
, Bα,ε
 as n→∞,
with Bα,ε defined as in (2.3.2). Moreover, conditionally on the values Ys1−1 and Ys2−1,√n
(
θ̂1,n − limk→∞ θ̂1,k
)
√
n
(
θ̂2,n − limk→∞ θ̂2,k
)
 L−→ N

0
0
, Cα,εBα,εC>α,ε
 as n→∞,
where
Cα,ε :=
Ys1−1 1
Ys2−1 1
 .
Proof. The proof can be found in Barczy et al. [4, Theorem 4.5.2]. 2
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4 Proofs
4.1 Proofs for Subsection 3.1
In proving Proposition 3.1.1, we need the following result.
4.1.1 Lemma. Let (Xn)n∈Z+ and (Zn)n∈Z+ be two (not necessarily homogeneous) Markov
chains with state space Z+. Let us suppose that (Xn, Zn)n∈Z+ is a Markov chain, X0 and
Z0 are independent, and that for all n ∈ N and i, j, k, ` ∈ Z+ such that P(Xn−1 = k, Zn−1 =
`) > 0,
P(Xn = i, Zn = j |Xn−1 = k, Zn−1 = `)
= P(Xn = i |Xn−1 = k)P(Zn = j |Zn−1 = `).
Then (Xn)n∈Z+ and (Zn)n∈Z+ are independent.
Proof. For all n ∈ N and i0, i1, . . . , in, j0, j1, . . . , jn ∈ Z+, we get
P(Xn = in, . . . , X0 = i0, Zn = jn, . . . , Z0 = j0)
= P(Xn = in, Zn = jn |Xn−1 = in−1, Zn−1 = jn−1) · · ·
× P(X1 = i1, Z1 = j1 |X0 = i0, Z0 = j0)P(X0 = i0, Z0 = j0)
= P(Xn = in |Xn−1 = in−1) · · ·P(X1 = i1 |X0 = i0)P(X0 = i0)
× P(Zn = jn |Zn−1 = jn−1) · · ·P(Z1 = j1 |Z0 = j0)P(Z0 = j0)
= P(Xn = in, . . . , X0 = i0)P(Zn = jn, . . . , Z0 = j0),
which yields that Xn, . . . , X0 and Zn, . . . , Z0 are independent. One can think it over that
this implies the statement. 2
Proof of Proposition 3.1.1. Clearly, Yj = Xj + Zj = Xj for j = 0, 1, . . . , s − 1, and by
induction, one can easily check that Yk = Xk + Zk for all k > s.
In proving the independence of the processes X and Z, it is enough to check that the
conditions of Lemma 4.1.1 are satisfied. For all n > s, in−1, in, jn−1, jn ∈ Z+ and for all
B ∈ σ(ξi,j : i = 1, . . . , n − 2, j ∈ N) with the property that the event A := {Xn−1 =
13
in−1, Zn−1 = jn−1} ∩ B has positive probability, we get
P(Xn = in, Zn = jn |A) = P
in−1∑
j=1
ξn,j + εn = in,
in−1+jn−1∑
j=in−1+1
ξn,j = jn
∣∣∣∣∣ A

= P
in−1∑
j=1
ξn,j + εn = in,
in−1+jn−1∑
j=in−1+1
ξn,j = jn

= P
(
in−1∑
j=1
ξn,j + εn = in
)
P
in−1+jn−1∑
j=in−1+1
ξn,j = jn
 ,
(4.1.1)
where we used the measurability of (Xn−1, Zn−1) with respect to the σ–algebra σ(ξi,j :
i = 1, . . . , n − 1, j ∈ N) and that the random variables εn, (ξn,1, . . . , ξn,in−1) and
(ξn,in−1+1, . . . , ξn,in−1+jn−1) are independent of this σ–algebra and also from each other. Hence,
for all n > s,
P(Xn = in, Zn = jn |A) = P(Xn = in, Zn = jn |Xn−1 = in−1, Zn−1 = jn−1). (4.1.2)
Since Z0 = Z1 = · · · = Zs−1 = 0, Zs = θ, and (Xn)n∈Z+ is a Markov chain, we have (4.1.2)
is satisfied also for n = 1, 2, . . . , s, which yields that (Xn, Zn)n∈Z+ is a Markov chain. Since
Z0 = 0, X0 and Z0 are independent. Similar arguments along with the result in (4.1.1), with
the special choice B := Ω lead to
P(Xn = in, Zn = jn |Xn−1 = in−1, Zn−1 = jn−1)
= P
(
in−1∑
j=1
ξn,j + εn = in
∣∣∣∣∣ Xn−1 = in−1
)
P
(
jn−1∑
j=1
ξn,j+in−1 = jn
∣∣∣∣∣ Zn−1 = jn−1
)
= P(Xn = in |Xn−1 = in−1)P(Zn = jn |Zn−1 = jn−1),
which yields that the conditions of Lemma 4.1.1 are satisfied.
Since
Zk+1 =
Xk+Zk∑
j=Xk+1
ξk+1,j 6
Xk+Zk∑
j=Xk+1
1 = Zk, k > s,
the nonnegative sequence (Zk(ω))k>s+1 is monotone decreasing for all ω ∈ Ω, thus
(Zk(ω))k∈Z+ converges for all ω ∈ Ω. Hence, if we check that Zk converges in proba-
bility to 0 as k →∞, then, by Riesz’s theorem, we get P(limk→∞ Zk = 0) = 1. Let FX,Zk
be the σ–algebra generated by the random variables Z0, Z1, . . . , Zk and X0, X1, . . . , Xk. Us-
ing that E(Zk | FX,Zk−1 ) = αZk−1, k > s + 1, we get EZk = αEZk−1, k > s + 1, and hence
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EZs+k = α
kEZs = θα
k, k > 0. For all ε > 0, by Markov’s inequality,
P(Zs+k > ε) 6
EZs+k
ε
=
θαk
ε
→ 0 as k →∞,
as desired.
Since the sequence (Zk(ω))k>s+1 is monotone decreasing for all ω ∈ Ω, we get for all p ∈ N
and for any constant M > 0, the sequence
(|Zk|p1{|Zk|>M})k>s+1 is monotone decreasing.
Hence
sup
k>s+1
E
(|Zk|p1{|Zk|>M}) = E (|Zs+1|p1{|Zs+1|>M})→ 0 as M →∞,
which yields the uniformly integrability of (Zpk)k∈N. By Theorem 3.6 in Bhattacharya and
Waymire [7, Chapter 0], we conclude that Zk
Lp−→ 0 as k →∞, i.e., limk→∞ EZpk = 0. This
completes the proof. 2
Proof of Proposition 3.1.2. In the proof of Proposition 3.1.1 we have already checked (3.1.1).
Using that for all k > s+ 1,
E
(
(Zk − αZk−1)2 | FX,Zk−1
)
= E
Xk−1+Zk−1∑
j=Xk−1+1
(ξk,j − α)
2 ∣∣∣∣∣ FX,Zk−1
 = α(1− α)Zk−1,
we get for all k > s+ 1,
E
(
Z2k | FX,Zk−1
)
= E
((
(Zk − αZk−1) + αZk−1
)2 | FX,Zk−1) = α(1− α)Zk−1 + α2Z2k−1,
and hence EZ2k = α
2EZ2k−1 + α(1− α)EZk−1, k > s+ 1. ThenEZk
EZ2k
 =
 α 0
α(1− α) α2

EZk−1
EZ2k−1
 , k > s+ 1,
and hence, by an easy calculation, we have (3.1.2). Finally, for all k ∈ N,
E(Zs+k−1Zs+k) = E
(
E(Zs+k−1Zs+k | FX,Zs+k−1)
)
= E
(
Zs+k−1E(Zs+k | FX,Zs+k−1)
)
= E
(
Zs+k−1αZs+k−1
)
= αEZ2s+k−1,
which yields (3.1.3). This completes the proof. 2
4.2 Proofs for Subsection 3.3
We retain the notations introduced in Subsection 3.3 and for all n ∈ N, y0, . . . , yn ∈ R and
ω ∈ Ω, let us put
Yn(ω) := (Y0(ω), Y1(ω), . . . , Yn(ω)), Yn := (Y0, Y1, . . . , Yn), yn := (y0, y1, . . . , yn).
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First we give a proof that asymptotically as n → ∞, a unique CLS estimator (α̂n, µ̂ε,n, θ̂n)
exists with probability one. Motivated by (3.2.1), for all n > s, n ∈ N, we define the function
Qn : Rn+1 × R3 → R by
Qn(yn;α
′, µ′ε, θ
′) :=
n∑(s)
k=1
(
yk − α′yk−1 − µ′ε
)2
+
(
ys − α′ys−1 − µ′ε − θ′
)2
for all yn ∈ Rn+1, α′, µ′ε, θ′ ∈ R. By definition, for all n > s, a CLS estimator for the
parameter (α, µε, θ) ∈ (0, 1)× (0,∞)×N is a measurable function (α̂n, µ̂ε,n, θ̂n) : Rn+1 → R3
such that
Qn(yn; α̂n(yn), µ̂ε,n(yn), θ̂n(yn)) = inf
(α′,µ′ε,θ′)∈R3
Qn(yn;α
′, µ′ε, θ
′), ∀ yn ∈ Rn+1.
The next lemma is about the unique existence of the CLS estimator of (α, µε, θ).
4.2.1 Lemma. There exists an event A ∈ A such that P(A) = 1 and for all ω ∈ A there
exists an n(ω) ∈ N with the property that the function
R3 3 (α′, µ′ε, θ′) 7→ Qn(Yn(ω);α′, µ′ε, θ′)
is strictly convex for all n > n(ω), and
∂Qn
∂α′
(Yn(ω);α
′, µ′ε, θ
′) = 0,
∂Qn
∂µ′ε
(Yn(ω);α
′, µ′ε, θ
′) = 0,
∂Qn
∂θ′
(Yn(ω);α
′, µ′ε, θ
′) = 0,
(4.2.1)
has a unique solution with respect to (α′, µ′ε, θ
′) ∈ R3 for all n > n(ω). Consequently, for
all ω ∈ A and n > n(ω), the function R3 3 (α′, µ′ε, θ′) 7→ Qn(Yn(ω);α′, µ′ε, θ′) attains its
minimum at this unique solution.
Lemma 4.2.1 states that asymptotically as n → ∞, the system of equations (4.2.1)
has a unique solution with respect to (α′, µ′ε, θ
′) ∈ R3 with probability one, which is
nothing else but (α̂n(Yn(ω)), µ̂ε,n(Yn(ω)), θ̂n(Yn(ω))). In the sequel we simply denote
(α̂n(Yn(ω)), µ̂ε,n(Yn(ω)), θ̂n(Yn(ω))) by (α̂n(ω), µ̂ε,n(ω), θ̂n(ω)).
Proof of Lemma 4.2.1. In proving the strict convexity of the function in question, it is
enough to check that there exists an event A ∈ A such that P(A) = 1 and for all ω ∈ A
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there exists an n(ω) ∈ N with the property that (3× 3) Hessian matrix
Hn(ω, α
′, µ′ε, θ
′) :=

∂2Qn
∂(α′)2
∂2Qn
∂µ′ε∂α′
∂2Qn
∂θ′∂α′
∂2Qn
∂α′∂µ′ε
∂2Qn
∂(µ′ε)2
∂2Qn
∂θ′∂µ′ε
∂2Qn
∂α′∂θ′
∂2Qn
∂µ′ε∂θ′
∂2Qn
∂(θ′)2
 (Yn(ω);α′, µ′ε, θ′)
is (strictly) positive definite for all n > n(ω) and (α′, µ′ε, θ′) ∈ R3, see, e.g., Berkovitz [6,
Theorem 3.3, Chapter III]. We get for all (yn;α
′, µ′ε, θ
′) ∈ Rn+1 × R3,
∂Qn
∂α′
(yn;α
′, µ′ε, θ
′) = −2
n∑(s)
k=1
(
yk − α′yk−1 − µ′ε
)
yk−1−2
(
ys − α′ys−1 − µ′ε − θ′
)
ys−1,
∂Qn
∂µ′ε
(yn;α
′, µ′ε, θ
′) = −2
n∑(s)
k=1
(
yk − α′yk−1 − µ′ε
)− 2(ys − α′ys−1 − µ′ε − θ′),
∂Qn
∂θ′
(yn;α
′, µ′ε, θ
′) = −2(ys − α′ys−1 − µ′ε − θ′).
In the sequel we simply write Hn(α
′, µ′ε, θ
′) instead of Hn(ω, α′, µ′ε, θ
′). One can easily obtain
that the matrix Hn(α
′, µ′ε, θ
′) has the following leading principal minors
∆1,n(α
′, µ′ε, θ
′) := 2
n∑
k=1
Y 2k−1, ∆2,n(α
′, µ′ε, θ
′) := 4
n n∑
k=1
Y 2k−1 −
(
n∑
k=1
Yk−1
)2 ,
∆3,n(α
′, µ′ε, θ
′) := 8
(n− 1) n∑
k=1
Y 2k−1 + 2Ys−1
n∑
k=1
Yk−1 − n(Ys−1)2 −
(
n∑
k=1
Yk−1
)2 .
We show that for all (α′, µ′ε, θ
′) ∈ R3,
P
(
lim
n→∞
∆1,n(α
′, µ′ε, θ
′)
n
= 2EX˜2
)
= 1,
P
(
lim
n→∞
∆2,n(α
′, µ′ε, θ
′)
n2
= 4Var X˜
)
= 1,
P
(
lim
n→∞
∆3,n(α
′, µ′ε, θ
′)
n2
= 8Var X˜
)
= 1,
where X˜ denotes a random variable with the unique stationary distribution of the INAR(1)
model in (2.1.1). By (2.1.4), (2.1.5) and Proposition 3.1.1, it is enough to check that
P
(
lim
n→∞
1
n
n∑
k=1
Zk−1 = 0
)
= 1, P
(
lim
n→∞
1
n
n∑
k=1
Z2k−1 = 0
)
= 1, (4.2.2)
P
(
lim
n→∞
1
n
n∑
k=1
Xk−1Zk−1 = 0
)
= 1. (4.2.3)
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By Proposition 3.1.1, P(limn→∞ Zn = 0) = 1, which readily follows (4.2.2). Using Cauchy-
Schwartz’s inequality, we get
1
n
∣∣∣∣∣
n∑
k=1
Xk−1Zk−1
∣∣∣∣∣ 6
√√√√ 1
n
n∑
k=1
X2k−1
1
n
n∑
k=1
Z2k−1 →
√
EX˜2
√√√√ lim
n→∞
1
n
n∑
k=1
Z2k−1 = 0
almost surely as n→∞, which implies (4.2.3). Hence
P
(
lim
n→∞
∆i,n(α
′, µ′ε, θ
′) =∞
)
= 1, ∀ (α′, µ′ε, θ′) ∈ R3, i = 1, 2, 3,
which yields that Hn(α
′, µ′ε, θ
′) has positive leading principal minors asymptotically as n→∞
with probability one. Then Hn(α
′, µ′ε, θ
′) is (strictly) positive definite asymptotically as
n → ∞ with probability one. Hence, using also that for all n ∈ N and yn ∈ Rn+1, the
function R3 3 (α′, µ′ε, θ′) 7→ Qn(yn;α′, µ′ε, θ′) is continuous and
lim
(α′)2+(µ′ε)2+(θ′)2→∞
Qn(yn;α
′, µ′ε, θ
′) =∞,
we get the (random) function R3 3 (α′, µ′ε, θ′) 7→ Qn(Yn;α′, µ′ε, θ′) attains its minimum
asymptotically as n→∞ with probability one. Using the strict convexity of the function in
question, we get (4.2.1) has a unique solution with respect to (α′, µ′ε, θ
′) ∈ R3 for all n > n(ω),
see, e.g., Berkovitz [6, Theorem 3.1 and Corollary 1, Chapter IV]. This completes the proof. 2
Proof of Theorem 3.3.1. Let us introduce the notation
Dn := (n− 1)
n∑(s)
k=1
Y 2k−1 −
( n∑(s)
k=1
Yk−1
)2
, n ∈ N.
By (2.1.4), (2.1.5), (4.2.2), (4.2.3) and Proposition 3.1.1, we get
P
(
lim
n→∞
Dn
n2
= Var X˜
)
= 1, (4.2.4)
where X˜ denotes a random variable with the unique stationary distribution of the INAR(1)
model in (2.1.1).
Solving the system of equations (4.2.1) and applying Proposition 3.1.1, the following equal-
ities hold asymptotically as n→∞ with probability one, α̂n
µ̂ε,n
 = 1
Dn
Kn
Ln
 , θ̂n = Ys − α̂nYs−1 − µ̂ε,n, (4.2.5)
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where
Kn := (n− 1)
n∑(s)
k=1
(Xk−1 + Zk−1)(Xk + Zk)−
n∑(s)
k=1
(Xk + Zk)
n∑(s)
k=1
(Xk−1 + Zk−1),
Ln :=
n∑(s)
k=1
(Xk−1 + Zk−1)2
n∑(s)
k=1
(Xk + Zk)
−
n∑(s)
k=1
(Xk−1 + Zk−1)
n∑(s)
k=1
(Xk−1 + Zk−1)(Xk + Zk).
Using (2.1.4), (2.1.5), (2.1.6), (4.2.2), (4.2.3) and that
P
(
lim
n→∞
1
n
n∑
k=1
Zk−1Zk = 0
)
= 1,
we obtain
P
(
lim
n→∞
Kn
n2
= αEX˜2 + µεEX˜ − (EX˜)2
)
= 1,
P
(
lim
n→∞
Ln
n2
= EX˜2EX˜ − EX˜(αEX˜2 + µεEX˜)
)
= 1.
By (2.1.2), (2.1.3) and (4.2.4), we get
P
(
lim
n→∞
α̂n = lim
n→∞
Kn
Dn
=
αVar X˜ + (α− 1)(EX˜)2 + µεEX˜
Var X˜
= α
)
= 1,
and
P
(
lim
n→∞
µ̂ε,n = lim
n→∞
Ln
Dn
=
(1− α)EX˜EX˜2 − µε(EX˜)2
Var X˜
= µε
)
= 1.
Finally, using (4.2.5), (3.3.1) and (3.3.2) we have (3.3.3). This completes the proof. 2
Proof of Theorem 3.3.2. By (4.2.5) and Proposition 3.1.1, asymptotically as n→∞ with
probability one α̂n − α and µ̂ε,n − µε take the forms
1
Dn
(
(n− 1)
n∑(s)
k=1
(Xk − αXk−1)Xk−1 −
n∑(s)
k=1
(Xk − αXk−1)
n∑(s)
k=1
Xk−1 +Rn
)
and
1
Dn
( n∑(s)
k=1
X2k−1
n∑(s)
k=1
(Xk − µε)−
n∑(s)
k=1
Xk−1
n∑(s)
k=1
(Xk − µε)Xk−1 + Sn
)
,
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respectively, where
Rn :=(n− 1)
n∑(s)
k=1
(Zk − αZk−1)(Xk−1 + Zk−1) + (n− 1)
n∑(s)
k=1
(Xk − αXk−1)Zk−1
−
n∑(s)
k=1
(Zk − αZk−1)
n∑(s)
k=1
(Xk−1 + Zk−1)−
n∑(s)
k=1
(Xk − αXk−1)
n∑(s)
k=1
Zk−1,
and
Sn :=
n∑(s)
k=1
(2Xk−1Zk−1 + Z2k−1)
n∑(s)
k=1
(Xk + Zk − µε) +
n∑(s)
k=1
X2k−1
n∑(s)
k=1
Zk
−
n∑(s)
k=1
Zk−1
n∑(s)
k=1
(Xk + Zk − µε)(Xk−1 + Zk−1)
−
n∑(s)
k=1
Xk−1
n∑(s)
k=1
Zk(Xk−1 + Zk−1)−
n∑(s)
k=1
Xk−1
n∑(s)
k=1
(Xk − µε)Zk−1.
By (2.3.1), (4.2.4) and Slutsky’s lemma (see, e.g., Lemma 2.8 in van der Vaart [30]), to prove
(3.3.4) it is enough to check that
Rn
n3/2
P−→ 0 as n→∞, (4.2.6)
Sn
n3/2
P−→ 0 as n→∞, (4.2.7)
where
P−→ denotes convergence in probability. In order to prove (4.2.6) it is enough to check
that
1√
n
n∑(s)
k=1
(Zk − αZk−1)Xk−1 L2−→ 0 as n→∞, (4.2.8)
1√
n
n∑(s)
k=1
(Zk − αZk−1)Zk−1 L2−→ 0 as n→∞, (4.2.9)
1√
n
n∑(s)
k=1
(Xk − αXk−1)Zk−1 L2−→ 0 as n→∞, (4.2.10)
1√
n
n∑(s)
k=1
(Zk − αZk−1) · 1
n
n∑(s)
k=1
(Xk−1 + Zk−1)
P−→ 0 as n→∞, (4.2.11)
1
n
n∑(s)
k=1
(Xk − αXk−1) · 1√
n
n∑(s)
k=1
Zk−1
P−→ 0 as n→∞. (4.2.12)
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To prove (4.2.8), it is enough to check that
lim
n→∞
1√
n
n∑(s)
k=1
E
[
(Zk − αZk−1)Xk−1
]
= 0, (4.2.13)
lim
n→∞
1
n
E
( n∑(s)
k=1
(Zk − αZk−1)Xk−1
)2
= 0. (4.2.14)
Indeed, if (ηn)n∈N is a sequence of square integrable random variables such that limn→∞ Eηn =
0 and limn→∞ Eη2n = 0, then ηn converges in L2 to 0 as n→∞. Since EZk = αEZk−1,
k > s + 1, and the processes X and Z are independent, we have (4.2.13). Using that
Z0 = · · · = Zs−1 = 0, we also get
E
( n∑(s)
k=1
(Zk − αZk−1)Xk−1
)2
=
n∑
k=s+1
E(Zk − αZk−1)2EX2k−1, n > s+ 1.
Since limk→∞ EX2k = EX˜
2 (see, e.g., Ispa´ny, Pap and van Zuijlen [19, page 751]), there exists
some L > 0 such that EX2k < L for all k ∈ N. By Proposition 3.1.1, limk→∞ E(Zk −
αZk−1)2 6 limk→∞ 2E(Z2k + α2Z2k−1) = 0, and hence
lim
n→∞
1
n
n∑
k=1
E(Zk − αZk−1)2 = 0.
This yields that
1
n
n∑
k=s+1
E(Zk − αZk−1)2EX2k−1 6
L
n
n∑
k=s+1
E(Zk − αZk−1)2 → 0 as n→∞,
which completes the proof of (4.2.14).
In a similar way one can prove (4.2.9) and (4.2.10). For a detailed proof, see Theorem 4.2.2
in Barczy et al. [4]. For (4.2.9), we only note that for all n > s+ 1,
1
n
E
( n∑(s)
k=1
(Zk − αZk−1)Zk−1
)2
=
α(1− α)
n
n∑
k=s+1
EZ3k−1,
which tends to 0 as n→∞, by Proposition 3.1.1.
To prove (4.2.11), using that
P
(
lim
n→∞
1
n
n∑(s)
k=1
(Xk−1 + Zk−1) = EX˜
)
= 1,
it is enough to check that
1√
n
n∑(s)
k=1
(Zk − αZk−1) L2−→ 0 as n→∞,
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which can be verified as earlier. Equality in (4.2.12) can be handled in the same way.
Now we turn to prove (4.2.7). Using (2.1.5) and that
P
(
lim
n→∞
1
n
n∑(s)
k=1
(Xk + Zk − µε) = EX˜ − µε
)
= 1,
P
(
lim
n→∞
1
n
n∑(s)
k=1
(Xk + Zk − µε)(Xk−1 + Zk−1) = αEX˜2
)
= 1,
it is enough to verify that
1√
n
n∑(s)
k=1
Zk−1
L1−→ 0 as n→∞, (4.2.15)
1√
n
n∑(s)
k=1
Xk−1Zk−1
L1−→ 0 as n→∞, (4.2.16)
1√
n
n∑(s)
k=1
Z2k−1
L1−→ 0 as n→∞, (4.2.17)
1√
n
n∑(s)
k=1
Zk−1Zk
L1−→ 0 as n→∞. (4.2.18)
To check (4.2.15), using that Zk > 0, k ∈ N, by Markov’s inequality, it is enough to show
that
lim
n→∞
1√
n
n∑
k=s+1
EZk−1 = 0.
Since, by (3.1.1), EZs+k = θα
k, k > 0, we have
1√
n
n∑
k=s+1
EZk−1 6
θ√
n
n∑
k=0
αk =
θ√
n
αn+1 − 1
α− 1 → 0 as n→∞. (4.2.19)
This completes the proof of (4.2.15).
To prove (4.2.16), using that the processes X and Z are non-negative, by Markov’s
inequality, it is enough to show that
lim
n→∞
1√
n
n∑(s)
k=1
E(Xk−1Zk−1) = 0.
Using that the processes X and Z are independent and limk→∞ EXk−1 = EX˜ (see, e.g.,
Ispa´ny, Pap and van Zuijlen [19, page 751]), as in the proof of (4.2.8), it is enough to check
(4.2.19), which was already done.
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Using Proposition 3.1.2, by similar arguments as earlier, one can check (4.2.17) and (4.2.18).
Finally, using (4.2.5) and (3.3.3), we get
√
n(θ̂n − lim
k→∞
θ̂k) = −
√
n(α̂n − α)Ys−1 −
√
n(µ̂ε,n − µε)
=
[
−Ys−1 −1
] √n(α̂n − α)√
n(µ̂ε,n − µε)
 ,
and hence, by (3.3.4), we have (3.3.5). This completes the proof. 2
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