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TRUNCATIONS OF MULTILINEAR HANKEL
OPERATORS
ALINE BONAMI, SANDRINE GRELLIER & MOHAMMAD KACIM
Abstract. We extend to multilinear Hankel operators the fact
that some truncations of bounded Hankel operators are bounded.
We prove and use a continuity property of bilinear Hilbert trans-
forms on products of Lipschitz spaces and Hardy spaces.
1. Statement of the results
We prove that some truncations of bounded multilinear Hankel op-
erators are bounded. This extends the same property for linear Hankel
operators, a result obtained by [BB] (and independently in a particular
case in [GB]), which we first recall. A matrix B = (bmn)m,n∈N is called
of Hankel type if bmn = bm+n for some sequence b ∈ l
2(N). We can
identify B with an operator acting on l2(N). Moreover, if we identify
l2(N) with the complex Hardy space H2(D) of the unit disc, then B
can be realized as the integral operator, called Hankel operator with
symbol b and denoted by Hb, which acts on f ∈ H
2(D) by
Hbf(z) =
1
2π
∫
∂D
b(ζ)f(ζ)
1− ζz
dσ(ζ), z ∈ D.
Here dσ is the Euclidean measure on the unit circle. The symbol b
is given by b(ζ) :=
∑∞
k=0 bkζ
k. In other words, Hbf = C(bfˇ ) where C
denotes the Cauchy integral, and fˇ(ζ) := f(ζ). If f(ζ) =
∑
n∈N anζ
n,
one has
Hbf(z) =
∑
m∈N
(
∑
n∈N
anbm+n)z
m.
Now, we consider truncations of matrices, which are defined as follows.
For β, γ ∈ R, the truncated matrix Πβ,γ(B) is the matrix whose (m,n)
entry is bmn or zero, depending on the fact that m ≥ βn + γ or not.
It is proved in [BB] that such truncations, for β 6= −1, preserve the
boundedness for Hankel operators. The proof consists in showing that
truncations are closely related to bilinear periodic Hilbert transforms.
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One then uses the theorem of Lacey-Thiele (see [LT1], [LT2], [LT3]) in
the periodic setting.
We are interested in the same problem, but for multilinear Hankel
operators. For n ∈ N, we define the multilinear Hankel operator H
(n)
b
as follows. For f1, . . . , fn ∈ H
2(D), let
H
(n)
b (f1, . . . , fn)(z) =
1
2π
∫
∂D
b(ζ)f1(ζ) . . . fn(ζ)
1− ζz
dσ(ζ)
= Hb(f1 × · · · × fn)(z)
=
∑
i0,...,in
bm+i1+···+ina
1
i1
. . . aninz
m,
whenever fj(z) =
∑
ajiz
i. This last expression means that, when
equipped with the canonical basis ofH2(D), the matrix of the operator,
whose entries are indexed in Nn+1, are given by bi0+···+in , i0, . . . , in ∈ N.
The truncated operator is obtained when truncating this matrix as fol-
lows. For β = (β1, . . . , βn) ∈ R
n and γ ∈ R, we denote by Πβ,γ(H
(n)
b )
the operator with (n + 1)-dimensional matrix whose (i0, . . . , in)-entry
is bi0+···+in if β1i1 + · · ·+ βnin + γ ≤ i0 and zero otherwise. Our main
result is the following.
THEOREM 1. If H
(n)
b is a continuous multilinear Hankel opera-
tor from (H2(D))
n
into H2(D), then so are its truncated operators
Πβ,γ(H
(n)
b ) for any β = ν(1, . . . , 1), γ ∈ R. Furthermore, there ex-
ists a constant C = C(ν) uniformly bounded when ν lies in a compact
set of R \ {−1, 0} so that
‖Πβ,γ(H
(n)
b )‖(H2(D))n→H2(D) ≤ C‖H
(n)
b ‖(H2(D))n→H2(D).
Theorem 1 is deduced from an estimate on the bilinear Hilbert trans-
form in the periodic setting, which is of independent interest. Let us
first give some notations. The usual Lipschitz spaces of order α of 2π-
periodic functions are denoted by Λα(T), while H
p(T) denotes the real
Hardy space, p > 0. Here T := R/2πZ denotes the torus.
Let b ∈ Λα(D) and f ∈ H
q(D). The boundary values of such func-
tions may be seen either as functions on the set of complex numbers of
modulus 1, or on the torus T = R/2πZ, that is as 2π-periodic functions
on R. We write f(eit) or f(t) depending on the context, and hope that
it does not introduce any confusion.
Let us recall that, for f and b trigonometric polynomials on the torus,
the periodic bilinear Hilbert transform of f and b is given, for k, l ∈ Z,
k 6= −l, l 6= 0, by
Hk,l(b, f)(x) = p.v.
∫
T
b(kx+ lt)f(t)
dt
tan x−t
2
.
Lacey-Thiele’s Theorem, once transferred to the periodic setting, is the
following.
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THEOREM 2. [BB] Let 1 < p, q ≤ ∞ with
1
r
=
1
p
+
1
q
<
3
2
. Then, for
any k, l ∈ Z, k 6= −l and l 6= 0, there exists a constant C = C(k, l) > 0
so that, for any f ∈ Lp(T) and any b ∈ Lq(T),
‖Hk,l(b, f)‖Lr(T) ≤ C(k, l)‖f‖Lp(T)‖b‖Lq(T).
Furthermore, C(k, l) is uniformly bounded when k/l lies in a compact
set of R \ {−1, 0}.
We adapt the definition to our setting, and define, for k, l, µ ∈ Z
with k 6= −l, l 6= 0 and µ ∈ [−l, l],
(1)
Hk,l,µ(b, f)(x) =
∫
T
(
b(kx+ lt)eiµ(x−t) − b((k + l)x)
)
f((k+l)t)
dt
tan x−t
2
.
We prove the following.
THEOREM 3. Let 1 < p < ∞, 0 < q < p and α = 1
q
− 1
p
. Let
k, l, µ ∈ Z, with k 6= −l, l 6= 0 and µ ∈ [−l, l]. There exists a constant
C = C(k, l) > 0 so that, for any sufficiently smooth functions b ∈
Λα(T) and f ∈ H
p(T)
(2) ‖Hk,l,µ(b, f)‖Hp(T) ≤ C‖f‖Hq(T)‖b‖Λα(T).
Furthermore, C(k, l) is independent of µ and uniformly bounded when
k/l lies in a compact set of R \ {−1, 0}.
In the following, we say that a constant C(k, l) is admissible when
it is uniformly bounded when k/l lies in a compact set of R \ {−1, 0}.
The difficulty, here, is the uniform bound of constants. We remark
that the limiting case b ∈ L∞(T) is given by the Lacey-Thiele Theorem,
that is, Theorem 2. We will also give a non periodic version of Theorem
3. Our methods rely on the ordinary Caldero`n-Zygmund theory in a
bilinear setting for the local part (one may consult [GraK] and [GraT]),
and on transference for the non local part.
Let us come back to holomorphic functions and to truncations. De-
note by Λα(D), α > 0, the space of functions that are holomorphic in
D and whose boundary values are in Λα(T). Denote also by H
p(D) the
complex Hardy space on the unit disc, p > 0. Recall that, for p < 1,
the dual of Hp(D) is Λα(D), with p = (α + 1)
−1 ([D]). As an easy
consequence of duality and factorization, one obtains that the Hankel
operator Hb is bounded from H
q(D) into Hp(D), with q < p and p > 1,
if and only if the symbol b is in Λα(D) with α =
1
q
− 1
p
. Moreover, there
exists a constant C such that, for all holomorphic polynomials f ,
(3) ‖Hb(f)‖Hp(D) ≤ C‖b‖Λα(D) × ‖f‖Hq(D).
Theorem 3 has the following corollary, which gives the link with
truncations.
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COROLLARY 4. Let 1 < p < ∞ and 0 < q < p. Let α = 1
q
− 1
p
and b ∈ Λα(D). Then, for any β, γ ∈ R with β 6= −1, the operator
Πβ,γ(Hb) is continuous from H
q(D) into Hp(D). More precisely, there
exists a constant C uniformly bounded for γ ∈ R and β in a compact
set of R \ {−1, 0} so that
(4) ‖Πβ,γ(Hb)‖Hq(D)→Hp(D) ≤ C‖Hb‖Hq(D)→Hp(D).
So, if Hb is a bounded operator fromH
q(D) into Hp(D), its truncates
Πβ,γ(Hb) are also bounded.
Remark 5. For β = −1, we are interested in the behavior of the
norm of the operator Π−1,N (Hb), for N a positive integer. Then (I −
Π−1,N)(Hb) = HSN−1(b) where SN gives the N-th-partial sum of the
Fourier series, that is the convolution operator corresponding to the
Dirichlet kernel. Then, for 1 < p < ∞, 0 < q < p, α = 1
q
− 1
p
and
b ∈ Λα(D), one has
‖Π−1,γ(Hb)‖Hq(D)→Hp(D) ≤ C logN × ‖Hb‖Hq(D)→Hp(D).
Moreover, the best constant in the previous inequality is bounded below
by c logN , with c independent of N .
This result follows from the fact that ‖SN‖Λα 7→Λα ≃ logN . We will
prove it in the next section for the convenience of the reader.
We use the notation A ≃ B whenever there exist two universal con-
stants c, c′ > 0 so that c′B ≤ A ≤ cB.
Remark 6. For β = 0, it is easy to show that truncations preserve
uniformly the class of bounded Hankel operators. It is sufficient to
consider positive integer values of γ. In fact, one has Π0,N+1(Hbf) =
(I − SN)Hbf for N ∈ N so that it suffices to use that SN is a bounded
operator on Hp(D), 1 < p <∞, with a bound independent on N . When
β =∞ (that is when truncations of Hankel matrices are with respect to
directions n = N), one may show also the analogous fact. To do so, it
suffices to argue by duality and to show that, for b ∈ Λα(D), Π0,N (Hb)
maps boundedly Hp
′
(D) into Λα′(D), where α
′ = α−1/p′, with a bound
independent of N . We will prove this in the next section.
Let us deduce Theorem 1 from the corollary. It is clear that
H
(n)
b (f1, . . . , fn)(z) = Hb(f1 × · · · × fn)(z).
Using the factorization of functions in Hardy classes, we know that
H
(n)
b is bounded as an operator from (H
2(D))
n
into H2(D) if and only
if the Hankel operator Hb is bounded from H
2/n(D) into H2(D), that
is, if and only if b is in Λα(D) for α =
n−1
2
. To conclude, we use the
fact that the truncation Πβ,γ of H
(n)
b for β = ν(1, . . . , 1), corresponds
to the truncation Πν,γ of Hb, as it can be easily verified.
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Let us finally remark that this paper leaves open the general problem
of all truncations of multilinear Hankel operators. One may be tempted
to reduce to multilinear Hilbert transforms, as studied in [MTT].
The remainder of the paper is organized as follows. In the next
section, we deduce the corollary from Theorem 3. In the last one, we
prove Theorem 1. Let us emphasize the fact that this last proof does
not use Lacey-Thiele Theorem, and is elementary compared to it.
2. The link between truncations and bilinear Hilbert
transforms
At first, we prove the result corresponding to truncations with β =
∞, as stated in the remark 6.
Proof. Let us recall that it is sufficient to prove that, for α′ = α− 1
p′
,
‖Π0,NHb(f)‖Λ′α(D) ≤ C‖f‖Hp′(D)‖b‖Λα(D)
with a constant independent of N ∈ N. By density, it is sufficient to
prove this inequality on trigonometric polynomials. It is easy to show
that
Tf(z) := Π0,NHb(f)(z) =
1
2π
∫
∂D
b(ζ)fˇ(ζ)(zζ)N
dσ(ζ)
1− zζ
,
where fˇ(ζ) := f(ζ) as before. Using Stokes Formula, we get
Tf(z) =
1
π
∫
D
(
b(reiθ) + b′(reiθ)
)
f(re−iθ)zNrNe−iNθ
dθdr
1− zre−iθ
.
Assume to simplify that 0 < α < 1. By the holomorphic characteri-
zation of Lipschitz spaces, it suffices to show that
|(Tf)′(z)| ≤ C(1− |z|)α
′−1.
Computing the derivative of T (f), and using the fact that |NzNrN | ≤
C(1− r|z|)−1, we get the estimate
|(Tf)′(z)| ≤ C
∫
D
∣∣b(reiθ) + b′(reiθ)∣∣ |f(re−iθ)|(1− r|z|)−1 dθdr
|1− zre−iθ|
.
We use that |b(reiθ) + b′(reiθ)| ≤ C‖b‖Λα(D)(1 − r)
α−1 and Ho¨lder’s
Inequality to get that
|(Tf)′(z)| ≤ C‖b‖Λα(D)‖f‖Lp′(T)
∫ 1
0
(1− r)α−1
(1− r|z|)2−1/p
dr
≤ C(1− |z|)α−1+1/p‖b‖Λα(D)‖f‖Hp′(D).
It ends the proof. 
We now recall the following characterization of Lipschitz spaces.
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PROPOSITION 7. A function b belongs to Λα(T) if and only if there
exists a decomposition b =
∑∞
j=0 bj with ‖∇
lbj‖∞ ≤ A2
−j(α−l) for any
integer 0 ≤ l ≤ k, where k is the smallest integer > α.
If b ∈ Λα(D), the decomposition may be chosen so that the spectrum
of bj, j ≥ 1, lies in {2
j−1, · · · , 2j+2} and b0 is a constant. Moreover,
the norm is equivalent to the smallest constant A for which we have
‖bj‖∞ ≤ A2
−jα for all j ≥ 0.
The first statement can be found in [S], on page 256. The second
one can be obtained from the proof given there when α < 1, using a
variant of the kernel of De La Valle´e Poussin adapted to the dyadic
decomposition. Then one concludes using the action of powers of the
Laplacian, which give isomorphisms between Lipschitz spaces with dif-
ferent parameters.
As a classical corollary, we prove the following.
COROLLARY 8. For any N ∈ N, the norm of the operator SN from
Λα(T) into itself is equivalent to logN . In other words
‖SN‖Λα(T)7→Λα(T) ≃ logN.
Proof. Denote by DN the Dirichlet kernel of order N . As ‖DN‖L1(T) ≃
logN , it follows easily that
‖SN‖Λα(T)7→Λα(T) ≤ C logN.
It is sufficient to prove the converse inequality for the operator S+N
defined by
S+Nf(t) =
∑
n≤N
f̂(n)eint.
We start from the well known fact that, for all M ≥ 1, one can find
a trigonometric polynomial g of degree 2M such that ‖g‖L∞(T) ≃ 1
and ‖S+Mg‖L∞(T) ≃ logM . Let us assume that N = 4 × 2
n for some
integer n ≥ 1. Take M = N
4
, then the function f = ei3
N
4
tg satis-
fies ‖f‖L∞(T) ≃ 1 and ‖S
+
Nf‖L∞(T) ≃ logN and has a spectrum in-
cluded in {2n, · · · , 2n+3}. Moreover, by the previous proposition, and
the spectrum assumption on f , one has ‖f‖Λα(T) ≃ 2
nα‖f‖L∞(T) and
‖S+Nf‖Λα(T) ≃ 2
nα‖S+Nf‖L∞(T). This finishes the proof. 
In the following, we are going to use the same kind of idea in the
general case to get rid of the dependence in γ of the constants. Let
us consider now the truncation Πβ,γ. Remark that, if β and γ are
negative, then Πβ,γHb = Hb and there is nothing to prove. We will not
consider this case any longer. If γ < 0 and β > 0, then (I −Πβ,γ)Hb =
(I − Πβ,γ)HP[−γ/β](b) where PN(b) denotes the projection of b on the
space of functions whose spectrum is contained in [N,∞). If γ > 0
and β > 0, then Πβ,γHb = Πβ,γHP[γ](b). In the last case, where γ > 0
and β < 0, then Πβ,γHb = Πβ,γHP
nβ,γ
(b) where n
β,γ = min{[γ], [−γ/β]}
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(here [.] denotes the integer part). So, in any case, b may be replaced
by some projection Pnβ,γ(b) of b where
nβ,γ =

= [−γ/β] when γ < 0 and β > 0
= [γ] when γ > 0 and β > 0
= min{[γ], [−γ/β]}} otherwise
.
So, it suffices to consider the symbols b modulo a polynomial of degree
smaller than nβ,γ. The following lemma will allow us to modify b by
adding such a polynomial. The main point, here, is the fact that the
constant is admissible.
LEMMA 9. Let α > 0. There exists a constant C with the following
property: for any b ∈ Λα(D) and N ∈ N, there exists a function b˜ such
that PN(b˜) = PN(b), and, for all M ∈ Z,
‖b˜ζM‖Λα(T) ≤ C
(
|M |
N + 1
+ 1
)α
‖b‖Λα(D).
Proof. When N ≤ 16, we take b˜ = b. We conclude easily, using the
fact that the norm in Λα(T) of ζ → ζ
M is equivalent to (|M | + 1)α.
Consider now N > 16, and choose N0 so that 2
N0 ≤ N < 2N0+1. Use
the Littlewood-Paley decomposition given in Proposition 7 to write b
as b =
∑
bj with the spectrum of bj , for j ≥ 1, included in [2
j−1, 2j+2).
We can clearly take
b˜ =
∑
j≥N0−2
bj .
For simplicity, we assume that α < 1. The new function a(ζ) = b˜(ζ)ζM
can be written as
∑
j≥N0−2
aj , with aj(ζ) = bj(ζ)ζ
M . It is clear that,
for j ≥ N0 − 2,
(5) ||aj||∞ ≤ C2
−jα, ||a′j||∞ ≤ C
(
|M |
N + 1
+ 1
)
2j(1−α) .
Indeed, for the second inequality, we use Bernstein Inequality to get
that ||b′j||∞ ≤ C2
j||bj ||∞. The second term, in the derivative of aj , is
bounded by |M | × ||bj||∞. The inequality follows at once, using the
fact that N + 1 ≤ 2j+3. We adapt the proof given in [S] to deduce the
required inequality for a.

Proof. We are now in position to prove that Corollary 4 follows from
Theorem 3. It is sufficient to prove, for trigonometrical polynomials b
and f , that
(6) ‖Πβ,γHb(f)‖Hp(D) ≤ C‖b‖Λα(D) × ‖f‖Hq(D)
for some constant C that depends only on β and is uniformly bounded
when β lies in a compact set of R\{−1, 0}. Moreover, since b and f are
trigonometric polynomials, we can restrict to rational values k
l
for β,
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and values of γ such that γl is an integer, as soon as we show that the
constant C may be taken independent of k, l, γ when these last ones
vary in such a way that k
l
lies in a compact set of R \ {−1, 0}. So, we
assume that β =
k
l
6= −1 with k, l ∈ Z, l 6= 0 and that lγ ∈ Z. We
may also assume that k + l > 0.
Assume that f(t) =
∑
n∈N ane
int. An elementary computation shows
that the analytic part of the function
p.v.
∫
T
b(kx + lt)eiγl(x−t)fˇ((k + l)t)
dt
tan x−t
2
is equal to ∑
n,m∈N
anbm+nsign(l(m− βn− γ))e
im(k+l)x.
We recognize the function sign(l)(2Πβ,γ − I)(Hb(f))(e
i(k+l).), for which
we want to have an Lp estimate (recall that we have such an estimate
for Hb(f)). By Lemma 9 and the remark before, we can replace b by
the function b˜ that corresponds to the choice N = nβ,γ. On the other
hand, this term is equal to the analytic part of the function
ei[γ](l+k)x
∫
T
b˜(kx+ lt)e−i[γ](kx+lt)︸ ︷︷ ︸
=bˆ(kx+lt)
eiδl(x−t)fˇ((k + l)t
dt
tan x−t
2
where δ = γ − [γ]. This is the analytic part of ei[γ](l+k)xHk,l,δl(bˆ, f), up
to the Cauchy projection of
b˜((k + l)x)× p.v.
∫
T
fˇ((k + l)t)
dt
tan x−t
2
.
This last term coincides with Hb˜(f)(e
i(k+l)x) and is in Hp(D) with norm
bounded by
C‖b˜‖Λα(D) × ‖f‖Hq(D) ≤ C‖b‖Λα(D) × ‖f‖Hq(D).
By Theorem 3, the term ei[γ](l+k)xHk,l,δ(bˆ, f) is also in H
p(T) with norm
bounded by C‖bˆ‖Λα(T)‖f‖Hq(T) for some admissible constant C. This
last quantity is, in turn, bounded by C (|β|+ 1)α ‖b‖Λα(D) × ‖f‖Hq(D),
as one can see by using Lemma 9. 
3. Proof of the Theorem 3.
Let us note L = k + l. Let us remark first that it is sufficient to
consider the case when L > 0 (the general case follows by replacing b
by b˜ such that b˜(x) := b(−x) and f by f˜ such that f˜(x) := f(−x)).
Let us give a first reduction of the problem. We use the following
lemma, where τ denotes the translation by y on the torus. Its proof is
elementary.
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LEMMA 10. For all trigonometrical polynomials b and f , the follow-
ing identity is valid.
(7) Hk,l,µ(b ◦ τ
L, f ◦ τ) = Hk,l,µ(b, f) ◦ τ.
Cutting into eight parts the function f and using this lemma, we
reduce to periodic functions with support in (0,+pi
4
) in the case q > 1.
For the case of q ≤ 1, by the atomic decomposition Theorem of Hq(T),
it suffices to consider the action of Hk,l,µ(b, ·) on H
q(T)-atoms, also
called q-atoms. So, let f be a q-atom, that is, either a constant or
a function f on T supported in some interval I on the torus (we will
always assume its length less than π/4, which is possible) so that
‖f‖L∞(T) ≤ |I|
−1/q and
∫
T
xkf(x)dx = 0 for any integer k ≤
1
q
− 1.
We have seen that Hk,l,µ(b, f) is 2π/L-periodic. We simplify the
notation, and write
Tf(x) := Hk,l,µ(b, f)
(x
L
)
,
so that, after a change of variable in the integral, one can write
Tf(x) =
∫ piL
−piL
[
b
(
x+
l
L
(t− x)
)
ei
µ
L
(x−t) − b(x)
]
f(t)
dt
tan x−t
2L
.
We are restricted to prove that
(8) ‖T (f)‖Lp(]−pi,pi[) ≤ C‖b‖Λα(T)‖f‖Hq(T)
for f supported in the interval (0,+pi
4
) when q > 1, or
(9) ‖T (f)‖Lp(]−pi,pi[) ≤ C‖b‖Λα(T)‖f‖Hq(T)
for f is a q-atom supported in (0,+r) for some r ≤ pi
4
when q ≤ 1.
Let us explain the next reduction of the problem. For |x| < π,
|s| < Lπ and s in the support of the periodic function f , we can write
1
L tan x−s
2L
=
1
x− s
+
1
L
ψ
(
x− s
L
)
,
with ψ a C∞ function with compact support. Indeed, the conditions
on s, x and L, imply that |x−s|
L
≤ 3pi
2
. We get rid of the term with ψ
by showing the next lemma.
LEMMA 11. Let ψ be a C∞ function with compact support. Then
there exists admissible constants C,Cq depending on ψ such that, for f
a periodic integrable function supported in (0,+π/4) (modulo 2π), the
quantity
A(x) =
1
L
∫ piL
−piL
[
b
(
x+
l
L
(s− x)
)
ei
µ
L
(x−s) − b(x)
]
f(s)ψ
(
x− s
L
)
ds
is uniformly bounded, for |x| < π, by C‖b‖L∞(T)‖f‖L1(T). Moreover, it
is bounded by Cq‖b‖Λβ(T) when f is a q-atom, with β = 1/q − 1.
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Proof. A(x) may be written as a scalar product 1
L
< f˜, g > on the real
line, where f˜ is the function on the real line which coincides with f on
(−Lπ,+Lπ) and is zero outside, while g takes care of the other terms.
Consider the first case, and remark that ‖f˜‖L1(R) = L‖f‖L1(T), while
the norm of g in L∞(R) is bounded, up to a constant, by the norm of
b in L∞(T). The conclusion follows at once. Assume now that q < 1.
Then f˜ is the sum of L q-atoms of Hq(R). On the other hand, one has
‖g‖Λβ(R) ≤ C‖b‖Λβ(T), with C admissible constant. We conclude, using
the fact that the space Λβ(R) being the dual space of H
q(R). 
The main term can be written as T˜ f(x) + Tf(x), where
(10) T˜ f(x) =
∫ pi
−pi
[
b
(
x+
l
L
(s− x)
)
ei
µ
L
(x−s) − b(x)
]
f(s)
ds
x− s
and
(11)
Tf(x) =
∫
pi<|s|<Lpi
[
b
(
x+
l
L
(s− x)
)
ei
µ
L
(x−s) − b(x)
]
f(s)
ds
x− s
.
Let us start with the first term.
PROPOSITION 12. There exist admissible constants Cq so that
(12) ‖T˜ (f)‖Lp(−pi,+pi) ≤ Cq‖b‖Λα(T)
when q > 1 and f is supported in the interval (0,+pi
4
) and ‖f‖Lq(T) ≤ 1,
or when q ≤ 1 and f is a q-atom supported in (0,+r), for some r ≤ pi
4
.
Proof. We can deduce the required estimate from the analogue of The-
orem 3 on the real line, which we state now. We define, for β ∈ R, for
b ∈ Λα(R) and f ∈ H
q(R),
(13) Hβ(b, f)(x) :=
∫ ∞
−∞
[b (x+ β(s− x))− b(x)] f(s)
ds
x− s
.
We have the following proposition.
PROPOSITION 13. Let 1 < p < ∞, 0 < q < p and α = 1
q
− 1
p
.
There exists a constant C = C(β) > 0 so that, for any sufficiently
smooth functions b ∈ Λα(R) and f ∈ H
q(R)
(14) ‖Hβ(b, f)‖Hp(R) ≤ C‖f‖Hq(R)‖b‖Λα(R).
Furthermore, C(β) is uniformly bounded when β lies in a compact set
of R.
Remark 14. Let us emphasize that this result may be seen as an ele-
mentary case of Lacey-Thiele Theorem on the bilinear Hilbert transform
(see [LT1], [LT2], [LT3]
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Proof. Let us again simplify the notation, and set S(f) := Hβ(b, f).
The kernel of S is bounded, up to the constant C|β|α‖b‖Λα(R), by the
Riesz potential |x− s|−1+α, and the estimate follows directly from the
classical estimates on Riesz potentials when q > 1.
Let us now concentrate on q ≤ 1, and assume that f is an atom
supported in the interval I = (−r,+r) (we can reduce to this case,
using invariance by translation as in Lemma 7). Using interpolation,
it is sufficient to consider non integer values of α. We assume that
k < α < k + 1. We write S(f) = A1 + A2, with A1 = S(f)1l(−2r,+2r).
We prove that both A1 et A2 are L
p-functions. To prove that A1 ∈ L
p,
we remark that, because of the fact that f has vanishing moments up
to order k, we can replace the content of the bracket, in the definition
of S(f) as an integral given in (13), by
b (x+ β(s− x))−
k∑
j=0
b(j)(x)
j!
βj(s− x)j .
This last quantity is bounded by C|β|α|s− x|α‖b‖α. We obtain that
|A1(x)| ≤ C|β|
αrα−α
′
‖b‖αIα′(|f |)(x),
where Iα′ denotes the fractional integral related to the Riesz potential
|x− s|−1+α
′
. We have chosen α′ < 1, such that 1
p
= 1
p˜
− α′ with p˜ > 1.
Then
‖A1‖Lp ≤ C|β|
αrα−α
′
‖b‖α‖f‖Lp˜.
We conclude for A1 using the fact that f is a q-atom supported in
(−r,+r), that is, ‖f‖L∞(R) ≤ Cr
−1/q.
To deal with A2, we replace the content of the bracket of (13) differ-
ently. We write that b (x+ β(s− x))− b(x) is the sum of three terms,
that is,
b ((1− β)x+ βs))−
k∑
j=0
b(j)((1− β)x)
j!
βjsj
+
(
k∑
j=0
b(j)((1− β)x)
j!
βjxj − b(x)
)
+
k∑
j=1
b(j)((1− β)x)
j!
βj(sj − xj).
The last term may be written as the product of s−x with a polynomial
in s of degree less than k. Because of the condition on the moments
of f , the corresponding term is zero. The first term is bounded by
rα|β|α‖b‖Λα(R), the second one by |β|
α‖b‖Λα(R)|x|
α. So, we can write
A2 as a sum of two terms, A
(1)
2 and A
(2)
2 , corresponding to the two terms
above. For |x| > 2r, |A
(1)
2 (x)| is bounded by r
α|β|α‖b‖Λα(R)‖f‖L1(R)/|x|.
The bound for its Lp norm follows at once. For A
(2)
2 , we use the well-
known fact that the Hilbert transform of the q-atom f is bounded by
12 ALINE BONAMI, SANDRINE GRELLIER & MOHAMMAD KACIM
Crk+2−1/q/|x|k+2 for |x| > 2r. We obtain the estimate
|A
(2)
2 (x)| ≤ C|β|
α‖b‖Λα(R)r
k+2−1/q|x|α−k−2
for |x| > 2r, from which we conclude at once.
This finishes the proof of Proposition 13. 
We conclude for the proof of Proposition 12 using Proposition 13 for
Hβ(b˜, f˜), with β =
l
L
, f˜ the function that is equal to f on (0, r) and
vanishes elsewhere, and b˜(x) = b(x)e−i
µ
l
x (it is elementary to show that
b˜ belongs to Λα(R) with a Lipschitz norm bounded by C‖b‖Λα(T). 
We now turn to the estimate of Tf . We prove the following.
PROPOSITION 15. Let p > 1. There exist admissible constants
C,Cq so that,
(1) if f ∈ L1(T) and is supported in the interval (0,+pi
4
), then
(15) ‖T (f)‖Lp(−pi,+pi) ≤ C‖f‖L1(T)‖b‖Lp(T).
(2) if q < 1 and f is a q-atom supported in (0,+r), for some r ≤ pi
4
,
then
(16) ‖T (f)‖Lp(−pi,+pi) ≤ Cq‖b‖Λβ(T),
with β = 1/q − 1.
Proof. We may assume that L ≥ 2, otherwise there is nothing to prove.
We begin with the case q ≥ 1. We will not use any compensation
between the two terms involving b, so we replace T by S, where
S(f)(x) :=
∫
pi<|t|<piL
b
(
k
L
x+
l
L
t
)
ei
µ
L
(x−t)f(t)
dt
x− t
.
We show (15) for S(f) in place of T (f). The difference between both
is of the same type as S(f), except that b is replaced by a constant.
Now, we use the 2π-periodicity of f to write S(f)(x) as∫ pi
−pi
f(t)
∑
1≤|j|<L/2
b
(
k
L
x+
l
L
(t + 2πj)
)
ei
µ
L
(x−t−2pij) dt
x− 2πj − t
.
We may replace t + 2πj − x by 2πj in the last integral. Indeed, the
difference is bounded, up to a constant, by 1/j2. Taking the sum,
we get a quantity which is bounded, up to an admissible constant, by
‖b‖Lp(T)‖f‖L1(T). Indeed, the constant comes from the fact that, for
the periodic function b,
(17)
∥∥∥∥b( kL ·)
∥∥∥∥
Lp(−pi,+pi)
≤ C
(
1 +
L
|k|
) 1
p
‖b‖Lp(T).
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It remains to consider the term∫ pi
−pi
f(t)
∑
1≤|j|<L/2
b
(
k
L
x+
l
L
(t+ 2πj)
)
e−i
µ
L
(t+2pij)
j
dt.
Taking the Lp-norm on (−π,+π) and using Minkowski inequality, it
is sufficient to show that ‖B( k
L
·, t)‖Lp(−pi,+pi) ≤ C‖b‖Lp(T), with C an
admissible constant which is independent of t, where
B(x, t) :=
∑
1≤|j|<L/2
b
(
x+
l
L
(t+ 2πj)
)
e−2pii
µj
L
j
.
We use the inequality (17) written for the function B(·, t) to reduce
to an inequality for this last function. We will use transference to
conclude. Let Θj be the strongly continuous representation of Z in
Lp(T) given by
Θjb(t) = b
(
t+
l
L
2πj
)
.
It is clear that B(·, t) is obtained from b(·+ lt
L
) when using the operator∑
1≤|j|<L/2
e−2pii
µj
L
j
Θj .
The theory of tranference (see [CW]) allows us to conclude that it is a
uniformly bounded operator on Lp(T) once we know that the operator
given by the convolution by the sequence cj := e
−2piiµj
L /j for 1 ≤ |j| <
L/2, cj = 0 otherwise, is bounded on ℓ
p(Z). This, again, is classical:
the convolution operator on ℓp(Z) associated to the sequence (1/j)|j|≥1
is a bounded operator on ℓp(Z), p > 1, as the discrete analogue of
the Hilbert transform. The same holds also for the truncated sequence(
cLj
)
where cLj := 1/j for 1 ≤ |j| < L/2, and c
L
j = 0 otherwise, with an
operator norm bounded independently of L. The same is also valid for
the sequence cj given above: we may write this last operator in terms of
the conjugate of the previous one under the action of the multiplication
by e−2pii
µj
L . Finally,
‖B(·, t)‖Lp(T) ≤ C
∥∥∥∥b(· + ltL)
∥∥∥∥
Lp(T)
= C‖b‖Lp(T).
This finishes the proof of (15).
Let us now prove (16). For simplicity, we only consider the case when
β is not an integer, which is sufficient for our purpose. We assume that
f is an atom supported in (0, r). We write T (f)(x) as∫ pi
−pi
f(t)
∑
1≤|j|<L/2
[
b
(
k
L
x+
l
L
(t + 2πj)
)
ei
µ
L
(x−t−2pij) − b(x)
]
dt
x− 2πj − t
.
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As in the proof of Proposition 13, we write the content of the bracket
as a sum of terms. Let us first define
(18) b˜(x) := b(x)e−i
µ
l
x.
As we already pointed out, it is elementary to see that b˜ is in Λβ(R)
with a norm bounded by C‖b‖Λβ(T). Then, the content of the bracket is
equal to ei
µ
l
xB˜j(x, t) with B˜j(x, t) = B˜
(1)
j (x, t) + B˜
(2)
j (x, t) + B˜
(3)
j (x, t),
with
B˜
(1)
j (x, t) = b˜
(
k
L
x+
l
L
(t+ 2πj)
)
−
[β]∑
s=0
b˜(s)
(
k
L
x+
l
L
2πj
)(
l
L
)s
ts
s!
B˜
(2)
j (x, t) =
[β]∑
s=0
b˜(s)
(
k
L
x+
l
L
2πj
)(
l
L
)s
(x− 2πj)s
s!
− b˜(x)
B˜
(3)
j (x, t) =
[β]∑
s=0
b˜(s)
(
k
L
x+
l
L
2πj
)(
l
L
)s
(ts − (x− 2πj)s)
s!
.
The last term may be written as the product of x − 2πj − t with a
polynomial of degree less than k in t. Because of the condition on the
moments of f , the corresponding term is zero.
Let us then consider the second term, which is bounded by C|x −
2πj|β‖b‖Λβ(T), where C is an admissible constant. To get a bound
for the corresponding term in T (f)(x), we use the fact that the Hilbert
transform of f , at the point x−2πj, can be bounded by Cr[β]+1−β/|j|[β]+2.
We conclude, using the fact that
∑
|j|≥1 |j|
β−[β]−2 is finite, and r[β]+1−β
is bounded.
Let us finally consider the first term, which is bounded by Crβ‖b‖Λβ(T),
with C an admissible constant. We proceed exactly as in the proof of
(15), using the fact that the L1-norm of f is bounded by r−β. We may
as well replace t+ 2πj − x by 2πj in the last integral in the denomi-
nator. Moreover, one easily verifies that ei
µ
l
xB˜
(1)
j (x, t) can be written
as ei
µ
L
xe−2pii
µj
L c
(
k
L
(x+ 2π l
k
j), t
)
, where the function c is periodic in the
first variable x, and is bounded by Crβ‖b‖Λβ(T), with C an admissi-
ble constant which is independent of t. After this point, the proof is
exactly the same as the one of (15), considering the sum
∑
1≤|j|<L/2
c
(
k
L
(
x+ 2π
l
k
j
)
, t
)
e−2pii
µj
L
j
We will not repeat the proof here, and leave the details for the reader.
This finishes the proof of Proposition 11, as well as the proof of Theo-
rem 1. 
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