Tecniche di Partizionamento per Big Graphs su Apache Spark by BERTOLUCCI, MASSIMILIANO
Universita` di Pisa
DIPARTIMENTO DI INFORMATICA
Corso di Laurea in Informatica
Specialistica in Tecnologie Informatiche
Tecniche di Partizionamento
per Big Graphs su Apache Spark
Candidato:
Massimiliano Bertolucci
Matricola 255354
Relatore:
Prof. Laura Ricci
Correlatore:
Dott. Alessandro Lulli
Sessione
9 Ottobre 2015

Tecniche di Partizionamento
per Big Graphs su Apache Spark
Massimiliano Bertolucci
2
Indice
1 Introduzione 5
2 Stato dell’arte 9
2.1 Modelli di calcolo parallelo . . . . . . . . . . . . . . . . . . . . 9
2.1.1 MapReduce . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Bulk Synchronous Parallel (BSP) . . . . . . . . . . . . 14
2.1.3 Pregel . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Apache Giraph . . . . . . . . . . . . . . . . . . . . . . 18
2.1.5 GraphLab . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Strategie di partizionamento dei grafi . . . . . . . . . . . . . . 25
2.2.1 Motivazioni al partizionamento . . . . . . . . . . . . . 25
2.2.2 Tipologie di partizionamento per grafi . . . . . . . . . 29
2.2.3 Algoritmi di partizionamento BKW . . . . . . . . . . . 32
3 Partizionamento di BigGraph
in Apache Spark 37
3.1 Apache Spark . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.1 Resilient Distributed Datasets (RDD) . . . . . . . . . . 39
3.1.2 Interfaccia di programmazione Spark . . . . . . . . . . 42
3.2 Partizionamento statico in Apache Spark . . . . . . . . . . . . 44
3.2.1 L’interfaccia Partitioner . . . . . . . . . . . . . . . . . 45
3.2.2 MapPartitioner . . . . . . . . . . . . . . . . . . . . . . 47
3.2.3 L’uso della tecnica di rietichettatura . . . . . . . . . . 49
3.3 Partizionatore dinamico in Apache Spark . . . . . . . . . . . . 53
3.3.1 Adattività del numero di partizioni . . . . . . . . . . . 54
3
4 INDICE
3.3.2 Rietichettatura delle chiavi . . . . . . . . . . . . . . . . 56
4 Casi di studio 59
4.1 PageRank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Triangle Counting . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 KCore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Hash-To-Min . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Cracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5 Risultati Sperimentali 73
5.1 Strumenti utilizzati . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Risultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Partizionamento statico . . . . . . . . . . . . . . . . . . . . . 76
5.3.1 Partizionamento statico su grafi sintetici . . . . . . . . 76
5.3.2 Partizionamento statico su grafi reali . . . . . . . . . . 77
5.3.3 Scalabilità delle soluzioni . . . . . . . . . . . . . . . . . 80
5.3.4 Variazione della grana computazionale . . . . . . . . . 81
5.4 Partizionamento dinamico . . . . . . . . . . . . . . . . . . . . 82
5.4.1 Vertici attivi su Cracker . . . . . . . . . . . . . . . . . 82
5.4.2 Taglio delle partizioni su Cracker . . . . . . . . . . . . 85
5.4.3 Partizionamento dinamico
Labeling / Adaptive / Labeling-Adaptive . . . . . . . . 87
6 Conclusioni 91
Capitolo 1
Introduzione
In questi ultimi anni il volume dei dati generati nella rete è cresciuto enor-
memente. Nel 2012 sono stati creati ogni giorno 2,5 exabyte (2, 5× 1018) di
dati [1], provenienti da fonti molteplici ed eterogenee, che vanno da strumen-
ti scientifici a transazioni commerciali, ecc. Basti pensare che il numero di
utenti di internet attivi ha superato i 3 miliardi, il numero di smartphone
attivi sono oltre i 3.5 miliardi, e gli account attivi sui social network superano
i 2 miliardi [34]. Grazie alle loro dimensioni questi dati non possono essere
elaborati da una singola macchina per insufficienza di memoria e capacità
computazionale. In molti casi i dati possono essere modellati come grafi, al
fine di organizzare ed estrarre le informazioni da essi.
Per superare questi limiti è normale adottare ambienti di calcolo distribui-
to su cluster. Lo sviluppo di queste applicazioni su un ambiente distribuito
porta però ad affrontare diverse problematiche quali la riscrittura dell’ap-
plicazione in una forma parallela, la distribuzione e il partizionamento dei
dati, la tolleranza ai guasti, le comunicazioni, ecc. Molte di queste proble-
matiche non sono legate alle applicazioni, come ad esempio la gestione delle
risorse da usare o come la tolleranza ai guasti. In questo contesto nascono
molti framework con lo scopo di fornire strumenti affidabili per risolvere ta-
li problematiche e allo stesso tempo fornire un modello di programmazione
generale da essere usato per qualsiasi applicazione.
Tra i framework più diffusi, MapReduce[3] basato sul paradigma Map Re-
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duce, sfrutta commodity hardware consentendo una facilità di sviluppo degli
algoritmi e robustezza ai guasti dell’ambiente. MapReduce nonostante la sua
popolarità per le computazioni su grandi moli di dati, talvolta risulta essere
uno strumento poco pratico ed efficiente su alcuni algoritmi iterativi su grafo.
Molti di questi algoritmi, ad esempio, non sono adatti ad assere espressi in
MapReduce, perchè lo strumento è privo di un meccanismo efficiente di con-
divisione dati tra le varie iterazioni, e questo comporta un notevole utilizzo
del file system distribuito con conseguente perdita di prestazioni.
Nascono in questo contesto altri framework specializzati per descrivere
algoritmi iterativi su grafi che permettono prestazioni migliori introducen-
do meccanismi di condivisione, come Pregel [10], Apache Giraph[12], Gra-
phLab[11] ecc. Questi framework permettono di modellare le applicazioni dal
punto di vista di ogni vertice del grafo.
Il modello di riferimento di questi framework è chiamato thinking like a
vertex (vertex-centric) e rende la progettazione degli algoritmi su grafo distri-
buiti più naturale e facile. Ogni vertice contiene informazioni su se stesso e
tutti gli archi uscenti dal vertice così da esprimere la computazione al livello
di vertice tramite meccanismi di comunicazione tra vertici o tramite mec-
canismi di condivisione di memoria. Molti algoritmi iterativi vertex-centric
adottano la convenzione di propagare i messaggi lungo gli archi del grafo. In
Pregel una computazione su vertice comporta la ricezione dei messaggi da
parte dei vertici vicini, l’aggiornamento del proprio stato ed infine l’invio di
messaggi ai vertici vicini lungo gli archi uscenti del vertice. In GraphLab la
computazione per un vertice comporta la lettura e/o la scrittura del proprio
stato e lo stato dei propri vicini usufruendo di una memoria condivisa senza
scambio di messaggi.
Purtroppo questi framework non pongono sufficiente attenzione sui mec-
canismi di partizionamento del grafo in relazione al tipo di algoritmo usato.
Poter guidare le strategie di partizionamento dei dati in relazione all’algorit-
mo permette di controllare due parametri fondamentali nel modello dei costi,
la distribuzione del carico di lavoro delle macchine e le comunicazioni tra le
macchine durante le fasi di calcolo se presente.
Molti framework forniscono una strategia di partizionamento dei grafi
7basato sul meccanismo hash che permette di distribuire i vertici del grafo in
partizioni della stessa dimensione, ma tale meccanismo non tiene conto della
struttura del grafo, portando ad avere un numero elevato di archi passanti tra
le partizioni e di conseguenza un elevato costo di comunicazione e degrado
delle prestazioni dell’applicazione.
Negli ultimi anni è emerso l’ambiente Apache Spark[13] che permette di
usare il modello già conosciuto Map Reduce su un’astrazione dei dati chiama-
ta RDD. Gli RDD mascherano agli sviluppatori aspetti come la condivisione
efficiente dei dati tra le iterazioni dell’algoritmo, permettendo di personaliz-
zare il partizionamento dei dati al fine ottimizzare la comunicazione e carico
di lavoro.
L’obiettivo della tesi è capire se l’utilizzo di metodologie diverse di par-
tizionamento, che tengano conto delle caratteristiche della struttura di grafo
o delle caratteristiche dell’algoritmo, permetta di ottenere un miglioramen-
to delle prestazioni in termini di tempo di completamento rispetto all’uso
dell’algoritmo di partizionamento hash usato comunemente.
Adottando l’ambiente Spark, valutiamo l’effetto di un partizionamen-
to del grafo statico basato sul balanced k-way partitioning [29] degli algo-
ritmi iterativi PageRank[18], KCore[20], Hash-To-Min[21], Cracker[22], e
TriangleCounting[19], caratterizzati da schemi di comunicazioni e compu-
tazioni diversi. Il partizionamento balanced k-way permette di partizionare
un grafo in k partizioni minimizzando gli archi che connettono due vertici
appartenenti a partizioni diverse e mantenendo le partizioni bilanciate nel
numero di vertici. Tale minimizzazione dovrebbe portare a ridurre il costo
di comunicazione dell’applicazione e quindi benefici in termini di tempo di
completamento. I potenziali benefici sono legati alle caratteristiche di co-
municazione e computazione degli algoritmi e a tal proposito, gli algoritmi
valutati, sono stati classificati in due famiglie. La famiglia a cui appartengo-
no PageRank, TriangleCounting, e KCore, ha la caratteristica di elaborare
le informazioni mantenendo la struttura del grafo statica, mentre l’altra fa-
miglia a cui appartiene Hash-To-Min e Cracker cambia la struttura del grafo
eliminando vertici, archi ed aggiungendo nuovi archi.
È stato anche valutato l’effetto di diversi partizionamenti dinamici chia-
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mati Labeling e Adaptive sull’algoritmo Cracker. L’algoritmo Adaptive può
essere adottato in tutti quegli algoritmi iterativi in cui la struttura del gra-
fo cambia, riducendo o aumentando il numero di vertici, mentre l’algoritmo
Labeling è si basa su alcune caratteristiche specifiche dell’algoritmo Cracker.
La tesi è stata organizzata nel modo seguente. Il capitolo 2 è composto
da due sezioni, dove nella prima vengono presentati i framework MapReduce,
Pregel, Apache Giraph e GraphLab, tra i più comuni ambienti per sviluppa-
re applicazioni iterative su grafo, mentre nella seconda sezione, dopo aver
presentato il problema del partizionamento dei grafi, vengono descritti gli
algoritmi più comuni impiegati per partizionare BigGraph. Nel capitolo 3
viene presentato il framework Apache Spark. Dopo una panoramica delle
caratteristiche dell’ambiente Spark vengono illustrati diversi approcci adot-
tati per integrare algoritmi di partizionamento statico e dinamico su grafi.
Nel capitolo 4 si descrivono dettagliatamente gli algoritmi PageRank, Trian-
gleCounting, KCore, Hash-To-Min e Cracker, usati come casi di studio per
gli esperimenti svolti e presentati nel capitolo 5. Il capitolo 6 è lasciato alle
conclusioni del lavoro svolto e ai possibili lavori futuri che potrebbe essere
interessante affrontare anche in seguito ai risultati ottenuti in questa tesi.
Capitolo 2
Stato dell’arte
In questo capitolo verranno presentati quelli che sono ad oggi i modelli di
calcolo parallelo e i framework più usati dalla comunità scientifica. Per ogni
framework verrà fornita una breve descrizione evidenziando le caratteristiche
peculiari e mostrando, tramite un esempio, come sia possibile descrivere le
applicazioni. Successivamente verrà mostrato il problema del partizionamen-
to dei dati, focalizzandosi principalmente sul problema del partizionamento
dei grafi e sulle più comuni metodologie e tecniche usate per partizionarli in
maniera efficiente.
2.1 Modelli di calcolo parallelo
Negli ultimi anni, per far fronte all’esigenza di elaborare grandi quantità
di dati non strutturati come i grafi, si è assistito ad un rinnovato interesse
per i modelli di computazione parallela. Infatti i modelli computazionali
paralleli hanno inspirato lo sviluppo di diversi frameworks, che permettono
di affrontare problematiche indipendenti dall’applicazione rendendone così lo
sviluppo semplice e veloce.
Uno tra i più importanti frameworks oggi ampiamente usato è MapReduce[3].
Il modello MapReduce permette di scrivere applicazioni con il solo ausilio del-
le funzioni map e reduce lasciando al framework la realizzazione di diverse
funzionalità, come la gestione delle risorse, la distribuzione dei dati, la tol-
9
10 CAPITOLO 2. STATO DELL’ARTE
leranza ai guasti ecc. Seppur le applicazioni su grafi possano essere espresse
tramite le funzioni map e reduce, questo framework talvolta ne limita le pre-
stazioni. Negli ultimi anni si è affermato il modello vertex-centric, che pro-
muove la filosofia think like a vertex rendendo la progettazione degli algoritmi
distribuiti per grafi più naturale e facile. Ogni vertice contiene informazioni
su se stesso e su tutti gli archi uscenti dal vertice cosi da esprimere la com-
putazione al livello di vertice. Numerosi framework oggi adottano il model-
lo vertex-centric, ad esempio Pregel[10], Apache Giraph[12], GraphLab[11].
Di seguito verranno presentate brevemente le caratteristiche dei framework
appena citati.
2.1.1 MapReduce
MapReduce[3] è un framework per l’elaborazione di grandi mole di dati su
commodity hardware. Il framework è stato introdotto da Google inspirato
dalle funzioni map e reduce nella programmazione funzionale. Successiva-
mente è stata sviluppata una versione open-source di MapReduce chiamata
Apache Hadoop[15]. Un programma MapReduce è composto da una proce-
dura chiamataMap che si occupa di filtrare e riordinare i dati e una procedura
chiamata Reduce che ha la funzione di riassumere i dati. Il sistema MapRe-
duce orchestra il processo di distribuzione dei dati, l’esecuzione dei task in
parallelo, la gestione delle comunicazioni, e il trasferimento dati tra le varie
parti del sistema, provvedendo alla tolleranza ai guasti e alla loro ridondanza,
lasciando allo sviluppatore il compito di implementare le sole funzioni Map e
Reduce. Tale approccio semplifica notevolmente lo sviluppo di algoritmi pa-
ralleli. Una applicazione può essere vista come una sequenza di round mi, pi
dove m e p sono le applicazioni delle funzioni Map e Reduce rispettivamen-
te dell’i-esimo round. Le funzioni mi, pi relative allo stesso round vengono
elaborati in parallelo mentre la sequenza dei round vengono elaborati sequen-
zialmente. I dati riferiti nel processo di elaborazione sono memorizzati su file
system o su database distribuiti. Un algoritmo MapReduce si compone di
tre passi logici:
• Map. Ogni worker applica la funzione Map definita dall’utente su dati
2.1. MODELLI DI CALCOLO PARALLELO 11
Figura 2.1: MapReduce. Panoramica di esecuzione di un algoritmo.
caricati localmente e scrive l’output temporaneo sul disco nella forma
chiave-valore.
• Shuﬄe. I dati precedentemente elaborati sono raggruppati in base alla
chiave, così da riunire i dati con la stessa chiave sullo stesso worker.
Questa operazione viene effettuata automaticamente dall’ambiente.
• Reduce. I worker elaborano in parallelo i dati raggruppati per chiave
producendo un output.
In figura 2.1 viene mostrato il flusso dei dati durante l’esecuzione di un
algoritmo descritto secondo il modello Map Reduce. Le applicazioni della
MapReduce sono scritti come programmi dataflow aciclici, ad esempio una
map senza stato seguita da un reduce senza stato, che vengono mandate in
esecuzione attraverso uno scheduler batch. Avere le funzioni map e reduce
senza stato non limita la scrittura di algoritmi ma mette in evidenza alcune
inefficienze dell’applicazione. Consideriamo ad esempio il caso di una sequen-
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za di round dove i dati elaborati dal secondo round sono prodotti dal primo.
Il primo round produce dei dati che verranno scritti su un file system distri-
buito. Tali dati, per essere elaborati dal secondo round, vengono mappati
come input nel secondo round e ridistribuiti ai worker per applicare la reduce.
Questo meccanismo che emula lo stato tra diversi round degrada le perfor-
mance dell’applicazione. Oltre ad aumentare il volume delle comunicazioni
causa molti accessi I/O su file system. Questo paradigma crea difficoltà di
programmazione e pone dei limiti in campi come il machine learning, dove è
naturale che un algoritmo iterativo visiti più di una volta lo stesso insieme
di dati, facendo affidamento su uno stato nelle diverse iterazioni.
Per mostrare le caratteristiche del modello MapReduce faremo un esempio
concreto dell’algoritmo PageRank.
Esempio (PagerRank). Il PageRank di un vertice v può essere definito
secondo questa funzione ricorsiva:
Rank(v) = α + (1− α)
∑
u∈Neigh(v)
Rank(u)
OutDegree(u)
(2.1a)
dove con Rank(v) si identifica il valore di rank (rilevanza) del vertice v,
OutDegree indica il numero di archi uscenti al vertice u, e α è fissato a
0.15. L’algoritmo di PageRank compie le ricorsioni della funzione 2.1a
fino a convergenza, che si ottiene quando il cambiamento del valore
rank è inferiore rispetto ad una soglia fissata .
La specifica ad alto livello del PageRank secondo il modello MapReduce è
mostrato in Algo.1. Nello pseudo codice vengono presentate le due funzioni
Map e Reduce necessarie per definire la computazione.
La funzione Map (Algo.1 linea 1) prende dati che seguono la struttura
mostrata in figura 2.2. Tale struttura rappresenta una lista di adiacenza
di un grafo, dove un vertice, avente un proprio valore di rank, è seguito
dalla lista di vertici vicini. In fase iniziale tutti i vertici hanno un valore di
Rank di partenza uguale a 1. La funzione chiamata SendMsg (vedi linea 4)
non rappresenta una vera primitiva di comunicazione ma esprime la volontà
di un vertice a fornire il proprio contributo a tutti i vertici vicini. Tale
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Algorithm 1: MapReduce Pagerank
input : Grafo G(V,E)
output: Rank dei vertici G
/* Procedura Map */
1 Map ((Vertex N, Rank K) → Iterator<Vertex> out_neighbors) begin
2 Nn ← Size (out_neighbors) ;
3 foreach nbr ∈ out_neighbors do
4 SendMsg (nbr, Message(N, K / Nn) );
5 SendMsg (N, out_neighbors );
/* Procedura Reduce */
6 Reduce ( Iterator<Message(Vertex K, Rank N)> message) begin
7 RankK ← 0 ;
8 foreach nbr ∈ message do
9 RankK ← RankK + nbr.Rank * 0.85 + 0.15 ;
10 SendMsg ( (K, RankK) → Iterator<Vertex> out_neighbors ) ;
(VertexA, RankA) → Vertex1, Vertex2, Vertex3
(VertexB, RankB) → Vertex4, Vertex5, Vertex6
Figura 2.2: Esempio di struttura dati usata come input per la funzione Map.
volontà è espressa generando una sequenza di dati della forma chiave−valore
dove il valore è il contributo che il vertice fornisce, mentre le chiavi sono i
vertici della lista di adiacenza. La struttura dati nelle fasi successive viene
raggruppata per chiave, dividendo i dati in sotto insiemi dove ogni sotto
insieme rappresenta l’insieme di tutti i contributi forniti dai vertici per un
determinato vertice. Questo passaggio è possibile vederlo anche nella figura
2.1 dove, dopo la fasemap, ogni worker crea un file intermedio organizzato per
chiave, utile per ridistribuire i dati. Ogni sotto insieme di dati è fornito dal
sistema MapReduce ad un worker che ne permetterà l’esecuzione della reduce.
La funzione reduce permette di iterare i contributi di un sottoinsieme per
effettuare il calcolo del rank (vedi linea 9). Al termine della procedura viene
generata nuovamente la struttura della forma Fig.2.2 per preparare i dati ad
un nuovo round. Per preparare questi dati però si ha la necessità di conosce
anche la lista di adiacenza di un vertice, e per risolvere questo problema
al termine della funzione map vengono inviate anche le liste di adiacenza
(vedi linea 5). Quest’ultima chiamata risulta necessaria per far fronte alla
mancanza di uno stato tra le fasi map e reduce, spesso è responsabile di una
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bassa performance dell’applicazione, in quanto aumenta gli accessi di letture
e scritture su file system e le comunicazioni tra la fase map e reduce.
2.1.2 Bulk Synchronous Parallel (BSP)
Il BSP[4] è un modello bridging per definire algoritmi paralleli. Tale modello
se pur teorico ha recentemente innescato interesse da parte di diverse comu-
nità di sviluppo ed è stato impiegato nelle tecnologie di analisi dei grafi su
ambienti scalabili come MapReduce e Pregel. Un modello BSP richiede un
supporto architetturale che consenta:
• Componenti capaci di elaborare usando una memoria locale.
• Una struttura di comunicazione che permetta la spedizione e la rice-
zione di messaggi tra coppie di componenti.
• Un componente che permetta la sincronizzazione di tutti o un sotto
insieme di componenti.
Una computazione su BSP consiste in una sequenza di superstep (vedi Fig.2.3),
dove ogni superstep è composto da tre passi:
• Computazione parallela. Ogni componente effettua un calcolo usando
solo la propria porzione di dati.
• Comunicazione. Al termine della computazione ogni componente può
scambiare messaggi con gli altri componenti.
• Barriera di sincronizzazione. Quando un componente raggiunge questo
punto attende che tutti gli altri componenti arrivano alla barriera.
Il modello BSP è alla base di numerosi framework specializzati a descri-
vere algoritmi iterativi su grafi perchè fornisce un approccio per adattare
il modello di programmazione vertex-centric ad un architettura parallela. È
possibile mappare il modello BSP sul modello vertex-centric identificando nei
vertici i componenti capaci di elaborare grazie ad una memoria locale compo-
sta da uno stato e lista di adiacenza, e fornendo primitive di comunicazione
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Figura 2.3: Esempio di Superstep
e sincronizzazione tra le computazioni eseguite dai vertici. Allo stesso tem-
po, il modello BSP può essere mappato su una architettura reale composta
da processori dotati di memoria locale e reti di comunicazione, dove ogni
processore avrà un insieme di più vertici da elaborare sequenzialmente.
Il modello BSP definisce di un modello dei costi facilmente ricavabile, dove
il costo computazionale di un superstep è data dalla somme dei tre termini
indicati. Posto Ti il tempo di esecuzione del componente i, Hi il numero di
messaggi inviati o ricevuti dal componente i, g il tempo impiegato per la
comunicazione di un messaggio, e Li tempo dovuto alla sincronizzazione di
tutti i componenti. Il costo di un generico superstep su p componenti risulta:
(2.2) Csuperstep = max
i=0..p
(Ti) + max
i=0..p
(Hig) + L
Ovvero il costo è dato da tre contributi, dove il primo rappresenta la compu-
tazione con maggior carico computazionale, il secondo la comunicazione di
maggior costo e l’ultimo è la componente di sincronizzazione. Se l’esecuzione
prevede S superstep il costo totale diviene cosi la somma di tutti i superstep.
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Indicando con Ws = maxi=0..p(Ti), il massimo tempo di completamente al
superstep s, e con Hs = maxi=0..p(Hi) la comunicazione di maggior costo al
superstep s otteniamo:
(2.3) Ctot =
S∑
s=1
Ws + g
S∑
s=1
Hs + SL
Il costo totale dall’applicazione Ctot è la somma di tutti i massimi tempi
di completamente di ogni superstep
S∑
s=1
Ws sommato al tempo massimo di
completamento di tutte le comunicazione g
S∑
s=1
Hs sommato a tutti i tempi
di sincronizzazione SL.
2.1.3 Pregel
Mentre MapReduce mira a catturare computazioni generiche, Pregel[10] è un
sistema specializzato per l’elaborazione di algoritmi su grafi. Pregel si pone
l’obiettivo di migliorare l’efficienza di elaborazione degli algoritmi che opera-
no su grafi, offrendone un modello adatto a descriverli. L’approccio seguito
da Pregel è di tipo vertex-centric e questo lo rende uno strumento sufficien-
temente flessibile da esprimere algoritmi arbitrari su grafi. Pregel permette
allo sviluppatore di modellare le applicazioni dal punto di vista dei vertici.
L’organizzazione ad alto livello di Pregel è inspirata dal modello BSP. Un’ap-
plicazione in Pregel si compone di una sequenza di superstep. Durante un
superstep, il framework invoca la funzione Compute definita dall’utente per
ogni vertice, concettualmente in parallelo. La funzione specifica il comporta-
mento dal punto di vista del vertice V su un singolo superstep. Il meccanismo
di comunicazione avviene tramite passaggio di messaggi. Ogni vertice può
comunicare con qualsiasi altro vertice tramite la primitiva di comunicazione
SendMessageTo specificando il valore del messaggio e il vertice di destina-
zione. Ogni vertice al superstep S può leggere i propri messaggi speditogli
nel superstep precedente S - 1, spedire messaggi a altri vertici che verranno
recapitati al superstep successivo S + 1, e modificare il proprio stato locale
e la sua lista di adiacenza. I messaggi inviati tipicamente seguono gli archi
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Figura 2.4: Macchina a stati del vertice
uscenti del vertice V ma è possibile spedire messaggi a qualsiasi vertice di
cui si conosca l’identificatore. Inviare messaggi, soprattutto a vertici su altre
macchine, introduce carico di lavoro. Il sistema fornisce un meccanismo di
combinazione dei messaggi con lo stesso vertice di destinazione in un unico
messaggio risparmiando costo di comunicazione. Questo meccanismo non
è predefinito perchè strettamente dipendente dal tipo di problema definito
in Compute. Per attivare questa funzionalità è sufficiente sovrascrivere il
metodo Combine definendo in che modo sia possibile unire due messaggi.
Pregel prevede anche meccanismo di comunicazione globale. Ciascun ver-
tice può fornire un valore a un oggetto della sotto classe Aggregator. L’aggre-
gatore computa una qualche funzione commutativa come sum, min o max su
tutti i valori presenti e il risultato verrà reso noto a tutti i vertici al successivo
superstep.
La terminazione dell’algoritmo è basata su una votazione in cui ogni
vertice esprime la propria intenzione di terminare l’algoritmo.
Ogni vertice inizia con lo stato attivo (vedi Fig. 2.4), tutti i vertici atti-
vi partecipano alla computazione. Ogni vertice può decidere se disattivarsi
esprimendo la propria volontà di fermata, questo significa che non parteciperà
alla successiva computazione. Un vertice disattivato può attivarsi e parteci-
pare alla computazione nel caso che riceva un messaggio. L’algoritmo termina
quando tutti i vertici hanno espresso la propria volontà di terminazione e non
vi sono più messaggi in transito.
In Algo. 2 viene mostrato un esempio di implementazione dell’algoritmo
PageRank definito con la funzione ricorsiva 2.1a nella sezione precedente.
Ogni vertice, eseguendo la funzione Compute, calcola il valore di rank locale
(vedi Algo. 2 linea 5). Una volta calcolato prosegue con l’invio del proprio
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Algorithm 2: Pregel Pagerank
input : Grafo G(V,E)
output: Rank dei vertici G
/* Procedura che combina due messaggi */
1 Message Combiner (Message m1, Message m2) begin
2 return Message(m1.value() +m2.value()) ;
/* Procedura eseguita per ogni vertice */
3 void Compute (Message msg) begin
4 total ← msg.value() ;
5 vertex.val ← 0.15 + 0.85 ∗ total ;
6 if Convergence () then
7 return VoteToHalt
8 foreach nbr ∈ out_neighbors do
9 SendMessageTo (nbr, vertex.val/num_out_nbrs) ;
contributo a tutti i vertici appartenenti alla lista di adiacenza, grazie alla
chiamata SendMessageTo (vedi linea 9). Questa chiamata, rispetto all’al-
goritmo MapReduce, rappresenta una vera primitiva di comunicazione, che
permette di inviare un messaggio ad un vertice destinatario. Ogni vertice,
ricevendo i contributi forniti dagli altri vertici nella fase precedente, continua
ad eseguire la procedura Compute aggiornando il proprio valore di rank fino
a convergenza dei valori. La funzione Compute è una funzione con stato,
dove lo stato comprende il valore di rank e la lista di adiacenza del verti-
ce. Rispetto all’esempio della MapReduce questa ottimizzazione permette di
inviare tra le varie fasi solo i contributi, risparmiando costo di comunicazione.
2.1.4 Apache Giraph
Apache Giraph[12] è un framework specializzato per elaborare algoritmi ite-
rativi su grafi, costruito sul framework Apache Hadoop[15]. L’input di una
computazione su Giraph è un grafo composto da vertici e archi orientati dove
ad ogni vertice e ad ogni arco è possibile associare un valore. Una compu-
tazione in Giraph consiste in una sequenza di superstep come in BSP. La
progettazione di una applicazione in Giraph è sviluppata dal punto di vista
del vertice seguendo la filosofia vertex-centric. Inizialmente tutti i vertici
sono in uno stato attivo. In ogni superstep ogni vertice attivo invoca il meto-
do Compute fornito dallo sviluppatore dell’applicazione. Il metodo Compute
eseguito al superstep S può:
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• Riceve i messaggi spediti dai vertici nel superstep precedente S - 1. I
messaggi ricevuti sono forniti come parametro della funzione Compute.
• Elabora un risultato locale, usando messaggi ricevuti, valore degli ar-
chi uscenti e valore dello stesso nodo. Tale risultato può eventualmen-
te apportare modifiche nello stato del vertice mantenuto in tutte le
iterazioni.
• Può inviare messaggi a altri vertici. Tale funzionalità è prevista tramite
la primitiva sendMessage che prende come input il nome del vertice di
destinazione e il messaggio da recapitare.
• Può esprimere la propria intenzione di fermata. Tale funzionalità è
prevista tramite la primitiva voteToHalt. Questa chiamata permette di
escludere dalla computazione, al successivo superstep S + 1, il vertice
in questione.
Ogni vertice possiede uno stato locale mantenuto in memoria non condivisa,
e una propria lista di adiacenza anch’essa non condivisa. Si comunica tramite
l’invio dei messaggi per distribuire le informazioni necessaria per il calcolo.
Tra i superstep esiste una barriera di sincronizzazione e questo implica che:
1 I messaggi inviati in un superstep, vengono consegnati ai vertici di
destinazione solo al successivo superstep.
Figura 2.5: Giraph. Panoramica del supporto d’esecuzione.
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2 Tutti i vertici iniziano a computare il successivo superstep solo quando
tutti i vertici hanno terminato il superstep corrente.
La struttura del grafo può cambiare durante la computazione. Gli archi
possono essere sia rimossi che aggiunti. Ogni vertice disattivato può, in ogni
caso, essere riattivato a seguito di un messaggio ricevuto. La computazione
termina quando tutti i vertici sono disattivati e non ci sono più messaggi da
recapitare. Il risultato finale è ottenuto dai valori mantenuti dai vertici.
In Algo.3 viene mostrato come l’esempio del PageRank definito nella
funzione ricorsiva 2.1a può essere implementato in Giraph.
Algorithm 3: Giraph Pagerank
input : Grafo G(V,E)
output: Rank dei vertici G
/* Definizione della sottoclasse BasicComputation */
1 public class PageRankComputation () extends BasicComputation begin
/* Procedura eseguita per ogni vertice */
2 public void Compute (Vertex vertex, Iterable<Message> msgs) begin
3 if getSuperstep() ≥ 1 then
4 sum ← 0 ;
5 foreach msg ∈ msgs do
6 sum ← sum + msg.get() ;
7 vertex.setV alue(0.15/getTotalNumV ertices() + 0.85 ∗ sum) ;
8 if getSuperstep < MAX_SUPERSTEP then
9 numEdges ← vertex.getNumEdges() ;
10 Message message ← vertex.getValue() / numEdges;
11 foreach edge ∈ vertex.getEdges() do
12 sendMessage (edge.getVertex(), message) ;
13 else
14 VoteToHalt
Questo esempio è molto simile all’algoritmo descritto in Pregel, infatti
entrambi favoriscono lo sviluppo usando il paradigma vertex-centric. Il me-
todo Compute esegue il calcolo del rank del vertice modificando il valore del
vertice con il nuovo valore (vedi Algo.3 linea 7) e tramite la primitiva di
comunicazione sendMessage (vedi linea 12) permette di comunicare il con-
tributo a tutti i vertici vicini definiti dagli archi uscenti del vertice (vedi
linea 11). La terminazione dell’algoritmo, in questo esempio, avviene in un
numero prefissato di iterazioni (vedi linea 8), dove al raggiungimento dell’i-
terazione MAX_SUPERSTEP ogni vertice fa voto di fermata (vedi linea 14)
concludendo l’algoritmo.
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2.1.5 GraphLab
GraphLab[11] consiste in una piattaforma base che fornisce il supporto per
una collezione di strumenti ad alta performance, in ambito machine lear-
ning e data mining. La piattaforma è scritta in C + + usando tecnologie di
comunicazione inter-process basate su TCP-IP e MPI. GraphLab mette a di-
sposizione dello sviluppatore astrazioni che permettono di definire: (1) dati,
(2) computazioni da eseguire in un modello asincrono, (3) scheduling dei task,
e (4) meccanismi di aggregazione dei dati (5) garantendone la consistenza.
Data Graph (1). Fornisce una astrazione per rappresentare sia dati che di-
pendenze computazionali. Lo stato del programma viene salvato come
grafo orientato (Data Graph) G = (V,E,D) dove V è l’insieme dei ver-
tici, E è l’insieme degli archi, e D è l’insieme dei dati definiti dall’utente.
Ogni utente può associare dati arbitrari a ogni vertice {Dv : v ∈ V } e
a ogni arco {Du→v : {u, v} ∈ E}. I dati D associati a nodi e archi del
grafo sono mutabili mentre la struttura del grafo G = (V,E) è statica
e non può cambiare durante la computazione.
Funzione Update (2). Descrive la computazione sul grafo. La funzione
update è una procedura senza stato, scritta dal punto di vista dei ver-
tici. La funzione può modificare il Data Graph in un contesto limita-
to di vicinanza dal vertice e permette di schedulare future esecuzioni.
GraphLab mette a disposizione una astrazione di memoria condivisa
tra vertici vicini chiamato scope del vertice (vedi Fig.2.7). Ogni ver-
tice può leggere e scrivere sui valori dei vertici vicini senza effettuare
comunicazioni.
Figura 2.6: GraphLab. Panoramica del supporto d’esecuzione.
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Primitive di scheduling (3). Permettono di esprimere l’ordine di esecu-
zione delle computazioni. Ovvero pianificare in modo efficiente l’ordine
di esecuzione dei vari task di update.
Meccanismo di Sincronizzazione (4). Aggrega i risultati locali in uno
globale tramite la sincronizzazione. GraphLab definisce un’astrazione
per i valori globali in cui sia possibile leggerli tramite la funzione update
e scriverli tramite l’uso di operatori di sincronizzazione. L’operatore
di sincronizzazione equivale agli operatori di aggregazione presenti in
Pregel.
Modello Consistente (5). Permette di garantire la consistenza dei dati
contenuti nel Data Graph. Il metodo più semplice per garantire la
consistenza dei dati nel caso in cui due vertici eseguano la funzione
update sul medesimo scope è quella di eseguire le due funzioni in modo
sequenziale. Questo modello, chiamato full consistency, limita poten-
zialmente il parallelismo perchè le funzioni update verrebbero eseguite
sequenzialmente. Tale modello non è sempre richiesto dall’algoritmo,
ad esempio il PageRank richiede solo l’accesso in lettura dei vertici e
archi vicini. Per aumentare il parallelismo sono stati definiti dei mo-
delli di asincronia per le esecuzioni delle diverse funzioni update basate
sulle caratteristiche dell’algoritmo. Ad esempio è possibile usare il mo-
dello edge consistency per definire un accesso esclusivo in lettura e in
scrittura da parte della funzione update per il vertice centrale allo sco-
pe e lista di adiacenza ma non per i vertici vicini. Questo permette
a due funzioni update una esecuzione parallela se rispettano l’accesso
alla memoria condivisa. Il modello vertex consistency invece permette
di eseguire in parallelo tutte le funzioni update provvedendo l’accesso
esclusivo del solo vertice centrale allo scope.
In Algo.4 viene mostrato un esempio di implementazione dell’algoritmo
PageRank definito in 2.1a usando il framework GraphLab. La funzione Page-
RankUpdate (vedi Algo.4 linea 1) presenta aspetti simili alla funzione Com-
pute dell’algoritmo Pregel. Tale funzione esprime la computazione dal punto
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Figura 2.7: DataGraph. Esempio grafico di un Data Graph. In grigio è evidenziato
lo scope S1 del vertice 1. Esso mostra come la porzione di memoria rappresentata
dallo scope S1 è condivisa con i vertici vicini, infatti il vertice 1 può leggere e
scrivere su i dati D2, D3, D4 dei rispettivi vertici e su i relativi archi di connessione
senza bisogno di nessuna comunicazione.
Algorithm 4: GraphLab Pagerank
input : Grafo G(V,E)
output: Rank dei vertici G
/* STEP1: initialization */
1 PageRankUpdate (Dv , D∗, D∗→v , Dv→∗ ∈ Sv) begin
2 prev_pagerank ← Dv ;
3 new_pagerank ← 0.15 ;
4 foreach (t→ v) ∈ (∗ → v) do
5 new_pagerank ←− new_pagerank + 0.85 ×Dt/OutDegree(t) ;
6 Dv ← new_pagerank ;
7 if |new_pagerank − prev_pagerank| >  then
8 foreach (v → t) ∈ (c→ ∗) do
9 AddTask (t);
di vista del vertice e ne definisce il calcolo del rank (linea 5). Rispetto all’al-
goritmo di Pregel, però questo algoritmo è privo di una qualsiasi forma di
comunicazione, perchè il supporto sottostante adotta il meccanismo di con-
divisione di memoria. Le modifiche fatte da un vertice sono visibili su tutti
i vertici vicini.
Un’altra caratteristica che contraddistingue questo framework per descri-
vere l’algoritmo è la schedulazione dei task per le fasi successive tramite la
chiamata AddTask, dove tale primitiva aggiunge una nuova esecuzione della
funzione PageRankUpdate sul vertice t (vedi linea 9). L’esecuzione della fun-
zione PageRankUpdate non avviene tenendo in considerazione un qualsiasi
stato di attività dei vertici ma dichiarando esplicitamente la volontà ad ese-
guire una nuova computazione. La terminazione dell’algoritmo è il risultato
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della volontà di ogni vertice di non programmare la computazione succes-
siva, come ad esempio in Algo.4, tale volontà è definita dalla condizione di
convergenza del rank del vertice (vedi linea 7).
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2.2 Strategie di partizionamento dei grafi
Il problema del partizionamento dei grafi e delle strategie di partizionamento
verranno affrontate su tre livelli distinti. Il primo livello permette di fornire
una chiara motivazione alla ricerca e all’interesse che sta dietro a tali strate-
gie. Il secondo livello è incentrato sulla formulazione del problema generale
e sulla formulazione di sotto problemi che caratterizzano le diverse tipologie
di partizionamento e che ne permetto un approccio efficiente. Nell’ultimo
livello vengono mostrati alcuni algoritmi di risoluzione del problema presenti
in letteratura.
2.2.1 Motivazioni al partizionamento
Una tecnica usata per la progettazione di un programma parallelo è la decom-
posizione del problema da risolvere. Principalmente si dividono in decompo-
sizione funzionale e decomposizione dei dati. La decomposizione funzionale
permette di scomporre il problema in tante funzioni che vengono eseguite su
elementi diversi, mentre la decomposizione dei dati si focalizza su partizio-
nare dati che vengono elaborati da una stessa funzione replicata su tutti gli
elementi computazionali. La forma parallela che si focalizza sulla decompo-
sizione dei dati viene chiamata data-parallelism[2]. Tale forma parallela è
ampiamente usata perchè offre potenzialmente diversi vantaggi.
• rispetto ad altre forme parallele può essere usata anche in un contesto
di tipo data-stream.
• può essere adottata sia con funzioni pure sia con funzioni con stato.
• riduce la latenza rispetto al caso sequenziale.
• riduce l’occupazione di memoria per worker. Questa caratteristica
è utile in molti problemi dove il volume dei dati è tale da rendere
impraticabile l’elaborazione per mancanza di memoria.
Un problema che aﬄigge le forme parallele con partizionamento è lo sbilan-
ciamento del carico di lavoro. Il bilanciamento del carico di lavoro si riferisce
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alla pratica di distribuire equamente il volume di lavoro tra i workers così da
impegnare i workers per tutto il tempo della computazione. Tutti i workers
sono soggetti a un punto di sincronizzazione e il worker con maggior carico
di lavoro determina le performance complessive dell’applicazione. Lo sbilan-
ciamento del carico può essere tale da annullare in buona parte i vantaggi
attesi sulle prestazioni dell’applicazione.
Talvolta le computazioni hanno la necessità di leggere dati di altre par-
tizioni per effettuare il calcolo. Si creano così schemi di comunicazione tra
workers. Se i tempi di comunicazione potessero essere sovrapposti ai tempi di
computazione, le comunicazioni non rappresenterebbero un problema. Tal-
volta però queste comunicazioni possono dominare lo stesso calcolo influendo
sulle performance complessive dell’applicazione. In alcuni casi, una analisi
statica della computazione permette di identificare le possibili comunicazioni
tra workers. Questa previsione può influenzare la politica di partizionamen-
to dati, al fine di sfruttare meglio la proprietà di località e di conseguenza
ridurre le comunicazioni tra workers.
Le problematiche appena descritte hanno tutte un effetto diretto sulle
prestazioni delle applicazioni. Questo ha motivato lo studio di diverse tipo-
logie di partizionamento dei dati che permetta di ottenere benefici riducendo
i tempi di esecuzione. Le tecniche di partizionamento mirano quindi a ridurre
il tempo totale di esecuzione dell’applicazione attraverso:
• Minimizzare i tempi morti dei workers tramite il bilanciamento del
carico di lavoro. Il bilanciamento del carico porta benefici sia dal punto
di vista dell’uso delle risorse sia dal punto di vista dell’applicazione
riducendone potenzialmente la latenza.
• Mantenere bassa la comunicazione dei workers se prevista durante le
fasi di calcolo. Mantenere bassa la comunicazione porta benefici ri-
ducendone potenzialmente la latenza. Sulla comunicazione è possibile
intervenire principalmente in due strategie:
(a) Ridurre il volume totale delle comunicazioni.
(b) Ridurre il numero di messaggi.
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Principalmente esistono due approcci al partizionamento, il partiziona-
mento statico e dinamico.
Principalmente la caratteristica di un metodo statico sta nel fatto che una
volta effettuato il partizionamento dei dati, le partizioni non mutano duran-
te le fasi di computazione dell’applicazione. Partizionare i dati secondo una
metodologia statica significa avere la conoscenza globale di tutti i dati sui
quali eseguire un partizionamento seguendo criteri precisi. Tali partizioni,
una volta create e distribuite, non cambiano durante il corso della compu-
tazione. Il processo di sviluppo della applicazione si traduce nell’ottenere i
dati da analizzare, eseguire un partizionamento secondo un numero di parti-
zioni fissate e usare questo partizionamento per affrontare la computazione
su tali dati. Un esempio di questo processo produttivo è mostrato in figura
2.8, dove è possibile identificare ogni passo di esecuzione di una applicazio-
ne. Talvolta il partizionamento dei dati può essere basato su una analisi o
tramite l’adozione di funzioni euristiche comportando un costo, ma miglio-
rando complessivamente le prestazioni dell’applicazione. In questo contesto,
tuttavia, è possibile scomporre l’applicazione adottando due processi distin-
ti. Il primo permette di partizionare i dati usando una qualche funzione
salvando il partizionamento su file system, mentre il secondo, disponendo
già delle partizioni, lancia la computazione (vedi Fig. 2.9). L’interesse a
scorporare la fase di partizionamento dall’applicazione può dipendere da di-
versi fattori. Il primo fattore potrebbe essere il riuso delle partizioni per più
applicazioni. Questo permetterebbe di ridurre mediamente l’esecuzione di
ogni applicazione eliminando il costo di partizionamento. Un altro fattore
potrebbe essere l’adozione di framework specifici per partizionare dati come
Metis [31] o come Ja-Be-Ja[30]. Un vantaggio all’uso di un unico processo
potrebbe risultare dall’adattare il partizionamento rispetto alle risorse dispo-
nibili. Tale vantaggio è solo apparente se si disponesse di un numero fisso di
risorse.
Il partizionamento statico tuttavia presenta delle restrizioni. La meto-
dologia richiede la conoscenza completa di tutti i dati, ed in un contesto
come l’elaborazione di data stream questo approccio non può essere adotta-
to. Un’altra limitazione riguarda il fatto che le partizioni non mutando non
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Figura 2.8: Flusso dei dati in un contesto di partizionamento statico adottando un
unico processo.
Figura 2.9: Flusso dei dati in un contesto di partizionamento statico adottando due
distinti processi.
permettono di adattarsi alle diverse esigenze dell’applicazione inducendo una
degradazione delle performance.
Il modello dinamico è caratterizzato dalla possibilità di modificare le par-
tizioni durante la fase d’esecuzione (Fig. 2.10). Un esempio di contesto
dove è applicabile questa metodologia è il data stream. In una applicazione
stream-parallel il partizionatore viene applicato in corrispondenza ad ogni ar-
rivo dei dati e cerca di distribuirli nelle partizioni secondo criteri prestabiliti.
La possibilità di modificare le partizioni offre potenzialmente la possibilità di
adattare i dati rispetto alla computazione aumentandone la località e dimi-
nuendo le forme di comunicazione. Tutto questo potrebbe portare a vantaggi
tradotti in termine di tempi di esecuzione. Un esempio di processo dinamico è
rappresentato in figura 2.10 dove al termine di ogni iterazione potenzialmente
i dati vengono ripartizionati adattandosi alle esigenze dell’algoritmo.
Figura 2.10: Flusso dei dati in un contesto di partizionamento dinamico
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2.2.2 Tipologie di partizionamento per grafi
Una grande varietà di dati può essere naturalmente descritta come un grafo
al fine di organizzare ed elaborare computazioni estraendo informazioni da
essi, ad esempio le reti di computer, stradali, sociali, biologiche, ecc. Con il
continuo crescere del volume di dati, si presume la necessità di partizionare i
dati in gruppi più piccoli per poterli elaborare in modo efficiente in una forma
parallela su un ambiente distribuito. Il problema del partizionamento nella
sua versione più generale, può essere definito come partizionare un insieme
di elementi in un certo numero di partizioni in modo da minimizzare (o
massimizzare) una funzione di distanza fra gli elementi appartenenti a una
stessa partizione. Consideriamo un grafo non orientato G = (V, E, c, w),
dove V è l’insieme dei vertici, E l’insieme degli archi, c(u) e w(u, v) sono
funzioni che restituiscono il peso non negativo di un vertice u e di un arco
(u, v), e con n = |V| e m = |E| indichiamo il numero dei vertici e il numero
di archi del grafo G. Un partizionamento P di un grafo G è una collezione di
sottoinsiemi {P0, .., Pk−1} che soddisfa il seguente insiemi di vincoli:

Θ(P )(2.4) ⋃
0≤i<k
Pi = V(2.5)
Pi ∩ Pj = ∅ ,∀i, j ∈ [0, k − 1]|i 6= j(2.6)
dove con Θ(P ) in 2.4 rappresenta una funzione obiettivo o criterio di parti-
zionamento.
Tale problema è chiamato talvolta multi-way partition e come dimostra-
to in [24] è classificato come un problema NP-Hard per k variabile, ovvero
quando le soluzioni ottime possono essere ricercate variando il numero di
partizioni. Per valori di k fissi invece è stato dimostrato in [24] come un’ap-
prossimazione della soluzione al problema possa essere risolta in tempo po-
linomiale. I problemi di ottimizzazione combinatoria il cui obiettivo è quello
di produrre una k-partizione (con k fisso) di un grafo in componenti connes-
se, si suddividono principalmente in due famiglie di problemi: problema di
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equipartizione e problema di clustering.
I problemi di clustering in un certo senso sono problemi più naturali per-
chè discendono direttamente dalla definizione di k − partizione. Dato un
grafo G e una matrice di dissimilarità D associata alle coppie di vertici di G
è possibile definire un problema di ottimizzazione il cui obiettivo sia quello
di costruire una k − partizione di G minimizzando la differenza (la dissimi-
larità) fra gli elementi di una stessa componente, oppure, massimizzando la
differenza tra gli elementi di componenti diverse.
Il problema di equipartizione di un grafo consiste nel dividere il grafo in
sottoinsiemi di grandezza simile, ovvero si cerca di produrre una partizione
in cui il peso di ciascuna componente sia il più vicino possibile al peso delle
altre componenti. Il problema di equipartizione può essere descritto fissando
il valore k e 1 ≤  ≤ k come:
Θ(P )(2.7)
0 <
∑
u∈Pi
c(u) ≤ b 
k
∑
v∈V
c(v)c ,∀i ∈ [0, k − 1](2.8) ⋃
0≤i<k
Pi = V(2.9)
Pi ∩ Pj = ∅ ,∀i, j ∈ [0, k − 1]|i 6= j(2.10)
dove il primo vincolo 2.8 garantisce che il bilanciamento delle partizioni
differisca per il valore limite . La tolleranza di  è permessa per garantire
una soluzione al problema, in quanto bilanciare perfettamente le partizioni
potrebbe non essere possibile, basti pensare ad un numero di vertici non divi-
sibile per k per avere almeno una partizione con un vertice in più rispetto alle
altre partizioni. Il secondo e il terzo vincolo {2.9, 2.10} invece garantiscono
che gli insiemi dei Pi siano effettivamente una partizione disgiunta di vertici.
Al diminuire del valore  lo scarto tra le partizioni viene ridotto. Il valore mi-
nimo di  è 1 e il limite superiore diviene la media aritmetica, che corrisponde
al caso in cui le partizioni sono perfettamente bilanciate. È possibile formu-
lare diverse funzioni obiettivo 2.7 ottenendo sotto classi di problemi relativi.
Un esempio di funzione obiettivo può essere quella che minimizza gli archi
di collegamento tra le partizioni cercando di mantenere simile le dimensioni
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delle partizioni, conosciuto anche come problema Balanced K-Way partitio-
ning(BKW)[25]. Il partizionamento BKW ha diverse applicazioni reali come
su i circuiti VLSI, la decomposizione della rete stradale, la decomposizione
dei dati su architetture parallele e altro ancora.
Balanced K-Way (BKW)
Il Balanced-K-Way (BKW) definisce il problema di partizionare un grafo
G=(V,E), con V l’insieme dei vertici e con E l’insieme degli archi, in partizioni
di V di dimensione paragonabile in modo tale da minimizzare gli archi {ui,vj}
che hanno vertici appartenenti a due partizioni Pi e Pj distinti i 6= j,∀i ∈
[0, k − 1], ∀j ∈ [0, k − 1]. Le soluzioni a questo problema trova diversi campi
applicativi. Ad esempio in una applicazione parallela e distribuita che elabora
dati modellati come grafo, in cui i messaggi si propagano lungo gli archi del
grafo, trovare una soluzione al problema BKW permette di ridurre l’impatto
dei costi delle comunicazioni dell’applicazione.
Per modellare il problema BKW è necessario definire C ={{u, v} ∈ E|u ∈
Pi, v ∈ Pj, 0 ≤ i < j ≤ k − 1} il taglio degli archi (edge-cut). La dimensione
del taglio può essere calcolato come:
(2.11) Θ(P ) =
∑
{u,v}∈C
w({u, v})
Il problema allora diviene fissando il valore k e 1 ≤  ≤ k:
minΘ(P ) =
∑
{u,v}∈C
w({u, v})(2.12)
0 <
∑
u∈Pi
c(u) ≤ b 
k
∑
v∈V
c(v)c ,∀i ∈ [0, k − 1](2.13) ⋃
0≤i<k
Pi = V(2.14)
Pi ∩ Pj = ∅ ,∀i, j ∈ [0, k − 1]|i 6= j(2.15)
La collezione P0..k è la soluzione al problema di partizionamento bilan-
ciato dei vertici V. La funzione obiettivo 2.12 obbliga a ricercare le possibili
soluzioni di partizionamento bilanciato dei vertici in configurazioni tali da
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ridurre i costi degli archi passanti tra le partizioni. Se il costo di ogni arco
è costante uguale a 1, le soluzioni trovate sono caratterizzate dall’avere il
numero minore di archi passanti. Questo problema è classificato come pro-
blema NP-Completo. Esistono algoritmi che risolvono in tempo polinomiale
[24] il problema ottenendo una approssimazione della soluzione. Le tecniche
più diffuse per definire algoritmi per il partizionamento in modo efficiente
sono:
Ottimizzazione su reti la ricerca di una partizione fa ricorso, ad esempio,
ad algoritmi di massimo flusso-minimo taglio o ad algoritmi di massimo
taglio (max-cut)
Migrazione di gruppi questa tecnica consiste nel generare una partizione
iniziale e nel tentare un suo miglioramento attraverso lo scambio di un
piccolo gruppo di vertici (al limite un solo vertice) tra due o più com-
ponenti della partizione. Questa tecnica di ricerca locale può prevedere
l’introduzione di passi di tipo probabilistico tanto nella determinazione
della soluzione iniziale quanto nella fase di miglioramento e nel criterio
di arresto.
Greedy si tratta di organizzare il problema in una sequenza di sotto pro-
blemi più semplici, in ognuno dei quali viene assegnato in modo ottimo
a una delle componenti un insieme di vertici.
Programmazione dinamica come il metodo divide et impera risolve il
problema combinando la soluzione di sotto problemi. La programma-
zione dinamica si applica quando i sotto problemi non sono indipen-
denti, cioè quando i sotto problemi condividono degli ulteriori sotto
problemi. Un algoritmo che sfrutta la programmazione dinamica risol-
ve ogni sotto problema una sola volta memorizzando la soluzione per
poterla riutilizzare ogni volta che il sotto problema viene incontrato.
2.2.3 Algoritmi di partizionamento BKW
In letteratura sono stati proposti diversi approcci per il problema BKW che
adottano algoritmi polinomiali. Molti di questi algoritmi seguono princi-
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palmente due metodologie di partizionamento, locale e globale. Queste due
metodologie vengono talvolta combinate tra loro formando una metodologia
ibrida.
Globali. Gli algoritmi globali prendono come input il grafo completo e ge-
nerano k partizioni. Spesso il problema di partizionamento BKW viene
risolto attraverso la bisezione ricorsiva. Il grafo di input viene diviso in
2 partizioni. Viene applicato ricorsivamente l’algoritmo ad ogni parti-
zione fino ad ottenere complessivamente k partizioni. Dopo log k passi
di ricorsione otteniamo esattamente k partizioni. Un esempio comune
di partizionamento globale è spectral bisection[26] che usa l’autovettore
corrispondente al penultimo autovalore della matrice Laplassiana del
grafo1. L’autovettore (chiamato vettore Fiedler) contiene importanti
informazioni sul grafo. La differenza tra le coordinate del vettore Fied-
ler forniscono informazioni sulla distanza dei nodi. Il vettore Fiedler è
computato usando l’algoritmo modificato di Lanczos2.
Locali Gli algoritmi locali invece prendono come input partizioni del grafo
e cercano di decrementare la dimensione del taglio tramite metodi di
ricerca locale. Ad esempio l’algoritmo proposto da Kernighan-Lin[28]
considera un grafo G diviso in due partizioni {P0, P1} e cerca una se-
quenza di n coppie di nodi (v, u)i|v ∈ P0, u ∈ P1, i = 0..n da scambiare
che diminuisca la dimensione del taglio. Le partizioni iniziali possono
essere fornite mediante passi probabilistici o semplicemente in modo
casuale tale da permette l’applicazione dei metodi locali. Il calcolo del-
le partizioni iniziali potrebbe influire sulla velocità di convergenza del
metodo.
Ibridi I metodi locali si prestano ad essere combinati con i metodi globali
ottenendo una metodologia ibrida di partizionamento. I metodi globali
individuano le partizioni iniziali sul quale poi si eseguono gli algoritmi
1La matrice Laplassiana L di un grafo è definita come L = D−A, dove D è la matrice
diagonale dei gradi dei nodi e A è la matrice di adiacenza
2Metodo iterativo adattato per la ricerca di autovalori e autovettori.
34 CAPITOLO 2. STATO DELL’ARTE
Figura 2.11: Schema base di un partizionamento multilivello
locali per minimizzare la dimensione del taglio. Un esempio di ap-
proccio ibrido è il metodo chiamato multilivello[29]. L’idea è quella di
semplificare il grafo di partenza riducendone la dimensione, applicare
un algoritmo globale di partizionamento sul grafo semplificato, e in fine
ricostruire il grafo originale adottando algoritmi locali per mantenere
bassa la dimensione del taglio.
Multilivello
Il modello Multilivello rappresenta oggi forse l’unica soluzione adottabile per
grafi di dimensioni maggiori di un milione di vertici. Come dimostrato in
[29] l’uso di questa strategia permette di ottenere soluzioni paragonabili a
quelle trovate con l’algoritmo spectral bisection [26], con tempi di esecuzio-
ne inferiori. Un esempio grafico dei vari passi dell’algoritmo è mostrato in
figura 2.11. L’algoritmo consiste in quattro passi: coarsening, initialization,
uncoarsening e refinement :
• coarsening : Questa fase consiste nel definire una sequenza di livelli {
G0, G1, .., GN , |VGi | > |VGj |, |EGi | > |EGj |,∀i,j i < j } dove ad ogni
livello viene ridotto il grafo in uno più semplice, riducendo numero di
vertici e archi. Questo processo può essere definito in diversi modi.
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Hendrickson e Leland proposero di contrarre archi a ogni livello, dove
un arco {v, u} è contratto se i vertici incidenti vengono sostituiti da
un nuovo vertice w. Il peso del vertice w è dato dalla somma dei pesi
dei vertici v e u. Tutti gli archi incidenti di v ed u diventano archi
incidenti di w. Il peso dei nuovi archi è dato dalla somma dei pesi dei
vecchi archi. Questo algoritmo diviene impraticabile su grafi di grandi
dimensioni perchè richiede troppo tempo e spazio. Sono state proposte
euristiche come HEM, SHEM (Sorted heavy-edge matching usato in
Metis), GEM, ed altre soluzioni che riducono la complessità.
• initialization: Questa fase costruisce il partizionamento in k parti del
grafo. Il criterio più semplice è quello di ridurre il grafo fino ad ottenere
esattamente k vertici che verranno assegnati a k partizioni. Un’altra
possibilità e di ridurre il grafo fino ad ottenere un centinaio di vertici
ed applicare un algoritmo globale come ad esempio ricorsive spectral
bisection ed ottenere k partizioni.
• uncoarsening : Le partizioni sono già state definite e in questa fase si
ricostruisce il grafo iniziale. Si ripercorrono all’indietro le sequenze di
livelli generate alla fase coarsening.
• refinement : In questa fase si ridefiniscono le partizioni applicando un
algoritmo di ricerca locale per minimizzare il taglio delle partizioni. Ad
esempio si posso applicare le euristiche di Kernighan-Lin o Fiduccia-
Mattheyses [27] (algoritmo derivato da quello di Kernighan-Lin con una
minor complessità computazione).
La specifica ad alto livello dell’algoritmo è mostrato Algo.5. La fase coar-
sening dell’algoritmo multilivello è implementato nel blocco iterativo dalla
linea 2 alla linea 4, dove ogni iterazione i definisce un nuovo grafo Gi+1 più
semplice tramite la contrazione di archi e vertici del grafo Gi precedente.
Alla linea 5 viene chiamata la funzione per creare le prime k partizioni corri-
spondente alla fase di initialization. Le fasi uncoarsening e refinement sono
implementate nel blocco iterativo dalla linea 6 alla linea 9, dove grazie all’i-
terazione vengono ripercorse all’indietro le fasi definite al passo coarsening e
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Algorithm 5: Pseudo codice algoritmo multilivello
input : Un istanza del Grafo G0 per il problema
output: Una soluzione per il problema
1 l← 0;
2 while Gi troppo grande do
3 Gi+1 ← Coarsen (Gi) ;
4 l← l + 1 ;
5 Pl ← Initialization (Gl) ;
6 while l > 0 do
7 l← l − 1;
8 P 0l ← Uncoarsen (Pl+1, Gl);
9 Pl ← Refine (P 0l , Gl);
10 return P0
permettono di ricostruire il grafo di partenza mantenendo minimo il taglio
tra le partizioni.
L’idea dell’approccio multilivello trova applicazioni in contesti di grafi con
dimensione dell’ordine di un milione di vertici o più. In questi contesti gli
algoritmi globali hanno una complessità computazionale maggiore rispetto
ad un approccio multilivello. Tra gli algoritmi multilivello più conosciuti vi
è Metis [31], e viene fornito in un pacchetto software (vedi capitolo 5.1).
Capitolo 3
Partizionamento di BigGraph
in Apache Spark
I sistemi di calcolo su cluster oggi sono sempre più specializzati per parti-
colari campi di applicazione. Mentre modelli come Map Reduce e Dryad[7]
mirano a catturare computazioni abbastanza generali, ricercatori e professio-
nisti da allora sviluppano sistemi sempre più specializzati per i nuovi campi
di applicazione. Esempi recenti includono Dremel e Impala per le query
SQL interattive [8, 9], Pregel per l’elaborazione su grafo [10], GraphLab per
machine learning [11], ed altri.
Molte applicazioni non risultano adatte a modelli data-flow, e la carat-
teristica in comune di queste applicazioni è la richiesta di una condivisione
efficiente dei dati attraverso le fasi di calcolo. Per esempio, algoritmi iterativi
come PageRank, K-mean o regressione logica, richiedono più iterazioni su gli
stessi insiemi di dati; interactive data mining richiede diverse query ad-hoc
su gli stessi sotto insiemi di dati. Sfortunatamente i numerosi framework
data-flow offrono molti operatori di calcolo ma sono privi di operatori per
condividere efficientemente i dati tra iterazioni diverse. Una soluzione è la
utilizzazione di un file system distribuito che consenta di mantenere i dati
condivisi tra le diverse iterazioni. Questo comporta un notevole costo causato
da repliche dei dati, tempi di accesso I/O, serializzazione, che può dominare
l’esecuzione dell’applicazione.
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Molti dei framework specializzati per questi algoritmi, ottimizzano la
condivisione dei dati tra le varie fasi. Ad esempio Pregel[10] supporta al-
goritmi iterativi su grafo, mantiene lo stato intermedio in memoria, mentre
HaLoop[14] è un sistema Map Reduce che può mantenere i dati partizionati
in maniera efficiente attraverso i passaggi.
In questa tesi si è scelto di usare Apache Spark[13]. Apache Spark fornisce
un meccanismo di condivisione efficiente dei dati, tolleranti ai guasti, per dati
persistenti e partizionabili chiamato Resilient Distributed Datasets. La scel-
ta di adottare Spark è dovuta a diverse ragioni. Spark non è un framework
che limita lo sviluppo ai soli algoritmi iterativi su grafo, ma permette di de-
finire qualsiasi algoritmo data-flow essendo basato sul modello Map Reduce.
Grazie ai molti operatori che l’ambiente fornisce, sono stati sviluppati moduli
ad alto livello per poter descrivere gli algoritmi seguendo diversi modelli di
programmazione, ad esempio GraphX permette di definire algoritmi su grafi
adottando il modello vertex-centric, Spark SQL permette di lavorare con dati
strutturati come i database fornendo un modello simile al linguaggio SQL,
MLlib fornisce molte utility famose utilizzate per il Machine Learning, ad
esempio algoritmi per il calcolo delle componenti connesse, il clustering e il
calcolo tra matrici. Spark inoltre tiene conto degli aspetti legati al tipo di
dato da elaborare, fornendo strumenti per personalizzare il partizionamento,
utile, come vedremo nei capitoli seguenti, per migliorare le performance in
termini di tempo di completamento delle applicazioni.
3.1 Apache Spark
Apache Spark[13] è un framework in grado di supportare l’elaborazione di
dati su ambienti distribuiti. Spark fornisce un modello di esecuzione co-
mune basata su Resilient Distributed Datasets (RDD) che può efficacemente
supportare diversi modelli di calcoli distribuiti (Fig.3.1). Tale astrazione pre-
senta benefici in termini di usabilità, prestazioni su applicazioni complesse
e viene incontro alle esigenze di ricercatori e professionisti in diversi campi
d’applicazione.
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Figura 3.1: Architettura Spark
3.1.1 Resilient Distributed Datasets (RDD)
Spark ha introdotto una nuova astrazione, gli RDD (resilient distributed da-
tasets), che offre agli utenti un controllo diretto di condivisione dati efficiente
e molti operatori tali da permetterne la creazione e l’elaborazione. Gli RDD
sono strutture dati parallele tolleranti ai guasti che consentono agli utenti di
memorizzare in modo esplicito i dati su disco o in memoria, controllandone il
partizionamento e manipolandoli usando un insieme di operatori come map,
filter, intersection, join, sortByKey, reduce, groupby, count, ecc. In figura
3.2 viene mostrato un esempio di RDD e di un partizionamento tra quattro
diverse macchine. Formalmente un RDD è una collezione di record in sola
lettura, suddivisi in blocchi chiamati partizioni. Un RDD può essere crea-
to attraverso operazioni deterministiche su dati in memoria o attraverso la
manipolazione di altri RDD. Ogni RDD mantiene le informazioni di prove-
nienza dei dati così da creare una catena di dipendenza chiamata lineage.
Tutte queste operazioni vengono chiamate trasformazioni per differenziarle
dalle altre operazioni chiamate azioni che producono invece dei risultati. La
catena lineage è un’importante proprietà che permette un approccio efficiente
alla tolleranza ai guasti. Attraverso il lineage o registro delle trasformazioni
un RDD corrotto può recuperare le proprie partizioni al costo di ricompu-
tare solo i dati necessari risparmiando la replicazione dei dati. L’utente può
controllare due aspetti dell’RDD: persistenza e partizionamento (Fig.3.2).
L’utente può indicare di mantenere in memoria un RDD secondo diverse
strategie di persistenza (es. in memoria, o su disco). Se non viene indicata
nessuna strategia di persistenza una volta effettuato il calcolo su un RDD,
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Figura 3.2: Mostra un esempio di un RDD di stringhe partizionato e distribuito su
4 macchine
esso viene perso, per lasciare spazio disponibile per altri scopi. La struttura
di astrazione RDD è caratterizzata da meccanismi di partizionamento, che
permettono di dividere i dati in partizioni al fine di effettuare computazioni
in parallelo. Essendo questo un aspetto delicato che può avere largo impatto
sulle prestazioni dell’applicazione, un RDD offre la possibilità di decidere le
politiche di partizionamento.
La struttura astratta RDD offre una collezione ricca di operatori, e grazie
a tali operatori è possibile esprimere un’applicazione seguendo diversi modelli
di programmazione, come ad esempio il modello vertex-centric. Per poter
descrivere una applicazione secondo l’astrazione vertex-centric è necessario
disporre di un modo per esprimere (1) la computazione dal punto di vista
del vertice e (2) di un meccanismo di comunicazione tra vertici.
Per utilizzare l’approccio vertex-centric sfruttando gli RDD, il singolo
elemento può descrivere un singolo vertice avente un proprio stato e lista
di adiacienza (vedi tabella 3.1). Grazie a queste caratteristiche è possibile
definire una funzione da poter applicare ad ogni singolo elemento del blocco
potendo cosi esprimere la computazione dal punto di vista del vertice (1).
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Tabella 3.1: Esempio di definizione dei singoli elementi RDD per poter definire il
modello vertex-centric. Ogni colore differente rappresenta un singolo elemento sul
quale ogni worker può scorrere ed applicare una funzione definita dall’utente. Ogni
elemento è caratterizzato da un identificatore unico nella tabella tale da permettere
la localizzazione dell’elemento indicandone la partizione.
Partizione 1
Id Lista Adiacienza
1 [2]
2 [1, 3, 4]
Partizione 2
Id Lista Adiacenza
3 [2, 4]
4 [2, 3]
Ad esempio è possibile definire la funzione Degree, mostrato in Algo.6 che
permette ad ogni vertice di calcolare il proprio grado di incidenza. Tale
funzione può essere applicata ad ogni elemento dell’RDD myRDD grazie
alla funzione map, esempio myRDD.map(Degree).
Algorithm 6: Esempio di funzione.
/* Funzione degree. Ogni vertice calcola il proprio grado di incidenza. */
1 Degree (elemento <id,lista_adiacenza>) begin
2 return elemento.lista_adiacenza.size()
Per fornire il meccanismo di comunicazione tra vertici è necessario che
ogni elemento disponga di un identificatore Id univoco, che nel nostro caso
semplicemente è il nome del vertice (vedi tabella 3.1). Tale identificatore ha
un doppio scopo, il primo è quello di permettere un partizionamento degli
elementi su più partizioni tramite l’applicazione di una funzione sull’Id1,
mentre il secondo scopo è quello di fornire un modo veloce ed efficiente di
localizzazione dell’elemento e conseguentemente fornisce un meccanismo di
routing dei messaggi al livello di vertice (2).
1L’identificatore Id talvolta è chiamata chiave o key in base al tipo di contesto usato.
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Figura 3.3: Esempio di esecuzione di un applicazione
3.1.2 Interfaccia di programmazione Spark
Il framework Spark è scritto in linguaggio Scala e le applicazioni possono
essere scritte in linguaggio Scala, Java o in Python. L’esecuzione dell’ap-
plicazione avviene grazie alla Java Virtual Machine (JVM). Per utilizzare il
framework Spark, il programmatore scrive un programma chiamato driver
che effettua una connessione al cluster di worker nodes (vedi figura 3.3).
Il programmatore inizia definendo nel driver uno o più RDD attraverso
trasformazioni sui dati in memoria. Spark espone gli RDD come oggetti
mentre le trasformazioni e le azioni sono metodi di questi oggetti. Esempi di
trasformazioni sono map, filter, e join, mentre esempi di azioni sono count,
reduce, collect. È bene evidenziare che tutte le trasformazioni non computano
i risultati immediatamente, le trasformazioni sono calcolate quando viene
richiesto di produrre un risultato, e ciò avviene attraverso la chiamata di una
azione su uno stesso RDD (vedi Fig. 3.4).
Figura 3.4: Generico flusso applicativo
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1 import org.apache.spark.SparkContext
2 object Exemple {
3 /*
4 * Metodo eseguito sul driver
5 */
6 def main(){
7 val spark = SparkContext()
8 val lines = spark.textFile(edgelist)
9 val vertex = lines.flatMap { s =>
10 val arco = s.split(" ")
11 (arco(0).toInt, arco(1).toInt)
12 }.distinct().groupByKey()
13 vertex.count()
14 ....
15 }
16 }
Figura 3.5: Esempio di codice che carica il grafo in memoria
Ogni azione invocata su un RDD coinvolge il JobScheduler di Spark. Il
JobScheduler ha il compito di recuperare tutta la dipendenza dei dati rife-
riti dal RDD e crea un piano di esecuzione distribuito delle operazioni. Le
operazioni identificate nel piano di esecuzione vengono poi assegnate ai wor-
ker. Ogni worker riceve le operazioni da eseguire sulle partizioni in possesso,
produce e ritorna i risultati al driver concludendo il piano di esecuzione. Il
worker selezionato per la computazione è scelto in base ai criteri di località
dei dati e in base alla disponibilità delle risorse.
In figura 3.5 viene mostrato un esempio completo di codice scritto in
Spark. Questo codice mostra come è possibile creare, manipolare ed eseguire
azioni su gli RDD. L’applicazione prende in input un file che descrive la
struttura di un grafo tramite le liste di adiacenza dei vertici. Il codice scritto
nella funzione main sarà eseguito sul driver. Il riferimento dell’oggetto spark
assegnato alla linea 7 rappresenta il punto di accesso al cluster da cui si può
iniziare a creare gli RDD. Alla linea 8 viene creato il primo RDD e la creazione
di questo RDD avviene passando al contesto di Spark il riferimento ad un
file presente nel file system distribuito chiamato edgelist. Alla linea 9 viene
mostrato come creare un nuovo RDD da uno precedentemente creato tramite
una trasformazione (flatMap). Questa trasformazione crea un RDD dove ogni
singolo record è ottenuto da una decodifica del file. Il file in questione è una
lista di adiacenza di un grafo ed ogni linea del file codifica un arco indicando
vertice sorgente e vertice destinazione separato da spazio. In fine alla linea 13
viene mostrata un azione (count) su l’RDD vertex per contare quanti vertici
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sono presenti nel grafo.
3.2 Partizionamento statico in Apache Spark
Spark fornisce meccanismi di partizionamento automatici basati su l’inter-
faccia di programmazione Partitioner. Il numero di partizioni create è, per
impostazione predefinita, legato al numero di unità computazionali disponi-
bili, ma è possibile rendere indipendenti questi due fattori per un utilizzo più
accurato delle risorse. Esisto quindi chiamate specifiche per indicare quante
partizioni creare, mentre non vi è un meccanismo per decidere dove allocare
le partizioni tra le singole macchine. Esso infatti è deciso dallo scheduler di
Spark che esegue precise politiche di allocazione per determinare la macchina
appropriata per eseguire la computazione. Questo è del tutto coerente rispet-
to alla politica di tolleranza dei guasti, in quanto se una risorsa rappresenta
un collo di bottiglia per l’applicazione o se per una qualsiasi ragione tale ri-
sorsa interrompe la computazione, Spark si preserva il diritto di ridistribuire
il carico di lavoro permettendone il corretto proseguimento dell’applicazione.
In molte forme computazionali si ha la necessità di effettuare delle co-
municazioni tra macchine al fine di recuperare i dati necessari per effettuare
il calcolo. Essendo i dati partizionati e distribuiti, è necessario disporre di
una funzione di ricerca degli oggetti da parte delle macchine. La funzione
deve permettere di restituire la locazione dell’oggetto. Spark permette la
localizzazione degli oggetti tramite l’ausilio di strutture dati key−value. I
dati da elaborare hanno bisogno di essere mappati in una tupla composta da
key−value, dove la chiave rappresenta un identificatore univoco all’interno
della struttura associato a un unico dato. Spark si prende carico di parti-
zionare i dati basandosi sulla chiave seguendo la politica di partizionamento
scelta. La distribuzione basata sulle chiavi permette di localizzare la parti-
zione di un dato oggetto grazie alla conoscenza della chiave. Ogni partizione
viene assegnata come di consueto dal JobScheduler alle macchine disponibili,
mantenendo in memoria l’associazione partizione−macchina. Tale associa-
zione risulta utile per determinare la macchina, conoscendo la partizione.
Questa è un’importante ottimizzazione all’interno di Spark perchè permette
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di ridurre al minimo le comunicazioni tra i worker disponendo sia della asso-
ciazione partizione−macchina sia disponendo della funzione Partitioner per
ottenere l’indice di partizione dalla chiave ricercata.
3.2.1 L’interfaccia Partitioner
Per rendere il partizionatore estendibile e personalizzabile, Spark mette a
disposizione un’interfaccia che ne stabilisce il comportamento. L’interfaccia
si chiama Partitioner e dichiara la signatura di due metodi.
1 /**
2 * An object that defines how the elements in a key-value pair RDD
3 * are partitioned by key. Maps each key to a partition ID,
4 * from 0 to ‘numPartitions - 1‘.
5 */
6 abstract class Partitioner extends Serializable {
7 def numPartitions: Int
8 def getPartition(key: Any): Int
9 }
Il campo numPartitions definisce il numero di partizioni, mentre getPartition
implementa la funzione di partizionamento pi : key → {0, .., (numPartitions− 1)},
restituendo un valore tra 0 e numPartitions − 1. La funzione di partizio-
namento getPartition usa la chiave (key) come input ritornando l’indice di
partizione associata. Il numero di partizioni è un valore intero maggiore di 0
e le partizioni sono etichettate con interi da 0 a numPartitions− 1.
In Spark sono stati implementate due classi che estendono questa inter-
faccia, e che rappresentano i meccanismi predefiniti di partizionamento in
Spark. Le due classi sono HashPartitioner e RangePartitioner, e fornisco-
no una semplice implementazione dei due metodi dichiarati nell’interfaccia
Partioner.
Un HashPartitioner può essere istanziato indicando il numero di partizioni
da creare. La funzione di partizionamento getPartition è basata sulla funzio-
ne modulo (key mod numPartitions). Questo partizionatore permette un
ottimo bilanciamento delle chiavi se si può fare affidamento su una distri-
buzione uniforme delle chiavi nel dominio, se così non fosse potrebbe creare
partizioni completamente sbilanciate e quindi ad uno sbilanciamento del cari-
co di lavoro. In figura 3.6 viene mostrato un esempio di come partizionerebbe
le chiavi {1, 4, 7, 10, 13, 22, 39} in 3 partizioni. Le chiavi volutamente pre-
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Figura 3.6: Esempio di esecuzio-
ne di ripartizione delle chiavi in
HashPartitioner.
Figura 3.7: Esempio di esecuzio-
ne di ripartizione delle chiavi in
RangePartitioner.
sentano uno a distribuzione non uniforme e di conseguenza vengono create tre
partizioni in cui la prima ha una sola chiave, la seconda partizione a 6 chiavi
e l’ultima partizione non ha chiavi. RangePartitioner è un partizionatore che
può essere applicato solo a chiavi che hanno la proprietà di ordinamento. Il
RangePartitioner effettua un campionamento delle chiavi e in base alla loro
distribuzione determina i limiti degli intervalli cercando di bilanciare le parti-
zioni. In figura 3.7 viene mostrato come si comporta un RangePartitioner in
corrispondenza delle stesse chiavi dell’esempio precedente. Le tre partizioni
hanno un numero di chiavi presenti rispettivamente di 3, 3, e 2 mostrando
una miglior distribuzione del caso Hash. Il RangePartitioner per contro ha
una maggior peso computazionale rispetto all’HashPartitioner dovuto al pro-
cesso di analisi dei dati effettuato tramite campionamento. Di seguito viene
mostrato un esempio di codice scritto in Spark un cui viene adottato sia il
partizionamento Hash sia il partizionamento Range. Tale codice produce i
risultati mostrati in figura 3.6 e in figura 3.7.
1 val data = Array(1, 4, 7, 10, 13, 22, 39)
2 val rdd = SparkContext.parallelize(data)
3 val hash = rdd.partitionBy(new HashPartitioner(3))
4 val range = rdd.partitionBy(new RangePartitioner(3, rdd))
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Key Partition
0 0
1 0
2 2
3 0
4 1
5 2
6 2
7 1
8 0
Tabella 3.2: Esempio di funzione di partizionamento rappresentata in forma
tabellare.
Alla linea 1 viene mostrato come creare l’insieme di dati {1, 4, 7, 10, 13,
22, 39} da partizionare in tre parti. Alla linea 3 viene creato il partiziona-
tore Hash che permette di partizionare i dati secondo la figura 3.6, mentre
alla linea 4 viene mostrato il partizionatore che permette il partizionamento
secondo l’esempio di figura 3.7.
3.2.2 MapPartitioner
L’interfaccia Partitioner permette la creazione di partizionatori personalizza-
bili. In questa tesi è stato implementato un partizionatore chiamatoMapPar-
titioner che applica un partizionamento BKW del grafo G=(V,E) in Spark.
Viene eseguito off-line un partizionamento di un grafo G attraverso un qual-
siasi algoritmo BKW, ad esempio tramite librerie come Metis[31], e Ja-Be-
Ja[30]. Il partizionamento ottenuto viene usato per applicare la funzione di
partizionamento dalla classe MapPartitioner. In concreto la funzione Map-
Partitioner mantiene, in forma tabellare accessibile per chiave, il risultato
del partizionamento eseguito dall’algoritmo BKW, come mostrata in tabella
3.2.
La classe MapPartitioner crea la tabella (implementata come Map) par-
tendo da un file che contiene record con chiavi e partizioni separati da spa-
zio. Questa codifica permette di implementare qualunque soluzione BKW,
ad esempio Metis può essere utilizzato in modo che generi un file che utilizza
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questa codifica, usando i vertici come chiavi e le partizioni numerate da 0 a
(numPartizioni -1). La classe MapPartitioner definisce i metodi della super
classe Partitioner come segue:
1 class MapPartitioner(partitions: Int, parts: Map[Any, Int]) extends Partitioner {
2 override def numPartitions: Int = partitions
3 override def getPartition(key: Any): Int = {
4 return parts(key)
5 }
6 }
Per esempio supponiamo di avere una tabella come quella mostrata in tab 3.2
e vogliamo ottenere l’indice di partizione del vertice 4, tramite la funzione
getPartition(4) definita alla linea 3, il valore di ritorno risulterebbe 1, in
quanto accedendo alla tabella per chiave 4, il valore associato in tabella è 1.
Durante gli esperimenti è stato dimostrato come questa soluzione porta
notevoli problemi difficilmente superabili, e come mostrato in seguito, i van-
taggi ottenuti da una buona ripartizione dei dati possono essere annullati dal
sovraccarico computazionale. Il processo di esecuzione di Spark prevede che
la creazione del partizionatore avvenga nella macchina Driver. Lo scheduler
eseguito sul Driver, crea un piano di esecuzione del lavoro, effettua la riparti-
zione dei dati e comunica a tutte le macchine l’oggetto Partitioner usato per
partizionare i dati. Questo meccanismo di comunicazione si trasforma in una
serializzazione dell’oggetto Partitioner da parte del Driver e nel suo invio in
broadcast a tutte le macchine. Se si confronta l’HashPartitioner con il Map-
Partitioner si può osservare che l’HashPartitioner serializza una funzione in
modulo (solo poche righe di codice), mentre MapPartitioner serializza una
tabella di dimensione proporzionale al numero di chiavi (vertici) presenti,
quindi è evidente come, al crescere del volume dei vertici de grafo aumenti il
tempo di setup per l’invio della tabella creata dalla MapPartitioner.
Un’altra situazione di svantaggio all’uso della MapPartitioner riguarda
l’allocazione di memoria. All’aumentare della tabella aumenta la memoria
usata da parte delle macchine e ciò può provocare la memorizzazione dei dati
sul file system e quindi sovraccarico dovuto ai tempi di accesso I/O dovuto
alla gestione della memoria virtuale. L’uso di strutture dati ottimizzate da
usare al posto della Map ha portato ad un lieve miglioramento ma perman-
gono comunque tali problematiche. Abbiamo quindi abbandonato questa
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metodologia e siamo passati ad un’altra soluzione, descritta nel paragrafo
seguente.
3.2.3 L’uso della tecnica di rietichettatura
Questo approccio nasce da una analisi della funzione di partizionamento mo-
dulo (mod) implementata nella classe HashPartitioner. La divisione di un
intero a per n, per cui
a = k × n+ r(3.1a)
a− r = k × n(3.1b)
consente di suddividere l’insieme N dei naturali in n classi (sottoinsiemi) se-
condo la relazione di equivalenza in cui un intero a è equivalente a r (mod n)
se e solo se la differenza a − r è un multiplo relativo di n. Si definisce così
l’insieme Z dei quozienti rispetto a tale relazione di equivalenza e formato
dalle n classi
(3.2) Z = {[0], [1], ..., [n− 2], [n− 1]}
chiamate classi di resto modulo n.
Ciascuna classe di resto [r] rappresenta, oltre a r stesso, tutti i nume-
ri interi della forma a = k × n + r per qualche intero k. Ad esempio, nel
mod 7 la classe di resto [4] rappresenta, oltre al numero 4, anche il numero
11(= 1×7+4) , il numero 18(= 2×7+4), il numero 2307(= 329×7+4) ecc.
Se lo spazio dei nomi dei vertici di un grafo appartiene all’insieme dei numeri
N, questa funzione offre un meccanismo semplice di partizionamento basato
sul nome. Ogni classe di resto rappresenta una partizione. Se volessi spostare
il vertice di nome V18 appartenente alla classe di resto [4] alla classe di resto
[5] mantenendo la stessa funzione di modulo, l’unico modo è cambiargli no-
me da V18 a V19(=2×7+5) (ovviamente se non esistesse già un vertice chiamato
19). Da questa considerazione nasce l’idea di rietichettatura dei vertici di
un grafo. Il cambiamento dei nomi dei vertici, senza mutare la struttura del
grafo di partenza, permette di ottenere un grafo G′ da usare in sostituzione
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Lista adiacienza G
Vertice Lista vertici
V0 V2, V5, V7
V1 V3
V2 V0, V5, V7
V3 V1
V4 V6, V8
V5 V0, V2, V7
V6 V4, V8
V7 V0, V2, V5
V8 V4, V6
Pk mod (3)
Partizione Vertici
P0 V0, V3, V6
P1 V1, V4, V7
P2 V2, V5, V8
Pbalanced−3−way
Partizione Vertici
P0 V0, V2, V5, V7
P1 V1, V3
P2 V4, V6, V8
Figura 3.8: Esempio di partizioni modulo e balanced-k-way
del grafo G originale mantenendo la stessa funzione di modulo, ma ottenendo
partizionamenti diversi. La procedura di rietichettatura è guidata dalla solu-
zione dell’algoritmo BKW che indica in che modo creare le partizioni. Questo
approccio permette di usare il partizionatore HashPartitioner permettendo
un confronto equo tra l’uso di algoritmi BKW e Hash. Ad esempio fissiamo il
valore2 k = 3 ed eseguiamo un partizionamento del grafo usando un qualsiasi
algoritmo. In figura 3.8 viene mostrata la matrice di adiacenza di un grafo
e un probabile partizionamento BKW. La tabella Pbalanced−3−way mostra ad
esempio come l’insieme dei vertici {V0, V2, V5, V7} appartiene alla partizione
P0, l’insieme {V1, V3} appartiene alla partizione P1, e l’insieme {V4, V6, V8}
alla partizione P2. Applichiamo al grafo G la tecnica di rietichettatura cam-
biando nome dei vertici in modo che la funzione modulo restituisca l’indice
i della partizione Pi associata dalla tabella Pbalanced−3−way. Ad esempio i
vertici V0, V2, V5, V7 vengono rinominati rispettivamente V
′
0 , V
′
3 , V
′
6 , V
′
9 per re-
stituire l’indice 0 della partizione P0, i vertici V1, V3 vengono rinominati in
V
′
1 , V
′
4 per restituire l’indice 1 della partizione P1 e cosi via. In figura 3.9
viene mostrata la stessa matrice di adiacenza e lo stesso partizionamento con
2Essendo il numero di partizioni legate al grado di parallelismo dell’applicazione il
valore di k viene preso come multiplo rispetto al numero di core c disponibili seguendo la
formula k = c ∗ n, {n : 1, 2..4}. Per esempio se si disposizione di c = 64 core, valori tipici
di k potrebbero essere 64 o 128.
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Lista adiacienza G′
Vertice Lista vertici
V0 → V ′0 V ′3 , V ′6 , V ′9
V1 → V ′1 V ′4
V2 → V ′3 V ′0 , V ′6 , V ′9
V3 → V4′ V ′1
V4 → V ′2 V ′5 , V ′8
V5 → V ′6 V ′0 , V ′3 , V ′9
V6 → V ′5 V ′2 , V ′8
V7 → V ′9 V ′0 , V ′3 , V ′6
V8 → V ′8 V ′2 , V ′5
Pk mod (3)
Partizione Vertici
P0 V
′
0 , V
′
3 , V
′
6 , V
′
9
P1 V
′
1 , V
′
4
P2 V
′
2 , V
′
5 , V
′
8
Pbalanced−3−way
Partizione Vertici
P0 V
′
0 , V
′
3 , V
′
6 , V
′
9
P1 V
′
1 , V
′
4
P2 V
′
2 , V
′
5 , V
′
8
Figura 3.9: Esempio di partizioni modulo e balanced-k-way con i vertici rietichettati
i vertici rietichettati per rispettare la funzione modulo.
Dalla figura 3.9 si possono fare due considerazioni. La prima considerazio-
ne è che la rietichettatura può portare ad avere nomi di vertici non contigui.
Infatti si può vedere facilmente che il vertice V7 non è più presente e al suo
posto invece è stato inserito il vertice V ′9 .
La seconda considerazione è la presenza di sbilanciamento tra le partizioni.
Si può vedere ad esempio che la partizione P0 ha 4 vertici mentre la partizione
P1 ne ha solo 2. Quest’ultima considerazione dimostra come il bilanciamento
dei vertici sia esclusivamente dipendente dal tipo di algoritmo scelto per
partizionare il grafo e non più dalla funzione modulo.
Uno pseudo codice di rietichettatura del grafo viene mostrato in Algo.7.
L’algoritmo prende in input le partizioni Pi, 0 ≤ i ≤ k − 1, risultato dell’al-
Algorithm 7: Pseudo codice algoritmo di rietichettatura dei vertici del
grafo
input : G = (V,E), k = numero di partizioni, partizioni Pi, 0 ≤ i ≤ k − 1
output: Una istanza del Grafo isomorfo di G con vertici rietichettati
1 while Pi do
2 h←− 0;
3 for Vj ∈ Pi do
4 Vtemp ←− h ∗ k + i;
5 G
′ ←− Relabeling (G,Vj , Vtemp);
6 h←− h+ 1;
7 return G
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goritmo BKW, dove ogni partizione definisce l’insieme dei vertici del grafo
Pi = {Vj, Vj ∈ Pi}. L’algoritmo itera per ogni partizione andando a leggere
e a rinominare ogni vertice nel grafo G ottenendo un nuovo grafo G′ (vedi
Algo.7 linea 1). Per ogni vertice appartenente alla partizione Pi, alla linea 4,
si calcola il nuovo nome del vertice chiamato Vtemp e si effettua un relabeling
del vertice su tutto il grafo (linea 5) ottenendo un nuovo grafo. La funzione
relabeling permette di rinominare il vertice Vj con il nome Vtemp in tutte le
occorrenze di G mantenendo inalterato la struttura del grafo.
La tecnica di rietichettatura ha la caratteristica che è del tutto indipen-
dente dal tipo di algoritmo scelto per partizionare ed è sempre applicabile
a qualsiasi grafo. Ci sono comunque alcune precisazioni all’uso di questa
tecnica:
• Se una applicazione richiede il nome originale dei vertici sul risultato
finale, questo richiederebbe un sovraccarico dovuto alla trasformazio-
ne del risultato applicando una rietichettatura per ripristinare i nomi
originali.3
• Al termine della rietichettatura potremmo avere nomi di vertici non
tutti contigui permettendo così di avere dei buchi non assegnati tra due
vertici. Questo potrebbe creare problemi con alcuni algoritmi che usano
delle funzioni random per campionare dei vertici in quanto potrebbero
generare nomi di vertici che non esistono.
Tale approccio beneficia anche delle caratteristiche che dipendono dall’uso
della classe HashPartitioner. Tale classe implementa la sola funzione mod che
per la sua semplicità e essendo priva di memoria permette un sovraccarico
costante all’aumentare dei numeri di vertici e marginale rispetto all’intero
processo di esecuzione.
3L’operazione di associazione dei vertici appartenenti a N nelle classi dei resti sottoinsie-
mi Z non ha una corrispondenza biunivoca. Per poter ottenere il nome del vertice originale
partendo dal vertice rinominato bisognerebbe mantenere l’associazione in memoria.
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3.3 Partizionatore dinamico in Apache Spark
Gli algoritmi iterativi su grafo usano solitamente più passi computazionali
che possono essere eseguiti in parallelo e tra le varie fasi dell’algoritmo, la
struttura del grafo potrebbe cambiare aumentando o diminuendo il numero
di vertici attivi o il numero di archi oppure mantenere la struttura del grafo
costante. Nel caso in cui la dimensione del grafo G=(V,E) cambi non è detto
che il partizionamento statico determinato nella fase iniziale rappresenti la
miglior soluzione. Ad esempio alcuni algoritmi iterativi vertex-centric hanno
la caratteristica di ridurre il numero di vertici attivi tra una iterazione e la
successiva. Questa riduzione può portare ad avere partizioni con un numero
basso di vertici attivi rispetto ad altre e di conseguenza ad uno sbilanciamento
del carico di lavoro.
Un possibile approccio è l’adozione di un partizionatore dinamico che, in
fase di esecuzione, bilanci nuovamente le partizioni attraverso lo spostamento
di vertici. Questa metodologia introduce diverse problematiche da risolvere.
La prima è determinare il criterio di identificazione dei vertici da spostare
e il criterio di selezione delle partizioni dove devono essere spostati. Lo
spostamento del vertice richiede un sovraccarico di lavoro che incide non solo
sulle macchine di origine e di destinazione ma anche su tutte le altre macchine
per aggiornare le strutture di instradamento di eventuali messaggi.
Un’altra problematica è decidere quando e quante volte usare il riparti-
zionamento dinamico. Questi criteri devono essere determinati da qualche
politica che permetta di bilanciare i vantaggi in termini di tempo di com-
pletamento e di evitare che il sovraccarico introdotto da tale tecnica domini
i vantaggi eventualmente ottenuti. Non è da stupirsi dunque che ricercare
soluzioni generali al partizionamento dinamico porti talvolta a prestazioni
peggiori. Questo spesso ne consegue la determinare di soluzioni specifiche su
algoritmi precisi.
Di seguito verranno presentate due soluzioni di partizionamento dinami-
co. Il primo è caratterizzato dall’essere indipendente dal tipo di algoritmo
iterativo vertex-centric, mentre la seconda soluzione è mirata e specifica per
l’algoritmo Cracker che andremo ad analizzare nel capitolo successivo.
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3.3.1 Adattività del numero di partizioni
Questa metodologia di partizionamento dinamico è sempre applicabile pur-
chè vi siano più sequenze di computazione. L’idea è di partizionare i dati
rispetto al numero di elementi computazionali disponibili e durante l’esecu-
zione dell’algoritmo ridurre il numero di partizioni in maniera proporzionale
alla variazione dei dati da elaborare. La riduzione delle partizioni comporta
dei vantaggi in termini di gestione delle risorse ed una riduzione delle comu-
nicazione. Lo pseudo codice dell’algoritmo è mostrato in Algo.8. Il processo
di ripartizionamento si compone di due fasi, in cui nella prima, assegniamo
un partizionatore iniziale di tipo hash4 rispetto ad un numero di partizioni
proporzionale al numero di elementi computazionali disponibili (vedi Algo.8
linea 2). Espresso con la funzione mod(vedi linea 5), ogni k iterazioni del-
l’algoritmo determina quanti sono i vertici rimasti attivi, dove il valore k è
fissato come parametro dell’algoritmo. Se i vertici attivi sono inferiori ad
una certa soglia calcolata rispetto la rapporto numeroVertici / numeroParti-
zioni si applica un nuovo partizionamento considerando un numero inferiore
di partizioni (vedi linea 10). Dopo aver valutato se applicare una riduzione
delle partizioni, si continua a procedere con le successive iterazione previste
dall’algoritmo (vedi linea 11).
Algorithm 8: AdaptivePartitioner
input : G(V,E)
1 P [numPartizioni]←− Partition_Graph_Hash (G(V,E), numCore);
2 rateDistribution←− numPartizioni/|V |;
3 t← 0;
4 repeat
5 if t mod (k) = 0 then
6 ratio←− rateDistribution∗ Get_Vertices_Active ();
7 numPartizioni←− Size (P) ;
8 if ratio < numPartizioni then
9 numPartizioni←− ratio;
10 P [numPartizioni]←− Partition_Graph_Hash (G(V,E), numPartizioni);
11 next_superstep();
12 t←− t+ 1;
13 until all vertex have voted to halt ;
Come mostrato dall’esempio di pseudo codice in Algo.8, alla linea 11 vie-
ne invocato l’esecuzione di un generico passo iterativo dell’algoritmo. Questo
4Il partizionatore predefinito HashPartitioner che implementa la funzione modulo.
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dimostra come tale metodologia non è legata al tipo di algoritmo imple-
mentato, ma al contrario fa affidamento su un monitoraggio attivo da parte
delle macchine. Questa tecnica ha alcuni aspetti importanti da tenere in
considerazione:
Sovraccarico computazionale e di rete. Il processo di monitor si tradu-
ce nel recupero dei dati da analizzare. Per esempio alcuni dati da
monitorare potrebbero essere il numero di vertici attivi tra le varie fasi
di calcolo, come nell’esempio mostrato. È possibile monitorare anche
altri aspetti, come il numero di comunicazioni tra macchine, o altro. Il
compito di recuperare questi dati corrisponde ad un aumento del carico
computazionale da parte di tutte le macchine.
Inoltre l’algoritmo che effettua una stima dei benefici e applica even-
tualmente il ripartizionamento potrebbe essere centralizzato e gestito
per esempio dalla macchina driver preposta a tale compito, in questo
caso il driver deve ricevere dalle altre macchina le metriche campionate,
aumentando così i costi di comunicazione.
Sovraccarico per il ripartizionamento. Il ripartizionamento dei dati ob-
bliga una fase di shuﬄe tra le macchine. Questa fase sequenziale si col-
loca tra due step dell’algoritmo ridistribuendo i vertici tra le partizioni
aumentandone il tempo di esecuzione.
Tenendo in considerazione il secondo aspetto, un parametro fondamentale
riguarda la decisione di ogni quante iterazioni (in Algo. 8 linea 5 indicato
con k) effettuare il ripartizionamento. Se il valore k è un valore piccolo po-
tremmo avere molto sovraccarico di lavoro tale da perdere ogni beneficio
possibile, mentre se k è molto alto potrebbe essere maggiore del numero di
iterazioni necessarie per la terminazione dell’algoritmo da non essere mai
applicato e comunque portare ad uno sbilanciamento del carico. Una ulte-
riore considerazione nell’uso di tale metodologia è che il ripartizionamento
non garantisce una distribuzione equa dei vertici. Un caso particolarmente
sfortunato potrebbe essere quello di avere tutti i vertici attivi appartenenti
alla stessa classe dei resti (vedi sez. 3.2) secondo la funzione modulo scelta.
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Figura 3.10: Esempio di identificazione del seme tramite riduzione del grafo. I
vertici grigi sono esclusi dal grafo.
Quello che avremmo è una partizione con tutti i vertici attivi e le rimanenti
numPartizioni− 1 vuote.
3.3.2 Rietichettatura delle chiavi
Come descritto nel capitolo precedente, adottare una metodologia dinamica
indipendente dall’algoritmo comporta la risoluzione di una serie di proble-
matiche. Talvolta le soluzioni adottate non permettono benefici sperati. Ciò
porta allo studio di partizionatori da applicare ad algoritmi specifici. Il par-
tizionamento dinamico con rietichettatura delle chiavi si pone l’obiettivo di
migliorare le performance in termini di tempo di completamento specifico
per l’algoritmo Cracker [22]. Cracker è un efficiente algoritmo iterativo di
identificazione di componenti connesse (CC) su grafi. L’idea di base di Crac-
ker è ridurre in modo iterativo la dimensione del grafo tramite la potatura
dei vertici affinchè ogni CC sia identificata. Ogni CC è identificata dal se-
me che corrisponde al nome del vertice più piccolo appartenente alla CC.
L’esempio di figura 3.10 mostra un esempio di riduzione dal grafo G1 al grafo
G2. Supponiamo di aver usato un partizionatore statico e di aver ottenuto
due partizioni P 1 = {V 0, V 1, V 2, V 5} e P 2 = {V 3, V 4, V 6, V 7, V 8}. Subito al
primo passo, ottenendo il grafo G2, notiamo che le due partizioni si riducono
in P 1 = {V 0, V 1, V 2, V 5} e P 2 = {V 3}, mentre gli archi che attraversano le
due partizioni aumentano. Questo esempio dimostra come il partizionatore
statico garantisce un buon partizionamento solo per i primi passi dell’algo-
ritmo. Un partizionamento dinamico potrebbe essere la soluzione migliore.
In figura 3.10 è evidente come gli archi tra i vertici cambiano formando sche-
mi di comunicazione diverse dipendenti dai dati. Dall’analisi dell’algoritmo
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Algorithm 9: Algoritmo di ripartizionamento dinamino con rietichet-
tatura delle chiavi: LabelingPartitioner
Input : an undirected graph G = (V,E)
Output: a graph where every node is labelled with the seed of its cc
1 u.minSeed = u.Name ∀u ∈ G
2 Partition_Graph_Random (G(V, E))
3 t← 0
4 ....
5 repeat
6 if t mod (k) = 0 then
7 Swap (u.Name, u.minSeed) ∀u ∈ Gt
8 Partition_Graph_Random (Gt(V, E))
9 Swap (u.Name, u.minSeed) ∀u ∈ Gt
10 end
11 Ht ← Min_Selection_Step(u) ∀u ∈ Gt
12 Gt+1 ← Pruning_Step(u, T) ∀u ∈ Ht
13 t← t+ 1
14 until Gt = ∅
15 G∗ ← Seed_Propagation(T)
16 return G∗
si può comunque dedurre che ogni nuovo arco aggiunto collega due verti-
ci appartenenti alla stessa CC diminuendone la distanza in termini di hop.
Rapidamente l’algoritmo cerca di convergere al vertice seme. Questa pro-
prietà dell’algoritmo suggerisce che l’orientamento degli archi tende a seguire
i vertici più probabili ad essere semi. Modificare le partizioni cercando di
raggruppare i vertici che convergano agli stessi semi potrebbe rappresentare
una buona soluzione nel mantenere minimo le comunicazioni tra partizioni.
Questa è l’idea del partizionatore dinamico con rietichettatura delle chiavi
LabelingPartitioner. Uno pseudo codice dell’algoritmo LabelingPartitioner è
mostrato in Algo.9.
Ogni vertice ottiene un identificatore calcolato come probabile seme ri-
spetto alla conoscenza locale del vertice (vedi Algo.9, linea 1 e linea 11).
Il partizionamento dei vertici avviene usando l’algoritmo random (linea 2).
La funzione di partizionamento usa l’identificatore del vertice come chiave
(linee 7 – 8). In questo modo vertici che hanno lo stesso identificatore ver-
ranno raggruppati nelle stesse partizioni. Ogni vertice ampliando la propria
conoscenza locale grazie ai nuovi archi potrebbe modificare il proprio iden-
tificatore e conseguentemente cambiare potenzialmente anche la partizione.
Per una descrizione completa dell’algoritmo Cracker si rimanda alla sezione
4.5.
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L’algoritmo LabelingPartitioner rispetto all’algoritmo AdaptivePartitio-
ner (sezione 3.3.1) presenta il vantaggio che le macchine non sono sovracca-
ricate da un monitoraggio attivo. Il sovraccarico dovuto alla funzione Labe-
lingPartitioner è da considerare solo in caso di ripartizionamento del grafo.
Un altro aspetto è che il partizionamento è guidato dalla conoscenza dell’al-
goritmo Cracker e permette di clusterizzare i vertici con gli stessi semi. La
tecnica di clusterizzare rispetto al seme fornisce uno strumento per migliorare
la località dei dati e potenzialmente migliorare le performance dell’algoritmo.
Capitolo 4
Casi di studio
In questa sezione verranno presentati gli algoritmi rispetto ai quali valute-
remo le tecniche di partizionamento. Particolare attenzione verrà posta su
gli schemi di comunicazione e computazione di ogni algoritmo. Gli algoritmi
scelti sono stati classificati secondo le loro caratteristiche computazionali e
di comunicazione.
Si differenziano sostanzialmente due categorie di algoritmi, in cui la prima
categoria è caratterizzata da algoritmi con uno schema di comunicazione e di
computazione fisso per tutta la fase di esecuzione, mentre la seconda categoria
di algoritmi da schemi di comunicazioni che variano in ogni iterazione.
Gli algoritmi appartenenti alla prima categoria sono tutti gli algoritmi che
hanno in comune la caratteristica di mantenere la struttura del grafo fissa in
tutte le iterazioni. Esempi di algoritmi appartenenti a questa categoria sono
PageRank[18], TriangleCounting[19], e KCore[20].
Gli algoritmi che hanno la proprietà di modificare la struttura del grafo a
loro piacimento obbliga a definire nuovi schemi di comunicazione in ogni passo
iterativo facendo così variare sia il numero che il volume delle comunicazioni,
sia le computazioni. Esempi di algoritmi appartenenti a questa categoria
sono Cracker[22] e Hash-To-Min[21].
Nella tabella 4.1 si riassumono gli algoritmi analizzati dal punto di vista
delle loro caratteristiche computazionali e di comunicazione usati per valu-
tare l’impatto che ha il partizionamento in relazione alle loro performance in
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Tabella 4.1: Classificazione degli algoritmi rispetto alle caratteristiche computazio-
nali e di comunicazione.
Vicinanza Disattivazione Nodi
PageRank fisso no
TriangleCounting fisso si
K-Core fisso si, non permanente
HashToMin variabile no
Cracker variabile si, permanente
termini di tempo di completamento.
Tutti gli algoritmi di seguito sono presentati usando l’astrazione vertex-
centric, ovvero lo pseudo codice fornito è descritto dal punto di vista del
vertice. Tutti gli algoritmi sono stati sviluppati sul framework Spark. Anche
se esiste un modulo di Spark chiamato GraphX che permetterebbe di descri-
vere gli algoritmi su grafo in un formalismo tipo Pregel si è comunque scelto di
non adottare tale strategia ma di implementare gli algoritmi in vertex-centric
seguendo quanto descritto nella sezione 3.1.1. Gli algoritmi sono presenta-
ti in pseudo codice per fornire meglio una descrizione chiara dell’algoritmo
evitando di concentrarsi su aspetti secondari legate alle implementazioni.
4.1 PageRank
PageRank[18] è uno dei più popolari algoritmi per determinare la rilevanza
dei vertici in un grafo (vedi esempio di rank dei vertici di un grafo in Fig.4.1).
Figura 4.1: Esempio di PageRank eseguito su un grafo.
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Il concetto di rilevanza nel PageRank è basato sull’idea di citazione. Un
vertice è importante perchè gli altri vertici sono connessi a lui. La rilevanza
di ogni vertice del grafo è calcolato tramite un algoritmo iterativo basato sulla
comunicazione tra vicini. La funzione ricorsiva può essere definita come:
Rank(v) = α + (1− α)
∑
u∈Neigh(v)
Rank(u)
OutDegree(u)
(4.1a)
dove con il termine Rank(v) si specifica il valore di rilevanza del vertice v,
con il termine Neigh(v) si descrive la lista degli archi adiacenti del vertice v,
mentre OutDegree(u) rappresenta il numero di archi uscenti al nodo u, ed α
rappresenta una valore tra 0, e 1 tale da permettere al sistema di convergere
a soluzione (in molti casi viene fissata a 0,15).
La terminazione dell’algoritmo ricorsivo in genere è basata sulla conver-
genza dei valori di Rank. Si misura la convergenza come differenza tra i Rank
di due iterazioni consecutive, e se inferiore ad un certo valore predefinito
l’algoritmo termina, altrimenti si procede con un ulteriore passo ricorsivo.
Alternativamente è possibile definire la terminazione dell’algoritmo fissando
un numero di iterazioni da far eseguire, al termine del quale l’algoritmo si
conclude.
Esistono tante implementazioni di questo algoritmo ampiamente studia-
to. Un esempio di pseudo codice è in Algo.10. Fondamentalmente ogni
vertice è caratterizzato da un valore Rank(v) che ne rappresenta l’importan-
za (ved. Alg. 10 linea 1). Ad ogni passo iterativo, ogni vertice distribuisce
il proprio valore di Rank(v) a tutti i vertici vicini seguendo i propri archi
uscenti, fornendo così il proprio contributo (ved. linea 5). Ogni vertice som-
ma i contributi degli altri vertici ricevuti aggiornando il proprio valore di
Rank(v) (ved. linea 7). Per semplicità l’algoritmo non presenta l’aspetto
della terminazione che comunque può essere formulata secondo quanto detto
in precedenza. Dall’analisi dello pseudo codice in Alg.10, si capisce come
in ogni iterazione (linea 5) ogni vertice comunichi con i vertici vicini. Ogni
vertice rimane attivo e partecipa in ogni iterazione della computazione. La
struttura del grafo non cambia mai per tutta la durata dell’algoritmo. Questo
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Algorithm 10: Pagerank
input : Grafo G(V,E)
output: Rank dei vertici G
/* STEP1: initialization */
1 forall the v ∈ G in parallel do
2 Rank (v) ←− 1.0
/* STEP2: computation */
3 repeat
4 foreach u ∈ Neigh (v) do
5 Send ( Rank (v) /size ( Neigh (v)), u) ;
6 Rnew ←− ∪ (R: Receive (R)) ;
7 Rank (v) ←− 0.15 + 0.85 * Rnew
8 until k ←− 0 to iters;
significa che in ogni iterazione lo schema di comunicazione è fisso. È possibi-
le calcolare il numero di comunicazioni effettuate tra i vertici semplicemente
contando gli archi uscenti di ogni vertice. Il numero di comunicazioni tra i
vertici rimangono costanti in ogni iterazione ed è pari a:
Nsend(vi) = Size(Neigh(vi))(4.2a)
Nsend =
∑
∀vi∈V
Nsend(vi)(4.2b)
dove con Nsend(vi) si definisce il numero di comunicazioni del generico vertice
vi, e con Nsend il numero totale di comunicazioni tra i vertici vicini in un
superstep.
Figura 4.2: A sinistra un esempio di triple mentre a destra un esempio di un
trianglolo di un grafo.
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4.2 Triangle Counting
Il Triangle Counting[19] è la tecnica più conosciuta per calcolare il coefficiente
di clusterizzazione di un grafo non orientato. Il coefficiente di clustering è la
misura del grado in cui i nodi di un grafo tendono ad essere connessi fra loro.
Il coefficiente di clustering globale può essere calcolato tramite:
C =
3n∆(G)
nΛ(G)
(4.3a)
Dove con:
n∆(G) è il numero di triangoli nel grafo.
nΛ(G) è il numero complessivo di triple del grafo.
In dettaglio un triangolo di un grafo G è un sottografo indotto da una
terna di vertici di G mutuamente adiacenti (vedi la figura a destra di Fig.4.2).
Mentre una tripla di un grafo consiste di tre vertici connessi da due archi (ve-
di la figura a sinistra di Fig.4.2). Concettualmente l’algoritmo si compone di
due step logici. Il primo permette di identificate tutte le triple presenti nel
grafo. Una volta identificate tutte le triple nella seconda fase si verifica la
presenza del arco mancante per completare il triangolo. L’algoritmo paral-
lelo adottato è una versione vertex-centric della soluzione proposta da Suri
e Vassilvitskii[19]. Questo algoritmo segue la separazione logica appena de-
scritta ma introduce delle ottimizzazioni per evitare che ogni triangolo venga
conteggiato più di una volta. Uno pseudo codice è in Alg.11. L’algoritmo si
compone di due step, in cui al primo step ogni nodo u del grafo, rileva tutte
le triple in cui è il vertice centrale (vedi Algo.11 linee da 1 a 4). Alla line
2 viene mostrato una ottimizzazione introdotto dall’algoritmo, che permette
di generare le triple ponendo vincoli di ordinamento dei vertici, evitando di
generare per esempio le coppie (3, 4) e (4, 3). Queste coppie rappresentano
semplicemente una permutazione della stessa tripla (3, 4) centrato sul vertici
preso in considerazione, la quale verrebbe conteggiata più di una volta. Sen-
za tale ottimizzazione, oltre a calcolare più volte gli stessi triangoli effettivi,
l’algoritmo si trova a gestire molte coppie in più inducendo molto più lavo-
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Algorithm 11: Triangle Counting
input : Grafo G(V,E)
output: NTriangles: numero di triangoli di G
/* Step 1 */
1 forall the v ∈ G in parallel do
2 S ←− {< ni, nj >∈ Neigh (v) : r(ni) > r(v) ∧ r(nj) > r(ni)} ;
3 foreach s ∈ S : do
4 Send (< ni, nj >, ni)
/* Step 2 */
5 forall the v ∈ G in parallel do
6 S ←− {nj : Receive (<v,nj>) } ;
7 foreach nj ∈ S do
8 if nj ∈ Neigh (v) then
9 NTriangles←− NTriangles+ 1
ro. Al termine del primo step le triple vengono inviate al vertice più piccolo
della coppia generata per eseguire il controllo dell’arco mancante. Durante il
secondo step solo alcuni vertici partecipano alla computazione in quanto solo
alcuni riceveranno i messaggi. I vertici che riceveranno i messaggi si occupe-
ranno di controllare per ogni coppia di vertici l’esistenza dell’arco mancante
per chiudere il triangolo e procedere con il relativo conteggio. L’algoritmo si
conclude al termine del secondo step.
L’algoritmo è caratterizzato da uno schema di comunicazione tra vicini.
Il vertice destinatario dei messaggi è preso dalla lista di adiacenza (vedi linea
4). Durante il primo step tutti i nodi eseguono la computazione, mentre nella
seconda fase solo i nodi che ricevono i messaggi eseguono la computazione. È
possibile contare il numero di comunicazioni tra vicini usate nel primo step
da una analisi del grafo:
Nsend(vi) =
(Size(Neigh(vi))− 1)× Size(Neigh(vi))
2
(4.4a)
Nsend =
∑
∀vi∈V
Nsend(vi)(4.4b)
dove con Nsend(vi) si definisce il numero di comunicazioni del generico vertice
vi, e con Nsend il numero totale di comunicazioni tra i vertici vicini del primo
step. Concludendo la struttura del grafo non cambia mai per tutta la durata
dell’algoritmo.
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4.3 KCore
la decomposizione k-core[20] è un metodo ben definito per identificare una
speciale famiglia di massimi sotto grafi indotti di un grafo G chiamati k-core
(vedi Fig. 4.3). Un k-core di un grafo non orientato è un sotto grafo massimo
connesso in cui ogni vertice ha grado di incidenza di almeno k. Un k-core
è ottenuto rimuovendo ricorsivamente tutti i vertici che hanno un grado di
incidenza minore di k, finchè il grado di tutti i vertici rimasti è uguale o mag-
giore di k. Un sotto grafo k-core ha la proprietà che i nodi sono coesi, cioè i
nodi hanno un forte legame tra loro. La decomposizione k-core permette di
calcolare il coreness di ogni vertice. Un vertice v ha coreness c se appartiene
al sotto grafo c-core ma non appartiene al sotto grafo (c+1)-core. L’identifi-
cazione di questi nodi è utile in molti campi, per esempio come meccanismo
di identificazione dei nodi per diffondere informazioni in protocolli epidemi-
ci. L’algoritmo proposto è basato sulla soluzione proposta da Montresor e
altri[20], il quale computa il k-coreness di ogni vertice usando un algorit-
mo iterativo. Un esempio di pseudo algoritmo è in Algo.12. Ogni nodo
mantiene una stima della coreness dei suoi vicini inizializzata a infinito (vedi
Alg. 12 linea 5), e la stima del proprio coreness, chiamato core nello pseudo
codice, inizializzato al suo grado di incidenza (vedi linea 3). In ogni passo,
tutti i vertici attivi inviano il valore corrente del core ai propri vicini. Ogni
vertice riceve il coreness di ogni vertice vicino e ne aggiorna la stima. Grazie
al vettore delle stime dei vicini e al proprio core corrente ogni vertice calcola
Figura 4.3: In figura viene mostrato un esempio di sotto grafo 2-core di un grafo.
Ogni vertici v ∈ V ′ ⊂ V all’interno del sotto grafo ha almeno 2 archi (v, a) e (v, b)
tale che a, b ∈ V ′ ⊂ V
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Algorithm 12: k-coreness
input : G = (V,E)
output: k-coreness di ogni vertice di G
/* STEP1: inizializzazione */
1 forall the v ∈ G in parallel do
2 changed←− true ;
3 core←− Degree (v) ;
4 foreach u ∈ Neigh (u) do
5 est[u]←−∞ ;
6 Send (< v, core >, u) ;
/* STEP2: computazione */
7 repeat
8 forall the u ∈ Neigh (v) inparallel do
9 S ←− {(u, Core (u) : Receive (<u, Core (u)>)};
10 est[u]←− Core (u) ;
11 newcore←− Update (core, est, S) ;
12 if newcore < core then
13 core←− newcore ;
14 foreach u ∈ Neigh (u) do
15 Send (< v, core >, u) ;
16 else
17 Vote_To_Halt ();
18 until all nodes have voted to halt ;
localmente il valore del coreness più grande. Se tale valore è diverso dal core,
il vertice aggiorna il proprio valore di core e prosegue con la computazione
inviando ai vicini il nuovo valore (vedi linee 13 - 15). Se invece tale valore
è uguale al core del vertice allora fa voto di fermata terminando momenta-
neamente la computazione. Il vertice potrebbe essere riattivato se ricevesse
un nuovo messaggio. L’algoritmo termina quando tutti i vertici fanno voto
di fermata.
La struttura del grafo usata dall’algoritmo rimane fissa per tutte le ite-
razioni. In ogni iterazione solo i vertici attivi comunicheranno con i vicini.
Differentemente dal PageRank non tutti i nodi partecipano alla comunica-
zione dei messaggi in ogni iterazione. Questo comporta in ogni iterazione un
numero diverso di messaggi dipendente dal numero di vertici attivi. Conclu-
dendo lo schema di comunicazione tra i vertici rimane costante per tutta la
durata della computazione ma variano da iterazione a iterazione il numero
di comunicazioni tra i vertici attivi.
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Figura 4.4: Esempio di grafo composto da tre componenti connesse
4.4 Hash-To-Min
Hash-To-Min[21] è un algoritmo per ricercare le componenti connesse(CC)
di un grafo. Una componente connessa di un grafo è un sotto grafo in cui:
• qualsiasi coppia di vertici appartenenti al sotto grafo è connessa da un
cammino
• qualsiasi vertice appartenente al sotto grafo non è connesso con vertici
non appartenenti al sotto grafo
Un esempio grafico di grafo avente tre CC è mostrato in Fig. 4.4.
Hash-To-Min appartiene a una famiglia di algoritmi proposta da Rastogi
ad altri[21]. La caratteristica che accomuna questa famiglia è l’assegnazio-
ne ad ogni nodo di un identificatore univoco. Ogni componente connessa è
individuata dall’identificatore del vertice più piccolo appartenente alla com-
ponente connessa. Uno pseudo codice dell’algoritmo Hash-To-Min è proposto
in Algo.13. Nella prima fase dell’algoritmo ogni nodo, in parallelo, crea un
cluster Cv di vertici. Il cluster Cv inizialmente contiene il nodo v e tutti i
vertici appartenenti alla lista di adiacenza di v, Cv = v ∪ Neigh(v) (vedi
Algo. 13 linea 2). Ogni nodo v ricerca il valore minimo vmin (vedi linea 5),
all’interno del cluster Cv. Il valore minimo vmin sarà il destinatario del mes-
saggio contenente il cluster Cv (vedi linea 8), mentre tutti i vertici contenuti
nel cluster Cv riceveranno il valore vmin (vedi linea 7). In fase di ricezione
ogni vertice aggiorna il proprio cluster con i cluster ricevuti. Se il cluster
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Algorithm 13: Hash-to-Min
input : Grafo G(V,E)
output: Le componenti connesse di G
/* STEP1: Inizializzazione */
1 forall the v ∈ G in parallel do
2 C(v)←− v∪ Neigh (v)
/* STEP2: Computazione */
3 repeat
4 if not voted to halt then
5 vmin ←− Min (C(v)) ;
6 foreach u ∈ C(v) do
7 Send (vmin, u) ;
8 Send (C(v), vmin) ;
9 Cnew ←− ∪ (C: Receive (C));
10 if Cnew ←− C(v) then
11 Vote_To_Halt ();
12 else
13 C(v)←− Cnew
14 until all nodes have voted to halt ;
risultante non è cambiato rispetto alla precedente iterazione, il nodo fa voto
di fermata non partecipando alla successiva computazione. Lo stesso nodo
potrebbe riattivarsi in seguito alla ricezione di un nuovo messaggio. La com-
putazione termina quando tutti i vertici sono disattivati e non ci sono più
messaggi in transito. Al termine della computazione ogni CC è identificata
dall’identificatore del vertice più piccolo appartenente alla CC.
In Hash-To-Min lo schema di comunicazione è variabile in quanto varia
da iterazione a iterazione il cluster locale dei nodi dove ricercare il valore mi-
nimo e soprattutto dove inviare i messaggi con il valore minimo vmin appena
trovato. Quindi è possibile che un vertice v possa inviare un messaggio a un
vertice u che non appartenga alla propria lista di adiacenza, ma che abbia
preso conoscenza del vertice durante le fasi di computazione. La struttura
del grafo potrebbe cambiare da iterazione a iterazione.
4.5 Cracker
Cracker[22] è un algoritmo per ricercare le CC di un grafo. È un algorit-
mo con prestazioni migliori di Hash-To-Min. L’algoritmo Cracker realizza
l’identificazione delle CC in 2 fasi:
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Identificazione del seme. 1 Questa fase permette di ridurre il grafo potan-
do i vertici che non possono essere dei semi e iterativamente contribuisce
a costruire gli alberi di copertura delle componente connesse. Parten-
do da un grafo Gt, il grafo diretto H t è generato collegando i vertici a
potenziali vertici seme. Successivamente vengono rimossi dal grafo H t
i vertici che non possono essere considerati semi, generando un nuovo
grafo Gt+1 più piccolo (Fig. 4.5). Questa fase termina quando si sono
identificati i semi di ogni componente connessa.
Propagazione del seme. Una volta identificati i semi, per ogni componen-
te connessa esiste un albero radicato nel proprio seme. Questo albero
è usato per propagare il seme a tutti i nodi dell’albero.
In Algo.14 mostra uno pseudo codice dell’algoritmo Cracker. La fase di iden-
tificazione del seme è racchiusa nel blocco iterativo (veli Algo.14 dalla linea 5
alla linea 8), dove in ogni iterazione riduce il grafo fino a ottenere un solo ver-
tice per ogni CC identificando il seme, ovvero il nome del vertice più piccolo.
Tale fase si compone logicamente in due procedure. La prima procedu-
Algorithm 14: The cracker algorithm
Input : an undirected graph G = (V,E)
Output: a graph where every node is labelled with the seed of its cc
1 u.Active = True ∀u ∈ G
2 T ← (V, ∅)
3 t← 1
4 Gt ← G
5 repeat
6 Ht ← Min_Selection_Step(u) ∀u ∈ Gt
7 Gt+1 ← Pruning_Step(u, T) ∀u ∈ Ht
8 t← t+ 1
9 until Gt = ∅
10 G∗ ← Seed_Propagation(T)
11 return G∗
ra chiamata Min_Selection_Step permette, per ogni vertice, di identificare
probabili semi basandosi sulla propria conoscenza locale, mentre la seconda
procedura Pruning_Step permette di semplificare il grafo riducendolo. In
Algo.15 e in Algo.16 vengono mostrati gli algoritmi ad alto livello delle due
procedure appena descritte.
1Ogni CC è identificata dal seme che corrisponde al nome del vertice più piccolo
appartenente alla CC.
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Figura 4.5: Esempio di iterazioni dell’algoritmo cracker su un grafo. Le itera-
zioni mostrano come cambia la struttura di grafo G aggiungendo nuovi archi e
rimuovendo nodi rappresentati con il colore grigio.
La procedura Min_Selection_Step (vedi Algo.15) permette per ogni ver-
tice in parallelo di selezionare i probabili semi contenuti nelle proprie liste di
adiacenza, creando un nuovo grafo H. Il grafo H mantiene gli stessi vertici
del grafo G mentre gli archi sono aggiunti come segue. Ogni vertice v ∈ G se-
leziona il seme minimo vmin (vedi Algo.15 linea 2) usando la lista di adiacenza
NNGt(v). Per ogni vertice appartenente alla lista NNGt(v) viene creato un
nuovo arco orientato in vmin (v → vmin) (vedi Algo.15 linea 4)
Algorithm 15: Min_Selection_Step (u)
Input : a node u ∈ G
1 NNGt (u) = {v : (u↔ v) ∈ Gt}
2 minLocal() = Min(NNGt (u) ∪ {u})
3 forall the v ∈ NNGt (u) ∪ {u} do
4 AddEdge ((v → minLocal), Ht)
5 end
Mentre la seconda procedura Pruning_Step (vedi Algo.16) mira ad eli-
minate dal grafo tutti i vertici che non possono essere semi. L’eliminazione
dei vertice comporta anche l’eliminazione degli archi incidenti relativi ai nodi
rimossi. Per mantenere la proprietà di connettività dei nodi del sotto grafo
ottenuto, vengono aggiunti archi (vedi Algo.16 linea 5 e linea 10). In figura
4.5 viene mostrato un esempio grafico dei nuovi archi aggiunti in G per man-
tenere la connettività dei vertici. Questa riduzione modifica la struttura di
grafo di partenza con l’obiettivo di rendere il grafo sempre più semplice.
Come in Hash-To-Min lo schema di comunicazione è variabile e non pre-
vedibile perchè dipendente dalla struttura del sotto grafo ottenuto in ogni
iterazione. A differenza di Hash-To-Min una volta che un nodo ha deciso
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Algorithm 16: Pruning_Step(u, T )
Input : a node u ∈ G and the propagation tree T
1 NNHt (u) = {v : (u→ v) ∈ Ht}
2 minLocal() = Min(NNHt (u))
3 if |NNHt (u)| > 1 then
4 forall the v ∈ NNHt (u) \ vmin do
5 AddEdge ((v ↔ minLocal), Gt+1)
6 end
7 end
8 if u /∈ NNHt (u) then
9 u.Active = False
10 AddEdge ((minLocal→ u), T ))
11 end
12 if IsSeed (u) then
13 u.Active = False
14 end
di fermarsi, non può più essere riattivato in quanto viene completamente
sconnesso dal sotto grafo ottenuto. I nodi rimossi in Cracker sono i nodi
che sicuramente non possono essere semi e quindi non introducono nessuna
informazione utile al fine di rilevare le CC.
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Capitolo 5
Risultati Sperimentali
In questo capitolo, prima di affrontare una descrizione dettagliata degli espe-
rimenti svolti, verrà fornita una descrizione di alcuni strumenti usati per
eseguire il partizionamento BKW del grafo e per la generazione dei grafi
sintetici usati negli esperimenti.
5.1 Strumenti utilizzati
Come ampiamente spiegato nella sezione 2.2.2, partizionare un grafo di gros-
se dimensioni in k partizioni è un problema tutt’altro che facile. Ad oggi
esistono numerosi strumenti che permettono di eseguire il partizionamento e
fanno largo uso delle tecniche già citate nei capitoli precedenti (vedi sezio-
ne 2.2). Una delle tecniche maggiormente usate perchè presenta le miglior
caratteristiche computazionali nell’affrontare grafi di grosse dimensioni è il
Multilivello. Questo modello è alla base di numerosi framework oggi esistenti,
uno tra tanti e il pacchetto software Metis [31]. Il pacchetto software fornito
è scritto interamente in C ed è portabile in tutte le piattaforme UNIX con
compilatore ANSI C. Metis prevede un insieme di programmi stand-alone
lanciabili da linea di comando per procedere al partizionamento del grafo
fornito come file di input. I programmi forniti da Metis sono:
Metis Programma che permette di partizionare un grafo in un insieme finiti
di partizioni, basato sul modello multilivello recursive-bisection dove il
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grafo viene partizionato in due partizioni, o multilivello k-way dove il
grafo viene partizionato in k partizioni.
ParMETIS Programma che ha le stesse caratteristiche di Metis ma è ba-
sato sulla libreria parallela MPI per permettere l’uso di architetture
parallele.
hMETIS Programma per permettere di partizionare un ipergrafo.
In questa tesi si è fatto uso esclusivo del programma Metis, in quanto non
è stato necessario adottare un architettura parallela per i grafi presi in con-
siderazione. La struttura di grafo in Metis deve essere fornita secondo una
specifica precisa. Un grafo G=(V,E) con n nodi e m archi è salvata in un file
con n+1 linee (esclusi i commenti che iniziano con il carattere %). La prima
linea contiene informazioni sulla dimensione del grafo fornendo il valore di n
e il valore di m separati da spazio, mentre le rimanenti n righe contengono le
informazioni degli n vertici. La (i+ 1)− esima riga fornisce informazioni sul
i − esimo vertice fornendo nome del vertice e una lista di vertici adiacenti
separati da spazio. Ad esempio di seguito viene mostrato un grafo con 4
vertici e 6 archi:
%4 vertici con 6 archi
4 6
%vertice lista adiacenza
1 2 3 4
2 1
3 1
4 1
Il risultato ottenuto dall’elaborazione di Metis è un file di n linee dove
la i − esima linea fornisce l’indice di partizione di appartenenza del vertice
i − esimo separati da spazio. Ad esempio di seguito viene mostrato un
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esempio di risultato assegnando la partizione 1 ai vertici 1 e 2, mentre viene
assegnata la partizione 2 ai vertici 3 e 4:
%vertice partizione
1 1
2 1
3 2
4 2
Come dichiarato in [31], sperimenti svolti su una larga varietà di grafi
con milioni di vertici possono essere partizionati in 256 partizioni in pochi
secondi adottando comuni workstation.
Un altro strumento usato nella tesi è il pacchetto software NetworkX[33].
Tale framework, scritto in python, ha permesso di generare grafi di grosse
dimensione dell’ordine di {1, 2, 4} milioni di vertici, scegliendo tipologie di
generazione diverse. I tipi di grafi considerati sono Watts-Strogartz (Watts),
Newman-Watts-Strogartz (Newman) and Power-law (Powerlaw). Una volta
generato il grafo tramite apposite chiamate fornite dalla libreria NetworkX,
è stato scritto su file la lista di adiacenza relativa, indicando per ogni vertice
la propria lista di adiacenza separata da uno spazio.
5.2 Risultati
Gli esperimenti sono stati eseguiti su un cluster di 3 macchine composte da
32 processori AMD Opteron(TM) aventi 128 G di RAM e sistema operativo
Ubuntu SMP x86 64. Ogni algoritmo è stato implementato in Apache Spark
versione 1.2.0. I dataset sono stati distribuiti su tutte le macchine usan-
do percorsi predefiniti. È prevista una fase di caricamento e distribuzione
dati che precede l’esecuzione dell’algoritmo, e tale fase non viene presa in
considerazione nel campionare i tempi di elaborazione.
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I risultati mostrano come specifiche tecniche di partizionamento su grafo
abbiano un effetto sulle performance di algoritmi iterativi caratterizzati da
schemi di comunicazione e computazioni diverse. Le valutazioni permetto-
no di considerare sia il partizionamento statico in cui le partizioni vengono
computate prima della computazione, sia il partizionamento dinamico in cui
le partizioni vengono computate dinamicamente. Gli esperimenti misurano
il tempo di completamento dell’algoritmo senza considerare i tempi necessari
per caricare e distribuire le partizioni iniziali. Le tecniche di partizionamento
e algoritmi adottati per gli esperimenti possono essere riassunti in:
• Algoritmi: PageRank, TriangleCounting, KCore Decompositions, Hash-
To-Min, Cracker.
• Partizionamenti : Spark Hash, Balanced-K-Way (BKW), LabelingPar-
titioner, AdaptivePartitioner.
In questi esperimenti l’algoritmo scelto per computare il partizionamento
BKW è Metis.
5.3 Partizionamento statico
5.3.1 Partizionamento statico su grafi sintetici
Gli esperimenti misurano il tempo di completamento degli algoritmi KCore,
PageRank, Cracker, TriangleCounting e Hash-To-Min con tre differenti di-
mensioni del grafo variando i vertici tra {1.000.000, 2.000.000, 4.000.000}. I
nomi dei vertici sono stati presi in modo incrementale da 0 fino al numero
di vertici generati. Questa scelta permette di ottenere le migliori condizioni
per il partizionamento Hash, il quale riesce a distribuire i vertici del grafo
in partizioni della stessa dimensione. Le tipologie di grafo considerato sono
Watts-Strogartz (Watts), Newman-Watts-Strogartz (Newman) and Power-
law (Powerlaw) generate dalla libreria NetworkX[33]. Tutti i valori sono il
risultato di una media basata su sei esecuzioni indipendenti.
I risultati ottenuti sono mostrati in tabella 5.1. Come possiamo osser-
vare il partizionamento BKW risulta essere migliore in quasi tutti i casi ad
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Tabella 5.1: Tempo di completamento con Grafi Sintetici (Il miglio tempo è in
grassetto)
size Kcore PageRank Tri Count HashToMin Crackerhash bkw hash bkw hash bkw hash bkw hash bkw
Newman
1M 44 42 111 100 43 42 160 118 65 63
2M 60 58 162 137 65 65 331 188 95 82
4M 90 87 274 217 110 109 633 347 153 128
PowerLaw
1M 109 110 149 135 83 88 125 90 66 58
2M 182 180 235 207 156 167 147 152 85 81
4M 327 275 431 358 340 358 276 273 138 134
Wattz
1M 111 107 107 82 41 40 137 97 73 58
2M 171 167 150 123 62 61 172 149 101 80
4M 286 275 253 196 103 101 326 270 160 130
eccezione dell’algoritmo TriangleCounting dove applicato il grafo Powerlaw.
L’osservazione che è possibile fare in merito è che il TriangleCounting effettua
una sola comunicazione. Di conseguenza l’effetto di un buon partizionatore
non è evidente. Un’altra osservazione che è possibile fare è in relazione al
tipo di grafo. Il Powerlaw è un grafo generato dove il grado di incidenza dei
vertici segue la legge powerlaw, ovvero avremo pochi vertici con un numero
alto di archi incidenti e tanti vertici con pochi archi incidenti (vedi Fig. 5.1).
L’adozione di un partizionatore BKW in questo caso non sempre permette
di minimizzare il taglio degli archi tra le partizioni dovendo fornire partizioni
con lo stesso numero di vertici.
Un risultato importante ottenuto è stato in relazione dell’algoritmo Hash-
To-Min. Come possiamo vedere, sempre dalla tabella 5.1, in alcuni casi il
tempo di completamento dell’algoritmo è ridotto della metà rispetto all’uso
del partizionamento Hash. Questo può essere spiegato tenendo in considera-
zione che l’algoritmo deve identificare le componenti connesse di grafo. Non
sempre un vertice comunica con i vicini, e partizioni fatte con BKW aumenta
la località dei vertici riducendo la comunicazione.
5.3.2 Partizionamento statico su grafi reali
Gli esperimenti misurano il tempo di completamento degli algoritmi KCore,
PageRank, Cracker, TriangleCounting e Hash-To-Min. I grafi reali conside-
rati sono: la rete sociale di Youtube e la rete stradale del Texas (roadTX)1.
1Entrambi i grafi sono stati presi dal sito snap.standford.edu[32]
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Figura 5.1: Esempio di un grafico dove il grado dei vertici del grafo segue la legge
powerlaw. La scala del grafo usata è logaritmica. Sulla ascissa vengono rappresen-
tati il numero di nodi, mentre sull’ordinata il grado di incidenza dei nodi. Come si
può vedere pochi nodi (sulla scissa i valori più vicini al punto 0) hanno un elevato
grado di incidenza, mentre mano a mano che ci si allontana dal punto 0 il grado
di incidenza dei nodi diminuisce.
I nomi dei vertici del grafo sono stati rinominati in modo incrementale da 0
fino al numero totale di vertici, in modo da ottenere le migliori condizioni per
il partizionamento Hash. I due grafi sono stati partizionati rispettivamente
in {96, 192, 288} partizioni. Il numero di partizioni è stato calcolato in rap-
porto al numero di core (96) a disposizione. Il numero di partizioni usate
mira a capire se il sistema Spark permette una sovrapposizione migliore dei
tempi di comunicazione rispetto al calcolo, riducendo il tempo di completa-
mento, assegnando più partizioni per core. Tutti i valori sono il risultato di
una media basata su sei esecuzioni indipendenti.
Dai risultati mostrati in figura 5.4, possiamo concludere quanto segue.
L’uso della strategia Hash risulta essere sempre peggiore rispetto a l’uso del-
la strategia BKW per tutti gli algoritmi considerati. I vantaggi ottenuti
adottando il grafo Youtube sono pochi rispetto ai vantaggi ottenuti del grafo
della rete stradale del Texas. Il grafo della rete stradale, per natura ha nodi
con un basso grado di incidenza. Il grado di incidenza varia tra 1, 2 fino al
massimo dell’ordine di 10. Con queste caratteristiche il partizionatore BKW
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Tabella 5.2: Tabella riassuntiva delle statistiche dei due grafi. In grassetto viene
mostrato il valore più alto.
road TX Youtube
Nodi 1.379.917 1.134.890
Archi 1.921.660 2.987.624
Triangoli 82.869 3.056.386
Diametro 1.054 20
risulta essere più efficiente nel tagliare le comunicazione tra le partizioni. Vi-
ceversa il grafo di Youtube presenta una struttura fortemente connessa, su
1.134.890 nodi del grafo si hanno 3.056.386 triangoli e un diametro di 20,
rispetto al grafo roadTX che ha 1.379.917 nodi con 82.869 triangoli e un dia-
metro di 1.054. In tabella 5.2 mostra il confronto delle diverse caratteristiche
dei due grafi.
L’algoritmo PageRank ha ottenuto un miglioramento in entrambi i grafi
analizzati. Ciò è dovuto al fatto che l’algoritmo mantiene in ogni iterazione
attivi tutti i nodi e ha uno schema di comunicazione tra vicini fissa. Con-
seguentemente il vantaggio ottenuto nel ridurre la comunicazione tra le par-
tizioni riduce il tempo di completamento. Un ultimo aspetto evidente è che
l’aumento del numero di partizioni non porta nessun beneficio per entrambi
le strategie di partizionamento. Principalmente l’aumento delle partizioni
comporta un maggior carico di lavoro da parte dello scheduler per allocare il
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Figura 5.7: Tempo di esecuzione al variare delle risorse computazionali
lavoro ai worker e non trova benefici di sovrapposizione delle comunicazioni
tali da migliorare le prestazioni. Conseguentemente comporta un tempo di
completamente maggiore.
5.3.3 Scalabilità delle soluzioni
Gli esperimenti misurano i tempi di completamento dell’algoritmo Hash-To-
Min, PageRank, Cracker sul grafo reale roadTX e sul grafo sintetico Watts-
Strogartz variando il numero di risorse computazionali da {64, 96} core. L’e-
sperimento permette di capire se il framework Spark permette di migliorare
le prestazioni aumentando le risorse di elaborazione, rispetto ad algoritmi
diversi e adottando tecniche di partizionamento diverse. Tutti i valori sono
il risultato di una media basata su sei esecuzioni indipendenti. I test sono
stati svolti su tutti gli algoritmi considerati e su tutti i grafi considerati, ma
per chiarezza di esposizione vengono mostrati solo alcuni casi in quanto il
risultato ottenuto è lo stesso per tutti gli esperimenti. Dai risultati mostrati
in figura 5.7, possiamo concludere quanto segue. In tutti i casi si ottiene
un miglioramento in termini di tempo di completamento. L’algoritmo Pa-
geRank mostra una capacità di migliorare le proprie performance maggiore
degli altri algoritmi sia nel caso di grafi sintetici sia nel caso di grafi rea-
li. Questo comportamento è mostrato in quanto i tempi di completamento
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del PageRank decrescono più velocemente all’aumentare dei core. Come più
volte detto nell’algoritmo in ogni iterazione tutti i vertici comunicano e ela-
borano dati, questo permette a parità di grana computazionale di sfruttare
meglio più elementi computazionali.
5.3.4 Variazione della grana computazionale
Gli esperimenti misurano i tempi di completamento dell’algoritmo PageRank
sul grafo reale roadTX variando il volume computazionale a carico di ogni
vertice di {1, 2, 7} millisecondi, aggiungendo una chiamata ad una funzio-
ne che esegue dei loop per occupare i tempi di cpu. I nomi dei vertici del
grafo reali sono rinominati in modo incrementale da 0 fino al numero to-
tale di vertici, in modo da ottenere le migliori condizioni auspicabili per il
partizionamento Hash.
L’esperimento permette di capire se variando la grana computazionale
aumentando il calcolo del singolo vertice e mantenendo costante le comunica-
zioni si ottengono miglioramenti o peggioramenti delle prestazioni adottando
tecniche di partizionamento diverse. Le tecniche di partizionamento mirano
a ridurre le comunicazioni e quindi a produrre benefici su algoritmi dove il
costo della comunicazione risulta importante. Questo esperimento permette
di capire come si comporta l’applicazione usando partizionamenti diversi nei
casi in cui il costo della comunicazione diviene meno importate.
Il risultato ottenuto è mostrato in tabella 5.10 dove la prima colonna
indica il tempo di completamento della funzione eseguita nel calcolo del rank
variabile da {1, 2, 7} millisecondi, e con il simbolo − si indica che la funzione
non viene chiamata (si esegue il PageRank puro). Le successive due colonne
sono i tempi di completamento del PageRank espressi in millisecondi.
In figura 5.10 viene mostrato lo stesso risultato graficamente e come si
vede aumentando il volume computazionale a carico dei vertici, le prestazioni
dell’algoritmo PageRank, adottando il partizionamento BKW, peggiorano ri-
spetto al partizionamento Hash. Questo probabilmente è dovuto al fatto che
il partizionamento BKW (come possiamo vedere d’altronde dai grafici succes-
sivi 5.15) crea partizioni che differiscono di circa 300 vertici su circa 14.000,
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Vol. Comp. Vertice Hash BKW
- 71.060 40.151
1 1.044.373 1.026.253
2 1.929.155 1.904.378
7 5.534.853 5.906.433
Figura 5.8: In grassetto i tempi
di completamento migliori
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Figura 5.10: Tabella e grafico. Tempi di completamento al variare il volume della
computazione sul singolo vertice.
ma questa differenza fa si che il worker che esegue una elaborazione sequen-
ziale su gli elementi della partizione con maggior carico, aumenti il tempo di
completamento tale da risultare un collo di bottiglia. Possiamo anche dire,
che quando la comunicazione di una applicazione diviene meno importante
rispetto al calcolo, il partizionamento BKW che cerca di diminuire i costi di
comunicazione, ottiene prestazioni peggiori rispetto al partizionamento Hash
che permette un bilanciamento del carico più equilibrato.
5.4 Partizionamento dinamico
Prima di presentare gli esperimenti relativi al partizionamento dinamico,
verranno mostrati alcuni esperimenti che mostrano in che modo, durante i
vari passi dell’algoritmo Cracker, i vertici attivi variano e in che modo gli
archi aggiunti nei vari step, vanno a connettere le partizioni.
5.4.1 Vertici attivi su Cracker
Questo esperimento è stato svolto fissando il numero di partizioni e di core a
96 adoperando il grafo reale roadTX. In figura 5.15 vengono mostrati i vertici
attivi dei vari step {1, 3, 5, 7, 9, 11} dell’algoritmo Cracker distribuiti per
partizioni. Questi grafici mostrano, adottando un partizionamento iniziale
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Figura 5.14: Distribuzione dei
vertici attivi con il partiziona-
mento BKW (ultimi 3 step)
Figura 5.15: Grafico che mostra la distribuzione dei vertici attivi nei vari step
dell’algoritmo Cracker. Ogni step mette in relazione i vertici attivi e le partizione.
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Figura 5.16: Grafico che mostra la distribuzione dei vertici attivi tra gli step
dell’algoritmo Cracker adottando l’algoritmo di partizionamento dinamico Adaptive
rispettivamente Hash e BKW, che i vertici attivi si riducono tra gli step di
Cracker, come ad esempio dai grafici 5.11 e 5.12 i vertici attivi durante il
primo step sono equamente distribuiti tra le 96 partizioni, ognuno avente
circa 14.000 vertici e progressivamente negli step successivi i vertici attivi di
ogni partizione si riducono fino ad arrivare a circa 20 vertici nell’ultimo step
per partizione. L’esperimento evidenzia anche il confronto tra l’uso dell’algo-
ritmo Hash rispetto all’uso dell’algoritmo BKW. Come si può vedere in 5.13
adottando l’algoritmo Hash i vertici attivi allo step 1 sono equamente distri-
buiti, mentre adottando l’algoritmo BKW si ha una differenza di dimensione
tra le partizioni variabile. Negli step successivi, le partizioni cambiano di-
mensione variando la distribuzione dei vertici attivi. In figura 5.13 (Hash)
si vede come allo step 7 la differenza tra le partizioni è di circa 100 vertici,
mentre in figura 5.14 (BKW) sempre allo step 7, la differenza tra le partizioni
arriva fino a 350 vertici su un massimo di 850. In figura 5.16 viene mostra-
to lo stesso esperimento precedente, adottando il partizionamento Adaptive
quindi riducendo ogni 2 step il numero di partizioni cercando di mantenere
un rapporto proporzionale tra vertici attivi e numero di partizioni. In figura
5.16 si può vedere come le partizioni si riducono mantenendo fino allo step 9
un livello medio di nodi attivi equamente distribuiti su 15 partizioni di oltre
4.000 vertici rispetto a quanto mostrato in figura 5.11 dove già allo step 3 i
vertici sono circa, per ogni partizione, 2.000.
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5.4.2 Taglio delle partizioni su Cracker
Questo esperimento permette di misurare il numero di archi che collegano
due vertici appartenenti a due partizioni diverse in ogni step dell’algoritmo
Cracker. Questo permette di capire come il grafo, riducendosi ad ogni step,
cambia la struttura creando nuovi archi e di conseguenza nuove comunicazioni
e costi di comunicazione.
L’esperimento è stato fatto sul grafo roadTX adottando l’algoritmo Adap-
tive, misurando per ogni step {1, 3, 5, 7, 9, 11} il massimo e il minimo numero
di archi che collegano due vertici appartenenti a due partizioni diverse.
NarchiPi→Pj =
∑
v∈Pi,u∈Pj
(v, u), i 6= j(5.3a)
max(Pi) = max(NarchiPi→Pj),∀j = 0, .., k(5.3b)
min(Pi) = Min(NarchiPi→Pj),∀j = 0, .., k(5.3c)
Definiamo con NarchiPi→Pj in 5.3a il numero di archi tra la partizione Pi
e la partizione Pj con i 6= j. Il numero massimo di archi per la partizione
Pi è definito in 5.3b come il numero massimo di archi tra la partizione Pi
ed una altra partizione Pj con j = 0, .., k. Nello stesso modo si definisce il
numero minimo in 5.3c. Questo permette di capire (1) se le partizioni sono
collegate o se sono presenti coppie di partizioni scollegate tra loro, (2) indica
una stima eventuale del volume degli archi passanti tra le partizioni. Queste
caratteristiche hanno poi un impatto al livello di comunicazione determinan-
do in (1) se esiste una possibile comunicazione tra i worker con partizioni
diverse e in (2) poter dare una stima del volume di informazione che deve
essere trasferita tra due partizioni.
I grafici 5.17 e 5.19 mostrano per ogni partizione il massimo numero di
archi collegati con vertici di un altra partizione, mentre i grafici 5.18 e 5.20
mostrano per ogni partizione il minimo numero di archi collegati con vertici
di un altra partizione. I grafici della figura 5.21, sono stati ottenuti usando
inizialmente il partizionatore Hash o il partizionatore BKW ed adottando
il partizionatore dinamico Adaptive che riduce, proporzionalmente ai vertici
attivi di ogni 2 step, il numero di partizioni. Confrontando la figura 5.17 con
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Figura 5.17: Hash. Numero max
di archi.
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Figura 5.18: Hash. Numero min
di archi.
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Figura 5.19: BKW. Numero max
di archi.
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Figura 5.20: BKW. Numero min
di archi.
Figura 5.21: Partizionamento Adaptive con Hash e BKW. Grafico che mostra ri-
spettivamente il numero massimo e minimo di archi che hanno il vertici di origine
appartenenti alla stessa partizione indicata nella ascisse, e con tutti i vertici di
destinazione appartenente ad una altra partizione nelle diverse fasi di iterazione
dell’algoritmo.
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la figura 5.19 si può vedere come adottare un partizionamento BKW porta a
minimizzare gli archi passanti tra le partizioni. In figura 5.17 si può vedere
come tutte le partizioni allo step 1 hanno circa il valore massimo di 1400
archi destinati verso un altra partizione, mentre in figura 5.19 allo stesso
step il valore massimo è di 40 archi. La stessa considerazione possiamo farla
se paragoniamo i due grafi {5.18, 5.20} con il numero minimo di archi di ogni
partizione verso un altra partizione. Questo dimostra come grazie al BKW si
riducano le comunicazione tra i vari step. Il volume di comunicazione come
mostrato in figura 5.19 e in figura 5.20, viene mantenuto basso in tutti gli step
dell’algoritmo Cracker anche se tendono, con il diminuire delle partizioni, ad
aumentare il numero di archi sia i valori minimi che massimi.
5.4.3 Partizionamento dinamico
Labeling / Adaptive / Labeling-Adaptive
Gli esperimenti misurano i tempi di completamento dell’algoritmo Cracker
sul grafo che descrive la rete stradale della California roadCA adottando
i partizionamenti dinamici AdaptivePartitioner e LabelingPartitioner. L’e-
sperimento permette di capire se l’uso di una strategia di partizionamento
dinamico migliori le performance dell’algoritmo Cracker rispetto al parti-
zionamento Hash. Il grafo consiste in 2 milioni di vertici e 2.7 milioni di
archi. Tutti i valori sono il risultato di una media basata su sei esecuzioni
indipendenti.
I risultati mostrati in figura 5.22 evidenziano un lieve miglioramento del-
le performance nell’adottare sia il partizionamento dinamico Labeling sia il
partizionamento Adaptive. Il partizionamento dinamico se confrontato con il
partizionamento Hash ha un maggior carico di lavoro e il lieve miglioramento
probabilmente è da attribuire a una gestione più efficiente delle risorse nel
caso dell’algoritmo AdaptivePartitioner, ed a una miglior località dei dati
nel caso dell’algoritmo LabelingPartitioner. Crediamo che tali benefici siano
comunque da attribuire al fatto che i vertici del grafo, una volta disattivati
non vengono più riattivati ed il tasso di disattivazione dei vertici sia relati-
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Figura 5.22: Tempo di esecuzione del Cracker con partizionatori dinamici
LabelingPartitioner e AdaptivePartitioner.
vamente stabile, come infatti mostrati nei grafici di figura 5.15 nel caso di
Cracker.
È stato fatto un altro esperimento che permette di misurare i tempi di
completamento dell’algoritmo Cracker sul grafo che descrive la rete stradale
del Texas roadTX adottando i partizionamenti dinamici AdaptivePartitioner
e LabelingPartitioner in maniera congiunta. L’esperimento permette di capi-
re se l’uso congiunto delle strategie dinamiche di partizionamento permette di
migliorare le performance dell’algoritmo Cracker rispetto al partizionamento
Hash e BKW. Il grafo consiste in 1,5 milioni di vertici e 2 milioni di archi
circa.
I risultati mostrati in figura 5.23 evidenziano un miglioramento delle per-
formance nell’adottare il partizionamento dinamico adottando le soluzioni
LabelingPartitioner e AdaptivePartitioner in modo congiunto. I risultati
nell’adottare il partizionamento dinamico, se pur migliore anche di poco ri-
spetto all’uso del partizionatore Hash, risulta in ogni caso peggiore rispetto
ad adottare un partizionamento statico BKW. Il partizionamento dinami-
co indubbiamente apporta dei benefici nelle prestazioni, però in parte tali
benefici vengono colmate dal sovraccarico dovuto al ripartizionamento dei
dati.
5.4. PARTIZIONAMENTO DINAMICO 89
 0
 10000
 20000
 30000
 40000
 50000
 60000
 70000
 80000
 90000
2
Ti
m
e 
(s
)
HASH
BKW
Labeling-Adaptive
Figura 5.23: Tempo di esecuzione del Cracker con partizionatori dinamici congiunti
LabelingPartitioner e AdaptivePartitioner
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Capitolo 6
Conclusioni
In questa tesi sono stati condotti numerosi esperimenti focalizzati su l’uso di
strategie di partizionamenti diverse da applicare a BigGraph. Gli esperimenti
condotti hanno come obiettivo la misurazione dell’impatto sulle performance
adottando diverse strategie di partizionamento su alcuni algoritmi di elabo-
razione grafo con caratteristiche computazionali e di comunicazione diversi.
Tutti gli algoritmi implementati su Apache Spark adottano un modello com-
putazionale basato su BSP descrivendo le applicazioni secondo l’astrazione
vertex-centric. Sono state utilizzate due metodologie diverse per partizio-
nare il grafo, ovvero il partizionamento statico e dinamico. Dai risultati
ottenuti, possiamo osservare che scegliere accuratamente le strategie di par-
tizionamento può portare ad ottenere un miglioramento delle performance
computazionali, sia nel caso di partizionamento statico sia nel caso di un
partizionamento dinamico. Maggior benefici li abbiamo ottenuti adottando
una metodologia statica. Gli algoritmi PageRank e KCore mantenendo la
struttura del grafo fissa, permettono di usare un partizionamento di parten-
za eseguito con il BKW ottimo per tutte le iterazioni riducendo i costi di
comunicazione. L’algoritmo Hash-To-Min è stato l’algoritmo che ha tratto il
maggiore beneficio dal partizionamento riducendo addirittura della metà il
tempo di completamento, questo perchè per identificare le componenti con-
nesse, il partizionamento BKW permette una maggior località dei dati sulle
partizioni limitando solo in alcune iterazioni le comunicazioni.
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Diversamente il partizionamento dinamico non ha portato grandi van-
taggi, la causa è da imputare ai costi dovuti al ripartizionamento della
metodologia che compromette i benefici ottenuti.
Come possibile sviluppo di lavoro futuro è possibile elaborare altre stra-
tegie di partizionamento dinamico tali da aumentare i benefici o perfezionare
le strategie descritte in questa tesi riducendo quindi il sovraccarico di lavoro,
ad esempio variando quando applicare il ripartizionamento.
Recentemente sono state proposte soluzioni come ad esempio Blogel[17] e
Giraph++[16] passando da una visione vertex-centric a una visione partition-
centric, definendo l’applicazione dal punto di vista di un sotto-grafo. Il par-
tizionamento del grafo rimane in ogni caso un problema alla base dei fra-
mework, ma partendo dai risultati ottenuti in questa tesi si potrebbe consi-
derare un modello partition-centric ricercando meccanismi di ottimizzazione
degli algoritmi che lo stesso modello vertex-centric non permetteva di applica-
re. Ad esempio potremmo ridurre il numero di iterazioni adottando algoritmi
che operano direttamente sul sottografo indotto dalla partizione ed effettuare
comunicazioni al livello di sottografo piuttosto che al livello di vertice.
Un altro campo di sviluppo da ampliare potrebbe essere il contesto strea-
ming, nell’ambito del quale è interessante la problematica del partizionamen-
to dei dati in relazione ai tipi di algoritmi streaming adottati.
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