In Datalog, missing values are represented by Skolem constants. More generally, in logic programming missing values, or existentially quantified variables, are represented by terms built from Skolem functors. In an analogy to probabilistic relational models (PRMs), we wish to represent the joint probability distribution over missing values in a database or logic program us ing a Bayesian network. This paper presents an extension of logic programs that makes it pos sible to specify a joint probability distribution over terms built from Skolem functors in the pro gram. Our extension is based on constraint logic programming (CLP), so we call the extended language CLP(BN). We show that CLP(BN) subsumes PRMs; this greater expressivity car ries both advantages and disadvantages for CLP(BN). We also show that algorithms from inductive logic programming (ILP) can be used with only minor modification to learn CLP(BN) programs. An implementation of CLP(BN) is publicly available as part of YAP Prolog at
Introduction
A probabilistic relational model (PRM) [ 4] uses a Bayesian network to represent the joint probability distribution over fields in a relational database. The Bayes net can be used to make inferences about missing values in the database. In Datalog, missing values are represented by Skolem con stants; more generally, in logic programming missing val ues, or existentially-quantified variables, are represented by terms built from Skolem functors. In analogy to PRMs, can a Bayesian network be used to represent the joint proba bility distribution over terms constructed from the Skolem functors in a logic program? We extend the language of logic programs to make this possible. Our extension is based on constraint logic programming (CLP), so we call the extended language CLP(BN). We show that any PRM can be represented as a CLP(BN) program.
Our work in CLP(BN) has been motivated by our interest in multi-relational data mining, and more specifically in in ductive logic programming (ILP). Because CLP(BN) pro grams are a kind of logic program, we can use existing ILP systems to learn them, with only simple modifi cations to the ILP systems. Induction of clauses can be seen as model generation, and parameter fitting can be seen as generating the CPTs for the constraint of a clause. We show that the ILP system ALEPH is able to learn CLP(BN) programs.
CLP(BN) by Example
We shall use the school database scheme originally used to explain Probabilistic Relational Models [4] (PRMs) to guide us through CLP(BN). We chose this example be cause it stems from a familiar background and because it il lustrates how CLP(BN) relates to PRMs. Figure 1 presents the database scheme and the connection between random variables. There are four relations, describing professors, students, courses, and registrations. Field names in italics correspond to random variables. inducing the dependencies shown in Figure I . In a nutshell, a professor's ability, a course's difficulty, and a student's in telligence do not depend on any other factors explicitly rep resented in the database. A professor's popularity depends only on his/her ability. A registration's grade depends on the course's difficulty, and on the student's intelligence. A student's ranking depends on all the grades he/she had, and a course's rating depends on the satisfaction of every stu dent who attended the course.
One possible representation would be to use Skolem func tions to represent random attributes. In the simplest case, professor ability, we would write:
abili ty(j im, skA(j im) ),
where skA(j im) is a Skolem function of jim. Unfortu nately, our assertion is not very illuminating. We would also like to represent the probabilities for the different cases of ability, that is, we would like to write:
We would further like to use special inference rules for probabilities. Logic programming systems have used con straints to address similar problems. Logical variables are said to be constrained if they are bound to one or more con straints. Constraints are kept in a separate store and can be updated as execution proceeds (ie, if we receive new evi dence on a variable). Unifying a term with a constrained variable invokes a specialised solver. The solver is also activated before presenting the answer to a query. In con straint notation, we could say: 3X, ability(jim,X) 1\ {X= skA(jim) 1\ P(X =h)= 0.71\ P(X = 1) = 0.3}
The curly brackets surround the constraint store: they say that X must take the value of the function skA(j im), and that it has two possible values with complementary proba bilities. CLP(BN) programs manipulate such constraints.
We use the following syntax: Probability distributions are first class objects in our lan guage: they can be specified at compile-time or computed from arbitrary logic programs. Execution The evaluation of a CLP(BN) program re sults in a network of constraints. In the previous example, the evaluation of ?-grade(r2,Grade).
Conditional Probabilities
will set up a constraint network with grade(r2) depend ing on dif( course) and int(student). CLP(BN) will output the marginal probability distribution on grade(r2).
One major application of Bayesian systems is conditioning on evidence. For example, if a student had a good grade we may want to find out whether he or she is likely to be intelligent:
?-grade(r2,a), intelligence(bob,I).
The user introduces evidence for r2's grade through bind ing the argument in the corresponding goal. In practice, the system preprocesses the clause and adds evidence as an extra constraint on the argument.
Foundations
We Model-theoretic Semantics A CLP(BN) program de notes a probability distribution over models. We begin by defining the probability distribution over ground Skolem terms that is specified by the probabilistic portion of a CLP(BN) program. We then specify the probability dis tribution over models, consistent with this probability dis tribution over ground Skolem terms, that the full CLP(BN) program denotes.
Detailed Syntax
A CLP(BN) program P defines a unique joint probability distribution over ground Skolem terms as follows. Con sider each ground Skolem term to be a random variable whose domain is a finite set of non-Skolem constants. [9] . In a Herbrand quotient model, the individuals are equivalence classes of ground terms, and any ground term denotes the equivalence class to which it belongs.
Then two ground terms are equal according to the model if and only if they are in the same equivalence class. We take the set of minimal Herbrand quotient models for P to be those derived as follows. nary Pro log, the proof will be accompanied by a Bayes net 2For brevity, we simply define these minimal Herbrand quo tient models directly. In the full paper we show that it is sufficient to consider only Herbrand quotient models, rather than all logical models. We then define an ordering based on homomorphisms between models and prove that what we are calling the minimal models are indeed minimal with respect to this ordering. Theorem 1 For any CLP(BN) program P, any derivation from that program, any grounding of the attached Bayes net, and any query to this ground Bayes net, 3 the answer to the query is the same as if it were asked of the joint distri bution over ground Slwlem terms defined by P.
Proof Assume there exists some program P, some derivation from P ar1d associated ground Bayes net B, and some query Pr( qiE) such that the answer from B is not the same as the answer from the full Bayes net BN defined by P.
For every node in B the parents and CPTs are the same as for that same node in BN. Therefore there must be some path through which evidence flows to q in BN, such that evidence cannot flow through that path to q in B. But by Lemma 2, below, this is not possible.
Lemma 2 Let B be any grounding of any Bayes net re turned with any derivation from a CLP(BN) program P.
For every query to B, the paths through which evidence can flow are the same in B and in the full Bayes net BN defined by P.
Proof Suppose there exists a path through which evidence can flow in BN but not in B. Consider the shortest such path; call the query node q and call the evidence node e. The path must reach q through either a parent of q or a child of q in BN. The variables c (I) give the probability James Bound was caught at or before time I, and p (I) gives the probabilities for who is watching at time I.
Relationship to PRMs
Clearly from the examples in Section 2, the CLP(BN) rep resentation owes an intellectual debt to PRMs. As the reader might suspect at this point, any PRM can be rep data structures are not unlimited. As we have seen, resolu tion steps that introduce a cycle into a Bayes net constraint CLP(BN), would result in cyclic terms, and thus break the declarative semantics of logic programs. Third, and most importantly from the authors' viewpoint, the following sec tion of the paper demonstrates that the CLP(BN) represen tation is amenable to learning using techniques from induc tive logic programming (ILP). Hence CLP(BN)s provides a way of studying the incorporation of probabilistic meth ods into ILP, and they may give insight into novel learning algorithms for PRMs. The methods of learning in PRMs [ 4] are based upon Bayes net structure learning algorithms and hence are very different from ILP algorithms. The CLP(BN) representation provides a bridge through which useful ideas from ILP might be transferred to PRMs.
Learning in CLP(BN) using ILP
This section describes the results of learning CLP(BN) programs using the ILP system ALEPH [13] .
The School Database
We have so far used the school database as a way to explain some basic concepts in CLP(BN), relating them to PRMs. The school database also provides a good example of how to learn CLP(BN) programs.
First, we use an interpreter to to generate a sample from the CLP(BN) program. The smallest database has 16 pro fessors, 32 courses, 256 students and 882 registrations; the numbers roughly double in each successively larger database. We have no missing data. Can we, given this sample, relearn the original CLP(BN) program? learns clauses independently, cycles may appear in the re sulting CLP(BN) program. We therefore augment ALEPH with a post-processing algorithm that simplifies clauses un til no cycles remain; the algorithm is greedy, choosing at each step the simplification that will least affect the BIC score of the entire program.
The following is one of the learned CLP(BN) clauses; to conserve space, we simply write "CPT' instead of showing the large table. Figure 4 illustrates, as a PRM-style graph, the full set of clauses learned for the largest of the databases before sim plification; this would be the best network according to BIC, if not for the cycles. Figure 5 plots various natural measures of the match between the learned program after cycles have been removed and the original program, as the size of the database increases. By the time we get to the largest of the databases, the only measures of match that do not have a perfect score are those that deal with the di rections of arcs.
Metabolic Activity
Our second application is based on data provided for the 2001 KDD Cup. We use the KDDOl Ta sk 2 training data, consisting of 4346 entries on the activities of 862 genes [3] . We chose to study this problem because it is a real-world relational problem with much missing data. We concen trate on the two-class problem of predicting whether a gene codes for metabolism, because it illustrates a strength of A theory predicts metabolism if we have at least a proof saying that the probability for metabolism is above a cer tain value TM, and no proof saying that the probability for metabolism is below a certain Tm. We allow TM to range from 0.3 to 0.9. Because we obtain probabilities, it is straightforward to generate an ROC curve showing how we can gain a higher true positive prediction rate if we are willing to live with a higher false positive prediction rate. This is an advantage of learning a CLP(BN) program rather than an ordinary logic program. The ROC curve is shown in Figure 6 . The performance of the ordinary logic program learned by ALEPH is a single point, lying slightly (not significantly) below the curve shown. DeRaedt [6, 7] . To summarise that discussion in a sentence, CLP(BN) does not replicate any of these approaches be cause they define probability distributions over sets of ob jects other than the set of ground Skolem terms. 
