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Resumo
Nesta dissertação pretende-se dar em primeiro lugar uma teoria geral sobre a cha-
mada sincronização generalizada entre osciladores acoplados. Este conceito mais ge-
ral de sincronização revela uma estrutura mais complexa da interacção de osciladores
acoplados, sendo por esta razão o passo natural a ser dado face ao conceito mais tra-
dicional de sincronização idêntica.
A sincronização generalizada tem uma forte componente geométrica através dos
trabalhos de Wazewski e de Russel Smith. Esta teoria geral permite estudar de uma
forma mais eficiente as condições de sincronização (generalizada) para sistemas com
perturbações não-lineares. Neste trabalho vemos que os resultados referentes a sin-
cronização idêntica saem como caso particular do conceito mais geral.
Por outro lado, no caso estudado, as perturbações não-lineares ocorrem dentro
de domínios bem determinados. Abordamos também a possibilidade de adaptar al-
goritmos computacionais a estes domínios, de forma a podermos transmitir de uma
maneira mais intuitiva as condições mais gerais de sincronização.
Por último, e como projecto futuro, apresentamos uma discussão de sincronização
idêntica em sistemas de segunda ordem, que pretendem reproduzir a situação original
de identificação de sincronização por Huygens.
Palavras-chave: Sincronização Generalizada, Osciladores Acoplados, Rectângulos
Isotéticos.
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Abstract
In this work, first of all, we want to deliver an abstract theory of the so called
generalized synchronization among coupled oscillators. This general concept of syn-
chronization reveals a more complex structure about the interaction of the coupled
oscillators, being this the natural step to be given from the more restrict concept of
identical synchronization.
The generalized synchronization has a strong geometric component that comes
up as something natural from the classical works of Wazewski and Russel Smith. This
general theory allow us to study in a more efficient manner the conditions for the
(generalized) synchronization happen. The previous results about identical synchro-
nization come up as a particular case of this more general concept.
On the hand, and as consequence of the application of the abstract theory to a
specific example, we can see that the domains where the generalized synchronization
appears after a non-linear perturbation have a very good geometric properties in order
to solve an optimization problem. This is the result of the efforts to give a more
intuitive measure for the variation of the parameters that interfere in the non-linear
perturbation.
At the end, and as future project, we present a discussion about the identical
synchronization in second order systems that pretend to reproduce the original phe-
nomena testified by Huygens.
Keywords: Generalized synchronization, coupled oscillators, isothetic rectangles.
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Introdução
Muitos amigos e pessoas conhecidas pedem-me para lhes explicar o essencial do meu
trabalho, de uma forma simplificada, que passa sempre por usar uma linguagem cor-
rente e sem qualquer tipo de maquinaria matemática. Entre eles muitos não percebem
como se pode fazer um doutoramento em Matemática. Esta disciplina foi-lhes ensi-
nada muitas vezes como uma língua morta, muito ao estilo do latim e do grego antigo.
Segundo eles, tudo o que com ela poderíamos fazer é contemplar as obras passadas.
Esforço-me sempre por lhes dizer que nada podia ser mais afastado da realidade. Co-
meço sempre por lhes falar de uma das descobertas científicas que eu considero mais
notáveis.
O ser humano parece estar programado para descortinar padrões, para identificar
entre tudo o que parece aleatório e de certa maneira sem qualquer tipo de relação,
um qualquer fenómeno que faça todo o caos informativo parecer-lhe minimamente
familiar. Desde tempos distantes que os homens desciam ao fundo de grutas e nelas
marcavam esses padrões, esse ritual quase mágico de fixar nas paredes de grutas pro-
fundas a nossa representação da realidade, cumprindo possivelmente também uma
forma de glorificação do real.
Quando se entra na gruta de Niaux, quando deixamos para trás a infraestrutura
que nos permite descer ao seu fundo, muitas coisas despertam a nossa atenção. Não
conseguimos deixar de pensar em como aquele lugar é inóspito, frio, silencioso e
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escuro. Munidos de lanternas potentes com baterias recarregáveis, a escuridão é fa-
cilmente ultrapassada. Bem agasalhados com roupa de montanha o frio é um mero
indício que nos arrefece a ponta do nariz. As perguntas das minhas filhas sobre
aquele lugar, sobre aquele estranho lugar, preenchem o silêncio profundo que depois
de nós tomará conta daquela escuridão. Mas em momento algum conseguimos deixar
de pensar o quão inóspito aquele lugar é.
À medida que vamos descendo, sentimo-nos reduzidos como que a simples mo-
luscos nas entranhas da montanha, rasgadas por anos de actividade geológica que
antecederam em muito os primeiros homenídeos que ali entraram. Antes de percor-
rer aqueles túneis, já muito tinha lido sobre esta e outras grutas na região dos Pirinéus
mas nada me podia ter preparado para a emoção, uma emoção quase primordial, di-
rei mesmo estranhamente familiar, do momento em que na galeria principal, numa
escuridão quase absoluta, as luzes se acendem num instante arrepiante.
As paredes desta enorme galeria, cuja forma abobadada dá uma enlevação muito
especial à sonoridade do espanto sentido por todos, ganhavam vida pela representa-
ção rupestre de animais do quotidiano dos homenídeos que habitaram aquela região
há mais de doze mil anos. Ali estávamos todos, a testemunhar o ritual dos nossos
antepassados que desceram a uma profundidade extraordinária, vestidos com rou-
pas sem qualquer tipo de tecnologia e com archotes que mal iluminavam o caminho,
simplesmente para representarem os padrões, para nesta forma de ritual rupestre
marcarem, ao longo de quase mil anos, não só a sua actividade mas a sua própria
existência.
Para lá de todas as gravuras representando um tipo de actividade que não é já o
nosso, existem uma série de pormenores verdadeiramente deliciosos que nos deixam
ainda mais espantados com este tipo de actividade. O primeiro prende-se com o
facto de estas grutas não serem utilizadas para rituais funerários. Existem grutas
em redor deste local onde, de facto, se encontraram restos mortais de homenídeos
contemporâneos das imagens rupestres.
O segundo aspecto interessante prende-se com a estrutura global da distribuição
das pinturas. Em outras grutas afastadas desta, tão afastadas ao ponto de ser difícil
de supor que existisse uma comunicação acentuada entre as várias comunidades, as
imagens representadas, a forma como as imagens eram dispostas globalmente pelas
grutas, os materiais usados para as pinturas, são aspectos com um grau de seme-
lhança quase perturbador.
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Parece difícil que algum dia venhamos a ter perfeito entendimento deste fenó-
meno. As perguntas continuam com respostas suspensas, como que passos inter-
médios a caminho de um entendimento que sabemos nunca será total. Ainda assim,
e este é o terceiro aspecto curioso, estamos hoje muito mais próximos de entender
fenómenos deste tipo do que estávamos ainda há um século atrás.
Em muitos pontos da gruta, na mesma parede em que estão representados de-
senhos com mais de doze mil anos, estão nomes de pessoas que anotaram a sua
passagem por este local com o respectivo ano. Sobretudo muito próximo da antiga
entrada da gruta, hoje fechada devido a uma derrocada, os nomes mais variados com
datas que vão desde o século XVII até muito próximo do final do século XIX.
Não deixa de ser extraordinário que, ao longo de séculos, esta gruta tenha sido
percorrida por uma quantidade considerável de pessoas e que nunca, em momento
algum, eles tenham conseguido perceber o que estava em seu redor. Ao lado do sítio
em que eles jovialmente colocavam o nome e datavam o seu episódio, os seus antepas-
sados distantes tinham marcado de uma forma padronizada a respectiva existência.
A verdade é que estes homens e estas mulheres que visitaram a gruta entre os
séculos XVII e XIX nunca poderiam perceber o que estava em seu redor. Os padrões
aí representados não tinham para eles qualquer tipo de significado para lá de ima-
gens espalhadas ao longo de uma gruta. O que lhes faltava era um contexto em que
esses padrões pudessem ter para eles um significado per si. Em [Lew02], o autor
mostra-nos as razões para que os padrões emergentes das paredes das grutas não
tivessem qualquer tipo de familiaridade para os homens e mulheres dos séculos mais
próximos de nós. Uma vez dado o passo decisivo no sentido da compreensão deste fe-
nómeno, estabeleceram-se paralelos com informações provenientes de outros locais,
formaram-se padrões, o conhecimento ganhou abstracção.
Contudo, a natureza está repleta de padrões, mais ou menos profundos, mais ou
menos visíveis. O assunto principal desta tese, possivelmente o assunto de qualquer
tese, é a tentativa de compreender um passo mais do caminho perene do entendi-
mento das coisas que nos cercam. Em nosso redor existe um conjunto aparentemente
infindável de objectos naturais que têm uma natureza pulsante a que damos o nome
de osciladores. Estes objectos têm um comportamento mais ou menos periódico, entre
dois estados que podemos considerar como que opostos. Os pirilampos alternam en-
tre um estado em que emitem luz e um outro em que cessam de a irradiar, as células
do nó sinoatrial do coração fazem descargas eléctricas intermitentes com um ritmo
que nos dá a pulsação cardíaca, os relógios de pêndulo têm um mecanismo periódico
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que é preciso recarregar de tempos a tempos.
Ainda mais interessante, é compreender o fenómeno em que estes osciladores
demonstram quando acoplados. Para lá do bem conhecido fenómeno da ressonância,
em que dois osciladores com a mesma frequência se excitam mutuamente até ao
limite das suas amplitudes, existe um fenómeno mais estranho e ao mesmo tempo
mais interessante: o fenómeno da sincronização.
A sincronização é um fenómeno fino e delicado. Em [Str03], Steven Strogatz ex-
plica a emergência deste fenómeno numa série de exemplos. Vamo-nos deter em dois
particularmente interessantes que nos permitirão perceber a diferença entre sincro-
nização e ressonância. Os dois exemplos são de duas pontes famosas: a ponte de
Tacoma no estado do Washington e a Millenium Bridge em Londres.
A ponte de Tacoma colapsou de uma forma espectacular. Atinginda por ventos
com uma velocidade de 64 Km/h, o seu tabuleiro começou a balançar lateralmente
mantendo fixo o seu ponto central. Poucas horas depois de ter começado a baloiçar,
a estrutura acabou por ceder e o tabuleiro da ponte ruiu. Todas as explicações para
o acidente têm um ponto em comum: o colapso da ponte ficou a dever-se à ressonân-
cia provocada pelo vento que, ressonando com a estrutura da ponte, fez com que a
amplitude de oscilação da mesma atingisse o ponto de ruptura.
No segundo caso, o da Millenium Bridge, a situação é um pouco diferente. Após
a inauguração, esta ponte exclusivamente pedonal esteve aberta ao público durante
dois dias. A razão aparente liga-se directamente com o que aconteceu no caso da
ponte de Tacoma: a ponte baloiçava lateralmente com tal amplitude que impedia que
os peões a conseguissem atravessar com uma passada natural. Como a ponte tinha
um deslocamento lateral, os peões tinham de modificar a sua passada de forma a
poderem manter o equilíbrio. Os vídeos da ponte filmados nestes dias mostram-na
cheia de pessoas que tinham sincronizado a sua passada com o deslocamento do
tabuleiro.
A grande diferença entre estes dois exemplos prende-se com o facto de, no caso da
ponte de Tacoma, o vento não ter ajustado minimamente a sua frequência à frequên-
cia de oscilação do tabuleiro. No caso da Millenium Bridge foram as pessoas que fize-
ram a ponte oscilar. A energia transmitida à estrutura da ponte era superior àquela
que esta podia dissipar. Isto fazia com que as pessoas tivessem que ajustar conti-
nuamente a sua passada ao deslocamente anómalo, excitando a oscilação da mesma,
criando-se assim um sistema que se auto-regulava. A tragédia parecia iminente.
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Dito de uma maneira simples, no caso da ponte de Tacoma não existiu nenhum fe-
nómeno de sincronização pois não houve uma adaptação das frequências. No caso da
Millenium Bridge, o fenómeno de sincronização é evidente. Este último exemplo tem
o ingrediente essencial para o fenómeno da sincronização: é dinamicamente estável.
O que pretendemos apresentar neste trabalho é a estrutura matemática da sincroni-
zação, aquilo que a permite distinguir da mais pura coincidência.
Aquilo que sabemos acerca da emergência de uma ordem espontânea a partir do
caos, que Huygens em 1665 numa carta ao pai designou por sincronização, está num
ponto muito semelhante aquando da identificação das primeiras pinturas rupestres
descritas no início desta introdução. Apesar dos avanços significativos feitos nas últi-
mas décadas, ainda é muito difícil descrever e sobretudo prever com toda a exactidão
este fenómeno.
A forma mais comum de sincronização é a chamada sincronização idêntica. Basica-
mente, pode ser descrita como a tal emergência de uma ordem a partir de um conjunto
de osciladores acoplados. A forma como esta ordem se expressa difere de caso para
caso, mas essencialmente dizemos que temos sincronização idêntica quando, todos os
osciladores tendem para um estado em que igualam a sua posição. Nesta dissertação
tratamos de um outro tipo de sincronização: a sincronização generalizada.
No caso da sincronização generalizada, procuramos uma variedade de dimensão
k, onde k é inferior à dimensão do sistema, e condições para que esta variedade seja
globalmente estável. Neste caso, embora possa não ser imediato, a componente de
cada oscilador está condicionada pelo comportomento dos restantes.
Esta dissertação tem como ponto de partida o trabalho realizado por Margheri e
Martins em [MM10], tendo sido aqui introduzido o conceito de sincronização gene-
ralizada que aqui usamos. Um dos incrementos naturais presentes nesta dissertação
prende-se com a necessidade de estabelecermos uma certa abstracção da teoria aí
apresentada, visto que o tipo de acoplamento que aqui estudámos tem características
diferentes. Ao contrário dos exemplos de acoplamento que aparecem em [MM10], to-
dos os acoplamentos que aqui estudamos são efectuados através de um meio, tendo
sido este o factor que nos levou a criar uma teoria mais abstracta baseada na que está
apresentada em [MM10].
Assim, e explicando a estrutura geral desta dissertação, no capítulo 2 introduzi-
mos os conceitos fundamentais sobre estabilidade de sistemas dinâmicos. Temos um
cuidado particular de explicar a naturalidade da equação de Lyapunov neste contexto
e perceber as consequências de perturbar a matriz original do sistema da forma como
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mais tarde iremos empregar. Todo o material contido neste capítulo será mais tarde
usado. Serve, acima de tudo, para estabelecer conceitos de forma a que esta tese seja
o mais auto-contida possível.
No capítulo 3 é estabelecida a teoria abstracta de sincronização generalizada.
Usando como base a condição de Russel Smith e o princípio topológico de Wazewski
estabelecemos aquilo que apelidámos por Teorema de Sincronização Generalizada.
Este estabelece as condições com as quais podemos garantir a existência de uma vari-
edade globalmente estável de dimensão inferior.
No capítulo 4 usamos a teoria abstracta desenvolvida no capítulo precedente para
identificarmos as várias formas de sincronização generalizada para um sistema com-
posto por dois osciladores acoplados por um meio.
No capítulo seguinte, discutimos um problema de natureza diferente. Quando per-
turbámos o sistema discutido no capítulo 4 de forma não idêntica, vimos que se estas
perturbações partissem de dentro de uns domínios bem definidos, a sincronização
generalizada ainda ocorria. Estes domínios são convexos, compactos e, tirando um
conjunto finito de casos, com fronteira regular. Pretendendo dar uma representação
mais intuitiva da forma como a perturbação não-linear não destrói a sincronização
estabelecida para o caso linear, mostramos que os resultados de geometria computa-
cional sobre a forma como se pode encontrar o maior rectângulo isotético dentro de
um polígono convexo pode ser estendido ao caso dos nossos domínios. Fazemos para
isso uma caracterização geométrica e topológica deste problema.
No capítulo 6 discutimos sumariamente os resultados conhecidos para a sincroni-
zação de dois pêndulos acoplados através de um meio. Para além do natural interesse
histórico, pois os modelos aqui discutidos são formulações matemáticas do fenómeno
originalmente testemunhado por Huygens em 1665, mostra também que, por um lado,
o tipo de acoplamento produzido é em tudo semelhante ao que é por nós discutido
no capítulo 4. Por outro lado, expõe as lacunas do nosso modelo, mostrando que,
para sistemas de dimensão muito grande, torna-se impracticável resolver a equação
de Lyapunov por métodos puramente analíticos.
Sobre a sincronização, já passámos decisivamente a fase em que as pessoas entra-
vam nas grutas e não reconheciam os padrões rupestres que para nós hoje surgem
como evidentes. Contudo, ainda não conseguimos compreender o seu âmago. Como
cientistas, não nos é permitido forjar respostas, mas tentar uma vez e sempre um
percurso de perguntas e dúvidas recorrentes. Este trabalho, mais do que tudo, é esse
caminho e a curiosidade inata de descobrir padrões, de ir até ao fim da questão sem
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receio de ter de voltar atrás, nunca recuando nas dificuldades que a todo o momento
vão testando a nossa perserverança. Este caminho é mais um, trilhado no enorme
planeta da ciência e o seu testemunho, deveras honesto e sem misticismos. Como se
costuma dizer no Judo, um cinto negro é um cinto branco que nunca desistiu. Um
cientista será somente uma curiosidade inata que o tempo não domou?
7
Há um piano carregado de músicas e um banco
há uma voz baixa, agradável, ao telefone
há retalhos de um roxo muito vivo, bocados de fitas de todas as cores
há pedaços de neve de cristas agudas semelhantes às das cristas de água, no mar
há uma cabeça de mulher coroada com o ouro torrencial da sua magnífica beleza
há o céu muito escuro
há os dois lutadores morenos e impacientes
há novos poetas sábios químicos físicos tirando os guardanapos do pão branco do espaço
há a armada que dança para o imperador detido de pés e mãos no seu palácio
há a minha alegria incomensurável
há o tufão que além disso matou treze pessoas em Kiu-Siu
há funcionários de rosto severo e a fazer perguntas em francês
há a morte dos outros ó minha vida
há um sol esplendente nas coisas
— Mário Cesariny, Manual de Prestidigitação, (1956)
2
Estabilidade segundo Lyapunov
Neste capítulo introduzimos os conceitos fundamentais relacionados com o conceito
de estabilidade e que posteriormente serão aplicados à análise da sincronização de
osciladores. Também tem como finalidade fixar os conceitos e respectiva notação.
2.1 Principais definições e conceitos
O estudo da sincronização de osciladores acoplados é o tema central desta disser-
tação. O acoplamento é formulado através de um sistema de equações diferenciais
do tipo
9x “ f px, tq, (2.1)
para uma condição inicial da forma xpt0q “ x0, com x P RN e com t P R. Ao longo
da dissertação assumiremos sempre que f é contínua e tem a regularidade suficiente
para a existência e unicidade de solução. Introduzimos de imediato um dos conceitos
centrais na Teoria dos Sistemas Dinâmicos: o conceito de estabilidade no sentido de
Lyapunov. Supomos que a origem é um ponto de equilíbrio, ou seja, f p0, tq “ 0 para
qualquer t ą 0. Podemos sempre colocar um ponto de equilíbrio na origem de um
referencial por uma adequada mudança de coordenadas.
Definição 2.1. O ponto de equilíbrio x “ 0 diz-se um ponto de equilíbrio estável para o
9
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sistema (2.1) se para qualquer t0 P R e ε ą 0, existe δ “ δpt0, εq tal que
}x0} ă δ ùñ }xpt; t0, x0q} ă ε, @t ě t0,
onde xptq “ xpt; t0, x0q é uma solução de (2.1) que verifica a condição inicial xpt0q “
x0. Se para além disso x “ 0 é atractor, i.e., se
}x0} ă δ então lim
tÑ8
}xptq} “ 0,
o ponto x “ 0 diz-se assimptoticamente estável. Se a escolha do parâmetro δ for
independente do t0 escolhido, a estabilidade diz-se uniforme.
A existência de um ponto de equilíbrio assimptoticamente estável está relacionado
com o conceito mais geral de dissipação de energia num sistema físico. Tendo em
vista a formulação rigorosa deste conceito introduzimos as seguintes definições.
Definição 2.2. Uma função α : R`0 Ñ R
`
0 diz-se de classe K se é contínua, estritamente
crescente e verificando αp0q “ 0. Se para além destas propriedades verificar igual-
mente lim
xÑ8
αpxq “ 8 dir-se-à uma função de classe KR.
A partir destes conceitos podemos definir convenientemente funções definidas po-
sitivas e as funções decrescentes, centrais para o desenvolvimento ulterior da teoria
que iremos desenvolver.
Definição 2.3. Uma função contínua v : RN ˆ rt0,`8q Ñ R` é uma função definida
positiva se existir uma função α de classe KR tal que para qualquer t P rt0,`8q e para
qualquer x P RN temos que
vp0, tq “ 0 e vpx, tq ě αp|x|q.
Definição 2.4. Uma função contínua v : RNˆrt0,`8q Ñ R` é uma função decrescente
se existir uma função β de classe K tal que para qualquer t P rt0,`8q e para qualquer
x P RN temos que
vpx, tq ď βp|x|q.
Exemplo 2.1. Considere-se uma matriz simétrica D de ordem N definida positiva e a
forma quadrática correspondente
V pxq “ xTDx.
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Por definição sabemos que xTDx P R`0 e xTDx “ 0 se e só se x “ 0. Além disso, a
condição necessária e suficiente para que D seja definida positiva é que todos os seus
valores próprios sejam positivos (ver [Bha98], pag. 12, para esta e outras caracteriza-
ções de matrizes definidas positivas).
Considere-se o espectro da matriz D dado por σ pDq “ tλ1, . . . , λnu e λi ą 0 para
i P t1, . . . , nu. Definindo λ˚ “ mintλ1, . . . , λnu e a partir deste a função αp|x|q “ λ˚|x|,
verifica-se de imediato que V pxq ě αp|x|q. Assim V px, tq é uma função definida posi-
tiva. De modo perfeitamente análogo, considerando λ˚ “ maxtλ1, . . . , λnu e definindo
βp|x|q “ λ˚|x|, é imediata a relação V pxq ď βp|x|q. Verifica-se assim que V px, tq é
igualmente de uma função decrescente.
A partir das funções definidas positivas podemos, sem resolver o sistema (2.1),
classificar quanto à estabilidade a dinâmica por ele descrito. Para isso vamos intro-
duzir uma forma de medir a variação de uma determinado campo escalar ao longo de
um fluxo definindo a derivada de Lie.
Considere-se um campo vectorial H : Rk Ñ Rk e um campo escalar V : Rk Ñ R com
a regularidade suficiente para as operações que vamos encetar. Define-se a derivada
de Lie1 do campo escalar V ao longo de H por
∇HV pxq “ ∇V pxq ¨Hpxq “
k
ÿ
i“1
Hipxq
BV
Bxi
pxq.
Existem várias interpretações geométricas para a derivada de Lie dependendo do
contexto em que estamos. Sendo xpt; t0, x0q o fluxo gerado pelo campo vectorial H
conclui-se sem dificuldade que
∇HV pxpt; t0, x0qq “ ddtV pxpt; t0, x0qq. (2.2)
A derivada de Lie mede assim a variação de V ao longo da órbita xpt; t0, x0q. No Te-
orema de Lyapunov, que apresentaremos adiante, a forma como um campo escalar
varia ao longo das soluções de uma equação diferencial é uma das propriedades cen-
trais para poder concluir a estabilidade de um ponto de equilíbrio. Temos de clarificar
1A derivada de Lie pode ser definida com muito maior generalidade, visto que para além de campos
escalares, podemos calcular a derivada de Lie de campos vectoriais e de formas diferenciais. Para todo
o domínio dos detalhes, ver por exemplo [Fra04], pag.125 e seguintes.
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no entanto a forma como é aplicada a derivada de Lie ao nosso problema. Considere-
se novamente um sistema do tipo do apresentado em (2.1)
9x “ f px, tq.
Este sistema pode ser transformado num sistema autónomo se considerarmos
$
’
&
’
%
9x “ f px, tq
9t “ 1.
(2.3)
Temos assim um novo campo vectorial F̃px, tq “ pf px, tq,1q. Para um dado campo es-
calar V px, tq : RNˆRÑ R, a sua derivada de Lie ao longo das soluções do sistema (2.1),
que representaremos por 9V px, tq, será
9V px, tq “ ∇F̃V px, tq “ ∇V px, tq ¨ F̃ptq ““
n
ÿ
i“1
BV
Bxi
px, tqfipx, tq `
BV
Bt
.
Note-se que a definição da derivada de Lie para um campo escalar ao longo das so-
luções do problema (2.1) é a que naturalmente se adapta à interpretação geométrica
apresentada em (2.2). Este aspecto é essencial para podermos estabelecer através
destas funções a estabilidade de uma determinada solução.
Considere-se uma função definida positiva V px, tq, isto é, V p0, tq “ 0 para todo o
t ě t0 e para a qual existe uma função α de classe KR tal que para todo o x P Rn
e t ě t0 temos que V px, tq ě αp|x|q. Vamos supor que ao longo das órbitas do
sistema (2.1) temos 9V px, tq ď 0. Para qualquer ε ą 0 e t ě t0, pela continuidade de V ,
podemos escolher δ ą 0 tal que
Ωpt0, δq “ sup
|x|ďδ
V px, t0q ă αpεq.
Vamos supor que |xpt0q| ă δ. Para mostrar que |xpt0q| ă ε basta encadear as desi-
gualdades
αp|xpt0q|q ď V pxpt0q, t0q ă αpεq.
Pelo facto de α ser crescente concluímos |xpt0q| ă ε. Temos agora de estabelecer que
a mesma situação ocorre ao longo da órbita quando t ą t0.
Para um dado t ą t0 vamos supor que |xpt; t0, x0q| ą ε, onde x0 “ xpt0q. Usando
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a propriedade de função definida positiva, podemos escrever sucessivamente
V pxpt; t0, x0q, tq ě αp|xpt; t0, x0q|q ą αpεq ě V px0, t0q “ V pxpt0; t0, x0q, t0q.
Contudo, por hipótese temos 9V pxpt; t0, x0q, tqq ď 0, pelo que obtemos de imediato um
absurdo, podendo finalmente afirmar a condição de estabilidade de Lyapunov
@ε ą 0 Dδ ą 0: |x0| ă δñ |xpt; t0, x0q| ă ε,
para todo o t ě t0 e onde δ é uma função de t0. Contudo ainda não podemos escolher
o parâmetro δ independente de t0. Assumindo que V é uma função decrescente, existe
uma função β de classe K tal que para qualquer x P RN e t ě t0 temos V px, tq ď βp|x|q.
Isto permitir-nos-à para qualquer ε ą 0 definir δ ą 0 tais que
Ωpδq “ sup
|x|ďδ
V px, tq ď sup
|x|ďδ
βp|x|q “ βpδq ă αpεq.
Podemos concluir, que independente de t0, se |x0| ď δ então |xpt; t0, x0q| ă ε.
Para termos a estabilidade assimptótica temos de assumir adicionalmente que
´ 9V px, tq é uma função definida positiva. O nosso objectivo é demonstrar que nes-
tas condições existe δ1 ą 0 tal que para ε ą 0 existirá T pεq ă `8 tal que
|x0| ă δ1 ñ |xpt1 ` t; t1, x0q| ă ε sempre que t ą T pεq.
Nas condições que estamos a assumir, já tinha sido concluído anteriormente que as
órbitas do sistema são estáveis, pelo que para uma escolha apropriada sabemos que
estas irão permanecer dentro de uma bola Bp0, r q de centro na origem e raio r . Além
disso, garantem-nos a existência das funções α, β e γ de classe K tais que, para todo
o t ě t0 e para todo o x P Bp0, r q,
αp|x|q ď V px, tq ď βp|x|q e 9V px, tq ď ´γp|x|q.
Dado ε ą 0 definimos δ1, δ2 e T pelas condições
βpδ1q ă αpr q, βpδ2q ăminpαpεq, βpδ1qq e T “
αpr q
γpδ2q
.
Vamos mostrar que nestas condições existirá t2 P rt1, t1`T s tal que |xpt2; t1, x0q| ă δ2.
De modo a obtermos um absurdo, vamos supôr a negação desta última condição, ou
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seja, que |xpt; t1, x0q| ě δ2 para todo o t P rt1, t1 ` T s. Com esta suposição iremos
obter sucessivamente
0 ď αpδ2q ďV pxpt1 ` T ; t1, x0q, t1 ` T q “
“ V px0, t1q `
ż t1`T
t1
9V pxpτ ; t1, x0q, τqdτ
ď βpδ1q ´ Tγpδ2q ď βpδ1q ´αpr q ă 0.
Deste absurdo e porque 9V px, tq ď 0, se t ě t1 ` T iremos ter
αp|xpt; t1, x0q| ď V pxpt; t1, x0q, tq ď V pxpt2; t1, x0q, t2q.
Podemos então finalmente concluir que
αp|xpt; t1, x0q|q ď V pxpt2; t1, x0q, t2q ď βp|xpt2; t1, x0q|q ď βpδ2q ă αpεq.
Logo |xpt; t1, x0q| ă ε para todo o t ě t1 ` T . As conclusões deduzidas anteriormente
são sumarizadas no seguinte teorema.
Teorema 2.1 (Teorema de Lyapunov). Considere-se uma função V px, tq definida posi-
tiva e que ao longo das soluções do sistema (2.1) verifica
9V px, tq ď 0. (2.4)
Então o ponto de equilíbrio é um ponto de equilíbrio estável. Se além disso V for decres-
cente então a estabilidade é uniforme. Se além disso ´ 9V px, tq for uma função definida
positiva, o ponto de equilíbrio é assimptoticamente estável.
No caso dos sistemas autónomos, a discussão da estabilidade é de alguma ma-
neira simplificada, pois não temos a variável temporal para controlar. O Teorema de
Lyapunov para sistemas autónomos é assim bastante mais simples de apresentar.
Teorema 2.2 (Teorema de Lyapunov para sistemas autónomos). Supondo que o sis-
tema 9x “ Fpxq tem um ponto de equilíbrio na origem e W uma vizinhança desse
ponto, o ponto de equilíbrio será estável se V pxq ą 0 em W ´0, V p0q “ 0 e 9V pxq ď 0 ao
longo de uma solução xptq do sistema (2.1). No caso em que 9V pxq ă 0 então o ponto de
equilíbrio será assimptoticamente estável.
As funções V com as propriedades anunciadas nos teoremas anteriores são usual-
mente designadas por funções de Lyapunov. Embora não exista um método genérico
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para determinar funções de Lyapunov, importa referir que as mesmas podem ser em-
pregues para classificar a estabilidade sem que para isso seja necessário resolver o
sistema de equações diferenciais. Muitas vezes a Energia é uma função de Lyapunov
para o sistema em estudo. Na discussão apresentada no final deste capítulo iremos
observar que as funções de Lyapunov podem ser empregues num sentido mais lato
do que até aqui discutido.
Exemplo 2.2. Considere-se um oscilador cujo comportamente é determinado pela equa-
ção diferencial :x`α 9x`gpxq “ 0, com α ą 0 e g uma função suficientemente regular
tal que gp0q “ 0. Se para todo o x P R temos que g1pxq ą 0, é imediato verificar que
Epx, 9xq “
1
2
9x2 `
ż x
0
gpuqdu,
é uma função definida positiva e deste modo uma função de Lyapunov para o sistema
dado. Como para x ‰ 0 verifica-se que
9Epx, 9xq “ 9xp:x ` gpxqq “ ´α 9x2 ď 0.
A origem é assim estável. Como não existe nenhuma órbita para lá de xptq “ 0 para a
qual 9Epx, 9xq “ 0, pelo princípio de LaSalle (ver [Sas99], pag. 199), podemos garantir a
estabilidade assimptótica do ponto de equilíbrio.
No caso em que não existe atrito (α “ 0) verifica-se igualmente que E representa
uma quantidade conservada ao longo das órbitas, caso em que a solução não conver-
girá para o ponto x “ 0.
Como já foi anteriormente referido, no caso de V px, tq ser uma função decrescente
e β uma função de classe K tal que, para qualquer x P Rn e para qualquer t ě t0
V px, tq ď βp|x|q,
para um dado ε ą 0 a escolha do δ positivo correspondente deixa de estar dependente
do t0 escolhido, pois neste caso fica bem definido
Ωpδq “ sup
|x|ďδ
V px, tq ă αpεq.
Repetindo o raciocínio apresentado para a introdução do Teorema de Lyapunov, pode-
mos de imediato concluir a estabilidade, neste caso uniforme, do ponto de equilíbrio
x “ 0. No caso de um sistema não-autónomo, periódico na variável t, a estabilidade
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de um ponto de equilíbrio é automaticamente uniforme. Se para algum T P R fixo,
f px, t ` T q “ f px, tq para todo o x P Rn e t P R, dizemos que f é T -periódica em t.
Teorema 2.3. Considere-se o sistema de equações diferenciais 9x “ f px, tq tal que f
é T -periódica. Se existir uma função de Lyapunov V px, tq, i.e. V px, tq é uma função
definida positiva e 9V px, tq ď 0 ao longo das soluções do sistema, T -periódica em t para
o sistema considerado, então
@ε ą 0 Dδ ą 0: |xpt0q| ă δñ |xpt; t0, x0q| ă ε,
onde δ é independente de t0.
Demonstração. Pelo facto de V ser uma função contínua, sabemos que para qualquer
ε ą 0 podemos encontrar δ ą 0 tal que
Ωpδq “ sup
|x|ďδ
sup
tPr0,T s
V px, tq ă αpεq. (2.5)
Caso contrário poderíamos definir uma sucessão xn Ñ 0 e tn P r0, T s para a qual
V pxn, tnq ą αpεq, por compacidade podemos garantir a existência de uma subsu-
cessão convergente px˚n, t˚nq Ñ p0, t0q o que, por continuidade, implicaria necessaria-
mente V px˚n, t˚nq Ñ V p0, t0q “ 0, obtendo assim um absurdo.
Falta-nos estudar o que se passa para t0 R r0, T s. Obviamente que para este caso
vamos usar o facto de V px, tq ser T -periódica na variável t. De facto, para qualquer
t0 P R existe um k P Z e um t˚0 P r0, T s tal que t0 “ t
˚
0 ` kT pelo que
Ωpδq “ sup
|x|ăδ
sup
tPr0,T s
V px, tq “ sup
|x|ăδ
sup
tPR
V px, tq ă αpεq.
Basta agora repetir o raciocínio apresentado para a introdução do Teorema de Lyapu-
nov para concluir o resultado pretendido.
2.2 Equação de Lyapunov
Num curso introdutório de equações diferenciais estuda-se a estabilidade de um sis-
tema linear
9x “ Ax, (2.6)
determinando os valores próprios da matriz quadrada A. Uma caracterização impor-
tante para o problema da estabilidade que estamos a discutir prende-se com a inércia
de uma matriz.
16
2. ESTABILIDADE SEGUNDO LYAPUNOV 2.2. Equação de Lyapunov
Definição 2.5. Dada uma matriz A P Mn representa-se por i`pAq, i0pAq e por i´pAq
respectivamente o número de valores próprios de A, contados com as devidas multi-
plicidades, com parte real positiva, com parte real nula e com parte real negativa. O
vector
ipAq “ pi`pAq, i´pAq, i0pAqq,
tem o nome de inércia da matriz A.
Podemos em alternativa considerar uma matriz definida positiva P e a correspon-
dente forma quadrática, naturalmente também definida positiva, dada por
V pxq “ xTPx. (2.7)
Para que V seja uma função de Lyapunov é necessário que a sua derivada de Lie ao
longo das órbitas do problema seja por sua vez uma função definida negativa. Sendo
xptq uma solução do sistema (2.6), calculando a derivada de Lie do campo escalar
V pxq, obtemos imediatamente
9V pxq “ xT pATP ` PAqx.
No caso de existir uma matriz Q, quadrada de ordem n e definida positiva para a
qual P seja solução da chamada equação de Lyapunov
ATP ` PA “ ´Q, (2.8)
então V é uma função de Lyapunov para a equação (2.6). Admitindo uma função
de Lyapunov, mostrámos que o sistema de equações lineares é assimptoticamente
estável, pois no caso contrário, algum dos valores próprios da matriz P teria parte
real nula (no caso em que a estabilidade não seria assimptótica) ou positiva (caso em
que o equilíbrio não era estável). Neste caso poderemos concluir inequivocamente que
todos os valores próprios da matrizA têm parte real negativa. Como observação, note-
se que mostrando que V é uma função definida positiva, mostrámos (in)directamente
que os n valores próprios da matriz P são todos positivos, enquanto que os n valores
próprios da matriz A têm necessariamente a parte real negativa.
Existem no entanto dois pontos fundamentais referentes à equação de Lyapu-
nov (2.8). O primeiro aspecto prende-se naturalmente com a existência de solução.
A resposta a esta questão é estabelecida pelo Teorema 2.4, que resulta como corolário
do Teorema (4.4.6) de [HJ90], adaptado adequadamente à presente discussão.
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Teorema 2.4. Dada uma matriz quadrada A, para qualquer matriz quadrada Q a
equação de Lyapunov tem solução única se e só se
σ pAq X σ p´Aq “ H.
Note-se que o resultado apresentado no teorema anterior é trivialmente verificado
se os valores próprios da matriz A forem todos positivos.
O segundo ponto que importa discutir é perceber o que acontece numa situação
intermédia em que a matriz A, digamos, possui k valores próprios com parte real
positiva e n ´ k com parte real negativa. A resposta é rigorosamente explicitada no
Teorema Geral da Inércia.
Teorema 2.5 (Teorema Geral da Inércia). Considere-seA P Mn. Então existe uma matriz
simétrica G P Mn e uma matriz definida positiva H P Mn tais que GA`ATG “ H se e
apenas se i0pAq “ 0. Neste caso ipAq “ ipGq.
Demonstração. Ver [HJ90], pag. 105.
Note-se que no caso de a matriz H ser definida negativa, tudo se mantêm inal-
terado no enunciado do teorema à excepção da igualdade das inércias das matrizes.
Neste caso verifica-se ipAq “ ip´Gq. O exemplo seguinte ilustra este ponto.
Exemplo 2.3. Considere-se a equação diferencial :x ` c 9x “ gpx, tq, onde g é uma
função contínua T -periódica na variável t, de forma a termos a existência e unicidade
de soluções e a dependência contínua em relação às condições iniciais. O problema
pode ser equivalentemente equacionado através do sistema
»
–
9x
9v
fi
fl “
»
–
0 1
0 ´c
fi
fl
»
–
x
v
fi
fl`
»
–
0
gpx, tq
fi
fl . (2.9)
Representando simbolicamente o sistema (2.9) por
9X “ D ¨X ` Lpx, tq,
repare-se que D tem um valor próprio igual a 0, falhando assim as condições do teo-
rema 2.4. Sendo I a matriz identidade de ordem 2 e λ ą 0, considere-se a perturbação
da parte linear do sistema (2.9)
9X “ pD ` λIq ¨X ` pLpx, tq ´ λIXq .
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c
2
c
Figura 2.1: Sinal dos valores próprios da matriz P .
A matriz P , solução da equação de Lyapunov
pD ` λIqTP ` PpD ` λIq “ ´I
que pode ser escrita de forma menos condensada por
»
–
2λp11 p11 ´ pc ´ 2λqp12
p11 ´ pc ´ 2λqp12 2pp12 ` p´c ` λqp22q
fi
fl “
»
–
´1 0
0 ´1
fi
fl ,
está bem definida para λ P Rzt0, c2 , cu, sendo estes precisamente os valores para os
quais a matriz D ` λI admite valores próprios com parte real nula. Nestas condições
teremos
P “
»
–
´
1
2λ
1
2λp2λ´cq
1
2λp2λ´cq ´
1´cλ`2λ2
2λpλ´cqp2λ´cq
fi
fl .
É imediato verificar que para λ “ c a solução da equação de Lyapunov não é única.
É também imediato verificar que para λ P t c2 ,0u a equação é impossível. Para os
restantes valores de λ, os valores próprios σk, com k P t1,2u, da matriz P são dados por
σk “
pp2λ´ cq2 ` 1q ` p´1qk
a
p1` cq2pp2λ´ cq2 ` 1q
4λpλ´ 2cqpλ´ cq
.
Na figura 2.1 podemos perceber de que forma varia o sinal dos valores próprios da
matriz P . Dado que σ pD ` λIq “ tλ,λ´ cu, note-se que se 0 ă λ ă c, a matriz D ` λI
tem um valor próprio positivo e outro negativo. Para λ ą c os dois valores próprios
passam a ser positivos, precisamente o oposto do que acontece com o sinal dos valores
próprios da matriz P .
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O exemplo anterior permitiu-nos ilustrar num caso simples o Teorema Geral da
Inércia. A relação entre as inércias das matrizes na equação de Lyapunov será central
no desenvolvimentos da nossa teoria nos capítulos seguintes.
2.3 Estabilidade de Soluções Periódicas
O passo natural a dar em seguida no estudo da estabilidade do sistema (2.1) é passar
do estudo da estabilidade de um ponto de equilíbrio para a estabilidade de uma ór-
bita periódica do sistema. Vamos em primeiro lugar precisar o que entendemos por
estabilidade de uma órbita para um sistema autónomo
9x “ f pxq. (2.10)
Definição 2.6. Considere-se uma solução γ : I Ă rt0,`8q Ñ Rn da equação (2.10). Da-
dos ε ą 0, se existir δ ą 0 tal que para qualquer |γpt0q ´ x0| ă δ temos |xpt; t0, x0q ´
γptq| ă ε, para todo o t ě t0, então a órbita γ diz-se estável. Se além disso limtÑ8 |xptq´
γptq| “ 0 então γ diz-se assimptoticamente estável.
Relembramos que uma órbita xptq da equação (2.10) é periódica se estiver definida
em R e se existir T ą 0 tal que para qualquer t P R temos xpt`T q “ xptq. Além disso,
ao assumirmos a regularidade necessária de forma a termos existência e unicidade,
podemos considerar uma nova solução da equação (2.10) definida a partir de uma
perturbação ξ da solução periódica γ por
αptq “ γptq ` ξptq.
Como α é também solução da equação (2.10), usando a expansão de Taylor de f para
t fixo em torno de γptq, teremos de imediato
9γptq ` 9ξptq “ f pγptq ` ξptqq “ f pγptqq ` Jf pγptqqξptq ` Rpγptq, θq, (2.11)
onde naturalmente Jf é a matriz jacobiana de f e Rpγptq, θq o respectivo resto de La-
grange. Como estamos preocupados essencialmente em estudar um problema de es-
tabilidade, consideramos a parte linear da equação 2.11
9ξptq “ Jf pγptqqξptq. (2.12)
A equação linear (2.12) é usualmente denominada por equação variacional e a matriz
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Jf pγptqq por matriz variacional. Note-se que embora o sistema (2.12) não seja um
sistema autónomo, a matriz variacional é uma matriz periódica com período T .
Consideremos por momentos um sistema periódico genérico da forma do sis-
tema (2.12)
9x “ Aptqx, (2.13)
com Apt ` T q “ Aptq. Considere-se Φptq uma matriz fundamental do sistema (2.13).
Pelo facto de A ser uma matriz periódica verifica-se que Φpt ` T q é igualmente uma
matriz fundamental para o mesmo sistema. A proposição seguinte relata-nos duas
propriedades fundamentais (que de tão fundamentais perdoa-se o pleonasmo) das
matrizes fundamentais. Para uma referência completa dos resultados que se seguem
ver por exemplo [Chi06] ou [Bet10].
Proposição 2.1. Seja Φ uma matriz fundamental do sistema 9x “ Aptqx e C uma matriz
quadrada de ordem n com entradas reais, constante e com determinante não-nulo.
Então são verificadas as seguintes proposições
1. A matriz ΦptqC ainda é uma matriz fundamental do sistema;
2. Dada uma qualquer matriz fundamental Ψptq do sistema considerado, existe uma
matriz real quadrada D, constante e com determinante não-nulo tal que para
qualquer t, Ψptq “ ΦptqD.
Pela proposição anterior podemos então garantir a existência de uma matriz real CΦ
invertível tal que para qualquer t P R
Φpt ` T q “ ΦptqCΦ.
A matriz CΦ designa-se por matriz de monodromia associada a Φ. Dada uma matrizΨptq que seja ainda uma matriz fundamental do sistema (2.13), pela proposição 2.1,
sabemos da existência de uma matriz invertível D tal que para qualquer t P R
Ψptq “ ΦptqD.
Deste modo obtemos sucessivamente
Ψpt ` T q “ Φpt ` T qD “ ΦptqCΦD.
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De um modo perfeitamente análogo
Ψpt ` T q “ ΨptqCΨ “ ΦptqDCΨ .
Como Φptq é uma matriz invertível obtemos directamente das duas igualdades anteri-
ores
CΦD “ DCΨ ,
ou seja, matrizes de monodromia associadas a matrizes fundamentais do mesmo
sistema são matrizes semelhantes. Isto significa que o seu espectro é igual. Os valores
próprios de uma matriz de monodromia merecem assim a designação especial de
multiplicadores característicos pois são invariantes para o sistema (2.13). O teorema
seguinte mostra-nos que a partir dos multiplicadores característicos podemos retirar
conclusões qualitativas em relação às soluções do sistema.
Teorema 2.6. Dado um qualquer λ P C, λ é um multiplicador característico de (2.13)
se e apenas se exitir uma solução de (2.13) não identicamente nula ϕ : RÑ Cn tal que,
para qualquer t P R
ϕpt ` T q “ λϕptq.
Corolário 2.6.1. O sistema (2.13) admite soluções periódicas não triviais se e apenas
se 1 for um seu multiplicador característico. Além disso se ´1 for um multiplicador
característico então existe uma solução 2T -periódica do sistema que não é T -periódica.
Não sendo as órbitas periódicas em geral assimptoticamente estáveis, a próxima
definição estabelece as condições em que estas são (assimptoticamente) orbitalmente
estáveis.
Definição 2.7. Considere-se γ : R Ñ Rn uma órbita periódica do sistema (2.10) e o
conjunto Γ “ γpRq. A órbita γ diz-se orbitalmente estável se para qualquer ε ą 0 existe
um δ ą 0 tal que, para qualquer t ą 0
dpx0, Γ q ă δ então dpxpt; 0, t0q, Γ q ă ε.
Se além do verificado anteriormente, tivermos conjuntamente
lim
tÑ8
dpxpt; 0, t0q, Γ q “ 0,
a órbita γ diz-se assimptoticamente orbitalmente estável.
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O próximo resultado sintetiza em si toda a motivação para a introdução dos mul-
tiplicadores característicos.
Teorema 2.7. Considere-se uma solução periódica γ : R Ñ Rn do sistema (2.10). Su-
pondo que n ´ 1 multiplicadores característicos λi são em módulo menores do que 1,
então γ é assimptoticamente orbitalmente estável. Além disso, supondo que
|λi| ă a ă 1; i “ 2, . . . , n;
sendo T o período de γ e c “ γp0q, então existem δ ą 0 e L ą 0 tais que para qual-
quer x0 P Bpc, δq existe τ P R tal que xpτq “ x0 e
|xpt ` τ ;x0, τq ´ γptq| ď Lat{T .
Demonstração. Ver [Har64], pag. 254.
Uma ferramenta fundamental para estudar a estabilidade de uma órbita periódica
é a chamada aplicação de Poincaré. Esta será usada no capítulo 3 para demonstrar
a convergência das soluções de um sistema para a aí denominada variedade dócil.
A demonstração da proposição seguinte pode ser encontrada em [Bet10], página 308.
Proposição 2.2. Dado um campo vectorial f , vamos supôr que γ é uma solução perió-
dica de (2.10) com período T . Considerando γp0q “ x0 P Rn, definimos o hiperplano
ortogonal a f pxq em x0 por
Mx0 “ tx P R
n : px ´ x0q ¨ f px0q “ 0u .
Então existe uma vizinhança U de x0 e uma aplicação τ : U Ñ R de classe C1 tal que
τpx0q “ T e xpτpxqq P Mx0 para todo o x P U . A aplicação P : U XMx0 Ñ Mx0 definida
por Ppxq “ xpτpxqq designa-se por aplicação de Poincaré.
No caso de a matriz P1px0q ter todos os valores próprios com módulo inferior a 1,
mostra-se que P é uma contracção e para qualquer x P U XMx0 verifica-se
lim
nÑ8
Pnpxq “ x0,
demonstrando-se assim a estabilidade de γ, pois significa que pequenas perturbações
desta órbita convergem assimptoticamente para a órbita γ.
Nos casos que vamos tratar nos capítulos seguintes, as equações são regra geral
não-autónomas. Isto significa que o campo vectorial também depende explicitamente
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da variável t. Nestas condições a aplicação de Poincaré fica mal definida, visto que o
vector normal varia ao longo do tempo. Contudo, no caso em que o campo vectorial
é T -periódico, podemos considerar o quociente R{TZ, o que equivale a transformar o
espaço num cilindro. Considerando no cilindro o hiperplano t “ T , poderemos neste
definir a aplicação de Poincaré. Esta aplicação tem o nome de aplicação estroboscópica
de Poincaré. Será esta aplicação que será usada no caso em que o campo vectorial não
é autónomo.
Terminamos este capítulo com uma visita breve ao exemplo clássico do chamado
sistema de Lorenz.
Exemplo 2.4. Até Edward Lorenz introduzir em 1963 uma simplificação das equações
de convecção apresentadas no ano anterior por Saltzman, os únicos atractores conhe-
cidos em equações diferenciais eram os pontos de equilíbrio e as órbitas periódicas. Foi
com o sistema de equações apresentado por Lorenz em [Lor63]
$
’
’
’
’
&
’
’
’
’
%
9x “ σ py ´ xq
9y “ ρx ´y ´ xz
9z “ xy ´ βz,
(2.14)
onde dos três parâmetros positivos, σ representa o número de Prandtl, ρ o número de
Rayleigh e β um parâmetro relacionado com o tamanho do sistema, que se conheceu o
primeiro exemplo daquilo que mais tarde foi cunhado por atractor estranho por Ruelle
e Takens em [RT71]. Embora o sistema (2.14) tenha propriedades extraordinárias do
ponto de vista topológico (ver [HSD04] ou [GW79] para todos os detalhes), aqui estare-
mos apenas interessados em estudar o comportamento do sistema de Lorenz segundo
o ponto de vista da estabilidade.
O sistema (2.14) pode ser representado de uma forma abreviada por 9X “ LpXq. Os
pontos de equilíbrio serão a solução do sistema LpXq “ 0. É imediato verificar que a
origem é um ponto de equilíbrio. Os outros pontos de equilíbrio serão representados por
Q˘ “
´
˘
a
βpρ ´ 1q,˘
a
βpρ ´ 1q, ρ ´ 1
¯
.
Estes estão bem definidos em R apenas no caso em que ρ ą 1. A linearização do
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Figura 2.2: Atractor de Lorenz para os valores clássicos dos parâmetros σ “ 10, β “ 8{3 e ρ “ 33.
Imagem produzido por NUMDE.
sistema (2.14) dá origem ao sistema de equações diferenciais
9Y “
¨
˚
˚
˝
´σ σ 0
ρ ´ z ´1 ´x
y x ´β
˛
‹
‹
‚
Y .
Na origem os valores próprios da matriz serão ´β e λ˘ dados por
λ˘ “
1
2
ˆ
´pσ ` 1q ˘
b
pσ ` 1q2 ´ 4σ p1´ ρq
˙
.
Quando ρ P r0,1q, os valores próprios λ˘ são ambos negativos o que mostra que neste
caso a origem é um ponto de equilíbrio assimptoticamente estável. Contudo quando
ρ ą 1 a origem perde esta propriedade. No entanto em [HSD04] é demonstrada a
proposição seguinte.
Proposição 2.3. Os pontos de equilíbrio Q˘ são assimptoticamente estáveis quando o
parâmetro ρ verifica as desigualdades
1 ă ρ ă ρ˚ “ σ
ˆ
σ ` β` 3
σ ´ β´ 1
˙
.
Podemos mostrar sumariamente que ainda assim existe um compacto K Ă R3 que
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suga todas as órbitas do sistema de Lorenz. Considerando a função
Λpx,y, zq “ x2 `y2 ` pz ´ σ ´ ρq2,
a derivada de Lie de ΛpXq em relação ao campo vectorial LpXq é dada por
∇LpXqΛpXq “ ´2ˆσx2 `y2 ` β´z ´ ρ ` σ2
¯2
´ β
´ρ ` σ
2
¯2
˙
.
Assim, para um elipsóide definido pela equação
σx2 `y2 ` β
´
z ´
ρ ` σ
2
¯2
“ µ,
para valores de µ ą βpρ ` σ q2{4 temos que a derivada de Lie da função ΛpXq é nega-
tiva. Sendo imediato demonstrar que ΛpXq é positiva para todos os pontos diferentes de
p0,0, σ `ρq verifica-se que ΛpXq é de facto uma função de Lyapunov para o sistema de
Lorenz. Note-se que o sentido dado aqui ao conceito de função de Lyapunov é diferente
do sentido empregue anteriormente. Foi demonstrado que as órbitas do sistema de Lo-
renz são atraídas para dentro de uma caixa que contém os pontos de equilíbrio. Pelo
facto de esta função Λ ser uma função de Lyapunov, fica garantido que essas órbitas
não mais poderão deixar essa caixa. Para os valores dos parâmetros, σ “ 10, ρ “ 33
e β “ 8{3 (ver fig. 2.2), nenhum dos pontos de equilíbrio é estável. Estes dois factores
juntos, os pontos de equilíbrio serem repulsores e a existência de uma caixa que os con-
tém que aprisiona as órbitas, formam as condições para o aparecimento do atractor de
Lorenz.
a minha cidade tinha um rio
donde sobe hoje o cheiro a corações de lodo
e um eflúvio de enxofre e de moscas cercando
as cabeças dos vivos
— AL BERTO, Horto de Incêndio, (1997)
Morning found us calmly unware,
Noon burn gold into our hair,
At night we swam in laughing sea,
When summer’s gone, where will we be?
— JIM MORRISSON, Summer’s almost gone, (1969)
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Teoria Geral das Variedades Centrais
Estáveis Invariantes
3.1 Condição de Russel Smith
Considere-se um sistema de equações diferenciais representado por
9x “ f px, tq, x P Rn, t P R. (3.1)
Vamos em todos os momentos assumir, e caso nada seja dito em contrário, que as
soluções do sistema (3.1) verificam as seguintes propriedades:
(H1) A equação (3.1) verifica a existência e a unicidade de soluções e estas estão defi-
nidas em R;
(H2) Existe uma constante T ą 0 tal que f px,T ` tq “ f px, tq, para todo o t P R e
para todo o x P R;
(H3) Existe uma matriz simétrica P P MnˆnpRq, com j valores próprios negativos e
com n´ j valores próprios positivos, e constantes λ ą 0 e ε ą 0 tais que
px ´ zqTP rf px, tq ´ f pz, tq ` λpx ´ zqs ď ´ε}x ´ z}2,
para todo o x, z P Rn e para todo o t P R.
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A hipótese (H3) foi introduzida por Russel Smith em [Smi84] para um sistema autó-
nomo. A forma como é aqui apresentada foi reescrita pelo mesmo autor em [Smi86].
Considere-se a forma quadrática V pxq “ xTPX e duas quaisquer soluções da equação
(3.1), xptq e zptq. Sem dificuldades, podemos concluir que
d
dt
 
e2λtV px ´ zq
(
“ 2e2λtpx ´ zqTP rf px, tq ´ f pz, tq ` λpx ´ zqs ,
demonstrando-se assim que a hipótese (H3) é equivalente a termos
d
dt
 
e2λtV px ´ zq
(
ď ´2e2λtε}x ´ z}2. (3.2)
De forma a controlarmos o comportamento de V px ´ zq quando t Ñ ´8, integrando
por partes ambos os membros da desigualdade (3.2), iremos obter
e2λtV pxptq ´ zptqq ´ e2λt0V pxpt0q ´ zpt0qq ě 2ε
ż t0
t
e2λt}xptq ´ zptq}2dt.
Assim, de forma a controlarmos o comportamento de V px ´ zq quando t Ñ ´8, é
natural introduzirmos a definição seguinte.
Definição 3.1. Um ponto px0, t0q P Rn ˆ R diz-se dócil se a solução xpt; t0, x0q da
equação (3.1), para qualquer τ P R verifica
ż τ
´8
e2λt}xpt; t0, x0q}2dt ă 8.
Neste caso xpt; t0, x0q designa-se por solução dócil.
Obviamente, qualquer solução limitada é dócil. Um exemplo de uma função que não
seria uma solução dócil é xptq “ et2 . Note-se também que assumindo como hipótese
que as soluções da equação (3.1) existem para todo o t P R, se uma determinada
solução for dócil então todos os pontos da forma pxpt; t0, x0q, tq, com t P R, serão
também pontos dóceis.
Embora em (H3) se imponha que a matriz P não tem valores próprios nulos, tal
não era necessário visto que surge como implicação directa da própria desigualdade.
De facto, se P admitisse um valor próprio nulo então existiria v1 P Rn ´
 ÝÑ
0
(
tal que
Pv1 “ 0. Substituindo x ´ z “ v1 em (H3) obtemos
0 ď ´ε}v1}2,
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o que é absurdo. Assim, para os valores próprios da matriz P , escritos com as pos-
síveis repetições por λ´1 , . . . , λ
´
j , λ
`
j`1, . . . , λ
`
n , com λ´i ă 0 e λ
`
i ą 0, temos os res-
pectivos vectores próprios v´1 , . . . , v
´
j , v
`
j`1, . . . , v
`
n . Define-se então V´, o subespaço
gerado por todos os vectores próprios associados aos valores próprios negativos
V´ “ span
!
v´1 , . . . , v
´
j
)
.
Para cada t0 P R definimos o conjunto
At0 “ tx0 P Rn : px0, t0q é um ponto dócilu .
Podemos agora apresentar o teorema fundamental deste capítulo.
Teorema 3.1 (Teorema da Sincronização Generalizada). Nas condições (H1)–(H3), se
existir pelo menos um ponto dócil para (3.1) então, para todo o t P R, At é uma
variedade de dimensão j e é o gráfico de uma função definida em V´. Além disso, se
xptq é uma solução de (3.1) limitada em R` então d pxptq,Atq Ñ 0 quando t Ñ`8.
A demonstração do Teorema 3.1 será feita ao longo da secção 3.2. Por forma a
percebermos todos os detalhes e ganharmos mais intuição sobre o mesmo, vamos
dividir esta demonstração em vários lemas. A demonstração deste resultado tem
como base a demonstração feita por Margheri e Martins em [MM10]. A diferença
significativa prende-se com a mudança de variável operada inicialmente que de algum
modo a simplifica.
3.2 A Variedade Dócil.
Começamos por notar que, sem perda de generalidade, podemos considerar a origem
um ponto dócil. De facto, se
`
x0, t0
˘
é um ponto dócil, considere-se a mudança de
variáveis x̃ptq “ xptq ´ xptq, com xptq “ x
`
t;x0, t0
˘
. Temos que xpt; t0, x0q é uma
solução da equação (3.1) se e só se x̃pt; t0, x0q, com x̃0 “ x0 ´ x0, é uma solução da
equação
9̃xptq “ f px̃ptq ` xptq, tq ´ 9xptq– f̃ px̃ptq, tq (3.3)
É imediato observar que a equação (3.3) verifica a condição de Russel Smith (H3),
exactamente para a mesma matriz P e para os mesmos parâmetros ε e λ utilizados
para a equação (3.1).
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Lema 3.1. O ponto px̃0, t0q é um ponto dócil para a equação (3.3) se e só se px0, t0q “
px̃0 ` xpt0q, t0q é um ponto dócil para a equação (3.1). Em particular, temos que
Ãt0 “At0 ´ xpt0q.
Demonstração. Usando a desigualdade }A ˘ B}2 ď 2}A}2 ` 2}B}2 e referindo nova-
mente a mudança de variáveis x̃ptq “ xptq ´ xptq podemos de imediato escrever a
desigualdade
ż t0
´8
e2λt}xpt;x0, t0q}2dt ď 2
ż t0
´8
e2λt}x̃pt; x̃0, t0q}2dt ` 2
ż t0
´8
e2λt}xptq}2dt,
o que nos permite garantir de imediato que se px̃0, t0q é um ponto dócil para a equa-
ção (3.3) então px0, t0q “ px̃0 ` x0, t0q é um ponto dócil para a equação (3.1). No
sentido contrário, podemos escrever ao invés
ż t0
´8
e2λt}x̃pt; x̃0, t0q}2dt ď 2
ż t0
´8
e2λt}xpt;x0, t0q}2dt ` 2
ż t0
´8
e2λt}xptq}2dt,
o que permite mostrar a implicação recíproca.
A primeira observação que fazemos, e tendo em atenção as conclusões do lema
anterior, é que At0 é o gráfico de uma função sobre V´ se e só se Ãt0 também o for.
Em segundo lugar, note-se que se a origem for um ponto de equilíbrio, i.e. f p0, tq “ 0
para todo o t P R, então necessariamente qualquer p0, tq com t P R será um ponto
dócil. Podemos assim, e sem perda de generalidade, assumir que a origem é um ponto
dócil para a equação (3.1). Isto irá acima de tudo simplificar imenso a notação usada.
Neste caso, a desigualdade (3.2) mostra que
d
dt
 
e2λtV pxq
(
ď ´e2λtε}x}2, (3.4)
para qualquer solução xptq de (3.1). Note-se igualmente que no caso de a matriz P ser
definida positiva, então V é uma função de Lyapunov para a equação (3.1) visto que
d
dt
tV pxqu ď ´2ε}x}2 ´ 2λV pxq ă 0.
Lema 3.2. Supondo que (H3) é válida, então dado um ponto dócil pα0, t0q, outro qual-
quer ponto pα1, t0q é dócil se e só se V px1pt;α1, t0q ´ x0pt;α0, t0qq ă 0 para todo o
t P R.
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Demonstração. Integrando (3.2) no intervalo pα,τq obtemos
e2λτV px1pτq ´ x0pτqq ď e2λαV px1pαq ´ x0pαqq´
´ 2ε
ż τ
α
e2λt}x1ptq ´ x0ptq}2dt,
(3.5)
com x1ptq “ x1pt;α1, t0q e x0ptq “ x0pt;α0, t0q. Vamos então supor que o ponto
pα1, t0q é um ponto dócil. Note-se que
ż t0
´8
e2λt}x1ptq ´ x0ptq}2dt ď 2
ż t0
´8
e2λt}x1ptq}2dt`
` 2
ż t0
´8
e2λt}x0ptq}2dt ă 8,
pelo que existe necessariamente uma sucessão tn Ñ´8 tal que
e2λt }x1ptnq ´ x0ptnq}
2
Ñ 0.
Fazendo α “ tn em (3.5) e fazendo nÑ8 vamos obter
e2λτV px1pτq ´ x0pτqq ď ´2ε
ż τ
´8
e2λt}x1ptq ´ x0ptq}2dt
pelo que V px1ptq ´ x0ptqq ă 0 para todo o t P R.
Reciprocamente, novamente por (3.5) podemos concluir que
0 ď 2ε
ż t0
´8
e2λt}x1ptq ´ x0ptq}2dt ď ´e2λt0V px1pt0q ´ x0pt0qq.
Deste modo vamos ter necessariamente
şt0
´8 e
2λt}x1ptq ´ x0ptq}2dt ă 8, pelo que
ż t0
´8
e2λt}x1ptq}2dt ď 2
ż t0
´8
e2λt}x1ptq ´ x0ptq}2dt`
` 2
ż t0
´8
e2λt}x0ptq}2dt ď 8,
de onde se pode concluir que pα1, t0q é um ponto dócil.
Como é habitual em Matemática, procura-se a forma mais simples para represen-
tar um determinado objecto. Seguindo este princípio geral, vamos procurar a forma
mais simples de representar a forma quadrática V . Como P é uma matriz simétrica,
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podemos assumir que a base de vectores próprios
v´1 , . . . , v
´
j , v
`
j`1, . . . , v
`
n
é uma base ortonormada. Assim M “
”
v´1 . . . v
´
j v
`
j`1 . . . v
`
n
ı
é uma matriz ortogonal,
i.e., MT “ M´1. Deste modo
Q “ MTPM “ diag
!
λ´1 , . . . , λ
´
j , λ
`
j`1, . . . , λ
`
n
)
.
De maneira a que possamos escrever a forma quadrática V usando a matriz Q, tere-
mos de proceder à mudança de coordenadas
MTX “ Ξ “
¨
˚
˚
˚
˝
ξ1
...
ξn
˛
‹
‹
‹
‚
.
De notar que as coordenadas de V´ associadas à base v´1 , . . . , v´j são precisamente
pξ1 . . . ξjqT . Podemos então, sem mais delongas, definir a projecção de Rnm sobre
V´ por
π´ : Rnm Ñ V´
π´pXq “
`
ξ1 . . . ξj 0 . . .0
˘T .
Nestas novas variáveis Ξ, a forma quadrática V tem uma representação muito simples.
De facto
V pXq “ XTPX “XTMMTPMMTX “
“pMTXqTMTPMpMTXq “ λ´1 ξ
2
1 ` ¨ ¨ ¨ ` λ
`
nξ2n.
Lema 3.3. Para a mudança de coordenadas definida anteriormente, existem δ ą 0 e λ
tais que, para todo o X P Rn
λ
“
δV pXq ` }π´pXq}2
‰
ą }Ξ}2 ě }π´pXq}2.
Demonstração. Tomando um número real δ suficientemente pequeno de tal forma
que se verifique
´1 ă δλ´i ă 0 ă δλ
`
k
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e um outro número real λ verificando as desigualdades
λ ą
1
1` δλ´i
e λ ą
1
δλ`k
para i “ 1, . . . , j e k “ j ` 1, . . . , n, iremos obter sucessivamente
λ
“
δV pXq ` }π´pXq}2
‰
“
“ λ
”
p1` δλ´1 qξ
2
1 ` ¨ ¨ ¨ ` p1` δλ
´
j qξ
2
j ` δλ
`
j`1ξ
2
j`1 ` ¨ ¨ ¨ ` δλ
`
nξ2n
ı
ą
ą ξ21 ` ¨ ¨ ¨ ` ξ
2
j ` ξ
2
j`1 ` ¨ ¨ ¨ ` ξ
2
n “ }Ξ}2 ě
ě ξ21 ` ¨ ¨ ¨ ` ξ
2
j “ }π´pXq}
2,
que era precisamente o que se pretendia demonstrar.
A desigualdade demonstrada no lema anterior é fundamental para estabelecer o
lema seguinte.
Lema 3.4. Dado t0 P R e o correspondente At0 , a função π´, definida esquematica-
mente por
π´ : At0 Ñ π´pAt0q Ă V´,
é injectiva, contínua e globalmente Lipchitz.
Demonstração. Sabemos à partida que uma projecção num espaço vectorial, usando
a topologia usual, é uma aplicação contínua. Dados dois pontos x1 ‰ x2 em At0 ,
i.e., dados dois pontos dóceis px1, t0q e px2, t0q, pelo lema 3.2 podemos concluir que
V px1 ´ x2q ă 0. Pelo lema 3.3 e estabelecendo a correspondência MTxi “ Ξi, iremos
obter as desigualdades
λ}π´px1 ´ x2q}2 ą }Ξ1 ´ Ξ2}2 ě }π´px1 ´ x2q}2,
mostrando-se assim de imediato que π´px1q ‰ π´px2q, pois de outro modo teríamos
de ter Ξ1 “ Ξ2 e x1 “ x2. Por outro lado, pela mesma desigualdade podemos ainda
escrever
}π´px1 ´ x2q} ď }Ξ1 ´ Ξ2} ď }M}}X1 ´X2},
pelo que se conclui que π´ : At0 Ñ V´ é uma função }M}-Lipchitz.
Por forma a podermos prosseguir no caminho que estamos a trilhar para conse-
guirmos demonstrar o teorema 3.1, precisamos de introduzir o chamado Princípio
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Topológico de Wazewski. Porém, antes de introduzirmos o resultado propriamente
dito, precisamos de estabelecer alguns conceitos.
Definição 3.2. Considere-se um espaço topológico X e um conjunto A Ă X. A uma
aplicação contínua r : X Ñ A tal que r paq “ a para todo o a P A dá-se o nome de
retracção. O conjunto A diz-se um retracto de X se existir uma retracção r : X Ñ A.
Um resultado clássico de Topologia Algébrica mostra que em Rn a fronteira BDn “
tx P Rn : |x| “ 1u não é uma retracção da bola Dn “ tx P Rn : |x| ď 1u (ver [Hat02],
pag. 114 para todos os detalhes). Considere-se um campo vectorial contínuo v de-
finido como habitualmente num conjunto aberto A Ă Rn e um problema de Cauchy
$
’
&
’
%
9x “ f px, tq
xpt0q “ x0,
(3.6)
para o qual assumimos, como habitualmente, a existência e a unicidade de soluções.
Vamos designar o fluxo de f por xpt; t0, x0q e seja Ω um conjunto aberto em Rn ˆR.
Definição 3.3. Um ponto pt0, x0q P BΩ diz-se um ponto de ingresso para a equação
(3.6) se existir ε ą 0 tal que pxpt, t0, x0q, tq P Ω para todo o t P pt0, t0` εs. Se para além
disso, pxpt; t0, x0q, tq R Ω para qualquer t P pt0 ´ ε, t0q então pt0, x0q diz-se um ponto
de ingresso estrito.
Vamos representar por Ωi e Ωsi, respectivamente, o conjunto dos pontos de in-
gresso e o conjunto de todos os pontos de ingresso estrito. É imediato comprovar as
inclusões
Ωsi Ă Ωi Ă BΩ.
Estamos agora em condições de apresentar o chamado Princípio Topológico de Wa-
zewski, introduzido por este em [Waz47].
Teorema 3.2 (Princípio Topológico de Wazewski). Assumindo que Ωi “ Ωsi, seja S ĂΩYΩi tal que S XΩi é um retracto de Ωi e S XΩi não é um retracto de S. Então existe
necessariamente um ponto pt0, x0q P SXΩ tal que a respectiva solução de (3.6) verifica
pt, xpt; t0, x0qq P Ω para todo o t P pαpt0, x0q, t0s, onde αpt0, x0q é o limite inferior do
intervalo máximo de existência da solução xpt; t0, x0q.
Este resultado topológico pode de facto ser aplicado ao estudo qualitativo de equa-
ções diferenciais. Considere-se uma sobre-solução x`ptq e uma sub-solução x´ptq,
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y(t)
x1(t) x1(t)
x3(t)
x4(t)
x+(t)
x−(t)
Figura 3.1: Comportamento das soluções numa vizinhança das sobre e sub-soluções.
com x`ptq ą x´ptq para todo o t P R, do problema de Cauchy (3.6), i.e.
x`ptq ą f px`ptq, tq e x´ptq ă f px´ptq, tq,
para todo o t P R. Considere-se igualmemte
Ω “ tpt, xq P RˆRn : x´ptq ă x ă x`ptqu .
Pela definição de sobre-solução e de sub-solução podemos garantir que Ωsi “ Ωi.
Dado t0 P R, definimos
S “ tpt, xq P ΩYΩi : t “ t0u
Pela figura 3.1 é imediato perceber que S X Ωi não é uma retracção de S, sendo
no entanto uma retracção de Ωi. Nestas condições pelo Princípio Topológico de Wa-
zewski, podemos garantir a existência de uma solução yptq de (3.6) tal que, para todo
o t P p´8, t0s, verificar-se-ão as desigualdades
x´ptq ă yptq ă x`ptq.
Na verdade Ω é positivamente invariante pelo que as desigualdades também são váli-
das em rt0,`8q. Estamos agora em condições para mostrar que os conjuntos At0 e
V´ são de facto homeomorfos.
Lema 3.5. Dados os conjuntosAt0 eV´ conforme definidos anteriormente, a aplicação
π´ : At0 Ñ V´ é sobrejectiva.
Demonstração. Começamos por definir o cone C associado à forma quadrática V
C “ tx P Rn : V pxq ă 0u “
 
x P Rn : λ´1 ξ
2
1 ` ¨ ¨ ¨ ` λ
`
nξ2n ă 0
(
,
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o conjunto Ω definido em Rn ˆR por
Ω “ tpx, tq P Rn ˆR : V pxq ă 0u
e Ωt0 “ tpx, tq P Ω : t “ t0u. Se px0, t0q P BΩ e x0 “ 0 então px0, t0q R Ωi. Alternativa-
mente, se px0, t0q P BΩ e x0 ­“ 0, por (3.4) vamos obter
d
dt
 
e2λtV pxpt;x0, t0qq
(
ˇ
ˇ
ˇ
ˇ
t“t0
ď ´2e2λt0ε}x0}2 ă 0.
Assim, numa vizinhança de t0, com t ă t0 temos V pxptqq ą 0 e xptq R Ω e numa vizi-
nhança de t0, com t ą t0 temos V pxptqq ă 0 e xptq P Ω. Podemos então concluir que
Ωi “ Ωsi “ BΩztp0, tq : t P Ru. (3.7)
Dado ξ P V´, a nossa tarefa consiste em encontrar x0 PAt0 tal que
π´px0q “ ξ “
`
ξ1, . . . , ξj ,0, . . . ,0
˘
.
Para criarmos a estrutura necessária para aplicarmos o Princípio Topológico de Wa-
zewski, vamos definir o conjunto S por
S “
 
px, t0q P Rn ˆR : π´pxq “ ξ e V pxq ď 0
(
“
“
!
px, t0q P Rn ˆR : λ`j`1ξ
2
j`1 ` ¨ ¨ ¨ ` λ
`
nξ2n ď ´λ
´
1 ξ
2
1 ´ ¨ ¨ ¨ ´ λ
´
j ξ
2
j ^π´pxq “ ξ
)
É fácil comprovar que S é homeomorfo a Dn´j . Por outro lado temos que
S X BΩ “ !px, t0q P Rn ˆR : λ`j`1ξ2j`1 ` ¨ ¨ ¨ ` λ`nξ2n “ ´λ´1 ξ21 ´ ¨ ¨ ¨ ´ λ´j ξ2j ^π´pxq “ ξ)
é homeomorfo a Sn´j´1 “ BDn´j . Assim, S X BΩ não é uma retracção de S.
Por outro lado, o conjunto dos pontos de ingresso pode-se escrever na forma
Ωi “
#
px, t0q P Rn ˆR : λ´1 ξ
2
1 ` ¨ ¨ ¨ ` λ
`
nξ2n “ 0^
n
ÿ
k“1
ξ2k ą 0
+
Já foi demonstrado anteriormente que S X Ωi “ S X BΩ. Vamos agora mostrar que
S XΩi é um retracto de Ωi.
Resumimos os argumentos apresentados em [MM10], adaptados devidamente às
nossas condições. É fácil encontrar uma retracção r1 : Ωi Ñ BpΩt0ztp0, t0quq. Considere-
se de seguida o conjunto T “ tx P BΩt0 : V pπ´pxqq “ V pξqu. É imediato mostrar que
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r2 : BpΩt0ztp0, t0quq Ñ T definida por
r2pxq “
V pξq
V pπ´pxqq
x
é uma retracção. Definindo π` – I ´π´, o conjunto T pode ser igualmente definido
pelas igualdades
V pπ´pxqq “ V pξq e V pπ`pxqq “ ´V pξq.
A primeira igualdade define um conjunto que é difeomorfo a Sj´1 Ă V´ e o segundo
um conjunto difeomorfo a Sn´j´1 Ă V`, pelo que T pode ser definido como o produto
cartesiano T1 ˆ T2 difeormorfo a Sj´1 ˆ Sn´j´1. Podemos finalmente definir uma
retracção r3 : T Ñ S XBΩi por r3pxq– ξ`π`pxq. Segue de imediato que r3 ˝ r2 ˝ r1 é
uma retracção de Ωi em S XΩi.
Pelo Princípio topológico de Wazewski existirá um ponto px0, t0q P S XΩ tal que a
solução xpt;x0, t0q verifica necessariamente xpt;x0, t0q P Ω para todo o t P R, ou dito
por outras palavras, V pxpt;x0, t0qq ă 0 para todo o t P R. Pelo lemma 3.2 concluímos
que o ponto px0, t0q é dócil e por definição temos π´px0q “ ξ.
Para concluirmos a demonstração do teorema 3.1, precisamos apenas de mostrar
que a variedade dócilAt é o limite assimptótico para todas as órbitas limitadas.
Lema 3.6. Se xptq é uma solução de (3.1) limitada para todo o t positivo então
dpxptq,Atq ÝÝÝÑ
tÑ`8
0.
Demonstração. Assumindo nós desde o início que o sistem 3.1 é T -periódico, a apli-
cação estroboscópica de Poincaré P : Rn Ñ Rn
Ppx0q “ xpT ;x0,0q
está bem definida. Dado que a sucessão txpkT ; 0, x0qukPN é limitada, o respectivo
ω-limite, que representamos pelo conjunto A, será não vazio, compacto e invariante
para a aplicação de Poincaré. Considere-se uma solução yptq “ ypt;y0,0q tal que
y0 P A. Como yptq está contida no conjunto compacto
txpt;A,0q : t P r0, T su ,
então yptq é uma solução limitada, logo temos que py0,0q é um ponto dócil. Na
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verdade, por um argumento perfeitamente análogo poderíamos concluir que o ω-
limite da sucessão txpkT ` tqukPN é um subconjunto deAt para todo o t P R.
De modo a obtermos um contradição, vamos supor que existe uma sucessão tk Ñ
`8 tal que
d pxptkq,Atq ą ε ą 0.
Fazendo tk “ lk ` hkT , com lk P r0, T s e hk P Z, visto que tlku e txptkqu são ambas
limitadas, podemos assumir que existirão l P r0, T s e P P Rn tais que lk Ñ l e xptkq Ñ
P . Deste modo iremos obter
}xphkT ` lq ´ P} ď }xptk ´ lk ` lq ´ xptkq} ` }xptkq ´ P}
ďmax
tą0
}x1ptq}}lk ´ l} ` }xptkq ´ P} ÝÝÝÑ
kÑ`8
0.
Concluímos então que xphkT ` lq Ñ P e necessariamente P P Al. Por outro lado,
como o sistema (3.1) é T -periódico, verifica-se a igualdadeAt0`T “At0 pelo que
0 ă ε ă d
`
xptkq,Atk
˘
“ d
`
xptkq,Alk
˘
.
No entanto, temos também que
d
`
xptkq,Alk
˘
ă }xplk;P, lq ´ xptkq} ď }xplk;P, lq ´ P} ` }P ´ xptkq} ÝÝÝÑ
kÑ`8
0
o que é uma contradição. Concluímos finalmente que dpxptq,Atq ÝÝÝÑ
tÑ`8
0.
Com a demonstração do lema 3.6 concluímos a demonstração do teorema 3.1, o
resultado central deste capítulo. Podemos agora formalizar de forma conveniente o
conceito de Sincronização Generalizada.
Definição 3.4. Dado um conjunto de n osciladores acoplados de dimensão k, regidos
por um sistema de equações diferenciais como em (3.1), dizemos que ocorre sincroni-
zação generalizada entre os osciladores quando as órbitas do sistema convergem para
uma variedadeAt , com t P R, de dimensão estritamente menor do que nk.
Podemos colocar em perspectiva o conceito de sincronização generalizada perante
aquilo que habitualmente aparece na literatura como sincronização. Nesta, para o
caso de um sistema como o que estamos a considerar, existe sincronização quando
existe uma variedade atractiva do tipo
A “ tpx1, . . . , xnq : x1 “ ¨ ¨ ¨ “ xnu.
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Neste caso dizemos que ocorre sincronização idêntica entre os osciladores. Basica-
mente, sabendo o comportamento de um dos osciladores podemos conhecer o estado
ou o comportamento de todo o sistema. Claro que poderemos fazer variações mais
ou menos triviais deste tipo de sincronização, mas em qualquer um dos casos toda a
informação do sistema é idêntica àquela que está contida em cada um dos osciladores.
A sincronização generalizada, como o próprio nome indica, é uma generalização
da sincronização idêntica, contendo naturalmente esta, i.e., sempre que ocorre sincro-
nização idêntica ocorre sincronização generalizada não sendo o recíproco verdadeiro.
Neste caso, pela necessidade de existência de uma variedade dócil atractiva, toda a
informação acerca do sistema está contida nesta. Sincronização generalizada liga-se
então a termos toda a informação concentrada numa variedade de dimensão inferior à
dimensão total do sistema. A existência de sincronização é assim equivalente à possi-
bilidade de compactar a informação do sistema numa dimensão inferior. A estrutura
interna do sistema, no caso de ocorrer sincronização, é o que permite esta compac-
tificação da informação total. Como teremos oportunidade de ver no capítulo 4, esta
nova visão permite-nos identificar sincronização em sistemas cuja estrutura interna
é mais complicada do que os habitualmente tratados, no caso da sincronização idên-
tica, e assim estabelecer resultados que revelam uma estrutura mais rica do ponto de
vista da dinâmica.
3.3 Condição suficiente para a hipótese (H3)
Como vimos no capítulo 2, tendo um sistema de equações diferenciais
9x “ f px, tq `Dx, (3.8)
com D P MnˆnpRq, podemos perturbar a parte linear do sistema (3.8) com λ ą 0
tal que
σ pD ` λIq X σ p´D ´ λIq “ H, (3.9)
de tal forma que, pelo Teorema Geral da Inércia, a equação de Lyapunov
pD ` λIqTP ` PpD ` λIq “ ´I (3.10)
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tenha uma solução única. Além disso, podemos concluir que a solução P é uma matriz
simétrica visto que PT também é solução (sendo esta única) da equação
pD ` λIqTPT ` PT pD ` λIq “ ´IT “ ´I.
A distribuição do sinal dos valores próprios da matriz da matriz P está relacionada
com a distribuição dos valores próprios da matriz D` λI conforme estabelecido pelo
mesmo teorema. O próximo teorema, apresentado em [MM10], dá-nos uma condição
suficiente para que, com a solução P da equação de Lyapunov (3.10), o sistema (3.8)
satisfaça a condição de Russel Smith (H3).
Teorema 3.3. Dado λ ą 0 satisfazendo (3.9) e P a respectiva solução da equação de
Lyapunov (3.10), se existe ε ą 0 tal que:
px ´yqTP rFpx, tq ´ Fpy, tqs ď
ˆ
1
2
´ ε
˙
}x ´y}2,
então a equação (3.8) satisfaz a condição (H3), para os parâmetros λ e ε e para a
matriz P .
Demonstração. A demonstração é imediata. Por (3.10) obtemos sucessivamente
px ´yqTP rFpx, tq ´ Fpy, tq ` pD ` λIqpx ´yqs
“
1
2
px ´yqT
“
pD ` λIqTP ` PpD ` λIq
‰
` px ´yqTP rFpx, tq ´ Fpy, tqs
ď ´ε}x ´y}2,
o que nos permite de imediato estabelecer o resultado pretendido.
Ao longo deste capítulo criámos uma estrutura geral que nos permite identificar
um conceito mais geral de sincronização. A sincronização generalizada aqui estabe-
lecida, permite-nos especificar uma estrutura mais fina de sincronização e que, natu-
ralmente, inclui a sincronização idêntica.
All our stories burnt
Our films lost in the rushes
We can’t paint any pictures
As the moon had all our brushes
— Bauhaus, Who killed Mr. Moonlight, (1983)
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Sincronização de Osciladores
acoplados por um meio
4.1 Motivação Termodinâmica de osciladores acoplados.
Considere-se um cilindro com área da base igual a 1,contendo um gás ideal e termica-
mente isolado. No interior do cilindro move-se um êmbolo de tal forma que não existe
passagem de gás entre o interior do cilindro e o êmbolo. Vamos também assumir que
em equilíbrio assimptótico, o êmbolo encontra-se a uma altura h.
As propriedades macroscópicas do gás são estabelecidas pela conhecida equação
PV “ nRT , onde, P é a pressão, V o volume, T a temperatura, n o número de moles
e R uma constante universal do gás. Por definição, sabemos que a pressão P é dada
pelo quociente da força F actuando no sistema pela área A.
0 x
h
Figura 4.1: O sistema formado por um êmbolo e um cilindro contendo um gás ideal.
Existem duas forças a actuar no nosso sistema: a força F1 que resulta da pressão
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exterior exercida na superfície do êmbolo e a força F2, resultado da pressão do gás no
interior do cilindro.
Seja xptq a posição do êmbolo em relação ao fundo do cilindro, i.e. quando xptq “
0, dado que a área da base do cilindro vale 1, xptq coincide com o volume V ptq. Pela
lei dos gases ideais, a força F2 exercida pelo gás na superfície do êmbolo é dada por
F2 “
nRT
xptq
.
Assumido que F1 permanece constante ao longo do tempo, que a massa do êmbolo é
igual a m e desprezando o atrito do êmbolo ao longo do deslocamento, a força total
exercida na superfície do êmbolo é dada por F2 ´ F1. Pela segunda lei de Newton, o
movimento do êmbolo é regido pela equação
:x “
nRT
m
1
xptq
´
1
m
F1. (4.1)
Pela relação entre força e pressão referida anteriormente, a força F1 é igual ao produto
da pressão exterior Pe e a área do êmbolo, i.e., Pe “ F1. Tendo nós assumido que existe
um ponto de equilíbrio quando x “ h, pela equação (4.1) deduz-se que
Pe “
nRT
h
,
de onde se poderá concluir que a equação (4.1) pode ser escrita na forma
:x “
nRT
m
ˆ
1
xptq
´
1
h
˙
. (4.2)
Neste capítulo vamos considerar um sistema de N osciladores acoplados por um
meio. Consideramos então um sistema da forma
$
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
%
9x1 “ f1px1, y, tq
...
9xN “ fNpxN , y, tq
9y “ gpx1, . . . , xN , y, tq,
(4.3)
onde xi descreve o estado de cada oscilador, xi P Rn, para i “ 1, . . . ,N e y P Rp
descreve o estado do meio. Vamos supôr que o sistema é T -periódico em t e que
f1, . . . , fN , g são suficientemente regulares para termos existência e unicidade de so-
luções e que estas estão definidas em todo o R.
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x1
x2
x3
x4
Figura 4.2: Caso em que N “ 3
Vamos dizer que temos sincronização generalizada sempre que existir uma varie-
dade At , de dimensão inferior a nN ` p, dependente de t, que seja invariante e que
atraia as órbitas limitadas no futuro, i.e., para toda a solução
zptq “ px1, . . . , xN , yqT (4.4)
do sistema (4.3) temos dpzptq,Atq Ñ 0 quando t Ñ`8, com d a métrica usual. Neste
caso chamamos aAt variedade de sincronização.
A existência de uma variedade de sincronização com certas características permite
conhecer o comportamento assimptótico de alguns osciladores a partir do estado dos
restantes. Por exemplo, a existência de uma variedade de sincronização do tipo
At “ tx1 “ x2 “ ¨ ¨ ¨ “ xNu
é um caso especial de sincronização a que chamamos sincronização idêntica. Neste
caso podemos prever o comportamento assimptótico dos vários osciladores a partir
da informação de um único oscilador. A existência da variedade de sincronização vai,
em geral, ser obtida a partir da teoria desenvolvida no capítulo 3.
Vamos de seguida considerar um exemplo natural do sistema geral definido em (4.3),
formado por N cilindros idênticos ao caso anterior e todos ligados a um reservatório
como o da figura 4.2. Cada um dos êmbolos está ligado a uma mola de tal forma
que quando xiptq “ h a mola fica em equilíbrio. O reservatório é constituído por um
sistema cilindro/êmbolo semelhante aos anteriores, actuando contudo neste cilindro
uma força exterior F3ptq. A posição de cada um dos êmbolos é medida por xiptq,
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para i “ 1, . . . ,N e a posição do êmbolo do reservatório é medida por xN`1, tal como
indicado na figura 4.2.
Considerando yptq “ x1ptq` ¨ ¨ ¨`xNptq`xN`1ptq, e de forma análogo ao caso em
que temos um sistema formado por apenas um êmbolo, teremos
:xN`1 “
npN ` 1qrT
my
´
1
m
F1 ´
1
m
F3ptq.
Obtemos assim um sistema de osciladores acoplados por um meio do tipo do sis-
tema (4.3), com k uma constante de amortecimento de cada um dos êmbolos,
$
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
%
:x1 “
npN`1qrT
my ´
1
mF1 ´ kpx1ptq ´ hq
...
:xN “
npN`1qrT
my ´
1
mF1 ´ kpxNptq ´ hq
:y “ :x1 ` ¨ ¨ ¨ ` :xN `
npN`1qrT
my ´
1
mF1 ´
1
mF3ptq.
No restante do capítulo, vamos procurar as condições em que ocorre sincronização
para um sistema do tipo do sistema (4.3), para o qual o sistema anterior é um exemplo
natural. Vamos começar por estudar um caso mais simples.
4.2 Um exemplo linear
Nesta secção vamos começar por tratar de um sistema de equações do tipo (4.3)
quando este é um sistema linear. Nestas condições podemos resolvê-lo através de mé-
todos directos. Nas secções seguintes iremos adicionando perturbações não-lineares
e percebendo de que forma é que este factor nos fará adaptar as nossas conclusões.
Vamos considerar um sistema formado por três reservatórios, a que chamaremos
1, 2 e 3. Vamos igualmente supor que todos os contentores têm a mesma capacidade,
para simplificar supomos 1l, e que os contentores 1 e 2 não estão ligados entre si, mas
ambos estão ligados ao terceiro contentor através de uma membrana semi-permeável.
Existe igualmente um solução química diluída no líquido de cada um dos contentores,
sendo esta medida pelas variáveis x1, x2 e y , respectivamente. A evolução das várias
concentrações é descrito pelo sistema linear de equações diferenciais
$
’
’
’
’
&
’
’
’
’
%
9x1 “ k py ´ x1q
9x2 “ k py ´ x2q
9y “ k px1 ´yq ` k px2 ´yq ,
(4.5)
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onde k é uma constante que depende da permeabilidade da membrana. Podemos
escrever este sistema em notação matricial na forma
¨
˚
˚
˝
9x1
9x2
9y
˛
‹
‹
‚
“ k
¨
˚
˚
˝
´1 0 1
0 ´1 1
1 1 ´2
˛
‹
‹
‚
¨
˚
˚
˝
x1
x2
y
˛
‹
‹
‚
ou de uma forma mais condensada por
¨
˝
9X
9y
˛
‚“ kA
¨
˝
X
y
˛
‚
A matriz A tem valores próprios ´3, ´1, e 0, sendo os respectivos vectores próprios
dados por
¨
˚
˚
˝
1
1
´2
˛
‹
‹
‚
,
¨
˚
˚
˝
1
´1
0
˛
‹
‹
‚
,
¨
˚
˚
˝
1
1
1
˛
‹
‹
‚
.
Deste modo, a estrutura do retracto fase deste sistema é bastante clara: existe uma
variedade central estável, unidimensional, gerada pelo vector p1,1,1q e uma bidimen-
sional estável, gerado pelos vectores p1,´1,0q e p1,1,1q.
Este sistema, tratando-se de um sistema linear, pode ser facilmente integrado pe-
los métodos habituais. Contudo, vamos estudá-lo na perspectiva das técnicas introdu-
zidas no capítulo 3. Para lá de poder dar uma visibilidade sobre as ideias aí introdu-
zidas, permitir-nos-à igualmente ter uma intuição mais forte quando introduzirmos
perturbações no sistema.
Como vimos no capítulo 3, a matriz P , necessária para podermos escrever a con-
dição de Russel-Smith, é a solução da equação de Lyapunov
DTP ` PD “ ´I.
Por outro lado, vimos no capítulo 2 que P é a única solução se e apenas se podermos
garantir σ pDq X σ p´Dq “ H. Por forma a garantirmos que a matriz D na equação
de Lyapunov não tem nenhum valor próprio com parte real nula, introduzimos o
parâmetro λ e substituímos a matrix kA pela matriz perturbada kA ` λI na referida
equação. Vamos assumir que λ é escolhido de tal forma que esteja garantido que
σ pkA`λIqXσ p´kA´ λIq “ H. Garantidas todas estas condições, podemos assegurar
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que existe uma matriz P que é a única solução da equação
pkA` λIqTP ` PpkA` λIq “ ´I. (4.6)
É fácil de comprovar que PT também é solução da equação (4.6). Pelo facto de termos
assegurado que a solução desta equação é única, temos necessariamente que a ma-
triz P é simétrica. Por outro lado, o Teorema Geral da Inércia (2.5) permite-nos dizer
que o número de valores próprios de P com parte real positiva é igual ao número de
valores próprios com parte real negativa da matriz kA ` λI, visto que ao contrário
do que acontecia no caso do teorema 2.5, a matriz ´I é definida negativa. A matriz
kA`λI tem os valores próprios ´3k`λ, ´k`λ, e λ. Vamos estudar os casos em que
um e em que dois dos seus valores próprios são positivos. Por forma a que P esteja
bem definida, escolhemos λ tal que σ pkA`λIqXσ p´kA´ λIq “ H. Temos assim dois
cenários qualitativos diferentes: se λ P p0, kqztk2u então kA` λI tem um valor próprio
positivo e dois negativos; se λ P pk,3kqzt32k,2ku então kA` λI tem dois valores pró-
prios positivos e um negativo. Em ambos os casos podemos calcular a solução P da
equação (4.6) para o λ escolhido, obtendo
P “
¨
˚
˚
˝
´
k2´3kλ`λ2
2λpλ´3kqpλ´kq ´
k2
2λpλ´3kqpλ´kq
k
2λpλ´3kq
´
k2
2λpλ´3kqpλ´kq ´
k2´3kλ`λ2
2λpλ´3kqpλ´kq
k
2λpλ´3kq
k
2λpλ´3kq
k
2λpλ´3kq
k´λ
2λpλ´3kq
˛
‹
‹
‚
. (4.7)
Embora os resultados de teoria das matrizes apenas nos possam garantir a exis-
tência e a unicidade da solução da equação de Lyapunov para λ P p0, kqztk2u e λ P
pk,3kqzt32k,2ku, podemos ver que a matriz P dada na expressão acima está bem defi-
nida para λ P p0, kq e λ P pk,3kq. Deste modo vamos considerar a solução da equação
(4.6) para λ escolhido em cada um destes intervalos. Calculando os valores próprios
da matriz P iremos obter
´
1
2pλ´ 3kq
,´
1
2pλ´ kq
,´
1
2λ
,
com os vectores próprios correspondentes
¨
˚
˚
˝
1
1
´2
˛
‹
‹
‚
,
¨
˚
˚
˝
1
´1
0
˛
‹
‹
‚
,
¨
˚
˚
˝
1
1
1
˛
‹
‹
‚
.
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Em qualquer um dos casos, fazendo a substituição
¨
˝
FpX,y, tq
gpX,y, tq
˛
‚“ kA
obtemos
¨
˝
X ´Q
y ´w
˛
‚
T
PpkA` λIq
¨
˝
X ´Q
y ´w
˛
‚“ ´
1
2
›
›
›
›
›
›
¨
˝
X ´Q
y ´w
˛
‚
›
›
›
›
›
›
2
pelo que a condição (H3) é verificada para ε “ 1{2. Então o Teorema 3.1, com λ P p0, kq
diz-nos que existe uma variedade invariante de sincronização unidimensional, que
sabemos ser a variedade central gerada por p1,1,1qT . Por outro lado, se λ P pk,3kq
obtemos uma variedade de sincronização bidimensional que sabemos ser o subespaço
gerado por p1,1,1qT e p1,´1,0qT .
4.3 Condições gerais de sincronização para uma perturbação
não-linear
Vamos de seguida estudar uma perturbação do caso linear apresentado na secção 4.2
e iremos ver o que a teoria de Russel-Smith, desenvolvida no capítulo 3, nos permite
concluir. Considere-se a perturbação não-linear e não-autónoma do sistema (4.5)
$
’
’
’
’
&
’
’
’
’
%
9x1 “ k py ´ x1q ` f1px1, tq
9x2 “ k py ´ x2q ` f2px2, tq
9y “ k px1 ´yq ` k px2 ´yq ` hpy, tq.
(4.8)
Como habitualmente assume-se que as funções f1, f2, e h tem regularidade suficiente
para que a existência e unicidade de soluções se verifique e que todas as soluções
estejam definidas em R. Além disso são T -periódicas em t para algum T ą 0.
O nosso objectivo será ver em que condições o sistema perturbado ainda verifica
a condição de Russel Smith para a matriz P calculada na secção anterior. O problema
pode ser escrito na sua forma matricial por
¨
˚
˚
˝
9x1
9x2
9y
˛
‹
‹
‚
“ k
¨
˚
˚
˝
´1 0 1
0 ´1 1
1 1 ´2
˛
‹
‹
‚
¨
˚
˚
˝
x1
x2
y
˛
‹
‹
‚
`
¨
˚
˚
˝
f1px1, tq
f2px2, tq
hpy, tq
˛
‹
‹
‚
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Para duas soluções quaisquer do sistema anterior
¨
˝
X
y
˛
‚“
¨
˚
˚
˝
x1
x2
y
˛
‹
‹
‚
e
¨
˝
Q
w
˛
‚“
¨
˚
˚
˝
q1
q2
w
˛
‹
‹
‚
,
A condição de Russel Smith é escrita na forma
¨
˝
X ´Q
y ´w
˛
‚
T
P
»
—
—
–
¨
˚
˚
˝
f1px1, tq ´ f1pq1, tq
f2px2, tq ´ f2pq2, tq
hpy, tq ´ hpw, tq
˛
‹
‹
‚
` pkA` λIq
¨
˝
X ´Q
y ´w
˛
‚
fi
ffi
ffi
fl
ď ´ε
›
›
›
›
›
›
¨
˝
X ´Q
y ´w
˛
‚
›
›
›
›
›
›
2
Considerando-se a forma bilinear associada à matriz PpkA`λIq, e assumindo que P é
a solução da equação de Lyapunov pkA`λIqTP`PpkA`λIq “ ´I, podemos reescrever
a última desigualdade de forma equivalente por
ˆ
1
2
´ ε
˙
›
›
›
›
›
›
¨
˝
X ´Q
y ´w
˛
‚
›
›
›
›
›
›
2
´
¨
˝
X ´Q
y ´w
˛
‚
T
P
¨
˚
˚
˝
f1px1, tq ´ f1pq1, tq
f2px2, tq ´ f2pq2, tq
hpy, tq ´ hpw, tq
˛
‹
‹
‚
ě 0
Por outro lado, se x1 ‰ q1, x2 ‰ q2 e y ‰ w, definindo
α “ αpx1, q2, tq “
f1px1, tq ´ f1pq1, tq
x1 ´ q1
β “ βpx2, q2, tq “
f2px2, tq ´ f2pq2, tq
x2 ´ q2
γ “ γpy,w, tq “
hpy, tq ´ hpw, tq
y ´w
,
(4.9)
podemos reescrever o segundo termo do primeiro membro da desigualdade ante-
rior como
¨
˝
X ´Q
y ´w
˛
‚
T
P
¨
˚
˚
˝
α 0 0
0 β 0
0 0 γ
˛
‹
‹
‚
¨
˝
X ´Q
y ´w
˛
‚.
Deste modo, a condição de Russel Smith é equivalente a
¨
˝
X ´Q
y ´w
˛
‚
T
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α 0 0
0 β 0
0 0 γ
˛
‹
‹
‚
fi
ffi
ffi
fl
¨
˝
X ´Q
y ´w
˛
‚ě 0. (4.10)
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Consideremos a matriz Ω, a matriz simétrica da forma quadrática associada
Ω “ 1
2
¨
˚
˚
˚
˝
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α 0 0
0 β 0
0 0 γ
˛
‹
‹
‚
fi
ffi
ffi
fl
T
`
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α 0 0
0 β 0
0 0 γ
˛
‹
‹
‚
˛
‹
‹
‹
‚
. (4.11)
Esta matriz pode ser dada explicitamente por
Ω “
¨
˚
˚
˝
1
2 ´ ε `
αpk2´3kλ`λ2q
2λpλ´3kqpλ´kq
pα`βqk2
4λpλ´3kqpλ´kq
pα`γqk
4λp3k´λq
pα`βqk2
4λpλ´3kqpλ´kq
1
2 ´ ε `
βpk2´3kλ`λ2q
2λpλ´3kqpλ´kq
pβ`γqk
4λp3k´λq
pα`γqk
4λp3k´λq
pβ`γqk
4λp3k´λq
1
2 ´ ε `
γpk´λq
2λp3k´λq
˛
‹
‹
‚
.
Toda a discussão acerca da validade da condição de Russel Smith é assim equivalente
a sabermos sob que condições a forma quadrática definida pela matriz Ω é definida
positiva. Esta observação fica perfeitamente fixada no Teorema seguinte. Como se
pode comprovar facilmente, este é uma consequência natural do Teorema 3.1 apre-
sentado no capítulo 3.
Teorema 4.1. Vamos supor que existe λ P p0, kq Y pk,3kq e ε ą 0 para os quais Ω é
definida positiva para todos os x1, x2, y, q1, q2,w, x1 ‰ x2, q1 ‰ q2, y ‰ w, onde
P é a solução única da equação de Lyapunov pkA ` λIqTP ` PpkA ` λIq “ ´I dada
por (4.7). Então existe sincronização generalizada para o sistema (4.8). Se λ P p0, kq,
a variedade de sincronização At é unidimensional e pode ser visto como o gráfico
sobre o subespaço gerado por p1,1,1qT . Por outro lado, se λ P pk,3kq, a variedade de
sincronizaçãoAt será bidimensional e pode ser vista como o gráfico sobre o subespaço
gerado pelos vectores p1,´1,0qT e p1,1,1qT
Nas aplicações existe muitas vezes um conjunto que atrai as soluções limitadas no
futuro. Quando todas as soluções deste tipo são atraídas para a variedade invariante
diz-se que existe sincronização generalizada limitada.
O nosso objectivo imediato passou assim a ser saber em que condições a matriz Ω
é definida positiva. Isto pode ser feito de duas formas distintas: calculando os respec-
tivos valores próprios e ver em que condições eles são todos positivos ou estudando
o sinal dos seus menores. A primeira alternativa revela-se impraticável pelo que opta-
mos pela segunda via. Para isso considere-se os coeficientes a, b, c e d, dados como
49
4. SINCRONIZAÇÃO DE OSCILADORES ACOPLADOS 4.3. Condições gerais de sincronização
funções dos parâmetros λ e k
a “
pk2 ´ 3kλ` λ2q
2λpλ´ 3kqpλ´ kq
, b “
k2
4λpλ´ 3kqpλ´ kq
,
c “
k
4λp3k´ λq
, d “
λ´ k
2λpλ´ 3kq
.
(4.12)
Então a matriz Ω pode ser escrita de uma forma mais concentrada por
Ω “
¨
˚
˚
˝
1
2 ´ ε `αa pα` βqb pα` γqc
pα` βqb 12 ´ ε ` βa pβ` γqc
pα` γqc pβ` γqc 12 ´ ε ` γd
˛
‹
‹
‚
,
sendo os respectivos menores por sua vez definidos através das expressões
m1pαq “
1
2
´ ε `αa;
m2pα,βq “
ˆ
1
2
´ ε`αa
˙ˆ
1
2
´ ε ` βa
˙
´ b2pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε` γd
˙
m2pα,βq ` 2c2bpα` βqpα` γqpβ` γq
´ c2pm1pαqpβ` γq2 `m1pβqpα` γq2q,
(4.13)
A nossa intuição parece dizer-nos que se os quocientes α, β, e γ são limitados e
que k é suficientemente grande então o sistema sincroniza exactamente da mesma
maneira que a parte linear. Estas ideias são explicitamente fixadas (e demonstradas)
no teorema seguinte.
Teorema 4.2. Vamos supor que, para x1 ‰ q1, x2 ‰ q2 e y ‰ w, os quocientes
α “ αpx1, q2, tq, β “ βpx2, q2, tq, γ “ γpy,w, tq definidos em (4.9) são limitados.
Então para k suficientemente grande existe sincronização generalizada (limitada) para
o sistema (4.8), com uma variedade de sincronização unidimensional At que pode
ser vista como o gráfico sobre o espaço gerado por p1,1,1qT , ou uma variedade de
sincronização bidimensional que pode ser vista como o gráfico sobre o espaço gerado
por p1,´1,0qT , e p1,1,1qT
Demonstração. Dando valores particulares a λ em (4.13), as expressões tornam-se
mais tratáveis. Vamos assim escolher λ “ k{2, que irá gerar uma variedade unidi-
mensional e λ “ 2k que irá, por sua vez, gerar uma variedade bidimensional. Estes
valores foram escolhidos de forma arbitrária mas ainda assim de modo a crescerem
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linearmente com k. Para o primeiro valor de λ, as expressões em (4.12) são dadas por
a “
2
5k
, b “
2
5k
, c “
1
5k
, d “
1
5k
.
Os primeiro menor da matriz definido em (4.13) será
m1pαq “
1
2
´ ε `α
2
5k
.
Da mesma maneira os segundo e terceiro menores serão dados por
m2pα,βq “
ˆ
1
2
´ ε `α
2
5k
˙ˆ
1
2
´ ε` β
2
5k
˙
´
4
25k2
pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε `
γ
5k
˙
m2pα,βq `
4
125k2
pα` βqpα` γqpβ` γq
´
1
25k2
`
m1pαqpβ` γq2 `m1pβqpα` γq2
˘
.
É agora suficientement claro que se α, β e γ são limitados, podemos encontrar k
suficientemente grande e ε suficientemente pequeno que fará com que os menores
sejam sempre positivos. Para estes valores de k e ε, Ω é definida positiva e o resultado
segue do Teorema 4.1.
No caso em que λ “ 2k a demonstração é perfeitamente similar. Neste caso as
expressões em (4.12) são dadas por
a “
1
12k
, b “ ´
1
8k
, c “
1
8k
, d “ ´
1
4k
.
Os menores da matriz Ω conforme definidos em (4.13) serão transformados em
m1pαq “
1
2
´ ε `
α
12k
;
m2pα,βq “
ˆ
1
2
´ ε `
α
12k
˙ˆ
1
2
´ ε `
β
12k
˙
´
1
64k2
pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε ´
γ
4k
˙
m2pα,βq `
1
256k2
pα` βqpα` γqpβ` γq
´
1
68k2
`
m1pαqpβ` γq2 `m1pβqpα` γq2
˘
.
Usando o mesmo raciocínio usado no caso em que λ “ k{2 podemos estabelecer da
mesma forma o resultado pretendido.
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4.4 Sincronização Idêntica para f1 “ f2
Nesta secção vamos considerar o caso especial em que as perturbações são idênticas
em ambos osciladores, i.e., vamos assumir que f1 “ f2 “ f . De facto, quando a per-
turbação não-linear é idêntica em ambos os osciladores, do ponto de vista qualitativo
o comportamento do sistema é relativamente simples.
Esta simetria permite-nos encontrar explicitamente funções de Lyapunov para o
sistema em causa. Em primeiro lugar fazemos notar que neste caso o subespaço uni-
dimensional gerado por p1,1,1qT e o bidimensional gerado por p1,1,1qT e p1,´1,0qT
não são espaços invariantes. Contudo, o espaço bidimensional que resulta no comple-
mento ortogonal de p1,´1,0qT , o subespaço S “ tpx1, x2, yq P R3 : x1 “ x2u, é ainda
um espaço invariante. Na verdade, podemos dar as condições segundo as quais este
subespaço é atractivo para as soluções do nosso sistema. Se fizermos z “ x1 ´ x2 e
x1 ‰ x2 então
9z “ ´kpx1 ´ x2q `
f px1, tq ´ f px2, tq
x1 ´ x2
px1 ´ x2q
“ ´pk´ apx1, x2, tqqz1,
com αpx1, x2, tq “ pf px1, tq ´ f px2, tqq{px1 ´ x2q. Deste modo, se |α| ă k, para quais-
quer x1, x2 e t, com x1 ‰ x2 então zptq Ñ 0 quando t Ñ `8, o que é equivalente a
dizermos que S é uma variedade de sincronização.
Teorema 4.3. Se f1 “ f2 “ f e se se verificar
ˇ
ˇ
ˇ
ˇ
f px1, tq ´ f px2, tq
x1 ´ x2
ˇ
ˇ
ˇ
ˇ
ă k
para quaisquer x1, x2 e t, com x1 ‰ x2, então o sistema (4.8) sincroniza, onde a
variedade de sincronização é dada por S “ tpx1, x2, x3q P R3 : x1 “ x2u.
Quando as perturbações são idênticas ocorre aquilo que apelidámos por sincroni-
zação idêntica. Neste caso o comportamente assimptótico do primeiro oscilador pode
ser totalmente determinado pelo comportamento do segundo e vice-versa. Note-se
ainda que neste caso podemos provar que todas as órbitas, limitadas ou não, con-
vergem para a variedade de sincronização. Por outro lado, a variedade bidimensional
cuja existência é assegurada pelo Teorema 4.2 é um gráfico sobre o subespaço gerado
por p1,´1,0qT e p1,1,1qT , pelo que em geral trata-se de outro tipo de sincronização.
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4.5 Sobre os intervalos optimais de α, β e γ.
Vimos no Teorema 4.2 que se α, β e γ são limitados podemos assegurar a existência
de sincronização para um k suficientemente grande. Procuramos nesta secção encon-
trar os valores optimais para os intervalos que α, β, γ e k podem percorrer. Como
teremos oportunidade de ver, não é de todo fácil encontrar analiticamente este tipo
de optimabilidade. Recorremos também neste caso a métodos numéricos que nos
permitam dar algum tipo de clarividência sobre os mesmos.
Para podermos dar algum tipo de representação gráfica temos de considerar al-
gum tipo de restrições sobre os parâmetros. Começamos por nos focar no caso em
que f1 “ f2 “ f e h “ 0. Neste caso Ω só depende de ε, α, λ e k. Pelo facto de ε
introduzir apenas uma pequena perturbação na matriz Ω, significando isto que Ω é
definida positiva para ε “ 0 então também é definida positiva para valores de ε sufi-
cientemente pequenos. Deste modo, nas figuras seguintes vamos considerar sempre
que ε “ 0. Na figura 4.3(a), fazemos k “ 1 e desenhamos a região no plano λOα onde
Ω é definida positiva. Esta figura foi obtida através de métodos numéricos que nos
permitem encontrar o contorno do domínio usando as expressões em (4.13).
−6 0 6
33
00
11
−6 0 6
−6 0 6
33
00
−6 0 6
Figura 4.3: Na figura da esquerda (figura 4.3(a)), a região onde Ω é definida positiva no plano λOα.
Na figura da direita (figura 4.3(b)), a região onde Ω é definida positiva no plano λOγ.
Desenhámos estas figuras para λ P p0,3kq porque este é o intervalo relevante para
a condição de Russel Smith. Por um lado, se λ P p0, kq, se os valores de α caem
dentro da região sombreada para este λ então temos um variedade de sincronização
unidimensional de acordo com o Teorema 4.1. Por outro, para λ P pk,3kq, para os
valores de α que por sua vez caem na região sombreada para este λ então, de acordo
com o mesmo Teorema, temos uma variedade de sincronização bidimensional.
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Esta imagem dá-nos uma ideia que tipo de valores podem ser percorridos por α
por forma a que possamos garantir sincronização. Note-se que em geral este intervalo
varia consoante o valor de λ, significando em particular que não podemos encontrar
um intervalo comum para qualquer valor de λ no intervalo p0,3kq. Quando k cresce,
estas regiões aumentam proporcionalmente mantendo sempre o seu aspecto. Isto
significa que valores maiores de α poderão ser considerados para os mesmos valores
de λ. É essencialmente este facto observável que foi estabelecido no Teorema 4.2.
Usando o mesmo método, podemos encontrar a figura análoga para o caso em
que existe apenas perturbação no meio e nenhuma perturbação nos osciladores, ou
seja, f1 “ f2 “ 0. A figura 4.3(b) representa esta situação no plano λOγ. Todas as
observações feitas no caso anterior podem, mutatis mutandis, ser adaptadas de forma
óbvia a este caso.
Quando as perturbações não-lineares nos osciladores não são idênticas, o trata-
mento do problema deixa de ser tão simples, visto que precisamos de uma dimensão
extra. Nas figuras 4.4(a)–4.4(c) fizémos h “ 0 e calculámos a região sombreada onde a
matriz Ω é definida positiva no plano αOβ, para k “ 1 e para uma amostra de valores
de λ no intervalo p0, kq. No caso das figuras 4.5(a)–4.5(c) os valores amostrais de λ
(a) λ “ 0.1 (b) λ “ 0.5 (c) λ “ 0.9
Figura 4.4: Vários exemplos de domínios Dk,λ, para k “ 1 e λ P p0,1q. Os contornos representam a
fronteira dos domínios, para λ P t0.1,0.2,0.4,0.5,0.7,0.9u, destacando-se os Dk,λ para os valores de λ
indicados.
foram tomados no intervalo pk,3kq. Como gostaríamos de fazer um estudo mais de-
talhado para estes casos, i.e. as regiões onde a matriz Ω é definida positiva no plano
αOβ, vamos denotá-los por Dk,λ. Em ambos conjuntos de figuras podemos compro-
var que os vários domínios Dk,λ não estão contidos sucessivamente uns nos outros à
medida que fazemos variar o valor de λ. Em geral, dados dois intervalos que conte-
nham os valores percorridos por α e β, obtemos um rectângulo e o sistema sincroniza
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(a) λ “ 1.1 (b) λ “ 2.1 (c) λ “ 2.9
Figura 4.5: Vários exemplos de domínios Dk,λ, para k “ 1 e λ P p1,3q. Os contornos representam a
fronteira dos domínios, para λ P t1.1,1.6,1.9,2.1,2.5,2.9u, destacando-se os Dk,λ para os valores de λ
indicados.
precisamente se este está contido dentro da região sombreada para um determinado
valor de k e λ. Novamente, estas regiões crescem proporcionalmente à medida que k
cresce. Esta é novamente uma representação visual do Teorema 4.2.
Note-se também que se α, β e γ estão contidos dentro de um conjunto compacto
que está por sua vez contido dentro de um destes domínios Dk,λ, então podemos
encontrar ε suficientemente pequeno para o qual a condição de Russel Smith seja
verificada, pelo que não existe perda de generalidade se considerarmos estes domínios
para ε “ 0. Prosseguiremos de acordo com este preceito.
4.6 Convexidade de Dk,λ e regularidade da sua fronteira
Nesta secção apresentamos alguns resultados analíticos sobre os domínios Dk,λ. Va-
mos em primeiro lugar mostrar que eles são sempre convexos. De seguida, iremos
mostrar que a sua fronteira é regular para todos os valores de λ P p0,3kq excepto num
número finito de valores bem determinados. No capítulo 5 vamos usar estes resulta-
dos para mostrar que podemos encontrar o maior rectângulo isotético, i.e., com lados
paralelos aos eixos coordenados, que está contido em cada um destes domínios. Isto
permitir-nos-à, dado um valor de k, determinar de uma forma concreta os limites para
as não-linearidades, por forma a que possamos garantir a existência de sincronização.
Teorema 4.4. Fixemos um valor para λ, ε ě 0 e k e consideremos h “ 0. A região Dk,λ
do plano αOβ onde Ω é definida positiva é um conjunto convexo.
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Demonstração. Fixados valores para λ, ε e k, considere-se o conjuntoDk,λ. Para quais-
quer pα1, β1q e pα2, β2q em Dk,λ, vamos mostrar que para qualquer ξ P p0,1q tal que
pα,βq “ p1´ ξqpα1, β1q ` ξpα2, β2q
então pα,βq P Dk,λ. Note-se que um ponto pα,βq é elemento de Dk,λ se e só se a
condição em (4.10) é verificada. Para este caso particular, temos de mostrar que
¨
˝
X ´Q
y ´w
˛
‚
T
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α 0 0
0 β 0
0 0 0
˛
‹
‹
‚
fi
ffi
ffi
fl
¨
˝
X ´Q
y ´w
˛
‚ě 0.
Dados
` X
y
˘
e
`
Q
w
˘
em R3, pela forma como definimos pα,βq, teremos
¨
˝
X ´Q
y ´w
˛
‚
T
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
p1´ ξqα1 ` ξα2 0 0
0 p1´ ξqβ1 ` ξβ2 0
0 0 0
˛
‹
‹
‚
fi
ffi
ffi
fl
¨
˝
X ´Q
y ´w
˛
‚
“ p1´ ξq
¨
˝
X ´Q
y ´w
˛
‚
T
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α1 0 0
0 β1 0
0 0 0
˛
‹
‹
‚
fi
ffi
ffi
fl
¨
˝
X ´Q
y ´w
˛
‚
` ξ
¨
˝
X ´Q
y ´w
˛
‚
T
»
—
—
–
ˆ
1
2
´ ε
˙
I ´ P
¨
˚
˚
˝
α2 0 0
0 β2 0
0 0 0
˛
‹
‹
‚
fi
ffi
ffi
fl
¨
˝
X ´Q
y ´w
˛
‚ě 0
Concluímos que pα,βq verifica a condição (4.10), pelo que pertence ao conjunto Dk,λ.
Acabámos assim de mostrar que para qualquer ξ P p0,1q e para quaisquer pα1, β1q,
pα2, β2q P Dk,λ temos necessariamente pα,βq “ p1 ´ ξqpα1, β1q ` ξpα2, β2q P Dk,λ, o
que é equivalente a dizermos que Dk,λ é um conjunto convexo.
O próximo conjunto de lemas irá preparar o outro resultado central desta secção:
que a fronteira de Dk,λ é regular excepto para um conjunto finito de valores de λ.
Considerando γ “ 0 e ε “ 0, o conjunto Dk,λ pode ser visto como a intersecção das
três regiões onde os menores são positivos:
m1pαq “
1
2
`αa;
m2pα,βq “
ˆ
1
2
`αa
˙ˆ
1
2
` βa
˙
´ b2pα` βq2;
m3pα,βq “
1
2
m2pα,βq ` c2
ˆ
p2b ´ aqpα` βqαβ´
α2 ` β2
2
˙
,
(4.14)
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com os parâmetros definidos em (4.12). Em geral, se intersectarmos três domínios re-
gulares podem ser gerados pontos singulares. No caso que estamos a estudar, como
teremos oportunidade de ver com todo o rigor, os três domínios estão sequencial-
mente contidos uns nos outros. Isto significa em particular que as eventuais singula-
ridades apenas surgirão nos casos em que o terceiro menor, visto ser uma variedade
algébrica de grau 3, seja um conjunto cuja fronteira contenha ela própria singularida-
des.
O comportamento do primeiro menor m1pαq é extremamente simples. Das equa-
ções em (4.14) podemos observar que m1pαq ą 0 é genericamente um semi-plano. Se
a ‰ 0, i.e. se λ ‰ 3˘
?
5
2 k então a fronteira do semi-plano é dada por α “ ´
1
2a . Quando
λ “ 3˘
?
5
2 k, então a condição m1pαq ą 0 é verificada em todo o plano.
Focando a nossa atenção no segundo menor, reparamos de imediato que se trata
de uma forma quadrática de segundo grau e portanto iremos estudá-la da maneira
habitual. Em primeiro lugar fazemos notar que m2pα,βq ą 0 é não vazia visto conter
a origem, pelo que a cónica associada é não-degenerada. Expandindo a expressão
em (4.14), a matriz M , associada à forma quadrática m2pα,βq, pode ser escrita por
M “
»
–
´b2 a
2´2b2
2
a2´2b2
2 ´b
2
fi
fl .
Sem grandes problemas podemos ver que o determinante de M é dado por
|M| “ a2p4b2 ´ a2q{4 “
pλ´ 2kqpk2 ´ 3kλ` λ2q2
64λ3p3k´ λq3pλ´ kq3
,
ou seja, é estritamente positivo se λ P p0, kqztp3 ´
?
5qk{2u ou λ P p2k,3kqztp3 ´
?
5qk{2u e negativo se λ P pk,2kq. Isto significa que m2pα,βq “ 0 é uma elipse no
primeiro caso e uma hipérbole no segundo. Para λ “ k, a e b não estão definidos.
Finalmente para λ “ 2k, a condição m2pα,βq “ 0 forma uma parábola. É trivial
mostrar que a linha α “ ´1{2a, para λ ‰ 3˘
?
5
2 k, é tangente à curva m2pα,βq “ 0.
Vamos definir Dk,λ,mi “ tpα,βq P R
2 : mipα,βq ą 0u para i “ 1,2,3. Para os casos
em que m1p0,0q ą 0 e m2p0,0q ą 0, pela tangência entre as respectivas fronteiras,
conforme apontado anteriormente, e pelo facto de Dk,λ,m2 ter uma única componente
conexa ou ser a união de várias componentes conexas, mostra-nos que a componente
conexa de Dk,λ,m2 que contêm a origem está totalmente contida em Dk,λ,m1 . Este facto
é fixado no seguinte lema.
Lema 4.1. Se λ P p0, kqz
!
3´
?
5
2 k
)
, Dk,λ,m2 é o interior de um conjunto cuja fronteira é
57
4. SINCRONIZAÇÃO DE OSCILADORES ACOPLADOS 4.6. Convexidade de Dk,λ e regularidade da sua fronteira
uma elipse e Dk,λ,m2 Ă Dk,λ,m1 . Se λ P pk,2kq, Dk,λ,m2 é composto por duas componen-
tes conexas, cuja fronteira é uma hipérbole. Neste caso, uma das componentes conexas
está totalmente contida no conjunto Dk,λ,m1 . Se λ P p2k,3kqz
!
3`
?
5
2 k
)
então Dk,λ,m2 é
novamente o interior de um conjunto cuja fronteira é uma elipse e Dk,λ,m2 Ă Dk,λ,m1 .
Se λ “ 3˘
?
5
2 k, Dk,λ,m2 é a região contida entre as linhas α` β “ ˘
1
2b e Dk,λ,m1 “ R
2,
pelo que claramente Dk,λ,m2 Ă Dk,λ,m1 .
Se até ao momento a estrutura geométrica entre os dois primeiros menores tem
sido de uma naturalidade simpática, tudo se torna mais complicado no momento
em que introduzimos o terceiro menor. Esta dificuldade, para lá de todas as outras
inerentes e já referidas, tem a ver com o facto de a fronteira de Dk,λ,m3 ser uma
variedade algébrica de grau 3. Comecemos por estudar os pontos de intersecção das
fronteiras de Dk,λ,m2 e de Dk,λ,m3 , i.e. os pontos que são solução do sistema não-linear
$
’
&
’
%
apα`βq
2 ` a
2αβ´ b2pα` βq2 ` 14 “ 0
p2b ´ aqαβpα` βq ´ α
2`β2
2 “ 0.
(4.15)
Este sistema não é fácil de resolver pelo que vamos proceder à mudança de variáveis
α “ ξ ´ η, β “ ξ ` η, que o transformará, nas novas variáveis, em
$
’
&
’
%
pa2 ´ 4b2qξ2 ` aξ ´ a2η2 ` 14 “ 0
2p2b ´ aqξ3 ´ 2p2b ´ aqη2ξ ´ ξ2 ´ η2 “ 0.
(4.16)
Para resolver o sistema 4.16, vamos começar por procurar soluções para as quais
η “ 0. Descobrimos então
pα0, β0q “
ˆ
1
2p2b ´ aq
,
1
2p2b ´ aq
˙
.
Note-se que 2b ´ a “ 12pk´λq ‰ 0. Então, resolvendo a primeira equação em ordem a
η2 e implicando as respectivas consequências na segunda obtemos
8p2b´ aqb2ξ3 ´ 4bpa´ bqξ2 ´
2b ´ a
2
ξ ´
1
4
“ 0.
Tendo agora uma raiz desta equação, ξ “ 12p2b´aq , podemo-la factorizar de forma a
obtermos
8b2
ˆ
ξ ´
1
2p2b ´ aq
˙ˆ
ξ `
1
4b
˙2
p2b ´ aq “ 0.
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Para ξ “ ´ 14b , obtemos η
2 “
apa´4bq
4b2a2 , e mais duas soluções
pα1, β1q “
˜
´a´
a
apa´ 4bq
4ab
,
´a`
a
apa´ 4bq
4ab
¸
,
pα2, β2q “
˜
´a`
a
apa´ 4bq
4ab
,
´a´
a
apa´ 4bq
4ab
¸
.
para a ą 0, i.e., para λ P
´
3´
?
5
2 k, k
¯
e λ P
´
3`
?
5
2 k, k
¯
. Na verdade pode-se mostrar
numericamente que a´ 4b ą 0 para todo o λ P p0,3kqztku. No caso especial em que
temos a “ 0, λ “ 3˘
?
5
2 k, existe também uma única solução
pα0, β0q “
ˆ
1
4b
,
1
4b
˙
.
A solução pα0, β0q pertence em qualquer dos casos à linha α “ β. As soluções pα1, β1q
e pα2, β2q são a reflexão uma da outra pela mesma linha. Isto está longe de ser surpre-
endente visto que o sistema é simétrico em relação a esta linha. Sendo a simetria uma
propriedade importante, e que mais à frente terá uma papel importante no desenrolar
do nosso estudo, vamos fixá-la desde já no lema seguinte.
Lema 4.2. O domínio Dk,λ, onde a matriz Ω é definida positiva, é simétrico em relação
à recta α “ β.
Vamos de seguida mostrar que nos pontos pαi, βiq, com i P t0,1,2u, as variedades
algébricas m2pα,βq “ 0 e m3pα,βq “ 0 são tangentes entre si. O cálculo directo
mostra que
∇m3pα0, β0q “
ˆ
1
2
´
c2
4bp2b ´ aq
˙
∇m2pα0, β0q,
comprovando-se assim que em pα0, β0q os gradientes a ambas as linhas são paralelos.
Necessariamente as variedades algébricas são tangentes em pα0, β0q. Usando o mesmo
método, para i “ 1,2, teremos por sua vez
∇m3pαi, βiq “
ˆ
1
2
`
c2
2ab
˙
∇m2pαi, βiq.
Deste modo também nos pontos pα1, β1q e pα2, β2q as variedades algébricas são tan-
gentes entre si. Podemos condensar toda esta informação no seguinte lema.
Lema 4.3. As variedades algébricas m2pα,βq “ 0 e m3pα,βq “ 0 são tangentes em
todos os pontos não singulares onde elas se intersectam.
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Com o lema anterior acabámos de demonstrar que a mais que eventual possibili-
dade de aparecerem singularidades nos pontos de intersecção dos domínions Dk,λ,m2
e Dk,λ,m3 onde ambas as fronteiras são regulares fica definitivamente afastada. Assim
as singularidades poderão aparecer unicamente pelo facto de os referidos domínios
apresentarem eles próprios singularidades. Dito de outro modo, se a intersecção
apresentar uma singularidade então necessariamente um dos domínios tem uma sin-
gularidade. Este não é obviamente o caso do domínio Dk,λ,m2 , pois como já vimos
anteriormente, para λ P p0,3kqztku, trata-se em qualquer dos casos de uma cónica
não degenerada. Por outro lado, o domínio Dk,λ,m3 é composto por várias componen-
tes conexas, das quais apenas estamos interessados naquela que contém a origem.
Vamos de seguida estudar a regularidade da variedade algébrica m3pα,βq “ 0.
Para nos facilitar as contas vamos continuar a considerar a mudança de variáveis
α “ ξ ´ η e β “ ξ ` η. Nestas coordenadas, m2 e m3 são escritas por
m2pξ, ηq “pa2 ´ 4b2qξ2 ` aξ ´ a2η2 `
1
4
,
m3pξ, ηq “
1
2
m2pξ, ηq ` 2c2p2b ´ aqξ3 ´ 2c2p2b ´ aqη2ξ ´ c2ξ2 ´ c2η2.
Para determinar os pontos ondem3 é não singular (ver [Har77], pag. 33), temos de en-
contrar os pontos onde ∇m3pξ, ηq “ p0,0q. Dito isto, a última condição é equivalente
a termos
$
’
&
’
%
pa2 ´ 4b2 ´ 2c2qξ ` 2c2p2b´ aqp3ξ2 ´ η2q ` a2 “ 0
pa2 ` 2c2qη` 4c2p2b ´ aqηξ “ 0.
(4.17)
Note-se que ao longo da linha η “ 0, as soluções do sistema são as soluções
Bm3
Bξ
pξ,0q “ 6c2p2b´ aqξ2 ` pa2 ´ 4b2 ´ 2c2qξ `
a
2
“ 0. (4.18)
Obtemos um ponto singular se a solução de (4.18) é igualmente solução dem3pξ,0q “
0, i.e.
m3pξ,0q “ 2c2p2b ´ aqξ3 `
1
2
pa2 ´ 4b2 ´ 2c2qξ2 `
a
2
ξ `
1
8
“ 0.
As raízes desta equação são
ξ1 “ ´
1
2pa´ 2bq
, ξ˘ “
a` 2b ˘
a
pa` 2bq2 ` 8c2
8c2
É fácil mostrar que as soluções de (4.18) estão entre estas três raízes. Assim sendo,
as soluções de ∇m3pξ, ηq “ p0,0q na linha η “ 0 são os valores de ξ onde duas das
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(a) λ “ 7´2
?
11
5 k (b) λ “
4´
?
7
3 k
Figura 4.6: Representação de dois dos casos em que Dk,λ apresenta singularidades.
raízes anteriores coincidem. Como c ‰ 0, então ξ` ‰ ξ´ para todo o λ P p0,3kqztku.
Por outro lado, simplificando as expressões no Mathematica, podemos concluir que
ξ1 “ ξ˘ ô c2 ` 2bpa´ 2bq “ 0ô λ “
ˆ
7˘ 2
?
11
5
˙
k.
Resta-nos agora descobrir as soluções onde η ­“ 0. Voltando ao sistema (4.17), da
segunda equação obtemos de imediato
ξs “
a2 ` 2c2
4c2pa´ 2bq
. (4.19)
Transportando esta informação para a primeira equação do sistema (4.17) iremos ob-
ter
2pa´ 2bqc2η2 ´
pa2 ` 2c2qpa2 ` 8b2 ` 10c2q
8pa´ 2bqc2
`
a
2
“ 0.
Não é surpreendente que o valor de ξs encontrado em (4.19) vá produzir dois valores
simétricos para η dados por
η˘ “ ˘
d
pa2 ` 2c2qpa2 ´ 8b2 ´ 10c2q
16c2pa´ 2bq2
`
a
4c2pa´ 2bq
.
Isto é obviamente resultado da simetria dos domínios estabelecida no lema 4.2.
A mudança de variáveis apenas induziu uma mudança no eixo de simetria dos domí-
nios. Esta simetria implica que m3pξs , η´q “ m3pξs , η`q. De novo, para os pontos
pξs , η˘q em BDk,λ,m3 é necessário que m3pξs , η`q “ 0. Escrevendo a última equação
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nas variáveis pk, λq obtemos (recorrendo novamente ao Mathematica)
m3pξs , η`q “ ´
p3k2 ´ 8kλ` 3λ2q2p2k4 ´ 8k3λ` 12k2λ2 ´ 6kλ3 ` λ4q
8λ2pk´ λq4pλ´ 3kq2
“ 0.
Então as soluções da equação m3pξs , η`q “ 0 serão igualmente soluções de
3k2 ´ 8kλ` 3λ2 “ 0 _ 2k4 ´ 8k3λ` 12k2λ2 ´ 6kλ3 ` λ4 “ 0.
É possível mostrar que as únicas soluções da última equação são
λ “
ˆ
4˘
?
7
3
˙
k.
Na figura 4.6 estão representados dois casos em que o domínio apresenta singulari-
dades. Em todos os restantes casos, o teorema da função implícita dá-nos a garantia
que a fronteira dos domínios é de classe C8. Até agora, provámos que os nossos do-
(a) λ “ 0.1 (b) λ “ 0.5 (c) λ “ 0.7
(d) λ “ 1.3 (e) λ “ 2.15 (f) λ “ 2.75
Figura 4.7: Relação entre m2pα,βq ě 0 e o terceiro menor.
mínios são convexos e mostrámos em que situações a sua fronteira é regular. Temos
uma última propriedade que surge de uma forma um pouco surpreendente. Como foi
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referido anteriormente, a origem está contida nos domínios Dk,λ,m1 , Dk,λ,m2 e Dk,λ,m3 .
Também mostrámos que nos pontos onde a fronteira se intersecta, que não são pon-
tos singulares, as fronteiras são tangentes entre si. O que é mais surpreendente, como
pode ser observado na figura 4.7, é que a componente conexa de Dk,λ,m3 que contém a
origem está totalmente contida em Dk,λ,m2 . O próximo teorema estabelece este facto.
Teorema 4.5. Se λ P p0,3kqz
!
k, 4˘
?
7
3 k,
7˘2
?
11
5 k
)
a fronteira de Dk,λ é de classe C8.
Além disso, se D0k,λ,m3 é a componente conexa de Dk,λ,m3 que contém p0,0q, então
D0k,λ,m3 “ Dk,λ.
Demonstração. Já foi mostrado anteriormente que a variedade algébrica m3 “ 0 é
de classe C8. Também de observações anteriores, existem duas situações distintas:
BDk,λ,m3 e BDk,λ,m2 intersectam-se em um ou em três pontos. Concentremo-nos em
primeiro lugar no caso em que a intersecção se dá em três pontos distintos. Usando as
coordenadas pξ, ηq, quando ξ “ 0 e m2pξ, ηq “ 0 teremos η “ ˘ 12a , pelo que obtemos
o ponto de intersecção pξ˚, η˚q “ p0, 12aq e um segundo que é simétrico a este. Por
outro lado, o ponto de intersecção pξ1, η1q é dado por
pξ1, η1q “
˜
´
1
4b
,
a
apa´ 4bq
2ab
¸
.
Sabendo que ´ 14b “ ´
pk´λqp3k´λqλ
k2 e que o valor de ξ para pα0, β0q é
1
2p2b´aq “ k´ λ, é
imediato que temos
$
’
&
’
%
´
1
4b ă 0^
1
2p2b´aq ą 0, λ P p0, kq
´
1
4b ą 0^
1
2p2b´aq ă 0, λ P pk,3kq.
Cálculos simples permitem-nos mostrar que
m3pξ˚, η˚q “m3
ˆ
0,
1
2a
˙
“ ´
c2
4a4
ă 0. (4.20)
Juntando tudo, mostrámos que o ponto pξ˚, η˚q está entre pα0, β0q e pα1, β1q e que
pξ˚, η˚q R Dk,λ,m3 . Isto mostra que para ξ entre ´
1
2a e
1
2p2b´aq , a componente conexa
de Dk,λ,m3 que contém p0,0q não sai de Dk,λ,m2 . Por simetria, sabemos que a mesma
situação ocorre entre os pontos pα0, β0q e pα2, β2q. Um argumento semelhante, feito
ao longo da linha η “ 0 poderia ser usado para mostrar que a mesma situação ocorre
igualmente entre os pontos pα2, β2q e pα1, β1q.
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No caso em que a intersecção ocorre em apenas um ponto, através de um argu-
mento semelhante, usando a simetria da linha η “ 0, poderíamos igualmente mostrar
que a componente conexa D0k,λ,m3 está totalmente contida em Dk,λ,m2 .
Com este teorema, completámos uma primeira caracterização da geometria dos
domínios Dk,λ. A propriedade que ele exibe, a inclusão
D0k,λ,m3 Ă Dk,λ,m2 Ă Dk,λ,m1
é sob todos os pontos de vista notável. No capítulo 5, onde iremos resolver um pro-
blema geométrico relacionado com estes domínios em directa correspondência com
as equações diferenciais que aqui estudámos, estas propriedades serão centrais.
Hemingway studied the bullfights for form and meaning and courage and failure and the way.
I go to boxing matches and attend horse races for the same reason. There is a feeling at the
wrists and the shoulders and the temples. There is a manner of watching and recording that
grows into the line and the form and the act and the fact and the flower, and the dog walking
and the dirty panties under the bed, and the sound of the typewriter as you’re sitting there,
that’s the big sound, the biggest sound in the world, when you’re getting it down in your way,
the right way, and no beautiful woman counts before it and nothing that you could paint or
sculpt counts before it; it is the final art, this writing down of the word, and the reason for
valor is all there, it is the finest gamble ever arranged and not many win.
— C. Bukowski, Upon The Mathematics Of The Breath And The Way, (1973)
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Rectângulos Isotéticos Inscritos em
Domínios Regulares
5.1 Introdução Geral
No capítulo 4 mostrámos que para o sistema de equações diferenciais (4.5), composto
por dois osciladores e um meio que os acopla, existe uma variedade dócil para a qual
todas as soluções convergem, demonstrando assim a existência de sincronização ge-
neralizada. De seguida, apresentámos as condições para que o mesmo sistema, após
ter sofrido uma perturbação não-linear nos osciladores, ainda sincronize. Mostrámos
então a existência de subconjuntos compactos e convexos de R2, que denotámos por
Dk,λ, que nos davam condições para que a sincronização ainda ocorresse após a re-
ferida perturbação. Concluímos o capítulo 4 com uma caracterização da geometria
destes conjuntos, onde para lá da convexidade que resultava da condição de Russel-
Smith, mostrámos que em apenas alguns casos bem identificados esse domínios não
são regulares. Mostrámos ainda que estes conjuntos apresentavam todos uma sime-
tria em relação à recta y “ x.
Este conjunto de resultados são os ingredientes fundamentais para o presente ca-
pítulo. Aqui iremos estabelecer um algoritmo para encontrar o maior rectângulo iso-
tético, i.e., um rectângulo cujos lados são paralelos aos eixos coordenados, contido em
cada um dos conjuntos Dk,λ. Estes rectângulos dar-nos-ão uma medida mais intuitiva
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acerca da sensibilidade da variação do parâmetro λ na permanência da sincronização
após ser efectuada uma perturbação não linear, dando-nos assim uma relação mais
natural entre as grandezas α e β definidas no capítulo 4.
O tipo de problemas como o que aqui tratamos aparece habitualmente no âmbito
da Geometria Computacional, existindo vários algoritmos no caso em que o domínio
é um polígono (ver [AHS95] e [SFW98]). Não descurando que a implementação compu-
tacional de uma solução para qualquer problema cairá sempre num dos casos citados,
a nossa abordagem e os nossos objectivos são essencialmente distintos. De facto, ao
tratarmos de domínios regulares, o tipo de problema torna-se automaticamente mais
difícil, pois no caso de termos polígonos convexos, estes apresentam essencialmente
um problema finito.
Surge assim natural questionarmos, em primeiro lugar, se este problema está bem
posto para o caso regular. Naturalmente a resposta a esta questão passará por uma
formalização do problema recorrendo sobretudo a resultados de análise convexa.
Desta caracterização, poderemos ver em que medida o caso discreto já estudado na
literatura, dá-nos algum tipo de intuição para o análogo regular e se a partir desta
analogia podemos construir uma solução para o problema regular.
Como é habitual na literatura sobre este assunto (ver por exemplo [AHS95]), e
porque isso não contradiz os exemplos dos domínios Dk,λ definidos no capítulo 4,
vamos supor que os domínios considerados estão em posição genérica ou, dito por
outras palavras, os domínios convexos considerados não têm nenhum lado paralelo
aos eixos coordenados com comprimento positivo. Como teremos oportunidade de
ver no teorema 5.2, esta condição é satisfeita pelos domínios Dk,λ.
5.2 Noções breves de Análise Convexa
Naturalmente começamos por definir conjunto convexo, a noção mais elementar em
Análise Convexa. Para simplicar a notação, dados dois pontos x,y do mesmo espaço
vectorial topológico localmente convexo, iremos representar a combinação linear con-
vexa por
rx,ys “ tp : p “ p1´ λqx ` λy,λ P r0,1su.
Definição 5.1. Um conjunto C é convexo se para quaisquer x,y P C então rx,ys Ă C .
Um ponto a P C diz-se um ponto extremo se para todos os a1, a2 P C tais que a P
ra1, a2s então a “ a1 _ a “ a2. Um conjunto convexo C diz-se estritamente convexo se
para quaisquer a,b P BC então ra,bs X BC “ ta,bu.
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Intuitivamente, um ponto extremo de um conjunto convexo D é todo o ponto que
não está contido no interior de qualquer segmento de recta contido nesse conjunto.
Dito de outra forma, se D for um conjunto compacto e convexo, o conjunto dos pon-
tos extremo forma o subconjunto minimal do conjunto D cujo envólucro convexo
coincide com o próprio D. Por exemplo, pelo teorema de Krein–Milman (ver [KD40]),
no caso de um polígono convexo, os pontos extremos são os seus vértices.
Um exemplo não trivial de conjunto convexo é apresentado de seguida. Sejam
X um espaço métrico compacto e MpXq o conjunto das medidas de probabilidade
de Borel em X. Sendo CpXq o conjunto das transformações contínuas ϕ : X Ñ R
munimos MpXq com a topologia fraca*, da seguinte forma: declaramos que µn Ñ µ
se
ż
X
ϕdµn Ñ
ż
X
ϕdµ
para qualquer ϕ P CpXq. Mostra-se que MpXq é metrizável e compacto em relação
a esta topologia (ver por exemplo [Bar12]). Mostra-se também que se f : X Ñ X é
uma transformação contínua então o conjunto MpX,f q de todas medidas de pro-
babilidade invariantes para a transformação f , i.e., das medidas µ P MpXq tais que
µpf´1Aq “ µpAq para todo o A Ă X mensurável, é não-vazio. Este resultado é o
conhecido Teorema de Krylov–Bugolubov (ver por exemplo [Bar12]). De um modo
geral mostra-se que sendo f : X Ñ X uma transformação contínua num espaço mé-
trico compacto entãoMpX,f q é um subconjunto compacto e convexo deMpXq. Além
disso, uma medida µ PMpX,f q é um ponto extremo se e só se µ é ergódica em relação
a f , i.e., os conjuntos invariantes para a transformação f ou têm medida nula ou os
seus complementares têm medida nula. A demonstração detalhada destes resultados
pode ser encontrada em [Wal81], página 152.
Um hiperplano P em Rn pode ser definido a partir de um vector não-nulo a P Rn
e por real b por P “ tx P Rn : xa,xy “ bu ou de modo equivalente, fixado x0 P Rn,
por P “ tx P Rn : xa, px ´ x0qy “ 0u. De maneira semelhante podemos definir um
semi-espaço S Ă Rn por
S “ tx P Rn : xa, px ´ x0qy ď 0u.
Definição 5.2. Considere-se um conjunto convexo C . Dado um ponto x0 P BC e a P Rn
tal que para todo o x P C temos xa,x´x0y ď 0 então a tx P Rn : xa,x´x0y “ 0u dá-se
o nome de hiperplano de suporte de C em x0.
A existência dos hiperplanos de suporte para um determinado conjunto convexo
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surge como consequência natural do teorema do hiperplano de separação (ver [BV04],
pag 46-51).
Na literatura podemos encontrar variados exemplos de transformações que pre-
servam a convexidade. Aqui estamos particularmente interessados num destes tipos
de transformações, a chamada transformação projectiva.
Exemplo 5.1. Considere-se a transformação P : Rn ˆR` Ñ Rn definida por
Ppx1, . . . , xn, xn`1q “
ˆ
x1
xn`1
, . . . ,
xn
xn`1
˙
.
Dado um conjunto convexo C Ă Rn, x,y P C e os reais positivos xn`1 e yn`1, designa-
mos por x̃ “ px,xn`1q e ỹ “ py,yn`1q. Para λ P p0,1q teremos então
Ppp1´ λqx̃ ` λỹq “
p1´ λqx ` λy
p1´ λqxn`1 ` λyn`1
“ p1´ λ1qPpx̃q ` λ1Ppỹq,
com λ1 “ pλyn`1{pp1 ´ λqxn`1 ` λyn`1q o que mostra que rPpx̃q, Ppỹqs “ Pprx̃, ỹsq.
Isto mostra que, dado C P Rn, P´1pCq é convexo se e só se C também o for.
Definição 5.3. Vamos designar um conjunto compacto, estritamente convexo e cuja
fronteira é localmente regular de classe Ck por conjunto hiper-regular1 de classe Ck.
A partir da aplicação projectiva, restrita em primeiro lugar aos triplos ordenados
da forma px,y, }px,yq}q, com px,yq P R2, podemos sem dificuldade encontrar uma
parametrização global para a fronteira BC de um conjunto convexo e compacto, con-
tido em R2, cujo interior é não vazio. Dado px0, y0q P intC , existe uma bola de raio
r ą 0 centrada neste ponto e contida no intC . Para qualquer ponto px,yq P BC
definimos P˚px,yq “ r px ´ x0, y ´ y0q{}px ´ x0, y ´ y0q} P Sppx0, y0q, r q, onde
Sppx0, y0q, r q “ tpx,yq P R2 : px,yq “ γpθq “ px0 ` r cosθ,y0 ` r sinθq, θ P p0,2πsu.
Obteremos assim uma parametrização γBCpθq “ px0 ` r pθq cosθ,y0 ` r pθq sinθq de
BC , onde para cada px,yq P BC , θ “ γ´1pP˚px,yqq e r pθq “ }px ´ x0, y ´ y0q}. No
próximo lema, construímos detalhadamente esta parametrização da fronteira de um
conjunto convexo e compacto, e mostramos que a regularidade desta parametrização
é igual à regularidade da fronteira do conjunto considerado.
1Não iremos detalhar demasiado este ponto. No entanto podendo ser mais rigorosos, iremos sem-
pre assumir que as fronteiras dos nossos conjuntos convexos são variedades diferenciáveis sem bordo,
naturalmente de dimensão n ´ 1, admitindo localmente uma carta de classe Ck. Quando nos referi-
mos à regularidade da fronteira do conjunto estamos naturalmente a referirmo-nos implicitamente à
regularidade do atlas que lhe está associado.
68
5. RECTÂNGULOS ISOTÉTICOS 5.2. Noções breves de Análise Convexa
Lema 5.1. Se C é um conjunto hiper-regular com interior não-vazio de classe Ck então
BC admite uma parametrização global γ de classe Ck. i.e., γ : r0,2πs Ñ BC é injectiva
em r0,2πq e verifica γpnqt p0q “ γ
pnq
t p2πq para todo o n ď k.
Demonstração. Vamos assumir que a origem é um ponto interior do conjunto C . Caso
contrário podemos sempre fazer uma adequada mudança de coordenadas. Sendo
um ponto interior vamos considerar a circunferência Sp0, r q Ă C , com r ą 0. Va-
mos considerar a restrição P̃ da aplicação P˚ : R2 Ñ Sp0, r q definida por P˚px,yq “
r px,yq{}px,yq} ao conjunto BC . Vamos começar por mostrar que P̃ é bijectiva.
Considere-se um ponto px2, y2q P Sp0, r q. Como C é um conjunto compacto, existe um
ponto px1, y 1q exterior a C que pertence à recta r0 que passa pela origem e pelo ponto
px2, y2q. Podemos mostrar que existe um ponto px1, y1q P BC tal que px1, y1q P BCXr0.
É imediato verificar que P̃px1, y1q “ px2, y2q. Assim P̃ é sobrejectiva.
Dados px3, y3q, px4, y4q P BC vamos supôr que P̃px3, y3q “ P̃px4, y4q. Como
px3, y3q P BC e a origem é colinear a estes dois pontos, existe uma recta de suporte r0
a C que passa em px3, y3q. Supondo que o ponto px3, y3q está contido no segmento
de recta que une a origem e o ponto px4, y4q, necessariamente a origem e o ponto
px4, y4q têm de estar do mesmo lado da recta r0. Sendo colineares então a origem
pertence a esta recta. Deste absurdo podemos assumir que px3, y3q “ px4, y4q o que
demonstra que P̃ é uma aplicação injectiva.
Dado um ponto px0, y0q P Sp0, r q vamos proceder a uma mudança de coordenadas
de tal modo que a recta tangente a Sp0, r q em px0, y0q é horizontal. No novo referen-
cial as coordenadas deste ponto são p0, r q e a matriz Jacobiana da aplicação P˚ neste
ponto é dada por
Jp0,r qP˚ “
»
–
1 0
0 0
fi
fl
Mostrámos anteriormente que P̃ é invertível. Como BC por hipótese é uma varie-
dade de classe Ck então a recta tangente em todos os pontos está bem definida. Por
um argumento semelhante ao empregue anteriormente para mostrar que a aplicação
P̃ é injectiva, pode-se mostrar que a recta tangente no ponto px1, y1q P BC tal que
P̃px1, y1q “ p0, r q não pode ser vertical. Usando o facto de BC ser uma variedade sem
bordo imersa em R2 com dimensão 1, e como a dimensão da imagem da aplicação
tangente Dpx1,y1qP̃´1 : Tpx1,y1qBC Ñ Tp0,r qSp0, r q de P̃´1 em px1, y1q é igual à dimensão
da imagem da matriz Jp0,r qP˚ (ver [Mac97], pag 13), é imediato mostrar que Dpx1,y1qP̃
é um isomorfismo. Pelo Teorema da Função Inversa sabemos que P̃ é invertível e que
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P̃´1 é de classe Ck. Como Sp0, r q admite uma parametrização global de classe C8 de-
finida para θ P r0,2πs por γpθq “ pr cosθ, r sinθq, através de P̃ podemos transportar
esta parametrização para BC ” γBCpθq “ pr pθq cosθ, r pθq sinθq, onde para qualquer
px,yq P BC teremos θ “ γ´1pP̃px,yqq e r pθq “ }pP̃q´1pγpθqq}.
A partir da parametrização encontrada no lema anterior, poderemos mostrar que
a fronteira de um conjunto hiper-regular tem uma determinada rigidez. Em primeiro
lugar fazemos notar que, a parametrização γ : r0,2πs Ñ BC , pelo facto de BC Ă R2,
é escrita na forma γpθq “ pγ1pθq, γ2pθqq. Também pelo facto de C ser um conjunto
hiper-regular, que assumimos de classe Ck, é fácil mostrar que existem apenas dois
pontos em BC para os quais o hiperplano de suporte é horizontal e também apenas
dois onde o hiperplano de suporte é vertical. A existência destes quatro pontos im-
plica a existência de θm1 , θM1 P r0,2πs tais que γ
1
1pθm1q “ γ
1
1pθM1q “ 0 e para todo
o θ P r0,2πs temos γ1pθm1q ď γ1pθq ď γ1pθM1q, e de θm2 , θM2 P r0,2πs tais que
γ12pθm2q “ γ
1
2pθM2q “ 0 e para todo o θ P r0,2πs temos γ2pθm2q ď γ2pθq ď γ2pθM2q.
Visto que estamos a considerar o caso em que o conjunto C é hiper-regular, podemos
concluir de imediato que, além disso, para i “ 1,2,
γipθq “ γipθmiq ô θ “ θmi ^ γipθq “ γipθMiq ô θ “ θMi .
O próximo lema estabelece uma primeira propriedade central sobre aquilo que apeli-
dámos de rigidez da fronteira de um conjunto hiper-regular. A partir das observações
anteriores, a demonstração do mesmo é elementar (ver figura 5.1).
θM1
θM2
θm1
θm2
Figura 5.1: A distribuição dos vários ângulos na parametrização do conjunto BC .
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Lema 5.2. Dado um conjunto hiper-regular C e a parametrização da respectiva fron-
teira γ : r0,2πs Ñ BC dada no lema 5.1, se necessário após uma reparametrização,
teremos 0 ď θM1 ă θM2 ă θm1 ă θm2 .
A partir deste lema e pela regularidade admitida para γ1 e γ2, podemos concluir
que o declive das rectas de suporte no interior de cada um destes intervalos tem
sempre o mesmo sinal. Assim, para os intervalos pθM1 , θM2q e pθm1 , θm2q, se m for o
declive da recta de suporte de BC em cada um dos pontos, entãom ă 0, tendo o sinal
contrário no interior dos restantes intervalos.
Definição 5.4. Considere-se um conjunto convexo C e uma função f : C Ñ R. A fun-
ção f diz-se convexa se para todo x,y P C e para todo λ P p0,1q
f pp1´ λqx ` λyq ď p1´ λqf pxq ` λf pyq.
A função f diz-se côncava se ´f é convexa.
No caso de uma função côncava ser diferenciável, esta terá uma caracterização
equivalente recorrendo ao gradiente. Existem caracterizações de ordem superior. Uma
condição necessária e suficiente para que f seja uma função côncava, garantido que
ela é de classe C2 sobre o seu domínio (convexo), é que a Hessiana seja definida nega-
tiva. Como não vamos usar este e outros resultados em desenvolvimentos ulteriores,
não os iremos aqui aprofundar. Comecemos por introduzir um resultado necessário
para demonstrar a proposição 5.1.
Lema 5.3. Dada uma função f : Rn Ñ R e dados x,y P Rn, considere-se a função
g : r0,1s Ñ R definida por
gpλq “ f pp1´ λqx ` λyq.
A função f é convexa se e só se, para qualquer escolha de x,y P Rn a função g é
convexa.
Demonstração. Comecemos por assumir que f é convexa. Dados ξ, λ1, λ2 P r0,1s,
pela convexidade de f é imediato mostrar que
p1´ ξqgpλ1q ` ξgpλ2q “ p1´ ξqf pp1´ λ1qx ` λ1yq ` ξf pp1´ λ2qx ` λ2yqq
ě f ppp1´ ξqλ1 ` ξλ2qy ` pp1´ ξqp1´ λ1q ` ξp1´ λ2qqxq
“ gpp1´ ξqλ1 ` ξλ2q,
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concluindo-se assim a convexidade de g. Reciprocamente, assumindo que g é uma
função convexa para quaisquer x,y P Rn, para concluir a convexidade de f basta
considerar
f pp1´ λqx ` λyq “ gpλq “ gpp1´ λq0` λ ¨ 1q
ď p1´ λqgp0q ` λgp1q “ p1´ λqf pxq ` λf pyq,
de onde se conclui o resultado desejado.
O resultado deste lema é imediatamente empregue na demonstração da seguinte
proposição.
Proposição 5.1. Dado um conjunto convexo C contido em Rn e uma função diferen-
ciável f : C Ñ R, f é convexa se e só se f pyq ě f pxq ` x∇f pxq, y ´ xy, para todo o
x,y P C .
Demonstração. Começamos por fazer a demonstração para n “ 1. Se f é uma função
convexa, para todo o x,y P C e para todo o λ P p0,1q teremos
f pyq ě f pxq `
f pp1´ λqx ` λyq ´ f pxq
λ
.
Fazendo λ Ñ 0 obtemos f pyq ě f pxq ` f 1pxqpy ´ xq. Reciprocamente, fazendo
z “ p1´ λqx ` λy , obtemos por hipótese as condições
f pyq ě f pzq ` f 1pzqpy ´ zq
f pxq ě f pzq ` f 1pzqpx ´ zq.
De imediato obter-se-à
p1´ λqf pxq ` λf pyq ě f pp1´ λqx ` λyq,
do que podemos concluir que f é uma função convexa. Para n ą 1, basta mostrar que
a propriedade é verificada ao longo de rx,ys para qualquer x,y P C . Considere-se
gpλq “ f pp1´ λqx ` λyq. De imediato concluímos que
g1pλq “ x∇f pp1´ λqx ` λyq, y ´ xy.
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Assumindo que f é convexa temos gp1q ě gp0q ` g1p0q, de onde concluímos de ime-
diato o resultado. Reciprocamente, dados p1´ λiqx ` λiy P C , para i “ 1,2 teremos
f pp1´ λ1qx ` λ1yq ě f pp1´ λ2qx ` λ2yq ` pλ1 ´ λ2qx∇f pp1´ λ2qx ` λ2yq, y ´ xy,
o que é equivalente a termos
gpλ1q ě gpλ2q ` g1pλ2qpλ1 ´ λ2q,
pelo que g é convexa, podendo-se assim concluir o resultado desejado.
Pela proposição anterior ficou estabelecida uma condição necessária e suficiente
para que uma função diferenciável seja côncava. De facto, dado um conjunto convexo
C , f : C Ñ R é côncava se e só se f pyq ď f pxq` x∇f pxq, y ´xy, para todo o x,y P C .
Sobre um conjunto convexo existem resultados que mostram que as funções convexas
são apetecíveis para problemas de minimização e as funções côncavas para problemas
de maximização. No entanto, por vezes as funções que se pretende optimizar não
verificam as condições necessárias para cada uma destas. Assim existem condições
mais fracas, que por isso mesmo se aplicam a um maior conjunto de casos.
Definição 5.5. Dado um conjunto convexo C , para uma função real f : C Ă Rn Ñ R,
e α P R definimos os conjuntos de sobre-nível por Sα “ tx P D : f pxq ě αu. A função
f diz-se (estritamente) quasi-côncava se os seus conjuntos de sobre-nível são conjuntos
(estritamente) convexos.
As funções quasi-côncavas que são diferenciáveis têm uma caracterização de al-
gum modo semelhante à que foi estabelecida na proposição 5.1 para as funções côn-
cavas. A demonstração segue a mesma linha de raciocínio.
Proposição 5.2. Dado um conjunto convexo C e uma função diferenciável f : C Ñ R,
f é quasi-côncava se e só se f pyq ě f pxq ñ x∇f pxq, y ´ xy ě 0, para todo o x,y P C .
O próximo lema estabelece duas propriedades que nos irão ser de extrema utili-
dade no desenvolvimento do nosso estudo.
Lema 5.4. Seja C um conjunto convexo e f : C Ñ R uma função quasi-côncava. Nestas
condições teremos
1. Para todo o x,y P C e para qualquer z P rx,ys, f pzq ěmintf pxq, f pyqu;
2. Se f tem um máximo global em C então o conjunto dos seus maximizantes globais
é um conjunto convexo.
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Demonstração. Para demonstrarmos o primeiro ponto, fazemosα “mintf pxq, f pyqu.
Se para algum z P rx,ys tivermos f pzq ă α então Sα não seria um conjunto convexo.
Relativamente ao segundo ponto, vamos supôr que α é o máximo global de f em C .
Então para todo o x P C temos f pxq ď α. Por α ser o máximo global da função f
em C então não existem em Sα outros elementos que não os maximizantes desta.
Logo o conjunto de todos os maximizantes de f no conjunto C forma um conjunto
convexo.
5.3 Propriedades adicionais de Dk,λ.
Os dois resultados que apresentamos de seguida completam a caracterização dos con-
juntosDk,λ. O primeiro teorema mostra que a geometria deDk,λ não depende do valor
de k. Com este resultado, podemos centrar toda a nossa atenção nos conjuntos D1,λ
e destes extrapolarmos convenientemente os resultados para k ­“ 1.
Teorema 5.1. Considere-se Dk,λ. Então para todo o k ą 0 e para qualquer λ P
p0,3kqztku Dk,λ é uma homotetia de D1,λ{k com centro na origem.
Demonstração. Dados apλ, kq, bpλ, kq e cpλ, kq definidos em (4.12), é imediato mos-
trar que
apλ, kq “
1
k
a
ˆ
λ
k
,1
˙
, bpλ, kq “
1
k
b
ˆ
λ
k
,1
˙
, cpλ, kq “
1
k
c
ˆ
λ
k
,1
˙
.
Considerando m2pα,β, λ, kq e m3pα,β, λ, kq definidas por
m2pα,β, λ, kq “
ˆ
1
2
` apλ, kq ¨α
˙ˆ
1
2
` apλ, kq ¨ β
˙
´ bpλ, kq2pα` βq2;
m3pα,β, λ, kq “
1
2
m2pα,β, λ, kq`
cpλ, kq2
ˆ
p2bpλ, kq ´ apλ, kqqpα` βqαβ´
α2 ` β2
2
˙
,
é imediato verificar-se que
m3pα,β, λ, kq “m3
ˆ
α
k
,
β
k
,
λ
k
,1
˙
.
Como Dk,λ é uma das componentes conexas de m3pα,β, λ, kq ą 0, mostra-se assim
que Dk,λ é uma homotetia de D1,λ{k centrada na origem.
Podemos de agora em diante centrar o nosso estudo para o caso em que k “ 1.
De seguida mostramos que para certos valores do parâmetro λ os conjuntos Dk,λ são
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estritamente convexos. Antes de apresentarmos o caso mais geral, vamos mostrar que
os conjuntos Dk,λ não contêm segmentos de recta paralelos ou perpendiculares ao
eixo de simetria de comprimento positivo. No capítulo anterior vimos que o conjunto
Dk,λ coincide com a componente conexa do conjunto Dk,λ,m3 que contém a origem.
Por seu lado m3pα,βq conforme definido em (4.14) é dado por
m3pα,βq “
1
2
m2pα,βq ` c2
ˆ
p2b´ aqpα` βqαβ´
α2 ` β2
2
˙
,
ondem2pα,βq “
´
1
2 ` aα
¯´
1
2 ` aβ
¯
´b2pα`βq2 e a, b e c como definidos em (4.12).
Considerando a função
gpα,βq “
1
4
pa` 2a2β´ 4b2pα` βq ´ 4c2pα` 2pa´ 2bqαβ` pa´ 2bqβ2qq,
podemos mostrar sem dificuldades que ∇m3pα,βq “ pgpα,βq, gpβ,αqq. Dado u P R,
se BDk,λ contivesse um segmento de recta da forma β “ α` u, i.e. , paralela ao eixo
de simetria, ao longo desta teríamos gpα,βq ` gpβ,αq “ 0. Usando um sistema com-
putacional como o Mathematica para proceder às devidas simplificações, em função
do parâmetro λ pode mostrar-se que
gpα,βq ` gpβ,αq “
´α2 ´ β2 ´ 4αβ` h1pλqpα` βq ` h0pλq
mpλq
,
onde h1pλq “ 4λ3 ´ 20λ2 ` 22λ ` 2, h0pλq “ 8λpλ3 ´ 6λ2 ` 10λ ´ 3q e mpλq “
32pλ ´ 3q2pλ ´ 1qλ2. Claramente, visto tratar-se de uma cónica não-degenerada, não
existe nenhum valor do parâmetro λ para o qual a equação gpα,βq ` gpβ,αq “ 0
contenha um segmento de recta, pelo que BDk,λ não irá conter nenhuma recta da
forma β “ α ` u. Por outro lado, no caso de BDk,λ conter uma recta perpendicular
ao eixo de simetria, ou seja um segmento de recta da forma y “ ´x `u, verificar-se-
ia gpα,βq ´ gpβ,αq “ 0. As soluções desta última equação, através de manipulação
computacional das expressões, em função de α, β e λ são
β “ α _ β “ ´α`
6` 2p´2` λqλp7` 2p´4` λqλq
λ´ 1
. (5.1)
Sendo ambas as soluções rectas, estamos apenas interessados na segunda. Se ao longo
desta recta m3pα,βq se anular, significa que Dk,λ contém um segmento de recta. Para
pα,βq encontrados em (5.1), mostra-se que m3pα,βq “ 0 apenas no caso em λ “ p4˘
?
7q{3. Este método não é praticável no caso mais geral de saber se os domínios Dk,λ
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contêm segmentos de recta da forma β “mα`u, pois a equação gpα,βq `mgpβ,αq
é extremamente complicada. As expressões são despropositadamente grandes para
poderem ser aqui apresentadas.
Teorema 5.2. Para λ ‰ p4˘
?
7qk{3, o conjunto BDk,λ não contém nenhum segmento
de recta, i.e., Dk,λ é um conjunto estritamente convexo para λ ‰ p4˘
?
7qk{3.
Demonstração. O caso em quem “ ˘1 já foi estudado anteriormente. Vamos mostrar
que, para u P R em P Rzt´1,1u, ao longo das linhas da forma β “mα`u o gradiente
∇m3pα,βq não é constante. Teremos
∇m3pα,mα`uq “ pgpα,mα`uq, gpmα`u,αqq.
Usando a derivada da função composta, se o gradiente fosse constante então
d
dα
∇m3pα,mα`uq “
ˆ
Bg
Bα
`m
Bg
Bβ
,m
Bg
Bα
`
Bg
Bβ
˙
“
»
–
1 m
m 1
fi
fl
»
–
Bg
Bα
Bg
Bβ
fi
fl “
»
–
0
0
fi
fl .
Comom ‰ ˘1 a matriz do sistema é não singular, pelo que a única solução do mesmo
é Bg
Bα “
Bg
Bβ “ 0. Podemos resolver facilmente este sistema em função de α e β obtendo
$
’
&
’
%
Bg
Bα “ 0
Bg
Bβ “ 0
ô
$
’
&
’
%
α “ 12pa´2bq
”
a2´2b2
2c2 ` b
2 ` c2
ı
β “ ´ b
2`c2
2pa´2bq .
A partir desta solução podemos obter ainda
β “ ´α`
a2 ´ 2b2
2c2pa´ 2bq
,
pelo que a única solução da forma β “ mα ` u é obtida quando m “ ´1. Nas
condições consideradas este caso não pode ocorrer, pelo que o sistema não admite
nenhuma solução da forma β “ mα ` u para m ‰ ˘1. Daqui obtemos o resultado
pretendido.
Mostrámos assim que para λ ‰ p4˘
?
7qk{3 os conjuntos Dk,λ são conjuntos estri-
tamente convexos.
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5.4 Topologia e Convexidade
No resto deste capítulo iremos considerar um conjunto hiper-regular estritamente
convexo abstracto D de classe C8, coincidindo com a caracterização geométrica dos
conjuntos Dk,λ, para λ P p0,3kqztk, p4˘
?
7qk{3, p7˘ 2
?
11qk{5u.
Considere-se o conjunto H formado por todos os rectângulos isotéticos con-
tidos no conjunto D. Os elementos de H podem ser definidos pelo triplo orde-
nado px,h,vq P D ˆ R`o ˆ R`o , com centro em x, cujo comprimento horizontal é
dado por h, sendo v naturalmente o comprimento vertical. Quando h “ 0 ou v “ 0,
temos rectângulos degenerados com área nula. O próximo resultado estabelece o elo
essencial entre a topologia e a geometria dos conjuntos D e H . Apresentamo-lo em
termos mais gerais do que a discussão particular em que estamos interessados.
Teorema 5.3. Considere-se um conjunto D Ă R2 e o conjunto de todos os rectângulos
isotéticos H nele contidos. O conjunto D é convexo e compacto se e apenas se H fôr
também compacto e convexo.
Demonstração. Vamos supôr que D é convexo e compacto. Considere-se uma sequên-
cia pxn, hn, vnqnPN ĂH . Pela compacidade de D podemos encontrar uma subsuces-
são convergente px1nqnPN Ă pxnqnPN. Pela mesma propriedade, existe uma constante
L ą 0 tal que, para todo o px,h,vq PH , temos h ď L e v ď L. Desta observação é pos-
sível encontrar uma subsucessão px˚n, h˚n, v˚nqnPN Ă pxn, hn, vnqnPN e um rectângulo
px,h,vq tais que
px˚n, h˚n, v˚nq ÝÝÑnÑ8 px,h,vq.
Precisamos de mostrar que px,h,vq PH . Essencialmente isto é equivalente a mostrar
que H é um conjunto fechado. Vamos fazê-lo demonstrando que o complementar
deH , representado porH C , é um conjunto aberto. Considere-se pχ,θ, νq PH C . Exis-
tirá pelo menos um dos vértices de pχ,θ, νq que não está contido no em D. Devido a D
ser um conjunto fechado, com uma escolha apropriada de ε, podemos encontrar uma
bola de raio ε centrada centrada neste vértice contida em DC . Assim toda a vizinhança
de pχ,θ, νq dos rectângulos com vértice nessa bola está contida em H C . Isto mostra
que H C é um conjunto aberto, o que implica necessariamente que px,h,vq P H .
Deste modo mostra-se que H é um conjunto compacto. A convexidade de H segue
directamente da convexidade de D. De facto, dados dois rectângulos R0, R1 P H ,
centrados em C0 e C1, com alturas v0 e v1 e com larguras h0 e h1 respectivamente,
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qualquer dos seus vértices será dado por
vki “ Ci ` γk
ˆ
hi
2
,0
˙
` δk
´
0,
vi
2
¯
,
para k P I4 “ t1, . . . ,4u, com γk “ ´1 se k P t2,3u e 1 para os restantes casos e com
δk “ ´1 se k P t3,4u e 1 para os restantes casos. Sendo Rλ “ p1´λqR0`λR1, por um
lado, o centro de Rλ será Cλ “ p1 ´ λqC0 ` λC1. Por outro lado, é imediato que para
k P I4 temos
vkλ “ p1´ λq
„
C0 ˘
ˆ
h0
2
,0
˙
˘
´
0,
v0
2
¯

` λ
„
C1 ˘
ˆ
h1
2
,0
˙
˘
´
0,
v1
2
¯

.
Assim os vértices do rectângulo Rλ serão combinações linear convexas dos vértices
correspondentes dos rectângulos R0 e R1. Pela convexidade de D obtemos o resultado
desejado.
Reciprocamente, vamos supôr que H é convexo e compacto. A convexidade de D
segue imediatamente. Para demonstrar a compacidade, considere-se uma sucessão
pxnq Ă D. Pode-se então encontrar uma sucessão pxn, hn, vnq P H . Pela compaci-
dade de H , existe uma subsucessão convergente pxk, hk, vkq Ă pxn, hn, vnq para um
rectângulo px,h,vq PH . Necessariamente xk Ñ x P D.
Dado um rectângulo centrado no ponto x, R “ px,h,vq, com h ą 0, definimos
proporção geométrica de R como o quociente
σ pRq “
v
h
.
É fácil mostrar BH coincide com o conjunto cujos rectângulos têm pelo menos um
vértice em BD. Naturalmente é neste conjunto que iremos encontrar a solução maxi-
mal para o nosso problema. Definindo a aplicação µ : H Ñ R`0 que mede a área de
um rectângulo px,h,vq PH pela forma habitual
µpx,h,vq “ hv,
tratando-se µ de uma aplicação contínua em H , pelo teorema de Weirstrass ela tem
necessariamente um máximo em H . O melhor que poderíamos desejar era que esta
aplicação fosse côncava. Podemos no entanto encontrar facilmente exemplos que
mostram que esta propriedade não se verifica (ver fig. 5.2(b)). A proposição seguinte
mostra que µ é uma função quasi-côncava. A unicidade da solução não pode ser
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concluída de imediato, mas existem outras propriedades que juntamente com a geo-
metria específica dos domínios D serão suficientes para demonstrar tanto a desejada
unicidade, como a monotonia da convergência.
Proposição 5.3. A função µ : H Ñ R`0 definida pela expressão µpx,h,vq “ hv é uma
função quasi-côncava.
Demonstração. Pela proposição 5.2 uma função diferenciável µ é quasi-côncava se
o seu domínio é convexo e para quaisquer pontos px0, h0, v0q e px1, h1, v1q em H
verifica-se
µpx1, h1, v1q ě µpx0, h0, v0q ñ x∇µpx0, h0, v0q, px1 ´ x0, h1 ´ h0, v1 ´ v0qy ě 0.
Mostrámos anteriormente que H é um conjunto convexo. Vamos assumir que para
os rectângulos considerados temos µpx1, h1, v1q ě µpx0, h0, v0q. Teremos então
x∇µpx0, h0, v0q, px1 ´ x0, h1 ´ h0, v1 ´ v0qy “ v0h1 ` h0v1 ´ 2v0h0. (5.2)
Quando v1 ě v0 e h1 ě h0 a desigualdade (5.2) segue imediatamente. Vamos supôr
que v1 ě v0 e que h1 ă h0. Existirão então constantes δ0 ě 0 e ε0 ą 0 tais que
v1 “ v0 ` δ0 ^ h1 “ h0 ´ ε0.
Devido ao facto de µpx1, h1, v1q ě µpx0, h0, v0q teremos δ0h0 ´ ε0pv0 ` δ0q ě 0,
pelo que
v0h1 ` h0v1 ´ 2v0h0 “ δ0h0 ´ ε0v0 ą δ0h0 ´ ε0pv0 ` δ0q ě 0,
o que mostra a desigualdade (5.2). Por simetria em h e v a mesma desigualdade será
válida no caso em que v1 ă v0 e h1 ě h0. Isto é o suficiente para demonstrar a
quasi-concavidade de µ quando definida sobreH .
Para px0, h0, v0q ‰ px1, h1, v1q, a função µ seria estritamente quasi-côncava se
µpx1, h1, v1q ě µpx0, h0, v0q ñ x∇µpx0, h0, v0q, px1 ´ x0, h1 ´ h0, v1 ´ v0qy ą 0.
Fazendo v0 “ h0 “ v1 “ h1 e x0 ‰ x1 teremos
x∇µpx0, h0, v0q, px1 ´ x0, h1 ´ h0, v1 ´ v0qy “ 2v0pv1 ´ v0q “ 0,
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(a) Optimização sobre um
conjunto não convexo.
(b) Caso em que o conjunto
de maximizantes é infinito.
Figura 5.2: Casos em que o problema apresenta máximos locais e em que o máximo não é único.
o que contraria a condição estrita. Todos estes resultados sobre o conjunto H e
sobre a função µ são ainda assim suficientes para mostrar que o conjunto dos valores
maximais globais de µ sobre H , embora possa conter mais de um ponto, é ainda
assim convexo. A unicidade terá de vir necessariamente da geometria particular do
conjunto D.
P1
P2
P3
P4
B1B2
B3 B4
Figura 5.3: A partição da fronteira do conjunto D.
Para um ponto P “ pa,bq P R2 seja xpPq “ a e ypPq “ b. Se D é um conjunto
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hiper-regular, ficam bem definidos os pontos Pi, com i “ 1, . . .4,
xpP1q “ max
pα,βqPBD
tαu, ypP2q “ max
pα,βqPBD
tβu,
xpP3q “ min
pα,βqPBD
tαu, ypP4q “ min
pα,βqPBD
tβu.
Pelo lema 5.1 sabemos que existe uma parametrização γ : r0,2πs Ñ BD de classe C8
de BD. Pelo lema 5.2, para os pontos Pi definidos acima, podemos associar, com uma
reparametrização se necessária, θi P p0,2πq, tais que γpθiq “ Pi e θi ď θi`1. Podemos
então definir a partição BD “ Y4i“1Bi, onde
Bi “tpx,yq P BD : px,yq “ γpθq ^ θi ď θ ď θi`1u, para i “ 1,2,3;
B4 “tpx,yq P BD : px,yq “ γpθq ^ θ P rθ4,2πs Y r0, θ1su.
(5.3)
Uma representação destas partições é dada na figura 5.3. Precisamos ainda fixar um
pouco mais de notação. Para qualquer rectângulo R PH definimos
apRq “
ˆ
max
x
pRq,max
y
pRq
˙
, bpRq “
ˆ
min
x
pRq,max
y
pRq
˙
,
cpRq “
ˆ
min
x
pRq,min
y
pRq
˙
, dpRq “
ˆ
max
x
pRq,min
y
pRq
˙
.
(5.4)
Para quaisquer rectângulos R1, R2 P H dizemos que apR1q e apR2q são vértices cor-
respondentes. A mesma relação é facilmente extendida para os restantes vértices.
Sempre que não houver risco de confusão escrevemos apRq “ a. A proposição se-
guinte mostra que a partição tBku separa os vértices dos rectângulos.
Proposição 5.4. Dado um conjunto hiper-regular D e a partição tBkukPI4 de BD con-
forme definida em (5.3), os elementos desta partição separam os vértices de qualquer
rectângulo não-degenerado R PH , i.e., #pR X Biq ď 1, para qualquer i P I4.
Demonstração. Considere-se o rectângulo não degenerado R “ px,h,vq P H , com
vértices ta,b, c, du, conforme definidos em (5.4). Vamos mostrar que se a P BD então
a P B1. Pelo facto de D ser um conjunto hiper-regular então em cada ponto de BD está
definido um hiperplano (no nosso caso uma recta) de suporte. Comecemos por supor
que a P B3. Existirá então um ponto α no exterior de D tal que a recta de suporte
que passa em a é definida por todos os pontos p em R2 tais que xÝÑpa,ÝÑαay “ 0. Sem
perda de generalidade vamos supôr que esta recta não é paralela a nenhum dos eixos
coordenados. Além disso, para qualquer q P D temos que xÝÑqa,ÝÑαay ă 0. Como R é um
rectângulo não degenerado, temos necessariamente que a ­“ d. Como a P B3 então,
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sendo m o declive do segmento de recta que une os pontos a e α, perpendicular
ao hiperplano de suporte de BD em a, pelo lema 5.2 e discussão sobre sequente
podemos concluir que m ă 0. Se m “ tanpθq então θ P p0, π{2q. Por construção
=p
ÝÑ
ad,ÝÑaαq P p0, π{2q o que implica x
ÝÑ
ad,ÝÑaαy ą 0, o que é equivalente a dizermos que
d R D. Deste absurdo podemos concluir que a R B3. De modo análogo poderíamos
mostrar que a R B2 Y B4 o que implica que a P B1. No caso da recta de suporte
ser paralela a um dos eixos coordenados então poderíamos repetir todo o raciocínio
uma vez que estamos a assumir que o domínio não tem lados paralelos aos eixos
coordenados. Ainda do mesmo modo mostra-se que se b P BD então b P B2, se c P BD
então c P B3 e se d P BD então d P B4.
Vamos agora definir o conjunto de todos os rectângulos que têm pelo menos as
extremidades de uma diagonal em BD.
Definição 5.6. Dado um conjunto hiper-regular D, para a partição tBkukPI4 definida
em (5.3) definimos o conjunto H2 como o conjunto de todos os rectângulos de H com
dois vértices diagonalmente opostos em BD,
H2 “ tR PH : papRq P B1 ^ cpRq P B3q _ pbpRq P B2 ^ dpRq P B4qu . (5.5)
De seguida vamos dar uma caracterização topológica dos elementos deH , que nos
permite identificar o conjunto onde os valores maximais serão encontrados. Essen-
cialmente, removendo todos os rectângulos degenerados, mostramos na proposição
seguinte que as soluções do nosso problema encontram-se necessariamente emH2.
Proposição 5.5. Seja D um conjunto convexo em posição genérica. Se um rectângulo
R é um ponto interior deH então existe um outro R˚ PH tal que R Ă R˚. Além disso,
R PH2 se e só se não existe R˚ PH ztRu tal que R Ĺ R˚.
Demonstração. Usando a métrica induzida de R4 em H , é fácil mostrar que se R P
intH então necessariamente R X BD “ H. É então possível construir por homotetia
um outro rectângulo R˚ P intH tal que R Ă R˚.
Para demonstrar a segunda parte da proposição, comecemos por supôr que R P
H2. Sem perda de generalidade vamos supôr que tapRq, cpRqu Ă BD. Pela proposição
5.4 sabemos que apr q P B1. Isto permite-nos concluir imediatamente que o declive da
sua recta de suporte é negativo ou nulo. Se existir R˚ P H tal que R Ĺ R˚, então se
a “ apRq ­“ apR˚q “ a˚ teremos
xpapRqq ă xpapR˚qq ou ypapRqq ă ypapR˚qq. (5.6)
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Considere-se um vector v P R2 perpendicular à recta de suporte no ponto a. No refe-
rencial centrado em a e com os eixos paralelos aos eixos coordenados, por o declive
da recta de suporte ser negativo, v irá pertencer ao primeiro quadrante deste referen-
cial. Por (5.6) sabemos que xv,
ÝÝÑ
aa˚y ě 0, pois o ângulo formado pelos dois vectores
pertence ao intervalo r0, π{2s, o que mostra imediatamente que a˚ R BD Y D. Do
absurdo resulta que as desigualdades em (5.6) não podem ser válidas, mostrando-se
assim que não existe nenhum rectângulo R˚ que contenha R. No caso de apRq “ apR˚q
poderíamos deduzir resultados análogos para os vértices cpRq e cpR˚q. O recíproco
é imediato. Basta notar que se R R H2 é possível construir um rectângulo que o
contenha.
O resultado anterior mostra que o(s) rectângulos maximal(ais) são necessaria-
mente elementos deH2.
5.5 Algoritmo para encontrar o Rectângulo Maximal em Dk,λ
Depois de termos construído uma base teórica, estamos em condições de começar a
abordar o nosso problema. Começamos por ilustrar os resultados já conhecidos rela-
tivamente ao problema de encontrarmos o rectângulo isotético de maior área no caso
em que o domínio é limitado por um polígono convexo. De seguida veremos que estes
resultados generalizam-se para o caso regular e concluímos com uma caracterização
do elemento maximal para este caso.
Designaremos por BDrv0,v1s a porção de BD contida em Bk que une os pontos v0
e v1 de BD. Dado p P BD, vamos designar o vector normal a BD em p por ∇pBD.
5.5.1 Discussão do caso discreto.
Vamos trabalhar um pouco no caso discreto e começamos pelo caso mais simples,
quando o domínio D é um rectângulo não-isotético. Na figura 5.4 apresenta-se um
esboço do problema. Dado px0, y0q P l0, para uma dada proporção geométrica σ , com
m ‰ σ , queremos encontrar o vértice px1, y1q da respectiva diagonal em l1, ou seja,
encontrar o vértice que, para uma dada proporção geométrica , o rectângulo seja um
possível elemento deH2. Por l0 e l1 serem paralelos, estes são dados por
l0 ” y “mx ` b0 ^ l1 ” y “mx ` b1.
Por outro lado, px1, y1q também pertence à linha l que passa por px0, y0q na direcção
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(x0, y0)
(x1, y1)
l0
l1
σ
Figura 5.4: Optimização para o caso de um rectângulo não isotético.
do vector p1, σ q
px1, y1q P l ” y “ σ px ´ x0q `y0.
Então o ponto px1, y1q é a solução do sistema linear
$
’
&
’
%
y1 “mx1 ` b1
y1 “ σ px1 ´ x0q `y0
ô
$
’
&
’
%
x1 “ 1m´σ py0 ´ b1 ´ σx0q
y1 “ 1m´σ pmy0 ´mσx0 ´ σb1q.
Destas equações e para uma proporção geométrica σ , podemos deduzir uma fórmula
para a área deste rectângulo Apσ q. Uma vez que x0 está fixo, esta dependerá apenas
do parâmetro σ . Sendo px0, y0q e px1, y1q os vértices da diagonal, a fórmula será
dada por
Apσ q “
σ
pm´ σ q2
py0 ´mx0 ´ b1q2 “
σ
pm´ σ q2
pb0 ´ b1q2.
Resolvendo a equação A1pσ q “ 0 e analisando o sinal da segunda derivada, podemos
concluir que a área máxima é-nos dado para σ “ ´m, com o valor correspondente
Ap´mq “ pb0´b1q2{4m. Contudo, nem todos os pontos px0, y0q são admíssíveis para
suportarem uma das diagonais do rectângulo maximal com proporção geométrica
σ “ ´m conforme obtido anteriormente. Notoriamente, para certos pontos, algum
dos vértices do rectângulo respeitando esta proporção geométrica poderia não ser
um ponto do domínio D. Os vértices da outra diagonal são dados por px0, y1q e
px1, y0q. Para encontrarmos os rectângulos extremos, teremos de recorrer novamente
ao facto de cada um dos lados admitir um hiperplano de suporte, terendo cada um
dos vértices dos rectângulos de verificar as respectivas desigualdades. Na figura 5.4
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(x0, y0) (x1, y1)
(x2, y2)
Figura 5.5: O caso mais simples em que o rectângulo maximal tem necessariamente três vértices na
fronteira do conjunto.
são apresentados os dois casos limites. Ao longo da linha que une os centros, existem
outros rectângulos maximais com a mesma proporção geométrica σ “ ´m. Este
exemplo, para lá de nos indicar as condições necessárias para que um rectângulo seja
maximal, mostra-nos que este máximo pode ser atingido em mais do que um ponto
deH2. Este facto revela a existência de um conjunto convexo deH que contém todos
os rectângulos maximais. A não unicidade do máximo advém do facto de existirem
dois lados paralelos (com comprimento não nulo) no domínio convexo. O próximo
lema diz-nos que no caso de o nosso domínio D ser um polígono convexo, e se o
rectângulo maximal tiver só dois vértices em BD, este terá um vértice num vértice do
domínio ou dois vértices em lados paralelos. Esta caracterização é formulada no lema
seguinte. A demonstração do mesmo pode ser encontrada em [AHS95].
Lema 5.5. Vamos supor que D é um polígono convexo e que um rectângulo isotético
com área máxima R tem exactamente dois vértices, por exemplo a e c, da mesma
diagonal em BD do polígono D e estes pontos a e c não estão num vértice de D. Então
D tem tangentes paralelas nestes pontos com declive m e a diagonal tem declive mac
verificando-se que m “ ´mac .
Para lá das soluções encontradas anteriormente, poderão existir rectângulos ma-
ximais com pelo menos três vértices nos lados do polígono, cuja distinção no caso
computacional é de extrema importância. De forma semelhante ao que foi feito para
o caso anterior, vamos estudar o exemplo mais simples de um polígono convexo cuja
solução seja deste tipo. Neste caso o nosso polígono será um triângulo conforme
esboçado na figura 5.5.
Vamos supôr que os lados do triângulo D são dados pelos segmentos de recta
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li ” y “mix ` bi, para i “ 1,2,3. Dado um vértice px0, y0q P l0, para um rectângulo
cuja diagonal contenha este ponto e um ponto px2, y2q P l2 com proporção geométrica
σ (ver figura 5.5), o ponto px2, y2q verifica as equações, se σ ‰m2,
$
’
&
’
%
y2 “ σ px2 ´ x0q ` b0
y2 “m2x2 ` b2
ô
$
’
&
’
%
x2 “ b0´b2´σx0m2´σ
y2 “
b0m2´pb2`m2x0qσ
m2´σ .
Sem dificuldade mostra-se que a área deste rectângulo, em função de x0 e de σ que
representaremos por Apσ,x0q, será dada por
Apσ,x0q “
ˇ
ˇ
ˇ
ˇ
ˆ
b0 ´ b2 ´ σx0
m2 ´ σ
´ x0
˙ˆ
b0m2 ´ pb2 `m2x0qσ
m2 ´ σ
´m0x0 ´ b0
˙ˇ
ˇ
ˇ
ˇ
. (5.7)
Para que px1, y1q “ px2, y0q seja um ponto de l1, fixados um pontoQ1 “ pQ1x,Q1yq P l1
e o seu vector normal v1 “ pv1x, v1yq, é necessário que
gpσ,x0q “ v1x
`
x2 ´Q1x
˘
` v1ypy0 ´Q1yq “ 0. (5.8)
Deste modo, o problema de encontrar o rectângulo de maior área com três vértices
contidos nos lados do triângulo é equivalente ao problema de extremos condicionados
$
’
&
’
%
∇Apσ,x0q “ λ∇gpσ,x0q
gpσ,x0q “ 0.
(5.9)
A manipulação simbólica destas expressões é impracticável manualmente. Recor-
rendo ao Mathematica, é possível verificar que o declive da diagonal do rectângulo
maximal, inscrita nos lados do triângulo, para os valores maximais x0 e σ , não de-
pende do ponto Q1 e fazendo v1 “ p1,´1{m1q iremos obter
y0 ´y2
x0 ´ x2
“ ´m0
m2 ´m1
m0 ´m1
.
Este resultado é generalizado para um polígono convexo qualquer em [AHS95]. A
aparente questão acerca dos declives dos lados pode ser imediatamente resolvida ao
considerarmos um problema equivalente, transformando o domínio através de uma
isometria. O rectângulo maximal será assim o transformado por essa isometria da
solução do problema equivalente. Um ponto curioso na demonstração do lema 5.6
em [AHS95] é o facto de ser utilizada uma aproximação regular do polígono P , onde as
aproximações dos vértices são dadas por circunferências de raio tão pequeno quanto
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se queira. Isto indica-nos que a demonstração do caso regular segue exactamente os
mesmos passos.
Lema 5.6. Vamos supor que D é um polígono e que um rectângulo isotético de área má-
xima R tem exactamente três vértices a, b e c em BD do polígono D e que estes vértices
não estão nos vértices de D. Então, eventualmente após rotação, existem tangentes com
declives ma ă 0, mb ą 0 e mc ă 0, respectivamente, satisfazendo
´ma ěmac ě ´mc ą 0 e mac “ ´ma
mc ´mb
ma ´mb
,
com mac o declive da diagonal que une os vértices a e c.
Uma nota final sobre o problema discreto. Os resultados apresentados anterior-
mente mostram-nos que o problema discreto é essencialmente um problema de com-
binatória. De facto, no caso discreto os lados do polígono convexo estão totalmente
contidos em um dos elementos da partição tBiu, separando-se assim os vértices dos
possíveis rectângulos localmente maximais. De entre todos estes máximos, restri-
gindo a nossa atenção apenas aos casos admissíveis, podemos escolher facilmente o
rectângulo de maior área.
5.5.2 Generalização para o caso regular.
Dados os domínios regulares apresentados na secção 4.6, mostrámos então que os
domínios são convexos e em que condições podemos assumir a regularidade dos
mesmos. Mostrámos igualmente que os esses domínios são simétricos em relação
à recta y “ x. Na primeira parte desta secção ilustrámos os resultados já conhecidos
para o caso discreto. Pretendemos aqui estendê-los para o caso regular. Uma vez
demonstrada a regularidade, com a possibilidade de calcular as tangentes ao longo
de toda a fronteira do domínio, será um factor determinante para a elegância das de-
monstrações dos resultados que apresentamos de seguida. Independemente de tudo,
convém no entanto reafirmar que qualquer implementação computacional destes do-
mínios será sempre através de um polígono convexo. Começamos por dar o resultado
análogo ao do lema 5.5 para o caso discreto.
Proposição 5.6. Dado um conjunto hiper-regular D, vamos supor que o rectângulo de
área maximal R˚ só tem dois vértices Q0 e Q1 no conjunto BD. Então as tangentes
nestes pontos são paralelas com declivem. Sem1 é o declive da diagonal que une Q0 e
Q1 então m “ ´m1.
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r0
r1
Figura 5.6: Se as tangentes não forem paralelas é possível aumentar a área do rectângulo inscrito.
Demonstração. Em primeiro lugar, ∇Q0BD e ∇Q1BD têm de ser paralelos. De outra
forma R˚ poderia ser aumentado. Isto advém do facto de BD ser de classe C8, pois
no caso de não haver paralelismo entre os vectores normais, numa vizinhança de
cada um desses pontos os vectores normais em todos os pontos dessas vizinhanças
não serão ainda paralelas. Poderemos então encontrar duas rectas concorrentes r0 e
r1, passando pelos pontos Q0 e Q1 respectivamente, que não são tangentes a BD e
verificando =pr0,∇Q0BDq ą π{2 e =pr1,∇Q1BDq ą π{2, de tal forma que movendo
os vértices de R˚ ao longo de r0 e de r1 poderíamos aumentá-lo. Assim, isto equivale
a dizermos que as rectas tangentes a BD em Q0 e Q1 são necessariamente paralelas.
Vamos supôr que o declive de cada uma destas rectas é igual a m.
Começando por fazer uma mudança de referencial de forma a que o centro do
novo referencial seja o ponto Q0, com Q1 “ px1, y1q neste referencial, considere-se
a hipérbole (centrada em Q0) dada por hpx,yq “ xy “ A, onde A é igual à área do
rectângulo R˚. Como este é o rectângulo de maior área, por hpx1, y1q “ A e por Q1 P
BD então hpx,yq “ A é tangente a BD emQ1. De outro modo, a hipérbole intersectaria
BD em dois pontos Q0 e Q1, pelo que para qualquer Q P BrQ0,Q1sD o rectângulo cujos
vértices da diagonal pertencentes a BD fossemQ0 eQ teria necessariamente uma área
maior. Deste modo, existe β ‰ 0 tal que
∇hpx1, y1q “ β∇Q1BD.
Por um lado, por Q0 ser o centro do referencial, o declive da diagonal que une os
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(a) λ “ 0.1 (b) λ “ 0.6 (c) λ “ 1.1
(d) λ “ 1.6 (e) λ “ 2.1 (f) λ “ 2.6
Figura 5.7: Os valores maximais para vários valores dos parâmetros λ.
pontos Q0 e Q1 será
m1 “
y1
x1
“
A
x21
.
Por outro lado ∇hpx1, y1q “ py1, x1q o que significa que o vector tangente a BD em
Q1 é paralelo ao vector p´x1, y1q “ p´x1, A{x1q. Assim m “ ´A{x21 o que mostra
que m1 “ ´m.
Estamos agora em condições de formular o teorema fundamental deste capítulo.
Mostra-nos que os rectângulos máximais são quadrados, que o maximizante é único
e que o seu centro está bem localizado!
Teorema 5.4. O conjunto hiper-regular e estritamente convexo D, simétrico em relação
à recta y “ x, admite um rectângulo maximal único, com centro no eixo de simetria e
com σ “ 1.
Demonstração. Representando a reflexão sobre a recta y “ x por τ , é fácil mos-
trar que H2 é um conjunto fechado para τ . Dado um rectângulo isotético R, este
foi definido por pC,h,vq P R2 ˆ R ˆ R, onde C são as coordenadas do centro, h o
comprimento horizontal e v o comprimento vertical. Assim, qualquer vértice v do
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rectângulo pC,h,vq é dado por
v “ C ˘
ˆ
h
2
,0
˙
˘
´
0,
v
2
¯
.
Dado um rectângulo maximal R a sua reflexão τpRq “ pCτ , hτ , vτq também será um
rectângulo maximal para a função µ. Como µ é uma função quasi-côncava, então para
todo o λ P p0,1q, o rectângulo
Rpλq “ pCλ, hλ, vλq “ p1´ λqR ` λτpRq,
também será um rectângulo maximal. É imediato que Rpλq PH2 para todo o λ P p0,1q.
Por seu lado, qualquer vértice vλ P Rpλq pode ser escrito pela expressão
vλ “ p1´ λq
„
C ˘
ˆ
h
2
,0
˙
˘
´
0,
v
2
¯

` λ
„
Cτ ˘
ˆ
hτ
2
,0
˙
˘
´
0,
vτ
2
¯

.
Então qualquer vértice do rectângulo Rpλq é dado como combinação linear convexa
dos vértices correspondentes de R e de τpRq. Como Rpλq é um rectângulo maximal
então os vértices de pelo menos uma das diagonais são pontos de BD, o que implica
que este contêm pelo menos um desses segmentos de recta. Isto contradiz o facto
de D ser estritamente convexo. Se R é um rectângulo maximal então necessariamente
τpRq “ R. Como σ pτpRqq “ 1{σ pRq, se R é um rectângulo maximal então σ pRq “ 1.
Além disso, uma das diagonais do quadrado maximal é invariante pela transforma-
ção τ o que significa que o respectivo centro é um ponto do eixo de simetria.
Pelo facto de um rectângulo maximal ser invariante para τ , no caso desse rectân-
gulo ter três vértices em BD, é fácil mostrar que se v P BD é o único vértice da sua
diagonal pertencente a BD, então v é um ponto da recta y “ x.
Now this is not the end. It is not even the beginning of the end.
But it is, perhaps, the end of the beginning.
— Winston Churchill, Discurso no final da Batalha de Inglaterra, (1940)
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Computação Científica com NUMDE
Sob todo este trabalho de natureza profundamente analítica, existe um outro que
corre em paralelo. Existem formas diferentes compreender os conceitos mais profun-
dos da Matemática. A forma que mais aprecio é fazer experiências. Perceber de que
forma os vários parâmetros de uma equação poderão influenciar as respectivas solu-
ções. Existe nesta linguagem visual não formalizada uma quantidade de informação
aparentemente incoerente. Voltando ao princípio, à introdução desta dissertação, a
nossa vontade de descortinar padrões tem muitas vezes resultados surpreendentes.
Para isso precisamos de um simples computador, algoritmos numéricos e vontade de
programar. O resultado de toda esta vontade de ter uma representação da dinâmica
dos modelos que estudámos tem um nome: NUMDE.
Modelação
Sistema de Equações Diferenciais Ordinárias
Teoria QualitativaSimulação
NUMDE
Figura 6.1: Modelo para computação científica com o NUMDE.
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(a) Perturbação do Lorenz84. (b) Exemplo de um retrato fase. (c) Atractor Lorenz84.
(d) Perturbação do Lorenz84. (e) Lorenz84 (detalhe). (f) Dequan Li.
(g) Bo Deng. (h) Burke Shaw. (i) Rossler.
Figura 6.2: Figuras produzidas pelo software NUMDE.
NUMDE significava inicialmente Numerical Differential Equations. O nome ficou.
Contudo, ao longo do percurso evoluiu de forma quase autónoma e, aquilo que come-
çou como um simples conjunto de algoritmos numéricos para equações diferenciais,
tomou a sua própria direcção, podendo hoje representar, de uma forma ainda bas-
tante básica, é certo, figuras relacionadas com campos vectoriais, nós topológicos,
retratos fase e num futuro próximo outros aspectos relacionados com a teoria quali-
tativa das equações diferenciais. Ainda está numa forma bastante embrionária, mas
tem desde já pequenas vitórias, pois o livro [Strar] contém várias imagens geradas
por esta biblioteca. Quando estiver numa forma em que possa vir a ser utilizado por
outras pessoas, livre dos maneirismos recorrentes da pessoa que o programou será
libertado como software livre com a licença GPL.
De uma forma geral, conforme apontado na figura 6.1, o processo de computação
científica passa em primeiro lugar por obter uma equação diferencial (ou qualquer
outro objecto matemático) que modele o comportamento que pretendemos estudar.
Classicamente a Teoria Qualitativa de Equações Diferenciais permite encontrar muitos
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dos aspectos mais relevantes de um determinado sistema. A maneira de reproduzir
estes resultados é proceder a uma simulação do sistema. Para isso precisamos de um
método numérico que nos permita calcular uma aproximação daquilo que o nosso
sistema prediz. O mais relevante é posteriormente fazer uma análise dos dados ou
encontrar uma forma de proceder a uma representação gráfica dos mesmos. A NU
MDE providencia isto, pois nela estão implementados alguns dos algoritmos numéri-
cos mais importantes para resolver problemas numéricos relacionados com Equações
Diferenciais Ordinárias. As estruturas de dados empregues foram pensadas de raiz
para que seja relativamente simples traduzir esses dados numa linguagem gráfica.
Neste momento foram criados três interfaces principais para POVRAY (ficheiros .pov),
para WaveFront Object (ficheiros .obj) usados na maior parte dos programas de CAD
e para Asymptote. Esta última, não tendo a robustez das anteriores do ponto de vista
gráfico, é especialmente adaptada para a sua utilização em TEX. Existem outras bi-
bliotecas livres que fazem algo semelhante ao que foi implementado na NUMDE com
objectivos mais vastos. Existem duas razões pricipais que me levaram ainda assim a
implementar estes algoritmos.
Em primeiro lugar, as bibliotecas de computação científica são na maior parte das
vezes demasiado gerais e por isso pouco flexíveis para resolver os tipos de problemas
específicos que surgiram originalmente. Contudo, o interface gráfico implementado
na NUMDE é suficientemente flexível para ser adaptado a estas bibliotecas. Por outro
lado, implementar de raiz estes algoritmos permitiu-me ter uma visão mais profunda
sobre os mesmos, pois parafraseando Donald Knuth, só aprendemos realmente uma
coisa quando a ensinamos a um computador. Foi de facto um desafio que coloquei a
mim próprio e o resultado final, após mais de quinze mil linhas de código, é de facto
reconhecido, não só pela sua eficiência, em grande parte devido ao facto de ser um
programa pequeno, consegue fazer representações gráficas de qualidade superior.
Estas revelam muitas vezes os aspectos mais recôndidos que uma abordagem mais
clássica é incapaz de fazer sobressair. Neste capítulo iremos descrever, em primeiro
lugar, duas aplicações não triviais desta biblioteca. De seguida iremos aplicá-la na
simulação numérica do acoplamento de dois pêndulos através de um meio.
6.1 Construção de Grelhas Tubulares
O problema de gerar grelhas tubulares é um problema clássico de computação gráfica.
Uma das aplicações mais básicas consiste em gerar uma noção de volume em torno
de uma linha definida em R3. A construção de tal grelha requer o cálculo de dois
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elementos fundamentais: os nós da grelha e as faces da superfície tubular. Existem
várias possibilidade para as faces. Habitualmente são definidas por triângulos.
Adicionalmente podem ser dados outros elementos para melhorar qualidade do
rendering, como vectores normais para melhor lidar com a iluminação e elementos de
textura. Na implementação desta biblioteca neste momento apenas são dados os vec-
tores normais de uma grelha. Para melhor compreendermos os detalhes matemáticos
e computacionais deste tipo de trabalho, iremos apresentar o algoritmo que serve de
base da implementação deste tipo de grelhas a um nó topológico.
Uma linha L em R3 pode ser definida por uma parametrizaçãoφ : pa,bq Ñ R3 atra-
vés da expressão φptq “ pxptq, yptq, zptqq. Não havendo uma parametrização única
para uma determinada linha, as diferenças entre elas não são despicientes do ponto
de vista computacional. A má representação de uma linha prende-se com o facto
de esta ser interpolada por polinómios, cujo comportamento pode variar de forma
importante. Assim sendo, a parametrização por comprimento de arco surge como
a melhor solução possível para que esse equilíbrio se dê (ver [Hob86] para um algo-
ritmo 2D e [Bow07] para a respectiva generalização tridimensional). Com este tipo
de parametrização os pontos encontram-se igualmente espaçados, o que influencia
positivamente a posterior interpolação.
Do ponto vista teórico é sempre possível encontrar para uma determinada linha
L uma parametrização pelo comprimento do arco. Para uma determinada parametri-
zação φptq, saber se respeita ou não este requisito, basta verificar se } 9φptq} “ 1 para
todo o t P pa,bq. Neste caso, sendo Cφptq o comprimento da linha φ definida em
pa, tq, teremos
Cφptq “
ż t
a
b
9xpτq2 ` 9ypτq2 ` 9zpτq2dτ “ t ´ a. (6.1)
Quando esta situação não se verifica, é teoricamente possível fazer uma reparametri-
zação da linha, considerando o parâmetro s “ Cφptq. A nova parametrização
φpsq “
´
x
´
C´1φ psq
¯
, y
´
C´1φ psq
¯
, z
´
C´1φ psq
¯¯
será então uma parametrização pelo comprimento de arco. Como teremos oportu-
nidade de ver mais à frente, na prática esta inversão nem sempre é possível fazer
porque o integral (6.1) nem sempre tem uma forma fechada. Na literatura este tipo de
parametrização é habitualmente usada para derivar as propriedades mais importan-
tes de uma linha, como por exemplo a curvatura e a torsão (ver [Car76] para todos os
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detalhes).
O aspecto mais interessante relacionado com o facto de uma parametrização poder
ser dada pelo comprimento de arco, ou seja } 9φptq} “ 1, resulta que :φptq ¨ 9φptq “ 0
para todo o t P pa,bq. Poderemos assim sem qualquer dificuldade encontrar um
vector unitário nptq, perpendicular a 9φptq, tal que :φptq “ κptqnptq. A quantidade
escalar κptq designa-se por curvatura da linha L no ponto P “ φptq. O vector nptq
designa-se por vector normal. A partir do vector tangente e do vector normal podemos
encontrar um terceiro vector, designado por vector binormal, bptq “ 9φptqˆnptq. Num
ponto qualquer da linha L estes três vectores formam o que se costuma designar
por referencial de Frenet. A importância deste referencial é óbvia: ele permite-nos
construir um referencial ortonormado em todos os pontos da linha L.
A partir daqui é fácil gerar os pontos da grelha. Em primeiro lugar geramos os
pontos no referencial ortonormado de R3. Para isso temos de fazer uma escolha do
plano em que os pontos são gerados, no nosso caso no plano yOz, sendo depois
transladados para o plano no referencial de Frenet em cada ponto da linha que é
perpendicular ao vector tangente (ver fig. 6.3(b)) . Supondo que cada secção da grelha
tem n pontos, a diferença angular entre eles será 2π{n. Estes serão da forma
wθi “ pxpθiq, ypθiq, zpθiqq “ p0, cosθi, sinθiq,
onde θi “ p2iπq{n, com i “ 0, . . . , n ´ 1. Representando por T a aplicação linear
que transporta estes pontos do referencial canónico para o referencial de Frenet, é
imediato verificar que esta é definida pela matriz
MT ptq “
»
—
—
–
vxptq nxptq bxptq
vyptq nyptq byptq
vzptq nzptq bzptq
fi
ffi
ffi
fl
,
onde vptq “ pvxptq, vyptq, vzptqq é o vector tangente, nptq “ pnxptq, nyptq, nzptqq o
vector normal e bptq “ pbxptq, byptq, bzptqq o vector binormal ao ponto φptq. Os
pontos da grelha Ppt, θq serão assim dados pela expressão
Ppt, θq “ φptq `MT ptqwθ “ φptq ` cospθq
»
—
—
–
nxptq
nyptq
nzptq
fi
ffi
ffi
fl
` sinpθq
»
—
—
–
bxptq
byptq
bzptq
fi
ffi
ffi
fl
.
Para centrarmos a nossa discussão em algo de concreto, de forma a vermos as
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Figura 6.3: Referencial de Frenet e Pontos da Grelha ao longo da linha.
dificuldades reais de uma implementação deste tipo, vamos considerar uma parame-
trização do Trifoil dada por
φptq “
$
’
’
’
’
&
’
’
’
’
%
xptq “ sin t ` 2 sinp2tq
yptq “ cos t ´ 2 cosp2tq
zptq “ ´ sinp3tq,
com t P p0,2πq. Sem dificuldades concluímos em primeiro lugar que
›
›
›
9φptq
›
›
› “
c
43
2
` 8 cosp3tq `
9
2
cosp6tq ­“ 1.
Em segundo lugar, é inútil procurar uma fórmula fechada para o comprimento de arco
expresso pela integral
Cφptq “
ż t
o
c
43
2
` 8 cosp3τq `
9
2
cosp6τqdτ.
Ao invés vamos usar as seguintes fórmulas para encontrar o referencial de Frenet
(ver [Spi99])
vptq “
9φptq
›
›
›
9φptq
›
›
›
, nptq “
9φptq ˆ p :φptq ˆ 9φptqq
›
›
›
9φptq
›
›
›
›
›
›
:φptq ˆ 9φptq
›
›
›
, bptq “
9φptq ˆ :φptq
›
›
›
:φptq ˆ 9φptq
›
›
›
.
A contrução das arestas e das faces da grelha é essecialmente um exercício de
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Pk+10
Pk0
Pk+11
Pk1
Pk+12
Pk2
Pk+13
Pk3
Pk+14
Pk4
Pk+10
Pk0
Figura 6.4: Triângulos entre secções consecutivas de uma grelha.
Figura 6.5: As arestas da grelha e a representação final.
combinatória. Entre duas secções adjacentes k e k ` 1, cada uma com n vértices P ij ,
com i P tk, k` 1u e j “ 0, . . . , n´ 1, a grelha triangular será preenchida por dois tipos
de triângulos
!
Pki , P
k
i`1, P
k`1
i
)
e
!
Pki`1, P
k`1
i`1 , P
k`1
i
)
. Um cuidado adicional que temos
de ter é preservar a orientação das faces. Para isso os vértices dos triângulos têm de
ser percorridos no sentido anti-horário.
A aplicação deste algoritmo é imediata para sistemas integráveis. De notar que
para uma representação tridimensional de uma órbita de uma equação diferencial
basta que para o sistema exista apenas uma quantidade conservada. A aplicação
de uma grelha tubular para neste tipo de situação é imediata. Nos restantes casos,
o problema é mais complicado, pois requer que tenhamos em atenção a torção da
órbita.
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6.2 Soluções numéricas de equações diferenciais
Vamos apresentar uma série de pormenores relacionados com a implementação com-
putacional de problemas relacionados com equações diferenciais. Este exemplo ser-
virá para mostrar o processo desde a formulação do problema até se obter uma simu-
lação numérica das respectivas soluções.
6.2.1 Fluxo Geodésico
Considere-se uma superfície regular S ” Φpu,vq. Dado um ponto p P S podemos
definir o espaço tangente TppSq a S em p como o espaço gerado por spantΦu,Φvu.
Dado uma linha αptq “ Φpuptq, vptqq em S tal que αp0q “ p, o vector tangente a
αp0q será definido por α1p0q “ u1p0qΦu ` v 1p0qΦv . Definido o produto interno x¨, ¨yp,
cujo índice vamos deixar cair sempre que seja claro o sentido da afirmação, podemos
concluir sem dificuldades que
xα1p0q, α1p0qy “ pu1p0qq2xΦu,Φuy ` 2u1p0qv 1p0qxΦu,Φvy ` pv 1p0qq2xΦv ,Φvy
“ pu1p0qq2E ` 2u1p0qv 1p0qF ` pv 1p0qq2G.
De uma forma mais geral, dados dois vectores w1,w2 P TppSq, o respectivo produto
interno definido no espaço tangente pode ser assim definido por
Ippw1,w2q “ wT1
»
–
E F
F G
fi
flw2.
A Ip dá-se o nome de primeira forma fundamental. Apesar de termos usado uma pa-
rametrização para definir a primeira forma fundamental, poderíamos concluir exac-
tamente a mesma expressão para uma variedade abstracta de dimensão 2, definindo
como habitualmente o espaço tangente como o conjunto de todas as derivações, o que
por sua vez implicaria TppSq “ spant BBu ,
B
Bv u. Isto mostra-nos que a primeira forma
fundamental não depende da parametrização escolhida.
Exemplo 6.1. Considere-se uma parametrização Φpu,vq do toro T2 dada por
T2 ” Φpu,vq “ ppa` b cospuqq cospvq, pa` b cospuqq sinpvq, b sinpuqq.
Podemos concluir sem dificuldade que a matriz da primeira forma fundamental será
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dada por
MpIpq “
»
–
b2 0
0 pa` b cospuqq2
fi
fl .
De forma a estabelecermos uma estrutura semelhante ao referencial de Frenet em
cada um dos pontos da superfície S precisamos de introduzir a chamada aplicação de
Gauss. Dada a superfície esférica de raio um em R3 definida por
S2 “
 
px,y, zq P R3 : x2 `y2 ` z2 “ 1
(
,
a aplicação de Gauss N : S Ñ S2 associa a cada ponto p P S, o vector unitário Nppq
que respeita a orientação de S. O facto de a aplicação de Gauss e respectiva aplica-
ção tangente dNp : TppSq Ñ TppSq estarem bem definidas, decorre imediatamente da
definição de superfície regular. Pode-se mostrar que dNp é uma matriz simétrica em
todos os pontos p P S, pelo que se pode associar a esta uma forma quadrática definida
em TppSq por
IIppwq “ ´xdNppwq,wy.
Pela simetria de dNp, sabemos que esta matriz é diagonalizável, com valores pró-
prios k1 ď k2. A curvatura de Gauss é assim definida pelo produto k1k2. Os valores
próprios k1 e k2 são chamados curvaturas principais de S.
Usando esta estrutura, estamos agora em condições de medir a variação de um
campo vectorial ao longo (de um caminho) da superfície S. Dado um campo vectorial
F : R2 Ñ T pSq, onde T pSq representa o fibrado tangente de S, este fica definido pela
expressão
Fpu,vq “ apu,vqΦu ` bpu,vqΦv .
Considerando um caminho αptq “ Φpuptq, vptqq, para t P pa,bq, a variação do campo
vectorial F ao longo do caminho α é naturalmente dado por
d
dt
Fpαptqq “
da
dt
¨ Φu ` apΦuuu1 ` Φuvv 1q ` dbdt ¨ Φv ` bpΦvuu1 ` Φvvv 1q.
Nada obriga a que os vectores Φuu, Φuv e Φvv sejam elementos de TppSq, para cada
p P S. De facto, temos apenas a garantia que eles podem ser expressos em cada um
dos referenciais tΦu,Φv , Nu, onde N pode em cada ponto ser descrito por Npu,vq “
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Φu ˆ Φv{}Φu ˆ Φv}. Assim, podemos encontrar coeficientes Γkij e Li tais que
Φuu “Γ111Φu ` Γ211Φv ` L1N,
Φuv “Γ112Φu ` Γ212Φv ` L2N,
Φvv “Γ122Φu ` Γ222Φv ` L3N.
(6.2)
Os coeficientes Γkij têm o nome de símbolos de Christoffel. Podemos agora definir
convenientemente a derivada covariante DF{dt como a projecção de dF{dt no espaço
tangente a cada ponto através da expressão
DF
dt
“
ˆ
da
dt
` apΓ111u1 ` Γ112v 1q ` bpΓ112u1 ` Γ122v 1q
˙Φu
`
ˆ
db
dt
` apΓ211u1 ` Γ212v 1q ` bpΓ212u1 ` Γ222v 1q
˙Φv . (6.3)
Dizemos que αptq Ă S é geodésica se a derivada covariante de α1ptq fôr nula para todo
o t P pa,bq. Por (6.3) é imediato verificar que se αpuptq, vptqq é uma geodésica então é
solução do sistema de equações diferenciais
$
’
&
’
%
u2 `u1pΓ111u1 ` Γ112v 1q ` v 1pΓ112u1 ` Γ122v 1q “ 0
v2 `u1pΓ211u1 ` Γ212v 1q ` v 1pΓ212u1 ` Γ222v 1q “ 0. (6.4)
É necessária um nota breve sobre o cálculo dos símbolos de Christoffel. Da maneira
como estes foram definidos em (6.2), podemos sem dificuldades mostrar que
$
’
&
’
%
Γ111E ` Γ211F “ xΦuu,Φuy “ 12Eu
Γ111E ` Γ211G “ xΦuu,Φvy “ Fu ´ 12Ev .
De forma perfeitamente análoga teremos
$
’
&
’
%
Γ112E ` Γ212F “ xΦuv ,Φuy “ 12Ev
Γ112E ` Γ212G “ xΦuv ,Φvy “ 12Gu,
$
’
&
’
%
Γ122E ` Γ222F “ xΦvv ,Φuy “ Fv ´ 12Gu
Γ122E ` Γ222G “ xΦvv ,Φvy “ 12Gv .
Estas últimas expressões mostram, para lá de uma forma de calcular os símbolos de
Christoffel, que estes apenas dependem dos coeficientes da primeira forma funda-
mental e das respectivas derivadas. São assim uma propriedade intrínseca de uma
superfície, não dependendo da parametrização da linha.
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Figura 6.6: Simulação do fluxo geodésico em T2 usando a NUMDE.
Exemplo 6.2. Usando a primeira forma fundamental para T2 já deduzida no exem-
plo 6.1, podemos concluir sem dificuldades que os símbolos de Christoffel são todos
nulos excepto
Γ212 “ ´ 2 sinpuqa` b cospuq ^ Γ122 “ pa` b cospuqq sinpuqb2 .
O fluxo geodésico é assim o conjunto de todas as soluções em T2 do sistema
$
’
&
’
%
u2 ` pa`b cospuqq sinpuqb2 pv
1q2 “ 0
v2 ´ 2 sinpuqa`b cospuqu
1v 1 “ 0.
Como é óbvio, não é possível encontrar uma expressão para as soluções deste sistema.
Por isso temos de recorrer a um método numérico para aproximar o comportamento
destas soluções, neste caso Adams-Bashforth Adams-Moulton (ver [BF04]) para fazer-
mos uma simulação das mesmas. A figura 6.6 faz uma representação do tipo mais
comum de geodésicas que podemos encontrar em T2.
6.3 Sincronização de Pêndulos acoplados por um meio
Os casos de acoplamento tratados até aqui, e de modo a evidenciarem com todo o
detalhe a estrutura fina daquilo que apelidámos por sincronização generalizada, são
de baixa dimensão. Contudo é possível vislumbrar uma série de outros casos em que
possamos aplicar a mesma teoria a exemplos de dimensão superior. Este capítulo pre-
tende somente apresentar um caso em que se perceba que a estrutura de acoplamento
apresentada antes pode ser generalizada para dimensões superiores. Para isso apre-
sentamos um exemplo que deriva directamente do primeiro caso de sincronização
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apresentada por Huygens. Ao invés deste caso, em que os osciladores são pesados
relógios de pêndulo, apresentamos uma simplificação por pêndulos mais simples.
Contudo, o caso apresentado, com notórias simplificações analíticas e mecânicas, não
difere do ponto de vista qualitativo do original. Conforme é apresentado na literatura,
a diferença mais notória prende-se com o facto de os relógios terem um mecanismo
para contrariar o atrito. Este dispositivo será substituído, no nosso caso, por uma
expressão analítica que permita reproduzir este facto sem mais detalhes.
6.3.1 Dedução das equações do movimento
Como em [Dil09a], vamos supôr que os pêndulos estão suspensos num suporte e que
a única interacção entre eles é gerada pela oscilação do suporte. Vamos considerar 2
pêndulos idênticos com massasm1 em2 e comprimentos l1 e l2 respectivamente, aco-
plados por uma mola com constante k. Vamos igualmente supôr que as perturbações
propagadas ao longo da mola são amortecidas, sendo a constante de amortecimento
dada por ρ, e que o amortecimento é proporcional à velocidade dos pontos de fixação
dos pêndulos. Vamos considerar que os pontos de fixação dos pêndulos têm massas
iguais M e as respectivas posições dadas pelas variáveis x1 e x2. Ao mesmo tempo
vamos considerar que a posição dos pêndulos é dada pelos pares ph1, v1q e ph2, v2q,
onde hi e vi medem os respectivos deslocamentos horizontais e verticais. Vamos
também representar os deslocamentos angulares dos dois pêndulos pelas variáveis
θ1 e θ2 respectivamente. A relação entre estas variáveis é dada por
$
’
&
’
%
hi “ xi ` li sinθi
vi “ li cosθi
ñ
$
’
&
’
%
9hi “ 9xi ` li 9θi cosθi
9vi “ ´li 9θi sinθi.
Assim sendo, a energia cinética do sistema, representada por K, é dada por
K “
1
2
2
ÿ
i“1
mip 9h2i ` 9v
2
i q `
1
2
Mp 9x21 ` 9x
2
2q.
o que pode, usando a relação entre as respectivas variáveis, ser reescrita na forma
K “
1
2
2
ÿ
i“1
mi
”
p 9xi ` li 9θi cosθiq2 ` pli 9θi sinθiq2
ı
`
1
2
Mp 9x21 ` 9x
2
2q. (6.5)
Por outro lado, a energia potencial do sistema é o resultado da soma das energias
potenciais dos pêndulos com a energia potencial da mola. A energia potencial U ,
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onde g representa a aceleração da gravidade, será assim
U “ ´m1gl1 cosθ1 ´m2gl2 cosθ2 `
1
2
kpx2 ´ x1q2. (6.6)
Sabendo que o Lagrangeano L do sistema é dado pela diferença entre a energia ciné-
tica K e a energia potencial U , teremos
L “
1
2
˜
2
ÿ
i“1
mi
”
9x2 ` 2li 9x 9θi cosθi ` l2i 9θ
2
i ` 2gli cosθi
ı
`Mp 9x21 ` 9x
2
2q ´ kpx2 ´ x1q
2
¸
(6.7)
As equações de Euler-Lagrange (ver [CH89], pag. 183 e seguintes) para as coordenadas
θi e xi são formalmente dadas por
$
’
’
&
’
’
%
BL
Bθi
´
d
dt
BL
B 9θi
“ 0
BL
Bxi
´
d
dt
BL
B 9xi
“ 0,
(6.8)
o que conduz ao sistema de equações, que regula a dinâmica do sistema formado
pelos dois pêndulos e pelos respectivos suportes,
$
’
&
’
%
mili :θi `mig sinθi “ ´mi :xi cosθi
pM `miq:xi `mili :θi cosθi “mili 9θ2i sinθi ` p´1q
i`1kpx2 ´ x1q.
(6.9)
Depois de introduzirmos o atrito, visto que este está ausente do lagrangeano do sis-
tema, a partir das equações em (6.9) iremos obter por fim
$
’
&
’
%
mili :θi ` fipθi, 9θiq `mig sinθi “ ´mi :xi cosθi
pM `miq:xi ` 2ρ 9xi `mili :θi cosθi “mili 9θ2i sinθi ` p´1q
i`1kpx2 ´ x1q
(6.10)
para i “ 1,2, onde fipθi, 9θiq representam o mecanismos necessárias para contrariar
o atrito sentido pelos pêndulos e ρ é a constante de amortecimento já entes referida.
Em [Pan02] são apresentadas equações equivalentes a estas, onde explicitamente é
fixado que, para um determinado θ0 ą 0 e para ε ą 0, o mecanismo usado para
contrariar o atrito é o termo de Van der Pol
f pθ, 9θq “ ε
«
ˆ
θ
θ0
˙2
´ 1
ff
9θ.
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Por sua vez, em [FA07] as equações deduzidas são perfeitamente análogas às de
[Dil09a], com a nuance de os pêndulos serem excitados por uma força exterior uptq,
actuando somente na componente angular de um dos osciladores, e dada por
uptq “ γ sign 9θ1.
Retomando as equações (6.10), procedendo à habitual hipótese de oscilações de pe-
quena amplitude para o caso de dois pêndulos, podemos simplificar as expressões
obtendo assim
$
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
%
m1l1 :θ1 ` f1pθ1, 9θ1q `m1gθ1 “ ´m1 :x1
m2l2 :θ2 ` f2pθ2, 9θ2q `m2gθ2 “ ´m2 :x2
pM `m1q:x1 ` 2ρ 9x1 `m1l1 :θ1 “m1l1 9θ21θ1 ` kpx2 ´ x1q
pM `m2q:x2 ` 2ρ 9x2 `m2l2 :θ2 “m2l2 9θ22θ2 ´ kpx2 ´ x1q.
(6.11)
Podemos simplificar algebricamente as equações anteriores, obtendo o sistema equi-
valente
$
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
%
m1l1 :θ1 ` f1pθ1, 9θ1q `m1gθ1 “ ´m1 :x1
m2l2 :θ2 ` f2pθ2, 9θ2q `m2gθ2 “ ´m2 :x2
M :x1 ` 2ρ 9x1 ´ f1pθ1, 9θ1q ´m1θ1pl1 9θ21 ` gq “ kpx2 ´ x1q
M :x2 ` 2ρ 9x2 ´ f2pθ2, 9θ2q ´m2θ2pl2 9θ22 ` gq “ ´kpx2 ´ x1q.
(6.12)
As equações anteriores podem ser vistas dentro do esquema apresentado anterior-
mente. Assim, cada um dos pêndulos, regulado pelas variáveis θ1 e θ2, tem o seu
comportamento excitado por uma força exterior F1 “ ´m1 :x1 e F2 “ ´m2 :x2, res-
pectivamente. Cada uma destas forças exteriores podem ser entendidas como o com-
portamento de um meio que tem um acoplamento muito semelhante, com as devidas
peculiaridades, ao apresentado em (4.5).
Existem óbvias diferenças entre os dois casos. Estas prendem-se com a ordem
das equações. Do ponto de vista da teoria da sincronização generalizada, isto fará de
imediato que a dimensão do problema aumente proporcionalmente à ordem de cada
uma das equações. Assim, sendo cada uma das variáveis regulada por uma equação
de segunda ordem, no espaço das soluções isto irá gerar um subespaço de dimensão
dois. Tudo junto, e para o caso em que temos apenas dois pêndulos acoplados da
forma aqui tratada, o espaço fase de todo o sistema será um espaço de dimensão 8.
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Isto, por um lado, acarreta uma dificuldade substancial pois o caso em que temos sin-
cronização idêntica (como teremos oportunidade de ver a seguir), implica à partida a
existência de uma variedade invariante de dimensão 2. Por outro lado, o incremento
da dimensão, e podemos generalizar facilmente as equações (6.12) para um número
verdadeiramente arbitrário de pêndulos, poderá criar casos de sincronização genera-
lizada muito mais interessantes. Isso será sem dúvida motivo de desenvolvimento
futuro deste trabalho.
6.3.2 Existência de sincronização idêntica
Nesta secção vamos apresentar uma série de resultados de natureza qualitativa sobre
os sistemas de equações anteriores, seguindo o exposto em [Dil09b] e [Dil09a]. Come-
çamos por proceder a uma série de simplificações no sistema (6.12) de forma a nos
podermos centrar nos parâmetros essenciais acerca da estabilidade do sistema. Para
isso, começamos por considerar constantes positivas σ e θ̃ e a função f definida por
f pθ;σ, θ̃q “
$
’
&
’
%
´2σ se |θ| ă θ̃
2σ se |θ| ě θ̃.
Mostra-se em [Dil09b] que, com a função f definida desta forma, a equação diferencial
ml:θ ` f pθ;σ, θ̃q 9θ `mgθ “ 0
tem um ciclo limite estável. Além disso esse ciclo limite é único. A demonstração
deste ponto passa essencialmente em reduzir a equação anterior ao sistema de Lié-
nard (ver [Har64], pag 179-181)
$
’
&
’
%
9θ “ x ´ Fpθ;σ, θ̃q
9x “ ´ω2θ,
onde ω2 “ g{l e Fpθ;η, θ̃q a função definida por
Fpθ;η, θ̃q “
1
ml
ż θ
0
f ps;σ, θ̃qds.
Este modelo replica o sistema mecânico usado em alguns relógios para contrariarem o
atrito. Conforme foi referido anteriormente, existem outros modelos mais complexos
para simular o comportamento do mecanismo de um relógio mas, do ponto de vista
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qualitativo, o modelo aqui referido e apresentado em [Dil09b] tem todas as caracte-
rísticas de outros modelos mais complexos. Do ponto de vista qualitativo esta ob-
servação é importante pois estamos a acoplar dois pêndulos que assimptoticamente
revelam um comportamento periódico, com período estritamente positivo.
Voltando ao sistema (6.12) vamos procurar perceber do ponto de vista qualitativo
o comportamento das soluções do mesmo. Considerando a respectiva parte linear e
m “ m1,m2 e f “ f1 “ f2, após simplificações algébricas, podemos escrevê-lo de
maneira equivalente
$
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
%
:θ1 `
´
1
ml `
1
Ml
¯
f pθ1;σ, θ̃1q 9θ1 `ω2
`
1` mM
˘
θ1 ´ 2 ρMl 9x1 “ ´
k
Mlpx2 ´ x1q
:θ2 `
´
1
ml `
1
Ml
¯
f pθ2;σ, θ̃2q 9θ2 `ω2
`
1` mM
˘
θ2 ´ 2 ρMl 9x2 “
k
Mlpx2 ´ x1q
:x1 ´ 1M f pθ1;σ, θ̃1q
9θ1 ´ mM gθ1 ` 2
ρ
M 9x1 “
k
M px2 ´ x1q
:x2 ´ 1M f pθ2;σ, θ̃2q
9θ2 ´ mM gθ2 ` 2
ρ
M 9x2 “ ´
k
M px2 ´ x1q.
(6.13)
Fazendo a habitual redução de ordem 9θi “ ξi e 9xi “ vi, supondo que |θ1| ă θ̃ e
|θ2| ă θ̃, podemos reescrever o sistema (6.13) na forma matricial
¨
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˝
9θ1
9ξ1
9θ2
9ξ2
9x1
9v1
9x2
9v2
˛
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‚
“
¨
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˝
0 1 0 0 0 0 0 0
A B 0 0 kMl
2ρ
Ml ´
k
Ml 0
0 0 0 1 0 0 0 0
0 0 A B ´ kMl 0
k
Ml
2ρ
Ml
0 0 0 0 0 1 0 0
mg
M ´
2σ
M 0 0 ´
k
M ´
2ρ
M
k
M 0
0 0 0 0 0 0 0 1
0 0 mgM ´
2ρ
M
k
M 0 ´
k
M ´
2ρ
M
˛
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‚
¨
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˚
˝
θ1
ξ1
θ2
ξ2
x1
v1
x2
v2
˛
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‹
‚
, (6.14)
onde A “ ´ω2p1`m{Mq e B “ 2σ p1{pMlq ` 1{pmlqq. Em [Dil09b] (Proposição 10.2)
mostra-se que, para ρ ą 0 suficientemente pequeno, o subespaço
I “ tpθ1, ξ1, θ2, xi2, x1, v1, x2, v2q : θ1 “ θ2 “ ξ1 “ ξ2 “ v1 “ v2 “ 0^ x1 “ x2u
é formado por pontos fixos instáveis para o sistema (6.13). Além disso, não existirão
outros pontos fixos para além destes. A demonstração deste facto é elementar. Este
resultado mostra de imediato que as soluções em que a sincronização se dá em fase
são instáveis. Naturalmente, se pretendemos procurar identificar algum tipo de sin-
cronização é natural que nos voltemos para a sincronização em oposição de fase. Este
pode ser visto como um exemplo de sincronização generalizada, visto que a variedade
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de sincronização irá conter o conjunto de R4
A “ tpx1, x2, θ1, θ2q P R4 : θ1 “ ´θ2u.
A partir das equações (6.13), usando as igualdades θ “ θ1`θ2 e x “ x1`x2, podemos
escrever o sistema mais condensado
$
’
&
’
%
:θ ´ 2σ
´
1
ml `
1
Ml
¯
9θ `ω2
`m
M ` 1
˘
θ ´ 2ρMl 9x “ 0
:x ` 2σM
9θ `´mgM θ `
2ρ
M 9x “ 0,
(6.15)
quando são verificadas as desigualdades |θ1| ă θ̃ e |θ2| ă θ̃. Dito de outra forma,
para oscilações dos pêndulos em que tenhamos a amplitude controlada pelo parâme-
tro θ̃, as soluções dos sistemas (6.12) e (6.15) estão obviamente relacionadas. Esta
simplificação das expressões permitir-nos-à, de uma forma mais simples, identificar
a ocorrência de sincronização em anti-fase. De facto, se mostrarmos que θ “ 0 é uma
solução estável do sistema (6.15), isto significa em particular que o sistema (6.12) ad-
mite como variedade (na verdade subespaço) invariante estável uma subvariedade de
S “
 
pθ1, θ2, x1, x2q P R4 : θ1 “ ´θ2
(
,
significando isto que as soluções do sistema (6.12) sincronizam em anti-fase. Para
provarmos este ponto temos de mostrar que a solução nula do sistema (6.15) é as-
simptoticamente estável.
Começamos por escrever o sistema (6.15) na forma matricial, fazendo como habi-
tualmente 9θ “ ξ e 9x “ v , obtendo assim
¨
˚
˚
˚
˚
˚
˝
9θ
9ξ
9x
9v
˛
‹
‹
‹
‹
‹
‚
“
¨
˚
˚
˚
˚
˚
˝
0 1 0 0
A B 0 2ρMl
0 0 0 1
mg
M ´
2σ
M 0 ´
2ρ
M
˛
‹
‹
‹
‹
‹
‚
¨
˚
˚
˚
˚
˚
˝
θ
ξ
x
v
˛
‹
‹
‹
‹
‹
‚
, (6.16)
onde A e B são conformes ao que foi definido anteriormente para o sistema (6.14). O
polinómio característico da matriz do sistema (6.16) será dado por
ppχq “χpmMlχ3 ` p2mlρ ´ 2σ pm`Mqqχ2
` pm2lω2 `mMlω2 ´ 4σρqχ ` 2mgρq
“χp1pχq.
(6.17)
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O polinómio ppχq tem naturalmente um valor próprio nulo, cuja direcção própria
corresponde à direcção própria de todos os pontos fixos do sistema (6.14). Para pro-
varmos que existe sincronização idêntica em anti-fase para o sistema (6.15) temos
de mostrar que as raízes do polinómio p1pχq têm todas parte real negativa. Para
provarmos este resultado, vamos recorrer ao critério de Routh-Huwwitz (ver [Sér00],
pág 281), onde esta teoria é exposta de uma forma diferente da original mas mais
adequada para o caso em que estamos a trabalhar, conforme exposto originalmente
em [Str77]. Este resultado estabelece que dado o polinómio
Apχq “ χ3 ` aχ2 ` bχ ` c
é estável, i.e. todas as suas raízes têm parte real negativa se e apenas se os coeficientes
de Apχq e do polinómio
Bpχq “ χ3 ` 2aχ2 ` pa2 ` bqχ ` pab´ cq
são todos positivos. Aplicando este resultado ao polinómio p1pχq, é fácil de mostrar
que para valores apropriados de σ ą 0 e de ρ ą 0, todos os seus coeficientes serão
positivos. Dos coeficientes do polinómio Bpχq, o único que não segue directamente
é o termo independente, i.e. temos apenas de nos debruçar sobre ab ´ c ą 0. Esta
inequação é equivalente a estudarmos a equação quadrática em ρ, com a concavidade
voltada para baixo, dada por
ˆ
2ρ ´ 2σ
ˆ
1
Ml
`
1
ml
˙˙ˆ
mω2
Ml
`ω2 ´
4σρ
mMl
˙
´
2gρ
Ml
ą 0. (6.18)
Pode-se então demonstrar, sem dificuldade, a existência de valores ρ0, ρ1 e ρ2, onde
ρ1 ă ρ2 são raízes do polinómio do membro esquerdo da inequação (6.18), tais que, se
ρ1 ăρ ă ρ2
ρ ą ρ0 “
σ
l
ˆ
1
M
`
1
m
˙
então p1pχq tem todas as raízes com parte real negativa. Assim, fixado o valor de
σ ą 0, podemos encontrar valores para ρ ą 0 tais que as soluções que não pertencem
ao espaço próprio associado ao valor próprio χ “ 0 convergem para a solução θ “ 0
e x “ 0. Podemos assim garantir que esta solução é assimptoticamente estável o que
nos mostra a existência de sincronização em oposição de fase para o sistema (6.13).
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Figura 6.7: Simulação numérica do acoplamento de dois pêndulos usando a equação (6.15) através
da NUMDE. Na figura da esquerda estão representadas as variáveis pt, θ, 9θq, enquanto na figura da
direita representa o comportamento das variáveis pt, x, 9xq. Ilustra-se que o sistema produz um ponto
de equilíbrio assimptoticamente estável em que x “ θ “ 0. Na simulação foram considerados os
valores dos parâmetros m “ 1, M “ 0.1, l “ 1, σ “ 0.1 e ρ “ 0.2.
Poderíamos pensar, neste momento, em tentar recuperar todos os resultados ob-
tidos através das deduções anteriores usando a teoria de Russel Smith. Contudo,
mesmo para o caso do sistema (6.15) em que o número de dimensões foi reduzido
substancialmente, encontrar uma solução da equação de Lyapunov é uma tarefa sim-
bolicamente impossível. Assim sendo, toda a caracterização das soluções deste sis-
tema passará inevitavelmente por métodos numéricos, para que possamos encontrar
todos os valores de λ que nos permitam separar, de forma clara, as várias variedades
invariantes para que, deste modo, possamos perceber toda a estrutura de sincroniza-
ção generalizada que aqui possa ocorrer. Do mesmo modo, e repetindo o que foi feito
no capítulo 4, perceber de que modo as perturbações não lineares do sistema (6.12)
possam ainda assim preservar toda a estrutura inerente do caso linear, são pontos
que só um desenvolvimento posterior desta teoria poderá abarcar.
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Não pretendo ir mais longe. De momento só quero falar de um mundo onde os pensamentos
são privados de futuro, tal como as vidas. Tudo o que faz o homem trabalhar e agitar-se
utiliza a esperança. O único pensamento que não é enganador é, portanto, um pensamento
estéril. No mundo absurdo, o valor de uma noção ou de uma vida mede-se pela sua
infecundidade.
— Albert Camus, O mito de Sísifo, (1942)
Conclusão
Ao longo desta dissertação, pela análise exaustiva dos problemas aqui tratados, surgi-
ram naturalmente questões que, quer por limites temporais, quer por limites físicos,
não poderiam ser aqui imediatamente tratadas.
A primeira questão prende-se com o uso da teoria geral, onde são estabelecidas
as condições em que podemos garantir a existência de sincronização generalizada,
para um número elevado de osciladores. Esta teoria introduzida no capítulo 3 e de-
pois aplicada no capítulo 4, de forma a obtermos o resultado o mais geral possível
sobre a sincronização dos osciladores, baseia-se na possibilidade de resolver a equa-
ção de Lyapunov para valores abstractos do parâmetro λ. Contudo, mesmo para um
número reduzido de osciladores, a equação de Lyapunov torna-se intratável por mé-
todos analíticos. Este problema pode ser na prática resolvido sem dificuldades por
métodos numéricos, perdendo-se no entanto a perspectiva geral do comportamento
do sistema para toda a gama de valores admissíveis do parâmetro.
Uma segunda questão decorre dos resultados alcançados no capítulo 5. Neste
capítulo, os domínios considerados e que vinham do capítulo precedente possuíam
simetria. Esta propriedade veio-se a revelar determinante para podermos concluir a
unicidade do rectângulo isotético maximal. No caso dos domínios hiper-regulares não
possuírem esta propriedade, o problema parece ser mais complicado. No entanto, os
métodos empregues poderão ser facilmente aplicados ao caso mais geral, significando
que a unicidade da solução, à primeira vista, dependerá da geometria do conjunto
em análise. Ainda relacionado com os resultados acerca dos rectângulos isotéticos
maximais, fica em aberto a questão de classificar mais profundamente o conjuntoH2.
Conjecturamos que este é um conjunto conexo nos casos estudados. No entanto, ao
longo do tempo, uma demonstração cabal deste resultado sempre se foi escapando.
Resta saber se por invisibilidade ou se por uma capacidade furtiva assaz eficiente.
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I think and think for months and years. Ninety-nine times, the conclusion is false. The
hundredth time I am right.
— Albert Einstein, The World as I See It, (1934)
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