The real-time, single-trial activity in the human auditory cortex was extracted from magnetoencephalographic signals. A predictor of single-trial activity was defined as the sum of the average response and a mean-free base level computed over a range of base times. For simple stimuli the residual (predictedactual) activity had a stimulus-independent oscillatory (10 Hz) component. This component was larger and more durable in trained subjects, reaching saturation only in the most trained of the five subjects studied (S1). Changes in variability and associated reduction of the absolute value and duration of the oscillations were evident in experiments with stimuli loaded with information, saliency, or task contingency. Repetition reintroduces stimulus-independent oscillations very slowly. For S1, after training, the stimulusindependent oscillations were reestablished in the auditory cortices to the level seen for simple stimuli, except for the time periods and in the hemisphere associated with the combination of task demands and stimulus processing.
INTRODUCTION
Much of the progress in electrophysiology, at the level of single cell for local field potentials and for macromeasures mapped with electroencephalography (EEG) and magnetoencephalography (MEG) (Hämälä inen et al., 1993) has been built on methods relying on averaging. Recent developments, however, make it possible to study single-trial variability at the level of the single unit (Gur et al., 1997) or by using optical imaging (Grinvald et al., 1982 ) from a small area (2 ϫ 2 mm) of cortex (Arieli et al., 1996) . At the even larger scale sampled by noninvasive electrophysiology, modern MEG systems provide a very powerful tool for single-trial analysis (Ioannides, 1994) . Averaging remains, however, widely used, supported by the folklore that averaging removes the ever-present ''physiological noise'' from the part of the response time-locked to the stimulus. The relevance of this assumption nowadays extends beyond electrophysiology: increasingly more studies attempt to combine results obtained from the analysis of averaged electrophysiological data with results from functional brain imaging like PET and fMRI (Beisteiner et al., 1995; Snyder et al., 1995; Simpson et al., 1995) . The need to couple EEG and MEG remains even as fMRI temporal resolution improves (Busatto et al., 1997; Buckner et al., 1996) , as long as one wishes to study directly the millisecond-by-millisecond sequence of events which are inaccessible through hemodynamicbased measures because of the slow nature of these processes. Neither fMRI nor PET relies on averaging of quantities which can have positive and negative components, and hence there is no cancelation because of latency jitter in the response. A prerequisite for combining PET and fMRI with average MEG or EEG is that the sequence of peaks and troughs in the average waveform is an accurate record of the activity sequences in single trials. Single-trial MEG analysis has repeatedly challenged this assumption, suggesting instead that the influence of an external stimulus leads to a reorganization of ongoing activity with large latency jitter.
Our earlier studies Liu et al., 1998) suggested that the single-trial activity induced in the auditory cortex by a simple tone cannot be treated as a deterministic response emerging from a random noisy background. Recent optical imaging studies (Arieli et al., 1996) seemed to reach the opposite conclusion: the real-time, single-trial, local evoked response can be adequately described by a linear superposition of a stimulus-driven deterministic response and the preceding ongoing activity. We have therefore looked again at the question of what constitutes ''signal'' and what constitutes ''noise'' along lines similar to those of Arieli et al. The main difference in methods is that we do not fix the baseline to the level of activity at the time of onset of the evoked response in the brain (base time ), but we develop instead a predictor with variable base time. Our data are from normal human subjects and were made possible through a combination of careful placement of two MEG probes, one over each auditory cortex, and the development of fast scanning techniques for estimating the activity in the auditory cortex for each and every single trial in each run and subject. When comparing our results with those from Arieli et al. we must allow for the fact that the two studies deal with very different scales in different systems. We have studied the activity in the auditory cortex of normal, awake humans, while Arieli et al. have studied the activity in the visual cortex of anesthetized, muscle-relaxed adult cats. In Arieli et al. singletrial variability is handled by directly focusing on a highly local level, which would correspond to the response of orientation-sensitive columns (Hubel and Wiesel, 1962) . It is within the central 200 µm of such regions that high coherence is expected, and indeed it is within the central region of about 0.5 ϫ 0.5 mm that a high level of correlation (above 0.5) was seen in the Arieli et al. analysis. In our analysis we use regions of interest 1 cm across, which must therefore include many such microareas across the auditory cortex.
The main difference between the Arieli results and ours was the discovery of an oscillatory background which was very stable across runs for the same subject and ear stimulation. We term this remainder oscillatory background activity (ROBA) because it remains after the predictor of single-trial activity is subtracted from the single-trial signal. The strength and persistence of ROBA varied from subject to subject in a way which appeared to be correlated with previous exposure to auditory experiments. In one subject (the most experienced and the one with the strongest ROBA) two further experiments were analyzed, both using auditory stimuli; one experiment demanded involvement of the left and the other of the right auditory cortex. While ROBA was diminished in both auditory cortices in the first runs of each experiment, ROBA increased to the levels it had in the experiment with simple tones, except for the times at which the stimulus had to be evaluated and at the side primarily involved in the task.
The methodology we have developed adds to the arsenal of techniques available for characterizing the brain response to a stimulus, which includes averaging and time-frequency analysis. The combination of our technique with these offers a way of integrating the views obtained from the analysis of peaks in the evoked response, which are very well described by focal generators, with those which rely on studies of global activity and background rhythms. Our results, although very preliminary, suggest that the evoked activity and background rhythms are intimately coupled in a way which is slowly influenced by previous experience and training.
MATERIALS AND METHODS

Measuring Device and Setup
We discuss results from three separate experiments, Ex1, Ex2, and Ex3 (described below). In all three experiments, the MEG signals were recorded with the twin MAGNES system of Biomagnetic Technologies, Inc. (BTi) in San Diego. This system has two separate probes, each with 37 first-order gradiometers. During the experiment, the subject's head was resting on the bottom dewar, while the top dewar was placed over the opposite temporal area. The relative position of channels with respect to the head is shown in Fig. 1 , and it is similar for all experiments.
Subjects, Experience, and Training
Five healthy right-handed male volunteers (S1-S5; age, 37.8 Ϯ 9.7) gave their informed consent to participate in the first two experiments. The relationship between ROBA and experience was not anticipated. There was no well-controlled variable for experience introduced by the experimental design; for this a longitudinal study would be necessary. The previous exposure of the subjects can, however, be quantified, albeit in a very rough way, by the number of times a subject participated in an auditory experiment before: the most experienced subject, S1, is the longest serving member of our laboratory and has participated in many MEG experiments and tests, including at least five similar experiments in the 12 months before the experiment. S2 is a psychologist with many years of experience in administering auditory tests and EEG experiments, who also had been a subject in many auditory experiments. S3 is a recent recruit in our laboratory (at the time of the experiment), who had already participated in two short auditory experiments. Subjects S4 and S5 had no previous exposure to EEG or MEG auditory experiments. One of the subjects (S1) also participated in the third experiment (Ex3).
Training was studied in one subject, and for the purposes of this paper we define it as the run number for an experiment with repetitions of identical runs. The third experiment (Ex3 below) is the most relevant in this context, because it contains, in addition to a first run with instructions, four identical runs.
First Experiment
The first experiment, Ex1, was done in two parts (Ex1a and Ex1b), with the second experiment, Ex2, performed between Ex1a and Ex1b. The subject main-tained the same position throughout Ex1 and Ex2, which was fixed as follows: A standard M100 evoked response was first obtained from stimuli delivered to both ears. The BTi software was used to compute and display the average signal across 120 single trials, while the subject remained in place. The inspection of the average signal was used to guide repositioning of the dewars so that the prominent M100 peak was captured with the positive and negative fields evenly covered by the sensors in each probe. The procedure was repeated until each dewar was well positioned, usually in one to three placements. Two further runs were obtained with this optimal dewar position with exactly the same protocol, but with the stimulus delivered first to the left and then to the right ear. Ex1a consisted of three runs: the last dewar placement run with binaural stimuli and the two monaural stimulations. The subject then underwent the more demanding and longer Ex2. Immediately after Ex2, with the subject still holding the same position, experiment Ex1 was repeated (for most subjects the binaural tone presentation was omitted). For both the positioning runs and the five or six actual runs of Ex1, the stimuli were 50-ms, 1-kHz tone bursts at 50 dB (10 ms rise/fall and 30 ms plateau). The interstimulus interval was 1 s (Ϯ20 ms).
Second Experiment
Ex2 used a contingent magnetic variation (CMV) protocol. CMV is the MEG analogue of the well-known contingent negative variation or CNV (Walter et al., 1964) . A standard symmetric avoidance paradigm was used (Brown et al., 1988) : the warning stimulus, T1, was delivered to one ear, as either a 1-or a 2-kHz tone, followed 3.5 s later by an imperative tone, T2, delivered in exactly the same way as T1. The frequency of the tone signified whether a press-down movement with the index finger was to be made (high-GO) or inhibited (low-NOGO). The punishment to be avoided for incorrect task completion was a loud white noise (95 dB). Separate experiments for each combination of the finger involved and the ear of tone presentation were carried out, each with placement of the dewars identical to that in Ex1. Three channels recorded the finger movement: one EMG channel on each arm and the output from a specially designed optical fiber switch which was activated by the finger movement. One of the subjects (S2) participated in two previous singlesubject studies performed with identical CMV protocol: the first 5 years earlier at Erlangen University using the SIEMENS 37-channel KRENIKON flat array (Fenwick et al., 1993; Ioannides et al., 1994) and the second 3 years earlier, performed at the BTi site in San Diego with the single 37-channel probe .
Third Experiment
In the third experiment the subjects listened to continuous speech, one sentence at a time. The stimulus material consisted of 50% correct sentences, 25% syntactically incorrect sentences, and 25% semantically incorrect sentences. There were 520 sentences in four consecutive runs presented binaurally as connected speech. The onset of the probe word was 1000 ms after sentence offset. After the offset of the probe word the subject had 1500 ms to indicate whether the probe word has been part of the previous sentence using the optical fiber button press device. A separate trigger channel marked the onset of each word in the sentence. For the purpose of this paper each sentence is a binaural continuous speech stimulus with onset defined by the trigger onset of the first word.
Signal Processing
The MEG signal was recorded in a continuous mode, sampled at 1042 Hz, and filtered in real time with 0.1-Hz high pass. The data were further digitally bandpass filtered in the 3-20 Hz range, using standard BTi software (Infinite Impulse Response Butterworth filters, filter order 2). The analysis used in this paper is applicable to both lower (Ͻ3 Hz) and higher frequencies. We have focused on the 3-20 Hz range because it is the most relevant for the quantification of the variability in the M100 response. For each run, 120 single-trial signals were extracted from 200 ms before the onset of the stimulus for 1 s. The average signal was computed and compared with the single-trial signals of the same run and the average signals from other runs.
Analysis
Figure 2 summarizes the sequence of operations for all three experiments. The times quoted refer to actual recording. More time is actually used to prepare the subject (head-shape outline and electrode application for EOG, EKG, and EMG recorded in all experiments).
We report the analysis for all subjects and runs for Ex1 and the further analysis of the MEG data for one subject (S1) in Ex2 and in Ex3. We note that for S1 technical problems forced us to abandon the experiment halfway through Ex2. The repetition of the full experiment was carried out 3 days later, which provided us with an extra replication for half of Ex1 and Ex2. We will use this replication to demonstrate withinsubject consistency.
Virtual Sensor (VS) Analysis
The biomagnetic inverse problem has no unique solution. This seemingly insurmountable obstacle is reduced when physiological constraints are introduced and provided the resolution demanded from the data is limited to what is achievable given the sparseness of the sensors and the noise in the data. The extraction of reliable estimates is considerably easier for superficial generators, directly below a sensor array, i.e., the auditory cortex in our case. The requirement to analyze single trials poses new problems. We have arrived at a simple but very efficient solution beginning with powerful, but computationally demanding methods and an analytic transformation of the signal, the ''V 3 '' . Comprehensive tests with computergenerated data have shown that a VS can be designed to respond preferentially to activations of superficial focal source. This is similar to earlier work using a template approach , but here has been specifically developed in the context of the 37-channel MAGNES system to obtain regions of interest rapidly. For the purposes of our investigation a good VS for auditory cortex activation can be easily obtained from each probe, provided the 37 channels on each side capture symmetrically the dipolar field distribution at the peak of the average signal. For each probe, we have identified the two channels (k 1 and k 2 ) which produced the maximum difference at the time of the M100 peak and used them to define the composite VS as (1) where is the characteristic length (we have used ϭ 0.02 m, which is roughly the interchannel separation, and the results do not depend critically on this value) and S j (t) is the MEG signal at time t recorded by the jth channel, whose position vector is r j .
The coefficients of the expansion are computed at the time of the M100 peak in the average signal; these coefficients are used unchanged for the analysis of all single trials. The computation of VS is very fast and hence VS can be used to scan through all MEG averaged or single-trial signals very quickly.
Magnetic Field Tomography (MFT)
We have of course tested the VS output with computer-generated data, but for further justification we turn to comparisons of VS output with the more elaborate distributed estimates of activity obtained with magnetic field tomography. MFT produces probabilistic estimates for the (nonsilent) primary current density vector J p (r, t) from a given distribution of MEG data (Ioannides et al., 1990; Ioannides, 1995) . The MFT algorithm relies on a nonlinear solution to the inverse problem, in which the sensitivity profile of the sensors is used as an expansion basis for the direction of the primary current density. A weighted expansion is used, with the a priori probability weight determined through a training session from computer-generated data. For each experimental arrangement (i.e., for each run and subject) a different a priori probability weight is used, determined by a separate training session. The a priori probability weight is then fixed for the analysis of the real data, the same weight being used for the analysis of the average signals and single trials. The iteration process and the production of a full 3D image at each time slice make the application of MFT to single-trial MEG data too demanding.
A first argument in support of MFT appeals to the degrees of freedom that this choice endows the lead field expansion. A deeper mathematical analysis (Supports the choice of the standard MFT algorithm, which was arrived at on the basis of simulation studies (Ioannides et al., 1990) . The best evidence in support of MFT is, however, provided by the numerous applications with both average and single-trial MEG signal . The closest to a ''gold standard'' was an in vivo study (Ioannides et al., 1993a) in which the position and direction for a single implanted dipole and for a pair of fairly deep implanted dipoles were successfully extracted from the data.
The extraction of temporal sequence from MFT solutions is direct, because the method is applied to each time slice t separately. For example, the directiondependent activation curve for the auditory cortex (AC) is defined by
where the integration volume for AC and the preferred direction û AC can be defined from either anatomy (MRI) or functional criteria. In many studies with sensor arrangements similar to the ones used in this study, e.g., Ioannides et al. (1993b) and Singh et al. (1994) , MFT has been particularly successful in disentangling activity in the auditory cortex, even when other generators were coactive. Thus a comparison of the VS output with the MFT activation curves from the auditory cortex provides an indirect test for the efficacy of the VS analysis. In all tested cases a good correspondence was found, as the typical example in Fig. 3 shows.
Predictors and Residuals
Recent techniques for analyzing stochastic time series quantify variability in terms of the residual, defined by subtracting the predicted value from the actual signal for each single trial. The probability distribution of the residual is then determined by constructing moments of the residuals and the correlation between the predicted and the actual activity in single trials. We have used the same predictor as used by Arieli et al. (1996) . The level of activity at a base time, , defines the baseline for each trial. Arieli et al. used a fixed base time, ϭ 0 , chosen to be the latency of onset of activity at the cortex in the average signal. We have extended this idea and computed the variation of the moments and correlations in the entire plane of base time, , and latency, t, available in the measurements.
We follow developments in time-series analysis (Refenes, 1995; Deboek, 1996; Husmeier and Taylor, 1996) and define a predictor of the future time development of a signal, M pred (t, ), as the mean-free value of the signal at some base time plus the time-dependent average signal at time t, GM(t)H, where GH denotes ensemble average over the set of single trials,
In Eq. (3), M(t) could be the signal from one MEG channel, a VS output, or an MFT activation curve. The prediction error is
The conclusion of Arieli et al. can be formulated as: the probability distribution P (R) of the random variable R(t, ) is independent of time t, for suitably chosen . If R(t, ) was a perfect predictor then P(R) should be a delta function or at most a time-independent Gaussian, with a small variance.
In the results reported in this paper we explore the t and dependence of P(R) by its standard deviation, as well as by the normalized correlation function between M(t) and M pred (t, ),
We use the acronyms sd-LBCP and C-LBCP for the latency-base time contour plots (LBCP) for the standard deviation of the residual and for the correlation between actual and predicted VS output, respectively. A lag-latency contour plot (LLCP) has vertical and horizontal axes corresponding to time along and perpendicular to the main diagonal of the LBCP, respectively. The reduced one-dimensional analogues of sd-LBCP and C-LBCP are obtained by averaging over base time (say from 1 to 2 ), and they are denoted as sd-summaries and C-summaries, respectively.
RESULTS
Earlier Work
The multiple-experiment design (Ex1a, Ex2, and Ex1b) was chosen to test the hypothesis that, under passive listening condition, the auditory cortex response over repeated trials is stable. To test this hypothesis we have computed the strength of auditory cortex activation with MFT and VS from the average signal. We have further used the VS analysis to compute the distribution of peaks (latency, polarity, and strength) in the auditory cortex from all single trials.
Neither the strength of the average auditory cortex activation nor the single-trial distribution of peaks showed significant difference between Ex1a and Ex1b (Liu et al., 1998) . The most striking characteristic of this earlier study was that activity in the auditory cortex in single trials did not fit the description of a deterministic evoked response generated by the stimulus, riding on a noisy background. The VS analysis has identified peaks in the auditory cortex, just like the standard M100 response, spread throughout the preand poststimulus period. These peaks often form two to three ␣ oscillations which in many single trials merged with the evoked response proper. On a few occasions these oscillations maintained their phase with respect to the stimulus onset over a few successive single trials, producing a clear and strong ␣ activity in a small subset of averages over a few (three to five) single trials (Liu et al., 1998) . No such ␣ oscillation survived the average of the full 120 trials. In this earlier study no account was taken of the state of the brain at the time of onset of the evoked response, and given the continuous and largely oscillatory background no fixed point would be appropriate. The extension of the Arieli type of analysis to a variable base time seemed to us the appropriate way forward and hence this study.
Results for Ex1
The main body of results in this paper comes from the complete analysis of the first experiment with simple tones, and they are summarized in Fig. 4 . The ROBA in the auditory cortex is seen as damped ␣-band oscillations in the residuals under each stimulation condition in both hemispheres. Although these oscillations are seen in all subjects, they vary considerably in strength and duration from subject to subject. For the inexperienced subjects (S4 and S5) the oscillations are more likely to break up just after stimulus onset compared with the more experienced subjects (S1, S2, and S3). Figure 4A shows the full LBCP for subject S1 and Fig.  4B for subject S4. Figure 4C shows part of the latencylag plot for all subjects (S1 to S5 are arranged in decreasing order according to previous exposure to auditory MEG (or EEG) experiments). In Fig. 4D C-summaries for all four repetitions of the experiment   FIG. 3 . The sensitivity profile of a single sensor (circular coil) is a vector field, decreasing away from the sensor. At planes close to and parallel to the circular coil the contour of maximum sensitivity is a ring, beginning at the circular coil and expanding in radius while decreasing in value as we move away from the sensor. For the representations below hemispherical source spaces which best fit the left and right brain hemispheres were used; the lead fields were set to zero outside the source space. (A) The sensitivity profile for a single sensor outside the left and right auditory cortices along three orthogonal cuts with the MRI background. (B) The virtual sensor with weights chosen so that the evoked M100 response in the average signal is maximized. (C) MFT estimates for the generators of the M100 response extracted from the same average signal. (D) The virtual sensor output (VS) is compared with the activation curves from the MFT estimates over the auditory cortex (both extracted from the same average MEG data, but normalized so that their respective extrema are equal). (E) The same as (D) but from a single trial MEG data from the same experiment. (F) The same as (E) but from computer-generated data with a current dipole placed at the auditory cortex and adjusted so that the maximum signal matches that of the M100 average signal (20% noise added). In (D) and (E) the black short-dashed line (almost coincident with the horizontal axis) is the virtual sensor output obtained from MEG measurements recorded under identical conditions and stimuli, but without subject (SN, system noise).
for S1 are superimposed on the same graph, with different graphs showing stimulation to the left and right ear and ROBA in the left and right hemisphere. Clearly for this subject ROBA is highly reproducible, and no dependence on stimulus onset is evident. Figure  4E shows the C-summary for the activity in the left auditory cortex following left ear stimulation for all subjects. For each subject the C-summary is computed with averaged in the prestimulus period, around stimulus onset, and for a period well after stimulus onset. For the most experienced subject (S1) in particular, but to a lesser extent too for S2 and S3, ROBA is evident in all three ranges. For the two naive subjects, ROBA is weaker in both (as measured by the strength of the C-summaries) and is less persistent. We conclude that there is no uniform descriptor, across subjects and conditions, of the stimulus dependence of the residual probability distribution.
Previous experience is quantified by the number of times a subject participated in an auditory experiment (or pilot test) in the previous 12 months. Using this rough measure, our five subjects' previous experience is scored as S1 (10), S2 (4), S3 (2), S4 (0), and S5 (0). In our previous analysis of the data from Ex1 (Liu et al., 1998) we found no change in the variability between Ex1a and Ex1b as measured by the distribution of peaks over single trials. The ROBA variable measured in all cases is the strength of the sd-summaries or C-summaries in relation to the values they have for Ex1. We see a good linear relation between the prestimulus height of the ROBA from Fig. 4E and the subject's previous experience, with a slope of 0.401 and Pearson correlation coefficient of r ϭ 0.994.
Results for Ex2
Figure 5 summarizes the results for the second experiment; a CMV protocol was used in which a left index finger movement was made (GO) or inhibited (NOGO) at the imperative tone T2, presented 3.5 s after the warning stimulus T1. Both tones were delivered to the left ear. The right hemisphere is expected to be more engaged in this task. In all parts of the figure ROBA measures are superimposed from the first period, around T1, around T2, and for an intermediate period around 1.5 s after T1. Figure 5A shows the C-summary for GO and NOGO condition on day 1: In the right hemisphere, ROBA is evident in all periods in the NOGO condition; it is also evident in the intermediate period for the GO condition and in the prestimulus part around T1, reducing rapidly at positive latencies. ROBA is drastically reduced in the right hemisphere around the T2 GO period. In the left hemisphere ROBA is reduced for positive latencies around T1 (solid lines); ROBA is strongest around S2 in the NOGO condition.
Figure 5B compares the sd-summary for the GO condition in day 1 and day 2. During the period after T2 the standard deviation is weaker and less oscillatory than that during the T1 period and the period between T1 and T2. The differences are bilateral during day 1 but they are confined to the task-relevant (right) hemisphere when the same experiment was repeated 3 days later. For the NOGO condition (Fig. 5C ) the sdsummary has similar behavior during all periods, especially for day 2, except following T1, in which the oscillations are reduced. Figure 6 shows the results for the third experiment. In this experiment S1 was asked to listen to continuous speech; since S1 is right-handed we expected the left hemisphere to be more engaged in this task. Figure 6A shows the correlation and standard deviation in the left and right auditory cortex for the first of four successive runs following the training session. Three separate curves are plotted in each case corresponding to mean base-time values in the prestimulus period (Ϫ46 to Ϫ8 ms), during the onset of the first word (Ϫ8 to 135 ms), and well after the onset of the first word, i.e., well into the sentence (135 to 221 ms). For all three base-time ranges, ROBA in the left hemisphere is reduced, but it is clearly evident on the right hemisphere. By the fourth run (Fig. 6B) , the oscillations in the left auditory cortex have recovered considerably, while on the right they are already similar to the ones in the simple tone experiment. Figure 6C shows the correlation and standard deviation in the left and right auditory cortex for all four runs with mean base time averaged around the onset of the first word. Repetition tends to increase the variance and the oscillatory behavior, but this trend is not uniform; a departure from this overall trend is observed in both hemispheres together (e.g., for both left and right hemispheres run 3 is more similar to run 1 than to run 2 or run 4).
Results for Ex3
DISCUSSION
Oscillations, especially in the ␣ frequency range, have been discussed ever since the invention of EEG. Earlier works focused on spectral decomposition and averaging of rectified EEG (Pfurtscheller and Aranibar, 1979) or MEG (Salmelin and Hari, 1994) . Scanning raw data with signal-space spatial filters defined for specific
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frequency-domain focal sources have been used to characterize the local oscillatory content of cortical activity during mental imagery (Tesche et al., 1995) . The spectral decomposition for specific tasks was reproducible between 20 successive second runs in the same subject, despite high variability among subjects (Tesche et al., 1995) . MFT localization of rhythmic activity in the 3-6 Hz range was also reported for parkinsonian tremor (Volkman et al., 1996) . In all these cases either activity was studied in a few single trials or the bandpass filtered signal was averaged (after rectification).
In our earlier work (Liu et al., 1998) , we identified oscillations in the auditory cortices of all five subjects from single-trial signals. Ours and others' earlier studies probed the role of background rhythms and reactivity under one or more distinct stimulus conditions, with the stimulus onset as the only timer of events in the brain. In the present study we have used the concept of baseline state introduced by Arieli et al., extending its definition and looking at the full base-time-latency plane. The ROBA emerged from this analysis: once the ROBA oscillations were established, they were highly reproducible. No such oscillations were evident in the residuals and correlations reported by the optical imaging study of Arieli et al. Although not impossible, we consider it unlikely that the oscillations are present in auditory but not visual cortex. The absence of such oscillations might be due to the use of anesthetized animals or to the small area mapped with optical methods. The latter explanation is consistent with the suggestion that corticothalamic projections are responsible for long-range ␣-band cortical oscillations (Contreras et al., 1996) , which can easily be much wider in extent than the area covered by the Arieli study.
In the one subject in whom these oscillations have been firmly established, two further experiments were analyzed, allowing us to make a first exploration of how oscillations in the residuals are affected by training. In each experiment ROBA was considerably reduced or eliminated when the auditory stimuli were introduced with a new task contingency. After enough repetitions, ROBA reappeared slowly except for those times and in the hemisphere taxed by either the task demands or the stimulus processing.
It is possible that we have identified movement between a set of spatially discrete sources as an oscillation at a given source point. This is unlikely in terms of our earlier work (Liu et al., 1998) , but in any case would correspond to an oscillatory movement of the activity at the site picked up by the VS technique as that with maximum M100 among auditory cortical regions.
Our data will then support a more active interpretation of background brain rhythms, particularly ␣ oscillations (Başar et al., 1997) , rather than that of ''idling'': the increased stability of ␣ rhythm with training may reflect a dispersion of task-related brain activity in the spatial and temporal domain, while cortical regions specialized for the task decrease in spatial extent and are activated over a narrower time window. If this is the case, extending the analysis of single-trial variability both internally in an area and across areas should provide powerful clues about the connectivity and hence the neuronal circuit excited by a specific task.
Since the results on training are based on just one subject, we must treat them and their interpretation in the last paragraph with caution; they are presented as the first steps in the direction of understanding the relationship of evoked responses in well-defined circumscribed locations and global rhythmic activity. In the work presented in this paper we have only looked at the rhythmic activity emanating from the auditory cortex. It remains to be seen how these results generalize and whether or not the rather speculative interpretations we have offered survive more severe tests. They are at least there to be tested. 
