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DETECTION THRESHOLDS IN VERY SPARSE MATRIX
COMPLETION
CHARLES BORDENAVE, SIMON COSTE, RAJ RAO NADAKUDITI
Abstract. Let A be a rectangular matrix of size m ˆ n and A1 be the random
matrix where each entry of A is multiplied by an independent t0, 1u-Bernoulli ran-
dom variable with parameter 1{2. This paper is about when, how and why the
non-Hermitian eigen-spectra of the matrices A1pA ´ A1q˚ and pA ´ A1q˚A1 cap-
tures more of the relevant information about the principal component structure of
A than the eigen-spectra of AA˚ and A˚A.
We illustrate the application of this striking phenomenon on the matrix com-
pletion problem for the setting where the underlying matrix P is low rank, with
incoherent singular vectors, and where the matrix A is equal to the matrix P on a
(uniformly) random subset of entries of size dn and all other entries of A are equal
to zero. We show that the eigenvalues of the asymmetric matrices A1pA´A1q˚ and
pA ´ A1q˚A1 with modulus greater than a detection threshold are asymptotically
equal to the eigenvalues of PP˚ and P˚P and that the associated eigenvectors are
aligned as well. The central surprise is that by intentionally inducing asymmetry
and additional randomness via the A1 matrix, we can extract more information
than if we had worked with the singular value decomposition (SVD) of A!
The associated detection threshold is asymptotically exact and is non-universal
since it explicitly depends on the element-wise distribution of the underlying matrix
P . We show that reliable, statistically optimal but not perfect matrix recovery, via
a universal data-driven algorithm, is possible above this detection threshold using
the information extracted from the asymmetric eigen-decompositions. Averaging
the left and right eigenvectors provably improves estimation accuracy but not the
detection threshold. Our results encompass the very sparse regime where d is of
order 1 where matrix completion via the SVD of A fails or produces unreliable
recovery.
We define another variant of this asymmetric principal component analysis pro-
cedure that bypasses the randomization step and has a detection threshold that is
smaller by a constant factor but with a computational cost that is larger by a poly-
nomial factor of the number of observed entries. Both detection thresholds shatter
the seeming barrier due to the well-known information theoretical limit d — logn
for matrix completion found in the literature.
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1. Introduction
1.1. Setting and overview. We start by describing the main mathematical model that
will be studied in this paper. Let m,n ě 1 large integers, and let P “ pPx,yqxPrms,yPrns P
Mm,npRq be a real matrix with singular value decomposition
P “
rÿ
k“1
σkζkξ
˚
k , (1.1)
the positive numbers σk are the singular values of P , and pζ1, . . . , ζrq, pξ1, . . . , ξrq are two
orthonormal families of singular vectors. Let M P Mm,npRq be a random matrix whose
entries are independent Bernoulli with parameter d{n: for all x, y, we have
PpMx,y “ 1q “ 1´PpMx,y “ 0q “ d
n
.
The non-zeros entries of the matrix M correspond to the entries of the matrix P that
are observed, the remaining ones are hidden. The observed matrix is then defined as
A “
´n
d
¯
P dM,
where d denotes the Hadamard pr entry-wise product of two matrices. The normalization
is chosen so that ErAs “ P , hence A is an unbiased estimator of P . The matrix A has an
average of d revealed revealed entries per row. From now on, we will concentrate on the
asymptotic regime where m and n are large and have the same order, by supposing that
α “ m{n is bounded away from 0 and 8.
The matrix completion problem aims at answering the following general question: what
parts of P can be recovered from the observed entries? The literature around this problem
is gigantic, see Section 7. Roughly speaking, it is known that under natural assumptions
on P (low-rank with delocalized eigenvectors), we can recover exactly P as soon as d has
order log n. Below this threshold, there exists an estimator Pˆ whose mean square error,
that is trpPˆ ´ P q2{n, is of order 1{d.
In this paper, we go much beyond this last result and study the detection problem of
the spectrum of P . Namely, for a given singular value σk of P with corresponding unit
singular vectors ζk, ξk, our goal is to address the following two questions:
(i) For which values of d is it possible to design a consistent estimator of σk?
(ii) For a given ε ą 0, for which values of d is it possible to design an estimator ζˆk of ζk
such that |xζk, ζˆky| ě ε with high probability, and the same for ξ?
The above mentioned previous results on the mean square error imply that piq and piiq
are feasible when d goes to infinity. Our results prove that this is possible for d of order
1 simply by considering the k-th largest eigenvalue of an m ˆm carefully chosen matrix
X and its corresponding eigenvector.
1.2. Informal statement of the main result. Let Z P Mm,npRq be an auxiliary
random matrix whose entries are independent Bernoulli with parameter 1{2. We set
A1 “ Z dA and A2 “ A´A1 and we define
X “ A1A˚2 Y “ A˚1A2. (1.2)
These are square matrices, with respective sizes mˆm and nˆn. They are not Hermitian,
their eigenvalues are complex numbers. Then, given any fixed d, there is a threshold ϑ,
intrinsic to the matrix P and to d, such that the following holds with high probability
when n is large.
(i) Each singular value σi ą ϑ gives rise to an eigenvalue νi of X close to σ2i . The rest
of the eigenvalues of X are quarantined in the disc Dp0, ϑq.
(ii) Moreover, if χi is a unit right-eigenvector of X associated with the eigenvalue νi „ σ2i
above the threshold ϑ, then the scalar product between χi and the singular vector
ζi has an explicit non-vanishing limit.
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(a) Normally distributed singular vectors.
(b) Hyperbolic secant distributed singular vectors.
Figure 1. Matrix completion using various methods for the setup de-
scribed in Section 1.3. Of interest is the fact that the asymmetric eigen-
methods proposed in this paper (rightmost two columns) succeed in the
regime where the SVD based method (second column from the left) fails.
Similar results hold for Y and ξi. All the theoretical quantities at stake can efficiently be
estimated from the observation of P dM , leading to asymptotically efficient data-driven
estimators even in the sparsest regime where d is fixed. This threshold will be essentially
the analog of the Kesten-Stigum. When all the singular values of P are above the threshold
ϑ, we can thus use the eigenvalues and eigenvectors of X and Y to craft an estimator Pˆ
of P which is correlated with P .
This spectral method does not need complex manipulations, does not require trim-
ming, uses all the available information, and only needs computing the top eigenvalues
and eigenvectors of m ˆm or n ˆ n matrices, hence is computationally efficient. On the
other hand, spectral algorithms are generally known to be less robust than other meth-
ods, and the detection threshold is 1.44 times higher than the so-called non-backtracking
threshold studied in our Subsection 3, the latter gives better results but requires a higher
computational cost.
1.3. Sneak peek: Improved matrix recovery using asymmetric eigen-methods.
Our results are part of a new and promising philosophy, namely that in many problems
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(a) Symmetric matrix completion via asym-
metrization and (non-symmetric) eigendecompo-
sition.
(b) Rectangular matrix completion via asymmetrization and (non-symmetric)
eigendecomposition.
Figure 2. How we construct asymmetric (square) matrices for extract-
ing more/better eigen-information from sparsely observed symmetric
and rectangular low-rank matrices, as described in Section 1.5.
eigenvalues of non-symmetric matrices can perform better than eigenvalues of symmetric
matrices. We will highlight this statement with several numerical experiments in Section
6.1. we would like to motivate the reader by beginning our exposition with a preview of
the striking gains our methods obtain.
The first column of Figure 1 displays the 30ˆ10 upper-left sub-matrices of 2000ˆ3000
rank one matrices modeled as in (1.1). In Figure 1a the singular vectors are normally
distributed whereas in Figure 1b they are drawn from the hyperbolic secant distributions.
This matrix was very sparsely sampled (d “ 9.7 and d “ 22.6 for the Gaussian and
Hyperbolic setting, respectively). The second, third and fourth columns of Figure 1 show
reconstructions obtained using the SVD (with the missing entries replaced by zeros),
the eigen-spectra of the asymmetric matrix as described above (which averages the left
and right eigenvectors of the X and Y matrices to produce an estimate of the left and
right singular vectors, respectively) and using the (right) eigenvector of the weighted non-
backtracking matrix.
The SVD reconstruction fails completely, whereas the two asymmetric methods meth-
ods described succeed and produce reliable, even if imperfect, estimates. To summarize
the emergent philosophy: we succeed in finding (symmetric) structure in a regime where
a symmetric eigen-decomposition fails by inducing, via randomization, asymmetry and
viewing the symmetric problem through an asymmetric eigen-decomposition lens.
Intuitively this is happening because the SVD method is crippled by the localization of
singular vector estimates in the very sparse regime due to the echo-chamber like effect of a
few rows/columns having a larger number of observed entries is bypassed when we induce
asymmetricity and/or use the weighted non-backtracking matrix. Hence the asymmetric
methods detect and extract structure well below the threshold where the SVD can detect
and extract it. The asymmetric randomization acts as an implicit spectral regularizer.
See Figures 7 and 8 for additional illustrations of this phenomenon, including subtler
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aspects pertaining to how the structure of the matrix we are trying to recover governs the
improvement in performance we can (or cannot) expect.
To summarize our findings: all other things being equal, practitioners can expect
greater gains with these methods for recovering incoherent matrices whose elements have
a larger kurtosis.
We hope that practitioners who encounter low-rank matrix completion problems in
high-dimensional, very sparse settings, such as in reinforcement learning and computa-
tional game theory where reward/payoff matrices are often modeled this way [52, 36], can
utilize these methods to find structure in severely under-sampled regimes where the failure
of SVD based matrix completion methods might have been misconstrued as a by-product
of a fundamental informational barrier. We shall release a numerical implementation of
our methods to facilitate revised experimentation on such given-up-for-being-too-sparse
data sets.
1.4. Extensions. The results in this paper extend naturally to the setting where the
matrix P is modeled as the Kronecker product of two matrices so that P “ PA b PB . In
this setting, an application of the results of Van Loan and Pitsianis [58, Section 2] shows
that there is a rearrangement operator RpAq which rearranges the elements of the matrix
A such that RpAq is rank one. In other words, RpAq “ vecpPAqvecpPBq where vecp¨q
stacks the columns of the matrix on top of each other and creates a single column vector.
We can use this to induce low rank matrices which fit into our framework. Kronecker
product structured matrices are ubiquitous in many scientific applications (see [57, 56])
and spotting Kronecker structure in them and applying the re-arrangement trick can lead
to improved matrix completion in Kronecker structured matrix completion problems.
Tensor completion (see [35]) is a natural extension of our ideas in matrix completion
for the problem of completing higher order arrays with missing data. Low-rank higher-
dimensional tensors can, via a rearrangement and flattening operation (see [34, Section
2]) be expressed as low-rank matrices (with not necessarily orthogonal components). This
allows us to connect the low-rank incoherent tensor completion problem with our frame-
work.
Finally, the idea that random asymmetrization bypasses the echo-chamber effect that
cripples the SVD (or the symmetric eigen-decomposition) can be employed as a non-
parametric estimation technique wherever the underlying singular vectors we are trying
to estimate are delocalized but where the SVD (or a symmetric eigen-decomposition) re-
turns localized estimates. This trick will work right out of the box, for example, in the
estimation of low-rank matrices with incoherent singular vectors contaminated with heavy
tailed noise or just-sparse-enough-but-too-large outliers. Trimming techniques which pre-
cisely tune the threshold parameters based on precise structural information might have
lower estimator errors than a non-parametric technique such as ours but the random
asymmetrization trick will be more robust to errors to errors due to a mismatch in the
structure model for the outliers or heavy tails. A hint that the random asymmetriza-
tion is a useful technique can spring from analytical or numerical simulation insights as
in Figure 6 whenever one gleans that the operator norm (or the largest singular value)
might be asymptotically unbounded but that the spectral radius (or largest eigenvalue
in magnitude) is not. Where else might this be trick be useful beyond our context? An
important extension of our framework is in settings where the missing entries are not sam-
pled uniformly. One important scenario, that lends significant structure in the pattern of
the observed entries, corresponds to the setting where the entries are observed via (for ex-
ample) a Poissonian process with an intensity that is proportional to a (assumed, known)
function of the (magnitude of the) underlying matrix entries we are trying to estimate, as
in for example [5].
We leave related explorations and excursions to follow-up work and interested readers.
1.5. Roadmap of the paper and auxiliary results. The main results summarized in
the preceding paragraph will be precisely stated later, in Theorem 4.10. They will indeed
follow from the simpler case where P is a square, Hermitian matrix. In this case, we do
not need to form the matrices X and Y above: the observed matrix, A, is itself a square
matrix, hence we can directly show the aforementioned phenomenon directly on A.
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The setup is depicted in Figure 2a. Informally we will show that when the underlying
is symmetric and low-rank and we observe missing entries as in the left panel of Figure
2a, then the randomly asymmetric matrix formed from the original matrix has (left and
right) eigenvectors that are well-aligned with the eigenvectors of the underlying low-rank
symmetric matrix.
The detailed statement of this result is contained in Theorem 2.3, whose proof runs
from Section 8 to Section 14 — it is the most voluminous part of the paper.
The statements characterize the eigenvalues of the randomly asymmeterized matrix and
the accuracy, measured via an inner-product, of the left and right eigenvectors with respect
to corresponding the ground truth latent eigenvector. What emerges from the results is
the fact that averaging the left and right eigenvectors produces more accurate estimates of
the underlying eigenvectors and that we can estimate the accuracy of the resulting improve
eigenvector estimate directly from the point estimate of the inner product between the
left and right eigenvector pairs. This paves the way for a statistically optimal, in a
Frobenius norm error sense, estimator of the underlying low-rank matrix that accounts
for the noisiness in the estimated eigenvectors a` la OptShrink [47].
The symmetric setup underpins our extension to the matrix completion because the
results on rectangular matrices will then be obtained through a Hermitization trick, by
considering the matrix ˜
0 P
P˚ 0
¸
(1.3)
and applying our theorem for square matrices as depicted in Figure 2b.
This is all done in Section 4, where the reader will find a complete elucidation of the
behaviour of the high eigenvalues and eigenvectors of the matrices X and Y , which paves
the way for our main interest, the problem of matrix completion in Section 5. There, we
precisely describe our method and show a few theoretical guarantees for its performance.
Numerical simulations are displayed in these first sections, but in Section 6 we focus on
illustrating the case where the rank of P is one, which has attracted considerable attention
in the literature.
Section 7 shortly surveys the rich literature on sparse spectral graph theory, random
matrices, principal component analysis and matrix completion. All the subsequent sec-
tions, starting with Section 8 at page 37, are the technical proofs of our results.
We included in Section 3 several results on non-backtracking matrices (see 3), when
the underlying P is square. The very recent paper [53] was build on a preliminary version
of the present work and generalizes this portion to the case of weighted inhomogeneous
graphs.
A few technical results which were developed in the course of the proof might be of
independent interest. Among them, we mention the perturbation results from Section
8, dealing with spectra of perturbations of non-normal matrices (Theorem 9.2), and also
the results of Section 12 which include new and powerful concentration inequalities for
functionals on Erdo˝s-Re´nyi random graphs (see Proposition 12.3).
1.6. Acknowledgments. CB was supported by ANR-16-CE40-0024-01. CB and SC
thank the University of Michigan for its hospitality in June 2016 and June 2018 where this
work was initiated and continued. RRN’s work was supported by ONR grant N00014-
15-1-2141, DARPA Young Faculty Award D14AP00086, and ARO MURI W911NF-11-1-
039CB. CB and RRN thank Literati Coffee in Ann Arbor, MI for the stimulating envi-
ronment in which the problem considered here was first brewed.
1.7. Notation and convention. When n is an integer, rns denotes the set t1, . . . , nu.
The group of permutations of rrs is noted Sr. We identify Rn with the set `2prnsq.
Elements in Rn will be noted u “ pupxqqxPrns. We will note | ¨ |8, | ¨ |p the usual norms on
Rn, namely
|u|8 “ max
xPrns
|upxq| |u|p “
ˇˇˇ ÿ
xPrns
|upxq|p
ˇˇˇ1{p
.
VERY SPARSE MATRIX COMPLETION 7
The Euclidean norm (p “ 2) will simply be noted | ¨ |. The operator norm of the matrix X
is noted }X}; it is the greatest singular value of the matrix. The Frobenius norm is noted
}X}F and is defined by }X}F “
a
trpX˚Xq. It is also the L2-norm of the singular values.
The letter c denotes a universal numerical constant. It might be used from line to line
to denote different constants.
We will also make the following convention on the phase of eigenvectors. If ψ and ψ1
are two right and left eigenvectors of a matrix associated to the same simple eigenvalue,
we will also assume that their phase is chosen so that
xψ1, ψy ě 0. (1.4)
2. Detailed results: square matrices
In this section, we restrict ourselves to the case where P is a square nˆ n matrix. We
write its spectral decomposition as
P “
nÿ
k“1
µkϕkϕ
˚
k , (2.1)
the real numbers µk are the eigenvalues of P , and ϕ1, . . . , ϕn is an orthonormal basis of
eigenvectors. The eigenvalues are ordered by decreasing modulus:
|µ1| ě ¨ ¨ ¨ ě |µn| ě 0.
As above, M is a matrix with i.i.d. Bernoulli entries with parameter d{n, and the observed
matrix is
A “
´n
d
¯
P dM.
Our goal is to describe the behaviour of the high eigenvalues of A.
2.1. Main result. Our result will hold uniformly over a wide class of matrices that match
the usual hypothesis from the literature: low (stable) rank with incoherence conditions.
The goal is is not really to restrict the range of applications, but to track the dependence
of the error terms with respect to the parameters at stake (such as stable rank, measure
of incoherence or spectral separations). We list these definitions which are central to this
paper, and then we explain them in the subsequent remark.
Definitions 2.1 (complexity parameters of P ). Let P “ řµiϕiϕ˚i be a square Hermitian
matrix. The amplitude, stable rank and incoherence describe the complexity of the matrix
P .
(1) Amplitude parameter L:
L “ nmax
x,y
|Px,y|. (2.2)
Equivalently, it is the scaled L1 to L8 norm of P .
(2) Stable numerical rank r:
r “ }P }
2
F
}P }2 “
řn
k“1 µ
2
k
µ21
.
(3) Incoherence parameter b: any scalar b ě 1 such that for every k in rns with
µk ‰ 0, we have
max
xPrns
|ϕkpxq| ď b?
n
. (2.3)
Definitions 2.2 (detection parameters of P and d). Let P “ řµiϕiϕ˚i be a square
Hermitian matrix and d ą 1 be a real number. The detection threshold, rank and gap
describe what parts of P can be detected and how easily.
(1) Variance matrix Q:
Qx,y “ n|Px,y|2 ρ “ }Q}. (2.4)
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(2) Detection threshold ϑ: any number ϑ such that
ϑ ě maxtϑ1, ϑ2u, (2.5)
where the ‘theta parameters’ are defined by
ϑ2 “
c
ρ
d
and ϑ1 “ L
d
.
(3) Detection rank r0: number of eigenvalues of P which have modulus strictly
larger than ϑ, i.e.
|µ1| ě ¨ ¨ ¨ ě |µr0 | ą ϑ ě |µr0`1| ě ¨ ¨ ¨ ě |µn|. (2.6)
(4) Detection hardness or gap τ0:
ϑ
|µr0 | “ τ0 P p0, 1q. (2.7)
It is the gap between ϑ and the smallest eigenvalue above ϑ.
We observe that our threshold ϑ can vary above maxtϑ1, ϑ2u. This is to allow an
optimal application of our main theorem below. It is also interesting to note that the
usual algebraic rank of P is an upper bound on r. We can now state our main theorem.
Theorem 2.3. Let P and A be as above. We define D “ maxp2d, 1.01q and
` “ tp1{8q logDpnqu . (2.8)
There exists a universal constant c ě 1 such that if the inequality
C0 :“ crr40b44 lnpnq16 ď τ´`0 , (2.9)
holds true then with probability greater than 1´ cn´1{4, the following event occurs:
1) Eigenvalues. There exists an ordering of the largest r0 eigenvalues in modulus
λ1, . . . , λr0 of A such that for all i P rr0s,
|λi ´ µi| ď C0
ˇˇˇˇ
ϑ
µi
ˇˇˇˇ`
|µi|, (2.10)
and all the other eigenvalues of A have modulus smaller than C
1{`
0 ϑ.
2) Eigenvectors. We denote by ψi and ψ
1
i two unit right and left eigenvectors of λi with
positive scalar product. The relative spectral gap ratio at µi is defined as
τi,` “ 1´ min
jPrnsztiu
|1´ pµj{µiq`|. (2.11)
Then, for every i P rr0s and j P rrs, one hasˇˇˇˇ
|xψi, ϕjy| ´ δi,j?
γi
ˇˇˇˇ
ď C0τ
`
0
1´ τi,` . (2.12)
where γi ě 1 is the deterministic number only depending on d and P defined by
γi :“
ÿ`
s“0
x1, Qsϕi d ϕiy
pµ2i dqs . (2.13)
The overlap between eigenvectors satisfyˇˇˇˇ
|xψi, ψjy| ´ |Γi,j |?
γiγj
ˇˇˇˇ
ď C0τ
`
0ap1´ τi,`qp1´ τi,`q . (2.14)
where Γi,j are real numbers defined by
Γi,j :“
ÿ`
s“0
x1, Qϕi d ϕjy
pσiσjdqs . (2.15)
Finally, the same bound (2.12)-(2.14) also hold for the unit left eigenvectors ψ1i andˇˇˇˇ
xψi, ψ1iy ´ δi,j
γi
ˇˇˇˇ
ď C0τ
`
0
1´ τi,` . (2.16)
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Figure 3. An underlying 10000ˆ10000 symmetric matrix P satisfying
the above conditions, and with eigenvalues µ3 “ 1, µ2 “ 2 and µ1 “ 3,
has been fixed. Above, we see the eigenvalues of A when the sparsity
parameter is d “ 5. In this case, the threshold maxtϑ, ϑ0u is approxi-
mately 2.44, hence only the eigenvalue µ1 “ 3 gives rise to an outlier in
the spectrum of A. On the right panel, we chose d “ 15, and in this case
the threshold is close to 1.3, thus the two eigenvalues µ1 “ 3, µ2 “ 2
give rise to two outliers of A close to 3 and 2.
We have stated this theorem for any matrix P with parameters b, r, r0, τ0, d, ϑ without
mentioning any dependence on n. In fact, all those parameters can indeed depend on n
since our result is non-asymptotic and quantitative. A numerical value for the universal
constant c ě 1 could be extracted from the proof, even if it would not be very informative:
we have used various crude bounds to arrive at a tractable constant C0 and a readable
proof. There are however various ways to improve the value of C0, notably by decreasing
very substantially the factor b44 or lnpnq16. We have postponed this technical discussion
in the final Section 18.
In Theorem 2.3, the value of the threshold ϑ ě ϑ2 _ ϑ1 is free, it determines the
eigenvalues above the threshold and the gap τ0. Theorem 2.3 is not trivial if C0 is smaller
than τ´`0 . In the typical situation where the parameters b, r, r0 are Oplnpnqcq, for some
constant c ą 0, it happens if logdp1{τ0q " lnplnpnqq{ lnpnq. We note also that in this paper
we only focus in the regime where d is small, typically for d “ Opalnpnqq, where usual
spectral methods on the symmetric matrices are not working. We have thus made no
effort in obtaining an interesting error bound when d is larger.
The threshold ϑ2 “
a
ρ{d is the analog of the Kesten-Stigum bound in community
detection, see [46], it is related to an intrinsic property on the existence of an eigenwave
in a Galton-Watson tree with Poisson offspring distribution with parameter d, see Section
14. In most applications and simulations, ϑ2 is bigger than ϑ1 “ L{d. There is however
a regime where d is very small and as a consequence, the actual threshold is ϑ1. This is
the same phenomenon as the one uncovered in [24] — see the definition of ρ˜ in Theorem
1 of that paper, see also [15] for a similar phenomenon. In our setting, as it is defined,
the threshold ϑ1 “ L{d is often pessimistic. We have used it mostly for the readability of
the proofs. There are ways to decrease the value of L for most choices of matrices P . We
have again postponed this technical discussion in Section 18.
Remark 2.4. We note that it is immediate to check that as d grows, γi´ 1 „ C{d where
C depends on P .
Remark 2.5. The coefficients γi have a simple expression if P is such that
ř
y Qxy “
n
ř
y P
2
xy does not depend on x. Indeed, in this case, the vector 1 is the top eigenvector
of Q and we have
ř
xQxy “ ρ{n. In particular, Qs1 “ ρs1. From (2.13), for i P rr0s, we
get
γi “
ÿ`
s“0
ˆ
ϑ2
µi
˙2s
“ 1´ pϑ2{µiq
2p``1q
1´ pϑ2{µiq2 . (2.17)
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We conclude this subsection with an easy corollary of Theorem 2.3. It asserts that,
above the threshold ϑ, the average of the left and right unit eigenvectors of A is a good
estimate of the corresponding eigenvector of P .
Corollary 2.6. With the notation of Theorem 2.3, for i P rr0s, let ϕˆi “ pψi`ψ1iq{|ψi`ψ1i|
where | ¨ | is the Euclidean norm of a vector. On the event of Theorem 2.3, we have for
all j P rrs, ˇˇˇˇ
|xϕˆi, ϕjy| ´
?
2δi,j?
γi ` 1
ˇˇˇˇ
ď 4C0τ
`
0
1´ τi,` . (2.18)
The above result states that weak recovery is feasible even in the regime where d is of
order 1 provided that ϑ itself is of order 1. This is in very sharp contrast with what would
happen if the revealed entries were symmetric. As known in the literature (a general
survey is given in Subsection 7.2 at page 33), the top eigenvalues would then be aligned
with the high-degree vertices, but also the top eigenvectors would be localized on those
vertices, losing all the signal information.
2.2. The rank one case and Erdo˝s-Re´nyi graphs. We illustrate Theorem 2.3 for
rank one matrices which are already an interesting first example: P “ ϕϕ˚. With the
above notation r “ 1, µ1 “ 1 and ϕ1 “ ϕ. In this case, from (2.17) it is easy to check
that we have
ϑ2 “
c
n|ϕ|44
d
and γ “ 1´ ϑ
2p``1q
2
1´ ϑ22 (2.19)
where γ “ γ1 is defined by (2.13) and |ϕ|44 “ řx |ϕpxq|4. For d “ Oplnpnqq, Theorem 2.3
is an improvement of the results in [23].
This result on rank-one matrices can be applied to the adjacency matrix of a directed
Erdo˝s-Re´nyi graph. It corresponds to a matrix P whose entries are Px,y “ 1{n for all
x, y. Then the matrix A1 “ dA is the adjacency matrix of a random graph where each
directed edge px, yq (including loops px, xq) is present independently with probability d{n.
In the asymptotic regime n Ñ 8 and d ą 1 is fixed, Theorem 2.3 implies that 1) A1
has one outlier eigenvalue close to d, all the other eigenvalues being smaller than
?
d and
2) the unit eigenvector ψ associated with the outlier eigenvalue satisfies |xψ,1{?ny| “a
1´ 1{d` op1q. These results are illustrated on Figure 4, at page 11.
This is quite a striking contrast with the undirected sparse Erdo˝s-Re´nyi graphs, where
the high eigenvalues are aligned with the high-degree vertices, and the associated eigen-
vectors are localized on those vertices, see references below.
3. Detailed results: non-backtracking matrix
In this section, we work out what happens if instead of using the adjacency matrix of
the problem, we use the non-backtracking matrix.
3.1. Setting: weighted non-backtracking matrix. In the square symmetric case P “
P˚, Theorem 2.3 and its Corollary 2.6 illustrate the striking accuracy of the spectrum of
the non-symmetric matrix A to estimate the symmetric matrix P . There is however some
information which has been lost: the fact that P “ P˚ has not been used in the definition
of A and the set of revealed entries could be almost doubled in principle. At some extra
computational cost, a weighted variant of the non-backtracking matrix can cope with this
issue.
Let us first define the probabilistic model. Let d¯ ě 1 and M¯ P MnpRq be a random
symmetric matrix where all entries above the diagonal are independent Bernoulli random
variable with parameter d¯{n: for all x, y P rns, M¯x,y “ M¯y,x and
PpM¯x,y “ 1q “ 1´PpM¯x,y “ 0q “ d¯
n
.
Then, we define E “ tpx, yq : M¯x,y “ 1u, it is the set of revealed entries of P . With
d¯ “ 2d ´ d{n, this would correspond to the revealed entries of the matrix pA ` A˚q{2 in
our previous model up to a slight modification of the law of entries on the diagonal which
is harmless in our setting.
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Figure 4. On top, the spectrum of a directed Erdo˝s-Re´nyi graph with
d “ 4 an n “ 10000 vertices. The outlier λ1 « 4 is clearly visible.
Above (right), a plot of the entries of the eigenvector of A associated
with λ1 « 4. All entries are positive (Perron’s theorem) and are stacked
close to the real eigenvector ϕ which is in orange; their scalar product is
close to
a
1´ 1{4. Above (left) is a histogram of the values of λ1, over
N “ 10000 realizations of directed Erdo˝s-Re´nyi graphs with parameters
n “ 10000 and d “ 4.
We will need the following notation. A vector ϕ P Rn can be lifted as two vectors, ϕ`,
ϕ´ in RE by setting
ϕ´ppx, yqq “ ϕpxq?
d¯
and ϕ`ppx, yqq “ ϕpyq?
d¯
.
The scaling is chosen so that these lifts are isometries from Rn to L2pRE ,Pq: Er|ϕ˘|2s “
|ϕ|2, where | ¨ | is the Euclidean norm of a vector. The norm of ϕ˘ is tightly concentrated:
if |ϕ| “ 1 and |ϕ|8 ď b{?n, then with probability at least 1´ 1{n,ˇˇ|ϕ`|2 ´ 1ˇˇ ď cb2d lnpnq5{2n´1{2,
for some universal constant c ą 0 (it follows for example from the forthcoming Theorem
12.5).
The weighted non-backtracking matrix B PMEpRq is the non-symmetric matrix indexed
by E with entries, for e “ px, yq P E and f “ pa, bq P E (those are directed edges):
Be,f “ n
d¯
1Ia“y1Ix‰bPa,b.
Exactly as for the matrix A, we can relate the top eigenvalues and eigenvectors of
B with those of P . The weighted non-backtracking matrix B is defined on the directed
edges of the graph induced by the non-missing entries of the matrix P and hence, so are
its eigenvectors. At each vertex, we sum the elements of an eigenvector of B over all its
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incoming edges and then normalize the resulting vector to have unit norm. We refer to
these vectors as the weighting non-backtracking eigenvectors of the matrix P .
3.2. Results. The non-backtracking matrix allows to reduce the detection threshold, the
cost being that the size of the matrix B is typically larger by a factor d¯ (see Remark 3.6
below for possible ways to solve this issue).
A version of Theorem 2.3 also holds for the matrix B, but before stating it we need
some definitions. The first ones are simply adapted from the square case. We emphasize
the difference between the original definitions and the non-backtracking ones by overlining
the corresponding quantities.
Definitions 3.1 (complexity parameters of P ). Let P “ řµiϕiϕ˚i be a square Hermitian
matrix. The amplitude, stable rank and incoherence describe the complexity of the matrix
P .
(1) Amplitude parameter L:
L “ nmax
x,y
|Px,y|. (3.1)
Equivalently, it is the scaled L1 to L8 norm of P .
(2) NB-Stable rank r¯: for technical reasons, we introduce a stronger notion of stable
rank by setting
r¯ :“
řn
j“1 |µj |
|µ1| .
Note that r ď r¯ ď rankpP q.
(3) Incoherence parameter b: any scalar b ě 1 such that for every k in rns with
µk ‰ 0, we have
max
xPrns
|ϕkpxq| ď b?
n
. (3.2)
Definitions 3.2 (NB-detection parameters of P and d). Let P “ řµiϕiϕ˚i be a square
Hermitian matrix and d ą 1 be a real number. The detection threshold, rank and gap
describe what parts of P can be detected and how easily.
(1) Variance matrix Q:
Qx,y “ n|Px,y|2 ρ “ }Q}. (3.3)
(2) NB-Detection threshold ϑ¯: any number ϑ¯ such that
ϑ¯ ě maxpϑ¯1, ϑ¯2q,
where
ϑ¯2 “
c
ρ
d¯
and ϑ¯1 “ L
d¯
.
(3) Detection rank r0: number of eigenvalues of P which have modulus strictly
larger than ϑ, i.e.
|µ1| ě ¨ ¨ ¨ ě |µr0 | ą ϑ¯ ě |µr0`1| ě ¨ ¨ ¨ ě |µn|. (3.4)
(4) Detection hardness or gap τ0:
ϑ¯
|µr0 | “ τ0 P p0, 1q. (3.5)
Before stating our main theorem for the non-backtracking matrix, we need to introduce
a new parameter on the matrix P which is really specific to the non-backtracking setting:
this is due to the fact B and B˚ are not equal in law.
Definition 3.3. If r0 ě 1, we define the matrix C PMr0pRq by, for all i, j P rr0s,
Ci,j “ x1, Qϕi d ϕjy
µiµj
“
ÿ
x,y
Qx,y
µiµj
ϕipxqϕjpxq.
VERY SPARSE MATRIX COMPLETION 13
Note that C is scale invariant. The matrix C is the Gram matrix of the vectors
pϕi{µiqiPrr0s associated to the scalar product xψ, φyQ :“
ř
xp
ř
y Qx,yqψpxqφpxq on the
vector space spanned by the coordinate vectors pexqxPV where V is the set of x P rns such
that n
ř
y P
2
x,y “ řy Qx,y ą 0. It is thus easy to check that C is definite positive. We
denote by σ ą 0 the smallest eigenvalue of C. For example, if řy Qx,y does not depend
on x then σ ě 1. In general, we have σ ě minxPV řy Qx,y{µ21.
We are now ready to state a version of Theorem 2.3 for the non-backtracking matrix
B.
Theorem 3.4. Let P and B be as above and assume d¯ ě 1 and σ ě 0.01. We define
D “ maxpd, 1.01q and
` “ tp1{8q logDpnqu. (3.6)
There exists a universal constant c ě 1 such that if the inequality
C¯0 “ cdr¯r40b40 lnpnq14 ď τ´`0 , (3.7)
holds true then with probability greater than 1´ cn´1{4, the following event occurs:
1) Eigenvalues. There exists an ordering of the largest r0 eigenvalues in modulus
λ1, . . . , λr0 of B such that for all i P rr0s,
|λi ´ µi| ď C¯0
ˇˇˇˇ
ϑ
µi
ˇˇˇˇ`
|µi|, (3.8)
and all the other eigenvalues of B have modulus smaller than C¯
1{`
0 ϑ.
2) Eigenvectors. We denote by ψi and ψ
1
i two unit right and left eigenvectors of λi with
positive scalar product. For every i P rr0s and j P rrs, one hasˇˇˇˇ
|xψi, ϕ`j y| ´ δi,j?γi
ˇˇˇˇ
ď C¯0τ
`
0
1´ τi,` and
ˇˇˇˇ
|xψ1i, ϕ`j y| ´ δi,j?
γˆi
ˇˇˇˇ
ď C¯0τ
`
0
1´ τi,` . (3.9)
where τi,` is defined in (2.11) and γi is defined in (2.13) with d¯ in place of d and
γˆi :“ d¯
``1ÿ
s“1
x1, Qsϕi d ϕjy
pµ2i d¯qs
.
Finally, the same bound (2.12) also holds for the unit left eigenvector ψ1i andˇˇˇˇ
xψi, ψ1iy ´ δi,j?
γiγˆi
ˇˇˇˇ
ď C0τ
`
0
1´ τi,` . (3.10)
The assumptions σ ě 0.01 is only to guarantee a bound which is uniform in σ ě 0.01.
In general, it could easily be extracted from the proof an expression of C¯0 which depends
on σ.
The coefficient γˆi has a simple expression if
ř
y Qxy is constant. Arguing as in Equation
(2.17), we have
γˆi “ d¯
``1ÿ
s“1
ˆ
ϑ2
µi
˙2s
“ ρ
µ2i
γi “ ρ
µ2i
1´ pϑ2{µiq2p``1q
1´ pϑ2{µiq2 . (3.11)
We will check that ρ ě µ21 (in forthcoming (10.2)). In particular, we always have in
this case that γˆi ě γi. It follows from (3.9) that the right eigenvector ψi is closer than the
left eigenvector ψ1i to ϕ`i .
There is also an analog of Corollary 2.6 which allows to define a new sharp estimator
of eigenvectors of P . To this end, we define the ’left divergence’ of a vector ψ P RE as the
vector ψˇ P Rn: for all y P rns,
ψˇpyq “ 1
d
ÿ
x:px,yqPE
ψppx, yqq.
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The ’right divergence’ is defined as follows. Let degpyq be the number of edges E attached
to y (with loops, M¯yy “ 1, counting twice). If degpyq ď 1, we set ψˆpyq “ 0, otherwise, we
set
ψˆpyq “ 1
dpdegpyq ´ 1q
ÿ
x:px,yqPE
ψppx, yqq.
With the notation of Theorem 3.4, we will check that, for symmetry reasons, we have for
i P rr0s, the vectors ψˆi{|ψˆi| and ψˇ1i{|ψˇ1i| are very close to each other and well-defined.
Corollary 3.5. With the notation of Theorem 3.4, for i P rr0s, let ϕˆi “ ψˆi{|ψˆi| and
ϕˇi “ ψˇ1i{|ψˇ1i|. For some universal constant c ą 0, with probability at least 1 ´ cn´1{4, we
have for all j P rrs, ˇˇˇˇ
|xϕˆi, ϕjy| ´ δi,j?
γi
ˇˇˇˇ
ď 4C¯0τ
`
0
1´ τi,` .
The same statement holds with ϕˇi in place of ϕˆi.
Remark 3.6. The spectrum of B is related through the so-called Ihara-Bass formulas to
the spectrum of Hermitian matrices of dimension n, see [59, 3] for recent references. In
the simplest case where the entries of nP takes only two values, say 0 and 1, then the
spectrum of B can be obtained from the spectrum of a matrix in M2npRq, see [4, Note
3.5]. These formulas have been used to design symmetric matrices in MnpRq strongly
connected to the spectrum of B, see notably [50, 51].
As an alternative, for an integer ` ě 1, we may consider the symmetric matrix B` P
MnpRq defined as
B` “ ∇˚∆B`´1T∇,
where ∆ P MEpRq is the diagonal matrix defined for e “ pa, bq P E by p∆qe,e “ nPa,b,
T P MEpRq is the involution matrix defined for e “ pa, bq P E by Tδpa,bq “ δpb,aq and
the matrix ∇ P ME,npRq defined for e “ pa, bq P E and x P rns by ∇e,x “ 1Ia“x{
?
d¯ (so
that ϕ´ “ ∇ϕ). The entry pB`qx,y is equal to the weighted sum of non-backtracking
paths of length ` between x and y on the random graph whose adjacency matrix is M and
with edge weights nPxy{d¯. Then with ` odd as in (3.6), it can easily be checked from the
proofs that a version of Theorem 3.4 holds for B` if we replace the eigenvalues λi of B by
signpλi,`q|λi,`|1{` where the λi,`’s are the eigenvalues of B` (this result comes with better
constants since we can rely on the spectral perturbation theory of symmetric matrices).
In practice, this matrix B` is however less natural that the matrix B since it has an extra
parameter ` which is rather artificial.
3.3. A representative example. In this section we work out a small example, where
we chose the very simple case where
P “
˜
a b
b a
¸
b En{2 “ 2
n
¨˚
˚˚˚˚
˚˚˚˚
˚˝
a . . . a b . . . b
...
...
...
...
a . . . a b . . . b
b . . . b a . . . a
...
...
...
...
b . . . b a . . . a
‹˛‹‹‹‹‹‹‹‹‹‚
with Ek the matrix of size k with 1 everywhere. Its spectral decomposition is given by
P “ pa` bq111˚1 ` pa´ bq121˚2 , where 11 “ p1, . . . , 1, 0, . . . , 0q and 12 “ 1´ 11.
Such a P obviously satisfies the required hypothesis for our analysis (low-rank, incoher-
ence). The eigenvalues of P are a´ b, a` b with multiplicity one, and 0 with multiplicity
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n´ 2. Consequently, the matrix Q “ nP d P is equal to
Q “ 4
n
¨˚
˚˚˚˚
˚˚˚˚
˚˝
a2 . . . a2 b2 . . . b2
...
...
...
...
a2 . . . a2 b2 . . . b2
b2 . . . b2 a2 . . . a2
...
...
...
...
b2 . . . b2 a2 . . . a2
‹˛‹‹‹‹‹‹‹‹‹‚
.
and we immediately infer ρ “ 2pa2 ` b2q. When a “ 4 and b “ 1, the nonzero eigenvalues
of P are thus 5 and 3 and the detection threshold with the non-symmetric masked matrix
is ϑ “ a34{d, while the detection threshold with the non-backtracking matrix is ϑ¯ “a
ρ{2d “a17{d. When d “ 3, these thresholds will be
ϑ “a34{3 « 3.317 ϑ¯ “a17{3 « 2.23.
While the adjacency matrix will only have one outlier close to 5, the non-backtracking
matrix will have two outliers, thus reflecting the whole structure of P and capturing more
information on P — at a higher computational cost though, because the average size of
B is 2dn. The phenomenon is illustrated at Figure 5.
4. Detailed results: rectangular matrices
We now go back to our original problem, where P is a rectangular m ˆ n matrix.
Without loss of generality, we will assume m ď n and we introduce the parameter α P p0, 1s
defined as
α “ m
n
. (4.1)
Let M be a mˆ n matrix whose entries are i.i.d. Bernoulli with parameter d{n:
PpMx,y “ 1q “ 1´PpMx,y “ 0q “ d
n
.
As before, the non-zero entries of M correspond to the entries of P that are observed.
For convenience, most proofs in this section are deferred to Section 17 at page 80.
4.1. Setting and strategy: reducing non-symmetric to symmetric. We first de-
scribe a useful strategy to use our results for symmetric problems P and transfer them to
the non-symmetric world.
We start by introducing an auxiliary pn`mqˆpn`mq random matrix Z whose entries
are Bernoulli random variables with the following distribution: for x, y P rn`ms,
PpZx,y “ 1, Zy,x “ 1q “ q px ‰ yq (4.2)
PpZx,y “ 0, Zy,x “ 1q “ PpZx,y “ 1, Zy,x “ 0q “ 1´ q
2
px ‰ yq (4.3)
PpZx,x “ 1q “ p1` qq{2 (4.4)
where q P p0, 1q is a parameter which must satisfy the following identity:
q “ d
n
ˆ
1` q
2
˙2
. (4.5)
It is easy to check that such a q exists. It is given by 2dp1´a1´ d{nq{n´ 1 « d{4n. We
finally define a pn`mq ˆ pn`mq matrix with zero-one entries by
M˜ :“ Z d
˜
0 M
M˚ 0
¸
. (4.6)
Lemma 4.1. If q satisfies (4.5) then the entries of M˜ are independent Bernoulli random
variables with parameter
2q
1` q “ p1` op1qq
d
2n
.
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Figure 5. The underlying 1000 ˆ 1000 symmetric matrix P is as in
Example 3.3 and has eigenvalues 0, 3 and 5. On the top panel, we see
the eigenvalues of A when the sparsity parameter is d “ 3, with one
outlier above the threshold ϑ « 3.317. Below is the spectrum of the
non-backtracking matrix B defined in this paragraph; there are two
outliers close to 3 and 5, above the threshold ϑ¯ « 2.23. Note that the
second panel depicts around 6000 points (the average size of B with
n “ 1000 and d “ 3).
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The proof is at Subsection 17.1. The mask M˜ is thus an i.i.d. Bernoulli matrix with
parameter 2q{p1` qq “ d{2n` op1{nq “: d˜{n˜ with n˜ :“ n`m. The parameter d˜ is close
to p1 ` αqd{2, hence we have n˜{d˜ « 2n{d. We can now apply our results from the first
section, especially Theorem 2.3, to our new estimator A˜ which we define now. First, we
note P˜ the Hermitization of P :
P˜ “
˜
0 P
P˚ 0
¸
. (4.7)
The link between P and P˜ (especially between the spectral decomposition of P˜ and the
SVD of P ) is well-known in the literature ; we recall it at Subsection 17.2. Our estimator
is simply going to be
A˜ :“
ˆ
2n
d
˙
M˜ d P˜ . (4.8)
It is a block matrix with the following form:
A˜ “
˜
0 A1
A˚2 0
¸
(4.9)
where A1, A2 are m ˆ n real matrices. Note that all the information contained in the
original problem is kept intact: each revealed entry of P is present at least once (maybe
twice) in this new estimator A˜.
4.2. Results. Just as before, we first gather the main definitions involved in our result.
We emphasize the differences with the quantities in the preceding sections with a tilde.
Definitions 4.2 (complexity parameters of P ). Let P “ řσiζiξ˚i be an m ˆ n matrix
and P˜ is Hermitization as in (4.7). The amplitude, stable rank and incoherence describe
the complexity of the matrix P .
(1) Size: n˜ “ m` n.
(2) Amplitude parameter L˜:
L˜ “ n˜max
x,y
|Px,y| “ p1` αqL. (4.10)
Equivalently, it is the scaled L1 to L8 norm of P.
(3) Stable numerical rank r:
r “ }P }
2
F
}P }2 “
řn
k“1 µ
2
k
µ21
.
(4) Incoherence parameter b: any scalar b ě 1 such that for every k in rns we have
max
xPrns
|ξkpxq|, |ζkpxq| ď b?
n
. (4.11)
Definitions 4.3 (detection parameters of P and d). Let P˜ be as in (4.7) and d ą 1 be
a real number. The detection threshold, rank and gap describe what parts of P˜ (and P )
can be detected and how easily.
(1) Variance matrix Q˜:
Q˜x,y “ n˜|P˜x,y|2 ρ˜ “ }Q˜}. (4.12)
(2) Detection threshold ϑ˜: any number ϑ˜ such that
ϑ˜ ě maxtϑ˜1, ϑ˜2u, (4.13)
where the ‘theta parameters’ are defined by
ϑ˜2 “
c
ρ˜
d˜
and ϑ˜1 “ L
d˜
. (4.14)
(3) Detection rank r˜0: number of singular values of P which are strictly larger than
ϑ˜, i.e.
σ1 ě ¨ ¨ ¨ ě σr˜0 ą ϑ˜ ě σr˜0`1 ě ¨ ¨ ¨ ě σn. (4.15)
18 CHARLES BORDENAVE, SIMON COSTE, RAJ RAO NADAKUDITI
(4) Detection hardness or gap τ˜0:
ϑ˜
σr0
“ τ˜0 P p0, 1q. (4.16)
Let us make a few remarks on these definitions.
‚ It is clear that if Q is the non-square matrix defined by Qx,y “ n|Px,y|2, and
ρ “ n}Q}, thus corresponding to the base problem, then we have ρ˜ “ p1 ` αqρ.
The thresholds in (4.14) thus satisfy
ϑ˜2 “
c
ρ˜
d˜
«
c
2ρ
d
and ϑ˜1 “ L˜
d˜
« 2L
d
.
‚ We know (see the link between P and P˜ at Subsection 17.2, and more precisely
(17.2)) that |ϕk|8 ď b{
?
2 ď b.
‚ The number of eigenvalues of P˜ with modulus greater than ϑ˜ is 2r˜0. Each singular
value σi gives rise to two eigenvalues of P˜ at`σi and´σi, as recalled in Subsection
17.2.
‚ It is easy to see that the stable rank r˜ of P˜ is equal to 2r, where r is the stable
rank of P .
As in the square case, we need to define ‘theoretical correlations’ between eigenvectors.
They now depend on more parameters than before.
Definition 4.4 (theoretical covariances). For i, j P rr˜0s and for signs ˝, ˝, the real
numbers Γ˝,˝i,j are defined by
Γ˝,˝i,j :“
ÿ`
s“0
x1, Q˜sϕ˝i d ϕj˝y
p˝σiqp˝σjqdqs (4.17)
where ` is the integer defined in (4.18) thereafter.
We will also use γi as a shorthand for Γ
`,`
i,i “ Γ´,´i,i . It is easily checked to be bigger
than 1; however, there is no particular reason for Γ`,´i,j to be bigger than 1 or even positive
in general, and indeed one can verify that limdÑ8 Γ`,´i,j “ ´δi,j{2.
We are now ready to state ou main theorem for rectangular matrices: it directly follows
from an application of Theorem 2.3 in our setting.
Theorem 4.5. Let P and A˜ as defined earlier. We define D “ maxp2d˜, 1.01q and
` “ tp1{8q logDpn˜qu . (4.18)
There exists a universal constant c ě 1 such that if the inequality
C0 :“ cr˜r˜40b44 lnpn˜q16 ď τ˜´`0 , (4.19)
holds true then with probability greater than 1´ cn´1{4, the following event occurs:
1) Eigenvalues. There exists an ordering λ1, . . . , λr0 of the r˜0 eigenvalues of A˜ with
greater modulus and positive real part, such that for all i P rr˜0s,
|λi ´ σi| ď C0
ˇˇˇˇ
ϑ˜
σi
ˇˇˇˇ`
|σi|, (4.20)
and these λi are real. All the other eigenvalues with positive real part have modulus smaller
than C
1{`
0 ϑ˜.
2) Eigenvectors. We denote by ψ˘i the unit right eigenvectors of ˘λi. The relative
spectral gap ratio at σi is defined as
τ˜i,` “ 1´ min
jPrnsztiu
|1´ pσj{σiq`|. (4.21)
Then, for every i P rr˜0s and j P rr˜0s, and for every signs ˝, ˝ P t`,´u, one hasˇˇˇˇ
|xψ˝i , ϕ˝jy| ´ δ˝,˝δi,j?
γi
ˇˇˇˇ
ď C0τ˜
`
0
1´ τ˜i,` (4.22)
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and ˇˇˇˇ
ˇ|xψ˝i , ψ˝j y| ´ |Γ
˝,˝
i,j |?
γiγj
ˇˇˇˇ
ˇ ď C0τ˜ `0ap1´ τ˜i,`qp1´ τ˜j,`q (4.23)
Finally, if ψ˘i,left denotes the unit left eigenvector associated with ˘λi with the conven-
tion (1.4), then ˇˇˇˇ
xψ˝i , ψ˝j,lefty ´ δ˝,˝δi,j?
γiγj
ˇˇˇˇ
ď C0τ˜
`
0
1´ τ˜i,` . (4.24)
The main difference between this theorem and the original theorem for symmetric
matrices lies in the threshold ϑ˜ in (4.13)-(4.14). With our method, the singular values of
P are detected only above the new threshold
max
#
2L
d
,
c
2ρ
d
+
which is strictly bigger than maxtL{d,aρ{du, the original threshold.
4.3. Smaller, square matrices. The matrix A˜ is a square matrix with size m ` n,
which is bigger than m by a factor 1 ` α´1. This can result in a higher computational
cost, but we can do better and restrict ourselves to smaller matrices. Starting from the
block decomposition (4.9), we can use the alternative matrices
X :“ A1A˚2 Y :“ A˚2A1 (4.25)
which are square matrices of respective sizes m and n. The following example shows in
details how to obtain them directly from the observations.
Example 4.6 (From raw data to X and Y ). Suppose that the matrix where we store the
observed entries is ˜
0 2 0 4
1 0 0 4
¸
the zeros meaning that the corresponding entry is not observed. The steps to form the
matrices X and Y are as follows: first, for each revealed entry, flip a coin as in Lemma
4.1 and put the entry right or left:˜
0 2 0 4
1 0 0 4
¸
“
˜
0 2 0 0
0 0 0 4
¸
`
˜
0 0 0 4
1 0 0 0
¸
Second, normalize by 2n{d to get A1 and A˚2 :
A1 “ 2n
d
˜
0 2 0 0
0 0 0 4
¸
A2 “ 2n
d
˜
0 0 0 4
1 0 0 0
¸
Finally, multiply them to get the square matrices X and Y : for X, which has size m “ 2,
X “ A1A˚2 “
ˆ
2n
d
˙2
ˆ
˜
0 2 0 0
0 0 0 4
¸
ˆ
¨˚
˚˝˚0 10 0
0 0
4 0
‹˛‹‹‚“
ˆ
2n
d
˙2
ˆ
˜
0 0
16 0
¸
and for Y which has size n “ 4:
Y “ A˚2A1 “
ˆ
2n
d
˙2
ˆ
¨˚
˚˝˚0 10 0
0 0
4 0
‹˛‹‹‚ˆ
˜
0 2 0 0
0 0 0 4
¸
“
ˆ
2n
d
˙2
ˆ
¨˚
˚˝˚0 0 0 40 0 0 0
0 0 0 0
0 8 0 0
‹˛‹‹‚.
The elementary properties of those matrices are gathered in the following lemma, whose
proof is a mere verification.
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Lemma 4.7 (structure of A˜). Let λ be a nonzero eigenvalue of A˜ associated with a unit
right-eigenvector ˜
u
v
¸
.
Then, ´λ is an eigenvalue of A˜, and a unit right-eigenvector is given by˜
´u
v
¸
. (4.26)
If X :“ A1A˚2 and Y :“ A˚2A1, then we have A˜2 “ diagpX,Y q. Moreover,
SppXq “ SppY q “ tλ2 : λ P SppA˜qu. (4.27)
If a nonzero eigenvalue λ has multiplicity mλ in A˜, then λ
2 has also multiplicity mλ in X
and in Y . If (4.26) was a unit right-eigenvector of λ, then u ‰ 0 and u{|u| is a unit right-
eigenvector of X associated with λ2. Similarly, v ‰ 0 and v{|v| is a unit right-eigenvector
of Y associated with λ2.
We can thus detect the squares of the singular values of P , and the singular values
themselves, by only looking at X or Y . Equivalently, we can estimate the singular vectors
ζi, ξi by only looking at the eigenvectors of X or Y . To do this, fix i P rr˜0s. We will note χi
a unit right-eigenvector of X associated with the eigenvalue λ2i , and χ
1
i a left eigenvector
(recall convention (1.4)). Similarly, we will note pii, pi
1
i for the eigenvectors of Y . We will
need a variation of the quantities γi. We define
ζi4ζj :“
˜
ζi d ζj
0
¸
ξi 5 ξj :“
˜
0
ξi d ξj
¸
. (4.28)
Equivalently, ζi4ζj “ ϕ`i d ϕ`j ´ ϕ`i d ϕ´j and ξi 5 ξj “ ϕ`i d ϕ`j ` ϕ`i d ϕ´j . Then, we
define:
Γ4i,j :“
ÿ`
s“0
x1, Q˜ζi4ζjy
pσ2i d˜qs
Γ5i,j :“
ÿ`
s“0
x1, Q˜ξi 5 ξjy
pσ2i d˜qs
(4.29)
and we set γ4i “ Γ4i,i and γ5i “ Γ5i,i. It is straightforward to check that γ4i ` γ5i “ 2γi
and that
Γ4i,j “ Γ`,`i,j ´ Γ`,´i,j Γ5i,j “ Γ`,`i,j ` Γ`,´i,j . (4.30)
Theorem 4.8. Let, X,Y be the matrices defined in (4.25). We place ourselves under the
event of Theorem 4.5. Then, there exists an ordering ν1, . . . , νr˜0 of the r˜0 eigenvalues with
greater modulus of X, such that
|?νi ´ σi| ď C0τ˜
`
0
1´ τ˜i,` (4.31)
Let χi and χ
1
i be two unit right and left eigenvectors associated with νi with positive scalar
product, thenˇˇˇˇ
ˇˇ|xχi, ζjy| ´ δi,jb
γ4i
ˇˇˇˇ
ˇˇ ď C0τ˜ `01´ τ˜i,`
ˇˇˇˇ
ˇˇ|xχ1i, ζjy| ´ δi,jb
γ5i
ˇˇˇˇ
ˇˇ ď C0τ˜ `01´ τ˜i,` (4.32)
and ˇˇˇˇ
ˇˇ|xχi, χjy| ´ Γ4i,jb
γ4i γ
4
j
ˇˇˇˇ
ˇˇ ď C0τ˜ `0ap1´ τ˜i,`qp1´ τ˜j,`q (4.33)ˇˇˇˇ
ˇxχi, χ1jy ´ δi,jγ4i
ˇˇˇˇ
ˇ ď C0τ˜ `0ap1´ τ˜i,`qp1´ τ˜j,`q . (4.34)
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Figure 6. Here we chose P as in Example 4.9 with singular values 5
and 3. The singular values of the masked matrix, A, are depicted with
the gray lines. They are uninformative, contrary to our matrices X and
Y defined in (4.25). The spectra of X and Y are identical except for the
multiplicity of the value 0, and is depicted in the picture. With d “ 50
the two outliers can be seen close to σ21 “ 25 and σ22 “ 9.
A similar statement holds for Y , its eigenvalues νi and its eigenvectors pii, in particular:ˇˇˇˇ
ˇˇ|xpii, pijy| ´ Γ5i,jb
γ5i γ
5
j
ˇˇˇˇ
ˇˇ ď C0τ˜ `0ap1´ τ˜i,`qp1´ τ˜j,`qˇˇˇˇ
ˇxpii, pi1jy ´ δi,jγ5i
ˇˇˇˇ
ˇ ď C0τ˜ `0ap1´ τ˜i,`qp1´ τ˜j,`q .
Finally, if the orientation of eigenvectors is chosen so that xχi, χ1iy ě 0, then xχi, ζiy and
xχ1i, ζiy have the same sign.
The proof is in Section 17 at page 80 and the result is illustrated at Figure 6.
The preceding theorem completely describes the behaviour of the most informative
parts in the spectral decomposition of the ‘smaller matrices’ A˚2A1 and A
˚
1A2. They will
also be used later in the design of ‘optimal’ estimators of the hidden matrix P . The
theoretical covariances Γ4i,j can be difficult to compute in general, however we will see in
the following sections that
(i) when the rank of P is one, which is in itself an important example in applications,
all the computations can explicitly be done (see Section 6 after);
(ii) When they cannot explicitly be computed, then can consistently be estimated by
the mere results of Theorem 4.8. This will be done in Section 5.
Example 4.9. We took P to be a 1000ˆ 5000 matrix with SVD P “ 5ζ1ξ1 ` 3ζ2ξ2, the
singular vectors being taken uniformly at random over the unit sphere. With this matrix,
we have ρ « 170 and the threshold is given by
ϑ˜2 “
c
2ρ
d
« 18.47?
d
. (4.35)
The singular value 3 will only be detected if 3 ą ϑ˜2 or equivalently if d ą p18.47{3q2 «
37.91. With d “ 50, the two outliers ν1, ν2 of X clearly appear close to the locations
σ21 “ 52 “ 25 and σ22 “ 32 “ 9, same thing for Y .
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4.4. Statistical estimation aspects. We will now use the results of the preceding sec-
tion for the statistical estimation of the singular vectors of P . Fix some i P rr˜0s. In the
spectrum of X, there is one eigenvalue νi close to σ
2
i . It gives rise to two unit eigenvectors,
χi on the right and χ
1
i on the left, which contain information on ζi. Similarly, the unit
eigenvectors pii, pi
1
i of Y associated with ηi contain information on ξi.
We present two estimators for ζi and two for ξi: using one eigenvector without any
modification (‘simple’), or averaging the two left and right eigenvectors:
ζˆsimi “ χi ξˆsimi “ pii
ζˆavgi “ χi ` χ
1
i
|χi ` χ1i| ξˆ
avg
i “ pii ` pi
1
i
|pii ` pi1i| .
The following theorem gives the full correlation between these estimators themselves,
as well as their performance at estimating ζi, ξj . First, we define
csim1,i “ 1b
γ4i
csim2,i “ 1b
γ5i
cavg1,i “
d
2
γ4i ` 1
cavg2,i “
d
2
γ5i ` 1
.
Theorem 4.10 (statistical estimators). We place ourselves on the high-probability event
of Theorem 4.5. Let i, j P rr˜0s. Then, we have
|xζˆsimi , ζjy| “ p1` op1qqcsim1,i , |xζˆavgi , ζjy| “ p1` op1qqcavg1,i
|xξˆsimi , ξjy| “ p1` op1qqcsim2,i , |xξˆavgi , ζjy| “ p1` op1qqcavg2,i
Moreover, these estimators satisfy:
xζˆsimi , ζˆsimj y “ p1` op1qq
Γ4i,jb
γ4i γ
4
j
(4.36)
xζˆavgi , ζˆavgj y “ p1` op1qq
Γ4i,j ` δi,jb
pγ4i ` 1qpγ4j ` 1q
. (4.37)
The proof is in Section 17.4 at page 81. One can observe that c#k,i goes to 1 when
dÑ 8, indicating that in the high-degree regime where d is high, total reconstruction is
nearly achieved. Moreover, it is easy to see, using Definition (4.17), that
csim1,i ď cavg1,i ď 1 and csim2,i ď cavg2,i ď 1. (4.38)
The elementary identity |ζˆ# ´ ζ|2 “ 2p1´ xζˆ#, ζyq « 2p1´ c#1,iq shows that the closer c#1,i
is to 1, the better the estimator. The meaning of the inequalities in (4.38) is that avg
estimator is better than the other, as it incorporates more spectral information.
4.5. Non-backtracking matrices. For better performances at a higher computational
cost, it is naturally also possible to use the non-backtracking matrix in conjunction with
the Hermitization P˜ of the matrix P defined in (4.7). The mask matrix is then
M¯ “
˜
0 M
M˚ 0
¸
.
We can thus define the weighted non-backtracking matrix B associated to this mask matrix
with weights P˜ as in Subsection 3. Applying directly Theorem 3.4, we then obtain a non-
backtracking version of Theorem 4.5. This can be used to do statistical estimation of the
singular vectors as in Subsection 4.4. To avoid too much repetitions, we leave the details
of the statements to the reader since they follow from exactly the same considerations
than above.
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5. Application to matrix completion
Let us place ourselves in the general, rectangular case, where the rectangular matrix
P “
rÿ
i“1
σiζiξ
˚
i
satisfies the suitable incoherence and rank assumptions from the preceding sections. We
want to find back P from the observation of its masked version P dM , where the prob-
ability of uncovering each entry is d{n for a fixed d. Clearly, our theoretical results only
allow to recover the singular values and vectors with i P rr˜0s. We will note
P0 :“
r˜0ÿ
i“1
σiζiξ
˚
i
the part of the matrix P which can be recovered. It is clear from the previous results that
P “ P0 if σmin ă ϑ˜.
5.1. Mean squared error optimal matrix recovery. Suppose that we dispose of
estimators ζˆi and ξˆi of the singular vectors ζi, ξi — we do not specify what they are
for the moment. Then, we can try to estimate P0 by a matrix Pˆ which can be writtenřr˜0
i“1 wiζˆiξˆi
˚
. This amounts to solving the optimisation problem (see [47]):
wopt “ pwopt1 , . . . , woptr˜0 q “ arg minw1,...,wr˜0ą0
›››››P0 ´
r˜0ÿ
i“1
wiζˆiξˆi
˚
›››››
F
. (5.1)
This problem can be solved using elementary analysis, the solution being
wopti “
˜
Re
«
r˜0ÿ
j“1
σjxζj , ζˆiyxξj , ξˆiy
ff¸
`
, (5.2)
see [47], Theorem 2.1, statement a) and the proof therein. In order to achieve small
mean-square error in this sense, one must dispose of efficient estimators in the sense that
they have to be strongly correlated with the original eigenvectors; we need xζi, ζˆiy as close
to 1 as possible. If we use the estimators from the preceding section, namely ζˆsim, ζˆtot,
we obtain different behaviours for the corresponding optimal wopti , which will be named
wsimi , w
avg
i . From (5.2) and Theorem 4.10 we thus get
w#i “ p1` op1qqσic#i,1c#i,2 p# “ sim, avgq (5.3)
with high probability. The asymptotic expressions are
wsimi “ p1` op1qqσib
γ4i γ
4
i
(5.4)
wavgi “ p1` op1qq2σibpγ4i ` 1qpγ5i ` 1q . (5.5)
Let us note Pˆ# the matrix obtained with this method: }P0 ´ Pˆ#}F is the optimal
mean-square error MSE#‹ we can get with our estimators using # P tsim, avgu, and it is
given by
MSE#‹ “ }P0 ´ Pˆ#}2F . (5.6)
In general, it is not possible to use (5.3) and the subsequent explicit expressions, be-
cause the formulas for w#i are not statistics, they depend through c
#
i,1 on hidden quantities
contained in P , namely the γ4i and σi. However, we can efficiently estimate these quan-
tities. First, our analysis provides a number of ways to estimate σi, the simplest being to
simply set
σˆi “ ?νi. (5.7)
We now want to estimate c#i,k directly from the data, and a delightful consequence of
Theorem 4.8 is that we can estimate these quantities directly from data. The key result
here is that the inner product between the left-eigenvector χi and the right-eigenvector
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χ1i is indeed asymptotically equal to the square of the inner product between χi and ζi,
namely |xχi, χ1iy| « 1{γ4i “ pcsimi,1 q2, thanks to equation (4.36). By settingycsimi,1 :“b|xχi, χ1iy| ˆcsimi,2 :“b|xpii, pi1iy| (5.8)
we have obtained consistent estimators of csimi,k . Similarly,
ycavgi,1 :“
d
2|xχi, χ1iy|
1` |xχi, χ1iy|
ycavgi,2 :“
d
2|xχi, χ1iy|
1` |xpii, pi1iy| (5.9)
are consistent estimators of cavgi,k , as can be directly checked from Theorem 4.8.
We can now replace the theoretical optimal quantity w#i by a quantity wˆ
#
i which is
directly computable on the data. In practice this leads to the following two estimators:
wˆsimi :“ σˆiycsimi,1 ycsimi,2 (5.10)
wˆavgi :“ σˆiycavgi,1 ycavgi,2 (5.11)
Note that with the definitions they can be written in greater detail as
wˆsimi “
b
νi|xχi, χ1iyxpii, pi1iy| wˆavgi “
d
4νi|xχi, χ1iyxpii, pi1iy|
p1` |xχi, χ1iy|qp1` |xpii, pi1iy|q .
5.2. Procedure. The methods described above require a few pre-processing of the prob-
lem. The starting data are the observed entries of P . Then, one has to generate the
auxiliary matrix Z defined earlier in (4.2) , and form the new estimator A˜ defined in (4.8),
or even better, to directly form the two matrices X and Y from the preceding corollary.
The matrix Z is not especially difficult to generate, but its role here is more theoretic
because it allowed us to directly transfer our results from the symmetric setting to this
new setting, the key here being that Z dM is a Bernoulli matrix.
However, in practice, we see that the probability that Zx,y “ Zy,x “ 1 is proportional
to 1{n, hence extremely small, while the probability of having Zx,y “ 1 and Zy,x “ 0 or
the other way round is indeed very close to 1{2.
For practical purposes, it is better to replace Z with a matrix Z 1 whose entries above
the diagonal are i.i.d. Bernoulli with parameter 1{2, and the entries below the diagonal
are simply Z 1x,y “ 1´ Z 1x,y. The procedure would then be as follows:
(1) Let T “ P dM be the mˆ n observed matrix.
(2) Let Z 1 be an mˆ n matrix with i.i.d. Bernoulli 1{2 entries. We set C1 “ T d Z
and C2 “ T ´X.
(3) Our estimators are
X “
ˆ
2n
d
˙2
C1C
˚
2 Y “
ˆ
2n
d
˙2
C˚2 C1 (5.12)
and the spectral statistics of X,Y have the properties described in Theorem 4.8.
The algorithmic description of this method is described in Algorithm 1 at page 25.
5.3. Mean square errors. The following proposition gives a theoretical expression for
the mean square error. We introduce a notation:
pCsim1 qi,j “
Γ4i,jb
γ4i γ
4
i
pCsim2 qi,j “
Γ5i,jb
γ5i γ
5
i
pCavg1 qi,j “
Γ4i,j ` δi,jb
pγ4i ` 1qpγ4i ` 1q
pCavg2 qi,j “
Γ5i,j ` δi,jb
pγ5i ` 1qpγ5i ` 1q
.
These matrices are indeed the Gram matrices of the estimators ζˆsimi , ζˆ
avg
i and ξˆ
sim
i , ξˆ
avg
i ,
thanks to the results in Theorem 4.10 (up to conjugation by a unitary matrix of signs).
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Algorithm 1 Statistically optimal matrix completion using asymmetric eigen-
decomposition
1: Choose the estimation method # “ sim, avg, tot.
2: Input: T “ P dM the masked matrix.
3: Input: rˆ = estimate of the detection rank r˜0.
4: Generate X,Y .
5: Compute the 2rˆ highest eigenvalues νi of X, the associated right-eigenvectors χi, the
left eigenvectors χ1i. Select an orientation such that xχi, χ1i ąě 0.
6: Compute the 2rˆ highest eigenvalues ηi of Y , the associated right-eigenvectors pii, the
left eigenvectors pi1i. Select an orientation such that xpii, pi1i ąě 0.
7: for i “ 1, . . . , rˆ do
8: Compute the empirical correlations between the eigenvectors.
9: Compute wˆ#i as in (5.10)-(5.11).
10: Set
ζˆi “ ζˆ#i and ξˆi “ ξˆ#i .
11: end for
12: return P# “ řrˆi“1 w#i ζˆ#i pξˆ#i q˚.
Proposition 5.1 (minimum square error). On an event with probability tending to 1, the
mean square error obtained with the aforementioned estimators is asymptotically given by
MSE#‹ «
r˜0ÿ
i“1
σ2i
´
1´ 2pc#1,ic#2,iq2
¯
`
ÿ
i,jPrr˜0s
σiσjrpc#1,ic#2,jq2pC#1 qi,jpC#2 qi,js. (5.13)
The proof is at Subsection 17.6.
The expression for the MSE in the preceding theorem can explicitly be computed
provided we can compute the Γi,j and the γ
4
i and γ
5
i , which might be difficult. However,
when the rank of P is 1, things are really simple since in this case it is easy to check that
pCkq1,1 “ 1, and consequently we will simply have
MSE#‹ “ σ21
´
1´ pc#1,ic#2,iq2
¯
` op1q.
It is easily understood that when d Ñ 8, the matrices C1,C2 converge towards the
identity I, and the quantities c#k,i converge to 1, hence
lim
dÑ8 lim supnÑ8
MSE#‹ “ 0
thus ensuring that in the dÑ8 regime, recovery is almost exact.
6. The rank-one case
In this part, we develop in greater detail our theory when the underlying problem P
has rank 1. In this case, many computations can explicitly be done without too much
difficulty and provide a better understanding of the different parameters at stake.
We begin with the simple case when P is Hermitian, and then illustrate our statistical
results when P is rectangular with rank 1.
6.1. Warm-up: symmetric problems. Here, the first basic model is the rank-one
symmetric completion problem already explored in Subsection 2.2; the underlying matrix
is P “ ϕϕ˚ and the main parameters ϑ2 and γ we computed in (2.19). We gather these
results in the following proposition.
Proposition 6.1. Suppose that P “ ϕϕ˚. Then, ρ “ n|ϕ|44. The detection threshold is
given by
ϑ2 “
c
n|ϕ|44
d
. (6.1)
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distribution B KurtB , asymptotic value of n|ϕ|44
Bi-sided exponential (Laplace), fpxq9e´|x| 6
Hyperbolic secant 5
Standard normal 3
Uniform on r0, 1s 9{5 « 1.8
Berpcq 1{c
Centered Berp1{2q 1
Generalized normal: fpxq9e´|x|β Γp5{βqΓp1{βq
Γp3{βq2
Table 1. Some values of the kurtosis, appearing in our threshold as
n|ϕ|44 „ KurtB .
The parameter γ1 is given by
γ1 “ 1´ pϑ
2
2q``1
1´ ϑ22 (6.2)
“ 1` op1q
1´ n|ϕ|44
d
. (6.3)
But now, the eigenvector ϕ is going to be taken at random among various distributions,
a common model in the literature. More precisely, we take a family pBpxqqxPrns of i.i.d.
random variables, we set S “ ř |Bpxq|2 and we define
ϕpxq “ Bpxq
S1{2
.
From Theorem 2.3 and equation (2.19), the phase transition in d for weak recovery is
given by
n|ϕ|44 “ n
ř
xPrns |Bpxq|4´ř
xPrns |Bpxq|2
¯2 (6.4)
“
˜ř
xPrns |Bpxq|2
n
¸´2 ˜ř
xPrns |Bpxq|4
n
¸
(6.5)
which is easily computed using the Law of Large Numbers: if B is a generic random
variable with the same distribution as each Bpxq, and having a finite fourth moment, then
almost surely one has
n|ϕ|44 “ Er|B|
4s
Er|B|2s2 p1` op1qq „ KurtB
where KurtB is the non-centered kurtosis, i.e. the ratio of the fourth moment to the squared
second moment; when the distribution is centered this is the classical kurtosis, defined as
the ratio of the fourth centered moment to the fourth power of the standard deviation.
Of course, the Cauchy-Schwarz inequality tells us that Kurt is always greater than 1 and
this bound is attained for random variables with constant modulus — in particular, for
the centered Berp1{2q distribution. Table 1 collects some values of the kurtosis.
Remark 6.2. As mentioned in the introduction, the real threshold is maxtϑ1, ϑ2u, and
in this setting it is equal to ϑ2 if and only if
a
ρ{d ą L{d, which reduces to n|ϕ|44 ą L2{d.
But in our rank-one models, if the sampling distribution of entries of ϕ is unbounded,
then L will grow to 8, even if very slowly: for standard normal random entries, we will
have |ϕ|8 —
a
logn{n so L — logn and our theoretical threshold should (asymptotically)
be L{d. However, we can actually bypass this limitation, using tools introduced in [15]
and further explained in the last section of this paper, Section 18. The key here is that L
might be replaced by an essential supremum L1, which accounts for the maximum of the
entries of P after deleting a small subset of these entries. The simulations suggest that
these refinements do indeed confirm that ϑ2 is the right threshold of interest.
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(a) Bernoulli
(b) Normal
(c) Hyperbolic Secant.
Figure 7. Numerical validation of the predictions in Proposition 6.1 for
the setup described in Section 6.2 where n “ 8000 and various values of
d.
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6.2. Numerical validation of theoretical results. Figure 7 shows the agreement be-
tween the theoretical predictions in Proposition 6.1 for the inner product between the
left and right eigenvector and the ground truth vector and experiment for the setting
where the rank one P with n “ 8000 has (unit-norm) eigenvectors vectors drawn from the
uniform, normal and hyperbolic secant distributions.
The detection threshold, as in Proposition 6.1 is a function of the kurtosis and Figure
7 confirms this prediction as well as that of the predicted inner products of the left/right
eigenvectors with respect to the ground truth eigenvector and the prediction for the im-
proved performance of the eigenvector estimate formed by averaging the left and right
vectors.
The third column of Figure 7 illustrates the improved accuracy of the estimated vectors
in the `8 error sense relative to the eigenvector obtained using the symmetric eigen-
decomposition. This goes beyond the statement of our results and an analysis of this
improvement represents a natural follow-up of our line of work.
Note, too that the estimation performance gap between the asymmetric method and
the symmetric method increases with the kurtosis of the eigenvector element. Intuitively
this has to do with the localization of the eigenvectors of the symmetric matrix in the
very sparse regime which is bypassed when we induce asymmetry.
6.3. Using non-backtracking matrices. We illustrate in this section the behaviour of
the non-backtracking statistics from Section 3, and especially Corollary 3.5. To do this,
we recall that we first symmetrize the observation and then build the non-backtracking
matrix B.
Working at the non-backtracking level. The left/right eigenvectors associated with the
unique outlier of B will be called ψ,ψ1, and lives in Cm. The result in (3.9) says that if
ϕ` is the lifting of ϕ, then
xψ,ϕ`y “ 1` op1q?
γi
,
just as in the preceding paragraph. The main difference now is that the left/right inner
product is given thanks to (3.10) by
xψ,ψ1y “ 1` op1q?
γiγˆi
. (6.6)
However, when the rank is 1, the quantity γˆi is found in (3.11) to be equal to pρ{µ21qγi “
ργi, which in our case is exactly
γˆi “ n|ϕ|44γi.
Consequently, the inner left/right product is given by
xψ,ψ1y “ 1` op1q
γi
a
n|ϕ|44
“ 1´
n|ϕ|44
da
n|ϕ|44
` op1q. (6.7)
Asymptotically, the left and right non-backtracking eigenvectors are thus far from being
aligned even when d Ñ 8, since in this regime their angle converges towards 1{an|ϕ|44
which is generally strictly smaller than 1 as soon as ϕ is not the constant unit vector.
Working with lowered eigenvectors. As in Corollary 3.5, we can also ‘lower’ the eigenvectors
to the dimension n. To do this we simply follow one of the procedures described above
Corollary 3.5; the inner product between the estimators ϕˆ and ϕˇ and the real ground-truth
eigenvector ϕ is 1{?γi as above.
Figure 8 shows agreement between theory and experiment using the weighted non-
backtracking matrix. The leftmost subplot in Figure 8a confirms the accuracy of the
inner product prediction in Theorem 3.4, and the equivalent performance of the left and
right lowered vectors of the weighted non-backtracking matrix as predicted in Corollary
3.5. The rightmost subplot in Figure 8a confirms the accuracy of the theoretical prediction
for the inner product between the left and right (raised) eigenvectors of the weighted non-
backtracking matrix given by Theorem 3.4 and (6.7) and that between the lowered left and
right eigenvectors. The middle plot in Figure 8a shows the improvement in eigenvector
estimation due to the weighted non backtracking matrix relative to that obtained from
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(a) Uniformly distributed eigenvector: results averaged over 50 trials.
(b) Normally distributed eigenvector: result obtained from 1 trial.
Figure 8. Numerical validation for the improved accuracy of the eigen-
vectors derived from the weighted non-backtracking matrix relative to
those obtained from the eigenvectors (symmetric) eigen-decomposition
of P and the averaged left and right eigenvectors of the randomized
asymmetric matrix. The rank one matrix was generated as described in
Section 6.1 with uniformly distributed (top) and normally distributed
(bottom) eigenvectors. The setup and the theoretical predictions are
described in Proposition 6.1.
the (symmetric) eigendecomposition and the average of the left and right vectors from
the randomized asymmetric eigendecomposition. Figure 8b plots the same quantities as
Figure 8a, except over a single trial and with normally distributed eigenvectors – the plots
confirm the accuracy of the asymptotic predictions and the concentration of measure
implied in Theorem 3.4.
6.4. Rectangular rank-one: explicit computations. Suppose now that that P “ ζξ˚
where ζ, ξ are unit vectors. The size of the matrix is m ˆ n with m{n “ α. In this case,
the whole problem relies on the computation of the quantities γ4i . They might be difficult
to compute in the general case, but here these quantities can entirely be computed in
terms of the 4-norm of ζ, ξ, as in the symmetric case. The expressions are a little bit more
intricate, but once |ξ|4, |ζ|4 are known, the dependence in d is simple. Note that γ4i , γ5i
both depend on `, see the definition in (4.17); however, in the computations (which are
deferred to Section 17), this dependence can be neglected because it only gives rise to
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terms which are seemingly complicated, but who in the end behave like ϑ˜` which goes to
zero. This is why we encapsulated them in the op1q notation.
Proposition 6.3. Suppose that P “ ζξ˚. The detection threshold is given by
ϑ˜2 “
c
2n|ζ|24|ξ|24
d
. (6.8)
The parameters γ4i , γ
5
i are given by
γ4i “ 1` op1q2|ξ|24
˜
|ζ|24 ` |ξ|24
1´ 2n|ζ|24|ξ|24
d
` |ξ|
2
4 ´ |ζ|24
1` 2n|ζ|24|ξ|24
d
¸
(6.9)
and
γ5i “ 1` op1q2|ζ|24
˜
|ζ|24 ` |ξ|24
1´ 2n|ζ|24|ξ|24
d
` |ζ|
2
4 ´ |ξ|24
1` 2n|ζ|24|ξ|24
d
¸
. (6.10)
The proof of Proposition 6.3 is only a computation, although more tedious than when
the underlying problem P is Hermitian. We postponed it in Section 17, at page 82.
6.5. Rectangular rank-one: numerical validation. Here, P “ ζξ˚, but we generate
ζ, ξ using the same model as for the symmetric case: we put
ζpxq “ Apxq
S
1{2
A
ξpxq “ Bpxq
S
1{2
B
where SA “ ř |Spxq|2 and SB “ řy |Bpyq|2, and Apxq are i.i.d. samples from a common
distribution A and Bpxq are i.i.d. samples from another distribution. We suppose that
both of them have finite fourth moments. With this model, the Law of Large Numbers
entails
SA „ nErA2s SB „ nαErB2s
|ζ|44 „ 1
n
ErA4s
ErA2s2 “
KurtA
n
|ξ|44 „ 1
αn
ErB4s
ErB2s2 “
KurtB
αn
.
almost surely as nÑ8.
In this case, Proposition 6.3 say that the detection threshold in d is equal to
2n|ζ|24|ξ|24 “ p1` op1qq2
c
KurtAKurtB
α
.
For example, if A,B have the same kurtosis k, then the threshold for the birth of outliers
close to 1 in the spectra of X and Y (defined in (4.25)) is 2k{?α.
More precisely, with high probability, the following happens.
(i) If d ď 2n|ζ|24|ξ|24, then all the eigenvalues of X and Y have modulus smaller thana
2n|ζ|24|ξ|24{d` op1q.
(ii) If d ą 2n|ζ|24|ξ|24, then all the eigenvalues of X and Y have modulus smaller thana
2n|ζ|24|ξ|24{d ` op1q, except one eigenvalue ν of X with ν “ 1 ` op1q and one
eigenvalue η of Y with η “ 1` op1q.
We denote by χ, χ1 the unit right and left eigenvectors of X associated with the outlier,
when it exists. Similarly, we denote pi, pi1 the right and left eigenvectors of Y . Recall the
convention (1.4) on the positivity of the scalar product of left and right eigenvectors.
Estimators: definition and accuracy. We will use the estimators defined in Subsection 4.4:
ζˆsim “ χ ζˆavg “ χ` χ
1
|χ` χ1|
and similar estimators for ξ. We computed γ4i in Proposition 6.3: when KurtA “ KurtB “
k, a few manipulations show that
γ41 «
1` 2k
d
1´ 4k2
d2α
γ51 «
1` 2k
dα
1´ 4k2
d2α
. (6.11)
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Consequently, from Theorem 4.8 that the left/right inner product is
xχ, χ1iy “ 1` op1q
γ4i
xpi, pi1iy “ 1` op1q
γ5i
.
The formulas for the correlations in Theorem 4.10 give xζˆ#, ζy “ c#1 , and we get
|xζˆsim, ζy| «
d
1´ 4k2{d2α
1` 2k{d |xξˆ
sim, ξy| «
d
1´ 4k2{d2α
1` 2k{dα (6.12)
|xζˆavg, ζy| «
d
1´ 4k2{d2α
1` k{d´ 2k2{d2α |xξˆ
avg, ξy| «
d
1´ 4k2{d2α
1` k{dα´ 2k2{d2α. (6.13)
Finally, the MSE (in the sense of Proposition 5.1) in this rank-one context considerably
simplifies. Indeed, we have σ1 “ 1 and above the threshold r˜0 “ 1, so that
MSE#‹ “ 1´ pc#1,ic#2,iq2 ` op1q
and using the definitions of c#k,i from above Theorem 4.10 we find
MSEsim‹ “ 1´ 1
γ4i γ
5
i
` op1q
MSEavg‹ “ 1´ 4p1` γ4i qp1` γ5i q
` op1q.
Illustrations. Figure 9 shows the agreement between theory and experiment for the
rectangular setting with respect to the predicted inner product between the averaged left
and right eigenvector of theX (resp. Y) matrix corresponding to the largest real eigenvalue
and the left (resp. right) singular vector of the underlying matrix. The plot also confirms
our prediction in Subsection 5.2 that the accuracy of the left (resp. right) singular vector
estimated thus with respect to the ground truth vector can can be determined from the
inner product between the left and right eigenvectors of X (resp. Y ). This underpins the
statistically optimal (in the MSE sense) data-driven matrix completion algorithm
We could lower the MSE of the recovered by using the weighted non-backtracking
variant of the method – it is computationally too expensive for the the m,n and d values
considered here.
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(a) Hyperbolic Secant.
(b) Hyperbolic secant.
Figure 9. Matrix completion normalized optimal MSE for Hyperbolic
Secant distributed singular vectors for one trial for am m ˆ n rank
one matrix with Hyperbolic Secant distributed (unit norm) left and
right singular vectors. Note the accuracy of the theoretical predictions,
the improvement in performance relative to the SVD and underlying
predicted concentration that makes the asymptotic theory closely match
the result from a single trial.
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7. Related work
A first version of this paper appeared in the PhD manuscript of the second author, in
2019 ([25]).
7.1. Completion and sparsification. The problem of sparse completion consists in
observing a very sparse sample of elements of a general object (a matrix, a subspace)
carrying some structure (low-rank, delocalized), and trying to reconstruct it. The problem
of matrix completion has attracted a gigantic amount of attention from researchers in
applied mathematics since the last 15 years; the general philosophy can be grasped by
a handful of seminal papers from Cande`s and Tao [20] and Cande`s and Recht ([19]),
Keshavan Montanari and Oh [37] and Chatterjee ([22]). The survey [26] gives a global
view of the field.
The dual problem of completion is sparsification, where given a matrix P , one seeks a
procedure to keep only a handful of entries of P without altering too much its properties
([1, 27, 40, 48]).
Those papers, although different in their methods, show that completing a matrix from
the observation of nd of its entries can only be done if the underlying matrix P is not too
complicated (i.e. low-rank and sufficiently incoherent), and in that case P can efficiently
be recovered only if d is of order lnpnq — the so-called information-theoretic threshold for
completion. In [37], there are results for d fixed, but they are not sharp at all and do not
allow any precise asymptotics on specific eigenvalues as we do. To our knowledge, the few
works on completion from d “ Opnq entries (see for instance Gamarnik, Li and Zhang [32]
and references therein) is focused on -approximating the whole hidden matrix P , and
never on exact estimation of a specific part of the matrix.
7.2. Random matrices and Erdo˝s-Re´nyi graphs. rom the random matrix point of
view, this is all about the spectrum of (sparse) random matrices, or on the eigenval-
ues of weighted (sparse) random graphs. Estimating the spectral properties of the sim-
plest of random graphs, such as Erdo˝s-Re´nyi , is already quite difficult ([38]). The com-
plete description of the behavior of the greatest eigenvalues of Erdo˝s-Re´nyi graphs have
been totally explained, in the d “ opnq sparse setting, only recently by different works:
Benaych-Georges, Bordenave, Knowles ([10, 9]) and Alt, Ducatez and Knowles ([2]). Re-
cently, Tikhomirov and Youssef gave similar results for eigenvalues of Erdo˝s-Re´nyi graphs
with i.i.d. Gaussian weights on the edges ([55]); here, the underlying matrix P is thus
drawn from GOE, and does not meet the usual assumptions of matrix completion. We
finally mention a significant result on inhomogeneous Erdo˝s-Re´nyi graphs by Chakrabarty,
Chakraborty and Hazra [21] complementing [10].
In those works, it turns out that the behaviour of the (suitably normalized) high eigen-
values of Erdo˝s-Re´nyi graphs is governed by the high degrees of the graph when d ă lnpnq,
and stick to the edge ˘2 of the limiting semi-circle law in then dÑ8. The exact thresh-
old for the disappearance of outliers happens at d‹ “ lnp4{eq´1 lnpnq ([2, 55]). Those
results hold for undirected Erdo˝s-Re´nyi graphs, and we are not aware of any similar re-
sults for directed Erdo˝s-Re´nyi graphs, and even less in the really sparse regime where d is
fixed. Indeed, only the convergence of the global spectrum towards the circle law is now
proven (when d ą lnpnq2) by Basak and Rudelson ([7]). Many questions and intuitions
are given in the physicist survey [44]. Among them are listed (but not proved) our results
on eigenvalues of Erdo˝s-Re´nyi graphs. Our results on eigenvectors completes the picture.
7.3. Phase transitions. Our main result is a phase transition for the top eigenvalues of
sparse non-Hermitian matrices: the whole bulk is confined in a circle of radius Op1{?dq,
and depending on the strength of the noise d, a few outliers appear and they are aligned
with the corresponding eigenvalues of the original matrix P , and their eigenvectors have
a nontrivial correlation with the original eigenvector.
This is of course similar to the celebrated BBP transition ([6]), and many similar
transitions are already available in the literature of PCA or low-rank matrix estimation
([11, 41] and references therein). Apart from [45], which has a very different setting
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than ours, there are no results for phase transitions in low-rank non-symmetric matrix
estimations, or in sparse settings.
7.4. ‘Asymmetry helps’. One of the key features of this paper is that it deals with
top eigenvalues of non-symmetric matrices. While the global behaviour of the spectrum
of random matrices is now well understood (see the survey [13] on the circular law, or
[33, 44] for physicist’s point of views), finer properties are less known.
Generally speaking, it is easier to deal with eigenvalues of Hermitian matrices, notably
thanks to the variational characterizations of the eigenvalues. However, in many prob-
lems from applied mathematics, it turns out that the spectrum of Hermitian matrices
can sometimes be less informative than the spectrum of other choices of non-Hermitian
matrices. A striking instance of this fact was the so-called ‘spectral redemption conjec-
ture’ in community detection ([39] and [14]), where the interesting properties were not
captured by the spectrum of the adjacency matrix, but of a non-Hermitian matrix, the
non-backtracking matrix.
In the setting of matrix perturbation, this insight was remarkably exposed in a recent
and inspiring paper by Chen, Cheng and Fan ([23]). Their setting is more or less the same
as ours: an underlying Hermitian matrix P , which is asymmetrically perturbed into an
observed non-Hermitian matrix A “ P ` H, the entries of H being all i.i.d. One might
favor a singular value decomposition because of the conventional wisdom that SVD is
more stable than eigendecomposition when it comes to non-Hermitian matrices; but this
in fact not true, as shown in their Figure 1, and indeed the eigenvalues are more accurate
than the singular values; verbatim,
“When it comes to spectral estimation for low-rank matrices, arranging the observed
matrix samples in an asymmetric manner and invoking eigen-decomposition properly (as
opposed to SVD) could sometimes be quite beneficial.” [23, page 2]
This is the philosophy we would like to convey here; however, their result hold only on
the not-so-sparse regime where d ą lnpnq. We extend all their results to the fixed d regime,
with an explicit threshold for the detection of P and exact asymptotics for perturbation
of linear forms.
7.5. Eigenvalues of perturbed matrices. Many works on completion or sparsification
rely on a perturbation analysis of the eigenvalues/singular values of perturbed matrices.
For example, one of the key points in many papers is that the sparsification procedure
(from P to A) alters the spectral properties of P , but not too much; indeed the top sin-
gular values or eigenvalues do not differ too much, hence keeping only the ‘greater’ items
in the SVD or the eigendecomposition of A is sufficient to weakly recover P ; that was
the idea of [37, 22, 27] (and many of their heirs). The proofs usually rely on estimates
on eigenvalues/singular values of the random matrix A, by combining concentration in-
equalities and eigenvalues inequalities (such as Weyl’s one). but no sharp asymptotics can
be obtained with those methods, a limitation already visible in the seminal paper from
Friedman, Kahn, Szemeredi ([30] and Feige and Ofek ([29]). This problem becomes unas-
sailable when d is really smaller than lnpnq or fixed, due to the fact that the underlying
graphs are highly non-regular.
Our proof techniques globally rely on methods introduced by Massoulie´ and refined by
Bordenave, Lelarge and Massoulie´ ([43, 14]). This powerful and versatile trace method
has now been used in various problems for estimating high eigenvalues of sparse random
matrices, such as random regular graphs ([12]), biregular bipartite graphs ([18]), digraphs
with fixed degree sequence ([24]), bistochastic sparse matrices ([16]), multigraph stochastic
blockmodels ([49]). However, our construction, and especially the pseudo-eigenvectors we
chose, greatly simplifies the former analysis in [43, 14]. This considerable simplification
has been very recently been applied to the non-backtracking spectrum of inhomogeneous
graphs in Massoulie´ and Stephan in [53], it follow from our methods which was introduced
in a preliminary version of this work contained in [25].
7.6. Eigenvectors of perturbed matrices. Eigenvector perturbation has also attracted
a lot of attention, mainly around variants of the Davis-Kahan theorem ([60]). As men-
tioned in [28], many algebraic bounds (such as Weyl’s inequality or the Davis-Kahan
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theorems) are tight in the worst case, but wasteful in typical cases. Our proof method
does not rely on those general bounds, and naturally integrates the perturbation of eigen-
vectors in combination with the now classical Neumann trick (see [28, 23]).
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8. An algebraic perturbation lemma
We present an eigenvalue-eigenvector perturbation theorem, which extends some the
results from [14, Section 4] by taking into account the lack of normality of the structures
at stake. We formulate this tool in a separate section because it can be of independent
interest.
Let us first give a simple description of the result: if ui, vi are vectors such that
xui, vjy « δi,j , then every matrix close to S “ ř θiuiv˚i has eigenvalues close to the θi,
provided the ui’s are sufficiently well-conditioned. Moreover, if the θi are well-separated,
the corresponding right-eigenvectors of A are close to the ui. Theorem 8.2 quantifies this
for eigenvalues of generic matrices and Theorem 8.6 quantifies this for eigenvalues and
eigenvectors of matrix powers. The novelty here is that the vectors ui need not form an
orthonormal family for the result to hold, and the same for the vi’s.
We first recollect the Bauer-Fike theorem:
Theorem 8.1 (Bauer-Fike, [8], [54], chapter IV). Let S be a diagonalizable matrix, S “
PΣP´1 with Σ “ diagpθ1, . . . , θnq and let A “ S`E be a matrix. Then, all the eigenvalues
of A lie inside the union of the balls Bpθi, εq where ε “ }E}}P }}P´1}. Moreover, if J Ă rns
is such that
pYjPJBpθj , εqq X pYjRJBpθj , εqq “ ∅,
then the number of eigenvalues (with multiplicities) of A “ S ` E inside YjPJBpθj , εq is
exactly |J |. In particular, for each i P rns, if mi is the number of distinct eigenvalues
of Σ which are in the connected component of YjPJBpθj , εq containing θi, there exists an
ordering of the eigenvalues λ1, . . . , λn of A such that
|λi ´ θi| ď p2mi ´ 1qε.
The last statement is usually stated with mi “ n (as in Theorem [54, Theorem 3.3],
see Figure 10 for an illustration (and first paragraph p170 in [54] for further explanation).
0
ε
θ1
θ2
θ3
θ4
θ5
θ6
λ1(A)
λ4(A)
λ3(A)
λ2(A)
λ5(A)
λ6(A)
Figure 10. The eigenvalue λi need not be in Bpθi, εq because there
might be some overlap with the closest balls, such as for the green or
yellow ones in the drawing. However, if mi is the number of distinct
balls in the connected component Bpθi, εq, the eigenvalue λi will always
be within distance p2mi ´ 1qε of some θpipiq and pi permutation in Sn:
for instance in the picture above one could take pi “ p234q.
In the first section, we prove our general eigenvalue perturbation lemma. In the second
section, we give a variant for powers of matrices, that incorporates a control over arguments
of complex eigenvalues, and which also contains the eigenvector perturbation result.
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8.1. Eigenvalue perturbation. Let u1, . . . , ur, v1, . . . , vr be two families of nonzero vec-
tors in Rn. Let us note U “ pu1, . . . , urq and V “ pv1, . . . , vrq; those are real matrices
with n lines and r columns. Our ‘nearly diagonalizable’ matrix will be S “ UΣV ˚ with
Σ “ diagpθ1, . . . , θrq, the θi being complex numbers. The center of our investigations will
be some real square matrix A PMnpRq, not necessarily diagonalizable, but close to S in
operator norm. We make the following assumptions.
(1) There is some η ą 0 such that
}A´ S} ď η. (8.1)
(2) The matrices U and V are well-conditionned, in the following sense:
‚ For some N ě 1 we have }U} ď N and }V } ď N .
‚ For some h ą 0 we have
λminpV ˚V q ě h and λminpU˚Uq ě h, (8.2)
where λmin is the smallest eigenvalue.
‚ The matrices U and V are nearly pseudo-inverses: there is a δ ě 0 such that
}U˚V ´ Ir} ď δ. (8.3)
Theorem 8.2. Set θi “ 0 for all i P rnszrrs and
ε “ 12N3
ˆ
η ` 4
?
rδN4 maxi |θi|
h
˙
.
Under the preceding assumptions, we can apply the conclusion of Theorem 8.1 to A and ε.
Proof. By homogeneity, we may assume that maxi |θi| “ }Σ} ď 1. Note also that }S} ď
}U}}Σ}}V } ď N2 and }A} ď }A´S}`}S} ď η`N2. Hence the maximal distance between
any pair of eigenvalues of A and S is at most 2pη `N2q. It follows that the statement is
trivial if the following inequality does not hold:
δ ď h
4N2
?
r
.
We will thus assume that the above inequality hold. We begin by defining a matrix U¯
close to U , which is really a pseudo-inverse of V ; this will be achieved thereafter in (8.6).
To do this, we define the vector spaces
Hi “ vectpvj : j ‰ iq.
Since λminpV ˚V q ě h ą 0, V has full rank, hence Hi has dimension r´1. The orthogonal
projection on Hi is given by
PHipwq “ VipVi˚Viq´1V ˚i w
where Vi is V whose i-th column vi has been deleted. Note that Vi
˚Vi is a principal
submatrix of V ˚V , hence it is nonsingular itself; moreover, its eigenvalues interlace those
of V ˚V and in particular, its smallest eigenvalue is greater than h through (8.2); when
taking the inverse, we get }pVi˚Viq´1} ď 1{h.
We now consider the vectors defined by u˜i :“ ui ´ PHipuiq and
u¯i :“ u˜ixu˜i, viy “
ui ´ PHipuiq
xui ´ PHipuiq, viy . (8.4)
We set U¯ “ pu¯1, . . . , u¯rq; we want to prove that U¯ is close to U and that U¯˚V “
Ir. Let ej denotes the j-th element of the canonical basis of Rn. By (8.3), we have
|V ˚ui ´ ei| “ |V ˚Uei ´ Irei| ď }V ˚U ´ Ir} “ }U˚V ´ Ir} ď δ, thus we also have
|Vi˚ui|2 “ řj‰i |xvj , uiy|2 ď |V ˚ui ´ ei|2 ď δ2, and finally
|ui ´ u˜i| “ |PHipuiq| “ |VipVi˚Viq´1V ˚i ui| ď }V }}pV ˚i Viq´1}δ ď δNh .
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Moreover, xui, viy´1 is the i-th diagonal entry of U˚V ´Ir and thus its modulus is smaller
than }U˚V ´ Ir}, so we have |xui, viy ´ 1| ď δ, and
|xu˜i, viy ´ 1| ď |xui, viy ´ 1| ` |xui, viy ´ xu˜i, viy|
ď δ ` |ui ´ u˜i||vi|
ď δp1`N2h´1q
ď 2δN2h´1,
where we have used that h ď }V }2. When 0 ď t ď 1{2, we have |p1 ` tq´1 ´ 1| ď 3t{2,
thus, since δ ď h{p4N2q, we haveˇˇˇˇ
1
xu˜i, viy ´ 1
ˇˇˇˇ
ď 3δN2h´1.
We now write
|u¯i ´ ui| “
ˇˇˇˇ
u˜i
xu˜i, viy ´ ui
ˇˇˇˇ
ď |u˜i ´ ui| `
ˇˇˇˇ
1
xu˜i, viy ´ 1
ˇˇˇˇ
|u˜i|
ď δNh´1 ` 3δh´1N2}U}
ď δNh´1p1` 3N2q.
The last term is bounded by 4δN3{h, so using the elementary inequalities }M} ď }M}F ,
we get our estimation expressing how U¯ and U are close:
}U¯ ´ U} ď 4
?
rδN3
h
(8.5)
Finally, from the definitions of Hi and u¯i, we have pU¯˚V qi,j “ xu¯i, vjy “ 0 if i ‰ j, and
xu¯i, viy “ 1, a crucial fact which can also be written as
U¯˚V “ V ˚U¯ “ Ir. (8.6)
Together, (8.5)-(8.6) achieve our preliminary and show that U¯ is the suitable pseudo-
inverse of V which is close to U . We now study the matrix S.
We set Σ “ diagpθiq and S¯ “ U¯ΣV ˚; we have
}S ´ S¯} ď }V }}Σ}}U¯ ´ U}
ď 4
?
rδN4
h
:“ η1,
where we have used that }Σ} ď 1. We now claim that S¯ is diagonalizable with eigenvalues
θ1, . . . , θr. Indeed, u¯i is an eigenvector with eigenvalue θi ‰ 0, and every basis of impV qK
is a family of eigenvectors associated with the eigenvalue zero. We note S¯ “ P´1Σ1P with
Σ1 “ diagpθ1, . . . , θr, 0, . . . , 0q and P its diagonalization matrix.
The matrices A and S¯ are close:
}A´ S¯} ď }S ´ S¯} ` }A´ S} ď η1 ` η.
We may thus apply Bauer-Fike Theorem 8.1 to A and S¯ with ε “ pη ` η1q}P }}P´1}.
It thus remains to prove }P }}P´1} ď 12N3. In the remaining of the proof. We compute
P and }P }}P´1}.
Let K “ spanpv1, . . . , vrqK “ impV qK “ kerpV ˚q; the dimension of K is n´ r. Let us
choose any orthonormal basis pwr`1, . . . , wnq of K and set up P “ pU¯ ,W q where W is the
nˆpn´rq matrix whose columns are the wk’s. Then, the family pu¯1, . . . , u¯r, wr`1, . . . , wnq
is a diagonalization basis for the matrix S: more precisely, we have Su¯i “ U¯ΣV ˚u¯i “ θiu¯i,
and Swj “ 0. We now claim that the inverse of P is given by
P´1 “
˜
V ˚
´W˚U¯V ˚ `W˚
¸
. (8.7)
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We can directly check this using the relations (8.6), the orthonormality relation W˚W “
In´r and V ˚W “ 0, which stems from the choice of W as a basis for kerpV ˚q. Indeed,˜
V ˚
´W˚U¯V ˚ `W˚
¸
P “
˜
V ˚
´W˚U¯V ˚ `W˚
¸´
U¯ W
¯
“
˜
V ˚U¯ V ˚W
´W˚U¯V ˚U¯ `W˚U¯ ´W˚U¯V ˚W `W˚W
¸
“
˜
Ir 0
´W˚U¯ `W˚U¯ W˚W
¸
“
˜
Ir 0
0 In´r
¸
“ In.
To compute the condition number of P we use the elementary Lemma 8.3, stated hereafter.
Clearly, }W } “ 1, hence by the lemma
}P } ď ?2 maxp1, }U¯}q.
For P´1 we note that ´W˚U¯V ˚ `W˚ “ W˚pIn ´ U¯V ˚q, hence } ´W˚U¯V ˚ `W˚} ď
}W }}In ´ U¯V ˚}, and
}P´1} ď ?2p1` }U¯}}V }q.
We thus get
}P }}P´1} ď 2 maxp1, }U¯}qp1` }U¯}}V }q.
From (8.5), }U¯} ď }U} ` }U¯ ´ U} ď N ` 4?rδN3{h ď 2N from our assumption on δ.
Finally, we get
}P }}P´1} ď 4Np1` 2N2q ď 12N3.
It concludes the proof. 
As promised, here is a simple lemma used in the preceding proof.
Lemma 8.3. Let M1 P Mn,rpRq and M2 P Mn,n´rpRq be two matrices; we set M “
pM1,M2q PMn,npRq. Then
}M} ď ?2 maxt}M1}, }M2}u.
Proof. For any x P Rr, y P Rn´r and z “ px˚, y˚q˚ we have
|Mz| “ |M1x`M2y| ď }M1}|x| ` }M2}|y|
ď maxt}M1}, }M2}u
?
2
a|x|2 ` |y|2
“ maxt}M1}, }M2}u
?
2|z|
which is valid for any z P Rn. 
8.2. Eigenvector perturbation. Perturbation theory for invariant subspaces is a deli-
cate matter. For simplicity, we will restrict ourselves here to the case of invariant subspaces
of dimension 1, that is eigenvectors of simple eigenvalues.
We consider the matrix A “ S ` E with S “ UΣV ˚ as in Theorem 8.2. If Σ “
diagpθ1, . . . , θrq, we define the spectral ratio gap at θi as
gi “ min
1ďj‰iďn |1´ θj{θi|. (8.8)
where we have set θi “ 0 for all i P rnszrrs.
Theorem 8.4. Under the assumptions of Theorem 8.2, we consider the ordering of the
eigenvalues of A, λ1, . . . , λn defined in Theorem 8.2. Set
ε “ 12N3
ˆ
η ` 4
?
rδN4 maxi |θi|
h
˙
.
Then for any i P rrs, if giθi ą 2ε, λi is a simple eigenvalue and any unit right-eigenvector
of A associated with λi, denoted ψi, satisfiesˇˇˇˇ
xψi, ui|ui| y
ˇˇˇˇ2
ě 1´ 12
g2i h
2
ˆ
ε
minjPrrs |θj | `
N2η
|θi| ´ 2ε
˙2
, (8.9)
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and the same result holds for a unit left-eigenvector and vi{|vi|.
The proof is inspired by the so-called Neumann trick. We start with an elementary
statement.
Lemma 8.5. Let D “ diagpd1, . . . , drq with di complex numbers such that minj‰1 |d1 ´
dj | “ g ą 0. If w “ pw1, . . . , wrq P Cr is a unit vector then |w1|2 ě 1´ |d1w ´Dw|2{g2.
Proof. We have 1´ |w1|2 “ |w2|2 ` ¨ ¨ ¨ ` |wr|2 ď |pd1Ir ´Dqw|2{g2. 
Proof of Theorem 8.4. We fix some i P rrs, and we note λ “ λi, θ “ θi and g “ gi. We
set E “ A ´ S, so that, by assumptions, }E} ă η. By scale invariance, we may assume
without loss of generality that pmini |θi|q´1 “ }Σ´1} “ 1. Since gθ ą 2ε, from Theorem
8.2, it implies that |λ´ θ| ă ε (the ball of radius Bpθ,εq does not intersect any of the balls
of radius Bpθj , εq with j ‰ i). In particular |λ| ą |θ| ´ ε ě γ ´ ε ą ε ą η and hence λ is
not an eigenvalue of E and detpE ´ λInq ‰ 0. Then, using Sylvester’s identity,
0 “ detpA´ λInq “ detpUΣV ˚ ` E ´ λInq
“ detpE ´ λInq detpIn ` UΣV ˚pE ´ λInq´1q
“ detpE ´ λInq detpIr ` ΣV ˚pE ´ λInq´1Uq
which implies that detpIr`ΣV ˚pE´λInq´1Uq “ 0. Consequently, there is a vector w P Cr
with |w| “ 1 such that
0 “ w ` ΣV ˚pE ´ λInq´1Uw. (8.10)
We set φ “ λpE ´ λq´1Uw. This vector cannot be zero (because w ‰ 0 and ΣV ˚ is
nonsingular), and it is actually an eigenvector of A associated with the eigenvalue λ:
pA´ λInqφ “ λpUΣV ˚ ` E ´ λInqpE ´ λInq´1Uw
“ λpUΣV ˚pE ´ λInq´1U ` Uqw
“ λUpΣV ˚pE ´ λInq´1U ` Irqw “ 0.
Our goal is now to prove that w is close to the vector ei of the canonical basis. We
set C “ λV ˚pE ´ λInq´1U ` Ir. In (8.10), we see that 0 “ λw ´ Σw ` ΣCw, hence
|λΣ´1w ´ w| ď }C} and we want to bound C. This is done as follows:
}C} “ }λV ˚pE ´ λInq´1U ` Ir} “ } ´ V ˚U ` Ir ` V ˚rλpE ´ λInq´1 ` InsU}
ď }Ir ´ V ˚U} ` }U}}V }}λpE ´ λInq´1 ` In}.
From the Neumann series expansion,
}pE ´ λq´1 ´ p´λ´1qIn} ď 1|λ|
}E}{|λ|
1´ }E}{|λ| .
We thus obtain the bound:
}C} ď δ ` N
2η
|λ| ´ η “: δ
1
and we obtain |λΣ´1w´w| ă δ1. We thus have |θΣ´1w´w| ď |θ´λ|}Σ´1}`|λΣ´1w´w| ă
ε` δ1.
We apply Lemma 8.5 to D “ θΣ´1 and we get that |wi|2 ě 1´ pε` δ1q2{g2. We may
assume without loss of generality that wi is a non-negative real number. We deduce that
|w ´ ei|2 “ 2´ 2<pwiq ď 2pε` δ1q2{g2. Then we find that
|φ´ ui| ď }λpE ´ λq´1U ´ Ir} ` |w ´ ei|
ď }U}}E}|λ| ´ }E} `
?
2pε` δ1q
g
“: ε1.
But keep in mind that φ might not be normalized. A unit-norm right eigenvector of
A associated with λ is φ{|φ|. However ||φ| ´ |ui|| ď |φ ´ ui|, so that |φ{|φ| ´ ui{|ui|| ď
2|ui ´ φ|{|ui|, and finally, using |ui| ą h, we get
|φ{|φ| ´ ui{|ui|| ď 2ε1{h.
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Simplifying the error term leads to the bound (8.14) (observe that g ď 1 and any unit
eigenvector ψ associated with λ satisfies |xψ, ui{|ui|y|2 “ |xφ{|φ|, ui{|ui|y|2 “ 1´ |φ{|φ| ´
ui{|ui||2{2). 
8.3. Powers of matrices. We now use the preceding perturbation theorems, but for
powers of matrices. This will be necessary since the perturbations that we will encounter
are not small in norm unless we raise them at a high power. We need some variations
on the hypothesis which are tuned for our needs. We emphasize the fact that they are
certainly not optimal, but rather suited to our subsequent needs. Let U,U 1, V, V 1 be four
nˆ r matrices and `, `1 be two integers. We set S “ UΣ`V ˚ and S1 “ U 1Σ`1pV 1q˚, where
Σ “ diagpθ1, . . . , θrq and the θi’s are real numbers (unlike the previous paragraphs where
they were complex).
Let A PMnpCq. We make the following assumptions.
(1) The integers ` and `1 are mutually prime.
(2) There are numbers η, η1 ą 0 such that
}A` ´ S} ď η and }A`1 ´ S1} ď η1 (8.11)
(3) The matrices U,U 1, V, V 1 are well-conditioned:
‚ The operator norms of U and V are smaller than N .
‚ The smallest eigenvalue of U˚U, V ˚V are greater than h ą 0.
‚ The operator norm of U˚V ´ Ir is smaller that δ.
‚ The above properties hold for U 1 and V 1 for some constants N 1, h1, δ1.
The following perturbation theorem holds.
Theorem 8.6. Under the above assumptions, we set
ε “ 12N3
ˆ
η ` 4
?
rδN4 maxi |θi|`
h
˙
and ε1 is defined similarly with the parameters p`1, η1, N 1, h1, δ1q. Assume that for all i P rrs,
|θi|` ą 2`1rε and |θi|`1 ą 2`rε1. (8.12)
Then, there is an ordering of the r largest eigenvalues of A in modulus, say λ1, . . . , λr
such that
|λi ´ θi| ă 4rε
`|θi|`´1 . (8.13)
All the other n´ r eigenvalues of A have modulus smaller than ε1{`.
Moreover, for any i P rrs, if gi :“ minj‰i |1 ´ θ`j{θ`i | ą 2εθ´`i , then λi is a simple
eigenvalue and any unit right-eigenvector of A associated with λi, denoted ψi, satisfiesˇˇˇˇ
xψi, ui|ui| y
ˇˇˇˇ2
ě 1´ 12
g2i h
2
ˆ
ε
minjPrrs |θj |` `
N2η
|θi|` ´ 2ε
˙2
(8.14)
and the same result holds for a unit left-eigenvector and vi{|vi|.
Proof. We start with the statement on eigenvalues. We apply Theorem 8.2 to A` and S and
to A`
1
and S1. There are two permutations pi, pi1 P Sr such that |λ`i´θ`pipiq| ď ε0 “ p2r´1qε
and |λ`1i ´ θ`pi1piq| ď ε10 “ p2r ´ 1qε1. Indeed, by assumption (8.12), the ball of radius ε
centered at 0 does not intersect any of the balls centered at θi, i P rrs. We may assume
that pi is the identity.
We fix some i P rrs. Our goal is to show that indeed, λi is close to θi. We first control
the argument of λi by using that two mutually prime powers of λi are close to the real
axis (since the θj ’s are real). More precisely, we set x “ θi and y “ θpi1piq, so that
|λ`i{x` ´ 1| ď u :“ ε0|x|`
and
|λ`1i {y`1 ´ 1| ď u1 :“ ε
1
0
|y|`1 .
The polar decomposition of λi is written λi “ |λi|eiω with ω real. The argument of
pλi{xq` is between ´τ and τ where τ “ arctanpu{2q{2, and we have | arctanptq| ď |t|, so
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the argument of pλi{xq` has smaller absolute value than u{4, a similar fact holding for
pλi{yq`1 . As a consequence, there are two integers p, p1 and two numbers s P p´u{4, u{4q
and s1 P p´u1{4, u1{4q such that
`ω “ ppi ` s `1ω “ p1pi ` s1
This implies
p`1 ´ p1` “ s
1`´ s`1
pi
.
The LHS is an integer and in the RHS, and the terms s1` and s`1 have magnitude smaller
than u1`{4 and u`1{4, which were supposed to be smaller than 1 in our hypothesis (8.12),
so the whole RHS can only be zero and p`1 “ p1`. However, as ` ^ `1 “ 1 we see that `
divides p and `1 divides p1, so ω “ kpi ` s{` for some k P Z: the complex number λ has
argument close to 0 or pi. We can also see that if θi is positive, then k is even and we can
indeed take ω “ s{`. Otherwise, k is odd and we can take ω “ pi ` s{`.
We may now come back to the relation |λ`i ´ θ`i | ď ε0, which can also be written as
λ`i “ θ`i p1` zq
with |z| ď ε0{|θi|`. When taking the modulus, we get |λi| “ |θi||1 ` z| 1` , and from the
inequality ||1` z| 1` ´ 1| ď |z|{`, we finally find out that
||λi| ´ |θi|| ď ε0
`|θi|`´1 .
We may finally combining the bounds on arguments and modulus. If θi is positive, we
saw that the argument of λi is s{`. Writing θi “ θieis{` ` θi ´ θieis{`, we find
|λi ´ θi| ď ||λi| ´ θi| ` |θi||eis{` ´ 1|
ď pε0{|θi|` ` |s||θi|q{`
ď 2ε0{p`|θi|`´1q.
This gives the claimed statement. On the other hand, if θi is negative, then the argument
of λi is pi ` s{` and in this case, λi “ ´|λi|eis{` and the same argument holds.
The proof of the statement for the eigenvector is then a consequence of Theorem 8.4
applied to A`. 
9. Proof of Theorem 2.3
9.1. Notation. We fix a matrix P as described above Theorem 2.3.
If r0 ě 1, we define Φ “ pϕ1, . . . , ϕr0q and Σ “ diagpµ1, . . . , µr0q. The columns of Φ
form an orthonormal family, hence Φ˚Φ “ Ir0 .
Recall the parameter ` defined in (2.8). The ‘candidate eigenvectors’ are ui “ A`ϕi{µ`i
and vi “ pA˚q`ϕi{µ`i , or to put it in matrix form they are the columns of
U “ A`ΦΣ´` and V “ pA˚q`ΦΣ´`.
We set
S “ UΣ`V ˚.
We finally introduce the vector spaces
H “ vectpv1, . . . , vr0q “ impV q and H 1 “ vectpu1, . . . , ur0q “ impUq. (9.1)
Finally, if r0 “ 0, then S is simply set to be the zero matrix, and H,H 1 are the trivial
vector spaces.
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9.2. Comments on the assumptions. We note that the problem is homogeneous. From
now on, we will thus assume without loss of generality that
µ1 “ 1.
We observe also that the statement is trivial to check if ` “ 0. In particular, we will
assume in the sequel without loss of generality that
logpnq ě 8 logp2dq. (9.2)
We will also check easily in (10.2) that ρ ě µ21 “ 1. In particular
ϑ ě 1?
d
and τ´10 ď
?
d
It follows that in the statement of Theorem 2.3, we have
τ´2`0 ď d` ď n1{8. (9.3)
The assumption C0 ď τ´2`0 implies that
C0 “ crr40b44 lnpnq16 ď n1{8. (9.4)
9.3. Algebraic structure of A,U, V with respect to H. The behaviour of the matrices
U, V is dictated by a theoretical covariance matrix Γp`q, which is a good approximation of
the Gram matrices of the columns of U and V . It is defined as follows: let i, j be in rr0s
and t be an integer. We will note ϕi,j for the Hadamard product between ϕi and ϕj :
ϕi,jpxq “ ϕipxqϕjpxq.
Then, we define the matrix Γptq PMrpRq:
Γ
ptq
i,j “
tÿ
s“0
x1, Qsϕi,jy
pµiµjdqs . (9.5)
The diagonal entries Γ
p`q
i,i are exactly the γi appearing in Theorem 2.3. The next lemma
gathers useful properties of Γptq.
Lemma 9.1 (Properties of Γptq). For any t, the matrix Γptq is a semi-definite positive
matrix with eigenvalues greater than 1, and with
1 ď }Γptq} ď r0b8 1´ τ
2pt`1q
0
1´ τ20 .
This lemma will be proved in Section 10. The main tool for the subsequent analysis of
U and V is the following theorem, which could also be of independent interest.
Theorem 9.2 (Algebraic structure of U and V ). There are a universal constant c ą 0
and an event with probability greater than 1´ cn´1{4 such that the following holds:
}V ˚A`U ´ Σ`} ď C1n´1{4τ2`0 ϑ` (9.6)
}U˚V ´ Ir0} ď C1n´1{4τ2`0 (9.7)
}Φ˚U ´ Ir0} ď C1n´1{4τ2`0 (9.8)
}U˚U ´ Γp`q} ď C1n´1{4τ2`0 (9.9)
}V ˚V ´ Γp`q} ď C1n´1{4τ2`0 (9.10)
}A`PHK} ď C2ϑ` (9.11)
}PH1KA`} ď C2ϑ`, (9.12)
where C1 “ cr0b2 lnpnq5{2 and C2 “ cb20r lnpnq12.
Remark 9.3. The same statements holds, with the same constants, if we replace ` by
`1 “ `` 1. Note that `1 and ` are then mutually prime.
The proof of this theorem occupies the next sections of this paper. We now use this
theorem to prove all the results mentioned before.
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9.4. Proof of Theorem 2.3. We consider the intersection of the two events of Theorem
9.2 for ` and `1 “ ``1 which has probability at least 1´ cn´1{4. Let us call En this event.
Our goal is to apply Theorem 8.6 to A` and S and to A`
1
and S1 on En. Our main task
will be to check the three conditions of Theorem 8.6; we will focus on checking them for
U and V , the statements for U 1, V 1 working obviously in the same way.
We will use that (9.4) implies that C1n
´1{4 goes to 0 as n goes to infinity, uniformly
in r, b satisfying (9.4). In particular, for all n ě n0 large enough
C1n
´1{4 ď 1{2. (9.13)
In the sequel, we always assume that En holds and that n ě n0.
Condition 1 of Theorem 8.6. This is settled by Remark 9.3.
Condition 3 of Theorem 8.6. From (9.9) and Lemma 9.1, we have,
}U}2 “ }U˚U} ď p`` 1qr0b8 ` C1n´1{4 ď r0b8 lnpnq (9.14)
the last line coming from (9.13). The same inequality holds for }V }2. We find that
}U} _ }V } ď N :“ar0b8 lnpnq.
For the conditioning properties of U, V , we deduce from (9.13) and Lemma 9.1 that
}U˚U} ^ }V ˚V } ě λminpΓp`qq ´ C1n0.1 ě h :“ 1{2. (9.15)
Similarly, from (9.7), we have
}U˚V ´ Ir0} ď C1n´1{4τ2`0 :“ δ. (9.16)
This gives condition 3 for U, V . We note that (9.15) implies that:
}pU˚Uq´1} _ }pV ˚V q´1} ď 2. (9.17)
Condition 2 of Theorem 8.6. This condition requires more work. We have
PH “ V pV ˚V q´1V ˚ and PH1 “ UpU˚Uq´1U˚.
We also note that PHK “ In´PH the projection matrix on HK. Since SPHK “ PH1KS “ 0,
we have S “ PH1KSPH and
}A` ´ S} ď }PH1A`PH ´ S} ` }A`PHK} ` }PH1KA`}
ď }U}}pU˚Uq´1U˚A`V pV ˚V q´1 ´D`}}V } ` }A`PHK} ` }PH1KA`}, (9.18)
where at the second line, we have used that UD`V ˚ “ S. To bound the above expression,
we will use that the fact that V ˚U´Ir0 is small implies that U is close to U˜ :“ V pV ˚V q´1
and that V is close to V˜ :“ UpU˚Uq´1. More precisely, we write
PHU “ U˜V ˚U
“ U˜ ` E1
where E1 :“ U˜pV ˚U ´ Ir0q. From (9.14)-(9.16)-(9.17), we find that
}E1} ď 2δN.
We may thus decompose U as follows:
U “ U˜ ` E1 ` PHKU.
Similarly, we find
V “ V˜ ` E2 ` PH1KV
with E2 “ V˜ pU˚V ´ Ir0q and }E2} ď 2δN . We get the following:
}V˜ ˚A`U˜ ´ Σ`} ď }V˜ ˚A`U ´ Σ`} ` }V˜ }}A`}}E1} ` }A`PHK}}U}
ď }V ˚A`U ´ Σ`} ` }V˜ }}A`}}E1} ` }A`PHK}}U} ` }U}}A`}}E1} ` }PH1KA`}}V }.
We use this last inequality in (9.18) and use (9.6). We obtain the bound:
}A` ´ S} ď δN2ϑ` ` 4N3C2ϑ` ` 4δN4}A`}.
From our choice of parameters (9.4), we have
4δN4 ď 1{2. (9.19)
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It follows that
}A` ´ S} ď 5N3C2ϑ` ` 4δN4}A`}. (9.20)
We may use (9.20) and }S} ď }U}}Σ`}}V } ď N2 to upper bound }A`}. Indeedn we
write }A`} ď }S} ` }A` ´ S} ď N2 ` }A` ´ S}, we find from (9.20) and (9.19):
}A`} ď 2N2 ` 10N3C2ϑ`. (9.21)
Putting this last expression back in (9.20) and using 4δN4 ď 1{2, we obtain the bound:
}A` ´ S} ď η :“ 10N3C2ϑ` ` 8δN6. (9.22)
The conclusion of Theorem 2.3 is then a consequence of Theorem 8.6. Let us now
estimate roughly the quantity ε in Theorem 8.6. We first note that 2δN6 is larger than
δN4
?
r0{h, since h “ 1{2 and N
?
r0 ď N2. It follows that ε in Theorem 8.6 is bounded
by 24ηN3. We claim also that
δN6 ď N3C2ϑ`. (9.23)
Indeed, n´1{4 “ n´κ ď p2dq´2` and, since ρ ě µ21 “ 1 (see forthcoming bound (10.2)), we
have ϑ ě 1{?d. It follows that n´1{4 ď ϑ`. To prove (9.23), we then need to check that
τ2`0 C1N
3 ď C2, the latter is immediate using (2.9).
It follows that, for some universal constant c, c1 ą 0,
ε ď cN6C2ϑ` ď c1rr30b44 lnpnq15ϑ`.
We set C0 “ 4εr0 lnpnq{ϑ`. After crude rearrangement and simplifications, the state-
ment of Theorem 2.3 for eigenvalues follows easily from Theorem 8.6 applied to r “ r0.
For eigenvectors, Theorem 8.6 allows us to describe the behaviour of the eigenvectors
of A. We may assume without loss of generality that
C20τ
2`
0
p1´ τi,`q2 ď 1,
since otherwise the statement is trivial (in particular τi,` ă 1). In particular, for any
i P rr0s, we have
p1´ τi,`qθ`i ě p1´ τi,`qτ´`0 ϑ` ě C0ϑ` ě 4ε.
We are thus in position to apply the eigenvector part in Theorem 8.6.
Note that |θi|` ´ 2ε ě |θi|`{2 and thus N2η{|θi|` ´ 2ε ď 2N2η ď ε{p6Nq. We choose
the orientation of ψi to ensure that xψi, uiy is non-negative. We deduce from (8.14) that,ˇˇˇˇ
ψi ´ ui|ui|
ˇˇˇˇ2
“ 2´ 2xψi, ui|ui| y ď
40ε2
p1´ τi,`q2|θr0 |2 ď
40C20τ
2`
0
p1´ τi,`q2 .
We then write ˇˇˇˇ
xψi, ϕjy ´ x ui|ui| , ϕjy
ˇˇˇˇ
ď
ˇˇˇˇ
ψi ´ ui|ui|
ˇˇˇˇ
.
Thanks to (9.8), we have xui{|ui|, ϕjy is close to δi,j{|ui| with error bounded by δ{|ui|.
Finally, (9.9) implies that ˇˇ|ui|2 ´ γi ˇˇ “ ˇˇˇ|ui|2 ´ Γp`qi,i ˇˇˇ ď δ.
Recall also that by Lemma 9.1, Γ
p`q
i,i ě 1. We thus find
||ui| ´ ?γi| “
ˇˇ|ui|2 ´ γi ˇˇˇˇ|ui| ` ?γi ˇˇ ď δ.
When gathering all those bounds, we get that |xψi, ϕjy´δi,j{γi| is bounded by cC0τ `0{p1´
τi,` where c is a universal constant. Defining a new constant C0 equal to cC0, we thus
obtain the bound displayed in (2.12). The same proof with (9.7) in place of (9.8) gives
the bound (2.16). It concludes the proof of Theorem 2.3.
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9.5. Proof of Corollary 2.6. On the event of Theorem 2.3, we haveˇˇˇˇ
x ψi ` ψ
1
i
|ψi ` ψ1i| , ϕiy ´
2?
γi|ψi ` ψ1i|δi,j
ˇˇˇˇ
ď 2C0τ
`
0
1´ τi,` “: 2ε.
Moreover, since |ψi ` ψ1i|2 “ 2` 2xψi, ψ1iy, we have
||ψi ` ψ1i|2 ´ 2´ 2{γi| ď 2ε.
In particular, since γi ě 1,
||ψi ` ψ1i| ´
a
2` 2{γi| ď 2ε{p|ψi ` ψ1i| `
a
2` 2{γiq ď
?
2ε.
If ε ď 1{2, then |ψi ` ψ1i| ě 1 and we findˇˇˇˇ
ˇ 1|ψi ` ψ1i| ´ 1a2` 2{γi
ˇˇˇˇ
ˇ ď
?
2εa
2` 2{γi ď ε.
We thus have checked that if ε ď 1{2 thenˇˇˇˇ
x ψi ` ψ
1
i
|ψi ` ψ1i| , ϕiy ´
?
2?
γi ` 1δi,j
ˇˇˇˇ
ď 4ε.
Otherwise, ε ą 1{2 and this last inequality also holds since it is trivial in this case.
10. Consequences of algebraic incoherence
Our goal in this section is to gather several useful estimates on Q and Γptq linked with
the incoherence properties (2.2) and (2.3).
10.1. Incoherence of P and Q. The parameter L in (2.2) is not independent of the
parameter b(2.3).
We introduce the scale invariant analog of the parameter L for the matrix Q: we set
K “ nmax
x,y
Qxy{ρ. (10.1)
We have
L “ nmax
x,y
|Pxy| “
a
Kρ.
Notice also that the scalar K is scale invariant. We note also that the following bound
holds:
1 ď K ď L
2
µ21
.
Indeed, for the lower bound, we use that for any matrix T , }T } ď nmaxx,y |Txy|. For the
upper bound, we use that K “ L2{ρ2 and
ρ ě x1, Q1y
n
“
ÿ
x,y
P 2x,y “ }P }2F ě µ21. (10.2)
We note also that the parameter L may be bounded as follows:
|Px,y| “
ˇˇˇˇ
ˇ nÿ
k“1
µkϕkpxqϕkpyq
ˇˇˇˇ
ˇ
ď |µ1|
gffe nÿ
k“1
|ϕkpxq|2
gffe nÿ
k“1
|ϕkpyq|2
ď |µ1| b
2
n
.
We deduce that L and K are bounded by:
L ď |µ1|b2 and K ď b4. (10.3)
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10.2. Bounds on the entries of Q. We start by bounding the entries of powers of Q.
For any x, we find ÿ
y
Qxy ď Kρ.
It follows that for any x, y,
pQ2qxy “
ÿ
z
QxzQzy ď K
2ρ2
n
.
Let pψkq be an ON basis of eigenvectors of Q with eigenvalues pνkq. Let t ě 2, we write
for any x, y,
pQtqxy “
ÿ
k
νtkψkpxqψkpyq ď ρt´2
ÿ
k
ν2k |ψkpxq||ψkpyq| ď ρt´2
apQ2qxxapQ2qyy,
where the last step follows from Cauchy-Schwarz inequality. In particular, for any t ě 2
and x, y
pQtqxy ď K
2ρt
n
(10.4)
It follows from (10.1) that Equation (10.4) also holds for t “ 1. The following immediate
consequence will be crucial; the idea it conveys is that, for any vector v, w, xv,Qtwy is
essentially bounded by |v|1|w|1ρt{n, a result in the flavour of Perron-Frobenius theory.
Lemma 10.1. For any integer t ě 1 and any vectors v, w P Rn,
xv,Qtw2y ď |v|1|w|1K
2ρt
n
.
Proof. We simply write
xv,Qtwy “
ÿ
x,y
pQtqx,yvpyqwpyq ď
ÿ
x,y
K2ρt
n
|vpxq||wpyq|
where we have used (10.4). The conclusion follows. 
10.3. Proof of Lemma 9.1: the incoherence hypothesis for the covariance ma-
trix. Let us end this section by the proof of Lemma 9.1. By Lemma 10.1, We start by
recalling the definition of the theoretical covariance Γptq PMr0pRq:
Γ
ptq
i,j “
tÿ
s“0
x1, Qsϕi,jy
pµiµjdqs .
By Lemma 10.1, we find
x1, Qtϕi,jy ď |ϕi,j |1K2ρt ď K2ρt (10.5)
where we have use Cauchy-Schwarz inequality:
|ϕi,j |1 “
ÿ
x
|ϕipxq||ϕjpxq| ď |ϕi|2|ϕj |2 “ 1.
Going back to the sum defining Γ
ptq
i,j , we get
|Γptqi,j | ď K2 1´ pρ{pµiµjdqq
t`1
1´ ρ{pµiµjdq ď
K2p1´ τ2pt`1q0 q
1´ τ20
and as a consequence,
}Γptq} ď r0 max
i,j
|Γptqi,j | “ r0K
2p1´ τ2pt`1q0 q
1´ τ20
On the other hand, if we note
C
psq
i,j “ x1, Q
sϕi,jy
pµiµjdqs
then it is not difficult to see that Cpsq is indeed a semi-definite positive (SDP) matrix;
more precisely, if we introduce pispxq “
a
Qs1pxq ě 0 and Πs “ diagppisq, then
Cpsq “ d´s ¨D´sΦ˚Π2sΦD´s (10.6)
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which is clearly SDP. The matrix Γptq is thus a sum of Cp0q “ Ir0 and t´ 1 SDP matrices,
hence it is itself an SDP matrix and its eigenvalues are greater than the eigenvalues of Ir0 ,
hence the first statement.
For further needs, we notice that if i P rrszrr0s, then |µi| ď ϑ and we get from (10.5)
that
Γ
ptq
i,i ď
tÿ
s“0
K2ϑ2s
|µi|2s ď K
2pt` 1q ϑ
2t
|µi|2t . (10.7)
11. Coupling graphs and trees
The basic ingredients for the proofs of Theorem 2.3 and related statements are directed
Galton-Watson trees and martingales defined on them. We start to introduce the notations
and vocabulary for this.
11.1. Marked Galton-Watson trees and Erdo˝s-Re´nyi digraphs.
11.1.1. Graph-theoretic definitions. A marked graph with mark space N is a digraph
pV,Eq, with possible loops, endowed with a mark function ı : V Ñ N. We are going
to note G˚ the set of all rooted directed graphs on a common countable set V and with
mark space N. Formally, the elements of G˚ are triples pG, o, ıq, with o the root, but in
general we will drop the mark function ı and simply write pG, oq.
Let pG, o, ıq P G˚ and g “ pV,Eq. If W Ă V is a subset of V containing the root,
then the induced subgraph pG, o, ıqW is defined as follows: the underlying graph is
GW :“ pV,EW q where pi, jq P EW if and only if pi, jq P E and both i and j are in W , and
the mark function ıW is given by ıW pvq “ ıpvq for all v PW .
The elements in G˚ are digraphs, and therefore we need to make a distinction between
directed paths and undirected paths. Let g “ pV,Eq be a digraph,
‚ If px, yq P E we note xÑ y,
‚ if xÑ y or y Ñ x or both, we note x „ y.
Every directed graph G can be transformed into an undirected graph Gˆ “ pV, Eˆq by simply
forgetting the direction of the edges: px, yq P Eˆ iff x „ y in g.
If u, v P V , a directed path or dipath from x to y is a sequence of vertices x0 “
x, x1, . . . , xk “ y such that for every s we have us Ñ us`1. A path is the same except
that we only ask xs „ xs`1.
‚ The length of the shortest directed path between x and y is denoted by d`px, yq.
‚ The length of the shortest directed path between y and x is also denoted by
d´px, yq “ d`py, xq.
‚ The length of the shortest path is denoted by dpx, yq.
‚ When G is a digraph graph, PGpx, tq is the set of paths in G starting from x and
having t steps.
The set of all y such that d`px, yq ď t is the forward ball B`Gpx, tq and the set of all
y such that dpx, yq ď t is the ball BGpx, tq. When no confusion can arise, we write B`
or B instead of BG, B
`
G . If t is an integer and pG, xq P G˚, then pG, xqt is the subgraph
of pG, xq induced by BGpx, tq, as defined above, and similarly pG, xq`t is the subgraph of
pG, xq induced by B`px, tq.
A cycle in the graphG is a sequence of distinct vertices px1, . . . , xkq such that xs „ xs`1
for every s ă k and xk „ x1. The number k is the length of the cycle.
A tangle-free subgraph of G is a subgraph of G that contains at most one cycle. The
graph G is t-tangle free if for every vertex x, the ball BGpx, tq is tangle-free.
We will the following useful property of tangle freeness. If G is h-tangle free then there
is either zero or one cycle in pG, xqt for t ď h. Hence for any y at distance t from x, there
is at most two paths of length t from x to y. To put it another way, for any x P rns, we
have for t ď h,
|PGpx, tq| ď 2|pG, xqt|. (11.1)
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11.1.2. Definition of the graph G and the marked Galton Watson tree. We define that G
as the directed Erdo˝s-Re´nyi graph (with loops) whose adjacency matrix is given by M :
the vertex set is rns and each directed edge is present independently with probability d{n.
Let x be an arbitrary element of rns. We root the graph G at x, and we mark every vertex
with itself: the mark of vertex x P rns is simply the integer ıpxq “ x. The resulted marked
graph pG, xq is an element of G˚.
We now define the directed Galton-Watson tree T in the following way. Starting from its
root o, every vertex has a Poip2dq number of children. Every edge pu, vq is independently
given a unique direction u Ñ v or v Ñ u with probability 1{2. This yields a random
directed tree. Equivalently, each vertex has a Poipdq number of ‘out-children’ and a Poipdq
number of ‘in-children’.
Finally, every non-root vertex o1 is independently given a random mark ıpo1q which is
uniform on rns. The root is given a special mark ıpoq “ O. The resulting element of G˚
should be noted pTn,Oq because it depends on n through the marks, but we will simply
note pT,Oq. We shall say that the tree pT,Oq is grown from the seed O.
11.2. Growth properties: trees. Let us first state several properties on the growth of
the tree T first, then on the graph G. They are directly drawn from [14], see Section 8
for the tree, and Sections 9.1-9.2 for the graph. Clearly, the underlying undirected tree
obtained from T by deleting the marks and orientations is simply a Poip2dq Galton-Watson
tree, which allows u to use known results on the growth properties of GW trees. We recall
D “ 2d_ 1.01 was defined in Theorem 2.3.
Lemma 11.1 ([14, Lemma 23]). Let us note St the number of vertices at distance t from
the root o of T . There are two universal constants c0, c1 ą 0 such that for all λ ą 0,
PpSt ď λDt for all tq ě 1´ c0e´c1λ. (11.2)
Moreover, there is a universal constant c such that for every p ě 1,
E
„
max
tě1
ˆ
St
Dt
˙p
ď pcpqp. (11.3)
Proof. The second claim is an immediate consequence of the first: we have
E
„
max
tě1
ˆ
St
p2dqt
˙p
“ p
ż 8
0
λp´1P
ˆ
max
tě1
ˆ
St
Dt
˙
ě λ
˙
dλ ď p
ż 8
0
λp´1c0e´c1λdλ.
The first statement of the lemma is [14, Lemma 23], it is however not explicitly written in
the proof of [14, Lemma 23] that the constants c0, c1 are universal. An inspection of the
proof shows this is indeed the case (we use here that D is bounded away from 1). 
As a consequence we may easily upper bound the size of pT,Oqt. Indeed, we use the
inequality
|pT,Oqt| “ 1` S1 ` ¨ ¨ ¨ ` St
ď max
kě0 pD
´kSkq
tÿ
k“0
Dk
ď 2 max
kě0 pD
´kSkqDt,
where we have use that pDt`1 ´ 1q{pD´ 1q ď 2Dt for all D ě 2. Taking expectation , we
deduce from Lemma 11.1 that for any integers p ě 1 and t ě 1,
pEr|pT,Oq|pt sq1{p ď 2cpDt. (11.4)
11.3. Growth properties: graphs. We now establish the same properties as before,
but for the directed graph G whose adjacency matrix is M . We start by proving that up
to a depth of order log2d n, the graph G has few cycles. We denote by Gˆ the graph G
in which the directions have been erased. Pick any vertices x, y. Then, from the union
bound
Pptx, yu P EpGˆqq “ Pppx, yq P EpGq or py, xq P EpGqq ď D
n
.
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where as above we have set D “ 2d. This shows that the edge distribution of Gˆ is
stochastically dominated by the edge distribution of an undirected pn,D{nq Erdo˝s-Re´nyi
graph (note that, unlike the usual definition, here we allow loops in the random graph).
Events which are monotone for the deletion of edges (such has having a few number of
cycles) are thus of smaller probability in G than in ERpn,D{nq. As a consequence some
results in [14] directly transfer to our setting.
Lemma 11.2 (Growth rate, [14, Lemma 29]). Let us denote by Stpxq the number of
vertices in G that are exactly at (unoriented) distance t from vertex x. There are two
universal constants c0, c1 ą 0 such that for every positive λ and every vertex x P rns, we
have
PpStpxq ď λDt for all tq ě 1´ c1e´c0λ. (11.5)
Moreover, there is a universal constant c such that for every p ě 1,
E
„
max
tě1
ˆ
Stpxq
Dt
˙p
ď pcpqp and E
»–max
xPrns
tě1
ˆ
Stpxq
Dt
˙pfifl ď pc lnnqp ` pcpqp. (11.6)
Proof. Only the LHS inequality (11.6) is not explicitly stated in [14]. It is proved as in
the proof of Lemma 11.1. 
Let us apply this result to |pG, xqt| “ 1 ` S1pxq ` ¨ ¨ ¨ ` Stpxq with λ :“ c´10 lnpc1n2q.
With probability greater than 1´ 1{n, for any t and for any x P rns,
Stpxq ď c lnpnqDt
where c is a universal constant. On this event, one also has
|pG, xqt| “ 1` S1pxq ` ¨ ¨ ¨ ` Stpxq
ď c lnpnqp1`D ` ¨ ¨ ¨ `Dtq
ď 2c lnpnqDt. (11.7)
Similarly, we use that
|pG, xqt| ď 2Dt max
kě0
Sk
Dk
(as explained above (11.4)) and we deduce from (11.6) that for any p ě 1,
E r|pG, xqt|ps 1p ď 2cpDt. (11.8)
E
„
max
xPrns
|pG, xqt|p
 1
p ď 2cplnpnq ` pqDt. (11.9)
11.4. Distance between neighborhoods in the graph and the GW tree. In this
subsection, we fix some κ ě 0 and we consider an integer h such that
0 ď h ď κ logDpnq (11.10)
where we have set D “ 2d_ 1.01 as above.
Our goal is to study fine geometric properties of pG, xqh for κ small enough. The above
comparison trick between G and undirected Erdo˝s-Re´nyi with parameters pn,D{nq implies
that the following holds:
Lemma 11.3 (Tangle-free, [14, Lemma 30]). Let 0 ď κ ď 0.49 and h an integer as in
(11.10). For some universal constant c, the graph G is h-tangle free. with probability at
least 1 ´ cn2κ´1. Moreover, for any vertex x P rns, the graph pG, xqh has no cycle with
probability greater than 1´ cnκ´1.
Proof. In [14, Lemma 30] there are no loops. The probability of having a loop at vertex x
is d{n. It is however immediate to check that the same proof extends also in our case. 
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We quantify the distance between neighborhoods of G and T up to the depth h. Let us
recall some definitions. If P1,P2 are two probability measures on the space pΩ,F q, their
total variation distance is defined as
dTVpP1,P2q “ minpX1,X2qPpipP1,P2qPpX1 ‰ X2q
where pipP1,P2q denotes the set of couplings between P1 and P2: pairs of random variables
pX1, X2q such that X1 is distributed as P1 and X2 is distributed as P2. It is a well-known
fact (see [42]) that the total variation distance is also given by
dTVpP1,P2q “ max
APF P1pAq ´ P2pAq.
We note L pXq the probability distribution of a random variable X.
Proposition 11.4 (GW-tree approximation). Let 0 ď κ ď 0.49 and h an integer as in
(11.10). There is a universal constant c ą 0 such that for every vertex x,
dTV
`
L ppG, xqhq,L ppT, xqhqq˘ ď cplnnq2n2κ´1. (11.11)
The proof of this fact is classical; one can adapt the arguments in [14] to our setting.
The difference is that our graphs are directed and now have rns possible labels, but this
only brings shallow difficulties. We sketch the main ideas.
Let us recall the following very classical total variation distance:
dTV pBinpn, λ{nq,Poipλqq ď λ
n
. (11.12)
Coupling between labelled graphs. As a consequence of Lemma 11.3 and (11.7), with a
probability greater than 1 ´ cnκ´1, the graph pG, xqh is a directed tree and contains no
more than k :“ c lnpnqnκ vertices. Let us note Eh this event and perform a breadth-first
exploration starting from x. This explorations finishes at a time τ ď k. At each step, we
reveal a set of Poipdq out-vertices and Poipdq in-vertices. From (11.12), we make a total-
variation error smaller than d{pn´kq`d{pn´kq ď 3d{n for n large enough. By repeatedly
conditioning, the total variation error made on Eh is not greater than 3dτ{n ď 3dk{n.
This gives a coupling between the unlabelled versions of pG, xqh and pT, xqh which fails
with probability at most pc` 3cdq lnpnqnκ´1 ď 4cd lnpnqnκ´1.
We now bring the labels in. With probability greater than 4cd lnpnqnκ´1, the coupling
between the unlabelled versions of pG, xqh and pT, xqh succeeds and have size smaller than
k “ c lnpnqnκ. We then put the labels in the Erdo˝s-Re´nyi graph by drawing a uniform
ordered k-set from rns, while we put the labels on the Galton-Watson tree by simply
drawing k i.i.d. uniform samples from rns. We claim that the total variation distance
between these two random multi-sets is smaller than k2{n, see below for the proof. Hence
the labels agree with an extra total variation cost of pc lnpnqnκq2{n.
In the end, the coupling created this way fails with probability at most 4cd lnpnqnκ´1`
c2plnnq2n2κ´1 which is exactly what is needed, up to adjusting the constants (note that we
may assume that D ď nκ otherwise h “ 0 and the statement is trivial). This concludes
the sketch of proof of Proposition 11.4 up to the claimed bound k2{n for the distance
between the random multisets which we now explain.
Sampling with and without replacement. Let m be an integer. We define two random
multisets in the following way. Put m identical balls with labels from 1 to m in a big urn.
Draw the first ball and set p1 and q1 to be its label. Put the ball back in the urn. Then,
suppose that one has constructed pp1, . . . , ptq and pq1, . . . , qtq. Do the following :
‚ Draw a ball from the urn and set pt`1 to be the label of this ball.
‚ If this label is not already one of the qs, set it onto qt`1. Else, put the ball back
in the urn and draw as many balls as needed to get a label which is not already
one of the qs. Define qt`1 to be this label.
It is clear that for every k ď m, Qk :“ pq1, . . . , qkq is a uniform ordered k-set from rms,
while Pk :“ pp1, . . . , pkq is distributed as k i.i.d. uniform elements in rms. The random
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variable pPk, Qkq is thus a coupling between those two distributions. This coupling is
successful if and only if Pk has exactly k distinct elements, which happens with probability
pm´ 1q . . . pm´ k ´ 1q
mk
ě
ˆ
1´ k
m
˙k
ě 1´ k
2
m
.
The coupling thus fails with probability smaller than k2{m, an upper bound for the total-
variation distance between Pk and Qk.
Maximal coupling of trees and graphs. Proposition 11.4 tells us that for every fixed x,
there exists a random rooted marked tree pTx, xq defined on the same probabilistic space
as pG, xq and such that
PppTx, xqh ‰ pG, xqhq ď cplnnq2n2κ´1.
provided that h ď κ logD n with κ ď 0.49 and D “ 2d. In the sequel, we will use this
family of coupled trees pTx, xq for x P rns.
12. Graph functionals
12.1. Functionals on trees: computations. We now introduce a family of functionals
on G˚ that will be used several times in the sequel. Remember that when pg, oq is a rooted
marked graph, we note Pgpo, tq the number of paths in g starting from the root o and
having t steps, that is, pt` 1q-uples x “ px0, x1, . . . , xtq with x0 “ o and xs Ñ xs`1.
In this section, ψ, φ represent two vectors in Rn and t is an integer. We define
fφ,ψ,tpg, oq “
´n
d
¯t
φpıpoqq
ÿ
Pgpo,tq
Pıpoq,ıpx1q ¨ ¨ ¨Pıpxt´1q,ıpxtq ˆ ψpıpxtqq. (12.1)
We clearly have
fφ,ψ,tpG, xq “ φpxqpAtψqpxq. (12.2)
We will also need another functional:
Fµ,ψ,tpg, oq “ f1,ψ,tpg, oq ´ µ´1f1,ψ,t`1pg, oq. (12.3)
We have
Fµ,ψ,tpG, xq “ Atψpxq ´ 1
µ
At`1ψpxq.
Before moving to several computations on those observables, we state general regularity
facts. We say that a function is t-local if fpg, oq only depends on pg, oqt. Recall that
ϑ1 “ L{d.
Lemma 12.1. The function fφ,ψ,t is t-local and satisfies
|fφ,ψ,tpg, oq| ď |φ|8|ψ|8|Pgpo, tq|ϑt1 (12.4)
The function Fψ,t is pt` 1q-local and satisfies
|Fµ,ψ,tpg, oq| ď |ψ|8|Pgpo, t` 1q|pϑt1 ` ϑt`11 {|µ|q. (12.5)
Proof. The locality property is obvious from the definition, while for the bound it suffices
to write
|fφ,ψ,tpg, oq| ď
´n
d
¯t |φ|8 ÿ
Pgpo,tq
ˆ
L
n
˙t
|ψ|8
ď ϑt1|φ|8|ψ|8|Pgpo, tq|.
It is the same thing for Fψ,t. 
The following crucial theorem gathers all the computations linked with expectations
or variances of those functionals when specialized on a tree pTx, xq with the distribution
described before.
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Theorem 12.2. Let ψ be any vector in Rn and t be an integer. For any i, j P rrs, the
following identities are true.
Erfψ,ϕj ,tpT, xqs “ ψpxqϕjpxqµtj (12.6)
Erfψ,ϕi,tpT, xqfψ,ϕj ,tpT, xqs “ µtiµtjψpxq2
tÿ
s“0
Qsϕi,jpxq
pµiµjdqs . (12.7)
ErFµi,ϕi,tpT, xq2s “ Q
tϕi,ipxq
dt
. (12.8)
The proof consists in using the eigenvector equation to identify specific martingales
and take advantage of their properties to compute those expectations and variances. It is
postponed to Section 14.
12.2. Functionals on graphs: concentration. This section describes concentration of
sum functionals on the graph G, having the form
ř
oPrns fpG, oq where f : G˚ Ñ R is any
measurable function. The tools and spirit of this section are identical to [14, Section 9],
but slightly adapted to our needs.
The first proposition deeply exploits the fact that G is in fact a function of independent
random variables ppMy,x,My,xqqyěx. A generalized Efron-Stein inequality will be very
useful here.
Proposition 12.3 (Moment inequality for graph functionals). Let f, f¯ : G˚ Ñ R be two
t-local functions such that |fpg, oq| ď f¯pg, oq and f¯ is non-decreasing by the addition of
edges. Then, for some universal constant c ą 0, for all p ě 2,¨˝
E
»–ˇˇˇˇˇˇ ÿ
oPrns
fpG, oq ´E
ÿ
oPrns
fpG, oq
ˇˇˇˇ
ˇˇ
pfifl‚˛1{p ď c?np3{2Dt ˆE „max
xPrns
f¯pG, xq2p
˙1{p2pq
,
and¨˝
E
»–ˇˇˇˇˇˇ ÿ
oPrns
fpG, oq ´E
ÿ
oPrns
fpG, oq
ˇˇˇˇ
ˇˇ
pfifl‚˛1{p ď c?np pp` lnpnqqDt
¨˝
E
»– 1
n
ÿ
xPrns
f¯pG, xq2p
fifl‚˛1{p2pq .
Proof. We define Ex as the set of edges of the form px, yq or py, xq with x ď y. From
our assumptions on M , the variables pExqxPrns are independent. Moreover, there is a
measurable function F such thatÿ
oPrns
fpG, oq “ F pE1, . . . , Enq.
Let us denote Y “ F pE1, . . . , Enq this sum, and for any x let us note Yx the same sum
where Ex has been emptied:
Yx “ F pE1, . . . , Ex´1,∅, Ex`1, . . . , Enq.
Equivalently, if Gx indicates the graph G where all the directed edges between x and a
larger or equal vertex have been deleted, we have
Yx “
ÿ
oPrns
fpGx, oq.
The moment inequality [17, Theorem 15.5] implies that there exists a universal constant
0 ă c ă 6 such that for all p ě 2,
E
»–ˇˇˇˇˇˇ ÿ
oPrns
fpG, oq ´E
ÿ
oPrns
fpG, oq
ˇˇˇˇ
ˇˇ
pfifl ď pc?pqpE
»—–
ˇˇˇˇ
ˇˇ ÿ
xPrns
pY ´ Yxq2
ˇˇˇˇ
ˇˇ
p{2fiffifl .
This is a generalization of Efron-Stein inequality (corresponding to p “ 2).
Now, fix o and x in rns. The function f is t-local, hence fpG, oq ´ fpGx, oq is always
zero, except possibly if x is in pG, oqt, or equivalently if o is in pG, xqt. As a consequence,
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we have
|Y ´ Yx| ď
ÿ
oPpG,xqt
fpG, oq ` fpGx, oq
ď 2|pG, xqt|max
oPrns
f¯pG, oq
where in the last line we used the fact that γ is non-decreasing by the addition of edges.
Recall that Ho¨lder inequality implies that for all p ě 2,˜
nÿ
i“1
u2i
¸p{2
ď np{2´1
˜
nÿ
i“1
|upi |
¸
.
Therefore,
E
»—–
ˇˇˇˇ
ˇˇ ÿ
xPrns
pY ´ Yxq2
ˇˇˇˇ
ˇˇ
p{2fiffifl ď np{2´12pE
»– ÿ
xPrns
max
oPrns
f¯pG, oqp|pG, xqt|p
fifl
ď np{2
d
Er|pG, xqt|2psE
„
max
oPrns
f¯pG, oq2p

.
where we have used Cauchy-Schwarz inequality at the second line. Finally, we use (11.8)
and it concludes the proof of the first statement of the proposition.
For the second statement, we write instead:
ÿ
xPrns
pY ´ Yxq2 ď 4
ÿ
xPrns
¨˝ ÿ
oPpG,xqt
f¯pG, oq‚˛2
ď 4
ÿ
xPrns
|pG, xqt|
ÿ
oPpG,xqt
f¯pG, oq2
“ 4
ÿ
oPrns
f¯pG, oq2
ÿ
xPpG,oqt
|pG, xqt|
ď 4 max
xPrns
|pG, xqt|2
ÿ
oPrns
f¯pG, oq2.
The rest of the proof follows exactly the same line. 
The next immediate lemma is a comparison principle between the expectation of a
graph functional on the random graph G and the same functional on the random tree.
Lemma 12.4. Let 0 ď κ ď 0.49 and h an integer as in (11.10). Let f : G˚ Ñ R be a
h-local function. Then, some universal constant c ą 0, we have for all x P rns,
|EfpG, xq ´EfpT, xq| ď c lnpnqnκ´1{2aE rfpG, xq2s _Er|fpT, xq|2s. (12.9)
Proof. Let Epxq denote the event “the coupling between pG, xqh and pTx, xqh fails”; as our
functionals are h-local, we have fpG, xq “ fpTx, xq on Epxq. Proposition 11.4 implies that
PpEpxqq ď cplnnq2n2κ´1. Consequently, by the Cauchy-Schwarz inequality,
|EfpG, xq ´EfpT, xq| ď Er|fpG, xq ´ fpTx, xq|1Epxqs
ďaPpEpxqq´aErfpG, xq2s `aErfpT, xq|2s¯
ď ?c lnpnqnκ`1{2
´a
ErfpG, xq2s `aErfpT, xq|2s¯ ,
which is bounded by the RHS in the claim, upon adjusting the constant. 
Proposition 12.3 and Lemma 12.4 can be combined to derive general deviation inequal-
ities for graph functionals. For simplicity in the next theorem, we consider the specific
case of majorizing functions f¯pg, oq that we will encounter in the sequel.
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Theorem 12.5. Let 0 ď κ ď 0.49 and h an integer as in (11.10). Let f : G˚ Ñ R be
a h-local function such that |fpg, oq| ď α|pg, oqh|β for some α, β ą 0. Then, for some
universal constant c ą 0, for any s ě 1, with probability greater than 1´ n´s, we haveˇˇˇˇ
ˇˇ ÿ
xPrns
fpG, xq ´E
ÿ
xPrns
fpT, xq
ˇˇˇˇ
ˇˇ ď ceβαs3{2`β lnpnq3{2`βnκp1`βq`1{2.
Proof. We set f¯pg, oq “ α|pg, oqh|β . By (11.8), we have for all p ě 1 and x P rns, for some
universal constant c ą 0,
Erf¯pG, xq2ps ď α2p pcpq2pβ D2pβh.
By the Chebyshev inequality and the second claim of Proposition 12.3, adjusting the
constant c ą 0, we have for all t ą 0,ˇˇˇˇ
ˇˇ ÿ
xPrns
fpG, xq ´E
ÿ
xPrns
fpG, xq
ˇˇˇˇ
ˇˇ ě cαsnκp1`βq`1{2,
with probability at most ˆ
p1{2`βpp_ lnpnqq
t
˙p
.
We take t “ pes lnpnqq3{2`β with s ě 1 and p “ t1{p3{2`βq{e ě lnpnq. We obtain a bound
with probability at least 1 ´ n´s. Then we use Lemma 12.4 and up to adjusting the
universal constant, we obtain the desired bound. 
13. Near eigenvectors: proof of Theorem 9.2
In this Section we prove Theorem 9.2, using the tools introduced earlier. For some
0 ă κ ă 1 which will be fixed at the end, we set
` “ tκ
2
logDpnqu.
Here is the route taken: first, we prove different propositions related with precise bounds
for the entries of the matrices U, V or Φ˚A`Φ. Often, the error terms look like
c0pb lnnqc1n2κ´1{2ϑt,
or small variants. For a good choice of κ, this gives the requested bounds in Theorem 9.2.
For functionals such as xϕi, Atϕjy, the plan is simple: we justify why those function-
als can be well-approximated by the identities of Theorem 12.2 thanks to the deviation
inequality Theorem 12.5.
Bounding }A`PHK} is however much more difficult and will be done through a tangle-
free decomposition, in Subsection 13.3. Performing the expected high-trace method re-
quires some care and we postponed this part to Section 15.
13.1. Entry-wise bounds for Theorem 9.2.
Proposition 13.1. Assume 0 ď κ ď 0.33. There is a universal constant c ą 0 such that,
with probability greater than 1´ cn3κ´1, for any i, j P rns and t ď 3`, the following holds:ˇˇxϕi, Atϕjy ´ µtjδi,j ˇˇ ď cb2plnnq5{2n3κ´1{2ϑt1. (13.1)
Proof. Fix i, j P rns and t ď 3`. Using the notation already introduced in (12.1), we define
a function f by
fpg, oq “ 1pg,oqt is tangle free fϕi,ϕj ,tpg, oq.
This function is clearly t-local and from (12.4), (2.3), and (11.1),
|fpg, oq ď |ϕi|8|ϕj |8ϑt1|Pgpo, tq|1pg,oqt is tangle free
ď 2b
2
n
ϑt1|pg, oqt|.
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Moreover, on the event that G is t-tangle free, from (12.2) we have
xϕi, Atϕjy “
ÿ
xPrns
fpG, xq
We now apply the concentration result in Theorem 12.5 to the function f with s “ 4,
α “ 2b2ϑt1{n, β “ 1 and κ1 “ 3κ{2. The error bound in Theorem 12.5 is thus, for some
new constant c ą 0,
cb2plnnq5{2n3κ´1{2ϑt1.
Moreover, as computed in Theorem 12.2 - Equation (12.6), we have
E
ÿ
xPrns
fpT, xq “ E
ÿ
xPrns
fϕi,ϕj ,tpTx, xq “ µtiδi,j .
Combined with Lemma 11.3 to control the probability that the graph 3`-tangle free and
` ď lnpnq for the union bound, this concludes the proof. 
Proposition 13.2. Assume 0 ď κ ď 0.49. There is a universal constant c ą 0 such that,
with probability greater than 1´ cn2κ´1, for any i, j P rns and t ď `, the following holds:ˇˇˇ
xAtϕi, Atϕjy ´ µtiµtjΓptqi,j
ˇˇˇ
ď cb2plnnq7{2n3κ{2´1{2ϑ2t1 (13.2)ˇˇˇ
xpA˚qtϕi, pA˚qtϕjy ´ µtiµtjΓptqi,j
ˇˇˇ
ď cb2plnnq7{2n3κ{2´1{2ϑ2t1 . (13.3)
Proof. Since A˚ and A are identical in distribution, one only has to prove the first in-
equality. The proof is the same as for Proposition 13.1. Fix i, j P rns and t ď `. The right
function here is f defined by
fpg, oq “ 1pg,oqt is tangle free f1,ϕi,tpg, oqf1,ϕj ,tpg, oq.
This function is clearly t-local and from (12.4), (2.3), and (11.1),
|fpg, oq| ď |ϕi|8|ϕj |8ϑ2t1 |Pgpo, tq|21pg,oqt is tangle free
ď 4b
2
n
ϑ2t1 |pg, oqt|2.
We observe that if the graph G is t-tangle free, we have
xAtϕi, Atϕjy “
ÿ
xPrns
fpG, xq.
We now apply Theorem 12.5 with s “ 4, α “ 4b2ϑ2t1 {n, β “ 2 and κ1 “ κ{2. The error
bound in Theorem 12.5 is thus, for some new c ą 0,
cb2plnnq7{2n3κ{2´1{2ϑ2t1 .
Moreover, as computed in Theorem 12.2 - Equation (12.7), we have
E
»– ÿ
xPrns
fpT, xq
fifl “ E
»– ÿ
xPrns
f1,ϕi,tpTx, xqf1,ϕj ,tpTx, xq
fifl “ µtiµtjΓptqi,j .
Combined with Lemma 11.3, this concludes the proof. 
13.2. Control over the growth of a process. In this subsection, we establish the
following proposition. In words, it asserts that if xpA˚q`ϕi, wy “ 0 then xpA˚qtϕi, wy is
quite small for all t ď `.
Proposition 13.3. Assume 0 ď κ ď 0.33. There exists a universal constant c ą 0 such
that, with probability greater than 1´ cn2κ´1, one has for any t ď `, for any w P HK with
|w| “ 1 and for any i P rr0s the following bound:
|xpA˚qtϕi, wy| ď c`b4ϑt.
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Proof. We follow the usual strategy. First, we note that by the mere definition of H, when
w P HK we have xpA˚q`ϕi, wy “ 0. Consequently,
µ´ti xpA˚qtϕi, wy “ µ´ti xpA˚qtϕi, wy ´ µ´`i xpA˚q`ϕi, wy
and from a telescopic sum we get
|µ´ti xpA˚qtϕi, wy| “
ˇˇˇˇ
ˇ`´1ÿ
k“t
µ´ki xpA˚qkϕi, wy ´ µ´ki xpA˚qk`1ϕi, wy
ˇˇˇˇ
ˇ
ď
`´1ÿ
k“t
|µi|´k
ˇˇˇˇ
pA˚qkϕi ´ 1
µi
pA˚qk`1ϕi
ˇˇˇˇ
(13.4)
where in the last line we used the Cauchy-Schwarz inequality and |w| “ 1. Let us fix
1 ď k ď `´ 1. We haveˇˇˇˇ
pA˚qkϕi ´ 1
µi
pA˚qk`1ϕi
ˇˇˇˇ2
“
ÿ
xPrns
Fµi,ϕi,kpG, xq2
where Fµi,ϕi,k was defined in (12.3). From Theorem 12.2 - Equation (12.8), we have for
any x P rns
ErFµi,ϕi,kpT, xq2s “ Q
kϕi,ipxq
dk
.
Therefore, summing over x gives
E
»– ÿ
xPrns
Fµi,ϕi,kpT, xq2
fifl “ x1, Qkϕi,iy
dk
.
We are going to use the concentration bound from Theorem 12.5. We define the function
f by
fpg, oq “ 1pg,oqk`1 is tangle free Fµi,ϕi,kpg, oq2.
This function is pk ` 1q-local and from (12.5), (2.3), and (11.1), we have
fpg, oq ď |ϕi|28|Pgpo, k ` 1q|2pϑk1 ` ϑk`11 {|µi|q21pg,oqk`1 is tangle free (13.5)
ď 8b
2
n
ϑ2k1 |pg, oqk`1|2, (13.6)
where we have used |µi| ě ϑ1. Then, applying Lemma 11.3 and Theorem 12.5 (with s “ 4,
α “ 8b2ϑ2k1 {n and β “ 2) yields, with probability at least 1´ cn2κ´1, for all k ď `´ 1 and
i P rr0s, ˇˇˇˇ
ˇ
ˇˇˇˇ
pA˚qkϕi ´ 1
µi
pA˚qk`1ϕi
ˇˇˇˇ2
´ x1, Q
kϕi,iy
dk
ˇˇˇˇ
ˇ ď c2b2plnnq7{2n3κ{2´1{2ϑ2k1 .
We now sum all k between t and `´ 1 in (13.4). We find
|µ´ti xpA˚qtϕi, wy| ď
`´1ÿ
k“t
d
x1, Qkϕi,iy
pµ2i dqk ` cbplnnq
7{4n3κ{4´1{4
`´1ÿ
k“t
ϑk1
|µi|s .
where we used
?
u` v ď ?u ` ?v. Then, we use (10.5) which tells that x1, Qkϕi,iy ď
K2ρk. We thus get from (13.4) the inequality
|xpA˚qtϕi, wy| ď |µi|t
´
K ` cbplnnq7{4n3κ{4´1{4
¯ `´1ÿ
k“t
ϑk
|µi|k
ď p`´ tqpK ` cbplnnq7{4n3κ{4´1{4qϑt.
where we used the fact that |µi| ą ϑ. We finally use (10.3). 
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13.3. Norm of the matrix restricted to HK. Our goal in this section is to prove the
inequality (9.11) on }Apkq}. We first describe the tangle-free decomposition introduced in
[43, 14]. The main technical estimate will be postponed to Section 15.
We notice that if the graph G is `-tangle free then A` “ Ap`q where
Ap`qx,y “
´n
d
¯` ÿ
F `x,y
ź`
t“1
Pxt´1xtMxt´1xt ,
and the sum runs over the set F `x,y of all paths px0, . . . , x`q such that x0 “ x, x` “ y and
the graph of the path is tangle-free — we recall that tangle-free means that there are no
more than one cycle, see the definitions in Subsection 11.1 on page 49. More generally,
F t denotes the set of all tangle-free paths of length t, whatever their endpoints. We also
define the matrices M and Ap`q by Ap0q “ Ap0q “ In, and
Mx,y “ Mx,y ´ dn
Ap`qx,y “
´n
d
¯` ÿ
F `x,y
ź`
t“1
Pxt´1xtMxt´1xt . (13.7)
We use the convention that the product over an emptyset is 1. Then we may write for
any a, b P R`, ź`
t“1
at “
ź`
t“1
bt `
ÿ`
k“1
˜
k´1ź
t“1
bt
¸
pak ´ bkq
˜ ź`
t“k`1
at
¸
. (13.8)
We thus get
Ap`qx,y “ Ap`qx,y `
ÿ`
k“1
´n
d
¯` ÿ
F `x,y
k´1ź
t“1
Pxt´1xtMxt´1xt
ˆ
d
n
Pxk´1xk
˙ ź`
t“k`1
Pxt´1xtMxt´1xt .
This can then be rewritten as the following identity in MnpRq:
Ap`q “ Ap`q `
ÿ`
k“1
Apk´1qPAp`´kq ´
ÿ`
k“1
R
p`q
k ,
where
pRp`qk qx,y “
´n
d
¯`´1 ÿ
px0,...,x`qPTk,`x,y
k´1ź
t“1
Pxt´1xtMxt´1xtPxk´1xk
ź`
t“k`1
Pxt´1xtMxt´1xt
where the sum is over all ‘paths’ px0, . . . , x`q such that px0, . . . , xk´1q P F k´1, pxk, . . . , x`q P
F `´k but px0, . . . , x`q is not in F `.
We now use the spectral decomposition P “ µ1ϕ1ϕ˚1 ` ¨ ¨ ¨ ` µnϕnϕn˚. For any unit
vector w, we have
Apk´1qPAp`´kqw “ Apk´1q
nÿ
j“1
µjϕjxϕj , Ap`´kqwy.
Hence, from the orthogonality of the ϕj ’s,
|Apk´1qPAp`´kqw| ď }Apk´1q}
ˇˇˇˇ
ˇ nÿ
j“1
µjϕjxϕj , Ap`´kqwy
ˇˇˇˇ
ˇ .
“ }Apk´1q}
gffe nÿ
j“1
µ2jxϕj , Ap`´kqwy2. (13.9)
From Proposition 13.3, with probability at least 1´ cn2κ´1, the following holds for any
t ď ` and i P rr0s and w P HK:
|xϕi, Atwy| ď cb4`ϑt.
From Proposition 13.2, with probability at least 1 ´ cn2κ´1, for all i P rnszrr0s and
t ď `, we have
|pA˚qtϕi|2 ď µ2ti Γptqi,i ` cb2plnnq7{2n3κ{2´1{2ϑ2t.
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However, from Equations (10.7)-(10.3), we have µ2ti Γ
ptq
i,i ď b8pt` 1qϑ2t. As a consequence,
for some universal constant c ą 0, for all i P rnszrr0s and t ď `,
|xϕi, Atwy| ď |w||pA˚qtϕi| ď cb4
?
`ϑt.
On the union of the two events events and G `-tangle free, the whole square root in
(13.9) is bounded by, for all w P HK:gffe rÿ
j“1
µ2jxϕj , Ap`´kqwy2 ď cb4`ϑ`´k
gffe nÿ
j“1
µ2j “ cb4`rϑ`´k,
where we used that µ1 “ 1. We get the following lemma.
Lemma 13.4. With probability at least 1´ cn2κ´1, one has
}A`PHK} ď }Ap`q} ` cb4`r
ÿ`
k“1
}Apk´1q}ϑ`´k `
ÿ`
k“1
}Rp`qk }.
We now need bounds on }Apk´1q} and }Rp`qk }.
Proposition 13.5. There exists a universal constant c ą 0 such that if n ě cK42, with
probability at least 1´ 1{?n, the following holds for any k P r`s:
}Apkq} ď c lnpnq10K4ϑk. (13.10)
}Rp`qk } ď cdn lnpnq
23L`. (13.11)
The proof of this proposition relies on a high-trace method. It is postponed to Section
15. As a corollary, we obtain the following proposition.
Proposition 13.6. Assume 0 ď κ ď 1{4. There exists a universal constant c ą 0 such
that, with probability greater than 1´ c{?n, one has
}A`PHK} ď cb20r lnpnq12ϑ`.
Proof. By Lemma 13.4 and Proposition 13.5, with probability at least 1´ c{?n, we have
}A`PHK} ď }Ap`q} ` cb4`r
ÿ`
k“1
}Apk´1q}ϑ`´k `
ÿ`
k“1
}Rp`qk }
ď C0 lnpnq10
ÿ`
k“0
ϑ` ` 4d` lnpnq
24
n
L`
ď C0 lnpnq10`ϑ` ` cd` lnpnq24ϑ`1 d
`
n
ď C lnpnq12ϑ`
with C0 :“ c1b20`r, for some universal constant c1, in the second line (recall that K ď b4
from (10.3) and that b is bounded by (9.4)). To get the last line, we have observed
t d``1{n ď ϑ`1nκ{2`1{8´1 where we have used d ď n1{8 from (9.2) and κ ď 1{4. The
constant C in this last line is taken to be C “ cb20r with c some absolute constant. 
13.4. Proof of Theorem 9.2. We gather the events and bounds from the last propo-
sitions, working out the error terms and presenting them in a way which keeps track of
dependencies with the parameters.
As in (9.1), we define the vector space H 1 “ vectpu1, . . . , ur0q “ impUq. Since A and
A˚ have the same distribution, Proposition 13.6 holds for pA˚q`PH1K in place of A`PHK .
Then, we set κ “ 1{4 so that ` “ tpκ{2q log2dpnqu is as in Theorem 9.2. We apply
Propositions 13.1-13.2. We also consider the event of Proposition 13.1 for κ equal to κ{3.
Then, the intersection of the events in Propositions 13.1-13.2 and Proposition 13.6 for
A`PHK and pA˚q`PH1K has probability greater than 1´ cn3κ´1 “ 1´ cn´κ.
On this good event, we should check that the error terms (9.6)-(9.11) are as claimed in
the statement of Theorem 9.2. The claims (9.11)-(9.12) are contained in Proposition 13.6.
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The proofs of (9.6)-(9.10) are essentially the same. They all rely on the basic inequality
for T PMr0pRq
}T } ď r0 max
i,j
|Ti,j |
and the use of the events in Propositions 13.1-13.2 to control the individual entries of the
matrices.
The pi, jq-entry of the matrix V ˚A`U “ D´`Φ˚A3`ΦD´` is precisely pµiµjq´`xϕi, A3`ϕjy.
Hence on the event of Proposition 13.1, we find
}D´`Φ˚A3`ΦD´` ´ Σ`} ď cr0b2 lnpnq5{2n3κ´1{2 ϑ
3`
|µi|`|µj |` .
Our choice of κ “ 1{10 implies that 3κ´ 1{2 “ ´κ. We use that ϑ ď τ0|µi| for all i P rr0s.
Adjusting the constant c ą 0, this gives the requested bound in (9.6).
We now prove (9.7). The pi, jq entry of U˚V is equal to
pµiµjq´`xA`ϕi, pA˚q`ϕjy “ pµiµjq´`xA2`ϕi, ϕjy.
Hence, on the event of Proposition 13.1, we find
}U˚V ´ Ir0} ď cr0b2 lnpnq5{2n3κ´1{2τ2`0 .
This implies (9.7). The bound (9.8) is proven similarly using the event of Proposition 13.1
for κ equal to κ{3. It gives
}Φ˚V ´ Ir0} ď cr0b2 lnpnq5{2nκ´1{2τ `0 .
It remains to use (9.3) and our choice of κ.
We now prove (9.9)-(9.10). The pi, jq entry of U˚U is equal to
pµiµjq´`xA`ϕi, A`ϕjy.
On the event of Proposition 13.2, we find
}U˚U ´ Γp`q} ď cr0b2 lnpnq7{2n2κ´1{2τ2`0 .
follows This implies (9.9)-(9.10) and concludes the proof of Theorem 9.2.
14. Eigenwaves on Galton-Watson trees: proof of Theorem 12.2
This section carries out the details of the expectation and variance computation in
Theorem 12.2. Let us recall the notation, and especially the definition (12.1) of the
functionals: if ψ, φ are two vectors in Rn and t is an integer, then
fφ,ψ,tpg, oq “
´n
d
¯t
φpıpoqq
ÿ
Pgpo,tq
Pıpoq,ıpx1q ¨ ¨ ¨Pıpxt´1q,ıpxtq ˆ ψpıpxtqq.
14.1. An elementary computation on Poisson sums. Let N be a Poipdq random
variable, and let pXiq, pYiq two i.i.d. sequences of random variables, both being indepen-
dent from N ; we suppose that Xi is independent of Yj for i ‰ j, but there might be a
nontrivial dependence between Xi and Yi. Let us note
A “
Nÿ
i“1
Xi B “
Nÿ
i“1
Yi.
The following (classical) identity will be crucial in the next sections. For convenience, we
provide a proof.
CovpA,Bq “ dErXY s. (14.1)
Proof of (14.1). Primary computations shows that ErAs “ dErXs and ErBs “ dErY s,
hence CovpA,Bq “ ErABs ´ ErAsErBs “ ErABs ´ d2ErXsErY s. The first term ErABs
is thus equal to
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ErABs “ E
«
Nÿ
i“1
Nÿ
i“1
XiYj
ff
“
8ÿ
k“0
e´ddk
k!
E
«
kÿ
i“1
kÿ
i“1
XiYj
ff
“
8ÿ
k“0
e´ddk
k!
pkE rXY s ` kpk ´ 1qErXsErY sq
“ ErXY sErN s `ErXsErY sErNpN ´ 1qs.
We have ErNpN ´ 1qs “ d2, hence (14.1) holds true. 
Identity (14.1) will be used many times in the following context. Fix one vertex x P rns
and suppose that X “ Px,UϕipUq and Y “ Px,UϕjpUq with U „ Unifrns. By the eigen-
vector equation Pϕk “ µkϕk, we have ErXs “ pµidϕipxqq{n and ErY s “ pµjdϕjpxqq{n,
hence in this case
ErXY s “ 1
n
ÿ
yPrns
P 2x,yϕipyqϕjpyq “ 1
n2
pQϕi,jqpxq. (14.2)
These identities will be used later in variance computations.
14.2. Proof of a martingale property. Let x be a fixed element in rns and let pT, xq
be the random rooted marked tree described in Section (11.1) and let Ft be the sigma-
algebra generated by pT, xqt; from now on we will use the filtration F “ pFtqtě0. The
key observation for this whole section is that the process t ÞÑ µ´tk fφ,ϕk,tpT, xq is indeed
an F -martingale.
Lemma 14.1. Let φ be any vector and let ϕi be an eigenvector of P associated with the
nonzero eigenvalue µi. Then, the discrete-time stochastic process
Zt :“ 1
µti
fφ,ϕi,tpT, xq
is an F -martingale.
From now on, the conditional expectation with respect to the sigma-algebra Ft will be
noted Et instead of Er¨|Fts.
Proof. It is clear that fφ,ϕi,tpT, xq “ φpxqf1,ϕi,tpT, xq, hence it is sufficient to prove the
martingale property for Zt “ µ´ti f1,ϕi,tpT, xq.
Let us fix an integer t. Then, upon factorizing up to depth t we have
Zt`1 ´ Zt “ˆ
n
dµi
˙t`1 ÿ
d`po,xq“t
tź
s“1
Pıpxs´1q,ıpxsq
˜ ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq ´ dµin ϕipıpxtqq
¸
.
Let us note ∆t “ Zt`1 ´ Zt the martingale increment. Then,
Etr∆ts “ˆ
n
dµi
˙t`1 ÿ
d`po,xq“t
tź
s“1
Pıpxs´1q,ıpxsqEt
« ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq ´ dµin ϕipıpxtqq
ff
.
Let X1, X2, . . . be i.i.d. random variables with the following distribution (conditionally
on Ft):
PtpX “ Pıpxtq,zϕipzqq “ 1n for each z P rns.
In other words, conditionally on Ft, the rv’s Xs are i.i.d. samples with distribution
Pıpxtq,UϕipUq with U „ Unifrns, just as in the end of the preceding paragraph.
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It is clear that for every children y of xt, the random variable Pıpxtq,ıpyqϕipıpyqq has
this distribution, and as already noted,
ErXs “ 1
n
ÿ
zPrns
Pıpxtq,zϕipzq “ 1n pPϕiqpıpxtqq “
µi
n
ϕipıpxtqq.
The number N of children of xt has a Poipdq distribution, and is independent of Ft, hence
Et
« ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq ´ dµin ϕipıpxtqq
ff
“ Et
«
Nÿ
s“1
Xs
ff
´ dµi
n
ϕipıpxtqq
“ dErXs ´ dµi
n
ϕipıpxtqq
“ 0.
We have Etr∆ts “ 0 and the martingale property for Zt is true.

14.3. Proof of (12.6). The proof of these two identities is straightforward. Indeed, the
martingale property for Zt “ µ´ti fψ,ϕi,tpT, xq shows that
Erfψ,ϕi,tpT, xqs
µti
“ ErZts “ ErZ0s “ ψpxqϕipxq
which is exactly (12.6).
14.4. Proof of (12.7)-(12.8). We fix i, j in rrs and x in rns for the rest of the proof.
Clearly, it is enough to do the computations with ψ “ 1. We set
Zit “ f1,ϕi,tpT, xq
µti
and
∆t “ EtrpZit`1 ´ ZitqpZjt`1 ´ Zjt qs.
The Zi are martingales, hence
ErZitZjt s “ Er∆0 ` ¨ ¨ ¨ `∆t´1s. “ Er∆0s ` ¨ ¨ ¨ `Er∆t´1s.
Our goal is to compute those ∆s. First, we have
∆t “
ˆ
n2
µiµjd2
˙t`1 ÿ
d`po,xq“t
d`po,x1q“t
t´1ź
s“0
Pıpxsq,ıpxs`1qPıpx1sq,ıpx1s`1q ˆ Epxt, x
1
tq (14.3)
where the sum runs over all the couples of paths of length t started at the root: o “ x0 Ñ
x1 Ñ ¨ ¨ ¨xt and x10 “ o Ñ x11 Ñ ¨ ¨ ¨ Ñ x1t, and where Epxt, x1tq is given by
Et
«˜ ÿ
xtÑy
Pıpxtq,ıpyqϕjpıpyqq ´ dµjϕjpıpxtqqn
¸
ˆ˜ ÿ
xt1Ñy1
Pıpx1tq,ıpy1qϕkpıpy1qq ´
dµk
n
ϕkpıpx1tqq
¸ff
.
We have already computed those expectations in (14.1). More precisely, when xt ‰ x1t, the
content of the two parentheses inside the expectation are totally independent and centered,
hence the only contributions to (14.3) correspond to the summands where xt “ x1t. In
this case, (14.1) and (14.2) yields
Epxt, xtq “ d
n2
Qϕi,jpıpxtqq.
We thus have
∆t “ d
n2
ˆ
n2
µiµjd2
˙t`1 ÿ
d`po,xq“t
t´1ź
s“0
P 2ıpxsq,ıpxs`1qQϕ
i,jpıpxtqq. (14.4)
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Since our goal is to compute Er∆ss for any s, we now apply repeated conditioning:
Er∆ts “ ErE0rE1r...Esr∆ss . . . s. By the computations done earlier, it is easy to see
that
Er∆ss “
ˆ
d
n2
˙s`1 ˆ
n2
µiµjd2
˙s`1
Qsϕi,jpıpxqq “ Q
sϕi,jpıpxqq
pµiµjdqs .
This directly gives identity (12.8). Identity (12.7) also readily follows:
Erfφ,ϕi,tpT, xqfφ,ϕj ,tpT, xqs “ µtiµtjφpxq2ErZitZjt s
“ µtiµtjφpxq2
tÿ
s“0
pQsϕi,jqpıpxqq
pµiµjdqs .
As requested.
15. Proof of Proposition 13.5
In this section, we prove Proposition 13.5. The proof relies on the expected high trace
method introduced in random matrix theory by Fu¨redi and Komlo`s [31] and on techniques
developed in [14] for sparse random matrices.
15.1. Norm of Apkq. In this subsection, we prove the following lemma.
Lemma 15.1. There exists a universal constant c ě 3 such that for all integers 1 ď k ď
lnpnq and n ě cK42, ´
E
!
}Apkq}2m
)¯ 1
2m ď lnpnq9K4ϑk,
where m “ lnpn{K6q{p12 lnplnpnqqq.
From Markov inequality, Lemma 15.1 implies Equation (13.10). We start the proof of
Lemma 15.1 by the norm identities
}Apkq}2m “ }ApkqApkq˚}m “
›››´ApkqApkq˚¯m››› .
From the trace formula, we get
}Apkq}2m ď tr
!´
ApkqApkq
˚¯m)
“
ÿ
px1,...,x2mq
mź
t“1
pApkqqx2t´1x2tpApkqqx2t`1x2t ,
where the product if over all px1, . . . , x2mq in rns2m and we have set x2m`1 “ x1. From
the definition of Apkq in (13.7), taking expectation, we get
E}Apkq}2m ď
´n
d
¯2kmÿ
γ
E
2mź
i“1
kź
t“1
Pγi,t´1γi,tMγi,t´1γi,t , (15.1)
where the sum is over all γ “ pγ1, . . . , γ2mq with γi “ pγi,0, . . . , γi,kq P F k and the
boundary conditions: for all i P rms,
γ2i,0 “ γ2i`1,0 and γ2i´1,k “ γ2i,k
with γ2m`1 “ γ1.
We associate to an element γ as above, a directed graph Gγ “ pVγ , Eγq with vertices
Vγ “ tγi,t : 1 ď i ď 2m, 0 ď t ď ku and edge set Eγ “ tpγi,t´1, γi,tq : 1 ď i ď 2m, 1 ď t ď
ku. This graph may have loops (edges of Eγ of the form px, xq) and inverse edges (pair
of edges px, yq and py, xq in Eγ). From the above boundary conditions, the graph Gγ is
simply connected. In particular, the genus of Gγ is non-negative:
|Eγ | ´ |Vγ | ` 1 ě 0. (15.2)
Each oriented edge e P Eγ has a multiplicity me defined as the number of times it is
visited by γ:
me “
ÿ
pi,tqPr2msˆrk´1s
1Ipγi,t,γi,t`1q“e.
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By construction, ÿ
ePEγ
me “ 2km. (15.3)
We may now estimate the expectation on the right-hand side of (15.1). Recall that
the random variables Mxy “ pMxy ´ d{nq, x, y, are iid, centered, bounded by 1 and with
variance pd{nq ´ pd{nq2. It follows that for any p ě 1, |ErMpxys| ď d{n. We deduce that
E
2mź
i“1
kź
t“1
Pγi,t´1γi,tMγi,t´1γi,t “
ź
ePEγ
Pmee ErMme11 s ď
ˆ
d
n
˙|Eγ | ź
ePEγ
|Pe|me .
Moreover, the above expectation is zero unless all edges have multiplicity at least 2. From
(15.1), we thus obtain that
E}Apkq}2m ď
ÿ
γPWk,m
´n
d
¯2km´|Eγ | ź
ePEγ
|Pe|me , (15.4)
where Wk,m is the set of paths γ as above such that each edge of Eγ is visited at least
twice.
We now organize the sum (15.4) in terms of the topological properties of the paths.
We introduce the equivalence class in Wk,m, we write γ „ γ1 if there exists a permutation
σ P Sn such that γ1 “ σ ˝ γ, where σ acts on γ by mapping γi,t to σpγi,tq. We denote
by Wk,m the set of equivalence classes. Obviously, |Vγ | and |Eγ | are invariant in each
equivalence class. For a, s integers, we denote by Wk,mps, aq the equivalence classes such
that |Vγ | “ s and |Eγ | “ a. From (15.2), Wk,mps, aq is empty unless a ´ s ` 1 ě 0. Our
first lemma is a rough estimate on Wk,mps, aq.
Lemma 15.2. Let a, s ě 1 be integers such that a´ s` 1 ě 0. We have
|Wk,mps, aq| ď p2kmq6mpa´s`1q`2m.
Proof. This lemma is contained in the proof of [14, Lemma 17]. We reproduce the proof
for the reader convenience. Let γ “ pγ1, ¨ ¨ ¨ , γ2mq P Wk,m. We order the set T “ tpi, tq :
1 ď i ď 2m, 0 ď t ď k ´ 1u with the lexicographic order. We think of T as time. For
0 ď t ď k ´ 1 and i odd, we define ei,t “ pγi,t, γi,t`1q, yi,t “ γi,t`1, while for i even, we
set ei,t “ pγi,k´t´1, γi,k´tq, yi,t “ γi,k´t´1 (in words: we reverse γi for even i). A vertex
x P Vγztγ1,1u is visited for the first time at τ P T if yτ “ x and for all smaller σ P T ,
yσ ‰ x.
We pick a distinguished path in each equivalence class by saying that γ P Wk,m is
canonical if Vγ “ t1, . . . , |Vγ |u, γ1,1 “ 1 and vertices are first visited in order. There
exactly one canonical path in each equivalence class. We thus aim for an upper bound
on the number of canonical paths in Wk,m with |Vγ | “ s and |Eγ | “ a by designing an
injective map (or encoding) on such canonical paths.
Our goal is to retrieve unambiguously the values of yτ , τ P T, from minimal information.
For τ P T , we say that τ is a first time, if yτ has not been seen before. If τ is a first time
the edge eτ is called a tree edge. By construction, the set of tree edges is a sub-graph of
Gγ with no weak cycle (without orientation) and vertex set Vγ . We call the other edges
of Gγ the excess edges. Any vertex different from 1 has its associated tree edge. It follows
that the number of excess edges is
g “ a´ s` 1.
If eτ is an excess edge, we say that τ is an important time. Other times are tree times
(visit of a tree edge which has been seen before).
The set Ti “ tpi, tq : 0 ď t ď k ´ 1u is composed by the successive repetitions of piq a
sequence of the tree times (possibly empty), piiq a sequence of first times (possibly empty),
piiiq an important time.
We build a first encoding of canonical paths. We mark the important times pi, tq by
the vector pyi,t, yτ´1q, where τ P Ti Y tpi, kqu is the next time that eτ will not be a tree
edge (by convention τ “ pi, kq if γi remains on the tree after pi, tq). We can reconstruct
a canonical path γ P Wk,m, from the positions of the important times and their marks.
Indeed, this follows from two observations p1q there is at most one path between two
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vertices in an oriented tree, and p2q if v vertices has been seen so far and τ is a first time
then yτ “ v ` 1. It is our first encoding.
We refine this encoding by using the assumption that for each i, γi is tangle-free. We
partition important times into three categories, short cycling, long cycling and superfluous
times as follows. Assume that γi contains a cycle. Consider the smallest time pi, t1q such
that yi,t1 P tyi,´1, ..., yi,t1´1u, where yi,´1 “ γi,0 for odd i and yi,´1 “ γi,k for even i.
Let ´1 ď t0 ď t1 be such that yi,t1 “ yi,t0 . By the assumption of γi being tangle-free,
C “ pyi,t0 , ¨ ¨ ¨ , yi,t1q is the only directed cycle visited by γi. The last important time, say
pi, tiq, before pi, t1q is called the short cycling time. We denote by t2 the next time after
pi, t1q that is not an edge of C (γi circles around C between times pi, t0q and pi, t2q). We
modify the mark of the short cycling time as pyi,ti , yτ´1, t3q where τ “ pi, t3q P TiYtpi, kqu
is the next time after pi, t2q that eτ will not be a tree edge (by convention τ “ pi, kq if
γi remains on the tree). Note that that this pi, tiq is the last important time, all steps
to close the cycle are on tree edges. It follows that the pair pyi,ti , yτ´1q determines yi,t0 .
Important times pi, tq with 0 ď t ă ti or t2 ď t ď k´ 1 are called long cycling times. The
other important times are superfluous. The key observation is that for each 1 ď i ď 2m,
the number of long cycling times pi, tq is bounded by g ´ 1 (since there is at most one
cycle, no edge of γi can be seen twice outside those of C, ´1 coming from the fact that
the short cycling time is an important time). Now consider the case where the i-th path
does not contain a cycle, then all important times are called long cycling times and their
number is bounded by g.
We can reconstruct a canonical path γ PWk,m, from the sole positions of the short and
long cycling times and their marks. This our second encoding. For each i, there are at
most pk ` 1qg ways to position the short and long cycling times of Ti, s2 possibilities for
the mark of a long cycling time and s2k possibilities for the mark of a short cycling time.
We deduce that
|Wk,mps, aq| ď pk ` 1q2mgps2q2mpg´1qps2kq2m.
Since s ď 2km, the conclusion follows. 
Our second lemma bounds the contributions of paths in each equivalence class. This
lemma is the new main technical difference of this section with [14].
Lemma 15.3. Let γ PWk,m such that |Vγ | “ s and |Eγ | “ a. We haveÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|me ď n´2km`sKkm´aK6pa´sq`8mρkm.
Proof. We first express the product of entries of P in terms of the matrix Q:ź
ePEγ
|Pe|me “
ź
ePEγ
|Pe|me´2P 2e ď
ˆ?
ρK
n
˙2km´2a ź
ePEγ
Qe
n
,
where we have used (15.3), me ě 2 and max |Pxy| “ ?ρK{n.
The statement of the lemma immediately follows from the claim:ÿ
γ1:γ1„γ
ź
ePEγ1
Qe ď ρans´aK6pa´sq`8m (15.5)
Indeed, let us check (15.5). Let us define the degree of a vertex x in Vγ as the sum of
in-degrees and out-degrees:
ř
i,tp1Iγi,t´1“x`1Iγi,t“xq. Let sk and sěk be the set of vertices
of degree k and at least k. We have
s1 ` s2 ` sě3 “ s and s1 ` 2s2 ` 3sě3 ď
ÿ
k
ksk “ 2a.
Subtracting the right-hand side to twice the left-hand side, we find
sě3 ď 2pa´ sq ` s1 ď 2pa´ sq ` 2m.
The bound s1 ď 2m comes from the fact that only the vertices γi,0 and γi,k, with i P r2ms,
can be of degree 1. Indeed, other vertices are of degree at least 2: for 1 ď t ď k, γi,t has
in-degree at least 1 and out-degree at least 1.
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Consider the subset of vertices Vˆγ Ă Vγ which are of degree at least 3 or are among the
extremes vertices γi,0, γi,k, i P r2ms. In particular, VγzVˆγ contains only vertices of degree
2. From what precedes
sˆ “ |Vˆγ | ď 2pa´ sq ` 4m. (15.6)
We may partition the edges of Eγ into aˆ sequences of edges of the form, for 1 ď j ď aˆ,
eˆj “ pej,1, . . . , ej,qj q, with ej,t “ pxj,t´1, xj,tq P Eγ , xj,0, xj,q in Vˆγ and xj,t R Vˆγ for
1 ď t ď qj ´ 1. By construction
aˆÿ
j“1
qj “ a. (15.7)
We consider the directed graph Gˆγ on the vertex set Vˆγ whose aˆ edges are, for 1 ď j ď aˆ,
pxj,0, xj,qj q (this is a multi-graph: if two sequences eˆj and eˆi, i ‰ j, have the same extreme
vertices, it creates two edges). It is straightforward to check that this operation preserves
the genus:
a´ s “ aˆ´ sˆ. (15.8)
For ease of notation, let y1, ¨ ¨ ¨ , ysˆ be the elements of Vˆγ . Let aj and bj the indices
such that xj,0 “ yaj and xj,qj “ ybj . Summing over all possible vertices, we getÿ
γ1:γ1„γ
ź
ePEγ1
Qe ď
ÿ
py1,¨¨¨ ,ysˆqPrnssˆ
aˆź
j“1
Q
qj
yaj ybj
,
where we have used that ÿ
pxj,1,¨¨¨ ,xj,qj´1q
qjź
t“1
Qxj,t´1xj,t “ Qqjxj,0,xj,qj .
We apply (10.4) and findÿ
γ1:γ1„γ
ź
ePEγ1
Qe ď
ÿ
py1,¨¨¨ ,ysˆqPrnssˆ
aˆź
j“1
ˆ
K2ρqj
n
˙
.
Using (15.6)-(15.8), we have aˆ ď 3pa´ sq ` 4m and, from (15.7), Equation (15.5) follows.

We are ready for the proof of Lemma 15.1.
Proof of Lemma 15.1. Note that Wk,mps, aq is empty unless 0 ď s ´ 1 ď a ď km (since
each edge has multiplicity at least 2, we have 2|Eγ | ď 2km from (15.3)) From (15.4), we
get
E}Apkq}2m ď
kmÿ
a“1
a`1ÿ
s“1
´n
d
¯2km´a|Wk,mps, aq| max
γPWk,mps,aq
ÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|me .
Using Lemma 15.2 and Lemma 15.3, we arrive at
E}Apkq}2m ď n
kmÿ
a“1
8ÿ
g“0
da´2kmp2kmq6mg`2mn´gKkm´aK6g`8m´6ρkm
“ nϑ2km2 p2kmq2mK8m´6
kmÿ
a“1
ˆ
K
d
˙km´a 8ÿ
g“0
ˆ
K6p2kmq6m
n
˙g
,
where we have performed the change of sÑ g “ a´ s` 1 and used ϑ2 “
a
ρ{d.
Recall k ď lnpnq. We take m “ rlnpn{K6q{p12 lnplnpnqqqs. If n ě cK6 for some
universal constant c, we find that
K6p2kmq6m
n
ď 1
2
.
We deduce that
E}Apkq}2m ď nϑ2km2
ˆ
1_ K
d
˙km
p2kmq2mK8mp2kmq.
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For our choice of m, 2km ď lnpnq2{ lnplnpnqq and, if n ě K42, then n1{p2mq ď lnpnq7.
Since θ2
a
K{d “ ϑ1, the conclusion follows easily. 
15.2. Norm of R
p`q
k . In this subsection, we prove (13.11).
Lemma 15.4. There exists a universal constant c ě 3 such that for all integers 1 ď k ď
` ď lnpnq and n ě c, ´
E
!
}Rp`qk }2m
)¯ 1
2m ď d
n
lnpnq23L`,
where m “ lnpnq{p24 lnplnpnqqq.
The proof follows from the same line than the proof of Lemma 15.1. It is also essentially
contained in [14]. To avoid repetitions, we only focus on the main differences with the
proof of Lemma 15.1. The computation leading to (15.1) gives
E}Rp`qk }2m ď
´n
d
¯2p`´1qm ÿ
γPW 1`
,m
E
2mź
i“1
ź`
t“1
Pγi,t´1γi,t
´
1ItăkMγi,t´1γi,t ` 1It“k ` 1ItąkMγi,t´1γi,t
¯
,
(15.9)
whereW 1`,m is the set of γ “ pγ1, . . . , γ2mq with γi “ pγi,0, . . . , γi,`q R F `, pγi,0, . . . , γi,k´1q P
F k´1, pγi,k`1, . . . , γi,`q P F `´k and the boundary conditions: for all i P rms,
γ2i,0 “ γ2i`1,0 and γ2i´1,` “ γ2i,`
with γ2m`1 “ γ1.
We associate to an element γ P W 1`,m the directed graph G1γ “ pV 1γ , E1γq with vertices
V 1γ “ tγi,t : 1 ď i ď 2m, 0 ď t ď `u and edge set E1γ “ tpγi,t´1, γi,tq : 1 ď i ď 2m, 1 ď t ď
`, t ‰ ku. The graph Gγ is not necessarily weakly connected (since E1γ does not contain
the edges pγi,k´1, γi,kq). However, we have the following observation.
Lemma 15.5. If γ is as above then each connected component of of G1γ contains a cycle.
In particular, |E1γ | ě |V 1γ |.
Proof. By recursion, it is then enough to check that each connected component of G1γi
contains a cycle. By assumption, γi “ pγi,0, . . . , γi,`q R F ` contains two distinct cycles.
Up to recomposing a new cycle, we may assume without loss of generality that the edge
pγi,k´1, γi,kq is in zero or one of the two cycles. If it is in one of them, then the graph G1γi
is weakly connected and it contains the other cycle. Assume now that pγi,k´1, γi,kq is in
none of the two cycles. If G1γi is weakly connected, there is nothing to prove. If G
1
γi is not
weakly connected, then the two connected components are the vertices of pγi,0, . . . , γi,k´1q
and pγi,k, . . . , γi,`q. Since these two paths are tangle-free, each must contain exactly one
of the two cycles and the statement follows. 
Using the independence of the entries of M and |Pxy| ď L{n,
E
2mź
i“1
ź`
t“1
Pγi,t´1γi,t
´
1ItăkMγi,t´1γi,t ` 1It“k ` 1ItąkMγi,t´1γi,t
¯
ď
ˆ
d
n
˙|E1γ |ˆL
n
˙2`m
.
We thus obtain that
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆ
L
d
˙2`m ÿ
γPW 1`
,m
ˆ
d
n
˙|E1γ |
, (15.10)
We introduce the equivalence class in W 1`,m, we write γ „ γ1 if there exists a permuta-
tion σ P Sn such that γ1 “ σ ˝ γ, where σ acts on γ by mapping γi,t to σpγi,tq. We denote
by W1` ,mps, aq the set of equivalence classes such that |V 1γ | “ s and |E1γ | “ a. From Lemma
15.5, Wk,mps, aq is empty unless a ě s. We have the following estimate on W1` ,mps, aq.
Lemma 15.6. Let a ě s ě 1 be integers. We have
|W1`,mps, aq| ď p2`mq12mpa´sq`22m.
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Proof. A proof is contained in [14, Lemma 18]. We give a proof for the reader convenience.
We order the sets T 1 “ tpi, tq : 1 ď i ď 2m, 1 ď t ď `´ 1, t ‰ ku and T “ tpi, tq : 1 ď i ď
2m, 1 ď t ď `´ 1u with the lexicographic order. We think of T and T 1 as times. If τ P T 1,
we denote τ´ the largest element in T 1 smaller than τ . By convention p1, 0q´ “ p1,´1q.
For τ P T , we define eτ and yτ as in Lemma 15.2 and we say γ P W 1`,m is canonical if
V 1γ “ t1, . . . , |V 1γ |u, γ1,1 “ 1 and vertices are first visited in order. We aim for an upper
bound on the number of canonical paths in W 1`,m with |V 1γ | “ s and |E1γ | “ a by designing
an injective map.
We define a sequence of growing sub-forests pFτ qτPT 1 of G1γ as follows. We start with
Fp1,´1q, the trivial graph with no edge and a γ1,1 “ 1 as unique vertex. For τ P T 1, we say
that τ is a first time, if adding eτ to Fτ´ does not create a weak cycle. If τ is a first time
the edge eτ is called a tree edge and we define Fτ as the union of eτ and Fτ´ . Otherwise,
Fτ “ Fτ´ . We set F “ F2m,`. By construction, the set of tree edges is a sub-graph of G1γ
with no weak cycle and vertex set V 1γ . Moreover, the weak connected components of G1γ
and F are equal. We call the other edges of G1γ the excess edges. In each weak connected
component of G1γ there are at most g “ a ´ s ` 1 excess edges. Indeed, if a1, s1 are the
numbers of directed edges and vertices of a connected component, then there are a1´s1`1
excess edges in this connected component. However by Lemma 15.5, a1 ´ s1 ď a ´ s. If
eτ is an excess edge, we say that τ P T 1 is an important time. Other times in T 1 are tree
times (visit of a tree edge which has been seen before).
Let ki “ k for odd i and ki “ k´ `` 1 for even i. We define the sets T 1i “ tpi, tq : 0 ď
t ď ki ´ 1u and T 2i “ tpi, tq : ki ď t ď `u. For each i, there could be a special first time
pi, tq P T 2i , called the merging time, such that a connected component of Fpi,tq´ merges
into a connected component of Fi,ki´1 by the addition of ei,t.
The sets T εi are composed by the successive repetitions of piq a sequence of the tree
times (possibly empty), piiq a sequence of first times (possibly empty), piiiq an important
time or the merging time. We mark the important and merging times (for ε “ 2) pi, tq P T εi
by the vector pyi,t, yτ´1q, where τ P T εi Y tpi, kiqu is the next time that eτ will not be a
tree edge (by convention τ “ pi, kiq if T εi only contains tree times after pi, tq). We can
reconstruct a canonical path γ P W 1`,m, from the positions of the merging and important
times and their marks.
We refine this encoding by partitioning important times into three categories, short
cycling, long cycling and superfluous times exactly as done in Lemma 15.2, except that
there are short and long cycling times for each i and ε P t1, 2u in the sequence T εi . There
are either 0 short cycling times and at most g long cycling times, or 1 short cycling time
and at most g ´ 1 long cycling time (because in each connected component of G1γ there
are at most g excess edges).
We can reconstruct a canonical path γ P W 1`,m, from the positions of the merging,
short and long cycling times and their marks. There are at most `2m ways to position
the merging times. For each i, ε, there are at most `g ways to position the short and long
cycling times of T εi , s
2 possibilities for the marks of a merging or long cycling time and
s2k possibilities for the marks of a short cycling time. We deduce that
|W1`,mps, aq| ď `4mg`2mps2q4mpg´1q`2mps2kq4m.
Since s ď 2`m, the conclusion follows. 
We are ready for the proof of Lemma 15.4.
Proof of Lemma 15.4. There are npn´1q ¨ ¨ ¨ pn´s`1q elements of W 1`,m in an equivalence
class in W1` ,mps, aq. From (15.10) and Lemma 15.6 we get
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆ
L
d
˙2`m 2`mÿ
a“1
aÿ
s“1
nsp2`mq12mpa´sq`22m
ˆ
d
n
˙a
,
We perform the change of variable sÑ p “ a´ s:
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆ
L
d
˙2`m
p2`mq22m
2`mÿ
a“1
da
8ÿ
p“0
ˆ p2`mq12m
n
˙p
.
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Recall ` ď lnpnq and d ě 1. We take m “ rlnpnq{p24 lnplnpnqqqs. If n ě c1 for some
universal constant c1, we find that
p2kmq12m
n
ď 1
2
.
We deduce that
E}Rp`qk }2m ď
ˆ
d
n
˙2m
L2`mp2`mq22mp2`mq.
For our choice of m, 2`m ď lnpnq2. The conclusion follows easily. 
16. Proof of Theorem 3.4 and Corollary 3.5
The proofs of Theorem 3.4 follows the same line than the proof of Theorem 3.4. In this
section we explain the differences.
16.1. Main technical result. We will assume without loss of generality that µ1 “ 1.
For ease of notation, we set in this section d “ d¯, ϑ “ ϑ¯, M “ M¯ and D “ d¯_ 1.01. Note
that since d ě 1, we have D ď 2d.
We will assume in the sequel without loss of generality that
logpnq ě 8 logpdq. (16.1)
Also, from (10.2) ρ ě µ21 “ 1. In particular ϑ ě 1{
?
d and τ´10 ď
?
d. It follows that in
the statement of Theorem 3.4, we have
τ´2`0 ď d` ď n1{8. (16.2)
We set En “ rns2 “ tpx, yq : x, y P rnsu. With a slight abuse of notation, we can
identify the non-backtracking matrix with its natural extension on En defined as follows:
for all e “ px, yq P En, f “ pa, bq P En,
Be,f “ n
d
MeMf1Ipy “ aq1Ipb ‰ xqPf .
The advantage of this new equivalent definition of B is that it is defined on the determin-
istic set En rather than on the random set E. Similarly, if ϕ is a vector in R, we set for
all e “ px, yq P En,
ϕ`peq “ 1IePE?
d
ϕpyq and ϕ´peq “ 1IePE?
d
ϕpxq (16.3)
If r0 ě 1, we define Φ˘ “ pϕ˘1 , . . . , ϕr˘0q and Σ “ diagpµ1, . . . , µr0q. The candidate left
and right eigenvectors pu1, . . . , ur0q and pv1, . . . , vr0q are the columns of the matrices:
U “ B`Φ`Σ´` and V “ pB˚q`∆Φ´Σ´`´1,
where ∆ PMEnpRq is the diagonal matrix defined for all e P En by
∆e,e “ nPe.
We set S “ UΣ`V ˚ and introduce the vector spaces H “ vectpv1, . . . , vr0q and H 1 “
vectpu1, . . . , ur0q.
Finally, if r0 “ 0, then S is simply set to be the zero matrix, and H,H 1 are the trivial
vector spaces.
Then, we define the matrix Γˆptq “ dpΓpt`1q ´ Ir0q PMrpRq: that is,
Γˆ
ptq
i,j “ d
t`1ÿ
s“1
x1, Qsϕi,jy
pµiµjdqs . (16.4)
The proof of Lemma 9.1 implies the following.
Lemma 16.1 (Properties of Γˆptq). For any t, the matrix Γˆptq is a semi-definite positive
matrix with eigenvalues greater than σ, and with
σ ď }Γˆptq} ď dr0b8 τ
2
0 ´ τ2pt`2q0
1´ τ20 .
The following result is the analog of Theorem 9.2 for the non-backtracking operator B.
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Theorem 16.2 (Algebraic structure of U and V ). There are a universal constant c ą 0
and an event with probability greater than 1´ cn´1{4 such that the following holds:
}V ˚B`U ´ Σ`} ď C1n´1{4τ2`0 ϑ` (16.5)
}U˚V ´ Ir0} ď C1n´1{4τ2`0 (16.6)
}pΦ`q˚U ´ Ir0} ď C1n´1{4τ2`0 (16.7)
}pΦ`q˚V ´ Ir0} ď C1n´1{4τ2`0 (16.8)
}U˚U ´ Γp`q} ď C1n´1{4τ2`0 (16.9)
}V ˚V ´ Γˆp`q} ď C1n´1{4τ2`0 (16.10)
}B`PHK} ď C2ϑ` (16.11)
}PH1KB`} ď C2ϑ`, (16.12)
where C1 “ cr0b6 lnpnq7{2 and C2 “ cdb16r¯ lnpnq10.
The same statements holds, with the same constants, if we replace ` by `1 “ ` `
1. Repeating the proof of Theorem 2.3 in Subsection 9.4 and Corollary 2.6, we obtain
Theorem 3.4.
We now check that Corollary 3.5 holds. We start by a comment. We first observe the
matrix identity
B˚∆J “ ∆JB
where J is the matrix such that for all px, yq P E, we have Jδpx,yq “ δpy,xq. In particular,
we find that ∆Jψi and ψ
1
i are proportional vectors: there exists c ą 0 such that for all
px, yq P E, cψ1ipx, yq “ nPx,yψipy, xq. if degpiq “ 1, we have that ψˆipyq “ 0. If degpyq ě 2,
using the eigenvalue equation, we deduce that
λiψˆipyq “ 1
dpdegpyq ´ 1q
ÿ
x:px,yqPE
λiψippx, yqq “ 1
d
ÿ
x:px,yqPE
nPy,xψippy, xqq “ cψˇ1ipyq.
The estimators ϕˇi and ϕˆi are thus very close (note however that if degpiq “ 1, we have
that ψˆipyq “ 0 but ψˇ1ipyq could be different from 0).
Let us now check that the conclusion of Corollary 3.5 holds. Arguing as in the proof of
Corollary 2.6, it suffices to check the conclusion with our approximate eigenvectors ui and
vi in place of the actual eigenvectors ψi and ψ
1
i. It then follows from a slight modification
of Theorem 16.2 that, with probability at least 1´cn´1{4, |xuˆi, uˆjy´δi,jΓp`qi,j | ď C1n´1{4τ2`0
and |xuˆi, ϕjy ´ δi,j | ď C1n´1{4τ2`0 . The same holds with the vectors vˇi. The conclusion
follows.
16.2. Near eigenvectors: claims (16.5)-(16.10). We denote by G “ prns, Eq the undi-
rected random graph whose adjacency matrix is M : this is an Erdo˝s-Re´nyi random graph
with parameter d{n (with loops).
The first step is to extend the notion of graph neighborhood pG, xqt to directed edge
neighborhood. If e “ py, xq P En, we define pG, eqt has the rooted graph pGe, xqt where Ge
is the graph obtained from G by removing the edge tx, yu if it is in E otherwise Ge “ G.
As explained in [14], Lemma 11.3 and Proposition 11.4 also hold for pG, eq in place of
pG, xq and pT, xq “ pT, eq is now the marked Poisson Galton-Watson tree with parameter
d with root mark x if e “ py, xq.
If pg, oq P G˚, we write o „ u if u and o share an edge and pg, po, uqq is defined as above
as the rooted graph rooted at u where the edge with o has been removed. The version of
Theorem 12.5 that we will need is the following:
Theorem 16.3. Let 0 ď κ ď 0.49 and h an integer as in (11.10). Let f : G˚ Ñ R be a
ph` 1q-local function such that |fpg, oq| ď αřu„o |pg, po, uqqh|β for some α, β ą 0. Then,
for some universal constant c ą 0, for any s ě 1, with probability greater than 1 ´ n´s,
we have ˇˇˇˇ
ˇˇ ÿ
xPrns
fpG, xq ´E
ÿ
xPrns
fpT, xq
ˇˇˇˇ
ˇˇ ď ceβαs5{2`β lnpnq5{2`βDnκp1`βq`1{2.
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The proof is the same than the proof of Theorem 12.5. The only difference is at the first
lines: we set f¯pg, oq “ αřu„o |pg, po, uqqh|β{d. Note that if an integer random variable N
is independent of pZkq i.i.d. non-negative, then for any q ě 1,
E
«˜
Nÿ
k“1
Zk
¸qff
ď E
«
Nq´1
Nÿ
k“1
Zqk
ff
“ ErNqsErZq1 s.
Hence, by (11.8) (applied to t “ h and t “ 1), we have for all p ě 1 and x P rns, for some
universal constant c ą 0,
Erf¯pG, xq2ps ď α2p pcpq2ppβ`1qD2ppβh`1q.
The rest is identical.
Theorem 16.3 and Theorem 12.2 are used to prove claims (16.5)-(16.10). As an illus-
tration, we first check that (16.9) holds. The entry pi, jq of U˚U is equal to
pµiµjq´`xB`ϕ`i , B`ϕ`j y “
ÿ
x,yPrns
pµiµjq´`1Itx,yuPEpB`ϕ`i qpy, xqpB`ϕ`j qpy, xq.
On the event that G is `-tangle free, we have
pB`ϕ`i qpy, xqpB`ϕ`j qpy, xq “ fpG, py, xqq{d,
where
fpg, oq “ 1pg,oq` is tangle free f1,ϕi,`pg, oqf1,ϕj ,`pg, oq.
We thus have on the event that G is `-tangle free,
pµiµjq´`xB`ϕ`i , B`ϕ`j y “
ÿ
xPrns
f˜pG, xq,
with
f˜pg, oq “ pµiµjq´` 1
d
ÿ
u„o
fpg, po, uqq,
and the sum is over all neighbors of o (end vertex of an edge attached to o). The function
f˜pg, oq is p`` 1q-local and, from Lemma 12.1, it is bounded by
2b2
nd
|µiµj |´`ϑ2`
ÿ
u„o
|pg, po, uqq`|2.
Then claim (16.9) follows by applying Theorem 16.3 and Theorem 12.2 - Equation (12.7).
We now check that (16.10) holds. The entry pi, jq of V ˚V is equal to pµiµjq´`´1 times
xpB˚q`∆ϕ´i , pB˚q`∆ϕ´j y “
ÿ
x,yPrns
1Itx,yuPEppB˚q`∆ϕ´i qpx, yqppB˚q`∆ϕ´j qpx, yq.
Using the symmetry of E and P , we find that on the event that G is `-tangle free,
ppB˚q`∆ϕ´i qpx, yqppB˚q`∆ϕ´j qpx, yq “ n2P 2x,yfpG, py, xqq{d “ pn{dqQx,yfpG, py, xqq,
where as above
fpg, oq “ 1pg,oq` is tangle free f1,ϕi,`pg, oqf1,ϕj ,`pg, oq.
We thus have on the event that G is `-tangle free,
pµiµjq´`´1xpB˚q`∆ϕ´i , pB˚q`∆ϕ´j y “
ÿ
xPrns
f˜pG, xq,
with
f˜pg, oq “ pµiµjq´`´1 n
d
ÿ
u„o
Qιpoq,ιpuqfpg, po, uqq,
and ι is the mark function. The function f˜ is p`` 1q-local and it is bounded by
2b6
nd
|µiµj |´`ϑ2`
ÿ
u„o
|pg, po, uqq`|2,
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where we have used that µ1 “ 1 and K “ maxx,y nQx,y ď b4. Moreover, by Theorem 12.2
- Equation (12.7), we have
Ef˜pT, xq “
ÿ
y
Qx,y
µiµj
ÿ`
s“0
Qsϕi,jpyq
pµiµjdqs “ d
``1ÿ
s“1
Qsϕi,jpxq
pµiµjdqs .
It follows that claim (16.9) follows by applying Theorem 12.5.
We now check that (16.6) holds. The entry pi, jq of U˚V is equal to µ´`i µ´`´1j times
xB`ϕ`i , pB˚q`∆ϕ´j y “
ÿ
x,yPrns
1Itx,yuPEpB2`ϕ`i qpy, xqp∆ϕ´j qpy, xq.
On the event that G is `-tangle free, we have
pB2`ϕ`i qpy, xqp∆ϕ´j qpy, xq “ pn{dqPx,yϕjpyqfpG, py, xqq,
where
fpg, oq “ 1pg,oq` is tangle free f1,ϕi,2`pg, oq.
We thus have on the event that G is `-tangle free,
µ´`i µ
´`´1
j xB`ϕ`i , pB˚q`∆ϕ´j y “
ÿ
xPrns
f˜pG, xq,
with
f˜pg, oq “ µ´`i µ´`´1j nd
ÿ
u„o
Pιpuqιpoqϕjpιpoqqfpg, po, uqq,
and ι is the mark function. The function f˜pg, oq is p` ` 1q-local and, from Lemma 12.1,
it is bounded by p2b4q{pndq|µiµj |´`ϑ2`řu„o |pg, po, uqq`|. Moreover by Theorem 12.2 -
Equation (12.6), we have
Ef˜pT, xq “ µ`iµ´`´1j
ÿ
y
Py,xϕjpyqϕipxq “ µ`iµ´`j ϕjpxqϕipxq.
where at the second step, we use that ϕj is a left eigenvector of P . Then claim (16.9)
follows by applying Theorem 16.3 and using the orthogonality relation xϕi, ϕjy “ δi,j .
We leave the remaining inequalities (16.5), (16.7) and (16.8) to the reader.
16.3. Norm of the restricted matrix: claims (16.11)-(16.12). We may perform es-
sentially the same tangle-free decomposition as performed for the matrix A. We follow
[14] where a tangle-free decomposition for non-backtracking matrices was previously per-
formed. The following argument introduces a new simplification.
We define non-backtracking path of length k as a sequence px0, . . . , xkq in rns such that
xt´1 ‰ xt`1 for all t P rk ´ 1s. For example, if x ‰ y, px, x, y, yq is a non-backtracking
path of length 3. For e, f P En “ rns2, the F ``1e,f is the set of all non-backtracking paths
px0, ¨ ¨ ¨ , x``1q such that px0, x1q “ e, px`, x``1q “ f and the graph of the path is tangle-
free (see definition in Subsection 11.1 on page 49). More generally, F t denotes the set of
all tangle-free non-backtracking paths of length t, whatever their endpoints.
If the graph G is p`` 1q-tangle free then B` “ Bp`q where, for e “ px, yq and f “ pa, bq
in En “ rns2,
B
p`q
e,f “
´n
d
¯` ÿ
F ``1
e,f
Me
ź`
t“1
Pxtxt`1Mxtxt`1 .
We also define the matrices M and Bp`q, B˜
p`q
by B
p0q
ef “ B˜p0qef “ 1Ie“fPE , and
Mx,y “ Mx,y ´ dn
B
p`q
e,f “
´n
d
¯` ÿ
F ``1
e,f
Me
˜
`´1ź
t“1
Pxtxt`1Mxtxt`1
¸
PfMf
B˜
p`q
e,f “
´n
d
¯` ÿ
F ``1
e,f
Me
˜
`´1ź
t“1
Pxtxt`1Mxtxt`1
¸
PfMf . (16.13)
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Note that the difference between Bp`q and B˜
p`q
lies at the weight attached to the last edge.
We use the convention that the product over an emptyset is 1. For each px0, . . . , x``1q,
we write the telescopic sum (13.8) for the indices t P r`´ 1s, we get
B
p`q
e,f “ Bp`qe,f `
`´1ÿ
k“1
´n
d
¯` ÿ
F ``1
e,f
Me
k´1ź
t“1
Pxtxt`1Mxtxt`1
ˆ
d
n
Pxkxk`1
˙ ź`
t“k`1
Pxtxt`1Mxtxt`1 .
(16.14)
We introduce the matrix in MEnpRq: for e “ px, yq, f “ pa, bq,
He,f “ 1Iy“a,x‰b
The matrix H is the unweighted non-backtracking matrix on rns2.
The above identity (16.14) can then be rewritten as the following identity in MEnpRq:
Bp`q “ Bp`q ` 1
nd
`´1ÿ
k“1
B˜
pk´1qpH∆q2Bp`´k´1q ´
`´1ÿ
k“1
R
p`q
k , (16.15)
where
pRp`qk qe,f “
´n
d
¯`´1 ÿ
T
k,`
e,f
Me
k´1ź
t“1
Pxtxt`1Mxtxt`1
`
Pxkxk`1
˘ ź`
t“k`1
Pxtxt`1Mxtxt`1
where the sum is over all sequences px0, . . . , x``1q such that px0, x1q “ e, px`, x``1q “ f ,
px0, . . . , xkq P F k, pxk`1, . . . , x``1q P F `´k but px0, . . . , x``1q is not in F ``1.
We define two new lifts in REn of a vector ϕ P Rn:
ϕ¯`peq “ ϕpyq?
d
and ϕ¯´peq “ ϕpxq?
d
. (16.16)
The only difference with (16.3) is that we do not require that e P E. Now, as in [14], we
write that for e “ px, yq, f “ pa, bq
1
n
pH∆Hqe,f “ 1Ia‰x,y‰bPya
“ Pya ´ 1Ita“xuYty“buPya
“ d
nÿ
j“1
µjϕ¯
`
j peqϕ¯´j pfq ´ dSe,f ,
where we have used the spectral decomposition P “ µ1ϕ1ϕ˚1 `¨ ¨ ¨`µnϕnϕn˚, used notation
(16.3) and defined S PMEnpRq as
Se,f “ 1Ita“xuYty“buPya
d
.
For any unit vector w, we thus have
1
nd
B˜
pk´1qpH∆q2Bp`´k´1qw “
nÿ
j“1
µjB˜
pk´1q
ϕ¯`j xϕ¯´j ,∆Bp`´k´1qwy ´ B˜pk´1qS∆Bp`´k´1qw.
We observe that on the image of B, ϕ´ and ϕ¯´ coincide.Hence, in the above expression,
we may replace ∆ϕ¯´j by ∆ϕ
´
j . From the triangle inequality,ˇˇˇˇ
1
nd
Bpk´1qpH∆q2Bp`´k´1qw
ˇˇˇˇ
ď
nÿ
j“1
|µj ||B˜pk´1qϕ¯`j ||x∆ϕ´j , Bp`´k´1qwy|
` }B˜pk´1qS∆Bp`´k´1q}. (16.17)
From the direct analog of Proposition 13.3 for xpB˚qt∆ϕ´i , wy, with probability at least
1´ cn2κ´1, the following holds for any t ď ` and i P rr0s and w P HK:
|x∆ϕ´i , Btwy| ď cb4`ϑt.
From the direct analog of Proposition 13.2 for pB˚qt∆ϕ´i , with probability at least
1´ cn2κ´1, for all i P rnszrr0s and t ď `, we have
|pB˚qt∆ϕ´i |2 ď µ2ti Γˆptqi,i ` cb6plnnq9{2n3κ{2´1{2ϑ2t.
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However, from Equations (10.7)-(10.3), we have µ2ti Γˆ
ptq
i,i ď b8pt` 1qϑ2t. As a consequence,
for some universal constant c ą 0, for all i P rnszrr0s and t ď `,
x∆ϕ´j , Btwy| ď |w||pB˚qt∆ϕ´i | ď cb4
?
`ϑt.
On the union of the two events events, in (16.17) we find, for all w P HK:
nÿ
j“1
|µj ||B˜pk´1qϕ¯`j ||x∆ϕ´j , Bp`´k´1qwy| ď cb4`
nÿ
j“1
|µj |ϑ`´k´1|Bpk´1qϕ¯`j |.
Hence, we find from (16.15)-(16.17) that, for some c ą 0, with probability at least
1´ cn2κ´1
}B`PHK} ď}Bp`q} ` cb4`
`´1ÿ
k“1
nÿ
j“1
|µj |ϑ`´k´1|Bpk´1qϕ¯`j |
`
`´1ÿ
k“1
}B˜pk´1qS∆Bp`´k´1q} `
`´1ÿ
k“1
}Rp`qk }. (16.18)
The next proposition gathers the necessary norm bounds.
Proposition 16.4. There exists a universal constant c ą 0 such that if n ě cK42, with
probability at least 1´ 1{?n, the following holds for any k P r`s and j P rns:
}Bpkq} ď c?d lnpnq10K4ϑk, (16.19)
}Rp`qk } ď cd
3{2
n
lnpnq23L`, (16.20)
|B˜pkqϕ¯`j | ď cb lnpnq5Kϑk, (16.21)
}B˜pk´1qS∆Bp`´k´1q} ď c lnpnq19K4ϑ` d
`
?
n
. (16.22)
Before checking this proposition in the next subsection, let us check that it implies
Claim (16.11). It suffices to use Proposition 16.4 in (16.18). We recall that L “ dϑ1 ď dϑ,
θ ě 1{?d and d` ď n1{8 from (16.2) and we arrive at Claim (16.11).
The proof of Claim (16.12) follows from the same argument by considering the transpose
of (16.15). We omit the proof.
16.4. Proof of Proposition 16.4. In this section, we prove Proposition 16.4. It relies
on similar ideas than the proof of Proposition 13.5.
Claim (16.19). From Markov inequality, the following lemma implies (16.19).
Lemma 16.5. There exists a universal constant c ě 3 such that for all integers 1 ď k ď
lnpnq and n ě cK42, ´
E
!
}Bpkq}2m
)¯ 1
2m ď lnpnq9?dK4ϑk,
where m “ lnpn{K6q{p12 lnplnpnqqq.
The proof of this lemma is almost the same than the proof of Lemma 15.1. The
computation leading to (15.1) gives
E}Bpkq}2m ď
´n
d
¯2kmÿ
γ
E
2mź
i“1
Mγi,0γi,1
˜
k´1ź
t“1
Pγi,tγi,t`1Mγi,tγi,t`1
¸
Pγi,kγi,k`1Mγi,kγi,k`1 ,(16.23)
where the sum is over all γ “ pγ0, . . . , γ2mq with γi “ pγi,0, . . . , γi,k`1q P F k`1 and the
boundary conditions: for all i P rms,
pγ2i,0, γ2i,1q “ pγ2i`1,0, γ2i`1,1q and pγ2i´1,k, γ2i´1,k`1q “ pγ2i,k, γ2i,k`1q
with γ2m`1 “ γ1.
We associate to an element γ as above, an undirected graph Gγ “ pVγ , Eγq with vertices
Vγ “ tγi,t : 1 ď i ď 2m, 0 ď t ď k ` 1u and edge set Eγ “ ttγi,t, γi,t`1u : 1 ď i ď 2m, 0 ď
t ď ku. From the above boundary conditions, the graph Gγ is simply connected. In
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particular, |Eγ | ´ |Vγ | ` 1 ě 0. Each edge e P Eγ has a multiplicity me defined as the
number of times it is visited by γ. By construction,ÿ
ePEγ
me “ 2pk ` 1qm. (16.24)
We also define m˜e ď me as the number of visits of e P E for some tγi,t, γi,t`1u with t P rks
(we exclude t “ 0).
We may now estimate the expectation on the right-hand side of (16.23). Recall that
the random variables Mxy “ pMxy´d{nq, x, y, are i.i.d., centered, bounded by 1 and with
variance pd{nq ´ pd{nq2. It follows that for any p ě 1, |ErMpxys| ď d{n. Note also that for
all p ě 1, EMpxy “ d{n. We deduce that
E
2mź
i“1
Mγi,0γi,1
˜
k´1ź
t“1
Pγi,tγi,t`1Mγi,tγi,t`1
¸
Mγi,kγi,k`1 ď
ˆ
d
n
˙|Eγ | ź
ePEγ
|Pe|m˜e .
Moreover, the above expectation is zero unless all edges have multiplicity at least 2 (note
that Mx,y is not centered but from the boundary condition, the edges tγi,0, γi,1u and
tγi,k, γi,k`1u have multiplicity at least 2). From (15.1), we thus obtain that
E}Bpkq}2m ď
ÿ
γPW¯k`1,m
´n
d
¯2km´|Eγ | ź
ePEγ
|Pe|m˜e , (16.25)
where W¯k`1,m is the set of paths γ as above such that each edge of Eγ is visited at least
twice.
The right-hand side of Equation (16.25) is very close to the right-hand side of Equation
(15.4) for k1 “ k ` 1. It can be analyzed with the same method. We define W¯k,mps, aq as
the set of equivalence classes of paths in W¯k,m with |Vγ | “ s and |Eγ | “ a. We have that
W¯k,mps, aq is empty unless a ´ s ` 1 ě 0. The conclusion of Lemma 15.2 also holds for
W¯k,mps, aq.
Lemma 16.6. Let a, s ě 1 be integers such that a´ s` 1 ě 0. We have
|W¯k,mps, aq| ď p2kmq6mpa´s`1q`2m.
Proof. We may repeat the proof Lemma 16.6. The new property that we use that there
exists a unique non-backtracking path between two vertices in an (undirected) tree. 
Our second lemma bounds the contributions of paths in each equivalence class. Due
to the presence of the multiplicities m˜e instead of standard multiplicities me, there is an
extra factor in the analog of lemma 15.3.
Lemma 16.7. Let γ P W¯k`1,m such that |Vγ | “ s and |Eγ | “ a. We haveÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|m˜e ď n´2km`sKkm´aK6pa´sq`8mρkm.
Proof. We let γ˜ “ pγ˜1, . . . , γ˜2mq be obtained from γ by setting γ˜i “ pγ˜i,1, . . . , γ˜i,k`1q (we
remove the first step for each i). Due to the boundary condition, the associated graph Gγ˜
is connected and
a˜´ s˜ ď a´ s, (16.26)
with a˜ “ |Eγ˜ | and s˜ “ |Vγ˜ |. Note also m˜e is the number of visits of e in γ˜. We have thatÿ
ePEγ
m˜e “
ÿ
ePEγ˜
m˜e “ 2km.
Let H Ă Eγ1 be the subset of edges e P Eγ such that m˜e “ 1. We set |H| “ h. We haveź
ePEγ
|Pe|m˜e “
ź
ePEγ˜
|Pe|m˜e´2P 2e ď
ˆ?
ρK
n
˙2km´2a˜ˆ?
ρK
n
˙2h ź
ePEγ˜ zH
Qe
n
, (16.27)
where we have used
ř
eRH m˜e “ 2km´ h and max |Pxy| “
?
ρK{n.
As in the proof of Lemma 15.3, we consider the graph Gˆγ˜ obtained from Gγ˜ by gluing
vertices of degree 2 while keeping the extreme vertices γi,1, γi,k`1, i P r2ms. Note that
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due the boundary conditions, the edges in H are not modified by this operation: they
remain edges in Gˆ1˜γ . The proof of (15.5) applied to the graph Gˆγ˜ givesÿ
γ1:γ1„γ
ź
ePEγ˜ zH
Qe ď ρa˜´hns´a˜`hK6pa˜´s˜q`8m.
Therefore, we get from (16.27) and (16.26) thatÿ
γ1:γ1„γ
ź
ePEγ˜
|Pe|m˜e ď n´2km`sKkm´aK6pa´sq`8mρkmKh.
Since K ě 1, this concludes the proof. 
We are ready for the proof of Lemma 16.5.
Proof of Lemma 16.5. Note that W¯k`1,mps, aq is empty unless 0 ď s´ 1 ď a ď pk ` 1qm
(since each edge has multiplicity at least 2). From (16.25), we get
E}Bpkq}2m ď
pk`1qmÿ
a“1
a`1ÿ
s“1
´n
d
¯2km´a|W¯k`1,mps, aq| max
γPW¯k`1,mps,aq
ÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|m˜e .
We use Lemma 16.6-Lemma 16.7 and follow the computation of Lemma 15.1. We find
E}Bpkq}2m ď np2kmq2mK8m´6ϑ2km2
pk`1qmÿ
a“1
ˆ
K
d
˙km´a 8ÿ
g“1´m
ˆ
K6p2pk ` 1qmq6m
n
˙g
.
The conclusion follows easily.The conclusion follows easily. 
Claim (16.20). Claim (16.20) follows from this lemma.
Lemma 16.8. There exists a universal constant c ě 3 such that for all integers 1 ď k ď
` ď lnpnq and n ě c, ´
E
!
}Rp`qk }2m
)¯ 1
2m ď d
3{2
n
lnpnq23L`,
where m “ lnpnq{p24 lnplnpnqqq.
The proof is exactly the same than the proof of Lemma 15.4. The extra factor
?
d
comes from the same reason than in the proof of Lemma 16.5 (the scaling by pn{dq` while
the paths are of length `` 1). We omit the proof.
Claim (16.21). We have |φ`j |8 “ |φj |8{
?
d ď b{?nd. Claim (16.21) follows from this
lemma and the union bound.
Lemma 16.9. There exists a universal constant c ě 3 such that for all integers 1 ď k ď
lnpnq, n ě cK42 and vectors ψ P REn ,´
E
!
|Bpkqψ|2m
)¯ 1
2m ď ?nd|ψ|8 lnpnq5Kϑk,
where m “ lnpnq{p12 lnplnpnqqq.
Note the lemma improves on Proposition 16.4 and the bound |Bpkqψ| ď }Bpkq}|ψ| ď
n}Bpkq}|ψ|8 by a crucial factor ?n (up to logarithmic factors).
The proof is again a variation around the proofs of Lemma 15.1 and Lemma 15.4. We
write
|Bpkqψ|2 “
ÿ
e
pBkψqpeq2 “
ÿ
e,f,f 1
pBkqefψpfqpBkqef 1ψpf 1q.
We raise the above expression to a power m. The computation leading to (16.23) gives
E|Bpkqψ|2m ď
´n
d
¯2kmÿ
γ
E
2mź
i“1
Mγi,0γi,1
kź
t“1
Pγi,tγi,t`1Mγi,tγi,t`1ψpγi,k`1q,(16.28)
where the sum is over all γ “ pγ0, . . . , γ2mq with γi “ pγi,0, . . . , γi,k`1q P F k`1 and the
boundary conditions: for all i P rms,
pγ2i´1,0, γ2i´1,1q “ pγ2i,0, γ2i,1q.
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We repeat the definitions in the proof of Lemma 16.5. We associate to an element γ
as above, an undirected graph Gγ “ pVγ , Eγq with vertices Vγ “ tγi,t : 1 ď i ď 2m, 0 ď
t ď k ` 1u and edge set Eγ “ ttγi,t, γi,t`1u : 1 ď i ď 2m, 0 ď t ď ku. From the above
boundary conditions, the graph Gγ has at most m connected component. In particular,
|Eγ | ´ |Vγ | `m ě 0. (16.29)
Each edge e P Eγ has a multiplicity me defined as the number of times it is visited by γ.
By construction, (16.24) holds. We again define m˜e ď me as the number of visits of e P E
for some tγi,t, γi,t`1u with t P rks.
The computation leading to (16.25) gives
E|Bpkqψ|2m ď
ÿ
γPW˜k`1,m
´n
d
¯2km´|Eγ | ź
ePEγ
|Pe|m˜e |ψ|2m8 , (16.30)
where W˜k`1,m is the set of paths γ as above such that each edge of Eγ is visited at least
twice.
We define W˜k`1,mps, aq as the set of equivalence classes of paths in W˜k`1,m with |Vγ | “
s and |Eγ | “ a.
Lemma 16.10. Let a, s ě 1 be integers such that a´ s`m ě 0. We have
|W˜k,mps, aq| ď p2kmq6mpa´s`mq`5m.
Proof. The proof is a variant of the proof of Lemma 15.6. Let T “ tpi, tq : 1 ď i ď 2m, 0 ď
t ď k´1u ordered with the lexicographic order. For τ “ pi, tq P T , we set eτ “ tγi,t, γi,t`1u
and yτ “ γi,t`1. We build the same growing subforest pFτ qτPT which is a spanning forest
of the graph spanned by edges pesqsďτ seen so far.
For each i P r2ms, we use the same long and short cycling important times. Finally,
there are merging times such that two connected components of the graph seen so far
merge. Since there are most m connected components, there are at most m ´ 1 merging
times. Also, there are most g “ a ´ s `m excess edges in any connected component of
Gγ . It follows that, for each i, there are either at most g´1 long cycling time and 1 short
cycling time, or g long cycling times and 0 short cycling time.
There are at most 2km ways to position those important and merging times. There
are s2 possibilities for the mark of a long cycling time or merging time and at most s2k
for a short cycling time. We deduce that
|W˜k,mps, aq| ď p2kmq2mg`m´1ps2q2mpg´1q`m´1ps2kq2m.
We finally use s ď 2km. 
The proof of lemma 16.7 applies verbatim to this case as well.
Lemma 16.11. Let γ P W˜k`1,m such that |Vγ | “ s and |Eγ | “ a. We haveÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|m˜e ď n´2km`sKkm´aK6pa´sq`8mρkm.
We are ready for the proof of Lemma 16.9.
Proof of Lemma 16.9. Note that W¯k`1,mps, aq is empty unless 0 ď s´m ď a ď pk` 1qm
(since each edge has multiplicity at least 2 and since (16.29) holds). From (16.30), we get
E|Bpkqψ|2m ď
pk`1qmÿ
a“1
a`mÿ
s“1
´n
d
¯2km´a|W˜k`1,mps, aq| max
γPW˜k`1,mps,aq
ÿ
γ1:γ1„γ
ź
ePEγ1
|Pe|m˜e .
We use Lemma 16.10-Lemma 16.11 and follow the computation of Lemma 15.1. Replacing
the summation over s as a summation over g “ a´ s`m, we find
E|Bpkqψ|2m ď nmp2kmq5mK2mϑ2km2
pk`1qmÿ
a“1
ˆ
K
d
˙km´a 8ÿ
g“0
ˆ
K6p2pk ` 1qmq6m
n
˙g
.
The conclusion follows easily. 
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Claim (16.22). The proof of Claim (16.22) follows again from the same arguments.
We first define a new matrix S˜ PMEnpRq defined for e “ px, yq and f “ pa, bq, by
S˜ef “ SefMf “ 1Ita“xuYty“buPya
d
Mab.
Since M2e “Me, we find
B˜
pk´1q
S∆Bp`´k´1q “ B˜pk´1qS˜∆Bp`´k´1q.
We then write
}B˜pk´1qS∆Bp`´k´1q} ď }B˜pk´1q}}S˜}}∆Bp`´k´1q}. (16.31)
We may estimate the operators norms on right-hand side of (16.31) separately.
The statement of Lemma 16.5 applies unchanged to B˜
pk´1q
. We thus find´
E
!
}B˜pkq}2m
)¯ 1
2m ď lnpnq9?dK4ϑk, (16.32)
where m “ lnpn{K6q{p12 lnplnpnqqq.
The computation leading to (16.25) applied to Bpkq gives
E}∆Bpkq}2m ď d2m
ÿ
γPWk`1,m
´n
d
¯2pk`1qm´|Eγ | ź
ePEγ
|Pe|me , (16.33)
where W¯ 1k`1,m is the set of paths γ as below (16.23). The only difference between W¯ 1k`1,m
and W¯k`1,m Ă W¯ 1k`1,m is that there is no constraint on edge multiplicities. We note that
Lemma 16.6 holds also for the equivalence classes of W¯ 1k`1,m since the proof does not use
the edge multiplicities. Due to the boundary conditions, there at most 2km edges visited
by a path γ P W¯ 1k`1,m. We also use the rough bound |Pe| ď L{n. We deduce from (16.33)
that
E}∆Bpkq}2m ď d2m
2kmÿ
a“1
a`1ÿ
s“1
´n
d
¯2pk`1qm´a
nsp2kmq6mpa´s`1q`2m
ˆ
L
n
˙2pk`1qm
.
We deduce that ´
E
!
}∆Bpkq}2m
)¯ 1
2m ď lnpnq9Lk`1, (16.34)
where m “ lnpnq{p12 lnplnpnqqq.
Finally, we have for any e “ px, yq P En,ÿ
fPEn
|pS˜S˜˚qef | ď
ÿ
f,gPEn
|SegSfg|Mg ď L
2
nd2
p2 degpxq ` 2 degpyqq ď 4L
2
nd2
max
oPrns
degpoq,
where degpxq “ řyMxy is the degree of vertex x P rns in the random graph G. We deduce
from (11.7) that with probability 1´1{n, for some some universal constant c ą 0, we have
for all e P En
}pS˜S˜˚} ď max
ePEn
ÿ
fPEn
|pS˜S˜˚qef | ď cL
2
nd
lnpnq.
This implies that
}S} ď
c
cL2
nd
lnpnq.
We thus obtain from this last bound and (16.32)-(16.33)-(16.34) that for all k P r` ´ 1s
with probability at least 1´ 3{n, we have, for some c ą 0,
?
n}B˜pk´1qS∆Bp`´k´1q} ď c lnpnq19K4ϑk´1L`´k`1 ď c lnpnq19K4ϑ`d`´k`1.
where we have used that L “ ϑ1d. We obtain claim (16.22).
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17. Proofs for the rectangular case
17.1. Proof for Lemma 4.1.
Proof. We recall that two Bernoulli random variables B1, B2 are independent with pa-
rameters b1, b2 if and only if PpB1 “ 1, B2 “ 1q “ b1b2.
For the proof we note δ “ d{n and p “ p1´qq{2. Clearly, entries above the diagonal and
on the diagonal of M˜ are independent and their distribution is Bernoulli with parameter
δp` δq “ q{pp` qq “ 2q{p1` qq, where we used (4.5).
We must check that the entries M˜x,y and M˜y,x are themselves independent when x ‰ y.
We have PpM˜x,y “ 1, M˜y,x “ 1q “ δq. Consequently, the entries of M˜ are independent if
and only if δq “ pδp` δqq2, or equivalently if q satisfies (4.5). 
17.2. Link between a matrix and its hermitization. The link between a matrix P
and its so-called ‘Girko hermitization’ ˜
0 P
P˚ 0
¸
is well-known in the litterature on random matrices. We let the proofs to the reader —
they are mainly verifications.
Lemma 17.1 (structure of P˜ ). Let us write the singular value decomposition of P in the
following way:
P “
rankpP qÿ
i“1
σiζiξ
˚
i
where
‚ σ1 ě ¨ ¨ ¨ ě σrankpP q ą 0 are the singular values,
‚ ζi P Cm is an orthonormal family of left singular vectors,
‚ ξi P Cn is an orthonormal family of right singular vectors.
Then a spectral decomposition of the Hermitian matrix P˜ is
P˜ “
rankpP qÿ
i“1
σiϕ
`
i pϕ`i q˚ ´
rankpP qÿ
i“1
σiϕ
´
i pϕ´i q˚ (17.1)
where the ϕ˘i P Cm`n are the orthonormal vectors defined by
ϕ`i “ 1?
2
˜
ζi
ξi
¸
, ϕ´i “ 1?
2
˜
´ζi
ξi
¸
. (17.2)
17.3. Proof of Theorem 4.8. We keep the notations and setting of the theorem and we
place ourselves on the event of Theorem 4.5. Let us decompose the unit right-eigenvectors
ψ`i associated with the eigenvalue `λi into their first m components and their last n ones:
for i P rr˜0s:
ψ`i “:
˜
ψi,1
ψi,2
¸
(17.3)
where ψi,1 P Cm and ψi,2 P Cn and |ψi,1|2 ` |ψi,2|2 “ |ψi|2 “ 1. We saw in Lemma 4.7
that the eigenvectors ψ´i are linked with these ones by
ψ´i “
˜
´ψi,1
ψi,2
¸
. (17.4)
In the course of the proof, we are going to need an important proposition.
Proposition 17.2. On the event of Theorem 4.5, we haveˇˇˇˇ
ˇ|ψi,1|2 ´ γ4i2γi
ˇˇˇˇ
ˇ ď C0τ˜ `01´ τ˜i,`
ˇˇˇˇ
ˇ|ψi,2|2 ´ γ5i2γi
ˇˇˇˇ
ˇ ď C0τ˜ `01´ τ˜i,` . (17.5)
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Proof of Proposition 17.2. The eigenvectors ψ˘i have unit norms, hence xψ`i , ψ`i y “ 1,
and thanks to Theorem 4.5 we also have xψ`i , ψ´i y « Γ`,´i,i {γi. Both equations can be
written
|ψi,1|2 ` |ψi,2|2 “ 1 ´ |ψi,1|2 ` |ψi,2|2 « Γ
`,´
i,i
γi
.
Adding/subtracting both equations yields
|ψi,1|2 « γi ´ Γ
`,´
i,i
2γi
“ γ
4
i
2γi
|ψi,2|2 « γi ` Γ
`,´
i,i
2γi
“ γ
4
i
2γi
. (17.6)

We can now turn to the proof of the theorem.
Proof of Theorem 4.8. Let us fix i, j P rr˜0s. By (4.22), we have xψ`i , ϕ`j y « δi,j
a
1{γi,
and xψ`i , ϕ´j y « 0, which translates into
xψi,1, ζjy ` xψi,2, ξjy « δi,j
c
2
γi
´ xψi,1, ζjy ` xψi,2, ξjy « 0. (17.7)
Adding or subtracting both approximations yields
xψi,1, ζjy « δi,j
c
1
2γi
xψi,2, ξiy « δi,j
c
1
2γi
. (17.8)
Similarly, by (4.23), we have xψ`i , ψ`j y « Γ`,`i,j {?γiγj and xψ`i , ψ´j y « Γ`,´i,j {?γiγj , which
translates into
xψi,1, ψj,1y ` xψi,2, ψj,2y « Γ
`,`
i,j?
γiγj
´ xψi,1, ψj,1y ` xψi,2, ψj,2y « Γ
`,´
i,j?
γiγj
. (17.9)
Here again, we can subtract or add both identities and we obtain
xψi,1, ψj,1y « Γ
`,`
i,j ´ Γ`,´i,j
2
?
γiγj
“ Γ
4
i,j
2
?
γiγj
(17.10)
xψi,2, ψj,2y « Γ
`,´
i,j ` Γ`,`i,j
2
?
γiγj
“ Γ
5
i,j
2
?
γiγj
. (17.11)
Similarly, by (4.24), we have xψ`i , ψ`j,lefty « δi,j{γi and xψ`i , ψ´j,lefty « 0, which translates
into
xψi,1, ψj,1,lefty ` xψi,2, ψj,2,lefty « δi,j
γi
´ xψi,1, ψj,1,lefty ` xψi,2, ψj,2,lefty « 0.
Adding/subtracting yields
xψi,1, ψj,1,lefty « δi,j
2γi
xψi,2, ψj,2,lefty « δi,j
2γi
. (17.12)
Thanks to Lemma 4.7 and (17.5), we know that up to some sign,
χi “ ψi,1|ψi,1| « ψi,1
d
2γi
γ4i
pii “ ψi,2|ψi,2| « ψi,2
d
2γi
γ5i
.
Combining this with (17.8)-(17.10)-(17.11)-(17.12) closes the proof of all the claims con-
tained in Theorem 4.8. 
17.4. Proof of Theorem 4.10. The first two identities directly follow from (4.32). For
the third identity we have
xζˆavgi , ζjy “ xχi, ζjy ` xχ
1
i, ζjya
2p1` xχi, χ1iyq
«
b
1{γ4i `
b
1{γ4id
2
ˆ
1` 1
γ
4
i
˙
«
d
2
γ4i ` 1
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and the proof for ξˆavgi is the same. We now turn to the correlations between these esti-
mators. Clearly,
xζˆsimi , ζˆsimj y “ xχi, χjy “
Γ4i,jb
γ4i γ
4
j
.
For the averaged estimators, we have
xζˆavgi , ζˆavgj y “
xχi, χjy ` xχi, χ1jy ` xχ1i, χjy ` xχ1i, χ1jyb
4p1` xχi, χ1iyqp1` xχj , χ1jyq
«
2
Γ
4
i,j?
γiγj
` 2 δi,j
γ
4
ib
4p1` 1{γ4i qp1` 1{γ4j q
.
When i “ j this is obviously equal to 1, and when i ‰ j it is equal to
2
Γ
4
i,j?
γiγjb
4p1` 1{γ4i qp1` 1{γ4j q
“ Γ4i,j
d
1
pγ4i ` 1qpγ4j ` 1q
.
17.5. Proof of Proposition 6.3. We recall the setting: here, P has rank one and can
be written P “ ζξ˚ where ζ, ξ are unit vectors. We recall that
Q˜ “ pn`mq
˜
0 pζξ˚q d pζξ˚q
rpζξ˚q d pζξ˚qs˚ 0
¸
.
The SVD of pζξ˚q d pζξ˚q will be written κζˇξˇ˚ where κ :“ |ζ|24|ξ|24 and ζˇ, ξˇ are the unit
singular vectors:
ζˇ “ ζ
2
|ζ|24 ξˇ “
ξ2
|ξ|24
where we used ζ2 for the entry-wise product ζ d ζ, same thing for ξ2. The operator norm
ρ˜ “ }Q˜} is equal to
ρ˜ “ pn`mqκ “ np1` αq|ζ|24|ξ|24. (17.13)
The spectral decomposition of Q˜ is
Q˜ “ ρ˜φ`pφ`q˚ ´ ρ˜φ´pφ´q˚, (17.14)
where φ˘ are the unit eigenvectors of Q˜ which are given by
φ˘ “ 1?
2
˜
˘ζˇ
ξˇ
¸
.
In particular, the powers of Q˜ are given by Q˜s “ ρ˜sφ`pφ`q˚ ` p´1qsρ˜sφ´pφ´q˚. Our
detection threshold is
maxtϑ˜1, ϑ˜2u “ ϑ˜1 “
c
ρ˜
d˜
“
d
2np1` αqp|ξ|4|ζ|4q2
p1` αqd “
c
2n|ζ|24|ξ|24
d
.
We now compute γ4i “ Γ4i,i, which is defined in (4.29) by
γ4i “
ÿ`
s“0
xQ˜s1, ζi4ζiy
d˜s
. (17.15)
To do the computation in (17.15) we are going to need a few steps. First, we have
xφ˘,1y “ |ζ|
2
4 ˘ |ξ|24?
2|ξ|24|ζ|24
“: Υ˘.
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Second, we have
xφ˘, ζ4ζy “ 1?
2
`˘xζˇ, ζ2y˘
“ ˘|ζ|
2
4?
2
“: Ξ˘.
Third, using the spectral decomposition of Q˜, we have
xQ˜s1, ζ4ζy “ ρ˜sxφ`, ζ4ζyxφ`,1y ` p´1qsρ˜sxφ´, ζ4ζyxφ´,1y
“ ρ˜sΞ`Υ` ` p´1qsρ˜sΞ´Υ´.
When we sum over s in (17.15) and we gather the preceding identities, we obtain
γ41 “ Ξ`Υ`
ÿ`
s“0
ρ˜s
d˜s
` Ξ´Υ´
ÿ`
s“0
p´1qsρ˜s
d˜s
“ Ξ`Υ`
ÿ`
s“0
ϑ˜2s1 ` Ξ´Υ´
ÿ`
s“0
p´1qsϑ˜2s1
“ Ξ`Υ` 1´ ϑ˜
2p``1q
1
1´ ϑ˜21
` Ξ´Υ´ 1´ p´1q
``1ϑ˜2p``1q1
1` ϑ˜21
.
When computing the asymptotic value of γ` as n is large, we can neglect ϑ˜2`1 . Moreover,
simple manipulations show that
Ξ`Υ` “ |ζ|
2
4 ` |ξ|24
2|ξ|24 Ξ´Υ´ “
|ξ|24 ´ |ζ|24
2|ξ|24 .
We find
γ4i „ Ξ`Υ`
1´ ϑ˜2 `
Ξ´Υ1´
1` ϑ˜21
“ 1
2p1´ ϑ˜21q
|ζ|24 ` |ξ|24
|ξ|24 `
1
2p1` ϑ˜21q
|ξ|24 ´ |ζ|24
|ξ|24
“ 1
2|ξ|24
˜
|ζ|24 ` |ξ|24
1´ 2n|ζ|24|ξ|24
d
` |ξ|
2
4 ´ |ζ|24
1` 2n|ζ|24|ξ|24
d
¸
,
as requested in (6.9). The other identity (6.10) is proved in the same way.
17.6. Proof of Proposition 5.1 on mean square errors.
Proof. For the sake of this proof only, we will note P0 “ U∆V ˚ and Pˆ “ Uˆ∆ˆVˆ , where
the columns of U (resp Uˆ) are ζi (resp ζˆ
#
i ), where ∆ “ diagpσiq and ∆ˆ “ diagpw#i q. We
have
MSE‹ “ }P0 ´ Pˆ }2F
“ trrpU∆V ˚ ´ Uˆ∆ˆVˆ ˚qpV∆U˚ ´ Vˆ ∆ˆUˆ˚qs
“ trrU∆V ˚V∆U˚ ´ U∆V ˚Vˆ ∆ˆUˆ˚ ´ Uˆ∆ˆVˆ ˚V∆U˚ ` Uˆ∆ˆVˆ ˚Vˆ ∆ˆUˆ˚s.
By unitary invariance, the first of these four terms is equal to trp∆2q “ řσ2i . For the
other terms, we will use the approximations of Theorem 4.10. We will abuse the symbol «
to get rid of the error terms (they can rigorously be neglected). Thanks to Theorem 4.10,
we know that V ˚Vˆ « ∇ and U˚Uˆ « ∇1 where ∇,∇1 are the diagonal matrices whose i-th
entry is equal to c#1,i or c
#
2,i.
Consequently, the second and third terms in the trace above are close to ´trp∆∇∆ˆ∇1q,
which is itself equal to
´
r˜0ÿ
i“1
σiw
#
i c
#
1,ic
#
2,i « ´
r˜0ÿ
i“1
pσic#1,ic#2,iq2.
84 CHARLES BORDENAVE, SIMON COSTE, RAJ RAO NADAKUDITI
Moreover, from the second part of Theorem 4.10 we have
Vˆ ˚Vˆ « C#2 and Uˆ˚Uˆ « C#1 ,
consequently trpUˆ∆ˆVˆ ˚Vˆ ∆ˆUˆ˚q « trp∆ˆC2∆ˆC1q. This can be written asÿ
i,j
σiσjc
#
1,ic
#
2,jpC1qi,jpC2qi,j .
As requested. 
18. Some possible improvement of the quantitative bounds
18.1. On the threshold ϑ1. We have already discussed that the threshold ϑ2 is an
intrinsic limitation of the problem as it is the Kesten-Stigum bound. The threshold ϑ1
however is more artificial and, in most cases, it can be reduced to a smaller value ϑ11 “ L1{d
with L1 ď L at the cost of more technicalities. In this subsection, we discuss a few ways
to improve on this new parameter L1 by some recipes. The way to formalize them would
depend on the structure of the matrix P . We discuss the case of the square matrix A but
the same comments extend to the non-backtracking matrix B.
A first possibility is the following: we consider the deterministic set S Ă rns2 of the
opn{dq largest entries of the matrix P in modulus. Then with high probability, the revealed
entries (non-zeros entries of M) will not intersect S. In particular, on this good event, the
conclusions of Theorem 2.3 remain valid if we replace L by L1 “ maxpx,yqRS n|Px,y|.
In the proofs, we have many times bounded Px,y by L{n and Qx,y by K{pnρq. A finer
probabilistic and combinatorial analysis could be performed by partitioning the entries of
P into two or more sets depending on the value of n|Pxy|. An analysis of this kind was
done in [15] (see the parameter δ there).
Another possibility is to define, for a given L1 ď L, the matrix P 1 obtained from P by
putting to 0 all entries of P larger than nL1. We could then apply Theorem 2.3 directly
to P 1 and then use spectral perturbation theory (such as Hoffman-Wielandt inequality)
to guarantee that the spectra of P and P 1 are close provided that L´L1 is not too large.
18.2. On the parameter C0. The conclusions of Theorem 2.3 and Theorem 3.4 are
controlled by a parameter C0 and C¯0. Again, depending on the structure of P there are
ways reduce the value of this constant at the cost of some extra technicalities.
First of all, in the proof, we have always bounded L “ maxx,y n|Pxy| by b2µ1 and
K “ maxx,y nQxy{ρ by b4. This can be a very rough bound, for example, if nP is the
adjacency matrix of a graph then L “ 1. In the proof of Theorem 2.3 in Subsection 9.4,
there is a factor N6C2 in C0 which contains a factor K
10 (bounded by b40 in the proof).
Also, the same remarks than in Subsection 18.1 applies. Every time that we have
bounded nPxy by L or nQxy by Kρ, there is room for improvement.
Finally, the incoherence parameter b is important for the eigenvectors i P rr0s. Since we
are interested in an average quantity such as the scalar product xψi, ϕiy, it is possible to
relax the notion of incoherence by partitioning the entries x P rns depending on the value
of
?
n|ϕipxq|. This makes the application of the general concentration bound Theorem
12.5 more tedious. For the other eigenvectors, i P rnszrr0s, their importance is weighted
by their corresponding eigenvalue and there is also room for improvement here.
