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Abstract: This work investigates the intersection property of conditional independence. It states that for
random variables A;B;C and X we have that X??A j B;C and X??B j A;C implies X??ðA;BÞ j C. Here, “??”
stands for statistical independence. Under the assumption that the joint distribution has a density that is
continuous in A;B and C, we provide necessary and sufficient conditions under which the intersection
property holds. The result has direct applications to causal inference: it leads to strictly weaker conditions
under which the graphical structure becomes identifiable from the joint distribution of an additive noise
model.
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1 Introduction
This paper investigates the intersection property of conditional independence. For continuous random
variables A;B;C and X this property states that X??A j B;C and X??B j A;C implies X??ðA;BÞ j C. Here,
“??” stands for statistical independence and “??= ” for statistical dependence (see Section 1.2 for precise
definitions). The intersection property does not necessarily hold if the joint distribution does not have a
density (e.g. Dawid [1]). Dawid [2] provides measure-theoretic necessary and sufficient conditions for the
intersection property. In this work we assume the existence of a density (A0), see below.
It is well known that the intersection property holds if the joint distribution has a strictly positive
density (e.g. Pearl [3], 1.1.5). Proposition 1 shows that if the density is not strictly positive, a weaker
condition than the intersection property still holds. Corollary 1 states necessary and sufficient conditions
for the intersection property. The result about strictly positive densities is contained as a special case. Drton
et al. ([4], exercise 6.6) and Fink [5] develop analogous results for the discrete case.
In the remainder of this introduction we discuss the paper’s main contribution (Section 1.1) and
introduce the required notation (Section 1.2).
1.1 Main contributions
In Section 3 we provide a sufficient and necessary condition on the density for the intersection property to
hold (Corollary 1). This result is of interest in itself since the developed condition is weaker than strict
positivity.
Studying the intersection property has direct applications to causal inference. Inferring causal relation-
ships is a major challenge in science. In the last decades considerable effort has been made in order to learn
causal statements from observational data. As a first step, causal discovery methods therefore estimate
graphs from observational data and attach a causal meaning to these graphs (the terminology of causal
inference is introduced in Section 4.1). Some causal discovery methods based on structural equation models
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(SEMs) require the intersection property for identification; they therefore rely on the strict positivity of the
density. This is satisfied if the noise variables have full support, for example. Using the new characteriza-
tion of the intersection property we can now replace the condition of strict positivity. In fact, we show in
Section 4 that noise variables with a path-connected support are sufficient for identifiability of the graph
(Proposition 3). This is already known for linear SEMs [6] but not for non-linear models. As an alternative,
we provide a condition that excludes a specific kind of constant functions and leads to identifiability, too
(Proposition 4).
In Section 2, we provide an example of an SEM that violates the intersection property. Its correspond-
ing graph is not identifiable from the joint distribution. In correspondence to the theoretical results of
this work, some noise densities in the example do not have a path-connected support and the functions
are partially constant. We are not aware of any causal discovery method that is able to infer the correct
graph or the correct Markov equivalence class; the example therefore shows current limits of causal
inference techniques. It is non-generic in the case that it violates all sufficient assumptions mentioned in
Section 4.
All proofs are provided in Appendix A.
1.2 Conditional independence and the intersection property
We now formally introduce the concept of conditional independence in the presence of densities and the
intersection property. Let therefore A; B; C and X be (possibly multi-dimensional) random variables that
take values in metric spaces A; B; C and X , respectively. We first introduce assumptions regarding the
existence of a density and some of its properties that appear in different parts of this paper.
(A0) The distribution is absolutely continuous with respect to a product measure of a metric space. We
denote the density by pðÞ. This can be a probability mass function or a probability density function,
for example.
(A1) The density ða; b; cÞ 7! pða; b; cÞ is continuous. If there is no variable C (or C is deterministic), then
ða; bÞ7!pða; bÞ is continuous.
(A2) For each c with pðcÞ >0 the set suppcðA;BÞ :¼ fða; bÞ : pða; b; cÞ>0g contains only one path-
connected component (see Section 3).
(A2′) The density pðÞ is strictly positive.
Condition (A2′) implies (A2). We assume (A0) throughout the whole work.
In this paper we work with the following definition of conditional independence.
Definition 1 (Conditional (In)dependence). We call X independent of A conditional on B and write X?? A jB
if and only if
pðx; a jbÞ ¼ pðx jbÞpða jbÞ ð1Þ
for all x; a; b such that pðbÞ>0. Otherwise, X and A are dependent conditional on B and we write X??= A jB.
The intersection property of conditional independence is defined as follows (e.g. Pearl [3], 1.1.5).
Definition 2 (Intersection Property). We say that the joint distribution of X;A;B;C satisfies the intersection
property if
X??A jB;C and X??B jA;C ) X??ðA;BÞ jC : ð2Þ
The intersection property (2) has been proven to hold for strictly positive densities (e.g. Pearl [3], 1.1.5). The
other direction “(” is known as the “weak union” of conditional independence [3].
98 J. Peters: On the Intersection Property of Conditional Independence
Brought to you by | Universitaetsbibliothek Basel
Authenticated
Download Date | 4/29/19 4:13 PM
2 Counterexample
We now give an example of a distribution that does not satisfy the intersection property (2). Since the joint
distribution has a continuous density, the example shows that the intersection property requires further
restrictions on the density apart from its existence. We will later use the same idea to prove Proposition 2
that shows the necessity of our new condition.
Example 1. Consider a so-called additive noise model (ANM; see Section 4.1) for random variables X;A;B:
A ¼ NA ;
B ¼ Aþ NB ;
X ¼ f ðBÞ þ NX ;
ð3Þ
where NA; NB; NX are jointly independent, have continuous densities and satisfy suppðNAÞ :¼
fn : pNAðnÞ>0g ¼ ð2;1Þ [ ð1; 2Þ and suppðNBÞ ¼ suppðNXÞ ¼ ð0:3;0:3Þ. Let the function f be of the form
f ðbÞ ¼
þ10 if b > 0:5 ;
0 if b <  0:5 ;
gðbÞ else;
8<
: ð4Þ
where the function g can be chosen to make f arbitrarily smooth. Some parts of this structural equation model
(SEM) are summarized in Figure 1. The distribution satisfies X??A jB and X??B jA but X??= A and X??= B. The
(intuitive) reason for this as follows: we see X??A jB from eq. (3). Further, if we know that A (or B) is positive,
X has to take values close to ten and thus X??= A (X??= B); but when knowing that A is positive, the knowledge
of B does not provide any additional information about X (X??B jA). This means that the intersection property
is violated. A formal proof is provided in the more general setting of Proposition 2. Within each component,
however, that is if we consider the areas A;B >0 and A;B<0 separately, we do have the independence
statement X??ðA;BÞ; therefore the intersection property holds “locally”. This observation will be formalized as
the weak intersection property in Proposition 1.
It will turn out to be important that the two path-connected components of the support of A and B cannot
be connected by an axis-parallel line. This motivates the notation introduced in Section 3. Remark 1 in
Section 4 discusses the causal interpretation of Example 1.
A B
X
alternative DAG
correct DAG
A B
X
f(b) = 10
f(b) = 0
B
1
–1
–1–2 1 2 A
Figure 1: Example 1. The plot on the left-hand side shows the support of variables A and B in black. The function f takes values
ten and zero in the areas filled with dark grey and light grey, respectively. The ANM (3) corresponds to the top graph on the
right-hand side but the distribution can also be generated by an ANM with the bottom graph, this is explained in Remark 1.
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3 Necessary and sufficient condition for the intersection property
This section characterizes the intersection property in terms of the joint density over the corresponding
random variables. In particular, we state a weak intersection property (Proposition 1) that leads to a
necessary and sufficient condition for the classical intersection property, see Corollary 1.
We will see that the intersection property fails in Example 1 because of the two “separated” components
in Figure 1. In order to formulate our results we first require the notion of path-connectedness. A continuous
mapping λ : ½0; 1 ! X into a metric space X is called a path between λð0Þ and λð1Þ in X . A subset S  X is
called path-connected if every pair of points in S can be connected by a path in S. We can always
decompose X into its (disjoint) path-connected components.1 The following definition provides a formaliza-
tion of the intuition that the two components in Figure 1 are “separated”.
Definition 3. (i) For each c with pðcÞ>0 we define the (not necessarily closed) support of A and B as
suppcðA;BÞ :¼ fða; bÞ : pða; b; cÞ>0g :
We further write for all sets M  A B
projAðMÞ :¼ fa 2 A : 9b with ða; bÞ 2 Mg and
projBðMÞ :¼ fb 2 B : 9a with ða; bÞ 2 Mg :
(ii) We denote the path-connected components of suppcðA;BÞ by Zci , i 2 IcZ , with some index set IcZ. Two path-
connected components Zci1 and Z
c
i2 are said to be coordinate-wise connected if
projAðZci1Þ \ projAðZci2Þ ; or
projBðZci1Þ \ projBðZci2Þ ; :
(The intuition is that we can draw an axis-parallel line from Zci1 to Z
c
i2
.) We then say that Zci and Z
c
j are
equivalent if and only if there exists a sequence Zci ¼ Zci1 ; . . . ; Zcim ¼ Zcj with all neighbours Zcik and
Zcikþ1ðk ¼ 1; . . . ; m 1Þ being coordinate-wise connected. We represent the equivalence classes by the union
of all its members. These unions we denote by Uci , i 2 IcU .
We further introduce a deterministic function Uc of the variables A and B. We set
Uc :¼ ucðA;BÞ :¼ i if ðA;BÞ 2 U
c
i
0 if pðA;B; cÞ ¼ 0

:
We have that Uc ¼ i if and only if A 2 projAðUci Þ if and only if B 2 projBðUci Þ. Furthermore, the projections
projAðUci Þ are disjoint for different i; the same holds for projBðUci Þ.
(iii) The case where there is no variable C can be treated as if C was deterministic: pðcÞ ¼ 1 for some c.
In Example 1 there is no variable C. Figure 1 shows the support suppcðA;BÞ in black. It contains two path-
connected components Zc1 and Z
c
2 . Since they cannot be connected by axis-parallel lines, they are not
equivalent; thus, one of them corresponds to the equivalence class Uc1 and the other to U
c
2 . Figure 2 shows
another example that contains three equivalence classes of path-connected components; again, there is no
variable C; we formally introduce a deterministic variable C that always takes the value c.
1 Formally, path-connected components are equivalence classes of points, where two points are equivalent if there exists a path
in X connecting them. This equivalence should not be confused with the equivalence appearing in Definition 3(ii).
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Using Definition 3 we are now able to state the two main results, Propositions 1 and 2. As a direct
consequence we obtain Corollary 1 which generalizes the condition of strictly positive densities.
Proposition 1 (Weak Intersection Property). Assume (A0), (A1) and that X??A jB;C and X??B jA;C.
Consider now c with pðcÞ >0 and the variable Uc as defined in Definition 3(ii). We then have the weak
intersection property:
X??ðA;BÞ jC ¼ c;Uc:
This means that
pðx ja; b; cÞ ¼ pðx jc; ucða; bÞÞ ð5Þ
for all x; a; b with pða; b; cÞ >0. The values of A;B do not provide additional information if we already know
Uc ¼ ucðA;BÞ.
We call this property the weak intersection property for the following reason: if X??ðA;BÞ jC, then by
definition ucða; bÞ ¼ i if and only if ða; bÞ 2 Uci and therefore
p x ja; b; cð Þ ¼ pðx jcÞ ¼ p x jc; ða; bÞ 2 Ucucða;bÞ
 
¼ p x jc; ucða; bÞð Þ :
In this sense, eq. (5) is strictly weaker than X??ðA;BÞ jC.
Furthermore, Proposition 1 includes the intersection property for positive densities as a special case. If
the density is indeed strictly positive, then there is only a single path-connected component Zc1 and a single
equivalence class Uc1 . Therefore, U
c is constant and it follows from eq. (5) and Lemma 1 (see “Proof of
Proposition 1” in Appendix A) that X??ðA;BÞ jC.
Proposition 2 (Failure of Intersection Property). Assume (A0), (A1) and that there exist two different sets
Uc

1 U
c
2 for some c
 with pðcÞ>0. Then there exists a random variable X such that the intersection property
(2) does not hold for the joint distribution of X;A;B;C.
As a direct corollary from these two propositions we obtain a characterization of the intersection property in
the case of continuous densities.
Corollary 1 (Intersection Property). Assume (A0) and (A1).
The intersection property (2) holds for all variables X if and only if all components Zci are equivalent;
i:e: there is only one set Uc1 :
In particular, this is the case if (A2) holds (there is only one path-connected component) or (A2’) holds (the
density is strictly positive).
B
A
Figure 2: Each block represents one path-connected component Zci of the support of pða; bÞ. All blocks with the same filling are
equivalent since they can be connected by axis-parallel lines (see Definition 3). There are three different fillings corresponding
to the equivalence classes Uc1 , U
c
2 and U
c
3 .
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4 Application to causal discovery
We will first introduce some graph notation that we use for formulating the application to causal inference.
4.1 Notation and prerequisites
Standard graph definitions can be found in Lauritzen [7], Spirtes et al. [8] and many others. We follow the
presentation of Section 1.1 in Peters et al. [9]. A graph G ¼ ðV; EÞ contains nodes V ¼ f1; . . . ; pg (often
identified with random variables X1; . . . ;Xp) and edges E  V V between nodes. A graph G1 ¼ ðV1; E1Þ is
called a proper subgraph of G if V1 ¼ V and E1  E with E1E. A node i is called a parent of j if ði; jÞ 2 E
and a child if ðj; iÞ 2 E. The set of parents of j is denoted by PA Gj , the set of its children by CHGj . Two nodes i
and j are adjacent if either ði; jÞ 2 E or ðj; iÞ 2 E. We say that there is an undirected edge between two
adjacent nodes i and j if ði; jÞ 2 E and ðj; iÞ 2 E. An edge between two adjacent nodes is directed if it is not
undirected. We then write i! j for ði; jÞ 2 E. Three nodes are called a v-structure if one node is a child of
the two others that themselves are not adjacent. A path in G is a sequence of (at least two) distinct vertices
i1; . . . ; in, such that there is an edge between ik and ikþ1 for all k ¼ 1; . . . ; n 1. If ik ! ikþ1 for all k we speak
of a directed path from i1 to in and call in a descendant of i1. We denote all descendants of i by DEGi and all
non-descendants of i, excluding i, by NDGi . In this work, i is neither a descendant nor a non-descendant of
itself. G is called a directed acyclic graph (DAG), if all edges are directed and there is no pair of nodes (j, k)
such that there are directed paths from j to k and from k to j. In a DAG, a path between i1 and in is
blocked by a set S (with neither i1 nor in in this set) whenever there is a node ik, such that one of the
following two possibilities hold: (1) ik 2 S and ik1 ! ik ! ikþ1 or ik1  ik  ikþ1 or ik1  ik ! ikþ1, or
(2) ik1 ! ik  ikþ1 and neither ik nor any of its descendants is in S. We say that two disjoint subsets of
vertices A and B are d-separated by a third (also disjoint) subset S if every path between nodes in A and B
is blocked by S. A joint distribution is said to be Markov with respect to the DAG G if A;B d-sep. by
C ) A??B jC for all disjoint sets A;B;C. It is said to be faithful to the DAG G if A;B d-sep. by
C ( A??B jC for all disjoint sets A;B;C. Finally, a distribution satisfies causal minimality with respect
to G if it is Markov with respect to G, but not to any proper subgraph of G.
In order to infer graphs from distributions, one requires assumptions that relate the joint distribution with
properties of the graph, which is often assumed to be a DAG. Constraint-based or independence-based
methods [3, 8] and some score-based methods [10, 11] assume the Markov condition and faithfulness. These
two assumptions make the Markov equivalence class of the correct graph identifiable from the joint distribu-
tion, i.e. the skeleton and the v-structures of the graph can be inferred from the joint distribution [12].
Alternatively [6, 9, 13], we can assume an additive noise models (ANMs). In these models, the joint
distribution over X1; . . . ;Xp is generated by an SEM
Xi ¼ fiðXPA iÞ þ Ni ; i ¼ 1; . . . ; p ; ð6Þ
with continuous, non-constant functions fi, additive and jointly independent noise variables Ni with mean
zero and sets PAi that are the parents of i in a DAG G. To simplify notation, we have identified variable Xi
with its index (or node) i. These models can be shown to satisfy the Markov condition (Pearl [3], theorem
1.4.1); the functions fi being non-constant correspond to causal minimality (Peters et al. [9], proposition 17),
which is strictly weaker than faithfulness. We now define what we mean by identifiability of the DAG in
continuous ANMs. Consider a certain class of SEMs and suppose that the distribution P ¼ PðX1; . . . ;XpÞ is
generated from such an SEM. We say that G is identifiable from P if P cannot be generated by an SEM from
the same class but with a different graph HG.
Loosely speaking, Peters et al. ([9], theorem 28) prove that
ðÞ The identifiability of model classes extends from DAGs with two nodes
to DAGs with an arbitrary number of variables:
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4.2 Intersection property and causal discovery
We first revisit Example 1 and interpret it from a causal point of view.
Remark 1 (Example 1 continued). Example 1 has the following important implication for causal inference. The
distribution can be generated by two different DAGs, namely A! B! X and X  A! B, see Figure 1. The
SEM (3) corresponds to the former DAG. A slightly modified version of eq. (3) where X ¼ ~f ðAÞ þ NX replaces
the last equation in eq. (3) corresponds to the latter DAG. The distribution satisfies causal minimality with
respect to both DAGs. Since it violates faithfulness and the intersection property, we are not aware of any
causal inference method that is able to recover the correct graph structure based on observational data only.
Recall that Peters et al. [9] assume strictly positive densities in order to assure the intersection property. More
precisely, Example 1 shows that lemma 38 in Peters et al. [9], see Appendix B, does not hold anymore when the
positivity is violated.
In order to prove ðÞ, Peters et al. [9] require a strictly positive density. This is because the key results used
in the proof is proposition 29 which is proved using lemma 38, which itself relies on the intersection
property (proposition 29 and lemma 38 are provided in Appendix B). But since Corollary 1 provides weaker
assumption for the intersection property, we are now able to obtain new identifiability results.
Proposition 3. Assume that a joint distribution over X1; . . . ;Xp is generated by an ANM (6). Assume further
that the noise variables have continuous densities and that the support of each noise variable Ni, i ¼ 1; . . . ; p is
path-connected. Then, statement ðÞ holds.
Example 1 violates the assumption of Proposition 3 since the support of A is not path-connected. It satisfies
another important property, too: the function f is constant on some intervals. The following proposition
shows that this is necessary to violate identifiability.
Proposition 4. Assume that a joint distribution over X1; . . . ;Xp is generated by an ANM (6) with graph G. Let
us denote the non-descendants of Xi by NDGi . Assume that the structural equations are non-constant in the
following way: for all Xi, for all its parents Xj 2 PAi and for all XC  NDGi nfXjg, there are ðxj; x0j; xk; xcÞ such that
fiðxj; xkÞfiðx0j; xkÞ and pðxj; xk; xcÞ >0 and pðx0j ; xk; xcÞ>0. Here, xk represents the value of all parents of Xi
except Xj. Then for any PAinfjg  S  NDGi nfjg, it holds that Xi??= Xj j S. Therefore, statement ðÞ follows.
Proposition 4 provides an alternative way to prove identifiability. The results are summarized in Table 1.
Table 1: This table shows conditions for continuous additive noise models (ANMs) that lead to identi_ability
of the directed acyclic graph from the joint distributions. Using the characterization of the intersection
property we could weaken the condition of a strictly positive density.
Additional assumption on continuous ANMs Identifiability of graph, see (*)
Noise variables with full support 3
Peters et al. [9]
Noise variables with path-connected support 3
Proposition 3
Non-constant functions, see Proposition 4 3
Proposition 4
None of the above satisfied 7
Example 1
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5 Conclusions
It is possible to prove the intersection property of conditional independence for variables whose distribu-
tions do not have a strictly positive density. A necessary and sufficient condition for the intersection
property is that all path-connected components of the support of the density are equivalent, that is, they
can be connected by axis-parallel lines. In particular, this condition is satisfied for densities whose support
is path-connected. In the general case, the intersection property still holds after conditioning on an
equivalence class of path-connected components; we call this the weak intersection property. We believe
that the assumption of a density that is continuous in A, B and C can be weakened even further.
This insight has a direct application in causal inference (which is rather of theoretical nature than
having implications for practical methods). In the context of continuous ANMs, we relax important
conditions for identifiability of the graph from the joint distribution. Furthermore, there is some interest
in uniform consistency in causal inference. For linear Gaussian SEMs, for example, the PC algorithm [8]
exploits conditional independences, that is, vanishing partial correlations. Zhang and Spirtes [14] prove
uniform consistency under the assumption that non-vanishing partial correlations cannot be arbitrarily
close to zero (this condition is referred to as “strong faithfulness”). Our work suggests that in order to prove
uniform consistency for continuous ANMs, one may need to be “bounded away” from Example 1.
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Appendix A
Proofs
Proof of Proposition 1
We require the following well-known lemma (e.g. Dawid [15]).
Lemma 1. We have X??A jB if and only if
pðx ja; bÞ ¼ pðx jbÞ
for all x; a; b such that pða; bÞ>0.
Proof. (of Proposition 1) To simplify notation we write uc :¼ ucða; bÞ. We have by Lemma 1
pðx jb; cÞ ¼ pðx ja; b; cÞ ¼ pðx ja; cÞ ð7Þ
for all x; a; b; c with pða; b; cÞ>0. As the main argument we show that
pðx jb; cÞ ¼ pðx j~b; cÞ ð8Þ
for all x; b; ~b; c with b; ~b 2 projBðUci Þ for the same i.
Step 1, we prove eq. (8) for b; ~b 2 Zci . We first show that there is a path λ : t 7!ðaðtÞ; bðtÞÞ, such that
pðaðtÞ; bðtÞ; cÞ>0 for all 0 	 t 	 1, and bð0Þ ¼ b and bð1Þ ¼ ~b. Since the interval ½0; 1 is compact and λ is
continuous, the path fðaðtÞ; bðtÞÞ : 0 	 t 	 1g is compact, too (for notational simplicitywe identify the path λwith
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its image). Define for each point ðaðtÞ; bðtÞÞ on the path an open ball with radius small enough such that all ða; bÞ
in the ball satisfypða; b; cÞ >0 (this is possible because ða; b; cÞ 7! pða; b; cÞ is assumed to be continuous). Because
these balls are path-connected, they also lie in Zci . They form an open cover of the path fðaðtÞ; bðtÞÞ : 0 	 t 	 1g,
and we can thus choose a finite subset of balls, of size n say, that still provides an open cover of the path. Without
loss of generality let ðað0Þ; bð0ÞÞ be the centre of ball 1 and ðað1Þ; bð1ÞÞ be the centre of ball n. It suffices to
show that eq. (8) holds for the centres of two neighbouring balls, say ða1; b1Þ and ða2; b2Þ. Choose a point ða; bÞ
from the non-empty intersection of those two balls. Since dðða1; b1Þ; ða; b1ÞÞ< dðða1; b1Þ; ða; bÞÞ and
dðða2; b2Þ; ða2; bÞÞ< dðða2; b2Þ; ða; bÞÞ for the Euclidean metric d, we have that pða1; b1; cÞ, pða; b1; cÞ,
pða; b; cÞ, pða2; b; cÞ and pða2; b2; cÞ are all greater than zero. Therefore, using eq. (7) several times,
pðx jb1; cÞ ¼ pðx ja1; cÞ ¼ pðx ja; cÞ
¼ pðx jb; cÞ ¼ pðx ja2; cÞ ¼ pðx jb2; cÞ
This shows eq. (8) for b; ~b 2 Zci .
Step 2, we prove eq. (8) for b 2 Zci and ~b 2 Zciþ1, where Zci and Zciþ1 are coordinate-wise connected (and thus
equivalent). If b 2 projBðZci Þ \ projBðZciþ1Þ, we know that
pðx jb; cÞ ¼ pðx jb; cÞ ¼ pðx j~b; cÞ
from the argument given in step 1. If a 2 projAðZci Þ \ projAðZciþ1Þ, then there is a bi; biþ1 such that
ða; biÞ 2 Zci and ða; biþ1Þ 2 Zciþ1. By eq. (7) and the argument from step 1 we have
pðx jb; cÞ ¼ pðx jbi; cÞ ¼ pðx jbiþ1; cÞ ¼ pðx j~b; cÞ:
We can now combine these two steps in order to prove the original claim from eq. (8). If b; ~b 2 projBðUci Þ
then b 2 projBðZc1 Þ and ~b 2 projBðZcnÞ, say. Further, there is a sequence Zc1 ; . . . ; Zcn with Zck and Zckþ1 being
coordinate-wise connected for k ¼ 1; . . . ; n 1. Combining steps 1 and 2 proves eq. (8).
Consider now x; b; c such that pðb; cÞ>0 (which implies pðcÞ>0) and consider uc ¼ i, say. Observe
further that pða; cÞ>0 for a 2 projAðUci Þ. We thus have
pðx; uc jcÞ ¼
Z
a
pðx; a; uc jcÞ da ¼
Z
a2projAðUci Þ
pðx; a jcÞ da
¼
Z
a2projAðUci Þ
pðx; a; cÞpða; cÞ
pðcÞpða; cÞ da
¼
Z
a2projAðUci Þ
pðx ja; cÞpða jcÞ da
¼
Z
a2projAðUci Þ;pða;b;cÞ >0
pðx ja; cÞpða jcÞ da
þ
Z
a2projAðUci Þ;pða;b;cÞ¼0
pðx ja; cÞpða jcÞ da
¼ð7Þpðx jb; cÞ
Z
a2projAðUci Þ;pða;b;cÞ >0
pða jcÞ daþ
Z
Ab
pðx ja; cÞpða jcÞ da
¼: ð#Þ
with Ab ¼ fa 2 projAðUci Þ : pða; b; cÞ ¼ 0g. It is the case, however, that for all a 2 Ab there is a
~bðaÞ 2 projBðUci Þ with pða; ~bðaÞ; cÞ>0. But since also b 2 projBðUci Þ we have pðx j~b; cÞ ¼ pðx jb; cÞ by
eq. (8). Ergo,
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ð#Þ ¼ pðx jb; cÞ
Z
a2projAðUci Þ;pða;b;cÞ >0
pða jcÞ daþ
Z
Ab
pðx ja; ~bðaÞ; cÞpða jcÞ da
¼ pðx jb; cÞ
Z
a2projAðUci Þ;pða;b;cÞ >0
pða jcÞ daþ pðx jb; cÞ
Z
Ab
pða jcÞ da
¼ pðx jb; cÞ
Z
a2projAðUci Þ
pða jcÞ da
¼ pðx jb; cÞ pðuc jcÞ
This implies
pðx jc; ucÞ ¼ pðx jb; cÞ :
Together with eq. (7) this leads to
pðx ja; b; c; ucÞ ¼ pðx ja; b; cÞ ¼ pðx jc; ucÞ :
□
Proof of Proposition 2
Proof. Define X according to
X ¼ gðC;UCÞ þ NX;
where NX,Uð½0:1;0:1Þ is uniformly distributed with NX independent of ðA;B;CÞ. Define g according to
gðc; ucÞ ¼ 10 if C ¼ c
 and uc
 ¼ 1
0 otherwise

Fix a value c with pðcÞ>0. We then have for all a; b with pða; b; cÞ >0 that
pðx ja; b; cÞ ¼ pðx jc; ucÞ ¼ pðx ja; cÞ ¼ pðx jb; cÞ
because Uc can be written as a function of A or of B. We therefore have that X??A jB;C and X??B jA;C.
Depending on whether b is in projBðUc1 Þ or not we have pðx ¼ 0 jb; cÞ ¼ 0 or pðx ¼ 10 jb; cÞ ¼ 0, respec-
tively. Thus,
pðx ¼ 10 jb; cÞ  pðx ¼ 0 jb; cÞ ¼ 0 ;whereas
pðx ¼ 10 jcÞ  pðx ¼ 0 jcÞ0 :
This shows that X??= B jC ¼ c. Note that ðx; a; b; cÞ7!pðx; a; b; cÞ is not necessarily continuous, see (A1). □
Proof of Proposition 3
Proof. Since the true structure corresponds to a DAG, we can find a causal ordering, i.e. a permutation
π : f1; . . . ; pg ! f1; . . . ; pg such that
PAπðiÞ  fπð1Þ; . . . ; πði 1Þg :
In this ordering, πð1Þ is a source node and πðpÞ is a sink node. We can then rewrite the structural equation
model in eq. (6) as
XπðiÞ ¼ ~fπðiÞ Xπð1Þ; . . . ;Xπði1Þ
 þ NπðiÞ ;
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where the functions ~fi are the same as fi except they are constant in the additional input arguments.
The density of the random vector ðX1; . . . ;XpÞ has path-connected support by the following argument:
consider a one-dimensional random variable N with mean zero and a (possibly multivariate) random vector
X both with path-connected support and a continuous function f. Then, the support of the random vector
ðX; f ðXÞ þ NÞ is path-connected, too. Indeed, consider two points ðx0; y0Þ and ðx1; y1Þ from the support of
ðX; f ðXÞ þ NÞ. The path can then be constructed by concatenating three sub-paths: (1) the path between
ðx0; y0Þ and ðx0; f ðx0ÞÞ (N’s support is path-connected), (2) the path between ðx0; f ðx0ÞÞ and ðx1; f ðx1ÞÞ on the
graph of f (which is path-connected due to the continuity of f) and (3) the path between ðx1; f ðx1ÞÞ and
ðx1; y1Þ, analogously to (1).
Therefore, the intersection property (2) holds for any disjoint sets of variables X;A;B;C 2 fX1; . . . ;Xpg
by Proposition 1. Thus, the statements of lemma 38 and thus proposition 29 from Peters et al. [9] remain
correct, which proves ðÞ for noise variables with continuous densities and path-connected support. □
Proof of Proposition 4
Proof. The proof is immediate. Since pðxi jxj; xk; xcÞpðxi jx0j ; xk; xcÞ (the means are not the same) the
statement follows from Lemma 1.
In this case, lemma 38 might not hold but more importantly proposition 29 does (both from Peters et al.
[9]. This proves ðÞ. □
Appendix B
Technical results for identifiability in additive noise models
We provide the two key results required for proving property ðÞ in Section 4.1. The intersection property is
used to prove the “only if” part of lemma 38, which itself is used to prove proposition 29.
Lemma 38 [9] Consider the random vector X and assume that the joint distribution has a (strictly) positive
density. Then the joint distribution over X satisfies causal minimality with respect to a DAG G if and only if
"B 2 X "A 2 PAGB and "S  X with PAGBnfAg  S  NDGBnfAg we have that
B??= A jS :
Proposition 29 [9] Let G and G0 be two different DAGs over variables X. Assume that the joint distribution
over X has a strictly positive density and satisfies the Markov condition and causal minimality with respect
to G and G0. Then there are variables L;Y 2 X such that for the sets Q :¼ PAGLnfYg, R :¼ PAG
0
Y nfLg and
S :¼ Q [ R we have

 Y ! L in G and L! Y inG0

 S  NDGLnfYg and S  NDG
0
Y nfLg
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