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ZECKENDORF REPRESENTATIONS AND MIXING PROPERTIES OF SEQUENCES
NEIL MAN˜IBO, EDEN DELIGHT P. MIRO, DAN RUST, AND GWENDOLYN S. TADEO
ABSTRACT. We use generalised Zeckendorf representations of natural numbers to investigate mixing
properties of symbolic dynamical systems. The systems we consider consist of bi-infinite sequences
associated with so-called random substitutions. We focus on random substitutions associated with the
Fibonacci, tribonacci and metallic mean numbers and take advantage of their respective numeration
schemes.
1. INTRODUCTION
The Zeckendorf (or Zeckendorf–Lekkerkerker) representation of a natural number [4, 12] is a spe-
cial case of its Ostrowski numerations [16] and allows one to write every natural number uniquely as a
sum of distinct non-consecutive Fibonacci numbers. Various generalisations of the Zeckendorf repre-
sentation exist for other sequences of numbers originating from linear relations [3, 5, 7, 9]. The Zeck-
endorf representation finds applications in many areas, ranging from combinatorial game theory [20]
to error-insensitive data compression [19] and mathematical magic tricks [10]. Although Fibonacci
numbers and the golden ratio feature heavily in the study of dynamical systems, specific applications
of Zeckendorf’s theorem are less prevalent.
In studying mixing properties of some symbolic dynamical systems, the fourth author noticed in her
thesis [18] the apparent utility of Zeckendorf representations in representing the lengths of partial orbits
in these systems. The initial goal was to use this convenient interplay between properties of Fibonacci
numbers and symbolic dynamics to prove that the systems under consideration were topologically
mixing. In fact, we eventually proved that this is not the case [14]. Even though these dynamical
systems were found to be non-mixing, Zeckendorf’s Theorem can still be used to prove a weaker
version of mixing which we have chosen to call semi-mixing. We give a self-contained and streamlined
account of that approach here.
The dynamical systems under consideration are systems whose state-space is a particular collection
of bi-infinite sequences over a finite alphabet and whose action is given by shifting a sequence to the
left. These shift spaces or subshifts are the primary object of study for symbolic dynamicists and can
be thought of as universal objects in the study of discrete dynamical systems in general [13]. The
dynamical behaviour of the system can vary greatly depending on how the bi-infinite sequences in our
subshift are generated. Our sequences are generated by random substitutions [17], a generalisation of
the more classical notion of a substitution [1, 6]. In particular, we have chosen to focus our attention
on random substitutions which are closely related to the Fibonacci sequence and its generalisations,
the tribonacci and metallic mean sequences.
In Section 2, we recall Zeckendorf’s theorem and discuss its generalisations to sequences coming
from other linear recurrence relations, and so introduce the tribonacci numbers and the metallic mean
sequences. In Section 3, we give a brief introduction to symbolic dynamics and introduce the notion
of random substitutions and their associated subshifts. We also discuss some basic properties of the
random Fibonacci, tribonacci and metallic mean substitutions. In Section 4, we define semi-mixing for
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general dynamical systems and give an equivalent, more convenient definition for subshifts in terms
of word combinatorics. The rest of the section is devoted to proving our main results; namely, that
the subshifts associated with the random Fibonacci, tribonacci and metallic mean substitutions are
semi-mixing.
2. ZECKENDORF REPRESENTATION AND ITS GENERALISATIONS
The Fibonacci sequence {fn}∞n=0 is defined by the recurrence relation fn = fn−1 + fn−2 for
every integer n ≥ 2, with f0 = f1 = 1. The Zeckendorf theorem (also called the Zeckendorf–
Lekkerkerker theorem) states that every positive integer can be written uniquely as the sum of distinct
non-consecutive Fibonacci numbers [4, 12].
Theorem 2.1 (Zeckendorf Theorem). Every positive integer n has a unique representation in the form
n =
∑r
i=1 εifi with εi ∈ {0, 1} for each 0 ≤ i ≤ r and εiεi+1 = 0 for i ≥ 0.
The unique representation of n as a sum of non-consecutive Fibonacci numbers can be obtained
using the greedy algorithm, which proceeds as follows. First, pick the largest Fibonacci number fk1
such that fk1 ≤ n. For n − fk1 > 0, choose again the largest Fibonacci number fk2 such that
fk2 ≤ n − fk1 . Continuing the process yields n = fk1 + · · · + fkr for some r ∈ N. Note that the
Fibonacci numbers in the expansion are distinct since in each step we consider the largest Fibonacci
number satisfying the inequality, which is unique. Moreover, the process terminates as n is finite and
fki is always positive. Furthermore, by construction, we get a representation n = fk1+ · · ·+fkr where
k1 > · · · > kr ≥ 0.
One generalisation of the Fibonacci sequence is the tribonacci sequence {tn}∞n=0, which is recur-
sively defined via tn = tn−1 + tn−2 + tn−3 for every integer n ≥ 3, with t0 = 0, t1 = 1 and
t2 = 1.
We could instead generalise the Fibonacci sequence in another way, to the so-called metallic mean
sequences, sometimes called the noble mean sequences. Fix m ∈ N. The degree-m metallic mean
sequence is given by the recursion zn = mzn−1 + zn−2 for n ≥ 2, with z0 = z1 = 1. There are
generalised Zeckendorf theorems associated with both the tribonacci sequence and the metallic mean
sequences.
Theorem 2.2 (Tribonacci Zeckendorf theorem [5]). Every positive integer n has a unique represen-
tation in the form n =
∑r
i=2 εiti with εi ∈ {0, 1} for each 0 ≤ i ≤ r and εiεi+1εi+2 = 0 for
i ≥ 0.
Theorem 2.3 (Metallic Mean Zeckendorf Theorem). Let m ≥ 1 be a natural number and let zi
denote the ith element of the degree-m metallic mean sequence. Every positive integer n has a unique
representation of the form n =
∑r
i=1 εizi, with εi ∈ {0, . . . ,m} and if εi+1 = m, then εi = 0.
If the initial condition z′0 = 0, z
′
1 = 1 is instead chosen for the metallic mean sequences, then there
is a well-known generalisation of Zeckendorf’s theorem, first proved by Hoggatt [9]. The proof for the
metallic mean sequences is essentially the same as for Hoggatt’s sequences, and so we omit the proof.
We collectively refer to the representations of a natural number obtained above as its Zeckendorf
representation where it will always be clear from context which of the representations is being used. If
the natural number n has Zeckendorf representation
∑r
i=1 εifi, then we write [n] = εrεr−1 · · · ε1 and
call εi the i-th Zeckendorf digit of n (for the tribonacci Zeckendorf representation, the least significant
digit is ε2).
3. SYMBOLIC DYNAMICAL SYSTEMS
For a comprehensive introduction to symbolic dynamics, we refer the reader to the book of Lind and
Marcus [13]. LetA = {a1, a2, . . . , aℓ} be a finite alphabet. For us, we will normally only consider the
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alphabets {a, b} and {a, b, c}. Consider the set An of all words w = w1 · · ·wn over A whose length
|w| is equal to n and let A+ = ⋃∞n=1An denote the set of all non-empty words. A subword of a word
w = w1 . . . wn is a word w[i,j] := wi · · ·wj for some 1 ≤ i ≤ j ≤ n, and we write w[i,j] ≺ w to
denote the subword relation. We write ui :=
i−times︷ ︸︸ ︷
uu · · · uu to denote the i-fold concatenation of u with
itself, with u0 denoting the empty word. If A is equipped with the discrete topology, then the set
AZ = {· · · x−2x−1 · x0x1x2 · · · | xi ∈ A}
of all bi-infinite sequences over A forms a compact metrisable space under the product topology. The
shift map σ : AZ → AZ given by σ(x)n = xn+1 is a homeomorphism. We define a subshift X ⊆ AZ
to be a non-empty closed subspace ofAZ that is invariant under the shift action σ. That is, σ(X) = X.
The language of a subshift X is denoted by L and consists of all subwords of elements of X. That is,
L = {u | u = x[i,j], x ∈ X, i ≤ j}.
If u ∈ L, then we call u admitted by X. We let Ln := L ∩ An denote the set of length-n admitted
words.
Let P(A+) denote the power set of A+. For sets A,B ∈ P(A+), we let
AB = {uv | u ∈ A, v ∈ B}
denote the concatenation of sets of words over A. A random substitution is a map ϑ : A → P(A+)
such that ϑ(a) is a non-empty finite set for all a ∈ A. Let w = w1 · · ·wk ∈ A+ be a finite word
over A. We extend ϑ to finite words by defining ϑ : A+ → P(A+) via the concatenation of sets
ϑ(w) := ϑ(w1) · · · ϑ(wk) and we further extend to P(A+) by ϑ(A) = ∪w∈Aϑ(w). A word w ∈ ϑ(v)
is called a realisation of ϑ on the word v ∈ A+. We say that a word u ∈ A+ is ϑ-legal if there is a
natural number k, a letter a ∈ A and a word w ∈ ϑk(a) such that u ≺ w. If the set of words ϑ(a) is
a singleton for each letter a ∈ A, ϑ is called deterministic and corresponds to the classical notion of a
substitution [1].
Given a random substitution ϑ, we are interested in the closed, shift-invariant subspace ofAZ called
the random substitution subshift (RS-subshift) Xϑ associated with ϑ, defined by
Xϑ :=
{
x ∈ AZ | u ≺ x⇒ u is ϑ-legal
}
.
The tuple (Xϑ, σ) forms a topological dynamical system. A comprehensive introduction to random
substitutions and their subshifts is given in work of Rust and Spindeler [17]. We may now introduce
our main objects of interest: the random Fibonacci substitution, the random tribonacci substitution,
and the random metallic mean substitutions.
Example 3.1. The random Fibonacci substitution introduced by Godre`che and Luck [8] is given by
ϑ1 : a 7→ {ab, ba}, b 7→ {a}. We let X1 := Xϑ1 denote the random Fibonacci subshift. The set of
level-n inflation words ϑn1 (a) for random Fibonacci are given by
ϑ01(a) = {a}, ϑ1(a) = {ab, ba}, ϑ21(a) = {aba, baa, aab},
ϑ31(a) = {abaab, ababa, baaab, baaba, aabab, aabba, abbaa, babaa}, . . . .
Note that the length of all level-n inflation words of type a are the same and are equal to the (n+1)-th
Fibonacci number fn+1, thus the name. Further, |ϑn1 (b)| = fn.
In a similar way, we may define a generalisation of the random Fibonacci substitution on three letters
associated with the tribonacci sequence.
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Example 3.2. The rule τ : a 7→ {ab, ba}, b 7→ {ac, ca}, c 7→ {a} is called the random tribonacci
substitution. We let Xτ denote the random tribonacci subshift. Similarly, the set of level-n inflation
words τn(a) for random tribonacci are given by
τ0(a) = {a}, τ(a) = {ab, ba}, τ2(a) = {abac, abca, baac, baca},
τ3(a) = τ(abac) ∪ τ(abca) ∪ τ(baac) ∪ τ(baca) = {abacaba, baacaba, . . .}, · · · . (3.1)
It is also easy to see that the length of all level-n inflation words of type a are the same and are equal
to the (n+ 2)-th tribonacci number tn+2. Further, |τn(b)| = tn + tn+1 and |τn(c)| = tn+1.
Finally, we may now introduce a family of random substitutions associated with the metallic mean
sequences, generalising the random Fibonacci substitution. For a more detailed discussion regarding
this family, we refer the reader to the thesis of Moll [15].
Example 3.3. Fixm > 1. The degree-m random metallic mean substitution is given by
ϑm : a 7→ {aibam−i | 0 ≤ i ≤ m}, b 7→ {a}.
We let Xm := Xϑm denote the random metallic mean subshift of degree m. As an example, when
m = 2, the random metallic mean substitution is given by ϑ2 : a 7→ {aab, aba, baa}, b 7→ {a} and has
level-n inflation words
ϑ02(a) = {a}, ϑ12(a) = {aab, aba, baa},
ϑ22(a) = {aabaaba, baaaaba, aabbaaa, baabaaa, aabaaab, baaaaab, aababaa, . . .}, . . . .
It can easily be checked that the uniform length of the level-n inflation words of type a for the degree-m
random metallic mean substitution is the (n + 1)-th degree-m metallic mean number zn+1. Further,
|ϑn(b)| = zn
The substitution matrix of the random Fibonacci substitution ϑ1 is given by ( 1 11 0 ), with eigenvalues
λ1,2 =
{
1±√5
2
}
, where the Perron–Frobenius (PF) eigenvalue λ1 is the golden ratio. Since λ1 is a Pisot
number, i.e., all of its algebraic conjugates lie inside the unit disk, we say that ϑ1 is a Pisot random
substitution. The substitution matrices of the random tribonacci substitution and random metallic
mean substitutions are
(
1 1 1
1 0 0
0 1 0
)
and (m 11 0 ), with PF-eigenvalues the tribonacci constant 1.83929 · · ·
and the metallic means 12(m +
√
m2 + 4), respectively. It is easy to verify that their corresponding
PF-eigenvalues are Pisot numbers [2, Sec. 6]. Hence, they are also Pisot random substitutions.
4. SEMI-MIXING OF RANDOM SUBSTITUTIONS
We are now in a position to show that the subshifts associated with the random substitutions intro-
duced in the previous section satisfy a property that is weaker than mixing called semi-mixing, which
was first introduced in the thesis of the fourth author [18].
Definition 4.1. A dynamical system (X,T ) is called semi-mixing if there exists a proper clopen subset
U ⊆ X such that for every open set V inX there exists a natural numberN such that for every n ≥ N ,
T n(V ) ∩ U 6= ∅. We say that (X,T ) is semi-mixing with respect to U .
For a symbolic dynamical system (X,σ), we have the following equivalent condition for (X,σ) to
be semi-mixing.
Proposition 4.2 ([18, Prop. 4.4]). A subshift (X,σ) is semi-mixing if and only if there exists a length
ℓ and a proper subset of length-ℓ admitted words S ( Lℓ such that for every word w ∈ L, there exists
a natural number N such that for every n ≥ N , there exists a word u of length n and a word s ∈ S
such that wus ∈ L.
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Further, the finite set of words S can be chosen so that if (X,σ) is semi-mixing with respect to a
clopen set U , then U =
⋃
s∈S Zu where Zu := {x ∈ X | x[0,|s|−1] = s} is the cylinder set at 0 for the
word s. As such, we can also unambiguously say that (X,σ) is semi-mixing with respect to the finite
set of words S .
Remark 4.3. Semi-mixing is a dynamical invariant. That is, it is preserved under topological conju-
gacy. Unlike topological mixing, it does not necessarily imply topological transitivity [18, Ex. 4.1].
As the only dynamical action considered here is the shift action σ, we will suppress the pair notation
(X,σ) and refer to X unambiguously as the subshift. In this section, we establish the following main
result.
Theorem 4.4. The following random substitution subshifts are semi-mixing:
(1) The random Fibonacci subshift X1 (with respect to S1 = {ab, ba})
(2) The random tribonacci subshift Xτ (with respect to Sτ = {ab, ba, ac, ca})
(3) The random metallic mean subshift Xm (with respect to Sm =
{
aibam−i | 0 ≤ i ≤ m}).
We should mention that it is actually extremely easy to show that each of these subshifts is semi-
mixing with respect to the single word S = {a}. This is because, for any legal word u, as long as N
is large enough, then for |w| = n ≥ N , either uw is legally followed by an a, in which case we are
done, or it is legally followed by a b (or a c in the case of tribonacci). Without loss of generality, if
uwb is legal, then b is contained in some inflation word of the type ϑ(a) (no matter which of the three
substitutions we choose). Hence, all words in uw′ϑ(a) are legal for some subword w′ ≺ w. But then
ϑ(a) contains words with an a in all possible positions, and so by choosing some other realisation,
we can force an a to appear exactly n places to the right of u. So X is semi-mixing with respect to
S = {a}.
4.1. Random Fibonacci. We begin with the random Fibonacci subshift X1. We will show that X1 is
semi-mixing with respect to S1 = {ab, ba}. The key observation in our proof will be the fact that, if
[n] = εr · · · ε1 is the Zeckendorf representation for n and
u ∈ (ϑr1(b))εr · · · (ϑ1(b))ε1 ,
then [|u|] = [n] = εr · · · ε1, and for any v ∈ ϑ1(u), [|v|] = εr · · · ε10 and [|va|] = εr · · · ε11. This
observation will form the basis for an inductive argument in the length of the Zeckendorf representation
of the word u. Our result hinges on two technical lemmas regarding legal words and subwords of the
above form.
Lemma 4.5. If either of ϑ
p
1(a)uab or ϑ
p
1(a)uba contain legal words for some word u, then both
ϑ
p
1(a)ϑ1(u)ab and ϑ
p
1(a)ϑ1(u)ϑ1(b)ba contain legal words.
Proof. Suppose that some word in ϑ
p
1(a)uab is legal. As ϑ
p
1(a)uab contains a legal word, then by
applying ϑ1 we see that ϑ
p+1
1 (a)ϑ1(u)aba contains a legal word. Note that
ϑ
p
1(b)ϑ
p
1(a)ϑ1(u)aba ⊂ ϑp+11 (a)ϑ1(u)aba
and so ϑ
p
1(a)ϑ1(u)aba contains a legal word. Hence, ϑ
p
1(a)ϑ1(u)ab and ϑ
p
1(a)ϑ1(u)ϑ1(b)ba both
contain legal words.
Now suppose that some word in ϑ
p
1(a)uba is legal. As ϑ
p
1(a)uba contains a legal word, then by
applying ϑ1 we see that ϑ
p+1
1 (a)ϑ1(u)aba contains a legal word. Note that
ϑ
p
1(b)ϑ
p
1(a)ϑ1(u)aba ⊂ ϑp+11 (a)ϑ1(u)aba
and so ϑ
p
1(a)ϑ1(u)aba contains a legal word. Hence, ϑ
p
1(a)ϑ1(u)ab and ϑ
p
1(a)ϑ1(u)ϑ1(b)ba both
contain legal words. 
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Lemma 4.6. Let p ≥ 1 be given and let n ≥ 1 be a natural number whose Zeckendorf representation
[n] = εr · · · ε1 has r = p and εr = 1. Then for all words u ∈ (ϑp1(b))εp · · · (ϑ1(b))ε1 , either uab or
uba appear as a prefix of some word in ϑ
p+1
1 (a).
Proof. We proceed by induction on p ≥ 1. As a base case, note that ϑ21(a) = {aba, baa, aab} and for
u = a ∈ ϑ1(b) it is true that uab = aab is a prefix of aab ∈ ϑ21(a), hence the case p = 1 is true.
Suppose the statement holds for all p′ ≤ p and let n have Zeckendorf representation [n] = εr · · · ε1
with r = p+ 1 and εr = 1.
Case 1. If ε1 = 0, then let m have Zeckendorf representation [m] = εr · · · ε2, given by forgetting the
final Zeckendorf digit of n. By the inductive hypothesis, all words in (ϑp1(b))
εr · · · (ϑ1(b))ε2 appear
as proper prefixes of words in ϑ
p+1
1 (a) with either ab or ba appended to their end. If appended by ab,
then by applying the substitution ϑ1 we see that for all words
u ∈ (ϑp+11 (b))εr · · · (ϑ21(b))ε2 = (ϑp+11 (b))εr · · · (ϑ21(b))ε2(ϑ1(b))ε1 ,
the word uaba and so also uab appears as a prefix of some word in ϑ
p+2
1 (a). If appended by ba, then
similarly, uaba and so uab appears as a prefix of some word in ϑ
p+2
1 (a).
Case 2. If ε1 = 1, then let m have Zeckendorf representation [m] = εr · · · ε2, given by forgetting the
final Zeckendorf digit of n. By the inductive hypothesis, all words in (ϑp1(b))
εr · · · (ϑ1(b))ε2 appear as
proper prefixes of words in ϑ
p+1
1 (a) wither ab or ba appended to their end. If appended by ab, then by
applying the substitution ϑ1 we see that for all words
u′ ∈ (ϑp+11 (b))εr · · · (ϑ21(b))ε2 ,
the word u′aba appears as a prefix of some word in ϑp+21 (a), and note that u
′aba ∈ u′ϑ1(b)ba, hence
for all u ∈ (ϑp+11 (b))εr · · · (ϑ1(b))ε1 , the word uba appears as a prefix of some word in ϑp+21 (a). If
appended by ba, then similarly, u′aab and so uab appears as a prefix of some word in ϑp+21 (a), as
required. 
Theorem 4.7. Let ϑ1 be the random Fibonacci substitution with associated RS-subshift X1. The
subshift X1 is semi-mixing with respect to the set of words S1 = {ab, ba}.
w (ϑ
p
1(b))
εp · · · (ϑ1(b))ε1 S1
|y| |u| = n0 =
∑p
i=1 εifi
ϑ
p+1
1 (a) ϑ
p+1
1 (a)
FIGURE 1. Illustration of the construction in the proof of Theorem 4.7.
Proof. Figure 1 illustrates the construction used in the proof. Let w ∈ L be a legal word. There
then exists a power p ≥ 1 such that w ≺ w′ ∈ ϑp+11 (a). Write w′ = xwy. Let n0 be a natural
number whose Zeckendorf representation [n0] = εr · · · ε1 has r = p and εr = 1. Pick a word
u ∈ (ϑp1(b))εr · · · (ϑ1(b))ε1 whose length is therefore n0. By Lemma 4.6, either uab or uba appears as
a prefix of some word in ϑ
p+1
1 (a). It follows that either ϑ
p+1
1 (a)uab or ϑ
p+1
1 (a)uba are subwords of
elements of ϑ
p+1
1 (aa) and so are legal. So, either wyuab or wyuba is legal. Hence, there exists a word
uˆ := yu of length N := |y|+ n0 such that either wuˆab or wuˆba is legal.
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We now proceed by induction. By Lemma 4.5, both ϑ
p+1
1 (a)ϑ1(u)ab and ϑ
p+1
1 (a)ϑ1(u)ϑ1(b)ba
contain legal words and so there exist words uˆ0 and uˆ1 of lengths |y| + εr · · · ε10 and |y| + εr · · · ε11
respectively such that both wuˆ0ab and wuˆ1ba are legal. Iterating the procedure, using Lemma 4.5
together with Zeckendorf’s theorem shows that, for all n ≥ N , there exists a word u˜ of length n
such that either wu˜ab or wu˜ba is a legal word. It follows that X1 is semi-mixing with respect to
S1 = {ab, ba}. 
Remark 4.8. Note that we did not need to use the fact that a Zeckendorf representation is unique. In
fact, we could have used the weaker property that the Fibonacci sequence forms a complete sequence.
That is, for every n ≥ 1, n can be written as a sum of elements from the sequence, using each element
at most once. Brown provided a simple criterion for determining when a sequence is complete [3]. This
may be useful for extending the above method to other examples where a full Zeckendorf theorem may
no longer hold, but the sequence of lengths of level-n inflation words still forms a complete sequence.
4.2. Random tribonacci. A similar method to that used for random Fibonacci can also be used to
show that the random tribonacci substitution subshift is semi-mixing. Recall that the random tribonacci
substitution is defined by the rule τ : a 7→ {ab, ba}, b 7→ {ac, ca}, c 7→ {a} and its level-n inflation
words of type c satisfy |τn(c)| = tn+1, where tn is the n-th tribonacci number.
Similar to the case of random Fibonacci, using Zeckendorf representations of natural numbers in
terms of tribonacci numbers n =
∑r
i=2 εiti, we show that we can find a τ -legal word in τ
r(a)u where
u is of the form
u ∈ (τ r−1 (c))εr · · · (τ (c))ε2
and this word can always be followed by one of the words in Sτ = {ab, ba, ac, ca}. We then take
advantage of the fact that u has length n with [n] = εr · · · ε2 being the Zeckendorf representation of n
as a sum of tribonacci numbers.
Lemma 4.9. Let Sτ = {ab, ba, ac, ca}. If, for some word u, there is a legal word in τp(a)uSτ then
at least one of the words in τp(a)τ(u)Sτ is legal and at least one of the words in τp(a)τ(u)τ(c)Sτ is
legal.
Proof. The proof follows in exactly the same fashion as for Lemma 4.5, and so we only prove a
single instance, when a word in τp(a)uab is legal. The others follow analogously by choosing suitable
realisations of τ(s) for s ∈ Sτ . Suppose that some word in τp(a)uab is legal. As τp(a)uab contains a
legal word, then by applying τ we see that τp+1(a)τ(u)abac contains a legal word. Note that
τp(b)τp(a)τ(u)abac ⊂ τp+1(a)τ(u)abac
and so τp(a)τ(u)aba contains a legal word. Hence, both
τp(a)τ(u)ab ⊂ τp(a)τ(u)Sτ and τp(a)τ(u)τ(c)ba ⊂ τp(a)τ(u)τ(c)Sτ
contain legal words.
For the other elements s ∈ Sτ , it is helpful to choose the following realisations from τ(s):
ab 7→ abac,
ba 7→ acab,
ac 7→ aba,
ca 7→ aba,
(†)
since each of these realisations both have prefixes which are elements of Sτ and also prefixes of the
form as′ = τ(c)s′ for some s′ ∈ Sτ . 
Lemma 4.10. Let p ≥ 2 be given and let n ≥ 1 be a natural number whose Zeckendorf representation
[n] = εr · · · ε2 has r = p and εr = 1. Then for all words u ∈ (τp−1(c))εp · · · (τ(c))ε2 , one of the
words in uSτ appears as a prefix of some word in τp(a).
8 NEIL MAN˜IBO, EDEN DELIGHT P. MIRO, DAN RUST, AND GWENDOLYN S. TADEO
Proof. The proof follows in exactly the same fashion as for Lemma 4.6. Therefore, we invite the reader
to fill in the details. Again, it is helpful to choose the same realisations from τ(s) for each element
s ∈ Sτ during the induction step according to (†). 
Theorem 4.11. Let τ be the random tribonacci substitution with associated RS-subshift Xτ . The
subshift Xτ is semi-mixing with respect to the set of words Sτ = {ab, ba, ac, ca}.
Proof. Let w ∈ L be a legal word. There then exists a power p ≥ 2 such that w ≺ w′ ∈ τp(a). Write
w′ = xwy. Let n be a natural number whose tribonacci Zeckendorf representation [n] = εr · · · ε2
has r = p and εr = 1. Pick a word u ∈ (τp−1(c))εr · · · (τ(c))ε2 whose length is therefore n. By
Lemma 4.10, one element of uSτ appears as a prefix of some word in τp(a). It follows that one word
in τp(a)uSτ is a subword of some element of τp(aa) and so is legal. So, some word in wyuSτ is legal.
Hence, there exists a word uˆ := yu of length N := |y|+ n such that a word in wuˆSτ is legal.
We now proceed by induction. By Lemma 4.9, there are legal words in both τp(a)τ(u)Sτ and
τp(a)τ(u)τ(c)Sτ and and so there exist words uˆ0 and uˆ1 of lengths |y|+εr · · · ε20 and |y|+εr · · · ε21
respectively such that both wuˆ0Sτ and wuˆ1Sτ contain legal words. Iterating the procedure, using
Lemma 4.9 together with Zeckendorf’s theorem for tribonacci numbers shows that, for all n ≥ N ,
there exists a word u˜ of length n such that some word in wu˜Sτ is legal. It follows that Xτ is semi-
mixing with respect to Sτ = {ab, ba, ac, ca}. 
Given the above, it is not hard to see how to generalise Theorem 4.11 to all random k-bonacci
substitutions, random substitutions on the alphabet {a1, . . . , ak} given by
τk :
{
ai 7→ {a1ai+1, ai+1a1}, 1 ≤ i ≤ k − 1,
ak 7→ {a1},
with k = 2 corresponding to Fibonacci and k = 3 corresponding to tribonacci. For each k, there is
a corresponding Zeckendorf theorem, as described by Carlitz et al. [5]. Hence, we have the following
corollary.
Corollary 4.12. Let τk be the random k-bonacci substitution with associated RS-subshift Xτk . The
subshift Xτk is semi-mixing with respect to the set of words Sτk = {a1ai, aia1 | 1 ≤ i ≤ k}.
4.3. Random metallic means. We now move on to the metallic mean substitutions ϑm for m ≥ 2
and their subshifts Xm. Recall that ϑm is defined by
ϑm : a 7→ {aibam−i | 0 ≤ i ≤ m}, b 7→ {a}.
As m is fixed, let ϑ := ϑm for the remainder of this section in order to simplify notation. Recall
that the metallic mean sequences (zn)n≥0 satisfy the linear recurrence zn = mzn−1+zn−2 with initial
conditions z0 = z1 = 1. Recall further that each sequence admits a Zeckendorf theorem (Theorem 2.3)
and so every natural number n has a unique representation as a sum
∑r
i=1 εizi with εi ∈ {0, . . . ,m}
and if εi+1 = m then εi = 0. Note that our representations can now have Zeckendorf digits greater
than 1. For example letm = 3 so that
(zi)i≥0 = (1, 1, 4, 13, 43, 142, 469, 1420, . . .)
and let n = 1404. Then
1404 = 3(426) + 0(142) + 2(43) + 3(13) + 0(4) + 1(1) = 3z6 + 0z5 + 2z4 + 3z3 + 0z2 + 1z1
and so has degree-3 Zeckendorf representation [1404] = 302301.
As in previous examples, observe that if [n] = εr · · · ε1 is the Zeckendorf representation for n and
u ∈ (ϑr(b))εr · · · (ϑ(b))ε1 ,
ZECKENDORF REPRESENTATIONS AND MIXING PROPERTIES OF SEQUENCES 9
then [|u|] = [n] = εr · · · ε1, and for any v ∈ ϑ(u), [|vaj |] = εr · · · ε1j for 0 ≤ j ≤ m. Let
Sm = {aibam−i | 0 ≤ i ≤ m}.
Lemma 4.13. If ϑp(a)uSm contains a legal word for some word u, then for every 0 ≤ j ≤ m, each of
the sets ϑp(a)ϑ(u)(ϑ(b))jSm contains a legal word.
The proof for this lemma is similar in spirit to the proof of Lemma 4.5, however the generality
makes it necessary to consider several cases which differ a fair amount from the construction in the
case m = 1 for the random Fibonacci. Therefore we spell out every detail of the proof here for
completeness.
Proof. Without loss of generality, we may assume thatm ≥ 2 as the casem = 1 is covered by Lemma
4.5, where ϑ = ϑ1 is the random Fibonacci substitution. Suppose that some word in ϑ
p(a)uaibam−i
is legal.
Case 1. If i = 0, then some word in ϑp(a)ubam is legal, and so by applying ϑ, there must be a
legal word in ϑp(b)(ϑp(a))m−1ϑp(a)ϑ(u)a(ϑ(a))m. Such a word then contains a subword of the form
ϑp(a)ϑ(u)aϑ(a)ϑ(a). Assuming j ≥ 1, choose the second-to-rightmost realisation of ϑ(a) to be
aj−1bam−j+1 and the rightmost realisation to be amb. So some word in
ϑp(a)ϑ(u)aaj−1bam−j+1amb = ϑp(a)ϑ(u)ajba2m−j+1b
is legal and hence contains a legal subword in
ϑp(a)ϑ(u)ajbam ⊂ ϑp(a)ϑ(u)(ϑ(b))jSm.
If j = 0, then choose the second-to-rightmost realisation of ϑ(a) to be bam. So some word in
ϑp(a)ϑ(u)abamϑ(a) is legal and hence contains a legal word in
ϑp(a)ϑ(u)abam−1 ⊂ ϑp(a)ϑ(u)Sm.
Case 2. If i = 1 then some word in ϑp(a)uabam−1 is legal, and so by applying ϑ, there must be a
legal word in ϑp(b)(ϑp(a))m−1ϑp(a)ϑ(u)ajbam−ja(ϑ(a))m−1 for any 0 ≤ j ≤ m. Such a word then
contains a subword of the form ϑp(a)ϑ(u)ajbam−jaϑ(a). Choose the realisation amb in ϑ(a), and
so there is some legal word in ϑp(a)ϑ(u)ajbam−jaamb, hence ϑp(a)ϑ(u)ajbam ∈ ϑp(a)ϑ(u)ajSm
contains a legal word.
Case 3. If i ≥ 2 then some word in ϑp(a)uaibam−i is legal, and so by applying ϑ, there must be a
legal word in ϑp(b)(ϑp(a))m−1ϑp(a)ϑ(u)ajbam−jamb(ϑ(a))i−2ϑ(b)(ϑ(a))m−i for any 0 ≤ j ≤ m.
Such a word then contains a subword of the form ϑp(a)ϑ(u)ajbam and so there is some legal word in
ϑp(a)ϑ(u)ajSm = ϑp(a)ϑ(u)(ϑ(b))jSm. 
Lemma 4.14. Let p ≥ 1 be given and let n ≥ 1 be a natural number whose Zeckendorf representation
[n] = εr · · · ε1 has r = p and εr ≥ 1. Then for all words u ∈ (ϑp(b))εp · · · (ϑ(b))ε1 , one of the words
in uSm appears as a prefix of some word in ϑp+1(a).
Proof. As in the case for the random Tribonacci, the proof follows in exactly the same fashion as for
Lemma 4.6 with the caveat that there are a few more cases to consider as in the proof of Lemma 4.13
in terms of having multiple possible values for ε1 ∈ {0, . . . ,m} in the inductive step. We invite the
reader to fill in the details. 
Theorem 4.15. Let ϑ be the random Fibonacci substitution with associated RS-subshift Xm. The
subshift Xm is semi-mixing with respect to the set of words Sm = {aibam−i | 0 ≤ i ≤ m}.
Proof. As with the proofs of Theorems 4.7 and 4.11, this follows from a now routine inductive appli-
cation of the technical Lemmas 4.13 and 4.14, together with the symbolic definition of semi-mixing
with respect to Sm. 
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Doubtless, these methods can sometimes be extended to other classes of substitutions which satisfy
the property that |ϑn(ak)| = zn for some letter ak when the sequence zn admits a Zeckendorf theorem
(or is complete). For instance, the k-bonacci and metallic mean sequences both generalise to the
sequences zn satisfying
zn = mzn−1 +
k∑
i=2
zn−i, z0 = · · · = zk−3 = 0, zk−2 = 1, zk−1 = 1
for some m ≥ 1, and such sequences will also admit a Zeckendorf theorem. It stands to reason that
our methods can show that the subshift Xk,m associated with the random substitutions ϑk,m on the
alphabet Ak = {a1, . . . , ak} given by
ϑk,m :
{
ai 7→
{
ai1ai+1a
m−i
1 | 0 ≤ i ≤ m
}
, 1 ≤ i ≤ k − 1,
ak 7→ {a1}
will also be semi-mixing with respect to the set of words Sk,m =
{
ai1aja
m−i
1 | 0 ≤ i ≤ m, 2 ≤ j ≤ k
}
.
One might call such random substitution metallic Pisa substitutions to pay homage to the birth place
of Fibonacci.
One characteristic of our methods is that they rely heavily on the fact that our substitutions are
random. That is, we make constant use of the fact that letters in our alphabet have multiple images
under the random substitution. One is therefore naturally lead to ask whether semi-mixing holds in
the deterministic setting for the usual subshift XFib associated with the Fibonacci substitution θ : a 7→
ab, b 7→ a and similarly for the tribonacci and metallic mean substitutions. We would expect that in
the deterministic setting, where there is far less freedom for local exchanges of words, semi-mixing
is much more difficult to be satisfied when the subshift is not also topologically mixing. It is well
known that the subshift associated with the Fibonacci substitution, as well as its cousins the irreducible
Pisot substitutions, are all not topologically mixing. This follows from the fact that they are minimal
system and are not weakly mixing, as mentioned by Kenyon, Sadun and Solomyak [11]. As such, we
tentatively conjecture that irreducible Pisot substitutions all have associated subshifts which are not
semi-mixing.
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