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ABSTRACT
T i t l e  o f  Thes is :  Analys is  o f  O s c i l l a t i o n s  in  Nonlinear Systems Using
M ul t ip le  Input  Describ ing Funct ions
F red e r ic  L. Swern, Doctor o f  Engineering Sc ien ce ,  1981
Thesis  Direc ted  by: Dr. A. U. Meyer, P ro fe s so r  o f  E l e c t r i c a l  Engineer ing
Dr. D. Blackmore,  A sso c ia te  P ro fe s so r  o f  Mathematics
S u f f i c i e n t  c o n d i t io n s  f o r  o s c i l l a t i o n  as well as absence o f  o s c i l ­
l a t i o n s  a re  p resen ted  f o r  a c l a s s  o f  systems c o n ta in in g  one lumped 
l i n e a r  element and a d i f f e r e n t i a b l e  n o n l i n e a r i t y .  The r e s u l t s  a r e  
ob ta ined  by e s t im a t in g  th e  e r r o r  i n h e re n t  in  us ing  a d e s c r ib in g  f u n c t io n  
a n a l y s i s .  C ontrac t ion  type  arguments a r e  used to  show common to p o lo g ic a l  
p r o p e r t i e s  o f  th e  d e s c r ib in g  fun c t io n  s o l u t i o n  and th e  ba lance  o f  f i r s t  
harmonic terms o f  t h e  system.
A f te r  d i s c u s s in g  th e  d e s c r ib in g  fu n c t io n  method, two theorems a re  
p re sen ted  rega rd ing  e x i s t e n c e  o r  nonex is tence  o f  o s c i l l a t i o n s  from homo­
t o p i c  c o n s id e r a t i o n s .  A g raph ica l  method f o r  examining systems with 
power law n o n l i n e a r i t i e s  i s  given us ing a paramete r p lane  o f  f requency 
and am pl i tude .  As an example,  th e  method i s  a p p l i e d  to  the  Van der  Pol 
o s c i l l a t o r  when the  l i n e a r  e lement  i s  s u f f i c i e n t l y  low pass .  An a n a ly ­
t i c a l  method i s  de r ived  t h a t  i s  p a r t i c u l a r l y  easy  to  apply  in  th e  design 
o f  power law o s c i l l a t o r s .
I t  i s  shown t h a t  m u l t i p l e  in p u t  d e s c r ib in g  fu n c t io n s  may be used 
in  some cases f o r  which th e  d e sc r ib in g  fu n c t io n  method i s  in c o n c l u s iv e .  
The r e s u l t s  ob ta ined  in  e s t im a t in g  the  ampli tude  and frequency o f  o s c i l ­
l a t i o n  using dual i n p u t  d e s c r ib in g  func t ions  a r e  compared to  t h e i r  s i n g l e  
i n p u t  c o u n te r p a r t s  f o r  a number o f  examples.
The c l a s s  o f  n o n l i n e a r i t i e s  f o r  which the  methods may be ap p l ied  
inc ludes  polynomial fu n c t io n s .  I t  i s  shown t h a t  one can a l so  apply 
s i m i l a r  techn iques  to  systems c o n ta in in g  jump d i s c o n t i n u i t i e s  when the  
n o n l in e a r  e lement can be approximated a r b i t r a r i l y  c l o s e l y  by a co n t in u ­
ous f u n c t i o n .  One can say t h a t  such a fu n c t io n  i s  a lmost  con t inuous .
An idea l  r e l a y ,  a r e l a y  w i th  deadzone and a s t a i r c a s e  fu n c t io n  a re  
analyzed in  t h i s  manner. In some systems, improved r e s u l t s  a r e  ob ta ined  
by r e p r e s e n t i n g  the  n o n l i n e a r i t y  as the  sum o f  a bounded almost c o n t i n ­
uous fu n c t io n  and a polynomial.
All o f  th e  methods developed have been computer ized .  Numerous 
examples a re  p re sen ted  to  i l l u s t r a t e  the  a p p l i c a t i o n  o f  th e  methods.
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CHAPTER I
INTRODUCTION
In the  f i e l d  o f  automatic  c o n t r o l ,  the  s tudy o f  system behavio r  
under a v a r i e t y  o f  i n i t i a l  c o n d i t io n s  i s  o f t e n  c ru c ia l  to  success fu l  
des ign .  One seeks  to  bu i ld  a s t a b l e  system; in a p r a c t i c a l  s en se ,  
t h i s  may mean t h a t  under a l l  c o n d i t io n s  o f  o p e r a t i o n ,  th e  system is  
f r e e  o f  s e l f - o s c i l l a t i o n s .  Converse ly ,  when one des igns  an o s c i l l a t o r ,  
t h i s  may mean a l l  c o n d i t io n s  le ad  to  a s e l f - o s c i l l a t i o n .  •.
When a system i s  l i n e a r ,  the  problem has been comple te ly  solved 
by such techn iques  as n y q u is t  p l o t s  and r o o t  lo cu s .  However, non­
l i n e a r  systems e x h i b i t  phenomena t h a t  a r e  e n t i r e l y  a b se n t  from t h e i r  
l i n e a r  c o u n t e r p a r t s .  To begin w i t h ,  t h e s e  systems can have d r a s t i c a l l y  
d i f f e r e n t  behavior  a t  d i f f e r e n t  p o in t s  in  s t a t e  space ;  when th e  bas ic  
form o f  the  s o l u t i o n  changes,  t h i s  i s  c a l l e d  b i f u r c a t i o n .  Moreover,  
one i s  r a r e l y  a b l e  to f ind  a s o l u t i o n  fo r  such a system in c lo sed  form.
One o f  th e  most popular methods o f  d ea l ing  with  n o n l in e a r  systems 
i s  d e sc r ib in g  fu n c t io n  (DF) a n a l y s i s ,  an easy to  apply  method t h a t  
gives approximate  in fo rm a t io n .  Some degree  o f  i n t u i t i o n  must be used 
to  decide  whether  o r  no t  a system w i l l  o s c i l l a t e .
Mathematicians have developed to p o lo g ica l  and fu n c t io n a l  a n a ly s i s  
techniques  f o r  examining the  q u a l i t a t i v e  p r o p e r t i e s  o f  s o l u t i o n s  to  a 
n o n l in ea r  d i f f e r e n t i a l  equ a t io n .  In c e r t a i n  cases  t h e s e  methods may 
be ap p l ie d  to  answer th e  ques t ion  o f  whether  o r  not a s o l u t i o n  o f  a 
s p e c i f i c  form e x i s t s ,  but i t  may t e l l  l i t t l e  about t h e  numerical  va lues  
a s s o c i a t e d  w i th  i t .  The techn iques  to  be used in c lu d e  f ix e d  p o in t  
theorems and to p o lo g ica l  degree.
1
2The goal o f  t h i s  study i s  to  o b ta in  c o n d i t io n s  under  which the  
o s c i l l a t o r y  p r o p e r t i e s  o f  a system may be r i g o r o u s l y  a s c e r t a i n e d .  In 
addit ion ,when a l i m i t  cyc le  e x i s t s ,  i t  i s  d e s i r ed  to  e s t im a te  a reg ion  
in some s u i t a b l e  parameter space ,  as  small as p o s s i b l e ,  t h a t  con ta in s  
the  o s c i l l a t i o n .  As a ba s i s  f o r  t h e  a n a l y s i s ,  d e s c r ib in g  fu n c t io n s  w i l l  
be used.
Some work has a l r e a d y  been done toward s u b s t a n t i a t i n g  the  d e s c r i b ­
ing fu n c t io n  method a n a l y t i c a l l y  [10 ,  15-19, 45,  51] ,  In p a r t i c u l a r ,  
the  work o f  Mees and Bergen [93] p rov ides  co n d i t io n s  f o r  o s c i l l a t i o n  
in cases  when th e  s lo p e  o f  the  n o n l i n e a r i t y  i s  bounded. Most o th e r  
r e s u l t s  to  d a te  deal with systems c o n ta in in g  a bounded n o n l i n e a r i t y ,  
o r  a n o n l i n e a r i t y  with  bounded d e r i v a t i v e .
The p r e s e n t  work deals  w i th  systems co n ta in in g  a d i f f e r e n t i a b l e  
n o n ! i n e a r i t y , but  i t s  d e r i v a t i v e  i s  no t  n e c e s s a r i l y  bounded. A Van der 
Pol o s c i l l a t o r  i s  an example o f  a system o f  t h i s  t y p e .  In a d d i t i o n ,  
c e r t a i n  d i s c o n t i n u i t i e s  in the  d e r i v a t i v e  o f  a n o n l i n e a r i t y  w i l l  be 
allowed so t h a t  systems t h a t  a r e  "almost"  d iscon t inuous  in  a sense  to  
be desc r ibed  l a t e r  may be examined. M ul t ip le  i n p u t  d e s c r ib in g  func t ions  
w i l l  be used to  improve the  r e s u l t s .
The a p p l i c a t i o n  o f  the  new methods may r e s u l t  in  ex p re ss io n s  t h a t  
a re  d i f f i c u l t  to e v a lu a te  by hand. I t  was always in tended  t h a t  a d i g i ­
t a l  computer would be used to  t r a n s l a t e  the  problem i n t o  a form useful 
f o r  a n a l y s i s  o r  d e s ig n .  Many o f  t h e  r e s u l t s  can be p re sen te d  g raph i ­
c a l l y  in  some parameter space ,  so t h a t  th e  user  might be b e t t e r  ab le  
to  i n t e r p r e t  them.
3Chapter I I  g ives  a review o f  t h e  c u r r e n t  s t a t e  o f  th e  a r t .  In 
Section A r e l e v a n t  mathematical  t e rm ino logy ,  i n c lu d in g  t h a t  invo lv ing  
s t a t e  sp ace ,  p e r io d ic  s o lu t io n s  and d e sc r ib in g  f u n c t i o n s ,  a r e x o v e r e d  
a long w i th  o t h e r  p e r t i n e n t  concep ts  from c l a s s i c a l  s t a b i l i t y  th e o ry .  
Sec t ion  B covers  more mathematical  background n eces sa ry  in c lu d in g  the  
concepts  o f  m e t r ic  spaces ,  Banach sp a c e s ,  f ixed  p o in t s  and a reas  o f  
fun c t io n a l  a n a l y s i s .  A review o f  r e c e n t  work done in  o s c i l l a t i o n  
theory  i s  given in Sec t ion  C.
Chapter I I I  con ta in s  a d e t a i l e d  d e s c r i p t i o n  o f  the  problem. In 
Sec t ion  A the  system to  be s t u d i e d  i s  de f in ed .  Descr ib ing  func t ions  
a re  r i g o r o u s l y  de f ined  in Sec t ion  B. Sec t ion  C c o n ta in s  two bas ic  
theorems t h a t  w i l l  be used th roughou t  the  work to  ana lyze  th e  e x i s t e n c e  
o r  nonex is tence  o f  o s c i l l a t i o n s  from homotopic c o n s i d e r a t i o n s .  All 
t h r e e  su b se c t io n s  d e f in e  n o t a t i o n  used in  the  remain ing s e c t i o n s .
A g raph ica l  method fo r  examining systems f o r  power law n o n l i n e a r i ­
t i e s  i s  given in  Chapter IV. I t  i s  shown t h a t ,  i f  the  l i n e a r  element 
i s  s u f f i c i e n t l y  low p ass ,  th e  t e ch n iq u e  w i l l  y i e l d  usefu l r e s u l t s .  
I l l u s t r a t i v e  examples a re  i n c lu d e d .
Chapter V g ives  an a n a l y t i c  method which,  w h i le  more c o n se rv a t iv e  
than th e  method o f  th e  prev ious  c h a p t e r ,  i s  very easy  to  app ly .  I t  
appears to  be useful in d e s ig n in g  o s c i l l a t o r s .
The b a s ic  r e s u l t s  a re  expanded in Chapter VI. A theorem i s  p re ­
sented  in  Sec t ion  A fo r  proving o s c i l l a t i o n s  w i th  m u l t i p l e  in p u t  de­
s c r i b i n g  fu n c t io n s .  Resu l ts  o b ta in e d  w i th  dual i n p u t  d e sc r ib in g
4func t ions  a r e  compared to  t h e i r  s i n g l e  i n p u t  c o u n t e r p a r t s .  Sec t ion  B 
dea ls  with ex tend ing  th e  r e s u l t s  to  n o n l i n e a r i t i e s  t h a t  may be r e p r e ­
sented  by polynomia ls .
Some systems w ith  jump d i s c o n t i n u i t i e s  can be approximated by 
continuous systems. The a n a l y s i s  o f  t h e se  systems i s  covered in 
Chapter VII .  I t  i s  shown t h a t  an ideal  r e l a y ,  a r e l a y  with deadzone, 
and a s t a i r c a s e  fu n c t io n  can a l l  be analyzed us ing  the  methods o u t l i n e d  
in  Chapter I I I .  Some o f  the  techn iques  a re  ap p l ie d  to  n o n l i n e a r i t i e s  
which a re  the  sum o f  a s t a i r c a s e  fun c t io n  and a po lynom ia l .
Chapter VIII  i s  the  f i n a l  c h ap te r  and con ta in s  some conclus ions  
based upon th e  work done and recommendations f o r  f u t u r e  s tudy .
CHAPTER II  
REVIEW OF THE STATE OF THE ART
A. S t a b i l i t y  Theory
A t t e n t io n  i s  focused upon a system t h a t  i s  autonomous and t ime- 
i n v a r i a n t .  Let the  s t a t e  o f  th e  system be def ined  as a s e t  o f  numbers 
t h a t  unique ly  r e p r e s e n t s  the  c o n d i t io n  o f  the  system a t  a given i n s t a n t .
Then a Euclidean n-space  X which r e p r e s e n t s  the  change j n  s t a t e  with
time i s  c a l l e d  a s t a t e  space.  I f  th e  c o -o rd in a te s  o f  X a re  r ep re sen ted  
by x-j, x2 , . . . .  xn , then the  system may o f t e n  be r e p re se n te d  by the  s e t  
o f  n f i r s t  o rd e r  d i f f e r e n t i a l  equa t ions
dx.
= f.j (x ' j .  x2 , . . . .  x ^ ) ;  i -  1 , 2 , . . . ,  n (2- 1 )
which i s  e q u iv a l e n t  to  the  v e c to r  d i f f e r e n t i a l  equa t ion
x = - f  ( x ) . ( 2- 2 )
Consider a p o in t  xQ in  s t a t e  space .  The fun c t io n  f ( x )  i s  s a id  to  
s a t i s f y  a L ip s c h i t z  c o n d i t io n  a t  x = xQ i f  th e r e  e x i s t s  p o s i t i v e  
numbers a  and 6 such t h a t
I | f  (x) - f  (xQ)11 < ot 11x -  xQ11 (2-3)
provided t h a t  | | x  - xQ| |  < 3. Let a s o lu t io n  o f  (2-2)  pa ss ing  through 
xQ a t  t  = 0 be denoted by x = £ (xQ, t ) .  I t  can be shown [100] ,  [107] 
t h a t  a s u f f i c i e n t  cond i t ion  f o r  t h e  e x i s t e n c e  o f  a unique s o l u t i o n  i s  
t h a t  f ( x )  s a t i s f y  a L ip sc h i tz  c o n d i t io n  about x .
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6When the  s o l u t i o n  x = £ (xQ, t )  i s  p l o t t e d  in n-d imensional space ,  i t  
i s  c a l l e d  a t r a j e c t o r y .  I f  t h e  e n t i r e  t r a j e c t o r y  pa ss ing  through a 
po in t  c o n s i s t s  o f  the  po in t  i t s e l f ,  then  the  po in t  i s  a s i n g u l a r  po in t  
o f  the  d i f f e r e n t i a l  equat ion  and an e q u i l ib r iu m  p o in t  o f  the  system. 
S ingu la r  po in t s  a r e  s o l u t i o n s  o f  the  equation
f  (xe ) = 0. (2-4)
The concept o f  s t a b i l i t y  o f  a s i n g u l a r  p o in t  was r i g o r o u s l y  
formula ted  by the  Russian mathematician A. M. Lyapunov s h o r t l y  before  
the  tu rn  o f  t h e  cen tu ry  [69] ,  S in g u la r  p o in t s  a re  e i t h e r  s t a b l e ,  i f  
a l l  t r a j e c t o r i e s  in a neighborhood o f  the  po in t  s t a y  w i th in  a ne igh­
borhood o f  t h e  p o i n t , o r  u n s ta b l e  i f  some t r a j e c t o r i e s  s t a r t i n g  w i th in  
any neighborhood o f  a p o in t  l eave  t h i s  neighborhood. More p r e c i s e l y ,
fo r  s t a b i l i t y ,  i f  6 and e a r e  p o s i t i v e  numbers, where 6 depends on e ,
then
| | x 0 -  xe | |  < 6 -»* 115 ( t ,  xQ) -  xg | | < e ,  Vt > o (<o) (2-5)
I f ,  in a d d i t i o n  to  being s t a b l e ,  th e  t r a j e c t o r i e s  w i th in  a ne ighbor­
hood o f  a s i n g u l a r  po in t  converge to  t h a t  po in t  as t  then  the  
, po in t  i s  a sy m p t o t i c a l l y  s t a b l e .  The s t a b i l i t y  o f  a s i n g u l a r  po in t  
can be a s c e r t a i n e d  from p e r t u r b a t i o n  a n a l y s i s  (Lyapunov's f i r s t  
method),  by examining the  e igenva lues  o f  the  system
Sx ■
9x
Sx (2-6)
and using  s tan d a rd  l i n e a r  a n a l y s i s  t e ch n iq u es .
7While p e r t u r b a t i o n  a n a l y s i s  i s  s u f f i c i e n t  to  examine th e  s t a b i l i t y  
o f  a p o i n t ,  i t  i s  not s u f f i c i e n t  to  show global s t a b i l i t y  o f  a system 
o r  even s t a b i l i t y  in some l a r g e  reg ion  o f  o p e r a t io n .  In t h e se  cases  
Lyapunov's second (o r  d i r e c t )  method may be a p p l i e d .  The appeal o f  t h i s  
method l i e s  in the  f a c t  t h a t  the  system t r a j e c t o r y  need not be known 
e x p l i c i t l y  to  apply  i t .
Consider a system whose t o t a l  energy func t ion  i s  known. I f  i t  can 
be shown t h a t ,  in  some region  ( p o s s i b ly  g l o b a l ) ,  the  energy i s  always 
decreas ing  with  t im e ,  then th e  motion o f  the  system must tend  
toward a s i n g l e  e q u i l ib r iu m  s t a t e  con ta ined  in t h e  r e g io n .  Lyapunov
g e n e r a l i z e d  t h i s  concept to s u b s t i t u t e  f o r  the  energy o f  t h e  system a
s c a l a r  f u n c t io n  V(x) t h a t  i s  cont inuous  and has continuous  d e r i v a t i v e s  
and in a d d i t i o n ,  w i th in  some r e g io n ,
V(0) = 0; V(x) > 0,  Vx f  0. (2-7)
M athemat ica l ly ,  such a fu n c t io n  i s  termed p o s i t i v e  d e f i n i t e  in  the  
reg ion .  The e q u i l ib r iu m  s t a t e  i s  s t a b l e  w i th in  th e  reg ion  i f ,  in 
a d d i t i o n ,
V(0) = 0; V(x) < 0,  Vx f  0 (2-8)
o r  the  t ime d e r i v a t i v e  o f  V i s  n e g a t iv e  s e m i - d e f i n i t e .  A fu n c t io n  V(x) 
t h a t  s a t i s f i e s  th e  c o n t i n u i t y  c o n d i t io n s  and ( 2 - 7 ) ,  (2-8)  i s  c a l l e d  a 
Lyapunov f u n c t i o n .  By t r a n s l a t i n g  the  s t a t e  p lane  so t h a t  th e  e q u i l i ­
brium s t a t e  o f  th e  system i s  a t  th e  o r i g i n ,  t h i s  approach may be used 
to examine th e  s t a b i l i t y  o f  an a r b i t r a r y  system.
8The main drawback to  the  approach i s  t h a t  t h e r e  i s  no general  
method o f  de te rm in ing  the  e x i s t e n c e  o f  Lyapunov fu n c t io n s  f o r  a r b i t r a r y  
systems. However, when such fu n c t io n s  can be found, i t  i s  the  most 
general  method o f  s t a b i l i t y  a n a l y s i s  a v a i l a b l e  [107] .
Let th e  system motion s t a r t  a t  some a r b i t r a r y  po in t  in s t a t e  space ;  
th e n ,  f o r  a system o f  eng inee r ing  i n t e r e s t ,  t h e r e  a r e  fou r  p o s s i b i l i t i e s  
fo r  the  r e s u l t i n g  t r a j e c t o r y .  I t  can tend toward a s i n g u l a r  p o i n t ,  i t  
can tend toward i n f i n i t y ,  i t  can tend toward a c lo sed  t r a j e c t o r y ,  or  i t
can i t s e l f  be a c lo sed  t r a j e c t o r y .  The l a s t  case  r e p r e s e n t s  curves
which, l i k e  s i n g u l a r  p o i n t s ,  a r e  s teady  s t a t e  s o l u t i o n s  o f  the  system.
I f  a l l  t r a j e c t o r i e s  in the  v i c i n i t y  o f  a c losed  curve t r a j e c t o r y  ( o th e r  
than th e  c lo sed  t r a j e c t o r y )  o f  a system a re  not themselves  c losed  c u rv e s ,
then the  c lo sed  curve i s  c a l l e d  a l i m i t  c y c le .
I f  a system admits a p e r i o d i c  s o l u t i o n ,  t h e n ,  f o r  any xQ on t h i s  
s o lu t io n  and a l l  t ,
? ( t ,  xQ) = £ ( t  - t ,  xQ) (2 -9)
(where x > o i s  th e  pe r iod)  and hence the  t r a j e c t o r y  in  s t a t e  space i s  
c lo se d .  I t  i s  p o s s ib le  f o r  such a system to  be c o n se rv a t iv e  ( i . e . ,  th e  
t o t a l  energy o f  th e  system remains c o n s t a n t ,  as in  an LC c i r c u i t )  and 
the  motion i s  rep re se n te d  by an i n f i n i t e  number o f  c lo sed  curves in the  
phase p la n e .  However, most o f  th e  systems to  be s tu d i e d  do not have 
the  c o n s e rv a t iv e  p ro p e r ty  and t h e i r  p e r io d ic  s o l u t i o n s  can be r e p r e ­
sented  in t h e  phase plane  as l i m i t  c y c l e s .
The d e f i n i t i o n  o f  s t a b i l i t y  and i n s t a b i l i t y  in  the  sense  o f  Lyapunov 
can be extended from s i n g u l a r  p o in t s  to  l i m i t  c y c l e s .  When the  t r a j e c t o r y
9s t a r t s  s l i g h t l y  pe r tu rbed  from t h e  l i m i t  c y c l e ,  i t  may s t a y  in some 
neighborhood o f  i t ,  o r  n o t .  In th e  former c a s e ,  one has a s t a b l e  l i m i t  
c y c l e ,  and in  the  l a t t e r  ca se  an u n s tab l e  one .  Note a l so  t h a t  a l i m i t  
c y c le  may be s e m i - s t a b l e ;  s t a b l e  i f  approached from one d i r e c t i o n  in 
the  s t a t e  p lane  and u n s ta b l e  i f  approached from a n o th e r .  I f  a p e r io d i c  
s o l u t i o n  i s  known f o r  a system, then i t s  s t a b i l i t y  can be checked by 
p e r t u r b a t i o n  a n a l y s i s .
Work on the  e x i s t e n c e  or  non -ex is ten ce  o f  l i m i t  cyc le s  has y i e ld e d  
a r easonab ly  general  th e o ry  only  in the  case  o f  second o rde r  systems. 
Such systems a re  e a s i e r  to  analyze  because o f  t h e i r  geometric  s i m p l i c i t y  
in s t a t e  space .  A theorem o f  Poincare  and Bendixson s t a t e s  t h a t ,  i n  the  
s t a t e  plane  o f  a second o r d e r  system, i f  a t r a j e c t o r y  remains i n s i d e  a 
f i n i t e  reg ion  and does not approach a s i n g u l a r  p o i n t ,  i t  must approach 
a l i m i t  c y c le  o r  i t s e l f  be p e r i o d i c  [69] .
A theorem by Bendixson g ives  a s u f f i c i e n t  co n d i t io n  fo r  no n ex is ­
tence  o f  l i m i t  cyc les  in p la n a r  (second o r d e r )  d i f f e r e n t i a l  e q u a t i o n s .  
Let th e  system be de sc r ibed  by
x-j -  f i  (x-j, Xg) » ^2 ~ fg ( x-j, X£) .  (2 -10)
/
I f ,  f o r  some r e g io n ,  3f-|/3x-| + 3f 2/ 3f 2 does no t  change s i g n ,  then no 
l i m i t  c y c le  can e x i s t  w i th in  t h a t  region [174] .
Another method due to  Poincare  f o r  showing o s c i l l a t i o n s  in  a p lan a r  
d i f f e r e n t i a l  equation  i s  t h e  use o f  ' s u c c e s s o r  f u n c t i o n s ' .  Successor  
fu n c t io n s  a re  mappings o f  th e  i n t e r s e c t i o n  o f  a t r a j e c t o r y  and some 
f ix e d  t r a n s v e r s e  hyperp lane  i n t o  th e  next i n t e r s e c t i o n  o f  the  t r a j e c t o r y
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with  th e  same hyperp lane .  As an example,  l e t  i t  be assumed t h a t  a second 
o r d e r  system has a s o l u t i o n  dependent on a p a ram ete r ,  X, and , when X = o ,
th e  s o l u t i o n  i s  a c i r c l e  in  th e  phase p la n e .
I f  th e  motion s t a r t s  a t  some p o in t  r  , where r  i s  a d i s t a n c e  mea­
sured  a long a p a r t i c u l a r  a r c ,  then the  d i s t a n c e  between s u c c e s s iv e  i n t e r ­
s e c t i o n s  o f  th e  a rc  and the  t r a j e c t o r y  i s  denoted as ij;. For t h e  t r a ­
j e c t o r y  to  be p e r i o d i c ,
I
if ( r 0 , X) = r  ( t ,  r Q, X) - r  (o ,  r Q, X) = o .  (2-11)
That i s ,  a t  the  end o f  one complete c y c le  the  t r a j e c t o r y  should  r e t u r n  
to  i t s  s t a r t i n g  p o i n t .  By expanding ij; as a power s e r i e s  in  th e  pa ra ­
meters r Q, X one can f i n d  p e r i o d i c i t y  eq ua t ions  by d i r e c t  s u b s t i t u t i o n .  
The main d i f f i c u l t y  w i th  th e  method i s  t h a t  s o lv in g  f o r  c o e f f i c i e n t s  o f
th e  power s e r i e s  i s  only  p o s s ib le  in very  simple cases  [ 100] .
While the  Poincare-Bendixon theorem can on ly  be used to  show l i m i t  
cyc les  in the  p lan a r  c a s e ,  t h e  p r i n c i p l e  o f  th e  to ru s  may be used to  
t o p o l o g i c a l l y  demonstra te  l i m i t  cyc les  in  n dimensional s t a t e  space .
Let t h e r e  be def ined  a t o r o i d a l  reg ion  in  s t a t e  space ,  which c o n ta in s  
no e q u i l ib r iu m  s t a t e ,  such t h a t  a l l  t r a j e c t o r i e s  pass through t h e  bound­
a r i e s  o f  t h e  to ru s  and remain in s id e  as t ime i n c r e a s e s .  I t  i s  p o s s ib l e  
to  take  a c ross  s e c t i o n a l  s l i c e  o f  th e  t o r u s  t h a t  i s  p e rp e n d icu la r  to  
the  assumed d i r e c t i o n  o f  th e  c losed  t r a j e c t o r y ,  c a l l  i t  S. I f  i t  can 
be shown t h a t  a l l  t r a j e c t o r i e s  pass ing through S a t  some t im e ,  say t Q, 
move around the  to r u s  in such a manner as to  i n t e r s e c t  S a t  t ime t Q + x 
and f u r t h e r  S i s  homeomorphic to a ba l l  o f  dimension (n -  1 ) ,  then (by 
Brouwer's  f ixed ,  p o in t  theorem) t h e r e  e x i s t s  a t r a j e c t o r y  t h a t  c lo se s  
upon i t s e l f ,  o r  a p e r i o d i c  s o l u t i o n  [121] .
nOne o f  the  most popula r eng inee r ing  methods f o r  examining p e r io d ic  
motion i s  the  d e s c r ib in g  func t ion  method. A s o lu t io n  o f  th e  form (2-9) 
can be r e p re se n te d  by a f o u r i e r  s e r i e s
where a^ and 0k a re  co n s ta n ts  t h a t  depend on the  system s t r u c t u r e  and 
xQ. In t h i s  case  x i s  a s c a l a r  t h a t  r e p r e s e n t s  only  one component o f  
the  s t a t e  v e c t o r .  I t  i s  assumed t h a t  (2-12) may be approximated by
This i s  s u b s t i t u t e d  i n t o  the  d i f f e r e n t i a l  equation  o f  th e  system and 
the  c o n s ta n ts  a and t  a re  computed. I t  i s  assumed t h a t  the  f requency 
response  o f  t h e  l i n e a r  elements o f  th e  system i s  such t h a t  t h e  h igher 
harmonics genera ted  by t h e  n o n l i n e a r i t y  a re  s u f f i c i e n t l y  a t t e n u a t e d  and 
may be n e g lec te d .  Then the  ' e q u i v a l e n t  g a in '  o f  a n o n l in e a r  e lement  to 
a s in u so id a l  s igna l  o f  frequency to = 2t t / t  i s  computed as a fu n c t io n  o f  
th e  ampli tude  a .  This i s  s u b s t i t u t e d  in  the  d i f f e r e n t i a l  equat ion  o f  
the  system and th e  r e s u l t i n g  equa t ions  so lved .
As an example,  i f  a system co n ta in s  one n o n l in e a r  e lement r e p r e ­
sen ted  by n(x) and one l i n e a r  e lement r e p re se n te d  by G (s ) ,  then the  
d e sc r ib in g  fu n c t io n  N(a) f o r  the  n o n l i n e a r i t y  i s
x ( t )  = £  a. cos + 0k )
k=l k T K
( 2 - 1 2 )
x ( t )  = a cos ( - T—). (2-13)
o
The d e sc r ib in g  fun c t io n  method s t a t e s  t h a t  i f  th e  equation
(2-14)
[G(ju) N(a) + 1] a = 0 (2-15)
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has a s o lu t io n  (w, a) then the  system 'p ro b ab ly '  has a l i m i t  cyc le  c lo se  
in frequency and ampl i tude  to  (w, a ) .  Converse ly ,  i f  no s o l u t i o n  e x i s t s  
o t h e r  than a = 0 , th e  system ' p r o b a b ly '  has no l i m i t  c y c le  o s c i l l a t i o n s  
[69] .
I t  i s  p o s s i b l e  to  cons ide r  two o r  more ha rmonica l ly  r e l a t e d  f r e ­
quencies  when us ing  the  d e sc r ib in g  fu n c t io n  method. A two harmonic or  
dual in p u t  d e s c r ib in g  func t ion  uses two complex equat ions  o f  t h e  form 
(2-15) to so lve  f o r  f o u r i e r  c o e f f i c i e n t s  both a t  th e  fundamental and 
h igher  harmonic f r eq u en c ie s  [69] ,
A system capable  o f  s u s t a i n i n g  l i m i t  cy c le  behavior  may have d i f ­
f e r e n t  s e l f - e x c i t a t i o n  p r o p e r t i e s .  I f  a l l  t r a j e c t o r i e s  (excep t  f o r  the  
s i n g u l a r  p o i n t s )  lead  to  a s t a b l e  l i m i t  c y c l e ,  the  system i s  s a i d  to 
e x h i b i t  s o f t  s e l f - o s c i l l a t i o n .  However, i f  on ly  t r a j e c t o r i e s  w i th in  a 
c e r t a i n  reg ion  o f  s t a t e  space l e a d  to  a s t a b l e  l i m i t  c y c l e ,  then the  
system e x h i b i t s  hard s e l f - o s c i l l a t i o n .  The minimum v a lu e  o f  i n i t i a l  
c o n d i t io n s  (when the  i n i t i a l  c o n d i t io n s  may be s t a t e d  as some d i s p l a c e ­
ment o f  the  system) i s  termed th e  t h r e s h o ld  value [ 100] .
The domain o f  a t t r a c t i o n  o f  a s i n g u l a r  po in t  i s  a l s o  o f  i n t e r e s t  
because,  i f  i t  can be shown to  be g l o b a l ,  then no l i m i t  cyc le s  can 
e x i s t .  The a b s o lu t e  s t a b i l i t y  problem was proposed by L u r 'e  and 
Postnikov f o r  s tudy ing  autonomous systems.  They s t u d i e d  a system t h a t  
i s  l i n e a r  excep t  f o r  a s i n g l e  n o n l in e a r  element n(x) which i s  r e s t r i c t e d  
by the  i n e q u a l i t y
xn(x) > 0 . (2-16)
Such a system i s  shown in Figure 2 -1 ,  and i s  sometimes c a l l e d  a ' d i r e c t '  
con t ro l  system to  d i s t i n g u i s h  i t  from o t h e r  c o n f i g u r a t i o n s  s tu d i e d  l a t e r
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by L a s a l l e ,  Lefsche tz  and Popov [69] .  L u r 'e  proposed f in d in g  c o n s t r a i n t s  
on the  l i n e a r  e lem ent ,  G(s) ,  such t h a t  the  system would be s t a b l e  f o r  
any n o n l in e a r  e lement  n(x) [107] .
A s i g n i f i c a n t  c o n t r ib u t io n  o f  L u r ' e  and Postnikov i s  t h e  in t r o d u c ­
t io n  o f  the  can d id a te  Lyapunov fu n c t io n
y
V(x) = 1 /2  xT Px + 6 f  f U )  d? (2-17)
•'o
where P i s  a symmetric p o s i t i v e  d e f i n i t e  matr ix  and 6 i s  a s c a l a r .  1
The Rumanian mathematician V. M. Popov in t roduced  frequency  domain 
c r i t e r i a  t h a t  could be app l ied  to  problems o f  t h e  L u r 'e  t y p e .  These 
c r i t e r i a  p rov ide  s u f f i c i e n t  c o n d i t io n s  f o r  asympto t ic  s t a b i l i t y  o f  con­
t r o l  systems o f  t h e  form o f  Figure 2 -1 .  The o r i g i n a l  work o f  Popov was 
improved upon by Desoer [41] and o t h e r s  so t h a t  th e  fo l lowing  g e n e r a l ­
ized theorem has evolved.
Let the  n o n l in e a r  element be r e s t r i c t e d  to  l i e  in  the  s e c to r  
[0 , k ] ;  t h a t  i s
0 < U l i i l  < k> (2-18)
"  X **
Fur ther  i f  t h e  l i n e a r  element i s  o u tp u t  s t a b l e  ( i . e . ,  th e  impulse r e s ­
ponse o f  G(s) i s  both a b so lu t e  and square  i n t e g r a b l e  and the  i n i t i a l  
co nd i t ion  response  i s  square  i n t e g r a b l e  f o r  every  s e t  o f  i n i t i a l  co n d i ­
t i o n s )  and i f  a rea l  number q e x i s t s  and some small 6 > 0 such t h a t
Re [(1 + joiq) G(jw)] + ^  > 6 > 0. (2-19)
Then the  system i s  " a b s o lu t e ly  con t ro l  and o u tp u t  asympto t ic"  ( i . e . ,
CO 00
J  x2 ( t )  d t  < 00 and f  n ( t )  d t  < °° f o r  every s e t  o f  i n i t i a l  c o n d i t io n s )  
o o
s u b j e c t  to  the  fo l lowing c o n d i t io n s  on the  rea l  number q:
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1 ) i f  n(x) i s  s i n g l e  valued  and t ime i n v a r i a n t :
i f  0 < k < 0° , then - “  < q < °°
i f  k = oo , then  0 < q < oo
2 ) i f  n ( x ) con ta in s  p a s s iv e  h y s t e r e s i s :
0 < k < 00 and -°° < q < o
3) i f  n(x) con ta in s  a c t i v e  h y s t e r e s i s :
0 < k < oo and 0 < q oo
4) i f  n (x)  i s  a general  n o n ! i n e a r i t y :
0 < k < oo and q = 0
Pass ive  and a c t i v e  h y s t e r e s i s  may be def ined  in  terms o f  the  path 
d i r e c t i o n s  taken  (coun te r  c lockwise  o r  c lockwise)  when the  n o n l i n e a r i t y  
i s  s u b je c te d  to  a p e r io d ic  i n p u t  and i t s  o u tp u t  p l o t t e d  [122, 123, 69] .
In e q u a l i t y  (2-19) may be i n t e r p r e t e d  in  terms o f  a ny q u is t  p l o t  o f  
G(s).  Then, f o r  s t a b i l i t y  when q = 0,  G(jw) must s t a y  to  t h e  r i g h t  o f  
a l i n e  p a r a l l e l  to the  imaginary  a x i s  i n t e r s e c t i n g  the  r e a l  ax i s  a t  
- 1 / k .  I t  i s  ha rde r  to work g r a p h i c a l l y  with  t h e  n y q u is t  p l o t  when q /  0; 
however (2-19) may be r e w r i t t e n  as
Re G(jw) > -  -jjr + oiq Im G(jw).  (2-20)
Now th e  locus  o f  po in t s  o f  t h e  fu n c t io n  G*(jw) = Re G(jw) + jco Im G(jw) 
may be p l o t t e d  in th e  complex plane  and (2-20) s t a t e s  t h a t  Popov's 
theorem i s  s a t i s f i e d  i f  t h i s  locus  i s  to  the  r i g h t  o f  a l i n e  pass ing  
through the  p o in t  Re G(ja>) = -  1 /k  and making an angle  o f  tan"^ q 
with t h e  v e r t i c a l  ax is  [6 9 ] ,
16
From t h i s  theorem, o th e r  theorems have been d e r iv e d ;  f o r  example,  
a theorem a p p l i c a b l e  f o r  n o n l i n e a r i t i e s  l i m i t e d  by a < n (x ) /x  < b.  A 
s imple ex tens ion  o f  t h i s  theorem app l ied  f o r  "degree  o f  s t a b i l i t y "  in 
the  sense  o f  l i m i t a t i o n  o f  the  response  by an exponent ia l  Me"a t  [6 9 ] .
B. Mathematical Background
The o u tp u t  o f  a system o f te n  belongs to  t h e  s e t  o f  r ea l  numbers,  1R . 
I f  y i s  a v e c to r  o f  dimension two, then elements  o f  y a r e  r e p re se n te d  
by o rdered  p a i r s  (y- | , and belong to th e  p roduc t  s e t  1R x 3R , o r  IR .
And so on with  h igher  dimensional v e c to r s .
A m e t r i c  space c o n s i s t s  o f  some nonempty s e t  X and a m e t r ic  d.
The m e t r i c  r e p r e s e n t s  a g e n e r a l i z e d  not ion  o f  d i s t a n c e  between two p o i n t s ,  
and i s  a s i n g l e - v a l u e d ,  n o n -n e g a t iv e ,  r ea l  fu n c t io n  s a t i s f y i n g  th e  fo l low ­
ing t h r e e  c o n d i t io n s  f o r  a r b i t r a r y  x ,  y ,  z e  X: -
1 ) d (x ,y )  = 0 i f  and only  i f  x = y
2 ) d (x ,y )  = d (y ,x )  (axiom o f  symmetry)
3) d (x ,y )  + d ( y , z )  > d ( x , z )  ( t r i a n g l e  i n e q u a l i t y )
Note t h a t  f o r  a given s e t  X the  m e t r i c  i s  no t  unique; d i f f e r e n t  m e t r ic s  
may be a s s o c i a t e d  with  t h e  same s e t  y i e l d i n g  d i f f e r e n t  m e t r ic  spaces .
The no t ion  o f  convergence o f  an i n f i n i t e  sequence can be de f ined  
in terms o f  a m e t r i c .  Consider th e  sequence {xn > = {x-j, Xg, . . . }  which
converges to  the  p o in t  x ,  i f ,  f o r  any e > 0 , t h e r e  e x i s t s  an n ( e )  such
t h a t  n > ri (e)  im pl ies  t h a t  d (x ,  xn ) < e .  In many cases  th e  l i m i t  p o in t
x i s  not known; however, t h e  r e l a t i o n  between any two elements in  some
cases  be shown to  s a t i s f y  d(xm, xn ) < e f o r  a l l  n ,  m > n ( e ) .  The l a t t e r
r e l a t i o n s h i p  i s  c a l l e d  a Cauchy c r i t e r i o n ,  bu t  i t  i s  no t t r u e  t h a t  a l l
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sequences s a t i s f y i n g  th e  Cauchy c r i t e r i o n  a r e  convergen t .  A m e t r ic  space 
in  which every Cauchy sequence i s  convergent  i s  c a l l e d  a complete  space .
A s e t  o f  e lements  A i s  s a i d  to  form a l i n e a r  space i f  th e  o p e r a t io n s  
o f  a d d i t i o n  and s c a l a r  m u l t i p l i c a t i o n  a re  de f ined  and s a t i s f y  t h e  fo l lo w ­
ing c o n d i t io n s .
I) For any x,  yeA, t h e r e  i s  a un ique ly  de f ined  z = x + y  c a l l e d  
t h e i r  sum, zeA, such t h a t
1 ) x + y = y + x
2 ) x + (y + z) = (x + y) + z
3) There e x i s t s  an element  OeA such t h a t  x + 0 = x f o r  a l l  xeA
4) For every xeA, t h e r e  i s  an e lement -xeA such t h a t  x + ( -x )  = 0.
I I )  For some a r b i t r a r y  number a  and an e lement  xeA th e r e  i s  d e f in ed  an
element ax ( t h e  p roduct  o f  a  and x) such t h a t
1 ) a ( 3x) = (ag)x
2 ) 1 • x = x
I I I )  Addit ion and m u l t i p l i c a t i o n  a r e  r e l a t e d  in th e  fo l lowing  manner
1 ) (a  + B)x = ax + 8x
2) a (x  + y)  = ax + ay VyeA
Note t h a t  a l i n e a r  space may a l so  be a m e t r i c  space .  A l i n e a r  space 
X i s  s a i d  to be a normed l i n e a r  space i f  each element xeX t h e r e  i s  a 
corresponding nonnegat ive  number | | x | | ,  c a l l e d  i t s  norm, s a t i s f y i n g  the  
fo l lowing  co n d i t io n s
18
1 ) 11x | |  = 0 i f  and only i f  x = 0
2 ) | |otx| | = | a |  | | x |  |
3) l l x + y | l  5 I l*'l I + I \ y \ I ( t r i a n g l e  i n e q u a l i t y )
A normed l i n e a r  space t h a t  i s  a l so  complete i s  c a l l e d  a Banach space .
The spaces 3R and I  (complex p lane)  a re  Banach spaces .
Consider two a r b i t r a r y  nonempty s e t s  X and Y. I f ,  f o r  each element 
xeX th e re  i s  a unique  corresponding  element yeY, denoted by f ( x ) ,  then 
f  i s  a mapping o f  X in to  Y. F may a l s o  be c a l l e d  a fu n c t io n  o r  t r a n s ­
formation o r  o p e r a t o r .  X i s  c a l l e d  t h e  domain o f  f  and Y i s  c a l l e d  the  
range  o f  f ;  i f  t h e  range o f  f  i s  on ly  a su b se t  o f  Y then f  i s  s a i d  to 
map X in to  Y. A p o in t  y i s  c a l l e d  th e  image o f  x under the  mapping f  
i f  f ( x )  = y ;  in  t h i s  case  one a l so  says  x belongs to  the  in v e r s e  image 
o f  y denoted by x e f " ^ ( y ) .
When X and Y a r e  m e t r i c  s p a c e s ,  t h e n ,  i f  a sequence {xp} converges 
to  the  p o in t  x im pl ie s  t h a t  { f (xp )} converges  to  y = f ( x ) ,  t h e  mapping 
f  i s  con t inuous .  I f  a mapping f  i s  o n e - to -o n e  and both f  and f  a re  
con t inuous ,  then f  i s  c a l l e d  a homeomorphism.
As a m a t t e r  o f  n o t a t i o n ,  when w r i t i n g  f u n c t io n s ,  th e  p a r e n th e s i s  
w i l l  be om i t ted  when no confusion r e s u l t s .  Thus f ( x )  i s  w r i t t e n  fx .
Two func t ions  may succeed each o t h e r  as in  g ( f ( x )) which w i l l  be w r i t t e n  
gfx .  This i s  c a l l e d  a composi t ion.
A fu n c t io n  i s  s a i d  to  be l i n e a r  i f
f (ot"j X-| + otg^ 2  ^ = t(x^) + a.2 f  ( Xg) (2—21)
where a-| and ctg a r e  s c a l a r s .  The norm o f  a l i n e a r  fu n c t io n  f  on a 
normed l i n e a r  space can be de f ined  by
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| | f | |  = sup 11fx11 = sup | | f x | |  = sup | | f x | | .  (2-22)
Any element  t h a t  s a t i s f i e s  t h e  equa t ion  x = F(x) where xeX i s  c a l l e d  
a f ix e d  p o in t  o f  th e  mapping F. A mapping may have more than one f ixed  
p o i n t .  I f  F i s  de f ined  on a m e t r i c  space  (X, d ) ,  then i t  i s  s a i d  to be 
a c o n t r a c t i o n  i f  t h e r e  e x i s t s  a number a  < 1 such t h a t
f o r  any two p o in t s  x,  yeX. Every c o n t r a c t i o n  mapping i s  con t inuous .
Theorem ( c o n t r a c t i o n  mapping theorem). Every c o n t r a c t i o n  
mapping d e f in ed  in a complete m e t r ic  space X has one and
where x-| = F(xQ) .  I f  th e  d e r i v a t i v e  o f  t h e  mapping e x i s t s ,  i t  may be 
used to  show c o n t r a c t i o n  by th e  fo l lowing  theorem
Theorem ( d e r i v a t i v e  o f  c o n t r a c t i n g  mapping). Let F map 
a c losed  convex su b se t  SI o f  a Banach space i n t o  i t s e l f  
and have a d e r i v a t i v e  a t  every p o in t  o f  Q. Then i f
X t  0 | | x | |
d(Fx,  Fy) < a d ( x ,  y) (2-23)
only  one f ix ed  p o in t  [77] .
I f  xQ i s  any p o in t  in  X and x* i s  t h e  f ix e d  p o i n t ,  then
x* = lim Fn ( x J ,  where Fn = F F F . . . F  0 ' (2-24)n -* oo
n
and f u r t h e r
(2-25)
1 - a
2 0
sup | | F 1( x ) | |  = a  < 1 (2-26)
xeft
th e r e  e x i s t s  a unique f ix e d  p o in t  o f  F in ft [6 8 ] .
Now l e t  x = - f ( x )  be a rea l  va lued d i f f e r e n t i a b l e  fu n c t io n  with 
a  < f ' ( x )  < 8 f o r  a l l  x. Then, i f  c i s  any number f  - 1 ,
x = -C f(x )  - cx] -cx = -(1 + c ) ' 1 [ f ( x )  -  cx] = m(x) (2-27)
and th e  c o n d i t io n  f o r  the  mapping x = m(x) (which has the  same f ixed  
po in t s  as x = f ( x ) )  to  be a c o n t r a c t i o n  i s
|m ' ( x ) |  < 11 - c f 1 max { |8  - c | ,  |c  - a | }  < 1 . (2-28)
I t  may be seen t h a t  i f  ct > -1 th e  minimum va lue  o f  (2-28)  occurs  a t  
c = 1/2  (a  + 8) in  which case
|1 + c | _1 max { 18 - c | , |c  -  <x|} = 2 + g + a  < 1 • (2-29)
Let 1 < p < Lp space i s  de f ined  as th e  space  o f  a l l  r e a l - v a lu e d
measurable  fu n c t io n s  f  f o r  which
| f ( t ) | p d t  < »  (2-30)
/
(where i n t e g r a t i o n  i s  in the  sense  o f  Lebesgue).  I t  i s  a Banach space
[68] w i th  norm
f  ^  \  1 /P
| f lp * ( f  l m ) l p d t j  . (2- s i )
A p e r i o d i c  fun c t io n  i s  one which s a t i s f i e s  x ( t )  = x ( t  + x ) ,  Vt, 
where x i s  t h e  pe r iod  o f  the  f u n c t i o n .  Such a f u n c t io n  may be r e p re se n te d  
in L2 space by th e  f o u r i e r  s e r i e s
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x ( t > -  Y .  a k cos (kwQt  + 0k ) (2-32)
k = 1
where wQ = 2 tt/t i s  the  fundamental f requency. An Lp space o f  p e r io d ic  
fu n c t io n s  may be def ined  where i n t e g r a b i l i t y  t ak es  p lace  over  one pe r iod  
so t h a t
T
| f ( t )  Ip d t  < oo . . (2-33)
o/.
A l i n e a r  space i s  c a l l e d  an in n e r  product space i f ,  f o r  arty x ,  yeX 
th e r e  i s  a number, c a l l e d  th e  i n n e r  p roduc t  <x, y>, such t h a t
1) <y> = <x, y>* (* denotes  complex co n ju g a t io n )
2) <Ax-| + yx2 , y> = A <x-j, y> + u <x2 , y>
3) <x, x> > 0 and <x, x> = 0 i f  and only  i f  x = 0.
A complete i n n e r  product space i s  c a l l e d  a H i l b e r t  space .  Two elements 
(x ,  y) o f  a H i l b e r t  space a re  s a i d  to  be or thogonal i f  <x, y> = 0.
The s e t  o f  r e a l - v a lu e d  p e r io d i c  fu n c t io n s  o f  pe r iod  T which a re
square  i n t e g r a b l e  form a H i l b e r t  space with  i n n e r  p roduc t  
T
<x, y> = y  J  x ( t )  y ( t )  d t .  (2-34)
o
A complete orthogonal s e t  c o n s i s t s  o f  s in e s  and co s in e s  which can be 
r e p re se n te d  in  th e  usual way in  terms o f  cos ines  o f  t h e  form cos kwt,
k = 1 ,  . . . ,  00. Then one may d e f in e  a p r o j e c t io n  o p e r a t o r  so t h a t
P1 x ( t )  = a cos ojt (2-35)
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and so on.  F i n a l l y ,  th e  Lg norm may be expressed  in  terms o f  t h e  f o u r i e r  
c o e f f i c i e n t s  us ing P a r s e v a l ' s  i d e n t i t y
2ir oo
IIxI|2”2F f  x2(e) de = I k I 2- (2‘36)
J o k = 1
Let S be th e  c lo su r e  o f  an open s e t  in  IRn = {x = ( x ^  xn ) :  
x^e 3R, 1 < i < n}.. Define a continuous  v e c to r  f i e l d  <j> on S as th e  map
S -*■ IRn (2-37)
where $ = , . . . ,  <j>n ) (2-38)
and each i s  cont inuous on S. I t  i s  assumed t h a t  ^ i s  d i f f e r e n t i a b l e ,
as every  continuous fu n c t io n  can be approximated by a polynomial.  A
p o in t  xQ i s  a s i n g u l a r  p o i n t  o f  <fc i f  $(xQ) = 0. F u r th e r ,  xQ i s  i s o l a t e d
i f  t h e r e  a re  no o th e r  s i n g u l a r  p o in t  in
IS -  50 l < e
f o r  some e > 0. A p o in t  yel]Rn i s  s a id  to  be a r e g u l a r  va lue o f  <j> i f ,  
f o r  a l l  x such t h a t  <j>(x) = y ,  the  Jacobian de te rm inan t
(a- 3(J).d e t ( 3xT ) * °* ( 2 ' 3 9 )
I f  y i s  a r e g u l a r  v a lu e ,  t h e r e  a r e  only f i n i t e l y  many x such t h a t  
0(x) * y ,  o r
S i , • ••» Sm € (2-40)
A s i n g u l a r  p o in t  xQ i s  termed nondegenera te  i f  th e  Jacobian d e te rm inan t  
o f  <J> eva lua ted  a t  xQ i s  nonzero.  I f  xQ i s  an i s o l a t e d  s i n g u l a r  p o i n t ,
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t h e r e  e x i s t s  y a r b i t r a r i l y  c lo se  to  0 such t h a t  y i s  a r e g u la r  va lue  o f
The index o f  cj> a t  xQ i s  de f ined  as
lim /<j>\
' S o 1* '  = y r e g u l a r ,  ^  s 9" t 2 ‘ 4 1 >
y 0 xe$_1(y)
where sgn(x)  = j  t ]  x < 0
Now suppose t h a t  $ has only i s o l a t e d  s i n g u l a r  p o i n t s ,  x-j, xm 
in S. The index o f  $ on S i s  de f ined  as 
m
I SU )  = Y ,  ^ i (<p)‘ {2_42)
i = 1
I f  4> i s  merely continuous  on S,  having s i n g u l a r  po in ts  which may not 
a l l  be i s o l a t e d ,  then given e > 0 th e r e  e x i s t s  a d i f f e r e n t i a b l e  v e c to r  
f i e l d  <j> on S having on ly  i s o l a t e d  s in g u la r  p o in t s  and s a t i s f y i n g
1$ " sup on S < e ’
The index o f  <j) on S i s  de f ined  as
I M )  = l im I .  (<b) .  (2-43)
s e ■> 0 5 e
Let $ be a v e c to r  f i e l d  on S cJRn and f l c S  be such t h a t  <£ f  0 on S. 
Let tp be ano ther  v ec to r  f i e l d  on ft such t h a t  ij; ^ 0 on S. A homotopy F 
from $ to  ^  i s  a continuous  fu n c t io n  F(x, t ) ,  0 < t  < 1 ,  such t h a t  
F U ,  0) = <j>(x) and F(x,  1) = tp(x) f o r  Vxeft, and F(x,  t )  f  0 ,  0 < t  < 1 ,  
xe S. I f  such a homotopy e x i s t s ,  <]) and a r e  termed homotopic on S.
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Theorem (b as ic  homotopy lemma). L e t b e  any s e t  homeo-
n 2morphic to  the  d i s c  T  x. < 1.  Let c|) and ip be con-
k = 1 K * “
t inuous  v e c to r  f i e l d s  on n ,  n e i t h e r  o f  which vanish  on
Then i f  <£ and ijj a r e  homotopic on 9£2, i t  fo llows
t h a t  ((f)) = In ( ^ ) .  [36]
I t  i s  s a id  t h a t  th e  v e c to r  func t ion  jjj(x) i s  a p r in c ip a l  p a r t  o f  <j>(x) i f  
$ (x)  can be w r i t t e n  as
<J>(x) = ij/(x) + co(x) (2-44)
where w i s  a fun c t io n  such t h a t ,  along the  boundary o f  some reg ion
| |< - ( x ) | |  < | | 4 ( x ) | | .  (2-45)
Theorem (Rouche). A v e c to r  f i e l d  i s  homotopic to  i t s  
p r in c ip a l  p a r t  [80 ] .
C. Curren t  Work on O s c i l l a t i o n  Theory
Most o f  the  r e c e n t  work in s t a b i l i t y  th eo ry  o f  n o n l in e a r  systems 
concerns th e  development o f  frequency  domain r e l a t i o n s  to gua ran tee  
a b so lu t e  s t a b i l i t y .  The i n t r o d u c t io n  o f  t h e  Popov c r i t e r i o n  s t im u la t e d  
i n t e r e s t  in  o b ta in in g  l e s s  c o n se rv a t iv e  e s t im a te s  o f  s t a b i l i t y  reg ions  
o f  th e  system by t a k in g  i n t o  account c h a r a c t e r i s t i c s  o f  th e  n o n l i n e a r i t y .  
Two techn iques  a r e  g e n e r a l ly  used in proving s t a b i l i t y  c r i t e r i a .
In t h e  f i r s t  method, a Lyapunov fu n c t io n  i s  found f o r  th e  sys tem,
g e n e r a l ly  o f  the  L ur 'e -P o s tn ik o v  form. This may be r e l a t e d  to  f requency
domain c r i t e r i a  us ing  a form o f  the  Kalman-Yakubovich Lemma.
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A t r a n s f e r  fu n c t io n  G(s) i s  de f ined  as p o s i t i v e  r ea l  i f  G(ct) i s  rea l  
when a  i s  rea l  and Re G(s) > 0 fo r  a l l  Re s > 0. B rocke t t  and Willems 
[21,  22] expand on the  Popov c r i t e r i o n  by showing a b so lu t e  s t a b i l i t y  o f  
a system i f  a p o s i t i v e  r e a l  func t ion  e x i s t s  o f  t h e  form
H(s) = Z(s) (G(s) + 1/k )  (2-46)
where G(s) = T r an s fe r  func t ion  o f  th e  l i n e a r  p a r t  o f  th e  system 
k = Maximum gain o f  the  n o n l i n e a r i t y
Z(s) = M u l t i p l i e r  whose form depends on the  n o n l in e a r  element
+1where,  fo r  the  Popov c r i t e r i o n ,  Z(s) = (1 + a s ) — .
I f  th e  n o n l i n e a r i t y ,  denoted n ,  belongs to  th e  c l a s s  o f  fu n c t io n s  
l i m i t e d  only  to the  f i r s t  qu ad ran t ,  i . e .  0 < xn(x) < °°, then one w r i t e s  
neA^ and th e  Popov c r i t e r i o n  appears  to  be th e  l e a s t  c o n s e rv a t iv e  s t a b i l ­
i t y  e s t i m a t e .  I f ,  in  a d d i t i o n ,  n i s  monotonic ,  0 < dn/dx < °°, n(0) = 0, 
n~^ e x i s t s ,  then one w r i t e s  neMk and Z(s)  may t ak e  on values
n
Z(s) = aQs + ^  a . ( s  + z ^ / C c ^ s  + z ^ ) ;  c.. < 1 .  (2-47)
i  = 1
Equation (2-47) r e p r e s e n t s  th e  most general  d r iv in g  p o in t  impedance 
which can be c o n s t r u c te d  from in d u c to r s  and r e s i s t o r s .
F u r th e r ,  i f  the  n o n l i n e a r i t y  i s  odd monotonic ,  one w r i t e s  neO^, then
Z(s) can take  on va lues  given by (2-47) excep t  < 2. When n can be
expressed  as a power law, then
n(x) = k | x | u s g n (x ) .  (2-48)
This i s  denoted by neP^ and the  m u l t i p l i e r  Z(s) can be o b ta in ed  from 
(2-47) except C. < c|)(u) where c|>(u) > 2 and approaches 2 as y 0.
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The proofs  o f  t h e  above c r i t e r i a  a r e  based on Lyapunov fu n c t io n s  
t r a n s l a t e d  to  f requency  domain r e l a t i o n s .  Other authors with a similar  
approach in c lude  O'Shea [118, 119],  Dewey [ 4 4 ] ,  Thathachar and S r in a t h  
[160] ,  Tha thachar ,  S r i n a t h ,  and Ramapriyan [159] ,  Thathachar [161 ] ,  and 
Narendra and Neuman [105] .
The second techn ique  involves  fu n c t io n a l  a n a l y s i s ,  as exem pl i f ied  
by Zames [189, 190].  The a n a ly s i s  i s  done in  t h e  extended L2 space 
which con ta in s  f u n c t io n s  t h a t ,  when t r u n c a t e d  to  e x i s t  over some f i n i t e  
t ime i n t e r v a l ,  belong to  t h e  L2 space .  When ;the  complete f u n c t io n  does 
not have an L2 norm, i t s  extended L2 norm i s  de f ined  as i n f i n i t y .
A f te r  d e f in in g  gain  and incremental  gain as g(G) = sup ( | | G x | | / | | x | | ) 
and g(G) = su p ( | |G x  -  G y | | / | | x  - y | | )  r e s p e c t i v e l y ,  a s imple  theorem s t a t e s  
t h a t ,  i f  the  open loop gain o f  a system is  l e s s  than one th e  system 
motion i s  bounded, and i f  th e  open loop incremental  gain o f  a system i s  
l e s s  than one ,  the  system i s  i n p u t - o u tp u t  s t a b l e .  The concepts  o f  con ic -  
i t y  ( r e s t r i c t i o n  o f  a fu n c t io n  to  a s e c t o r  o f  an i n p u t - o u tp u t  g rap h ) ,  
p o s i t i v i t y  ( f u n c t io n  l i e s  only  in t h e  f i r s t  and t h i r d  quad ran t )  and s im i ­
l a r  incrementa l  q u a n t i t i e s  a re  i n t r o d u c e d .  These a re  used to  prove a 
c i r c l e  c o n d i t io n  s i m i l a r  to  the  Popov c o n d i t i o n .  I f  th e  n o n l i n e a r i t y  i s  
con ta ined  in th e  s e c t o r  {a ,  3} and t h e  l i n e a r  fun c t io n  i s  G(jw) then the  
c i r c l e  co n d i t io n s  a r e  s a t i s f i e d  i f  t h e r e  e x i s t s  a 8 > 0 and t h e  fo l low ­
ing hold :
1) I f  a  > 0 ,  |G( jw) + l / 2 ( l / a  + 1/B)| > l / 2 ( l / a  -  1 /3 )  + 6,
oje(-°°, «>) (2-49)
and th e  n y q u i s t  diagram o f  H(jcu) does not e n c i r c l e  
-1/2(1 / a  -  1 /3 )
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2) I f  a  < 0,  |GCjw) + 1/2  ( 1 / a  + 1/B)|  
< 1/2 ( 1 / a  -  1 / e )  - 6 (2-50)
3) I f  a  = 0,  Re (G(jw)} > - (1 /3 )  + 6 ,  we (-°°, °°).
I f  th e  c i r c l e  c r i t e r i o n  holds ( i n c r e m e n t a l l y ) ,  then the  system i s  L2 
bounded (L2 -  c o n t in u o u s ) .
Other au thors  proving s t a b i l i t y  i n e q u a l i t i e s  us ing fu n c t io n a l  
a n a l y s i s  a re  Mapendra and Cho LI0 6 ] ,  Towle and Kazda [163] ,  Sundaresham 
and Thathachar  [156 ] ,  Cho and Narendra [3 1 ] ,  and Zames and Falb [191] .
Noldus [111, 112, 114] d ea l s  with f in d i n g  th e  e x i s t e n c e  o f  o s c i l l a ­
t i o n s  using the  t o r u s  p r i n c i p l e .  The to r u s  Noldus chooses c o n s i s t s  o f  
an n-dimensional e l l i p s o i d  i n t e r s e c t i n g  a cone whose v e r t e x  i s  a t  th e  
o r i g i n .  The o r i g i n  i s  omit ted  from th e  t o r u s .  By using the  Kalman- 
Yakubovich Lemma, he proved t h a t  the  t r a j e c t o r y  w i l l  remain w i th in  the  
t o r u s  i f
1) There e x i s t s  r e a l  s c a l a r s  K-j, K2 , Kg, and a fu n c t io n  h(u)
such t h a t  | n ( u ) - h (u ) |  i s  bounded f o r  a l l  u and
K-jU2 < uh(u) < K2u2
KgU2 < un(u) < K^u2
(2-51)
(2-52)
2) (1 + K2G(s ) ) / ( 1 + K-jG(s)) i s  s t r i c t l y  p o s i t i v e  r e a l ,  where
G(s) i s  th e  t r a n s f e r  fu n c t io n  o f  the  l i n e a r  p o r t i o n .
3) The l i n e a r i z e d  e q u iv a l e n t  system has a t  the  o r i g i n  n ch a rac ­
t e r i s t i c  va lues  in  the  r i g h t  h a l f  s p lan e .
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4) For some s c a l a r  fun c t io n  r
Re
1 + K4G(jo) - r )
> 0 ,  Vue 1R (2-53)
1 + KgG(ju) - r )
With some a d d i t i o n a l  c o n d i t io n s  on t h e  numerator o f  t h e  t r a n s f e r  
f u n c t i o n ,  the  Brouwer f ixed  p o in t  theorem i s  used to  prove the  e x i s t ­
ence o f  an o s c i l l a t i o n .
Will iamson [175] s e t s  ou t  to  d e f i n e  c o n d i t io n s  f o r  proving o s c i l l a ­
t i o n s  using the  to ru s  p r i n c i p l e  and th e  no t ion  o f  1-forms. A 1-form i s  
de f ined  by
A 1-form i s  termed ex ac t  i f  i t  r e p r e s e n t s  th e  d e r i v a t i v e  o f  some func­
t i o n ,  i . e .  ?(x)  = d f ( x ) .  I f  th e  system i s  d e sc r ib ed  by
i . e .  (dg (x ) /dx )  ( d x / d t )  > e > 0 whi le  the  r a t e  o f  t r a v e l  a long  some
f u n c t i o n s ,  then a fu n c t io n  c a l l e d  a continuous  one paramete r semigroup 
can be shown to  i n t e r s e c t  some s u r f a c e  o f  s e c t io n  r e p e a t e d l y .  I f  t h i s  
s u r f a c e  o f  s e c t i o n  i s  a Brouwer s e t ,  (2-55) has a n o n t r i v i a l  p e r io d ic  
o s c i l l a t i o n .
F i t t s  [4 7 ] ,  in  a s tudy  o f  systems t h a t  v i o l a t e  the  Aizerman con­
j e c t u r e ,  documents a c l a s s  o f  systems t h a t  a r e  fourth '  o r d e r ,  o s c i l l a t e ,
n
(2-54)
j  = 1
x = G(x) x (0 )  = xQ, xeIRn (2-55)
then G c a r r i e s  a c lo sed  nonexact  1-form i f
< g (x ) ,  G(x)> > e > 0,  Vx, (2-56)
t r a j e c t o r y  i s  p o s i t i v e .  By app ly ing  P o in c a r e ' s  method o f  su ccesso r
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but have no d e s c r i b i n g  fu n c t io n  s o l u t i o n .  They do, however, have a dual 
in p u t  d e s c r ib in g  fu n c t io n  s o l u t i o n .  Also given a re  some t h i r d  o rde r  
n o n l in e a r  systems t h a t  e x h i b i t  t h i s  c h a r a c t e r i s t i c .
Garber [51] examines th e  problem o f  de te rm in ing  the  e r r o r  in h e r e n t  
in us ing  the  d e s c r i b i n g  fun c t io n  method (when ap p l ied  to  nonautonomous 
systems) by c o n s id e r in g  the  impulse response  o f  th e  l i n e a r  p o r t i o n  o f  
the  system def ined  as
Note t h a t  \p i s  the  i n p u t  to  the  system, z ,  R, ijj a r e  terms o f  th e  DF 
s o l u t i o n ,  and t h e  a u x i l i a r y  co n d i t io n
must be s a t i s f i e d .  By us ing  a s i m i l a r  approach ,  Garber and Rozenvasser 
[52] show t h a t ,  f o r  autonomous sys tems ,  when th e  equation  o f  t h e . h i g h e r  
o rd e r  harmonics i s  given by
- ^  Re G(jkw) cos k ( t  - t )
(2-57)
He shows i f  a L i p s c h i t z  c o n s ta n t  f o r  t h e  n o n l i n e a r i t y  f ( z )  i s  equal to
M, a bound on t h e  DF e r r o r  i s
2tt/w
(R - R) f ( z )  d r |  + max |if> - i |^
(2-58)
o
2ir/w
(2-59)
o
The e r r o r ,  A, due to  h ighe r  o rd e r  harmonics i s  given by
A < Ne(co); | f ( x ) |  < N (2-61a)
A < AMoe(u)) ; | f ( x ) | < M l x |  (2-61 b)
1 - M0e(o>)
A < ^ l^ we ^  ; | f ' ( x ) |  < M-, = c o n s t  (2-61c)
'  1 - M^Uj)
T/2
where e(w) = f  id>h (u) | du; d>h(u) = £  G[(2k + 1) jw] e^2k + ^
k  =  -o o
T/2
e*(w) = f  | 1  Y ,  ~'[ ''T^kt +1'l 7 j ~ ' e(2k  + ^  jWU! du (2 "62) 
o k =
Using th e se  v a lu e s ,  t h e  fo l lowing e r r o r  bands may be p l o t t e d  in  the  com­
plex plane  to give  t h e  d e s c r ib in g  fu n c t io n  e r r o r  as
11 /G(jw) - N(A) 1 < . (2-63)
ttA
Bergen and Franks [10] s tudy the  problem using fu n c t io n a l  a n a l y s i s  
in an Lg space.  They show t h a t  i f  the  fo l lowing  co n d i t io n s  a r e  s a t i s f i e d
1) G( jw) ->0 as w ->• 00
2) n,  G have cont inuous  d e r i v a t i v e s
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3) dn/dx f  0 ,  x = x
4) dG/dw f  0 ,  w = w
5) The G and -1 /n  locus  a re  not t a n g e n t  a t  (x,w)
and, i f  | |n 11 < 00
6 ) | | n 11 < M
7) = M max | { G ( jw k ) | ; K = 3,  5,  . . . }  < 1
o r ,  i f  th e  norm o f  n i s  no t  bounded,
8) t h e r e  e x i s t s  a number M', | | n x  - n y | |  < M' | | x  - y | | ro
9) k|G( joik) | 0 as k ->■ °°
10) p ' w = (M'tt/  / F ) max {k | G( jcok) | : k = 3,  5 ,  . . . } < 1 ,
and fu r th e rm o re ,  t h e r e  e x i s t s  an open, bounded, s e t  ft such t h a t
1) (u ,  a) eft
2) f o r  V(w, a) e 3ft
B(o>) T(a) < + G( jio) | (2-64)
where
(2-65)
/
B(w) = ( 2- 66)
| S ( j u ) |  p ' u
o the rw ise
then t h e r e  e x i s t s  an o s c i l l a t i o n  with (w, a) e ft.
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Mees and Bergen [93] expand on the  above work by c o n s id e r in g  the  
DF s o l u t i o n  to  be an approximation to  th e  exac t  s o l u t i o n
I f  th e  term E(w, a) can be bounded, then t h e  e x i s t e n c e  o r  nonex is tence  
o f  o s c i l l a t i o n s  can be ana lyzed .  I f  i t  i s  assumed t h a t  the  n o n l i n e a r i t y  
s a t i s f i e s  t h e  s lope  c o n d i t io n s
These equa t ions  have a s imple  geometric  i n t e r p r e t a t i o n  which a llows e r r o r  
bands to  be drawn around the  DF lo c u s .  When th e  e r r o r  bands comple te ly  
i n t e r s e c t  th e  rea l  a x i s ,  t h e  Leray-Schauder theorem i s  used to  prove the  
e x i s t e n c e  fo an o s c i l l a t i o n .
In a s e r i e s  o f  papers  on harmonic ba lance  j u s t i f i c a t i o n ,  Braverman 
e t  al [17 ,  18 19] d e r iv e  a s e t  o f  e r r o r  ex p re s s io n s  f o r  a DF s o l u t i o n  
in  th e  t ime domain. When th e  n o n l in e a r  fu n c t io n  s a t i s f i e s  a L i p s c h i t z  • 
c o n d i t io n  w i th  constan 8,  and an M harmonic DF s o l u t i o n ,  they  f i n d
[G(jw) N(a) + 1] a = E(w, a ) . (2-67)
a(x-j -  x2 ) < (nx-j -  nx2 ) < B(x-j - x2 ) ( 2- 68)
f o r  a l l  x2 , x-j with x2 > x-j, then i t  fo llows t h a t
|E(w, a) | < |G(jw) | 2 -a  i x(u') a
where
sup
X(w) = k > 1 
k odd
G(jka)
(2-69)
| x ( t ) -  x ( t )  | < e1/2  R <j)a (w),  t c [ t 0 , t Q + Sin ( l / e 1 / 2 ) ]  (2-70)
where
e = max (e- | , e2 , e3 ) ,
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e i =
J "  IdVdw1" G( joj) | dw
|co| > (M +a)w ..................
f  IdVdw1' G(jw)|  dw 
| co I < (M + a)w
, (1 = 0 , 1 , 2 ) (2-71)
a e ( 0 ,  1)
R =
M oo
[max 6 ^  | a k | ]  f  [ | G( > ) |  + 2 | 4 § J M |  +
k = 1 -oo
d2G( jco)
dw
] dw (2-72)
00
s
•  00
2<b (w) = max
-1
\2  2 a) w
“J
(2-73)
(2-74)
A s i m i l a r  theorem i s  given f o r  th e  bounds on the  DF s o l u t i o n s  in a r e l a y  
system, with r e l a y  l i m i t  parameter A, and s i n g l e  harmonic DF s o l u t i o n ,  
namely
0 < t  <
< mm
In ( l / e 1 / 2 ) ,
2T n T R 'U  '~ “ <n7  '  1
1/3 aw0 
2 ' ~T~
1  , | x ( t ) -  x ( t ) |  < e1/2
w
(2-75)
where
r 1 Iwl > 2W
e = max { e 0 , e-j , e2 h  = _ ______ _
J  IdVdw1 G(j w)|  dw
, ( i  = 0 ,  1,  2)
r  IdVdw1 G( jw) | dw 
| w | - i  2w
( 2 - 7 6 )
3 4
R = A max < 2 6 , > '
00
* f  [ |G ( j w ) |  + 2 dG(jw)dw
w w J .oo
d2G(jw) 
dw2
] dw
<j> = 1 + 4A
aw
COJ  |G(jw)| dw.
(2-77)
(2-78)
CHAPTER I I I
STATEMENT OF THE PROBLEM
A. System Descr ip t ion
The system S i s  an autonomous feedback c o n f ig u r a t io n  o f  the  L u r ' e -  
Postnikov ty p e ,  and i s  shown in  Figure  3-1.  I t  i s  assumed the  only 
equ i l ib r iu m  s t a t e  occurs  a t  x = 0. The n o n l in e a r  element has no memory, 
has bounded d e r i v a t i v e  on any c losed  bounded s e t ,  and has odd symmetry. 
I t  i s  assumed t h a t  g s a t i s f i e s  t h e  con d i t io n
sup ‘ |m G(jwm)| < Vw > 0. (3 -1)
0 < m < 00
As an example o f  th e  type  o f  system being c o n s id e re d ,  the  l i n e a r  
element g can be re p re se n te d  by th e  s t a t e  equa t ions
x = Ax + Bu
where A, B, C a r e  s u i t a b l y  de f ined  m a t r i c e s .  F u r th e r ,  (3 -2)  must be 
comple te ly  c o n t r o l l a b l e  and comple te ly  o b se r v ab le ;  t h a t  i s ,  given an 
a r b i t r a r y  i n i t i a l  cond i t io n  (xQ, t Q) and an a r b i t r a r y  f i n a l  c o n d i t io n  
(x^,  t .p),  i t  i s  p o s s ib le  to  f in d  a con t ro l  fu n c t io n  u ( t )  to  take  th e  
system from (xQ, t Q) to  (x f , t f ) (provided  t f  > t Q) .  A lso ,  given the  
o u tp u t  y ( t )  and th e  i n p u t  u ( t )  i t  i s  p o s s ib l e  to  c o n s t r u c t  the  s t a t e  
h i s t o r y ,  x ( t ) .  From (3-2)  then  i t  i s  p o s s ib le  to  r e p r e s e n t  the  t r a n s f e r  
func t ion  o f  g as
(3 -2)
G(s) = c ( s l  -  A)-1 B = (3-3)
3 5
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where p and q a r e  polynomials  in  s .  From th e  form o f  (3 -2) i t  i s  
guaranteed  t h a t  t h e  degree o f  p exceeds t h a t  o f  q ,  and c o n t r o l a b i l i t y  
and o b s e r v a b i l i t y  gua ran tee  t h a t  p and q have no common f a c t o r s .
The o b j e c t i v e  o f  th e  s tudy  i s  to  i n v e s t i g a t e  co n d i t io n s  under which 
th e  system wi l l  o r  w i l l  no t  o s c i l l a t e .  An o s c i l l a t i o n  i s  r e p re se n te d  
by a s o l u t i o n  to  th e  fu n c t io n a l  equation
x = -gnx (3-4)
t h a t  i s  p e r io d i c ;  moreover i t  i s  assumed t h a t  such a s o l u t i o n  i s  
TT-symmetric, so i t  can be w r i t t e n  in th e  form
00
x = a cos tot + (3-5)
k = 3 
k odd
I t  i s  convenient to  r e p r e s e n t  t h i s  as ( a ,  0) where
0 = ( 0-j j 0g j •  •  •  5 92n + 1» (3-6)
I t  i s  a l so  convenient  to  in t ro d u ce  xm, where
m
(3-7)
k = 3 
k odd
which may be r e p re se n te d  by (am> 0m) ,  where
•  •  •  9
(3-8)
38
B. Describ ing Function Approach
In the  DF approach ,  t h e  s o l u t i o n  o f  (3 -4)  i s  assumed to  be o f  th e
form
m
x ( t )  = a^ cos(kwt + 0^ ) ;  0-j = 0.  (3 -9)
k = 1
Here th e  symbols x ,  a k , w, §k a re  used to  d i s t i n g u i s h  th e  DF s o l u t i o n  
from th e  ac tua l  s o l u t i o n ,  ( 3 - 5 ) .  When (3-9)  i s  s u b s t i t u t e d  in  (3 -4)  
one o b t a i n s ,  in t rans fo rm  n o t a t i o n ,
[1 + G(jkw) NfcU* 0 ) ]  a k = 0,  k = 1 ,  . . . ,  m (3-10)
where
A A A A .
a = ( a ^ , ag» . . . ,  am)
§ = ( § ! ,  §3 , 9m) .  (3-11)
This r e p re s e n t s  2m re a l  s imultaneous  n o n l in e a r  equa t ions  in  2m unknowns: 
w, a-j, . . . ,  am, 02 , . . . s 0m. The q u a n t i t y  Nk( a ,  §) i s  the  d e s c r ib in g  func­
t i o n  o f  n and may be c a l c u l a t e d  from 
.] a  + 2ir
Nk ^ 5 §) = va f  n ( x ( t ) )  cos kwt dwt (3-12)
-k  - 'a
where a  i s  an a r b i t r a r y  re a l  number.
Usual ly ,  one tak es  m = 1 ,  a l though  i t  may be advantageous in  c e r ­
t a i n  cases  to  a l low m > 1 .  When m > 1 the  DF i s  c a l l e d  a m u l t i p l e  i n ­
put d e sc r ib in g  f u n c t io n  (MIDF). I t  i s  no t  t r u e  in  general  t h a t  a l l  
systems e x h i b i t i n g  o s c i l l a t o r y  behavior  have DF s o l u t i o n s  when m = 1; 
t h i s  i s  r e l a t e d  to  Aizerman's c o n je c tu r e  and was d isproved by coun te r ­
examples [47] .
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C. Topological  Analysis
A ir-symmetric,  p e r i o d i c ,  s o l u t i o n  o f  (3 -4)  w i l l  be r e p re s e n te d  by
00 00
X( t )  = Y, a k c ° s ( kwt + e k j = Z  Ak e j k w t  ( 3 “1 4 )
k = 1 k = -°°
k odd
where a^e lR, A^el,  A_k = Ak , A-jClR and 6  ^ = 0. At times'  i t  w i l l  be 
convenient  to  make a change o f  v a r i a b l e s  so t h a t  x ~ x(d>) where <J> = cot 
and u corresponds  t o  a p a r t i c u l a r  s o l u t i o n .  As a m a t t e r  o f  n o t a t i o n ,  
one may r e p r e s e n t
IXI = sup |x(<j>)|. (3-15)
0 < <j> < 2ir
Let X be the  H i l b e r t  space o f  r e a l  v a lu ed ,  p e r io d i c  fu n c t io n s  o f
per iod  2ir. Two p r o j e c t i o n  o p e r a t o r s ,  P and P*, may be de f ined  so t h a t  
m
Pmx ( t )  = ak c o s ( kcot + 0k ) = xm (3-16)
k = 1
00
P*mx ( t )  a k cos(koit + 0k ) = x - P"x = x*. (3-17)
k = m + 1
A space o f  t h i s  type  le ad s  n a t u r a l l y  to  th e  use o f  th e  L2 norm, 
which w i l l  be de f ined  as
2ir
^  ° (3-18)( l x 12  ^ = 2 t t  f x  ( ^  d<f> = X !  a^ k^
o k = 1
k odd
4 0
Moreover,  use w i l l  a l s o  be made o f  t h e  | |-| norm, which i s  de f ined  as
00
l * h  = Y  K l -  (3- 19)
Since  00
I
k = 1
k = 1
la kl < (3-20)
i t  follows t h a t  boundedness o f  (3-19) im pl ie s  boundedness o f  (3 -1 8 ) .  
The converse ,  however, i s  not t r u e  in  g e n e r a l .  When |x|-j < °°, i t s  
r e l a t i o n  to | x | s i s
a k cos(k<f> + 8k )
k = 1
| a k | = I x I . (3-21)
In the  theorems t h a t  fo l lo w ,  when e i t h e r  norm i s  used ,  i t  w i l l  be r e p r e ­
sen ted  by 11 | | .
Both th e  DF s o l u t i o n  and (3-14) w i l l  be shown to  e x i s t  in  some
reg ion  t! o f  a s u i t a b l e  parameter space .  One chooses ft so t h a t  i t  i s
m
homeomorphic to  t h e  d i s c  xk^ = 1 .  Hencefor th ,  when th e  term d isc
k = 1
i s  used,  i t  w i l l  mean any reg ion  homeomorphic to  a d i s c .  I t  i s  f u r t h e r  
assumed t h a t  ft i s  small  enough to  c o n ta in  on ly  one n o n t r i v i a l  DF s o lu t io n ,
When m = 1 ,  th e  fo l lowing theorem can be used to  examine the  v a l ­
i d i t y  o f  DF s o l u t i o n s :  -
Theorem I :  Consider a system S re p re se n te d  by x = -gnx
and l e t  -gn map p o in t s  o f  X i n t o  i t s e l f .  Suppose t h e r e  
e x i s t s  a m e t r i c  d ( x ‘ , x " ) ,  such t h a t
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d ( p l g n x ' ,  Pignx") < y d ( x * ' ,  x * n)
y < 1 ,  f o r  a l l  x ' , x"eX (3-22)
holds whenever ( a ,  to) belongs  t o  a d i s c  R in t h e  ( a ,  to) 
p lane .
1) I f  t h e r e  e x i s t  a DF s o l u t i o n  ( a ,  to) eR and in  a d d i t i o n
a )  |l/G(ju>) + NCa) | >
| | P 1:g [n(a  cos tot + x*) - n(a  cos t o t ) ] | |  =(j (3-23)
a
on 3R, where x* = x*(a ,  to) i s  th e  unique f ixed  p o in t  o f  
-P*gnx ( i t  i s  easy to  see t h a t  th e  same va lue  r e s u l t s
on th e  r i g h t  s id e  o f  (3-23) with e i t h e r  | l-j o r  | jg) and
b) 3N(a) ,  _ £• f  0 anda a3a
c) - l /G( jto)  i s  not p a r a l l e l  to  N(a) a t  to = to
then an o s c i l l a t i o n  e x i s t s  with  ( a ,  to) eR.
2) I f  (3-22) and (3-23) a r e  s a t i s f i e d  fo r  V(a,  o j ) eR, then no 
o s c i l l a t i o n  e x i s t s  w ith  ( a ,  to) eR.
Proof:  The o r th o g o n a l i t y  o f  t h e  f o u r i e r  s e r i e s  a llows (3-4)
to  be s ep e ra te d  i n to  simultaneous equa t ions  o f  harmonic ba lance ,
i . e .
[ a k + Tik ( a ,  6) G(jkto)] = 0 ,  k * 1 ,  . . .  (3-24)
X L
where nkU ,  0) i s  t h e  ou tpu t  o f  n a t  th e  k harmonic.  The DF equation  
i s  r e l a t e d  to  t h e  equation  o f  f i r s t  harmonic ba lance  by
4 2
[a + n- |( a ,  §) G(jto)] = [1 + N(a) G(jai)] a + H(a,  0, to) (3-25)
where H(a, 0 ,  to) i s  the  e r r o r  in  us ing the  DF.
Applying P^* to  ( 3 - 4 ) ,  one o b t a in s
x* = -  P1* gn(x-j + x*) . (3-26)
I t  fo llows from (3-22) t h a t  (3-26) has t h e  c o n t r a c t i v e  p ro p e r ty  in  ft; 
hence x* can be determined as a unique func t ion  o f  ( a ,  to). S u b s t i t u t i n g  
t h i s  in  (3-25)  one o b ta in s  th e  fo l lowing
[a + n-](a, to) G(jto)] = [1 + N(a) G(jco}] a + H(a,  to). (3-27)
I t  may not be p o s s ib le  to  c a l c u l a t e  t h e  fu n c t io n  H(a, to), but i t  
i s  p o s s ib le  to f in d  a bound. Apply P to  (3-4) and see  t h a t
x-j = -  P^gn(x-j + x*) .  (3-28)
Adding P^gnx-j to  both s id e s  y i e l d s
x-j + P^gnx-j = P^g(nx-| -  n(x^ + x*))> (3-29)
Taking norms on both s i d e s ,  and con v e r t in g  to  t r an s fo rm  n o t a t i o n ,  one 
o b ta in s  (3-23) which i s  e q u i v a l e n t  to
H(a,  to)|1/G( jto) + N(a) | > a ( a ,  to) > 
One may d e f in e  v e c to r  f i e l d s
aG( jto) (3-30)
$ ( a ,  to) = [a + n-j(a) G(jto)] (3-31)
i|>(a, to) = [1 + N(a) G(jto)] a .  (3 -32)
4 3
From (3-30)  and (3 - 3 1 ) ,  ^ ( a ,  to) i s  t h e  p r in c ip a l  p a r t  o f  $ ( a ,  to) on 
9ft. Then $ ( a ,  to) and i{j(a, w) a r e  homotopica l ly  e q u i v a l e n t  on 9ft and 
have i d e n t i c a l  in d ic e s  by th e  b a s ic  homotopy lemma given in  Chapter II  
I f  th e  fu n c t io n  ip(a, to) has on ly  one s i n g u l a r i t y  in  ft which i s  non­
d e g e n e r a t e ,  then th e  index o f  ^ i s  nonzero .  S ince  ip i s  homotopic t o  $ 
$ a l s o  has nonzero index and hence must have a t  l e a s t  one zero in ft. 
Under t h e s e  c o n d i t i o n s ,  a DF s o l u t i o n  im pl ies  an o s c i l l a t i o n  o f  the  
system.
The DF has a non-degenera te  s i n g u l a r i t y  i f  i t s  Jacobi an eva lua ted  
a t  t h e  s i n g u l a r i t y  i s  nonzero .  For th e  DF equa t ion
/  M a ,  to A
\  a ,  to J a = a
to = to
Re 9N(a) G( jto) Re N(a) 9G( jto)*9a 9to
Im *9N(a) G(jto) Im N(a) 9G( jto)9a 9to
(3-33)
a = a
/ \
to = (0
n o t in g  t h a t  use has been made o f  
[1 + N(a) G(jto)] = 0. (3-34)
When working w i th  S,  N(a) i s  always r e a l ;  hence Im(G(jto)) = 0. Then 
(3-33) i s  nonzero i f
'dN(a)Re da G(jw)a = a
Im N(S) d a y - 1
(0 = to
■t 0- (3-35)
Each term o f  (3-35) must be nonzero ;  N(a) and G(jto) a r e  nonzero from 
(3 - 3 4 ) .  I t  i s  neces sa ry  to  i n s u r e  t h a t
4 4
dN(a) (3-36)
Im M M  doi t  0 (3-37)
The l a s t  r e l a t i o n  i s  e q u iv a l e n t  to  saying -1 /G(jw) i s  no t p a r a l l e l  t o  
N(a) a t  a) = w. This proves c o n d i t io n  1 o f  the  theorem. When (3-22) and 
(3-23) a re  s a t i s f i e d  a t  a l l  p o in t  o f  ft, then th e  (3-27) cannot have any 
s o l u t i o n  with  i t s  r i g h t  s id e  equal to  ze ro .  Hence a = 0. Then x* = 0 
i s  an e q u i l ib r iu m  s o l u t i o n  o f  t h e  system,  and s in c e  (3-28) i s  a con­
t r a c t i v e  mapping, i t  i s  t h e  unique s o l u t i o n .  Hence c o n d i t io n  2 o f  th e  
theorem i s  proved. 8
The fo l lowing  r e s u l t  may be ap p l ie d  to  examine th e  v a l i d i t y  o f  
MIDF s o l u t i o n :  -
Theorem I I :  -  Let S have a n o n t r i v i a l  MIDF s o l u t i o n .
Suppose x* i s  c o n t r a c t i v e l y  mapped i n to  i t s e l f  by (3-26) 
so t h a t  (3-22) holds (with  P*m re p l a c in g  P*1) over  a 
d i s c  ft defined in  t h e  pa ram e t r ic  space (am, §m, w).  I f ,
on 3ft
11 ( § ' ’ (“ > + S(5m 5 j l  > H s J I  “ >
a s l | P mg[n(xm + x») -  n(xm) ] 11
(3-38)
(3-39)
4 5
where in  (3-38) th e  norm o f  a v e c to r  i s  de f ined  as e i t h e r
m
am-m 1 -  I  la kl <3- 4 0 >
k = 1
m
■ aml 2 = / £  \ Z ( 3 - 4 ! )
k = 1
corresponding  to  t h e  norm used in ( 3 - 3 9 ) ,  and 
N(a,  0) = d iag  [ ^ ( a ,  § ) ,  . . . ,  Nm( a ,  § ) ]
G(w) = diag [G(juj),  . . . ,  G(jmoj)] 
and
J H + -m^ g (to)3 -m j f  0.  (3-42)
-m5 §m» “  /  ,  _ -a„ — a-m
A
6m = 9-m
A
0) = 0)
Then an o s c i l l a t i o n  e x i s t s  with  (am, 6m, u)) e ft.
Proof:  When working w i th  th e  MIDF, th e  equa t ions  o f  harmonic 
balance  may be w r i t t e n  in  v e c to r  form
CSm + D<S» 2) = [ I  + N(am, 0m) 6 (0))]  am + H(a, 0,  w) (3-43)
where
n ( a ,  0 ) = [rv, (a,  0 ) ,  . . . ,  nm( a ,  0 ) ] T 
H(a,  0 , o)) = [H-j(a, 0 , oi) Hm^-*
4 6
Again th e  higher o r d e r  harmonics a re  un ique ly  determined from con­
t r a c t i o n  mapping c o n s i d e r a t i o n s ,  a l lowing (3-43) to  be w r i t t e n  as
[am + TiUm> 0m) G(w)] = [ I  + N(a_, 0_) G(w)] a +-m - -m -m - - -m -m -m
H(am, 0m, w). (3-44)
Define two v e c to r  f i e l d s  in  2m dimensions as
-m’ ^  = ^-m + ^ m» - t J  (3-45)
§m5 w) = H + N(am, §m) G(w)] §m‘ (3-46)
then from (3-38) and (3-39)
§m» §m» “ ) | | , V ( a m, §m, w) e3ft (3-47)
which,  as in the  previous  c a s e ,  im pl ies  \p and ft a r e  homotopic on 3ft. 
Hence i f  th e  s i n g u l a r i t y  i s  n o n -degene ra te ,  which i s  implied by (3 - 4 2 ) ,  
the  conclus ion  f o l l o w s . 8
CHAPTER IV 
GRAPHICAL RESULTS FOR SINGLE INPUT DF
The f i r s t  r e s u l t  p re sen ts  a g raph ica l  te chnique  t h a t  g ives  s u f f i ­
c i e n t  c o n d i t io n s  f o r  o s c i l l a t i o n  when th e  n o n l in ea r  fu n c t io n  i s  an odd 
power law. G e n e ra l i z a t io n  to o t h e r  odd fu n c t io n s  follows in  Chapter VI. 
Conditions  a re  a l so  given f o r  absence o f  o s c i l l a t i o n s .
Theorem I I I :  Let S s a t i s f y  (3 -1)  and have n o n l i n e a r i t y
n(x)  = x*5; p odd.
Let t h e r e  be a reg ion  £2 in the  ( a ,  to) p lan e ,  homeomorphic 
to  a d i s c .
1) Suppose t h e r e  i s  a DF s o l u t i o n  ( a ,  to) eft and
|l /G(j to)  + N(a) | > a ( a , to) on 3ft (4-1)
where a  i s  a p o s i t i v e  s o l u t i o n  to
A = p(l + f )2a ,  p - 1 p - 1 (4-2)a
2a
A
p o  + f )
2a ,  p p -  1 
A ' a (4-3)
k > 1 G(jkto)
i n f  2 ♦ P<1 + P -  1 a P -
and - l /G( j to )  i s  no t  p a r a l l e l  t o  N(a) a t  to = to, then 
a ir-symmetric o s c i l l a t i o n  e x i s t s  with ( a ,  to) eft.
2) Suppose t h a t
|1/G(jto) + N ( a ) |> a (a ,  to) V(a,  to) eft (4-4)
4 7
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where a(a ,  w) i s  given by (4 -2 ) ,  ( 4 - 3 ) .  Then th e r e  i s  
no o s c i l l a t i o n  with ampli tude  and f requency ( a ,  w) in ft.
Proof:  Suppose an o s c i l l a t o r y  s o l u t i o n  (3-14) e x i s t s  and 
| x ( t ) |  < 00, then |x|-j < « .  To see  t h i s ,  t ak e  X to  be any p o s i t i v e  
number s a t i s f y i n g
S o lu t ions  with convergent f o u r i e r  s e r i e s  s a t i s f y  | x | 2 < 00. One 
f inds ,  us ing th e  mean va lue  theorem,
s
(4-5)
(4-6)
Hence | n(x)  | 2 < 00. Se t
00
y = n ( x ( t ) ) ^  Bk ej k w t .
I f  the  l i n e a r  element has a t rans fo rm  G(jw) ,
00 00
s i n c e ,  from o r t h o g o n a l i t y ,  = G(jkw) B^. Observe t h a t
00 oo
I  |Ak | = £  IG(jka>) Bk | ( 4 - 7 )
k = -o o  k = -°°
and, apply ing  th e  Cauchy-Schwarz i n e q u a l i t y ,
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/
00
I  lAlcl i f  Z  iGlJkco)!2) 1/2 I  |Bk | 2 1 / 2 . (4 -8)
k
I t  was s t a t e d  in  Chapter I I I  t h a t  g s a t i s f i e s
sup |mG(jmw)| < ~
0 < m < °°
so t h a t
|G ( jku> ) |^  1/2 < « .  (4-9)
Hence |x|.j < °°.
The o p e r a to r  P** may be a p p l i e d  to  (3-4)  y i e l d i n g
x* = P*1 gn ( x-j + x* ) .  (4-10)
Consider two p o i n t s ,  x * ' ,  x*",  w i th  th e  m e t r i c  |x*" -  x * ' ^ .  From 
(4-10) one o b ta in s
2ir 2ir
- p j g  { n [ x ‘ («())]> ) 2 d<{))1 / 2 .
The mean va lue  theorem implies  t h a t
|n (x" )  -  n ( x ' ) |  < X|x" - x ' |
and s in ce  P*g i s  l i n e a r ,  one sees  t h a t
5 0
2 it 2tt 1/2
( f  -  x*-(*))2 « ) ' ' * <  X ( [  ( p j g  -Cx" (4>) - x '(<())} )2 dtj>) .
0 ^0
Applying P a r s e v a l ' s  i d e n t i t y ,  i t  fo llows t h a t
oo \  /  oo ^  1/2
Z I V  - Ak’ lZ] 1/2 5 M Z (Ak” - Ak' ) | 2
J k |  > 1  /  \ | k |  > 1
and hence
-  ' \  1/2 
I  I V - V I 2)
J kl > r  /
< X  sup |G(jkoj)| ( X  I V  -  V I 2) • (4- " )
'  k > 1  \ | k | >  1
1 1Hence one sees  t h a t  |P* gnx" - P* g n x ' L  < \  sup |G( jkoo| |x" -  x ' | 9 .
c " k > 1
Now o b ta in  a bound on | x | s by us ing  the  norm (x | - j . From (4-10) 
one o b ta in s
lxls - Y l\l - ,sup lG(JkaJ)l Y lBkl
| k |  > 1  ' k l > 1 |k |  > 1
For a power law n o n l i n e a r i t y ,  t ak e
X > P M / ' 1 > , (4-12)dx *
which s a t i s f i e s  ( 4 - 5 ) .  I t  i s  easy  to  v e r i f y  t h a t
Z |Bkl < (|x|,)p < Mxl! -
|k |  > 1
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so t h a t
(4-13)
Comparing (4-11) and (4-13) i t  can be seen t h a t
|x*B - x* ‘ \2 < {f | s |x*" -  x* ' | 2 (4-14)
lx* l l  $ M s lx* l i  + M s I I -[ (4-15)
with | f  | = A sup j G( jkoj) | .
S 11, I ^  iIkl > 1
Note t h a t ,  i f  | f | s < 1 ,  then (4-10) i s  c o n t r a c t i v e  under the  L2 norm by 
(4-11) and (4-13) bounds th e  va lue  o f  | x * | ,  as a fu n c t io n  o f  |x- | l i»  By 
apply ing the  c o n t r a c t i o n  mapping theorem, one may o b ta in  bounds on | x | 2 . 
S i m i l a r l y ,  one may so lve  (4-15) f o r  | x | - | .
The s lo p e  o f  t h e  n o n l i n e a r i t y  may vary  from 0 to  X((x (- )^ f o r  a 
p a r t i c u l a r  s o l u t i o n ;  Holtzman [58] shows t h a t  a sh a rp e r  c o n t r a c t i o n  
r e s u l t s ,  in  t h i s  c a s e ,  i f  a q u a n t i t y  equal to  h a l f  th e  norm o f  a r e c u r ­
s iv e  mapping i s  added to  both  s i d e s .  From (4-10) one o b ta in s
Provided t h a t
i n f  |1 + G( jkw) X( |x|-, ) /2 |  f  0, 
k > 1 
k odd
( 4 - 1 7 )
i t  may be shown t h a t  (4-16) y i e l d s  t h e  r e l a t i o n
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x* - x„ | 2 < sup 
c k > 1 
k odd p*1 gA( | x | -,)
+ i
1| £ (4-18)
The map (4-10) i s  c o n t r a c t i v e  i f
X( | x | - j )
i n f  
k > 1 G(jkoo) + A(lx h )
< 1 (4-19)
For a c e r t a i n  reg ion  in (a ,  to) s p ace ,  (4-19) i s  s a t i s f i e d .  Then (4-10) 
has a unique f ix ed  p o in t  in t h i s  r eg io n  s a t i s f y i n g
I x J  -  x 0 I* 12 (4-20)
1 -  p
where x*° i s  a s t a r t i n g  po in t  and x* 1 i s  ob ta ined  by app ly ing  the  map 
to  x*°.  Take x*° = 0,  and from (4-20)  and (4-16) one o b ta in s
I|x*| I < i  _
p j g X( l x h )  x 1 - n ( x , ) 
. 2
1 + P* g^(Ix11 )
X ( |x | )
i n f  
k > 1 G(jkco) + ^ M - , )  “ A( | x | - | )
|xn| | , (4-21)
where use has been made o f  P*^gX( |x |^) x-j = 0. Hence a bound on | | x * | |  
e x i s t s  as a fu n c t io n  o f  | | x - | | |  and X ( |x | - | ) .
One now f in d s  an express ion  f o r  the  DF harmonic e r r o r .  Applying 
P^  to  (3-4) y i e l d s
5 3
x-j = - P1gn(x1 + x*) .  (4-22)
The equation  o f  harmonic ba lance i s  r e l a t e d  to  the  DF equat ion  by
x-| + Pgn(x1 + x*) = [x1 + Pgnx.,] + Pg[n(x1 + x*) -  nx-,]. (4-23)
When (4-22) h o ld s ,  i t  i s  seen t h a t  the  DF e r r o r  i s  given by
P1g[nx1 - n (x1 +x*) + A ( | x h ) x* h  (4-24)
where use has been made o f  P^q A^ l x l l^  x+ = 0. Takinq norms on both
2
s id e s  o f  (4-24) y i e l d s
|1/G( jto) + N(a) | a  < | |n(x ,  + x*) -  nx, -  A  ^ x^ h   ^ x*| | (4-25)
1 2
and the  r i g h t  s id e  o f  (4-25)  i s  e v a lu a te d  from th e  mean va lue  theorem 
as
11n( x-j + x * )  -  n x j  -  A( l * l i )  | |  < 1 | g £  x *  -  A  ^ ^ 1   ^ x * |  |
< X ( | x | 1 } l l x J I .
2
The l a s t  s t e p  follows s in ce  0 < ^  < X. Combining (4-25) with (4-20) 
yi  e lds
X2 ( | x | 1 ) / 4
|1/G( jw) + N(a) | < . n f  X ( | x | , )  X ( | x | , )
l/G(jkco) +  g-l-
i n f  
k > 1
(4 -26)
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The r i g h t  hand s id e  o f  (4-26) may be i n t e r p r e t e d  as an e r r o r  d i s t a n c e ,  
and f o r  convenience d e f in e  a by
a = X2 ( | x | t ) / 4 (4-27)
i n f  
k > 1 1/G(jkw) +
A s u i t a b l e  value  fo r  X w i l l  now be determined f o r  the  power law non- 
l i n e a r i t y .  One may w r i t e
n(x)  = xp ; ^  = Pxp _ 1 .
Equat ion (4-21) g ives  bounds on | x * | i  in terms o f  ]x-j | -j , and, from 
(4 - 2 7 ) ,  one o b ta in s
Ix 11 - Ixi11 + Ix*11 < (1 + x ) a * ( 4 - 28)
Choose X to  be th e  p o s i t i v e  s o lu t io n  o f
X = P(1 + %L) (4-29)
which w i l l  be assumed to  e x i s t .  I t  fo l lows  t h a t  (4-29) s a t i s f i e s  (4-4)  
and (4 -1 0 ) .  S u b s t i t u t i n g  (4-29) in  (4-27) one ob ta in s
2a
X
2 a  P " 1 P ■ 1 
P(1 + x )  a
i n f  
k > 1
 %.—  + p(i  + — )
G(jkw) KU X '
p -  1 p -  1
-  P(1 + £ )  ap
(4 - 30 )
o r  a f t e r  some rea r rangem ent ,
5 5
2a
X p - 1 p - 1 * (4-31)i n f  2
+ P ( l  + y Ok > 1 G(jkaj) a
A p o s i t i v e  s o l u t i o n  f o r  —  in (4-30) im pl ies  t h a t  (4-17) i s  s a t i s f i e d ;  
hence the  c o n d i t io n s  f o r  c o n t r a c t i o n  a r e  v e r i f i e d  and x* i s  unique .
Hence t h e  c ond i t ions  o f  Theorem I a re  s a t i s f i e d .  The p roo f  i s  
complete.fi
I t  i s  p o s s ib l e  to  show t h a t  (4-3)  has a p o s i t i v e  s o l u t i o n  when 
^  i s  sm a l l .  Let i t  be assumed t h a t  k can be found independent  o f  X. 
I t  i s  in tended  to  so lve  i t e r a t i v e l y  on a computer t h e  equat ion
which i s  e q u i v a l e n t  to  ( 4 - 3 ) .  Now (4-32) can be sketched as t h e  p a ra ­
m e t r ic  equa t ions
The f i r s t  equa t ion  has a p o s i t i v e  s o l u t i o n  when x = 0; i f  i t s  s lo p e  i s  
l e s s  than one fo r  a long enough d i s t a n c e  a long  th e  x a x i s ,  then (4-32) 
wi l l  have a s o l u t i o n ;  i f  n o t ,  the  i t e r a t i o n s  w i l l  soon le ad  to  a nega­
t i v e  denominator in  ( 4 - 3 ) .  The s i t u a t i o n  has been sketched  in  Figure  
4 -2 .  A s u f f i c i e n t  c o n d i t io n  f o r  th e  procedure  to  be success fu l  i s  t h a t
The d e r i v a t i v e  o f  F with r e s p e c t  to  x can be computed,  y i e l d i n g
(4-32)
IF1( x ) |  < 1 . ( 4 - 3 3 )

5 7
2 Re (2/G(jkw) + p(l  + x) p -  1 p - 1
• (p - 1 ) • a (4-34)
| 2/G(jkw) + p ( l  + x ) P  " \ P " 1a
Note t h a t  Re(2/G(jkw)) < 0 ,  and from (4 -1 7 ) ,  (4-34) i s  always p o s i t i v e .  
A s u f f i c i e n t  cond i t io n  f o r  (4-33) to  hold i s
i . e . ,  one can expect th e  te chn ique  to  work when th e  pe rcen tage  harmonic 
co n ten t  i s  on th e  o rd e r  o f  (4 -35) .
I t  t u r n s  o u t ,  because the  system i s  u s u a l l y  low p a s s ,  th e  infimum 
re q u i re d  (assuming a ir-symmetric s o l u t i o n )  in  (4-3)  u s u a l l y  occurs  a t  
k = 3. A computer can be used to  ske tch  the  r eg io n  fl in th e  ( a ,  w) 
p lane ,  and examples o f  t h e  te chn ique  a re  shown in Figures  4-2 to 4-6 
fo r  va r ious  combinations  o f  l i n e a r  func t ion  and odd power law.
X = F(x) < ^ (4-35)
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FIGURE 4-2 PROOF OF OSCILLATION BY THEOREM I I I  
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FIGURE 4-3 PROOF OF OSCILLATION BY THEOREM I I I  
n(x) = l/3 x 3
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CHAPTER V
ANALYTIC RESULTS FOR SINGLE INPUT DF
By using more c o n se rv a t iv e  c o n d i t i o n s ,  t h e  e x i s t e n c e  o f  an o s c i l ­
l a t i o n  can be v e r i f i e d  a n a l y t i c a l l y .  In p a r t i c u l a r ,  th e  nex t  theorem 
may be ap p l ied  when the  n o n l i n e a r i t y  i s  an odd power law.
Theorem IV: Let S s a t i s f y  (3-1)  and have n o n l i n e a r i t y
n(x) = x*3; p odd.
Suppose
1) th e r e  i s  a DF s o l u t i o n  ( a ,  w) and -1 /G(jw) i s  no t  p a r a l l e l
to  th e  r e a l  ax is  a t  co = w, and
2) th e re  i s  an i n t e r v a l  a long the  w a x i s
w = {w : o)-| < w < ^ 2) f ° r  which (5-1)
J c 2 + c 22/ 4
Im(l/G( j w ) ) | > 1/2 + |1/G( jw) |, we3w (5-2)
where c2 i s  a p o s i t i v e  s o l u t i o n  o f
c .  (P + 1) (P - 1) (P -  3). 4 (1 j p  - !
2 (id -  2) (jj -  4) •••  3 u  '  V (5 -3)
3) I f  t h e r e  i s  a k such t h a t
i n f  
i > 1 , 2 ! + X
2 -V
G(jiw) + X G(jkw) + A
( 5 - 4 )
6 3
64
where X i s  de f ined  by
X = max 
toew
(5-5)
and f o r  t h a t  k
| 1 /G(jkco)|
(5-6)
|1 /G( jto)|
then t h e r e  i s  a tt- symmetric o s c i l l a t i o n  w i th  toew and
a < max M 
toew
-1
| l /G ( j w ) | (5-7)
Proof :  Define a r e c t a n g u la r  reg ion  Si' in t h e  ( a ,  to) p lane  o f
convenient s i z e  by
such t h a t  ( a ,  to) eSl'. I t  wi l l  be demonstrated  t h a t  under co n d i t io n s  
(5-2) to  (5 -6) Si' co n ta in s  a d i s c  t h a t  s a t i s f i e d  Theorem I I I ,  see  
Figure 5-1 .
The a n a ly s i s  w i l l  be done in  the  (N, to) p l a n e ,  where N = N(a) is  
the  DF. There i s  a one - to -one  r e l a t i o n s h i p  between the  s e t  N =
{N : NeIR, N > 0} and the  s e t  a = {a : aeJR, a > 0} ,  and Si' w i l l  a l s o  be 
used to  d e n o te ' t h e  image o f  (5-8) in  th e  (N, u>) p lane .  As a m a t t e r  o f  
n o ta t io n a l  convenience,  the  l i n e a r  t r a n s f e r  fu n c t io n s  wil l  be r e p re se n te d  
by
Si' = {a,  w : a-j < a < a2 » w-j < to < (5-8)
|1 /G(j to) |  = G"1 ; | l /G ( jk to ) |  = G ^ 1 .
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F i r s t ,  the  e x i s t e n c e  o f  a p o s i t i v e  s o lu t io n  to  (4 -2)  and (4 -3)  
w i l l  be v e r i f i e d  from (5 -1)  through ( 5 - 6 ) .  The fo l low ing  holds fo r  
c 2 > 0: ___________
X  > - L  
C2 C2
2 + c2 / 2  + / c 2 + c22/ 4  
2^ + c 2/2  + Jc2  + c 22/ 4  + ^ 4 /  c2 + 1,
4c2 + c22 + 2c2 / c2 + c22/4
2(4 + c2 ) ( c2 2 / 2  + c2 y/c2 + c22 / 4 )  -  2 (4c2 + c 22 + 2c2 J c 2 + c 22/4 )
(5-9)
In p a r t i c u l a r ,  when c2 i s  chosen to  s a t i s f y  ( 5 - 3 ) ,  i t  fo llows by com­
par ing  (5-9)  with  (5 -5)  and (5 -6)  t h a t
__________X/21 X/2  X/2________
—  > , = , > 
C2 '  Gk" - X (Gk" '  - X/2) -  X/2 " 1 /G( jkw) + |
1 ( 5 - 1 0 )
2
prov ided ,  o f  c o u rse ,  t h a t  Gk_1 -  X > 0. The exp re ss ion  on the  r i g h t -
hand s id e  o f  (5-10) was i d e n t i f i e d  in  (4-27) so t h a t
¥ : « ? •  ( 5 - u )
By r e f e r r i n g  to  any t a b l e  o f  d e s c r ib in g  f u n c t i o n s ,  e . g .  [6 9 ] ,  i t  may
be seen t h a t  (5-3) can be w r i t t e n  as
c2 = P9N(a) ^  + 1/C2^P 1 (5-12)
and, from (5 -1 1 ) ,  one o b ta in s  th e  r e l a t i o n
N(a) c2 > Pap '  1 (1 + ^ ) p ‘ ] a p ‘  1 = X. (5-13)
6 7
The e q u a l i t y  po r t ion  o f  (5-13) comes from (4-29)
I t  can now be shown t h a t  Q' c o n ta in s  a reg ion  ft on whose boundary 
| l /G ( jw )  + N(a) |  > a .  In view o f  (4-1)  and (5-11) i t  s u f f i c e s  to  show 
t h a t  th e  fo llowing holds on 9ft:
| I m ( l /G ( jw ) ) | > a > ^ (5-14)
C le a r ly  i f  (5-2) holds then (5-14) i s  o b ta in e d .  Along the  N ax is  one 
f in d s  th e  boundary o f  th e  region from (4-26) and (5-10) as
X2/4
|1/G(jw) + N( a ) | > G -1 _ -
k
which, from (5 -1 3 ) ,  y i e l d s  the  r e l a t i o n
,  c22N2/4
K  - Nl i  -----------
Gk " c2N
(5-15)
(5-16)
This in  tu rn  r e q u i r e s  examining s o l u t i o n s  o f
G"1 Gk_1 - (Gk_1 + c2 G"1 ) N + ( c 2 + c22/ 4 )  N2 = 0 (5 -1 7 a )
G"1 Gk_1 -  (Gk-1 + c 2 G'1 ) N + ( c 2 -  c22/ 4 )  N2 = 0. (5 - 1 7b)
The minimum and maximum o f  the  s o l u t i o n s  on Q' can be shown to  be 
(G
N-j = min <
weft
-1 + c 2 G"1 ) - / ( Gk_1 + c2 G"1 )2 + (c 22 -  4 c2 ) G"1 G-1 .  -1k
2 ( c2 -  c 2 / 4 )
( 5 - 1 8 a )
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(Gk_1 + c 2 G"1 ) - Gk_1 + c2 G'1 ) 2 - ( c 22 + 4c2 ) G"1 G ^ 1
N2 = max <
Now Ni i s  always rea l  and p o s i t i v e  i f  c2 > 4.  N2 w i l l  be rea l  and p o s i ­
t i v e  i f
which i s  e q u iv a l en t  to  (5 -6 ) .
All th e  requ irements  o f  Theorem I I I ,  c o n d i t io n  1 ,  have been s a t i s ­
f i e d ;  hence an o s c i l l a t i o n  e x i s t s .  The maximum va lue  o f  N2 may be com­
puted from (5-13) and (5-5)  as ( 5 - 7 ) .  I
A graph o f  th e  pa ram etr ic  equa t ions
where c-j i s  a p o s i t i v e  c o n s t a n t ,  shows t h a t  t h e r e  i s  a unique s o l u t i o n  
f o r  c2 . This i s  i l l u s t r a t e d  in Figure  5-2 .
I t  i s  convenien t  to  t a b u l a t e  th e  va lues  o f  c2 and o th e r  p e r t i n e n t  
parameters  as fu n c t io n s  o f  p; t h i s  i s  done in Figure  5-3 .
(5 -19)
which in tu rn  r e q u i r e s
Gk ^ (2c2 + c2 ) + y (2 c 2 + c2 ) -  4c2 ( 5 - 20 )
C2 = C-J (1 + x) p ’  ^ (5-21a)
x = l / c 2 (5-21b)
6 9
o
o
o .
o
CVJ
FI
GU
RE
 
5-2
 
FI
ND
IN
G 
TH
E 
VA
LU
E 
OF 
C
1 * Cj n
3
5
7
9
1 1
t 3
15
17
19
21
23
75
7 7
29
31
33
35
37
39
41
43
45
47
49
i M ( a n / c ; i L A ‘* B D A / G T G K I / G I
5 . 5 6 6 3 1 6  
1 1 . 2 4 7 4 9 6  
1 7 , 7 7 5 6 9 4
7 5 , 0 1  9 3 1*  
3 2 . 8 9 3 7 2 *  
4 1 , 3 3 8 5 2 6  
5 0 . 3 9 7 * 2 4  
5 9 , 7 6 5 2 4 7  
6 9 , ( 5 * 1 0 2 4  
* 0 , 0 3 0 2 4 7  
0 0 . 7 9 1 6 4 6  
1 0 1 , 9 4 6 7 9 7  
1 1 3 , 4 7 9 5 3 *  
1 7 5 , 3 7 5 5 4 5  
1 3 7 , 6 7 2 0 0 0  
1 5 0 , 2 0 7 3 5 4  
1 6 3 . 1 7 1 1 2 6  
1 7 6 . 3 5 3 7 5 0  
1 * 9 . 8 9 6 4 4 7  
2 0 3 , 7 4 1 1 2 6  
2 1 7 , 8 * 0 2 9 7  
2 3 2 , 3 0 6 9 9 7  
2 4 7 , 0 1 4 7 3 9  
2 6 1 , 9 9 7 4 5 7
0 . 8 8 1 4 0 0 7 7  
0 , 9 2 9 4 3 6 2 1  
0 . 9 b l 7 4 9 o y  
0 . 9 6 4 2 6 3 0 7  
0 . 9 7 7 1 1 7 7 0  
0 . * 7 7 4 3 4 5 0  
0 . 9 8 1  2 3 4 3 0  
0 , 9 8 4 0 6 3 5 0  
0 . 9 8 6 2 3 8 6 1  
0 . 9 8 7 9 5 4 4 3  
0 , 9 8 9 3 3 6 * 4  
0 ,9 9 0 4 7 0 4 9  
0 . 9 9 1 4 1 4 1 6  
0 , 9 9 2 2 0 9 * 8  
0 . 9 9 2 8 * 8 3 7  
0 . 9 9 3 4 7 2 6 2  
0 , 9 9 3 9 8 0 0 8  
0 , 9 9 4 4 2 4 2 5  
0 . 9 9 4 8 1 5 7 3  
0 . 9 9 5 1 6 2 9 2  
0 , 9 9 5 4 7 2 5 7  
0 . 9 9 5 7 5 0 1 6  
0 , 9 9 6 0 0 0 1 7  
0 , 9 9 6 2 2 6 3 2
9 , 8 1 2 3 1 0  
2 0 . 9 0 7 6 5 9  
3 3 . 8 3 6 0 0 1
4 8 . 2  5 0 4 0 *  
6 3 , 9 5 3 1 5 0  
8 0 . 8 1 1 4 0 2  
9 8 . 7 2 7 5 2 5  
1 1 7 . 6 2 5 5 8 7  
1 3 7 . 4 4 4 2 3 2  
1 5 8 . 1 3 2 4 7 4  
1 7 9 , 6 4 7 0 4 1  
2 0 1 - . 9 5 0 5 8 *  
2 2 5 . 0 1 0 4 4 5  
2 4 8 . 7 9 7 7 0 *  
2 7 3 . 2 8 6 5 6 7  
2 9 8 , 4 5 3 7 8 6  
3 2 4 , 2 7 8 2 9 9  
3 5 0 . 7 4 0 * 9 2  
3 7 7 . 8 2 3 9 4 6  
4 0 5 , 5 1 . 1 2 2 *  
4 3 3 . 7 * 7 7 1 7  
4 6 2 , 6 3 9 4 5 7  
4 9 2 . 0 5 3 4 4 5  
5 2 2 , 0 1 7 5 1 *
4 1 . 3 6 7 5  
1 4 8 . 1 4 7 2  
3 5 0 . 6 2 5 5  
6 7 5 . 0 7 7 7  
1 1 4 6 . 8 4 1 3  
1 7 9 0 . 5 9 6 4  
2 6 3 0 . 5 3 0 7  
3 6 9 0 . 4 4 6 8  
4 9 9 3 . 8 3 4 8  
6 5 6 3 . 9 2 5 2  
8 4 2 3 . 7 2 7 7  
1 0 5 9 6 . 0 6 2 2  
1 3 1 0 3 . 5 8 2 1  
1 5 9 6 8 . 7 9 4 0  
1 9 2 1 4 , 0 7 3 1  
2 2 8 6 1 . 6 7 6 9  
2 6 9 3 3 . 7 5 6 1  
3 1 4 5 2 . 3 6 3 8  
3 6 4 3 9 . 4 6 4 0  
4 1 9 1 6 . 9 3 * 6  
4 7 9 0 6 . 5 9 3 3  
5 4 4 3 0 . 1 6 3 5  
6 1 5 0 9 . 3 1 * 8  
6 9 1 6 5 . 6 6 7 3
FIGURE 5- 3  TABLE OF PARAMETERS VS. P
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As an example o f  th e  use o f  Theorem IV, c o n s id e r  the  system to  be 
a Van der Pol o s c i l l a t o r  whose t r a n s f e r  fu n c t io n  i s
G(s) = *03s
s 2 - .03s + 1
and the  n o n l in e a r  func t ion  i s  
n(x)  = l / 3 x 3 .
The d e s c r ib in g  func t ion  s o l u t i o n  i s  <o = 1 ,  a = 2.  The va lue  o f  c2 
can be c a l c u l a t e d  from (5-3)  as
c2 = 4(1 + l / c 2 )2 ; c2 = 5.566.
One computes from (5-2)
Im | l /G ( jw ) |  = .8814| 1/ G ( j u ) |  (5-26)
which,  by us ing  a t r i g o n o m e t r i c  s u b s t i t u t i o n  can be shown equal to
Imll /G(joo)| = 1.865 = < / - ]
,03w
(5-27)
R e | l /G ( jw ) |
o r  a)2 + .05595w - 1 = 0
y ie ld in g
to1 = .05595 + \/ ( .05595)2 +~4 = 1.0283662
Wo = - .05595 + 7 ( . 0 5 5 9 5 )2 + 4 = .9724162, 
c 2
Now compute X = max [9.812| l /G(j<o) | ]  = 4 4 .1 .  I t  i s  easy
.972 < to < 1.02
to  see t h a t ,  when the  s o l u t i o n  i s  assumed ir-symmetric,  the  infimum i s
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s a t i s f i e d  a t  K = 3. The f i n a l  requirement  o f  th e  theorem i s  t h a t
| l /G ( j 3 w ) |
----------------- > 41.36
| l /G ( j w ) i
i s  s a t i s f i e d  in the  reg ion
w = {to: .9724162 < to < 1 .0283662}.
This i s . e a s i l y  v e r i f i e d .  The bound (5-7) i s  then found to  be
a < N '1 [ 1 .7 6 2 8 |1 /G ( jw ) | ] = 3.9485.
As a comparison, one might e a s i l y  so lve  th e  problem g r a p h i c a l l y  by 
apply ing  Theorem I I I .  This was done by computer in  Figure 5 -4 ,  and the  
reg ions  o b ta in ed  by th e  two methods may be compared.
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FIGURE 5-4 A PLOT OF THE REGION SURROUNDING THE DF SOLUTION WHEN
n(x) = 1/3x3, G(s) = --------
s - .03s + I
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CHAPTER VI
EXTENDING THE METHOD TO MIDF AND MORE 
GENERAL NONLINEARITIES
A. M ul t ip le  Input Descr ib ing  Functions
The r e s u l t s  ob ta ined  fo r  DF can be extended to  m u l t i p l e  i n p u t  des ­
c r i b i n g  fu n c t io n s  (MIDF). One needs to  deal with some h ighe r  dimensional 
spaces  and use homotopy arguments to  show th e  e x i s t e n c e  o f  a s o l u t i o n .
I t  i s  a l so  d e s i r ed  to  d e f in e  a more general  s e t  o f  c h a r a c t e r i s t i c s  t h a t  
a n o n l i n e a r i t y  must have f o r  the  method o f  Theorem I I I  o r  IV to  be 
a p p l i c a b l e ,  and to  de termine  the  m o d i f i c a t io n s  nece ssa ry  t o  t h e  theorems.
The next r e s u l t  r e p r e s e n t s  th e  MIDF analogue o f  Theorem I I I .
Theorem V: Let S s a t i s f y  (3 -1) and have n o n l i n e a r i t y
n(x) = xp ; p odd.
Let t h e r e  be a d i s c  ft in (a . 0m, w) space .-m -m
1) Suppose t h e r e  i s  an MIDF s o l u t i o n  (am, §m, w) eft and on
| | ( G _1(w) + N(am, 0m)) a j |  > 11am11 a (6- 1 )
where a  i s  a p o s i t i v e  q u a n t i t y  s a t i s f y i n g
m
( 6- 2 )
k = 1
X = p ( l  + f )2oxp - 1 p -  1X ; A ( 6 - 3 )
7 4
7 5
2a
X 2a*p - 1 p -  1 
X '  A
(6-4)
and
J 5* 0 (6-5)
w
then an o s c i l l a t i o n  e x i s t s  with (a . 0 . w) efi.-m -m
2) Suppose (6-1)  i s  s a t i s f i e d  f o r  V(am> §m, u) eJ2, where 
o i s  given by (6-2) to ( 6 - 4 ) .  Then no o s c i l l a t i o n  with 
parameters  (§m, 0m, to) efl e x i s t s .
Proof:  The s ce n a r io  fo r  a n a l y s i s  r i g o r o u s l y  de f ined  in  Theorem I I I
a p p l i e s  he re ;  th e  system d e f i n i t i o n  i s  th e  same and hence th e  a p p l i c a b i l ­
i t y  o f  | |-| and | |g fo l low s .  Of c o u r s e ,  P* i s  de f ined  as th e  summa­
t i o n  o f  harmonics g r e a t e r  than m, and t h e  c o n t r a c t i v e  p ro p e r ty  o f  x* i s  
ob ta ined  by th e  same method as b e f o r e ,  excep t  only harmonics g r e a t e r  
than m a re  c o n s id e re d .  Let |xm| 1 = A which i s  given in  (6-2)  and used 
to  e s t im a te  | x | - j .
Applying th e  Pm o p e ra to r  to (3 -4)  in  t h i s  case  y i e l d s
( 6- 6 )
One adds a q u a n t i t y  pm9nxm t0 both s id e s  and s in ce  Pmg ( X |x j^ ) x* = 0,
one ob ta in s
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m m M | x | , )
xm + P gnxm = P gtnxm '  n(xm + x* } --------2------ * (6“ 7)
Now (6-7) a c t u a l l y  r e p r e s e n t s  m coupled complex eq u a t io n s .  A f te r  d i v i d ­
ing by G and ta k in g  the  norm on both s i d e s ,  e i t h e r  | l-j o r  | | g > one
o b ta in s  the  n eces sa ry  cond i t io n  f o r  o s c i l l a t i o n  as
IIG-’ W  ♦ N(am, §m))  a j |  < ^ h >  l l x . l l
where the  norm o f  a v e c to r  i s  ev a lu a ted  as in Theorem I I .  Then condi­
t i o n  2 follows from t h i s  and the  f a c t  t h a t  | | x * | |  < ^  11xm! I * a 
s a t i s f i e s  (6 -2) through (6-4) i t  can be shown t h a t  i t  i s  g r e a t e r  than
o r  equal to  the  a  o f  Theorem I I I .  Hence c o n d i t io n  1 f o l l o w s . !
The a p p l i c a t i o n  o f  Theorem V im pl ies  p l o t t i n g  a reg ion  in a space
o f  dimension g r e a t e r  than two. This i s  in conven ien t .  A s u f f i c i e n t  s e t
o f  c ond i t ions  f o r  apply ing  p a r t  one o f  th e  theorem i s  to  examine a
reg ion  in th e  ( a ,  w) plane  given by
| 1 / S ( » )  + Mt (am. 9n ) |  > a  ( 6 _8 ,
s u b j e c t  to the  c o n d i t io n s
(1/G(jkoo) + Nk(am, 0m)) = 0 ,  k = 3,  . . . ,  m. (6-9)
Suppose (6-9) i s  so lv a b le  f o r  ( a 3 , . . . ,  am) ,  ( ,  . . . ,  0m) in  terms o f  
( a ,  w) ( t h i s  i s  no t  always the  c a s e ) .  I t  can be seen t h a t  (6 -9) and 
(6 -8)  to g e th e r  imply ( 6 - 2 ) .  I f  t h e  p lan a r  p lo t  i s  bounded, then so i s
t h e  mult id imensional p l o t  req u i red  by th e  theorem.
An example o f  th e  techn ique  w i l l  now be d i scussed  us ing  th e  dual 
in p u t  d e sc r ib in g  fu n c t io n  (DIDF). By (6-8)  and ( 6 - 9 ) ,  £2 i s  desc r ibed  
by the  r e l a t i o n s
7 7
/  2 r
|l/G(jo>) + N-| ( a , a 3 , 8 ) |  > V a + a3 a  (6-10)
a
1 + G(j3 uj) N3 ( a ,  a 3 , 6) = 0 (6-11)
A = a + a 3 - (6-12)
O
Continuing with t h e  example,  (6-10) and (6-11) a r e  a p p l i e d  to  n (x)  = x 
whose DIDF is
N-j(a, a 3 , 9) = | - ( a2 + 2a32 - a a 3 cos0 + j a a 3 sinO) (6-13a)
3 3
N3( a ,  a3 , 8) = | { 2 a 2 +a32 -  cos0 - s i n 0 ) .  (6-13b)
3 3
From (6 - 1 3b) and (6-11) i t  i s  p o s s i b l e  to  f in d  a 3 given a ,  to by so lv in g
a6 - [16 j 1 /G( j3co) | 2 + 36a4 + 48a2 Re|1/G( j3w) | ] a 32
-(24  Re|1 /G( j3w)|  + 36a2 ) a 34 - 9a36 = 0 (6-14)
and 0 i s  ob ta ined  from
s i n “^ 4a3 Im 11 / G( j3co) | 
a 3
(6-15)
Now (6-10) i s  p l o t t e d  in  the  ( a ,  w) p lane  with  t h e  a id  o f  (6-14) and 
th e  theorem i s  a p p l i e d .
I t  i s  p o s s ib le  to  check th e  non-degeneracy o f  a s o lu t io n  in  t h i s  
example from the  r e l a t i o n
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Tpaa-j s i n 0
9R e | l /G ( jw ) |
3 • „4-a s ine ^aag cose 3Im|l /G(jw)
det 3a - I- —  cose 
4 3
3Im | l /G ( j3w ) |
3Re|l /G(j3a>)| f  Q
a = a
e = e
to = U)
(6-16)
A number o f  systems were analyzed us ing  the  DIDF method; each con­
t a i n s  a cubic  n o n l i n e a r i t y  and d i f f e r e n t  l i n e a r  t r a n s f e r  f u n c t io n s .  In 
each case  the  system was analyzed us ing the  DF method o f  Theorem I I I ,  
and th e  r e s u l t s  compared. The ( a ,  to) p l o t s  a re  shown in  F igures  6-1 
through 6 -4 ,  and t h e  r e s u l t s  a r e  t a b u l a t e d  in  Figure  6 -5 .  Note t h a t  in
some cases  i t  i s  p o s s ib l e  to  show o s c i l l a t i o n  with  th e  DIDF method when
the  DF method i s  i n c o n c lu s iv e .
B. More General N o n l i n e a r i t i e s
Next,  the  n o n l i n e a r i t y  w i l l  be g e n e r a l i z e d  to  a polynomial t h a t  i s  
odd and nondecreas ing .  The minimum s lo p e  i s  r e q u i r e d  to  be ze ro .  Theorems 
I I I  and IV can now be r e s t a t e d  in  the  fo l lowing manner.
Theorem VI: Let S s a t i s f y  (3 -1) and have n o n l i n e a r i t y
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FIGURE 6-1 PROOF OF OSCILLATION BY THEOREM V
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FIGURE 6-2 PROOF OF OSCILLATION BY THEOREM V 
n(x) ■ l/3 x 3
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FIGURE 6-3 PROOF OF OSCILLATION BY THEOREM V 
n(x) = l/3 x 3
G(s) = - 7  3S -----
s* + sJ - 12s -1 2
OM
EGA 
RE 
t/G
C
Jw
) 
XM 
t/G
(JW
) 
1
G
(JW
}1
82
» * *  »
9JI
X
'JiU
•N.
'ji 
l» 3 I
•O'
‘J i
wui
«
O'
C/5
+
ru
I li -i
• • • • • • • ft • • • • • • ■ ■ • ft • • « • • • • • • • • • • • • • • ft • ft • • • * • • • • • • ■ • • • ft • ft • ft • •
o 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 o 3 3 3 o 3 3 © 3 3 3 O X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
o 3 3 3 3 3 3 3 3 3 3 3 3 3 3 O 3 3 3 3 3 3 3 3 3 3 3 3 3 X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
0 X 9 X 3 *•4 -4 *■4 J* •9 to JI JI Jt 3 3 3 X ’A X u U rU — ■* — 3 O 3 X X X 3 3 3 -4 *4 -4 to to to JI Ji JI e 3 3 A si A u •u r\> to* to* 3 3 3
to A X to a X O ' U X T ru X J ! U X J I U 3 JI U 3 JI ru 3 J i ms 3 JI **► 3 3 pm 3 3 mm -4 3 mrn -4 3 mm ■4 3 © -4 3 •3 -4 Ji 3 •*4 .4 3 to .4 3 0" UK 3
y U X 3 3 to u 3 3 3 4 UK X Jt — -4 UK X J U 3 3 3 to ■u 3 3 3 t o X X Ji mm -4 X X JI mm -4 3 3 to ru 3 O to *U X JI mrn -4 A X JI mm *4 UK O
o .*U ■si & J i X - 4 3 X 3 ru UK 3 to to 3 3 3 O *U ru X JI JI *4 -4 X O "to u X O J i to ••4 3 X o — r u X J ' •T -4 3 X 3 r u .M 3 J t 3 —«• 3 X 3
1 a 1 1 1 t 1 1 1 1 I I a 1 1 I 1 1 1 a I 1 t 1 1 a 1 1 a a 1 a a a a a a a a a i a 1 a a a a 1 a a a a 1 a 1
*• ** —p pm —• -to •m —* mm ■* pm •m ■* *m •m <m ■* pm pm —* •m I 1 1 a pm ■* mm •m pm mm pm ** pm pm pm ■* pm pm to* mm .* .to •>* pm •to to* pm mm ■tomrn to* ttoi
• ft • • • ft • ft ft ft « ft • ft • ft • • ft ft 4 ft ft ft « • • • ft • • ft • • ft ft ft ft • ft ft ft • ft • ft ft • ft • ft ft • ft ft ft ft • ft
3 3 3 3 3 3 3 3 3 o 3 3 3 3 3 3 3 3 3 3 3 © o O © 3 3 X X X X o © 3 3 3 3 3 3 3 3 3 3 3 9 3 3 9 3 3 3 3 3 3 9 3 3 © 3
3 3 3 3 3 3 3 3 3 o •3 3 3 3 3 3 O 3 3 3 3 3 3 3 3 3 3 X X X X 3 3 3 3 3 3 © 3 3 3 3 3 3 9 3 3 3 O 9 3 3 3 3 O 3 9 9 3
a UKUK UK4V V U U U mm pm pm to* 3 © © © 3 3 3 3 3 3 3 3 X X X X © © 3 3 © 3 3 3 3 3 3 3 mP pm mm ■* to* M ru *U ru A UK s i UK 3 3
3 3 Jt *U 3 <4 JI UKto* X 4 J i UKru 3 X -4 3* JI 3 UKru ru pm 3 3 3 X X X X 3 3 3 pm ru ru UK 3 JT to •4 X 3 u UK JT 4 X UK JT 9 3 UK t o 3 3
X ••* -4 -4 ru 3 JI U to* to* ru b J* 3 JT mm X ■JT b 3 JI 4 © UK3 3 — X 30 3 X pm 3 X 3 © 4 Jt 3 JT to ru to .* 3 JT 3 3 3 t o x  ru -4UK3 9 -4 4
A ““ X "4 J i uKo 3 3 3 *u 3 3 JI 3 'M 3 3 to JT4* ru 3 X X 3 -4 •"44 4 *4 <43 X 3 ru 3 t o 3 3 •4 •-* J i X 3 X 3 3 4 3 — X ■4JTJT 3 9 JT
a a 1 a 1 1 a 1 0 1 a a a 1 a a a 1 a a a a 1 a a 1 a a a
• • • • • ft • • ft ■ • • • • • • « • • • • • • • • « « • • • • • • • • • ft • • ft 4 • • • ft • • « ft ft • • • • ft • • ft •■to ■to »to pm ■to 9 3 3 3 3 3 9 9 3 3 9 9 9 © 3 3 9 9 3 3 9 9 3 9 © 9 9 3 9 3 9 3 9 © 9 9 3 3 3 3 © 9 o 3 to* to* j.*
ru u •** to* to* 9 3 X X 9 X -4 •4 3 to to JT JT 3 3 UKUKru ru Oj ■to ■to 3 3 9 9 •to ru ru ru UKUK3 3 JT JT to 9 4 4 4 X 03 X X 9 o pm to ru »U OKUK
3 UK X 3 o JT to u -4 A X 3 X J i 3 J' ■* *4 ru 05 UKX 3 3 JT ■to to OJ U to ■to JT 9 3 X UKX A 4 ru to ■* JT 3 3 X UK 9 ru 4 ru 9 ■toJT 9 3 X 3•m •4 rU *4 •u U X UKX UKX UK 2 u» X UK X UKX UK33 UKX UK■4u ■4 ru ru •4 UK9 UKX 3 X 3 9 JT 3 T to* 4 ru 4 UKX 3 X JT 9 3 to* 4 UKX 3 3
9 9 *U 3 J i 9 3 3 UK3 3 J i JT CT*4 T to JT JT 3 3 nj r\i ■to X 9 to JT t o 9 9 UKJT X to* 3 •4 pm 3 9 u a* 9 3 X a X UK9 Si X 3 X JT 4 3 9
3 9 ru 3 X -* X X to 3 JT JT -4 JT UK© 3 X X X 3 3 9 UK•4 to •4 UK9 J i 3 X UKX to Jt JT ■4pm to ru 3 9 ■to3 X 3 'U ■* UK4  ru X 4 4 X fU 4
• » • ft • • • * • • • • • • • • • • • • • • • • • • ft ft m • ft • • • • • • • ft • • • • • • • • • • • • « • ft • • •
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 3 3 3 3 3 9 3 3 3 9 3 3 X X 9 3 3 9 9 9 9 9 9 3 3 3 3 3 3 3 3 9 3 3 3 3 3 3 3 9 9 9 3
-* to* to* 3 9 3 3 3 9 3 3 3 3 3 3 9 3 3 3 3 3 3 © 3 3 3 3 3 X X 3 9 9 3 3 9 9 O O 9 9 © 3 3 9 3 3 9 9 3 9 9 9 3 3 to*U ■— 3 X X 9 4 9 9 JT JT 3 3 UKUK'U U *U to* "to ■* 3 3 3 3 9 9 3 X X 9 9 9 3 9 3 3 ■* to* ■* ru ru ru UKUK3 3 JT JT 9 4 4 9 X X 9 ■* <U UKu 3 JT 9 3 UK to X A 4 to 9 "to 9 pm 4 A o 9 A 9 9 to 3 nj pm 3 3 X X 3 9 pm ru 3 9 9 3 UK to 3 UK4 ru to ** to ru 9 3 3 4 3 ru X 4 or* 3 UK
3 3 X •m 9 3 JT X to JT 9 A ru A X 9 to 9 9 t o X 3 UK3 X 4 9 .u 9 9 ru 9 4 X JT UK3 X 4 X mm 9 X »* 9 4 X JT UKJT X 4 9 ru X X ru 9  4
ru JT to 05 4 4 3 UKto* 9 A X JT X JT ** to •—9 r u 9 3 3 4 JT A ■* o X X 9 UK to 9 3 X JT ru Q 9 4 4 9 O UK9 9 Jt 9 JT UKu ru UK 3
FIGURE 6-4 PROOF OF OSCILLATION BY THEOREM V 
n(x) = l/3 x 3
G(s) = - j —  ------3— — — 2---------------
s -  .6s + 1 .gis^ - .6s + 1
K
M
fj
ai
 
(M
fj
a/
i 
wi 
iM
D
a/
i 
aa 
va
an
o
83
fii! C!
G(s) DF METHOD DIDF METHOD
.05s 
s 2 -  .05s + 1
1.93 < a < 2.12 
.9977 < cu < 1 .0022
1.96 < a < 2.07 
.9988 < u < 1.0008
.I s  
-  . I s  + 1
1 .93 < a < 2.17 
.9937 < w < 1.0055
s - 1
4 3 2
S +  S -  12s -  12
1.90 < a < 2.20 
.9949 < u < 1 .0084
1.99 < a < 2.02 
.998 < w < 1 .0016
.09s
s 4 -  . 6 s 3 + 1 .9 1 s 2 - .6s  + 1
1.96 < a < 2.06 
.9957 < w < 1.0042
1.99 < a < 2.02 
.9988 < u < 1.0011
FIGURE 6-5
3
A Comparison o f  fo r  n(x) = l / 3 x  when 
Computed by DF Method (Theorem I I I )  
and DIDF Method (Theorem V)
8 4
dnv/ith 0 < < 0°. Let be a d i s c  in (am, §m, w) space .
1) Suppose t h e r e  i s  an MIDF s o l u t i o n  (am, 0m, w) eft
and on 9ft
i I (G"1 (oi) + N(a , 0 )) a | J > | | a  | |  am’ -m ' ' -m1
where a  s a t i s f i e s  
m
A .  Y . a k>
k = 1
xs -  (1 + f ) A
A > max 
x < x. E pV pp = 3
-  1
2a
A i n f  
k > m G(jku>) + A
and
[1 + G(w) N(gm> 0m)] a-m
am, 0„ ,  w -m -m
f  0 am = a -m
Aem = 0-m
w = to
then an o s c i l l a t i o n  e x i s t s  w i th  (am, 0 . w) eft.-m -m
2) Suppose (6 -1 )  i s  s a t i s f i e d  f o r  V(am, 9m, w) eft, 
where a i s  given by (6-18) to  (6 - 2 0 ) .  Then no 
o s c i l l a t i o n  e x i s t s - with paramete rs  ( a ,  0 ,  w) eft.
( 6 - 1 )
(6 -18)
(6-19)
( 6- 20)
(6 -5)
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Proof:  The p roof  i s  the  same as Theorem V except i t  must be shown
t h a t  A s a t i s f i e s  (4-5) and (4 - 1 2 ) .  Since
's  -5 l * h  < d  + ^ r )  A
and, from (6-17) one o b ta in s
dn
dx
p = 3
Pbpx
dnHence i t  fo llows t h a t  A > -g^ - . Now r e l a t e  |n (x) |- j  to |x[-j .  Noting t h a t  
| x p |-| < ( | x | - j ) p , i t  i s  seen t h a t ,  from th e  t r i a n g l e  i n e q u a l i t y ,
I n ( x ) £ v'
p = 3
Q
s i
P = 3
v  M i  • ( 6- 2 1 )
Hence (4-12) i s  s a t i s f i e d  a l so .B
Two sp ec ia l  cases  a re  worth mentioning. When bp > 0 ,  n(x)  i s  
s lope  monotonic,  and (6-19) may be w r i t t e n
■ I e y 1 + T > P 1 p - 1A (6- 22)
p = 3
Hn
The theorem r e q u i r e s  to  be in  th e  range [o ,  °°]. When f in d in g
a bound on | | x * | | ,  a pole  s h i f t i n g  techn ique  was used to  sharpen the
r e s u l t s .  The median s lope  was r e q u i r e d ,  and t h e ’ minimum s lope  was s e t
dnequal to  ze ro .  Rather than r e s t a t e  t h e  r e s u l t s ,  when e  [ a ,  °°] or 
e  [ > o o ,  a ] ,  th e  system may be rea r ran g ed  to  meet the  requ i rem en ts .
Jn
In the  l a t t e r  c a se ,  m u l t ip ly  n (x )  and G(s) by -1 so e  [ a ,  « ] .  A new 
f u n c t i o n ,  n ' ( x ) ,  i s  c o n s t r u c t e d  so t h a t
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n 1( x ) = n(x)  - ax (6-23)
and a l i n e a r  f u n c t i o n ,  g 1, i s  ob ta ined  from
G ' ( s )  = G( s )1 + aG (s ). (6-24)
The t r a n s fo rm a t io n  i s  shown d i a g r a m a t i c a l ly  in Figure 6-6 ,  and i t  can be 
seen t h a t  the  two systems a re  e q u iv a l e n t .
One may app ly  Theorem IV to  systems whose n o n l in e a r  elements  s a t i s f y  
(6-17)  with b > 0.-. To do so r e q u i r e s  th e  fo l lowing  theorem.
r
Theorem VII :  Let S s a t i s f y  (3 -1)  and have n o n l i n e a r i t y
n(x)  =
■ Z
p = 3 
p odd
bnxP; b_ > 0.p p (6-25)
I f  5 has a DF s o l u t i o n  and i f  Theorem IV p r e d i c t s  o s c i l l a ­
t i o n  fo r  a system S'  in  a reg ion  £2' whose l i n e a r  e lement  g' 
i s  the  same as g and whose n o n l in e a r  element i s
n 1(x) * xQ
then 3 has an o s c i l l a t i o n  w i th  (N, w) in  £2'.
Proof:  Define two q u a n t i t i e s ,  c2 ' and c2 ",  which a re  s o lu t io n s
to  the  equat ions
c 2 ' = max
(a ,  to) e£2'
Z bp a p(C2 , ) a
P = 3______________
I  "p® !
,P - 1
p = 3
( 6 - 2 6 )
oCD
CD
CD
(/)
FI
GU
RE
 
6-6
 
TR
AN
SF
OR
MI
NG
 
TH
E 
SY
ST
EM
 
TO 
HA
VE
 
A 
MI
NI
MU
M 
SL
OP
E 
OF 
ZE
RO
where
iP -  1a p(c2 ) = P(1 + 1 / c2 ) h '  (6 -2 8 )
R -  N U )  -  P (P -  2 )  3 - , ,  ? q .
6p '  a p -  1 " T p + T T  (P -  1 )  • • '  4 • ( 6 ' 29)
I t  w i l l  be shown t h a t  c 2 " > c2 ‘ ; i t  i s  s u f f i c i e n t  to show t h a t ,  f o r  a l l  
Q
c2
Now
0 ( c )  I
X s L  > ^ ----------------------------- , V(a, U) « a .
Q Q
Z bp V p ’ ’
p = 3
( p + . . .  f  u  ♦ v c 2 , p - 1 > o
(6-30)
(6-31)
from (6-28) and (6 - 2 9 ) ,  and examining (6-31) one f inds  t h a t  f o r  any c2
ap t  I > i > o 
bp + i  V
Since ap " 1 > 0,  t h i s  l e ad s  to
“ P ♦ i  bp aP '  1 > «p bp + i  aP '  1 (6 - 32)
which may be used to  form the  sum o f  terms
8 9
Q Q
I  bP “q aP " 1 > Y. bp s Q “ p aP ' ’• l6'33>
p = 3 p = 3
p odd p odd
Q
On d iv id in g  both s ides  by 8q bp Bp a*3 ~ ^ , (6-30) fo l l o w s .
p = 3 
p odd
From (5 - 1 2 ) ,  one sees  t h a t  f o r  t h e  system S ' ,  one may w r i t e
N(a) c2 " > X (6-34)
whi le  from (6-22) and (5-11) one sees  f o r  t h e  system S t h a t
N(a) c 2 ' > X. (6-35)
But c2" > c2 ' ;  hence f o r  S,  equat ion  (6-34) a l s o  ho lds .  Then app ly ing
Theorem IV with  (5-3) r ep laced  by (6-27) y i e l d s  a reg ion  in  the  
(N, oj) p lane  f o r  the  system S-, however,  t h i s  i s  e q u iv a l e n t  to  apply ing  
Theorem IV to  S ' . 8
The use o f  Theorem VI i s  i l l u s t r a t e d  in  Figure  6-7 .
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FIGURE 6-7 PROOF OF OSCILLATION BY THEOREM VI
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CHAPTER V I I
SYSTEMS CONTAINING APPROXIMATELY DISCONTINUOUS 
NONLINEAR FUNCTIONS
Many cases o f  n o n l in e a r  systems can b e s t  be modeled as d i s c o n t in u ­
ous.  A simple example i s  the  id e a l  r e l a y  shown in Figure 7-1 .
However, a d i f f e r e n t i a l  equat ion  t h a t  i s  d i scon t inuous  need not 
have a unique s o l u t i o n .  For t h e  purposes o f  t h i s  a n a l y s i s ,  th e  ideal  
r e l a y  may be approximated a r b i t r a r i l y  c l o s e l y  by a l i m i t e r  as  shown in 
Figure 7 -2 .  From th e  f i g u r e ,  the  gain about the  p o in t  x = 0 i s  A/e; 
note  t h a t  the  ideal  r e l a y  i s  th e  l i m i t  as e ->• 0 o f  the  l i m i t e r .
Jn
D e f i n i t i o n :  n(x) e J £ i f  i s  zero  excep t  on f i n i t e l y  many
i n t e r v a l s  o f  t h e  form (xQ - e ,  xQ + e ) .  The po in ts  o f  d i s -
j  n
c o n t i n u i t y  o f  ^  a re  f i n i t e  jump d i s c o n t i n u i t i e s  which occur
in  p a i r s  with  d i s t a n c e  between p a i r s  2e.
Step fu n c t io n s  occur  n a t u r a l l y  as l i m i t s  n£ as e + 0 with  n£ e J £ .
I t  i s  convenient to  r e p r e s e n t  n£ f o r  very small e 0 by i t s  l i m i t .  Two 
o th e r  im por tan t  fu n c t io n s  t h a t  a r e  l i m i t s  as e -> 0 o f  n e j  a r e  a r e l a yb fc
with deadzone and a s t a i r c a s e  f u n c t i o n ,  shown in  Figure  7-3 and 7-4 .
The a n a ly s i s  t h a t  fo llows d e a l s  with a s i n g l e  in p u t  d e s c r ib in g  
fun c t io n  approach. This i s  s i m i l a r  to  work done by Blackmore [15] ,  
a l though the  scope o f  th e  system and the  method o f  p roof  d i f f e r .
I t  i s  convenient  to  d e f in e  a func t ion  r  which w i l l  be used ex ten ­
s i v e l y  in the  work t h a t  follows
D e f in i t i o n :  Let r  be a fu n c t io n  o f  t h r e e  r ea l  numbers,
a ,  b,  c ,  such t h a t
91
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n
FIGURE 7-1 IDEAL RELAY
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n
FIGURE 7-2 LIMITER WITH HIGH GAIN
94
n
FIGURE 7-3 RELAY WITH DEADZONE
95
n
3 —
2
FIGURE 7-4 STAIRCASE FUNCTION
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r ( a ,  b ,  c )  = <
1
(b + c) > a 
0 < (b + c) < a 
(b + c) < 0 (7 -1)
The f i r s t  theorem in  t h i s  s e c t io n  d ea l s  with some sp ec ia l  fu n c t io n s  
belonging to  J £ -
Theorem V II I :  Let S con ta in  n(x)  e J £ r e p re se n te d  by one
o f  th e  fo l lowing :
a) Ideal Relay
lim n (x) ='
e + 0 &
b) Relay w i th  Deadzone
A x > 0 
-A x < 0
lim n (x) =
A x > B 
0 -B < x < B 
-A x < -Be 0 &
c) S t a i r c a s e  Function
A . , B. < x < B^  + 1
lim n (x) =■{ -A . ,  -B. + 1 < x < -Bi
e -> 0
i = 1 ,  . . . ,  k .
and suppose e i s  s u f f i c i e n t l y  small (determined in  the  
p r o o f ) .
1) Suppose t h e r e  i s  a DF s o l u t i o n  ( a ,  to) eSl where Q i s
a d isc  in  ( a ,  to) and on
|1/G( jto) + N( a ) | > a ( a ,  xh ) ( 7 - 2 )
where x^ (a ,  to) s a t i s f i e s
97
yh = n (a + yh) I Y  I^Jkw)!2; xh = yh
' | k |  > 3
+ e (7-3)
and, f o r  th e  fu n c t io n s  mentioned a i s  given as follows
a) Ideal Relay
a ( a ,  xh ) = ^  [1 - r ( a ,  xh , 0 ) ] (7 -4)
b) Relay with Deadzone
4Ao ( a ,  xh ) = —  [ r ( a ,  B, - x h ) -  F (a ,  B, xh )]  (7-5)
c) S t a i r c a s e  Funct ion
k
° ( a ’ V  = ira Y (Ai " Ai - 1^ ^r ( a ’ Bi * ’ V
i = 1
- r ( a ,  Bi , xh )]  with AQ = 0. (7-6)
In a d d i t i o n ,  Let
Y  |G(jku)  | < 00
|k |  > 3
(7-7)
-and
Y  i G( jkco) | 
2a t k|  > 3__________
iTa
1 .  + xh>
< 1,  V (a , w) efl (7-8)
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where fo r
a) Ideal Relay a = A, 8 = 0
b) Relay w i th  Deadzone a  = A, 8 = B
c) S t a i r c a s e  Function a = A. ,  8 = B..
i = min { j | a  - Bj > 0} .
Then an o s c i l l a t i o n  e x i s t s  with ( a ,  w) efi.
2) I f ,  fo r  a l l  p o in t s  w i th in  a d i s c  Jl in  ( a ,  w) (7-7)  i s  
s a t i s f i e d  and (7-2)  i s  s a t i s f i e d ,  then no o s c i l l a t i o n  
can e x i s t  having ( a ,  w) in n.
Proof :  The a n a l y s i s  w i l l  be done in  t h e  H i lb e r t  space o f  L^ func­
t i o n s ;  however, th e  | norm i s  a l s o  used .  Note t h a t  | n £ (x)|-j may not 
be bounded, independent o f  e .  Employing th e  usual or thogonal  p r o j e c ­
t i o n s ,  th e  system can be re p re se n te d  by
x* = -P*1gn£ (x1 + x*) (7-9)
X1 + plgnEXl = p l 9 Cng.x-, - n£ (x-j + x * ) ] .  (7-10)
I f  x i s  a s o lu t io n  o f  ( 3 - 4 ) ,  then |x*| .j i s  bounded; to  s ee  t h i s  proceed
as fo l lo w s .  Represen t ing  n(x) by a F o u r ie r  s e r i e s  one o b ta in s
0 0
y > n(x) -  Y .  Bk eJkMt' Bk £ * (7- n )
k = -oo
which, when passed through g becomes
CO 0 0
x = Ck e^kwt = -9nex = Y  g(o‘k“ ) Bk eJ"k£0t • ( 7- 12)
k = -oo k = -«>
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Applying P* to  both s id e s  and tak in g  a b s o lu t e  values  o f  each term o f  the  
sum y i e l d s
Z lckl = Z lgUkw) Bkl (7“13)
| k | > 3  | k | > 3
which, from the  Cauchy-Schwarz i n e q u a l i t y ,  becomes
00
i  icki i f  i  itg ( j M i 2y / 2 ( x  iBkiz y / z -
I k| > 3 \ J k |  > 3  J  \ k  = -oo J
/  «  A  1/2
Since n i s  bounded and con t inuous ,  ( Y  |B. ( ] < <=°. Let
x = 2ir/to be th e  assumed per iod  o f  o s c i l l a t i o n  and
a=|ne(x)ls (7-1 5)
then from P a r s e v a l ' s  theorem
« 3  ^
£  [Ek | 2 -  \  f  [ n ( x ) f  d t  < a 2 . (7-16)
k = -00 0
All t h r e e  fu n c t io n s  cons ide red  a re  nondecreas ing ;  hence
1 ne ( x ) I s $ ne ( xs ) -  ne ( lx l l ) - ne ^ xl h  + W l }
< n (a + b) (7-17)
f o r  any b > | x * | ^ .  Then from ( 7 - 3 ) ,  ( 7 - 1 4 ) ,  ( 7 -1 6 ) ,  and (7-17)  i t  
fo l lows t h a t  one can s e t  b = x^.
That (7-9) can be solved fo r  x* as a unique fu n c t io n  o f  ( a ,  oj) may 
be shown by i n v e s t i g a t i n g  th e  c o n t r a c t i v e  p r o p e r t i e s  o f  ( 7 - 9 ) .  Take two
1 0 0
p o i n t s ,  x * 1 and x*",  with the  m e t r ic  |x*" - x*11-| * S u b s t i t u t i n g ,  one 
o b ta in s
| [ P lg n e (x1 + x*")]  - [P lgne (x1 + x * ' ) ] ^  < | p! g( jkw) |., F (7-18)
The in t e g r a l  on the  r i g h t  s id e  o f  (7-21) can be e s t im a ted  when 
| x * | s «  lx- | ls * Let ^ e  n o n l i n e a r i t y  be r e p re se n te d  in i t s  l i m i t  (as 
e + 0 )  by a jump o f  magnitude a  a t  an i n p u t  o f  8 (with  a symmetrical  jump 
o f  - a  a t  an inpu t  o f  - 8 ) .  The in teg ran d  o f  (7-21) must be zero  over 
i n t e r v a l s  f o r  which |x-j + x*|  > 8 + e when x* = x* '  and a l s o  x* = x*".  
Likewise i t  i s  zero on i n t e r v a l s  f o r  which ' |x-j + x*|  < 8. For i n t e r v a l s  
on which |x-j + x*"| > 8 + e and |x-j + x * ' |  < 8,  t h e  in teg ran d  i s  equal 
to  a .  F i n a l l y ,  on th e  i n t e r v a l  |x-j + x*|  = 8  to |x-| + x*| = 8 + e th e  
in teg ran d  i s  e i t h e r  a(x-j + x * ) /e  o r  a ( l  -  x-| -  x * ) / e .
Let | x * |g  be th e  va lue  o f  x* when |x-  ^ + x*|  = 8. By us ing  the  
l i m i t s  enumerated above, (7-21) can be e s t im a ted  by
where
F = «
I t  i s  easy to  see t h a t
| P*G( jkui) |.j = Y  | G( jkoj) |
| k |  > 3
(7-20)
and
2tt
F -  i n  f  l n ( x l + x* '^  " n ^x l + X* ' ^  d0 (7-21)
o
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*--1 3 + | x * ' | g  + es in s i n - 1 B + lx* ‘ le + e
f  < —- ir
s in
de
■ 1 3 +  |x* ' . |g  + E
(x-, + x * ' )  de
3 + | x * ' | es in
s i n ' 1 8 * Ix*"lj5 * E
a
+ 1e
• s i n ' 1 B + Ix*"l3 
a
While the integrand in the l a s t  two in teg ra ls  in (7-22) cannot be evaluated 
without knowing the exact form of x*, i t  does possess cer ta in  charac ter­
i s t i c s  which may be used to bound the in teg ra ls :
1) I t  i s  zero a t  the lower l im i t  of  in tegra t ion .
2) I t  i s  continuous, as a l l  solut ions x ( t )  are continuous.
3) The maximum value of  (x-| -  x*") as an integrand in (7-22)
must be |x*' - x*" |s as th is  i s  the maximum input the 
nonl inear i ty  sees.
Accordingly, each of the l a s t  two in tegra ls  in (7-22) can be repre­
sented, a f t e r  a transformation of  va r iab les ,  by
s in "13 + |x * |0 + e 
a
e
(x-j + x*) d0 = |x*" - x* ' |  J A(?) d5
, e o
sin" 3 + | x * |0
(x1 + x*” ) d0 (7-22)
1 0 2
where A(s) i s  a s u i t a b l e  continuous  fu n c t io n  which,  from c h a r a c t e r i s ­
t i c  3,  has th e  p rope r ty  [A[s < 1.  One may then  e s t im a te  th e  i n t e g r a l
as
|x*" - x * ' |  f  ACc) d? < sup |A (? ) |  |x*" - x * ' | s -
e o 0 < £ < £
Return ing to  (7 -2 2 ) ,  one o b ta in s
F < —- tr s in
-1 @ + | x * ' | + e _ s i n - l  3 + | x * " | e + e
+ sup |A (c ) |  | x * n + x * ' |
0 < ? < e
Applying th e  mean va lue  theorem one o b ta in s
1
F < 2aTT rl - /3  + | x*' | s + e+ e\  - I V l e )
+ sup |A(c)I Ix*" -  x*'
0 < £ < e
which,  when s u b s t i t u t e d  i n to  (7-18) becomes 
I[P*gn(x-| + x*") ]  - [P*gn(x-j + x * ' ) ] ^
|k |  > 3
- ( i f  I  l « f “ > l ) (  / ,  V i *  | x * t l  + e
' )
+ sup |A(c)|V |x*" - x * ' L  
0 < e < e '
( 7 - 2 3 )
1 0 3
However, as e + 0 ,  so does qU^  < £ |A (? ) |  from c h a r a c t e r i s t i c  1.  Then 
i f  (7 -8) i s  s a t i s f i e d ,  the  h ighe r  harmonics a r e  c o n t r a c t i v e  f o r  e  s u f ­
f i c i e n t l y  small from (7 - 2 3 ) ,  and x* i s  unique .
Now tu rn  to  the  DF eq u a t io n .  As P and g a re  l i n e a r ,  one may w r i t e  
from (7-10)
I x-j + Pgn£x-| | < |P g a (a ,  xh ) |a
where
a ( a ,  xh ) = | P'fn^x-, - n£ (x1 + x * ) ] / a  
2tt
(7-24)
= 1 /a I [n ‘  (a sinQ) - n£ (a s in e  + x*)]  s in e  d6
The i n t e g r a l  i s  ev a lu a ted  us ing th e  same techn iques  as (7 -2 1 ) ;  one 
computes th e  fun c t io n  in  b racke ts  due to  e r r o r  in  swi tch ing  p o in t  and 
tak es  t h e  f i r s t  F ou r ie r  c o e f f i c i e n t .
a) Ideal Relay - one has- two sw i tch ing  reg ions
2A
c r ( a ,  | x * | , )  < —
s i n " 1 l x * h  + e
a
s i n e  de
s i n " 1 it + >x* l l  + e
s in e  de
TT
4A
Tra
- J i - ^ l x* h  * (7-26)
1 0 4
b) Relay with Deadzone -  one now has fo u r  sw i tch ing  re g io n s  
with two p o s s i b l e  c o n d i t io n s  on jx * )-j
i n " 1 B + |x * l ,  + es in 1
4A
ira s in e  de 
s i n ' 1 B " lx* h  " e
4A
a
2
(7-27)
<*(*. Jx*J-,) = 4Aira
s i n ' 1 lx* h  + B + e
s in e  de
4A
ira 1 -  A .  B + lx* l i  + e
|x* -j > B + e (7-28)
c) S t a i r c a s e  Function -  This i s  j u s t  a sum o f  fu n c t io n s  o f  
c l a s s  b.
Then a l l  c o n d i t io n s  o f  Theor.em I have been v e r i f i e d  and the  
r e s u l t s  f o l l o w . !
1 0 5
A word o f  comment on the  s o l u t i o n  o f  (7-3)  i s  in  o r d e r .  The 
theorem may be used to  prove a p e r io d ic  s o l u t i o n  e x i s t s  when a DF s o lu ­
t i o n  p r e d i c t s  o s c i l l a t i o n ;  however, in th e  case  o f  a s t a i r c a s e  f u n c t i o n ,  
the  DF method may p r e d i c t  m u l t i p l e  modes o f  o s c i l l a t i o n .  To meet the  
uniqueness  requ irement  on x*, i t  i s  nece ssa ry  f o r  t h i s  type o f  a n a l y s i s  
t h a t  s o l u t i o n s  be s u f f i c i e n t l y  sep a ra ted  so t h a t  9 con ta in s  on ly  one DF 
s o l u t i o n .  The r e l a y  system has only one o u tp u t  whi le  the  s t a i r c a s e  
f u n c t io n  may 'change s t e p s ' .  In the  l a t t e r  c a s e ,  the  uniqueness  o f  
s o l u t i o n  may not be p re s e rv e d ,  and the  method would have to be modif ied  
a c c o rd in g ly .
Some examples o f  t h e  a p p l i c a t i o n  o f  Theorem VIII on systems with 
idea l  r e l a y ,  r e l a y  with deadzone, and s t a i r c a s e  fu n c t io n  a r e  given in 
F igures  7 -5 ,  7 -6 ,  and 7-7 r e s p e c t i v e l y .
The preceeding  theorem i s  implemented g r a p h i c a l l y ,  s i m i l a r  to  
Theorem I I I .  The fo l lowing  c o r o l l a r y  can be ap p l ie d  a l g e b r a i c a l l y  in 
t h e  case  o f  an idea l  r e l a y .
C o ro l la ry  V I I I :  Let S s a t i s f y  (3-1)  and co n ta in  an idea l
r e l a y  with n(x) e J £ and t h e r e  i s  a DF s o l u t i o n  (a ,  w).
Let t h e r e  e x i s t  an i n t e r v a l  W along th e  w ax is
W = {w: w-j < w < uig, < w < (7-29)
such t h a t  everywhere along W the  s e t
N'(w) =■ N(a) :  N(a) > N (a ) ,  | l /G ( jw )  + N(a) |  >
L  [G ( jk u ) ]2 ( 7 - 3 0 )1 6
| k |  > 1
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FIGURE 7-5 PROOF OF OSCILLATION BY THEOREM V III 
IDEAL RELAY, A = 1.57
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FIGURE 7-6 PROOF OF OSCILLATION BY THEOREM V III 
RELAY WITH DEADZONE, A = 1.62, B = .5
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i s  not empty. Suppose th e  fo l lowing  q u a n t i t i e s  e x i s t
N(w) = i n f  |N(a) |  
Ne N'(u))
N = sup N(w) . 
well
Then i f  
| Im(l/G( jco) | > TT2 N3(to)16 > [s(jko»)r 
Ikl 1 1
(1)
0) = OJ,
and
> 1
1_
2
1 -
2 m2it N
y j — [G(jkw)]‘
|k| > 1
< 1,  VtoeW
and -1/G(jw) i s  not p a r a l l e l  to  N(a) a t  u  = u ,  an o s c i l l a ­
t i o n  e x i s t s  w ith  ( a ,  w) in  th e  reg ion  < w < w2 »
0 < N(a) < N.
Proof:  I t  can be shown t h a t  t h e  DF o f  a l i m i t e r  approaches
o f  a r e l a y  as e ^  0 in  Figure 7 -2 .  Then
N (a) = c ( e ) ,  where c ( e )  1 as e 0£ TTa
and, s u b s t i t u t i n g  in the  second co n d i t io n  in (7 - 3 0 ) ,  one o b ta in s
| 1 / G ( j w )  -  N ( a ) |  > | c | 4Ai ra a2 E  CGU k w )]2 .
|k |  > 1
(7-31)
(7-32)
t h a t
(7-33)
( 7 - 3 4 )
n o
From Theorem V I I I ,  xh = A f  £  [G(jkni)]2 ^  + e .  Then (7-34)
|k |  > 1
can be w r i t t e n
| l / G ( j u )  -  N (a ) |  > | c | 3 M  ^ xh ~ . (7 -35)
Now . . 2f \  " ®\
i -  fi - f h  M  = ---------:--------- :-----------------< / xhXu  -  £ '
1 + /I -  / h
Hence by (7-30)
x .  -  e \  2 V a
1/G(ju) -  N(a) >
> ii£j_A , . n - / xh (7-36)
f o r  e s u f f i c i e n t l y  smal l .  Consider & square  reg ion  bounded on t h r e e
^  A
s id e s  by w-j, u^ j  N which c o n ta in s  (N, w);  t h e s e  boundar ies  have been 
shown to  e x i s t  from (7-30) and (7 - 3 1 ) .  Now l e t  N(a) -*■ 0 in (7 -3 6 ) .
One o b ta in s  | l / 6 ( j ( j j ) |  > 0 which i s  s u r e l y  t r u e ;  hence t h e  f o u r th  s id e  
o f  the  square  boundary must e x i s t .
Equation (7-32) gua ran tees  uniqueness  o f  x* w i th in  th e  s q u a r e ,  and 
by Theorem V I I I ,  an o s c i l l a t i o n  e x i s t s . I
An example o f  the  use o f  t h i s  c o r o l l a r y  i s  given in Figure  7 -8 .
For some n o n l i n e a r i t i e s ,  one may d e r iv e  sh a rp e r  e s t i m a te s  by r e p r e s e n t ­
ing i t  as t h e  sum o f  two n o n l in e a r  f u n c t i o n s ,  one a s t a i r c a s e  fu n c t io n  
and the  second a po lynom ia l . An example o f  a f u n c t io n  t h a t  would be a
I l l
LINEAR TRANSFER FUNCTION, LOW ORDER TERMS FI RST
n u m e r a t o r  0 . 0 0 0 0  0 , 0 0 0 0  1 . 0 0 0 0
DENUMIMa TGR 1 , 0 0 0 0  - 0 , 2 5 0 0  l . u O o O  - 0 , 2 5 0 0  1 , 0 0 0 0
w
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0 , 9 0 0 0
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G(s) = s 2/ ( s 4 - .25s3 + s 2 - .25s + 1)
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cand ida te  f o r  such a procedure  i s  shown in Figure 7 -9 .  Let th e  two 
func t ions  compris ing n be termed n£ and n2 , with  n£ a s t a i r c a s e  
fu n c t io n .
Consider t h e  case  where n2 may be r ep re sen ted  by
I f  n2 i s  odd, non -d ec rea s in g ,  and with non-decreas ing  s l o p e ,  then one 
w r i t e s  n2cM.
The nex t  theorem gives c o n d i t io n s  under which th e  e x i s t e n c e  o f  
o s c i l l a t i o n s  can be v e r i f i e d  f o r  n which i s  the  sum o f  a fu n c t io n  in 
Je and one in  M.
Theorem IX: Let S s a t i s f y  (3 -1)  and con ta in  a n o n l i n e a r i t y
t h a t  can be r e p re se n te d  by th e  sum o f  a s t a i r c a s e  fun c t io n  
n£ and n2eM, and l e t  e be s u f f i c i e n t l y  smal l .
1) Suppose t h e r e  i s  a DF s o l u t i o n  ( a ,  ai) eft where ft i s  a
Q
n2 (x) = ^  bp xp . (7-37)
k = 3
d i s c  in  ( a ,  w),  and on 3ft
| l /G ( jw )  + N(a) | > a (7-38)
where
k
i = 1
( 7 - 3 9 )
1 1 3
|2/G(jkw) + A| = i n f  
L > 1 G(jLu)}
+ A (7-40)
and th e r e  i s  a s o l u t i o n  to  the  system o f  equat ions
Aa + 2N£ (a + y h ) / [G/jLtu)]2/  j G( jkco) |
i / |L |  > 1
G(jkoj) + X - X
(7-41)
x = Y  pV a + *h)P
p = 3
-  1 (7-42)
with G( jkoj) + A - A > 0.
F u r th e r ,  l e t  
2Ai
X + ita 11 -  ( Bi * xh \ 2 |k |  > 3
< 1 V(a, w) eft (7-43)
where i = min ( j | a  -  B . > 0}.  Then an o s c i l l a t i o n  e x i s t s  
w i th  ( a ,  w) eft.
2) I f ,  f o r  a l l  p o in t s  w i th in  a d i s c  ft in  ( a ,  w) (7-38) i s  
s a t i s f i e d  and (7-43) i s  s a t i s f i e d ,  then no o s c i l l a t i o n  
with ( a ,  to) eft e x i s t s .
1 1 4
FIGURE 7-9 NONLINEARITY UNDER CONSIDERATION
1 1 5
Proof:  A s e r i e s  o f  block diagram m anipu la t ions  a llows th e  system
to  be re p re se n te d  as shown in Figure  7-6 .  The composi t ion gn^ i s  
r ep re sen ted  by th e  symbol r .  Figure  7-10 s a t i s f i e s  th e  fu n c t io n a l  
equation
x = -gn2x - r ( x ) .  (7-44)
Let x be a p e r io d ic  s o l u t i o n  o f  (7 -4 4 ) .  I t  was shown in Theorem V II I ,  
(7 -3)  t h a t  | r ( x ) |^ < °°, and (4-11) shows t h a t  |gn2x| < One'may 
a s s o c i a t e  a q u a n t i t y  X w ith  n2 such t h a t  X > ]dn2/ d x | s . Taking the  
usual p r o j e c t i o n  o p e ra to r s  on (7-44) y i e l d s
x* = -P lg n 2 (x-| + x*) - P*r( x-j + x*) (7-45)
x-j + Pgnx-, = Pg(n2x-| - n2(x-| + x*))  + p \gn£x1 -  r ( x 1 + x * ) ) .  (7-46)
F i r s t  one shows th e  uniqueness  o f  x* as a fu n c t io n  o f  ( a ,  w) by 
i n v e s t i g a t i n g  t h e  c o n t r a c t i v e  p r o p e r t i e s  o f  (7 -4 5 ) .  Consider th e  two 
p o in t s  x*1, x*" with th e  m e t r ic  |x*" - x * 11 • *-e t
00
y = n2(x) = Y ,  Bk eJkWt’ Bk e (E-
k = -oo
S t a r t  by e v a lu a t in g  th e  express ion
|P1*gn2 (x1 + x*") -  P1*gn2 (x1 + x * ' ) | =  Y  IG(Jkco) (Bk " - Bk ' ) |
I k I > 1
< I ' Y  |G(jkw)|)  max ]Bk " - Bk ' | .  (7-47)
IkI > 1 /  |k |  > 1 K
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Examining th e  l a s t  term in  (7 - 4 7 ) ,  one sees t h a t
2tt
max IB." -  B. ' | = max 
|k |  > 1 k | k |  > 1 2tr J n^2^x '^ '  n2^x ' ^  e ^k8 d 0 l
2tt 2tt
2^  f  |n2 (x") - n2 ( x ' ) |  d0 < I f  f  l»" - x ' l  m
Jo Jo
< X |x" -  x 11s < M**" -  x*'  It 
so t h a t  (7-47) becomes
|P1*gn2 (x1 + x*") - Plgn2 (x-, + x*)|-,
X ^  |G( jkw) | j |x*" - x * ' | r
|k |  > 1 J
(7 -48)
(7 -49)
The q u a n t i t y  |P * r (x 1 + x*") -  Plr(x-j + x * ' ) |  was e v a lu a te d  in Theorem 
V II I ,  equa t ion  (7 -23 ) .  From th e  t r i a n g l e  i n e q u a l i t y ,  and (7 -4 7 ) ,  ( 7 - 2 3 ) ,  
one o b ta in s
|P1*gn2 (x1 + x*") + P*r(x-| + x*") - P1*n2 (x1 + x * ' )  -  P1* r ( x 1 + x * ' ) | - ,
X( I x | -j) +
2At
ira |l
Y ,  I G( jkoi) |
| k |  > 1
I**" - x * ' | r ( 7 - 5 0 )
Hence when (7-43) i s  s a t i s f i e d ,  t h e  map (7-45) i s  c o n t r a c t i v e .
1 1 8
An e s t im a te  o f  the  bound on x* wi l l  now be o b ta in e d .  Let
R* = p!  r ( x ) . (7-51)
From (7-45) one now o b ta in s
x* = - p ig n 2 (x1 + x*) + R* (7-52)
Sharper  r e s u l t s  a re  g o t ten  by pole  s h i f t i n g  t h i s  equa t ion  to  ob ta in
x* ( l  + P*9^ | x | l }y  Pig x* -  n2 (x-j + x*)^ + R* (7-53)
which can be put in the  form
x* =•
pjg^  X* - n2(x1 + x*)^ + R*
] + pigA( | x 1 -j)
(7-54)
provided t h a t
i n f  |1 + G(jkw) X ( |x | - . ) /2 |  f  0; 
k > 1
(7-55)
which i s  implied  by (7 -4 0 ) .  Theorem I I I ,  equa t ions  (4-16) and (4 - 1 8 ) ,  
show how th e  [ |-j may be e s t im a te d  f o r  the  n2 f u n c t i o n .  When (7-50) 
holds, , t h e r e  i s  a unique s o l u t i o n  to  (7-54) s a t i s f y i n g
x d x h )
I X*11 < sup
| k | > l - f - + X ( | x | 1 )P*g
C i x* 11 + lxi |-| )
+ sup 
Ikl > 1 1 + P*gX( 1 x | -j)
( 7 - 5 6 )
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when
X( |x|-j )
k > 1 G( jkw) + , x h  )
< 1 (7-57)
one may so lve  (7-56) f o r  |x*|-j y i e l d i n g
|x*|-| < Xd x h )  Ixl h  + (2/G(jkio)) (7-58
|2/G(jku>) + X| -  A
where k i s  given by (7 - 4 0 ) .  Note t h a t  (7-57) im pl ies  (7 -55 ) .  F i n a l l y ,
corresponding  to  the  s t e p s  o f  t h e  s t a i r c a s e .  From ( 7 - 3 ) ,  one o b ta in s
which, when combined w i th  (7 - 5 8 ) ,  y i e l d s  (7 - 4 1 ) .
Evalua t ion  o f  the  DF e r r o r  ( th e  r i g h t  s id e  o f  (7 -39))  i s  s t r a i g h t  
forward ,  and follows from th e  sum o f  the  e r r o r  terms given in  Theorem 
I I I  (4-28) and Theorem VIII  ( 7 - 6 ) .  The computation o f  X from n2 given 
in  (7-37) fo llows e x a c t l y  as in Theorem I I I .
The c ond i t ions  o f  Theorem I have been v e r i f i e d  and the  r e s u l t s  
f o l 1ow. I
The remarks concern ing  s o lu t io n s  o f  (7 -3 )  a l s o  apply  to  s o l u t i o n s  
o f  ( 7_4i ) .  Likewise,  the  remarks concern ing  s o l u a b i l i t y  o f  2o/X f o r  
Theorem I I I .  In f a c t ,  when n2 = 0 one o b t a in s  Theorem VIII as a c o r o l ­
l a r y ,  and when n-j = 0 one o b ta in s  a form o f  Theorem I I I .  An example 
o f  th e  a p p l i c a t i o n  o f  Theorem IX i s  given in  Figure  7-11.
|R*|-j i s  a fun c t io n  o f  j x | ;  however, i t  t a k e s  on only  d i s c r e t e  va lues
^  iG(jkw) | ; |x |  < B (7-59)
|k |  > 3
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CHAPTER VIII 
CONCLUSIONS AND RECOMMENDATIONS
I t  has been demonstrated  t h a t  s u f f i c i e n t  c o n d i t io n s  f o r  o s c i l l a t i o n ,  
as well as f o r  absence o f  o s c i l l a t i o n s ,  in  a c l a s s  o f  n o n l in e a r  systems 
with d i f f e r e n t i a b l e  e lements can be o b ta in ed  when th e  h ighe r  harmonics 
a re  s u f f i c i e n t l y  a t t e n u a t e d .  This a p p l i e s  even in th e  case  in  which 
the  n o n l i n e a r i t y  i s  no t  bounded. The qu es t io n  o f  p r e c i s e l y  what con­
s t i t u t e s  s u f f i c i e n t  a t t e n u a t i o n  o f  th e  h ig h e r  harmonics i s  answered by 
examining a p l o t  in parameter p lane  o f  the  e r r o r  i n h e r e n t  in  us ing  the  
DF approximat ion .  In case  t h a t  t h e  DF p r e d i c t s  o s c i l l a t i o n ,  and the  
parameter p l o t  co n ta in s  a region homeomorphic to  a d i s c ,  an o s c i l l a t i o n  
i s  i n d i c a t e d .  F u r th e r ,  no o s c i l l a t i o n  can e x i s t  f o r  parameters  o u t s id e  
t h i s  reg ion .
When th e  degree o f  a t t e n u a t i o n  o f  th e  l i n e a r  p o r t i o n  i s  no t  s u f f i ­
c i e n t  to  g ive  c o n c lu s iv e  r e s u l t s  w i th  a DF approach , a MIDF approach i s  
used.  By c o n s t r u c t i n g  a DIDF model o f  a cubic  n o n l i n e a r i t y ,  s i g n i f i c a n t  
improvements were demonstrated in  e s t i m a t i n g  the  reg ion  o f  o s c i l l a t i o n  
o f  some example systems. In one c a s e ,  i t  was p o s s ib l e  to  draw conclu ­
s ions  from th e  DIDF approach,  w h i le  no th ing  could be s a id  from th e  DF 
a lo n e .
Theorem I I I  i s  d i f f e r e n t  from theorems in  some p rev ious  DF j u s t i ­
f i c a t i o n  work [10,  68,  93] in t h a t  t h e  e r r o r  bounds a r e  p l o t t e d  as 
func t ions  o f  both a and w. This p rec ludes  p l o t t i n g  o f  e r r o r  bounds in 
th e  complex plane  con ta in ing  N( a ) and -  1 /G(jw) .  One p l o t s  t h e  region
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in th e  ( a ,  to) plane  c o n ta in in g  the  o s c i l l a t o r y  paramete r v a lu e s .  The 
notion o f  e r r o r  bands i s  not as n a tu ra l  h e re ,  a l though  i t  i s  well s u i t e d  
fo r  to p o lo g ic a l  examination o f  the  system s o l u t i o n s .
In Theorem IV the  a t t e n u a t i o n  in the  l i n e a r  p o r t i o n  ( s u f f i c i e n t  fo r  
o s c i l l a t i o n )  can be r e p re se n te d  as a fun c t io n  o f  th e  n o n l i n e a r i t y .  This 
leads  to  a s imple  method f o r  checking the  design  o f  o s c i l l a t o r y  sys tems ,  
a l though i t  i s  c o n s e rv a t iv e .  I t  has a l so  been shown t h a t  the  term with  
the  h ig h e s t  exponent in th e  polynomial dominates in  such a manner as to  
a llow the  a p p l i c a t i o n  o f  th e  s imple  procedure  given in Theorem VII as a 
design  a i d .
A p p l i c a b i l i t y  o f  to p o lo g ic a l  techn iques  to  systems wi th  bounded 
n o n l i n e a r i t i e s  was demonstrated in  Theorem V II I .  I t  i s  seen in Theorem 
IX t h a t  in  some cases  th e  e r r o r  e s t im a te s  can be sharpened by r e p r e s e n t ­
ing th e  n o n l i n e a r i t y  as th e  sum o f  two f u n c t io n s :  one which i s  bounded
and has zero s lope  except in  i n t e r v a l s  o f  a r b i t r a r i l y  small width and 
the  o t h e r  a polynomial.
The methods might be usefu l  t o o l s  in  ana lyz ing  systems which,  whi le  
l ack ing  a DF s o l u t i o n ,  have a DIDF s o l u t i o n  i n d i c a t i n g  o s c i l l a t i o n .  I t  
i s  probably  t r u e  t h a t  such systems would r e q u i r e  an even h igher  o rd e r  
d e sc r ib in g  fu n c t io n  to apply  Theorem V. A p p l ica t io n  t o ,  s ay ,  t h e  F i t t s  
example [47] seems p o s s i b l e ,  a l though  one would l i k e l y  need a four  o r  
f i v e  i n p u t  DF to  do the  a n a l y s i s .  Programming t h i s  on a d i g i t a l  computer 
should be p o s s ib l e  with  a r e a so n a b le  computation t ime c o n s id e r in g  a v a i l ­
ab le  computers and programming t ech n iq u es .
Only n o n l i n e a r i t i e s  with  odd symmetry were cons ide red  in  t h i s  work; 
t h i s  form allows one to  look f o r  ir-symmetric o s c i l l a t i o n s .  Such
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o s c i l l a t i o n s  have on ly  odd harmonics.  I t  i s  p o s s ib l e  to  o b ta in  equ iva ­
l e n t  r e s u l t s  f o r  n o n l i n e a r i t i e s  t h a t  a r e  no t  odd; in t h i s  case  the  fo u r -  
i e r  s e r i e s  r e p r e s e n t i n g  the  s o l u t i o n  must co n ta in  a l l  the  harmonics,  
no t  j u s t  the  odd ones .  This implies  an o s c i l l a t i o n  whose average  va lue  
i s  no t  z e r o ,  and the  term aQ must be taken  i n to  account .  The new theorems 
would look very much in  form l i k e  th e  ones s t a t e d ,  but the  computa tions 
r e q u i r e d  to  apply them would be i n c re a s e d .
In the  course  o f  pursuing c. s tudy o f  t h i s  n a t u r e ,  t h e  need f o r  more 
re s e a rc h  in  various, a re a s  becomes a p p a r e n t .  A method o f  so lv in g  s imul­
taneous  n o n l in e a r  eq ua t ions  i s  necessa ry  f o r  a l lowing Theorem V to  be 
a p p l i e d  to  a d e s c r ib in g  fu n c t io n  approach w i th  a l a r g e  number o f  harmon­
i c s  accounted f o r .  The number o f  c a l c u l a t i o n s  r e q u i re d  here  i s  l a r g e ,  
and f o r  the  method to  be u s e f u l ,  the  a lg o r i th m  must be e f f i c i e n t .
I t  would a l so  be in fo r m a t iv e  to  ex tend the  r e s u l t s  p re sen ted  to  
t r e a t  the  case  o f  systems c o n ta in in g  m u l t i p l e  n o n l i n e a r i t i e s .  A method 
o f  us ing  d e sc r ib in g  fu n c t io n s  in t h i s  case  i s  given in  [9 1 ] ,  however,  
no a t t em p t  has been made to  r i g o r o u s l y  show th e  e x i s t e n c e  o r  nonex is tence  
o f  o s c i l l a t i o n s .
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