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有很多代价敏感学习算法，如 C4.5cs 是 C4.5 的改进算法，把一般的分类模型转
换成代价敏感分类模型的元代价处理方法，基于误分类代价对样本初始分布进行
调整从而解决代价敏感分类的集成学习算法，以及基于最小代价的决策分类法。 





































































Classification problem has always been an important field of machine learning 
and data mining. Traditional classification algorithms are designed to improve the 
accuracy of classification, and minimize the classification error, which is based on all 
the classes of equal misclassification cost. However, when the misclassification cost is 
not equal, the cost-sensitive classification is very important. There are many 
cost-sensitive learning algorithms, such as C4.5cs, which is based on the C4.5 
algorithm, a method of converting a general classification model into a cost-sensitive 
classification model using a meta-cost approach, an ensemble learning algorithm to 
solve the cost-sensitive classification by adjusting the initial distribution of the 
samples, and the decision classification method based on minimum cost. 
MetaCost learning method is a typical cost-sensitive algorithm. It is a method of 
converting the traditional classification algorithm into the cost-sensitive classification 
algorithm proposed by Domingos in 1999. First, It is based on a "meta learning" 
process, random resampling on the original training set, and trained to learn a lot of 
member classifiers. Calculate the classification probability of all instances. Then 
modify the class label for each training instance according to the minimum 
classification cost, and get a new training set. Then train the new training set to get the 
final cost-sensitive classification model. However, if the original training set is 
unbalanced, the random resampling will get an imbalanced training subset and the 
performance of the classifier may not be good. In addition, the final classifier of 
MetaCost is a single model, which only considered the new training set, so the results 
of classification prediction may not be optimal. In this paper, based on the two 
shortcomings, the algorithm is improved. 
In this paper, a new cost-sensitive classification algorithm, D-MetaCost algorithm, 
is proposed to optimize the MetaCost algorithm. In sampling phase of MetaCost 
algorithm, in order to deal with the problem of imbalanced data sets, we can use the 
















Specific operations are as follows: divided the majority class samples into several 
disjoint subsets, then combined each subset with rare samples to constitute different 
training sets. This sampling method made the base classifiers more representative. For 
the final classification model, it can use ensemble learning theory to combine multiple 
classifiers. This can significantly improve the final classification performance. 
Specific operations are as follows: we can calculate the classification accuracy of each 
member classifier, and then integrate the higher accuracy classifiers with the new 
classifier to get the final integrated classification model. Thus, the accuracy and cost 
of classification will be improved obviously for the final classifier. This paper 
discusses the two aspects of theory and experiment. Through a large number of 
experiments, it is concluded that in the 1000 experiment, D-MetaCost can produce 
better classification accuracy and cost than MetaCost and AdaBoost in most cases. 
The prediction performance is obviously improved. 
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