We study Coulomb blockade effects in the thermodynamic quantities of a weakly disordered metallic grain coupled to a metallic lead by a tunneling contact with a large conductance g T . We consider the case of broken time-reversal symmetry and obtain expressions for both the ensemble averaged amplitude of the Coulomb blockade oscillations of the thermodynamic potential and the correlator of its mesoscopic fluctuations for a finite mean level spacing ␦ in the grain. We develop a method that allows for an exact evaluation of the functional integral arising from disorder averaging. The results and the method are applicable in the temperature range ␦ӶTӶE C .
I. INTRODUCTION
The study of electron-electron interactions in mesoscopic systems has been at the focus of experimental and theoretical interest over the past two decades. One of the most striking manifestations of electron interactions at low temperatures is the phenomenon of Coulomb blockade.
1 It can be observed by measuring, say, the charge of a metallic grain that is connected by a tunneling contact to a metallic lead and is capacitively coupled to a metallic gate that is maintained at voltage V g , as shown in Fig. 1 .
For a poorly conducting contact the charge in the grain is quantized at low temperatures and exhibits a characteristic steplike dependence on the gate voltage V g . This leads to oscillatory gate voltage dependence of all physical quantities, referred to as the Coulomb blockade oscillations. The amplitude of these oscillations decreases with increasing transparency of the contact and depends not only on the total conductance of the contact but on the individual transparencies of the tunneling channels.
In the case of a few transmission channels in the contact and in the limit of vanishing mean level spacing, ␦→0, the Coulomb blockade oscillations of the thermodynamic, transport, and thermoelectric quantities are completely smeared at perfect transmission. [2] [3] [4] For a finite mean level spacing in the grain, the Coulomb blockade oscillations remain finite even at perfect transmission and exhibit strong mesoscopic fluctuations. 5, 6 In the case of a contact with many weakly transmitting tunneling channels, the Coulomb blockade oscillations at large conductance have been studied in the limit of vanishing mean level spacing in the grain, ␦, and shown to be exponentially suppressed [7] [8] [9] [10] [11] ϳexp(Ϫg T /2). Here g T is the conductance of the tunneling contact measured in units of e 2 /(2ប). In the ␦→0 limit for a nonrandom contact, the mesoscopic fluctuations in the Coulomb blockade oscillations vanish. At finite mean level spacing the mesoscopic fluctuations in the thermodynamic quantities for a weakly transmitting tunneling contact were studied in Ref. 12 and for a multichannel contact near perfect transmission in Ref. 6 . In the case of a random diffusive contact and vanishing mean level spacing in the grain, the Coulomb blockade oscillations were studied in Refs. 13,14.
Here we study the Coulomb blockade oscillations in the thermodynamic quantities of a disordered metallic grain with finite mean level spacing ␦, which is connected to a metallic lead by a nonrandom multichannel tunneling contact and is capacitively coupled to a gate, as shown in Fig. 1 . The conductance of the tunneling contact is assumed to be large, g T ӷ1. We assume that electron-electron interactions in the metallic lead may be neglected due to screening and treat the Coulomb interaction of electrons in the grain in the framework of the constant interaction model
͑1.1͒
Here E C is the charging energy, N is the operator of the number of electrons in the grain, and q is the dimensionless parameter that is proportional to the gate voltage V g and represents the number of electrons that minimizes the electrostatic energy of the grain. We consider a disordered metallic grain in which electrons move in the presence of a random impurity potential and study both ensemble averaged thermodynamics quantities of the grain and their mesoscopic fluctuations. We assume that the Thouless energy of the grain, E T ϭD/L 2 , where D is the diffusion coefficient and L is the grain size, is greater than the charging energy, E T ӷE C . In addition, we assume that the time reversal symmetry is broken by a magnetic field H and that the cooperon gap DeH/(បc) is greater than the charging energy E C . Under these conditions the ensemble of disorder potentials is equivalent to the unitary random matrix ensemble. 15 We use the replica formalism to treat disorder averaging in the presence of interactions. 16 The application of the Itzykson-Zuber 17, 18 integral enables us to evaluate the resulting functional integral over the Q matrix exactly. The method used here may have useful applications to the treatment of nonperturbative interaction effects in granulated disordered systems. 19 The main results of the paper are the analytic expressions for the average oscillatory part of the grand canonical potential ͓Eq. ͑3.22͔͒ and for the oscillatory part of the correlator of the grand canonical potentials at different values of the gate voltage ͓Eq. ͑3.26͔͒.
The paper is organized as follows: In Sec. II we introduce the formalism by considering a closed disordered metallic grain with noninteracting electrons in the zero-dimensional limit, and obtain the ensemble average and the fluctuations of the thermodynamic potential ⍀(q,T). In Sec. III we apply this method to compute the average and the mesoscopic fluctuations of the amplitude of the Coulomb blockade oscillations in the thermodynamic potential ⍀(q,T). We discuss our results in Sec. IV.
II. THERMODYNAMICS OF NONINTERACTING ELECTRONS
First, to illustrate the formalism we consider the thermodynamic quantities of an isolated disordered metallic grain. In this section we neglect the electron-electron interactions in the grain. For simplicity, in this section we consider spinless electrons.
We are working within the grand canonical ensemble with the chemical potential . All thermodynamic quantities can be obtained from the grand canonical potential ⍀ 0 (,T) ϭϪT ln Z 0 (,T). Here the subscript 0 indicates that the quantities pertain to noninteracting electrons and Z 0 (,T) denotes the partition function that can be written as a functional integral over the fermionic variables , as
͑2.1͒
In this equation the fermion variables are labeled by the Hilbert space indices x and y and by the Matsubara indices n and m, the diagonal matrix ϭ␦ xy ␦ nm n is expressed through the fermionic Matsubara frequencies n ϭ(2nϩ1)T, Ĥ 0 is the single-particle Hamiltonian, and is the chemical potential.
We consider the case of broken time-reversal symmetry. Therefore, in the zero-dimensional limit 15 the single-particle
Hamiltonian Ĥ 0 can be modeled by a random NϫN Hermitian matrix belonging to the Gaussian unitary ensemble with the probability distribution
͑2.2͒
As is well known, 20 the average single-particle density of states (E) for such a distribution is given by the semicircle law
͑2.3͒
Note that we have normalized the distribution ͑2.2͒ in such a way that the width of the semicircle is equal to unity. Thus, throughout this paper all energies are measured in units of the width of the semicircle. For simplicity, we assume that the chemical potential lies near the middle of the semicircle, where the mean-level spacing in the dot is given by ␦ϭ N .
͑2.4͒
Below we will consider the ensemble averaged thermodynamic properties of the dot. For this purpose we resort to the replica trick 21 and find the averaged replicated partition function
where ͗•••͘ denotes the averaging over the ensemble of random matrices Ĥ 0 with the probability distribution function defined in Eq. ͑2.2͒, and ␣ is the number of replicas. The function ͗Z 0 ␣ ()͘ is initially determined for the positive integer number of replicas ␣ and then analytically continued to ␣→0. The nth cumulant of the thermodynamic potential ͗͗⍀ 0 () n ͘͘ with respect to the distribution Eq. ͑2.2͒ is then found from ͗Z 0 ␣ ()͘ ͓Eq. ͑2.5͔͒ by using the formula
͑2.6͒
We express the replicated partition function Z 0 ␣ () through the functional integral over the replicated fermionic fields j as in Eq. ͑2.1͒ and average Z 0 ␣ () with respect to the probability distribution function Eq. ͑2.2͒. As a result we obtain
Next, we introduce a Hermitian ␣2M ϫ␣2M matrix Q to decouple the quartic term in Eq. ͑2.7͒ via the HubbardStratonovich transformation:
͑2.8͒
where
and the trace in Eq. ͑2.8͒ is taken over both the Matsubara and the replica indices. Here 2M is the number of Matsubara frequencies in each replica. We keep it finite at this point to make the sums over the Matsubara frequencies well defined.
Eventually the limit 2M →ϱ will be taken to obtain the final expressions. The elements of the Q matrix are labeled by four indices: Q nm i j , two of which refer to the replica space i, j, and two others, n,m refer to the Matsubara space. After the integration over the fermionic variables in Eq. ͑2.8͒ we obtain
where we introduced the notation 1ϭ␦ i j ␦mn. Following Guhr 23 we make the following change of variables in Eq.
͑2.10͒: Q ϭQ ЈϪ ϩi1. As a result we obtain the following expression,
͑2.11͒
The matrix Q Ј can be diagonalized using a unitary matrix
In terms of the new variables Û and ⌳ the integration measure becomes d͓Q Ј͔ϭ⌬
where d͓⌳ ͔ϭ͟ i,n d n i and d͓Û ͔ denotes the invariant integration measure in the unitary group. The Jacobian of the transformation ͑2.12͒ is expressed through the Vandermonde determinant ⌬(⌳ )ϵ͟Ј( m i Ϫ n j ), where the prime indicates that the product is taken over noncoinciding pairs of indices ͕i,m͖ ͕ j,n͖. In the variables ⌳ and d͓Û ͔ Eq. ͑2.11͒ acquires the form
2 ϩN Tr ln͑i⌳ ͒ ͮ .
͑2.14͒
The integration over the unitary group d͓Û ͔ in Eq. ͑2.14͒ can be carried out exactly using the integral first computed by Harish-Chandra 17 and known in the physics community as the Itzykson-Zuber integral. 18 As a result we obtain
͑2.15͒
The Vandermonde determinant ⌬( )ϭ͟Ј( n Ϫ m ) vanishes if the number of replicas ␣ is greater than unity because of the presence of identical Matsubara frequencies in different replicas. Therefore, the expression in Eq. ͑2.15͒ appears to diverge. This is not so, however, 22 since the integral over d͓⌳ ͔ also vanishes when eigenvalues of the matrix become degenerate. To regularize the integral in Eq. ͑2.15͒ we introduce a diagonal regulator matrix V ϭ␦ i j ␦ mn V i with V i V j , and calculate the expression
͑2.16͒
where the function F( m j ,x m, j ) is defined by the equation
The ratio of the two Vandermonde determinants in Eq. ͑2.16͒ is rendered finite due to the presence of the regulators V i in Eq. ͑2.17b͒,
We, therefore, carry out the integration over d͓⌳ ͔ in Eq. ͑2.16͒ at finite V and take the limit V →0 at the end of the calculations. For Nӷ1 the integration over d͓⌳ ͔ in the right-hand side ͑rhs͒ of Eq. ͑2.16͒ can be performed by the saddle-point method. 23 
Next, we formally extend the product in this equation to include the diagonal terms ͕i,m͖ϭ͕ j,n͖ by replacing the ratio in the rhs of Eq. ͑2.
where the sum over the replica and the Matsubara indices is unrestricted and includes the terms with ͕i,m͖ϭ͕ j,n͖. The factor 1/2 in the exponent in Eq. ͑2.22͒ appears due to double counting of terms in the summation. We now substitute Eq. ͑2.22͒ into Eq. ͑2.16͒ and expand the function F( m i , m ,V i ) in Eq. ͑2.17a͒ to second order in the fluctuations around the saddle point ͓Eq. ͑2.20͔͒. It is easy to show that
͑2.23͒
Therefore the Gaussian integration over the fluctuations around the saddle point ͓Eq. ͑2.20͔͒ results in the product
that partially cancels the last product in Eq. ͑2.22͒, and we obtain
where ͚ ͕ ͖ denotes the sum over all the saddle points given by Eq. ͑2.20͒. Although, to justify the saddle-point procedure and to arrive at Eq. ͑2.24͒ we assumed V i ϪV j ӷ1/ͱN, the saddlepoint result ͑2.24͒ is exact for the unitary ensemble and holds the way to V i →0. It was shown by Zirnbauer 25 that this special feature of the unitary ensemble is a consequence of the Duistermaat-Heckman theorem. 26 Equation ͑2.24͒ is free of divergences in the V →0 limit. For the replica-symmetric saddle points it is obvious because in the ''dangerous'' terms with mϭn the argument of the logarithm in Eq. ͑2.24͒ remain finite and equal to ‫ץ‬ ( m Ϫi)/‫ץ‬ m in the V i →0 limit. For the saddle points with broken replica symmetry it is necessary to sum the contributions of all replica permutations of a given saddle point in order to obtain a finite result.
Next, we take the number 2M of the Matsubara frequencies to infinity. The resulting infinite sums over the Matsubara frequencies in Eq. ͑2.24͒ diverge and need to be regularized. The method of regularization can be inferred from the observation that the sums over the Matsubara frequencies should be regarded as traces of operators in the Matsubara space. Let us consider the one-particle Matsubara Green function as an example,
where the average is taken over the functional integral as in Eq. ͑2.1͒. It is important to remember that the Fermion operators and appearing in the Hamiltonian, which enter the operator expression for the partition function Z 0 (,T) are normal ordered. Therefore, in the time-discretized version of the functional integral for the partition function ͓Eq. ͑2.1͔͒ the Hamiltonian Ĥ 0 is coupled to fermionic fields at different moments of time: (t iϩ1 )Ĥ 0 (t i ). This forces us to understand the traces of the Green function as
which coincides with the total number of particles in the system. In the frequency representation the regularized trace of the Green function is given by
The exponential factor e i n in Eq. ͑2.27͒ is essential for the convergence of the sum over the Matsubara frequencies. Since the Hamiltonian Ĥ 0 in Eq. ͑2.1͒, over which the averaging is performed, is normal ordered, the traces of all the ensuing operators should be regularized by the introduction of the factors e i n as in Eq. ͑2.27͒. Thus, Eq. ͑2.24͒, where the summations over Matsubara frequencies should be understood according to the rule
, represents an exact expression for the averaged replicated partition function for N →ϱ.
Below we will evaluate Eq. ͑2.24͒ at Tӷ␦. In this case the sum in Eq. ͑2.24͒ is dominated by the saddle point that corresponds to the lowest value of the exponent in Eq. ͑2.24͒. The contributions of all the other saddle points are exponentially small in T/␦. The leading term in the sum in Eq. ͑2.24͒ corresponds to the saddle point
Here the function 0 (z)ϭz/2ϩͱ1ϩz 2 /4 is understood as an analytic function of z in the complex plane with a branch cut from Ϫ2i to 2i as in Fig. 2 , in particular the square root in Eq. ͑2.28͒ changes sign when the real part of z, Re z, crosses zero.
To obtain the expression for ͗Z 0 ␣ (,T)͘, we take the limit V i →0 in Eq. ͑2.24͒ and perform the summation over the replica indices. As a result, we obtain
The first term in the exponent in this equation is linear in the number of replicas ␣ and corresponds to the average grand canonical potential ͗⍀ 0 (T,)͘ that is evaluated in Sec. II A. The second term in the exponent of Eq. ͑2.29͒ is quadratic in ␣ and describes the mesoscopic fluctuations of ⍀ 0 (T,), which are studied in Sec. II B.
A. Average grand canonical potential
In this section we evaluate the average grand canonical potential ͗⍀ 0 ()͘. It is easy to show using Eqs. ͑2.6͒ and ͑2.29͒ that it is given by
͑2.30͒ The function F" 0 ( m Ϫi), m Ϫi… is defined through Eqs. ͑2.17a͒ and ͑2.28͒. It has a branch cut from Ϫ2iϩi to 2iϩi in the complex plane of the variable m and is analytic everywhere else. It is convenient to rewrite this sum in terms of the contour integral
͑2.31͒
where the contour C is shown in Fig. 2 . Taking into account the analytic properties of F" 0 ( m Ϫi), m Ϫi… we can deform the integration contour to CЈ and integrate once by parts to obtain
͑2.32͒
Note that the two terms in the square brackets coincide with the trace ͑in the Hilbert space͒ of the averaged single-particle Green function. The latter is equal to the retarded Green function on the right side of the branch cut and to the advanced Green function on its left side. Therefore, upon the change of variables ϭϪi(EϪ) we can express the integral in Eq. ͑2.32͒ through the average single-particle density of states defined in Eq. ͑2.3͒,
͑2.33͒
This result is precisely what one expects for the average grand canonical potential of noninteracting electrons.
B. Mesoscopic fluctuations of the grand canonical potential
In this section we consider the mesoscopic fluctuations of ⍀ 0 () at Tӷ␦. From Eqs. ͑2.6͒ and ͑2.29͒ we immediately find that the second cumulant Š͗⍀ 0 ()͘‹ is determined by the second term in the exponent of Eq. ͑2.29͒
FIG. 2. The initial sum over the Matsubara frequencies in Eq. ͑2.30͒ is rewritten through the integral over the contour C in Eq. ͑2.31͒. Using the analytic properties of function 0 in Eq. ͑2.28͒ the integration contour C can be deformed to the contour CЈ.
͑2.34͒
As in the previous section it is convenient to rewrite the summation over the Matsubara frequencies in the last formula in terms of the contour integral
where the contours of integration C 1 and C 2 are shown in Fig. 3 .
In Eq. ͑2.35͒ the function 0 (zϪi) was defined in Eq. ͑2.28͒ and is understood as a function of z, which is analytic everywhere in the complex plane except for a branch cut from Ϫ2iϩi to 2iϩi as in Fig. 3 . We, therefore, can deform the integration contours C 1 and C 2 to C 1 Ј , C 2 Ј . After that we integrate by parts once with respect to both 1 and 2 and obtain
͑2.36͒
where we introduced the function
The function G c ( 1 , 2 ) is equal to the smooth part ͑i.e., not containing the oscillations on the scale of the mean level spacing ␦) of the connected two-point correlator of Green functions at energies i 1 ϩ and i 2 ϩ, which was obtained in Refs. 27 and 28. Using the fact that the square root in 0 ( i Ϫi) has a different sign on the different sides of the contour C i Ј , we can express ͗͗⍀ 0 () 2 ͘͘ through the integral over, say, the right side of the contours C 1 Ј and C 2 Ј only. Introducing the variables E 1 ϭi 1 ϩ and E 2 ϭi 2 ϩ we obtain
͑2.38͒
where c (E 1 ,E 2 ) denotes the smooth part of the connected density-of-states correlator
͑2.39͒
This expression has a singularity when E 1 ϪE 2 →0 which leads to the divergence of the integral in Eq. ͑2.38͒. If we replace c (E 1 ,E 2 ) in Eq. ͑2.38͒ by the exactly connected density correlation function c (E 1 ,E 2 ) that does not diverge at E 1 ϪE 2 →0, the integral in Eq. ͑2.38͒ becomes finite and gives the exact expression for the second cumulant of the grand canonical potential. Since we have retained only one term corresponding to the lowest energy saddle point ͕ 0 ͖ in the sum over the saddle points in Eq. ͑2.24͒, the expression in Eq. ͑2.38͒ is missing the oscillatory part of the two-point level density correlator. These oscillatory terms arise from the other saddle points in Eq. ͑2.24͒ and cut off the divergence of the integral at the scale of the mean level spacing E 1 ϪE 2 Ϸ␦ϳ1/N. Therefore, the integral in Eq. ͑2.38͒ should be cut off at E 1 ϪE 2 ϳ1/N, which leads to the variance Š͗⍀ 0 2 ()͘‹ϳN 2 ln N. This result is to be expected since the main contribution to the thermodynamic potential arises 
III. COULOMB INTERACTION AND TUNNELING
In this section we consider a disordered metallic grain coupled by a tunneling contact to a clean metallic lead and capacitively coupled to a metallic gate as in Fig. 1 . The Thouless energy of the grain is assumed to be greater than the charging energy, E T ӷE C . In addition, we assume that the dot is placed in a magnetic field, such that the Cooperon gap exceeds the charging energy DeH/(បc)ӷE C . It was shown by Efetov 15 that under these conditions the ensemble of disorder potentials in the grain can be described by the unitary random matrix ensemble. At the same time we assume that the Zeeman splitting of electron energy levels, បeH/mc is smaller than the temperature T and may be neglected. We, therefore, assume that each orbital level is doubly degenerate.
The single-particle levels in the grain are broadened due to tunneling into the lead. We assume that the tunneling contact is broad, so that each single-particle state in the dot is coupled to many lead states. In this case the fluctuations of level widths are relatively small and the effect of the contact can be desribed following Ref. 29 by adding an imaginary term i⌫ into the Hamiltonian. The level half-width ⌫ can be expressed through the dimensionless conductance of the contact g T as ⌫ϭ g T ␦
8
.
͑3.1͒
We assume that the temperature satisfies the conditions ␦ӶTӶE C and focus on the Coulomb blockade oscillations in the thermodynamic quantities of the grain at g T ӷ1 and at a finite mean level spacing ␦. The quantity of particular interest is the differential capacitance of the dot C(q), which can be expressed through the grand canonical potential ⍀(q) of the dot at gate voltage q as
where is a factor depending on the geometry of the dot. In addition to the average differential capacitance and the grand canonical potential, Eq. ͑2. 
. ͑3.3͒
A. Average thermodynamic potential
In the absence of the Coulomb interaction but at a finite tunneling rate 29 ⌫, we can write the partition function Z ⌫ 0 (,T), where is the chemical potential of electrons in the lead, as a functional integral over the fermionic fields ,
͑3.4͒
Here the index denotes the spin of the particle.
In the presence of the Coulomb interaction, Eq. ͑1.1͒, the replicated partition function Z ␣ (q) may be written as a functional integral over the fermionic fields similar to that in Eq. ͑3.4͒. However, in this case the exponent acquires a quartic term in the fermion fields . A convenient way to proceed is to decouple the interaction via the Hubbard-Stratonovich transformation by introducing an auxiliary field V(). Following Finkelstein 16 we introduce such auxiliary fields V j in each replica,
͑3.5͒
where N j ()ϵ ͚ x, x, j () x, j (). Next we denote the static part of V j () by V j and write the integral over V j as a sum of integrals labeled by a set of winding numbers 31 
For each set of winding numbers we express V j () as
where the phases j () satisfy the periodicity condition j (␤)ϭ j (0)ϩ2W j . Then, making the gauge transformation ()→()exp͓i()͔, using Eqs. ͑3.5͒, ͑3.4͒ and averaging over the random matrix Ĥ 0 with the distribution function defined in Eq. ͑2.2͒ we write the ensemble averaged replicated partition function ͗Z ␣ (q)͘ as a sum over the winding numbers
͑3.7͒
Here the trace is taken over the spin, the replica and the Matsubara space. The Q matrix was introduced to decouple the quartic interaction of fermions arising from the averaging over Ĥ 0 , DQ denotes the normalized integration measure, and we introduced the operator
where ϭi‫ץ‬ , and ⌳ , Ј ϭϪi/sin͓T(ϪЈ)͔. ϪJ m i )ϭ1 and has two solutions Ϯ (J m i ) defined in Eq. ͑2.20͒. For Tӷ␦ the integration over the static components V j can be carried out in the saddle-point approximation. 32 The saddle-point equation reads
The left-hand side ͑lhs͒ of Eq. ͑3.8͒ may be interpreted as the number of particles in the dot with the chemical potential ϩi(V j Ϫ2TW j ). Note that in order to have a reasonably small charging energy the imaginary part of the expression in the rhs of this equation should be at most of order unity. Since the prefactor in the lhs NTϭT/␦ is much greater than unity according to our assumptions, the saddle point must have an equal number of ϩ and Ϫ in order to satisfy Eq. ͑3.8͒. Such a saddle point with the lowest free energy is given by
͑3.9͒
All other saddle points satisfying Eq. ͑3.8͒ are given permutations between ϩ and Ϫ in ͑3.9͒ such that the numbers of ϩ and of Ϫ are equal. These saddle points provide only small contributions to the partition function ϳexp(ϪT/␦) and will be neglected.
We first solve Eq. ͑3.8͒ for V j at j ()ϭ2W j . In this case the operator Ĵ is diagonal in the Matsubara basis and its eigenvalues are given by
Substituting this expression and Eq. ͑3.9͒ into Eq. ͑3.8͒ we find in the leading order in ␦/E C and ␦/T
where N 0 () is the number of particles in the dot at the chemical potential given by the lhs of Eq. ͑3.8͒ at V j ϭW j ϭ0. To arrive at Eq. ͑3.10͒ we have used that ‫ץ‬N 0 ()/‫ץ‬ϭ2/␦. It is easy to convince oneself that Eq. ͑3.10͒ holds for an arbitrary phase configuration j in the topological class W j . We, therefore, can write the operator Ĵ at the saddle point ͑3.9͒ as
͑3.11͒
Retaining only the leading saddle point ͑3.9͒ for each set of winding numbers ͕W͖ and integrating over the Gaussian fluctuations of V j about the saddle-point solutions ͑3.10͒ and using the fact that
we can write the replicated partition function as a sum over the winding numbers
͑3.12͒
where Z ͕W͖ ␣ and ⌬ ͕W͖ ͓͔ are given by the expressions
͑3.14͒
Here we introduced the notation F ͕W͖ ( j ) for the free energy of the dot at the saddle point ͑3.9͒,
where F" 0 (J n j ),J n j … was defined in Eq. ͑2.17a͒. The Vandermonde determinant in Eq. ͑3.14͒ is generally finite. This is so because the eigenvalues J m i are nondegenerate due to the presence of the auxiliary fields i .
For the winding number W j the minimum of the free energy F ͕W͖ j () is achieved on the instanton phase configuration z () that can be expressed using the complex variable uϭexp(i2T) as 13 exp͓i z ͑ ͔͒ϭ ͟ ϭ1 W j uϪz 1Ϫuz * .
͑3.16͒
Here the complex instanton parameters z satisfy the inequality ͉z ͉Ͻ1 for W j Ͼ0, and ͉z ͉Ͼ1 for W j Ͻ0. The free energy F ͕W͖ ( z ) on the instanton configuration ͑3.16͒ is independent of z and is given by
It is clear from Eqs. ͑3.17͒ and ͑3.13͒ that the largest term in the sum over ͕W͖ in Eq. ͑3.12͒ has a monotonic dependence on the gate voltage, q and corresponds to ͕W͖ϭ͕0͖ with all W j ϭ0. The leading oscillatory contributions to this sum arise from the terms with ͕W͖ϭ͕l͖, lϭϮ1, having only one nonzero W j ϭlϭϮ1 and can be chosen in ␣ ways by permutations between the replicas. Retaining only these terms, we obtain
͑3.18͒
In Eq. ͑3.18͒ we need to integrate over the fluctuations of around the instanton configuration Eq. ͑3.16͒. To this end we write ϭ z ϩ , where represents the massive modes of the dissipative action in Eq. ͑3.18͒ The integration over the zero modes of the dissipative action ͑3.18͒ should be performed with the measure d 2 z/(1Ϫ͉z͉ 2 ) for ͉z͉Ͻ1, and
All the other fluctuations have a large mass of order g T . Therefore, the integration over them may be performed in the gaussian approximation. Moreover, in carrying out this integration one may replace the determinants ⌬͓͔ in Eq. ͑3.18͒ by their values ⌬͓ z ͔ on the instanton configurations ͑3.16͒ due to their weak dependence on . In this approximation, the gaussian integrals over the massive modes in different replicas in Eq. ͑3.18͒ factorize. For the replicas with vanishing winding numbers the integrals in the numerator cancel with those in the denominator. We are, therefore, left with the expression involving only one replica in which the instanton is present,
͑3.19͒
where f (z) denotes the ratio of the integrals over the massive modes with and without the instanton
͑3.20͒
To arrive at Eqs. ͑3.19͒, ͑3.20͒ we used that ͐ 0
2 T͉z͉ 2 /E C (1Ϫ͉z͉ 2 ) and the fact that the terms with l ϭϮ1 in Eq. ͑3.18͒ are complex conjugates of each other.
In order to evaluate the ratio of the Vandermonde determinants in Eq. ͑3.19͒ we need to find the eigenvalues of the operator ͑3.11͒ on the instanton configurations. This is done in Appendix B. We then show in Appendix C that in the limit ␣→0 the ratio ⌬ ͕1͖ ͓ z ͔/⌬ ͕0͖ ͓0͔ is equal to unity.
The logarithmic divergence of the integral over z for short instantons, ͉z͉→1, in Eq. ͑3.19͒ is cut off at 1Ϫ͉z͉ 2 ϳT/E C by the first term in f (z), Eq. ͑3.20͒. The ratio of the integrals over the massive modes in ͑3.20͒ is evaluated in Appendix D. For very long instantons, ͉z͉→0, the result is given by ͓g T 2 E C /2 2 (Tϩ⌫)͔e Ϫg T /2 , whereas for short instantons, ͉z͉→1, and ⌫ӷT the result is
To evaluate the integral ͑3.19͒ with logarithmic accuracy, we may interpolate f (z) for the intermediate instanton lengths between the two asymptotics as
Using this and integrating over z in Eq. ͑3.19͒ we obtain for the oscillatory part of the ensemble averaged thermodynamic potential,
͑3.22͒
Equation ͑3 
͑3.23͒
where Z ͕W͖ ␣ and Z ͕W͖ ␣Ј are given by Eq. ͑3.13͒. The primed quantities in Eq. ͑3.23͒ refer to the set of replicas pertaining to the partition function at the gate voltage qЈ. If one replaces the product ͑Vandermonde determinant͒ in Eq. ͑3.23͒ by unity, this equation reproduces the product of the averaged replicated partition functions. The deviations of this product from unity describe the correlations of the partition functions in the different sets of replicas.
For a given set of winding numbers ͕W͖ the functional integral over the phases is dominated by configurations of close to the instanton trajectories, Eq. ͑3.16͒. As in the previous section, when integrating over the massive fluctuations about the instanton configurations, we may neglect the dependence of the Vandermonde determinant in Eq. ͑3.23͒ on and evaluate it on the instanton configuration. The dominant contribution to the sum over ͕W͖ and ͕WЈ͖ in Eq.
͑3.23͒ has a monotonic dependence on the gate voltages q and qЈ and arises from the term with all W j ϭ0. The largest oscillatory contributions to this sum arise from the terms with ͕W͖ϭ͕l͖ and ͕WЈ͖ϭ͕lЈ͖, l,lЈϭϮ1, having only one nonzero W j ϭϮ1 in each set of replicas. Such terms can be chosen in ␣␣Ј ways. It can be shown, see Appendix C, that the Vandermonde determinant in Eq. ͑3.23͒ on the instanton configurations with lϭlЈϭϮ1 goes to unity in the limit ␣,␣Ј→0. Such terms, therefore, do not contribute to the irreducible correlator of the thermodynamic potentials. The contributions of the terms with lϭϪlЈϭϮ1 are complex conjugates of each other. Using this property, denoting the Vandermonde determinant in the ␣,␣Ј→0 limit by ⌬ l,l Ј , and using Eq. ͑3.3͒, we can write the leading oscillatory term in the irreducible correlator of thermodynamic potentials as
Here f (z) is given by Eq. ͑3.21͒ and we have made an inversion transformation for the anti-instanton variable zЈ →1/zЈ. Therefore the anti-instanton coordinate also obeys ͉z͉Ͻ1.
The ratio of the Vandermonde determinants ⌬ ͕1,Ϫ1͖ ͓ z ͔/⌬ ͕0͖ ͓0͔ is determined by the product over the pairs n,m such that n ϫ n Ͻ0, see Appendix C. We are unable to evaluate the correlator ͑3.24͒ for arbitrary values of the instanton parameters and the gate voltage difference q ϪqЈ. 33 However, for large differences of the gate voltage, qϪqЈӷ⌫/␦, the correlator ͑3.24͒ may be evaluated with logarithmic accuracy. Indeed, at such gate voltage differences even the maximal possible instanton correction to the eigenvalue difference in the denominator in Eq. ͑3.23͒ is relatively small, ␦(J m i ϪJ n j )ϳ⌫Ӷ␦(qϪqЈ) ͓see Eq. ͑B7͔͒, and may be evaluated perturbatively. In this case ⌬ ͕1,Ϫ1͖ ͓ z ͔/⌬ ͕0͖ ͓0͔ only weakly depends on the instanton parameters z and zЈ. Therefore, the integral is again dominated by short instantons 1Ϫ͉z͉ 2 ӶT/⌫, for which the eigenvalues J n j are accurately described by Eq. ͑B7͒. We show in appendix C that for ␦(qϪqЈ)ӷT,⌫,
where bϭi␦(qϪqЈ)/4T. Substituting Eqs. ͑3.25͒ and ͑3.21͒ into Eq. ͑3.23͒ and integrating over z and zЈ we obtain with logarithmic accuracy the long-range asymptotics of the oscillatory part of the irreducible correlator of the thermodynamic potentials
͑3.26͒
This expression represents the main result of this section.
IV. SUMMARY AND DISCUSSION
We studied the effects of Coulomb interaction on the statistics of the thermodynamic quantities in an ensemble of weakly disordered metallic grains with broken time reversal symmetry. We assumed that the Thouless energy E T in the grain exceeds the charging energy E C and considered the case when the grain is connected to a metallic lead by a tunneling contact with a large conductance g T ӷ1. We found expressions for the oscillatory parts of the average thermodynamic potential ͗⍀(q)͘ osc ͓Eq. ͑3.22͔͒ and of the correlation function ͗⍀(q)⍀(qЈ)͘ osc at ␦(qϪqЈ)ӷT,⌫, Eq. ͑3.26͒. ͑3.22͒ and ͑3.26͒ with the aid of Eq. ͑3.2͒.
To derive our main results we employed a method based on the extension of the Itzykson-Zuber integral 17, 18 to the infinite-dimensional unitary group. In this method the Q-matrix degrees of freedom ͑which describe the mesoscopic fluctuations͒ are integrated out accurately. As in the case ⌫→0, at Tӷ␦ the replicated partition function and its correlator can be written over the topological classes of the phase , which decouples the Coulomb interaction term, see Eqs. ͑3.12͒ and ͑3.23͒. Each topological class is characterized by the winding numbers in different replicas.
14 At large conductance, gӷ1, the functional integral over the phase within each topological class can be taken by the saddlepoint method. The saddle-point configurations of the phase are characterized by the complex instanton parameters z. 13 At finite escape rate from the dot ⌫, the functional integral over the massive fluctuations around the instanton configurations depends on the instanton length ϳ(1Ϫ͉z͉ 2 )/T, see Eq. ͑3.21͒. This is in contrast to the ⌫ϭ0 case, 10, 30 where it is independent of the instanton length. This leads to the fact that the logarithmic divergence of the integral over the zero modes of the instantons at low temperatures is cut off at the escape rate ⌫, see Eq. ͑3.22͒. The study of mesoscopic fluctuations of Coulomb blockade oscillations in this approach amounts to evaluating the Vandermonde determinants ͑3.14͒ on the instanton configurations of the phase ͑3.16͒. In the case of the average partition function they are equal to unity when the number of replicas is taken to zero. In the case of the correlator of the thermodynamic potentials the Vandermonde determinant differs from unity and depends on the length of the instantons. The dependence of the Vandermonde determinant on the instanton parameters z and zЈ results in the presence of the logarithmic factor ln 2 ͓␦(qϪqЈ)/⌫ϩT͔ in Eq. ͑3.26͒. In the -model formulation, the mesoscopic fluctuations are described by diffusons. The dependence of the diffusons on the instanton parameters is determined by the z-dependent eigenvalues of the operator Ĵ given by the solutions of Eq. ͑B6͒ and is easily generalizable to time-reversal invariant non-zero-dimensional systems. 34 The method used here may have useful applications to the -model treatment of interaction effects in granulated disordered metals.
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APPENDIX A: SADDLE-POINT EQUATION
In this appendix we demonstrate that the preexponential factor in Eq. ͑2.16͒ gives rise only to a small correction to the saddle-point equation ͓Eq. ͑2.19͔͒ and may be neglected. To show this it is convenient to rewrite the integrand in Eq. ͑2.16͒ in the following form
Taking a derivative of the function in the exponent in Eq. ͑A1͒ with respect to (x m,i ) we obtain the saddle-point equation for ,
The saddle-point value for ͓Eq. ͑2.28͔͒ has been obtained under the assumption that the second term in Eq. ͑A2͒ can be neglected. To check the self-consistency of this assumption we now evaluate the second term in Eq. ͑A2͒ at the saddle point ϭ 0 (x m,i ), where 0 is defined by Eq. ͑2.28͒. To this end we rewrite the sum in Eq. ͑A2͒ in terms of contour integral
͑A3͒
where the contour C is shown in Fig. 2 , and 0 ()ϭ/2 ϩͱ1ϩ 2 /4. Taking into account the analytic properties of () we can deform the integration contour to CЈ. After a straightforward calculation we obtain
To obtain the last expression in Eq. ͑A4͒ we used the fact that 0 (x n,i )Ϫ1Ӷ1. A direct comparison shows that the second term in Eq. ͑A2͒, given by Eq. ͑A4͒, is smaller than the first one in the ratio ␣␦/T ln T ͑to obtain this estimate we used the fact that Nϭ/␦). Therefore, we may neglect the second term in Eq. ͑A2͒ and obtain the saddle-point value for given by Eq. ͑2.28͒.
APPENDIX B: EIGENVALUES OF Ĵ ON THE INSTANTON CONFIGURATION
To find the eigenvalues of the operator Ĵ it is convenient to express the operator Ĵ , Eq. ͑3.11͒, in terms of the complex variable uϭexp(i2T). Introducing the notation q ϭ(␦/ 2)͓qϪN 0 ()͔, we write
͑B1͒
In Eq. ͑B1͒ we used that the matrices ⌳ , Ј may be written using the complex variable u as follows: ⌳ϭ2ͱuuЈ/(u ϪuЈ). The integral in Eq. ͑B1͒ is taken over the unit circle, ͉uЈ͉ϭ1, and the operator should be understood as acting in the space of functions spanned by the fermionic Matsubara frequencies u ϪnϪ1/2 . For ͉z͉Ͻ1 the matrix elements of the Ĵ in the Matsubara basis are given by
with (x) being the step function. It is clear that the functions u ϪnϪ1/2 with negative Matsubara frequencies, nϽ0, are eigenfunctions of the operator ͑B1͒ with eigenvalues J n ϭ n Ϫ⌫Ϫi q .
For nу0 the eigenfunctions of Ĵ may be written as
where g (n) (u) is a nonsingular function of u outside the unit circle, ͉u͉Ͼ1. Using this property and acting with the operator Ĵ , Eq. ͑B1͒ on Eq. ͑B3͒, we can write the eigenvalue equation as
͑B4͒
Next we introduce the Green function of the operator on the left-hand side of this equation,
and rewrite Eq.
, where f (uЈ) is the right-hand side of Eq. ͑B4͒. Then, setting uϭ1/z*, we obtain the eigenvalue equation in the form of
In the z→0 limit we obtain the result that the nϭ0 eigenvalue is given by J 0 (z→0)ϭ 0 Ϫi q Ϫ⌫ whereas all the other eigenvalues are unchanged: J n (z→0)ϭ n Ϫi q ϩ⌫. In the opposite limit of very short instantons, 1Ϫ͉z͉
2 Ӷ⌫/T ͑as well as for arbitrary z at ⌫ӶT), the sum in Eq. ͑B6͒ is dominated by a single term in which the denominator is small. We then obtain for the eigenvalues with positive n ,
APPENDIX C: EVALUATION OF THE VANDERMONDE DETERMINANT ON THE INSTANTON CONFIGURATIONS
In this appendix we calculate the Vandermonde determinant ⌬ ͕W͖ ͓͔ ͓Eq. ͑3.14͔͒ on the instanton configuration of the fields ͓Eq. ͑3.16͔͒.
We start with the case of the average thermodynamic potential, when the instanton with a unit winding number is present only in one replica, jϭ1. The correction ␦J n,1 to the eigenvalues of Ĵ in the jϭ1 replica due to the presence of the instanton ͓Eq. ͑B7͔͒ is small in comparison with the bandwidth ͑which is of order unity in our notations͒. Therefore, we may write the correction to the Vandermonde determinant Eq. ͑3.14͒, due to the presence of the instanton as
͑C1͒
where 0 (J m, j 0 ) is given by Eq. ͑3.9͒. The terms with m , n Ͼ0 and with m , n Ͻ0 on the right-hand side of this equation vanish. Therefore, to find the dependence of the Vandermonde determinant on the instanton parameters z, we may restrict the product over n and m in Eq. ͑3.14͒ only to the terms with m n Ͻ0.
To evaluate the logarithm of the Vandermonde determinant in Eq. ͑3.14͒ in the ␣→0 limit we can use the following considerations. For a given pair of Matsubara frequencies n and m in the sum over the replica indices i and j, there is one term where both eigenvalues J n i and J m j of the operator Ĵ depend on the instanton parameter z. There are 2(␣Ϫ1) terms where one eigenvalue depends on z and the other one does not, and (␣Ϫ1) 2 terms where both eigenvalues are independent of z and equal to J n 0 ϭ n ϩ⌫ sgn n and J m 0 . Thus in the ␣→0 limit we obtain
where the summation goes over nу0, mϽ0, J n 0 ϭ n ϩ⌫ sgn n are the eigenvalues of Ĵ in the absence of instantons, and J n (z) are given by Eq. ͑B7͒. By observing that for negative Matsubara frequencies J m (z)ϭJ m 0 it is easy to see that the right-hand side of this equation vanishes and ⌬ 1 ͓ z ͔ϭ1.
Next we turn to evaluating the Vandermonde determinant for the correlator of thermodynamic potentials, i.e., the last product in Eq. ͑3.23͒. In the limit ␣,␣Ј→0 it can be done using the considerations employed above. In the case when all the winding numbers W j have the same sign it is not difficult to see that the Vandermonde determinant is equal to unity. In the case when the instantons with both positive and negative winding numbers are present this is no longer the case. For the case when one instanton with a positive winding number, ͉z͉Ͻ1, and one instanton with a negative winding number, ͉͉Ͼ1, are present in the limit ␣,␣Ј→0, we obtain
͑C3͒
For ⌫ӶT the eigenvalues J n (z) for ͉z͉Ͻ1 and nу0 are given by Eq. ͑B7͒. The expression for J m () for ͉͉Ͼ1 and mϽ0 is given by J m ()ϭ m Ϫ⌫Ϫi q Јϩ2⌫͉͉ 2m (͉͉ 2 Ϫ1). Substituting these eigenvalues into Eq. ͑C3͒ and introducing the new variable zЈϭ1/, we obtain the following expression for the exponential factor in Eq. ͑3.23͒,
͑C4͒
The sum in the exponent can be evaluated in the limits when the lengths of the instantons (1Ϫ͉z͉ 2 )/T and (1Ϫ͉zЈ͉ 2 )/T are either shorter or longer than the inverse chemical potential difference 1/␦(qϪqЈ). To evaluate the correlator ͑3.26͒ with logarithmic accuracy, we can interpolate between the two limits and obtain Eq. ͑3.25͒.
APPENDIX D: INTEGRATION OVER THE MASSIVE MODES
In this appendix we evaluate the ratio of the integrals over the massive fluctuations of around the instanton configuration in Eq. ͑3.18͒. The massive modes may be integrated out in the Gaussian approximation.
We start with the limit of very long instantons, ͉z͉→0, or ͉z͉→ϱ. In this case it is convenient to work in the Fourier basis. We introduce the Fourier components k of () as
and expand the eigenvalues J m j of the operator Ĵ , Eq. ͑3.11͒, to second order of perturbation theory in k , ␦J n, j
Expanding the free energy F ͕W͖ j (q,) given by Eqs. ͑3.15͒
and ͑2.17͒ in ␦J n, j
,
ϭϪ2TN ͚ n ͓ 0 ͑ J n, j 0 ͒ϪJ n, j 0 ͔. ͑D3͒
To arrive at Eq. ͑D3͒ we used the fact that ‫ץ‬F(,J n, j ‫ץ/)‬ ϭ0 at the saddle point. Substituting Eq. ͑D2͒ into Eq. ͑D3͒ we obtain for the second-order correction to the free energy
In Eq. ͑D4͒ the summation over n and m goes over n m.
Next we collect the terms with ͉ k j ͉ 2 , k 0. To this end we retain only the terms with mϭnϮk in the sum over m in the right-hand side of Eq. ͑D4͒. As a result we obtain
where we introduced the notation
The function X n,k vanishes for ͉ n ͉Ͼ2Tk. Therefore, the sum over n in Eq. ͑D5͒ is restricted to ͉ n ͉Ͻ2Tk and can be straightforwardly evaluated leading to the following second-order correction to the free energy,
