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STOCHASTIC CONVEX OPTIMIZATION WITH BANDIT
FEEDBACK∗
ALEKH AGARWAL† , DEAN P. FOSTER‡ , DANIEL HSU§ , SHAM M. KAKADE§, AND
ALEXANDER RAKHLIN‡
Abstract. This paper addresses the problem of minimizing a convex, Lipschitz function f over
a convex, compact set X under a stochastic bandit (i.e., noisy zeroth-order) feedback model. In
this model, the algorithm is allowed to observe noisy realizations of the function value f(x) at any
query point x ∈ X . The quantity of interest is the regret of the algorithm, which is the sum of the
function values at algorithm’s query points minus the optimal function value. We demonstrate a
generalization of the ellipsoid algorithm that incurs ˜O(poly(d)√T ) regret. Since any algorithm has
regret at least Ω(
√
T ) on this problem, our algorithm is optimal in terms of the scaling with T .
Key words. derivative-free optimization, bandit optimization, ellipsoid method
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1. Introduction. Zeroth-order or derivative-free optimization concerns the op-
timization of an objective, given access only to function evaluations at desired query
points. Since these problems arise across many disciplines, there is a rich history of
literature in this area. We point the interested reader to Chapter 7 of the book [16]
or the more recent text [7] and the references therein for the relevant background.
Recently and somewhat independently, these problems have received increased atten-
tion from the statistics and theoretical computer science communities, due to natural
applications in decision making under limited feedback; some canonical examples are
network routing and Internet ad display from a pool of choices in order to maximize
revenue. In this literature, the zeroth-order feedback model has been termed “bandit
feedback,” with emphasis on somewhat diﬀerent performance measures owing to the
sequential nature of the problems. We start by describing this bandit feedback model
before formally stating the problem we study in this paper.
The classical multiarmed bandit problem, formulated by Robbins in 1952, is ar-
guably the most basic setting of sequential decision making under uncertainty. Upon
choosing one of k available actions (“arms”), the decision maker observes an indepen-
dent realization of the arm’s cost drawn according to a distribution associated with
the arm. The performance of an allocation rule (algorithm) in sequentially choosing
the arms is measured by regret, that is, the diﬀerence between the expected costs of
the chosen actions and the expected cost of the best action. Various extensions of
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214 AGARWAL, FOSTER, HSU, KAKADE, AND RAKHLIN
the classical formulation have received much attention in recent years. In particular,
research has focused on the development of optimal and eﬃcient algorithms for multi-
armed bandits with large or even inﬁnite action spaces, relying on various assumptions
on the structure of costs (rewards) over the action space. When such a structure is
present, the information about the cost of one arm propagates to other arms as well,
making the problem tractable. For instance, the mean cost function is assumed to
be linear in the paper [9], facilitating global “sharing of information” over a compact
convex set of actions in a d-dimensional space. A Lipschitz condition on the mean cost
function allows a local propagation of information about the arms, as costs cannot
change rapidly in a neighborhood of an action. This has been exploited in a number
of works, notably [2, 13, 14]. Instead of the Lipschitz condition, Srinivas et al. [19]
exploit the structure of Gaussian processes, focusing on the notion of the eﬀective
dimension. These various “nonparametric” bandit problems typically suﬀer from the
curse of dimensionality, that is, the best possible convergence rates (after T queries)
are typically of the form Tα, with the exponent α approaching 1 for large dimension d.
The question addressed in the present paper is, How can we leverage convexity
of the mean cost function as a structural assumption? The main contribution of the
paper is an algorithm which achieves, with high probability, an O˜(poly(d)
√
T ) re-
gret after T requests. This result holds for all convex Lipschitz mean cost functions.
We remark that the rate does not deteriorate with d (except in the multiplicative
term), implying that convexity is a strong structural assumption which turns “non-
parametric” Lipschitz problems into “parametric” ones. Nevertheless, convexity is
a very natural and basic assumption, and applications of our method are therefore
abundant. Let us also remark that Ω(
√
dT ) lower bounds have been shown for linear
mean cost functions [9], making our algorithm optimal up to factors polynomial in
the dimension d and logarithmic in the number of iterations T .
We note that our work focuses on the so-called stochastic bandits setting, where
the observed costs of an action are independent draws from a ﬁxed distribution. A
parallel line of literature focuses on the more diﬃcult adversarial setting where the
costs of actions change arbitrarily from round to round. Leveraging structure in
nonstochastic bandit settings is more complex and is not a goal of this paper.
We start by deﬁning some notation and the problem setup below. The next
section will survey prior works and describe their connections with our work. Section 4
gives the algorithm and analysis for the special case of univariate optimization. The
algorithm and analysis for higher dimensions are given in section 5.
Notation and setup. Let X be a compact and convex subset of Rd, and let
f : X → R be a 1-Lipschitz convex function on X , so |f(x) − f(x′)| ≤ ‖x − x′‖
for all x, x′ ∈ X . We assume that X is speciﬁed in a way so that an algorithm can
eﬃciently construct an approximation to smallest Euclidean ball containing the set
(for instance, a separation oracle suﬃces). Furthermore, we assume the algorithm has
noisy black-box access to f . Speciﬁcally, the algorithm is allowed to query the value
of f at any x ∈ X , and the response to the query x is
y = f(x) + ε
where ε is an independent σ-subgaussian random variable with mean zero:
E[exp(λε)] ≤ exp(λ2σ2/2) for all λ ∈ R. The algorithm incurs a cost f(x) for each
query x. The goal of the algorithm is to minimize its regret : after making T queries
x1, . . . , xT ∈ X , the regret of the algorithm is
RT =
T∑
t=1
(
f(xt)− f(x∗)
)
,
where x∗ is a minimizer of f over X . (We do not require uniqueness of x∗.)
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STOCHASTIC CONVEX BANDIT OPTIMIZATION 215
Since we observe noisy function values, our algorithms will make multiple queries
of f at the same point. We will construct an average and conﬁdence interval (CI)
around the average for the function values at points queried by the algorithm. We
will use the notation LBγi(x) and UBγi(x) to denote the lower and upper bounds of
a CI of width γi for the function estimate of a point x. We will say that CIs at two
points are γ-separated if LBγi(x) ≥ UBγi(y) + γ or LBγi(y) ≥ UBγi(x) + γ.
2. Related work. Asymptotic rates of O(√T ) have been previously achieved
by Cope [8] for unimodal functions under stringent conditions (smoothness and strong
convexity of the mean cost function, in addition to the unconstrained optimum being
achieved inside the constraint set). The method employed by the author is a variant
of the classical Kiefer–Wolfowitz procedure [12] for estimation of an optimum point.
Further, the rate O˜(
√
T ) has been achieved in Auer, Ortner, and Szepesva´ri [3] for a
one-dimensional nonconvex problem with ﬁnite number of optima. The result assumes
continuous second derivatives of the mean function, not vanishing at the optimum,
while the ﬁrst derivative is assumed to be zero at the optima. The method is based
on discretizing the interval and does not exploit convexity. Yu and Mannor [20]
recently studied unimodal bandits, but they only consider one-dimensional and graph-
structured settings. Bubeck et al. [5] consider the general setup of X -armed bandits
with Lipschitz mean cost functions and their algorithm does give O(c(d)√T ) regret
for a dimension dependent constant c(d) in some cases when the problem has a near-
optimality dimension of 0. However, not all convex, Lipschitz functions satisfy this
condition, and c(d) can grow exponentially in d even in these special cases.
The case of convex, Lipschitz cost functions has also been looked at in the harder
adversarial model [10, 13] by constructing one-point gradient estimators. However,
the best-known regret bounds for these algorithms are O(T 3/4). Agarwal, Dekel, and
Xiao [1] show a regret bound of O(√T ) in the adversarial setup, when two evalua-
tions of the same function are allowed, instead of just one. However, this does not
include the stochastic bandit optimization setting since each function evaluation in
the stochastic case is corrupted with independent noise, violating the critical require-
ment of a bounded gradient estimator that their algorithm exploits. Indeed, applying
their result in our setup yields a regret bound of O(T 3/4).
A related line of work attempts to solve convex optimization problems by instead
posing the problem of ﬁnding a feasible point from a convex set. Diﬀerent oracle
models of specifying the convex set correspond to diﬀerent optimization settings. The
bandit setting is identical to ﬁnding a feasible point, given only a membership oracle
for the convex set. Since we get only noisy function evaluations, we in fact only
have access to a noisy membership oracle. While there are elegant solutions based
on random walks in the easier separation oracle model [4], the membership oracle
setting has been mostly studied in the noiseless setting only and uses much more
complex techniques building on the seminal work of Nemirovski and Yudin [16]. The
techniques have the additional drawback that they do not guarantee a low regret since
the methods often explore aggressively.
As noted in the introduction, the problem addressed in this paper is closely related
to noisy zeroth-order (also called derivative-free) convex optimization, whereby the
algorithm queries a point of the domain and receives a noisy value of the function.
Given  > 0, such algorithms are guaranteed to produce an -minimizer at the end
of T iterations. While the literature on stochastic optimization is vast, we emphasize
that an optimization guarantee does not necessarily imply a bound on regret. We
explain this point in more detail below.
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216 AGARWAL, FOSTER, HSU, KAKADE, AND RAKHLIN
Since f is convex by assumption, the average x¯T =
1
T
∑T
t=1 xt must satisfy
f(x¯T )−f(x∗) ≤ RT /T (by Jensen’s inequality). That is, a method guaranteeing small
regret is also an optimization algorithm. The converse, however, is not necessarily
true. Suppose an optimization algorithm queries T points of the domain and then
outputs a candidate minimizer x∗T . Without any assumption on the behavior of the
optimization method nothing can be said about the regret it suﬀers over T iterations.
In fact, depending on the particular setup, an optimization method might prefer to
spend time querying far from the minimum of the function (that is, explore) and then
output the solution at the last step. Guaranteeing a small regret typically involves a
more careful balancing of exploration and exploitation. This distinction between arbi-
trary optimization schemes and anytimemethods is discussed further in the paper [18].
We note that most of the existing approaches to derivative-free optimization out-
lined in the recent book [7] typically search for a descent or suﬃcient descent direction
and then take a step in this direction. However, most convergence results are asymp-
totic and do not provide concrete rates even in an optimization error setting. The main
emphasis is often on global optimization of nonconvex functions, while we are mainly
interested in convex functions in this work. Nesterov [17] analyzes schemes similar
to that of Agarwal, Dekel, and Xiao [1] with access to noiseless function evaluations,
showing O(√dT ) convergence for nonsmooth functions and accelerated schemes for
smooth mean cost functions. However, when analyzed in a noisy evaluation setting,
his rates suﬀer from the degradation as those of Agarwal, Dekel, and Xiao [1].
3. Outline of our approach. The close relationship between convex optimiza-
tion and the regret-minimization problem suggests a plan of attack: Check whether
existing stochastic zeroth-order optimization methods (that is, methods that only
query the oracle for function values) in fact minimize regret. Two types of meth-
ods for stochastic zeroth-order convex optimization are outlined in Nemirovski and
Yudin [16, Chapter 9]. The ﬁrst approach uses the noisy function values to estimate
a gradient direction at every step and then passes this information to a stochastic
ﬁrst-order method. The second approach is to use the zeroth-order information to
estimate function values and pass this information to a noiseless zeroth-order method.
Nemirovski and Yudin argue that the latter approach has greater stability when com-
pared to the former. Indeed, for a gradient estimate to be meaningful, function values
should be sampled close to the point of interest, which, in turn, results in a poor
quality of the estimate. This tension is also the source of diﬃculty in minimizing
regret with a convex mean cost function.
Owing to the insights of Nemirovski and Yudin [16], we opt for the second ap-
proach, giving up the idea of estimating the ﬁrst-order information. The main novel
tool of the paper is a “center-point device” that allows one to quickly detect that
the optimization method might be paying high regret and to act on this informa-
tion. Unlike discretization-based methods, the proposed algorithm uses convexity in
a crucial way. We ﬁrst demonstrate the device on one-dimensional problems, where
the solution is clean and intuitive. We then develop a version of the algorithm for
higher dimensions, basing our construction on the beautiful zeroth-order optimization
method of Nemirovski and Yudin [16]. Their method does not guarantee vanishing
regret by itself, and a careful fusion of this algorithm with our center-point device is
required. The overall approach would be to use the center-point device in conjunction
with a modiﬁcation of the classical ellipsoid algorithm.
To motivate the center-point device, consider the following situation. Suppose f
is the unknown function on X = [0, 1], and assume for now that it is linear with a slope
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T−1/3. Let us sample function values at x = 1/4 and x = 3/4. To even distinguish
the slope from a slope −T−1/3 (which results in a minimizer on the opposite side of
X ), we need O(T 2/3) points. If the function f is indeed linear, we only incur O(T 1/3)
regret on these rounds. However, if instead f is a quadratic dipping between the
sampled points, we incur regret of O(T 2/3). To quickly detect that the function is not
ﬂat between the two sampled points, we additionally sample at x = 1/2. The center
point acts as a sentinel : if it is recognized that the function value at the center point
is noticeably below the other two values, the region [0, 1/4]∪ [3/4, 1] can be discarded.
If it is recognized that the value of f either at x = 1/4 or at x = 3/4 is greater than
others, then either [0, 1/4] or [3/4, 1] can be discarded. Finally, if f at all three points
appears to be similar at a given scale, we have a certiﬁcate that the algorithm is
not paying regret larger than this scale per query. The remaining argument proceeds
similarly to the binary search or the method of centers of gravity: since a constant
portion of the set is discarded every time, it only requires a logarithmic number of
“cuts.” We remark that the novelty is in ensuring that regret is kept small in the
process; a simpler algorithm which does not query the center is suﬃcient to guarantee
a small optimization error but incurs a large regret on the above example.
In the next section we present the algorithm that results from the above ideas
for one-dimensional convex optimization. The general case in higher dimensions is
presented in section 5.
4. One-dimensional case. We start with a specialization of the setting to one
dimension to illustrate some of the key ideas including the center-point device. We
assume without loss of generality that the domain X = [0, 1] and f(x) ∈ [0, 1]. (The
latter can be achieved by pinning f(x∗) = 0 since f is 1-Lipschitz.)
4.1. Algorithm description. Algorithm 1 proceeds in a series of epochs de-
marcated by a working feasible region (the interval [lτ , rτ ] in epoch τ). In each epoch,
the algorithm aims to discard a portion of the working feasible region determined to
only contain suboptimal points. To do this, the algorithm repeatedly makes noisy
queries to f at three diﬀerent points in the working feasible region. Each epoch is
further subdivided into rounds, where we query the function (4σ2 logT )/γ2i times in
round i at each of the points. Since the noise is σ-subgaussian by assumption, this
implies that we know the function value to within γi with high probability (see, e.g.,
Lemma 4 in the paper [6]). The value γi is halved at every round so that the algo-
rithm can stop the epoch with the minimal number of queries that suﬃce to resolve
the diﬀerence between function values at any two of xl, xc, xr, ensuring a low regret
in each epoch. At the end of an epoch τ , the working feasible region is reduced to a
subset [lτ+1, rτ+1] ⊂ [lτ , rτ ] of the current region for the next epoch τ + 1, and this
reduction is such that the new region is smaller in size by a constant fraction. This
geometric rate of reduction guarantees that only a small number of epochs can occur
before the working feasible region only contains near-optimal points.
In order for the algorithm to identify a sizable portion of the working feasible
region containing only suboptimal points to discard, the queries in each epoch should
be suitably chosen, and the convexity of f must be judiciously exploited. To this end,
the algorithm makes its queries at three equally spaced points xl < xc < xr in the
working feasible region.
Case 1. If the conﬁdence intervals around f(xl) and f(xr) are suﬃciently separated,
then the algorithm can identify a subset of the feasible region (either to the
left of xl or to the right of xr) that contains no near-optimal points—i.e., every
point x in the subset has f(x) 
 f(x∗). This subset, which is a fourth of the
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Algorithm 1. One-dimensional stochastic convex bandit algorithm.
input noisy black-box access to f : [0, 1] → R, total number of queries allowed T .
1: Let l1 := 0 and r1 := 1.
2: for epoch τ = 1, 2, . . . do
3: Let wτ := rτ − lτ .
4: Let xl := lτ + wτ/4, xc := lτ + wτ/2, and xr := lτ + 3wτ/4.
5: for round i = 1, 2, . . . do
6: Let γi := 2
−i.
7: For each x ∈ {xl, xc, xr}, query f(x) 4σ2γ2i logT times.
8: if max{LBγi(xl),LBγi(xr)} ≥ min{UBγi(xl),UBγi(xr)}+ γi then
9: {Case 1: CI’s at xl and xr are γi separated}
10: if LBγi(xl) ≥ LBγi(xr) then let lτ+1 := xl and rτ+1 := rτ .
11: if LBγi(xl) < LBγi(xr) then let lτ+1 := lτ and rτ+1 := xr.
12: Continue to epoch τ + 1.
13: else if max{LBγi(xl),LBγi(xr)} ≥ UBγi(xc) + γi then
14: {Case 2: CI’s at xc and xl or xr are γi separated}
15: if LBγi(xl) ≥ LBγi(xr) then let lτ+1 := xl and rτ+1 := rτ .
16: if LBγi(xl) < LBγi(xr) then let lτ+1 := lτ and rτ+1 := xr.
17: Continue to epoch τ + 1.
18: end if
19: end for
20: end for
lτ xl xc xr rτ
{≥ γi
lτ xl xc xr rτ
{≥ γi
Fig. 1. Two possible conﬁgurations when the algorithm enters Case 1.
working feasible region by construction, is then discarded and the algorithm
continues to the next epoch. This case is depicted in Figure 1.
Case 2. If the above deduction cannot be made, the algorithm looks at the conﬁdence
interval around f(xc). If this interval is suﬃciently below at least one of the
other intervals (for f(xl) or f(xr)), then again the algorithm can identify a
quartile that contains no near-optimal points, and this quartile can then be
discarded before continuing to the next epoch. One possible arrangement of
CIs for this case is shown in Figure 2.
Case 3. Finally, if none of the earlier cases is true, then the algorithm is assured that
the function is suﬃciently ﬂat on working feasible region and hence it has
not incurred much regret so far. The algorithm continues the epoch, with an
increased number of queries to obtain smaller conﬁdence intervals at each of
the three points. An example arrangement of CIs for this case is shown in
Figure 3.
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lτ xl xc xr rτ
{≥ γi
Fig. 2. One of the possible conﬁgurations
when the algorithm enters Case 2.
lτ xl xc xr rτ
{≤ 3γi
Fig. 3. Conﬁguration of the conﬁdence in-
tervals in Case 3 of Algorithm 1.
4.2. Analysis. The analysis of Algorithm 1 relies on the function values being
contained in the conﬁdence intervals we construct at each round of each epoch. To
avoid having probabilities throughout our analysis, we deﬁne an event E where at each
epoch τ and each round i, f(x) ∈ [LBγi(x),UBγi(x)] for x ∈ {xl, xc, xr}. We will carry
out the remainder of the analysis conditioned on E and bound the probability of Ec
at the end.
The following theorem bounds the regret incurred by Algorithm 1. We note that
the regret would be maintained in terms of the points xt queried by the algorithm at
time t.
Theorem 1 (regret bound for Algorithm 1). Suppose Algorithm 1 is run on a
convex, 1-Lipschitz function f bounded in [0, 1]. Suppose the noise in observations
is independently and identically distributed (i.i.d.) and σ-subgaussian. Then with
probability at least 1− 2/T we have
T∑
t=1
f(xt)− f(x∗) ≤ 108 σ
√
T logT log4/3
(
T
8σ2 logT
)
.
Remarks. As stated, Algorithm 1 and Theorem 1 assume knowledge of T , but we
can make the algorithm adaptive to T by a standard doubling argument. We remark
that O(√T ) is the smallest possible regret for any algorithm even with noisy gradient
information. Hence, this result shows that for purposes of regret, noisy zeroth-order
information is no worse than noisy ﬁrst-order information apart from logarithmic
factors. We also observe that at the end of the procedure, the midpoint xc of the
working feasible region [lτ , rτ ], where τ was the last epoch, has an optimization error
of at most O˜(1/√T ). This is unlike noisy ﬁrst-order methods where all the iterates
have to be averaged in order to get a point with low optimization error.
The theorem is proved via a series of lemmas in the next few sections. The key
idea is to show that the regret on any epoch is small and the total number of epochs
is bounded. To bound the per-epoch regret, we will show that the total number of
queries made on any epoch depends on how close to ﬂat the function is on the working
feasible region. Thus we either take a long time but the function is very ﬂat or we
stop early when the function has suﬃcient slope, never accruing too much regret.
4.2.1. Bounding the regret in one epoch. We start by showing that the
reduction in the working region after each epoch never discards near-optimal points.
Lemma 1. Suppose that the event E holds. If epoch τ ends in round i, then
the interval [lτ+1, rτ+1] contains every x ∈ [lτ , rτ ] such that f(x) ≤ f(x∗) + γi. In
particular, x∗ ∈ [lτ , rτ ] for all epochs τ .
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Proof. Suppose epoch τ terminates in round i via Case 1. This means that either
LBγi(xl) ≥ UBγi(xr) + γi or LBγi(xr) ≥ UBγi(xl) + γi. Consider the former case.
(The argument for the latter is analogous.) Since the event E holds, this implies that
(1) f(xl) ≥ f(xr) + γi.
Since f is convex, we can immediately conclude that every x ∈ [lτ , lτ+1] = [lτ , xl] has
f(x) ≥ f(x∗) + γi.
Now suppose epoch τ terminates in round i via Case 2. This means
max{LBγi(xl),LBγi(xr)} ≥ UBγi(xc) + γi.
Suppose LBγi(xl) ≥ LBγi(xr). (The argument for the case LBγi(xl) < LBγi(xr) is
analogous.) The above inequality implies
f(xl) ≥ f(xc) + γi.
We need to show that every x ∈ [lτ , lτ+1] = [lτ , xl] has f(x) ≥ f(x∗) + γi. But the
same argument as given in Case 1, with xr replaced with xc, gives the required claim.
The fact that x∗ ∈ [lτ , rτ ] for all epochs τ follows by induction.
The next two lemmas bound the regret incurred in any single epoch. To show
this, we ﬁrst establish that an algorithm incurs low regret in a round as long as it
does not end an epoch. Then, as a consequence of the doubling trick, we show that
the regret incurred in an epoch is on the same order as that incurred in the last round
of the epoch.
Lemma 2 (certiﬁcate of low regret). Suppose the event E holds. If epoch τ
continues from round i to round i + 1, then the regret incurred in round i is at most
144σ2 log T
γi
.
Proof. The regret incurred in round i of epoch τ is
4σ2 logT
γ2i
·
(
(f(xl)− f(x∗)) + (f(xc)− f(x∗)) + (f(xr)− f(x∗))
)
so it suﬃces to show that
f(x) ≤ f(x∗) + 12γi
for each x ∈ {xl, xc, xr}.
The algorithm continues from round i to round i+ 1 iﬀ
max{LBγi(xl),LBγi(xr)} < min{UBγi(xl),UBγi(xr)}+ γi
and
max{LBγi(xl),LBγi(xr)} < UBγi(xc) + γi.
This implies that f(xl), f(xc), and f(xr) are contained in an interval of width at most
3γi (recall Figure 3).
By Lemma 1, we have x∗ ∈ [lτ , rτ ]. Assume x∗ ≤ xc. (The case x∗ > xc is
analogous.) There exists t ≥ 0 such that x∗ = xc + t(xc − xr), so
xc =
1
1 + t
x∗ +
t
1 + t
xr.
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Note that t ≤ 2 because |xc − lτ | = wτ/2 and |xr − xc| = wτ/4, so
t =
|x∗ − xc|
|xr − xc| ≤
|lτ − xc|
|xr − xc| =
wτ/2
wτ/4
= 2.
By convexity,
f(x∗) ≥ (1 + t)
(
f(xc)− t
1 + t
f(xr)
)
= f(xr) + (1 + t) (f(xc)− f(xr))
≥ f(xr)− (1 + t)|f(xc)− f(xr)| ≥ f(xr)− (1 + t) · 3γi
≥ f(xr)− 9γi.
We conclude that for each x ∈ {xl, xc, xr},
f(x) ≤ f(xr) + 3γi ≤ f(x∗) + 12γi.
Lemma 3 (regret in an epoch). Suppose the event E holds. If epoch τ ends in
round i, then the regret incurred in the entire epoch is at most 432σ
2 log T
γi
.
Proof. If i = 1, then f(x)− f(x∗) ≤ |x− x∗| ≤ 1 for each x ∈ {xl, xc, xr} because
f is 1-Lipschitz and |x − x′| ≤ 1 for any x, x′ ∈ [0, 1]. Therefore, the regret incurred
in epoch τ is
4σ2 logT
γ21
·
(
(f(xl)− f(x∗)) + (f(xc)− f(x∗)) + (f(xr)− f(x∗))
)
≤ 24σ
2 logT
γ1
.
Now assume i ≥ 2. Lemma 2 implies that the regret incurred in round j, for
1 ≤ j ≤ i− 1, is at most 144σ2 log Tγj . Furthermore, for round i, we still know that the
regret on each query in round i is bounded by 36γi−1 (12γi−1 for each of xl, xc, xr).
Recalling that γi−1 = 2γi and that we make 4(σ2 logT )/γ2i queries at round i, the
regret incurred in round i (the ﬁnal round of epoch τ) is at most
36γi−1
4σ2 logT
γ2i
=
288σ2 logT
γi
.
Therefore, the overall regret incurred in epoch τ is
i−1∑
j=1
144σ2 logT
γj
+
288σ2 logT
γi
=
i−1∑
j=1
144σ2 logT · 2j + 288σ
2 logT
γi
< 144σ2 log T · 2i + 288σ
2 logT
γi
=
432σ2 logT
γi
.
4.2.2. Bounding the number of epochs. To establish the ﬁnal bound on the
overall regret, we bound the number of epochs that can occur before the working
feasible region only contains near-optimal points. The ﬁnal regret bound is simply
the product of the number of epochs and the regret incurred in any single epoch.
Lemma 4 (bound on the number of epochs). Suppose the event E holds. Then
the total number of epochs τ performed by Algorithm 1 is bounded as
τ ≤ 1
2
log4/3
(
T
8σ2 logT
)
.
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Proof. The proof is based on observing that γi ≥ (T/4σ2 logT )−1/2 at all epochs
and rounds. Indeed if γi ≤ (T/4σ2 logT )−1/2, step 7 of the algorithm would require
more than T queries to get the desired conﬁdence intervals in that round. Hence
we set γmin = (T/4σ
2 logT )−1/2 and deﬁne the interval I := [x∗ − γmin, x∗ + γmin]
which has width 2γmin. For any x ∈ I, f(x) − f(x∗) ≤ |x − x∗| ≤ γmin because f
is 1-Lipschitz. Moreover, for any epoch τ ′ which ends in round i′, γmin ≤ γi′ , by
deﬁnition and therefore by Lemma 1,
I ⊆ {x ∈ [0, 1] : f(x) ≤ f(x∗) + γi′} ⊆ [lτ ′+1, rτ ′+1].
This implies that 2γmin ≤ rτ ′+1 − lτ ′+1 = wτ ′+1. Furthermore, by the deﬁnitions of
lτ ′+1, rτ ′+1, and wτ ′+1 in the algorithm, it follows that
wτ ′+1 ≤ 3
4
· wτ ′
for any τ ′ ∈ {1, . . . , τ}. Therefore, we conclude that
2γmin ≤ wτ+1 ≤
(
3
4
)τ
· w1 =
(
3
4
)τ
,
which gives the claim after rearranging the inequality.
4.2.3. Proof of Theorem 1. The statement of the theorem follows by combin-
ing the per-epoch regret bound of Lemma 3 with the above bound on the number of
epochs and showing that all these bounds hold with suﬃciently high probability.
Lemma 3 implies that the regret incurred in any epoch τ ′ ≤ τ that ends in round
i′ is at most
432σ2 logT
γi′
≤ 432σ
2 log T
γmin
≤ 216σ
√
T logT .
So the overall regret incurred in all τ epochs is at most
216 σ
√
T logT · 1
2
log4/3
(
T
8σ2 logT
)
.
Finally we recall that the entire analysis thus far has been conditioned on the event
E where all the conﬁdence intervals we construct do contain the function values. We
would now like to control the probability P(Ec). Consider a ﬁxed round and a ﬁxed
point x. Since the noise is σ-subgaussian, after making 4σ2 logT/γ2i queries we have
the bound (see, e.g., Lemma 4 in [6])
P
(
|f(x)− fˆ(x)| ≥ γi
)
≤ 2
T 2
,
where fˆ(x) is the average of the observed function values. Once we have a bound for
a ﬁxed round of a ﬁxed epoch, we would like to bound this probability uniformly over
all rounds played across all epochs. We note that we make at most T queries, which
is also an upper bound on the total number of rounds. Hence union bound gives
P(Ec) ≤ 2
T
,
which completes the proof of the theorem.
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ϕ
h
APEX
Fig. 4. Pyramid in three dimensions.
5. Algorithm for optimization in higher dimensions. We now move to
present the general algorithm that works in d dimensions. The natural approach
would be to try to generalize Algorithm 1 to work in multiple dimensions. However,
the obvious extension requires constructing a covering of the unit sphere and querying
the function along every direction in the covering so that we know the behavior of
the function along every direction. While such an approach yields regret that scales
as
√
T , the dependence on dimension d is exponential both in regret and the running
time. The same problem was encountered in the scenario of zeroth-order optimization
by Nemirovski and Yudin [16], and they use a clever construction to capture all the
directions in polynomially many queries. We deﬁne a pyramid to be a d-dimensional
polyhedron deﬁned by d + 1 points; d points form a d-dimensional regular polygon
that is the base of the pyramid, and the apex lies above the hyperplane containing
the base. (See Figure 4 for a graphical illustration in three dimensions.) The idea
of Nemirovski and Yudin was to build a sequence of pyramids, each capturing the
variation of function in certain directions, in such a way that in O(d log d) pyramids
we can explore all the directions. However, as mentioned earlier, their approach fails
to give a low regret. We combine their geometric construction with ideas from the one-
dimensional case to obtain a low-regret algorithm as described in Algorithm 2 below.
Concretely, we combine the geometrical construction of Nemirovski and Yudin [16]
with the center-point device to show low regret.
Just like the one-dimensional case, Algorithm 2 proceeds in epochs. We start with
the optimization domain X , and at the beginning we set X0 = X . At the beginning
of epoch τ , we have a current feasible set Xτ which contains an approximate optimum
of the convex function. The epoch ends with discarding some portion of the set Xτ
such that we still retain at least one approximate optimum in the remaining set Xτ+1.
At the start of the epoch τ , we start by constructing an approximation to the
Lo¨wner–John ellipsoid for the set Xτ , the minimum volume ellipsoid enclosing the
set. While the construction of the exact Lo¨wner–John ellipsoid is computationally
intractable in general, one can use approximate construction through the ellipsoid
method. (See, e.g., [16] and the discussion following Theorem 3.1 in Lova´sz [15].)
Following the notation of Lova´sz [15], we call such an enclosing ellipsoid a weak
Lo¨wner–John ellipsoid. We next apply an aﬃne transformation to Xτ so that this el-
lipsoid is a Euclidean ball of radius Rτ (denoted as B(Rτ )). We deﬁne rτ = Rτ/c1d3/2
for a constant c1 ≥ 1, so that B(rτ ) ⊆ Xτ . (Such a construction is always possible;
see, e.g., Theorem 3.1 in Lova´sz [15].) We will use the notation Bτ to refer to the
enclosing ball. Within each epoch, the algorithm proceeds in several rounds, each
round maintaining a value γi which is successively halved.
Let x0 be the center of the ball B(Rτ ) containing Xτ . At the start of a round i,
we construct a regular simplex centered at x0 and contained in B(rτ ). The algorithm
queries the function f at all the vertices of the simplex, denoted by x1. . . . , xd+1,
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Algorithm 2. Stochastic convex bandit algorithm.
input feasible region X ⊂ Rd; noisy black-box access to f : X → R, constants c1 and
c2, functions Δτ (γ), Δ¯τ (γ) and number of queries T allowed.
1: Let X1 := X .
2: for epoch τ = 1, 2, . . . do
3: Round Xτ so B(rτ ) ⊆ Xτ ⊆ B(Rτ ) and rτ := Rτ/(c1d3/2). Let Bτ = B(Rτ ).
4: Construct regular simplex with vertices x1, . . . , xd+1 on the surface of B(rτ ).
5: for round i = 1, 2, . . . do
6: Let γi := 2
−i.
7: Query f at xj for each j = 1, . . . , d+ 1
4σ2 log T
γ2i
times.
8: Let y1 := argmaxxj LBγi(xj).
9: for pyramid k = 1, 2, . . . do
10: Construct pyramid Πk with apex yk; let z1, . . . , zd be the vertices of the
base of Πk and z0 be the center of Πk.
11: Let γ̂ := 2−1.
12: loop
13: Query f at each of {yk, z0, z1, . . . , zd} 4σ
2 log T
γ̂2 times.
14: Let center := z0, apex := yk, top be the vertex v of Πk maximizing
LBγ̂(v), bottom be the vertex v of Πk minimizing LBγ̂(v).
15: if LBγ̂(top) ≥ UBγ̂(bottom)+Δτ (γ̂) and LBγ̂(top) ≥ UBγ̂(apex)+γ̂
then
16: {Case 1(a)}
17: Let yk+1 := top, and immediately continue to pyramid k + 1.
18: else if LBγ̂(top) ≥ UBγ̂(bottom) + Δτ (γ̂) and LBγ̂(top) <
UBγ̂(apex) + γ̂ then
19: {Case 1(b)}
20: Set (Xτ+1,B′τ+1) =Cone-cutting(Πk,Xτ ,Bτ ), and proceed to epoch
τ + 1.
21: else if LBγ̂(top) < UBγ̂(bottom) + Δτ (γ̂) and UBγ̂(center) ≥
LBγ̂(bottom)− Δ¯τ (γ̂) then
22: {Case 2(a)}
23: Let γ̂ := γ̂/2.
24: if γ̂ < γi then start next round i+ 1.
25: else if LBγ̂(top) < UBγ̂(bottom) + Δτ (γ̂) and UBγ̂(center) <
LBγ̂(bottom)− Δ¯τ (γ̂) then
26: {Case 2(b)}
27: Set (Xτ+1,B′τ+1)= Hat-raising(Πk,Xτ ,Bτ ), and proceed to epoch
τ + 1.
28: end if
29: end loop
30: end for
31: end for
32: end for
until the CIs at each vertex shrink to γi. The algorithm then picks the point y1 for
which the average of observed function values is the largest. By construction, we are
guaranteed that f(y1) ≥ f(xj) − γi for all j = 1, . . . , d + 1. This step is depicted in
Figure 5.
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Algorithm 3. Cone-cutting.
input pyramid Π with apex y, (rounded) feasible region Xτ for epoch τ , enclosing
ball Bτ
1: Let z1, . . . , zd be the vertices of the base of Π, and ϕ¯ the angle at its apex.
2: Deﬁne the cone
Kτ =
{
x | ∃λ > 0, α1, . . . , αd > 0,
d∑
i=1
αi = 1 : x = y − λ
d∑
i=1
αi(zi − y)
}
.
3: Set B′τ+1 to be a weak Lo¨wner–John ellipsoid containing Bτ \ Kτ .
4: Set Xτ+1 = Xτ ∩ B′τ+1.
output new feasible region Xτ+1 and enclosing ellipsoid B′τ+1.
Algorithm 4. Hat-raising.
input pyramid Π with apex y, (rounded) feasible region Xτ for epoch τ , enclosing
ball Bτ .
1: Let center be the center of Π.
2: Set y′ = y + (y − center).
3: Set Π
′
to be the pyramid with apex y′ and same base as Π.
4: Set (Xτ+1,B′τ+1) = Cone-cutting(Π
′
,Xτ ,Bτ).
output new feasible region Xτ+1 and enclosing ellipsoid B′τ+1.
x0
x2xd+1
x1
rτ
Rτ
Xτ
Fig. 5. The regular simplex constructed at round i of epoch τ with radius rτ , center x0, and
vertices x1, . . . , xd+1.
The algorithm now successively constructs a sequence of pyramids with the goal of
identifying a region of the feasible set Xτ such that at least one approximate optimum
of f lies outside the selected region. This region will be discarded at the end of the
epoch. The construction of the pyramids follows the construction from section 9.2.2
of the book [16]. The pyramids we construct will have an angle 2ϕ at the apex, where
cosϕ = c2/d. The base of the pyramid consists of vertices z1, . . . , zd such that zi−x0
and y1−zi are orthogonal. We note that the construction of such a pyramid is always
possible—we take a sphere with y1 − x0 as the diameter, and arrange z1, . . . , zd on
the boundary of the sphere such that the angle between y1− x0 and y1− zi is ϕ. The
construction of the pyramid is depicted in Figure 6. Given this pyramid, we set γ̂ = 1
and sample the function at y1 and z1, . . . , zd as well as the center of the pyramid until
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x0
ϕ
z1 z2
y1
x0
y1
y2
x0
y1
y2
y3
Fig. 6. Pyramids constructed by Algorithm 2. First diagram is the initial pyramid constructed
by the algorithm at round i of epoch τ with apex y1, base vertices z1, . . . , zd, and angle ϕ at the
vertex. The other diagrams show the subsequent pyramids which successively get closer to the center.
. . .
}= γˆ
}TOP
APEX
BOTTOM
. . . ≥ γˆ
}. . .
}= γˆ
}≤ γˆTOP
APEX
BOTTOM
. . .
≥ poly(d)Rτ γˆ
)b()a(
Fig. 7. Relative ordering of conﬁdence intervals of top, bottom, and apex in Cases 1(a) and
1(b) of the algorithm, respectively.
the CIs all shrink to γ̂. Let top and bottom denote the vertices of the pyramid
(including y1) with the largest and the smallest function value estimates, respectively.
For consistency, we will also use apex to denote the apex y1. We then check for one
of the following conditions:
1. If LBγ̂(top) ≥ UBγ̂(bottom) + Δτ (γ̂), we proceed based on the separation
between top and apex CIs as illustrated in Figures 7(a) and 7(b).
(a) If LBγ̂(top) ≥ UBγ̂(apex)+ γ̂, then we know that with high probability
(2) f(top) ≥ f(apex) + γ̂ ≥ f(apex) + γi.
In this case, we set top to be the apex of the next pyramid, reset γ̂ = 1,
and continue the sampling procedure on the next pyramid.
(b) If LBγ̂(top) ≤ UBγ̂(apex) + γ̂, then we know that
LBγ̂(apex) ≥ UBγ̂(bottom) + Δτ (γ̂)− 2γ̂.
In this case, we declare the epoch over and pass the current apex to the
cone-cutting step.
2. If LBγ̂(top) ≤ UBγ̂(bottom) + Δτ (γ̂), then one of the two events depicted
in Figure 8(a) or 8(b) has to happen:
(a) If UBγ̂(center) ≥ LBγ̂(bottom)−Δ¯τ (γ̂), then all the vertices and the
center of the pyramid have their function values within a 2Δτ (γ̂) + 3γ̂
interval. In this case, we set γ̂ = γ̂/2. If this sets γ̂ < γi, we start
the next round with γi+1 = γi/2. Otherwise, we continue sampling the
current pyramid with the new value of γ̂.
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. . .
}= γˆ
TOP
BOTTOM
CENTER
. . . < poly(d)Rτ γˆ}
< poly(d)Rτ γˆ} . . .
}= γˆ
TOP
BOTTOM
CENTER
. . . < poly(d)Rτ γˆ}
}≥ poly(d)Rτ γˆ
)b()a(
Fig. 8. Relative ordering of conﬁdence intervals of top, bottom, and center in Cases 2(a)
and 2(b) of the algorithm, respectively.
z1 z2
yi
yi
ϕ¯
ϕ
Fig. 9. Transformation of the pyramid Π in the hat-raising step.
(b) If UBγ̂(center) ≤ LBγ̂(bottom)−Δ¯τ (γ̂), then we terminate the epoch
and pass the center and the current apex to the hat-raising step.
Hat-raising. This step happens when we construct a pyramid where LBγ̂(top)
≤ UBγ̂(bottom) + Δτ (γ̂) but UBγ̂(center) ≤ LBγ̂(bottom) − Δ¯τ (γ̂). (See Fig-
ure 8(b) for an illustration.) In this case, we will show that if we move the apex of
the pyramid a little from yi to y
′
i, then y
′
i’s CI is above the top CI, while the angle
of the new pyramid at y
′
i is not much smaller than 2ϕ. In particular, letting centeri
denote the center of the pyramid, we set y
′
i = yi + (yi − centeri). Figure 9 shows
transformation of the pyramid involved in this step. The correctness of this step and
the suﬃciency of the perturbation from y to y
′
will be proved in the next section.
Cone-cutting. This step is the concluding step for an epoch. The algorithm
gets to this step either through Case 1(b) or through the hat-raising step. In either
case, we have a pyramid with an apex y, a base z1, . . . , zd, and an angle 2ϕ¯ at the
apex, where cos(ϕ¯) ≤ 1/2d. We now deﬁne a cone
(3) Kτ =
{
x | ∃λ > 0, α1, . . . , αd > 0,
d∑
i=1
αi = 1 : x = y − λ
d∑
i=1
αi(zi − y)
}
which is centered at y and a reﬂection of the pyramid around the apex. By construc-
tion, the cone Kτ has an angle 2ϕ¯ at its apex. We set B′τ+1 to be a weak Lo¨wner–John
ellipsoid containing Bτ \ Kτ and deﬁne Xτ+1 = Xτ ∩ B′τ+1. This is illustrated in Fig-
ure 10. Finally, we put things back into an isotropic position and Bτ+1 is the ball
containing Xτ+1 is in the isotropic coordinates, which is just obtained by applying an
aﬃne transformation to B′τ+1.
Let us end the description with a brief discussion regarding the computational
aspects of this algorithm. It is clear that the most computationally intensive steps
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Bτ
B τ+1Kτ
Fig. 10. Illustration of the cone-cutting step at epoch τ . Solid circle is the enclosing ball Bτ .
Shaded region is the intersection of Kτ with Bτ . The dotted ellipsoid is the new enclosing ellipsoid
B′τ+1 for the residual domain.
of this algorithm are the cone-cutting and isotropic transformation at the end. In
particular, the cone-cutting step requires the construction of a weak Lo¨wner–John
ellipsoid, which can be done in polynomial time using the ellipsoid algorithm, as
remarked earlier. Scaling this outer ellipsoid down by a factor of 2d3/2 yields a
concentric ellipsoid fully contained in Xτ+1, allowing us to proceed to the next epoch.
6. Analysis. We start by showing the correctness of the algorithm and then
proceed to regret analysis. To avoid having probabilities throughout our analysis, we
deﬁne an event E where at each epoch τ and each round i, f(x) ∈ [LBγi(x),UBγi(x)]
for any point x sampled in the round. We will carry out the remainder of the analysis
conditioned on E and bound the probability of Ec at the end. We also assume that
the algorithm is run with the settings
(4) Δτ (γ) =
(
6c1d
4
c22
+ 3
)
γ and Δ¯τ (γ) =
(
6c1d
4
c22
+ 5
)
γ
and constants c1 ≥ 64, c2 ≤ 1/32.
6.1. Correctness of the algorithm. In order to complete the proof of our al-
gorithm’s correctness, we only need to further show that when the algorithm proceeds
to cone-cutting via Case 1(b), then it does not discard all the approximate optima
of f by mistake, and we show that the hat-raising step is indeed correct as claimed.
These two claims are established in the next couple of lemmas.
For these two lemmas, we assume that the distance of the apex of any Π con-
structed in epoch τ from the center of B(rτ ) is at least rτ/d. This assumption will be
established later.
Lemma 5. Assume the event E holds. Let Kτ be the cone discarded at epoch τ
which is ended through Case (1b) in round i. Let bottom be the lowest CI of the last
pyramid Π constructed in the epoch, and assume the distance from the apex of Π to
the center of B(rτ ) is at least rτ/d. Then f(x) ≥ f(bottom) + γi for all x ∈ Kτ .
Proof. Consider any x ∈ Kτ . By construction, there is a point z in the base of the
pyramid Π such that the apex y of Π satisﬁes y = αz + (1− α)x for some α ∈ [0, 1).
(See Figure 11 for a graphical illustration.)
Since f is convex and z is in the base of the pyramid, we have that
f(z) ≤ f(top) ≤ f(y) + 3γ̂.
Also, the condition of Case 1(b) ensures
f(y) > f(bottom) + Δτ (γ̂)− 2γ̂,
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z
xKτ
z1 z2
y = αz + (1 − α)x
Fig. 11. The points of interest in Lemma 5 (see text). Solid lines depict the pyramid Π and
the Kτ .
where γ̂ is the CI level used for the pyramid. Then by convexity of f
f(y) ≤ αf(z) + (1− α)f(x) ≤ α(f(y) + 3γ̂) + (1− α)f(x).
Simplifying yields
f(x) ≥ f(y)− 3 α
1− αγ̂ > f(bottom) + Δτ (γ̂)− 2γ̂ − 3
α
1− αγ̂.
Also, we know that α/(1− α) = ‖y− x‖/‖y− z‖. Since we know that x ∈ B(Rτ ), we
observe that
‖y − x‖ ≤ 2Rτ ≤ 2c1 drτ .
Moreover, ‖y− z‖ is at least the height of Π, which is at least rτ c22/d3 by Lemma 15.
Therefore
α
1− α =
‖y − x‖
‖y − z‖ ≤
2c1drτ
rτ c22/d
3
≤ 2c1d
4
c22
.
Thus, we have
f(x) > f(bottom) + Δτ (γ̂)− 2γ̂ − 6c1d
4
c22
γ̂ ≥ f(bottom) + γi,(5)
where the last line uses the setting of Δτ (γ̂) (4), completing the proof of the
lemma.
This lemma guarantees that we cannot discard all the approximate minima of f
by mistake in Case 1(b) and that any point discarded by the algorithm through this
step in round i has regret at least γi. The ﬁnal check that needs to be done is the
correctness of the hat-raising step, which we do in the next lemma.
Lemma 6. Let Π′ be the new pyramid formed in hat-raising with apex y′ and
same base as Π in round i of epoch τ , and let K′τ be the cone discarded. Assume the
event E holds and that the distance from the apex of Π to the center of B(rτ ) is at
least rτ/d. Then the Π
′ has an angle ϕ¯ at the apex with cos ϕ¯ ≤ 2c2/d, height at most
2rτc
2
1/d
2, and with every point x in the cone K′τ having f(x) ≥ f(x∗) + γi.
Proof. Let y′ := y+(y−center) be the apex of Π′. Let h be the height of Π (the
distance from y to the base), h′ be the height of Π′, and b be the distance from any
vertex of the base to the center of the base. Then h′ < 2h ≤ 2rτ c21/d2 by Lemma 15.
Moreover, since cos(ϕ) = h/
√
h2 + b2 = 1/d, we have
cos(ϕ¯) = h′/
√
h′2 + b2 ≤ 2h/
√
h2 + b2 = 2 cos(ϕ) = 2c2/d.
It remains to show that every x ∈ K′τ has f(x) ≥ f(x∗) + γ̂. By convexity of f ,
f(y) ≤ (f(y′) + f(center))/2, so f(y′) ≥ 2f(y) − f(center). Since we enter hat-
raising via Case 2(b) of the algorithm, we know that f(center) ≤ f(y)− Δ¯τ (γ̂), so
f(y′) ≥ f(y) + Δ¯τ (γ̂).
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The condition for entering Case 2(b) also implies that
f(y) > f(top)−Δτ (γ̂)− 2γ̂ > f(x) −Δτ (γ̂)− 2γ̂
for all x ∈ Π, and therefore for any z on the base of Π,
f(y′) > f(z) + Δ¯τ (γ̂)−Δτ (γ̂)− 2γ̂ ≥ f(z),
where the last line uses the settings of Δτ (γ̂) and Δ¯τ (γ̂) (4). Now take any x ∈ K′τ .
There exists α ∈ [0, 1) and z on the base of Π′ such that y′ = αz + (1 − α)x, so by
convexity of f , f(y′) ≤ αf(z) + (1 − α)f(x) ≤ αf(y′) + (1 − α)f(x), which implies
f(x) ≥ f(y′) ≥ f(y) + Δ¯τ (γ̂) ≥ f(x∗) + γi.
6.2. Regret analysis. The following theorem states our regret guarantee on
the performance of Algorithm 2.
Theorem 2. Assume that the convex set X satisfies R1 ≤ T d/2. Suppose Algo-
rithm 2 is run with c1 ≥ 64, c2 ≤ 1/32, and parameters
Δτ (γ) =
(
6c1d
4
c22
+ 3
)
γ and Δ¯τ (γ) =
(
6c1d
4
c22
+ 5
)
γ.
Suppose the noise in observations is i.i.d. and σ-subgaussian. Then with probability
at least 1− 2/T , the net regret incurred by the algorithm is bounded by
1536 d7/2σ2
√
T log2 T
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d + 1)
c2
)(
12c1d
4
c22
+ 11
)
.
Remarks. The prior knowledge of T in Algorithm 2 and Theorem 2 can again
be addressed using a doubling argument. As earlier, Theorem 2 is optimal in the
dependence on T . The large dependence on d is also seen in Nemirovski and Yudin
[16], who obtain a d7 scaling in the noiseless case and leave it an unspeciﬁed polynomial
in the noisy case. Using random walk ideas [4] to improve the dependence on d is an
interesting question for future research. We also note that the assumption R1 ≤ T d/2
is only made for ease of presentation of the ﬁnal theorem statement. A more general
result in terms of R1 easily follows from our proofs.
The analysis will start by controlling the regret incurred on diﬀerent rounds, and
then we will piece it together across rounds and epochs to get the net regret for the
entire procedure.
6.2.1. Bounding the regret incurred in one round. We will start by a
simple lemma regarding the regret incurred while playing a pyramid if condition 2(a)
is encountered in the algorithm. This lemma highlights the importance of evaluating
the function at the center of the pyramid, a step that was not needed in the framework
of Nemirovski and Yudin [16]. We will use the symbol Π to refer to a generic pyramid
constructed by the algorithm during the course of its operation, with apex y, base
z1, . . . , zd, center denoted as center, and an angle ϕ at the apex. We also recall that
the pyramids constructed by the algorithm are such that the distance from the center
to the base is at least rτc
2
2/d
3.
Lemma 7. Assume the event E holds. Suppose the algorithm reaches Case 2(a)
in round i of epoch τ , and assume x∗ ∈ B(Rτ ), where x∗ is the minimizer of f . Let Π
be the current pyramid and γ̂ be the current CI width. Assume the distance from the
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apex of Π to the center of B(rτ ) is at least rτ/d. Then the net regret incurred while
evaluating the function on Π in round i is at most
12dσ2 logT
γ̂
(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Proof. The proof is a consequence of convexity. We start by bounding the vari-
ation of the function inside the pyramid. Since the pyramid is a convex hull of its
vertices, we know that the function value at any point in the pyramid is also upper
bounded by the largest function value achieved at any vertex. Furthermore, the con-
dition for reaching Case (2a) implies that the function value at any vertex is at most
f(center) + Δτ (γ̂) + Δ¯τ (γ̂) + 3γ̂, and therefore
(6) f(x) ≤ f(center) + Δτ (γ̂) + Δ¯τ (γ̂) + 3γ̂ for all x ∈ Π.
For brevity, we use the shorthand δ := Δτ (γ̂) + Δ¯τ (γ̂) + 3γ̂. Consider any point
x ∈ Π, and let b be the point where the ray center−x intersects a face of Π on
the other side. Then we know that there is a positive constant α ∈ [0, 1] such that
center = αx + (1 − α)b; in particular, (1 − α)/α = ‖center−x‖/‖center−b‖.
Note that ‖center−x‖ is at most the distance from center to a vertex of Π, and
‖center−b‖ is at least the radius of the largest ball centered at center inscribed
in Π. Therefore by item 2 of Lemma 16,
1− α
α
=
‖center−x‖
‖center−b‖ ≤
d(d+ 1)
c2
.
Then the convexity of f and the upper bound on function values over Π from (6)
guarantee that
f(center) ≤ αf(x) + (1− α)f(b) ≤ αf(x) + (1− α)(f(center) + δ).
Rearranging, we get
f(x) ≥ f(center)− d(d+ 1)δ
c2
.(7)
Combining (6) and (7) we have shown that for any x, x′ ∈ Π
(8) |f(x)− f(x′)| ≤ d(d + 2)δ
c2
.
Now we will bootstrap to show that the above bound implies low regret while
sampling the vertices and center of Π. We ﬁrst note that if x∗ ∈ Π, then the regret on
any vertex or the center is bounded by d(d+2)δ/c2. In that case, the regret incurred
by sampling the vertices and center of this pyramid (so d + 2 points) is bounded
by (d + 2) · d(d + 2)δ/c2. Furthermore, we only need to sample each point pyramid
4σ2 logT/γ̂2 times to get the CIs of width γ̂, which completes the proof in this case,
so the total regret incurred is
(d+ 2)
d(d+ 2)δ
c2
· 4σ
2 logT
γ̂2
.
Now we consider the case where x∗ /∈ Π. Recall that Lemma 5 guarantees that
x∗ ∈ Bτ . There is a point b on a face of Π such that b = αx∗ + (1 − α)center for
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some α ∈ [0, 1]. Then α = ‖center−b‖/‖center−x∗‖. By the triangle inequality,
‖center−x∗‖ ≤ 2Rτ = 2c1drτ . Moreover, ‖center−b‖ is at least the radius of
the largest ball centered at center inscribed in Π, which is at least rτ c
2
2/(2d
4) by
Lemma 16. Therefore α ≥ c22/(4c1d5). By convexity and (7),
f(center)− d(d+ 2)δ
c2
≤ f(b) ≤ αf(x∗) + (1− α)f(center),
so
f(x∗) ≥ f(center)− d(d+ 2)δ
c2α
≥ f(center)− 4d
7c1δ
c32
≥ f(x)− 4d
7c1δ
c32
− d(d+ 2)δ
c2
for any x ∈ Π. Therefore, using the same argument as before, the net regret incurred
in the round is
(d+ 2)
(
4d7c1
c32
+
d(d+ 2)
c2
)
δ · 4σ
2 log T
γ̂2
.
Substituting in the values of Δτ (γ̂) and Δ¯τ (γ̂) completes the proof.
Lemma 7 is critical because it allows us to claim that at any round, when we
sample the function over a pyramid with a value γ̂, the regret on that pyramid during
this sampling is at most poly(d)/γ̂ since we must have been in Case 2(a) with 2γ̂ if
we’re using γ̂. The only exception is at the ﬁrst round, where this statement holds
trivially as the function is 1-Lipschitz by assumption.
We next show that the algorithm can visit Case 1(a) only a bounded number of
times every round. The round is ended when the algorithm enters Case 1(b) or 2(b),
and the regret incurred on Case 2(a) would be bounded using the above Lemma 7.
The key idea for this bound is present in section 9.2.2 of Nemirovski and Yudin [16].
We need a slight modiﬁcation of their argument because the function evaluations have
noise and our sampling strategy is a little diﬀerent from theirs.
Lemma 8. Assume the event E holds. At any round, the number of visits to
Case 1(a) is 2d2 log d/c22, and each pyramid Π constructed by the algorithm satisfies
‖y − x0‖ ≥ rτ/d, where y is the apex of Π.
Proof. The proof follows by a simple geometric argument that exploits the fact
that we have an angle 2ϕ at the apex of our pyramid which is almost equal to π and
that y−x0 and zi−x0 are orthogonal for any pyramid Π we construct (see Figure 6).
By deﬁnition of Case 1(a), top = y, so we assume top = z1 without loss of generality.
By construction,
(9) ‖z1 − x0‖ = sinϕ‖y − x0‖.
Since this step applies every time we enter Case 1(a), the total number k of visits
to Case 1(a) satisﬁes ‖z1 − x0‖ = (sinϕ)krτ , where we recall that rτ is the radius
of the regular simplex we construct in the ﬁrst step on every round. We further
note that for a regular simplex of radius rτ , a Euclidean ball of radius rτ/d is con-
tained in the simplex. We also note that by construction, cosϕ = c2/d and hence
sinϕ =
√
1− c22/d2 ≤ 1− c22/(2d2). Hence, setting k = 2d2 log d/c22 suﬃces to ensure
that ‖z1 − x0‖ ≤ rτ/d, guaranteeing that z1 lies in the initial simplex of radius rτ
centered at x0, as depicted in Figure 12.
Let y1, . . . , yk be the apexes of the pyramids we have constructed in this round.
Then by construction, we have a sequence of points such that
f(z1) = f(top) ≥ f(yk) + γ ≥ f(yk−1) + 2γ · · · ≥ f(y1) + kγ.
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x0
y1
y2
y3
Fig. 12. The apexes of the successive pyramids get closer to the center of the simplex x0 and
eventually enter the simplex after at most O(d2 log d) pyramids.
On the other hand, we know that y1 satisﬁes f(y1) ≥ f(xi)−γ for all the vertices xi of
the simplex by deﬁnition of y1. Since z1 lies in the simplex, convexity of f guarantees
f(y1) ≥ f(z1)− γ ≥ f(y1) + (k − 1)γ,
which is a contradiction unless k ≤ 1. Thus it must be the case that z1 is not in the
simplex if k > 1, in which case k can be at most 2d2 log d/c22.
This lemma guarantees that in at most 2d2 log d/c22 pyramid constructions, the
algorithm will enter one of Case 1(b) or 2(b) and terminate the epoch, unless the CI
level γ at this round is insuﬃcient to resolve things and we end in Case 2(a). It also
shows that all the pyramids constructed by our algorithm are suﬃciently far from the
center, which is assumed by Lemmas 5–7. Until now, we have focused on controlling
the regret on the pyramids we construct, which is convenient since we sample the
center points of the pyramids. To bound the regret incurred over one round, we also
need to control the regret over the initial simplex we query at every round. We start
with a lemma that shows how to control the net regret accrued over an entire round,
when the round ends in Case 2(a).
Lemma 9. Assume the event E holds. For any round with a CI width of γ that
terminates in Case 2(a), the net regret incurred on the round is at most
24dσ2 logT
γ
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Proof. Suppose we constructed a total of k pyramids on the round with
k ≤ 2d2 log d/c2 by Lemma 8. Then we know that the instantaneous regret on any
point of the kth pyramid Πk is bounded by
δ := γ
(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
by Lemma 7. We also note that by construction, yk is the top vertex of the (k− 1)st
pyramid Πk−1. Hence by deﬁnition of Case 1(a) (which caused us to go from Πk−1 to
Πk), we know that f(x) ≤ f(yk)+ γ for all x ∈ Πk−1. Reasoning in the same way, we
get that the function value at each vertex of the pyramid we constructed in this round
is bounded by the function value at yk. Furthermore, just like the proof of Lemma 8,
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the function value at any vertex of the initial simplex is also bounded by the function
value at yk. As a result, the instantaneous regret incurred at any point we sampled in
this round is bounded by the net regret at yk which is at most by δ using Lemma 7.
Since every pyramid as well as the simplex samples at most d + 2 vertices, and the
total number of pyramids we construct is bounded by Lemma 8, we query at most
(d+2)(2d2/c22 log d+1) points at any round. In order to bound the number of queries
made at any point, we observe that for a CI level γ̂, we make 4σ2 logT/γ̂2 queries.
Suppose γ = 2−1. Since γ̂ is geometrically decreased to γ, the total number of queries
made at any point is bounded by
i∑
j=1
4σ2 logT
2−2j
≤ 16σ2 logT 22i = 16σ
2 logT
γ2
.
Putting all the pieces together, the net regret accrued over this round is at most
48dσ2 logT
γ
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
,
which completes the proof.
We are now in a position to state a regret bound on the net regret incurred in any
round. The key idea would be to use the bound from Lemma 9 to bound the regret
even when the algorithm terminates in Case 1(b) or 2(b).
Lemma 10. Assume the event E holds. For any round that terminates in a CI
level γ, the net regret over the round is bounded by
96dσ2 logT
γ
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Proof. We just need to control the regret incurred in rounds that end in Case
1(b) or 2(b). We recall from the description of the algorithm that a CI level of γ is
used at a round only when the algorithm terminates the round with a CI level of 2γ in
Case 2(a). The only exception is the ﬁrst round with γ = 1, where the instantaneous
regret is bounded by 1 at any point using the Lipschitz assumption. Now suppose we
did end a round with CI level 2γ in Case 2(a). In particular, the proof of Lemma 9
guarantees that the instantaneous regret at any vertex of the simplex we construct is
at most
2γ
(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Now consider any pyramid constructed on this round. We know that the instan-
taneous regret incurred if the pyramid ends in Case 2(a) is bounded by Lemma 7.
Furthermore, if the algorithm was in Case 1(a), 1(b), or 2(b) with a CI level γ̂ (which
could be larger than γ in general), then it must have been in Case 2(a) with a CI level
2γ̂. Hence the instantaneous regret on the vertices of the pyramid is at most
2γ̂
(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
,
and we make at most 16σ
2 log T
γ̂2 queries on any point of the pyramid by a similar
argument like the previous lemma. Thus the net regret incurred at any pyramid
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constructed by the algorithm is at most
96dσ2 logT
γ̂
(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Recalling our bound on the number of pyramids constructed at any round completes
the proof.
Putting all the pieces together, we have shown that the regret incurred on any
round with a CI level γ is bounded by C/γ, where C comes from the above lemmas.
We further observe that since γ is reduced geometrically, the net regret incurred on
an epoch where the largest CI level we encounter is γ is at most
i∑
j=1
C
2−j
≤ 2C2i = 2C/γ.
This allows us to get a bound on the regret of one epoch stated in the next lemma.
Lemma 11. The regret in any epoch which ends in CI level γ is at most
(10)
192dσ2 logT
γ
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d + 2)
c2
)(
12c1d
4
c22
+ 11
)
.
6.2.2. Bound on the number of epochs. In order to bound the number of
epochs, we ﬁrst need to show that the cone-cutting step discards a sizeable chunk of
the set Xτ in epoch τ . Recall that we need to understand the ratio of the volumes of
Bτ+1 to Bτ in order to understand the amount of volume discarded in any epoch.
Lemma 12. Let Bτ be the smallest ball containing Xτ , and let B′τ+1 be the min-
imum volume ellipsoid containing Bτ \ Kτ . Then for small enough constants c1, c2,
vol(B′τ+1) ≤ ρ · vol(Bτ ) for ρ = exp(− 14(d+1)3/2 ).
Proof. This lemma is analogous to the volume reduction results proved in the
analysis of the ellipsoid method for convex programming with a gradient oracle. We
start by arguing that it suﬃces to consider the intersection of Bτ with a half-space in
order to understand the set Bτ \ Kτ . It is clear from the ﬁgure that we only increase
the volume of the enclosing ellipsoid B′τ+1 if we consider discarding only the spherical
cap instead of discarding the entire cone. But the spherical cap is exactly obtained
by taking the intersection of Bτ with a half-space.
The choices of the constants c1, c2 earlier guarantee that the distance of the hy-
perplane from the origin is at most Rτ/(4(d + 1)
3/2). This is because the apex of
the cone Kτ is always contained in B(rτ ) by construction and the height of the cone
is at most Rτ cos ϕ¯ ≤ Rτ/(8(d + 1)), where the last inequality will be ensured by
construction. Ensuring rτ ≤ Rτ/(32(d+ 1)3/2) suﬃces to ensure that the distance of
the hyperplane to the origin is at most Rτ/(4(d+ 1)
3/2).
Thus B′τ+1 is the minimum volume ellipsoid enclosing the intersection of a sphere
with a hyperplane at a distance at most Rτ/(4(d+1)
3/2) from its center. The volume
of B′τ+1 is then bounded as stated by using Theorem 2.1 of Goldfarb and Todd [11]
in their work on deep cuts for the ellipsoid algorithm. In particular, we apply their
result with α = −1/(4(d+ 1)3/2) giving that vol(B′τ+1) ≤ ρ · vol(Bτ ), where
ρ =
(
d2
d2 − 1
)(d−1)/2
d
d+ 1
(1− α2)(d−1)/2(1− α).
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Noting that 1+ x ≤ ex and 1− x ≤ e−x allows us to simplify the above expression as
ρ ≤ exp
(
d− 1
2
1
d2 − 1 −
1
d+ 1
+
d− 1
2
α2 − α
)
.
Simplifying the above expression and plugging in our choice of α yields the statement
of our lemma.
We note that the connection from volume reduction to a bound on the number of
epochs is somewhat delicate for our algorithm. The key idea is to show that at any
epoch that ends with a CI level γ, the cone Kτ contains points with regret at least γ.
This will be shown in the next lemma.
Lemma 13. Assume that the event E holds. At any epoch ending with CI level
γ, the instantaneous regret of any point in Kτ is at least γ
Proof. Since every epoch terminates either through Case 1(b) or through Case
2(b) followed by hat-raising, we just need to check the condition of the lemma for both
cases. If the epoch proceeds to cone-cutting through Case 1(b), this is already shown
in (5). Thus we only need to verify the claim when we terminate via the hat-raising
step. Recall that after hat-raising, the apex y′ of the ﬁnal pyramid Π′ constructed
in the hat-raising step satisﬁes that f(y′) ≥ f(zi) + γ for all the vertices z1, . . . , zd of
the pyramid. Consider any point x ∈ Kτ . This point lies on a ray from the base of
Π′ passing through y′. We know the function f is increasing along this ray at y′ and
hence continues to increase from y′ to x by convexity of f , as argued in the proof of
Lemma 6. Hence in this case also the instantaneous regret of any point in Kτ is at
least γ, completing the proof.
The next lemma bounds the number of epochs played by the algorithm.
Lemma 14. Assume that R1 ≤ T d/2 and that the event E holds. The total number
of epochs in the algorithm is bounded by d log Tlog(1/ρ) with ρ = exp(− 14(d+1)3/2 ).
Proof. Let x∗ be the optimum of f . Since f is 1-Lipschitz, any point in a ball of
radius 1/
√
T centered around x∗ has instantaneous regret at most 1/
√
T . The volume
of this ball is T−d/2Vd, where Vd is the volume of a unit ball in d dimensions. Suppose
the algorithm goes on for k epochs. We know that the volume of X after k epochs
is at most ρkR1Vd by Lemma 12. We also note that the instantaneous regret of any
point discarded by the algorithm in any epoch is at least 1/
√
T using Lemma 13, since
we always maintain γ ≥ 1/√T . Thus any point in the ball of radius 1/√T around
x∗ is never discarded by the algorithm. As a result, the algorithm must stop once we
have
ρkR1Vd ≤ T−d/2Vd,
which means k ≤ (d log T/2 + logR1)/ log 1/ρ. Finally, recalling that
logR1 ≤ d logT/2
by assumption completes the proof.
We are now in a position to put together all the pieces.
Proof of Theorem 2. We are guaranteed that there are at most d logT/ log(1/ρ)
epochs where the regret on each epoch is bounded by (10). Observing that γ ≥ 1/√T
guarantees that every epoch has regret at most
192dσ2
√
T logT
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
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Combining with the above bound on the number of epochs guarantees that the cu-
mulative regret of our algorithm is bounded by
192d2σ2
√
T log2 T
log(1/ρ)
(
2d2 log d
c22
+ 1
)(
4d7c1
c32
+
d(d+ 2)
c2
)(
12c1d
4
c22
+ 11
)
.
Finally, we recall that the entire analysis this far has been conditioned on the even
E which assumes that the function value lies in the conﬁdence intervals we construct at
every round. By design, just like the proof of Theorem 1, P(Ec) ≤ 2/T . Substituting
the value of ρ from Lemma 14 completes the proof of the theorem.
7. Discussion. This paper presents a new algorithm for convex optimization
when only noisy function evaluations are possible. The algorithm builds on the tech-
niques of Nemirovski and Yudin [16] from zeroth-order optimization. The key contri-
bution of our work is to extend their algorithm to a noisy setting in such a way that
a low regret on the sequence of points queried can be guaranteed. The new algorithm
crucially relies on a center-point device that demonstrates the key diﬀerences between
a regret minimization and an optimization guarantee. Our algorithm has the optimal
O(√T ) scaling of regret up to logarithmic factors. However, our regret guarantee has
a rather large dimension dependence. As noted after Theorem 2, this is unsurprising
since the algorithm of Nemirovski and Yudin [16] has a large dimension dependence
even in a noiseless case. Random walk approaches [4] have been successful to im-
prove the dimension scaling in the noiseless case, and investigating them for the noisy
scenario is an interesting question for future research.
Appendix A. Properties of pyramid constructions. We outline some prop-
erties of the pyramid construction in this appendix. Recall that ϕ = arccos(c2/d).
For simplicity, we assume d ≥ 2. In this case, cos(ϕ) = c2/d and
sin(ϕ) =
√
1− c22/d2 ≥ cos(ϕ).
Also recall that in epoch τ , the initial simplex is contained in B(rτ ), where rτ =
Rτ/(c1d
3/2).
Lemma 15. Let Πk be the kth pyramid constructed in any round of epoch τ .
1. The distance from the center of B(rτ ) to the apex of Πk is rτ sin
k−1(ϕ).
2. The distance from the apex of Πk to any vertex of the base of Πk is rτ sin
k−1(ϕ)
cos(ϕ).
3. The height of Πk (distance of the apex from the base) is rτ sin
k−1(ϕ) cos2(ϕ).
Proof. The proof is by induction on k. Let x0 be the center of B(rτ ), y1 be the apex
of Π1, and z1 be any vertex on the base of Π1. By construction, y1−z1 is perpendicular
to z1−x0, so we have ‖y1−x0‖ = rτ , ‖y1−z1‖ = rτ cos(ϕ), and ‖z1−x0‖ = rτ cos(ϕ).
Let p1 be the projection of y1 onto the base of Π1. The triangle with vertices y1, z1, x0
is similar to the triangle with vertices y1, p1, z1. Therefore ‖y1 − p1‖, the height of
Π1, is rτ cos
2(ϕ). This gives the base case of the induction (see Figure 13).
The inductive step follows by noting that the apex of Πk is a vertex on the base
of Πk−1, and therefore the distances scale as claimed.
Lemma 16. Let Π be any pyramid constructed in epoch τ with apex at distance
rΠ ≥ rτ/d from the center of B(rτ ). Let BΠ be the largest ball in Π centered at the
center of mass c of Π.
1. BΠ has radius at least rΠ cos
2(ϕ)/(d + 1) ≥ rτ c22/(2d4).
2. Let x ∈ Π, and let b ∈ Π be the point on the face of Π such that
c = αx+ (1− α)b for some 0 < α ≤ 1. Then (1− α)/α ≤ (d+ 1)d/c2.
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rτrτ sin(ϕ)
rτ
cos
(ϕ)
x0
y1
z1 p1
Fig. 13. Construction of pyramids.
Proof. Let h be the height of Π. By Lemma 15, h = rΠ cos
2(ϕ). The distance
from c to the base of Π is
h
d+ 1
=
rΠ cos
2(ϕ)
d+ 1
,
and the distance from c to any other face of Π is
sin(ϕ)
(
1− 1
d+ 1
)
h =
√
1− cos2(ϕ)
(
1− 1
d+ 1
)
rΠ cos
2(ϕ) ≥ rΠ cos
2(ϕ)
2
.
(Here we have used d ≥ 2 and cos(ϕ) ≤ 1/d.) Therefore BΠ has radius at least
rΠ cos
2(ϕ)
d+ 1
≥ rτ
d
· c
2
2/d
2
d+ 1
=
rτ c
2
2
d3(d+ 1)
≥ rτ c
2
2
2d4
,
which proves the ﬁrst claim.
For the second claim, note that α = ‖b− c‖/(‖b− c‖+ ‖x− c‖); moreover, ‖b− c‖
is at least the radius of BΠ, and ‖x− c‖ is at most the distance from c to any vertex
of Π. By Lemma 15, the distance from c to a vertex on the base of Π is
√(
rΠ
d+ 1
cos2(ϕ)
)2
+ (rΠ cos(ϕ) sin(ϕ))
2 =
rΠ cos
2(ϕ)
d+ 1
√
1 +
(d+ 1)2 sin2(ϕ)
cos2(ϕ)
and the distance from c to the apex of Π is
(
1− 1
d+ 1
)
h =
(
1− 1
d+ 1
)
rΠ cos
2(ϕ) =
d
d+ 1
rΠ cos
2(ϕ).
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Therefore, by the ﬁrst claim and Lemma 15,
1− α
α
=
‖x− c‖
‖b− c‖ ≤ max
⎧⎨⎩
drΠ cos
2(ϕ)
d+1
rΠ cos2(ϕ)
d+1
,
rΠ cos
2(ϕ)
d+1
√
1 + (d+1)
2 sin2(ϕ)
cos2(ϕ)
rΠ cos2(ϕ)
d+1
⎫⎬⎭
= max
{
d,
√
1 + (d+ 1)2
(
1
cos2(ϕ)
− 1
)}
≤ max
{
d,
√
(d+ 1)2
cos2(ϕ)
}
= max
{
d,
d+ 1
cos(ϕ)
}
= max
{
d,
(d+ 1)d
c2
}
=
(d+ 1)d
c2
.
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