Abstract-Differential-algebraic equation (DAE) models naturally arise when modeling physical systems from first principles. To be able to use such models for state estimation procedures such as particle filtering, it is desirable to include a noise model. This paper discusses well-posedness of differentialalgebraic equations with noise models, here denoted stochastic differential-algebraic equations. Since the exact conditions are rather involved, approximate implementation methods are also discussed. It is also discussed how a particle filter can be implemented for DAE models, and how the approximate implementation methods can be used for particle filtering. Finally, the particle filtering methods are exemplified by implementation of a particle filter for a DAE model.
I. INTRODUCTION
The increased use of modeling in many fields of engineering has led to development of new techniques to make modeling of complex dynamic systems easier. An increased use of model libraries and so-called object-oriented modeling is one result of this trend. The output from these modeling tools is usually not a state-space model but a model containing a mixture of equations, some of which contain variables differentiated with respect to time. These models are usually called descriptor models or DAE (differentialalgebraic equation) models. There is a vast recent literature about these models but we have not found a complete treatment of continuous-time noise modeling problems for nonlinear systems. The problem centers around the fact that careless introduction of noise in DAE models might lead to derivatives of the noise appearing or physical variables being equal to a noise process.
The noise modeling problem for linear DAE systems has been treated in [1] , and also in [2] , [3] where the system is assumed to be index 1 (see, e.g., [4] ). Some classes index 1 nonlinear systems have also been treated in the literature [5] , [6] . Here we will examine how noise can be included in nonlinear differential-algebraic equations in the general form F ẋ(t), x(t), t = 0 (1) and no assumptions will be made about the index of the DAE. We will also discuss how the system then can be interpreted as a stochastic differential equation, so that stochastic simulation methods and filtering methods such as particle filtering can be used.
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First, we will present an example that illustrates the kind of problems that can arise when modeling noise in nonlinear DAE models.
Example 1: Consider the nonlinear DAĖ
where v(t) is white noise. The second equation states that x 2 (t) is equal to a time-continuous white noise process. Since such processes have infinite variance, this is questionable if x 2 (t) represents a physical quantity. The first equation states thatẋ
which also is questionable since nonlinear operations on white noise processes are not well defined. This paper discusses how noise can be included in DAE models without introducing problems such as those discussed in the example and how particle filters can be implemented for DAE models.
II. PRELIMINARIES
This section presents background material on differentialalgebraic equations and stochastic differential equations.
A. Differential-Algebraic Equations
One method to analyze DAE systems is presented in [7] , and these results are summarized in this section. For proofs and a complete discussion, the reader is referred to [7] . A slightly modified presentation of these results is also available in [8] . These results are based on rank tests and the implicit function theorem, and are therefore only valid locally. For example, all ranks discussed below may depend on the current value of x(t). The DAE systems treated are of the general form
where x ∈ R n , F ∈ R m and t ∈ I where I ⊆ R is a compact interval.
As with many other methods, this one is based on successive differentiations of the DAE. Therefore define a nonlinear derivative array
which stacks the original equations and all their derivatives up to level l:
Partial derivatives of F l with respect to selected variables p from (t, x,ẋ, . . . , x l+1 ) are denoted by F l;p , e.g.,
A corresponding notation is used for partial derivatives of other functions. The solution of the derivative array F µ for some integer µ is denoted
The following hypothesis, Hypothesis 1 by [7] , which describes the basic requirements on DAEs handled by the theory can now be formulated.
Hypothesis 1: Consider the general system of nonlinear DAEs (4) . There exist integers µ, r, a, d, and v such that the following properties hold:
(Note by current author: The corank is the rank deficiency with respect to rows, i.e, the number of rows minus the rank. For example, if a matrix has 5 rows and rank 3, the corank is 2.) The convention that corank F −1;x = 0 is used.
on L µ such that there are smooth full rank matrix functions Z 2 and T 2 defined on L µ of size (µ + 1)m, a and (n, n − a), respectively, satisfying
on L µ . For DAE models that satisfy the hypothesis, it is possible to divide the equations into one part that (locally) forms a state-space system for a part of the variables (denoted x 1 ), and one part that locally forms static equations for another part of the variables (denoted x 3 ). If any variables still are undetermined, then they are parameters that can be chosen freely. These variables are denoted x 2 . This transformation is performed by first defining the matrix function Z 1 of size (m, d) (which can be chosen constant) such that
and then forming the equationŝ
The equation (15b) can (locally) be solved for x 3 to give the equations
where R ∈ R a . After using (16) to eliminate x 3 andẋ 3 in (15a), i.e., in
(15a) can be solved forẋ 1 to givė
where L ∈ R d . Hence, from Hypothesis 1, it follows that the DAE model (locally) can be casted aṡ
Note however that it is typically not possible to solve forẋ 1 and x 3 analytically. Instead it is usually necessary to work withF 1 andF 2 and solve forẋ 1 and x 3 numerically. The forms discussed here will be the main tools when examining how noise can be added to a nonlinear DAE model. The transformation is typically not unique, for example there may be different possible choices of state variables x 1 . Note that the function x 2 is not determined by the equations and can be chosen freely. In many cases the DAE is well determined so that x 2 has size zero.
When using the method discussed in this section, it is usually necessary to successively increase µ until the hypothesis is true. The hypothesis could for example be verified by numeric rank tests at a certain value of x(t), see further Remark 1 in [7] . The practical implementation of methods related to the hypothesis is also discussed in the more recent paper [9] .
B. Nonlinear Stochastic Models
The theory of nonlinear stochastic state models is based on the case when white noise enters affinely into the equations,
x(t) = f x(t), t + σ x(t), t w(t).
(
This should be interpreted as a stochastic integral. To point this out, the notion
is used. Here w(t) is a Wiener process with incremental covariance Idt. It is essential for the existence of a well defined solution that the noise process w enters affinely into the equations. See e.g., [10] .
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Stochastic state models can be used for example for simulation and for state estimation using extended Kalman filters and particle filters.
III. MAIN RESULTS
The main theoretical result of the paper describes how white noise can be added to a DAE system
in a way that makes it is possible to interpret it as a stochastic differential equation. It is assumed that the DAE fulfills Hypothesis 1. In general, a DAE with noise can be written as
where v(t) (dim v = n v ) is a white noise process. The main result describes how noise can be added. We will then discuss how this result can be used in practice. We will use the notation (7) for partial derivatives andF
2,x3 for the inverse of the matrixF 2,x3 .
Theorem 1: Assume that (21) fulfills Hypothesis 1 so thatF 1 andF 2 in (15) can be calculated and that x 2 is a known signal. If white noise is added to the equations as in (22), there exists a well defined solution x in terms of stochastic differential equations provided that when repeating the transformation toF 1 andF 2 with v(t) included, this gives the system
Proof: Since x 2 is a known signal, we include it in the general time dependency t. Differentiating (23b) with respect to time yieldsF 2;t +F 2;x1ẋ1 +F 2;x3ẋ3 = 0.
SinceF 2 is locally solvable for x 3 , F 2;x3 is invertible. This means thatẋ 3 can be written aṡ
(23b) can also be locally solved for x 3 to give
for some function R. Inserting this into (23a) giveŝ
The equationF 1 = 0 now takes the form
(28) Since Hypothesis 1 is fulfilled, this equation can be solved forẋ 1 . Since −σ(x 1 , R)v enters the equations in the same way asẋ 1 , the solution takes the forṁ
for some function L. This can be interpreted as the stochastic differential equation
so x 1 has a well defined solution. A solution for x 3 is then defined through (26).
If noise has been added to a DAE model, the theorem above gives conditions for the system to be well-posed using a transformed version of the system. It may also be interesting to be able to see if the SDAE is well-posed already in the original equations. As discussed in the theorem above, the SDAE is well-posed if the equationsF 1 = 0 andF 2 = 0 take the form (23). In the original equations, this can typically be seen as adding noise according to
(31) One common situation, when it is easy to see how the noise can be added is the index 1 semi-explicit DAĖ
Locally, x b can be solved from (32b), so we have the form (18). Noise can thus be added according tȯ
(33b)
A. Filtered Noise
In practical situations it may not be a good model of the system at hand to include a white noise signal v(t) into the equations. Instead it may be more reasonable to add for example noise with low frequency content. Noise with low frequency contentx(t) can be realized as white noise v(t) filtered through a linear filter,
Includingx(t) in the nonlinear DAE model would then give a contribution of low frequency noise,
To examine if this problem is well-posed, we can apply Theorem 1.
IV. PARTICLE FILTERING
An important aspect of noise modeling in DAE equations is to implement state estimation, and a method to estimate states in nonlinear systems is the particle filter [11] , [12] , [13] . In this section we will propose a method to implement the particle filter for DAE systems. We will use the following particle filtering algorithm from [14] .
∼ p x0 (x 0 ) and set t := 0. 2) Measurement update: calculate importance weights {q
and normalizeq
t . 3) Resampling: draw M particles, with replacement, according to
4) Time update: predict new particles according to
5) Set t := t + 1 and iterate from step 2. This algorithm is typically implemented for state-space systems, and the x variables are estimates of the states. To examine how the implementation for DAE systems should be done, we consider the reduced form
to which a well-posed stochastic nonlinear DAE can be transformed. A function of the internal variables is measured at time instances t k ,
where e(t k ) is a sequence of stochastic variables. The x 2 vector is not restricted by the equations, so we assume that this is a known function. Equation (40) can locally be solved forẋ 1 and x 3 . It is typically not possible to solve for these variables explicitly, but implicitly the equations together with the known function x 2 define the systeṁ
Since it is not possible to calculate this system explicitly, we will discuss numerical implementation methods in the following section. The state-space system (42) can be used to implement a particle filter for estimation of x 1 . The state equation should be discretized. (A more thorough discussion of this falls out of the scope of this paper.) This can be done using for example a numerical solver. The state update in step 4 in the particle filtering algorithm is thus performed by solving (42a) for one time step. The measurement update in step 2 of the particle filtering algorithm is performed using the measurement equation (42b). After estimating x 1 , estimates of x 3 can be computed using (40b).
V. IMPLEMENTATION ISSUES
The exact transformation in the result by [7] may be difficult to calculate, and therefore approximate implementations may be considered. One way to do this is to use the type of DAE solver that is included in modeling environments for object-oriented modeling such as Dymola [15] .
Purely numeric solvers for DAE only handle a limited class of DAE, usually index 1 systems, or limited classes of higher index systems. One common numerical solver is DASSL [4] . The index of a DAE is basically the number of times the equations must be differentiated to solveẋ as a function of x. For a more thorough discussion on this, see e.g., [4] .
For object-oriented models, it is not sufficient to treat lower index problems. Solvers for these models typically reduce the index to 1 by differentiating equations that are chosen using Pantelides's algorithm [16] and structure the equations so that large DAE systems can be simulated efficiently. This means that a transformation into approximations ofF 1 andF 2 is made. From these equations,ẋ 1 and x 3 can be solved numerically. After the transformation, a numerical DAE solver is used. A detailed discussion on the construction of such solvers is not presented here, but a discussion about them can be found in, e.g., [17] . During the index reduction process, some of the variables x(t) are selected as states. For the user, this means that initial values of these variables can be selected independently of each other, while the initial values of the remaining variables are computed from the initial values of the states. It is possible for the user to influence the state selection process by indicating that some variables are preferred as states. During the integration process to solve the DAE, one method is to solve for the derivatives of the states and then use a solver for ordinary differential equations (ODE). Another is to use an index 1 solver on the reduced system.
As discussed in Section III, a user should select how the states are affected by noise when modeling a stochastic DAE. The information about which variables that are states can be delivered by a DAE solver. This can then be implemented in two ways. Either a variable representing the noise is added to the original equations according to the term σv in (31).
If this signal appears in the approximateF 2 or in incorrect positions in the approximateF 1 , it is removed from these locations and assumed that noise is added to the original equations so that this is achieved. Another way is to add the noise to the approximateF 1 computed by the solver. The equations can then be used for simulation or state estimation.
The solvers can also be used for approximate implementation of particle filters for DAE systems. The idea behind this is that the transformation to the forṁ
can be made by solvingF 1 andF 2 numerically at each time step. This means that given values of x 1 , x 2 , and v the solver can giveẋ 1 and x 3 . This means that the state equation (43a) can be used to estimate x 1 , and x 3 can then be computed from (43b).
VI. EXAMPLE
In this section we examine a DAE model of a pendulum. First noise is added, and then a particle filter is implemented 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrIP13.6 to estimate the state of the pendulum. The equations describing the pendulum arė
(44c)
This is a modified example from [4] . As shown in Figure 1 , z 1 and z 2 are the horizontal and vertical position of the pendulum. Furthermore, z 3 and z 4 are the respective velocities, λ is the tension in the pendulum, b represents resistance caused by the air, g is the gravity, and L is the length of the pendulum. We will use the approximate methods discussed in Section V, so the equations are entered into the DAE solver in Dymola. There are several possible ways to select states for these equations, but here z 1 and z 3 are selected. The solver could also be instructed to make other selections. This means that noise could be added to equation (44a) and (44c). But since (44a) is a relation that should hold exactly, noise is only added to (44c). This results iṅ
where w is white noise. Also the remaining equations,
may have to include the noise signal to make the estimation problem well-posed. As discussed earlier, a user does not need to consider the exact form of this. Instead the equations in the form above are compiled using Dymola. In the generated equations, which are available as C code, any occurrence of w inF 2 are deleted and the model is compiled. In this way, the exact way the noise enters (46) does not have to be considered. (For illustration we will discuss this in Section VI-A, but this is not necessary for implementation of the particle filter.) To generate data for a state estimation experiment, the model is inserted into the Simulink environment using the Dymola-Simulink interface available with Dymola. The purpose of this experiment is not to demonstrate the performance of a filtering algorithm, but rather to show how DAE models can be used in a direct way when constructing particle filters. Therefore it is sufficient to use simulated data for the experiment. The constants were chosen as L = 1, b = 0.05 and g = 9.81. Process noise was generated with the BandLimited White Noise block in Simulink with noise power 0.01. The initial values of the states were z 1 = 0.5 and z 3 = −0.1. The measured variable is the tension in the pendulum λ,
Measurements with noise variance 0.1 was collected at the sampling interval 0.05 s.
The particle filter was implemented in Matlab with the time updates being performed by simulating the model using the Dymola-Simulink interface. The initial particles were spread between z 1 = 0.1 and z 1 = 0.6 and between z 3 = −0.2 and z 3 = 0.2. Only positive values of z 1 were used since the symmetry in the system makes it impossible to distinguish between positive and negative z 1 using only measurements of λ. The particle filter was tuned to use noise power 0.1 for the process noise and variance 0.2 for the measurement noise to simulate the situation were the noise characteristics are not exactly known. A typical result of an estimation is shown in Figure 2 . To examine the reliability of the filtering algorithm, 100 Monte Carlo runs were made. Then the RMSE value was calculated according to
where M is the number of runs, here M = 100, x(t) is the true state value andx j (t) is the estimated state value in run j. The result is shown in Figure 3 . The estimation error in the velocity z 3 is larger when the pendulum changes direction, which could mean that it is more difficult to estimate the velocity there. It can be noted that the Monte Carlo runs took a rather long time to perform because of the overhead involved in using the Simulink-Dymola connection for each time update in the particle filter. It would be more efficient for example to use a pure C code implementation.
A. Noise modeling details
To show that the noise term in 45b formally also requires noise to be added to some of the equations (46) we will 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrIP13.6 perform some manipulations of the equations. As discussed earlier, it is not necessary to make these computations in practice, but we include them here to illustrate that when removing the noise signal fromF 2 (or its approximation), it is possible to interpret this as adding a certain noise signal in the original equations.
Consider (46c)
Differentiating this equation with respect to time gives
Inserting (45a) and (46a) gives
which after differentiation gives 0 = 2ż 1 z 3 + 2z 1ż3 + 2ż 2 z 4 + 2z 2ż4 .
Inserting the expressions for the derivatives gives 0 = 2z 
where we have used z 2 1 + z 2 2 = L. This means that the tension λ is directly depending on the noise w, which is unacceptable. This dependence is eliminated if noise is added to (46b) according tȯ
since w then would be eliminated from (53).
VII. CONCLUSIONS We have presented a theoretical base for introduction of noise processes in DAE models. The exact conditions that this gives can be hard to use in practice, for example since it requires rank tests. Therefore an approximate solution was proposed. This solution uses the kind of DAE solvers that are included in modeling environments for object-oriented modeling. These solvers produce an approximation of the transformation that is necessary to include noise in an appropriate way.
It was also discussed how particle filtering can be implemented for DAE models. This can be useful since particle filters using these methods could be implemented automatically from modeling environments, only requiring the user to select a noise model.
An example which shows that it is possible to implement a particle filter using a DAE model was presented. The results were similar to what could be expected from an implementation using a regular state-space model.
Further research issues include to examine if it is possible to implement other estimation methods such as extended Kalman filtering for DAE models. It is also necessary to make the implementation of the particle filter more efficient by implementing it for example in C code.
