(OCPC).
The particular problem we study is that of realizing an h-r-elation. In this problem, each processor has at most h messages to send and at most h messages to receive.
It is clear that any 1-relation can be realized in one communication step on an OCPC.
However, the best known p-processor OCPC algorithm for realizing an arbitrary h-relation for h > 1 requires We show that if h < log p then the failure probability can be made as small as p-" for any positive constant a.
Introduction
The p-processor as the edges of a bipartite graph of order 2p. Since the graph has maximum degree h, it is edge colorable with h colors, which can be interpreted as time steps.)
A more interesting (and perhaps more realistic) situation arises if we assume that initially each processor only knows about the messages that it wants to send and the processors learn about the h-relation only by receiving messages from other processors. This is the usual assumption, and the one that will be made here.
An OCPC algorithm for realizing h-relations is said to be direct if it has the property that the only messages that are exchanged by the processors are the original messages of the h-relation and these messages are sent only to their destinations. In this paper we prove the following:
1.
2.
The expected number of communication steps taken by any direct algorithm for realizing hrelations on a p-OCPC is Q(h + log p).
An arbitrary h-relation can be realized on a p-OCPC in @(h+ log log p) communication steps.
(Valiant has shown that an arbitrary h-relation can be realized in @(h+ logp) communication steps.
In this paper we describe a t3(h + log log p) communication step randomized algorithm that realizes an arbitrary h-relation on a p-OCPC and we show that if h < log p then the failure probability can be made as small as p-a for any positive constant a.)
It is easy to see that any l-relation can be realized messages at all. Therefore it will take fl(log p) communication steps to realize the 2-relation.
Intuitively, the reason that so much time is needed is that the events are "too independent".
In particular, the fact that most of the other messages are already delivered will not make it easier for Pi and f'j to send their messages to Pd. In order to obtain a sublogarithmic algorithm we adopt the following strategy. We divide the set of p destinations into disjoint "target groups".
During the first part of our algorithm we send each message in processor within the h-relation to a randomly chosen the target group containing its desti-5U1 nation.
As more and more messages are delivered to a given target group the probability that any remain- After the thinning procedure has terminated the number of messages remaining will be O(p/h log log p) with high probability.
The purpose of the second procedure (the "spreading" procedure) is to re-distribute these messages so that each sender has at most 1 mes- The structure of this paper is as follows.
In section 2 we describe the algorithm in detail.
We demonstrate that it uses @(h + log log p) communication steps
and we prove that if h < log p then the probability that any messages are left undelivered can be made as small as p-ff for any positive constant a. Section 3 contains the proof of the lower bound for direct algorithms.
2.
The Algorithm
Before we can define the algorithm we must describe the partition of the set of p processors into disjoint "target groups". The size of each target group will be a polynomial in log(p). To be precise, let c1 denote a sufficiently large integer (the size of c1 will depend upon the failure probability that we wish to obtain) and let k denote [log" p] . We will divide the p processors into approximately p/k target groups, each of size about k. To simplify the presentation we will assume that k divides p and we will define the tth target group, for Y in the range O < 1 < n/k, to be the set {P~L, . . .,l%+k-l}.
(The case in which k does not divide p presents no real difficulty. In this case the target groups should be defined in such a way that all but one of the groups has size k and the size of the remaining group is between k and 2k. ) We will define the target group of any given message to be the target group containing the destination of the message and we will say that the message is destined for that target group.
The algorithm consists of the following four procedures:
At the beginning of the algorithm the number of messages destined for any given tar-get group may be as high as hlc. We say a sender is active initially if it contains a message. Our algorithm proceeds in a number of similar communication steps, where in step i each active sender sends its message to a random location in the set of receivers.
Each sender that successfully transmitted a message is considered inactive.
Let m denote 36s. We must show that there are at most A active messages when the algorithm terminates. We use the following claim.
Claim.
Let We proceed by computing the probability that f active senders remain after 2C steps. It is easy to verify that the probability that~senders remain active after 2C steps in our algorithm is less than the probability that f senders remain active if each of the 2C successive steps is implemented by sending from all the processors that were active at the initial step. In this situation, the successive steps are independent thus the probability that there are f senders that never got a message through on any of the steps is at most the probability above raised to the 2Cth power. This proves the claim. The algorithm will run for t + 1 "supersteps" 0,1,.. ., t, each superstep consisting of 2C steps as described above, with c a constant to be chosen later, Observe that the number of supersteps, and hence the total number of steps, is O(log logs) and is therefore O(log logp).
We say that superstep j is successful if, starting with at most m/rj active senders, it finishes with (strictly) fewer than~j active senders. Note that if SUpersteps O, 1, . . . , j are all successful, then the number of active senders remaining at the end of superstep j is strictly less than fj . If all t + 1 supersteps are successful then the number of active senders remaining at the end is at most A, as required. That is, the ith phase should get so many of the messages delivered that the remaining communicant ion problem is "essent i all y" a h/2i -relat ion.
After the last phase the h-relation will be mostly realized except that there will be small number (at most k/h [C2 log log pl ) of Undelivered messages destined for each target group. Choose an integer j uniformly at random from the set {1, .,h/2;-1} If there are at least j undelivered msgs. to be sent Send the j th undelivered msg. to its destination After each communication step there is an acknowledgment step in which every receiver that receives a message sends an acknowledgment back to the sender indicating that the message was delivered successfully. At the end of phase i any sender that has more than h/2i undelivered messages left to send stops participating.
We will prove the following theorem. In order to prove theorem 1 we will use the following notation. We will say that a given message is "participating" at any point in time if it is undelivered at that time and its sender is participating. We will say that a receiver is "overloaded" in phase i if at the start of phase i the number of participating messages with that destination is more than h/2i -1. We will say that the receiver becomes overloaded in phase i if it is not overloaded in phases 1 through i but it is overloaded in phase i + 1. We will say that a sender is (Note that IS(T) I < h ITI, IIV(T)I~h21Tl, and \S(lV(Z')) I < h3 ITI. ) The theorem follows from the following lemma. Suppose that this is the case and consider any particular target group T. A message that is destined for 2' will be delivered by the thinning procedure unless either (1) there is a phase in which its sender is not good (in which case the sender could possibly stop participating) or (2] its sender stops participating even though it is good.
The number of messages that are destined for T and are not delivered is therefore at most log(h) X ( )i2 \lV(T)\/h6
[c2 log logpl +
hlS(T)l/h6
[C2 log logpl ) . We will start by proving that with probability at least 1 -p-(&+2) at most liV(T)l/h6~c2 log logpl receivers in IV(T) become overloaded in phase i. There is a positive constant p such that this probability is greater than or equal to p for every Sj that is greater than or equal to h/2i. (Note that R cannot become overloaded in phase i if sj is ever less than h/2i.) Therefore, the probability that R becomes overloaded is at most h/2'-l . . .
Furthermore, as long as C3 is sufficiently large (i.e., t~is sufficiently large compared to j ) there is a constant C4 > 1 such that the above sum is at most c; t'. Therefore the expected number of processors in IV(T) that become overloaded in phase i is at most lV(Z')c~~' which is at most [IV(T) I/2h6 [C2 log log pl as long as C3
is sufficiently large.
If the value of XJ changes for any j then Y changes by at most h. Therefore, by the bounded differences in- This is at most p-fa+2j as long as the constant c1 is sufficiently large (i.e., the target groups are sufficiently large). (Here we use the fact that h~logp.)
We now prove that with probability at least or equal to h/2i -1.) The probability that S sends a message successfully on the j th communication step is
1-p-(a+2J at most IS(T) \/h6 (cZ log
As before, there is a positive constant p such that this probability is greater than or equal to p for every sj that is greater than or equal to h/2i. Therefore, the probability that S stops participating is at most
As in the proof of the first part of the lemma, we conclude that the expected number of good senders in S(T) that stop participating at the end of phase i is at most IS(T) [/2h6 [C2 log log p] .
If the value of Zj changes for any j then Y changes by at most h2. Therefore, by the bounded differences inequality of theorem 2, the probability that Y is greater than IS(T) l/h6 (C2 log logp] is at most 2exp(-2
This is at most p-ta+2) as long as the constant c1 is sufficiently large (i.e., the target groups are sufficiently large). (Once again, we use the fact that h < Iogp.) u
Spreading
Let a be any positive constant and let C2 be the constant associated with a that is defined in lemma 1.
At the end of the thinning procedure there will be at most p/h [C2 log log P1 undelivered messages. We wish to spread these out so that each sender has at most one to send.
To do this we observe that there are at most p/h (C2 log log pl senders with undelivered messages. Suppose (without loss of generality) that h divides p and partition the set of p receivers If the 1st message of sender i was sent to the j th cell of RI by the approximate compaction then send the lth message of sender i to the jth cell of RI for 1 <1< h.
Deliver to Target Groups
Let a be any positive constant and let cz be the constant associated with a that is defined in lemma 1. At the end of the spreading procedure each sender will have at most one undelivered message to send and each target group will have at most k/h [C2 log log pl undelivered messages to receive. Our goal is to deliver the messages to the target groups. After this procedure terminates each processor will have at most 2 undelivered messages to send and the destination of each undelivered message will be within the target group containing its sender.
We have two methods for implementing this procedure in @(log log p) communication steps. The simpler method (which we describe here) involves making copies of messages but the other method does not. The simpler of the two methods consists of two phases.
We first describe phase 1. Consider any target group T. At the start of the procedure there are at most k/ [C2 log log pl senders each of which has one message to send to the target group. Let t denote Llogpj . We send all but up to k/12 of these messages to T in O(log log p) steps by doing a (k/ [C2 log Iogpl, [C2 log logpl, k/.E2) approximate compaction.
We can do this in parallel for each target group and the probability that it fails for any target group is at most
which is sufficiently small as long as the constant c1 in the definition of k is sufficiently large.
We will use the phrase "completely undelivered" to describe all messages that were undelivered before phase 1 and were not delivered to their target groups during phase 1. At the end of phase 1 each sender has at most one completely undelivered message to send, each member of each target group has received at most one message, and the number of completely undelivered messages is at most p/t2. Choose 1 disjoint sets RI, . . . . Rl of size~/l?j from the set of p receivers and let Qj denote the set consisting of the j th receiver from each of RI,...,
RI.
Next, send all of the completely undelivered messages to RI and it sends the message to the~th processor in its target group. The probability that the i th processor in Qj is unsuccessful is at most l/~and this probability is independent of the probability that the other processors in Qj succeed so the probability that there is a completely undelivered message that is not delivered at least once to its target group in this communication step is at most pi-z which is sufficiently small.
For each j in parallel the processors in Qj perform parallel prefix to select one of the delivered copies.
They then send messages "canceling" any other copies that were delivered to their target group. This takes El(log log p) communication steps. Note that each processor receives at most 2 messages during the procedure -one in phase 1 and one in phase 2.
Deliver within Target Groups
When this procedure begins each sender has at most 2 undelivered messages to send and the destination of each undelivered message is within the target group containing its sender. Our goal is to deliver all of the undelivered messages. indead of using parallel merge sort. We cannot do that here because we want to be able to claim that (with high probability) the messages are successfully (and quickly) sorted in all of our target groups.) Then the sorted messages are delivered to their destinations without contention in E)(h) communication steps.
Next the process is repeated for the remaining undelivered messages.
In this section we describe an alternative implementation of the procedure. It does not rely on efficient deterministic O(log p) -time EREW sorting and it is therefore likely to be faster in practice.
The main idea is as follows. We start by subdividing each target group into target sub-groups. We then run the "thinning", "spreading", and "deliver to target group" procedures within each target group to deliver the messages to their target sub-groups. If these three procedures succeed within a target group then each sender in the group will have at most 2 undelivered messages to send and the destination of each undelivered message will be within the target sub-group of its sender. We can now run the second phase of Valiant's algorithm twice within each target sub-group to deliver the messages in the target group to their final destinations. Since the sub-groups are very small we can use
Bitonic sort (which is fast in practice) to do the sorting.
With high probability the proportion of target groups for which the "thinning", "spreading", or "deliver to target group" procedures fail will be 0(k-3). We now allocate a group of k2 extra processors to each of these taiget groups and we use these extra processors to sort the messages using a counting sort that is fast in practice as well as in theory.
We now describe the procedure in more detail. The communication problem within each target group can be viewed as the problem of realizing an h-relation on a k-OCPC. Therefore we can run the "thinning", "spreading", and "deliver to target group" procedures simultaneously within each target group. Before we can do that we must partition each target group into target sub-groups. Let the size of the target sub-groups be k' = (log" kl where C5 is a constant that is sufficient large that the probability that the "thinning", "spreading", and "deliver to target group" procedures fail within a target group is at most k-3.
(In order to simplify the presentation in this section we will as-
The case in which k' does not divide k is no more difficult -it is simply messier.
Similarly, we will assume that k3 divides p.) After the "deliver to target group" procedure terminates within each target group run the second phase of Valiant's algorithm twice within each target sub-group, using Bitonic sort to do the sorting.
(This takes @(h + log2 k') communication steps.) If the "thinning", "spreading", and "deliver to target group" procedures succeeded within a target group then all of its messages are now deli~ered.
(This will happen with probability at least 1-k-'.)
We now describe the second part of the procedure -the allocation of extra processors to help target groups that have not finished, (the probability that the super-group chosen is not finished is at most l/k2 and the probability y that the query is sent to the same destination as some other query is at most l/k2 ). Furthermore the queries from any given target group are independent of each other so the probability that every processor in a given unfinished target group fails to find a finished super-group is at most (2/k2)k and the probability y that there exists an unfinished target group that fails to find a finished super-group is at most p(2/k2)k which is sufficiently 
A Lower Bound for Direct Algorithms
The algorithm described in the previous section often sends a message to a processor other than its final destination, i.e., the algorithm is not direct. Using a nondirect strategy in a network that allows direct routing may seem strange at first, and one might question its necessity. In this section we prove a lower bound that demonstrates that any sublogarithmic algorithm must necessarily use non-direct routing. consisting of a pair of sending processors attempting to send a single message each to a common destination.
The 3p/4 processors in the 2-relation are distinct. The p/4 subrelations will be selected sequentially. Note that at any stage there will be~~p/4 "free" processors from which the next pair of senders may be selected.
To make the selection, first choose a free destination processor pd. Observe that, since the number of possible transmission strategies is 2t , there must exist a strategy a E {O, 1}* such that the expected number of free senders that choose strategy o to send to pd under the blocking regime is at least f2-t. Thus there is a free sender, say Pi, that chooses strategy u with probability at least 2-t~p-113; and a different free sender, say Pj , that chooses a with probability y at least (f2-~-1)/($ -1) >2-' -f-' > p-'l' -4p-1, which is at least~p-1i3 for p~24. Now add to p the subrelation that requires Pi and Pj each to send a single message to pd.
Note that P, and Pj select strategies independently, so the probability that they both select u is '213" thus the probability that Pi and at le~t~P Pj fail to get rid of their messages is also at least 1 -2/3 7P . Since there are p/4 subrelations forming p, the probability that p is successfully realized is at most
(1 -~p-2j3)rf4, which is less than exp(-p113/8).
u It may be observed from the proof that a direct algorithm requires a logarithmic number of steps to achieve even inverse polynomial success probability.
