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We investigate the possibility to achieve high-fidelity universal two-qubit gates by supplementing
optimal tuning of individual qubits with dynamical decoupling (DD) of local 1/f noise. We consider
simultaneous local pulse sequences applied during the gate operation and compare the efficiencies
of periodic, Carr-Purcell and Uhrig DD with hard pi-pulses along two directions (piz/y pulses). We
present analytical perturbative results (Magnus expansion) in the quasi-static noise approximation
combined with numerical simulations for realistic 1/f noise spectra. The gate efficiency is studied
as a function of the gate duration, of the number n of pulses, and of the high-frequency roll-off. We
find that the gate error is non-monotonic in n, decreasing as n−α in the asymptotic limit, α ≥ 2
depending on the DD sequence. In this limit piz-Urhig is the most efficient scheme for quasi-static
1/f noise, but it is highly sensitive to the soft UV-cutoff. For small number of pulses, piz control
yields anti-Zeno behavior, whereas piy pulses minimize the error for a finite n. For the current
noise figures in superconducting qubits, two-qubit gate errors ∼ 10−6, meeting the requirements for
fault-tolerant quantum computation, can be achieved. The Carr-Purcell-Meiboom-Gill sequence is
the most efficient procedure, stable for 1/f noise with UV-cutoff up to gigahertz.
PACS numbers: 03.67.Pp, 03.65.Yz, 05.40.-a,03.67.Lx
I. INTRODUCTION
Universal two-qubit gates represent an essential ingre-
dient for digital quantum computation1. A central chal-
lenge for quantum based technologies is fighting decoher-
ence which arises from unwanted interactions with envi-
ronmental degrees of freedom, resulting in errors both
during manipulation and transmission of quantum in-
formation. High-fidelity quantum information process-
ing and fault-tolerant quantum computing in fact set
strict limits on allowable errors per gate2–5. This issue
is particularly relevant for solid state nanoscale devices.
Both semiconducting and superconducting nanocircuits
are hindered by the presence of material-inherent non-
Markovian fluctuations often characterized by a 1/fα
(α ∼ 1) power spectrum6.
One successful strategy to increase phase-coherence
times is to operate qubits at optimal working points,
where low-frequency noise effects vanish to the lowest
order7,8. This concept has been generalized to more
complex architectures and proved to be efficient in re-
ducing defocussing due to 1/f noise also in two-qubit
gates9,10. Optimal tuning is a passive (or error avoid-
ing) stabilization strategy which, in combination with
improved materials and environment engineering, has
led to high-fidelity superconducting6 and semiconduct-
ing quantum dot charge-11 and spin-qubits 12–16. Dy-
namical decoupling (DD) is an active (or error correct-
ing) scheme, based on the repeated application of control
pulses designed to coherently average out unwanted inter-
actions with the environment17,18. Improvement against
1/f noise in single-qubit gates via DD19–26, composite
pulses27–30, dynamically corrected gates30,31 and quan-
tum optimal control32,33, has been demonstrated. In su-
perconducting qubits pulsed control has been exploited
to reduce dephasing due to charge- and magnetic flux-
noise8,34–41. Recently DD of pure dephasing due to
quadratic coupling to Gaussian distributed 1/fα noise
has been used as a tool for noise spectroscopy42.
The considerable achievements reached by dynami-
cal decoupling of non-Markovian noise in single qubit
gates, has stimulated increasing interest in extending
these techniques to multi-qubit systems, i.e. registers
and gates43–51. Recently, the lifetime of an entangled
state of a superconducting flux qubit coupled to a mi-
croscopic two-level fluctuator has been enhanced by DD
techniques52. Entanglement preservation between in-
dependent qubits (storage) from local pure dephasing
random-telegraph and 1/f noise by dynamical decou-
pling has been predicted53,54 and demonstrated in an
all-optical experiment55.
Integration of DD with quantum gates is still a non
trivial challenge. Achieving sufficiently high-fidelity two-
qubit gates, compatible with fault-tolerance require-
ments, requires satisfying several constraints: decoupling
should not alter the gate operation, it should not make
the gate last too long in order to avoid decoherence from
Markovian channels, it should not increase the compu-
tational complexity limiting scalability. Moreover it is
desirable that each individual qubit operates at its own
optimal working point.
In this paper we investigate the possibility of achiev-
ing high-fidelity
√
i− SWAP gate by dynamical decou-
pling of local 1/f noise. We assume that both qubits
2operate at their optimal working point where noise is
transverse with respect to the single qubit Hamiltonians
(see Eq. (2)). We investigate the gate efficiency un-
der the application of local DD sequences designed to be
ineffective in the absence of coupling to noise sources.
Pulses are applied during the gate operation, in a de-
couple while compute strategy. We consider DD se-
quences currently available in the labs and conveniently
exploited with superconducting qubits37–41, namely the
periodic DD (PDD)17,18, Carr-Purcell (CP)56, Carr-
Purcell-Meiboom-Gill (CPMG)57 and Uhrig DD (UDD)
sequences58. This choice is attractive since it is based on
standard, simple sequences already experimentally avail-
able. Our strategy does not require additional calibra-
tion efforts besides single qubit optimal tuning, it does
not limit scalability since it acts locally, it does not in-
volve encoding in a larger Hilbert space and it does not
make the gate lasting longer, as in some DD schemes.
Our analysis points out achievable advantages and at the
same time possible constraints of the simplest decoupling
schemes currently available. More complex sequences, for
instance concatenated, recursive etc. tailored to the spe-
cific two-qubit setting, may allow for further optimiza-
tion.
We compare the efficiencies of PDD, CP and UDD by
applying hard π-pulses along two directions (zˆ and yˆ).
The corresponding qubit rotations around two axis of
the Bloch sphere (πz/y pulses) coherently average out
the transverse noise interaction term. Our analysis is
based on the exact numerical solution of the stochastic
Scho¨dinger equation (SSE) for the coupled-qubits evo-
lution in the presence of classical noise with 1/f power
spectrum. For the PDD the gate error is also evaluated
analytically making a perturbative (Magnus) expansion
of the propagator for quasi-static noise8,59. In our analy-
sis we consider realistic 1/f spectra as detected in super-
conducting nanodevices7,37,38 and discuss the stability of
the procedure with increasing high-frequency (soft) cut-
off of the spectrum.
We find a non-monotonic behavior of the gate error
with the number of applied pulses, n. In the asymptotic
limit of nmuch larger than a threshold n0, which depends
on the qubits coupling strength, the gate error decreases
as n−α, with a sequence specific α ≥ 2. In this regime πz-
UDD is the most efficient sequence against quasi-static
1/f noise, but it is highly sensitive to the soft UV-cutoff.
For n ≤ n0, operating with πz pulses increases the er-
ror with respect to the unconditioned evolution, a be-
havior reminiscent of the anti-Zeno effect in single qubit
gates19,22,60,61. For πy pulses instead the error shows a
minimum as a function of the number of applied pulses
at n . n0. For typical noise figures in superconducting
qubits, the most efficient error reduction, stable for 1/f
noise with UV-cutoff up to gigahertz, is achieved by the
CPMG sequence with about ten pulses.
In Section II the model, the considered DD sequences
and the methods are illustrated. In Section III we present
our results for the gate error and discuss its dependence
i ωi |i〉
0 −
√
Ω2 + (ωc/2)2 −(sinϕ/2)|++〉+ (cosϕ/2)| − −〉
1 −ωc/2 (−|+−〉+ | −+〉)/
√
2
2 ωc/2 (|+−〉+ | −+〉)/
√
2
3
√
Ω2 + (ωc/2)2 (cosϕ/2)|++〉+ (sinϕ/2)| − −〉
TABLE I: Eigenvalues and eigenvectors of H0 expressed in the
computational basis |µν〉 ≡ |µ〉1 ⊗ |ν〉2, µ, ν ∈ {+,−} with
σαz |±〉α = ∓|±〉α and tanϕ = −ωc/(2Ω).
on relevant physical parameters (gate duration, spectrum
bandwidth and amplitude). In Section IV we comment
our findings and draw our conclusions in Section V.
II. MODEL AND DYNAMICAL DECOUPLING
SEQUENCES
We consider two resonant qubits with a coupling term
transverse with respect to the qubits quantization axis,
as modeled by
H0 = −Ω
2
σ1z ⊗ I2 − Ω
2
I1 ⊗ σ2z + ωc
2
σ1x ⊗ σ2x . (1)
Here σαz are Pauli matrices, Iα is the identity in qubit-
α Hilbert space (α = 1, 2), we put ~ = 1. This model
applies in particular to the fixed, capacitive or induc-
tive, coupling of superconducting qubits6,62 individual-
qubit control allows an effective switch on/off of the in-
teraction. Eigenvalues and eigenvectors of Eq. (1) are
reported in Table I. If the two qubits are prepared in
the factorized state | + −〉, free evolution under Eq. (1)
for a time te = π/2ωc realizes a
√
i− SWAP operation
|ψ(te)〉 = [| + −〉 − i| − +〉]/
√
2 ≡ |ψe〉. The dynamics
takes place inside the {|1〉, |2〉} subspace, which we name
”SWAP-subspace”.
We suppose that each qubit operates at its optimal
point, where noise is transverse with respect the single
qubit Hamiltonian
δH(t) = −1
2
x1(t)σ1x ⊗ I2 − 1
2
I1 ⊗ x2(t)σ2x , (2)
here xα(t) is a stochastic process whose power spectrum
Sα(ω) =
∫ ∞
−∞
dt 〈xα(t)xα(0)〉 eiωt (3)
is 1/f in the frequency range f ∈ [γm,α, γM,α]. In the fol-
lowing, for the sake of simplicity, we will assume identical
local noise characteristics, Sα(ω) ≡ S(ω) and frequency
range, γm,α = γm, γM,α = γM .
We consider dynamical decoupling protocols consisting
of instantaneous pulses acting locally and simultaneously
on each qubit. The system Hamiltonian under DD takes
the form
H˜(t) = H0 + δH(t) + V(t) (4)
3where V(t) = V1(t)⊗ I2 + I1 ⊗V2(t), and Vα(t) denotes
the action of a sequence of local operations on qubit α
applied at times t = ti, i ∈ {1,m}. The control sequence
is designed to reduce the effect of noise acting along σαx
without altering the gate operation. These two require-
ments are fulfilled applying an even number of simulta-
neous π-pulses around the z or the y-axis of the Bloch
sphere of each qubit, denoted respectively as πz, πy.
The pulses are applied at times ti = δite, where 0 ≤
δi ≤ 1 with i = 1, . . . ,m. For the PDD sequence δi =
i/m, with the last pulse applied at time te, the pulse
interval being ∆t = te/m. A PDD sequence with m =
2 corresponds to the echo procedure. For the CP (πz
pulses) and the CPMG (πy pulses) sequences it is δi =
(i − 1/2)/m. For the UDD sequence δi = sin2[πi/(2m+
2)]. In the limit of a two-pulse cycle,m = 2, UDD reduces
to the CP sequence.
The system density matrix ρ(t) can be expressed as
ρ(t) =
∫
D[x(t)]P [x(t)] ρ(t|x(t)) (5)
where x(t) = {x1(t), x2(t)}, and ρ
(
t|x(t)) is the density
matrix for a given realization, x(t), of the stochastic pro-
cess whose probability density function is P [x(t)]. For
a sequence of two pulses separated by ∆t and a given
realization x(t), the propagator reads (with t0 = 0)
U(ti+1, ti−1|x(t)) =
= S Tˆ e−i
∫ ti+1
ti
H(t′)dt′ S Tˆ e−i
∫ ti
ti−1
H(t′)dt′
, (6)
where S = S1 ⊗ S2 denotes the pulse propagator fac-
torized in local actions. It is easily seen that two pulses
separated by ∆t eliminate the leading order effect of noise
provided ∆t ≪ 1/γM . In fact, under this condition it is
possible to perform a quasi-static approximation8,59 re-
placing x(t) with a stochastic static value x. The first
order expansion in ∆t of Eq.(6) reads
U(ti+1 , ti−1|x(t)) ≃
≃ S
(
I− iH(ti)∆t
)
S
(
I− iH(ti−1)∆t
)
≃ I− i H˜2∆t ≃ e−i H˜2∆t , (7)
where H˜ = (SHS + H)/2. For πz pulses H˜ = H0,
whereas for πy pulses H˜ = (ωc/2)σ1x ⊗ σ2x. Thus, the
sequence of the simultaneous πz pulses on the two qubits
cancels, to the first order in ∆t, the effect of any noise
realization on the coupled qubits provided pulses are suf-
ficiently frequent. The sequences of πy pulses also can-
cels the single qubit dynamics. In both cases, the action
of the approximated propagator on the factorized state
| + −〉 = [|1〉 + |2〉]/√2 corresponds to the √i− SWAP
operation at time 2∆t = te. This result is also valid for
a sequence of an even number of pulses provided that
te ≪ 1/γM .
III. DYNAMICAL DECOUPLING OF
TRANSVERSE 1/f NOISE
In order to estimate the gate performance under DD
we evaluate the fidelity with respect to the desired target
state |ψe〉, F , and the corresponding error ε defined as
F = 〈ψe|ρ(te)|ψe〉, ε = 1− F (8)
where
〈ψe|ρ(te)|ψe〉 =
∫
D[x(t)]P [x(t)] 〈ψe|ρ
(
t|x(t))|ψe〉 .
(9)
In the following these quantities are obtained by the
exact numerical solution of the stochastic Schro¨dinger
equation (SSE) for the coupled-qubits evolution under
the action of the considered dynamical decoupling se-
quences. Noise with 1/f spectrum is simulated as the
superposition of random telegraph processes with switch-
ing rates γ distributed as 1/γ in [γm, γM ]
6,63. The spec-
trum reads S(ω) ≈ A/ω, with A = πΣ2/ ln(γM/γm)),
for ω ≤ γM/2π, with a roll-off to 1/f2 behavior at higher
frequencies; Σ2 is the noise variance. The number of
noise realizations over which the average is performed is
quite large (N ≥ 104 unless specified). Under this condi-
tion, the numeric simulation can be considered a reliable
method for calculating the gate error. As we shall see,
for realistic noise figures, the quasi-static approximation
x(t) ≈ x (numerical or analytical) captures the system’s
evolution for times of interest, t ≤ 1/γM .
As a case study we consider persistent-current flux
qubits and magnetic flux noise characteristics reported
in the experiments37,38 where 1/f -type power laws in the
frequency ranges 0.2-20 MHz and 0.01-100 Hz has been
detected. Based on these results, we assume a flux noise
SΦ(ω) = AΦ/(2πω) extending between 1 Hz and 10 MHz
with amplitude AΦ = (1.7×10−6Φ0)2 and γ ∈ [1, 107] Hz
(Φ0 is the magnetic flux quantum) and noise variance
Σ ≈ 2π × 107 Hz (Ω ≈ 2π × 5GHz). For compari-
son we will also consider charge-phase qubits and charge
noise whose variance is Σx ≈ 2 × 10−2Ω in γm ≈ 1Hz,
γM ≈ 1MHz (Ω ≈ 2π × 16GHz)7.
A. Dynamical Decoupling with piz pulses
1. Periodic Dynamical Decoupling
We start our analysis considering the PDD sequence.
For this sequence the gate error can be easily evalu-
ated analytically making a perturbative (Magnus) ex-
pansion the propagator assuming quasi-static noise8,59.
For a PPD sequence with pulses applied at times tk =
k te/(2n), k = 1, . . . 2n, we suppose that te = 2n∆t ≪
1/γM . Replacing x(t) with static random x during the
entire evolution time te, we obtain
〈ψe|ρ
(
t|x(t))|ψe〉 ≈ 〈ψe|U(t|x)ρ(0)U†(t|x)|ψe〉
= |〈ψe|U(t,x)|+−〉|2 (10)
4where we used ρ(0) = |+−〉〈+− | and
U(te|x) = (Se−iHqs∆tSe−iHqs∆t)n
= (e−iH˜qs∆te−iHqs∆t)n , (11)
here Hqs is the quasi-static Hamiltonian given by Eqs.
(1),(2) with xα(t) replaced by xα, the fixed value during
the noise realization and H˜qs = H0 − δH.
We evaluate the propagator Eq.(11) by the Magnus
expansion up to the third order. We obtain
U(te,x) ≈ e−iHeff (∆t)te (12)
Heff (∆t) = H0 + Ω∆t
2
x1(−σ1y + 2
3
x1∆tσ1z)⊗ I2
+
Ω∆t
2
I1 ⊗ x2(−σ2y + 2
3
x2∆tσ2z) , (13)
where we used the condition te = 2n∆t. Evaluating the
fourth order term of the Magnus expansion at time te
we find that Eq.(13) is valid for ∆t sufficiently small,
or equivalently if the number of pulses is larger than
n0 = (π/8
√
3)Ω/ωc. We observe that the extra terms in
the effective Hamiltonian consist of linear transverse con-
tributions (terms xiσiy) which are ∝ ∆t and of quadratic
longitudinal contributions (terms x2iσiz) scaling as ∆t
2.
Both terms can be treated in perturbation theory. The
gate error is of the second order in ∆t and, for fixed re-
alization of the stochastic processes xi, reads
ε =
∆t2
8
(x21 + x
2
2)
[
1− 1√
2
cos
(√
Ω2 +
ω2c
4
te
)
− 1
2
√
2
ωc√
Ω2 + ω2c/4
sin
(√
Ω2 +
ω2c
4
te
)]
(14)
This expression has to be averaged over the static values
xi, describing repeated measurements. We assume inde-
pendent stochastic processes, P (x1, x2) = P (x1)P (x2),
where P (xi) are Gaussian distributed variables with vari-
ance Σi
59. Considering that te = π/2ωc and ωc ≪ Ω the
average error, for n > n0, is found as
〈ε〉PDD = π
2
27
Σ21 +Σ
2
2
ω2c
1
n2
[
1− 1√
2
cos
(√
Ω2 +
ω2c
4
te
)
− 1
2
√
2
ωc√
Ω2 + ω2c/4
sin
(√
Ω2 +
ω2c
4
te
)]
≈ π
2
27
Σ21 +Σ
2
2
ω2c
1
n2
[
1− 1√
2
cos
( πΩ
2ωc
)]
. (15)
We note that the gate error under PDD scales with
(Σi/ωc)
2, where Σ2i is related to the amplitude of 1/f
noise, and that it decreases ∝ n−2.
The validity limits of this approximation can be esti-
mated by comparing it with the exact numerical solution
of the SSE (Figs. 1, 2). In Fig. 1 we report the gate error
at time te = π/(2ωc) = 2n∆t as a function of the number
of pulses considering γM/γm = 10
6. The error for n = 0
is due to the effect of 1/f noise and it is larger the larger is
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FIG. 1: (Color online) Gate error under PDD at time te =
pi/(2ωc) = 2n∆t (n ≥ 1) as a function of the number of couple of
pulses. The point at n = 0 represents the gate error in the absence
of DD. The lower curve (blue) corresponds to Σ1 = Σ2 = 108 rad/s,
upper curve (red) corresponds to Σ1 = Σ2 = 109 rad/s, in both
cases γm = 1s−1, γM = 10
6 s−1. Squares are the errors in the
quasi-static approximation (numerical), empty circles are the ex-
act result from the solution of the SSE. Inset: for n ≫ n0 ≈ 5,
the error decays as n−2, as given by Eq.(15) (continuous lines).
Parameters are ωc = 5× 109 rad/s, Ω = 1011rad/s.
the noise amplitude, i.e. the variances Σi. The predicted
scaling of the gate error as n−2 with increasing number
of pulses is confirmed by the solution of the SSE (inset).
Moreover, the value n0 resulting from validity condition
of the third-order truncation of the Magnus expansion,
also gives a threshold value separating a regime of initial
non-monotonic behavior from a regime where the gate er-
ror monotonically decreases. We observe in fact that the
application of few pulses n < n0 ≈ 5, may even increase
the gate error with respect to the unconditioned evolu-
tion. This is reminiscent of the anti-Zeno effect which
occurs under PDD in a qubit at the optimal point, as re-
ported in59,60. The robustness of the quasi-static approx-
imation with increasing high-frequency (soft) cut-off γM ,
for fixed noise variance Σi, is reported in Fig.2 (left pan-
els). Remarkably, the quasi-static approximation of the
gate error under PDD is valid until γM = 10
10s−1 ≃ Ω.
2. Carr-Purcell and Uhrig dynamical decoupling
The qualitative features derived for PDD are found
also for the Carr-Purcell and Uhrig sequences (Figs. 2
and 3). Remarkably different scalings with the number
of pulses and, in the large-n regime, with the noise am-
plitude and with the gate time, i.e. with ωc, appear, see
Figs. 4-5.
For small number of pulses, the error is non-monotonic
in n until a sequence-specific threshold value n0 scaling
with ∝ ω−1c . For the CP sequence the crossover takes
place at n0 found for the PDD, for UDD the crossover to
a fast monotonic decay takes place at a larger value of
n, Fig. 3 (top panel). For intermediate number of pulses
CP decoupling slightly reduces the error with respect to
PDD and UDD. For large pulse numbers instead, UDD
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FIG. 2: Robustness of the quasi-static approximation with increasing UV cut-off (Color online) Gate error at time
te = pi/(2ωc) = 2n∆t (n ≥ 1) as a function of the number of couple of pulses. The black continuous line is the gate error for
quasi-static 1/f noises with Σ1 = Σ2 = 10
9 rad/s (γm = γM = 1s
−1). Other symbols correspond to dynamic 1/f noise with
different UV cut-off: γM = 10
6s−1 circles (red), γM = 10
7 s−1 triangles down (blue), γM = 10
8 s−1 triangles up (turquoise),
γM = 10
9 s−1 triangles right (green), and γM = 10
10 s−1 triangles left (violet). The gray dashed line marks the gate error in
the absence of pulses, i.e. the value for n = 0, for γM = 10
6 s−1. Top row: piz-pulses for PDD, CP and UDD. Bottom row: piy
pulses for PDD, CPMG and UDD. Parameters are ωc = 5× 109 rad/s, Ω = 1011rad/s. Data obtained from the solution of the
SSE. Dotted lines are guides to the eye.
outperforms PDD and CP. A numerical fit of the gate
error in the asymptotic regime gives respectively for CP
and UDD
〈ε〉CP ≈ Σ
2
1 +Σ
2
2
ω2c
( Ω
ωc
)2 1
nαCP
[
1− 1√
2
cos
( πΩ
2ωc
)]
,(16)
〈ε〉UDD ≈ Σ
4
1 +Σ
4
2 + qΣ
2
1Σ
2
2
ω4c
( Ω
ωc
)2.6 1
nαUDD
, (17)
with αCP ≈ 4 and αUDD ≈ 5. The dependences on Σi
and n are shown in Fig. 4, the ωc dependence is reported
in Fig. 5. The gate error under CP has the same peri-
odicity with ωc found for the PDD, Eq. (15), the more
rapid decrease with increasing qubit’s coupling under CP
is due to the extra factor (Ω/ωc)
2 in Eq. (16). The gate
error under UDD instead is not periodic with ωc, Fig. 5.
As a difference with PDD and CP, the asymptotic error
under UDD scales with Σ4i . Moreover, due to the cross
term qΣ21Σ
2
2 with q < 0, the gate efficiency may be larger
when both Σi 6= 0 than when only one qubit is noisy (gray
dashed line and green crosses in Fig.(4) bottom panel).
The dependence on Σ4i in Eq. (17) is an indication
that the leading order contribution to the error is due
the fourth order statistics of the stochastic process and
suggests that the second order contribution to the error
is suppressed by the Urhig sequence. For a single qubit at
pure dephasing (longitudinal noise) this is an established
result. In fact, the UDD sequence has been designed
to eliminate the effect of longitudinal Gaussian noise to
lowest order58. We remark that we are not considering
the generalized Urigh sequence introduced in64 to sup-
press relaxation (transverse noise). The contribution of
fourth-order statistics is highlighted comparing the gate
error under UDD for qubits affected by 1/f noise and
by a symmetric random telegraph process ξ(t) switching
between ±v/2 with rate γ065. The numerical analysis
is reported in Fig. 6. We consider the limiting case of
static noise with respect to the gate operation, i.e. we
fix the switching rates γ0 = γm = γM = 1s
−1, and take
the two processes with equal second order statistics, i.e.
Σ2 = 〈ξ2〉 = (v/2)2 (the average vanishes for both pro-
cesses). For small pulse numbers the dominant contri-
bution to the gate error comes from the second moment,
in fact the gate error is nearly the same for RTN and
1/f noise. Few pulses are not sufficient to eliminate the
Gaussian contribution. For larger pulse numbers instead,
when UDD becomes effective, the procedure is sensitive
to the noise statistics. The gate error differs in the two
cases and scales ∝ Σ4 in the presence of 1/f noise and
∝ v4 in the presence of RTN. This suggests a dependence
of the gate error on the fourth noise cumulant, which dif-
fers for the two processes, being 〈〈xi1xi2xi3xi4〉〉 = 0 for
Gaussian static 1/f noise and 〈〈ξi1ξi2ξi3ξi4〉〉 = −v4/8
for static RTN. Note also the different dependence on
the number of applied pulses, with the very fast decay
∝ n−9 in the presence of RTN65.
The robustness of the quasi-static approximation with
increasing UV cut-off is illustrated in Fig. 2. Similarly
to PDD, the gate error under CP is weakly dependent on
γM (the quasi-static approximation is valid until γM ≤
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FIG. 3: (Color online) Gate error at time te = pi/(2ωc) = 2n∆t
(n ≥ 1) as a function of the number of couple of pulses. Top panel:
piz-pulses for PDD (squares), CP (diamonds) and UDD (crosses).
Bottom panel: piy pulses for PDD (squares), CPMG (diamonds)
and UDD (crosses). The gray dashed line marks the gate error
in the absence of pulses, i.e. the value for n = 0. Parameters
are ωc = 5 × 109 rad/s, Ω = 1011rad/s, Σ1 = Σ2 = 109 rad/s,
γm = 1s−1, γM = 10
6s−1. Data obtained from the solution of the
SSE. Dotted lines are guides to the eye.
109s−1). On the other side, the gate performance under
UDD is the very sensitive to the high-frequency (soft)
cut-off of the noise, analogously to other analysis23,66.
B. Dynamical Decoupling with piy pulses
We already noticed that for quasi-static noise simulta-
neous πy-pulses also cancel the individual qubit Hamil-
tonian, −Ωσz/2, leading to an effective evolution under
H˜ = (ωc/2)σ1x ⊗ σ2x. As long as the system, prepared
in | + −〉, remains in the SWAP subspace, πz and πy
sequences are equivalent. On the other side, transverse
noise on each qubit mixes the SWAP and the orthogonal
subspace {|0〉, |3〉} (see Table I)10, making pulses along
the two axis inequivalent. An indication of this fact for
PDD comes from the time evolution operator Eq.(11)
evaluated making the Magnus expansion which, up to
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FIG. 4: (Color online) Scaling of the n-dependence of gate error
at te with the noise amplitudes, Σi, for CP (top panel) and UDD
(middle and bottom panels). Top panel: from top to bottom Σ1 =
Σ2 = [1, 0.5, 0.4, 0.25, 0.2]× 109 rad/s. The continuous lines (2n ≥
20) are fit with n−4.5 and scale as Σ2i . Middle panel: from top
to bottom Σ1 = Σ2 = [5, 4, 2.5, 2, 1] × 109 rad/s. The continuous
lines (2n ≥ 26) are fit with n−5 and scale as Σ4i . Bottom panel:
sensitivity to different noise amplitudes on the two qubits as given
by Eq.(17) with q=-0.7 for Σ1 = 4 × 109, Σ2 = 0 (gray dashed),
Σ1 = Σ2 = 4×109 (green crosses) and Σ1 = 4×109, Σ2 = 2.4×109
(red continuous). Data obtained from the solution of the SSE.
Parameters are ωc = 5×109 rad/s, Ω = 1011rad/s, and γm = 1s−1,
γM = 10
6s−1.
the third order, can be expressed in terms of
Heff (∆t) = H˜+ ωc∆t
2
Ω
8
[σ1y ⊗ σ2x + σ1x ⊗ σ2y
+
Ω∆t
3
(σ1x ⊗ σ2x − σ1y ⊗ σ2y)]
+
ωc∆t
2
6
Ω
8
[x1σ1z ⊗ σ2x + x2σ1x ⊗ σ2z ](18)
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FIG. 5: (Color online) Gate error at time te for n = 50 as a
function of ωc for Ω = 1011rad/s. Top panel: numerical data
for CP (red diamonds) and fit with Eq. (16) (black line), Σi =
109 rad/s. Bottom panel: Lines are numerical fits with ω−6.6c
(continuous black) and ω−6.5c (dashed violet), cfr Eq.(17). Inset:
gate error as a function of Ω and fit with Ω2.6 (continuous black),
here ωc = 5 × 109 rad/s. Numerical data averaged over different
numbers of noise realizations N = 105 (violet) and N = 106 (black)
for Σi = 3×109 rad/s. In both panels the bandwidth is γm = 1s−1,
γM = 10
6s−1.
where we used the condition te = 2n∆t. The lowest order
corrections to H˜ mix states inside the SWAP subspace.
The terms containing noise instead connect the SWAP
and the orthogonal subspace. Moreover, noise terms are
of order ∆t2, as a difference with πz pulses where noise
terms are linear in ∆t.
In Fig. 7 we compare the effect of πz (red) and πy
(green) pulses applied at the same times ti, the three
panels correspond to PDD, CPMG and UDD. For small
number of pulses we still observe a non-monotonic be-
havior of the gate error. The threshold value of n is
approximately nth ∝ ω−1c and it does not depend on Σi.
πy-PDD pulses reduce the anti-Zeno behavior observed
for πz-PDD. The CPMG and πy-UDD sequences instead
do not show anti-Zeno behavior, rather we note that for
pulse numbers close to the value of nthr found for πz
pulses, the error is minimum instead of maximum. For
all sequences, the error in the asymptotic regime, n ≥ 50,
is fitted by
〈ǫ〉piy ≈
Σ21 +Σ
2
2
ω2c
( Ω
ωc
)2 1
nαy
, (19)
where αy ≈ 4, see Fig. 8.
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FIG. 6: (Color online) (Color online) Gate error at time te =
pi/(2ωc) = 2n∆t (n ≥ 1) as a function of the number of couple of
pulses. The points at n = 0 represents the gate error in the absence
of DD. Crosses correspond to 1/f noise with γm = γM = 1 s
−1,
upper symbols (violet) refer to Σi = 1010 ≡ ΣA rad/s, whereas
lower symbols (orange) refer to Σi = 5 · 109 ≡ ΣB rad/s. Circles
correspond to RTN noise {−v/2, v/2} with γ0 = 1 s−1, upper
symbols (violet) refer to vA = 2·10
10 rad/s, whereas lower symbols
(orange) refer to vB = 10
10 rad/s. These values are chosen to
ensure that the RTN and 1/f noise have equal first and second
order momenta. The (black) continuous thin curve is a numerical
fit ∝ n−9, multiplied by (vB/vA)
4 = 24 one obtains the (black)
dashed thin curve. The (gray) continuous thick curve is a numerical
fit ∝ n−5, multiplied by (ΣB/ΣA)
4 = 24 one gets the (gray) dashed
thick curve. Parameters are ωc = 5 · 109 rad/s, Ω = 1011rad/s.
Pulses PDD CP/CPMG UDD
piz (Σ/ωc)
2n−2 (ΣΩ/ω2c )
2 n−4 (Σ4Ω2.6/ω6.6c )n
−5
piy (ΣΩ/ω
2
c )
2 n−4 (ΣΩ/ω2c )
2 n−4 (ΣΩ/ω2c )
2 n−4
TABLE II: Scaling of the gate error with the number of pulses
(monotonic region, n > nthr), with the noise amplitude and cou-
pling energy ωc for the indicated sequences and piz or piy pulses.
For the πy-PDD and CPMG sequences, operating with
πy pulses reduces the gate error, with respect to πz-PDD
and CP, for any number of applied pulses. For the UDD
instead, an advantage is achieved for small/intermediate
pulse numbers. For large n instead, operating with πz
pulses is more advantageous. This is due to the fact that
the error under πz-UDD depends on the fourth order
statistics, whereas under πy-UDD the error scales with
Σ2i , signaling a dependence on the second cumulant.
The quasi-static approximation for πy-PDD and
CPMG does not reproduce quantitatively the errors
when high-frequency components are included in the
spectrum, Fig. 2 bottom panels. The approximation is
tenable until γM ≤ 107s−1, as a difference with the static
approximation for sequences realized with πz pulses. On
the contrary, πy-UDD has a reduced sensitivity on γM ,
compared with πz-UDD.
IV. DISCUSSION
In this Section we discuss the stability of the vari-
ous decoupling sequences when decades of high-frequency
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FIG. 7: (Color online) Gate error at time te = pi/(2ωc) = 2n∆t
(n ≥ 1) as a function of the number of couple of piz and piy pulses
for PDD (top panel), CP and CPMG (central panel) and UDD
(bottom panel). The gray dashed line marks the gate error in
the absence of pulses, i.e. the value for n = 0. Parameters are
ωc = 5 × 109 rad/s, Ω = 1011rad/s, Σ1 = Σ2 = 109 rad/s and
γm = 1s−1, γM = 10
6s−1. Data obtained from the solution of the
SSE.
1/f noise are progressively added to the spectrum keep-
ing unchanged the low-frequency part67. This analysis,
reported in Fig. 9, is done by increasing γM with fixed
noise amplitude A, i.e. adjusting the noise variance. The
expected qualitative feature is that for all sequences part
of the efficiency is lost when noise at higher frequency
is present. In the asymptotic limit of large pulse num-
bers, the πz-UDD scheme is the most sensitive. Still this
procedure guarantees about three-orders of magnitude
decrease of the average error with respect to the uncondi-
tioned evolution until γM ≈ 108s−1. This is a remarkable
result, considering that at present 1/f noise has not been
detected for frequencies higher than γM ≈ 20MHz6,37,38.
For smaller pulse numbers, all sequences are less sensitive
to high-frequency noise components. In order to avoid
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FIG. 8: (Color online) Gate error at time te = pi/(2ωc) = 2n∆t for
large pulse numbers n = 50 as a function of ωc for Ω = 1011rad/s
(top panel) and as a function of Ω for ωc = 5× 109 rad/s (bottom
panel), under piy sequences: PDD (squares), CPMG (diamonds),
UDD (crosses). The black dashed lines are ∝ ω−4c (top panel) and
∝ Ω2 (bottom panel). Parameters are Σi = 10
9 rad/s, γm = 1s−1,
γM = 10
6s−1.
anti-Zeno behavior, πy pulses turn out to be more conve-
nient. Moreover, they also decouple sources of additional
noise, longitudinal at the optimal point, as 1/f critical
current fluctuations in flux qubits37. For the considered
gate figures, the best error reduction is obtained with the
Uhrig and CPMG sequences: with ωc = 5 × 109rad/s,
they yield approximately two orders of magnitude im-
provement for a number of pulses 2n ∼ 8 − 10, until
γM ≈ 108s−1. Such high-fidelity gate (ǫ ≤ 10−6) could
be obtained provided pulse rates ∆t−1 ≈ 4nωc/π are
available. One could think to operate with slower gates.
However, according to our analysis, this has the draw-
back that decreasing ωc would also increase the threshold
value, n0 ∝ Ω/ωc, where πy-sequences give the minimum
error. Therefore, in order to reduce the gate error of two
orders of magnitude a larger number of pulses would be
required, resulting either in an overall comparable pulse
rate or in a gate lasting for longer time, thereby being
more sensitive to Markovian decay channels. Operating
with small pulse numbers is desirable also in order to
limit effects of pulse imperfections23,42.
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FIG. 9: Effectiveness of decoupling for ”dynamic” 1/f noise: (Color online) Gate error at time te = pi/(2ωc) = 2n∆t
(n ≥ 1) as a function of the number of couple of pulses. The filled (red) circles corresponds to 1/f noises with Σ1 = Σ2 =
109 rad/s, γm = 1s
−1, γM = 10
6s−1. Other symbols correspond to 1/f noises, with the same γm but increasing upper cut-offs
(simulation with different number of random telegraph processes to keep Σ2/ ln(γM/γm) constant
6): γM = 10
7 s−1 down
triangles (blue), γM = 10
8 s−1 up triangles (turquoise), γM = 10
9 s−1 right triangles (green), and γM = 10
10 s−1 left triangles
(violet). Top row: piz-pulses for PDD (left), CP (middle) and UDD (right). Bottom row: piy pulses for PDD (left), CPMG
(middle) and UDD (right). The gray dashed line marks the gate error in the absence of pulses, i.e. the value for n = 0, for
γM = 10
6 s−1. The black continuous line corresponds to a static 1/f noises with Σ1 = Σ2 = 10
9 rad/s (γm = γM = 1s
−1).
Parameters are ωc = 5× 109 rad/s, Ω = 1011rad/s. Data obtained from the solution of the SSE. Dotted lines are guides to the
eye.
V. CONCLUSIONS
In this paper we have investigated dynamical decou-
pling of local transverse 1/f noise in a two-qubit gate
when the two qubits operate at the optimal point. Our
results for quasi-static noise are summarized in Table
II. Decoupling of dynamic 1/f noise has been discussed
in Section IV, based on the analysis reported in Fig.
9. We have proven that two-qubit gate with errors ∼
10−6, meeting the requirements for fault-tolerant quan-
tum computation, can be achieved by applying simul-
taneous, local pulses at proper times. This decouple
while compute strategy applies under current experimen-
tal conditions of large-bandwidth 1/f noise. Integrating
gate operation with DD45 guarantees the shortness of
the whole protocol avoiding further decoherence effects
from Markovian noise. Sequences we consider are sim-
ple and available in many laboratories. In our scheme
no encoding in a larger Hilbert space is required, imply-
ing no resource overhead. We considered realistic 1/f
spectra measured in superconducting qubits and investi-
gated the stability of the protocols with UV (soft) cut-
off. We found that, depending on the noise characteris-
tics, the best dynamical scheme requires optimization of
the trade-off between advantages of operating with larger
qubit’s coupling ωc and anti-Zeno behavior.
In our analysis we assumed unbounded control by dc-
pulses shined on each qubit simultaneously. This is nec-
essary to preserve their interaction while averaging out
their individual sources of defocussing. Possible issues
are the sensitivity of the considered protocols to pulse
timing and to what extent the analysis applies when
bounded control is considered. Pulse imperfections, like
stochastic fluctuations of pulse sequence parameters, in-
cluding duration and strength, and leakage to higher-
energy states should be considered as well. Addressing
all these issues is beyond the scope of this paper. How-
ever, most of these questions have already emerged in
similar contexts. Based on the existing literature, we
can infer the following expectations and outlook.
Robustness against imperfections and protection
against experimental control errors in the DD pulses
can be achieved by robust optimal control32,33, con-
catenated DD sequences (CDD)45,46,68, composite
pulses (CP)29,30,47,69,70, dynamically corrected gates
(DCG)31,48 and concatenated DCG50. For bounded-
strength non-Markovian environments, CDD has been
shown to be advantageous with respect to PDD for
state stabilization68, for single qubit rotations71 and
controlled-phase gates45. Recently, concatenated CP
and DCG vastly improved the performance of a tar-
get single qubit gate both in case of dephasing (ampli-
tude) and transverse (detuning) noise and realistic 1/f
spectra30. A two-qubit controlled-NOT gate using CDD
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robust against imperfections of DD pulses has been re-
alized with trapped atomic ions coupled by an effective
spin-spin interaction46. One could envisage that, in the
schemes we considered, proper local CDD sequences or
design of dynamically corrected two-qubit gates subject
to local transverse 1/f noise may result in efficient pro-
tocols also stable against imperfections.
Pulse shaping offers the possibility to counteract the
effect of noise during the finite duration τp of realistic
pulses. By fulfilling simple analytic integrals, pulses can
be shaped such that they approximate ideal, instanta-
neous pulses72. These optimized π pulses are an ex-
cellent starting point for optimized dynamic decoupling
schemes. Optimization of control of a single qubit gate in
the presence of random telegraph noise27, 1/f noise73 and
interaction with a spurious quantum two-level system26
has shown that realistic π pulses can be made robust
both to implementation errors and environmental noise.
These works imply that treating realistic pulses as instan-
taneous is a reasonable approximation for τp smaller than
the minimal interval between pulses of a given sequence.
We therefore expect that our analysis applies to realistic,
bounded control, provided the above conditions are satis-
fied. Nevertheless, numerical optimization of control se-
quences devised to achieve entangling gates is a promising
perspective. A high-fidelity CNOT-gate of inductively
coupled flux qubits by quantum optimal control the-
ory, considering leakage outside the computational space
and Markovian decoherence, has been demonstrated in
Huang and Goan 44 . Gate errors are found ∼ 10−5 con-
sidering both qubits at their optimal point and disregard-
ing 1/f noise. Our work provides complementary indica-
tions that suitably tailored decoupling strategies can ef-
ficiently decouple the most detrimental noise sources. As
a difference with quantum optimal control, the sequences
considered in our work do not require high-precision char-
acterization of the parameters entering the Hamiltonian
model. Remarkable improvements in gate fidelities have
been recently obtained by optimal control in experiments
with hybrid systems. In particular, numerically opti-
mized control has been employed to steer the quantum
evolution of a hybrid qubit system realizing a two-qubit
gate74, and integration of DD with quantum gates in an
electron-nuclear spin register has been proved75. Using
simultaneous DD sequences, the first capacitively cou-
pled spin-qubits gate has been recently obtained76 and
optimized control protocols able to improve the gate fi-
delity have been demonstrated77. Should these tools be
extended to other solid-state nanoscale devices, like su-
perconducting nanocircuits, further advantages and im-
proved stability can be expected.
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