Abstract-An important step in today's integrated circuit (IC) manufacturing is optical proximity correction (OPC). In modelbased OPC, masks are systematically modified to compensate for the nonideal optical and process effects of an optical lithography system. The polygons in the layout are fragmented, and simulations are performed to determine the image intensity pattern on the wafer. If the simulated pattern on the wafer does not match the desired one, the mask is perturbed by moving the fragments. This iterative process continues until the pattern on the wafer matches the desired one. Although OPC increases the fidelity of pattern transfer to the wafer, it is quite CPU intensive due to the simulations performed at each iteration. In this paper, linear regression techniques from statistical learning are used to predict the fragment movements. The goal is to reduce the number of iterations required in model-based OPC by using a fast, computationally efficient linear regression solution as the initial guess to model-based OPC. Experimental results show that fragment movement predictions via linear regression model significantly decrease the number of iterations required in model-based OPC, thereby decreasing the product development time in IC design and manufacturing.
I. INTRODUCTION
A N important step in today's integrated circuit (IC) manufacturing is optical proximity correction (OPC); it is nearly impossible to fabricate modern IC designs without OPC. OPC modifies the mask to compensate for the nonideal optical and process effects of optical lithography system. As seen in Fig. 1(a) , the layout pattern without OPC does not transfer properly onto the wafer, i.e., there is a line end shortening and rounding on the wafer. However, the same layout pattern with OPC transfers more accurately onto the wafer as shown in Fig. 1(b) . Although OPC increases the fidelity of pattern transfer to the wafer, it is quite CPU intensive.
One approach to OPC is to decompose the mask into small pixels and to optimize each pixel [1] - [4] . Since this results in complex masks that are difficult to manufacture, current OPC algorithms decompose the mask into edges and corners and optimize their locations. There are two types of edge-based OPC: rule based and model based. In rule-based OPC, the lithography engineer creates different experiments to determine the corrections that are needed to compensate for the nonideal effects of the optical lithography system and the resist. Rules are empirically generated based on the geometrical properties of the layout patterns [5] , [6] . Unlike rule-based OPC, model-based OPC [7] - [9] typically uses simulations in an iterative manner. The layout consisting of polygon edges is fragmented, and at each iteration corresponding to a particular position of the fragments, simulations are performed to determine the image intensity on the wafer. If the simulated image on the wafer does not match the desired one, then the mask is further perturbed by moving the fragments. This process continues until the simulated image on the wafer matches the desired one. Although model-based OPC is more robust than rule-based OPC, it is also much more computation intensive due to the simulations that are performed at each iteration. For instance, performing full chip model-based OPC for modern day VLSI designs can take many days using thousands of CPUs. A good initial estimate of the final mask pattern supplied to the model-based OPC algorithm can significantly reduce the number of iterations required for the algorithm to converge and thereby reduces the overall OPC run time. In practice, a hybrid solution is usually taken by OPC engineers with simple rule-based OPC being followed by model-based OPC [10] - [13] . In this paper, we propose a method to modify a layout using linear regression to decrease the number of iterations required for model-based OPC to converge and to decrease the OPC run time and overall product development time. There have been prior works on using neural networks to correct for nonidealities in lithography systems. Frye et al. [14] use neural networks to compensate for electron scattering effects in E-beam lithography systems resulting in significant reduction in computation time as compared to iterative algorithms. Jedrasik [15] has proposed a neural network approach for one step OPC. Recently, Huang et al. [16] have proposed a similar idea to the one presented here to increase model-based OPC convergence rate. their method on a single polygon and do not consider more complex patterns with many polygons.
The outline of the paper is as follows: Linear regression is presented in Section II. Section III describes the training and evaluation methodology used to select the best linear regression model. Section IV presents the prediction results on different portions of two 90-nm layouts using the linear regression model selected in Section III. In Section IV, we show that the fragment movements obtained via linear regression can be used as initial conditions for model-based OPC to reduce the number of iterations. Finally, conclusions and future work are presented in Section V.
II. LINEAR REGRESSION
Regression is a statistical technique [17] which models the dependence of the output on the input features . Linear regression model assumes the output is linearly dependent on the input feature plus some noise. This can be written as , where is assumed to be a zero mean additive Gaussian noise with variance . is the parameter vector, which specifies how much each component of contributes to the output . This means that . Therefore, given , the best estimate of is . In order to estimate for a given , is needed. However, is usually unknown and needs to be estimated through a training process. Given observation pairs, , it is possible to estimate the value of as the one that minimizes the or equivalently (1) where each input feature vector is a row in the matrix and each output is a component in the vector . It can be easily shown [18] that is the solution to the least square problem in (1).
III. TRAINING AND EVALUATION
In this section, we determine the best input feature and its associated dimension. Mentor Graphics Calibre 1 is used to perform model-based OPC using a vector optical model with wavelength nm and for two 90-nm IC designs. An annular aperture with and a VT5 resist model is used. The surrounding 2 by 2-m layout pattern for each fragment is captured and used to derive its movement using our proposed method. We choose the 2 by 2-m layout pattern surrounding each fragment since the spatial influence of the optical model has a diameter of 1.28 m, and the interaction diameter in the resist model is 1.8 m. The layout pattern is sampled at 5 nm per pixel resulting in a 400 by 400 pixel binary bitmap. The 5-nm sampling is chosen because the optical model has a 5-nm optical grid size. Fig. 2 shows a fragment that is perturbed by OPC software in black and its surrounding 2 by 2-m layout pattern. In addition, fragments are separated into normal edge, convex corner, and concave corner fragments as shown in Fig. 3 . Convex corner fragments are those that form a convex corner with other fragments; concave corner fragments are those that form a concave corner with other fragments; all other fragments are normal edge fragments corresponding to simple edges. For example, the two fragments shown in green in Fig. 3 are convex corner fragments, and the two fragments in blue in Fig. 3 are concave corner fragments.
In optical lithography, the maximum spatial frequency is where is the numerical aperture of the lens and is the wavelength of the illumination source. It has been shown that different resolution enhancement techniques [19] can at most increase the maximum spatial frequency to [20] . As such, patterns with sharp corners are not physically feasible, and therefore, we choose to use low-pass filter layout patterns as features in our linear regression model to predict the fragment movements. Specifically, we filter the 2 by 2-m layout pattern with a Gaussian low-pass filter with cutoff frequency of . Fig. 4 shows the original layout pattern and the resulting filtered pattern that we use for training and evaluation.
The optimal fragment movement depends on the 2 by 2-m pattern. However, it is impractical to use all the layout pixels as the input feature vector; specifically, the 400 by 400 pixel pattern translates into a feature vector in . For this high-dimensional vector, it is very difficult to collect enough sample patterns and the corresponding fragment movements in order to ensure that the resulting matrix is invertible. In addition, evaluating the value of in the linear regression model is quite computation intensive. However, because of the low-pass operation, the pattern mainly consists of low-frequency components, and as such, only few frequency domain coefficients, such as discrete cosine transform (DCT), are required to approximate it. Furthermore, since optical and process proximity effects decrease with distance, we can also subsample the 400 by 400 pixel patterns more densely near the fragment of interest.
In the remainder of this section, experiments are performed to determine the optimal input feature such as space domain pixels or frequency domain DCT coefficients, as well as the number of components for each type of feature. Additionally, we determine whether multiple regression models are needed for multiple types of fragments such as normal edge and convex and concave corners. In Section IV, we present prediction results on new data sets using the optimum input features determined in this section.
We use the root mean square prediction error (RMSPE) as a metric to compare the performance of the various approaches. The RMSPE is defined as RMSPE (2) where is the fragment movement determined by model-based OPC, and is the predicted fragment movement obtained in our proposed linear regression model. The smaller the RMSPE value, the more effective is the linear regression model at predicting the fragment movement. If the RMSPE is zero, then every predicted fragment movement is exactly equal to the fragment movement obtained via model-based OPC. In this paper, the RMSPE is calculated on new test data sets that are not used during the training process to estimate the parameter vector .
A. Training
We perform model-based OPC on a 100 100-m section of logic layout from design A and select 4871 pairs of fragment movements and associated patterns among all the available pairs in the 100 100-m section of the layout. These pairs are selected in such a way as to cover all possible values of model-based OPC fragment movements in the 100 100-m patch. For example, if model-based OPC results in fragment movement of 36 nm for any fragments in the 100 100-m patch, we make sure that at least one of the 4871 pairs corresponds to model-based OPC fragment movement of 36 nm. About half of the 4871 pairs, or 2436 pairs, are used for training, and the remaining half are used for testing. The 4871 pairs are divided into training and evaluation set in such a way that both sets contain approximately an equal number of the same fragment movements. However, if a particular value of fragment movement is associated with only one pattern, then it is placed in the training set to ensure the training set covers the entire range of fragment movements. The 2436 training pairs consist of 625 pairs with normal edge, 847 pairs with concave corner, and 964 pairs with convex corner fragments.
The linear regression model is trained with DCT coefficients from the filtered 2 by 2-m layout patterns. The first 200, 300, 400, and 500 DCT coefficients are used as the input features, and the coefficients are encoded into a feature vector using zig-zag ordering from lowest to highest frequency. As seen in Fig. 5 , the DC component of the DCT coefficients becomes the first component of the feature vector, and the rest of the feature vector is populated with the low to high frequency coefficients. In addition to the DCT coefficients, each input feature vector also contains three binary variables indicating the type of fragment whose movement is being predicted.
We also train the regression model with sampled pixel values of the filtered layout pattern. A concentric square sampling method, as shown in Fig. 6 , is used to create the feature vectors. Pixel values are sampled at the four corners and the midpoint of each side of the squares that overlay the pattern. The radius of the concentric squares is pixels, respectively, where controls the sampling density. The regression model is trained with resulting in 257, 281, 297, 321, and 337 pixel values, respectively. Similar to DCT coefficients, in addition to the pixel values, each input feature vector also contains three binary variables indicating the type of fragments whose movement is being predicted.
B. Evaluation
As described earlier, we use 2435 of the 4821 pairs from design A for evaluation. The testing set contains 625 pairs with normal edge, 846 pairs with concave corner, and 964 pairs with convex corner fragments. The linear regression model is trained with a variety of number of DCT coefficients as described earlier. For each pattern, the fragment movement is predicted as , where is a feature vector containing three indicator variables and the DCT coefficients. The RMSPE as defined in (2) is shown in Table I . As seen, the 200 DCT coefficients result in the highest, and 500 DCT coefficients result in the lowest RMSPE at 8.84 and 5.20 nm, respectively. A linear regression model is also trained with input feature vectors containing subsampled pixel values on concentric squares. The model is applied on the 2435 test data points, and the RMSPE as defined in (2) is shown in Table II . As seen in the second column of Table II , the largest RMSPE is 3.51 nm when and the smallest RMSPE is 3.44 nm when . The largest RMSPE using pixel values as input features is 34% smaller than the smallest RMSPE using DCT coefficients as input features. This means that the pixel values are likely to outperform DCT coefficients as input features. As mentioned earlier, OPC increases the spatial frequency of the resulting patterns on the wafer, and therefore, it is possible that both the low-and high-frequency DCT coefficients are needed to effectively predict the fragment movements.
Examining the data more closely, we find that different types of fragments possess different movement characteristics as obtained via model-based OPC. Naturally, this raises the question as to whether training separate models for each fragment type is likely to improve the performance. Since subsampled pixel values have been shown to outperform DCT coefficients, we use them to create separate models for each fragment type. In doing so, we remove the indicator variables indicating the fragment type from the input feature vector. The RMSPE for each type of fragment using a combined single regression model on subsampled pixel values for different values of is shown in columns 2, 3, and 4 of Table III . Also shown in columns 5, 6, and 7 of Table III are the RMSPE values for normal edge, concave corner, and convex corner fragments using separate regression models. Comparing the columns, it is clear that using separate regression models for each type of fragment results in significantly lower RMSPE than single model for all values of . From Table III , we conclude that the best feature vector corresponds to having a separate model for each fragment type consisting of subsampled pixel values with .
IV. RESULTS
In this section, we use subsampled pixel values with as input feature vector to train a different model for normal edge, concave corner, and convex corner fragments using a 60 by 50-m portion of design A. Even though the optimum model obtained in Section III also corresponds to subsampled pixel values with , its training set does not necessarily cover the entire range of fragment movements for every training type. To this end, we collect a subset of all the pairs of layout patterns and their corresponding fragment movements obtained via model-based OPC in a 60 by 50 m patch of layout A for training purposes. Specifically, we collect 2675 pairs of pattern and movement with normal edge, 2784 pairs with concave corner, and 2680 pairs with convex corner fragments in such a way to ensure the training data covers the range of fragment movements for each type of fragment. The resulting parameter vector is used to test another section of logic layout from design A, as well as a section of logic layout from design B.
A. Comparison With Model-Based OPC
The model is tested on a different 70 by 50-m section of logic layout from design A, which has 27432 normal edge, 2796 concave corner, and 8203 convex corner fragments. As shown in Fig. 7 , the predictions via linear regression model, shown in yellow, follow the fragment movements obtained via model-based OPC, shown in black, reasonably well. Table IV shows that the smallest RMSPE is 2.125 nm for convex corner fragments, and the largest RMSPE is 2.876 nm for concave corner fragments. Furthermore, as seen in the fourth column of Table IV , for all fragment types, more than 93% percent of the predicted fragment movements are in the same direction as the model-based OPC fragment movement. Fig. 8 shows the cumulative distributive function (CDF) of the absolute prediction errors for the three fragment types. As seen, more than 63%, 70%, and 77% of the absolute prediction errors are less than 2 nm for concave corner, normal edge, and convex corner fragments, respectively.
B. Comparison With Model-Based OPC on Different Layout
The linear regression model is also tested on an 18 16-m section of logic layout from a different IC design B, with 4055 normal edge, 455 concave corner, and 995 convex corner fragments. Fig. 9 shows the predicted movement obtained via linear regression shown in yellow and the corresponding movement determined by model-based OPC shown in black. It can be seen from Fig. 9 and Table V that the predicted fragment movements match the edge movements obtained via model-based OPC reasonably well. In particular, as shown in column 4 of Table V , for all fragment types, over 90% of the predicted fragment movements are in the same direction as the fragment movements generated by model-based OPC. Furthermore, as shown in column 3 of Table V , the largest RMSPE is 3.94 nm for concave corner fragments. Fig. 10 shows that more than 63% of the absolute prediction errors are less than 2 nm for convex corner and normal edge fragements, and more than 42% of the absolute prediction errors are less than 2 nm for concave corner fragments.
The RMSPE for design B is higher than design A, and the percentage of predicted movements in the right direction is lower for design B than for design A. Also, the percentage of absolute prediction errors below 2 nm for design B is lower than of design A. We would expect the prediction on test data set from design A to outperform design B since the training data also comes from a portion of design A.
C. Improving Convergence Rate of Model-Based OPC
We now provide the predictions as initial conditions to the iterations of model-based OPC software to determine whether the number of iterations can be reduced. The predictions are applied before model-based OPC by creating tags on fragments for each value of predicted movement in Mentor Graphics Calibre, and using the command "opcTag hintoffset." Fig. 11 shows the distributions of the edge placement errors (EPE) using modelbased OPC with and without the predictions from our proposed linear regression model for a section of layout from design A. As seen in Fig. 11(a) , the EPE with prediction after two iterations is more tightly distributed around zero than without predictions at two or four iterations. In fact, as shown in Fig. 11(b) , it takes six iterations for model-based OPC without predictions to achieve approximately the same EPE distribution as two iterations of model-based OPC with predictions. Also notice that in Fig. 11(b) , even after eight iterations without predictions, there is still a large number of EPEs between 4 and 5 nm. As shown in Fig. 11(c) , it takes 16 iterations of model-based OPC without predictions to reduce the number of EPEs between 4 and 5 nm to the same level as two iterations of model-based OPC with predictions. As seen in Table VI , the variance of the distribution for the iteration with prediction is approximately equal to that of 16 iterations without predictions. We can make similar observations for EPE distribution of design B test data set as shown in Fig. 12 and Table VII . This reduction in iteration number corresponds to an overall reduction in the OPC run time. For instance, using the proposed prediction method, it takes 230 and 140 seconds to perform model-based OPC for designs A and B, respectively, on a given computing platform. In comparison with the same computing platform, it takes 340 and 220 seconds to perform model-based OPC without predictions for designs A and B to achieve the same EPE variance as the model-based OPC with predictions. As such, in this example, OPC run time has been reduced by more than 32% when predictions via linear regression are applied.
V. CONCLUSION AND FUTURE WORK In this paper, we have presented a method to predict OPC fragment movement from layout patterns using linear regression models. We use subsampled pixels on concentric squares of the low-pass filtered layout pattern as input features and create separate models for normal edge, concave corner, and convex corner fragments. We have shown that the proposed scheme can achieve RMSPE of 2.78 nm when the model is trained on one design and tested on a different design, and more than 63% of the absolute predictions errors for normal edge and convex corner fragments are less than 2 nm. In addition, using the predicted fragment movements presented in this paper as the initial condition for the iterations of model-based OPC, it is possible to reduce the number of iterations in model-based OPC from six to two to obtain the same EPE distribution, and from 16 to two to obtain EPE distribution with approximately same variance. The reduction in the number of iterations translates into more than 32% reduction in the run time. This paper has been primarily focused on reducing the overall computational time of model-based OPC. There are other open issues in OPC which have not been addressed by the paper. For instance, it is well known that certain mask patterns such as "jogs" cause convergence problems in most model-based OPC algorithms. Clearly, the work presented here is not readily applicable to the convergence problem. In the future, we plan to investigate more complex, general, distribution models, such as the Gaussian mixture model [21] . As shown in Section III, more accurate predictions are obtained by creating a separate regression model for each type of fragment. However, it is considerably more difficult to separate the fragments within each fragment type in order to create separate regression models for improved predictions. This separation can potentially be learned from the data by using Gaussian mixture models. Furthermore, all of the results presented in this paper have been for logic designs. In the future, we plan to investigate whether the same models can be applied to memory and mixed designs, and whether the 32% reduction in OPC run time holds true across many designs.
