Abstract. We study Hamiltonians with point interactions in spaces of vectorvalued functions. Using some information from the theory of quantum graphs we describe a class of the operators which can be reduced to the direct sum of several one-dimensional problems. This class includes many "model" interactions, in particular, the so-called δ, δp, δ ′ s , δ ′ , and the Kirchhoff couplings. We apply this observation to the description of the spectral structure for some matrix Kronig-Penney Hamiltonians.
Introduction
Quantum-mechanical Hamiltonians in coupled channels are a natural generalization of the Schrödinger operators with zero-range interactions [1] . They provide a simple example of matrix-valued Fermi pseudopotentials [2] and can be described using the tools of the extension theory [3, 4] . At the same time, such systems can be viewed as special quantum graphs [5] , so that one can use the general technique in order to describe all possible interactions in channels, their spectral characteristics etc. The aim of the present paper is to develop the formalism of coupled channels using this quantum graph approach. The symplectic language and the canonical parametrization [6, 7] give a possibility to write all possible boundary conditions in coupled channels using various types of parameters, including the transfer matrix. We show that a wide class of the Hamiltonians in question admits decoupling, i.e. by a certain unitary transformation one can reduce them to the direct sum of the well-studied Schrödinger operators with point interactions; we call such Hamiltonians as well as the corresponding boundary conditions separable. Although such a decoupling is not a generic property, many "standard" boundary conditions appear to be separable, in particular, the so-called δ, δ p , δ ′ , and δ where A and B are n × n matrices satisfying the following two conditions [8] :
the block matrix (AB) has maximal rank (1b)
Now let us consider the free motion on n lines coupled at some q ∈ R. The Hamiltonian of the problem is the operator H = −d 2 /dx 2 acting in the space L 2 (R, C n ), and the coupling is described by some boundary conditions at q. Formally one can consider the n coupled lines as 2n coupled half-lines, so that all possible boundary conditions take the form
where A and B are 2n × 2n matrices satisfying (1) . From the other side, the nature of coupled channels requests other types of parametrization [4] , namely, the transfer matrix formalism,
Below we will use mostly boundary conditions of the form (2) . Nevertheless, in many situations it is useful to know the connection between these two types of parameterization.
Proposition 1. The boundary conditions (3) define a self-adjoint operator in
iff the matrices C jk , j, k = 1, 2, obey
The conditions (4) are equivalent to
Proof. Substituting the equalities
into (3) we obtain
These boundary conditions define a self-adjoint operator iff the conditions (1) are satified. Eq. (1b) holds due to the presence of the blocks with E n , and Eq. (1a) takes the form C 12 C * 11
, which is exactly (4). These conditions means the equality
which is equivalent to
and results in (5).
If n = 1 (i.e. we have just one channel), the conditions (4) are well known, see the related discussion in [3] . The blocks C jk are just complex numbers, and the conditions C 12 C 11 = C 11 C 12 and C 21 C 22 = C 22 C 21 mean that arg C 11 = arg C 12 =: θ 1 and arg C 21 = arg C 22 =: θ 2 . Put C 11 = ae iθ1 , C 12 = be iθ1 , C 21 = ce iθ2 , and C 22 = de iθ2 , where a, b, c, d ∈ R and θ 1 , θ 2 ∈ [0, 2π). The third condition in (4) reads as (ad − bc)e i(θ2−θ1) = 1, which means that θ 1 = θ 2 =: θ, and the boundary conditions take the form
It is reasonable to call boundary conditions admitting the representation (3) connecting. Clearly, some boundary conditions are not connecting, for example, the direct sum of the Dirichlet at q− and q+. Below we discuss some less obvious examples.
Let us return to the parameterization (2) . The use of the values
has its origin in the theory of self-adjoint extensions of symmetric operators [7] [8] [9] [10] . We recall briefly some notions from the theory of abstract boundary values. Let S be a symmetric operator in a certain Hilbert space with the domain dom S, S * be its adjoint with the domain dom S * . Let V be some auxiliary Hilbert space, and Γ 1 , Γ 2 be linear maps from dom S * to V such that
and for any (
* the values Γ 1 f and Γ 2 f are called boundary values of f , and the triple (V, Γ 1 , Γ 2 ) is called a boundary triple of the operator S. If the space V can be chosen finite-dimensional, then all self-adjoint extensions of S are restrictions of S * on the elements f ∈ dom S * satisfying abstract boundary conditions AΓ 1 f = BΓ 2 f , where A and B are matrices satisfying (1) . To obtain a one-to-one parameterization of the self-adjoint extensions one can normalize A and B by choosing unitary matrix U with
, then the adjoint operator dom S * acting outside q in the same way on functions from W 2,2 (R \ {q}, C n ), so that the usual integration by parts in (8) leads to the possible choice of V = C 2n and Γ 1 , Γ 2 in the form (7), see [8] . The unitary matrix U in (9) is particularly useful in approximation problems [6] , and we will actively use the representation (9) for the boundary conditions (2) . The choice of a boundary triple is not unique: the dimension of V is invariant, so one can always assume V = C 2n , and starting with given boundary operators Γ 1 , Γ 2 one can describe all possible boundary triples by means of suitable linear transformations [11] . From the point of view of spectral problems it may be reasonable to take as a boundary triple for S the set (V,Γ 1 ,Γ 2 ) with
so that all possible self-adjoint boundary conditions at q take the form
where L, M are matrices satisfying the same conditions as A and B in (1), respectively. Denote the corresponding Hamiltonian by H L,M . If the boundary conditions (2) and (11) are equivalent, then one can choose the corresponding pairs of matrices (A, B) and (L, M ) in such a way that they satisfy
We emphasize that due to the non-uniqueness of the parametrization this correspondence is not unique.
For the sake of completeness we describe also the resolvents of Hamiltonians in coupled chanels, which is useful in spectral problems.
Let
where for each s the 2n × 2n matrices L (s) and M (s) satisfy the same conditions as A and B before. Denote by L and M the 2mn
here and below we assume that sign 0 = 0 and that the square root branch is chosen by the condition
where the numbers
and e j , j = 1, . . . , n, is the standard basis of C n .
Proof. The formula (13) is a particular case of Krein's resolvent formula expressed through the boundary conditions [9] . Note that the free Laplace operator H 0 in L 2 (R, C n ) corresponds to the boundary conditionsΓ 1 f = 0 (i.e. L = E 2n , M = 0). The space N ζ := ker(S * − ζ) is spanned by the 2mn linearly independent functions
is well-defined,
2n , . . . , c
ζ , f n , h
Denote by Q(ζ) the operatorΓ 2 γ(ζ) acting on C 2mn ; in the standard basis this operator has the matrix given in the formulation (the operator Q(ζ) is nothing but the corresponding Dirichlet-to-Neumann map). The resolvents of H 0 and H
, which can be rewritten as (13) .
Using (12) and (6) one can easily express the resolvent in terms of the parameters A and B in (2) or C jk , j, k = 1, 2, in (3).
Decoupling of the single-vertex graph
To emphasize the specifics of the problems with coupled channels return to the case of n half-lines coupled at the origin. The Hamiltonian of the prob-
2,2 (0, ∞), C n satisfying the boundary conditions Af (0) = Bf ′ (0) with suitable A and B from (1). We normalize A and B by choosing them in the form (9) with suitable U ∈ U(n); denote the corresponding Hamiltonian by H U . Let Θ ∈ U(n) such that the matrix Θ −1 U Θ is diagonal. Denote by the same letter Θ the associated unitary transformation of
′′ (x) = Θf ′′ (x). This means that Θ separates the boundary conditions,
where e iθj , j = 1, . . . , n, are the eigenvalues of U . In other words, the operator H U appears to be unitarily equivalent to the direct sum ⊕ n j=1 H j , where each H j is a self-adjoint operator in L 2 (0, ∞) acting as −d 2 /dx 2 on functions g j ∈ W 2,2 (0, ∞) satisfying the boundary conditions
. . , n. Therefore, the spectral properties of H U are determined by the spectrum of U , i.e. by n parameters from S 1 ; moreover, two such n-tuples differing only by the order of terms are equivalent (the matrix U can be uniquely recovered from the scattering data [8] ).
Although the above schema gives a complete result, its applicability is rather restricted if the graph contains more than one vertex. One can find probably some generalizations for "star-shaped" graphs, i.e. if instead of the Hilbert space ⊕L 2 (0, ∞) one deals with the space ⊕L 2 (G), where G is some graph; this models n identical graphs G coupled at a certain point. But even in this case the transformation Θ mentioned above is non-local and leads in general to non-local boundary conditions at other vertices of the partial graph G. To obtain a reasonable gain from such a procedure one should consider only diagonalizing transformations preserving the structure of G. We illustrate such a possibility by problems with coupled channels.
Decoupling of channels
On the domain dom S = C ∞ 0 (R \ Q, C n ) consider the operator S = −d 2 /dx 2 ; the adjoint operator S * acts in the same way on the domain dom S * = W 2,2 (R\ Q, C n ). To obtain self-adjoint operators one should introduce boundary conditions at all points of Q as described in Section 2; the uniform discreteness of Q guarantees that the operator obtained is self-adjoint [5] . Such an operator can be interpreted as the Hamiltonian of a free particle in n channels coupled at the points of Q. We say that such a Hamiltonian H is separable iff there exists Θ ∈ U(n) such that the unitary transformation H ∋ f → Θf ∈ H reduces H to the direct sum of n one-dimensional point interaction Hamiltonians.
In this section we consider only the case when the set Q consists of a single point q; clearly, all the results about separability will hold if one considers an arbitrary uniformly discrete set Q assuming that the boundary conditions are the same at all points of Q.
All possible boundary conditions at q have the form
As previously, denote the Hamiltonian corresponding to these boundary conditions by H U . Representing U in the block form,
we conclude that H U is separable if and only if the four n× n blocks U jk , j, k = 1, 2, can be diagonalized simultaneously in some orthogonal basis, i.e. if there exists Θ ∈ U(n) with
λ jk (s) are the eigenvalues of U jk , s = 1, . . . , n, j, k = 1, 2.
(15) The unitary transformation H ∋ f → Θf ∈ H reduces H U to the direct sum of one-dimensional Hamiltonians, as due to (15) and to the equalities (Θf )(q±) = Θ f (q±) and (Θf ) ′ (q±) = Θ f ′ (q±) the boundary conditions (14) for g = Θf take the form
, s = 1, . . . , n.
(16) For a generic matrix from U(2n) it is rather difficult to find out whether its blocks can diagonalized simultaneously, as the blocks do not have any specific properties. One has the obvious necessary condition: if the Hamiltonian H U is separable, then these blocks commute with each other. In some specific situations one can find sufficient conditions. The most obvious one is given by the following proposition which will be used in next section to prove the separability of some δ-related couplings. 
An interesting effect is connected with the representation of boundary conditions in the form (3).

Proposition 4. Let H U be given by the boundary conditions (3) and the blocks
Proof. Assuming that that the blocks C jk , j, k = 1, 2, are self-adjoint (like it was done in [4] ), one concludes from (4) and (5) that they all commute with each other and, therefore, can be diagonalized simultaneously. But this means that the corresponding Hamiltonian is separable.
It is useful also to have "quantitative" separability criteria in terms of boundary conditions. The corresponding matrix U may be difficult to find, but the separability can be found by other means. To illustrate this, we consider the HamiltonianH given by its quadratic formQ(f,
, where A is a n × n self-adjoint matrix. This Hamiltonian may be viewed as the so-called matrix δ-potential and corresponds to the boundary conditions
. Clearly, an orthogonal transformation which diagonalizes A will separate the boundary conditions; the HamiltionianH is unitarily equivalent to the operator −d 2 /dx 2 with the boundary conditions g j (q−) = g j (q+) =:
. . , n, respectively, where α j are the eigenvalues of A. In other words,H is isomorph to the direct sum of the usual one-dimensional δ-perturbations. Let us try to generalize this example.
Proposition 5.
If there exist α, β ∈ R, |α| + |β| > 0, and c, c
Proof. Consider first the case c = c ′ = −1. Assume first α = 0. Put D = {f ∈ dom S * : f (q−) = f (q+) =: f (q)}. Clearly, dom H U ⊂ D, and for arbitrary f, g ∈ D there holds
Denote by S 0 the restriction of S * to the set dom S 0 = {f ∈ D :
Clearly, this is a symmetric operator, and the set D is the domain of its adjoint S * 0 . Therefore, (C n , Γ
is a boundary triple for this new operator S 0 . As H U is a self-adjoint extension of S 0 , there exists V ∈ U(n) so that H U is determined by the boundary conditions (Γ
. Let Θ be a unitary transformation which diagonalizes V . Clearly, Θ induces a unitary transformation of H, and the components of the function g = Θf , f ∈ dom H U , satisfy
Therefore, H U is separable. Consider now the case α = 0. Put γ = β/α. We use the boundary triple (10) . Denote by D the set {f ∈ dom S * :
is a boundary triple for S 0 . As H U is a self-adjoint extension of S 0 , there exists V ∈ U(n) such that H U is determined by the boundary conditions (Γ
Noting that Θ commutes with all the operatorsΓ jk , Γ ′ j , j, k = 1, 2, we separate the boundary conditions for g = Θf .
Now let c ′ = −1, c = 1. Denote by D the set of functions f ∈ dom S * satisfying (17) and use again the boundary triple (10), then for any f, g ∈ D there holds
Denote by S 0 the symmetric operator which is the restriction of S * to the domain
Taking into account the fact that H U is a self-adjoint extension of S 0 we proceed with the proof as in the previous case. The rest combinations of c and c ′ can be considered in the same way.
Corollary 6. If all functions from dom H U are continuous or the derivatives of all functions from dom H U are continuous, then H U is separable.
We must emphasize again that the last proposition and the corollary apply to channels coupled at one point or identically coupled at several points. Clearly, the separation of boundary conditions works in some other cases. Returning back to the matrix δ-potential one can consider a more general case of quadratic forms, for example,
where Q is a finite set and all the matrices A q are self-adjoint. Clearly, the Hamiltonian corresponding to this quadratic form is separable iff all the matrices A q commute with each other. In the next section we consider another family of perturbations which can be diagonalized simultaneously.
δ and δ ′ -related couplings
In this subsection we consider some couplings which are invariant under channel permutations, namely, the so-called δ, δ ′ s , δ p , and δ ′ couplings. For more detailed discussion of the origin of these boundary conditions we refer to the works [6, 12] and references therein. The corresponding boundary conditions for a function f ∈ W 2,2 (R \ {q}, C n ) are as follows:
δ(q, α) :
where α and β are real parameters. The δ(q, 0)-coupling corresponds to the so-called Kirchhoff boundary conditions at q; they appear, for example, if one considers the coupled channels as a limit of shrinking manifolds [13] . For the sake of brevity we denote the introducing of boundary conditions as a formal sum, for example, under the operator
we mean the operator which acts as f → −f ′′ on functions f ∈ W 2,2 (R\{q 1 , q 2 }, C n ) satisfying the boundary condition (20b) for q = q 1 and (20a) for q = q 2 . In onedimensional case we use a more traditional way of writing, for example,
will denote the same operator as in (21) assuming that n = 1. In fact, one can consider the expression (22) as a self-adjoint operator if one uses the theory of distributions with discontinuous test functions [14] , see also [2] . The fact that these coupling types are independent of channel permutations means some special structure of the corresponding parameterizing unitary matrix, which will be used in the proof of the following proposition.
′ be non-intersecting discrete subsets of R, and their union P := Q∪Q 
and the operators H 2 , . . . , H n are equal to each other and act as g(x) → −g ′′ (x), x / ∈ P , on functions g ∈ W 2,2 (R \ P ) satisfying the following boundary conditions:
Proof. We recall that the uniform discreteness of P guarantees the self-adjointness of H [5] . Denote by J n the n×n matrix whose all entries are 1. Clearly, this matrix is degenerate, and its spectrum consists of the simple eigenvalue n and the (n−1)-fold degenerate eigenvalue 0. The corresponding diagonalizing unitary transformation is
so that
As it was shown in [6] , the boundary conditions (20) can be written as (14) , where
The n × n blocks of U are of a rather simple form, namely,
U 11 = U 22 = 2n − iα 2n + iα E n − 2 2n + iα J n , U 12 = U 21 = − 2 2n + iα J n for δ p (q, α), U 11 = U 22 = − 2n + iβ 2n − iβ E n + 2 2n − iβ J n , U 12 = U 21 = 2 2n − iβ J n for δ ′ (q, β),
In all the four cases the blocks are self-adjoint and obviously commute, therefore the corresponding Hamiltonians are separable (Proposition 3). Moreover, the orthogonal transformation Ξ n from (25) diagonalizes all the blocks for all four types of couplings. Let us apply these observations to the Hamiltonian H in question. Due to (26), at each point q ∈ P the components of the functions g := Ξ n f , f ∈ dom H, satisfy
where
2 − iα q /n 2 + iα q /n E 2 − 2 2 + iα q /n J 2 , q ∈ Q p , − 2 + iβ q /n 2 − iβ q /n E 2 + 2 2 − iβ q /n J 2 , q ∈ Q ′ , and
2 − iα q /n 2 + iα q /n E 2 , q ∈ Q p , − 2 + iβ q /n 2 − iβ q /n E 2 , q ∈ Q ′ , for k = 2, . . . , n. Clearly, the boundary conditions (28) coincide with those given by (23) and (24).
All the boundary conditions (24) are obviously non-connecting; this means that none of the couplings (20) admits the representation (3).
Periodically coupled channels
Periodically coupled channels provide simple examples of periodic quantum graphs, so that the general powerful technique for their analysis is available [15, 16] . Proposition 7 gives a possibility to describe the spectrum of some periodic Hamiltonians by other means: one can easily reduce the spectral problem for periodically δ-, δ p , δ ′ -, δ ′ s -coupled channels to periodic one-channel Hamiltonians with point interactions of the same type and to a number of spectral problems on segments. Clearly, all operators of this type have infinitely degenerate eigenvalues. We restrict ourselves by considering periodic couplings of δ and δ ′ type, but many other possible combinations can be studied in the same way, as the problem reduces to the well-known spectral problem for one-dimensional generalized Kronig-Penney models [17] [18] [19] .
of the so-called analytically disjoint couplings, which can produce even stronger spectral effects [21] .
