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Abstract
The first problem considered is the extension of the Wiener theory of nonlinear
systems to include non-Gaussian inputs and error criteria other than the mean-square-
error criterion. The second problem is the development of a procedure for the experi-
mental determination of higher-order correlation functions without the use of delay
lines. An application of this procedure is made to the synthesis of Nth-order Gaussian
processes. These processes have the property that their first N joint moments are
those of a Gaussian process. The third problem is that of nonlinearly coupled oscil-
lators. For this problem, a statistical model is proposed for a class of oscillators
that are not phase-locked. Calculations based on this model demonstrate the effect
of second-order nonlinearities upon the spectrum of the coupled oscillators. The
fourth problem is that of locating noise sources in space by crosscorrelation tech-
niques. For this problem, expressions are derived for the ambiguity in locating a
target as a function of the time of observation when using this crosscorrelation tech-
nique with a given configuration of N antennas.

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I. INTRODUCTION
Interest in optimum nonlinear theory began soon after the publication of Wiener's
theory of optimum linear systems. Attempts were made to extend Wiener's theory
of optimum linear systems to nonlinear systems; however, many difficulties were
encountered and little progress was made. In 1958, Wiener's book "Nonlinear Prob-
lems in Random Theory" was published. This book includes some of his basic ideas
on nonlinear theory which he had discussed with his associates at the Massachusetts
Institute of Technology as early as 1948. The novel approach to nonlinear systems
presented by Wiener illuminates many aspects of nonlinear theory which previously
had been only imperfectly understood.
Under the supervision of Professor Y. W. Lee, the Statistical Communication
Theory Group of the Research Laboratory of Electronics, M.I.T., has performed
much work in this field. The work reported on here has its roots in the Wiener non-
linear theory and the atmosphere pervading Professor Lee's group. The application
of the Wiener model of nonlinear systems led to approaches to certain problems which
are presented here. It is believed that methods like those developed in this report,
which were obtained from Wiener's theory, will prove more and more fruitful in the
future.
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II. THE DETERMINATION OF OPTIMUM SYSTEMS
FOR A CLASS OF ERROR CRITERIA
2.1 GENERAL REMARKS
The determination of optimum systems can be approached from two equivalent view-
points: an algebraic one and a geometric one. Consider a system with the input fi(t)
and output f (t) as shown in Fig. 1. The relationship between the input and output can
be expressed as
fo(t) = H[fi(t)], (1)
in which H is the operator of the system. If the system is linear, then this relation-
ship is
00
fo (t) = fi() h(t-cr) d. (2)
0
The operator here is the convolution of the input with h(t), the unit impulse response
of the linear system. The algebraic approach to optimum systems is to determine, by
means of the calculus of variations, the operator H that minimizes some function of
the error between a desired output, fd(t), and the actual system output, fo(t). For
linear systems and a mean-square-error criterion, this approach leads to the Wiener-
3Hopf equation. The solution to this equation is the impulse response of the optimum
linear system that can be realized. The application of this approach to nonlinear sys-
tems generally leads to equations that are too unwieldy to be solved in any practical
manner, and the solution to the equations requires knowledge of various higher-order
statistics of the input and the desired output, which generally are not known explicitly.
fi (t) H f(t). H[fi (t)]
.I H
Fig. 1. Operator description of a system.
The alternative approach to optimum systems, which can be given a geometric
interpretation, is to expand the class of systems of interest into a complete set of
operators, {Hn, so that the operator of any system of this class can be written as
H = ZAnH. (3)
n
2
Figure 2 is a schematic representation of Eq. 3. In this representation, the coefficients,
An, are amplifier gains. The determination of an optimum system is thus reduced to
the determination of these coefficients. This procedure can be given a geometric inter-
pretation. Each operator, Hn, can be considered as a vector in a space. The optimum
system can then be considered to be a point in this space with the coordinates An rela-
tive to the vectors Hn. If the desired output, fd(t), is imagined to be the actual output
-n
Fig. 2. Operator expansion of a system.
of some system - a system that very well may not be realizable - then the determina-
tion of the coefficients, An, can be viewed as the determination of a projection of the
desired system upon the space of vectors, Hn . The exact type of projection is deter-
mined by the error criterion used. For example, if it is desired to determine an opti-
mum linear system for some error criterion, then a complete set of operators could be
a set of linear systems whose impulse responses, n(t), form a complete set of ortho-
normal functions. That is,
00 I for i = j
i(t) ' (t) (t) dt = for i (4)
The Laguerre functions are one such set. This set and others with their network reali-
zations are given by Lee.3 In terms of such a set, the impulse response of any linear
system can be synthesized as depicted in Fig. 3, and can be written as
00
h(t) = Ann(t) (5)
n=l
in which
An= 5 h(t) n(t) dt. (6)
3
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From a geometric viewpoint, the functions, n(t), are analogous to a set of mutually
orthogonal unit vectors in a space, and we can think of the coefficients, An, as the
scalar components of h(t) relative to their respective functions. 4 That is, the coeffi-
cients, An , can be viewed as the projections of h(t) upon their respective unit vectors,
~n(t). In this manner, the set of coefficients, An , can be considered to be the
coordinates of h(t) in the function space of impulse responses, ,n(t).
o(t)
Fig. 3. Expansion of a linear system.
From Eq. 6, we note that an experimental procedure for the determination of the
amplifier gains, An, is to integrate the product of the impulse response, h(t), of the
system and that of Kn(t) as shown in Fig. 4. This is an experimental procedure of pro-
jecting h(t) upon the function space. However, the impulse response, hopt(t), of the
optimum system for some error criterion is not known a priori. Thus, one aspect of
this geometric approach is to determine, without knowing hopt(t) for a given error
u (t)
Fig. 4. Circuit for experimental determination of a coefficient An .
criterion, a method of projecting the desired system upon the function space to obtain
the coordinates, An , of Fig. 3. Further, the method should be applicable to non-
linear, as well as linear, systems so that the coordinates, An, of the general system
of Fig. 2 can also be determined.
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2.2 DETERMINATION OF OPTIMUM SYSTEMS FOR CONVEX ERROR CRITERIA
An appealing procedure for obtaining the coordinates, An, is to measure experi-
mentally the desired function of the error and simply to adjust the amplifier gains, An,
of the system of Fig. 2 in order to minimize this quantity. If this procedure is to be
practical, however, we must be sure that the optimum network is obtained by this pro-
cedure for determining the amplifier gains. That is, we must show that there is only
one minimum for any setting of the amplifier gains so that when a minimum is obtained,
we are certain that we have done the best possible with the given class of networks. A
local minimum, which is not the smallest error that can be obtained by adjusting the
amplifier gains, will result from the use of some error criteria. Before we determine
the class of error criteria for which this procedure does yield the optimum amplifier
settings, we should note that if fl(t) and f2 (t) are two different outputs of the system
shown in Fig. 2, and correspond, respectively, to the two different settings of the
amplifier gains, An and Bn, then the output,
fk(t) = Xkf(t) + (l-k) f2 (t) (7)
in which 0 k < 1, can be obtained with the amplifier settings
C = XA + (l-X) B . (8)
A set of functions, f(t), that satisfies this condition (Eq. 7) is called a convex set,
because, in geometry, a given region of space is said to be convex if any point on the
line segment connecting any two arbitrary points of the region is also a member of the
region. For example, the triangle of Fig. 5(a) is convex; a region that is not convex
is shown in Fig. 5(b). The equation for any point on the line segment is
Pk = XP 1 + ( l-X ) P(9)
in which 0 k 1. This is equivalent to Eq. 7.
Let us now consider the error. If fd(t) is the desired output, then the corre-
sponding errors for the outputs fl(t) and f2 (t) are
Elt) =(t) t) - fl(t)
(10)
E 2 (t ) =(t)(t) - f2 (t)
Thus, the error obtained by the gain settings given by Eq. 8 is
E>(t) = fd(t) - f(t)
= XEl(t) + (l-X) E 2 (t) . (11)
The set of error functions, E(t), is thus, also, a convex set. The function of the error
that we measure is a number. Let us denote this number by E(t)[ . Thus, for example,
5
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Fig. 5. (a) Convex region; (b) region that is not convex.
for a mean-square-error criterion, we write E(t) | = EZ(t) in which the bar indicates
the time average of the function. We shall now show that the procedure does yield the
optimum amplifier settings if the following condition is satisfied for 0 Xk 1:
I E 1(t)+( -X)E 2(t) || x|JEl(t) J + (1-x.)JJE 2(t)J . (12)
The condition ensures that there is a unique minimum of E(t)ll and that there is no
possibility of obtaining even a local minimum for any setting of the amplifier gains.
To show that there is a unique minimum, assume that the error is E (t) for some
setting of the amplifier gains, An, and that El(t) does not have the smallest possible
value. That is, assume that some other setting of the amplifier gains, Bn yields an
6
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error, E 2 (t), for which
IEz(t) 11 < 11 E (t) 
From Eq. 11, the error
Ek(t) = XEl(t) + (1-X) E 2 (t)
is obtained with the amplifier gains given by Eq. 8.
local minima if, for 0 Xk < 1, we can show that
11 Ek(t) | < | El(t) -
To prove this inequality, we have from Eq. 14 that
{IE>(t) = XE l(t)+(l-X)E2 (t) -
Using our condition given by Eq. 12, we then have
II Ek(t) x E 1 (t) + (1-) 1 E 2 (t) ||
and using Eq. 13, we have the strict inequality
| E (t) ll < X II E l(t) ll + (-\) 11 E l(t) ll E l(t) l
which is the desired inequality (15).
A function of the error that satisfies Eq. 12 is
We are then sure that there are no
(15)
called a convex function since, if
El(t) = K 1 E(t)
and
E 2 (t) = K2 E(t)
in which K 1 and K2 are real numbers, then for = 1/2, Eq. 12 becomes
1 KE(t) _< 1I K1E(t) II + 1K2E(t)J .
If we plot IIKE(t) versus K, the curve,
segment of the curve between any two
straight line connecting the two points.
II E(t) 11 = E(t) n
g(K), will be convex downward; that is, the
points of the curve must lie on or below the
An example of such a function of the error is
for n > 1
in which the bar indicates the time average of the function. Here, g(K) = Kn. If n were
less than one, g(K) would not be convex downward and we would not be assured that, in
general, there were no local minima for any setting of the amplifier gains.
Another example of a function of the error that satisfies Eq. 12 is 1( E(t) = max E(t) ;
here, g(K) = K. Thus, by means of this procedure of adjusting the amplifier gains, it is
possible to obtain the optimum amplifier settings for which the maximum value of the
7
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magnitude of the error is minimized. This error criterion is especially useful in those
applications in which it is desired to reduce overshoot.
The procedure that we have just discussed is valid for any type of input and for any
system of the form of Fig. 2. That is, we are not restricted in the class of operators
that we may use; they may be linear or nonlinear systems. If we were seeking the
optimum linear system, then we could choose the form of the system shown in Fig. 3.
If we were seeking the optimum nonlinear system in the form of Fig. 2, then a com-
plete set of physically realizable operators that could be chosen is the functionals,
Gn[hn, fi(t)], described by Wiener. 2 In this manner, for any error criterion satisfying
Eq. 12, we can project the desired system upon the desired function space and obtain
the coordinates, An, by adjusting the amplifier gains to minimize E(t)I .
2.3 FILTERING WITH A MINIMUM PROBABILITY OF ERROR
We shall now describe a method of determining a system by which we can receive,
with a minimum probability of error, a binary message that has been corrupted by noise.
The method is based upon the fact that the output, fo(t), of a filter, which is within the
5
minimum mean-square error of a desired output, is the conditional mean.5 Let N 1 be
the optimum filter for a minimum mean-square error as determined by the procedure
described in section 2. 2. Then, if we let x be the amplitude of the message, the out-
put of the optimum filter, N 1 , at the time t = t 1 is
f(t 1) = xP[x/f(t);ttl dx
in which P[x/fr(t);t-< tl] is the probability that the message's amplitude is x, given the
complete past of the received signal, fr(t). If the message is a binary signal that
assumes the values +1 and -1, then
f0(t 1 ) P[1/fr(t);t-- tl] - P[-1/frt);t< tl] . (17)
We observe from this equation that the magnitude of the output of the optimum filter will
never exceed one, which is the magnitude of the binary message. We further note that
fo(tl) > 0 only if P[1/fr(t);t tl] > P[-l/fr(t);t-tl] and vice versa. Thus, as depicted
in Fig. 6, we can form a signal that is, at each instant of time, the message with a mini-
mum probability of error by connecting in tandem with the optimum network, N 1, a
saturating amplifier whose output is +1 if fo(t) > 0, and -1 if fo(t) < 0. An example of
for 0(t )fSATURATING f(t)
Fig. 6. Optimum receiving systeAMPLIFIER
Fig. 6. Optimum receiving system for binary messages.
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r, N e
Fig. 7. Optimum receiving system for a message of binary pulses.
a message for which this type of filtering would be desirable is infinitely clipped speech.
If, however, the message is a sequence of binary digits that are positive or negative
pulses of duration T, the system that we have just described would not be the desired
optimum. For such a message, we desire that the output also be pulses of duration T
that are +1 or -1 with a minimum probability of error. To accomplish this, we note
that if the pulse is known to exist in the time interval (t 1 -T, tl), then P[x/fr(t);t< tl] is
the probability that the message pulse had the amplitude x, given the complete past of
the received signal, including the pulse. Thus, from Eq. 17, the most probable value
of the pulse was +1 if fo(tl) > 0 and -1 if fo(tl) < 0. Thus we can receive binary digits
with a minimum probability of error by cascading the optimum system N 1 with the
system N2 as depicted in Fig. 7. The network N2 has an output, fs(t), which is a
sequence of binary digits. Each digit has an amplitude that is +1 or -1; the sign
depends on whether fo(tn) is greater than or less than zero, respectively. The times
(tn-T) are the known starting times of the binary digits.
9
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III. THE MEASUREMENT OF CORRELATION FUNCTIONS
It was mentioned in Section II that a complete set of operators which could be used
for the synthesis of a nonlinear network is Wiener's G-functionals. These operators
can be synthesized in the form shown schematically in Fig. 8. As shown, the nonlinear
network can be divided into three sections that are connected in tandem; a linear section
consisting of a set of linear systems whose impulse responses, n(t), form a complete
f(t) g (t)
Fig. 8. Nonlinear network.
set of orthonormal functions; a nonlinear, no-memory section that consists of just
multipliers and adders; and a section consisting of amplifiers whose outputs are then
summed. Any nonlinear operator of the Wiener class can be obtained simply by
adjusting the amplifier gains, An , and making no changes in the first two sections.
In this model of a nonlinear system, the first section is the only one that has memory
since its set of outputs, n (t), which are linear operators on the past of fi(t), are given
by
Yn(t) = n(r ) fi(t--) do-. (18)
In general, a nonlinear system is described as a system whose output is some nonlinear
operation on the past of the input. Thus, we would expect that in some way, the outputs,
yn(t), represent the past of the input, fi(t). If we call the present time t = 0, then from
Eq. 18, the outputs, yn(t), at the present time are
Yn(O) 5= , n((o) fi(--) do.. (19)
If fi(t) were a transient time function such that
0 2§_ fi(t) dt < , (20)
10
then we recognize the numbers, Yn( 0 ), as given by Eq. 19 to be the coefficients of an
orthogonal expansion of the past of fi(t). That is,
00
fi(t) = ; Yn(O) "n(-t); t 0. (21)
n=l 1
However, Eq. 21 would not be valid if fi(t) were a random wave such that Eq. 20 were
not satisfied. The outputs, yn(t), then could not be said to be the coefficients of an
orthonormal expansion of the past of fi(t). For such random waves, we ask in what sense
the past of the input is represented. We shall now show that the past is represented
statistically; that is, the average values of various products of the outputs, yn(t), are
the coefficients of an orthogonal expansion of the various orders of autocorrelation func-
tions of the input. To show this relationship, we shall present a method for obtaining
these coefficients. The method is interesting in itself because it is a practical and
relatively simple method of measuring higher-order correlation functions without the
use of delay lines. To explain the method, the measurement of a second-order cross-
correlation function will be discussed.
Let us consider the second-order crosscorrelation function
4abc(l' TZ) = lim T fa(t) fb(t+Tl) fc(t+T) dtabc 2 T-oo 0
Under some general conditions, it can be shown 6 that this function is absolutely inte-
grable and continuous for all values of T1 and T2 . Thus it generally may be represented
as
00 oo
kabc(Tl T2) = l I Ai i(T1) j( 2 ) (22)i=l j=l1
where {n(x)} is a complete set of orthonormal functions:
/- .,, for i j
4.(x) (x) dx = (23)
The coefficients, for i are given by
The coefficients, Aij, are given by
A.. = (T) dTi1 f (T 2 ) dT 2 abc (T1 T2) (24)
We now restrict our attention to those sets of functions, n(x), that are orthonormal
over the interval [0, o0] and realizable as the impulse responses of linear networks, such
as the Laguerre functions.3 For these sets, Eq. 22 is valid only for the region T1 0,
T2 0. We shall find, however, that this does not restrict our determination of
abc(TlI T2) over the whole T1 -T2 plane.
We shall now present an experimental procedure for determining the coefficients, Aij.
11
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Fig. 9. Circuit for experimental determination of B...
Consider the circuit shown in Fig. 9. For this circuit, the network with the impulse
response j(t) has the input fa(t) and the output ga(t); the network with the impulse
response i(t) has the input fb(t) and the output gb(t). We shall denote the average of
ga(t) gb(t) fc(t) by Bij. Then,
B.. = lim T X
T-oY
= lim T f(t)
T-oo 
dt f
00
=f q 4j(x) dx)
/=f cj(x) dx|
The interpretation of Eq. 25
then becomes
Bij =
co
j2(T2) dT 2 j
00o
qi(y ) dy lim T fa(t-x) fb(t-y) fC(t) dt
ii() dy lxyabc(x-y= ). (25)
is simpler if we let x = T2 and let x - y = T1. Equation 25
(26)
By comparing Eq. 26 with Eq. 24, we observe that the average products, Bij, are the
coefficients in the expansion
00
4'abc(T1' T2 ) = i= 1
00
I Bij qi( 2- 1 ) j( 2 )j=l
T2 > T1; T2 0.
Since the orthonormal functions are realizable as network functions, Eq. 27 can be
realized as the double-impulse response of a network. Consider the element network
shown in Fig. 10. The unit impulse, u(t), applied to the network with the impulse
response 4j(t) occurs 6 seconds ahead of the unit impulse applied to the network with
the impulse response 4i(t). The responses are multiplied and amplified by an amplifier
12
(27)
B..I j
ga(t) gb(t) fclt) dt
(i(x) fa(t-x) dx 00
00
I~i () fb(t-y) dy
(i(T 2- T dT 1 ~abc (Ti I T2) 
u(t)
u(t- 8 )
hi ( t,)
Fig. 10. Basic circuit element for the synthesis of 4babc(Tl T2)
with a gain A = Bij. The double-impulse response, hij(t, 6), is
hij(t, 6)= Bij i(t-6 ) (t) t 6; t 0.
By summing the responses of such element networks, we obtain
o00 00
Hl(t, 6)= Bij i( t - 6 ) j(t) t 6; t .
i=lj 1 1
This is equivalent to Eq. 27 in which 6 = T1 and t = T2 . Thus, for each 6, the double-
impulse response, H(t, 6), yields the second-order crosscorrelation function along a
line in region 1 of the T1 - T2 plane as shown in Fig. 11.
Now consider the average product, Cij, for the circuit shown in Fig. 12. In a
manner analogous to the derivation of Eq. 26, it can be shown that
Cj = j(T 1) dT 1 j i(T -T2) d 2 abc(l, Tr2). (28)
By comparing Eq. 28 with Eq. 24, we observe that the average products, Cij, are the
coefficients in the expansion
Pabc(1' T2 ) = Z Z C ij i(Tl-TZ) j(T1) T1 T2; T1 > (29)
i=I j=1
Thus, by adjusting the amplifier of the circuit shown in Fig. 10 to be A = Cij, the
summed double-impulse response becomes
H 2 (t, 6) i >1 ij i(t-6) Pj(t) t i 6; t 0
i=lj= 1 
This is equivalent to Eq. 29 in which 6 = 2 and t = 1 . Thus, for each 6, the double-
impulse response, H2 (t, 6), yields the second-order crosscorrelation function along a
line in region 2 of the T1-T 2 plane as shown in Fig. 11.
Finally, consider the average product, Dij, for the circuit shown in Fig. 13. In a
manner analogous to the derivation of Eq. 26, it can be shown that
13
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Fig. 11. Lines of double-impulse responses in the T1-T2 plane(arrows point in the direction of increasing t).
fo (t)
fc (t)
fb (t)
Fig. 12. Circuit for experimental determination of C...1J
fc (t)
fb (t)
fa (t)
Fig. 13. Circuit for experimental determination of D...
1J
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Cj
D..Ij
= oo ) dT
Dj 00 c(-T2) dT 2 c fi(-T1) dT 1 abc (Tl 2) (30)
By comparing Eq. 30 with Eq. 24, we observe that the average products, Dij, are the
coefficients in the expansion
tabc(T 1 T 2 ) 1? Dij i(-T ) j() T1 -< 0; T 0 (31)
i=l j=l
Thus, by adjusting the amplifier of the circuit shown in Fig. 10 to be A = Dij, the
summed double-impulse response becomes
H 3 (t, 6) = D.ij i(t-6) j(t) t a 6; t 0
i= j=1
This is equivalent to Eq. 31 in which 6 = T1 - T2 , and t = -T 2 . Thus, for each 6, the
double-impulse response, H 3 (t, 6), yields the second-order crosscorrelation function
along a line in region 3 of the T1 -T2 plane as shown in Fig. 11.
In this manner, the second-order crosscorrelation function over the whole T1-T 2
plane can be obtained experimentally. Note that if fb(t) = fc(t), then Bij = Cij, and
only two sets of measurements are required. For the measurement of the second-order
autocorrelation function fa(t) = fb(t) = fc(t), and thus only one set of measurements is
required. The second-order correlation function can be approximated, with minimum
integral-square error, to any degree of accuracy by using N members of the orthonor-
mal set. For such a representation, the second-order crosscorrelation function can
be experimentally determined over the whole T1-T2 plane by, at most, 3N 2 measure-
ments.
It is now clear that this procedure can be extended to all orders of correlation func-
tions. Thus, if the third-order correlation function exists and is absolutely integrable,
it can be experimentally obtained as the triple-impulse response of a network. For such
a determination, 4N 3 measurements, at most, would be required if N members of the
u(t) H (t)
Fig. 14. Network synthesis of 4 ab(t).
15
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Fig. 15. Circuit for experimental determination of A i..
orthonormal set are used. A special case of this general procedure, which has been
described by Lampard,7 is the determination of the first-order crosscorrelation func-
tion. For this case, the single-impulse responses of two networks of the form shown
in Fig. 14 would be required - that is, for t a 0, H(t) = hab(t) and HZ(t) = ab(-t). The
coefficients, Ai , are experimentally determined by means of the circuit shown in Fig. 15.
However, for this special case, since
qab(t) = HI(t) + H2 (-t) -o < t < oo
the cross-power density spectrum is
,b() = F()+ F2(w).
Here F(w) is the Fourier transform of H(t), and the star indicates the complex conjugate.
Thus, the cross-power density spectrum can be obtained directly by measuring the
transfer function of each of the two networks. For an autocorrelation function, the power
density spectrum is exactly twice the real part of F1l(w). Experimentally, this value is
obtained by measuring the inphase component of the sine-wave response of the network.
Since the present method of measurement is based upon an orthogonal expansion of
the correlation function and in a practical application the number of terms must be finite,
there generally will be an error caused by truncation of the expansion. On the other
hand, the usual method of measuring correlation functions by means of delay lines does
not depend upon a series expansion in any form and thus involves no approximation error
of this type. In both methods, there is, of course, an error that is the result of using
a finite time in taking the necessary averages. It should be noted, however, that the
usual method of using delay lines is a point-by-point method, whereas the present method
is a minimum-integral-square-error approximation over the entire range of the vari-
ables. The determination of a finite set of coefficients determines the approximation
over the entire range of the variables. Under certain circumstances, these methods
can complement each other. For instance, if we use only N members of an orthonormal
set and we wish to know if the approximation is sufficiently good, we could check by a
comparison with measurements obtained by the point-by-point method. On the other hand,
the present method may indicate quickly the parts of the correlation function which need
greater detail that may be obtained more effectively by the point-by-point method.
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IV. GAUSSIAN PROCESSES OF THE Nth ORDER
4.1 A METHOD OF OPTIMUM SYNTHESIS OF AN Nth-ORDER GAUSSIAN PROCESS
FROM A NON-GAUSSIAN PROCESS
In Section II, we discussed a method by which we can determine, with a minimum
error, the optimum network in the sense that its output has approximately the same
shape as some desired signal. This method was shown to be applicable for a wide class
of error criteria. However, in some applications it is not the shape of the output that
is important, but rather certain of its statistical properties. For example, we may
desire that the output of a network have a certain power density spectrum, which usually
can be attained with a linear network. In this section, we shall describe a procedure
for determining a network that, for a given non-Gaussian input, has an output whose
first 2N moments are, with minimum integral-square error, those of a Gaussian proc-
ess. We shall call a random process whose first 2N moments are exactly those of a
Gaussian process, a ZNth-order Gaussian process. It should be noted from our defini-
tion that none of the probability distributions of a ZNth-order Gaussian process need be
those of a Gaussian process.
We shall assume that the desired network is of the general class described by
Wiener and shown schematically in Fig. 8. For this network, the set of impulse
responses, n(t), form a complete orthonormal set as given in Eq. 4. The procedure
will be to adjust the amplifier gains, Ai, so that the integral-square difference between
the first N moments of the output, g(t), and those of a Gaussian process are minimized.
To obtain this minimization, we must determine a practical method of measuring the
integral-square difference. It is obviously not practical for us to measure each of the
first N moments of the output, g(t). We shall now show that this measurement is not
necessary because, if the 2Nth - and the (ZN-l)th-order moments of g(t) are those of a
Gaussian process, then so are all of its lower-order moments.
To observe this, we note that if the 2N th-order average of g(t) is that of a Gaussian
process, then
g(tl) g(tz) .. g(tZN ) = Tn(ti-t (32)
in which the sum is over all of the ways of dividing the ZN terms, t, ... , t2N, into
8
distinct pairs, and the product is over all of the pairs formed in this manner.
Also, (w), the Fourier transform of (T), is real and non-negative for all . We are
not specifying here that +P(T) be the autocorrelation function of g(t). Rather, we are
merely specifying the form of the ZNth-order average so that it is the same as that of
some Gaussian process. However, we shall show that if the ZNth-order average is as
given by Eq. 32, then +(T) is indeed the autocorrelation function of g(t). We shall
assume that
17
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lim (T) = 0 (33)
T-00
because we do not want g(t) to contain any periodic components.9 Thus, if the fourth-
order moment of g(t) were that of a Gaussian process, then
g(t) g(t+T 1 ) g(t+T 2 ) g(t+T 3 ) = P(71j) L(T 3 -- r) + P(TZ) (T 3 -T1 ) + (7 3 ) (TZ-T), (34)
and
F(c) C _ (7T) e - j T dT (35)
-oo
is real and positive for all w.
We shall now show that (7) is the autocorrelation function of g(t). To show this,
we shall assume that
lim fm(t) fn(t+7) = f(t) fn(t). (36)
T7-00
That is, we assume that samples of the input, f(t), to the nonlinear network of Fig. 8
taken T seconds apart become statistically independent as the separation, T7, becomes
infinite. This assumption will usually hold true for random processes that do not contain
periodic components. Thus, since the output of a network of the class described by
Wiener is asymptotically independent of the remote past of the input, the output, g(t),
will also satisfy the condition that
lim g (t) gn(t+T) = gm(t) gn(t). (37)
T- 00
We shall now carry out our proof for ZN = 4; the proof for arbitrary N is carried out
in the same manner. We assume that the fourth-order average of g(t) is as given by
Eq. 34. To' obtain the second-order average, let 72 - T1 approach infinity and T3 - 7
approach infinity. Then, from Eq. 37, we have
g(t) g(t+T7) g(t+T 2 ) g(t+T 3 ) = g(t) g(t+T1) g(t+T 2 ) g(t+T 3 ), (38)
and from Eq. 33, we have
tJ(T1) (T73-T2) + dd(T2) /(T 3 -71) + d/(T 3 ) dL(TZ-T) = 4(T 1 ) P(T 3 -T 2 ). (39)
From Eqs. 34, 38, and 39, we then have g(t) g(t+T) = (T). Thus (T) is the first-order
autocorrelation function of g(t), and (w) is the power density spectrum.
This same procedure can be used to prove that if the 2Nth-order moment of g(t) is
that of a Gaussian process, then so are all of its lower even-order moments. To show
this, we separate the 2Nth-order average of g(t) into the product of a Zn t h - and a
Z(N-n)th-order average by letting the separation between the set t, . .. , tan and the
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set tn+, . .. , tZN of Eq. 32 become infinitely large. The Zn th-order average will then
be seen to be that of a Gaussian process.
It is now evident that if the ZN th-order moment of g(t) is that of a Gaussian process,
then all of the (Zn+l)th-order moments for Zn + 1 N are zero. This is easily demon-
strated by separating the ZNth-order average into the product of two (Zn+l)th-order
averages and a Z(N-Zn-l)th-order average.
For example, if ZN = 8, we can show that the third-order moment is zero by letting
the mutual separation between the three groups t 1 , t 2 ; t 3 , t 4 , t 5 ; t 6 , t 7 , t 8 become
infinitely large. Then, by Eqs. 3Z, 33, and 37, we have
g(tl1 ) g(t 2) .. g(t 8 ) = g(tl) g(t 2) g(t 3 ) g(t 4 ) g(t 5 ) g(t 6 ) g(t 7 ) g(t 8 ) = 0
Thus if the 2Nth-order moment of g(t) is that of a Gaussian process, then so are all
of the moments of order less than or equal to N; that is, g(t) is an Nth-order Gaussian
process. However, we cannot make this statement about all of the moments of order
less than N because we have yet to ensure that the moments of order n + 1 for
N < n + 1 < 2N are zero. For example, if 2N = 8, the seventh-order moment can be
obtained by letting t 8 approach infinity. Then we have
g(tl) g(t 2 ) ... g(t 8 ) = g(tl) g(t 2 ) ... g(t 7 ) g(t 8) = 0 (40)
because g(t) = 0. Thus the seventh-order moment need not be zero. Similarly, the
fifth-order moment need not be zero. However, if we additionally specify that the
seventh-order moment be zero, then the fifth-order moment must also be zero. This
is seen by letting the separation between the groups t, ... , t 5 and t 6 , t 7 become infi-
nitely large. Then
g(t1 ) g(t Z) ... g(t 7 ) = g(t1) g(t 2 ) ... g(t 5 ) g(t 6) g(t 7 ) = 0. (41)
Since the second-order average is not necessarily zero, we conclude that the fifth-order
average is zero and that all of the first eight-order moments of g(t) are those of a
Gaussian process.
Thus, in general, if the ZN th - order moment of g(t) has the form given by Eq. 32
and the (ZN-l)th-order moment is zero, then all of the first N moments of g(t) are
those of a Gaussian process; that is, g(t) is then a ZNth-order Gaussian process.
We shall now present a method of measuring the integral-square difference between
the 2Nth-order moment of g(t) and that of a Gaussian process. This is accomplished by
representing the (N-l)th-order autocorrelation function of g(t) as
R(T1 , ZN-1) = g(t) g(t+T1l) ... g(t+T2ZN 1 )
Bai(T (T) .2 (T ZN-1) (42)
a
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Fig. 17. Network for the measurement of the integral-square difference.
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in which a = {il i, ... . iZN 1}, and {n(T)} is a complete set of orthonormal functions.
A network that has the set of outputs, B a , for an input g(t) was described in Section III
and is shown schematically in Fig. 16. We shall also represent the desired (2N-1) t h -
order autocorrelation function of g(t), given by Eq. 32, as
G(Tr 1 ... , TZN-I) = Z 4(ti-tj) = Cai (T1 ) i (T) ... i 2(TN- i).1 (43)
a 1 2 ZN-l
Then, by Parseval's theorem, the integral-square difference is given by
J dT1 ... dTZN [R(T1, ...I T2N_ )-G(T 1 , .. .,TZN)] = [BC (44)00 N] a
Thus, the output of the circuit depicted in Fig. 17 is the integral-square difference
between the N th-order moment of g(t) and the desired Gaussian moment. The same
procedure is used for measuring the integral-square difference in the (ZN-l)th-order
moment. For this case, however, the coefficients, Ca, are zero because we want this
moment to be zero.
The procedure is, first, to determine the coefficients of the desired 2N th-order
moment. Second, the networks of Figs. 8, 16, and 17 are connected in cascade, and
the amplifier gains, Ai, are sequentially adjusted so that the output of the circuit of
Fig. 17 is minimized at each step. The exact degree of nonlinearity of the network
required to obtain zero integral-square error is not known.1 0 However, it is believed
to be at most of degree ZN + 1. It seems plausible to suppose that, because we then
have at our disposal N + 1 degrees of freedom, this belief is indeed true. Let us say
that we wish to specify only the averages of the first ZN powers of g(t). For the input,
f(t), this can be done with a nonlinear, no-memory network whose output is
2N+1
g(t) = E Anfn(t). (45)
n=0
A solution that is a set of ZN + 2 coefficients, An , can be found to satisfy the 2N equations
for gn(t), n = 1, 2, . . ., ZN. If the network has memory so that
2N+1
g(t) ... _ hn(T1' I -,Tn) f(t-T1 ) ... f(t-Tn) d 1 , .., dTrn (46)
n=O
then it appears that we can specify the first ZN moments of g(t). That is, a solution,
which is a set of ZN + 2 functions, hn( 1 , . . ., Tn), can be found to satisfy the ZN equa-
tions for g(t 1 ) g(t Z) .. g(tn), n = 1, 2, ... ZN.
4.2 2Nth-ORDER WHITE GAUSSIAN PROCESSES
If it is desired that g(t) be a Nth-order white Gaussian process, it is not necessary
that the autocorrelation function, +i(T), used in Eq. 32, be an impulse. Rather, we can
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choose any convenient form of the desired autocorrelation function. After the error has
been minimized, g(t) can be whitened by passing it through a linear filter whose trans-
fer function, H(w), is H() 1Z = 1/(w) in which I(c) is given by Eq. 35. This procedure
is valid, since if the input of a linear filter is a 2Nth-order Gaussian process, then so
is the output. This can be shown by considering the output, y(t), of a linear filter whose
impulse response is h(t),
y(t) = h(Tl1 ) g(t-T1 ) dT 1 ·
For n < 2N, the n th-order moment of y(t) is
y(tl) ... y(t) = , h(Tl) ... h(Tn) g(tl-T 1 ) ... g(tn-Tn) dT 1 ... dTn (47)
If n is odd, the average is zero. If n is even, then
y(t1) ... Y(tn) = 5 ... h(T 1 ) ... h(Tn) ln g(ti-T i ) g(t-T) dT 1 ... dT
--00 --00n
= I ... 00 h(Ti) h(Tj) g(ti-Ti) g(tj-Tj) dT.dT. = IIy(ti) y(tj). (48)
Thus y(t) is also a 2Nth-order Gaussian process.
4.3 OPTIMUM SYSTEMS FOR 2N th-ORDER GAUSSIAN INPUTS
In determining optimum nonlinear systems by the procedure described in Section II,
it is advantageous if the amplifier adjustments do not interact, so that only one adjust-
ment of each amplifier gain is necessary. For a minimum mean-square-error criterion
and an input, x(t), that is a white Gaussian noise process, this situation is achieved by
choosing the operators, Hn, to be the orthogonal functionals, Gn[h n, x(t)], described
by Wiener. For an optimum N th-order network, we would use the first N G-functionals.
The output, fo(t), would then be
N
fo(t) = AnGn[hn, x(t)].
n=O
The G-functionals in the equation above are assumed normalized so that
for m = n
Gm[hm, x(t)] Gn[h n, x(t) ] = (49)
nn form n
For a desired output, fd(t), the mean-square error is
E (t) = [fd(t)-fo(t)] = f(t) + f(t) - 2fd(t) f (t) (50)
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Using Eq. 49, we obtain
N N N
f(t) = AmAnGm[h mx(t)] G[hn , x(t)] A. (51)
m=0 n=0 n=0
Thus, Eq. 50 can be written as
N N
E 2 (t) = fd(t) + [An-fd(t) Gn[hn(t)t) 2 -I [hn, x(t)]]Z. (52)
n=0 n=0
The mean-square error is thus seen to be a minimum if we make
An = fd(t) Gn[hn, x(t)]. (53)
From Eq. 52, the minimum mean-square error is then
N N
Ein(t) =(t) t) - 2 [fd(t) Gn[hnX(t)]]2 = f(t) - A2 . (54)
n=0 n=0
The amplifier adjustments do not interact since, from Eq. 53, the optimum setting of
any one amplifier gain is independent of the setting of the others.
These results depend solely upon the orthogonality property as used in Eq. 51. Thus,
if the input, x(t), were not a white Gaussian noise process but just a ZNth-order white
Gaussian noise process, then the orthogonality property as used in Eq. 51 would still
hold. We thus observe that if we restrict our system to be, at most, an Nth-degree
nonlinear system, then the G-functionals of Wiener form a complete set of orthogonal
nonlinear operators. The minimum mean-square error obtainable is then still given
by Eq. 54 in which the amplifier gains, A n , are given by Eq. 53.
4.4 A PROBLEM IN TRANSMISSION THROUGH A GAUSSIAN CHANNEL
In this section, we shall present an approach, which is believed to be worthy of
investigation, to an unsolved problem - the design of optimum systems for the trans-
mission and reception of messages through noisy channels. This problem can be
described by means of Fig. 18. The message, f (t), is to be transmitted through a
channel in which Gaussian noise, fn(t), is added. The network N2 is the optimum filter
for the received signal, fr(t), so that the output, fo(t), approximates the message,
delayed by a seconds, with minimum mean-square error, E2(t) = [fo(t)-fm(t-a)]2. In
order that this error be an irreducible minimum, the message is optimally distorted
by network N1 to yield the signal fs(t) for transmission through the channel. The problem
is to determine the optimum combination of networks, N1 and N 2 , for which the mean-
square error, E (t), is an irreducible minimum. For any given network N1, we can
determine the optimum nonlinear filter N2 by the procedure described in Section II.
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Fig. 18. Optimum transmitting-receiving system.
However, in order to obtain the irreducible minimum mean-square error, the optimum
distortion network, N1 , must be determined. An approach - not a solution - to this
problem, which is believed worthy of investigation, will be presented.
Let the message be of the type described in section 4. 1 and such that for any given
N, it can be transformed into a Nth-order Gaussian process, g(t), by the network1 0
depicted in Fig. 8. As N becomes infinite, the Nth-order Gaussian process, g(t), then
becomes a process, f (t), all of whose moments are those of a Gaussian process; thus,
fa(t) is a Gaussian process, since if all of the moments of a process are those of a
Gaussian process, the process is a Gaussian process. Let the limiting network be N3.
From Eq. 36, the present values of the message are assumed to be asymptotically
independent of its remote past. Thus, by the Wiener theory,2 we can consider the
message, f (t), to be the response of a nonlinear network, of the form depicted in
Fig. 8, to a white Gaussian noise, x(t). Let this network be N4 , as shown in Fig. 19.
Notice that in Fig. 19 the input, x(t), to the two networks connected in tandem, is white
Gaussian noise and the response, fa(t), is a Gaussian process. This implies that the
system of Fig. 19 is equivalent to a linear network, since, from Eq. 53, all of the
coefficients, An , are zero for n > 1. Let the linear network be hl(t). Then
fa(t) = h I ( ) x(t-r) do-.
If h1 (t) is a minimum-phase network, a realizable inverse, h2 (t), exists such that
-oo
For such a case, a realizable inverse to the nonlinear network, N3 , would be the tandem
connection of h 2 (t) and N4 as depicted in Fig. 20. If h l (t) is not a minimum-phase net-
work, then an inverse to hl(t) does not exist, but can be approximated arbitrarily
closely, although only at the expense of increasingly large time delay. For the sake
of the present discussion, let us accept the infinite delay so that we can say that a
delayed inverse to h1 (t) exists and is h2 (t). The output of the network of Fig. 20 for
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Fig. 19. Pertaining to the discussion of the inverse of N 3.
h2(t) N 4
Fig. 20. Inverse of N 3 .
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Fig. 21. Pertaining to the determination of an optimum
transmitting-receiving system.
this case is then a delayed version of fm(t).
In terms of the networks N 3, N4 , and h2 (t), let us consider the system of Fig. 18
in the form of Fig. 21. The problem is then to determine the networks N 5 and N 6 such
that the mean-square error, E2(t), between the output and a delayed version of fm(t)
is an irreducible minimum. We can not solve this problem. However, as the mean-
square error, E 2(t), tends to zero, then in some sense, fb(t) tends to f(t). Let us
arbitrarily minimize the mean-square error between fb(t) and fa(t). That is, we shall
minimize
e2(t) = [fb(t)-fa(t)]2.
Then, since fa(t) and fn(t) are Gaussian processes, the optimum networks N and N 6
are linear and no nonlinear networks can do better. (See Appendix A.) The solution
for the optimum linear networks has been obtained by Costas. Further, by minimizing
the mean-square error, we have also simultaneously minimized any function of the
error of the form
IIe(t) II = I e(t) n (55)
n
in which n is positive but not necessarily an integer.12
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The problem remaining is then to determine in what sense the error, E(t), is minimized
if we have minimized any function of the error, e(t), as given by Eq. 55. It is believed
that this is an accessible problem that may lend insight to the general problem of trans-
mission through a Gaussian channel and that may solve this general problem for a certain
class of messages.
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V. A STATISTICAL MODEL OF COUPLED OSCILLATORS
In this section, a statistical model for certain systems of coupled oscillators is
proposed. The fundamental requirement for such a model, as for any other model, is
that it shall serve as a calculating device from which we may either analytically compute
or experimentally measure the answers to our questions regarding the statistical behav-
iour of the corresponding physical system. To date, no experimental work has been
performed with this model as a basis. Thus, the exact physical correspondence of
actual systems to this model has not yet been established. However, this model is pro-
posed as a first step in the solution of problems associated with coupled oscillators.
For our model, we shall consider only those systems of coupled oscillators that
are not phase-locked and in which the frequency of each oscillator is affected by the
sum of the outputs of the other oscillators in the system. To describe our statistical
model, let us focus our attention on one oscillator of the system. As depicted in Fig. 22,
(t) OSCILLATOR f (t) F [8 (t)]
Fig. 22. Pertaining to the description of an oscillator.
the output of the oscillator is f(t). Acting upon the oscillator is the input, yn(t), that is
a linear combination of the outputs of all of the n oscillators in the system:
n
Yn(t) = Akfk(t) (56)
k=l
The output of the oscillator that we are examining can be represented as
f(t) = F[O(t)] (57)
in which
F[O(t)] = F[O(t)+2w]. (58)
That is, F[O(t)] is a periodic function of its argument, so that if 0(t) = o 0 t, then f(t)
would be a periodic time function. Examples are cos 0(t), and a rectangular wave with
a period of 2w. Now, in terms of the input, the phase angle, 0(t), of the output can be
expressed as
0(t) = ot + fyn(t)] + 6(t) (59)
in which 0o is the basic frequency of the oscillator. The effect of the input upon the
output phase angle is given in operator notation by the second term of the equation. That
is, H[yn(t)] is the term which represents the coupling. The statement that the oscillators
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are not phase-locked is contained in the last term of Eq. 59. It is a phase-angle noise
that we assume to vary in a random manner, independently of the input. We further
assume that all of the phase angles of (t) are equally likely. That is, if a is the ran-
dom variable of amplitude of 6(t), then the probability density distribution of a is
for 0 r < 2r
P (r) =
0 elsewhere
We can now represent the output of the oscillator that we are examining as the output
of the phase-modulated oscillator depicted in Fig. 23. We thus have an electrical ana-
logue of the coupled oscillator with which we can study the statistical characteristics
of f(t) from knowledge of H, yn(t), and 6(t).
For a given oscillator, the operator, H, can be determined either analytically or
experimentally. The experimental method would be to represent the operator, H, by
an expansion in terms of Wiener's G-functionals so that
00
g(t) = H[Yn(t)] = Gp[hp, yn(t)]
p=0
The set of kernels, hp, can then be determined by first replacing the input, yn(t), by
Gaussian noise, x(t). The phase angle, (t), is obtained by phase detecting the output,
f(t). The kernels, hn , can then be experimentally determined by a method of cross-
1 3
, 14
correlation.
8(t )
Fig. 23. Electrical analogue.
One of the uses of the model depicted in Fig. 23 is the study of the general effects
of various types of couplings. If the model is to be useful for this purpose, we must
have a priori knowledge of the statistical characteristics of the input, yn(t). In Appen-
dix B, it is shown that if the coefficients in Eq. 56 satisfy the conditions that
n
IAkK<M and lim Ak = 0 0 (60)
n-oo k 
then, irrespective of the coupling or of the periodic waveform, F[E], involved,
y(t) = lim Yn(t) (61)
n-.oo
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is a Gaussian process. The condition given by Eq. 60 ensures that no finite number of
oscillator outputs is the major contributor to the sum for yn(t). Then, as the number
of coupled oscillators in the system becomes infinite, the input, yn(t), tends to a
Gaussian process. For the remainder of our discussion, we shall assume that the num-
ber, n, of coupled oscillators is sufficiently large that we can approximate yn(t) by a
Gaussian process. One estimate of the closeness of this approximation for a given n
is the first-order probability density distribution of the amplitude of y (t). Expressions
of this probability have been derived. 1 5 16
Our basic model is thus given by Fig. 23, in which the input is a Gaussian process,
y(t). This model can be used as an analogue computer to determine the effects of vari-
ous types of couplings. Without techniques of analysis, however, an experimental ana-
logue can be cumbersome to use, since we then have neither a measure of how fine our
measurements must be, nor any indication as to what regions of a parameter should be
investigated for desired effects. The desired analytical technique has been developed
by Wiener.2 To illustrate this analytical technique, we shall determine the effect on
the power density spectrum of f(t) of the addition of some second-order nonlinearity to
a linearly coupled system of oscillators. The model for this case is depicted in Fig. 24.
By linear coupling, we mean that H is a linear operator so that
--00
We shall consider specifically a sinusoidal oscillator. Then, by Eq. 57,
f(t) = F[O(t)] = eje(t). (63)
Substituting Eq. 59 in Eq. 63, we have
f(t) = exp(j[w ot+g(t)+6(t)]) (64)
in which g(t) = H[y(t)]. The spectrum of f(t) is that of exp(j[g(t)+6(t)]) centered about the
frequency oo. We thus note that no generality is lost if we assume that wo = 0. We are
then interested in the spectrum of
f(t) = exp(j[g(t)+6(t)]) = fl(t) f2 (t) (65)
in which
fl(t) = eig(t)
f 2 (t) = eJ(t)
Since 6(t) is independent of g(t), the autocorrelation function of f(t) is
Pff(T) = f(t) f*(t+T) = f(t) f(t+T) f2 (t) f(t+T) = 1 1 (T) 2 2 (T)
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in which the star indicates the complex conjugate. In most situations of practical
interest, the phase noise, 6(t), should be a slowly varying function of time so that the
power density spectrum of f2 (t) is essentially an impulse at w = 0. For such a condi-
tion, we then have 4ff(T) 11l(T).
We shall now compute 11(T) . Since any Gaussian process can be considered to be
the white Gaussian noise response of a linear filter, we can express y(t) as
y(t) = h l ( a-) x(t-r) da
in which x(t) is a white Gaussian noise process. We now define
h(t) = h 1() h2 (t-u) d,
which is the impulse response of the tandem connection of hl(t) and h2 (t) as shown in
Fig. 24. Then,
fl(t)= (t) (66)
in which
g(t) = mls(t) + m 2 s 2(t) (67)
and
s(t) = h(u) x(t-o) d. (68)
-00o
Let us normalize h(t) by letting
h(t) = K+(t) (69)
in which K 2 S h2 (t) dt, so that
-o00
o +2 (t) dt = 1. (70)
-00
We shall use the definitions:
a1 = jm l K
2 (71)
a 2 = jm2K2
Then from Eqs. 67-69 and 71 we can write
jg(t) = a1 +(t-) x(of) d + a 2 5 (t-w) (t-o-2) x(ol) x(r 2) doldo 2 . (72)
oo -o00 -00
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In order to determine the spectrum, we shall first obtain the development of fl(t) in
terms of Wiener's G-functionals as:
00oo
fl(t) = E CnGn[(n), x(t)] (73)
n=O
The autocorrelation of fl(t) is then
l1 (T) = f(t) fl (t+T) = E n! I Cn Ct) (t+T) (74)
n=Q
The desired spectrum is the Fourier transform of J1 (T). The coefficients, Cn, of
Eq. 73 will be determined by projecting fl (t) upon the function space generated by a
linearly phase-modulated wave, v(t):
v(t) = exp[b - ~(t-r) x(@) do]. (75)
Wiener has shown 2 that the G-functional expansion of v(t) is
v(t) = exp(b ) P! Gp x(t)]. (76)
If we define
z(t) = (t-ua) x(ao) d,
-00
then we note from Eq. 70 that z(t) is a Gaussian process with a mean of zero and a
variance of one. The probability density distribution of the random variable of ampli-
tude, , of z(t) is thus
1 expIZ (77)
p (z) = -exp z) (77)
The projection of fl (t) is obtained by taking the average product of fl (t) and v(t). From
Eqs. 73 and 76 this average product is
fl(t) v(t) = exp(b2) bPCp, (78)
P=0
and from Eqs. 66, 72, 75, and 77 we also obtain
____ (0 Z_ 1 (a1 +b)f1 ) v(t) = exp (az+a 2 z ) exp(bz) exp (--lz) dz - exp L.(79)
1f - oo N /41 -2a z2(1-Za 2 )
Thus we obtain from Eqs. 78 and 79
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exp( 3b2) X Cp= (a1 +b)
p=o0 (1-Zaz) 1/2 Lz(-Zaz)j
which can be written in the form
00 P (Iz >lr a 2
z bP~p = - exp I- b 2
p= 0 (1-Za 2 )
(80)
(81)
The coefficients, Cp, can now be determined by expanding the exponential in a power
series and equating like powers of b. Thus
1 a exp
bPC = 1 exp 
p=0 (1-2a2) 1 -(Za) n=0
00 am n m+2nIii a! 1 a2 
m+n
m=0 m! n! (-2a 2)
The autocorrelation of fl(t) is then obtained by the use of Eq. 74 and by
Eq. 71 that a l and a2 are imaginary numbers. Thus, for example,
IC012 =
1
exp -
(1+41 a2 I 1/
noting from
1 + 4aZ
IC12 = a 12 ICj I 2
1 + 41a 2l2 z
The general expression for Cp 2 is complicated. The case in which we are interested
is that for small nonlinearities; that is, a 2 /al is small. For this case we shall obtain
an approximate expression for the spectrum. From Eqs. 81 and 82 we can write
L bPCp = CO exp 1 - ZaZ + a b)p=0 
n=0 ( a02a b-! + a bn1
With the assumption that a2 /a 1 is small, we shall say that
00o CO o +al bn a2 (n)(n-1) a 
n = 0 2 1 +
(83)
By equating like powers of b, this expression yields the exact equation for Cp
through C 5 . For higher orders of Cp, the basic approximation is found to be
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2 2 a2
a 1 >> - az (84)
(1+4a)
By solving Eq. 83 for Cp, substituting this result in Eq. 74, and summing the resultant
series, we obtain a closed-form expression for 4 1 1(T) after some algebraic manipula-
tion. The result is
ll (T) = 2Co,| e 4(2"') p2(T)+ + 24 a
ePCiaf l/ + k1, al a2 [Z+ 4 P(T)+PZr 2(T)j
- a 2
2 1 -4a 2a) 21 2 ()+p (T) 4(T
2 X a a-z a 
1 a (t) dt (86)
l+4a 2 -00
and the magnitude signs on al and a2 have been omitted.
In order to study the spectrum, the Fourier transform of Eq. 85 is required. It is
evident that the total transform of I1 (T) is a complicated function of frequency and would
be difficult to interpret. This difficulty can be circumvented by first expanding Eq. 85
in a power series of P(T):
00
j1 ll(T) = ICOI | Bnpn(T).
n= 0
When this is done, the coefficients, B n , are found to be
B = 1
1=1
B 2 = (87)
a(2)r I + 4a2 j
B 3 + 2 23 3 al/ 2
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The Fourier transform, P (w), of p n(T) is a positive function of . Thus, from the
central limit theorem, the bandwidth of Pn(w) increases with increasing n as it
approaches its limiting form, which is a Gaussian curve. Hence, the spectrum of P 1 (T)
becomes more narrow as the coefficients, B n , are reduced. We observe from Eq. 87
that both B 2 and B 3 are reduced for a in the range
Za - 3
120 <a2 < 
which is within the range of approximation given by Eq. 84. This implies that, for
physical systems for which this model is applicable, the spectral bandwidth of a linearly
coupled system can be reduced somewhat by the addition of a quadratic nonlinearity.
Our model was derived to represent systems of oscillators that are not phase-locked;
but in certain special cases, it possibly can be used to represent systems of phase-
locked oscillators. An example suggested by Wiener 2 is an electric power supply
system for a city. Although the generators are phase-locked, the load presented to
the power supply system will fluctuate in approximately a Gaussian manner about an
average load, as people in the city turn electrical appliances on and off. The fluctuating
load will cause the speed of the generators to vary also in a random manner about some
average speed. Since it is, at present, impossible to manufacture two generators with
identical characteristics, we shall assume the realistic situation in which the generator
characteristics differ slightly from one to the other. Thus, for example, a given
increase in load presented to one generator will cause it to slow down in a slightly dif-
ferent manner from that of another generator with the same increase in load. Thus,
for the system of coupled generators, the random speed variations will differ slightly
from one generator to another. Let us now focus our attention on one generator. The
given generator will see some of the generators going faster and others going slower
than itself. The assumption that the system is stable implies that the average speed of
all of the generators relative to the given one is zero. We know that the slower gener-
ators act as a positive load and the faster ones as a negative load to the given generator.
The speed of each generator is varying randomly, and thus each presents a randomly
varying load, with zero mean, to the given generator. The total load that the given
generator sees is thus the sum of a very large number of randomly varying loads, each
statistically slightly different from another. This implies that the total load that the
given generator sees may be essentially a Gaussian process. The Gaussian input, y(t),
affecting the oscillator for this example would then be the load presented to the generator.
Our model may thus be applicable to the study of the effects of various nonlinearities upon
the spectrum of the generators en masse.
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VI. A METHOD FOR LOCATING NOISE SOURCES BY MEANS OF
HIGHER-ORDER CORRELATION FUNCTIONS
A method for locating noise sources in space by crosscorrelating the noise received
by three antennas has been presented by Hayase.6 However, he made no attempt to
study the errors involved in this method of locating noise sources. To further develop
the theoretical aspects of this method, the case of N antennas is discussed in this sec-
tion. An analysis of the ambiguity in locating a target as a function of the time of obser-
vation when using this method with a given configuration of N antennas is presented.
Investigation is still required to determine the ambiguity in locating a target as a func-
tion of both the number and the relative positions of the antennas of the array.
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Fig. 25. Geometry used to locate a noise source by an array of 3 antennas.
By the method discussed by Hayase, a noise source is located by crosscorrelating
the signals received by three antennas as shown in Fig. 25. If f(t) is the signal received
from the noise source by antenna no. 1, the signal received by antenna no. 2 is
f2(t) = f(t-T ),
and the signal received by antenna no. 3 is
f 3 (t) = f2 (t-T 2 )
in which
d12
T1 c Cos 012
(88)
T 
T2 c CosO23
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where d.. is the distance between the ith and jth antennas and c is the velocity of the
signal. The second-order crosscorrelation of the three received signals is then
41 2 3 (T1' T2 ) = fl(t) f2 (t+T 1 ) f3 (t+T 1 +T2 ) = fl (t) fl(t-T1 +T1 ) fl(t-T 1-T 2+T2+T )
We assume for the present that the Nth-order autocorrelation function of a noise source
is a monotonically decreasing function. An example of such a random wave is the
response of an RC filter for a white Gaussian noise input. The second-order autocor-
relation function then has its maximum value at the origin, and 123(T1 T2 ) has its
maximum value at T1 = T1 and T2 = T 2. Thus, by locating the peak of 4 1 2 3 (T1 , T2 ), the
angles 012 and 023 can be determined from Eq. 88. The exact location of the noise
source is then given by the intersection of the direction lines as shown in Fig. 25.
A limitation of this procedure is the difficulty of locating the peak of $1 2 3 (T1 , T2 ).
The usual procedure for determining the second-order correlation function is to delay
each of the time functions by means of delay lines, multiply the delayed time functions,
and then average the product. In this manner, the correlation function is determined
point-by-point in the T1 -T2 plane. This is a time-consuming procedure and if the peak
is to be accurately located, the points in the T1 - T2 plane must be taken close together.
However, to locate the position of the peak, we are really interested in the shape of the
correlation function and not in its value at any one point in the T1 - T2 plane. A method of
determining the second-order correlation function that accomplishes this aim is pre-
sented in Section III. By this method, the second-order correlation function is deter-
mined, with a minimum integral-square error, as the second-order impulse response
of a network as shown in Fig. 26. For this network, the impulse responses, n(t),
form a complete orthonormal set as given by Eq. 4. The amplifier gains, Ai , are
Fig. 26. Network with a response f (t, 6) that is the second-order correlation function.
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adjusted to be equal to certain averages of the signals received by the three antennas.
Then, for a given delay, 6, between the two impulses, the response of the network is
the second-order correlation function along a line in the T1 -T 2 plane. If the averages
are made over a finite time, the determination of the amplifier gains will be in error,
which will cause an error in locating the peak of the correlation function. To determine
how this latter error is related to the integration time, we consider an ensemble of
measurements. In each measurement, the amplifier gains are determined by averaging
for a time, T. Each amplifier gain can then be considered as a random variable. If
we now write the experimentally determined gains, Ai , as
A. = A. + B.
1 1 1
in which A. is the expectation of A., then the circuit of Fig. 26 can be considered as1 1
two networks in parallel: one with the gains Ai , and the other with the gains B i. This
is schematically depicted in Fig. 27. Since Ai is the desired gain, the second-order
impulse response of the circuit with the gains A. is the desired correlation function.1
u (t)
u (t-8)
fo( t, )
Fig. 27. Pertaining to the calculation of the error in locating the
peak of a second-order correlation function.
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MULTIPLIERS
In this manner, we can consider the total second-order impulse response as being the
desired response corrupted by noise, the noise being the response of the network with
the random gains, B.. Now, if the noise is small, the error in locating the peak of the
1
desired response along any line in the T-T 2 plane is proportional to the amplitude of
the noise. Thus, the mean-square error in locating the peak is proportional to the mean-
square value of the noise. From Parseval's theorem, the expectation of the square of
00
the noise integrated over the whole T1 -T 2 plane is E B . However, it can be shown 3
i=l
that Bi is inversely proportional to the time of integration, T. Thus the experimental
location of the peak of the correlation function in the T1 -T2 plane may be said to lie
within a circle of confusion whose radius, R 2 , is inversely proportional to T. (Actually,
since the expectation of the square of the noise is a function of 1 2 3 (T1 , T2), the region
of confusion is an ellipse whose area, eccentricity, and orientation are a function of
position in the T1-T2 plane. However, the major and minor axes of the ellipse are
inversely proportional to T.) We shall define the ambiguity in locating a noise source
as the area of this circle of confusion. The ambiguity in locating a noise source with
an antenna array of three elements by the use of second-order correlation functions is
thus inversely proportional to T2 .
By using more elements in the array, the ambiguity can be reduced. For example,
consider the case in which there are four elements in the antenna array as shown in
Fig. 28. Then a third-order correlation function can be determined from the four
received signals as the third-order impulse response of a network by the method dis-
cussed in Section III. As in our previous example, the angles 012, 023' and 034 can
be determined by locating the peak of the correlation function in the three-dimensional
T1 -T2 -T3 space. If the averages made to determine the amplifier gains of the network
are over a finite time, T, then by the same method used in our previous example, the
NOISE
SOURCE
4/
34 // 
A2
Fig. 28. Geometry used for locating a noise source
by an array of 4 antennas.
39

experimental location of the peak of the correlation function lies within a sphere of con-
fusion whose radius, R 3, is inversely proportional to T. The ambiguity in locating a
noise source with an array of four elements by the use of third-order correlation func-
tions is thus inversely proportional to T3 . It is now clear that if the antenna array con-
sists of N elements, then an (N-) th-order correlation function can be determined from
the N received signals as the (N-l)th-order impulse response of a network. For a finite
time of observation, T, the location of the peak of the correlation function lies within
an (N-) th-dimensional sphere of confusion whose radius, RN_ 1, is inversely propor-
tional to T. The ambiguity in locating a noise source with an array of N elements is
thus inversely proportional to TN 1. For example, with a seven-element antenna array,
the ambiguity in the location of a noise source can be reduced by a factor of two with
only a 10 per cent increase in the time of observation.
In order to attach physical interpretation to our definition of ambiguity, we must
first briefly discuss the structure of the -space. It should first be noted that the
mapping of noise-source positions to the T-space is not a one-to-one and onto mapping.
An example of an array in which the mapping is not one-to-one is shown in Fig. 29. In
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Fig. 29. Example of an array for which mapping is not one-to-one.
this example, the noise source above the array and the one symmetrically below it each
has its peak at the same point in the T-space. Since such degeneracies arise from the
symmetry properties of the array, the mapping can be made one-to-one by arranging
the antennas of the array asymmetrically. But it will not be an onto mapping; that is,
every point in the T-space will not correspond to a noise source position. This is seen
by noting from our previous discussion that each of the N coordinates of a point in the
T-space is uniquely determined by one of the N direction lines from the antenna array.
If the point corresponds to a noise-source position, then the corresponding direction
lines intersect at a point that is the position of the noise source. If the angle of only
one of the direction lines is changed, then the N direction lines no longer intersect at
a point but at N points. In the N-dimensional -space, this corresponds to moving par-
allel to one of the coordinate axes. From such considerations, it is seen that the locus
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of points in the T-space that correspond to noise-source positions is a hypersurface.
The exact shape of this hypersurface is a function of the relative positions of the array's
antennas and can be determined by the simultaneous solution of the N equations for the
N direction lines of the array. We now observe that an experimentally determined point
in the T-space may not lie on this hypersurface. The center of the sphere of confusion
in which it does lie, however, does correspond to the actual noise-source position. Thus
the hypersurface passes through the center of the sphere of confusion and the point of
the hypersurface at the center of the sphere corresponds to the actual noise-source
position.
Before a measurement is made, we assume that all points on the hypersurface
are equally likely. Consequently, after a measurement is made and an experi-
mental point is obtained in the T-space off the hypersurface, the target position
that one should choose is that point on the hypersurface which is closest to the
experimental point. Thus the optimum choice of a target position is made by
dropping a line from the experimental point perpendicular to the hypersurface. If the
experimental point has the coordinates (T1 , T2 .... TN), and if we let (T', T{, . .., TN) be
the coordinates of any point on the hypersurface, then by dropping a perpendicular to the
N z N 2
hypersurface, we have chosen that point in space for which i (Ti -T) = (ATi)
is a minimum.
We now wish to determine the probability, P, that the location in real space, to which
this chosen point on the hypersurface corresponds, is within a given region about the
true target position. We shall obtain an approximate expression for this probability. If
YPERSURFACE
Fig. 30. Pertaining to the calculation of the probability, P.
the angle, a, subtended by the region as seen from the antenna array, is small, then
from Eq. 88, the corresponding change in T1 , for example, is
d iAT1 = - sin sin a = - sin 21 a.
1 c 1
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Thus the change along any coordinate, Ti , can be approximated by a linear function of a.
The implication in the N-dimensional T-space is that the corresponding region of the
hypersurface can be approximated by a hyperplane. For simplicity, let this region of
interest on the hypersurface be a circle of radius EN' The desired probability, P, is
then the ratio of the partial volume of the sphere of confusion above and below the hyper-
plane of the circle to the total volume of the sphere. This partial volume is depicted
by the shaded region of Fig. 30. With the approximation that N is small as compared
with RN , the ratio is given by
2Q(P)
N-1
KNRN
(89)
rN/2
KN=
in which Q2(p) is the area of the spherical cap of the partial volume. The equation for
its areal is
(N- 1) (N-1)/2 R N-Q() = - sinN- x dx
r[(N+ 1)/2] 
in which
-1 EN p = sin R
RN RN
Thus
(N-1 )/2 RN- 1 E N-I
RN (Ns
r[(N+ 1)/2] RN
Substituting this last equation in Eq. 89, we find that the desired probability, P, is
2 r[(N/2)+] N (90)
r[(N+ 1)/2] RN/
We have shown that R N is inversely proportional to T, the time of observation. Thus
we observe from Eq. 90 that for a given array of N + 1 elements, the probability that
the noise source is located within a given region about the true noise-source position is
proportional to TN- . Since RN is a function of the crosscorrelation function of the
N + 1 received signals, both RN and EN are not only functions of the number of elements
in the array, but also of their relative positions in the array. These functions must be
determined if we want to know the change in the probability, P, caused by a change in
the array. From Eq. 90, we thus note that the optimum array is that one for which
(EN/RN) is a maximum.
42
r
The method of noise-source location that we have just described is directly applicable
to the design of receiving antenna arrays for use in radio astronomy. For target-location
systems such as radar and sonar, the target is not always an active source of noise.
For such cases, the target may be made a passive source by illuminating it with some
external noise source. For such cases, the N th-order correlation function of the noise
wave used for illumination can be tailored so that only a few terms of the orthonormal
set, n(t), of Fig. 26 are required. In this manner, the additional error that results
from truncation of the orthonormal set can be eliminated. A disadvantage of this method
is that if several targets are present, they are no longer independent noise sources. As
a result, false peaks will occur in the N-dimensional T-space. However, the location
of these false peaks will be a function of the relative positions of the targets with respect
to the illuminating noise source. To illustrate this relation consider the simple case
of two noise sources and an array of only two antennas. Let the signal received by the
first antenna be
fl(t) = Nl(t) + N2 (t)
in which Nl(t) is the signal received from the first target and NZ(t) is the signal received
from the second target. The signal received by the second antenna will then be
f2 (t) = N 1 (t-T 1) + Nz(t-T2)
and the crosscorrelation of the two received signals is
fl(t) f2 (t+T) = [Ni(t)+N2 (t)][Nl(t-T 1+T)+N 2 (t-T2 +T)]
= Nl(t) Nl(t-T 1+T) + N2 (t) NZ(t-T 2 +T) + N1 (t) N2 (t-T 2 +T) + NZ(t) N 1 (t-T 1 +T).
(91)
The first term is the autocorrelation of the signal received from the first noise source
and has a peak at T = T1. Similarly, the second term has a peak at T = T 2. These are
the two desired peaks. If the sources were independent, the third and fourth terms
would be constants and the crosscorrelation of the received signals would contain only
the two desired peaks. However, if the two targets are passive noise sources, then
N2 (t) = N l (t-T 3 )
in which T 3 is determined by the relative positions of the two targets with respect to
the illuminating noise source. For this case, the third and fourth terms become
Nl(t) NZ(t-TZ+T) = N 1(t) N 1 (t-T 3-Tz+T)
and (92)
N2 (t) Nl(t-T1+T) = N2 (t) NZ(t+T3 TI+)j
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Thus two false peaks at T = TZ + T 3 and T = T 1 - T 3 arise from the crosscorre-
lation between the two targets. We should now observe that the maximum value
of T 1 or T 2 that can occur is d/c, in which d is the distance between the two
antennas and c is the velocity of the signal. Thus, for example, if T 3 is suf-
ficiently large so that ITz+T 3 | and T 1-T 3 are each greater than d/c, we know
that they are false peaks, and there is no ambiguity. If this is not the case,
then false peaks occur within the acceptable range of T. There are two possible
methods of eliminating this ambiguity. First, since only the false peaks are a
function of the position of the illuminating noise source, we can make a meas-
urement for each of two different positions of the illuminator; the false peaks
can then be determined by comparing the two measurements. The second method
is to increase the number of antennas in the array. As this is done, not only
can we increase the distance between targets in the N-dimensional T-space, but
we also are imposing more constraints on the false peaks so that they can lie
on the hypersurface corresponding to possible target positions. Thus, it should
be possible to form an array by arranging a sufficient number of elements for
which the false peaks that arise from dependent targets are separated from the
hypersurface by distances greater than the radius of a sphere of confusion. This
second method has an additional advantage. There is a second source of false
peaks. They arise if the autocorrelation function of a noise source is not a mono-
tonically decreasing function, but contains periodic components. By use of the
second method it also should be possible to cause the location of such additional
false peaks to be off the hypersurface.
It is interesting to note that this method of noise-source location can be reversed to
yield a method for navigation. Suppose that we want to locate the position of a receiver
relative to several transmitting stations whose locations are known. If the signals trans-
mitted by the several stations are coherent, then the receiver's position can be deter-
mined by crosscorrelating the several signals in the manner we have described and
locating the peak of the correlation function.
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APPENDIX A
We shall show that, to transmit a message that is a Gaussian process with a minimum
mean-square error through a Gaussian channel, the optimum predistortion network and
receiving filter are linear systems. In terms of Fig. 18, we shall show that if fm (t),
fn(t), and the desired output, fd(t), are Gaussian processes, then, for a minimum mean-
square error, the optimum networks, N1 and N 2 , are linear systems.
To show this, we shall first show that if N1 and N are linear systems with impulse
responses h1 (t) and h 2 (t), respectively, then the minimum mean-square error is obtained
if
E(t) fm(t-T) = 0 for > 0 (93)
and
E(t) fn(t-T) = 0 for T > 0. (94)
The error, E(t), is
E(t) = fd(t) - fo(t) (95)
in which
f (t)= h2 (o-) fn(t-of) d + h 3( fm(t-o-) d, (96)
-00 -co
and we have defined
h3 (t) = hI( h) 2 (t-cr) do. (97)
-00
By substituting Eqs. 95 and 96 in Eqs. 93 and 94 we obtain the conditions that for T 0,
r00 00
md(T) - h3 (o ) Pmm(T-.) d - h2 (.) bmn(T-o- ) d = 0 (98)
-00 -00
and
pnd(T) - h 3 (o) bnm(T-) d - h2 (o ) nn(T -- ) do = 0. (99)
-0 -0
To show that the networks hl(t) and h 2 (t), as given by Eqs. 97-99, are the optimum linear
systems, we assume another pair of networks gl(t) and g(t), for which the output, fg(t),
is given by
fg(t) = g2(-) fn(t-o-) do + g 3(o ) fm(t-c) do- (100)
in which we have definedi  hich e ave efined
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g3 (t) = gl(oa) g2 (t-o-) d-.
-00
The error is then
Eg(t) = fd(t) - fg(t)
so that
Eg(t) = [fd(t)-fo(t)+fo(t)-fg(t ) ]
=[fdlt)fo(t)1 2 + [fd(t)fg (t)]2 + 2[fo(t)dfg(t)][fd(t)fo(t (101)
Consider the last term of Eq. 101. It can be written as
I = 2E(t)[fo(t)-fg(t)]. (102)
Substituting Eqs. 100 and 96 in Eq. 102, we obtain
I = 2 [h 2()-g2 (o-)] fn(t-uo) E(t) do + 2 5 [h 3 (o-)-g 3 (o-)] f(t-) E(t) do-. (103)
By use of Eqs. 93 and 94, we have that
I = 0. (104)
Substituting Eq. 104 in Eq. 101, we obtain
Eg(t) = [fd(t)-fo(t)] 2 + [fo(t)-fg(t)] 2 = E2 (t) + [fo(t)-fg(t)]2.
This is clearly a minimum if we make fg(t) = f (t). Thus Eqs. 93 and 94 are the con-
ditions for the optimum linear system.
We shall now show that a smaller mean-square error can not be attained by any set
of nonlinear networks, N1 and N2 , if fm(t), f (t), and fd(t) are Gaussian processes.
Consider any set of nonlinear networks, N1 and N2 . The error is then
EN(t) = fd(t) - N2 [fr(t)]
in which
fr(t) = fn(t) + Nl[fm(t)] . (105)
The mean-square error is then
EN(t) = [fd(t)_fo(t)+fo(t)N[fr(t)]] 2
= [fd(t)-fo(t)]2 + [f(t)-N2[fr(t)]] + 2[fd(t)-fo(t)][fo(t)N[ 0(N lt)] ] (106)
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in which fo(t) is as given by Eq. 96. Consider the last term in Eq. 106. It can be
written as
I = 2E(t)[fo(t)-N 2 [fr(t)]]
However, from Eqs. 93 and 94, E(t) fo(t) = 0, and thus
I = -2E(t) N 2 [fr(t)] (107)
in which fr(t), as given by Eq. 105, is a function only of the past of fn(t) and f(t). But,
from Eqs. 93 and 94, E(t) is linearly independent of the past of fn(t) and f(t). Thus
they are statistically independent, since they are Gaussian processes. Thus Eq. 107
can be written as the product of the averages
I = -2E(t) N 2 [fr(t)] = 0 (108)
since E(t) = 0. Thus, substituting Eq. 108 in Eq. 106, we have
EN(t) = E2 (t) + [f(t)-N[fr(t)]] 2 .
This is clearly a minimum if we make the second term zero. Thus the smallest possible
mean-square error is obtained by the linear networks h(t) and h2 (t) as given by
Eqs. 97-99.
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APPENDIX B
We shall show that y(t), as defined by Eq. 61, is a Gaussian process. Let
n
Yn(t) = ; AkF[Ok(t)].
k=l
We shall show that if Eqs. 58 and 60 hold and if
8 k(t) = Pk(t) + 6k(t) (109)
in which 8k(t) is the phase noise of the kth oscillator which is independent of Pk(t) and
is uniformly distributed over all phase angles, then y(t) of Eq. 61 is a Gaussian process.
The demonstration will involve the concept of what we shall call uniform phase func-
tions. By a phase function, (t), we mean the argument of a periodic function whose
period is 2r, for example, cos 0(t). We then say that {Om(t)} is a set of uniform phase
functions if, for any set of integers, {Km}, the function
n
0(t) = Km0m(t) (110)
m=l
is uniformly distributed over all phase angles. An example of a set of uniform phase
functions is the set {0m(t) = mt} in which the frequencies, m, are linearly independent.
That is, the only solution, {K }, in integers, of the equation
n
LKmam =0
m=l
is K = K = O.. We note that a set of frequencies for which this condition is
not satisfied is a set of measure zero. Thus, if one were to set the frequencies of a
number of independent oscillators, their frequencies would almost certainly be linearly
independent.
We shall now show that the phase functions of the oscillator outputs as given by
Eq. 109 are a set of uniform phase functions. To show this, we first consider the sum,
p, of two independent phase functions, , and il; that is, p = + aT. If all phase angles
of either or are equally likely, then all phase angles of the sum, p, are equally
likely. This is seen by letting all phase angles of , be equally likely. Then
0 z < 2-
2Tr
Pt(z) = (111)0 otherwise
Since we are considering phase functions, we can consider an angle, 0, to be equal to
+ 2kwT for k = +1, i:, .... Thus, for 0 < 0 < 2r,
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00
Pp(0) = P (z) P (0+Zkl-z) dz. (112)
k=-oo 
Substituting Eq. 111 in Eq. 112, we obtain
(8) +2(k+1)Tr 1 o 1P (z) dz =P(Z) dz = for 0 < 8 < 2r.
= " +2kZ-rr 00 k=-oo
Thus p is uniformly distributed over all phase angles. Note that our result is independ-
ent of the probability density distribution of . From this result, it is easy to show
that (t) as given by Eq. 110 is uniformly distributed over all phase angles. Since at
least one of the integers, Km , is nonzero, let it be K 1 . Then, by substituting Eq. 109
in Eq. 110, we have
n
) = m0 m + KllIPI + K 1 6 1(t) = a(t) + K 16 1 (t).
m=2
The phase noise, K1 1 (t), is uniformly distributed over all phase angles and is inde-
pendent of a(t). By our previous result, this implies that O(t) is uniformly distributed
over all phase angles. We have thus shown that {0m(t)} is a set of uniform phase func-
tions.
We shall now show that for i j,
Fm [Oi(t)] Fn[0.(t)]= Fm [o (t)] Fn[j(t)] = m[i(t (t)] (113)
in which the bar indicates that the average is taken. Since, by Eq. 58, F[O] is periodic
with a period of 2Tr, we can expand F[O] in a Fourier series
oo0
F[e] = Bk ejk (114)
k=-oo
in which
B k = ' F[O] e jk dO.
Thus, from Eq. 114,
F m [0i(t)] [ Bk e r . . Bk B exp[j[kl+. +km] oi(t)].
Hower k = n- k =-oo 1 m
1k= -oo _j kI =_00 k m =-(115)
However, since 0i(t) is uniformly distributed over all phase angles,
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jkei(t) k = 
otherwise
Thus, from Eq. 115,
Fm[(t) Bk ... Bk (116)
k m
in which the sum is over all of the sets of indices, k i , such that kl + ... + km = 0.
Similarly, it is seen that
Fn[Oj(t)] = B .. B (117)
2 n
in which the sum is over all of the sets of indices, I i , such that 1 + ... + n = 0. Now
consider the average of the product
00 00 00 00
Fm[Ei(t)] Fn[Oj(t) = ... E.. Bk... BkmB
k =-o km =-oo 1=-00oo n =
m 1 n
. Be exp(j[kl + .. +k n ] i (t)+ j[21 +. . .+ n ] 0j(t)). (118)
n
However, since {0m(t)} is a set of uniform phase functions,
(l for k = 0 and = 0
exp(j[kOi(t)+20 (t)] = (119)0Lo otherwise
Thus, substituting Eqs. 119, 116, and 117 in Eq. 118, we obtain Eq. 113. This result
implies that F[Oi(t)] and F[0j(t)] are statistically independent. Notice that by a com-
pletely analogous procedure, we can show that
k. k.TIF I[e (t)] =[ F 1[i(t)].
i i
Thus the set of functions, {F[Oi(t)]}, are statistically independent.
We can now show that y(t), as given by Eq. 61, is a Gaussian process. To show this,
we form the set of n-dimensional vectors,
Xk = {F[ek(tl)], .. , F[Ok(tn)]}.
Then, since the vectors, Xk, are statistically independent, from the central limit
theorem for variables in n-dimensions, we have that
X= lim AkXk
n- k=1
50
is normally distributed 1 8 if the coefficients, Ak , satisfy Eq. 60. Thus, y(t) is a
Gaussian process since, for every finite set of time instants, t i , the variables,
Y(ti), have a Gaussian joint probability density function.
51
Acknowledgment
It is a pleasure to acknowledge the inspiration and encouragement that I have
received from Professor Y. W. Lee through his friendly and careful guidance, and to
express my gratitude for his supervision of my research. It is impossible to fully
acknowledge the moral and intellectual benefits that I received by virtue of this asso-
ciation.
I also wish to thank the Research Laboratory of Electronics, M.I.T., and its
sponsors for extending its support and the use of its facilities.
52
_ __ I
References
1. N. Wiener, Extrapolation, Interpolation, and Smoothing of Stationary Time Series
(The Technology Press of Massachusetts Institute of Technology, Cambridge, Mass.,
and John Wiley and Sons, Inc., New York, 1949).
2. N. Wiener, Nonlinear Problems in Random Theory (The Technology Press of
Massachusetts Institute of Technology, Cambridge, Mass., and John Wiley and
Sons, Inc., New York, 1958).
3. Y. W. Lee, The Statistical Theory of Communication (John Wiley and Sons, Inc.,
New York, 16U). 
4. F. B. Hildebrand, Method of Applied Mathematics (Prentice-Hall, Inc., Englewood
Cliffs, N.J., 1952), pp. 87-95.
5. H. E. Singleton, Theory of Nonlinear Transducers, Technical Report 160, Research
Laboratory of Electronics, M.I.T., August 12, 1950.
6. J. Y. Hayase, Properties of Second-Order Correlation Functions, Technical
Report 330, Research Laboratory of Electronics, M.I.T., May 17, 1957.
7. D. G. Lampard, A New Method of Determining Correlation Functions of Stationary
Time Series, Monograph No. 104R, August 16, 1954; Proc. Inst. Elec. Engrs.
(London) 102C, 35-51 (1954).
8. M. Schetzen, Average of the product of Gaussian variables, Quarterly Progress
Report No. 60, Research Laboratory of Electronics, M.I.T., January 15, 1961,
pp. 137-141.
9. M. Schetzen, Fourier transforms of positive functions, Quarterly Progress Report
No. 52, Research Laboratory of Electronics, M.I.T., January 15, 1959, pp. 79-86.
10. M. Schetzen, Optimum synthesis of a Gaussian process from a non-Gaussian proc-
ess, Quarterly Progress Report No. 59, Research Laboratory of Electronics,
M.I.T., October 15, 1960, pp. 106-108.
11. J. P. Costas, Interference Filtering, Technical Report 185, Research Laboratory
of Electronics, M.I.T., March 1, 1951.
12. T. R. Benedict and M. M. Sondhi, On a property of Wiener filters, Proc. IRE 45,
1022 (1957).
13. Y. W. Lee and M. Schetzen, Measurement of the kernels of a nonlinear system by
crosscorrelation, Quarterly Progress Report No. 60, Research Laboratory of
Electronics, M.I.T., January 15, 1961, pp. 118-130.
14. M. Schetzen, Measurements of the kernals of a nonlinear system by crosscorrela-
tion with Gaussian non-white inputs, Quarterly Progress Report No. 63, Research
Laboratory of Electronics, M.I.T., October 15, 1961, pp. 113-117.
15. M. Schetzen, Statistical behavior of coupled oscillators, Quarterly Progress
Report No. 58, Research Laboratory of Electronics, M.I.T., July 15, 1960,
pp. 160-165.
16. M. Kac, Statistical Independence in Probability, Analysis, and Number Theory,
Carus Mathematical Monograph No. 12, The Mathematical Association of America
(John Wiley and Sons, Inc., New York, 1959), pp. 36-52.
17. C. Shannon, Probability of error for optimal codes in a Gaussian channel, Mono-
graph 3259 (Bell Telephone System Technical Publications); Bell System Tech. J. 38
611-656 (1959).
18. H. Cramer, Random Variables and Probability Distributions, Cambridge Tracts
in Mathematics No. 36 (Cambridge University Press, London, 1937).
53
___
_ _ __
