Blur distortion is a common artifact in image communication and affects the perceived sharpness of a digital image. In this paper, we capitalize on the mathematical knowledge of Gaussian convolution and propose a strategy to minimally reblur test images. From the reblur algorithm, synthetic reblur images are created. We propose a new blind blur metric which makes use of the reblur images to produce blur scores. Compared to other no-reference blur assessments, the proposed method has the advantages of fast computation and training-free operation. Experiment results also show that the proposed method can produce blur scores which are highly correlated with human perception of blurriness.
Introduction
Transmission of images in a communication system is often subjected to various distortions. Blur artifact is a common by-product of imperfect communication processes such as bit-drop and compression-decompression errors. The presence of blur artifacts annoy end-viewers and greatly reduces the perceived quality of an image. In order for communication service providers to evaluate the performance of their system, blur perception from a human observer can be surveyed in the forms of subjective scores. Despite the high accuracy of subjective scores, the whole process to collect human subjective opinion is tedious, expensive and has to be conducted according to certain standards such as the ITU-R BT.500 recommendation [1] . A viable solution to overcome this problem is by using automatic objective assessment. Objective blur metrics are used to estimate the severity of blur distortion. They can be divided into two major categories: reference-based metrics which require the availability of a reference image, and blind metrics which do not need any reference image. A blind metric is comparatively more practical because a reference image is usually not available at the point of viewing. Nevertheless, it is more difficult to design as the automatic assessment takes place without any comparison to the reference.
A conventional but still popular reference-based quality metric is the peak signal-to-noise ratio (PSNR). PSNR is basically a logarithmic scale of the mean squared error (MSE) between a reference and its test image. Due to the simplicity and meaningful mathematical derivation of PSNR, it continues to be a popular technique for measuring image fidelity [2] . However, PSNR is also known for yielding low correlation with human perception, especially for blur-distorted images [3] . Some of the early attempts to replace PSNR include the Hosaka Plot (a graphical measure) [4] and Structural Similarity Index (SSIM) [5] . However, PSNR, SSIM and Hosaka Plot are reference-based systems which need to transmit the reference data together with the image. Transmission of the reference data would occupy and burden the transmission bandwidth, thus it is less preferred compared to the blind system which does not need the reference data for blur assessment.
There are a number of state-of-the-art blind metrics that could measure image blurriness such as BRISQUE [3] , Just Noticeable Blur (JNB) [6] and Cumulative Probability of Blur Distortion (CPBD) [7] in the spatial domain; methods by Ciancio et al. [8] , Vu and Chandler [9] , and Chen and Bovik [10] in the wavelet domain; BLIINDS in Discrete Cosine Transform (DCT) domain [11] ; and methods by Cohen and Yitzhaky [12] , and Vu et al. [13] in the frequency domain. For methods in the spatial domain, BRISQUE is based on the natural scene statistics of locally normalized luminance coefficients. Support vector machine regressor is used to learn the mapping from feature space to quality scores. On the other hand, JNB is based on the minimum amount of intensity change which would produce a noticeable detection of the change. It uses local contrast and edge sharpness to derive the blur metric. CPBD is an improved version of JNB by using a probabilistic framework.
In this paper, we propose a blind and training-free metric for blur assessment in the spatial domain. We capitalize on the mathematical knowledge of Gaussian convolution and create reblur images from the test images by using Gaussian low-pass filter (LPF). Gaussian LPF is characterized by its blur kernel size and standard deviation. An iterative strategy is used to find the minimum standard deviation that would create valid reblur images. Subsequently, a new blur metric is proposed by measuring the errors between the reblur and test images.
The proposed method has the following advantages: 1. A blind system does not require a reference image, hence more practical and does not give extra burden to the transmission bandwidth. 2. It is training-free and does not depend on computationally extensive methods such as neural network. 3. It is implemented in the spatial domain, thus avoiding the need to convert or transform the image Copyright c 2014 The Institute of Electronics, Information and Communication Engineers data to another domain. 4 . In contrast to some metrics which claimed to be based on human visual system (HSV) or other hard-to-prove philosophies, our method is based on the mathematical knowledge of Gaussian convolution and error measurement. Mathematical derivations of Gaussian convolution are well known, easily understood and provide meaningful perspective for the proposed blind blur assessment. 5. The proposed method is more computationally efficient than other state-of-the-art blind blur assessments.
The remaining sections are organized in the following order: Sect. 2 describes the concept of the Gaussian reblur strategy; Sect. 3 explains the new blur metric; Sect. 4 gives the experiment details and results; and Sect. 5 concludes this paper.
Double Gaussian Convolution and Minimum Reblur
A blur image can be represented as a convolution of an image with a point spread function (PSF). This is expressed as
where g is the blur image, f is the original image and a is the PSF. A blur image, when subjected to another convolution with a new PSF, is said to have gone through a reblur process. Mathematically, a reblur is represented as
where b is the new PSF, and h is the reblur image. Convolution is associative, thus (2) can be written as
A common PSF is the Gaussian LPF. One dimensional zero-mean Gaussian density functions for a and b could be represented as
with σ as the standard deviation of the Gaussian distribution. Mathematically, convolution of two Gaussian distributions is a new Gaussian distribution [14] . Full derivation of the convolution of a(x) and b(x) is shown in the Appendix and the resultant Gaussian distribution is
with the new standard deviation equals to (σ
In image processing, two-dimensional (2D) signal is used instead of a single dimension signal. 2D signal is used to represent signal value in both the horizontal and vertical directions, x and y. By preserving the definitions of (4) and (5), 2D zero-mean Gaussian functions could be represented as
and the 2D convolution of a(x, y) and b(x, y) is (derivation is shown in the Appendix)
Both a(x, y) and b(x, y) are assumed to be positive, and the average luminance value of the degraded image is preserved in the blurring process by having x,y a(x, y) = 1 and 
and
Equations (10) and (11) show that for a severely blurred test image, reblur with a minimal σ b would not have much effect on the image, while for a sharp image, a similar degree of reblur would have significant effect. We illustrate this by performing a simple simulation. Figure 1 shows three lena images blurred with different σ a and then reblurred with σ b = 0.4. PSNR of each image with respect to the original undistorted lena image is shown respectively below the image. It could be noticed that the PSNR value for the reblur image does not change much if the test image has high degree of blur.
An extremely low σ b might render a reblur image which has the same spatial values as the test image. In this case, the reblur filter ceases to function as a blurring agent, with the mean squared error between the two images equals to zero. The graph in Fig For the proposed minimum reblur, the objective is to find minimum σ b for a test set. This minimum σ b is iteratively searched by making sure that the set of m test images {g M |M = 1, 2, . . . , m} would produce valid m reblur images {h M |M = 1, 2, . . . , m} as illustrated in the flow diagram of Fig. 4 . Table 1 shows the values of minimum σ b after applying the minimum reblur strategy on blur images from IVC [15] , TID2008 [16] , LIVE [5] and CSIQ [17] databases.
A New Blur Metric
PSNR is a conventional measure to gauge the difference between an original and a distorted signal or image. It is a logarithmic scale of a peak signal, E, over the mean squared error. Mathematically, MSE is (with p as the lexicographical order of spatial coordinates (x, y))
where N equals to the total number of pixels, and PSNR is
For an 8-bit image, peak signal E has a value of 255. In the absence of an original image f for blind assessment, the difference (g p − f p ) could not be determined, thus making it impossible to measure MSE or PSNR. In order to overcome this undefined situation for blind assessment, we propose a new method for blur assessment by using the reblur images from Sect. 2. A similar mathematical representation of PSNR is used where MSE is replaced with the synthetic error between the reblur and test images, (g p − h p ). This synthetic error has significant meanings. Refer back to (10) and (11), if g is a severely blurred image, h is closely similar to g, therefore a small value of (g p − h p ) is expected. Likewise, if g is a sharp image, a large value of (g p − h p ) is expected. Based on this, the new blur assessment (dubbed as Blind Blur Score, BBS) is in the form of
When g = h, BBS becomes undefined. To avoid this, it is important that the minimum σ b is used to create valid reblur images where h g. BBS reflects the blurriness of a test image and is mathematically similar to PSNR. Nevertheless, BBS represents the degree of blur while a PSNR score, in contrary, represents the degree of sharpness of a test image. A sharp image has a low BBS score but a high PSNR score, and vice versa. Even though BBS is mathematically similar to PSNR, it should be noted that BBS is a no-reference method which does not need to use any reference image.
Experiment Results

Correlation Analysis
The proposed method is tested on four different blur databases that come along with human subjective scores -IVC [15] , TID [16] , LIVE [5] and CSIQ [17] with their respective number of test images as tabulated in Table 1 . The results of the BBS scores on these images are then used to find the correlation of the objective scores with respect to human-rated subjective scores. Subjective score is based on either mean opinion score (MOS) or difference mean opinion score (DMOS). LIVE and CSIQ use DMOS where a high score indicates high degree of blur perception. On the other hand, TID and IVC use MOS where a high score corresponds to high degree of sharpness. A logistic function l as suggested by Video Quality Experts Group [18] is used for nonlinear mapping, and is given by
where β 1 , β 2 , β 3 and β 4 are the model parameters that minimize errors between the objective score and MOS (or DMOS) from subjective evaluation [18] . The initial values of the model parameters are
where SS is the set of subjective scores. Correlation analysis is performed to measure the accuracy and consistency of the proposed BBS metric [5] . The accuracy is measured by using the Pearson linear correlation coefficient (PLCC), root mean squared error (RMSE) and mean absolute error (MAE). The consistency is measured by using the outlier ratio (OR) and outlier distance (OD). A perfect and flawless objective metric would have a measurement value of zero for RMSE, MAE, OR, OD, and measurement value of one for PLCC. The value of OR represents the number of objective scores (T outlier ) which lie outside the 2σ error bars of subjective mean opinion scores for a set of test images (T all ) as shown in (20) .
The value of OD is the cumulative distance measurement for the prediction scores which are marked as outliers as in (21) .
For the purpose of performance comparison, recent training-free methods in the spatial domain which codes are publicly available are used -the JNB and CPBD. Besides these two methods, the correlation results of other training-free methods in the spatial domain are also quoted from research articles [6] , [7] , [9] since the program codes are not available. These methods are the Shaked and Tastl (ST) method [19] , the MDWE method [20] , Marziliano's method [21] , and Ong's method [22] . Figures 5, 6, 7 and 8 show the scatter plots of BBS against the subjective scores of IVC, TID, LIVE and CSIQ respectively. The curve line in each of the figure is the nonlinear mapping of BBS by using (15) . From these figures, one can roughly deduce the accuracy of the objective scores. If the test images are near to the curve, the objective metric is deemed to produce accurate blur prediction and vice versa. Figure 9 shows some examples of test images from CSIQ database. Figures 9 (a) and 9 (b) are images with low and high BBS respectively and the images fit tightly to their subjective scores. For these two images, the BBS values reflect accurately the blurriness as perceived by observers. On the other hand, Figs. 9 (c) and 9 (d) are images with low and high BBS respectively but the images fit loosely to their subjective scores. Figure 9 (c) has similar BBS value with Fig. 9 (a) but its perceived blurriness is higher than the latter. For Fig. 9 (d) , it has similar BBS value with Fig. 9 (b) but the perceived blurriness is lesser than the latter. Table 2 shows the results of correlation analysis for PLCC, RMSE and MAE, where the best performing method for each database is highlighted. From the table, BBS has the best performance for IVC and CSIQ databases, is on par with the best method for LIVE database and is only about 6% difference from the best method for the TID database. Table 3 shows the performance results in terms of OR and OD. Again, BBS has the best performance for IVC and CSIQ databases.
Statistical Significance
The results from Tables 2 and 3 show the correlation performance but do not indicate the statistical significance of the methods. To measure the statistical confidence, statistical significance test by using F-statistic is performed [23] , [24] . F-statistic is a hypothesis test where the null hypothesis has to be rejected in order to claim that one method is more superior to the other. To perform the F-statistic, first, the residuals between the prediction scores and the corresponding subjective scores for each method are calculated. Then, two methods are compared at any one time by calculating the F-value and compare to the F-threshold. F-value is the ratio of the variances between the two sets of residuals, while F-threshold is calculated from the F-distribution [23] . The value of F-threshold is influenced by the confidence level and the degree-of-freedom for each set of residuals. If a high confidence level is needed, then it would result in a high F-threshold value and vice versa. On the other hand, a high degree-of-freedom yields a low F-threshold value. Thus, the F-threshold value is high for small number of test images, and low for large number of test images. At any one time, two methods are compared by taking the ratio of the residual variances as F-value. This F-value is compared to the F-threshold in order to justify that one method is statistically more significant than the other method.
The null hypothesis is both sets of residuals come from the same distribution and are statistically indistinguishable. The alternative hypothesis is one set of residuals is statistically better than the other. Assuming that the variance of the first set of residuals is higher than the second set, the F-value of the two comparing methods must exceed the F-threshold in order to reject the null hypothesis. A 95% confidence level is used in this analysis to justify the statistical significance of BBS compare to JNB and CPBD. Table 4 shows the performance of BBS with a result of "True" if the null hypothesis is rejected and BBS is found to be the statistically superior method, "False" if the null hypothesis is rejected and BBS is found to be the statistically inferior method, and "Same" if the null hypothesis is accepted which means the two comparing methods are sta- [9] 0.621 --MDWE [9] 0.709 --Marziliano [7] 0 [9] 0.704 --MDWE [9] 0.806 --Marziliano [7] 0.860 11.111 8.274 Ong [6] 0 [9] 0.690 --MDWE [9] 0.797 --tistically the same. From the table, BBS is either statistically more significant or the same when it is compared to JNB or CPBD methods, and does not become statistically less significant. In fact, BBS is the winner for five out of the eight comparisons, and is statistically equal for the remaining three comparisons.
Computational Complexity
The performance of BBS in terms of computational complexity is analyzed and compared to two recent blur metrics (JNB and CPBD) which codes are publicly available. For each image, the measurement for computation time is repeated for ten times to get the average. In total, the average computation time is calculated from 200 images of IVC database, 960 images of TID database, 1450 images of LIVE database and 1500 images of CSIQ database. All the program codes are executed by using the MATLAB platform on a 32-bit computer. The computer has an Intel Core 2 Duo processor with a speed of 2.20GHz and a RAM size Table 5 . From the analysis, BBS is very fast as compared to the other two recently developed methods. The average computation time for JNB and CPBD methods is more than four times than the BBS method. Thus, BBS is a computationally efficient method compared to JNB and CPBD.
Conclusion
A training-free blur assessment is proposed by using minimum Gaussian reblur. The proposed method finds the minimum σ b that would create valid reblur images, and blur score is estimated based on the difference of the reblur and test images. The proposed blind metric works in the spatial domain, does not require training or parameter tuning, and is computationally efficient. In addition, it was found to have high correlation with human perception of blurriness.
Appendix: Derivation of Gaussian Convolution
One dimensional Gaussian function is described as
with the three parameters A, μ and σ as the amplitude of the peak, the center and the width of the Gaussian distribution. The integral of this Gaussian function is
The Gaussian integral represents the total area covered under the Gaussian function. If a Gaussian function is presented as probability density of a normal distribution, the integral becomes
For Gaussian density distribution, μ is the mean and σ is the standard deviation. Assume that both a and b are zeromean Gaussian functions with standard deviation of σ a and σ b respectively, then
Convolution of a(x) and b(x) yields The integral term in (A· 7) is a Gaussian density distribution with standard deviation of σ 
