If A is a nonsingular M -matrix, some new upper and lower bounds on the minimum eigenvalue τ (A) of A are given. These bounds improve some results of Tian and Huang and are more accurate than Li et al. in some cases. In addition, we obtain some new bounds on the minimum eigenvalue of a nonsingular M -matrix A , which can give affirmative conclusions about whether bounds for the minimum eigenvalue of a general nonsingular M -matrix A are only depending on the entries of A and they are easy to calculate.
Introduction
Nonsingular M -matrices are widely used in many fields of mathematics, such as Markov chain issues of probabilities and statistics, the linear complementarily problems of optimization and problems of input and output in economics et al., which are closely related to the eigenvalues of nonsingular M -matrices. Thus, estimating the bounds for τ (A) has earned people's attention and various related bounds can be found in [1, 2, 3, 4, 5] . In this paper, we establish some new bounds of τ (A) for a nonsingular M -matrices. These new bounds improve the latest results in [1, 2, 3] . Numerical examples show the advantages of the results obtained.
For a positive integer n, N denotes the set {1, 2, · · · , n}. The set of all n×n complex matrices is denoted by C n×n and R n×n denotes the set of all n × n real matrices throughout.
Let A = (a ij ) and B = (b ij ) be two real n × n matrices. Then A ≥ B(> B) if a ij ≥ b ij (> b ij ) for all 1 ≤ i ≤ n, 1 ≤ j ≤ n. If O is the null matrix and A ≥ O(> O), we say that A is a nonnegative matrix. The PerronFrobenius theorem(see [6] ) tells us that ρ(A) ∈ σ(A), where σ(A) is the set of all eigenvalues of A.
For n ≥ 2, a matrix A ∈ C n×n is reducible if there exists a permutation matrix P such that
where A 11 is an r×r submatrix and A 22 is an (n−r)×(n − r) submatrix, where 1 ≤ r < n. If no such permutation matrix exists, then A is irreducible. If A is a 1 × 1 complex matrix, then A is irreducible if its single entry is nonzero, and reducible otherwise. Let A be an irreducible nonnegative matrix. It is well known that there exists a positive vector u such that Au = ρ(A)u, u being called right Perron eigenvector of A.
Let Z n denote the set of n × n real matrices all of whose off-diagonal entries are nonpositive. A matrix A is called a nonsingular M -matrix (see [6] ) if A ∈ Z n and the inverse of A , denoted by A −1 , is nonnegative. If A is a nonsingular M -matrix, then there exists a positive eigenvalue of A equal to τ (A) = [ρ(A −1 )] −1 , where ρ(A −1 ) is the spectral radius of the nonnegative matrix A −1 . τ (A) = min{|λ| : λ ∈ σ(A)} is called the minimum eigenvalue of A (see [2] ). The Perron-Frobenius theorem tells us that τ (A) is an eigenvalue of A corresponding to a nonnegative eigenvector x = (x 1 , x 2 , · · · , x n )
T . If, in addition, A is irreducible, then τ (A) is simple and x > 0. Let D is the diagonal matrix of A and C = D − A, then the spectral radius of the Jacobi iterative matrix
, is less than 1 (see [7] ). For two matrices A = (a ij ) ∈ C m×n and B = (b ij ) ∈ C m×n , the Hadamard product of A and B is the matrix A • B = (a ij b ij ) ∈ C m×n . If A ≥ O and B is a nonsingular M -matrices, then it is clear that A • B −1 ≥ O (see [6] ). Let ζ(A) represent the set of all simple circuits in the digraph Γ(A) of A. Recall that a circuit of length k in Γ(A) is an ordered sequence γ = (i 1 , i 2 , · · · , i k+1 ), where i 1 , i 2 , · · · , i k+1 ∈ N are all distinct, i 1 = i k+1 . The set {i 1 , i 2 , · · · , i k } is called the support of γ and is denoted byγ. The length of the circuit is denoted by |γ| (see [8] ).
For convenience, we employ the following notations throughout. Let A = (a ij ) ∈ C n×n , we denote, for any i, j ∈ N ,
Recall that A = (a ij ) ∈ C n×n is called diagonally dominant by rows(by columns) if σ i ≤ 1(δ i ≤ 1, respectively) for all i ∈ N . If σ i < 1 (δ i < 1) for all i ∈ N , we say that A is a strictly diagonally dominant by rows (by columns, respectively) (see [6] ).
In this paper, we first present some lemmas which will be useful in the following proofs in section 2. An upper bound for the spectral radius of the Hadamard product of a nonnegative matrix and the inverse of a nonsingular M -matrix is obtained in section 3, which is an improvement on some related results in [1] and [3] and more accurate than some estimations in [2] in certain cases. In section 4, we will give some new upper and lower bounds of τ (A) which improve some related results in [1] and are more accurate than some estimations in [2] in certain cases. Meanwhile, we also extablish two new bounds of τ (A) for a nonsingular M -matrix A, which are only depending on the entries of matrix A and are easy to calculate.
Preliminaries
In this section, we start with some lemmas which will be useful in the proofs.
n×n be an irreducible nonsingular Mmatrix. Then there exists two positive vectors q = (q 1 , q 2 , · · · , q n )
T and
, where q and d
T are right eigenvector and left eigenvector of ρ(J A ), respectively. That is, there exists two positive diagonal matrices Q = diag(q 1 , q 2 , · · · , q n ) and
where ρ(J A ) is the spectral radius of the Jacobi iterative matrix J A of A.
A is a strictly diagonally dominant matrix by rows, then A −1 = (v ij ) n×n exists, and |v ji | ≤ σ j |v ii |, for all i = j;
(ii) If A is a strictly diagonally dominant matrix by columns, then A −1 = (v ij ) n×n exists, and |v ij | ≤ δ j |v ii |, for all i = j.
Lemma 2.3 [6]
Let A, B ∈ C m×n , suppose that D and Q are m × m and n × n diagonal matrices, respectively, then
n×n be a nonnegative matrix, and let ζ(A) = φ. Then for any diagonal matrix B ∈ R n×n with positive diagonal entries, we have Lemma 2.8 [7] Let A ∈ R n×n be a nonnegative matrix, and B ∈ R n×n be a nonsingular M-matrix, then
Lemma 2.10 [1] Let A ∈ R n×n be a nonsingular M-matrix and A −1 = (v ij ) n×n . Then, (i) If A is a strictly diagonally dominant matrix by rows, then
, for all i ∈ N ;
(ii) If A is a strictly diagonally dominant matrix by columns, then
, for all i ∈ N.
Lemma 2.11 [9] Let A ∈ R n×n be a nonsingular M-matrix, and B ∈ R n×n be a nonnegative matrix, then (i) If A is a strictly diagonally dominant matrix by rows, then
there is a pair of distinct integers i and j in N such that
n×n be a nonnegative matrix, then
Lemma 2.14 [12] Let A ∈ R n×n be an irreducible nonsingular M-matrix, then
Lemma 2.15 [13] Let A ∈ R n×n be an irreducible nonsingular M-matrix, and Az ≥ kz for a nonnegative nonzero vector z, then τ (A) ≥ k.
Proof. Case 1: Both A and B are irreducible. From the Perron-Frobenius theorem, there exists a positive vector u = (
and ρ(J B ) < 1, then DB is a strictly diagonally dominant matrix by columns. Notice that (DB)
(ii) and Equation (2), for j = i, we have
W is a diagonal matrix with positive diagonal entries . By Lemma 2.3, we have
By Lemma 2.4, we have
Case 2: One of A and B is reducible. By replacing the zeros of A and B with ε and −ε, respectively, we obtain the nonnegative matrix A(ε) and a Z-matrix B(−ε), both irreducible. By Lemma 2.5, we know that all leading principal minors of B are positive, then all leading principal minors of B(−ε) are positive if ε is a sufficiently small positive number. Thus, B(−ε) is a nonsingular M -matrix. Now we substitute A(ε) and B(−ε) for A and B, respectively, in the previous case. Let ε → 0, the result follows by continuity.
Remark 3.1 The upper bound in Theorem 3.1 is sharper than the upper bounds derived in Lemma 2.6 in [1] and Theorem 5.74 in [3] . Since
Furthermore, since ρ(J B ) < 1, it follows that
Since diag(w 11 , w 22 , · · · , w nn ) ≤ B −1 , by Lemma 2.7, we can obtain max
According to the above inequalities, we have
Hence the bound in Theorem 3.1 is sharper than that in Theorem 5.74 in [3] .
Recently, Li et al. [2] improved the result in Lemma 2.6 in [1] and gave a upper bound for ρ(
We could not verify that the result in Theorem 3.1 is better than the above inequality in theoretical analysis, but the following numerical example shows that the result derived in Theorem 3.1 is better than that derived in Theorem 3.1 in [2] in certain cases. It is easy to calculate that ρ(A) = 3, ρ(J B ) = 0.368. By Lemma 2.6 in [1], we have
By Theorem 3.1 in this paper, we obtain
In fact, ρ(A • B −1 ) = 1.263.
Bounds for the minimum eigenvalue of a Nonsingular M -matrix
In this section, some bounds for τ (A) are presented, where A is a nonsingular M -matrix. We first give a bound for τ (A) which is sharper than that in Theorem 3.1 in [1] .
where ρ(J B ) is the spectral radius of the Jacobi iterative matrix J B of B.
Proof. Let A be the n × n matrix of all elements one. By Theorem 3.1, notice that ρ(A) = n, we have
Then, from Inequality (5), we have
The proof is completed.
Remark 4.1 From Inequality (5), we have
Then,
Thus the bound in Theorem 4.1 is better than that in Theorem 3. 
We could not verify that result in Theorem 4.1 is better than the above inequality in theoretical analysis, but the following numerical example shows that the result derived in Theorem 4.1 is better than that derived in Theorem 4.1 in [2] in certain cases. 
By Theorem 4.1 in this paper, we obtain
Combining Theorem 4.1 and Lemma 2.9, we obtain the following theorem.
Theorem 4.2
Let A = (a ij ) ∈ R n×n be a nonsingular M-matrix and
Next, we give some lower bounds for τ (A) when A is a strictly diagonally dominant nonsingular M -matrix, which are only depending on the entries of A and are sharper than the ones derived in corollary 3.4 in [1] .
n×n be a nonsingular M-matrix. Then (i) If A is a strictly diagonally dominant matrix by rows, then
Proof. Since A is a nonsingular M -matrix, D is a nonsingular M -matrix and D −A is a nonnegative matrix. Notice that D is a strictly diagonally dominant matrix both by rows and columns, by Lemma 2.11, we have
By Theorem 4.1 and Lemma 2.10, the conclusion follows. 
where ρ(J A ) is the spectral radius of the Jacobi iterative matrix J A of A and q = (q 1 , q 2 , · · · , q n ) T is its eigenvector corresponding to ρ(J A ).
Subsequently, Li et al. [2] improved the lower bound in (7) and obtained the following result. Lemma 4.5 Let A = (a ij ) ∈ R n×n be an irreducible nonsingular M-matrix, then
where
However, we could not verify that the upper bound in (8) is better than that in (7) . Next, we exhibit some new bounds for τ (A), and prove that the bounds in Theorem 4.6 are sharper than those in (7) and are better than (8) in some cases. Moreover, the lower bound for τ (A) in Theorem 4.6 has no relation with q = (q 1 , q 2 , · · · , q n )
T , then that is more conveninent to calculate than the bounds in (7) and (8).
where ρ(J A ) is the spectral radius of the Jacobi iterative matrix J A of A and q = (q 1 , q 2 , · · · , q n ) T is an eigenvector of J A corresponding to ρ(J A ).
Proof. Since A is an irreducible nonsingular M -matrix, J A is obviously an irreducible and nonnegative matrix. Then there exists a positive vector p
Notice thatĀ is also a irreducible nonsingular M -matrix and τ (A) = τ (Ā), by Lemma 2.12, we have
Since A ≤ diag(a 11 , a 22 , · · · , a nn ) and diag(a 11 , a 22 , · · · , a nn ) ∈ Z n , by Lemma 2.6, we have
By Lemma 2.7, we obtain
Thus, from Inequality (10), we have
From Inequality (11), we can obtain the left part of the inequality in this theorem. Since A is an irreducible nonsingular M -matrix, by Lemma 2.1, there exists a positive diagonal matrix
Notice that AQ is also a nonsingular M -matrix, then (AQ) −1 ≥ O, and there exists a positive vector u = (
Let
Since J A is a nonnegative and irreducible matrix,J A is also a nonnegative and irreducible matrix. Then ρ(J A ) = ρ(J A ). By Lemma 2.13, we have
From Equation (13) and Inequality (14), we have
Since (AQ)
Thus, from Inequalities (15) and (16), the conclusion follows. 
Thus, Inequality (17) can be written as
Then, we have
Thus, we have
Furthermore, consider the following inequality 1 2 min
So the bounds in Theorem 4.6 are sharper than those in Theorem 3.6 in [1] .
It is difficult for us to calculate the corresponding eigenvector of ρ(J A ) in practice, we next give some new bounds for τ (A) and those bounds have no relation with q = (q 1 , q 2 , · · · , q n )
T .
Theorem 4.7 Let A = (a ij ) ∈ R n×n be an irreducible nonsingular Mmatrix, then
where ρ(J A ) is the spectral radius of the Jacobi iterative matrix ρ(J A ) of A.
Proof. Since A is an irreducible nonsingular M -matrix, A −1 ≥ O and J A is an irreducible nonnegative matrix. Then there exists positive vectors t = (t 1 , t 2 , · · · , t n )
T and g = (g 1 , g 2 , · · · , g n ) T , such that
By Lemma 2.14, we have
Furthermore, we have
By Lemma 2.15, we obtain
From Inequalities (18) and (19), the conclusion follows.
we have
a ii , and
Hence the bounds in Theorem 4.7 are better than those in Theorem 3.6 in [1] . It is difficult for us to estimate ρ(J A ) in practice. In [1] , authors put forward that obtaining upper and lower bounds for τ (A) which are only depending on the entries of a nonsingular M -matrix A would be an interesting problem to be studied in further research. Next, we present some new bounds for τ (A) of a nonsingular M -matrix A, which are only depending on the entries of A. Theorem 4.8 Let A = (a ij ) ∈ R n×n be a nonsingular M-matrix, then 
By Lemma 2.9 , the conclusion follows.
Remark 4.6 We can not affirm that which bounds are better in Theorem 4.8 and Theorem 4.9, but the bounds in Theorem 4.9 are more convenient to calculate than those in Theorem 4.8 and they are only depending on the entries of matrix A.
Conclusion
In this paper, some upper and lower bounds for the minimum eigenvalue of nonsingular M -matrices are given. Furthermore, we prove that the results of this paper are sharper than the ones of [1, 2] .
