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A solution to the problem of dynamic analysis of large homogeneous 
communication networks with Markovian access control disciplines is given. For 
the case of multiple steady states and buffered users it is shown that: (i) the state 
space portrait of the system contains a one-dimensional stable manifold; (ii) the 
dynamics of the system can be reduced to a birth and death process defined on this 
manifold; and (iii) the residence time of each metastable steady state of the above 
birth and death process can be calculated on the basis of a new asymptotic 
procedure. Simulations show that this procedure results in acceptable precision. 
0 1985 Academic Press, Inc. 
I. INTRODUCTION 
In [ 11, the behavior of a large homogeneous communication network with 
a Markovian access control discipline has been described in terms of the 
normalized horizontal state variables (all terms and notations throughout 
this paper are the same as in [ 11) by the following set of stochastic finite- 
difference equations: 
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x,(n + 1) = xl(n) + MW - 1) - (1 -t*(n)) M4 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
x,-,(a+ l>=XN--,(n)+E [S i(n)-Nf I)-(1 -r,cn,,~ c,cn,], (1) 
k=l 
x,(n+ 1)=x,&)+E [d(&)-N)- fi t,@)], 
k=l 
1 >x,l>x*> -* * > 0, xi E [O, l/M, 2/M )...) 11, 
where C E [0, l,..., N], ri E [0, 11, i = l,..., N, are distributed according to 
P{<(n) = i ) xl(n) = x, ,..., ~~(n)=x~}=(x~-~--x~)P~~, i= l,..., N, x0= 1, 
P{&(n) = 1 I x,(n) = Xl T..., xi&) = XN} = Pfx%), (2) 
P{&(n) = 1 ] x1(n) = x1 )...) xJn) = XN} = Xi/Xi- *, i = 2,..., N. 
Application of the averaging theory for slow Markov walks [2] reduces 
(l), (2) to a system of deterministic finite-difference equations 
Yl@ + 1) =y,(n> + E{ [l -Yl(n)l par 
- [(v*(n) -Y&)YY1(~)1 CxYlW~ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
YN-lb + l)=y‘%--,(n) + &{[YN-*(n) -Y,-*(n)1 plz, 
- KY,-&9 -Y.vw/Y,wl PfxYl(4>1? 
Y,@ + 1) =yAn) + &l[YN-,(n) -Y,(n)1 pa, 
- [Y‘&)/Y,(n)l cxY*W)I 
(3) 
along with the inequality 
Pr{llx(n) -y(n)11 < 01 > 1 - 0, (4) 
where n E [no, IZ~ + l/s]. If (3) is globally asymptotically stable, (4) takes 
place for all n E [n,, co). Based on (3) and (4), the problem of dynamic 
behavior of (l), (2) has been analyzed in [l] under the assumption that (3) 
has a unique globally asymptotically stable equilibrium point. 
The multiple steady state case is more complicated. Here the solutions of 
(3) approximate the solutions of (l), (2) only on time intervals of the order 
l/s. On larger time intervals the properties of (l), (2) and (3) may differ 
qualitatively. This happens because the mean zero noise (averaged in (3)) 
can push the system from the domain of attraction of one stable equilibrium 
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point to that of another one. In this case asymptotically stable equilibria of 
(3) are referred to as metustabk steady states of (l), (2). The main charac- 
teristic of a metastable steady state is the residence time, i.e., the mean time 
“continuously” spent by a trajectory of (I), (2) in the domain of attraction 
of an equilibrium point of (3). Obviously, the residence time is of importance 
in the problem of communication network analysis, since, for instance, the 
global steady state probability of successful transmission, Pi,., can be 
calculated as 
where yf, is the first component of the ith steady-state vector of (3), ri is the 
residence time of the ith metastable steady state of (l), (2), and n is the 
number of metastable steady states. The residence time becomes even more 
important for access control disciplines which result in a steady state with a 
very low (zero in the limit) probability of transmission (for instance, 
ALOHA, Carrier Sense Multiple Access, Group Random Access and so on). 
In this case the residence time describes the saturation period, i.e., the mean 
time of reaching the zero throughput steady state. 
The main goal of this paper is to develop a new asymptotic method for 
residence time calculation and, on this basis, give a solution to the problem 
of dynamic behavior of large homogeneous communication networks with 
Markovian access control disciplines in the case of multiple equilibria. 
II. PHASE PORTRAITS AND ONE-DIMENSIONAL STABLE MANIFOLD 
Since the properties of the global behavior of (3) lead to a substantial 
simplification of the residence time calculations, we begin with the analysis 
of the global structure of trajectories of (3). 
The phase portraits of (3) for N= 2, M = 64, P;“: = 15y, exp{-6y,), 
P,, = 0.3 and 0.8 are shown in Figs. la and b. The three equilibria, two 
stable nodes and a saddle, are shown by the bold points; the separatrix is the 
dashed line. In both domains of attraction, all trajectories converge to a one- 
dimensional manifold, referred to as a stable manifold. For all P,,‘s, the 
shape of the stable manifold remains the same; it is shown in Fig. 2 (solid 
line) along with the steady-state relationship, y&J (interrupted line), which 
follows from (14) of [l] for N = 2: 
y1+1 1 + 2y, - 3y: 
Y2 = -- 2 J * 4 
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FIG. la. Phase portrait, N = 2, P,, = 0.3. 
Obviously, the two curves are close to each other and, therefore, we view (5) 
as an approximation to the one-dimensional stable manifold. 
Consider the saddle point and denote by o, and 1, the eigenvector 
transversal to the stable manifold and its eigenvalue, respectively. Let U- and 
A- be the eigenvector tangential to the stable manifold and its eigenvalue. 
Then the structure of the trajectories in the vicinity of the saddle point 
indicates that iA,1 > IA- 1. This is indeed true. For instance, if P,, = 0.3, the 
saddle point is at (0.638, 0.305) and 
uL= (l,-2.93), ,I,=-0.9325, 
ZL = (1,0.938), A- =0.331. 
(6) 
y2 
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FIG. lb. Phase portrait, N = 2, P,, = 0.8. 
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Yl 
FIG. 2. Valley vs steady state, N = 2. 
For P,, = 0.8, the saddle point is at (0.302,0.0743) and 
vI = (1, -1.8), 1, = -4.3, 
= (1,0.43), L = 1.15. 
(6’) 
V- 
A similar situation exists in the vicinities of the stable nodes as well: 
w, = (1, -0.24), ,u1= -14.77, 
wp = (1, 0.107), ,L- = -10.19; 
(7) 
for P,, = 0.3 and the left node at (0.023,0.00052). For P,, = 0.8, the left 
node is at (0.092,0.0078) and 
WI = (1, -0.7), jf,=-11.149, 
wp = (1,0.198), pm = -3.36. 
(7’) 
The right node for P,, = 0.3 is at (0.984,0.867) and 
z1= (1, -3.91), vI = -0.472, 
z- = (4 3.21)~ v- = -0.181; 
(8) 
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FIG. 3. Valley vs eigenvectors. 
for P,, = 0.8, the right node is at (0.998,0.953) and 
.z1= (1, -5.3), VI = -1.03, 
z- = (1,5.06), V_ = -0.637. 
(8’) 
From (6~(8) we conclude: 
(i) The eigenvector-eigenvalue structure accounts for the existence of 
the one-dimensional stable manifold. Indeed, since the “transversal” eigen- 
8 
.6 
0 50 100 150 200 250 
FIG. 4. y,(n) vs y(n), N = 2. 
90 CICERO AT AL. 
FIG. 5a. Phase portrait, N = 10, P,, = 0.3. 
values are larger than the “tangential” ones and since the flow defined by (3) 
does not have any other sinks except for the two nodes located on the 
steady-state characteristic y2(y,), all trajectories of (3) must converge to a 
one-dimensional manifold. 
(ii) The shape of this manifold is determined by the tangential eigen- 
vectors (Fig. 3). 
(iii) The temporal structure of the trajectories exhibits a rapid 
convergence to the vicinity of the one-dimensional stable manifold and slow 
evolution along this manifold. 
All the above yields the following geometric interpretation: The global 
behavior of the trajectories of (3) is defined by a “potential” which has two 
steep slopes descending to a valley: the shape of the valley is that of the one- 
72 
FIG. 5b. Phase portrait, N = 10, P,, = 0.8. 
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dimensional stable manifold; the valley is not horizontal but rather has a 
small slope with a local maximum at the saddle point and two local minima 
at the nodes. From every initial condition on the steep slopes, the system 
slides down to the valley and then moves slowly along the valley to a local 
minimum. In other words, (3) can be approximated by a single Iinite- 
difference equation on a one-dimensional manifold y2( y): 
Ye+ l>=Y(n>+&{[l-Y(n)lP,, 
- [(y(n) -Y*(YW/Y(41 PfxYWb (9) 
Figure 4 shows yi(n) of (3) for N= 2 in comparison with y(n) of (9). 
A situation similar to that described above exists for all N. Figures Sa and 
b show the projection of the state space portrait of (3) for N = 10, M = 64, 
PE = 15yi exp{-6y,}, P,, = 0.3 and 0.8 onto the plane (y,,y,). Figure 6 
compares the shapes of the one-dimensional stable manifold with that of the 
steady-state relationship y,(y,) for N= 10 and Fig. 7 illustrates yl(n) of (3) 
for N = 10 and y(n) of (9). 
Thus we conclude that for any N 
(1) the trajectories of (3), projected onto the plane (y, ,y2), converge 
to a one-dimensional stable manifold; 
(2) the shape of the stable manifold is approximated by the steady- 
state relationship, [y,(y)],, defined in (14) of [ 11; and 
0 .1 .2 3 .4 5 6 .7 8 9 1 
FIG. 6. Valley vs steady state, N = 10. 
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0 50 100 150 200 250 
FIG. 7. y,(n) vsy(n), N= 10. 
(3) JJ1(n) of (3) can be approximated by y(n) of (9) where 
Y2 = [YZ(YY)IN’ 
This conclusion justifies claim (iv) from the Introduction to [I]. 
III. ONE-DIMENSIONAL APPROXIMATIONS OF (I), (2) 
Obviously, (9) is an averaged equation [2], corresponding to the following 
one-dimensional slow Markov walk: 
x(n + 1) =x(n) + &rc,,cfi> - (1 - C,(n>> rl(n)L 
L, E PA 1 I, <iE [O, l]; 
P{C,,(n) = 1 I x(n) =x) = (1 - x) p,,, 
P{&(n) = 1 I x(n) = xl = p:(x), 
P{r,(n) = 1 I x(n) = xl = [~2(~)12/~~ 
(10) 
(11) 
where [x2(x)12 denotes the steady-state relationship of (3) for N = 2. Thus, 
(lo), (11) can be viewed as a one-dimensional approximation of (l), (2) for 
N= 2. Figures 8a and b illustrate this phenomenon: the trajectory of (l), (2) 
converges to [x2(x)12 and then evolves in the vicinity of this manifold. 
Analogously, substituting [x2(x)IN, N = 3,4,..., for [x2(x)12, we conclude 
that (lo), (11) can be viewed as a one-dimensional approximation of (l), (2) 
for any N. More precisely, we assume that for the purpose of the residence 
time calculations, the following birth and death process can be considered as 
an approximation of (l), (2): 
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FIG. 8a. Exit point vs separatrix, N = 2. 
x(n + 1) = x(n) + &r(n); 
P{@z) = 1 1 x(n) = x} = (1 - x) P,,[ 1 -P?(x)] 
+ (1 - xl pm MX)IN x et(x) LA 4x), 
MX)IN (1) P{&z)=-lIx(n)=x}=[l-(l-x)P,,] l- 
i X 1 
p:(x) 4 O), 
P{&z)= 0 1 x(n)=x} = 1 - [r(x)+ I(x)]. 
Two more one-dimensional approximations of (l), (2) can be constructed. 
Indeed, from (3) we obtain 
m + 1) = Y(n) + El11 -J&(41 p,,-mY,(4N~ (12) 
YP 
FIG. 8b. Exit point vs separatrix, N = 2. 
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where Y = CT=“=, yi. Since in the steady state yi =ui(u,), y, and Y,~ can be 
expressed as functions of Y(n): 
Y1= W), Y,  = Y,vv))~ 
In this case (12) becomes a closed equation. For instance, if N = co, this 
equation is 
Y(n + 1) = Y(n) + E[P,, - PE(Y/( 1 + Y))]. (13) 
Obviously, (13) is an averaged equation, corresponding to a one-dimensional 
birth and death process of the form 
x(n + 1) = x(n) + E&l), 
P{Qn) = 1 I x(n) = x} = Par[ 1 - PF(x/(l + x))] n r(x), 
P{&z) = -1 1 x(n) = x) = (1 - P,,) PZ(x/( 1 + x)) 4 I(x), 
(11) 
P{<(n) = 0 I x(n) = x} = 1 - [r(x) + E(x)]. 
Analogous expressions can be derived for N < 00. 
The last one-dimensional approximation of (l), (2) can be obtained from 
(12) assuming that Y(n) -v,(n). This is true for the steady state located in 
the vicinity of zero (the first intersection in Fig. 5 of [ 11). In this case, (12) 
can be rewritten as 
yl(n + 1) =v,(n) + El 11 -.Y‘&1(~>)1 PO, -?xYd4h (14) 
which is an averaged equation corresponding to another one-dimensional 
birth and death process: 
x(n t 1) = x(n) + d(n), 
P{<(n) = 1 1 x(n) = x) = (1 - x,$(x)) P,,[ 1 - P;(x)] e r(x), 
P{&z)= - 1 Ix(n)=x} = [l - (l-x,(x)) P,,]P;(x)A l(x), 
(III) 
P{<(n) = 0 I x(n) = x} = 1 - [r(x) + I(X)]. 
Even in this case of simplified, one-dimensional systems (I)-(III), the 
problem of the residence time calculation is a difficult one. Indeed, the well- 
known method, based on a diffusion approximation, is not applicable 
because the convergence of (I)-(III) to a diffusion defined by the It6 
equation 
dx = [r(x) - Z(x)] dt + d/E [r(x) + Z(x)] dw, (15) 
where w  is the normal Wiener process, is proven to exist only on time 
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intervals of the order 1, [3,4]. Since the residence time is a functional 
defined on intervals of the order l/s k, k > 1, and larger, the calculation 
based on (15) could lead to erroneous results (see [5] for examples). The 
expression for residence time given in [6, p. 3 151 is inconvenient for 
calculations and does not take advantage of the small parameter, E, present 
in the problem. That is why below we propose a new asymptotic method for 
residence time calculation (Section IV) and then apply it to Eqs. (I)-(III) 
(Section V). 
IV. RESIDENCE TIME CALCULATION: THE METHOD 
Consider a one-dimensional slow Markov walk 
x(n + 1) =x(n) + &r(n), O<E<l, 
P{<(n) = 1 1 x(n) = x} = r(x), 
P{ &I) = -1 / x(n) = x} = Z(x), 
P{<(n) = 0 1 x(n) =x} = 1 - [r(x) + I(x)]. 
(16) 
The averaged equation, corresponding to (16), is 
Y@ + 1) =.W + 4rM4) - 4.@N YE [O, 11. (17) 
Suppose that (17) has 2m - 1 equilibria, m of which are asymptotically 
stable and m - 1 are unstable. This means that [0, l] is divided into m 
domains of attraction (Fig. 9). Each asymptotically stable equilibrium of 
“I(X) 
.AYER 
m=3 
FIG. 9. Residence time calculation. 
409/105/l-7 
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(17) is a metastable steady state of (16). Assuming that 0 and 1 are 
reflecting boundaries, let us calculate the residence time in the domain of 
attraction which contains one of these boundaries (for instance, domain 
I-see Fig. 9) and then extend the result to II-III. 
Let u(x) denote the steady state value of the mean exit time of (16) into 
the domain II starting from x E [0, xa]. The function u(x) is known [7] to be 
the solution of the following boundary value problem: 
-1 = T(X) U(X t E) •l Z(x) U(X - E) - [T(X) + Z(x)] U(X), (18) 
x E [O, xal, u(O) = U(E), u(xJ = 0. 
Dividing [0, x0] into R intervals of length E, (15) can be represented as the 
following finite-difference equation: 
-1 = r(m) u((n t 1) E) + E(ne) u((n - 1) E) - [r(ns) + I@&)] z&r&), (19) 
u(ER) = 0, U(E) - U(1) = -l/r(O). 
Arguments presented in [ 7, pp. 169, 1871 show that for sufficiently small E 
the solution of (18), u(x), has a shape shown in Fig. 9, where T is O(ek’“) 
and k = const. to be determined. This means that the mean exit time starting 
at any x E [0, x, - E] is asymptotically the same, and consequently T can be 
viewed as the residence time in domain I. 
Having in mind the structure of U(X) let us construct the solution in the 
form of an outer solution, u(x) = T, to be valid away from the boundary 
x = x,, and a boundary layer, to match the outer solution to the boundary 
value at x = x,. 
To construct the boundary layer expansion, introduce the stretched 
variable 
Y = 6 - X,)/~ and $9) = 4% + KY) 
and linearize r(x) and l(x) in the vicinity of x,. Taking into account that 
r(x,) = l(x,) 4 a, from (18) as it is shown in 171, we obtain 
[a + r’(x,) ey] u(-y t 1) t [a t I/(x,) ey] u(-y t 1) 
- [2a t (r'(x,) t E'(x,)) EY] u(9) = 0, 
where u(x) = u(x)/T. Setting y = -n, we have 
[a - r’m] u(n t 1) + [a - Z’en] u(n - 1) 
- [2a - (r’ t 1’) en] u(n) = 0, u(0) = 0, 
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where all derivatives are at x,. The solution of this equation can be written 
as 
The matching condition for u(n) is v(n) + 1 as n + co. Note that we are still 
left with an unknown constant, namely, T. To obtain T we multiply (19) by 
the integrating factor a(O) a( 1) ... a(n) where a(n) = Z(n)/r(n), and then sum 
over n between 0 and R. We obtain an identity 
R-l 
--s 
1 u(ER)-u((R - I)&)+ 1 
,eo r(m)a(O) e-m a(n) = a(O)... a(R - 1) $9 40) ’ 
Using the boundary conditions in (19) we write 
N(R-l)E) 
R-l 
a(O)... a(R - 1) 
=c l 
1 
n=O r(n)a(O) -.. a(n) + WI 40) * 
Taking into account that u(R - 1) = v(l) T and using (20), we 
equation for T: 
obtain an 
= 5' !=I, WI 1 
(21) 
n=o en) + r(O)a(O) * 
If E is small enough, each term in (21) can be evaluated asymptotically. 
Taking into account that for any smooth function A(x) 
and using the Laplace method, we obtain 
1 -% a- r'x 
l N- 
JJ E 0 ___ exp -F a - I’x I 1 
’ [log(a - I’y) - lOg(a - r’y)] 4 dx 
1 -% 
Z- 
1 I 
exp - ,~‘hJ - MY-& x2 
I 
dx 
E 0 2as I 
1 
= E’/2 4 2,v(xJaf r’(xJ, ; (22) 
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R-1 r(k) 
i 
1 R-I 
n 
\’ 
kzO I(k) = exp 7 /(!(!o 
e [ log r(k) - log I( 
-4%exp ja~~[Iogr(x)-logZ(x)/drj; (23) 
dx. 
To calculate the last integral, denote 
4(x) 42 j; [log r(v) - log KY>I dy. 
The maximum of g(x) is at xA ; the minimum is at x,. Also, 
#“(xJ = [r/(x,) - Z’(x,)]/r(x,). Hence, 
del) lZ’(x/l) - r’(x,)I * 
(24) 
Substituting (22)-(24) in (21), we finally obtain 
[log r(x) - log Z(x)] dx 
T= !I I1 + 4l)l. (25) 
Note that the residence time calculation based on the diffusion approx- 
imation (15) would result [7] in a formula similar to (25) but with a 
potential of the form 
2 - 
I j 
X0 r(x) - 0) dx 
E X4 r(x) + 0) * 
Obviously, the residence times obtained on the basis of (15) and (16) are 
asymptotically different. 
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To calculate the residence time in the “internal” domain of attraction, for 
instance, II, we first assume that xb is a reflecting boundary and, using (25) 
with substitution x, + x,, calculate T,. Then we assume that x, is a 
reflecting boundary and again using (25) with substitution x, -+ x,, x, -+ xb, 
calculate Tb. Then, the residence time, T, in II is 
i 
Ta 
T= Tb 
1 1 v-a •t VT, if 4kJ = KG 
V. RESIDENCE TIME CALCULATION: APPLICATION TO (l), (2) 
Consider a network described by (l), (2) with M = 64 and P”; (xl) = 
15x, exp{-6x, }. Table I gives the position, xls, of the multiple steady states 
of (l), (2), denoted as x, , x, and x, ; empty blocks in Table I correspond to 
unique steady-state situations. 
As was pointed out in Section III, residence time calculation based on (l), 
(2) is a complicated problem. Using, however, the one-dimensional approx- 
imations (I)-(III), this becomes a simple task. The theoretical predictions of 
the residence time based on (25) applied to (I)-(III) are given in Table II (TA 
and T, denote the residence time in [0, xa] and [x0, 11, respectively). As it 
follows from Table II all three approximations (I)--(III) give qualitatively 
similar results, however, the numerical values differ considerably. 
In order to evaluate the precision of the predictions based on (I)-(III), a 
numerical experiment was carried out. Equations (l), (2) were solved 
TABLE I 
N Pa, 0.2 0.4 0.6 0.8 1.0 
1 X.4 
X0 
XB 
2 x.4 
XII 
XB 
co X.4 
XC? 
XB 
0.05 174 
- 0.6134 
0.8966 
0.01454 0.03234 0.0557 
0.78296 0.54564 0.4128 
0.9537 0.9913 0.99622 
0.014542 0.032378 0.055948 
0.647 0.4826 0.3714 
1 1 1 
0.07884 0.12126 
0.46538 0.34298 
0.93602 0.9529 
0.09178 
0.30152 - 
0.99788 
0.0934 
0.2708 - 
1 
TA
BL
E 
II 
N:
 
- 
P 
Ll
r 
A~
Q
KK
.: 
1 
2 
m
-W
) 
(1
) 
(1
1)
 
(II
I) 
0.
2 
T.
4 
TB
 
0.
4 
T”
 
TB
 
0.
6 
T.
4 
TB
 
0.
8 
T”
 
TL
3 
1.
0 
T.
4 
TB
 
8.
4 
x 
10
” 
14
83
4 
2 
x 
10
” 
6.
5 
x 
10
’ 
1.
9 
x 
lo
3 
4.
5 
x 
lo
’* 
2 
x 
lo
= 
16
80
1 
9.
1 
x 
lO
I 
4.
3 
x 
1o
’O
 
1.
5 
x 
10
9 
2.
2 
x 
10
” 
15
03
4 
1.
3 
x 
1o
z4
 
> 
10
38
 
83
45
1 
1.
2 
x 
10
29
 
1.
6 
x 
10
z3
 
2 
x 
1o
l6
 
> 
1o
’8
 
1.
5 
x 
10
’ 
> 
1o
’8
 
> 
10
38
 
34
80
 
6.
9 
x 
10
” 
1.
9 
x 
lO
L0
 
4.
9 
x 
10
’2
 
1.
7 
x 
1o
L8
 
7.
6 
x 
10
’ 
4.
6 
x 
10
” 
cc
 
(1
) 
(1
1)
 
1.
6 
x 
10
z8
 
> 
1o
38
 
00
 
m
 
9 
x 
1O
L4
 
9.
2 
x 
lo
’* 
00
 
9.
5 
x 
10
’ 
1.
5 
xm
lo”
 
00
 
co
 
36
16
 
4.
7 
x 
lo
6 
aJ
 
aJ
 
(II
I) 
7.
5 
x 
lO
I 
2 
8.
2 
x 
10
” 
E 
1.
2 
x 
10
20
 
0 
4.
5 
x 
lo
*’ 
5 
3.
2 
x 
10
” 
F 
3 
x 
1o
j6
 
lo
5 
> 
10
jR
 
- 
- 
- 
COMMUNICATION NETWORKS-II 101 
TABLE III 
N=2 
7-A Error (%) Best 
approxi- 
P (lr (1) (11) (III) TA exp. 0) (11) (III) mation 
0.9 448 2865 1201 1239 176 57 3 
0.92 342 831 492 385 12 54 22 (III) 
TABLE IV 
N=2 
TB Error (%) Best 
approxi- 
P (II (1) (11) (III) TB exp. (1) (11) (III) mation 
0.18 9246 9053 2229 5150 44 43 131 
0.19 11098 21812 2434 14046 26 36 477 (1) 
TABLE V 
N=m 
TA Error (%) Best 
approxi- 
P ar (1) (11) (III) TA exp. (1) (11) (III) mation 
0.88 353 2562 773 949 169 63 23 
0.9 303 709 358 304 0 57 15 (III) 
TABLE VI 
M=32,N=co 
T” Error (%) Best 
approxi- 
P LII (1) (11) (III) TA exp. (1) (11) (III) mation 
0.88 328 19907 773 1153 251 94 49 
0.9 334 2020 357 284 15 86 20 (III) 
102 CICERO AT AL. 
TABLE VII 
M=64, N= 1 
P (2r TB T, exp. Error (%) 
0.5 3060 2478 19 
0.55 3759 4059 8 
0.6 14834 17582 18 
numerically and T, and T, were estimated with the error bound less than 
5%. Average number of runs to achieve this precision was 150. Since every 
run requires a large number of random numbers, only relatively short 
residence times could be investigated experimentally. The results of this 
investigation along with theoretical prediction based on (I)-(III) are shown 
in Tables III-V. 
As follows from these data, the theoretical prediction for T, should be 
made on the basis of approximation (III), whereas TB should be predicted on 
the basis of (I). This choice of models ensures the prediction ‘with -40% 
accuracy. 
An analogous conclusion also follows from the analysis of (l), (2) with 
M = 32. This is illustrated in Table VI. Table VII illustrates the accuracy of 
the asymptotic formula (25) in the case when one-dimensional simplification 
is not induced. 
VI. A CONCLUDING REMARK 
The present work, Part I and Part II, gives a solution to the problem of 
dynamic analysis of large homogeneous communication networks with 
Markovian access control and buffered users. Namely, we show how to 
analyze 
(1) the steady-state buffer occupancy and the probability of successful 
transmission: 
(2) the stability property of a steady state; and 
(3) the residence time of each metastable steady state (in particular, 
the saturation period). 
All the development has an asymptotic character, and involves several 
types of simplifications: 
(a) Averaging theory for slow Markov walks; we show that E 5 0.02 
ensures acceptable dynamical precision; satisfactory average precision of the 
steady states calculation is ensured by E 5 0.05. 
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(b) Reduction of an n-dimensional Markov walk to one-dimensional 
birth and death process defined on a stable manifold. 
(c) Asymptotic, boundary layer type expansion of the solutions of the 
Dynkin equation and the Laplace method for integrals evaluation; we show 
that E 5 0.02 gives acceptable precision. 
Thus, the developed method appears to be useful for analysis of the 
networks with 50 or more users. 
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