A new model framework called Realized Conditional Autoregressive Expectile (Realized-CARE) is proposed, through incorporating a measurement equation into the conventional CARE model, in a manner analogous to the Realized-GARCH model. Competing realized measures (e.g. Realized Variance and Realized Range) are employed as the dependent variable in the measurement equation and to drive expectile dynamics. The measurement equation here models the contemporaneous dependence between the realized measure and the latent conditional expectile. We also propose employing the quantile loss function as the target criterion, instead of the conventional violation rate, during the expectile level grid search. For the proposed model, the usual search procedure and asymmetric least squares (ALS) optimization to estimate the expectile level and CARE parameters proves challenging and often fails to convergence. We incorporate a fast random walk Metropolis stochastic search method, combined with a more targeted grid search procedure, to allow reasonably fast and improved accuracy in estimation of this level and the associated model parameters. Given the convergence issue, Bayesian adaptive Markov Chain Monte Carlo methods are proposed for estimation, whilst their properties are assessed and compared with ALS via a simulation study. In a real forecasting study applied to 7 market indices and 2 individual asset returns, compared to the original CARE, the parametric GARCH and Realized-GARCH models, one-dayahead Value-at-Risk and Expected Shortfall forecasting results favor the proposed Realized-CARE model, especially when incorporating the Realized Range and the sub-sampled Realized Range as the realized measure in the model.
INTRODUCTION
The CARE model includes a nuisance parameter, currently not estimable by standard methods, for which Taylor (2008) employed a grid search estimator that optimized the sample violation rate. This paper extends that approach in three ways. First, the quantile loss function is proposed as a more suitable optimization criterion. Second, a two-step search method, consisting of a coarse grid, followed by a refined grid search, is proposed as an alternative, helping to reduce the computing time in estimating this parameter, whilst maintaining an equivalent level of accuracy. Third, a fast, efficient random walk Metropolis method is proposed to perform the optimization, which corrects a convergence issue for this parameter in the proposed model. The paper is organized as follows: Section 2 reviews some realized measures and proposes the sub-sampled RR. Expectiles and their connection with existing CARE type models, as well as a review of Re-GARCH type models comprises Section3. Section 4 proposes the Realized-CARE class of model; the associated likelihood and the adaptive Bayesian MCMC algorithm for parameter estimation are presented in Section 5. The simulation and empirical studies are discussed in Section 6 and Section 7 respectively. Section 8 concludes the paper and discusses future work.
REALIZED MEASURES
This section provide a review of some realized measures and proposes the sub-sampled Realized Range.
For day t, representing the daily high, low and closing prices as H t , L t and C t , the most commonly used daily log return is:
where r 2 t is the associated volatility estimator. The high-low range (squared), proposed by Parkinson (1980) , proved to be a much more efficient volatility estimator than r 2 t , based on the range distribution theory (see e.g. Feller, 1951) :
where 4log(2) scales Ra to be an approximately unbiased volatility estimator. Several other range-based estimators, e.g. Garman and Klass (1980) ; Rogers and Satchell (1991) ; regarding their properties. The range allowing for overnight price jumps is proposed in Gerlach and Chen (2015) :
where again the associated volatility estimator squares RaO t , then divides by 4log(2).
If each day t is divided into N equally sized intervals of length ∆, subscripted by Θ = 0, 1, 2, ..., N, several high frequency volatility measures can be calculated. For day t, denote the i-th interval closing price as P t−1+i△ and H t,i = sup (i−1)△<j<i△ P t−1+j and L t,i = inf (i−1)△<j<i△ P t−1+j as the high and low prices during this time interval. Then RV is proposed by Andersen and Bollerslev (1998) as:
Martens and van Dijk (2007) and Christensen and Podolskij (2007) developed the Realized Range, which sums the squared intra-period ranges:
Through theoretical derivation and simulation, Martijns and van Dijk (2007) show that RR is a competitive, and sometimes more efficient, volatility estimator than RV under some micro-structure conditions and levels. Gerlach and Wang (2015) confirm that RR can provide extra efficiency in empirical tail risk forecasting, when employed as the measurement equation variable in an Re-GARCH model. To further reduce the effect of microstructure noise, Martens and van Dijk (2007) presented a scaling process, as in Equations (4) and (5).
where RV t and RR t represent the daily squared return and squared range on day t,, respectively. This scaling process is inspired by the fact that the daily squared return and range are each less affected by micro-structure noise than their high frequency counterparts, thus can be used to scale and smooth RV and RR, creating less micro-structure sensitive measures.
Further, Zhang, Mykland and Aït-Sahalia (2005) proposed a sub-sampling process, also to deal with micro-structure effects. For day t, N equally sized samples are grouped into M non-overlapping subsets Θ (m) with size N/M = n k , which means:
Then sub-sampling will be implemented on the subsets Θ i with n k interval: Θ i = i, i + n k , ..., i + n k (M − 2), i + n k (M − 1), where i = 0, 1, 2..., n k − 1.
Representing the log closing price at the i-th interval of day t as C t,i = P t−1+i△ , the RV with the subsets Θ i is:
We have the T /M RV with T /N sub-sampling as (supposing there are T minutes per trading day):
Then, denoting the high and low prices during the interval i + n k (m − 1) and i + n k m
respectively, we propose the T /M RR with T /N sub-sampling as:
RR
For example, the 5 mins RV and RR with 1 min subsampling can be calculated as below respectively:
EXPECTILE AND CARE TYPE MODELS

Expectile
The τ level expectile µ τ , defined by Aigner, Amemiya and Poirier (1976) , can be estimated through minimizing the following expectation:
where Y is a continuous r.v., τ ∈ [0, 1], I(Y < µ τ ) equals 1 when Y < µ τ and 0 otherwise.
If Y = y 1 , y 2 , ...y n , the following asymmetric sum of squares equation is employed for µ τ in Taylor (2008) :
so that minimizing this equation results in the Asymmetric Least Squares (ALS) estimator of µ τ . No distributional assumption is required to estimate µ τ here.
As discussed in Section 1, ES is defined as ES α = E(Y |Y < Q α ), which stands for the expected value of Y , conditional on the set of Y that is more extreme than the αlevel quantile of Y, denoted Q α . Newey and Powell (1987) found a general relationship between the expectile and ES: If E(Y ) = 0, Taylor (2008) showed this relationship can be formulated as:
where µ τ = Q α ; i.e. µ τ occurs at the quantile level α τ of Y . Thus, µ τ can be used to estimate the α level quantile Q α , and then scaled to estimate the associated ES.
3.2 CARE type models and Re-GARCH Taylor (2008) proposed the CARE type models that have the similar form as the CAViaR type models (Engle and Manganelli 2004) , i.e. symmetric absolute value (SAV), asymmetric (AS) and indirect GARCH (IG). Here we present only the CARE-SAV model:
CARE-SAV:
where r t is the day t return, and µ t is the τ level expectile for day t, while τ is removed from the notation for the reason of brevity. Further, Gerlach and Chen (2015) 
where AG is the Asymmetric Gaussian distribution and x t is the realized measure at time t. Both the CARE-SAV and CARE-X-SAV can be estimated by ALS, or by maximum likelihood (ML) assuming the AG error distribution: these estimators are mathematically equivalent. Thus, the AG is only employed so as to construct a quasi-likelihood function, that has its' mode exactly coinciding with the ALS estimator, and that subsequently allows a Bayesian estimator, as developed in Gerlach, Chen, and Lin (2012) for CARE models and Gerlach and Chen (2015) for CARE-X models.
These CARE-type models can all produce one-step-ahead forecasts of µ t (expectiles), which can be directly employed as VaR estimates, by an appropriate choice of τ ; more on this later. Then, Equation 10 can be employed to scale these expectile forecasts to produce forecasts of ES. This paper extends the CARE-X model class to incorporate a measurement equation, analogous to the Realized GARCH class of models.
The innovative Realized-GARCH framework was developed in . (2012) and Gerlach and Chao (2016) .
Re-GARCH
where the 3rd equation is the measurement equation. Here z t i.i.d.
∼ D 1 (0, 1) and ε t i.i.d.
∼ D 2 (0, 1); made several suggestions, including x t = RV t and focused on D 1 (0, 1) = D 2 (0, 1) ≡ N(0, 1). Watanabe (2012) further extended the model through incorporating the Student-t or skewed-t (Hansen, 1994) for D 1 , also employed in Gerlach and Chao (2016).
The advantage of a measurement equation is that more information about the latent volatility can be incorporated into the likelihood. Further, asymmetric effects of positive and negative return shocks on volatility are incorporated in an innovative manner. The proposed Realized CARE model class, which adds both these features to the existing CARE-X framework, is now presented.
Consider a zero-mean return process with conditional distribution D 1 (0, 1) and conditional volatility at time t given by h t . The α-level quantile is then given by
which in an expectile framework is also µ t . Thus, the dynamics on h t will imply the dynamics on the expectile series µ t in a CARE model. Further, the relationship between the realized measure x t and h t also implies a relationship between x t and µ t . We thus propose two Realized CARE models implied by two sets of volatility dynamics.
Under the volatility dynamics in (12), the indirect GARCH Realized-CARE-IG is proposed, as follows:
where r t = [log(C t ) − log(C t−1 )] × 100 is the percentage log-return for day t, x t is the realized measure at time t and it is sufficient for positivity under the square root to enforce β1 > 0, β2 > 0, β3 > 0. In this paper we consider x t = Ra t , RaO t ,
as well as square roots of the scaled and sub-sampled versions of RV t and RR t . Also, we make the standard choice D ≡ N(0, 1) for the measurement error. The top three equations in the Realized-CARE above are named as: the return equation, the CARE equation and the measurement equation, respectively. The measurement equation here captures the contemporaneous dependence between the expectile µ t and realized measure
x t , analogous to capturing that between unobserved volatility and the realized measure in the Re-GARCH framework.
If the volatility dynamics are instead those of standard deviation GARCH, the implied Realized-CARE-SAV model is:
∼ D(0, σ 2 u ) and the choice D ≡ N(0, 1) is made here.
There are two return-related "error" series in these Re-CARE models: one is the additive ε t = r t − µ t , which is assumed to follow an AG distribution, so that the MLE coincides with the ALS (in CARE models); The second is the multiplicative ǫ t = rt µt , that appears in the measurement equation and is employed to capture the well known leverage effect. Again, if µ t is a multiple of √ h t then, we will have E(ǫ t ) = 0, as usual, but to keep a zero mean asymmetry term (ǫ 2 t − E(ǫ 2 )), we need to know
The Re-CARE model says nothing about this second moment. Thus, we instead substitute an empirical estimate E(ǫ 2 ) ≈ǭ 2 , being the sample mean of the squared multiplicative errors. We note that E(ǫ 2 t −ǭ 2 ) = 0 is preserved ifǭ 2 is an unbiased estimate. The term τ 1 ǫ t + τ 2 (ǫ 2 t −ǭ 2 ) thus still generates an asymmetric response in volatility to return shocks. Further, the sign of τ 1 is expected to be opposite that from an Re-GARCH model, since the expectile µ t is negative for the low quantile levels , e.g. α = 1%, considered in the paper.
The Re-CARE framework can be easily extended into other nonlinear CARE versions, e.g. by choosing the expectile dynamics in Gerlach, Chen and Lin (2012); however we focus solely on the Re-CARE-SAV type models in this paper.
In order to guarantee that the series µ t does not diverge, a necessary condition for both Re-CARE type models is β 2 + β 3 φ < 1, which is subsequently enforced during estimation.
This condition can be derived through substituting the measurement equation into the CARE equation in either (13) or (14). The CARE equation in Re-CARE framework can produce one-step-ahead expectile forecasts (VaR), which can be mapped to ES forecasts directly through employing Equation (10).
LIKELIHOOD AND BAYESIAN ESTIMATION
CARE Likelihood Function with AG
With r = (r 1 , r 2 , ..., r n ) ′ , the ALS as specified in Equation (15) is employed by Taylor (2008) to estimate µ t , after the expectile level τ is estimated through a grid search: τ is chosen to make the in-sample violation rate (VRate = 1 n n t=1 I(r t < µ t (β))) as close as possible to the quantile level α.
For each grid value of τ , the ALS estimator of the CARE equation parameters β is found, yielding an associated VRate(τ ).τ is set to the grid value of τ s.t. VRate is closest to the desired α. Then, the ALS estimator ofβ conditional ontau is found.
Gerlach, Chen and Lin (2012), Gerlach and Chen (2016) develop an asymmetric Gaussian (AG) distribution and include it as the error distribution in an observation equation for a CARE model, i.e. ε t ∼AG(τ, 0, σ) in (11). This makes the construction of a likelihood function feasible. The scale factor σ is a nuisance parameter and can be integrated out, Gerlach, Chen and Lin (2012) employ a Jeffreys prior in this integration and show that maximizing the resulting integrated likelihood function produces identical estimation as the ALS approach. However, the likelihood formulation also allows access to powerful computational Bayesian approaches, such as adaptive MCMC algorithms, for estimation.
The CARE (integrated) likelihood in this setting is:
Realized CARE Log Likelihood
Because the Re-CARE framework has a measurement equation, with u t
∼ N(0, σ 2 u ), the full log-likelihood function for Re-CARE (as in Model 14) is the sum of the log-likelihood ℓ(r; θ) for the CARE equation and the log-likelihood ℓ(x|r; θ) from the measurement equation. In the Re-GARCH framework, the measurement equation variable contributes to volatility estimation, thus the GARCH equation in-sample and predictive log-likelihood values are improved compared to the traditional GARCH. Thus, we expect the measurement equation in the Re-CARE to also facilitate an improved estimate τ and of µ t , leading to more accurate VaR and ES forecasts.
where u is the measurement equation residual series, e.g. in the Re-CARE-SAV model
For the Re-GARCH model framework, Hansen et.al (2011) studied the asymptotic properties of the quasi-maximum likelihood estimator, conjecturing a central limit theorem. Yao and Tong (1996) considered the asymptotics of ALS estimation for expectile regression and showed consistency of the estimator. Results from both these papers allow us to conjecture the consistency and asymptotic normality of the ML estimator obtained by numerically maximizing the log-likelihood function above. We leave the proofs for future work. However, convergence issues in the numerical likelihood optimization, to be discussed, lead us to instead consider MCMC estimation.
Bayesian Estimation
Given a likelihood function, and the specification of a prior distribution, Bayesian algorithms can be employed to estimate the parameters of an Re-CARE model. A two-step adaptive Bayesian MCMC method, extended from that in Gerlach and Wang (2016) is employed. First, the parameters are dived into two blocks: θ 1 = (β 1 , β 2 , β 3 , φ) ′ and θ 2 = (ξ, τ 1 , τ 2 , σ) ′ , where groupings are chosen to maximize within group correlation of MCMC iterates; e.g. here the stationarity constraint β 2 + β 3 φ < 1 induces some correlation among the three parameters, whilst in GARCH models the equivalent of β 1 , β 2 are known to be highly negatively correlated.
Priors are chosen to be uninformative over the possible stationarity (and positivity, where relevant) regions, e.g. π(θ) ∝ I(A), which is a flat prior for θ over the region A.
An adaptive MCMC algorithm, extended from that in , based on that in Chen and So (2006) , employs a random walk Metropolis (RW-M) for the burn-in period and and independent kernel Metropolis-Hastings (IK-MH) algorithm (Metropolis et al., 1953; Hastings, 1970) for the sampling period. The burn-in period uses a Gaussian proposal distribution for the random walk process of each parameter group. The covariance matrix of the proposal distribution in each block is tuned towards a target accept ratio of 23.4% (Roberts, Gelman and Gilks, 1997 
Expectile Level Search
As discussed in Section 5.1, the estimation of CARE type models relies on a full grid search of the optimal expectile level τ , e.g employing M equally spaced trial values of τ on [0, α], as proposed in Taylor (2008) . For each grid value of τ , the ALS estimator of the CARE equation parameters β is found, yielding an associated VRate(τ ).tau is set to the grid value of τ s.t. VRate is closest to the desired α.
This paper extends that approach in three ways. First, the quantile loss function,
Equation (17), is proposed as a more suitable optimization criterion than the VRate, which e.g. may not detect autocorrelation in violations. Further, since quantiles are elicitable, in the sense defined by Gneiting (2011) , and the standard quantile loss function is strictly consistent, i.e. the expected loss is a minimum at the true quantile series, minimizing (17) is a more reasonable choice to estimate τ . Thus, the selected expectile level τ during the grid search should be the one that minimizes the quantile loss function:
where µ 1 , . . . , µ m is a series of expectiles at level α for the return observations y 1 , . . . , y m .
Taylor (2008) it is clear that an un-expectantly non-smooth function over τ results. Our investigations showed that this non-smoothness, which occurred in all simulated and real datsets that we tried, was a result of intermittent non-convergence of the ALS optimization, using the optimization toolbox in Matlab. Further, when the optimization was changed to be via a genetic algorithm, only minimal improvements were made: in fact, the resulting plots were qualitatively the same and are thus not shown, to save space. Therefore, the usual search procedure and optimization needs to be adjusted for Re-CARE models.
As an alternative, and the second contribution here, we propose to employ a stochastic optimization algorithm, employing a fast RW-M approach, to allow improved accuracy in estimation of τ and convergence in estimating β for each grid value of τ . For each value of τ considered, the RW-M algorithm from the burn-in period of the full MCMC sampling scheme is employed to give a few thousand iterates of the parameters, and thus of the series µ, each of which is evaluated via the quantile loss function in (17), with the minimum loss over the iterates eventually chosen; thenτ the value of τ associated with the overall minimum of these minimum loss values over the grid of τ . To illustrate the improvement under this approach, the bottom plot of Figure 1 shows the relationship between τ and the corresponding minimum loss function, which is now quite smooth and regular, and importantly monotonic, with any remaining non-smoothness being due to the Monte Carlo error inherent in the RW-M stochastic search method. This sort of improvement is found in all data sets, simulated and real, that we tried. However, our approach is more time consuming since an MCMC run is required for each grid value of τ . The third contribution is to make the proposed method faster than a pure grid search, without sacrificing accuracy. To assist in speeding things up, we propose to find a smaller and more refined region than [0, α] on which to do a more targeted grid-search, via the following two-step approach. First, a coarse grid search in undertaken and the results employed to identify a smaller area where the loss function is comparatively low, followed by a refined grid search inside that area.
Proposed two-step target τ search approach
Step 1: Choose M 1 equally spaced values for τ , generated in [m 1 , m 2 ]; we set M 1 = 7, m 1 = 0.0001, m 2 = α/1.5, the latter chosen because the empirical study with full grid search showsτ is well always inside that region. The minimum loss function (17) is calculated for these M values, based on the RW-M search algorithm. For the first τ trial value m 1 , the RW-M is run for a minimum of 10,000 iterations, and a maximum 15,000
iterations, and is stopped if the maximum of the likelihood function has not changed for more than 1000 iterations; typically this has occurred before the 10000th iterate. For the remaining M 1 − 1 values, say τ i , (i = 2, . . . , M 1 ) the estimated MLE of the parameters from τ i−1 are used as the MCMC starting values, and the RW-M is run for a minimum of 2,000 iterations, with a maximum of 10,000 iterations, and again stopped when the maximum of the likelihood has not changed for 1000 iterations; this typically happens between 2000 and 4000 iterations.
An example of the M 1 = 7 calculated loss function vs τ values from step 1 is presented in the top plot of Figure 2 , where τ = 0.0022 generates the minimum loss function value and is selected.
Step 2: A focused, refined grid search is conducted between the two grid values of τ that are immediately below and above that of the minimum τ from step 1. We choose M 2 equally spaced points (we set M 2 = 6), with half on either side of the optimum step 1 τ .
Then, the finalτ is selected as that value whose associated MLE and series µ minimize the loss function in this second grid search. An example is shown in the bottom plot of Figure 2 . The RW-M method is run for the same number of iterations as in Step 1 and with the same settings.
A simulation study will be conducted in Section 6 in order to study the validity of the proposed 2 step targeted grid search employing the RW-M method procedure proposed here.
Finally, employing the quantile loss function (17) as the expectile grid search objective function also enables the statistical comparison between the in-sample quantile estimation accuracy with different CARE-type models. Figure 3 illustrates that the Re-CARE-RR consistently generates smaller quantile loss function values than the conventional CARE model for every τ during the grid search process, using with the same S&P 500 data set, which provides evidence on the improved in-sample expectile estimation accuracy through employing the proposed Re-CARE framework. Similar results and plots, not
shown, pertain to the other data sets in our empirical study. Data replications are simulated from:
In order to calculate the corresponding Re-CARE-SAV true parameter values, a mapping between from the square root Realized-GARCH to the Realized-CARE-SAV is re-
. Substituting back into the GARCH and measurement equations of Model (18), the corresponding Realized-CARE-SAV specification can be written:
allowing true parameter values to be calculated or read off. These true values appear in Table 1 .
In each model the true one-step-ahead α level VaR forecast is then VaR n+1 = σ n+1 Φ −1 (α), and the true one-step-ahead α level ES forecast is ES n+1 = σ n+1 Φ −1 (δ α ), where δ α is the quantile level that ES occurs at for the standard normal distribution (Gerlach and Chen, 2016) . Following Basel II and Basel III risk management guidelines, the 1% quantile level is employed (corresponding δ α = 0.38% with the standard normal distribution), then the true value of VaR n+1 and ES n+1 can be calculated for each dataset; the averages of these, over the 1000 datasets, are given in the "True" column of Table 1 . Through the one-toone relationship between VaR and ES (Equation (10)), the true value of τ is 0.001452 for this model. In addition, the targeted grid search of τ as presented in Section 5.4 is incorporated in the RW-M process, while there is no target search for τ during the ML estimation, to testify the accuracy of target search.
The Re-CARE-SAV model is fit to the 1000 datasets generated, once using the RW-M method and once using the ML estimator (the 'fmincon' constrained optimisation routine in Matlab software is employed). The RW-M iterations are specified in Section 5.4.
Estimation results are summarized in Table 1 , where boxes indicate the preferred model in terms of minimum bias (Mean) and maximum precision (minimum RMSE). The results clearly favour the RW-M estimator compared to the MLE; as expected in light of the convergence issues discussed and illustrated in Section 5.4. The bias results favor the MCMC approach in 9 out of 9 parameter estimates and VaR& ES forecasts. Further, the precision is clearly higher for the MCMC method for all 9 parameters and both tail risk forecasts, while the RMSE of τ from RW-M is only marginally higher than that from ML. Finally, the estimation results for τ with RW-M stochastic search approach highlight the validity of the proposed targeted search approach. The targeted procedure was only used for the RW-M expectile search process. After τ was selected with target search, the adaptive Bayesian approach as described in Section 5 is employed for the parameters The data are used to calculate the daily return, daily range and daily range plus overnight price jump. Further, the 5-minute data are employed to calculate the daily RV and RR measures, while both 5 and 1-minute data are employed to produce daily scaled and sub-sampled versions of these two measures, as in Section 2; q = 66 is employed for the scaling process, i.e. around 3 months. Thus, the final starting time is 3 months from the starting time of data collection. Figure 4 plots the S&P 500 absolute value of daily returns, as well as the square root of RV and square root of RR, for exposition. 
Tail Risk Forecasting
Both daily Value-at-Risk (VaR) and Expected Shortfall (ES) are estimated for the 7 indices and the 2 asset series, as recommended in the Basel II and III Capital Accord.
As discussed in Section 3, in the CARE setting the VaR, which is the α level quantile, can be estimated by the corresponding τ level expectile. Then ES can subsequently be calculated through employing the one-to-one relationship in equation (10), .
A rolling window with fixed size in-sample data is employed for estimation to produce each 1 step ahead forecast; the in-sample size n is given in 
where n is the in-sample size and m is the forecasting sample size.
However, having a VRate close to the expected level is a necessary but not sufficient condition to guarantee an accurate forecasting model. Thus several standard quantile accuracy and independence tests are also employed: e.g. the unconditional coverage (UC) and conditional coverage (CC) tests of Kupiec (1995) and Christoffersen (1998) Clearly from Table 2 , Re-CARE models as a group have most of the optimal VaR forecast series, in terms of being closest to VRate of 1%, over the 9 return series. From Table 3 Re-CARE models employing either RaO and RR have VRates closest to the 1% quantile level on average and via the median; though most Re-CARE models were close to 1% on this measure and most other models were not. All the models were anticonservative, having VRates on average (and median) above 1%: Re-GARCH-GG was most ant-conservative, generating 80-90% too many violations, not surprising since it is the only model employing the 'straw man' Gaussian error distribution. Chang et al. (2011) and McAleer et al. (2013) proposed using forecast combinations of the VaR series from different models, to take advantage of associated empirically-observed efficiencies from forecast combination, but also to potentially robustify against the effects of financial crises like the GFC. This approach is employed here: specifically, the four series created by taking the mean ("FC-Mean"), median ("FC-Med"), minimum ("FC-Min") and maximum ("FC-Max") of the VaR forecasts from all 15 models for each day, are considered. The lower tail VaR forecasts are considered here, so "FC-Min" is the most extreme of the 15 forecasts (i.e. furthest from 0) and "FC-Max" is the least extreme. The
VRates for "FC-Mean", "FC-Med", "FC-Min" and "FC-Max" series are also presented in Tables 2 and 3 . Regarding these, the "FC-Min" approach is highly conservative in each series, with few if any violations, while the "FC-Max" series produces anti-conservative VaR forecasts that generate far too many violations. The "FC-Mean" and "FC-Median" of the 15 models produced series that generate very competitive VRates. Several tests are employed to statistically assess the forecast accuracy and independence of violations from each VaR forecast model. Table 4 shows the number of return series (out of 9) in which each 1% VaR forecast model is rejected for each test, conducted at a 5% significance level. The Re-CARE type models are generally less likely to be rejected by the back tests compared to other models, and the RG-RV-tG, Re-CARE-SubRR, "FC-Mean" and "FC-Med" achieved the least number of rejections (3). The G-t, "FC-Min"
and "FC-Max" combinations are rejected in all 9 series, the EG-t and Re-GARCH-GG models are rejected in 8 series, respectively. Further, the Re-CARE-RaO and RC-SubRV are both rejected in 7 series, though they generated close to 1% VaR VRate on average and by RMSE. 
Expected Shortfall
One-step-ahead daily ES forecasts are generated for the same 15 models and 9 series during the forecast sample periods. First, Figure 5 and 6 demonstrate the extra efficiency that can be gained by employing the Re-CARE framework with RR. Specifically, the ES violation rate of the G-t, CARE-SAV and Re-CARE-RR models are 0.568%, 0.284% and 0.379% respectively for S&P500.
Employing the typical degrees of freedom estimate for the G-t model, the quantile level that the G-t ES should fall at is approximately 0.36%. Through close inspection of Figure 6 , e.g. second half of the forecasting period, the CARE-SAV has an obviously more extreme (in the negative direction) level of ES forecasts than G-t does, but this also means the capital set aside by financial institutions to cover extreme losses, based on such ES forecasts, is at a higher level with the CARE-SAV than with G-t, as expected since the CARE-SAV generates fewer violations than the G-t. However, we can clearly observe the Re-CARE-RR produce ES forecasts that are less extreme than both the CARE-SAV and G-t models here, meaning that lower amounts of capital are needed to protect against market risk, while simultaneously producing a violation rate much lower than the G-t (though higher than CARE-SAV) and at the expected rate suggested by the Further, during the GFC, when there is a persistence of extreme returns, close inspection of Figure 5 reveals that the Re-CARE-RR ES forecasts "recover" the fastest among the 3 models presented, in terms of being marginally the fastest to produce forecasts that again follow the tail of the data. Traditional GARCH models tend to over-react to extreme events and to be subsequently very slow to recover, due to their oft-estimated very high level of persistence; Re-CARE models improve on this aspect.
Back testing is conducted on all the ES forecasts using the bootstrap t-test. Based on this test, the worst model is the RC-RaO which is rejected in 4 of the 9 series. The Gt-HS, CARE, RC-RR, RC-SCRR, RC-SubRV, RC-SubRR were not rejected in any of the series, as was the forecast combined FC-Med method. The G-t, EG-t, GJR-t, RG-RV-tG, RC-RV, RC-ScRV and FC-Mean models were rejected in only 1 series. It is clear that this test is not a strong discriminator between these models, but that the Re-CARE models with RV and RR based measures are mostly not rejected, whilst the previously promising RC-RaO method, in terms of VRates, is again rejected in several more series than the other Re-CARE models. 
VaR&ES Joint Loss Function
Cost or loss measures can be applied to assess ES forecasts, as in So and Wong (2011) who employed RMSE and MAD of the "ES residuals" y t − ES t , only for days when the return violates the associated VaR forecast, i.e. y t < V aR t . However, these loss functions are not minimized by the true ES series; in fact Gneiting (2011) 
where I t = 1 if y t < V aR t and 0 otherwise for t = 1, . . . , T , G 1 () is increasing, G 2 () is strictly increasing and strictly convex, G 2 = H ′ and lim x→−∞ G 2 (x) = 0 and a(·) is a realvalued integrable function. Motivated by a suggestion in Fissler and Ziegel (2016) , making the choices: G 1 (x) = x, G 2 (x) = exp(x), H(x) = exp(x) and a(y t ) = 1 − log(1 − α), which satisfy the required criteria, returns the scoring function:
where the loss function is S = T t−1 S t . Here, S is a strictly consistent scoring rule that is jointly minimized by the true VaR and ES series; we use this to informally and jointly assess and compare the VaR and ES forecasts from all models. Table 5 shows the loss function values S, calculated using equation (21), which jointly assess the accuracy of each model's VaR and ES series, during the forecast period for each market. On this measure, the Re-CARE models using RR and SubRV do best overall, having lower loss than most other models in most series and being consistently ranked lower on that measure. The EG-t model ranks lowest among individual models, only trailed by the forecast combination method "FC-Max". Generally the Re-CARE models are higher ranked, having lower loss, than other models in most markets. These models, together with the "FC-Med" and "FC-Mean", consistently outperform the all other models. Via the R method, Re-CARE-SubRV has the best performance and was included in the MCS for all markets and assets, followed by RG-RV-tG, Re-CARE-SubRR and two forecasting combinations "FC-Mean" and "FC-Med", all included 8 times in the MCS in 9 series. "FC-Max" is only included in the 90% MCS twice, and Gt and Gt-HS are included only 3 times. Via the SQ method, the proposed Re-CARE models are still favoured: the 90% MCS includes Re-CARE-RR, Re-CARE-SubRV, Re-CARE-SubRR and RG-RV-tG in all 9 series, followed by Re-CARE-ScRR, "FC-Mean" and "FC-Med", which are included 8 times. 
