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A protein’s native environment, the cell, is far from dilute as the concentration of 
macromolecule exceeds 300 g/L. Despite this the majority of biophysical studies occur 
in dilute buffered solutions. In these complex environments, protein structure and 
thermodynamics are influenced by weak transient interactions absent in dilute solution. 
Here I look to define the role of weak intracellular interactions on protein-protein 
interactions.  
Chapter 1 provides an overview of weak interactions in living cells and cell like 
system. Additionally, it discusses methodologies to study these interactions in living 
cells.  
Chapter 2 defines the influence of crowded environments on a simple side-by-
side dimer. Using a variant of the model system GB1 (the B1 domain of protein G) we 
investigated in vitro the effects of cosolutes that interact with proteins through known 
mechanisms, thus determining the influences of chemical interactions and hard core 
repulsions on the simplest protein-protein interactions. 
Chapter 3 defines the influence of chemical interactions by using the side-by-side 
dimer and systematically manipulates the electrostatics between the side-by-side dimer 
and protein cosolutes. The results of this study highlighted the importance of chemical 
interaction on protein dimerization. 
iv 
Chapter 4 defines the influence of hardcore repulsions by using the side-by-side 
dimer and a 93% sequence identical domain-swapped dimer that has a different shape 
but identical surface. This system allowed us to manipulate the influence of hardcore 
repulsions without influencing chemical interactions, suggesting that the shape of a 
protein dimer defines how it will be influenced by hardcore repulsions.   
My work shows the importance of studying protein-protein interactions in 
physiologically relevant conditions, as it defines the influence of chemical interactions 
and hardcore repulsions on a protein homodimers. 
v 
 
If you put a gun to my head on Rosemary Street and ask me what were the most 
important lessons I learned in my PhD. 
 
I would tell you three things 
 
1. Never work with elemental fluorine 
2. Never rob a doughnut shop 
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CHAPTER 1: PROTEIN STABILITY AND WEAK INTRACELLULAR INTERACTIONS 
Edited from Guseman, A.J.*; Pielak, G.J.*; 2018 in In-cell NMR Spectroscopy: From 
Molecular Sciences to Cell Biology Shirakawa, M. Döstch, V. and Ito, Yutaka. Royal 
Society of Chemistry (Submitted)  
*These authors contributed equally to this work. 
 
Quinary Interactions 
The cell is the fundamental unit of life because it sequesters the genetic code, 
the macromolecular machinery and the small molecules necessary for homeostasis and 
reproduction. Cells concentrate macromolecules1 to perform these existential functions, 
in some cells to over 300 g/L.2, 3 In these crowded and complex environments, proteins 
experience interactions with neighboring macromolecules that are absent in the dilute 
buffered solutions where proteins are most often studied. These interactions are of two 
types: hard-core repulsions and soft interactions.4 Hard-core repulsions between 
macromolecules arise because two molecules cannot be in the same place at the same 
time. Soft contacts comprise weak attractive and repulsive chemical interactions that 
can nevertheless have large effects because of the enormous concentration of 
macromolecules in cells.  
The totality of these interactions comprises protein quinary structure, but before 
delving into this topic it is important to review the first four levels as defined by 
Linderstrøm–Lang in 1952.5 Primary structure is the amino-acid sequence. Secondary 
structure describes helices, sheets and turns. Tertiary structure describes how the units 
of secondary structure come together to form the three-dimensional conformation of a 
protein. Quaternary structure is how proteins come together to form dimers, trimers, etc. 
2 
In his 1972 Nobel Lecture, Anfinsen made the prescient statement: “a protein 
molecule only makes stable, structural sense when it exists under conditions similar to 
those under which it was selected – the so-called physiological state”.6 For most 
proteins, these conditions include the weak interactions found in the crowded cellular 
milieu that form the fifth level of protein structure. 
The term quinary structure was coined three times. In 1973, Vaĭnshteĭn defined it 
apropos electron microscopy of assemblies comprising proteins, nucleic acids and 
nucleoproteins that form viruses, ribosomes, chromosomes, etc.7 In 1980, Edelstein 
defined quinary structure more narrowly as “the interactions within helical arrays, such 
as found for sickle cell hemoglobin fibers or tubulin units in microtubules”.8 In 1982, 
McConkey defined the term to emphasize the role of charge-charge interactions in 
cellular organization.9 Studies of quinary structure were recently reviewed and a general 
definition offered: “Quinary structure comprises the transient interactions between 
macromolecules that provides organization and compartmentalization inside cells”.10 
Several excellent reviews10-13 on quinary structure have published, not all of which 
agree that the systems we describe here fit the definition.13 We discuss the weaknesses 
of some of these systems at the end of the chapter. 
Protein Stability 
Quinary interactions may organize the cellular interior by influencing protein 
structure, function and stability. Single-domain globular proteins often exist in a simple 
equilibrium between their folded (F; i.e., native, functional) state and their unfolded (U; 
i.e., denatured) ensemble, and their stability can be defined as the modified standard-
state Gibbs free-energy of the unfolded ensemble minus that of folded state, 𝚫G∘`U 
(Equation 1.1). 𝚫G∘`U equals the available thermal energy, RT, where R is the gas 
3 
constant [1.987 cal/(mol K)] and T the absolute temperature, times the natural logarithm 
of the ratio of the concentrations of the two states (Equation 1.2).  The stability of a 
typical globular protein is 5-15 kcal/mol.14 To quantify the effect of environment, 𝚫G∘`U is 
measured in that environment and the stability in buffer is subtracted to give 𝚫𝚫G∘`U 
(Equation 1.3). 
 
∆𝐺°`𝑈 =  𝐺°`𝑈 −  𝐺°`𝐹     (1.1) 
∆𝐺°`𝑈 = −𝑅𝑇𝐿𝑛 (
[𝑈]
[𝐹]
)     (1.2) 
 ∆∆𝐺°`𝑈 = ∆𝐺°`𝑼,𝒆𝒏𝒗𝒊𝒓𝒐𝒏𝒎𝒆𝒏𝒕 − ∆𝐺°`𝑼,𝒃𝒖𝒇𝒇𝒆𝒓  (1.3) 
 
Next, we discuss the importance of weak interactions and then how such 
interactions influence protein stability. 
Roles of Weak Interactions 
The free energy for breaking a typical quinary interaction is probably no more 
than a few kcal/mol. To put this value in perspective, it is a significant percentage of 
total protein stability.14  On the other hand, the available thermal energy at biologically 
relevant temperatures (300 K) is approximately 0.6 kcal/mol. A common misconception 
is that free-energy changes of this magnitude are biologically insignificant. Changes of 
this magnitude are irrelevant for most simple chemical reactions, but they are of signal 
importance in biology.  Here is an incomplete list of small energy changes with critical 
biological consequences. 
• Normal human body temperature is 37 oC. A fever of 42 oC, which represents an 
increase in thermal energy of 0.01 kcal/mol, is often fatal. 
4 
• Escherichia coli have a maximum growth rate at 21 oC, but they stop growing and 
die at 49 oC,15 which amounts to a change in thermal energy of 0.06 kcal/mol.  
• Temperature-sensitive missense mutations in yeast, where growth occurs at 30 
oC but not at 37 oC.16  
• Increasing the incubation temperature of alligator eggs by 4 °C, changes the sex 
of hatchlings from 100% female to 100% male.17, 18 
These and other small energetic changes have large impacts because biology depends 
on cooperative interactions—a large number of small interactions acting together.19 For 
instance, proteins can go from 90% folded to 10% folded over a few degrees Celsius.20 
Given the importance of cooperative interactions in biology, the question is not whether 
weak interactions are important, but instead, do we need to reassess some of the 
results from studies in buffer alone?  For instance, are all the folding intermediates 
observed in buffer important in cells, when the interactions that stabilize such 
intermediates are of approximately the same free energy as interactions between the 
cellular milleau and the protein of interest?21 
Not All Crowded Solutions are Physiologically Relevant 
Many attempts to define the effects of the crowded cellular interior use high 
concentrations of synthetic polymers such as Ficoll (a crosslinked sucrose polymer), 
dextran (a glucose polymer) or polyethylene glycol. These cosolutes are used because 
they are macromolecular, highly soluble, inexpensive and commercially available in 
several sizes and in pure form. Their effects, however, may not mimic the crowded 
cellular interior22 because they are not inert, but interact, albeit weakly, with test 
proteins.23, 24 Nevertheless, understanding the effects of synthetic polymers is important 
5 
because they are often used to stabilize commercial proteins and protein-based drugs. 
We end this section with a suggestion about nomenclature. Many investigators use the 
words “molecular crowding” but such usage is redundant. What else besides molecules 
(or atoms) can crowd a solution? The term “macromolecule crowding”, however, is 
useful, especially when comparing the effects of polymers to their monomers.24 
Early Observations of Weak Attractive Interactions under Crowded Conditions 
Our first hint came from studies of globular protein stability comparing results 
from the thermal denaturation in sugar solutions to predictions from theory.25, 26  This 
comparison suggested that stabilizing hard-core repulsions might be offset by 
destabilizing cosolute-protein interactions. The second hint came from an NMR-based 
study by Peter Crowley’s group showing that polyethylene glycol, which was thought to 
be an inert synthetic polymer, interacts with the test protein cytochrome c.23 
Our realization that these observations illuminate the intracellular behavior of 
proteins arose from a mistake made by GJP that resulted in the retraction27 of two 
papers from our laboratory.28, 29 However, the mistake provided the basis for our 
thoughts on soft, attractive interactions. The synthesis began with simple in-cell NMR, 
as pioneered by Serber and Dötsch.30 Escherichia coli cells are grown to near mid-log 
phase and the expression of the protein being studied is induced in the presence of 15N-
enriched medium. After expression, the cells are gently pelleted by centrifugation, 
washed and resuspended in a minimal volume of culture media or buffer. The sample is 
then carefully transferred to an NMR tube. 
After our successful in-cell NMR study of a disordered protein in E. coli using the 
15N-1H heteronuclear single quantum coherence (HSQC) experiment,31 we turned to a 
partially-folded protein, 11.2 kDa apocytochrome b5.28, 29 Shortly after our first paper on 
6 
this protein was published, it was brought to GJP’s attention by Lila Gierasch that 
overexpressed recombinant proteins can leak from these bacterial cells. We had 
checked for leakage by analyzing the supernatant from the in-cell sample using SDS 
PAGE, which indicated that no more than 10% of the protein had escaped from the 
cells. We then gently centrifuged the sample, examined the supernatant by NMR and 
realized that the entire “in-cell” NMR signal arose from leaked 15N-enriched 
apocytochrome b5. Our “ah ha moment” was the realization that because the NMR 
spectrum arose from the 10% of the apocytochrome b5 that had leaked, the other 90% 
of the protein was inside the cells but invisible by NMR. As described next, we reasoned 
and then showed32 that the spectrum disappears in cells because attractive interactions 
between cytoplasmic proteins and apocytochrome b5 slow the tumbling of the 
apocytochrome. 
Molecules tumble in solution. Like the atoms in a rubber ball, all the atoms in a 
stable, structured protein rotate as the protein tumbles. The tumbling rate is essential to 
obtaining high-quality, solution NMR spectra.33 The larger the structured protein, the 
slower the tumbling. Fast-tumbling structured proteins give narrow resonances. Slow 
tumbling structured proteins give broad resonances. In extreme instances, the 
resonances are so broad that the signal from the protein disappears into the baseline of 
the spectrum. Putting these ideas together, we realized that attractive interactions 
between protein surfaces and the components of the cell slow tumbling to such a 
degree that the in-cell spectrum of most globular proteins will not be visible. Most 
importantly, these are the weak interactions that bring about quinary structure. 
7 
 
Figure 1.1: NMR 1H-15N HSQC spectra of ubiquitin--α-synuclein fusion construct in cells (A) and 
cell lysates (B).34 Reproduced with permission from ChembioChem, copyright Wiley and Sons. 
This explanation raised another key question. Why did we observe the spectrum 
of a disordered protein in cells?35 In a separate study we showed that disordered 
proteins retain enough internal motion to give a high-resolution spectra even in the 
presence of attractive interactions.32 In a related study we defined the control 
experiments involving supernatants from in-cell samples to check for leakage and 
showed that leakage often occurs when the recombinant protein represents 20% or 
more of the total cellular protein.36 We confirmed these ideas with a fusion protein 
comprising the disordered protein, -synuclein and the stably folded protein, ubiquitin 
(Figure 1.1).34 In buffer alone, the spectrum from both 15N-enriched proteins are 
observed, but only the -synuclein spectrum is observed in E. coli cells. Importantly, the 
spectrum of both proteins was again observed after lysis and dilution.  
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Other Qualitative Observations in Cells and Crowded In Vitro Conditions 
Multiple groups made similar observations. As expected, most globular proteins 
do not provide high-quality in-cell NMR spectra. Peter Crowley’s group observed that 
the highly-cationic protein cytochrome c (12 kDa, pI 10) fails to give 15N-1H HSQC 
spectra in E. coli cells or their lysates.37 They suggest that attractive interactions with 
the E. coli proteome caused polycationic cytochrome c to act like a much larger protein 
because most E. coli proteins are polyanions at physiological pH. They tested this idea 
by adding six negative charges by changing three lysine residues to glutamic acids and 
showed that the spectrum “reappears” in lysates.38 Complimenting this observation with 
analytical size-exclusion chromatography, they showed that these attractive chemical 
interactions gave cytochrome c an apparent molecular weight >150 kDa in cell-like 
environments. Thus, the attractive interactions between the highly cationic cytochrome c 
and the anionic proteins in E. coli caused the protein to tumble too slowly to be 
observed in the 15N-1H HSQC experiment. 
To expand on this idea, Kyne and Crowley turned to a small anionic globular 
protein, the B1 domain of protein G (GB1, 6 kDa, pI 6.5).39 GB1 should not be ‘sticky’ in 
E. coli because it and most other E. coli proteins are anions at physiological pH values. 
As predicted, GB1 gives high quality 15N-1H HSQC spectra in cells. To lend further 
support to the idea that the charge of GB1 makes it visible in cells, they fused the 
nuclear-localization signal of HIV-Tat, which contains six arginine residues, to the N-
terminus of GB1. The fusion construct is invisible in cells and lysates, suggesting that 
attractive interactions involving the Tat motif severely impede tumbling.40 Testing the 
hypothesis that the “stickiness” of E. coli cells arises from electrostatic interactions, 
Kyne and Crowley quantified the number of arginine residues required to suppress the 
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spectrum in cells by adding a flexible linker to the C-terminus of GB1 followed by an 
arginine tail. Four arginines rendered the protein invisible, further supporting the weak 
interactions hypothesis (Figure 1.2).39 
 
Figure 1.2: In-cell 19F NMR spectra of GB1-GRn variants reveal that adding arginine residues 
to the tail of GB1 increases the “stickiness” in cells rendering NMR spectra undetectable. 
Reprinted with permission from Biochemistry, 2017, 56, 5026-5032. Copyright 2017 American 
Chemical Society  
The Gierasch group assessed the effect of protein surface composition on 
rotational diffusion using GB1, the N-terminal metal-binding domain of mercuric ion 
reductase (NmerA, 7 kDa), ubiquitin (9 kDa) and fusion constructs of these proteins.41  
Only GB1 produces reasonable in-cell 15N-1H HSQC spectra. NmerA gives lower quality 
spectra and ubiquitin produces none at all, despite their similar size. They attributed this 
behavior to a combination of surface electrostatics and exposed hydrophobic moieties 
that can interact with the environment via transient and weak chemical interactions. To 
support the idea that hydrophobic interactions can slow tumbling in cells and cell 
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lysates, Gierasch and colleagues mutated the hydrophobic patch of ubiquitin, reducing 
the chemical interactions and making ubiquitin visible in cell lysates.  
 
Figure 1.3: In-cell 1H-15N HSQC spectra of GB1 at pH 7.5 (A), 6.0 (B) and 5.0 (C) in 75 mM bis-
tris propane/ HEPES/citrate buffer. Cells from the experiments shown in panel C were lysed, 
resulting in the HSQC spectrum shown in panel D. Reproduced with permission from Protein 
Science, copyright Wiley and Sons.  
Our group demonstrated that the “stickiness” of the E. coli cytoplasm depends in 
an understandable way on pH (Figure 1.3). First, we showed that the cytoplasm 
acidifies during an in-cell experiment by following the chemical shifts from an 
engineered histidine variant of GB1 to determine the intercellular pH.42 Specifically, the 
pH drops from pH 7.2 to pH 5.5 in ~4 h. Coincidently, the quality of the in-cell 15N-1H 
HSQC spectra of GB1 also decreases.43 However, upon lysis and dilution, the spectrum 
returns. These data show that the interactions have an electrostatic component whose 
strength increases as the pH of the cellular interior decreases. As discussed in section 
12.7, the change is understandable in terms of the pI distribution of the E. coli 
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proteome; interactions between anionic GB1 and the increasing positively-charged 
cytosolic proteins. Such interactions do not need to involve charge. Huan-Xiang Zhou’s 
group showed that the carbohydrate-protein interactions broaden spectra, and, as 
discussed next, hydrophobic interactions are also important.44 
Mikael Oliveberg and colleagues observed that weak attractive interactions slow 
protein tumbling in higher eukaryotic cells by delivering SOD1 into mammalian cells 
using cell-penetrating peptides.45 The 15N-1H HSQC spectra are significantly broader in 
cells than in dilute buffered solution. They attributed the broadening to weak interactions 
in cells. Oliveberg et al. also identified a ‘physicochemical code’ for quinary interactions, 
by examining three proteins in E. coli cells: bacterial TTHA (7 kDa), human HAH1 (7 
kDa) and SOD1 (10 kDa). They defined the minimum amount of charged/hydrophobicity 
necessary for attractive interactions to make spectra disappear. To support their 
hypothesis, they used a Glu-to-Lys charge-change variant to make TTHA invisible and 
Lys/Arg-to-Glu variants to make HAH1 and SOD1 visible.  
Taken together, these results show that alternative strategies must be developed 
to observe globular proteins in living cells using NMR. The Li group assessed in-cell 
NMR methods for E. coli using four proteins, GB1( 6 kDa), calmodulin (17 kDa), 
ubiquitin (8 kDa) and bcl-xl-cutloop (24 kDa) . They assessed the quality of one and 
two-dimensional spectra acquired using various labeling and enrichment techniques 
(Table 1.1). One-dimensional methods involving 13C and 19F gave in-cell spectra for all 
four proteins, with 19F producing the highest-quality data.  
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Table 1.1: Strategies for in-cell NMR in E. coli.  +, detectable in-cell spectra; -undetectable in-
cell spectra, ⬜ very low background, ⬛ low background, ⬛⬛ medium background, ⬛⬛⬛ 
high background. 1D, one-dimensional. 2D, two dimensional. Adapted from Biochemistry, 2014, 
53, 1971-1981. Copyright 2014 American Chemical Society. 
All these studies point to the existence of weak interactions between protein 
surfaces in cells. Quantitative knowledge about these interactions is essential for 
understanding the structure and stability and function of proteins in their native 
environment. 
Using NMR to Study Weak Interactions in Cells 
Simple in-vitro NMR experiments can be difficult in cells because of the need to 
keep the cells alive and because weak attractive interactions broaden spectra. Cells are 
actively trying to maintain homeostasis, resulting in NMR-active metabolites and 
changes in intracellular factors such as pH. Methods have been developed to identify 
and quantify signals arising from metabolites and buffer inside cells.43, 46, 47 Novel 
detection strategies, involving 2H, 15N and 13C enrichment and 19F labeling, have been 
developed to overcome broadening and other complications.48-51  
Amide proton-deuterium exchange is another method for assessing the folding 
and stability of both globular proteins and disordered proteins in cells.52, 53 We adapted 
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a mass-spectrometry-based quenched-lysate protocol developed by Terrence Oas and 
colleagues54 to measure the stability of globular proteins in cells using NMR-detected 
amide-proton exchange (Figure 1.4).55, 56 E. coli cells expressing the protein of interest 
are transferred from H2O to D2O. Exchange is allowed to proceed in cells. At defined 
times, an aliquot is removed, and exchange is quenched by lowering the pH at the 
same time the cells are lysed. Exchange is detected by integrating 15N-1H HSQC cross 
peaks as a function of time. Using GB1, we were able to quantify protein stability in 
living cells and showed that the cellular interior is slightly destabilizing.56 This result was 
particularly interesting because the crowded nature of the cytoplasm was thought to 
stabilize globular proteins via hardcore repulsions, which favors compact folded states 
over expanded unfolded ensembles. The destabilization is due to weak attractive 
interactions in cells overcoming the stabilizing repulsions.  
 
Figure 1.4: Interaction free energies (δΔΔG∘`op,int) with the cellular interior for charge-change 
variants, I6L, D40A, D40N and D40K variants are shown in blue, green and red, respectively. 
Dashed lines represent the average interaction free energy for each variant. Reproduced from 
Monteith et al.57 with permission. Copyright (2015) National Academy of Sciences. 
Although elegant, amide proton exchange experiments are expensive and time 
consuming for in-cell studies. 19F NMR has been used to expedite stability 
measurements of a metastable protein (𝚫G∘`U <2 kcal/mol) where exchange between 
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folded state and the unfolded ensemble is slow on the NMR timescale, such that the 
resonance from both forms are observed. 19F is an attractive nucleus because it is 
100% abundant, it can be detected by NMR with high sensitivity (83% 1H sensitivity), is 
readily incorporated into proteins via aromatic amino acids58, 59 and is not used in E. coli 
metabolism.  
Smith et al. used 19F NMR to measure the stability of the drkn-SH3 domain in E. 
coli.46, 60 This protein has a 𝚫G∘`U near zero.61 By labeling the sole tryptophan with 5-
fluorotryptophan,59 the resulting in-cell NMR spectra showed one peak for the folded 
state and one for the unfolded state. These data confirmed that the crowded cellular 
interior can be destabilizing over a large temperature range (4 ∘C to 40 ∘C), and allowed 
the quantification of the key equilibrium thermodynamic parameters: 𝚫G∘`U, 𝚫H∘`U, and 
𝚫CpU. Unfortunately, a metabolite resonance under the unfolded resonance in cells, 
complicated the analysis. To compensate, both a raw 𝚫G∘`U, and a conservatively 
corrected 𝚫G∘`U was reported. The true value likely is between these bounds and 
corresponds to a destabilization of the SH3 domain by the cellular interior. Stadmiller et 
al. then used the SH3-19F NMR system to study how osmotic shock affects protein 
stability in cells, showing that osmotic shock destabilizes proteins, but that stability can 
be restored by the osmolyte glycine beatine.47  
Conggang Li’s group used relaxation-based 19F NMR experiments and GB1 to 
show that the viscosity inside E. coli cells is about twice that of dilute buffer49 while that 
in Xenopus laevis oocytes is only about 20% greater than buffer. They also showed that 
most of the resonance broadening in E. coli cells arises from chemical interactions in 
general (i.e., homogeneous broadening), but the broadening in oocytes arises from 
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different interactions in different places in the cell (i.e., inhomogeneous broadening).62 
They then used covalently-connected GB1 constructs and 19F NMR to show that the 
interior of oocytes is less sticky than the interior of E. coli cells.63 
 
Figure 1.5: In-cell NMR spectra and stability curves of SODBarrel in buffer, E. coli and A2780 cells 
(human ovarian carcinoma cells). Reproduced from Danielsson et al.51 with permission. 
Copyright (2015) National Academy of Sciences.  
Oliveberg and colleagues also quantified the stability in cells of proteins whose 
folded state and unfolded ensemble are in slow exchange on the NMR time scale. 
Using 1H-15N HSQC analyses, they determined that the Q153 cross peak of the 
“trimmed” SOD1barrel reports on its folding equilibrium in both E. coli and in A2780 
mammalian cells (Figure 1.5). SOD1barrel is destabilized in both cells types, with A2780 
cells being more destabilizing. This increased destabilization can be attributed to an 
increase in electrostatic interactions between the more cationic Homo sapien proteome 
compared to E. coli (Figure 1.6). 
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Figure 1.6. Isoelectric-point histograms from open reading frames in E. coli and Homo sapiens 
proteomes. Data from the proteome-pI database.37 
Interactions with the Folded State  
To better understand protein destabilization in cells, we investigated electrostatic 
interactions by using site-directed variants and changes in pH to manipulate charge-
charge interactions between GB1 and the cellular interior. Changing Asp 40, a surface 
residue without intramolecular hydrogen bonds, to either an Asn or Lys changes the 
overall charge by +1 or +2, respectively. The mutations do not affect 𝚫G∘`U in dilute 
buffered solutions, but in cells they destabilize the protein by 1.3 kcal/mol for D40N and 
by 1.5 kcal/mol for D40K compared to wild-type GB1.57 To support these findings, we 
investigated the stability of GB1 in cells at pH 7.4, 6.0 and 5.0. The destabilizing 
attractive interactions become stronger at lower pH (Figure 1.7).64 These results 




Figure 1.7: Graphical representation of in cell environment and 𝚫𝚫G∘`u at pH 7.4, pH 6.0 and pH 
5.0. Adapted with permission from R. D. Cohen and G. J. Pielak, J. Am. Chem. Soc., 2016, 138, 
13139-13142. Copyright 2016 American Chemical Society. 
Interactions with the Unfolded Ensemble. 
Weak interactions in cells can affect not only the folded state but also the 
unfolded ensemble. Three studies from our lab highlight these interactions. The first 
evidence came from 19F NMR showing that the cellular environment interacts with the 
unfolded ensemble of SH3 as indicated by the greater line broadening in cells in the 
unfolded state than the folded state.46 Following this observation, we used 
physiologically-relevant cosolutes in vitro to determine that tumbling of the unfolded 
ensemble is slowed more in the unfolded ensemble than in the folded state.46 We 
confirmed the interactions with the unfolded ensemble by using exchange spectroscopy 
to show that folding was slowed in the presence of protein cosolutes.46, 65 
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Cohen and Pielak expanded on these ideas by studying amino acid changes in a 
structured region of GB1’s denatured ensemble.21 GB1 possesses localized structure in 
the unfolded ensemble.66  This so-called hydrophobic staple stabilizes the ensemble, 
which is predicted to decrease the stability compared to a variant without the staple. As 
expected, variants that remove the staple exhibit increased stability in vitro. In cells 
however, the hydrophobic staple is destabilized by quinary interactions (i.e., the staple 
is absent in cells) and therefore, the variants and the wild-type proteins all have 
approximately the same stability. These data suggest that attractive interactions in the 
cellular interior can also affect unfolded ensembles. 
Interactions with Disordered Proteins  
Although weak interactions with the folded state and the unfolded ensemble in 
cells influence globular protein stability, the high quality of in-cell NMR spectra of 
disordered proteins indicate that these proteins retain a great deal of internal motion in 
cells.32, 35, 42, 67  The cellular interior may induce the collapse of some disordered 
proteins35, 68 and the expansion of others.67 For instance the average radius of gyration 
of -synuclein decreases from 4.0 nm in buffer to 3.6 nm in mammalian cells, 
suggesting that compaction in cells obscures the amyloidogenic region of the protein.  
However,  amide proton exchange rates for both FlgM and α-synuclein measured using 
the SOLEXY experiment,69 are the same in E. coli cells as they are in buffer, suggesting 
that disorder persists in cells.42 These quantitative studies show that protein disorder 
persists in cells. 
As reviewed here, many studies show that crowding in cells and under 
physiologically-relevant conditions can alter protein stability. Crowding also has the 
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potential to alter globular protein dynamics65, 70 and the conformation of loops.71 
Nevertheless, with the possible exception of fold-switching proteins,72 quinary 
interactions are unlikely to alter overall tertiary structure because the interior of most 
globular proteins is nearly as efficiently packed as perfectly packed spheres.73 
Non-NMR approaches 
What follows is far from comprehensive but provides an introduction to the recent 
literature on several methods. Fluorescence spectroscopy, which has the advantage 
over NMR in that it provides spatial resolution in the cell, is the main non-NMR method 
for characterizing weak interactions.74-76 Combining fluorescence detection with fast 
temperature jumps has proven to be especially powerful for assessing weak interactions 
in cells.70 Attractive, weak interactions under crowded conditions have also been 
studied using calorimetry,77 simulation71, 78 and considered theoretically.79, 80  
Next Steps  
We end by returning to the idea that the interior of cells (and their organelles) are 
not only crowded, but also organized. In 1985, Srere coined the term “metabolon” to 
describe a “supramolecular complex of sequential metabolic enzymes and cellular 
structural elements … formed by quinary interactions of complementary surfaces”.81 
These interactions facilitate substrate channeling by protecting intermediates, allowing 
enhanced rates of catalysis and metabolic flux.  
Studies of authentic quinary interactions are rare,82-87 because quinary 
interactions are so weak that they rarely survive outside of cells. More specifically, 
studies of quinary interactions by NMR have three problems. First, much of the data are 
from one prokaryotic organism, Escherichia coli. Second, the proteins examined are not 
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native to E. coli. Third, the proteins are expressed at non-physiologically high-levels to 
allow detection. 
It is time to test the idea that these transient complexes exist in cells under 
normal conditions. The obvious place to begin is with metabolons, for instance, the two 
most important metabolic pathways, glycolysis and the tricarboxylic acid cycle. 
However, current NMR methods are not sensitive enough to be useful. The simplest 
plan involves three steps. First, insert a small affinity tag into the structural gene for a 
protein enzyme at its natural locus in the genome.88 Second, incorporate a photo 
crosslinker using, for example, a commercially-available lysine-based photo affinity tag 
that can be inserted at a normal lysine codons.89 Lysine’s positively-charged side chain 
makes it an ideal amino acid, because as discussed here, we know that charge-charge 
interactions play a large role in quinary interactions.43, 46, 64 Third, the affinity purified, 
crosslinked, target enzyme is treated with proteases and the proteins making quinary 
interactions with it are identified by using bottom-up proteomics.90 
Summary and closing thoughts  
Initially, weak interactions stymied in-cell HSQC-based NMR studies because 
globular proteins cause the spectra to disappear. Strategies such as 19F NMR and 
specific enrichment can overcome this problem. The idea is that a few broad 
resonances from specifically labeled or enriched residues can be observed, but the tens 
to hundreds of HSQC cross peaks from a typical globular protein blend into the 
background in cells. These strategies have enabled the use of in-cell NMR to assess 
the effects of weak interactions on protein thermodynamics in cells and under 
physiologically-relevant conditions in vitro. The most common observation is 
destabilization. Previously, the crowded nature of the cellular interior was thought to be 
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stabilizing because of the emphasis on hard-core steric repulsions, but NMR-based 
observations reveal a balancing act between stabilizing repulsions and destabilizing 
attractive chemical interactions. We have only scratched the surface. Efforts to define 
these weak interactions must continue because they are the key to understanding 
cellular organization, metabolism, homeostasis and the defects that disrupt these 
processes.  
Shifting focus to protein-protein interactions  
While the influence of cellular interior to protein folding is broadly understood, few 
studies have investigated the role of crowding on protein-protein interactions circa 
2014.91, 92 Here I shift focus away from protein folding tol focus on how hardcore 
repulsions and chemical interactions influences protein-protein interactions in vitro 
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CHAPTER 2: COSOLUTE AND CROWDING EFFECTS ON A SIDE-BY-SIDE 
PROTEIN DIMER 
Edited from Alex J. Guseman,1 and Gary J. Pielak*,1,2,3  Biochemistry 56 (7):971-976   
Introduction 
The Escherichia coli cytoplasm, which has a macromolecule concentration of 
greater than 300 g/L,1 is a complex environment crowded with an assortment of 
proteins, nucleic acids and small molecules. A reductionist approach featuring simple 
buffered solutions with macromolecule concentrations of less than 10 g/L, however, is 
usually utilized to simplify investigations of protein and nucleic acid biophysics. Such 
approaches provide a wealth of knowledge about protein structure, function, and 
folding, but they neglect the transient interactions that take place in cells brought about 
by the crowded environment.2, 3 
To understand how proteins behave in cells, high concentrations of cosolutes are 
often used to simulate the cellular interior. Cosolutes, from large and supposedly inert 
macromolecules like polyethylene glycol (PEG) and the crosslinked sucrose polymer 
Ficoll-70TM to globular proteins have been used to mimic the cellular interior.4-6 In 
concentrated cosolute solutions, the test protein experiences two interactions that are 
essentially absent in dilute solution: hard-core repulsions and chemical interactions 
between the cosolutes and the test protein.7-15 Hard-core repulsions reduce the volume 
available to the test protein and favor states that take up the least space.16 Chemical 
interactions arise from the close proximity of the test protein and the cosolute and 
include charge-charge,12, 17 hydrophobic and hydrogen bonding interactions. Repulsive 
30 
chemical interactions between charges of the same sign on the test protein and the 
cosolute stabilize globular proteins, because they enhance the hard-core repulsions. 
Attractive interactions destabilize globular proteins, because protein unfolding exposes 
additional groups that can form attractive interactions.15 
Environments ranging from small cosolutes to synthetic polymers, globular 
proteins, cell lysates and even the cellular interior8-13, 17 have been used to explore how 
crowding affects protein stability and folding. However, proteins rarely act alone, and 
there are few studies on the effect of crowding on protein-protein interactions.18, 19 
The B1 domain of protein G (GB1) is one of the most extensively studied globular 
proteins. This 56-residue molecule adopts a thermally stable 4β+α globular fold, and a 
large number of variants have been characterized using a variety of biophysical 
methods.20-22 One variant, A34F, forms a simple side-by-side dimer (Figure 1).23 Such 
dimers can be thought of as a pair of kissing spheres where the volume of the dimer is 
approximately twice that of the monomer,24 and there is a small decrease in solvent 
accessible surface area upon dimer formation. Dimerization of A34F GB1 occurs 
because the side chain of Phe 34 becomes part of the hydrophobic core, displacing the 
Tyr 33 side chain at the surface.23 To compensate, the C-terminal end of the sole helix 
unfolds, forming a pocket for the Tyr 33 side chain of the other GB1 monomer. The 
dimer is also stabilized by hydrogen bonding along the now adjacent -sheets. 
For A34F GB1, our calculations show that there is no volume reduction on 
dimerization; the dimer and monomer molecular volumes are 15500 Å3 and 7500 Å3, 
respectively. The change in solvent accessible surface is also small; the area of the 
dimer, 7023.90 Å2, is only 9% less than that of two monomers (2 x 3924.1 Å2). Scaled-
31 
particle theory predict that hard core repulsions have a small effect on the stability of a 
side by side dimer,24 making this a good system for focusing on the effect of chemical 
interactions.  
  
Figure 2.1: The A34F GB1 dimer and monomer and 19F NMR spectra acquired at two 
concentrations. In each spectrum, the area under each peak is proportional to the concentration 
of the corresponding state, allowing straightforward quantification of the dissociation constant, 
KD→M. 
As we show, the dissociation constant, KD→M, where D represent the dimer and 
M the monomer, can be quantified in buffer and buffered solutions containing high 
concentrations of cosolutes by using 19F nuclear magnetic resonance spectroscopy 
(NMR). Fluorine-19 is an attractive nucleus because it is 100% abundant, rarely used in 
biology, has a high NMR sensitivity (83% of protons) and its chemical shift is sensitive 
to its environment.25-27 Furthermore, the simplicity of one-dimensional 19F spectra allows 
the acquisition of data in a matter of minutes. Importantly, Escherichia coli readily 
incorporates fluorinated aromatic amino acids into recombinant protein.28, 29 GB1 
32 
contains three tyrosines that are readily labeled with 3-fluorotyrosine. Their resonances 
have been assigned.30 
Experimental Procedures 
Vector. The gene for T2Q GB1 in pET11a was used as the wild-type vector. This 
mutation prevents N-terminal degradation.31 We refer to the T2Q variant as the wild-
type protein. The A34F change was made using Agilent’s QuickChange mutagenesis 
kit.  
Expression and Purification. GB1 was expressed in E. coli BL21(DE3) cells 
and purified using a modified protocol.32 Briefly, a one-L culture harboring the A34F 
construct was grown in antibiotic-containing, 15N-enriched, M9 media and incubated 37 
⁰C with shaking (New Brunswick Scientific Innova I26, 225 rpm).32 When the cells 
reached an optical density at 600 nm of 0.4, N-phosphonomethylglycine (0.5 g, to inhibit 
aromatic amino acid synthesis), 3-fluorotyrosine (70 mg), phenylalanine (60 mg) and 
tryptophan (60 mg), were added.33 Protein expression was induced with Isopropyl β-D-
1-thiogalactopyranoside (IPTG), at a final concentration of 1 mM, when the culture 
reached an optical density at 600 nm of 0.6. After two hours, the cells were pelleted at 
1000g for 25 min. The supernatant was discarded and the pellet was stored at -20 °C. 
Cells were lysed by sonication (Fischer Scientific Sonic Dismembrator model 500, 15% 
amplitude, 10 min, 50% duty cycle) in 25 mL of 20 mM tris, pH 7.5, containing a 
cOmplete protease inhibitor TM tablet (Roche). The lysate was centrifuged for 45 min at 
27000g to remove cell debris, and the supernatant was filtered (0.22 μm). The filtrate 
was loaded on a 16 mm x 200 mm Q Sepharose anion exchange column attached to a 
GE AKTA FPLC. The column was eluted with 20 mM tris, pH 7.5 using a gradient from 
0 M to 1 M NaCl over three column volumes. Fractions were subjected to sodium 
33 
dodecyl sulfate poly acrylamide gel electrophoresis (SDS PAGE) to assess protein 
content. GB1-containing fractions were concentrated in a 3000-molecular-weight-cut-off 
Amicon spin concentrator and buffer exchanged into 10 mM potassium phosphate 
containing 150 mM NaCl (pH 6.0). The final volume was 3 mL. This solution was loaded 
on a 16 mm x 600 mm GE Superdex-75 gel filtration column and developed over two 
column volumes of the same buffer. Fractions were subjected SDS PAGE. Fractions 
containing only GB1 were concentrated and buffer exchanged into filtered, 17 mΩ cm-1 
H2O, flash frozen in a CO2(s)/ethanol bath and lyophilized for at least 12 h (Labconco 
FreeZone). Lyophilized protein was stored at -20 °C. The process was completed in <36 
h to avoid aggregation. Protein purity was confirmed by electrospray ionization mass 
spectrometry (expected 6385 Da, observed 6391 Da Figure S1), SDS PAGE and NMR 
spectroscopy (Figure S2).  
NMR. Fluorine-labeled protein was resuspended at a final concentration of 500 
μM in either 20 mM sodium phosphate buffer (pH 7.5, 298 K), or this buffer plus 
cosolute. Experiments were conducted with a Bruker Avance III HD spectrometer 
operating at a 19F Larmor frequency of 470 MHz and equipped with a cryogenic QCI 
probe with an H/F channel. Spectra comprised 31047 points, 128 scans, a delay of 2 s, 
an acquisition time of 1.4 s, an offset of -100 ppm and a sweep width of 100 ppm. 
Samples were internally referenced using a Wilmad coaxial insert containing 0.01% 
deuterated trifluoroacetic acid (-75.6 ppm) in D2O. 
Data were processed using TopSpin 3.2. A line broadening function of 10 Hz was 
applied to each free-induction decay before Fourier transformation. The resonances 
from tyrosine 33 corresponding to the monomer and dimer were integrated to obtain the 
34 
relative populations. The fraction of protein in the dimer, Fd, was calculated by dividing 
the integral of the dimer peak by the sum of the integrals of the monomer and dimer 
peaks. KD→M values were obtained as described in Results using MATLAB version 
R2016A. 
Cosolutes. Small cosolutes were weighed, dissolved in 20 mM sodium 
phosphate buffer, adjusted to pH 7.5 and diluted to the desired concentrations. 
Lyophilized lysozyme and bovine serum albumin were purchased from Sigma Aldrich. 
To prepare these cosolute solutions, protein was weighed and dissolved in 20 mM 
sodium phosphate buffer (pH 7.5). Concentrations were determined 
spectrophotometrically with a Nanodrop 1000 spectrophotometer using extinction 
coefficients of 6700 (L mg-1 cm-1) for bovine serum albumin34 and 26400 (L mg-1 cm-1) 
for lysozyme.35 E. coli lysates were prepared as described36.  
Volumes and Surface Areas. VADAR37 and POPS38 software were used to 
calculate the volumes and solvent accessible surface areas, respectively. Volumes 
were calculated using the standard Voronoi procedure and the PDB structure 2RMM23 
for the dimer and 2RMMa and 2RMMb for the monomer. Monomer solvent accessible 
surface areas were calculated using the ‘per chain analysis’ of 2RMM and 1GB1 with a 
probe radius of 1.4  
Results 
Quantifying Dimerization. A34F GB1 has tyrosines at positions 3, 33 and 45. 
Its 19F spectrum exhibits six peaks. Tyrosines 3 and 45 are buried in the core. Their 
rotomers are in slow exchange on the NMR timescale and, therefore, two resonances 
are observed for each residue. One resonance is observed for tyrosine 33, suggesting 
that its rotomers are in fast exchange or have similar chemical shifts. Nevertheless, the 
35 
shift of the tyrosine 33 peak is affected by dimerization; its resonance exhibits 
concentration dependence (Figure S3), suggesting that the dimer and the monomer are 
in slow exchange, in agreement with previous studies.23 We assigned the dimer to the 
resonance that increases with GB1 concentration. We integrated the dimer and 
monomer peaks to give their relative populations at five GB1 concentrations using serial 
dilution. Experiments were performed in triplicate. The data were fitted to eq 139 , where 
Pt Is the total GB1 concentration and Fd is the fraction dimer, to yield a KD→M at 298 K 
and pH 7.5 of 59 ± 2 μM, where the uncertainty is the standard deviation of the mean. 
Our measured dissociation constant is approximately twice that of previous report, 27 ± 
4 μM determined at pH 5.5 in 50 mM sodium phosphate.23 




.                    (1) 
The near identity of 15N-1H HSQC spectra show that fluorine labeling has a small 
effect on the structure of A34F (Figure S4) and KD→M, because equilibrium analytical 
ultracentrifugation of the unlabeled protein gives the same value (Figured S5). In 
summary, 19F NMR permits facile and precise quantification of KD→M for the GB1 A34F 
side-by-side dimer from five A34F concentrations in less than 2 h.  
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Figure 2.2: Binding isotherms of 3-fluorotyrosine labeled A34F in solutions of cytosol (75 g/L 
blue), buffer (black) and ethylene glycol (200 g/L, red) at pH 7.5, 298 K. 
Small Molecule and Synthetic Polymer Cosolutes. Two osmolytes, TMAO (75 
Da) and urea (60 Da), were tested. TMAO (38 g/L) stabilized the dimer, reducing KD→M 
to 25 ± 2 μM. Urea destabilized the dimer, increasing KD→M to 90 ± 5 μM. The effects of 
polyethylene glycol (PEG, 8 kDa,) its monomer [ethylene glycol (200 g/L)], Ficoll-70 (70 
kDa) and its monomer [sucrose (300 g/L)], were examined at the highest concentrations 
consistent with acquiring high quality NMR data. PEG and ethylene glycol destabilized 
the dimer giving KD→M values of 85 ± 5 μM, and 95 ± 6 μM, respectively. FicollTM weakly 
stabilized the dimer yielding a KD→M  of 45 ± 2 μM, but its monomer, sucrose, at the 
same g/L concentration, had a small effect compared to buffer alone (K D→M = 55 ± 2 
μM). 
Proteins and Freeze-Dried Cytosol. Two protein cosolutes, lysozyme (14 kDa, 
pI 11.4) and bovine serum albumin (BSA, 68 kDa, pI 4.5) and freeze-dried E. coli 
cytosol36 (75 g/L) were tested. BSA at 100 g/L stabilized the dimer (K D→M 26 ± 2 μM), 
37 
but 50 g/L lysozyme destabilized the dimer (K D→M 80 ± 5 μM). The cosolutes were used 
at the highest concentrations that give interpretable NMR spectra (higher concentrations 
caused excessive broadening). Cytosol had the largest stabilizing effect of any cosolute 
(K D→M 17 ± 2 μM). The results from all cosolutes are summarized in Table 2.1.  
 K D→M ∆Go’ D→M ∆∆G o’ D→M 
Condition   μM                    kcal/mol 
buffer (20 mM NaPO4) 59 ± 2 5.75 ± 0.03 N/A 
ethylene glycol, 200 g/L 95 ± 6 5.46 ± 0.04 -0.29 ± 0.05 
urea, 100 g/L 90 ± 5 5.50 ± 0.03 -0.25 ± 0.04 
8 kDa PEG, 200 g/L 85 ± 5 5.53 ± 0.03 -0.22 ± 0.03 
lysozyme, 50 g/L 80 ± 5 5.57 ± 0.04 -0.18 ± 0.05 
sucrose, 300 g/L 55 ± 3 5.78 ± 0.03  0.03 ± 0.04 
Ficoll-70, 300 g/L 45 ± 2  5.90 ± 0.03  0.15 ± 0.04 
BSA, 100 g/L 26 ± 2 6.23 ± 0.05  0.48 ± 0.06 
TMAO, 38 g/L 25 ± 2  6.25 ± 0.05  0.50 ± 0.06 
cytosol, 75 g/L 17 ± 2 6.47 ± 0.07  0.72 ± 0.08 




Table 2.1: Thermodynamic data for A34F GB1 in cosolutes at 298 K pH 7.5 
Discussion 
Dissociation constants (Figure 3) and modified standard state dissociation free 




Figure 2.3: A34F dissociation constants in buffer, osmolytes, synthetic polymers, their 
monomers and protein crowders. The size of the dots reflects the uncertainty. 
Small Molecule Cosolutes. Urea and ethylene glycol interact favorably with the 
protein surface, favoring states with the most surface because expansion maximizes 
interactions between the protein and the cosolute.40-42 Consistent with this idea, urea 
and ethylene glycol destabilize the dimer by 0.25 kcal/mol and 0.29 kcal/mol, 
respectively. TMAO and sucrose work in the opposite manner; interacting unfavorably 
with the protein, favoring compact- over expanded- states.43, 44 As expected, TMAO 
stabilizes the dimer by 0.50 kcal/mol. It is unclear why sucrose has an almost negligible 
effect, even though it stabilizes proteins. Perhaps due to a balancing of repulsive 
interactions from the backbone and attractive interactions from the exposed residues on 
the protein surface.44 Proving the importance of chemical interactions, however, must 
await determination of the enthalpy of dissociation.45-49 
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Synthetic Polymers and Their Monomers. Both PEG and ethylene glycol 
destabilize the dimer, but PEG is less destabilizing. Sucrose has almost no effect, but 
its polymer FicollTM is stabilizing. An explanation for both observations is that there is a 
small stabilizing macromolecular effect. However, the small net stabilizing effect could 
also arise from polymer induced shielding of destabilizing attractive interactions by the 
polymer, as suggested by Knowles et al.41 
Proteins. To gain more biologically relevant information, we turned to globular 
proteins as cosolutes and examined the effects of lysozyme (14 kDa, pI 9.7, 50 g/L) and 
BSA (68 kDa, pI 4.5, 100 g/L). At pH 7.5, both are polyanions. The GB1 monomer has a 
net charge of approximately -4.3, and BSA has a net charge of approximately -18. The 
resulting charge-charge repulsion between BSA and GB1 should favor dimerization. 
This prediction is borne out; BSA stabilizes the dimer by 0.48 kcal/mol.  
Lysozyme is expected to have the opposite effect, because it is a polycation with 
a charge of +8 at pH 7.5. The resulting attraction between lysozyme and GB1 should 
favor the monomer because it has more charged surface to interact with lysozyme. As 
predicted, lysozyme destabilizes the dimer by ~0.2 kcal/mol. The effect would have 
been larger, but lysozyme concentrations of >50 g/L give poor quality spectra, again 
consistent with idea that its attractive interactions with GB1 increase its effective 
molecular weight, broadening the resonances. 
Freeze-dried Lysate. Proteins comprise ~55% of the dry weight of the E. coli 
cytoplasm,50 and the molecular masses and isoelectric points of the proteome ranges 
from ~5 kDa to >200 kDa and from 4 to 12, respectively. The E. coli proteome has an 
abundance of acidic proteins, and GB1 also has a net negative charge at the pH studied 
40 
here. Therefore, we expect a stabilizing effect from the cellular environment. To test this 
hypothesis we examined the effect of freeze-dried E. coli lysates36 at 75 g/L. These 
lysates comprise solely of proteins and nucleic acids as the small molecules were 
removed during the preparation process. As predicted, lysate increases dimer stability 
by 0.7 kcal/mol. It is difficult to parse this stability increase between macromolecular 
effects and repulsive charge-charge interactions, but the charge-charge portion of the 
stabilization arises from a combination of protein charge and nucleic acids charge. 
The protein stabilizing or destabilizing effect of most cosolutes, including 
reconstituted lysates,14 increases with cosolute concentration.44, 51 Therefore, we 
anticipate that concentrations of lysates approaching the concentration in cells,1 will 
have a greater influence on protein stability. Therefore, the intracellular environment 
might have a much larger effect on protein-protein interactions that what is observed in 
our model studies. 
Conclusions  
A recent review of macromolecular crowding highlighted the need for studies of 
protein association under crowded conditions.52 We undertook this challenge using a 
simple homodimeric system. We find that the attractive and repulsive interactions that 
govern the effects of cosolutes on protein stability also govern their effects on this 
protein-protein interaction. Polymer crowders, which are believed to stabilize proteins 
through hard-core repulsions, did not show a large stabilizing effect. Reconstituted E. 
coli cytosol was the most stabilizing cosolute, which highlights the important differences 
between physiologically relevant cosolutes and synthetic polymer crowders, a difference 
that is also noted for effects on protein stability. Our results highlight the importance of 
chemical interactions as a mechanism for regulating protein complex stability. This 
41 




Figure S2.1: ESI-FT-ICR analysis of fluorinated A34F GB1 reveals 3 populations of fluorinated 
GB1 containing 0 (6371.90 Da), 1 (6390.89 Da), or 2 (6407.87 Da) fluorotyrosine residues.  
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Figure S2.2: 1H-15N HSQC of A34F GB1 dimer (3.3 mM, red) and 1H-15N HMQC of A34F GB1 
monomer (10 μM, blue) shows chemical shift changes between monomer and dimer states, 




Figure S2.3: (A)19F NMR spectrum of A34F GB1 shows six peaks, two for Tyr-45 and two Tyr-3, 
all 4 are in slow exchange, and two resonances near -136.5 ppm that correspond to Tyr-33 in 
the dimer state (upfield) and monomer state (down field). (B) Peaks were assigned using the 




Figure S2.4:1H-15N HSQC spectra of  19F 15N GB1 (red) and 15N A34F GB1 (blue) indicate that 
fluorination has a small effect on A34F GB1 structure. 
 
  
Figure S2.5: Analytical ultracentrifugation curves for 15N A34F GB1 and 19F 15N A34F GB1 yield 
the same dissociation constant and uncertainty (59 ± 10 μM), showing that 19F labeling does not 
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CHAPTER 3: SURFACE-CHARGE MODULATES PROTEIN-PROTEIN 
INTERACTIONS IN PHYSIOLOGICALLY-RELEVANT ENVIRONMENTS. 
Edited from Alex J. Guseman Shannon L. Speer, Gerardo M. Perez Goncalves, and 
Gary J. Pielak, Biochemistry 57:1681-1684 
Introduction 
The formation and dissociation of protein complexes regulate processes from 
signaling, to transcription and metabolism, all of which are essential to maintaining 
cellular homeostasis.1 Traditionally, these interactions were studied in dilute buffered 
solution. In their native cellular environments, however, the concentration of 
macromolecules can exceed 300 g/L.2, 3  These high concentrations of macromolecules 
are the source of the contacts that organize the cytoplasm.4, 5 These interactions, which 
define quinary structure,6-8 comprise two components: hard-core steric repulsions and 
“soft” chemical interactions.9 Their influence is currently investigated in the context of 
protein folding and stability.9-17 Here, we shift the emphasis to protein-protein 
interactions.18-20 
There are over three decades of speculation about how crowding influences the 
stability of a test protein.21-24 Originally, crowding effects were attributed solely to hard-
core repulsions, which occur at short crowder-test protein distances, because of the 
large and unfavorable energy associated with the interpenetration of electron shells.9 
Hard-core repulsions favor compact states. The stabilization from synthetic polymers 
was attributed to these repulsions, because the folded state occupies less space than 
the unfolded ensemble. Results from early studies of protein dimerization in crowded 
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conditions using inert polymers suggest that hard-core repulsions play but a small role 
in dimerization.25 The minor increase in stability can be explained by the small decrease 
in volume when two monomers become a dimer.  
Synthetic polymers, although traditionally used to simulate the crowded cellular 
environment, are a poor representation of biology, because they do not have the same 
surface properties as biological macromolecules.26, 27 These so-called “soft” interactions 
include charge-charge contacts, hydrogen bonding, and hydrophobic interactions 
between the surface of a test protein and physiologically-relevant crowded 
environments,9, 28-34 but even synthetic polymers have chemical interactions with test 
proteins.27, 35, 36 
Nevertheless, hard-core repulsions are always present, and they are stabilizing 
when the products of a reaction occupy less space than the reactants. The use of 
proteins and cellular lysates as cosolutes revealed the importance of chemical 
interactions, because globular proteins are destabilized in these environments despite 
the stabilizing effects of hard-core repulsions.19, 30, 37 In these environments, side chains 
and exposed backbone on the surface of the test protein interact with the whole surface 
of the macromolecules [as opposed to specific (i.e., ligand) binding, which would be 
stabilizing]. The current model used to explain crowding effects predicts that chemical 
interactions stabilize proteins when repulsive and destabilize proteins when attractive. 
Extending this idea to protein-protein interactions, where hard-core repulsions are less 
important,25 suggested to us that soft interactions can tune the protein-complex stability. 
We used a model homodimer system, the A34F variant of the B1 domain of 
protein G, GB1 (6 kDa, pI 4.5),38, 39 to test this idea. Dimerization is driven by 
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displacement of the Tyr-33 side chain from the hydrophobic core by the phenylalanine 
side chain at position 34. To compensate, the C-terminus of the -helix unravels, 
forming a hydrophobic pocket for the Tyr-33 from a second molecule. The interaction is 
stabilized by hydrogen bonding between antiparallel -strands at the dimer interface. 
The components of the 12-kDa homodimer retain the tertiary structure of the monomer, 
forming a dimer resembling kissing spheres. As a variant of a thermostable monomer, 
the A34F variant provides access to nearly all GB1 variants in the Protherm database,40 
allowing us to control its surface properties. 
We measured dimer stability in several cosolutes using 19F NMR. Fluorine is 
easily incorporated by supplementing minimal media with 3-fluorotyrosine prior to 
inducing GB1 expression. Spectra of the purified protein show two resonances in slow 
exchange on the NMR timescale, allowing the monomer-dimer equilibrium to be 
determined from their areas.19 Dimer stability is minimally influenced by 100-g/L 
concentrations of the neutral synthetic polymers, but more influenced by protein 
cosolutes, suggesting a role for charge-charge interactions. We showed previously that 
attractive electrostatic interactions can be diminished by increasing the ionic strength.30 
Here, we examine the effect of electrostatics by manipulating the charge on GB1, by 
changing the charge of the cosolute proteins and by manipulating the pH.  
The A34F monomer has a charge of -4 at pH 7.5 and there are no groups that 
ionize from pH 7.5 to pH 6.2, the range used here (Figure S1). The charge on GB1 was 
changed by altering aspartic acid 40, which forms part of an acid patch on the surface 
remote from the dimer interface (Figures 1A and S2). The D40N and D40K variants 
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result in a +1 and +2 charge-change with respect to the monomer. We refer to these 
proteins as A34F-4, A34F;D40N-3 and A34F;D40K-2.  
 
Figure 3.1. Dimer structure (PDBID: 2RMM) with the atoms of residue 40 shown as spheres. (A) 
19F NMR spectra of A34F-4 (blue), A34F;D40N-3 (black), and A34F;D40K-2 (red) show nearly 
identical spectra.  (B) 1H-15N HSQC spectra of the proteins using the same coloring as panel B. 
(C) 
High concentrations of globular proteins have been used to mimic cellular 
conditions.10, 12, 30, 41 The charge on the surroundings can be altered by using bovine 
serum albumin (BSA, 66 kDa, pI 4.5) and hen egg white lysozyme (14 kDa, pI 9.7) as 
cosolutes. Both proteins are highly soluble and commercially available in pure form, but 
have different surfaces. At physiologically-relevant pH values, BSA is a polyanion 
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whereas lysozyme is a polycation (Figure S3). We used these proteins to create 












 A34F-4, pH 7.5b 
Buffer 59 ± 2 5.75 ± 0.03 N/Ac 
BSA 100 g/L 26 ± 2 6.23 ± 0.05  0.48 ± 0.06 
Lysozyme 50 g/L 80 ± 5 5.57 ± 0.04 -0.18 ± 0.05 
 A34F-4, pH 6.8 
Buffer 47 ± 2 5.88 ± 0.03 N/A 
BSA  28 ± 1 6.19 ± 0.02  0.31 ± 0.04 
Lysozyme  73 ± 2 5.62 ± 0.02 -0.26 ± 0.04 
 A34F-3, pH 6.2 
Buffer 39 ± 1 5.99 ± 0.02 N/A 
BSA  35 ± 2 6.05 ± 0.03  0.06 ± 0.04 
Lysozyme  66 ± 2 5.68 ± 0.02 -0.31 ± 0.03 
 A34F;D40N-3, pH 7.5 
Buffer 20 ± 1 6.38 ± 0.03 N/A 
BSA  16 ± 1 6.52 ± 0.04  0.13 ± 0.05 
Lysozyme  31 ± 2 6.13 ± 0.04 -0.26 ± 0.05 
 A34F;D40K-2, pH 7.5 
Buffer 21 ± 2 6.36 ± 0.03 N/A 
BSA  18 ± 1 6.45 ± 0.03  0.09 ± 0.07 
Lysozyme  36 ± 3 6.04 ± 0.05 -0.32 ± 0.07 
 
Table 3.1:  Equilibrium dissociation parameters at 298 K. aPositive values indicate stabilization. 
Uncertainties are reported as the standard deviation of the mean from triplicate analysis. bfrom19 
cN/A, not applicable. 
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Results and discussion 
We altered the charge on the protein cosolutes by controlling the pH. The net 
charge on BSA changes from -18 at pH 7.5, -12 at pH 6.8 and -4 at pH 6.2 (Table S1 
and Figure S3). The net charge on lysozyme changes from +7 at pH 7.5, to +8 at pH 6.8 
and +9 at pH 6.2.  
We first examined dimer stability in buffer at pH 7.5 and 298 K. 𝚫𝑮𝑫→𝑴
𝒐′  increases 
from 5.8 to 6.4 kcal/mol for both A34F;D40N-3 and A34F;D40K-2 (Table 1, Figure 2). 
NMR data indicate that A34F;D40N-3and A34F;D40K-2 retain the structure of A34F -4 
(Figure 1B and C). These data are consistent with the idea that stabilization arises from 
the mutation-induced decrease in inter-monomer charge-charge repulsion (Figure S2), 
although we do not fully understand why the A34F;D40N-3 and A34F;D40K-2 dimers 
have the same stability. 
 
Figure 3.2. Side chains at position 40 and thermometer representations of 𝜟𝜟𝑮𝑫→𝑴
𝒐′  (pH 7.5, 
298 K). 
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We have shown that 100 g/L BSA and 50 g/L lysozyme affect A34F-4 dimer 
stability at pH 7.5,19 and that under crowded conditions, charge-charge interactions 
become weaker at high ionic strength.30 BSA has a charge of -18 at this pH. Therefore, 
we expected, and observed (Table 1, Figure 2), stabilization via electrostatic repulsions 
when polyanionic A34F is surrounded by polyanionic BSA. The net charge on lysozyme 
is +7 at pH 7.5. As expected (Table 1), attractive electrostatic interactions between 
A34F and lysozyme destabilize the dimer.  
To elucidate further the role of electrostatics, we investigated A34F-4 dimerization 
in BSA as a function of pH (Figure 3). As discussed above, the charge on the dimer 
does not change over our pH range, but the charge on the protein cosolutes does 
(Table S1). If electrostatics interactions between A34F-4 proteins and BSA are important, 
then the stabilizing effect of BSA should diminish with decreasing pH, because of the 
decrease in repulsion between the dimer and BSA as BSA gains protons. Supporting 
this prediction, the stabilization decreases from 0.48 ± 0.06 kcal/mol at pH 7.5, 0.31 ± 
0.04 at pH 6.8 to 0.06 ± 0.04 kcal/mol at pH 6.2. These results and those from the 
charge-change variants suggest that the charge of both GB1 and BSA are responsible 
for the repulsive electrostatic interactions that stabilize the dimer, supporting the idea of 
a key role for charge-charge repulsion.  
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Figure 3.3. Graphical representations of A34F-4 dimerization in BSA and lysozyme at pH 7.5 (A), 
pH 6.8 (B) and pH 6.2 (C) 
If the charge of the environment is important for dimer formation, we expect that 
as the cationic nature of lysozyme increases, the strength of attractive chemical 
interactions with GB1 will increase, resulting in destabilization. The stability of the dimer 
in lysozyme relative to its stability in buffer decreases upon dropping the pH from 7.5 to 
6.8 (𝜟𝜟𝑮𝑫→𝑴
𝒐′ = -0.26 ± 0.04 kcal/mol), but the value is within the uncertainty of that 
measured for lysozyme at pH 7.5. At pH 6.2, however, the decrease is larger (-0.31 ± 
0.03 kcal/mol), showing that as the positive charge on lysozyme increases the strength 
of destabilizing attractive interactions increases. 
Consistent with the results from the charge-change variants in buffer, there is no 
increase in destabilization in lysozyme upon changing the charge of GB1 (Table 1). 
Nevertheless, stability decreases when lysozyme is more cationic, suggesting an 
electrostatic role in the destabilization. Other attractive interactions, e.g., hydrophobic 
contacts, polar interactions, and hydrogen bonds, likely also contribute to destabilization 
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of the dimer, and the same effect is observed for the stability of an SH3 domain in 
lysozyme at pH 3 where lysozyme was destabilizing despite the existence of net 
charge-charge repulsion.30  
The charge-change variants were then tested in protein cosolutes at pH 7.5. 
Given the polyanionic nature of the dimer, we expect the stabilization arising from 
polyanionic BSA to decrease for A34F;D40N-3 and A34F;D40K-2. The results match the 
predictions (Figure 2). Thus, decreasing the repulsion between the dimer and BSA, 
decreases the stabilization from polyanionic BSA. 
If the A34F-4-lysozyme interaction is solely electrostatic, the A34F;D40N-3 and 
A34F;D40K-2 proteins should restore the stability lost in A34F-4. However, the stabilities 
of all three complexes are equal to within the uncertainty of the measurements (Table 1, 
Figure 2). This observation shows that charge is not uniquely responsible for lysozyme’s 
destabilizing influences, consistent with studies of protein stability.30, 41 The result can be 
rationalized because the surfaces of GB1 and lysozyme both possess hydrogen bond 
donors and acceptors capable of forming attractive interactions. Another important 
generalization is that electrostatic repulsions may overcome other sources of 
destabilization, but electrostatic attractions can only reinforce the inherent attractive 
interactions that exist between proteins and can lead to misfolding and disease.42  
Our data highlight the importance of protein surface in controlling the strength of 
protein-protein interactions under physiologically-relevant conditions. Manipulating the 
surface interactions between macromolecules resulted in changes on the order of 0.6 
kcal/mol, the available thermal energy as defined by product of the gas constant and the 
temperature (RT). In biology small changes can lead to amazing effects. For instance, 
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increasing the incubation temperature of alligator eggs by 4 oC, representing 0.01 
kcal/mol of thermal energy, changes the sex of the hatchlings from 100% female to 
100% male.43 More importantly, we conducted our experiments at the highest 
concentration of protein cosolutes that provide high quality spectra. These 
macromolecular concentrations are only 1/3rd to 1/6th  the intracellular macromolecule 
concentration,2, 3 and as we have shown,10 increasing the macromolecule concentration 
increases the influence of the interactions. Therefore, the charge effects we observe are 
probably much more pronounced in cells. In summary, the spatial dependence of 
interactions based on protein charge and local pH suggest that manipulating chemical 
interactions provides a mechanism for regulating physiologically crucial events in the 
nonhomogeneous, crowded milieu of macromolecules that comprise the cellular interior. 
Supporting Information 
Materials and Methods 
The gene for A34F GB1 in pET-11a was used to produce the D40N and D40K 
variants using the Agilent Quick-Change kit. Proteins were 19F labeled, expressed, 
purified and stored as a lyophilized powder.19 GB1 and its variants were resuspended in 
20 mM, sodium phosphate, pH 7.5, in the presence or absence of cosolutes. Data were 
also acquired at pH 6.8 and 6.2 in buffer or buffer plus BSA or lysozyme. For those 
samples, the conductivity was adjusted with NaCl to match the value at pH 7.5. 
NMR spectra were acquired at 298 K on a Bruker Avance III HD spectrometer 
equipped with a cryogenic QCI probe containing an H/F channel operating at a 19F 
Larmor frequency of 470 MHz. Spectra comprised between 128 and 1000 free-induction 
decays of 8-K points each, a 20-ppm spectral width, a delay time of 2 s and an 
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acquisition time of 1.4 s. Assignments, areas and populations were determined as 
described.19  
Data were obtained from several batches of A34F and its variants and fitted to 
equation 1, where Fd is the fraction dimer, 𝑃𝑇 is the total GB1 concentration and 𝐾𝑑 is 
the equilibrium constant for dissociation. Uncertainties for the pH 7.5 data are the 
standard deviation of the mean from triplicate datasets. Binding curves at pH 6.2 and 
pH 6.8 were acquired once. The uncertainties for these experiments, were obtained by 
using the standard deviations of the mean for Fd at pH 7.5 in buffer (500 µM, σFd 0.023; 
250 µM, σFd 0.015; 125 µM, σFd 0.004; 62.5 µM, σFd 0.020; 31.25 µM, σFd 0.001) BSA 
(500 µM, σFd 0.028; 250 µM, σFd 0.004; 125 µM, σFd 0.041; 62.5 µM, σFd 0.012; 31.25 
µM, σFd 0.007), and lysozyme (500 µM, σFd 0.031; 250 µM, σFd 0.027; 125 µM, σFd 
0.012; 62.5 µM, σFd 0.005; 31.25 µM, σFd 0.020) to drive Monte Carlo analysis using 











Table S3.1: Formal charge of A34F GB1, BSA, and lysozyme at pH 6.2, 6.8, and 7.5 
pH A34F GB1 BSA Lysozyme 
6.2 -4 -4 +9 
6.8 -4 -11 +8 




Figure S3.1: Formal charge of A34F GB1, A34F;D40N GB1, and A34F;D40K GB1 between pH 




Figure S3.2: Electrostatic potential map of A34F GB1. D40, shown in sticks, is in the midst of an 




Figure S3.3: Formal charge on (A) lysozyme (red), A34F GB1 (blue) and (B) BSA (black) and 
A34F GB1 (blue) between pH 1 and 14. 
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CHAPTER 4: PROTEIN SHAPE MODULATES CROWDING EFFECTS 
Edited from Guseman, A.J.; Perez Goncalves, G.M.; Speer, S.L.; Young, G.B.; Pielak G.J.; 
“Protein Shape Modulates Crowding effects” (submitted) 
Introduction 
Protein-protein interactions are essential for maintaining cellular homeostasis (1). 
Details of their equilibria under thermodynamically ideal conditions have provided a 
trove of information. Ideality in this sense refers to dilute solutions, where each 
monomer contacts only solvent or another monomer, conditions far removed from those 
in cells where protein-protein interactions evolved. In the cytoplasm, and other cellular 
compartments and biological fluids, macromolecules can occupy up to 30% of the 
volume and their concentrations often exceed 300 g/L (2). 
Protein molecules take part in more complex interactions under nonideal 
conditions. The surrounding macromolecules influence proteins in two ways, neither of 
which is significant in dilute solution. Hard-core repulsions arise from high volume-
occupancy, because two molecules cannot occupy the same space at the same time. 
This volume exclusion favors the most compact state of a protein (3). Chemical 
interactions comprise transient contacts between protein surfaces arising from the 
diverse chemical landscapes of proteins (4). When repulsive (i.e., like charges), they 
favor the state that maximizes the distance between charges, adding to the hard-core 
repulsions and stabilizing the native state. Attractive chemical interactions (e.g., 
opposite charges, hydrogen bonds, etc.) are destabilizing. We are beginning to 
understand how hard-core repulsions and chemical interactions affect protein stability 
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(5), but there are few studies about crowding effects on protein-protein interactions (6-
9).  
Given the existential roles of both protein-protein interactions and crowding in 
biology (10), we are undertaking efforts to determine the effect of crowding on the 
simplest of protein complexes, homodimers. Our first endeavor, which involved a side-
by-side homodimer, highlighted chemical interactions and showed a small contribution 
from hard-core repulsions (11, 12). These results were predicted by Berg who used 
scaled-particle theory to suggest that side-by-side dimers would be only mildly 
influenced by hard-core repulsions (12). Berg also predicted that more compact dimers 
are more likely to be stabilized by hard-core repulsions. Here, we test this idea by 
changing the shape of a dimer in a controlled fashion. 
Scaled-particle theory is based on statistical mechanics. For situations like those 
investigated here, the theory considers solution nonideality as arising from the presence 
of cosolutes (13-15). As often applied, the solvent and cosolutes are considered hard 
spheres, which leads to three consequences: molecules only interact when they touch, 
the interaction energy is purely repulsive, and the energy has a strong distance 
dependence. The inability of stones to interpenetrate is a macroscopic example. Water 
and cosolute concentration is expressed as volume occupancy, 𝚽, the unit-less 
parameter indicating the fraction of the volume they occupy. The reversible work (i.e., 
free energy) to produce a monomer- and dimer- sized hole in water and in a cosolute-
containing solution is calculated, and a thermodynamic cycle (16) is used to estimate 
the change in the free energy of dissociation (KD→M) in cosolute solution minus the 
value in water, i.e., ΔΔG°`D→M, where a positive value indicates stabilization.  
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The theory has several shortcomings, including its spherical assumptions, 
neglect of chemical interactions and its extreme sensitivity to sphere size and density 
(17, 18). Nevertheless, it has been successfully applied to assess the effects of 
crowding-induced hard-core interactions on protein stability and protein-protein 
interactions (18-22). For instance, its application to protein stability led to the idea that 
crowding effects comprise both hard-core repulsions and attractive or repulsive 
chemical interactions (16, 23). 
 
Figure 4.1: Scaled-particle-theory derived values of ΔΔGo’D→ M as a function of eccentricity, L, at 
ten cosolute concentrations (solid symbols) of the indicated radii and volume occupancies, 𝚽. 
As predicted by Berg (12). the more compact spherical-, but not the side-by-side- dimer, is 
stabilized. Shaded areas indicate the estimated eccentricity of the GB1 dimers. The 4.1-Å 
species represents sucrose, and the 35-Å species represents bovine serum albumin. 
We use the implementation of scaled-particle theory (24) described by Berg (12) 
to assess crowding effects. The monomers are assumed to be spheres. The dimers 
have twice the volume of the monomer, but their shapes, quantified as the eccentricity, 
L, is varied (Figure 4.1). At the compact extreme, L = 0, the dimer is a sphere. At the 
other extreme, L = 1, the dimer comprises touching monomers (kissing spheres). Berg’s 
application shows that shape matters. Treating water as a sphere of radius 1.4 Å, 
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crowding favors more compact (smaller L) dimers, but the stabilization disappears at L = 
~0.9 and then becomes slightly destabilizing. Using a related form of the theory that 
treats the solvent as a continuum also predicts crowding-induced stabilization that 
decreases, but never disappears, with decreasing L (12). The diminution arises 
because two spherical cavities anywhere in the solution are more likely than two 
cavities next to each other (12). 
The system we chose has several favorable attributes for testing ideas about 
crowding and dimer formation. The B1 domain of protein G (GB1; 6.2 kDa, pI 4.5) is a 
56-residue model globular protein with a thermally-stable 4β+α globular fold (25). The 
Gronenborn laboratory developed two GB1 homodimers of known structure (26-28) with 
95% sequence identity but different eccentricities, allowing us to test the effect of hard-
core repulsions and chemical interactions on dimer shape.  
 
Figure 4.2: GB1 and its dimers (PDBIDs 1GB1, 2RMM, and 1Q10). 
The A34F variant (Figure 4.2) forms a dimer reminiscent of kissing spheres 
(Figure 4.3A and Figure 4.1) that does not require a large conformational change (27, 
29). Dimerization occurs because the Phe 34 side chain becomes part of the 
hydrophobic core, displacing the Tyr 33 side chain at the surface and causing the C-
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terminal end of the sole helix to unfold, forming a pocket for the Tyr 33 side chain of the 
other monomer. The dimer is also stabilized by hydrogen bonds along the now adjacent 
β-sheets.  
The L5V;F30V;Y33F;A34F variant forms a more compact domain-swapped dimer 
(Figure 4.2) whose monomer is a partially-folded, molten-globule-like species (26, 28) 
(Figure S4.1) that undergoes refolding to form the dimer (Figure 4.3A). Swapping the 
turn between β-strand three and β-strand four results in interchanged secondary 
structural units with concomitant formation of several interprotein interactions. 
 
 
Figure 4.3: van der Waals volumes, solvent-accessible surface areas (SASAs), coarse-grained- 
(top) and geometric- representations (bottom) of the dimers (A) and their electrostatic surface-
potentials from PYMOL (B) (30).  
The properties of protein surfaces determine the chemical interactions with 
cosolutes (31-35). An advantageous aspect of the GB1 system is that the interactions 
are similar for both dimers because their primary structures, and hence their surfaces 
are highly similar (Figure 4.3B). In summary, the GB1 system is well suited for studying 
crowding effects on protein complex shape, because the monomers are not far removed 




Scaled-particle theory predictions. Positive values of ΔΔG°`D→M, indicate an 
increase in dimer stability compared to dilute solution. Scaled-particle theory 
calculations (Table 4.1) were performed as described by Berg using the dimerization 
reaction with a variable cavity shape (Berg’s equations S1-S8) (12). Small molecule 
radii were estimated using molecular-volume data from the  ChemAxon chemicalize 
database (36). Protein radii were estimated from their surface areas and volumes 
obtained using VADAR and their structures (PDBID3V03 for BSA and 1DPX for 
lysozyme) (37).  
To apply Berg’s ideas (12) we first estimated the dimer eccentricities. Distances 
between the centrally-located 5’-proton on trp43 (38) and the protein surface were 
measured using Pymol (39) giving a monomer radius of 11.8 Å, and an eccentricity of 
0.71 for the side-by-side dimer and 0.56 for the domain-swapped dimer (Figure 4.1). We 
also assessed eccentricity by fitting the solvent-accessible surface areas and volumes 
to geometric shapes, which yielded values of 0.77 and 0.53, respectively. The ranges 
are shaded in the figure. A complete list of input parameters is compiled in the 














Figure 4.4: 19F NMR spectra of 5-fluorotryptophan-43 labeled domain-swapped dimer at pH 7.5 




Table 4.1: ΔΔG°`D→M, values at 298 K predicted by scaled particle theory (SPT) and NMR (pH 
7.5) for the domain-swapped (L=0.5) and side-by-side dimer (L=0.7). Positive values indicate 
increase dimer stability. 
  ΔΔG°`D→M, kcal/mol 
  Domain-swapped Side-by-side 
Cosolute g/L SPT1                NMR2 SPT1               NMR2,3 
Sucrose 300 1.38  0.26 ± 0.06 0.67  0.03 ± 0.04 
Ethylene glycol 200 1.50 -0.30 ± 0.06 0.76 -0.29 ± 0.05 
TMAO    38 0.25  0.16 ± 0.06 0.13  0.50 ± 0.06 
Urea 100 0.61 -1.31 ± 0.05 0.31 -0.25 ± 0.04 
BSA 100 0.14   0.51 ± 0.05 0.10  0.48 ± 0.06 
Lysozyme   50 0.09 -0.12 ± 0.05 0.05 -0.18 ± 0.05 
Ficoll-70 300 N/A4  0.71 ± 0.06  N/A4  0.15 ± 0.04 
8 kDa PEG 200 N/A4  0.39 ± 0.06 N/A4 -0.22 ± 0.03 
1As described by Berg(12) using parameters from Table S4.1. 2Uncertainties are the standard 
deviation of the mean from triplicate analysis. 3From Guseman and Pielak.(40) 4Ficoll and PEG 
cannot be simulated with scaled particle theory at these concentrations. 
Observations using 19F NMR. To test the predictions from scaled-particle 
theory, we measured ΔΔG°`D→M using the approach described in Materials and 
Methods and 5-fluorotryptophan-labeled GB1 in buffer (Figure 4.4) and in a variety of 
small and large cosolutes at pH 7.5 and 298 K (Table 4.1). Comparison of 15N-1H HSQC 
data for the domain-swapped dimer (Figure S4.4) and the side-by-side dimer (40) show 
that fluorine labeling does not significantly affect structure of the proteins. 
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Figure 4.5: ΔΔGo’D→ M at pH 7.5 and 298 K of the domain-swapped dimer and the side-by-side 
dimer in synthetic polymers and their monomers (A) and urea, trimethylamine N-oxide (TMAO) 
and globular proteins (B). Positive values indicate increased dimer stability. 
Discussion 
Scaled-Particle Theory. The predictions for the cosolutes tested (Table 4.1) 
agree with Berg’s prediction (12) that the hard-core component of crowding has a larger 
stabilizing effect on the more compact domain-swapped dimer (41). We did not apply 
the theory to the synthetic polymers because these macromolecules cannot be 
accurately modeled as spheres, because, at the high concentrations used here (42-44) 
the individual polymer molecules overlap to form a mesh (45). The reason is exemplified 
by the concentration dependence of viscosity. At low concentrations (the so-called dilute 
regime), there is an approximately linear relationship between viscosity and 
concentration, as is observed for small molecules. At higher concentrations, however, 
synthetic polymers form a mesh (the semi-dilute regime), and there is a much steeper 
dependence. The intersection of the linear between these regimes is called the overlap 
concentration, c*. Perhaps the best rationale for not treating synthetic polymers as 
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spheres is that polymers form these highly viscous solutions whereas spheres jam at a 
volume occupancy of ~0.6 (46).  
Control Small-Molecule Cosolutes. We divided the cosolutes into three 
classes: small-molecule denaturants and stabilizers, synthetic polymers and their 
monomers, and proteins (Figure 4.5). The denaturant urea at 100 g/L is predicted by 
scaled-particle theory to stabilize the domain-swapped and side-by-side dimers by 0.61 
kcal/mol and 0.31 kcal/mol, respectively. We observe destabilizations of 1.31 ± 0.05 
kcal/mol and 0.25 ± 0.04 kcal/mol for the domain-swapped and side-by-side dimers, 
respectively. The predicted and observed results are contradictory in both sign and 
magnitude. The sign discrepancy highlights a key shortcoming of scaled-particle theory; 
it ignores chemical interactions between the cosolute and the test protein, in this 
instance the attractive interaction between urea and the protein backbone (47). The 
magnitude discrepancy means the domain-swapped dimer should be more stabilized 
(less destabilized) than the side-by-side dimer. This discrepancy probably arises 
because the monomers are fundamentally different. For the side-by-side dimer, the 
monomer is a stable folded protein (27), but for the domain-swapped dimer the 
monomer is a molten globule (Figure S4.1) (26, 28). Urea likely unfolds the globule, 
resulting in a destabilizing chemical interaction larger than the predicated stabilization 
from scaled-particle theory.  
Trimethylamine-N-oxide (TMAO) at 39 g/L is predicted to stabilize the domain-
swapped and side-by-side dimers by 0.25 kcal/mol and 0.13 kcal/mol, respectively. We 
observe stabilizations of 0.16 ± 0.06 and 0.50 ± 0.06 kcal/mol, respectively. The less 
than expected stabilization of the domain-swapped dimer likely arises because its 
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monomer is only partially structured (Figure S4.1) (26-28). That is, TMAO, a known 
protein stabilizer, likely favors a conformation of the monomer that is similar to that of 
the wild-type monomer, reducing the tendency to swap domains and dimerize. 
Synthetic Polymer Cosolutes. These macromolecules are traditionally used as 
cosolutes to mimic hard-core repulsions under crowded conditions. We tested Ficoll-70, 
a 70-kDa branched sucrose-polymer at 300 g/L and 8-kDa polyethylene (PEG) at 200 
g/L (Figure 4.5A). 
We first studied their monomers, sucrose and ethylene glycol. Sucrose stabilizes 
the domain-swapped dimer by 0.26 ± 0.06 kcal/ mol, most likely by increasing the 
influence of hard-core repulsions as predicted by scaled-particle theory (12, 22). 
Ethylene glycol destabilizes the domain-swapped dimer by -0.30 ± 0.06 kcal/mol. 
Compared to buffer alone, sucrose at 300 g/L has no effect on ΔG°`D→M of the side-by-
side dimer, but ethylene glycol decreases ΔG°`D→M by -0.29 ± 0.05 kcal/mol (40). The 
increased stabilization of the more compact domain-swapped dimer by sucrose is also 
consistent with theory (12, 22). The destabilization of the dimers by ethylene glycol is 
likely due to attractive interactions with the test protein; ethylene glycol interacts 
favorably with protein surfaces (48-50). 
Having assessed the monomers, we tested for, and found, a stabilizing 
macromolecular effect. That is, both polymers are more stabilizing than their respective 
monomers at the same mass-per-volume concentration. Ficoll stabilizes the side-by-
side dimer by 0.15 ± 0.04 kcal/mol compared to buffer, and PEG destabilizes this dimer 
by -0.22 ± 0.03 kcal/mol (40), whereas both synthetic polymers stabilize the domain-
swapped dimer by 0.71 ± 0.06 kcal/mol, for Ficoll, and 0.39 ± 0.06 kcal/mol for PEG. 
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This result is consistent with observations on other protein-protein interactions (40, 51), 
but differs from observations on protein folding (52). As discussed above, we cannot 
make direct comparisons with scaled-particle theory, but the Ficoll and PEG results are 
consistent with Berg’s proposal that the influence of hard-core repulsions on dimer 
formation depends on the shape of the dimer complex. Specifically, the more compact 
domain-swapped dimer is stabilized more than the less compact kissing-sphere-shaped 
side-by-side dimer. 
Proteins Cosolutes. Unlike synthetic polymers, globular proteins are roughly 
spherical (53, 54) allowing the application of scaled particle theory. To understand how 
chemical interactions affect the dimers, we used globular proteins with opposite net 
charges at pH 7.5, bovine serum albumin (BSA, 66 kDa, pI 5) and lysozyme (14 kDa, pI 
9) as cosolutes (Figure 4.5B).  
Theory predicts that BSA at 100 g/L stabilizes the domain-swapped dimer by 
0.14 kcal/mol and the side-by-side dimer by 0.10 kcal/mol. We observe larger 
stabilizations, 0.51 ± 0.05 kcal/mol and 0.48 ± 0.06 kcal/mol, respectively. At pH 7.5, 
BSA is predicted to have a charge of -19, while both GB1 dimers are predicted to have 
a charge of -4. The more-than-predicted stabilization can be explained by electrostatic 
repulsions between BSA and acidic patches on the surface of each dimer (31). 
For lysozyme (50 g/L), scaled-particle theory predicts stabilizations of 0.09 
kcal/mol and 0.05 kcal/mol for the domain-swapped and side-by-side dimers, 
respectively, but we observe destabilizations of 0.12 ± 0.05 kcal/mol and 0.18 ± 0.05 
kcal/mol, respectively. These results are also explained by charge-charge interactions, 
because lysozyme has a positive charge of +7 at pH 7.5 while the dimers have a charge 
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of -4. In summary, these results show for both dimers that chemical interactions can 
modulate, and even overcome, the effects of hard-core repulsions. 
The effect of protein cosolutes on ΔG°`D→M is the same for each dimer. This 
agreement between values supports our hypothesis that similar protein surfaces result 
in similar chemical interactions. The GB1 dimer system effectively decouples the 
difference in hard-core repulsions by changing the shape of the protein complex while 
producing indistinguishable differences in chemical interactions, making it the ideal 
system to test scaled particle theory predictions.  
Conclusions 
We tested Berg’s (12) idea that shape can control the effects of crowding on 
protein complex stability by using two nearly identical proteins that form dimers with 
different shapes but with nearly identical surfaces. Scaled-particle theory predicts that 
the more compact dimer is generally more stabilized by crowding. This observation 
suggests that shape dependence may have been used by biology to control which 
proteins interact. That the compact domain-swapped dimer is more influenced by hard-
core repulsions from the synthetic polymers than is the side-by-side dimer might be 
important for two reasons. First, it highlights which architecture would be favored by the 
crowded cellular interior, providing a means of stabilizing complexes important for 
metabolism, signaling, and maintaining biological homeostasis. Second, cells could use 
more self-contained proteins that would form dumbbell-shaped dimers to prevent weak 
protein-protein interactions from being stabilized by the crowded interior. We observe 
these differences in concentrated solutions of the relatively inert synthetic polymers, 
PEG and Ficoll. However, the predicted differences can be entirely counteracted by 
electrostatic interactions as shown by the stabilizing effect of BSA and the destabilizing 
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effect of lysozyme and attractive interactions, as shown by ethylene glycol.  We 
conclude that to gain a biologically useful knowledge about protein-protein interactions, 
we must study them, as Anfinsen wrote, in “the environment for which they were 
selected, the so called physiological state (55).” 
Materials and Methods  
Vector. A pET11a plasmid containing the GB1 T2Q mutant was used as the 
wild-type vector. The T2Q change prevents N-terminal degradation (56). Agilent’s 
QuickChange mutagenesis kit was used to produce the A34F mutant, which we call the 
side-by-side dimer, and the L5V;F30V;Y33F;A34F mutant, which we call the domain-
swapped dimer. 
Protein expression and purification. The plasmid encoding the domain-
swapped dimer was transformed into BL21(DE3) Escherichia coli cells. Following 
overnight incubation at 37 ºC, a single colony was used to inoculate a 25-mL overnight 
LB culture containing 1 mM ampicillin. The culture was incubated with shaking at 225 
rpm at 37 ºC (New Brunswick Scientific, model I26). The overnight culture was used to 
inoculate 975-mL of M9 media (50 mM Na2HPO4, 20 mM KH2PO4, 9 mM NaCl, 1 g/L 
NH4Cl, 4 g/L glucose, 2 mM MgSO4, 10 mg/mL thiamine HCl, 10 mg/mL biotin, 100 µM 
CaCl2, 100 µg/mL ampicillin). The culture was grown with shaking at 37 ºC, and its 
optical density at 600 nm (OD600) was monitored (Bio-Rad Spectra Plus). On reaching 
an OD600 of 0.4, 500 mg of glyphosate, 60 mg of L-phenylalanine, 60 mg of L-tyrosine, 
and 70 mg of 5-fluoroindole were added. At an OD600 of 0.6, protein expression was 
induced by adding isopropyl-β-D-thiogalactopyranoside to a final concentration of 1 mM. 
After 2 h, the cells were pelleted for 30 min at 4000g (RC-3B Refrigerated Centrifuge; 
Sorvall Instruments). 
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The pellet was resuspended in 25 mL of buffer A (20 mM tris-HCl, pH 7.5), and 
300 µL of Roche protease inhibitor cocktail added. Cell lysis was carried out by 
sonication (Fischer Scientific Sonic Dismembrator model 500, 15% amplitude, 0.50 s 
on, 0.50 s off for 10 min). The lysate was centrifuged (Sorvall RC-5B) at 27,000g for 1 h.  
The supernatant was filtered using a 0.22-µm syringe-driven unit (Millex) and 
loaded onto a Q Sepharose anion exchange column (16 mm x 100 mm; GE Healthcare) 
equilibrated at 4 ºC with 20 mM tris-HCl, pH 7.5, on an AKTA Pure FPLC (GE 
Healthcare). Protein was eluted over a 0-50% linear gradient of 20 mM tris, pH 7.5 to 20 
mM tris-HCl, 2 M NaCl, pH 7.5.  Fractions were assessed using SDS-PAGE (4-20% 
Criterion TGX gels; Bio-Rad) stained with Coomassie Brilliant Blue R-250. Fractions 
containing the domain-swapped dimer were pooled and concentrated using a 3000 kDa 
cut-off centrifugal concentrator (Millipore). The concentrated sample was filtered (0.22-
µm) and loaded onto a 16 mm x 600 mm Superdex 75 (GE Healthcare) size exclusion 
column at 4 ºC. The column was eluted with two column volumes of 5 mM Na2HPO4, 2 
mM KH2PO4, 9 mM NaCl, pH 7.5. The eluent was assessed using SDS PAGE. 
Fractions containing pure GB1 variant were concentrated using an Amicon centrifugal 
concentrator with a 3000 kDa cut off. The concentrated protein was exchanged thrice 
into 18-MΩ deionized H2O. The protein concentration was quantified using a NanoDrop 
One spectrophotometer (ThermoFisher) and an extinction coefficient of 8400L M-1 cm-1, 
split into 500-µM aliquots, flash frozen, and lyophilized for between 12 and 16 h 
(Labonco Freezone) (57). Purified protein was analyzed by Fourier-transform ion-
cyclotron-resonance mass spectrometry (observed 6296.9 Da, expected 6297 Da, 
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Figure S4.2) and NMR resulting in HSQC spectra consistent with literature (Figure S4.3) 
(26, 28). 
Cosolutes. Solutions were prepared to the desired concentration in 20 mM 
sodium phosphate buffer. The pH was adjusted to 7.5 using concentrated HCl or NaOH.  
Lyophilized lysozyme and bovine serum albumin were purchased from Sigma-Aldrich. 
Their concentrations were monitored using extinction coefficients at 280 nm of 6700 L 
mg-1 cm-1 and 26400 L mg-1 cm-1, respectively (58, 59). 
19F NMR. Samples were resuspended in buffer containing 10% D2O to a final 
concentration of 500 µM. Experiments were performed at pH 7.5 and 298 K on a Bruker 
Avance III HD spectrometer operating at a 19F Larmor frequency of 470 MHz equipped 
with a cryogenic QCI probe and a tunable H/F channel. Spectra comprising 31047 
points were acquired with a 2 s delay, an acquisition time of 1.4 s, an offset of -130 
ppm, and a sweep width of 22 ppm. 
Data analysis. NMR spectra were analyzed using Topspin3.5pl6. A 10-Hz 
exponential line broadening was applied to each free-induction decay prior to Fourier 
transformation. 5-Fluorotryptophan 43 in the domain-swapped dimer produces two 
resonances in slow exchange (40). The downfield resonance at -124.2 ppm 
corresponds to the monomer. The upfield resonance at -125.6 ppm corresponds to the 
dimer (Figure 4.4) (Shifts for the side-by-side dimer are published) (40). Integration of 
each resonance was used to obtain their relative populations. The fraction of dimer (Fd) 
was calculated by dividing the area of the dimer peak by the sum of the areas. Data 
were fit to equation (1) using MATLAB (R2017A), where Pt is the total protein 
concentration and KD→M is the equilibrium constant for dissociation. Dissociation 
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constants were converted to ΔG°`D→M values using the equation ΔG°`D→M = -







Table S1: Parameters and increase in free energy of dissociation compared to dilute solution 
(ΔΔG°`) predicted by scaled-particle theory for the domain-swapped dimer [eccentricity (L) = 








L=0.5           0.7 
Sucrose  (300 g/L) 4.10 0.185 -1.380 -0.670 
Ethylene glycol 
(200 g/L) 
2.50 0.127 -1.500 -0.760 
TMAO (38 g/L) 2.72 0.0254 -0.25 -0.13 
Urea (100 g/L) 2.32 0.0524 -0.61 -0.31 
 BSA (100 g/L) 35.01 0.1629 -0.14 -0.10 
Lysozyme (50 g/L) 15.67 0.0678 -0.09 -0.05 
 
Scaled Particle Theory equations: 
∆𝐺𝑒𝑥(𝑎, 𝑏, 𝛷) = 𝜇𝑒𝑥,𝑑 − 2𝜇𝑒𝑥,𝑚  (S1) 
𝜇𝑒𝑥 = 𝑔(𝐿, 𝑅𝑑 , 𝛷) − 𝑔(𝐿, 𝑅𝑑 , 0) (S2) 
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𝑅𝑤 = 1.38 Å    𝑅𝑎 = 𝑐𝑜𝑠𝑜𝑙𝑢𝑡𝑒 𝑟𝑎𝑑𝑖𝑢𝑠   𝑅𝑏 = 𝑚𝑜𝑛𝑜𝑚𝑒𝑟 𝑟𝑎𝑑𝑖𝑢𝑠 
 
Figure S4.1: GB1 backbone overlaid with the protein surface. For the monomer of the domain-
swapped dimer, the blue highlighted region corresponds to structured residues as determined 
by the presence of nuclear Overhauser effects (26, 28). 
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Figure S4.2: High-resolution ESI FT-ICR mass spectra of 5-fluorotryptophan-labeled, 15N-







Figure S4.3: 1H-15N HSQC of 19F-Trp labeled domain swapped dimer (black, 500 µM) and 
monomer (red, 50 µM). The limited number of cross peaks and the broadness of the extant 
cross peaks suggest that the monomer is a molten globule, in agreement with the results of 
Byeon et al (26, 28).  
 
Figure S4.4: Overlay of 15N-1H HSQC spectra of 15N-enriched domain-swapped dimer (black, 
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CHAPTER 5: QUINARY INTERACTIONS AND EXPANDED PROTEIN NATIVE 
STATE ENSEMBLES, A MEANS TO NEW FUNCTIONS. 
Edited from Alex J Guseman “Quinary interactions and expanded protein native state 
ensembles, a means to new functions.” (In preparation) 
Introduction 
The structure function paradigm dictates that the structure of a protein is 
intimately linked to the function it was evolved to perform.1 Born from this, structural 
biologists have used techniques such as X-ray crystallography, Cryo-electron 
microscopy, and NMR to interrogate protein structures to understand their functions. 
The fruits of these labors produced the atomics coordinates for more than 45,000 
protein structures to be deposited in the Protein Data Bank (PDB).2 The majority of 
these structures represent the global minimum of protein folding funnel, where the 
protein occupies the most thermodynamically stable state under the conditions for which 
the structure was solved. While studies of protein structures in dilute buffered solutions 
have provided a trove of information about protein function, often ignored is the 
influence of the cellular environment on protein structure.3  
The cellular environment is a crowded, diverse, and dynamic environment where 
macromolecule are concentrated between >300 g/L.4 In these complex and crowded 
environments, proteins and nucleic acids are influenced by transient interactions that 
are absent in dilute solution.5-9 These interactions can be generalized into two types; 
hard-core steric repulsions and “soft” chemical interactions.5, 10-14 Hard-core repulsions 
arise because no two molecules can occupy the same space resulting in a packing 
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problem that stabilizes the most compact state of a protein.5 Chemical interactions arise 
from the diverse chemical landscapes on the surfaces of proteins, where electrostatics, 
hydrophobic, and polar interactions cause destabilizing repulsive and stabilizing 
attractive chemical interactions.7, 8, 12-17 These interactions are referred to as quinary 
interactions as their totality comprise the fifth level of protein structure, quinary 
structure.3, 6, 18 The predominant function of quinary structure is to organize the cellular 
interior and can be made evident by colocalization of metabolic enzymes, sequestering 
macromolecules with similar functions, and formation of biomolecular condensates.3 
Here I outline the influence of quinary interactions on protein structure, and define the 
importance of weak interactions on the native state ensemble of a protein. 
Numerous groups have studied the influence of quinary interactions on proteins 
structure and stability both in vitro under crowded conditions, and in living cells.6, 9, 19-24 
From these studies, it was gleaned that the cellular environment could be destabilizing 
to proteins by 2.0 kcal/mol via weak chemical interactions, or roughly 1-3 units of 
available thermal energy (RT) at 300 K. The average thermodynamic stability of a 
protein ranges from, 5-15 kcal/mol (8-25 RT at 300 K),25 suggesting these interactions 
would have minimal effects to protein structures. While these interactions are not strong 
enough to fully unfolded a protein, these interactions raise the overall energy of the 
system, allowing the protein to access conformations that exist at higher energy states.  
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Figure 5.1: Simulation of attractive interactions between cytosolic proteins (gray, yellow, and 
red) and Pyruvate Dehydrogenase (Green) at the start of the simulation (T=0), halfway through 
the simulation (T=0.5) and at the end of the simulation (T=1). Adapted from Yu et al 2016 ELife. 
While early in cell studies showed destabilization of protein structures in cells and 
cell like environments, simulations of the microplasma genitalium cytoplasm’s influence 
on the tertiary structure of pyruvate dehydrogenase (Figure 1) were performed by 
Michael Feig’s group and helped visualize the effects of quinary interactions.26 As the 
molecular dynamics simulation evolves, pyruvate dehydrogenase starts in its native 
state structure and undergoes local unfolding as it interacts with its environments, but 
retains a folded “core” structure.26 These local dynamics and unfolding would be 
consistent with destabilizing attractive interactions relative with the observed unfolding 
free energies measured experimentally.  
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Figure 5.2:  Protein structures at different energy levels in the protein folding funnel.  
To put these experiments and simulations in context, it is important to think of the 
folding funnel free energy landscape or a protein. Protein structures are often 
determined using x-ray crystallography. These crystal structures provide a snap-shot of 
a protein structure in a single microstate near the global minimum of the folding funnel. 
As a single microstate, the observed structure has minimal configurational entropy as 
the number of microstates accessible one. To expand on this, solution structures such 
as those solved by NMR, provides an ensemble of microstates that are populated at a 
given temperature. This ensemble approach increases the configurational entropy 
available to a given polypeptide as it is located at a higher energy level (Figure 2) and 
can populate states available at RT. As the protein access higher states in the folding 
funnel, it unfolds, first into molten globular ensemble, and finally into disordered 
ensembles, further increasing the configurational entropy available to the protein.  
Attractive chemical interactions function to raise the location of the native state 
ensemble in the folding funnel, similar to changing the temperature of the system by 1-3 
units of thermal energy (RT).27 In doing so a larger ensembles of states is accessed that 
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has more microstates and thus a greater configurational entropy. The increased number 
of microstates available to a protein, increases the number of structures that can 
potentially perform a function. If a functional state in this ensemble increases the fitness 
of the organism, it can be selected for, thus providing a mechanism for proteins to 
evolve new functions within the same sequence.  
In theory one way to populate these higher energy states would be by changing 
the temperature. Changes in temperature influence both the free energy available to the 
system, and the temperature dependent thermodynamic parameters ΔCp and ΔS∘`. In 
terms of available thermal energy, in order to produce 0.1 kcal/mol free energy a 
temperature change of 50 ∘ C is required. The majority of the proteins in the E. coli 
proteome have a thermal stability below 85∘C, thus at optimal growth temperature 
(37∘C) provides at maximum 48∘ C, or 0.096 kcal/mol before 50% of the protein is 
unfolded and aggregates. To further complicate this problem, in living cells such as E. 
coli, increasing the temperature from 37-42∘ C can be lethal despite this adding only 
0.02 kcal/mol to the system. Thus biological systems are unable to use temperature to 
manipulate the native state ensemble of proteins.  
The temperature dependent thermodynamic parameters that influence protein 
folding include both the heat capacity ΔCp and entropy of unfolding ΔS∘`U. From this, 
ΔCp produces a minimal contribution to the average protein, but ΔS∘`U can be on the 
order of 10-102 cal/mol*K. In the higher extremes of ΔS∘`U a ΔT 5 degree can result in a 
destabilization of the protein by 0.5 kcal/mol.  
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Figure 5.3: Population predictions from a 3 state molecular partition function with a native state 
N, a native state ensemble (N*), and the unfolded state (U). predictions were made for two 
theorized proteins and intermediates.  
In order to produce the same transitions in cells, the free energy comes from 
attractive chemical interactions. Following in Einstein’s footsteps of thought 
experiments, statistical mechanics allows us to write a three state partition function 
using the native state (N), native state ensemble (N*) and the unfolded state (U) 
calculations of using a three state partition function, would predict that a 5 kcal/ mol 
stablilize protein would see a 20-40% increase in population of an excited state that 
exists at a 2-3 RT higher energy level. If this calculation is adapted to a 15 kcal/mol 
stable protein, we would see a 10-20% increase in population of a state that excists 3 
kcal/mol higher in the energy from an excess 2-3 RT worth of free energy being added 
to the system (figure 3). 
Furthermore, in living cells, proteins do not exist on their own, E. coli are 
predicted to have 2-4 million protein molecules per cell, fission yeast increase that 
number to 90-140 million protein molecules, humans are predict to have upwards of 
97 
10,000,000,000 protein molecules per cell. Under this logic, the cellular environment 
could provide an increasing in configurational entropy for a given polypeptide chain 
allowing to access N more states. Assuming N new states per protein and 2-3 million 
protein molecules for E. coli, the ensemble of states in any proteome increases from 2-3 
million microstates to the sum of all new states N, for 2-3 million proteins M. This new 
ensemble of states allows the proteome to find protein structures that can provide 
additional functions. 
It is important to furthermore consider the effects of external pressures on protein 
biophysics. Selective pressures such as desiccation/dehydration have been 
demonstrated to modulate quinary interactions. Using a metastable SH3 domain, 
Stadmiller and colleagues were able to demonstrate that the strength of quianry 
interactions increases under desiccation, seeing the destabilization of SH3 in cells 
increase when cells are osmotically shocked. This demonstrates, that proteins would be 
able to access even higher energy states, and greater configurational entropy when 
presented with environmental pressures.   
In theory, probing the functional ensemble hypothesis can be done by applying 
established techniques to a crowded system. Two techniques that will be able to glean 
information about protein structures under crowded conditions includes, NMR based 
Paramagnetic Relaxation Enhancement (PREs) experiments and Small Angles Neutron 
Scattering (SANS). PREs act as molecular rulers, providing distance information between 
a paramagnetic spin label and diamagnetic nuclei. Their measurements rely on the 
introduction of a paramagnetic group into a protein, most frequently by conjugation to a 
judiciously chosen cysteine. The relaxation effect can be measured on all amide protons, 
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providing a measure of distance between the paramagnetic center and the surrounding 
amide groups. As an NMR based experiment, specific labelling strategies can be used to 
observe only our protein of interest in a crowded milieu of proteins. A complimentary 
approach, SANS is analogous to small angle x-ray scattering (SAXS), but instead of 
scattering x-rays off of electrons, SANS scatters neutrons off of atomic nuclei. Uniquely, 
protons and deuterons scatter neutrons with opposite signs, allowing each signal to be 
isolated by a technique called contrast matching. By observing a protonated protein in a 
sea of deuterated cosolutes, structural expansion can be observed for our protein of 
interest.  
Combining novel methods such as NMR detected PREs, SANS, in combination 
with molecular dynamics simulations, the functional ensemble hypothesis can be test to 
look at an increase in N* populations for given polypeptides. The results of these studies 
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