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a b s t r a c t
We consider a graph-theoretical formalization of the process of gene assembly in ciliates
introduced in Ehrenfeucht et al. (2003) [3], where a gene is modeled as a signed graph.
The gene assembly, based on three types of operations only, is then modeled as a graph
reduction process (to the empty graph). Motivated by the robustness of the gene assembly
process, the notions of parallel reduction and parallel complexity of signed graphs have
been considered in Harju et al. (2006) [7]. We describe in this paper an exact algorithm
for computing the parallel complexity of a given signed graph and for finding an optimal
parallel reduction for it. Checking the parallel applicability of a given set of operations and
scanning all possible selections amount to a high computational complexity.We also briefly
discuss a faster approximate algorithm that however, cannot guarantee finding the optimal
reduction.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Ciliates are an old and diverse group of unicellular eukaryotes. One of their unique features is that they have
two types of functionally different nuclei: micronuclei and macronuclei. Micronuclei are the germline nuclei, where
no transcription takes place, while the macronuclei are the somatic nuclei. The difference between the micronuclear
and the macronuclear genome is striking, especially in stichotrichs, on which we concentrate in the following. Thus,
while macronuclear genes are contiguous sequences placed in general on their own molecules, micronuclear genes are
placed on long chromosomes, interrupted by stretches of non-coding material. Even more striking is the fact that the
micronuclear genes are split into coding blocks (called MDSs, up to 44 of them in certain species), with the blocks
arranged in a scrambled order, separated by non-coding material. Some blocks may even be inverted! At some stage
during conjugation, ciliates assemble the blocks in the orthodox order to yield the macronuclear gene. The assembly
process is facilitated by the structure of the MDSs: each coding block ends with a short sequence of nucleotides that
is repeated at the beginning of the coding block that should follow it in the orthodox order. This structure reminds
us of the linked lists data structure in Computer Science. We refer to [16,12] for more details on ciliates and on gene
assembly.
Two mathematical models were introduced for gene assembly: an intermolecular model, see [13,14] and an
intramolecular model, see [6,17]. The intramolecular model, that we consider in this paper, has been formalized on several
levels of abstraction, including permutations, strings, and graphs, see [11] for details and [4] for a monograph on the
mathematical theory of gene assembly. In the following we will only consider a formalization of genes through graphs.
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Table 1
The order (number of vertices) n of the
smallest graphs of complexity c , see
examples in [8].
c 1 2 3 4 5 6
n 1 2 3 5 12 24
A micronuclear gene may be represented through the (scrambled) sequences of its coding blocks. Each coding block in
turn, may be represented by its pair of left and right pointers. Thus, the block Bi that should come on the ith position in
the orthodox order, will be denoted as Bi = i(i + 1). The first block begins with a specific marker that we may ignore in
our abstraction and denote B1 = 2. Similarly, the last block will be denoted as Bn = n. If a block Bi comes inverted in
the micronuclear gene, then it will be denoted as Bi = (i+ 1)i. As such, a micronuclear gene may be denoted as a signed
double occurrence string, see [3] for more details. On a different level of abstraction, one may replace the signed double
occurrence string with its correspondent signed overlap graph. For amicronuclear gene consisting of n coding blocks, n ≥ 1,
and having the associated string u, its corresponding signed overlap graph will have the form Gu = ({2, . . . , n}, Eu, σu),
where
• ij ∈ Eu if and only if i and j overlap in u, i.e., u = u1i′u2j′u3i′′u4j′′u5 or u = u1j′u2i′u3j′′u4i′′u5, for some strings ui, 1 ≤ i ≤ 5,
where i′, i′′ ∈ {i, i} and j′, j′′ ∈ {j, j}
• σ(i) = + if both i and i occur in u, and σ(i) = − otherwise.
The intramolecular model for gene assembly introduced in [6,17] consists of three molecular operations, whose
description we omit here. It is enough for the purpose of this paper to mention that each operation combines two or, in
one case, even three, coding blocks into a bigger coding block by splicing on their common pointers. Since a pointer is only
important for gene assembly when it is placed at the extremity of a coding block (and not when inside a bigger coding
block), it follows that the process of gene assembly may be thought of as a process of removing pointers. Note also that the
final assembled gene is a contiguous sequences of nucleotides containing no more pointers. Based on these observations,
the molecular operations of [6,17] may be formalized as rewriting rules for signed double occurrence strings as well as
rewriting rules for signed overlap graphs. It may be proved mathematically that as far as gene assembly is concerned, both
formalizations are equivalent, with an assembled gene corresponding to the empty string and to the empty graph, see [4]
for details.
Given the crucial role that parallelism plays in biochemical processes, it is important to consider a notion of parallelism
in the graph-based mathematical framework for gene assembly. Indeed, parallelism in this context has been defined in [7]
as follows: a set S of operations can be applied in parallel to a graph G if all sequential compositions of operations in S are
applicable to G. It is proved in [7] that in this case, all sequential compositions of operations in S lead to the same result
when applied to G. This leads to considering parallel reduction strategies for a given graph G, where one applies a number of
operations in parallel to G, obtaining a new graph G′ and continues doing so until obtaining the empty graph. Furthermore,
this yields a measure of complexity for a signed graph in terms of the minimal number of parallel steps needed to reduce
the graph to the empty one. This measure of complexity may be related to the degree of complexity of the process of gene
assembly. It has been shown in [8] that all known ciliate genes may be assembled in at most two parallel steps. Graphs of
higher complexity are known, as summarized in Table 1, based on examples of [8].
A number of partial results have been obtained on whether an upper bound exists on the parallel complexity of signed
graphs, see [7,10,8], but the problem in its full generality remains open.
Open problem: Is the parallel complexity of signed graphs finitely bounded?
Even (seemingly) simpler variants of the problem, where the question is asked for signed trees or for unsigned graphs,
remain open up to date. It has only been shown that the parallel complexity of negative trees is at most two, while that of
positive trees is at most three, see [9]. On the other hand, examples of signed trees of parallel complexity five and examples
of signed graphs of parallel complexity six are known, see [8]. The difficulty of the problem is perhaps best illustrated by
the fact that no efficient decision procedure is known for whether a given set of operations S is applicable to a given graph
G. The only currently known decision procedure is based on the very definition of parallelism and it involves checking the
applicability of all sequential compositions of the operations, a tedious procedure even for small sets of operations. It is not
difficult to prove, see [1], that the problem is in the class of complexity coNP.
Computing the parallel complexity of a given gene/graph is even more involved: not only that sets of operations must
be applied in parallel one after another, but also an optimization problem in terms of minimizing the number of parallel
steps needed to reduce the graph, must be solved. It has been proved in [1] that for a given graph G and sets of operations
S1, . . . , Sn, deciding whether Sn ◦ · · · ◦ S1 is a parallel reduction of G is a PNP problem. Moreover, deciding whether the
complexity of G is at most k, for a given k ≥ 1, is an NPNP problem.
We describe in this paper an algorithm to compute the parallel complexity of a given signed graph and to find in the
same time an optimal parallel reduction for it. Given the current gaps in the theory of parallel complexity, the algorithm
is essentially an exhaustive search. Consequently, it is not surprising that despite several cut-offs in the search algorithm,
its complexity remains huge. We give it here an upper bound on the scale of O
(
n2n+4/dn
)
, where d is a constant and n is
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the number of nodes. It is an open problem whether a faster algorithm can be given based on the current theory of gene
assembly. We also describe an approximate, Greedy type of algorithm that cannot guarantee finding the optimal parallel
reduction (while its complexity remains highly exponential). An implementation of the exact algorithm, aswell as a Greedy-
style approximation algorithm are available in [15].
2. Preliminaries
A signed graph is a triple G = (V , E, σ ), where G = (V , E) is an undirected graph and σ : V → {+,−}. Edges between
u, v ∈ V are denoted by uv (uv = vu). We let V+ = σ−1(+) and V− = σ−1(−). By NG(u) = {v ∈ V | uv ∈ E} we denote
the neighborhood of u ∈ V .
For signed graphs G1 = (V1, E1, σ1) and G2 = (V2, E2, σ2), we will need the following graph-theoretic operations:
• If V1 ∩ V2 = ∅, then we denote G1 ∪ G2 = (V , E, σ ), V = V1 ∪ V2, E = E1 ∪ E2, σ = σ1 ∪ σ2;
• G1 \ G2 = (V1, E1 \ E2, σ1) ;
• G11G2 = (G1 \ G2) ∪ (G2 \ G1).
For a set S ⊆ V we denote by G|S = (S, E∩(S×S), σ |S) the subgraph induced by S. We also write G−S = G|V\S . For a set
S ⊆ V we denote by KG(S) = (S, {uv | u, v ∈ S, u 6= v}, σ |S) the clique induced by S. For sets S1, S2 ⊆ V with S1 ∩ S2 = ∅,
we use the notation KG(S1, S2) = (S, {uv | u ∈ S1, v ∈ S2}, σ |S1∪S2) to represent the complete bipartite graph induced by
S1 and S2.
For a graph G = (V , E, σ ), we denote neg(G) = (V , E, σ ′), where σ ′(u) = − if and only if σ(u) = +, u ∈ V the
graph obtained from G by complementing its signing. Then com(G) = neg(KG(V ) \ G) denotes the graph obtained from G
by complementing both its edges and its signing. For a set S ⊆ V , we denote comS(G) = com(G|S)∪ (G \ KG(S)). Finally, for
a node u ∈ V we denote by locu(G) = comNG(u)(G) the graph with complemented edges and signing over the neighborhood
of u.
3. A graph-based model for gene assembly
We recall in this section the graph-based mathematical framework for gene assembly, as introduced in [3], see also [4].
Definition 1. Consider a signed graph G = (V , E, σ ).
• For x ∈ V−, if NG(x) = ∅, then the graph negative rule gnr is applicable to x and gnrx(G) = G− {x}.• For x ∈ V+, the graph positive rule gpr is applicable to x and gprx(G) = locx(G)− {x}.• For xy ∈ V− × V−, the graph double rule gdr is applicable to x, y and gdrx,y(G) = (G \ {x, y}, E ′, σ |V\{x,y}), where E ′ is
obtained from E by complementing the edges that join nodes in NG(x) to nodes in NG(y). Thus, for p, q ∈ V \ {x, y}, the
edge relationship between p and qwill change if and only if
p ∈ NG(x) \ NG(y), and q ∈ NG(y)
p ∈ NG(y) \ NG(x), and q ∈ NG(x)
p ∈ NG(x) ∩ NG(y), and q ∈ NG(x)1NG(y)
Example 1. Applications of a gpr operation and a gdr operation are illustrated in Fig. 1.
The sets of all gnr, gpr and gdr operations are denoted by GNR, GPR and GDR, respectively. We also use notations
dom(gnrx) = {x}, dom(gprx) = {x} and dom(gdrx,y) = {x, y}. We extend the notation to sets: dom(S) = ∪r∈Sdom(r).
For an operation r and a sequential composition ϕ of operations, we say that ϕ ◦ r is applicable to G if r is applicable to
G and ϕ is applicable to r(G) (clearly, ∅ is always applicable to G).
Consider ϕ = rk ◦ · · · ◦ r1 where r1, . . . , rk ∈ GNR∪GPR∪GDR. Whenever ϕ is applicable to G, we define the predicate
applicableϕ(G) as true, and we naturally denote the result by ϕ(G) = rk(. . . (r1(G)) . . .).
4. Parallelism
We recall in this section the notion of parallelism for the reduction of signed graphs, as introduced in [7].
Definition 2. We say that operations S ⊆ GNR ∪ GPR ∪ GDR are applicable in parallel to G if any sequential composition
of the operations in S is applicable to G.
We recall the following lemma (Theorem 6.4 from [7]).
Lemma 1 ([7]). If S is applicable in parallel to G, then for any two sequential compositions ϕ1, ϕ2 of the operations in S, we have
ϕ1(G) = ϕ2(G).
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Fig. 1. Graphs (a) G, (b) gpr2(G) and (c) gdr6,7(G).
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Fig. 2. A graph G6 with 6 nodes and parallel complexity 3. Its reduction corresponding to an optimal strategy {gnr2, gdr3,6} ◦ {gpr1} ◦ {gdr4,5}.
Therefore, whenever S is applicable in parallel to G, wemay consider the graph S(G) obtained by applying S to G as the result
of applying the operations of S to G in an arbitrary order.
We now recall the definition of parallel complexity of signed graphs.
Definition 3 ([10]). Let G be a signed graph. For sets S1, . . . , Sk ⊆ GNR ∪ GPR ∪ GDR, we say that R = Sk ◦ · · · ◦ S1 is
applicable to G if Si is applicable to (Si−1 ◦ · · · ◦ S1)(G), for all 1 ≤ i ≤ k. If R(G) = ∅, then we say that R is a parallel reduction
strategy for G. We say that the parallel complexity of R is C(Sk ◦ · · · ◦ S1) = k. The parallel complexity C(G) of G is defined as
C(G) = min{C(R) | R is a parallel reduction strategy for G}.
A parallel reduction strategy R for a graph G is called optimal if C(R) = C(G).
Example 2. An example of a graph, its parallel complexity and an optimal strategy to reduce it in parallel to the empty graph
are given in Fig. 2.
Consider a signed graph G = (V , E, σ ) and sets Vn ⊆ V− ∩ {u ∈ V | NG(u) = ∅}, Vp ⊆ V+ and Ed ⊆ E ∩ (V− × V−).
Consider the following problem: decide whether a set S = {gnrx | x ∈ Vn}∪{gprx | x ∈ Vp}∪{gdrx,y | xy ∈ Vd} of operations
is applicable to G in parallel. The following lemma summarizes the current partial solution to the problem.
Lemma 2 ([7]). Consider a signed graph G and a set S ⊂ GNR ∪ GPR ∪ GDR of operations applicable to G. Then S is applicable
in parallel to G if and only if NG|dom(S)(u) = ∅ for all gpru ∈ S and S ∩ GDR is applicable in parallel to G.
The major problem when searching for the parallel complexity is that there exists no efficient decision procedure for
whether or not a set of operations is applicable in parallel to a given graph. Consequently, to solve this decision problem,
one has to check that all sequential compositions of the operations are applicable to the given graph. This will contribute
essentially to the high computational complexity of the algorithm described in the next section.
5. An algorithmic approach
Clearly, every graph can be successfully reduced to the empty graph since applying any operation decreases the number
of nodes, and an operation can be applied to any non-empty graph.We are faced here howeverwith a problem on two levels.
On one hand, we are looking for parallel strategies, and thus, we have to decide whether or not the operations considered
in every step may indeed be applied in parallel. On the other hand, we have an optimization problem: we look for a parallel
strategy of minimal length in terms of the number of parallel steps.
The main observation behind our approach is the following:
C(G) = 1+min{C(G′) | G′ = S(G), S ⊆ GNR ∪ GPR ∪ GDR}. (1)
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As such, our exact algorithm will make an exhaustive search through all sets S applicable in parallel to G. Note that taking
a Greedy approach here and considering only largest sets S may not lead to the optimum, see [8] and the discussion in
Section 8.
An immediate improvement (limiting considered sets of operations) is that the isolated negative nodes can always be
reduced (i.e., corresponding gnr operations can be applied) as soon as they become isolated.
Another improvement (limiting the considered permutations) is possible based on Lemma 2: only permutations of gdr
operations have to be considered. In addition, we only check that the positive nodes to be reduced are not adjacent to any
other selected nodes. Note that constructing the sets of operations applicable in parallel is incremental; therefore, checking
parallel applicability of an operation set is reduced to checking the ‘‘compatibility" of the last operation with the other ones
already in the set.
Yet another improvement (limiting graphs actually considered) is comparing the number of steps needed to reduce the
current graph with the best complexity candidate found so far: if the current graph cannot improve the current optimum,
then we cut the search tree.
It is important to observe that there are three main levels of complexity in this optimization problem:
• Considering different sequential compositions of the operations from a set of operations for checking its applicability in
parallel: for k operations, k! sequential compositions exist.
• Scanning all sets of operations applicable in parallel to the given graph: for a graphwith n nodes, theremay bemore than
2n sets of operations applicable in parallel.
• Reducing the complexity of a graph to the complexity of smaller graphs: not only do we need to determine all sets of
operations applicable in parallel toG, but also to perform related search for all resulting graphsG′ and the graphs obtained
by further reductions. The number of graphs to be examined is non-polynomial.
6. An exhaustive search algorithm
We now present an algorithm for finding the parallel complexity and an associated strategy. The answer is obtained by
calling the function Complexity, giving it as parameters the corresponding graph, the empty set and the number of nodes
plus one.
Throughout this section G = (V , E, σ ) is a signed graph, with V = {1, . . . , n}. We need the notation Seq(S) for the set of
all sequential compositions of elements from S = {rj | 1 ≤ j ≤ k} ⊆ GNR ∪ GPR ∪ GDR:
Seq(S) = {ri(k) ◦ · · · ◦ ri(1) | i : {1 . . . k} → {1 . . . k} bijection}.
In order to consider the sets of operations just once, we add the operations according to the order> defined on the set of
operations applicable to the current graph, which is induced by the order of nodes; note that operations of different types
cannot be applicable to the same node. For any p, q, r, s, t ∈ V we define this order relation as follows:
• gprp > gnrq,• gdrp,q > gnrs,• gnrp > gnrq, if p > q,• gprp > gprq, if p > q,• gprp > gdrq,s, if p > min(q, s),• gdrp,q > gprs, if min(p, q) > s,• gdrp,q > gdrs,t , if either min(p, q) > min(s, t), or min(p, q) = min(s, t) and max(p, q) > max(s, t).
We use the extension of this relation by writing r > S, where S is a set of operations, if r > s for all s ∈ S. Notice that
since the operations are added to the sets according to the order>, in the implementation of the algorithm where sets are
represented by arrays or lists, r > S is equivalent to r > s, where s is the last element added to S.
We are now ready to explain the central function of the algorithm. Function Complexity takes three parameters: a
graph G, a set S of operations already chosen to be applied in the current step, and an integer bound, and returns the best
reduction strategy of G in less than bound steps, with the first step of the reduction starting with S.
The first part of the function has two cases. If some operationwas already chosen (S 6= ∅), then theComplexity function
is called recursively to check the case when the current step is finished (G ← S(G), S ← ∅, bound ← bound − 1). If the
complexity returned plus one is smaller than bound, then the corresponding solution (S in the current step and the returned
strategy) becomes the current best solution, and bound is decreased accordingly.
If no operation was yet chosen for this step (S = ∅), then all possible gnr operations are chosen to be applied (i.e., added
to S), removing isolated negative nodes.
The second part of the function again has two cases. If applying the chosen operations to G yields an empty graph, then
the function returns 0 if S = ∅, or 1 otherwise.
If S(G) 6= ∅, then the function should consider extending the set of operations chosen in the current step. This is done
in the following way: starting from the first operation possible if S = ∅ or with the next operation after the last one added
to S, for every operation r (according the order ‘‘>’’) the function checks whether r can be applied in parallel with S to G. In
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Input: graph G, set S, integer bound
Output: integer, strategy
Data: strategy R, R′; integer i
R← ∅;
if S = ∅ then
S ← {gnru | u ∈ V−, NG(u) = ∅};
else if bound > 1 then
(R′, i)←Complexity(S(G),∅, bound− 1);
if i+ 1 < bound then
bound← i+ 1;
R← R′ ◦ S;
end
end
if S(G) = ∅ then
if S = ∅ then
return (0,∅);
else
return (1, S);
end
else
foreach r > S do
if Check(G, S, r) then
(R′, i)←Complexity(G, S ∪ {r}, bound);
if i < bound then
bound← i;
R← R′;
end
end
end
end
return (R, bound);
Function Complexity. The central routine: find the best reduction strategy of G in less than bound steps, with the
first-step reduction starting with S. If the current set is empty, perform possible gnr reductions, otherwise consider the
reduced graph for the next step, unless the current graph cannot improve the current optimum. If the reduced graph is
empty, return 0 or 1, otherwise for every operation r following the current set S according to order>, if r is applicable
in parallel together with S, add r to S and call the same function. Choose the best value.
case it can, the function Complexity is called recursively to check the case when r is also chosen in this step (S ← S∪{r}).
If the complexity returned is smaller than bound, then the returned strategy is the current best solution.
In the end, the current best strategy and its length are returned.
Input: graph G, set S, op r
Output: boolean
Data: composition ϕ
if r ∈ GPR then
return NG(dom(r)) ∩ dom(S) = ∅;
else
foreach ϕ ∈ Seq({S ∪ r} ∩ GDR) do
if not(applicableϕ(G)) then
return false;
end
end
return true;
end
Function Check. Is the operation r applicable in parallel with the set S of operations? Based on Lemma 2.
Finally, we explain the function Check. It considers a graph G, a set S of operations applicable in parallel to G, and an
operation r , and decided whether r is applicable in parallel with S to r . Based on Lemma 2, if r ∈ GPR, then the function
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returns true if and only if the node associated to r is not adjacent to any of the nodes associated to operations from S; if
r ∈ GDR, then the function returns true if and only if any sequential composition ofGDR operations in S∪{r} can be applied
to G.
7. Complexity analysis of the algorithm
A signed graph with n nodes can be represented in space O(n2) by an adjacency matrix (mi,j)1≤i≤n,1≤j≤n and a sign vector
(si)1≤i≤n. For a depth-first exploring the space of possible reductions it is enough to remember the graphs obtained at various
stages of the reduction; since any graph is reduced in atmostn steps, spaceO(n3) suffices. From the further explanation itwill
be clear that additional data used for the computation does not increase the cubic order. Note that the intermediate graphs
could be recovered from the strategy (the list of operations applied), giving the time complexity O(n2), but recomputing
them is not practical since the bottleneck is time, not space. In what follows we speak about time complexity.
Removing isolated negative nodes can be done in O(n2). Applying one gpr or gdr operation can be done in O(n2). Testing
applicability of k gdr operations in any order can be done in O(k! · kn2); this is also the time complexity of Check routine.
Lemma 3. The number of sets of operations tested for applicability in parallel to any graph G with n nodes does not exceed some
function in O(nn/2 · cn) for c = 2/√e.
Proof. Consider a graph G = (V , E). Let us denote by s(G) the exact number of operation sets tested for applicability in
parallel to G. Let V1 be the set of all positive and negative isolated nodes in G, let V2 = V \ V1, |V1| = p and |V2| = n − p.
Clearly, s(G) ≤ s(G|V1) · s(G|V2): any possible set is a union of possible sets of the positive and negative parts. It is also easy
to see that s(G|V1) ≤ 2p and the estimate is exact when, i.e., G|V1 = (V1,∅): the number of possible sets of operations for a
graph with positive and/or isolated nodes does not exceed the number of subsets of its nodes, and they are equal when all
nodes are isolated.
Now consider the rest of the graph, where only gdr operations may be applied, with n′ = n−p nodes. The first operation
can be chosen in at most n′(n′ − 1)/2 ways, the ith operation can be chosen in (n′ − 2i)(n′ − 2i − 1)/2 ways. Using the
multinomial formula, this gives us at most n
′!
(n′−2k)!2k sequences of pairs of nodes chosen from n
′ nodes. The corresponding
number of sets is obtained ignoring the order of pairs, i.e., dividing this number by k!. Since up to n/2 node pairs can be
selected, the total estimate is
t(n′) =
n′/2∑
k=0
n′!
(n′ − 2k)!k!2k , (2)
and s(G|V2) ≤ t(n′). The latter is an equality, e.g., when V2 is complete.
Notice that the last (k = bn′/2c) term of t(n′) is equal to the product of odd numbers not exceeding n′,
prodd(n′) = 1 · 3 . . . (2dn′/2e − 1),
which alone grows faster than 2n
′
. Thus, for sufficiently large n, for any graph G with n nodes, out of which p nodes are
positive,
s(G) ≤ s(G|V1) · s(G|V2 ≤ 2p · t(n− p) ≤ t(n) = s(K−n ),
where K−n is a complete negative graph. Hence, it suffices to prove the lemma for complete negative graphs.
Let us rewrite (2) in the following way:
t(n′) =
n/2∑
k=0
n!
(n− 2k)!(2k)! ·
(2k)!
k!2k =
n/2∑
k=0
Cn2k · prodd(2k) ≤ 2n · prodd(2dn/2e).
From Stirling’s formula, we get n! = Θ(√n(n/e)n). In case when n is even, t(n) ≤ 2n · prodd(n) and prodd(n) =
n!
(n/2)!2n/2 ∈ O((n/e)n/2). In case when n is odd, t(n) ≤ 2n · prodd(n − 1) and prodd(n − 1) is also O((n/e)n/2). Therefore,
t(n) ∈ O(nn/2 · (2/√e)n), which proves the lemma. 
Lemma 4. The number of times the Complexity function is recursively called does not exceed n! · 2n.
Proof. A sequential composition of operations can be written as a sequence of nodes on which the operations are applied;
the operations can be recovered from the context. Therefore, the total number of possibilities is bounded by n!.
Unless two subsequent nodes correspond to a gdr operation, we might also need to know if the associated operations
are applied in the same step or not. In this way, there may be at most 2n−1 ways to partition a sequential composition of
operations into a parallel strategy. Hence, the total number of times we may arrive to the empty graph does not exceed
1/2 · n! · 2n.
By a similar argument, the number of sub-strategies reducing k nodes is at most 1/2 · n!/(n− k)! · 2k. Summing up over
0 ≤ k ≤ n,
n∑
k=0
1
2
· n!
(n− k)! · 2
k ≤ n! · 1
2
n∑
k=0
2k ≤ n! · 2n. 
Theorem 1. The present algorithm is in O
(
n2n+4
dn
)
for d = e2/√8.
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Fig. 3. Three options for the first step of a Greedy type reduction of the graph G6 in Fig. 2 (choose as many operations as possible); all three graphs are
reducible in 3 steps, yielding 4 as a Greedy-computed parallel complexity for G6 , which is not optimal.
Proof (Sketch). The principal term of the algorithm’s complexity comes from checking the parallel applicability of different
sets of operations for different intermediate graphs by applying them in different order. This gives us the time complexity
of O(bn/2c! · n3) · O(nn/2 · cn)) · O(n! · 2n) for c = 2/√e. According to Stirling’s formula for n!, n! ∈ Θ(√n(n/e)n), so we can
rewrite the time complexity of the algorithm as
O
(
nn/2 · n7/2
2n/2 · en/2 ·
nn/2 · 2n
en/2
· n
n · n1/2 · 2n
en
)
.
Simplifying this expression, we obtain the estimate in the theorem statement. 
8. Heuristics
Instead of top–down recursive examination of the graph space one could consider a bottom–up approach: compute the
parallel complexity for all graphs of size k, from k = 0 to k = n− 1, by only examining one-step reductions and consulting
the complexity already computed for the smaller graphs. However, the number of possible signed graphs of size n is 2n(n+1)/2,
so the space requirements becomes prohibitive as n grows. Even computing it only for the graphs obtained in the reduction
process of the given graph (caching) leads to hitting the space barrier before the time barrier.
Since the knowncomplexity is so high, a natural question ariseswhether heuristic algorithms canhelp. E.g., let us consider
theGreedy approach: examine onlymaximal sets of operations in each step of the reduction. In otherwords,we only consider
reducing C(G) to C(G′) if G′ is obtained from G by a parallel application of the operations in set S, where no set S ′ % S is
applicable in parallel to G. Based on the same arguments used in analyzing the computational complexity of our algorithm, it
may be seen that this Greedy approach remains highly exponential, since it embeds the same threemain levels of complexity
discussed in Section 5. Regarding the output that the Greedy algorithm yields, in many example we have computed, this
approach finds the optimum. However, one can see from the example in Fig. 2 that, since operations gdr4,5 and gpr6 are
applicable in parallel to G6, the Greedy approach does not examine {gdr4,5} because it is not a maximal set. The maximal
sets are {gdr4,5, gpr6}, {gpr1} and {gpr2}. It turns out that the optimal strategies are missed in this case, see Fig. 3.
9. Discussion
The concept of parallelism in ciliate gene assembly leads to some challenging problems in graph theory. E.g., deciding
whether a given set of operations is applicable in parallel to a given graph is a coNP problem, while deciding whether a
given composition of some sets of operations is a parallel reduction of a given graph is a PNP problem, see [1]. As such, it
is not surprising that the exact algorithm discussed in this paper is essentially an exhaustive search through all possible
parallel reductions of the given graph. The question whether faster exact algorithms exist and thus, whether the decision
problems above lay in smaller complexity classes, remains open. The fact that an approximate Greedy algorithm also has
high complexity suggests that answering this question may be very difficult.
The problem thatwe consider in this paper, of finding the shortest parallel reduction for a given graph ismotivated by the
gene assembly process: the operations that we consider are the mathematical formulations of a molecular model for gene
assembly. However, the high complexity of the exact solutionwe give to the problemhas no implicationswith respect to the
biological relevance of the intramolecular model for gene assembly in ciliates. The ciliates need not solve the optimization
problemwe have considered in this paper andmost likely, need not scan all reduction strategies for their genes, as we do in
our algorithm. Any reduction strategy yields an assembled gene, see [5], and thus, as far as gene assembly is concerned, it is
just as good as the optimal parallel reduction that our algorithm strives to find. As far as parallel strategies are concerned,
it is easy to verify based on [2,15] that all graphs corresponding to the currently known gene patterns may be reduced in at
most two parallel steps.
An implementation of the algorithm reported in this paper can be found in [15]. In fact, that implementation does not
use recursion, but rather is done by backtracking, a non-recursive depth-first search of the strategy tree with cuts. The
implementation in [15] also contains a heuristic, Greedy-style approach, slightly different than the one presented in this
paper. The main difference consists in considering the gnr, gpr, gdr operations in a certain fixed order. Even though in each
step the algorithm adds as many operations as possible to the current reduction set, the final set may not be maximal in the
sense of Section 8. E.g., an operation that could have been added to the current set may not have been considered because
it was not in the scanning range of the current step. Nevertheless, all maximal sets of operations are eventually considered
in the algorithm. Thus, this version is more thorough than the Greedy algorithm described in Section 8, but it still fails to
always find an optimal strategy (and is of higher complexity).
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