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Abstract 
Predicting the future stock price has always been considered as an important issue by both 
buyers and sellers. Hence, Artificial Neural Network (ANN) was used in this study to develop a 
model pertaining to artificial intelligence in order to predict stock price in Iran Stock Market. Since 
artificial neural networks should consist of the best network topology to achieve the highest 
performance, Firefly Algorithm (FA), a meta-heuristic Algorithm, was used to find the optimal 
structure of network. Finally, Bayesian regulation technique, rather than the conventional teaching 
techniques, was applied to maintain the more generalized network. In general, Data from three big 
companies: Iran Khodro Company, Shiraz Petrochemical Company, and Isfahan Steel 
Companywere gathered in span of three years. This paper profited from some parameters, including 
high price, low price, the opening price, closing price, EMA(5) ،EMA(10) ،RSI ،William R% ،
Stochastic k% ،Stochastic D% و ،ROCas network inputs and benefited from the closing stock price 
in the next days as the neural network as well. After developing a model associated with each 
company, some parameters such as the root-mean-square error (RMSE), Standard Deviation of error 
(SD), Absolute average relative deviation (AARD), the regression coefficient (R2) as well as the 
graphical analysis of relative deviation have been used to examine the accuracy of the developed 
network. The outcomes of the analysis of the developed neural networks revealed that the mentioned 
models with great accuracy are able to predict stock price in the subsequent day for the corporations 
mentioned above.  
Keywords: Artificial Neural Networks, Bayesian Regulation, Firefly Algorithm, Stock 
market 
Introduction 
The most fundamental problem in predicting stock market is that it is a turmoil-oriented 
system. This means that there is an abundance of factors that may influence on stock market directly 
or indirectly. Moreover, there is no clear relationship between these factors and stock price. Hence, 
it is a merely false hope to expectthat a mathematical relationship between factors can be 
established. As such, there are no fixed rules to predict the stock price using these factors (Alam 
Miah et al. 2015). Recently, a considerable amount of researches have been conducted in scope of 
the use of machine learning algorithm to analyze price patterns and to predict stock prices and 
changes in stock index. Then, a research background of studies conducted in the field of using 
artificial intelligence techniques in order to predict stock price will be shown later. 
To anticipate stock price, Chenoweth and Obradovic predicted stock exchange index, using a 
multi-components nonlinear system. The prediction system proposed by them consists of two pre-
processing components, two neural networks, and a decision-based model. First, the pre-processing 
Openly accessible at http://www.european-science.com                                                              1546 
 
  
Afsaneh Qolami, Seyed Alireza Moosavi 
 
 
 
 
element specifies the most important features in question for predicting market, eliminates noise 
from data, and divides the data to two different groups. Then, the two designed neural networks 
predict the rate of return on the market (Chwnoweth and Obradovic, 1996). Kim and Han used the 
Genetic Algorithm (GA) to extract propertiesand to optimization weight and search Bias neural 
networks as a technique for stock price in market. Kim and Han compared the results of the 
developed model to two linear transformationmodels and back propagation of linear transition of 
neural networks (BPLT) totraining neural networks by genetic algorithm (GALT), given the 
parameters representing the accuracy of algorithm. As such, they founded that GAFD algorithm has 
the higher accuracy than the other two algorithms in predicting stock price (Kim and Han, 2000). A 
year later, Kuo his colleagues integrated Genetic Fuzzy neural network (GFNN) and artificial neural 
network to predict stock price. The core mission of their study was to study and analyze the effect of 
qualitative parameters (such as the political parameters) on the stock price using Fuzzy Inference 
systems. Finally, the outcomes of research conducted by them revealed that the developed neural 
network based on qualitative and quantitative factors outperform better than neural network 
pertaining qualitative factors (Kuo et al. 2001). 
Moreover, Kim profited from Support Vector Machines (AVMs) to predict stock price. The 
gathered data included technical indices and were used to change The Korea Composite Stock Price 
Index (KOSPI) daily. To achieve comparative results, Kim compared the results of Support Vector 
Machines to that of back-propagation algorithm for neural network and to SelectiveCase-based 
Reasoning (CBR). The result of this analysis indicated a high accuracy of Support Vector Machines 
in comparison to the two techniques mentioned above (Kim, 2003).  
Chang and Liu developed a model based on Takagi-Sugeno-Kang (TSK) Fuzzy logic system 
(FLS) to predict stock price. The factors used in the YSK system have been selected by stepwise 
regression and clustering K-means. Using the techniques applied on the experimental data, Chang 
and Liu founded that the developed model can predict Taiwan stock price index (TSE) and that of 
Media Tek with accuracy of 6/97% and 08/98%, respectively.  
In line with predicting stock price, Marwala in a research used three different artificial 
intelligence models as: Neural Network (NN), Support Vector Machines (SVMs), and Neuro-Fuzzy 
(NFS) systems to predict future stock price based on previous price. To fulfill comparative purposes, 
Marwala used Auto Regressive Moving Average (ARMA) models which are linear modeling and 
Random Walk (RW) for stock market prediction as well. The results showed that the three 
mentioned techniques can predict the future price of the stock market with considerable accuracy. 
Indeed, the accuracy of all three algorithm of artificial intelligence was superior to the linear model 
ARMA (Marwala, 2010).  
In line with this, Hadavandi used a comprehensive model to construct a model for predicting 
stock price, pertaining to Genetic Fuzzy System (GFS) and Artificial Neural Networks. At first, He 
and his colleagues used Stepwise Regression Analysis (SRA) to measure those factors that have the 
greatest impact on stock price. Then, they used different K-means clustering using self-organizing 
map (SOM) which is a type of artificial neural networks for cluster analysis in data mining. Finally, 
all clusters presented in independent Genetic Fuzzy systems that are capable of 
automaticallyidentifying a fuzzy system from the rule base and numerical data base.Hadavandi 
suggested that their proposed approach improve accuracy than all previous approaches (Hadavandi 
et al. 2010). 
Haidar Kan in his study benefited from feed-forward neural networks with training (back-
propagation) algorithm to predict stock price. Network inputs for this analysis include General index 
(GI), Net Asset Value (NAV), Price-Earnings Ratio (P/E), Earning per Share (EPS), and 
participation size. The result confirmed the fact that the predicted stock price for the subsequent 
Openly accessible at http://www.european-science.com                                                     1547 
 
  
  Special Issue on New Dimensions in Economics, Accounting and Management 
   
 
days has a high level of accuracy when Data related to several sequential days to train the neural 
network used (Haidar Khan et al. 2011). 
Kara provided a model based on neural networks and Support Vector Machines based on 
Istanbul Stock market’s Data to predict stock prices. Performances of these data mining techniques 
have been compared to each other by measuring the accuracy of them in predicting Istanbul Stock 
Exchange Index (ISE). Finally, it was founded that the predicting accuracy of Neural Network 
Systems is greater than that of Support Vector Machines (Kara et al. 2011). Olatunji used Artificial 
Neural Networks in predicting Saudi Arabia Stock Price. The developed model, in principle, on the 
basis of Saudi Arabia’s stock market background is based on long period of time. They provided 
input to the neural networks is related to the value of closing stock in the past. A neural network 
with two hidden layer perceptron has been used to show that the developed network can estimate the 
value of closing prices in the following day, using root-mean-square error (RMSE) and high value 
of correlation coefficient equal to 1/8174 and 99/9% respectively (Olatunji et al. 2013). 
In 2013, Ticknor integrated Artificial Neural Networks and Bayesian regulation to forecast 
stock market. Ticknor’s proposed technique refrains from Goodness of fit indicators and over-
training/over-fitting Data, but it ameliorates the quality of prediction and network generalization 
(Ticknor, 2013). Neural networks have been used byDevadoss and Ligori to predict the closing 
stock in Bambaiee Stock Exchange (BSE) in India. The developed network consisted of an input 
layer, a hidden layer, an output layer. The network inputs included the opening stock prices, high 
price, low price, the closing prices and exchange volume. Statistical parameters consisted of root-
mean-square error (RMSE), Mean absolute percentage error (MAPE/ MAPD), and Mean absolute 
deviation to analyze and examine the network performance (Devadoss and Ligori, 2013). Recently, 
Alam Miah used a Fuzzy-Neural network of Hybrid system to predict prices in stock market. The 
purpose was to integrate neural network and Fuzzy Logic (using a hybrid neural network-fuzzy 
logic system) to achieve a high level of accuracy in predicting Chittagong stock market index in 
Bangladesh (Alam Miah et al. 2015).  
Background of the study  
In this paper, data were gathered through examining Iran Stock Market in span of three years 
to develop a model pertaining Artificial Intelligence in order to predict the future Stock Prices 
accurately. Therefore, Data of three companies (Iran Khodro, Shiraz Petrochemical Co, Zobahan 
Isfahan) were applied, and an appropriate model has been developed for each company to forecast 
Stock Market. Then, feed-forward artificial neural networks were fitted on data mentioned above. 
The structure of network was optimized by using the optimized Firefly Algorithm. At the end, a 
generalization of network was upgraded in training network, using Bayesian Regulation.  
Data collection 
Therefore, data related to three companies (Iran Khodro, Shiraz Petrochemical Co, Zobahan 
/steel Isfahan) have been gathered in span of 3years from 2012 to 2015. Using statistical formulas 
(presented in Appendix A), 7 different statistical parameters related to Stock Market have been 
measured for each firm in order to be presented in neural network. These 7 parameters are: EMA 
(5), EMA (10), RSI, WILLIAM R%, Stochastic K%, Stochastic D%, and ROC. 
Firefly Algorithm to select the most optimized network structure 
To select the most optimized structure for a neural network, an integrated algorithm (Firefly-
neural network algorithm) has been employed. Back-propagation neural network that is the most 
applied training neural networks has been selected as a neural network in this paper. 12 inputs of 
this network were: Low price, High price, The Opening Price, The Closing Price, Exchange/ Market 
Volume, EMA (5), EMA (10), RSI, WILLIAM R%, Stochastic K%, Stochastic D%, and ROC in the 
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previous day, and outputs of networks included the closing prices in the following day.  The 
procedure described in Figure1, showing that Firefly Algorithm has been employed to optimize the 
number of hidden layers and the number of neurons in each hidden layer synchronously. A firefly’s 
flashcan be formulated as a mathematic algorithm and can efficiently solve optimization problems 
with mixed variables.  The Firefly Algorithm (FA) is a meta-heuristic algorithm, inspired by the 
flashing behavior of fireflies.  Xin-She Yang developed this firefly algorithm in Cambridge 
University in 2007. (Yang, 2009; Arora and Singh, 2013) 
 
Figure 1: Selecting the most optimized structure for a neural network 
Hence, each firefly in algorithm represented the number of hidden layers as well as the 
number of neurons related to these hidden layers. The Firefly-Neural Network Algorithm is 
interconnected system in which one to three hidden layers can be identified for network. Therefore, 
each firefly in optimization algorithm as a firefly flash is defined as a 4 elements/ entries vector. The 
first element in this vector is representing the number of hidden layers in the neural network and 
next elements are referring to the number of neurons in each layer, regarding the first layer. For 
instance, if the first element in a firefly is equal to one, back-propagation neural network referring to 
this firefly has one hidden layer, and the number of neurons of the hidden layer in this neural 
network is obtained from the second element of firefly vector. As such, other elements (from third 
entry to the fifth entry) have not significant impact on the neural network and do not inserted in 
measurement. Conversely, if a particle in the Firefly Algorithm has three hidden layer in its first 
element, then elements (from the second one to fourth) are equal to the number of neurons in the 
hidden layers (from first to third layer), respectively. In each step, fireflies with values available in 
their elements are presented to neural network. With regard to the value of network output, the 
function of Mean Square Error (MSE) as the objective function of meta-heuristic algorithm (FA) is 
measured as following:  
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Then, The Firefly Algorithmbased on the value of the objective function is measured and 
switch the position of the fireflies in the previous iteration. This procedure goes on until the 
algorithm terminates; the algorithm terminates when the best firefly in which the minimum objective 
function reached conclusion in training data has been selected as the final result (minimization). The 
first number in the best firefly is representing the number of hidden layers for the optimized 
network. With regard to the value of the first element, other elements are illustrating the number of 
the optimized neurons in each hidden layers. Thus, The Firefly Algorithm automatically optimized 
the structure of neural network as long as there is no need to use Trial and Error method to 
determine the optimized structure.  
In this research, Bayesian Regulation technique has been employed to train network. In 
addition to the use of the root-mean-square error, the Bayesian Regulation technique used sum of 
weights and network connections to generate the network performance function. Since selecting the 
optimized value of Y entails a hard process for user, the value of this parameter will be set 
automatically in Bayesian Regulation. Bayesian Regulation technique is appropriate for training 
neural network with large amount of data (Beale et al. 2014). 
Discussion and Conclusion 
In this section, the most optimized network structure has been selected using The Firefly 
Neural-Network Algorithm; then, followed by illustrating an analysis for each mentioned company. 
It should be noted that firstly the method of early termination is most commonly encountered in the 
context of optimization in order to effectively handle the run time required by neural networks 
through using the Firefly Algorithm. The second significant issue was that Bayesian Regulation 
technique was used to increase a generalization of network when handling the run time required by 
the optimized neural network. Moreover, the network performance was depended to weight and the 
initial bias of networks as well as was depended on some data manipulated in testing and training 
the network. Initial bias and weight of network in optimization process is ascertained equal to zero 
and then random bias and weight were used to improve network performance during the application 
of the most optimal neural network. Thus, Almost the algorithm will work well and optimized with 
the hyper-parameters for testing, evaluating and training on a particular fixed data set. If the learning 
algorithm is selected appropriately, the resulting ANN can be extremely robust. After analyzing 
sensitivity over FA parameters, It is concluded that the parameters mentioned in table 1 have the 
best performance for optimization of neural network. Xmax and Xmin illustrate maximum and 
minimum number of neurons required by optimization process that was equal to 20 and 1 
respectively. A set of fixed parameter in the structure of neural network required by optimization 
process were shown in table 2.  
Table1: A set of parameters required in FA to optimize neural networks 
1 β0 
4 γ 
0.25 α 
50 niter 
1 xmin 
20 xmax 
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Table 2: A set of fixed parameters of neural networks in network structure during 
optimization process 
1×10-5 Minimum gradient 
500 Maximum epochs 
randomly Data division 
70% Train fraction 
15% Validation fraction 
15% Test fraction 
Iran Khodro Company  
The study shows that The Firefly Algorithm was very efficient in dealing with various 
particles related to Iran Khodro Company’s data. The results were presented in figure2 graphically. 
The number of particles ranged from N=20 to N=80 and the measure of the root-mean-square error 
function on the most optimized network structure were illustrated. Regarding figure2, it is not 
possible to imagine a particular procedure for the rate of network error which corresponds to an 
increase in the number of particles. It is observed that if the number of particles is 20, it has the 
highest amount of error as well as the highest amount of the final optimization error. This shows that 
the a few numbers of particles may have difficulty in dealing with optimization of network structure, 
including the future stock price prediction. Although the optimized network error decreases by 
increasing the number of particles from 20 to 40, it experiences an ascending drift when it comes to 
N=60. There is a descending drift when this number reaches 80. It cannot be concluded that the 
network error decreased by increasing the number of particles to explore the solution space. For this 
issue (predicting stock prices), the optimal number of fireflies was 40 particles, showing the lowest 
rate of root-mean-square error on neural network. And, the rate of associated network error 
approximately was 2461. The number of optimal layer associated these particles was 3, and the 
number of optimal neurons associated with layers (from the first one to the third layer) was 20, 20, 
20.  
 
Figure 2: The objective function of neural network based on the number of different particles 
for Iran Khodro Company 
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Thus, the neurons is applied to optimize the structure of neural network, and the best 
performance of the network is measured using the value of random weight and bias during the run 
time by applying Bayesian Regulation technique.  
Using the structure of the neural network optimized in the previous step, a network with 
three hidden layers and some optimal neurons used in training neural network. Regression graph 
presented in figure 3 for training, testing data, and total data is referring to the high accuracy of the 
optimized network to estimate the final prices in stock market for Iran Khodro Company. According 
to the regression graph, the regression coefficient of testing data and training data is 0.9709 and 
0.9965, respectively, and that of total data is equal to 0.9905. The high value of regression 
coefficient of testing data and training data represent a very high accuracy of network in predicting 
stock price in the following day.  
 
Figure 3: The regression graph based on training data, testing data, and the total data for Iran 
Khodro Co. 
Shiraz Petrochemical Company 
Using parameters associated to stock market as network inputs, the previous procedures in 
optimization of neural network is applied to analyze data related to Shiraz Petrochemical Company, 
and the results of root-mean-square error (MSE) function based on the number of algorithm’s 
iteration illustrated in figure 4. Similar to Iran Khodro Company, using 20 particles in Firefly 
Algorithm for Shiraz petrochemical company has the highest value of initial error as well. The value 
of the final error associated to the number of particles is examined. The network error has a 
decreasing drift by increasing the number of particles from 40 to 60; while there is an ascending 
drift when the number of particles reached to 80. Hence, the optimal number of particles for this 
company in optimization neural network using FA is equal to 60. What is more, the observations of 
the objective function reveal that particles which have the lowest initial error necessarily do not have 
the lowest final error. For instance, although the value of the initial error for 60 particles is more 
than 40 particles, the final optimal error for 60 particles becomes less than that of 40 particles. Based 
on the results obtained, the best neural network obtained from 60 particles consists of a neural 
network with three layers so that the number of neurons of layers (from the first to the third layer) is 
13, 17, and 15. 
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Figure 4: The objective function of neural network based on the number of different particles 
for Shiraz Petrochemical Co. 
Using the optimized structure of neural network in the previous step (13, 17, and 15), a 
neural network with three hidden layers and the optimal neurons has been trained and the results of 
Regression graph was presented in figure 5. Although there was a considerable variation between 
the values of Root-mean-square error for these two firms (Iran Khodro Co and Shiraz Petrochemical 
Co.). The Regression Coefficient (R2) of Shiraz Petrochemical Com is only about 8×10-4   which is 
less than that of Iran Khodro Company. Moreover, The Regression Coefficient (R2) of the testing 
data and training data is equivalent to 0.9597 and 0.9972.  
 
Figure 5: Regression graph of training data, testing data, and the total data for Shiraz 
Petrochemical Co. 
Zobahan Isfahan Company 
Finally, Data related to Zobahan Isfahan Company stock market has been predicted using 
neural network. Figure 6 showed variation of the error function against the frequency of iteration for 
various particles. As shown in the previous figures, in this case, when the number of particles is 20 
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there is the highest and greatest error in the final optimization. Opposed to the former cases, the 
highest initial error is depended to the number of particle (N=60). When the number of particles is 
60, the lowest root-mean-square error is equal to 2703. Moreover, the most optimal neural network 
is obtained from a neural network with three layers and layer neurons: 20, 12, and 4. 
 
Figure 6: The objective function of neural network based on the number of different particles 
pertaining to Zobahan Isfahan Company 
After optimizing the structure of network using The Firefly Algorithm, the best neural 
network to predict stock prices in the next day has been trained using Bayesian Regulation 
Technique in the next step. Figure7 illustrates a Regression graph for the optimized neural network 
as well. It can be clearly seen that the coefficient of regression for this company is greater than the 
two company mentioned above (Iran khodro Co and Shiraz Petrochemical Co).  
The value of R2 for total data is equal to 0.9951 while that of testing data and training data is 
equal to 0.9834 and 0.9988 respectively.  
 
Figure 7: The Regression graph for training data, testing data, and total data, relating to 
Zobahan Isfahan Company 
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A Comparison between statistical parameters and Error analysis Graph for three 
company in question in this study 
To make a comparison between the outcomes obtained from these three companies, in this 
section of paper a comparison between the statistical parameters and graphical analysis of relative 
error and graphs of the closing prices prediction has been made.  
 
Figure 8: A comparison between graphs of predicting the closing prices in the following day 
pertaining to three companies: IKCo, Shiraz Petrochemical Company, and Zobahan Isfahan 
Company 
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Figure 8 illustrates a comparison between the actual graph of stock prices in the following 
day and its predicted value using the optimized neural network. As it is specified, all these three 
companies display a good overlap between the two graphs mentioned above, indicating that there is 
a high level of accuracy in the developed neural network in predicting stock prices in Iran Stock 
Market. It is observed that this analysis achieved overlap between data of Iran Khodro Company and 
that of Zobahan Isfahan Company better than Shiraz Petrochemical company data relating to Stock 
Market. Making less overlapping data in Shiraz petrochemical Company may root in the fluctuating 
nature of Stock Prices of this company at the end of the period. Although, despite the fluctuating 
market, the neural networks remarkably can predict the stock prices, the network may show an error 
in data related to 300th index or more than it. Also, it is observed that data close to 150th index 
roughly corresponds to the error over Zobahan Isfahan Company. 
Considering variation between the predicted data of network as well as the actual prices of 
stock Market, the value of relative error for data of three mentioned companies have been measured, 
and these graphs was compared in figure 9. Zobahan Isfahan with the largest relative error 
(approximately equal to 12 %) in comparison with the two other companies has the lowest relative 
error.  Shiraz Petrochemical Company with a maximum relative error (about 80%) has the 
maximum relative error while Iran Khodro Company stands at the middle point between these two 
mentioned firms in terms of assessing the relative error.  
It is observed that the developed neural network for Shiraz Petrochemical Company only for 
small amount of the closing prices have a very high level of relative error so that prices more than 
6000 Riyals provide a considerable accuracy. But it seems to be the case for Iran khodro Company 
as well; as long as, the neural network presents the highest level of accuracy for prices more than 
2500 Riyals. However, an exception arises where the developed neural network for predicting stock 
prices of Zobahan Isfahan Company is not capable of estimating all prices of Stock Market in high 
level of accuracy. It is shown that the accuracy of neural network for Zobahan Isfahan in 
comparison with other firms is steady.  
In addition, a comparison between statistical parameters such as Standard Deviation of error 
(SD), Absolute average relative deviation (AARD), and the regression coefficient (R2) for three 
mentioned firms has been made. Table 3 illustrates the results of comparison. Zobahan Isfahan 
Company has the lowest value of Standard Deviation while presenting the best performance. The 
analysis of standard deviation over testing data of Iran Khodro Company reveals that this firm 
outperform better than the two other firms. And the analysis on absolute relative error specifies that 
the value of AARD over the total data for the three firms does not exceed 3%, showing a high level 
of accuracy of the developed neural company. In terms of the value of error over testing data, Shiraz 
Petrochemical Company has the best performance and in terms of the value of AARD over the total 
data Zobahan Isfahan has the best performance. A comparison of regression coefficient determined 
that the neural network applied on Zobahan Isfahan outperform well based on analyzing the total 
data, the testing data, and the training data.  
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Figure 9: A comparison of relative error graphs between three firms: Iran Khodro 
company,Shiraz Petrochemical Company, and Zobahan Isfahan Company 
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Table 3: A comparison of statistical parameters of the neural network between three 
companies in question in this paper 
Company  STD AARD, % R2 
Iran Khodro Co. Train 140.3 1.53 0.9965 
Test 43.96 3.8 0.9709 
All 73.67 1.99 0.9905 
Shiraz 
Petrochemical 
Co. 
Train 149.41 7.17 0.9972 
Test 572.74 1.74 0.9597 
All 288.89 2.83 0.9897 
Isfahan Steel Co. Train 30.17 0.8 0.9988 
Test 123.37 3.21 0.9834 
All 62.17 1.29 0.9951 
Conclusion 
In this paper, the most applied artificial intelligence techniques including Artificial Neural 
Network and Firefly Algorithm (FA), a meta-heuristic Algorithm, have been integrated and 
Bayesian Regulation technique has been used as a unified mechanism to predict stock prices in Iran 
Stock Exchange. Considering a combination of artificial intelligence techniques together, 
afterknowing the sensitivity of feed-forward neural network structure, the most optimized network 
structure for three firms including Iran Khodro Company, Shiraz Petrochemical Company, and 
Zobahan Isfahan has been selected. And finally, the optimized network trained to improve the 
generalization of network using Bayesian Regulation technique. Based on statistical analysis, error 
and regression graph is measured. The outcomes of this study are as followings: 
1. Using The Firefly Algorithm may result in eliminating Trial and Error method in order to 
find out the optimized network structure. Hence, simulating the architecture of the optimized neural 
network may compel neural network designers to use all accessible knowledge about meta-heuristic 
algorithm and to use p in Error Function. 
2. Considering the number of layers in question, it can be clearly seen that based on 
observations on optimization process by The Firefly Algorithm each three companies mentioned in 
this study consisting  a neural network with three hidden layers have the best performance in 
estimating the close price in the following day. 
3. Using a sensitivity analysis on population in question for The Firefly Algorithm, it has 
been found that  specifing the number of particles used in the considered meta-heuristic algorithm 
do not have any remarkable impact on convergence of The Objective Function and the final error of 
the network. This can be attributed to random nature of The Firefly Algorithm because it is possible 
to achieve lower errors when the algorithm performed by the lower number of particles. Thus, the 
value of the most optimized population for each case must be measured by using sensitivity analysis 
for that case.  
4. Using statistical parameters analysis, Regression Graph and relative error graph calculated 
that the optimized neural network by using The Firefly Algorithm as well as the trained neural 
network by using Bayesian Regulation has an appropriate performance in estimating the close prices 
of Iran Stock Market. With regard to variation by the prices provided by companies in question, it 
can be concluded that neural network is able to predict stock price accurately regardless to the price 
range for each company.  
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Appendix A: Relations used in extracting Stock Market Indices (Adopted from 
Ticknor, 2013): 
𝑀𝑀𝑀𝑀𝐸𝐸(ℎ)𝑡𝑡 = 𝑀𝑀𝑀𝑀𝐸𝐸(ℎ)𝑡𝑡−1 + � 21 + ℎ� (𝐶𝐶𝑡𝑡 − 𝑀𝑀𝑀𝑀𝐸𝐸(ℎ)𝑡𝑡−1) 
𝑅𝑅𝑀𝑀𝑅𝑅 = 100 − 1001 + ∑ 𝑈𝑈𝑒𝑒𝑡𝑡−𝑖𝑖 𝑛𝑛�𝑛𝑛−1𝑖𝑖=0
∑ 𝐷𝐷𝐷𝐷𝑡𝑡−𝑖𝑖 𝑛𝑛�
𝑛𝑛−1
𝑖𝑖=0
                                         𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑅𝑅% = 𝐻𝐻𝑛𝑛 − 𝐶𝐶𝑡𝑡
𝐻𝐻𝑛𝑛 − 𝐿𝐿𝑛𝑛
× 100 
𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑊𝑊𝑎𝑎𝑆𝑆𝑊𝑊𝑆𝑆 𝐾𝐾% = 𝐶𝐶𝑡𝑡 − 𝐿𝐿𝑡𝑡−𝑛𝑛
𝐻𝐻𝐻𝐻𝑡𝑡−𝑛𝑛 − 𝐿𝐿𝐿𝐿𝑡𝑡−𝑛𝑛
× 100                     𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑊𝑊𝑎𝑎𝑆𝑆𝑊𝑊𝑆𝑆 𝐷𝐷% = ∑ 𝐾𝐾𝑡𝑡−𝑖𝑖%𝑛𝑛−1𝑖𝑖=0
𝑛𝑛
 
𝐶𝐶𝑡𝑡 is the closing price; 𝐻𝐻𝑡𝑡 is the high price, 𝐿𝐿𝑡𝑡 is the low price at time t; 𝐻𝐻𝐻𝐻𝑡𝑡 and 𝐿𝐿𝐿𝐿𝑡𝑡 are the 
highest high and lowest low in the last t days. 𝑈𝑈𝑈𝑈𝑡𝑡  means upward price change, 𝐷𝐷𝐷𝐷𝑡𝑡 means 
downward price change at time t.  
𝑅𝑅𝑅𝑅𝐶𝐶 = 𝐶𝐶𝑡𝑡 − 𝐶𝐶𝑡𝑡−𝑛𝑛
𝐶𝐶𝑡𝑡−𝑛𝑛
× 100 
Appendix B: Relations related to Statistical Parameters used in this paper 
Mean: 
𝑀𝑀𝑀𝑀𝑊𝑊𝑛𝑛 = 1
𝑁𝑁
�𝑥𝑥𝑖𝑖
𝑁𝑁
𝑖𝑖=1
 
Standard Deviation: 
𝑀𝑀𝐷𝐷 = 1
𝑁𝑁
��(𝑥𝑥𝑖𝑖 − ?̅?𝑥)2𝑁𝑁
𝑖𝑖=1
 
Variance: 𝑉𝑉𝑊𝑊𝑉𝑉. = 𝑀𝑀𝐷𝐷2 
Average Absolute Relative Deviation:  
𝐸𝐸𝐸𝐸𝑅𝑅𝐷𝐷 (%) = �1
𝑁𝑁
�
�𝑥𝑥𝑒𝑒𝑠𝑠𝑡𝑡.(𝑊𝑊) − 𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊)�
𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊)𝑁𝑁𝑖𝑖=1 � × 100 
Standard Deviation Error (SDE): 
𝑀𝑀𝐷𝐷𝑀𝑀 = 1
𝑁𝑁
��(𝑀𝑀𝑉𝑉𝑉𝑉. (𝑊𝑊) − 𝑀𝑀𝑉𝑉𝑉𝑉.������ )2𝑁𝑁
𝑖𝑖=1
 
Where, 𝑀𝑀𝑉𝑉𝑉𝑉. (𝑊𝑊) = 𝑥𝑥𝑒𝑒𝑠𝑠𝑡𝑡.(𝑊𝑊) − 𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊) 
Root Mean Square Error (RMSE): 
𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = �1
𝑁𝑁
�(𝑥𝑥𝑒𝑒𝑠𝑠𝑡𝑡.(𝑊𝑊) − 𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊))2𝑁𝑁
𝑖𝑖=1
 
Coefficient of Determination (R2): R2 = 1 − ∑ �𝑥𝑥𝑒𝑒𝑠𝑠𝑡𝑡.(𝑊𝑊) − 𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊)�2𝑁𝑁𝑖𝑖=1
∑ �𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒.(𝑊𝑊) − ?̅?𝑥𝑒𝑒𝑒𝑒𝑒𝑒.�2𝑁𝑁𝑖𝑖=1  
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