In this paper, we formulate the deep residual network (ResNet) as a control problem of transport equation. In ResNet, the transport equation is solved along the characteristics. Based on this observation, deep neural network is closely related to the control problem of PDEs on manifold. We propose several models based on transport equation, Hamilton-Jacobi equation and Fokker-Planck equation. The discretization of these PDEs on point cloud is also discussed.
: Building block of residual learning ( [7] ).
Transport Equation and ResNet
Consider the the terminal value problem of linear transport equation in R d :
where v(x, t) is a given velocity field. T > 0 is a positive terminal time. It is well-known that this problem can be solved along the characteristics.
Along the characteristic lines, u is a constant.
du(X(t), t) dt = ∂u ∂t (X(t), t) − dX(t) dt · ∇u(X(t), t)
which gives u(X(0), 0) = u(X(T ), T ) = f (X(T )).
Let (t k ) L k=0 with t 0 = 0 and t L = T be a partition of [0, T ]. The characteristic of the transport equation (1) can be solved by simple forward Euler discretization,
where ∆t is the time step. Now, we choose a special velocity field v(x, t) = W (2) (t) · σ W (1) 
where W (1) (t), W (2) (t) ∈ R d×d are matrices-valued functions of t. σ = ReLU • BN With above velocity field, the discrete characteristics becomes
where
This is exactly the residual network proposed in [7] . Based on above analysis, we see that the training process of ResNet can be formulated as an control problem of a transport equation in R d .
where T denotes the training set. g(x i ) is the labeled value at sample x i . Function u may be scalar or vector value in different applications.
In above control problem formulation (8) , the terminal value u(x, 1) = f (x) and the model of the velocity field v(x, t) are very important. The whole model is fixed as long as the terminal value and the model of the velocity field are given.
Terminal Value
The terminal value is corresponding to the output layer in ResNet. Usually, it is consists of a few full connected layers and an output function layer. The often used output functions are sigmoid function σ(x) = 1 1+exp(−x) or softmax function softmax(x) i = exp(x i ) j exp(x j ) . From the control problem point of view, the sigmoid or softmax output function are not good terminal conditions, since they are pre-determined, may be far from the real value. It would be very helpful if we can get a good terminal value. First, it makes the optimization converge quickly. Moreover, a good initialization means that the map between the initial function and the real function is close to identity. Then one natural assumption is that the velocity field is simple and close to zero.
A good initialization may be obtained from weighted nonlocal Laplacian [10] . Denote T as the training set, S is a subset of the training set. S can be chosen at random or use the idea of cross-validation. Then, an interpolation on T is given by solving
Here, g(x i ) is labeled value on x i ∈ S, w(x i , x j ) is a given weight function. If the control problem (8) is still solved along the characteristics, we need the initial value has an explicit form. Fortunately, weighted nonlocal Laplacian also gives a natural interpolation on R d .
wherew
Velocity Field Model
In ResNet, the model of the velocity field v(
where a is the activation function which is chosen to be ReLU function.
The number of pieces is corresponding to the number of layers in ResNet. As we can see, the regularity of the velocity field in x is related to the activation function and the regularity in t is determined by the number of layers. As we mentioned before, the velocity field model may be simplified with good terminal value. For instance, the number of layers is reduced, such that the number of parameters are reduced consequently. The other possible choice of the velocity field model is
Here W k (t) and φ k (x) are basis in t and x respectively. The great success of the convolution neural network (CNN) suggest that W k (t) should be convolution matrices with different support sizes. The activation functions in deep learning may give the basis function φ k (x).
Transport equation on point cloud From analysis above, we know that ResNet can be formulated as a control problem of the transport equation (8) . In ResNet, the transport equation is solved by characteristic method. Besides the characteristic method, there are many other numerical methods for transport equations. One alternative is to solve the transport equation on the point cloud directly. If the transport equation is solved on point cloud, the terminal value and the velocity field can be discretely defined on the point cloud. This may give more flexibility in constructing the model. Numerical methods in point cloud also give the possibility to study the control problem of other PDEs in point cloud.
Under the assumption that the data set sample a low dimensional manifold M ⊂ R d , we can rewrite the transport equation (8) in a low dimensional manifold.
where (g ij ) i,j=1,··· ,m = G −1 and G(θ) = (g ij ) i,j=1,··· ,m is the first fundamental form which is defined by
∇ M is defined as
In the control problem (13), we want to find a velocity field v such that the initial value and terminal value are satisfied simultaneously. Usually, this is done by solving an optimization problem:
with u satisfies the equation
Here we can also replace the L 2 norm by other suitable norm.
The key ingredient in solving above optimization problem is to solve the transport equation (18) with given velocity field. In this problem, the manifold M is sampled by the data set P and P is a collection of unstructured high dimensional points. Unlike the classical numerical methods which solve PDE on regular grids (or meshes), in this case, we need to discretize PDE on unstructured high dimensional point cloud P . To handle this kind of problems, recently, point integral method (PIM) was developed to solve PDE on point cloud. In PIM, gradient on point cloud is approximate by an integral formula [9] .
where w δ (x) = M R δ (x, y)dy,
The kernel function R(r) : R + → R + is assumed to be a C 2 function with compact support. Corresponding discretization is
w δ (x) = y∈P R δ (x, y)V (y) and V (y) is the volume weight of y.
Control Problems of other PDEs on manifold
In the model based on transport equation, we need to model a high dimensional velocity filed which is very difficult. To reduce the degree of freedom, we may consider Hamilton-Jacobi equation or Fokker-Planck equation in which we only need to model a scalar function.
Hamilton-Jacobi equation Notice that by introducingv(x, t) = v(x, t) · n(x, t) and n(x, t) = ∇ M u |∇ M u| , transport equation in (13) can be rewritten as a Hamilton-Jacobi equation.
In (13), the velocity field, v(x, t), is a d-dimensional vector field. It needs a lot of degree of freedom to model a high dimensional vector field. In the Hamilton-Jacobi model, we only need to model a scalar functionv(x, t). The number of parameters can be reduced tremendously. The trade-off is that Hamilton-Jacobi equation is a nonlinear equation which is more difficult to solve. Recently, fast solver of Hamilton-Jacobi equation attracts lots of attentions and many efficient methods are developed [1, 2, 3, 4, 5] . On the point cloud, one possible choice to discretize |∇ M u| is
And we can use the radial basis function to modelv(
where φ(x; x k ) is the radial basis function centered at x k . c k (t) is chosen to be piecewise constant in t similar as that in ResNet.
Fokker-Planck equation
The other idea to simplify the model of the velocity field is to introduce a potential function U (x, t) and assume that v(x, t) = ∇ M U (x, t).
Then, the transport equation becomes a Fokker-Planck equation.
Now, we also only need to model a scalar function U (x, t) and the equation is still linear with given potential.
PDEs with dissipation
We can also consider to add dissipation to stabilize the PDEs.
In the model with dissipation, we need to add constraints, u(x i , t) = g(x i ), x i ∈ S ⊂ T in a subset S of the training set T . Otherwise, the solution will be too smooth to fit the data due to the viscosity. The choice of S is an issue. The simplest way is to choose S at random. In some sense, the viscous term maintains the regularity of the solution and the convection term is used to fit the data. On the point cloud, the Laplace-Beltrami operator along with the constraints u(x i , t) = g(x i ), x i ∈ S ⊂ T can be discretized by the weighted nonlocal Laplacian [10] .
We can also consider dissipation in the Fokker-Planck equation.
Regarding the discretization of Fokker-Planck equation on point cloud, notice that
The elliptic oprator with isotropic coefficients also has an integral approximation [8] ,
It is easy to develop discretization based on above integral approximation. We can further simplify the model by considering the steady Fokker-Planck equation. In this case, the potential function is independent on t.
The potential function U is learned to fit the data in T \S,
The discretization of the steady Fokker-Planck equation can be derived from (29) and (30).
Discussion
In this paper, we establish the connection between the deep residual network (ResNet) and the transport equation. ResNet can be formulated as solving a control problem of transport equation along the characteristics. Based on this observation, we propose several PDE models on the manifold sampled by the data set. We consider the control problem of transport equation, Hamilton-Jacobi equation and Fokker-Planck equation. The discretization of these PDEs on point cloud are discussed. This is a very preliminary discussion on the relation between deep learning and PDEs. There are many important issues remaining unresolved including the model of the velocity field, the back propagation method in the control problem and so on. This is just the first step in exploring the relation between deep learning and control problems of PDEs.
