Simple reaction-diffusion fronts are examined in one and two dimensions. In one-dimensional configurations, fronts arising from either quadratic or cubic autocatalysis typically choose the minimum allowable velocity from an infinite spectrum of possible wave speeds. These speeds depend on both the diffusion coefficient of the autocatalytic species and the pseudo-first-order rate constant for the autocatalytic reaction. In the mixed-order case, where both quadratic and cubic channels contribute, the wave speed depends on the rate constants for both channels, provided the cubic channel dominates. Wave propagation is completely determined by the quadratic contribution when it is more heavily weighted. In two-dimensional configurations, with unequal diffusion coefficients, the corresponding twovariable planar fronts may become unstable to perturbations. The instability occurs when the ratio of the diffusion coefficient for the reactant to that for the autocatalyst exceeds some critical value. This critical value, in turn, depends on the relative weights of the quadratic and cubic contributions to the overall kinetics. The spatiotemporal form of the nonplanar wave in such systems depends on the width of the reaction zone, and a sequence showing Hopf, symmetry-breaking, and period-doubling bifurcations leading to chaotic behavior is observed as the width is increased.
I. INTRODUCTION
Propagating reaction-diffusion fronts were first considered by Luther"* over 80 years ago, and theoretical treatments by Fisher3 and Kolmogorov et aL4 appeared about 30 years later. Advances extending the 1D reactiondiffusion theory along with connections between isothermal fronts and nonisothermal flame propagation are described in a recent review.5 In isothermal systems, autocatalytic reaction couples with diffusion to produce self-sustaining fronts that propagate with constant velocity and waveform. For flames, thermal feedback through exothermic heat release and the temperature dependence of reaction rate couples in an exactly analogous way with thermal diffusivity (conduction), although in this case convective effects are almost inevitably present.
In this paper, we consider two-dimensional propagating fronts in isothermal autocatalytic systems. We focus on the case where two species are involved in the reaction and these species have diffusion coefficients that may differ significantly in magnitude. Analogous studies for flames have been made in which the thermal and molecular diffusivities differ, and instabilities are predicted for critical values of the Lewis number.6*7 We show that instabilities may also occur in isothermal systems when the diffusivities of the reactant and autocatalyst differ, and we examine the conditions for onset of these instabilities. Because isothermal reaction-diffusion fronts can be studied in gelled media free from convective effects, the analysis presented here should be directly applicable to experimental systems.
We consider mixed-order autocatalytic kinetics represented by the model scheme quadratic A + B -+ 2 B, rate = kgb, cubic A+2B+3B, rate=kpb*.
The corresponding mixed-order rate law has been used in studies of the iodate-arsenite system,8'9 with A=103 and B=I-. The quadratic channel provides only a minor contribution for this particular reaction, but we will investigate here the full range from pure quadratic to pure cubic.
The governing reaction-diffusion equations for the mixed-order autocatalysis model are presented in Sec. II. The one-dimensional behavior, i.e., the planar wave solutions of these equations, is briefly summarized in Sec. III, with emphasis on how the features change with the relative contributions from each channel. Section IV gives a phenomenological description of the mechanism by which the planar wave solution is stabilized or destabilized depending on the relative diffusivities of the reactant A and the autocatalyst B. Numerical results illustrate the features of the instability in Sec. V. An analytical treatment of front destabilization, based on the assumption that the reaction zone is narrow compared with the diffusional length scale, is presented in Sets. VI and VII. This analysis is pursued to investigate the bifurcation sequence leading to complex spatiotemporal patterns observed in the model calculations. An overview of the numerical and analytical descrip-HowIth et a/.: Propagating reaction-diffusion fronts 8333 tions of the reaction-diffusion instability, including prospects for its observation in experimental systems, is presented in Sec. VIII.
II. GOVERNING REACTION-DIFFUSION EQUATIONS
The mass-balance equations for the concentrations of A and B in a two-dimensional reaction zone have the form da/at = DAV2a -kpb* -kfib, (14 db/& = DBV2b + kpb* -I-kpb,
where V2=d2/dx2+#/dy2 is the Laplacian operator. The reaction zone is taken to be infinite in extent in the x-coordinate ( -03 <x < + 00 ) but of finite width in the y-coordinate ( -y&y< +y,J. The diffusion coefficients DA and DB will typically take on different values.
For convenience we transform to the dimensionless equations adar = 6V2a -afi2 -Kap, (24 ap/ar = v*p + a/3* + Kap,
with V2=a2/a{*+a2/a~*, -co <CC + oo and --o(q < + T,,. Here, a = a/a,, P= b/a, are the dimensionless concentrations scaled by the initial concentration of the reactant ahead of the reaction front; T=kpit, {= (kg& DB) "*x and 7 = ( kp2DB) "'y are dimensionless time and distance; v. is the dimensionless half-width in the y-coordinate; S= D,,JDB is the ratio of the diffusion coefficients for the reactant and the autocatalyst and K=k/ kp, is the ratio of the pseudo-first-order rate constants for the quadratic and cubic steps.
The initial conditions appropriate to specific problems will be discussed in detail in the relevant sections below. In general, however, we assume that a+ao and b-+0 sufficiently far ahead of the front and that reaction is complete with a+0 and b-+ao sufficiently far behind the front a= 1, p=O as c-+ 03, a=O, p=l as ~+---~.
We also assume zero-flux boundary conditions in the y-coordinate, ad&j = ap/av = 0 at '?=*'lo*
Ill. PLANAR WAVES For the special case of equal diffusion coefficients, DA = DB (or 6= l), Eqs. (2a) and (2b) can be added, with the above boundary conditions and suitable initial conditions (and after the decay of transients), to give the conservation relation a-t/3= 1. This relationship can be used with Eq. (2a) or (2b) to give a single governing reactiondiffusion equation, fYa/&=V*a-a( 1 -a)*-Ka( 1 -a).
With the no-flux boundary conditions (4) a~*=aa/d~=O are also solutions to Eq. (5). It is useful here to briefly review the major features of the 1D front for reference in later sections.
The 1D analysis proceeds by assuming that a constantform wave profile emerges and propagates with some constant velocity c.5T9*10 The partial differential equation can then be transformed into an ordinary differential equation using the traveling wave coordinate z={--CT. The 1D wave equation becomes
subject to the boundary conditions a=0 as z-r -03 and a=1 asz-++co. Equation (6) can be solved analytically,5*8-" and for the pure cubic case (K=O), a= l/( 1 +e-"),
with wave speed c= l/fl. In fact, waves with any speed higher than this can also be observed, but require special initial conditions. If the initial input of the autocatalyst B is confined to a finite region, then the above solution and speed emerge naturally. For the mixed-order rate law, the wave profile and speed vary with K. This parameter can vary between 0 (pure cubic) and CO (pure quadratic), but it is convenient to divide the range into two sections, O<K<~ and ~>f. Figure 1 shows the variation of the minimum wave speed with K. This is described by a continuous locus, but one that has a discontinuity in the curvature at ~=f.
For O<K<& the observed wave speed varies with the relative contributions of the cubic and quadratic terms as c= l/v? Z+h-vZ (8) This tends to the pure cubic result as ~-0 and to c=v'Z at K=$. The wave profiles for these solutions are symmetric in the traveling wave coordinate frame z. Returning to the original dimensional rate constants, etc., the speed v=dx/ dt is given by u= (gl&$) l'*( l+zk&&), and thus for K <i, the resulting wave has a speed that depends on both the cubic and quadratic processes. For K > f, the observed wave speed varies with K as c=2J;;.
This also has the value c=v? at K = f; therefore, the locus in Fig. 1 is continuous at this point. The two sections of the locus also have equal slope at this point. In dimensional terms, this speed is equivalent to
Thus with K > i (i.e., k, > fkpO), the cubic channel makes no contribution to the observed wave speed and the quadratic step dominates completely. This disappearance of the cubic character for ~>f will be of considerable relevance when considering the properties of the wave profiles in two spatial dimensions. Billingham and Needham"? 13 have considered the evolution of the 1D wave for the case in which the diffusion coefficients of the two species are not equal (S#l) and shown that similar waves exist for all finite S. For a pure cubic system, the wave speed depends on both diffusion coefficients, with ~-0.8626-"~ for 6~1. In the case of quadratic-type waves, the speed is independent of the diffusion coefficient for the reactant DA, with c=~K"' for all S in the dimensionless scalings used above.
IV. DESTABILIZATION OF PLANAR FRONTS
The 1D wave solutions described in the previous section are also valid solutions to the 2D E!qs. (2a) and (2b) subject to the boundary condition (4). These would provide planar fronts propagating in the x-coordinate. In the remainder of this paper, we seek to examine the stability of such fronts to spatial perturbations. A section of a perturbed front is sketched in Fig. 2 . The overall direction of propagation is from left to right, with a high concentration of reactant A ahead of the wave and a high concentration of autocatalyst B behind. We will discuss the effects of curvature along the front by analogy to instabilities in flame fronts, where the role of the autocatalyst is played by the local temperature through the Arrhenius temperature dependence of the rate constant.
The wave propagation in this system is driven by diffusion of autocatalyst into the reactant solution ahead, with the most important region being the very leading edge of the front. In regions of the perturbed front that are convex in the direction of propagation, there is an enhanced dispersion (compared to the planar front) of B ahead due to the curvature. This, in effect, dilutes the driving force for initiation of autocatalytic reaction ahead. Thus the wave speed in these convex (advanced) segments will be decreased relative to the planar wave speed. The opposite situation arises for concave segments, where the wave front is retarded relative to the planar front. Here, there is an enhancement of the total diffusion of B into the region ahead of the front, leading to a local increase in wave speed. These local increases and decreases tend to eliminate the local curvature. We may thus say that the dl@iision of the autocatalyst has a stabilizing eflect on the planar wave.
Applying a similar argument for the diffusion of the reactant A, we see that segments which are convex in the direction of propagation have an enhanced diffusional supply of reactant into the front, tending to enhance the local speed of these already advanced sections. The retarded, concave sections provide a dispersive diffusion of reactant, tending to decrease the local speed. Thus, the dimsion of the reactant has a destabilizing eflect on the planar wave.
We may thus predict that for S < 1, for which the diffusion coefficient of the autocatalyst is greater than that for the reactant, the overall tendency will be a stabilization of the planar front. For 6 sufficiently large, however, we anticipate that the planar front will lose stability as the destabilizing influence of the reactant diffusion becomes dominant.
In order to test this prediction, we have numerically integrated Eqs. (2a) and (2b) for the pure cubic rate law (K=O) with S= 1 and 5. The initial conditions are illustrated in the first frames of Figs. 3 (a) and 3 (b). We begin with a discontinuity in the concentrations of A and B, (x=0, p=l for x(x, and a=l, fi=O for x>xe at some convenient x0 for ally. In order to perturb the planar front, the middle third in the y-direction is displaced forward by one pixel, as indicated.
The evolution from this initial condition for the two cases is shown in the subsequent frames of Fig. 3 . The spatiotemporal location of the front is displayed by plotting the lines of isoconcentration. In case (a), with S= 1, the initial spatial displacement decays in time to reestablish the planar front. For 6=5, however, the perturbation evolves to produce a distinctly nonplanar front in which four spatial oscillations in the y-direction are displayed. The concentration profiles for the patterned wave in Fig sufficiently. In the next section we examine the influence of the parameters of Eqs. (2) on the evolving nonplanar waves. We begin by retaining the pure cubic form (K =0) and with S=5 examine the effect of varying the width in the y-direction. The influences of the quadratic channel and other values of 6 are then addressed. Additional questions address the temporal stability of any nonplanar waves observed and the influence of different initial conditions.
V. NUMERICAL RESULTS

A. Influence of reaction zone width
The nonplanar front shown in Fig. 3 (b) was computed for qo= 150. This pattern with four wavelengths is typical of reaction zones with 150<~o(200, the actual wavelength growing proportionately as q. increases through this range. For widths outside this range, different numbers of wavelengths are observed. For the narrowest reaction zones, with v. < 66.6, a nonplanar front with wavelength equal to the width of the reaction zone emerges, Fig. 5(a) . The wave is approximately planar over most of the y-direction, but is retarded at each boundary. For 83.3(qo<133.3, a nonplanar front of two wavelengths is observed as shown in Fig. 5(b) . This has a central valley with two peaks and is symmetric about 7 = 0. The final waveform for q. = 150 is shown again in Fig. 5(c) for comparison.
B. Stability of nonplanar fronts
The two-wavelength pattern observed for reaction zone widths in the range 83.3(qo<133.3 is distinguished by its time-independent asymptotic wave profile (with velocity independent of the v-coordinate). The central valley remains exactly at 77 =0 for all r, as indicated in Fig. 6(a) . This is thus a stable, steady nonplanar wave front. For the higher wavelength patterns in wider zones, however, the nonplanar front is not steady. the variation in position along the v-coordinate of the valleys in the p=O.95 isoconcentration locus. The central valley remains at q=O, but nonsteady evolution is exhibited by the remaining valleys. With vo= 150, side valleys first appear at v= A70 as shown in Fig. 6(b) . There is then a slow, but continuous movement of these valleys toward the boundaries, where they ultimately merge with the edgevalleys. A new pair of valleys is then born, again at v= f 70, and the process repeats. The symmetry about 17 =0 is typically retained when symmetric initial conditions (in the perturbed front) are imposed. With a somewhat wider reaction zone, there are again typically three main valleys away from the boundaries, as shown in Fig. 6(c) for ~=200. The central valley remains fixed at v=O, while the two adjacent valleys oscillate continuously about an average position halfway between the center and the boundary at v= f 100. Two minor valleys appear and disappear periodically in synchrony with the oscillatory side valleys. These valleys are typically very small and not always visible on inspection of the isoconcentration curves.
C. Critical diffusion coefficient ratio
In order to investigate the influence of the parameters S and K, we examine a reaction zone with Q= 100, where a steady two-wavelength pattern is established. The amplitude of the nonplanar front can be represented by the length (in number of pixels) in the c-coordinate between the most advanced point and the back of the valley in the 8=0.95 isoconcentration curve. Initially this is unity, corresponding to the one-pixel displacement in the front with S= 3, K=O. time for different values of 6. For 6> 3, the amplitude grows and establishes some steady nonzero value, indicating the formation of a stable nonplanar front. For 6~2.8, the amplitude decreases as the initial perturbation decays and the planar front is reestablished. The rate at which the perturbation decays or grows decreases considerably in the vicinity of this qualitative change in response. It is difficult to perform integrations with sufficient resolution to permit more quantitative measures, such as characteristic eigenvalues. However, it is apparent that a bifurcation occurs at 6 =6,,=2.9, with the planar front being unstable for 6>6,, Similar sequences to determine 6,, for the mixed-order rate law give &.(K). Figure 8 summarizes the behavior observed in this parameter plane; solid circles indicate combinations of S and K for which the perturbations grow to produce a stable nonplanar front, open circles indicate combinations for which the planar front is stable. The parameter plane is clearly divided by some bifurcation or neutral-stability curve, with 6,, increasing with K. Also shown in Fig. 8 is the line 6=~+2.
As described in Sec. VI, this provides a theoretical prediction for &(K).
D. Influence of initial conditions
The destabilized fronts described above evolved from the symmetric initial conditions used in Sec. IV. Identical wave fronts were observed from other initial conditions that retain the symmetry about ~=0 but have a greater number of perturbed sections. We have also investigated the evolution from asymmetric and random initial conditions and the effect of random perturbations imposed on an established nonuniform front. The simplest asymmetric initial condition is obtained by advancing the planar front by one pixel for -~<7<0.
In such cases, typically, the planar front is unstable but no steady patterned front emerges. Figure 9 (a) shows an instantaneous snapshot of the wave front for a system with qo= 183. One feature of note is that there is no central valley at v=O. This is a nonsteady wave. The valleys are continuously moving in the q-coordinate, with new valleys appearing and others either colliding or disappearing almost at random, as shown in Fig. 9(b) . We return to this behavior in Sec. VII.
Vi. THEORETICAL ANALYSIS
Here we develop a theoretical analysis of instabilities in isothermal autocatalytic fronts. Our treatment is similar to that of Sivashinsky14 for the destabilization of planar fronts in the context of nonisothermal flame propagation. The analysis will provide an expression for the critical ratio of the diffusion coefficients 6,, in terms of the kinetic parameter K. For 6 > S,,, spatiotemporal perturbations to the planar front are predicted to grow in time.
In the Sivashinsky approach it is assumed that the length scale for the reaction zone in the Lj coordinate is narrow compared to the diffusion length scale. This is typically satisfied for flames, for which the reaction zone is an order of magnitude shorter than the preheating zone, but is less secure for our chemical fronts. We begin by resealing the reaction-diffusion equations into a form suitable for the The planar front propagates with a constant velocity c. We imagine a spatially dependent perturbation ~)(r],r) to the planar front such that the front position at time 7 is given by g=cr+q$%~).
The traveling wave coordinate Z=c(c--CQ) -#(r],r), where #=cQ), follows the curvature of the imposed perturbation. On resealing Y= CT and T =c2r, Eqs. (2a) and (2b) can be written in the form acl/aT-(1+~r)aa/aZ=sv2a-c-2f(cr,P>,
ap/ar-(i+~,)ag/az=v2p+C-2f(a,P),
where f(a,p) represents the kinetic source term. The Laplacian operator v2 in the transformed coordinate frame has the explicit form
(14) In this traveling coordinate, the narrow reaction zone lies at Z=O.
The major problem in solving these equations arises from the kinetic source terms if reaction is assumed to occur over the entire range -00 < Z < + CO. If the reaction event can be approximately confined to a very narrow region at Z=O, with the kinetic term set equal to zero everywhere else, the treatment is greatly simplified. The kinetic term now arises as a S-function at Z=O of strength Q( Y,T), which we make explicit below; this will appear in a boundary condition of the problem and is the only quantitative difference from the Sivashinsky treatment. An actual computation of the concentration and reaction rate profiles for a system with S= 5 is shown in Fig. lO( a) , while the "point source" profile is shown for comparison in Fig. 10(b) .
We have a-0, fl--+ 1 for Z--CO and a+ 1, fl+O for Z+ + CO and we also require continuity at Z=O,
a(O-,Y,T) =a(O+,Y,Th P(OLY,T) =P(O+,Y,T).
(15) The "point source" reaction assumption imposes a jump condition on the derivatives at Z=O, with the appropriate forms being (adaz),+=Q/s, (ap/az),+=4
A. Planar wave solution
For an unperturbed, planar wave the "zero-order" solution for the concentrations is where the subscript 0 is used to indicate that this is the zero-order form. The appropriate zero-order form for the source term Q can also be evaluated here. In terms of only Z, the governing equation for the actual planar front has the simple 1D form Sd2a/dZ2+da/dZ-cc-f (a,P) =0,
with a-0 and da/dZ+O as Z--CO and a-l, da/ dZ+0 as Z--+ + 60. Integrating once, and evaluating the limits at f ~13, we have
-cc
As the derivatives vanish at these limits, the first term is identically zero. The second term is simply unity, so we have
Now, we consider the case in which the reaction zone is confined to a narrow region at Z=O. The integrated form becomes where the integration is now over the reaction zone. S(da/dZ)o+ =c-* s-,"+ f(d&== 1, (23) the second equality holding as the integral over the reaction zone must be equal to the previous result Eq. (21) . Comparing this with the form (16) for Q, we have
where we again use the subscript 0 to indicate that this applies to the planar front.
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Substituting these various forms into the governing equations and retaining only the leading order terms in the perturbation, we obtain a system of linear ordinary differential equations,
There is one other important result to be derived at this stage. The concentration of B does not change significantly over the reaction zone and we treat it as a constant Do(O), i.e., PO evaluated at Z=O. The kinetic term f(a,P) then becomes ~o (0) 
where A is the amplitude and k is the wave number. We also assume that the concentrations a and /? can be expressed in terms of their unperturbed solution ( ao,/3,) plus a contribution that depends on this perturbation
=&(Z) +API(Z)exp(oT+zW). (29)
The eigenvalue w determines whether the perturbation with this spatial form will grow (w > 0) or decay (w < 0). The kinetic source term must also be modified to allow for the additional flux of reactant arising from the perturbed spatial forms. We assume that the major perturbation to Q arises from the change in p at Z=O, i.e., at the reaction zone itself, and that the integral over the a profile is still given by Eq. (26). Thus the new form for Q is given by Q=Qo+ (dQ/S)W. 
The parameters p, q, and r are given by
These then give a solvability condition
The frequency spectrum over which nonzero solutions to the perturbation equation exist is then given by the condition
The final stage in this analysis proceeds by assuming that solutions have 0x1 and k(1. The discriminants in the above forms can thus be expanded and the final condition reexpressed as a quadratic equation in the eigenvalue w, aw2+bw+c=0.
The coefficients 
there is a positive root for o, as sketched in Fig. 11 , over some range of wave number o<k<b={[6-(K+2)]/ [s3+2s(K+1)-(K+2)]) . "* The perturbations with this spatial form will grow in time and the planar front is unstable. We may also note that within this range, the exponent w has its maximum value at k = k,, = k&2. We may conjecture that this wave number will grow most quickly from general initial conditions and hence most likely represent the selected form. This conjecture is discussed in Sec. VII.
C. Summary of theoretical analysis
The above analysis suggests that there should exist some critical ratio of the diffusion coefficients SC,= 2 +K, such that the planar wave front is unstable for S > S,,. The analysis predicts instability to low wave number, and hence long wavelength, perturbations. The terms in higher powers of k ensure stability is regained for shorter wavelength perturbations.
For a reaction system of fixed width qo, the critical condition thus probably provides a lower bound on the condition for destabilization. For S only slightly greater than S,,, the planar front may be unstable to very long wavelengths, but these will not be realizable if they are longer than the width of the system. A higher value of S will be required in order to destabilize the front to a mode that can be accommodated within the system. Finally, the cubic contribution to the autocatalytic rate law is essential to provide sufficient nonlinearity for front destabilization. While the above result implies a S,, for all K, the numerical results in Sec. V and previous studies"" showing that the cubic contribution is unexpressed for planar waves with K> i suggest that this form only holds in the range 0 < ~<f . Figure 11 indicates that for any S > S,,, there is a range of wave numbers 0 < k<k,, to which the planar wave front is unstable. However, for a strip of finite width, e.g., L=2cqo, not all values of k are allowable. Instead, there is a discrete spectrum of allowed wave numbers corresponding to rational fractions of the system width, k,=27rn/L, where n= 1, 2, etc. For sufficiently small reaction zones and if S exceeds S,, by only a small amount, b may be less than k, and no perturbations will grow. If the width is increased, the k, decrease, with b remaining constant. For some size L,, kl < k,-, and a nonplanar front with one wavelength will develop. If the size is increased further, such that L > L,, then k2 < b and there are two modes to which the planar front is unstable. In this case, we typically find that the resulting waveform developing from arbitrary initial conditions is oscillatory in both space and time, rather than being a steady spatial combination of both wave numbers. If L is increased yet further, so that k3 < b, the planar front is unstable to three modes. In this case, the developing pattern may have a more complex structure, as indicated in Sec. V D. We seek now to analyze these spatiotemporal responses quantitatively. This analysis also addresses the question of the evolution from arbitrary initial conditions, rather than the special case of symmetric initial perturbations described in Sec. V.
VII. DEVELOPMENT OF SPATIOTEMPORAL COMPLEXITY
The above sequence emerges from the full 2D solution of Eqs. (2a) and (2b), but is extremely computationally intensive. The same sequence emerges from the 1D reduction derived from the Sivashinsky analysis of Sec. VI, which is computationally much more efficient. For this we note that Eq. (43) can be rewritten in terms of the perturbation 4 using
where * denotes differentiation with respect to T and ' denotes differentiation with respect to Y. For S > S,,, but with S-S&l, the term ati* can be neglected. Substituting then for o and k from Eqs. (46)) we have The final term, involving @/JY, represents a kinematic term for geometrical spreading.
Equation (47) can be resealed by introducing new length and time scales incorporating the groups A and B and by redefining C$ to remove the constant term $c giving $= .+-@" '+ (472, (48) which describes the front itself over the range 0 < Y < L, where the new dimensionless width L is related to v. by L = ~c{A/B}"~Q .
The Kuramoto'5-Sivashinsky14 equation given by Eq. (48) has been used to model instabilities in a variety of spatiotemporal systems.6~16-'8 In addition to instabilities in nonisothermal flame propagation,14 it has been used to study destabilized fronts in a piecewise linear Bonhoeffervan der Pol modeLI Ortoleva and Ross" also considered related aspects arising in the propagation of phase waves. We now examine the nature of the perturbation d( Y,T) as a function of the width L over the range 16~ L(23 using asymmetric initial conditions. A stable nonplanar front of two wavelengths is observed as width is increased above L = 16.0. The minimum in C$ occurs at Y=iL, i.e., exactly halfway across the reaction zone. This solution is typical of the range 16.0 < L < 16.68, as shown in Fig. 12(a) , where the steady state value is plotted as a function of L. At L= L,.= 16.68, the steady front loses stability via a supercritical Hopf bifurcation. The nonplanar front is now oscillatory, and Fig. 12(a) shows the relative minimum of oscillation Ymi,/L beyond this point. The amplitude of the oscillation grows as (L-L,,) 1'2 with increasing L, characteristic of a supercritical bifurcation. At L= Lsb= 17.85, a second bifurcation occurs. This is a symmetry-breaking bifurcation. Before the bifurcation, the minimum of the front oscillates symmetrically about Y/L = f; at L,,, this symmetric oscillation splits into two solutions that oscillate asymmetrically about the center of the reaction zone. The subsequent bifurcations of these two solutions across the range 17.9 < L < 18.0 are shown in Fig.  12 (b) . Each of these (mirror image) solutions undergoes a subsequent period-doubling cascade, beginning at L = 17.93 and accumulating to produce wave fronts exhibiting spatiotemporal chaos. For L= 17.964, the two chaotic solutions are distinct from each other, and a nextreturn map constructed from either solution shows a single hump, Fig. 13 (a) . By L = 17.97, there is considerable mixing between the two solutions, and the next-return map shows two extrema, Fig. 13(b) . Various periodic windows arise as L is increased further, but in general, the response is very complex. By L =23, however, there is a change. The system now evolves to a steady front, but one with three wavelengths rather than two. If the width is increased further, this pattern will also lose temporal stability and yield chaotic fronts, before being replaced by a steady four-wavelength pattern. The bifurcation sequence is complex, with multiple stable waveforms for some values of L. ma1 propagating fronts arising from the coupling of diffusion and simple autocatalysis in a two-dimensional medium. This destabilization of the mixed-order planar front occurs when the diffusivity of the reactant exceeds that of the autocatalyst by a critical ratio, with the exact value depending on the relative contributions of the cubic and quadratic channels. Destabilization is only possible if the cubic channel exists; quadratic autocatalysis alone is not sufficient for the evolution of nonplanar fronts. The analysis of Sec. VI suggests that the critical ratio increases linearly with the contribution from the quadratic channel; numerical results, however, indicate that the quadratic channel must be confined to a minor role, with K= k/kg0 <f. This is exactly the same condition for the cubic channel to play a role in determining the wave solution in the 1D case.5p 'o 
VIII. CONCLUSIONS
The analyses presented here show that complex behavior, including spatiotemporal chaos, may occur in isotherWhen nonplanar fronts arise, a characteristic wavelength is determined by the reaction kinetics and diffusion coefficients. This imposes a minimum size on the reaction zone width for the emergence of patterned fronts. As the width is increased, so more wavelengths can be fitted or two wavelengths can be obtained by suitably choosing the reaction zone width, even from asymmetric or random initial conditions. Such solutions propagate with a constant velocity that is independent of the y-coordinate. The steady nonplanar fronts may also lose stability, leading to temporal oscillatory behavior. The initial bifurcation sequence is complex; however, for nonplanar fronts of two wavelengths, a sequence leading to the period-doubling cascade shown in Fig. 12 is observed. A supercritical Hopf bifurcation gives rise to nonplanar fronts that oscillate symmetrically about the midpoint of the reaction zone. Subsequent symmetry-breaking and then period-doubling bifurcations lead to fronts that show spatiotemporal chaos characterized by either single-humped or bimodal return maps. The requirement of a retarded diffusion of the autocatalytic species relative to that of the reactant is similar to the condition for the establishment of Turing patterns in finite geometries. "J' The recently-developed approach for experimentally realizing Turing patterns,2"25 which involves reducing the effective diffusion coefficient of the autocatalyst by incorporating a complexing agent for that species into a gelled reaction medium, should also be effective for realizing destabilized fronts. Although the nonplanar wave front has many characteristics of a propagating Turing pattern, there are important differences. For example, nonplanar fronts arise from simple autocatalysis rather than kinetics that support oscillatory behavior in homogeneous reaction mixtures. As autocatalysis is quite common, many systems may be able to support patterned fronts. Calculations similar to those in Sec. V using rate constants and diffusion coefficients of actual chemical systems, e.g., the iodate-arsenite reaction, suggest that patterns with wavelengths on the order of 1.0 cm should be obtainable in a 2D reaction medium about 4.0 cm in width. Such length scales are substantially larger than those characteristic of Turing patterns, by two orders of magnitude, and should be readily observable. The continuous propagation of the reaction zone into fresh reactants is equivalent to the conditions of an open reactor, and asymptotic behavior of the front should be exhibited in a strip of gelled reaction mixture of sufficient length. Preliminary calculations indicate that a length of IO-20 cm may be adequate for the development of destabilized fronts.
Our analysis, based on the Kuramoto-Sivashinsky theory, relies on the assumption of a narrow reaction zone. In general, this holds only approximately for mixed-order autocatalysis fronts; however, we may note that the assumption is best when K=O and 6 is on the order of unity rather than very large (in which case the approximation that fi is constant over the reaction zone breaks down) or very small (in which case the reaction zone is of comparable width to the reactant diffusion length scale). We note that higher-order autocatalysis, e.g., a rate-law of the form rate =c&, provides for a rate vs extent of reaction curve that mimics the Arrhenius temperature dependence more closely and produces narrower reaction fronts. Formal kinetic orders of five are possible in the unbuffered iodatearsenite reaction and higher orders have been reported for other chemical systems.26 Such high-order systems might offer useful models for certain modes of flame propagation.
The spatiotemporal complexity arising from the coupling of simple cubic and quadratic autocatalysis with diffusive transport is remarkably rich. Many features of this and related reaction-diffusion systems remain to be theoretically explored. Experimental studies of front instabilities should yield additional insights into the behavior.
