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Abstract
Background: Quality assessment methods, that are common place in engineering and industrial
production, are not widely spread in large-scale proteomics experiments. But modern technologies
such as Multi-Dimensional Liquid Chromatography coupled to Mass Spectrometry (LC-MS)
produce large quantities of proteomic data. These data are prone to measurement errors and
reproducibility problems such that an automatic quality assessment and control become
increasingly important.
Results: We propose a methodology to assess the quality and reproducibility of data generated in
quantitative LC-MS experiments. We introduce quality descriptors that capture different aspects
of the quality and reproducibility of LC-MS data sets. Our method is based on the Mahalanobis
distance and a robust Principal Component Analysis.
Conclusion: We evaluate our approach on several data sets of different complexities and show
that we are able to precisely detect LC-MS runs of poor signal quality in large-scale studies.
Background
Mass spectrometry has become a cornerstone of research
in proteomics [1]. Especially the combination of liquid
chromatography and mass spectrometry (LC-MS) has
shown great promise for basic research and clinical stud-
ies. In this setup, a chromatographic column is coupled to
the mass spectrometer. The chromatography leads to a
first separation and simplification of the sample. The
mass spectrometer records a set of mass spectra for the
sample and each spectrum contains the signals for a sub-
set of the sample compounds eluting from the column at
a specific retention time (rt). We will call the outcome of
an LC-MS experiment the LC-MS map. This term denotes
the collection of all mass spectra that have been obtained
from this LC-MS run [2-4]. The LC-MS map is a set of
points in 3D, each point characterized by m/z, rt and
intensity. Since the m/z dimension is relatively stable
across replicates, a helpful diagnostic plot is the projec-
tion of the LC-MS map on the retention time. This plot is
called the Total Ion Chromatogram (TIC) as shown in Fig-
ure 1 for a map obtained from human serum [5].
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large scale LC-MS studies. So far, this is a relatively unex-
plored topic. There are some publications on the quality
assessment of MS fragmentation spectra [6-12]. But their
focus is different: the aim of these methods is to detect
and remove low quality spectra from a LC-MS/MS run.
The rationale is that these spectra would not be identified
by identification algorithms anyway and that their
removal will lead to a significant speed-up of the data
analysis. To give some examples, Bern et al. [6] pioneered
the quality filtering of MS/MS spectra. They used various
descriptors to describe an MS/MS such as the number of
isotopic peaks or the number of peaks that could be
clearly attributed to b or y fragments. Bern et al. applied
support vector machines and linear discriminants and
removed MS/MS spectra classified as poor before the data-
base search. Since then, several works tried to improve on
this approach. Notable developments include the applica-
tion of self-convolution for MS/MS quality assessment [7]
or an iterative strategy to detect high-quality spectra that
could not be identified in the database search [9].
Our work, however, addresses a different problem. In a
quantitative LC-MS experiment, the aim is to obtain
An LC-MS map obtained from human serumFigure 1
An LC-MS map obtained from human serum. An LC-MS map obtained from human serum [5]. It consists of a sequence 
of spectra, such as the one shown on top. The projection on RT, the Total Ion Chromatogram (TIC), is shown on the left.Page 2 of 13
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tained in a sample. Fragmentation and sequencing of the
peptides using MS/MS is usually an additional experimen-
tal step and is not the focus of this work. Controlling data
quality in high-throughput experiments as early possible
is important since numerous problems can affect the qual-
ity of an LC-MS run. Among these are instabilities of the
chromatography, degradation of the peptides or artifacts
in the mass spectra caused by the LC mobile phase or
buffer molecules.
Only little work on the quality and reproducibility assess-
ment of mass spectrometry data has been published so far
[13-16]. Prakash et al. [15] use a distance measure com-
puted by an alignment algorithm to highlight problems of
reproducibility in several mass spectrometry studies. Their
method is successful in visualizing the time order in
which the LC-MS runs were performed and reveals pattern
caused by different columns or instrument settings used.
But their method does not provide direct information on
outlier runs and when to discard them. Whistler et al. [16],
Coombes et al. [13] and Harezlak et al. [14] address the
problem of noise removal and quality assessment but
focus solely on SELDI-TOF spectra which are less complex
than LC-MS data.
The analysis of LC-MS data is a sophisticated task and
requires several computational steps such as denoising,
peptide feature detection, alignment and statistical analy-
sis [17]. After differentially expressed peptide feature have
been found, they need to be sequenced using MS/MS-
based identification and have their abundances and
sequences mapped to the parent protein. These are gen-
eral steps which usually have to be adopted depending on
the aim of the study. But each of these computational
steps has its own difficulties and a typical workflow is
complex and error prone [18]. It is therefore desirable to
identify poor LC-MS runs as early as possible. This would
allow us to either exclude these runs from the further anal-
ysis, to repeat them or at least to downweight these meas-
urements to reflect our reduced confidence. In contrast to
mass spectrometry-based proteomics, quality assessment
and control methods are more common in gene expres-
sion studies [19-21]. Brown et al. [19] applied image met-
rics to find poor quality microarrays in a batch of
experiments. Cohen et al. [20] applied the Mahalanobis
distance to detect outlier runs in large-scale gene expres-
sion studies. Finally, Model et al. [21] borrowed methods
from the field of statistical process control to detect critical
differences among replicate microarray measurements.
In this work, we investigate how classical methods from
outlier detection and quality control can be extended and
applied to LC-MS data. Our approach is based on sound
statistical principles and we demonstrate that we can pre-
cisely detect dubious LC-MS runs in large scale studies.
Results
This work addresses the quality assessment of raw LC-MS
maps. By "raw", we mean the unprocessed spectra before
any noise filtering, peak detection or centroiding has been
performed. Most statistical methods for quality assess-
ment expect that each item is described by one (univari-
ate) or several (multivariate) variables. For LC-MS maps,
it is not clear what suitable variables could be. One
straightforward approach is to describe an LC-MS map by
all its data points. But the number of data points (not
peaks) in an unprocessed LC-MS map is huge, easily sev-
eral millions of points. Second, many of the raw data
points in a map will be caused by noise and might distort
the results of an automatic outlier detection.
Consequently, we devised a list of quality descriptors to
describe an LC-MS map. Some of these descriptors were
taken from the literature, where they have been shown to
be useful criteria for spectra mining and filtering tasks,
others are new. Using these quality descriptors, we can
now describe each map as a vector  = (x1, x2,...,xn)T and
apply statistical methods to detect runs of poor quality.
We emphasize that we define quality in terms of repro-
ducibility, i.e., an LC-MS map is of poor quality if its qual-
ity descriptors differ significantly from the descriptors of
the other maps. It is thus important to compare only maps
that represent the same subsets of a sample. As an exam-
ple, in a multidimensional chromatography experiment,
we can only compare LC-MS recordings of the same chro-
matography steps. It does not make sense to compare LC-
MS maps obtained from different salt pulses, to give an
example. On the other hand, even for time series or differ-
ential quantitative measurements, we would still expect
the key characteristics of the LC-MS maps, such as noise
level or chromatography, to remain stable during the
study.
Algorithms
We use a set of quality descriptors to an LC-MS map. These
descriptors capture various aspects of the map, such as
peaks and noise level of the spectra, as well shape and
reproducibility of the TIC. The descriptors are:
• Median of the Euclidean distances DE(s, s') =
 between baseline-removed
spectrum s' and original spectrum s for all spectra. The
baseline or background noise in a mass spectrum is
usually caused by molecules from the mobile phase of
G
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ground noise are difficult to analyze automatically.
This rationale of this descriptor is that spectra with a
strong baseline signal will be very different after base-
line removal and thus have a large distance DE. We
perform the baseline removal using a TopHat-Filter
which is a standard method for this task.
• Median of the Euclidean distances DE between
smoothed mass spectrum and original spectrum for all
spectra. Consequently, a noisy spectrum will exhibit a
large distance DE to its smoothed version. We per-
formed the smoothing using a Gaussian Filter with a
kernel width of ≈2.0, depending on the mass spectral
peak width. The first two quality descriptors were
firstly suggested by Windig et al. [22] but they applied
them to chromatograms to remove noisy mass traces
from the LC-MS map.
• The Xrea value. This measure for the quality of a
mass spectrum was already proposed by Na et al. [8].
They developed it to filter MS/MS spectra before sub-
mitting them to a sequence database search. We will
show that the Xrea criterion can equally be applied to
MS spectra. The Xrea value is based on a cumulative
intensity normalization. First, we normalize the spec-
tral intensities by dividing by the total intensity. The
cumulative normalized intensity of each data point in the
spectrum is defined as the sum of the normalized
intensities of all points with intensities smaller than or
equal to the intensity of this point. Accordingly, the
cumulative normalized intensity of the nth highest
data point x is given by:
where I(x) is the intensity of point x and Rank(x) repre-
sents the order of points if sorted by intensity in descend-
ing order. That is, the most intense point has rank 1, the
next rank 2 etc. The nominator is divided by the sum of all
intensities. This normalization is relatively stable and less
dependent on the most intense peak which is a disadvan-
tage of a normalization by the intensity sum. But in con-
trast to other methods such as a rank-based
normalization, it does not discard the entire information
contained in the spectral intensities.
We use the distribution of cumulative intensities to derive
a measure for the quality of a spectrum. Figure 2 shows a
plot of two spectra and their cumulative intensities. Spec-
trum A would usually be considered a good quality spec-
trum: several peaks with high intensity and only a low
amount of background noise. Spectrum B is of poor qual-
ity: it contains a lot of noise signals and a strong back-
ground signal. To the left of each spectrum, we give the
distribution of Xrea values. Its upper bound is the plot of
each point versus its rank, indicated by the green line. We
can see that, for spectra with a more uniform distribution,
the distribution of cumulative intensities approximates
the diagonal. For spectra with less background noise, but
some pronounced peaks, the distribution is more peak-
shaped. Note that the spectra to the right are MS and not
MS/MS spectra.
Flikka et al. proposed to use the area between the diagonal
and the cumulative intensity distribution as an indicator
of the quality of a spectrum. In the plots in Figure 2 this
area is indicated by XX. If this area is large, the spectrum
has low background noise and some elevated peaks of
high intensity, which is desirable for feature detection and
quantification. If this area is small, all intensities in the
spectrum are similar and the information content of this
spectrum is rather low. To sum up, the Xrea quality
descriptor is given by
where α is a correction term to account for cases in which
the highest point is significantly larger than the rest. Fol-
lowing [12], we set α to the relative intensity of the most
abundant data point.
• Median of the number of data points with intensity
≥ 0 in each scan. This descriptor accounts for varia-
tions in the number of recorded intensities.
• Summary statistics for m/z, intensity and signal-to-
noise ratio of all scans. The summary statistics consist
of minimum, maximum, mean and median. We esti-
mate the noise level using an iterative sliding window
approach. We move a window of size 25 Th across
each spectrum and calculate a noise level for each win-
dow. We compute mean and standard deviation σ of
all intensities in the current window and discard all
points with an intensity higher than 3 × σ. We repeat
this procedure and estimate the local noise level as the
medium intensity after three iterations.
• Skewness and kurtosis of the TIC. For good and
reproducible LC-MS runs, the TICs should exhibit sim-
ilar shapes. Skewness and kurtosis describe the asym-
metry and peakedness of a distribution, respectively.
The skewness is the third standardized moment of a
distribution. For a sample of size n, it is defined as skew
Σ
Σ
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for distribution with a tail to the right, and negative for
left-tailed distributions as illustrated in Figure 3. The
kurtosis is defined as kurtosis =
. It measures how
sharply peaked a distribution is, relative to its width.
We subtract 3 to achieve a kurtosis of zero for the
Gaussian distribution. A distribution with positive
kurtosis has more probability mass around the mean
than the Gaussian distribution whereas a distribution
with negative kurtosis has less probability mass
around the mean and is therefore less peak-shaped.
We give an example in Figure 4.
• Minimum and maximum intensity of the TIC. We
store the maximum and minimum intensity over the
whole LC-MS run.
Using the descriptors described above, we can now repre-
sent an LC-MS map as a vector  where each entry of this
vector represents one of the quality descriptor described
above.
Outlier Detection using the Mahalanobis Distance
To decide whether an LC-MS map is an outlier compared
to the rest of the measurements, we use the Mahalanobis
distance [23]. It has previously been applied in numerous
tasks, such as the quality assessment of microarray exper-
iments [20] or face recognition [24]. It is related to the
Euclidean distance but differs in the fact that each dimen-
sion is weighted by its variation.
Formally, the Mahalanobis distance of a vector  = (x1,
x2,...xp) to a distribution with mean  = (μ1, μ2,...μp)T and
covariance matrix Σ ∈ Rp × p is defined as:
( / ) (( ) / )1
1
3n xii
n
−
=
∑ m s
(( / ) (( ) / ) )1 3
1
4n xii
n
− −
=
∑ m s
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The Xrea valueFigure 2
The Xrea value. Two examples of the Xrea value: spectrum A is of good quality with low background noise where spectrum 
B has a large amount of noise. The plots to the left show the corresponding Xrea distribution. The area denoted by XX is used 
in Equation 2.Page 5 of 13
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ure the distance of each LC-MS run, described by the vec-
tor of its quality descriptors , to the distribution of all
other n runs, characterized by their mean vector  and
covariance matrix Σ. The Mahalanobis distance of a vector
with dimension p follows a χ2 distribution with p degrees
of freedom. This allows us to define cutoffs for suspi-
ciously large distances for a given confidence level α as in
any statistical test. Note that the Mahalanobis distance is
equal to the Euclidean distance if the covariance matrix is
the identity matrix. In this case, each dimension has unit
variance and each pair of dimensions is uncorrelated.
Note that if we use this criterion for outlier detection, we
effectively classify a map as outlier if its vector of quality
descriptors differ by a large extent from the rest. This is
reasonable since even for non-replicate LC-MS runs, we
would expect most quality descriptors to be similar.
However, this approach suffers from two drawbacks: first,
for less LC-MS runs than descriptors (n <p), the covariance
matrix Σ is singular and cannot be inverted. Second, out-
lier in the data might distort our estimates of  and Σ and
lead to incorrect estimates of the distance. We solve the
first problem by applying a Principal Component Analy-
sis to reduce the dimensionality of our data to a dimen-
sion p' << p but try retain the essential information at the
same time. We solve the second problem by using robust
estimators for location and scale.
Robust Principal Component Analysis
Principal Component Analysis (PCA) [25] is a method for
dimensionality reduction and feature extraction. More
formally, our aim is to represent a vector  by a lower
dimensional representation given by M  =  where M is
D x x xM
T( ) ( ) ( )= − −−
G G G G
m mΣ 1 (3)
G
x G
m G
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Skewness of a distributionFigure 3
Skewness of a distribution. The skewness of a distribution is positive if the distribution is right-tailed. It is negative if the dis-
tribution has a tail to the left.Page 6 of 13
(page number not for citation purposes)
BioData Mining 2009, 2:4 http://www.biodatamining.org/content/2/1/4a matrix with dimension dim(y) × dim(x) where dim(y)
<dim(x). M represents a projection from the higher
dimensional space of  to a lower dimensional space of
. In the case of PCA, M is an orthogonal linear projec-
tion.
The standard PCA works as follows: the data, in our case
the vectors of quality descriptors for each map, are stored
in a n × p matrix X with a row for each of the n maps and
a column for each of the p quality descriptors. This matrix
is centered by subtracting the column-wise mean. The cov-
ariance matrix Σ of the data is given by XT X. It contains the
variance of each dimension p on its diagonal and the cov-
ariances in the remaining entries. We compute the eigen-
vectors of the covariance matrix and choose as
coordinates the eigenvectors with the largest eigenvalues.
We project the data into a lower dimensional space by
computing  = E  where E contains the chosen eigenvec-
tors as column vectors.
The standard PCA approach is sensitive to outliers. Outlier
points will lead to wrong estimates of center and variance
and thus distort the results of the projection. To remedy
this, we use a robust version of Principal Component
Analysis (rPCA). In statistics, an approach is considered
robust if it is not, or not severely, influenced by outlier
observations. We use a rPCA algorithm developed by
Croux et al. [26]. First, we center the data using a robust
estimator of location, the L1 median:
G
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Kurtosis of a distributionFigure 4
Kurtosis of a distribution. The Kurtosis measures whether a distribution is rather peak-shaped or flat relative to a Gaussian 
distribution.Page 7 of 13
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point, which minimizes the Euclidean distance to all
other points. In contrast to the simple component-wise
mean or median for multivariate data, the L1 median gives
a robust estimate of the center and is invariant to orthog-
onal linear transformations such as PCA. Efficient algo-
rithms for its computation exist [27].
Furthermore, we compute a robust PCA using projection
pursuit [26]. In short, the projection pursuit approach to
PCA examines a finite subset of all possible directions of
the data in the measurement space. In our case, the set of
candidate directions is given by the centered observations
themselves. We approximate the first direction which
maximizes a robust estimator of scale and choose all fol-
lowing direction vectors to be orthogonal to the previous
one. We use the Median of Absolute Deviation (MAD) to
estimate the scale
where c is a correction factor reflecting our assumption
that the data is normally distributed and equals 1.4826.
The projection pursuit approach to PCA also gives a
robust estimate of the covariance matrix [26] which we
use for the computation of the Mahalanobis distance.
After projecting the data into the subspace of the direction
with the highest robust variance, projection pursuit
searches for an approximation of the next eigenvector
which is assumed to be orthogonal to the previous one.
Obviously, one needs to decide on the dimensionality of
the subspace the data is projected into. We always choose
a number of components that would explain 90% of the
variance, which is usually around 6. Consequently, we can
now describe each LC-MS map using a vector in 6 dimen-
sions instead of 20, the covariance matrix Σ is invertible
and we can search for suspicious maps by plotting the
Mahalanobis distance for each map. Note that each
dimension does not longer represent a unique descriptor,
but a linear combination of all descriptors. But by inspect-
ing the weights (also called loadings in PCA terms) we can
gain insights into which descriptor contributed the most
to a particular dimension. To summarize, our method
aims at the identification of poor runs among a group of
LC-MS experiments. Our method assumes that the major-
ity of the runs are good and that poor runs differ signifi-
cantly in their quality descriptors from the rest.
Consequently, what constitutes a good and a poor run is
determined by the majority of the experiments. Since our
method is robust, it suffices if at least half of the LC-MS
runs are good.
Implementation
The programs to compute the quality descriptors for an
LC-MS map were written using OpenMS [28], our soft-
ware library for computational mass spectrometry. We
performed the statistical analysis and visualization of the
results using the mathematical software package R http://
www.r-project.org.
Testing
We present three use cases to demonstrate how our
approach can be applied to automatically detect outlier
runs among a set of LC-MS maps. We start with a set of
simulated maps. The simulation allows us to probe the
capabilities of our approach on a detailed level. The sec-
ond and third use case comprise a tryptic digest of bovine
serum albumin (BSA) and urine samples from a healthy
volunteer recorded using LC-ESI-MS.
Details of the full mass spectrometry analysis concept and
chromatographic setup is described elsewhere [29]. In
short, we employed a restricted access sulphonic acid
strong cation-exchanger (RAM -SCX) (Merck KGaA,
Darmstadt, Germany) column followed by a peptide
transfer and solvent switch through trap column (Chro-
molith Guard, 5 × 4.6 mm Merck KGaA). We performed a
subsequent analysis using an analytical column (Chro-
molith CapRod RP18e, 150 × 0.2 mm, Merck KGaA) by
means of column switching to perform two dimensional
orthogonal separations. On-line mass spectrometric
detection was performed using an Esquire Series 3000
PLUS ESI Iontrap mass spectrometer (Bruker Daltonics,
Bremen, Germany).
The BSA digest was prepared according to a standard pro-
cedure (Proteo Extract All-in-one Trypsin Digest Kit,
Merck Chemicals Ltd, Nottingham, UK) with final con-
centration of 2 mg/ml and stored at 20°C. Urine samples
were from healthy volunteers pooled and stored at 20°C.
Before analysis samples were defrosted at room tempera-
ture for an hour, and then filtered through 0.22μm pore
size low protein binding membrane filters (Durapore,
Millipore) and clear sample transferred to autosampler
tubes. The prepared samples were stored in an autosam-
pler at 4°C not longer than 24 h before injection.
Simulated LC-MS runs
To provide a sanity check of our method, we simulated a
mixture of standard peptides using our software LC-
MSsim [30]. This software simulates an entire LC-MS
experiment, including protein digestion, retention time
prediction, isotopic pattern and elution peak models. It
produces a realistic LC-MS map and the user can intro-
s MAD i i j jc x x= × −median median(| ( ) |) (5)Page 8 of 13
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errors at its own will. We simulated a mixture consisting
of peptides from a tryptic digest of 4 standard proteins,
namely bovine catalase, horse myoglobin, bovine car-
bonic anhydrase and bovine lysozyme. To test our
approach, we simulated 20 perfectly reproducible runs
and 10 outlier. We simulated the good LC-MS maps by
introducing only limited noise but added a high amount
of shot noise to each outlier map. The shot noise was sim-
ulated using a Poisson distribution with rate 1000 and an
intensity mean of 1600 for outlier maps and for good runs
with rate 100 and mean 500. Figure 5 gives an illustration
of a simulated LC-MS map with good quality.
Our aim was investigate whether our approach based on
quality descriptors, Mahalanobis distance and robust
principal component analysis would be able to recover all
outlier runs correctly. Figure 6 (left) shows that the robust
Mahalanobis distance highlights all the simulated outlier
(red down-pointing triangles) which have a much higher
distance than the good maps (green up-pointing trian-
gles). The black line gives indicates the threshold for a
0.05 confidence level and a Bonferroni correction for mul-
tiple testing. Furthermore, Figure 6 (right) shows a com-
parison of the robust Mahalanobis distance versus non-
robust version of this distance (i.e. without robust PCA
and robust estimator of location). The black lines indicate
the cutoff for a confidence level of α = 0.05 with the Bon-
ferroni correction for multiple testing. All points above
the horizontal line are outlier according to the standard
PCA of the quality descriptors. Points to the right of the
vertical line represent maps that classified as outlier using
a robust PCA, both at a confidence level of 0.05. This plot
shows that it actually makes sense to use a robust
approach since the standard approach would incorrectly
classify several outlier as good data set. Furthermore, an
outlier detection computed using a non-robust PCA
would also classify several of the good LC-MS maps as
outlier. Nevertheless, simulated data can only provide a
sanity check of a computational method and thus we will
provide an evaluation on real data in the following two
sections.
Tryptic Digest of Bovine Serum Albumin
This data set are replicate LC-MS recordings of a tryptic
digest of bovine serum albumin (BSA). The peptide mix-
ture was measured in 43 replicates, details of sample prep-
aration and LC-MS analytics are described elsewhere [29].
Using the algorithms implemented in TOPP/OpenMS
[28,31], we performed peptide feature detection, align-
ment and statistical analysis for these runs. After manual
inspection, we classified 5 runs as outlier for various rea-
sons: 3 exhibited peptide feature intensities that deviated
by a large extent from the other replicates. The remaining
two revealed significant shifts in retention time as com-
pared to the remaining runs. This fact made an alignment
difficult and required manual fine-tuning of the align-
ment algorithm.
A simulated LC-MS mapFigure 5
A simulated LC-MS map. A simulated LC-MS map (without noise, i.e. not an outlier): 3D view of a peptide ion signal from 
this map (left) and the TIC (Total Ion Chromatogram) of the map (right).Page 9 of 13
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preferable to have a method that would allow us to
remove outlier before feature detection and alignment is
performed to save time and computer resources. Conse-
quently, we applied our quality assessment method to
these runs.
Figure 7 (left) gives for each of the 43 replicates the Maha-
lanobis Distance DM to the center of all other measure-
ments. LC-MS maps that were manually identified as
outlier are given as red down-pointing triangles, good rep-
licates as green up-pointing triangles. The horizontal line
gives a cutoff corresponding to a significance test with α =
0.05 and Bonferroni correction for multiple testing. In
other terms, all LC-MS maps with distances above this
threshold are classified as outlier by our method.
Sanity check using simulated LC-MS runsFigure 6
Sanity check using simulated LC-MS runs. Left: Log-scaled Mahalanobis distances for the simulated LC-MS runs. The 
black line gives a cutoff for a significance level of 5% as computed from the χ2 distribution. Right: Comparison of Mahalanobis 
distances computed using standard (y-axis) and robust PCA (x-axis). Good runs are given in green up-pointing triangles and 
simulated outlier are given in red down-pointing triangles. The vertical and horizontal lines indicate the 5% cutoff for both dis-
tances. This plot shows that the robust approaches have advantages if the data contains outlier: using standard PCA we would 
not classify most of the simulated outlier correctly, furthermore standard PCA classifies several good maps as outlier.
Results on LC-MS maps of a BSA digestFig re 7
Results on LC-MS maps of a BSA digest. Left: Log-scaled Mahalanobis distances for the BSA digest. The black line gives a 
cutoff for a significance level of 5%. Good runs are given in green up-pointing triangles and simulated outlier are given in red 
down-pointing triangles. The numbers denote the time order of the runs, but are only given for the outlier runs. Right: Exam-
ples of LC-MS maps classified as good (green) and outlier (red).Page 10 of 13
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spectral quality descriptors, robust principal component
analysis and Mahalanobis distance is accurate and classi-
fies all outlier maps correctly. It also classifies some addi-
tional maps as mild outlier, namely the first LC-MS map
and the maps with number 36 and 37. Manual inspection
of the PCA loadings revealed that their larger Mahalano-
bis distances are mainly due to a higher noise level in
some spectra and minor fluctuations in the TIC. For illus-
tration, Figure 7 (right) shows the TIC of four maps.
Again, normal runs in the upper row are colored in green,
outlier runs are colored in red. Both outlier maps exhibit
TICs that contain a significant amount of noise peaks and
clearly deviate from the two good runs in the top row.
Urine Samples of a Healthy Volunteer
This data set consists of 54 LC-MS runs. A manual inspec-
tion indicated that five of these runs are clear outlier. Four
of these five runs were measured after a break of several
days which seems to have lead to disturbances in the chro-
matography and sample composition. The fifth outlier
has a significantly elevated noise level.
Figure 8 (left) gives the Mahalanobis distances for this
data set. Runs that were classified as outlier by manual
inspection are given as red down-pointing triangles, nor-
mal runs as green up-pointing triangles. The numbering
of data indicates the time order of runs. As we can see, all
known outlier maps are recovered. Additionally, some
normal runs are classified as mild outlier. Due to the com-
plex composition of the samples, it is difficult to judge
whether these runs comprise true outlier that were not dis-
covered during the manual inspection or not. In a real-
world study without enough time to perform a manual
validation, one would discard the strong (and true) out-
lier maps. Depending on time and lab resources available,
we would recommend to treat the mild outlier with cau-
tion or even to repeat these experiments. Figure 8 (right)
shows the projection of the maps onto the first two prin-
cipal components of their quality descriptor vectors. This
plot is called a biplot. Interestingly, we see that the LC-MS
maps form two clusters: maps measured before the strong
outlier run 52 fall into one cluster, all maps measured
after 52 fall into another cluster. This exhibits one poten-
tial weakness of the Mahalanobis distance if used for out-
lier detection: the data is expected to form a single cluster
and the method gives less reliable results of this is not the
case. This is also the reason why several well reproducible
runs were classified as mild outlier. Furthermore, the
biplots shows the variables (loadings) as arrows. We can
see that outlier 51 stands out because of the skewness, kur-
tosis and maximum intensity value of its TIC. The remain-
ing outliers differ from the good runs mainly because of
their elevated intensity values and higher noise content.
Discussion
Quality assessment and control are common place in
fields where many items are produced at a rapid pace and
where quality is crucial: be it tools in factories or data in
high-throughput biological experiments. The application
of statistical quality assessment to quantitative mass spec-
trometry data is still an underexplored field. We expect
that, with the growth of this field, this is going to change
as much as it has changed for gene expression studies.
Results on LC-MS maps of urine samplesFig re 8
Results on LC-MS maps of urine samples. Left: Log-scaled Mahalanobis distances for the renal patient samples. The black 
line gives a cutoff for a significance level of 5%. Outlier are given red down-pointing triangles and their run numbers. Right: Pro-
jection of the LC-MS maps on their first two principal components. This plot shows that the data (scores) projected on the 
first two principal components and the variables (loadings) plotted as arrows.Page 11 of 13
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BioData Mining 2009, 2:4 http://www.biodatamining.org/content/2/1/4We presented a statistical method for outlier detection in
large scale mass spectrometry studies. It is based on qual-
ity descriptors capturing different aspects of the quality of
an LC-MS map and on a statistically robust version of the
Mahalanobis distance. We demonstrated that our
approach works well with large data sets and can accu-
rately detect poor LC-MS runs. This is of special impor-
tance in high-throughput experiments, where many LC-
MS maps are generated and the time lacks to perform a
manual quality assessment.
We evaluated our approach on simulated LC-MS runs and
two real data sets consisting of around 50 replicates each.
In all cases, we were able to detect outlier data sets, outlier
that were confirmed by manual validation. When dealing
with outlier, we have two choices: to either remove them
or to repeat the corresponding LC-MS run. Clearly, this
depends on the time and lab resources available. In each
case, outlier detection and removal as early as possible
during the data analysis will make the results more relia-
ble and save a lot of time and computational effort.
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