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An inverse method of designing the cooling passages of
turbine blades based on the heat adjoint equation
Michele Ferlauto
Department of Aerospace and Mechanical Engineering, Politecnico di Torino
Corso Duca degli Abruzzi 24, 10129 Turin, Italy.
E-mail : michele.ferlauto@polito.it
Abstract
A method of solution of the inverse problem in heat conduction is presented. The method, based on an adjoint
optimization procedure, is applied to the design of the pattern of cooling passages inside turbine blades. For blade coating
technologies, the general case of a non-homogeneous solid material is considered. The numerical solution of both the
temperature field and of the adjoint problem is based on a finite element method. The new formulation of the adjoint thermal
problem is deduced for three different parametric representation of the internal cooling passages. This allows the designer
to select the most adequate blade parametrization, going from blades with circular coolant passages to modern multi-holed
hollow blades. The mathematical method, the adjoint problem solution and the enforcement of geometric constraints are
explained and the procedure is validated against theoretical, experimental data and numerical solution available in open
literature.
Keywords. Inverse problem, heat conduction, adjoint methods.
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1 INTRODUCTION
A wide range of engineering problems in thermal analysis
and design have been formulated as inverse heat transfer
problems [1, 2, 3, 4]. The inverse problem involves the
estimation of the cause by utilizing the knowledge of the
effect. Several studies focus on the cause-effect relation-
ship between heat flux and temperature. A classical exam-
ple deals with the estimation of an unknown boundary heat
flux, by using temperature measurements taken below the
boundary surface. The design problem itself can be for-
mulated as an inverse problem in which some conditions
are given at the boundary, while the shape of the body con-
tour that realizes the imposed thermal features is unknown.
Applications of this approach to heat conduction design
problems have been proposed and successfully applied to
turbine blade cooling in the last three decades. By using
inverse methods, the thermal design of turbine blades has
been solved for circular [5], super-elliptic [6], and generic
geometries of the internal cooling passages [7, 8]. The
numerical procedures are mainly based on a direct solver
driven by an optimization method. In one of the earli-
est applications [5] a Boundary Element Method (BEM)
for heat conduction analysis and a gradient method, the
Steepest Descent Method (SDM), was used to converge
to the inverse problem solution. Since then, the exponen-
tial growth of computational resources has allowed for an
extensive use of more flexible and CPU consuming nu-
merical approaches. Solvers based on the Finite Element
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Method (FEM) or Finite Volume Method (FVM) in two
and three dimensions have been used to evaluate the ther-
mal field, while, in the modelling of the physics of heat
transfer, the convection and radiation effects have been in-
cluded. Subsequently the research has evolved to conju-
gate heat transfer analyses by including the mutual inter-
actions with the fluid flow and by modelling film cooling
effects [9].
In the field of optimization, the improvements of gra-
dient based methods have lead to the various formula-
tions by adjoint methods for 2D/3D problems [8, 10, 11],
while the use of Genetic Algorithms (GA) has been also
introduced for the solution of the single objective and
multi-objective optimization problems. A new impulse
to thermal design in aerospace propulsion comes from
recent efforts to design aeroengines which meet the Vi-
sion 2020 requirements on gasturbine emissions and effi-
ciency from Advisory Council for Aeronautics Research
in Europe (ACARE). A direct way to enhance efficiency
is obtained by increasing the maximum cycle temperature,
i.e. the temperature into the combustion chamber. More-
over, other investigations introduce the Interstage Turbine
Burner (ITB) concept to modify the thermodynamic cycle
during flight, going towards variable cycle aeroengines.
In both approaches a closer control of the temperatures
is required and the thermal design of some of the engine
components, such as the burners and the turbine blades,
becomes more aggressive. In this scenario, automated
inverse problem solvers can help the designer to make
choices based on a wider investigation of the design space.
In the present work an approach to the inverse problem
solution is proposed. The method is based on adjoint
optimization and follows the footsteps of a technique of
aerodynamic design [12, 13]. The mathematical treatment
of the adjoint problem differs from previous adjoint ap-
proaches (e.g. see [8, 11]). In fact, the proposed formula-
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tion does not need a sensitivity problem to be solved and
it includes a penalization for imposing geometrical con-
straints. To allow for the treatment of coated blading, the
heat conduction equation in a non-homogeneous material
has been considered. A FEM approach has been used both
to compute the thermal field inside the turbine blade and
to solve the adjoint problem. The case of circular cooling
passages has been treated in [14] in detail, covering the re-
lated mathematical and numerical aspects. In the present
work, the design method is extended to the complex ge-
ometry of modern turbine blades by introducing suitable
parametrizations for cooling flow passages of a general
shape and which also have some portions of the contour
already fixed by other geometrical constrains.
The paper is organized as follows: in the next section
the mathematical model and the inverse problem solu-
tion are presented. Then the adjoint problem is derived
and the numerical technique is explained. The geomet-
ric parametrizations of the blade cooling passages are dis-
cussed and the mathematical implications in both the in-
verse problem and the adjoint optimization are derived.
Finally the procedure is validated against an analytical so-
lution and against test-cases based on experimental data
available in the open literature.
2 MATHEMATICAL MODEL
We consider the heat conduction equation in a non-
homogeneous material and Robin boundary conditions.
This set of equations may be written in compact form as:
∇ · (k∇T ) = 0 on Ω (1a)
k
∂T
∂n
= h(Tg − T ) on Γ = Γb (1b)
k
∂T
∂n
= h(T − Tcj) on Γc =
M∪
j=1
Γj (1c)
where T is temperature, Tg, Tcj are gas and coolant flows
temperatures, h is the local heat transfer coefficient, k the
thermal conductivity and n is outward normal vector. We
pose the thermal conductivity k = k(x) as a function of
the position vector x. In fact, in turbine blades with ce-
ramic coating one can distinguish two, or more, regions
with very different k−values. A sketch of the domain rep-
resentation is given in Figs 1-3. In all cases, Γb is the
external surface of the turbine blade, Γa is the interfacial
surface between inner core blade (light grey) and coating
material (dark grey), and Γc is the union of the Γj sur-
faces of the M inner cooling passages. We assume that
h = h[Γ(s)] is a given function of the heat transfer pro-
cess along the generic contour Γj(s) and on the blade sur-
face Γb(s) . The actual functional can be either the result
of an experimental investigation (e.g. expressed is terms
of the Nusselt number), either a polynomial fitting of an
aero-thermal simulation. In the framework of the “core”
of inverse technique, h is also supposed to include the 2D
effects of various technologies for heat transfer enhance-
ment (ribs, turbulators, pin fins).
In the classical thermal inverse problem the boundary
Γ
bΓ1
C1
P
Γ
a
2
Γ
2
C
θ1
R
Γ1
Figure 1: Domain geometry nomenclature for a blade with
circular coolant passages (Parametrization A).
shape of the cooling passages Γj is regarded as unknown
while some field variables are known at the external
boundary Γb. In the literature, whatever the method of
solution used, various choices has been adopted in formu-
lating the the inverse problem. In [7] both the heat flux
and the temperature are imposed in a discrete set of points
on Γb. In [5] the temperature on Γb is imposed and the ge-
ometry that realizes a target heat flux distribution in Γb is
sought for. In [8] mixed boundary conditions are imposed
in both Γb and on Γj , while looking for the geometry of
the cooling passages that realizes the desired temperature
in a discrete set on points on Γb. In the present work the
approach is similar to the latter case, which is, in our opin-
ion, the most suitable for a direct application, as well as for
the experimental validation. We impose Robin boundary
conditions both on the external blade surface Γb and on the
internal cooling passages Γj and we use an adjoint-based
gradient method to find the hole locations and shape which
realize a desired temperature distribution Tb(x) along the
boundary Γb. The temperature distribution Tb(x) is here a
given function, the result of a designer choice.
The numerical solution of system (1) is based on the Finite
Element Method. The derivation of the solution for the
steady conduction equation is a standard exercise in classi-
cal textbooks on FEM. The formulation implemented here
can be found in [14]. The inverse problem is solved as an
optimization problem, as outlined in the next section. The
procedure iterates on a series of direct computations until
all boundary condition and constraints are satisfied within
an expected range of gradient and cost function residuals.
3 ADJOINT EQUATION AND GRADIENT
We define the cost function
F(Γc, T ) =
1
2
∫
Γb
[T (x)− Tb(x)]
2
dΓ + χP(Γc) (2)
where the P(Γc) is a penalization function added to en-
force the geometric constraints to the optimization prob-
lem. The control variable is the set of relations defining
the cooling passages geometry Γc. All the parametriza-
tions proposed for the coolant passage boundary could be
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Figure 2: Domain geometry nomenclature (a) and domain
area variation (b) for a blade with a centroids based repre-
sentation of coolant passages (Parametrization B).
written as
Γj ∈ R
2 : x =
∑
j
µjpj(s), y =
∑
j
νjqj(s) (3)
where pj(s), qj(s) are shape functions and µj , νj are the
control parameters. The latter can be packed in a single
vector αi. In general, the optimal temperature field must
satisfy the governing equation (1) and some geometric
constraints. In order to solve such constrained extremum
problem, we introduce the Lagrangian function
L(T,Γ,Λ) = F(Γc, T ) +
∫
Ω
Λ∇ · (k∇T )dΩ (4)
where Λ(x) is a Lagrange multiplier. The Lagrangian will
allow us to treat the problem as unconstrained. A station-
ary configuration is found when the variation of L with
respect to all its arguments, that are now considered inde-
pendent functions, is 0. We compute δL as
δL = δLT + δLΛ + δLΓj (5)
All the contributions to δL must be 0 at the minimum.
Hence, to find a stationary point we enforce
δLT = 0 δLΛ = 0
In general this results in δLΓj ̸= 0. To reach the minimum
we take δΓj such that δL = δLΓj < 0.
Note that the variations of L with respect to the Lagrange
multipliers Λ simply yield the heat conduction equation.
The condition δLT = 0 leads to the adjoint equation and
its boundary conditions. Based on the second Green’s
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Figure 3: Domain geometry nomenclature (a) and domain
area variation (b) for a hollow blade with a thickness based
representation of coolant passages (Parametrization C).
identity the second integral can be formulated as
δLT =
∫
Ω
Λ∇ · (k∇(δT ))dΩ+
∫
Γb
(T − Tb)(δT )dΓ =
=
∫
Ω
(δT )∇ · (k∇Λ)dΩ+
∫
Γ
Λk∇(δT ) · n dΓ
−
∫
Γ
(δT )k∇Λ · n dΓ +
∫
Γb
(T − Tb)(δT )dΓ =
=
∫
Ω
(δT )∇ · (k∇Λ)dΩ+
∫
Γb
(
Λk
∂(δT )
∂n
− (δT )k
∂Λ
∂n
+ (T − Tb)(δT )
)
dΓ+
M∑
i
∫
Γi
(
Λk
∂(δT )
∂n
− (δT )k
∂Λ
∂n
)
dΓ
(6)
By perturbing the boundary conditions (1b,1c) we can
write
k
∂(δT )
∂n
= −h(δT ) on Γ = Γb
k
∂(δT )
∂n
= h(δT ) on Γ = Γj
(7)
Substituting in (6) and considering all this integral contri-
butions must vanish, we have
∇ · (k∇Λ) = 0 on Ω
k
∂Λ
∂n
= hΛ + (T − Tb) on Γb
k
∂Λ
∂n
= −hΛ on Γj
(8)
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The adjoint problem (8) is formally identical to system (1).
By changing Λ ← T and with slight modifications to the
set of boundary conditions, the numerical method used to
solve the thermal problem can be applied to the adjoint
problem.
To derive the variations δL Γj we observe that, from eq. (3)
they are formally equivalent to (and therefore replaced by)
the variations of the Lagrangian function against the con-
trol parameters αi
δLα =
∑
i
∂
∂αi
[∫
Ω
Λ∇ · (k∇T ) dΩ+ χP
]
δαi (9)
that can be resumed as
δLα =
∑
i
Giδαi (10)
where
Gi =
∂
∂αi
[∫
Ω
Λ∇ · (k∇T ) dΩ+ χP
]
(11)
At the n-th iteration, if we update αi with
(δαi)
n = −ρGni (12)
by taking ρ > 0, then δLα ≤ 0. By iterating such
a procedure, the minimum is eventually reached. This
method, namely the Steepest Descent Method (SDM), has
a slow convergence. Better convergence rates can be ob-
tained with the Conjugate Gradient Method (CGM) [21],
in which the correction δα at the iteration n is given as
(δαi)
n = (δαi)
n−1 + βnGni (13)
where βn is defined by the modified Polak-Ribie`re for-
mula
βn = max


∑
i
Gni (G
n
i − G
n−1
i )
∑
i
Gn−1i G
n−1
i
, 0

 (14)
The final expression of the terms Gi(Γi, T,Λ) depends on
the adopted parametrization of the cooling passages geom-
etry.
3.1 Remarks on well-posedness and conver-
gence
It is well known that an inverse problem can be ill-posed,
e.g. if unrealistic target temperature Tb(s) are imposed [1].
When the procedure diverges for any choice of α0i , the de-
signer can observe, from the analysis of the optimization
sequence, where the system fails to realize the prescribed
temperature. Moreover, he can identify the thermal field
that realizes the nearest agreement with the target distribu-
tion Tb(s). As long as Tb(x) is prescribed “a priori”, ill-
posedness issues can exist. These problems are eliminated
if the inverse problem is included in a wider optimization
process, where Tb(s) itself becomes a control variable and
therefore it is restricted to vary only on the subspace of
allowable temperature distributions by the adjoint method
[12, 13].
Gradient based methods could be attracted by local min-
ima. The latter often appear in multidisciplinary optimiza-
tions, when control variables with opposite tendencies are
treated. This behaviour can affect the convergence rate but
it does not necessarily infer a failure in finding the global
minimum. A restarting strategy of the CGM, with a vari-
able selection of the parameter ρ often solves the problem.
Another cure is based on non-deterministic approaches in
the step selection e.g. genetic algorithms or simulated an-
nealing).
If the solution is not unique, it may happen that the system
is attracted to a solution, while the designer is interested
in another one. This problem could arise in any automated
design system. It has not been encountered in present work
and, in general, it is removed by an appropriate choice of
the boundary conditions [13].
3.2 Derivation of an optimal temperature
distribution Tb(s)
Questions may arise on how the designer could select
the blade temperature distribution Tb(s). As mentioned
above, the inverse problem can be included in a wider op-
timization process, where Tb(s) itself becomes a control
variable. This choice also eliminates ill-posedness issues
by constraining Tb(s) to vary only on the subspace of al-
lowable temperature distributions by the adjoint method
[12, 13]. Although the present work is focused on the
solution of the inverse problem, a possible procedure is
briefly outlined for sake of completeness. Let us introduce
the optimization problem of finding the optimal shape and
external blade temperature distribution Tb that minimizes
a selected blade performance through the cost function
H(U , T, Tb,Γ). In general, the complete aero-thermal
problem should be considered, since H is a function of
the flow variables vector U . To restrict our analysis to a
pure thermal problem, as in [15], we try to minimize, for
instance, the mean blade temperature Tb. The role of the
mean blade temperature on the turbine performance is in-
vestigated in [16]. The functionalH is therefore
H(T,Γ) = Tb =
∫
Γb
T (x)dΓ
∫
Γb
dΓ
(15)
Additional constraints on the maximum temperature or on
the temperature gradient can be imposed by a suitable se-
lection for parametrization of Tb(s) (e.g. as in [12] has
ben done for wall pressure distribution in an aerodynamic
shape optimization problem), or by penalization. The orig-
inal functional F in Eq. (2) is modified as
F ′(Γc, T, Tb) = F(Γc, T ) + χ1H(U , T, Tb,Γ) (16)
where χ1 is a weight parameter. An additional term is
introduced in the lagrangian function L, so that Eq. (4)
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becomes
L(T,Γ, Tb) = F(T,Γ, Tb)+
∫
Γb
ξ(T (x)−Tb(x))dΓ (17)
where ξ(s) is a lagrangian multiplier. Then, in the foot-
steps of the procedure explained in the previous section,
δL is computed as
δL = δLT + δLΛ + δLΓj + δLTb + δLξ (18)
Again, all the contributions to δL must vanish at the mini-
mum
δLT = 0, δLΛ = 0, δLξ = 0
and δLΓj ̸= 0 and δLTb ̸= 0 . To reach the minimum we
take δΓj and δTb such that δLΓj < 0. and δLTb < 0 . Let
us neglect the mathematical derivation of the new adjoint
problem, which is out of the scope of the present exem-
plification. The optimization procedure can be started by
using the results of the thermal analysis on an initial blade
configuration. The computed temperature profile on the
external blade surface Tw(s) can be set as initial try for
Tb(s). Then, the solution of the adjoint procedure gives
the δΓj and δTb in order to update both geometry and tar-
get temperature profile. The procedure iterates until con-
vergence.
The idea of nesting the inverse procedure in a wider op-
timization process, which refines the target temperature
profile Tb(s), can also be implemented by using other op-
timization frameworks that are not necessarily based on
adjoint methods.
4 DOMAIN PARAMETRIZATION
Scope of this section is to derive a formulation of Gi able to
parametrize the geometric optimization variables αj and
to include the necessary set of constraints.
4.1 Parametrization A
We consider circular cooling passages. The parametric
representation of the boundary Γj(x, y) of each of M
coolant passages is defined by
x(ϑ) = aj +Rj cosϑ
y(ϑ) = bj +Rj sinϑ 1 ≤ j ≤M
(19)
where Cj = (aj , bj), Rj are the center and radius of the
j-th circle, respectively (see Fig. 1). The vector of 3M
control variables can be packed in a single vector as
{α} = {{aj}, {bj}, {Rj}}, 1 ≤ j ≤M (20)
Letting a variation αi ← αi + δαi, and neglecting higher
order terms, the functional Gi can be reduced to
Gi =


∫
Γi
Λ∇ · (k∇T )
(x− αi)
Ri
dϑ+ χ
∂P
∂αi
1 ≤ i ≤M
∫
Γi
Λ∇ · (k∇T )
(y − αi)
Ri−M
dϑ+ χ
∂P
∂αi
M + 1 ≤ i ≤ 2M
∫
Γi
Λ∇ · (k∇T )r dϑ+ χ
∂P
∂αi
2M + 1 ≤ i ≤ 3M
(21)
Note that in eq. (20) the vector αi is composed by three set
of control variables (aj , bj , Rj), therefore we are now led
to a formulation of Gi in which the three different contri-
butions have been distinguished.
4.2 Parametrization B
As natural extension of the Parametrization A, the generic
coolant passage can be represented by a polar distribution
of radii r(θ) emanating from a given centroidCj , as shown
in Fig. 2a . Then, each contour can be approximated by a
Fourier expansion
r(ϑ) = A1 +
M∑
n=1
[
A(2n) sin(nϑ) +A(2n+1) cos(nϑ)
]
(22)
where M is the number of harmonics. Each curve Γj can
be expressed as
xj(ϑ) = Cj +r(ϑ)(cos(ϑ) ıˆx+sin(ϑ) ıˆy) (23)
being ıˆx, ıˆy the unit vectors in the x and y-direction, re-
spectively. If 0 ≤ ϑ ≤ 2pi, then the whole passage is let
vary during the inverse problem solution, and any addi-
tional geometric constraint can be introduced only by pe-
nalization. Partially fixed contours, e.g. to take into ac-
count for the presence of struts, can be introduced by ex-
cluding the angular extension of the region of interest from
the optimization domain (i.e. ϑmin ≤ ϑ ≤ ϑmax). Ev-
ery time it is possible, the use of penalization should be
avoided.
The integral function G can be evaluated as follows. Mov-
ing α ← α + δα implies Γc ← Γ
′
c (see Fig. 2b) and the
variation δΩ can be approximated by
δΩ ∼= δ
(
r(ϑ)2
dϑ
2
)
∼= [r(ϑ)dϑ]δr(ϑ) (24)
and therefore
Gi =
∫
Γi
Λ∇ · (k∇T ) r(ϑ) dϑ+ χ
∂P
∂αi
(25)
5
4.3 Parametrization C
For hollow blades as in Fig. 3 , a more efficient description
of the internal geometry is obtained by adding the thick-
ness distribution to the external blade contour Γb (or to
Γa). The thickness distribution t(η) can be represented by
any periodic interpolation function. For instance,
t(η) = A1+
M∑
n=1
[
A(2n) sin(2npiη) +A(2n+1) cos(2npiη)
]
(26)
the curve Γc is expressed as
xc(η) = xb(η)− t(η)nb(η) (27)
being nb(η) the normal vector to Γb along the normalized
curvilinear coordinate η . One advantage is that this repre-
sentation inhibits possible overlaps between coolant holes
boundaries, so that the related terms of the penalization
function can be dropped out. Moreover, Parametrization
C still applies for partially fixed geometries of the coolant
flow passage,e.g. when struts or surface coolant ejection
channels are present. Finally, as shown in Fig. 3b, when
Γc ← Γ
′
c, by approximating the area variation δΩ by the
quadrilateral ABCD, we are lead to
δΩ ∼= 2 ds δτ(s) (28)
where second order terms have been neglected.
Gi = 2
∫
Γi
Λ∇ · (k∇T ) ds+ χ
∂P
∂αi
(29)
4.4 Penalization
The holes boundaries cannot intersect each other and must
lie far from the coating region of the blade. These re-
quirements are constrains of the optimization problem and
are introduced using penalization. When the coolant pas-
sages pattern is represented by a set of simple geometrical
objects (e.g. circles, ellipses, ecc..) a strong penalization
function is required to enforce non-intersecting conditions
[5, 6, 14] . In parametrization B it is sometimes possi-
ble to avoid the use of penalization if the initial condition
and the iterative update of the geometry is under-relaxed.
Moreover, as long as centroids Cj are retained fixed dur-
ing the optimization process, the non-intersecting condi-
tion can be guaranteed by limiting the domain of search
by a frontier (Γc)max . The same procedure can be used in
parametrization C, where crossing boundaries Γj are less
frequently observed in very elongated coolant flow pas-
sages, near the blade trailing edge. In the general case,
the non-intersecting condition is enforced in a way simi-
lar to [5]. Considering M coolant passages, we write the
penalization function as
P =
M∑
i
d0
dai − d0
+
M∑
j
M∑
i=1,i ̸=j
df
dij − df
(30)
where:
da i = min(||Pa − Pi||
Γa
r
r
rb
a
1
Γ1
Γb
Test Case parameters
Inner flow temperature [K] Tc = 603.15
external flow temperature [K] Tg = 303.15
inner core thermal conductivity [W/mK] k1 = 15
inner core thermal conductivity [W/mK] k2 = 0.2
inner walls heat transfer coefficient [W/m2K] hc = 400
blade surface heat transfer coefficient [W/m2K] hg = 60
outer cylinder radius [mm] rb = 58
inner cylinder radius [mm] r1 = 25
coating radius [mm] ra = 38
Figure 4: Composite hollow cylinder test-case.
is the minimum distance between the i-hole surface and
the Γa contour (see Figs 1-3 ) and
dij = min ||(Pi − Pj)||
is the minimum distance between two coolant passage
contours Γi and Γj .
In [14] a detailed derivation of the penalization function
for parametrization A is given. It must be noted that the
penalization is often problem-dependent and the general
way to deduce the gradient ∂P/∂αi is by using automated
differentiation tools.
5 NUMERICAL RESULTS
The proposed procedure is a classical optimization tech-
nique via adjoint equations. It consists of following steps:
1. solve the direct problem of equation (1).
2. solve the adjoint problem of equation (8).
3. evaluate the objective functional gradient by using
equation (9).
4. compute the conjugate direction of search via equa-
tion (13) and march towards the extremum.
5. update the solution and test the convergence criterion.
The process starts with the selection of a suitable paramet-
ric representation α0i of the blade internal geometry. Based
on this initial set, the domain boundaries are deduced and
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Figure 5: Composite hollow cylinder test-case. Initial (a)
and final (b) domain geometry with the related temperature
field.
the mesh is generated. Then the FEM analysis (Step 1) is
performed, using the best available information about the
heat transfer coefficient h distributions along the blade sur-
face and on the coolant channels. Although this solution
has not be implemented here, conjugate heat transfer can
be considered at this point and h(Γ, s) can be extrapolated
from an aero-thermal analysis. The adjoint problem (8)
is solved on the same mesh and by the same FEM solver
as in Step 1; the adjoint thermal field is used to compute
the gradient of the objective function F(Γc, T ) . Finally,
the CGM strategy identifies the search direction and the
parametric representation is updated to the new set of con-
trol variables αni . Step 1 is then applied to new internal
blade configuration, and the L2-norm residual of the con-
trol variables αj , as well as the objective functional, are
used to check the convergence level.
The whole numerical procedure has been implemented as
a parallel FEM application as described in [14]. By using
the meshing tool bamg [20], an adaptive mesh refinement
with error control is performed to accurately resolve the
thermal and the adjoint fields. As a consequence, at each
iteration both thermal field and grid are computed twice.
Although the resulting numerical procedure is not very ef-
ficient, it ensures a better grid resolution and a more accu-
rate evaluation of the gradients. As far as 2D simulations
are concerned, the computational remains quite affordable.
Moreover, the computational cost of this adjoint procedure
iterations
R
e
si
du
a
l
O
bje
ct
iv
e
fu
n
ct
io
n
0 50 100 150 200
10-7
10-6
10-5
10-4
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
Objective
Residual
(a) Convergence history
Theta [rad]
Th
ic
kn
e
ss
0 1 2 3 4 5 6
0.01
0.015
0.02
0.025
it = 0
it= 10
it= 15
it= 190
exact
(b) Thickness distribution
Figure 6: Composite hollow cylinder test-case. (a) Objec-
tive function and L2-norm of the controls residual versus
iteration steps. (b) Cylinder thickness distribution τ(ϑ) at
selected iterations.
is independent to the number of control variables.
Three numerical applications are proposed in the next sub-
sections. The first example is a test against an analytical
solution. The second and third tests are based on experi-
mental and numerical aerothermal analyses of cooled tur-
bine blades [18, 19].
5.1 Coated cylinder with internal heating
Let us consider the heat transfer problem on a composite
hollow cylinder with coating and a single circular heat-
ing passage as shown in Figure 4. The exact solution of
the temperature field on the whole domain is obtained by
classical analytical methods (e.g. [17], page 63, example
3-11). Although the test does not refer to a cooling prob-
lem it is proposed for comparison with previous works. In
fact, this solution has been used to validate inverse proce-
dures [5, 14]. Starting from a generic geometric configu-
ration for the cylinder, as shown in Figure 5a, we solve for
the geometry of the heating passage that realizes the target
external wall temperature Tw = Tb(Γb) . The geometry
of the inner passage is represented here using a Fourier se-
ries expansion eq. (22). The thermal field and the related
adjoint problem are then solved at each optimization step
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Figure 7: Test Mark II. (a) Initial and (b) final grid and
cooling passage pattern. the temperature field is normal-
ized to Tref = 811 K.
and the domain geometry is updated following eq. (13) by
the CGM strategy and adaptive refinement, as discussed in
the previous section. FEM domain discretization is based
on quadratic triangular elements.
The generic initial condition and the final temperature field
and geometry, characterized by a circular inner channel,
are both shown in Figure 5 . The system has shown a
monotonic convergence, as visible in Figure 6a where the
function F and the L2-norm residuals of αi is plotted ver-
sus the optimization steps. The numerical results proposed
are based on the parametrization C: a thickness distribu-
tion τ(ϑ) is subtracted to the fixed coating frontier Γa to
derive the internal channel geometry Γc. The penalization
function P has been switched off. The evolution of the
function τ(ϑ) during the adjoint optimization process is
shown in Figure 6b . The constant value τ = 0.013 corre-
sponds to the theoretical solution. If the center of circle Γb
is chosen as the centroid, we have r(ϑ) = Rb − τ(ϑ).
In this case the use of parametrization B or C leads to
the same accuracy and convergence rates. A test using
Parametrization A has been already presented in [14] and
in that case penalization cannot be avoided, but also the
control variables was only three: (x1, y1, R1) .
5.2 Mark II turbine blade
Experimental data about the Mark II and CF3X internally
cooled turbine blades are available in the open literature
[18] and have been used as a reference test-case in sev-
eral work on the conjugate heat transfer and optimal blade
design. The Mark II stator vane geometry is depicted in
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Figure 8: Test Mark II. Target temperature and heat
transfer coefficient h∗ on the blade surface. The nor-
malization constants are: Tref = 811 K and href =
1135 W/(m2K).
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Figure 9: Test Mark II. Convergence history of the objec-
tive function and L2-norm of the controls residual.
Figure 7b . The cooling system of this blade is composed
by ten circular passages (M = 10). The experimental data
are used here to formulate a design problem and to solve
it by the inverse numerical procedure. The measured sur-
face temperature for a selected working condition (namely,
the run-15 in[18]) is assumed as target temperature Tb(x).
Then, starting from an arbitrary initial geometry, the cor-
rect coolant passage pattern is sought. The control vari-
ables are the centre coordinates and radii of the circular
cooling passages (parametrization A), packed in the vec-
tor αi by (20) . The distribution of h(s) along the external
blade surface is based on a polynomial fitting of the exper-
imental data. For the coolant passages, the heat transfer
coefficient is obtained from the Nusselt number
NuD = Cr · 0.022Pr
0.5ReD
0.8 (31)
where Pr and Re are the Prandtl and Reynolds numbers
based on the coolant flow rate, viscosity and temperature.
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Figure 10: Hollow turbine blade. Blade geometry and tar-
get wall temperature profiles. Temperature is normalized
to the reference Tref = 1651 K.
Cr is an empirical correction parameter reported in [18]
(Cr = 1.118 for hole 1 to 7, Cr = 1.056 for hole 8 and 9,
Cr = 1.025 for hole 10).
The generic initial condition and the converged solution of
the inverse procedure are shown in Figure 7. The test was
quite severe: there are 3×M = 30 control variables and,
from eq. (30), M × M = 100 penalty sub-functions to
guarantee non-intersecting conditions on hole-to-hole and
hole-to-external boundary. The experimental and the eval-
uated blade surface temperature are reported in Figure 8.
The convergence of the objective functional and of the L2-
norm of the αi residual are monitored in Figure 9. As vis-
ible, both functions decrease of two orders of magnitude
in about 100 iterations. The geometrical configuration ob-
tained is very close to the real one. For each αi the relative
error is less than 0.5% . By using the parallel implementa-
tion of the FEM code, the full computation (800 iterations)
has run in about one hour on a 8-core Intel i7 workstation.
5.3 Hollow turbine blade
An aero-thermal analysis reported in [19] has been used
as reference to test the inverse procedure on a configura-
tion closer to modern hollow blades. Although the dataset
in [19] does not disclose all information we need, it was
the most complete we found in the open literature. The
blade geometry and temperature profiles on the outer sur-
face reported in [19] are shown in Figure 10. The blade
is characterized has four coolant passages, while the pres-
ence of a coating barrier is not reported. The geometry
was scaled by an unknown reference length, and also the
heat transfer coefficient along the external blade surface
was not given. Available data are the inlet total tem-
perature (T 0 = 1651 K), the coolant fluid temperature
(Tc = 900 K) and coolant wall average heat transfer co-
efficient (hc = 2000 W/m
2K), the blade thermal con-
ductivity (κ = 25 W/mK). Before proceeding further,
we had to complete the dataset by introducing additional
assumptions. In fact the knowledge of a reference solution
(i.e. the geometry, the thermal field and heat fluxes) is re-
quired for testing the numerical procedure. First, the blade
axial chord is arbitrarily set to cax = 0.05 m . The local
heat flux qw at a point xp on the coolant passage walls is
computed as suggested in [19] as
qw(xp) =
hc (Tw(xp)− Tc)
κ
(32)
with the above-mentioned values for hc, Tc and κ. This
thermal boundary condition does apply also during the in-
verse procedure.
Then, a rough estimate of the heat transfer coefficient
along the blade is deduced via the recovery temperature
concept. Assuming a linear behaviour for both the Mach
numberMe(s) and for the static temperature Te(s) on the
external flow along the blade, the recovery temperature is
evaluated as
Tr(s) = Te(s)
(
1 + r
γ − 1
γ
M2e (s)
)
(33)
where, for a fully turbulent case, the recovery factor can
be expressed as r = (Pr)0.33, and the Prandtl number is
Pr = 0.72 [17]. By imposing the known wall tempera-
ture distribution Tb(s), the thermal field is computed by a
FEM analysis. Finally, the heat transfer coefficient distri-
bution is evaluated from the mixed boundary condition on
the external blade surface
hb(s) =
k
Tr(s)− Tb(s)
(
∂T
∂n
)
b
(34)
Now the reference solution is complete and we can build
up a test-case exactly as done in the previous sections.
Starting from the generic initial condition depicted in
Figure 11a, the inverse procedure imposes the reference
boundary conditions until the reference geometry is re-
covered with a satisfactory level of approximation. Us-
ing parametrization B, the procedure has failed to con-
verge, since the centroid based representation has experi-
enced problems in capturing the contour variation of very
elongated coolant passages. By using the thickness based
parametrization C, instead, the correct geometry has been
found with a nearly monotonic convergence rate. The αi
residual is decreased of three order of magnitude, as visi-
ble in Fig. 12a . The snapshots of the thickness distribution
at various iterations are plotted in Fig. 12a , where also tar-
get and obtained distributions are indistinguishable. Initial
and final temperature field are shown in Figure 11. From
numerical experiments, it was also observed that the use of
penalization can be often avoided by starting with a very
thin-walled blade and then let the procedure to increase
slowly the wall thickness. In any case, parametrization
C needs only the first term of eq. (11) to be implemented.
The most critical channel to design is the one closest to the
trailing edge. It is the first contour to overlap when thick-
ness increases. Some numerical difficulties in the recon-
struction of the channel contour can be also experienced in
regions where the external boundary exhibits small radii
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Figure 11: Hollow turbine blade. (a) Initial and (b) final geometry and temperature field. Temperature is normalized to the
reference Tref = 1651 K.
of curvature. In this case a polynomial representation of
curves is recommended in the leading and trailing edge
zones, where the normal vector must be evaluated with
high accuracy.
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7 CONCLUSIONS
An adjoint procedure for the solution of the inverse heat
conduction problem, proposed in [14], has been reformu-
lated with three different parametric representation of the
internal cooling system of turbine blades. The algorithm
can account for partially fixed geometry of internal pas-
sages, reducing or avoiding the need of penalization func-
tions in the optimization problem. Moreover, if compared
to similar approaches, the present adjoint formulation does
not require the evaluation of an additional perturbation
field. This reduces the computational cost and increases
the robustness of the numerical technique. The computa-
tional cost is affordable on a medium level workstation.
The procedure has been validated against analytical, ex-
perimental and numerical solutions. In all the test cases
proposed, the method converges monotonically to the tar-
get solution. The bare-bone of the extension to the three-
dimensional case is under testing as a web based appli-
cation for concurrent design. In fact, the computational
procedure can be implemented by using a scripting lan-
guage and any command driven FEM solver that allows
for the treatment of non-standard boundary conditions. In
the future, the coupling with an aero-thermal analysis tool
could be the natural extension of the method. Neverthe-
less, the open frontier is the robust design of turbine blades
under specified thermal transients. As a starting point to-
wards this direction, we remark that the adjoint equation
can be also formally derived for the unsteady heat conduc-
tion equation.
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