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Abstract
Two-dimensional IR spectroscopy and IR pump/probe spectroscopy with a femtosecond
time resolution were applied to investigate ultrafast vibrational dynamics of H2PO−4 ions
in an aqueous solution, of BH−4 ions in liquid and crystalline environments, and the non-
linear response of a bulk plasmon in a layer system of highly Ga-doped ZnO layers.
Phosphates are important building blocks of biomolecules such as DNA or phospholipids
and constitute their major hydration sites. Hence, a strong interaction occurs among
phosphates and their surrounding water shells, which allows for a mapping of hydrogen
bond dynamics and structural fluctuations within the network of water molecules. At
interfacial sites such as a DNA-water interface, phosphate vibrations were successfully
utilised as local probes for decelerated water dynamics, caused by spatial characteristics
and restrictions. Here, phosphate vibrations of the ion H2PO−4 dissolved in water are in-
troduced as local probes for the full fluctuation dynamics of bulk water. Homogeneously
broadened line shapes are observed in 2D-IR experiments for the asymmetric and sym-
metric phosphate vibrations νAS(PO−2 ) and νS(PO
−
2 ) with an underlying correlation time
of 50 fs; a timescale typical for water librations. A second infinitely large correlation time
is measured that describes a weak inhomogeneous contribution resulting from quasi-static
spatial configurations of the phosphate-water system. Vibrational lifetimes of ≈ 300 fs
are measured for νAS(PO−2 ), νS(PO
−
2 ), the asymmetric and symmetric P-(OH)2 bending
vibrations, and the asymmetric P-(OH)2 stretching vibration, respectively. Cluster calcu-
lations reveal a strong sensitivity of phosphate vibrations on the hydration level and show
that phosphate-water hydrogen bonds are stronger than water-water hydrogen bonds.
NaBH4 is a complex hydride and, thus, a hydrogen carrier and potential energy carrier for
mobile applications. It combines two crucial properties: i) a large volumetric hydrogen
content, and ii) a low overall mass, especially in comparison to intermetallic compounds.
Unfortunately, hydrogen uptake and release of hydrogen covalently bound in BH−4 tetra-
hedrons are both energetically expensive. To get a detailed microscopic understanding
of B-H vibrations and, therewith, of hydrogen dynamics, pump/probe experiments were
performed on BH−4 ions dissolved in a liquid solution and embedded in the crystalline en-
vironment NaBH4. A strong Fermi resonance coupling of the asymmetric BH−4 stretching
vibration ν3 with the first overtone of the BH−4 bending vibration ν4 enables the dissipa-
tion of excess energy from ν3 over ν4 into either the vibrational manifold of the solvent
or the low-frequency phonon modes of NaBH4, revealed by two-colour pump/probe mea-
surements. In one-colour pump/probe measurements, excited state lifetimes of 3.0 ps for
ν3 and of 3.6 ps for ν4 are observed. Due to the high packing density of BH−4 tetrahedrons
in the NaBH4 crystal, a radiative coupling occurs among them, which leads to a quick
reemission of absorbed excess energy on a sub-500 fs timescale. Furthermore, a strong
anharmonic coupling of excited low-frequency modes in NaBH4 to ν3 and ν4 leads to sig-
nificantly more intense thermal pump/probe signatures in the NaBH4 crystal compared
to the liquid solution.
Bulk plasmons represent collective longitudinal excitations of free electron gases in ionic
or polar crystal lattices. In contrast to widely explored surface plasmon polaritons, the
nonlinear response of a bulk plasmon has not been investigated so far with optical methods
and a femtosecond time resolution, but it is very meaningful for ultrafast applications. A
ii
bulk plasmon resonance of a highly Ga-doped ZnO layer in a particularly designed layer
system is investigated with pump/probe spectroscopy. Intraband excitation of conduction
band electrons in ZnO leads to a heating of the electron gas. Due to hyperbolic non-
parabolicities in the conduction band structure of ZnO, the heating results in an increase
of the ensemble averaged electron mass and, consequently, in a reduction or redshift of
the bulk plasmon frequency. Due to a strong polar-optical coupling of the electron gas
with longitudinal optical phonons in ZnO, the relaxation of excess energy proceeds via
the emission of longitudinal optical phonons on a 300 fs timescale. The time-dependent
redshift is accompanied by a broadening of the plasma resonance.
iii
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Infrared (IR) spectroscopy is a powerful tool and one of the most widely used techniques in
physics, chemistry, and natural sciences [1]. It comprises a manifold of different methods,
e.g. Fourier transform spectroscopy (FTIR) or two-dimensional spectroscopy (2D-IR),
which allow for the investigation of various sample systems and give detailed insights into
structural properties or molecular interactions, to name only a few possibilities [2].
The research on molecular vibrations and low-energy excitations in solids, such as phonons
or electronic inter- and intraband transitions, constitutes two major fields for the appli-
cation of IR spectroscopy [1–5]. Especially in combination with a femtosecond (fs) time
resolution, vibrational excitations of e.g. molecules dissolved in water or electronic transi-
tions in semiconductors can be addressed on their intrinsic timescales [6–14]. This opens
the door to a precise understanding of intermolecular couplings and structural fluctuations
in molecular systems, interactions among electrons in semiconductors, or many further
aspects.
Within this work, comprehensive experimental studies on molecular vibrations of H2PO−4
ions, BH−4 ions, phonons in NaBH4, as well as on a bulk plasmon in Ga-doped ZnO are
performed. FTIR, fs 2D-IR, and fs IR pump/probe spectroscopies are applied in trans-
mission and reflection geometry in order to consider the particular nature of the studied
samples. Phosphate solutions are measured in a free-standing liquid jet, borohydride so-
lutions and polycrystalline NaBH4 in particularly designed sample holders, and a highly
reflecting layer system of Ga-doped ZnO layers, spanning a plurality of different sample
consistencies. Spectrally tunable fs IR light pulses are used to address the absorption
resonances of the investigated samples and to analyse their optical responses in nonequi-
librium states with a fs time resolution. Thus, IR spectroscopy is applied in this work to
achieve in-depth insights of dynamical processes in differently constituted sample systems
that are each of particular interest.
The present thesis is structured in seven chapters. After this introduction (chapter 1),
fundamental theoretical aspects about light-matter interactions and molecular vibrations
are discussed in chapter 2. It is followed by chapter 3 that introduces the experimental
techniques applied for e.g. fs IR pulse generation or fs 2D-IR spectroscopy. In chapter 4,
phosphate vibrations of H2PO−4 ions dissolved in water are discussed. Chapter 5 comprises
vibrational studies on the anion BH−4 of the complex metal hydride NaBH4 in a liquid
and a crystalline environment, and chapter 6 covers the optical nonlinear response of a
bulk plasmon in a layer system of highly Ga-doped ZnO layers. All experimental findings





In this thesis, the nonlinear optical responses of molecules in the condensed phase and
of a bulk plasmon in ZnO:Ga are measured in the mid-IR with spectroscopic methods
possessing a femtosecond time resolution. The present chapter contains the theoretical
framework to describe vibrational excitations of molecules, couplings among them, and
how ultrafast interactions between a solvent and the solvated molecule contribute to the
line shape of vibrational absorption resonances. Furthermore, the applied spectroscopic
methods are discussed with emphasis on nonlinear response functions, that are particu-
larly sensitive on e.g. population lifetimes or structural fluctuations and, thus, go beyond
linear spectroscopy. A detailed description of the experimental realisation is given subse-
quently. Fundamental aspects about bulk plasmons are discussed in chapter 6.
Four different text books edited by Shaul Mukamel [15], Martin Zanni and Peter Hamm
[2], Gerhard Herzberg [16], and Robert W. Boyd [17] have mainly been used to create
this chapter.
2.1 Vibrational excitations in molecules
Vibrational modes in molecules represent a certain form of excitation. They allow for the
deduction of a manifold of information about molecules such as e.g. structural charac-
teristics or the nature of interaction with surrounding media [1]. In general, a molecule
consisting of N atoms exhibits 3N − 6 degrees of freedom along the normal coordinates
q1,...,3N−6 that represent the vibrational modes [16]. IR spectra result from transitions
between quantised vibrational energy states that are denoted by vibrational quantum
numbers v = 0, 1, 2, ... . The transition frequencies of vibrational modes depend on the
vibrational potential V (q). For purely harmonic potentials (cf. Fig. 2.1), the vibrational
modes of a molecule possess the energy of quantum mechanical harmonic oscillators, so
that their vibrational energy can be expressed with [16]










In eqn. (2.1), vi describes the vibrational quantum number of the ith vibrational mode,
ωi its transition frequency, and h̄ the Planck’s constant.
In real molecules, the displacements of atoms along the normal coordinates deviate from
harmonic behaviours. A more general potential for non-degenerate vibrations and small
atomic elongations is therefore given as a Taylor series expansion for distortions of the
nuclear framework [1, 16]
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2.2 Vibrational couplings
In this description, forces, higher-order forces, and elongations along different vibrational
coordinates become relevant, which leads to couplings among vibrational modes and cor-
rection terms for the corresponding transition frequencies. These can be expressed as

























for non-degenerate vibrations with anharmonic corrections ∆ij termed anharmonicites
[16]. Diagonal anharmonicities ∆i=j typically have negative signs which results in red-
shifts of the transition frequencies of excited vibrational modes. Fig. 2.1 represents the
vibrational potentials for a harmonic and an anharmonic vibrational oscillator with the










(∆i=j = h̄ω01 − h̄ω12)
Figure 2.1: Harmonic (gray dashed line) and anharmonic (black solid line) vibrational potential V (q) as
a function of the vibrational coordinate q. The diagonal anharmonicity ∆i=j causes shifted energy levels
for the vibrational quantum numbers v = 0, 1, 2, ... and decreasing transition frequencies between higher
order vibrational states (h̄ω01 > h̄ω12).
2.2 Vibrational couplings
As discussed in the previous section, deviations from a harmonic vibrational potential
lead to anharmonic corrections for the transition frequencies of vibrational modes and
mode couplings. In the representation of vibrational excitons that is based on coupled
local modes, one can introduce a microscopic description of coupling with the help of
transition dipole moments µn, the so-called transition dipole coupling [2]. For a pair of
two coupled local modes i and j, the orientation of their transition dipoles µi and µj











In eqn. (2.4), ǫ0 and ǫr denote the permittivity of the free space and the relative permittiv-
ity, respectively. In the domain of linear absorption, a one-exciton Hamiltonian including




h̄ω1 + h̄ω2 ∓
√
4β212 + (h̄ω2 − h̄ω1)2
2
. (2.5)
These eigenvalues are essentially determined by the transition frequencies h̄ω1,2 and cor-
rected by the difference of h̄ω1 and h̄ω2 and the coupling strength squared β212. Once
|β12| << |h̄ω2 − h̄ω1| is fulfilled, eqn. (2.5) simplifies to




and defines the so-called weak coupling regime with localised exciton states and minorly
shifted transition frequencies [2]. In the strong coupling regime for |β12| >> |h̄ω2 − h̄ω1|,





Accordingly, the excitonic states are delocalised and strongly shifted transition frequencies
or large energy splittings occur. An exemplary energy splitting of two coupled local modes









Figure 2.2: (a) Energy splitting due to the coupling of two local modes with the coupling constant β12.
In the strong coupling regime the energy splitting is large compared to the energy difference |h̄ω2 − h̄ω1|,
whereas in the weak coupling regime the energy splitting deviates only slightly from |h̄ω2 − h̄ω1| [2]. (b)
Linear absorption spectrum of the two coupled oscillators.
Vibrational couplings can be measured with linear spectroscopy, but only nonlinear 2D-
IR spectroscopy allows for the determination of numerical values for coupling strengths.











A Fermi resonance is a special kind of intermode coupling. It occurs once a vibrational
transition, e.g. νa(v = 0 → 1), is very close in energy to another vibrational transition, e.g.
νb(v = 0 → 2), of the same species, meaning both vibrational modes have to transform
corresponding to the same irreducible representation of the molecular point group [16].
Consequently, the eigenfunctions of the vibrational modes start to mix and an energy
splitting of the transition frequencies occurs, as shown schematically in Fig. 2.3 [16]. This
coupling can lead to the particular case in which an actually dipole forbidden transition,
such as νb(v = 0 → 2), gains oscillator strength from a dipole allowed transition and,
thus, becomes accessible in IR-spectroscopy.
v = 1






v = 0 → 1
dipole allowed
v = 0 → 2
dipole forbidden
(a) (b)
δ = Eνav=1 − Eνbv=2
E1,2 = Eab ± 12
√
4|Wab|2 + δ2
Figure 2.3: (a) Fermi-resonance coupling between the vibrational modes νa and νb which belong to the
same species. The upward arrows illustrate excitations of ν3(v = 1) ν4(v = 2) that are close in energy
with a splitting of δ. (b) Linear absorption spectrum coupled modes ν3 and ν4. The coupling leads to the
shifted energy levels E1,2 for νa and νb and to an increased transition dipole moment for νb(v = 0 → 2).




v=2)/2, Wab is the matrix element of the pertur-





b dτ , (2.9)
that is determined by anharmonic terms in the vibrational potential and defines the
strength of the coupling [16]. Ψ0a and Ψ
0∗
b denote the zero approximation eigenfunctions
of the two coupled vibrational modes νa and νb.
2.2.2 Radiative coupling and damping
Radiative coupling and damping are coherent and collective effects of a dense array of
optical excitations, such as quantum-well excitons or excited vibrational oscillators, driven
by an external electromagnetic field [18–23]. Once the coupling among the excitations
is strong, the optical properties of the entire array can be dominated by the collective
coherent effects rather than by the response of singular excitations. The effect of radiative
coupling is a modification of the interacting electromagnetic field that is very sensitive
on the detailed geometry and structure of the excited system. For example, the radiative
coupling can lead to a stimulated decay of electronic or vibrational excitation and, hence,
to the re-emission of an electromagnetic field (damping). The coherently emitted light
field strongly differs from spontaneous emission. Three conditions need to be fulfilled for
radiative coupling and damping to occur: i,ii) the spatial separation distance of excitations
as well as the thickness of the array of excitations have to be small compared to the
6
2. Basic concepts
wavelength of the exciting field, and iii) a high optical density of the array is required. R.
Friedberg and S. R. Hartmann have formulated these geometric considerations in form of
αL ≥ 1, and defined the superradiant damping time τrad as [24,25]
τrad = 2T ∗2 /αL. (2.10)
This equation contains the pure dephasing time T ∗2 , the absorption coefficient α, and the
sample thickness L. As is evident for large αL, τrad can take values shorter than the
inverse line width given by the transition of an excited oscillator in the array.
2.3 Vibrational line shapes and dephasing
Molecules in solutions stand in a permanent interaction with the solute that forms distinct
solvation shells [26,27]. Changes within the spatial geometry of the solvation shells cause
non-static interactions of the solvated molecule with the solute, such as the formation
and breaking of hydrogen bonds or dipole-dipole interactions [28]. These time-dependent
interactions deform the potential energy surface of the solvated molecule and, thereby,
its vibrational transition frequencies [2]. Consequently, the transition frequencies are also
time-dependent, which leads to inhomogeneous broadening. In an ensemble of coherently
excited vibrational oscillators, the individual variations of transition frequencies lead to a
dephasing and, therewith, a loss of the ensemble-averaged coherence. To approximate the
individual behaviour, one can describe the time-dependent transition frequency ω01(t) of
a vibrational transition with [2]
ω01(t) = ω01 + δω01(t). (2.11)
Eqn. (2.11) includes a time-independent term ω01, the mean frequency, and the fluctuating
term δω01(t) whose time average vanishes. Furthermore, the interaction with the solution
is considered to be weak so that the quantum state of the molecule under study stays













in order to get a linear response function that includes a model for dephasing. The applied
Condon approximation considers the dipole moment µ01 to be time-independent, whereas
the only time-dependent contributions are the fluctuations of the transition frequencies
of individual oscillators δω01 averaged over the ensemble, denoted with 〈〉 [2]. Only pure
dephasing is considered here whereas dephasing contributions from population transfers
are neglected. Based on the so-called cumulant expansion the highly oscillating ensemble-

















C(τ ′,τ ′′)︷ ︸︸ ︷
〈δω01(τ ′)δω01(τ ′′)〉 . (2.14)
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2.3 Vibrational line shapes and dephasing
The line shape function is dependent on the important frequency fluctuation correlation
function (FFCF) C(τ ′, τ ′′) that represents a correlation of frequency fluctuations at two
different instants of time (τ ′, τ ′′). Thus, it is a microscopic description of dephasing. It
further defines the stationary line shape of a vibrational transition measured in a linear





where Re denotes the real part.
The concept of implementing g(t) into response functions is also applicable for the de-
scription of higher order experiments, such as 2D-IR experiments (cf. Secs. 2.7.2, 2.9).
The strength of time-resolved 2D-IR spectroscopy is that the temporal evolution of line
shapes and correlation functions can be mapped directly.
An analytical approach for the FFCF was introduced by Kubo [2,29]. Under consideration
of Gaussian fluctuations, the Kubo function is defined by
C(t) = 〈δω(t)δω(0)〉 = (∆ω)2e−
|t|
τC (2.16)
and includes a parameter for the fluctuation amplitude ∆ω as well as a parameter for the
correlation time τC. Here, τC is a measure for the duration of the vibrational coherence
of an ensemble of oscillators [29]. An example for C(t) in combination with frequency
fluctuations δω01 is given in Fig. 2.4.


















Figure 2.4: (a) Temporal evolution of frequency fluctuations δω01 (or instantaneous frequencies) for a ω01
transition with its Gaussian distribution (b) [2]. (c) Resulting FFCF (C(t)) based on the Kubo approach
showing a quick loss of correlation.
An insertion of the analytical approach eqn. (2.16) into the line shape function (2.14)
reveals the Kubo line shape function










with which two limiting cases can be defined [2]. Small or rapid frequency fluctuations
approximated by ∆ω · τC ≪ 1 determine the fast modulating or homogeneous limit. The
appropriate Kubo line shape function then simplifies to












In the homogeneous limit, the line shape function (2.18) creates a Lorentzian line with a
width equal to T ∗2
−1. Therefore, the line width decreases with decreasing correlation time
and the line width is mainly determined by an average transition frequency; a phenomenon
called motional narrowing [2]. The second limit, the slow modulation or inhomogeneous






that yields a Gaussian line with a width of ∆ω. It, therefore, represents the static




Nonlinear polarisation is a consequence of the interaction of a strong light field with
a material system [17]. To cover this kind of interaction it is insufficient to treat the
polarisation P (t) of a material system, that is the dipole moment per unit volume, in a
linear way with respect to the interacting light field E(t). The linear case is given by
P (t) = ǫ0χ(1)E(t), (2.21)
whereas in the nonlinear case, the polarisation is described as a power series in E(t) [17]
P (t) = ǫ0
[
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...
]
(2.22)
= P (1)(t) + P (2)(t) + P (3)(t) + ... (2.23)
= P (1)(t) + P nl(t). (2.24)
Higher-order contributions P (n)(t) (n > 1) to the nonlinear polarisation (summarised as
P nl(t)) are formulated in terms of the nth-order optical susceptibility χ(n). The suscep-
tibilities χ(n) are properties of the interacting material system. Eqn. (2.22) assumes an
instantaneous polarisation, as well as a lossless and dispersionless interaction. In general,
P (t) and E(t) are vectorial quantities and P (t) also depends on the frequency of the
interacting light field. As a consequence, χ(n) become tensors.
Nonlinear polarisations occur for electric field amplitudes of the order E ≈ e/(4πǫ0a20) ≈
5 · 1011 V/m, where a0 denotes the Bohr radius of a hydrogen atom and e the charge of
an electron [17]. They are important to understand effects like parametric amplification,
self-phase modulation, n-wave mixing or spectroscopic methods, such as pump/probe
spectroscopy or the generation of photon echoes [15].
2.5 Coupled-wave equation
A nonlinear process with a high significance for the generation of mid-infrared laser pulses
and photon echo experiments is n-wave mixing [15]. This process involves n incoming
electric fields, described as plane waves E(r, t) =
∑n
i (Ei(r, t) + c.c.i) with frequencies
ωi, that interact with a material system to generate a new field. Applying the Maxwell
equations and assuming a vanishing imaginary part of the linear susceptibility χ(1), a
lossless interacting medium, as well as a spatially local response over all frequencies, one
can deduce the coupled wave equation [15]










Eqn. (2.25) contains the velocity of light c and the refractive index n. The incoming







P (n)s (t) exp (iks · r − iωst). (2.26)
Eqn. (2.26) depends on all nonlinear orders of P (n)(t) and especially on any combination
of the incoming wave vectors ks and frequencies ωs,
ks = ±k1 ± k2 ± k3... ± kn, ωs = ±ω1 ± ω2 ± ω3... ± ωn. (2.27)
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P(nl)(r, t) is the source of a new emitted light field that is a solution of eqn. (2.25) and
very sensitive on the wave vector mismatch between the n incoming and the emitted light
fields [15]. The hereby generated light field can either be used to drive further nonlinear
processes or to study the medium the light field was generated in.
2.6 Microscopic description of nonlinear polarisation
A microscopic treatment of the interaction between electromagnetic waves and polaris-
able matter can be carried out in a semiclassical way with the help of Maxwell-Liouville
equations [15]. Here, the focus is on the interaction between a classically described electro-
magnetic wave E(t) with a vibrational oscillator embedded in a solvent, whose vibrational
states are described quantum-mechanically. The electromagnetic wave is considered to be
sufficiently small so that perturbation theory can be applied. The Hamiltonian for this
kind of system is given by [2,30]
H = H0 + Hbath + Hint(t). (2.28)
It includes three different contributions, the Hamiltonian of the isolated oscillator H0,
perturbations of the oscillator by the surrounding bath Hbath, and the time-dependent
radiation-matter interaction Hint. Due to solvent or bath fluctuations, Hbath is, in prin-
ciple, also time-dependent which is, however, not further considered here. Hint describes
the microscopic interaction leading to the light-induced polarisation. For small oscillator
dimensions with respect to the wavelength of the interacting electromagnetic wave, a sit-
uation easily achieved in the mid-infrared, the dipole approximation can be applied. It
treats the oscillator as a point dipole so that the interaction can be defined as [2, 30]
Hint(t) = −E(t) · µ. (2.29)
where µ denotes the oscillator’s dipole moment. Normally, Hint also depends on spatial
coordinates so that a more general description is given by Hint(r, t) = −E(r, t) · µ(r, t) ·
N(r). Here, N(r) denotes the density of oscillators in a statistical ensemble.
Not considering the spatial dependencies, such an ensemble of oscillators in different
vibrational states is described by the density operator ρ(t) =
∑
k pk |Ψk(t)〉 〈Ψk(t)|. |Ψk(t)〉
denote the eigenstates of the ensemble and pk stands for the probability of the oscillators
to be in the state |Ψk(t)〉. Populations are described by diagonal elements of the density
matrix (ρii) and coherences by off-diagonal elements (ρij for i 6= j). The dynamics of
this ensemble interacting with the light field is described by the Liouville-von Neumann












In a two-level system, as shown in Fig. 2.5 (c), populations of the first excited state
(ρ11) relax with the lifetime or population time T into the ground state. Coherences (ρij
for i 6= j) decay with the phenomenological dephasing time T2 and oscillate with the
transition frequency ω01 [2,3,31]. T2 is a deduced time constant dependent on the lifetime












T ∗2 describes pure phase decay that, in combination with T , leads to a loss of phase coher-
ence between the states ρij for i 6= j. Pure dephasing is a consequence of the interaction
between an oscillator with its environment such as the vibrational manifold or fluctua-
tions of a solvent.
Based on the density matrix, the nonlinear polarisation P (t) of the vibrational oscillators
can be compactly described in the interaction picture in which both, the density matrix
ρ(t) and the dipole operator µ(t) become time-dependent. The advantage is that the
interaction with the light field and the time evolution of the density matrix can be de-
scribed separately. In this formalism, the nonlinear polarisation can be expressed in the
form of [2]
P (t) = Tr[µ(t)ρ(t)] = 〈µ(t)ρ(t)〉. (2.32)
This central equation (2.32) directly links the expectation value of the dipole operator
with the nonlinear polarisation. Tr represents the trace of the matrix in the brackets.
Eqn. (2.32) is also valid for higher-order nonlinear polarisations as given by [2]
P (n)(t) = 〈µ(t)ρ(n)(t)〉. (2.33)
Here, the nth-order nonlinear polarisation is related to the perturbatively expanded nth-
order of the time-dependent density matrix ρ(n) that includes n electric field interactions.
From eqn. (2.33), the time evolution of the nonlinear polarisation P (n)(t) can be written











E(t − tn)E(t − tn − tn−1)...E(t − tn − ... − t1)R(n)(tn, ..., t1). (2.34)
The nonlinear response function is a central quantity since it contains the complete micro-
scopic information necessary to describe the optical interactions and, thereby, the light-
induced polarisation of the studied matter. The nth-order response function is defined
by [2]





〈µ(tn + ... + t1)[µ(tn−1 + ... + t1), ...[µ0, ρ(−∞)]...]〉 (2.35)
and contains field-matter interactions of the dipole operator acting on the density matrix
at different times t1, ..., tn. Every single commutator constitutes one interaction with the
light field and, therefore, the amount of interactions is represented by the order of the
response function and the polarisation, respectively. ρ(−∞) is the equilibrium density
matrix that is transferred into non-equilibrium states after the interactions with the dipole
operators.
2.7 Response functions
2.7.1 Feynman diagrams for linear absorption
A graphical method to describe the response functions of polarisable systems upon inter-
acting with light is given by so-called Feynman diagrams [2,15]. Each Feynman diagram
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is a representation of a Liouville pathway. In the most simple case of a linear interaction,




dt1 (E(t − t1)) R(1)(t1). (2.36)
The interaction with the light field E(t) occurs at time t whereas the response of the





〈µ(t1)µ(0)ρ(−∞) − ρ(−∞)µ(t1)µ(0)〉 (2.37)
that is defined according to eqn. (2.35). So the dipole operator operates twice on the ket
side of ρ(−∞) and twice on the bra side whereupon one interaction creates a coherence
and the second a population, respectively [2]. For a two-level system, an interacting light
field resonant to the ω01-transition (cf. Fig. 2.38 (c)) and under utilisation of the rotating











So the linear response is proportional to the dipole moment squared µ201, oscillates with
the transition frequency ω01, and decays with the dephasing time constant T2. The leading
Feynman diagrams for this kind of interaction are given in Fig. 2.5 and show how light













Figure 2.5: Double sided Feynman diagrams to describe the linear response of a two-level system [2].
The interaction of the two-level system with a light field resonant to ω01 leads to its excitation and to
a subsequent emission of a signal light field equivalent to a deexcitation. ρ is in the ground state before
and after all interactions. (a) Represents the interaction of E(t) with the ket and (b) of E∗ with the
bra of the density matrix, respectively. General notes on Feynman diagrams [15]: (I) Time runs from
the bottom to the top. (II) Interactions with the dipole operator at a certain time are depicted with
arrows. (III) Arrows pointing to the right contribute Ej exp (−iωjt + ikjr) to the polarisation and arrows
pointing to the left E∗j exp (+iωjt − ikjr). (IV) The time-dependent density matrix is represented in the
bra-ket notation between two thick vertical lines. (V) The overall sign of a diagram is given by (−1)n,
where n denotes the amount of interactions from the right. (c) Two-level system with the states |0〉 and
|1〉 and the corresponding transition frequency ω01.
In Fig. 2.5, the incoming light field is illustrated as a black arrow creating a coherence.
The emission of a signal light field leads to a relaxation of the coherence and is depicted
as a dashed arrow. Under utilisation of R(1)(t) one can deduce the linear polarisation
P (1)(t) that is the source of the emitted light field Esig(t). Esig(t) is proportional to the
macroscopic polarisation and is defined as [2]
Esig(t) ∝ iP (1)(t) ∝ −E(t). (2.39)
So, the emitted light field interferes destructively with the incident light field and, thus,
reduces its amplitude which represents linear absorption.
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2.7.2 Feynman diagrams for four-wave mixing (2D-IR)
Four-wave mixing is an interaction of a sample with four different light fields and is
used for 2D-IR or photon-echo experiments. It relies on the third-order response of
the investigated sample system. In isotropic media with inversion symmetry, such as
liquids, the third-order response is the lowest order nonlinearity because the second order
polarisation P(2)(r, t) vanishes. In the following it will be discussed how the third-order
response of a three-level system can be treated microscopically in order to describe the
light-matter interaction in a four-wave mixing process.
According to eqn. (2.34), a convolution of the third-order nonlinear response function













E(t − t1)E(t − t1 − t2)E(t − t1 − t2 − t3). (2.40)
The time evolution of P (3)(t) is determined by the interaction with three real-valued light
fields E(t − t1), E(t − t1 − t2), and E(t − t1 − t2 − t3) at three different instants of time.
Eqn. (2.35) provides the general expression for the required third-order response function
that can be written as
R(3)(t3, t2, t1) ∝ −i〈µ(t1 + t2 + t3)[µ(t2 + t1), [µ(t1), [µ(0), ρ(−∞)]]]〉. (2.41)
In the strictly sequential limit for 0 < t1 < t2 < t3, the first light field creates a coherence
in the investigated system, similar to the linear response discussed in Sec. 2.7.1. The
generated off-diagonal density matrix elements decay with the dephasing time T2. After
a so-called coherence time τ , the second light field generates populations and, therewith,
diagonal elements in the density matrix. These diagonal elements decay with their spe-
cific lifetimes until the third light field generates a further coherence after the so-called
population time T . According to eqn. (2.25), the in this way generated polarisation of
the investigated material system is the origin of an emitted fourth signal light field.
Momentum conservation needs to be fulfilled and phase-matching determines the direc-
tion of the emitted signal light field [2]. In the used experimental interaction geometry,
the so-called "boxcar geometry" (cf. Sec. 3.5), all three exciting light fields denoted with
k1, k2, and k3 are arranged noncollinearly so that the emitted signal field from the third-
order nonlinear response is spatially separated from other contributions [2, 32–34]. This
geometry leads to two phase-matching directions, kr = −k1 + k2 + k3 (rephasing phase-
matching condition) and knr = +k1 − k2 + k3 (non-rephasing phase-matching condition).
Accordingly, energy conservation is fulfilled for ωsig = ∓ωk1 ± ωk2 + ωk3 .
Once the commutators in eqn. (2.41) act on the ground state density matrix ρ(−∞) of
a three-level system given by a singular oscillator (shown in Fig. 2.6 (a)), six leading
Liouville pathways arise that are illustrated in Fig. 2.6. Six further pathways occur under
consideration of the complex conjugate light fields that are neglected here, because they







































































Figure 2.6: Leading Feynman diagrams to describe the third-order nonlinear response of a three-level
system measured in the photon echo boxcar geometry [2]. The three-level system is initially prepared
in the ground state. (a) Potential energy surface of an anharmonic oscillator for a three-level system
with the states |0〉, |1〉, |2〉 and the corresponding transition frequencies ω01 and ω12 with ω01 > ω12.
The upward dashed arrow illustrates a ground state bleach signal and the downward arrow represents
stimulated emission. Denotation as in Fig. 2.5
Three different Liouville pathways can be distinguished which are termed stimulated emis-
sion, ground state bleach, and excited state absorption. Stimulated emission proceeds via
the excited state |1〉 〈1|, and the (last) interaction with k3 leads to a dephasing coher-
ence and a resulting emitted light field. Its frequency is ω01 and, thereby, resonant to
the incoming pump light fields (cf. Fig. 2.6 (a)). Ground state bleach advances via the
ground state |0〉 〈0|. Excited state absorption proceeds via the population state |1〉 〈1|.
In this case, the third interaction creates a dephasing |2〉 |1〉 coherence with a subsequent
emission of a light field, whereby the initially excited state is probed.
The rephasing diagrams go along with a recurrence of an initial macroscopic polarisation
after all interactions that is called the photon echo [35,36]. This process involves the cre-
ation of a coherence and, thereby, a macroscopic polarisation by the interaction with k1
that decays with the dephasing time. After a time delay τ , a second and third interaction
with k2 and k3 reverse the time evolution and the macroscopic polarisation recurs after
2τ , leading to the emission of the signal light field kr, in dependence on spin echoes in
magnetic resonance spectroscopy. The non-rephasing diagrams constitute virtual photon
echos and the signal field knr is emitted.
According to eqn. (2.41), one can approximate the third-order response functions R(3)1−6
with explicit dipole moments and time constants [2]. Utilising µ12 =
√
2µ01 which is
valid for (nearly) harmonic oscillators and that the dephasing times of the |0〉 → |1〉 and
|1〉 → |2〉 transitions are identical (T2,|0〉→|1〉 = T2,|1〉→|2〉), one receives
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where R(3)1,2,3 belong to the rephasing and R
(3)
4,5,6 to the non-rephasing diagrams. All these
third-order response functions are proportional to the dipole moment to the power of 4
and decay with the dephasing time T2. ∆ = ω01 − ω12 denotes the frequency shift due to
anharmonicity.
In a further step, one can include a theoretical model to describe dephasing microscopically
that e.g. is important to model vibrational dephasing of molecules in an aqueous solution
(cf. Ch. 4 and Sec. 2.3). Then, eqn. (2.42) can be reformulated with the help of the Kubo
model and Kubo line shape functions g(τ, T, t) [2]
R
(3)







e−g(τ)+g(T )−g(t)−g(τ+T )−g(T +t)+g(τ+T +t)
R
(3)







e−g(τ)−g(T )−g(t)+g(τ+T )+g(T +t)−g(τ+T +t). (2.43)
2.7.3 Feynman diagrams for pump/probe measurements
Pump/probe measurements are an experimental technique to measure transient varia-
tions in the absorption spectra of an investigated system. This technique is based on
the interaction of the investigated system with short light pulses. The interaction is de-
scribed in the picture of a third-order response exactly like a four-wave mixing process.
From a theoretical point of view, it is a simplified variation of a four-wave mixing process
with two major simplifications. The first comprises a reduction of participating light field
directions, the wave vectors k1 and k2 (cf. Fig. 2.6) are identical in the pump/probe
geometry and are denoted as k1 only (cf. Fig. 3.4). The second comprises a reduction of
relative time delays, the coherence time τ is set to be zero, so that the two interactions
with k1 occur at the same instant of time. Hence, the corresponding Feynman diagrams
are identical to the ones depicted in Fig. 2.6 after substituting k2 with k1 and τ with
τ = 0. The population time T is preserved.
This kind of interaction is experimentally implemented using a strong pump pulse in the
k1 direction and a weak probe pulse in the k3 direction. Pump/probe signals are collected
in the probe-direction k3, so that phase matching is fulfilled for ksig = ±k1 ∓ k1 + k3 and
energy conservation for ωsig = ±ωk1 ∓ ωk1 + ωk3 .
2.8 Pump/probe spectroscopy
The third order nonlinear response of a sample system is experimentally accessible with
pump/probe spectroscopy. This method is sensitive to pump pulse induced absorption
changes that are mapped with weak probe pulses. In contrast to 2D-IR spectroscopy, the
pump pulse kpump comprises two interactions with the sample at the same time in order
to generate significant populations in excited states. One further interaction occurs with
the probe pulse kprobe.
The signal field Esig emitted by the sample propagates parallel to the probe pulse kprobe
(inset (a), Fig. 3.4). Intensity changes of two successively measured and spectrally re-
solved probe pulses, that interacted with an optically pumped and unpumped sample,
respectively, represent the measuring signal in pump/probe experiments. It is typically
described as a logarithmic absorption difference ∆A(T, ν), dependent on the delay time
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T and the detection frequency ν, given by










In this equation, I(T, ν) denotes the spectral density of the probe pulse after the interac-
tion with an optically pumped sample and I0(T, ν) the spectral density of the probe pulse
after the interaction with an unpumped sample. To enhance the sensitivity on absorption
changes, the spectral densities of reference pulses Iref(T, ν) and Iref0 (T, ν) can be measured
at the same time. This leads to a reduction of shot-to-shot noise in the measured nonlin-
ear signal and experimentally accessible absorption changes smaller than 0.1 mOD.
A reduced absorption has got a negative sign following the above definition and an en-
hanced absorption a positive sign. Positive and negative contributions occur due to an-
harmonicity of the underlying (investigated) oscillators. Redshifted enhanced absorption
can be measured as long as the v = 1 states are populated, giving rise to their lifetimes.
Reduced absorption around the fundamental absorption band arises because of ground
state bleaching on the one hand and stimulated emission v = 1 → 0 on the other hand.
Further signal contributions might be measured due to e.g. anharmonic couplings be-
tween the investigated oscillators and surrounding oscillators from a solvent.
Typically, the investigated samples in mid-IR pump/probe experiments show absorp-
tion resonances that are spectrally smaller than the spectral widths of the interacting
pump and probe pulses with pulse durations of 100 fs and bandwidths of ≈ 200 cm−1 (cf.
Ch. 4). Multiple probe pulses with shifted centre frequencies are necessary to measure an
absorption resonance that is broader than the spectral width of the probe pulses, e.g. an
absorption resonance of a bulk plasmon in ZnO:Ga (cf. Ch. 6). An approach to combine











where Iproben (T, νn) denotes the spectral density of the nth probe pulse. In the special case
of the bulk plasmon in ZnO:Ga, 16 pump/probe experiments were combined to cover its
entire absorption resonance but eqn. (2.45) is also valid for arbitrary n as long as two
conditions are fulfilled. These conditions are i) the difference of centre frequencies among
two neighbouring pulses should not be larger than the their spectral widths, and ii) T > 0
so that the ordering of the interactions with the pump and probe pulses is in the strictly
sequential limit [37,38].
2.9 Two-dimensional infrared spectroscopy
2D-IR spectroscopy is a spectroscopic method to measure the third order nonlinear re-
sponse of a sample with the maximal possible information content [2]. It can either be
performed in the time domain or in the frequency domain. In this work, all experiments
were executed in the time domain. This requires the interaction of the sample with three
light fields, k1, k2, and k3, at certain, adjustable instants of time. For this reason, three
time variables τ , T , and t are introduced. τ is the coherence time that defines the tempo-
ral delay between k1 and k2, T is the delay time that defines the temporal delay between
k2 and k3 and t is the propagating time. The time variables τ and T are experimen-
tally adjustable from negative to positive values. So with 2D-IR spectroscopy in the time
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domain, the Liouville pathways or response functions introduced in Sec. 2.7.2 possessing
the form R(3)1,...,6(τ, T, t) are directly accessible. Formally, a 2D Fourier transformation
can convert R(3)1,...,6(τ, T, t) into R
(3)
1,...,6(ν1, T, ν3) with the excitation frequency ν1 and the
detection frequency ν3. Hereby, ν1 and ν3 are correlated. Absorptive 2D spectra are a
widely used possibility to illustrate response functions. To obtain them, rephasing and
non-rephasing response functions need to be added according to [2, 31,34,39]






R(3)n (−ν1, T, ν3) +
6∑
n=4
R(3)n (ν1, T, ν3)
)]
(2.46)
and plotted as a function of ν1 and ν3. Re denotes the real part of S(ν1, T, ν3). The
rephasing response functions R(3)1,2,3 are added as a function of −ν1 in order to map them




In the 2D-IR experiment (cf. Sec. 3.4), the response functions are measured in the form
of spectral interferograms that depend on (τ , T , ν3 = νdet). A couple of computational
steps are necessary in order to derive 2D spectra as in Fig. 2.7 from those data, discussed
in detail in [31,36,40–42]. Firstly, the ν3 axis of the measured interferograms (cf. Sec. 3.4)
is Fourier transformed into the time domain. A supergaussian filter extracts positive time
components because only they correspond to real signal contributions. The obtained sig-
nal is divided by the residual field amplitude of the local oscillator. Furthermore, phase
contributions of k1, k2, k3, and kLO are approximated. In a final step, a 2D Fourier
transformation is performed to receive response functions dependent on ν1 and ν3 that
are added according to eqn. (2.46). Two examples of such absorptive 2D spectra are given
in Fig. 2.7 (c) and (f) in combination with linear absorption and pump/probe spectra to
schematically outline their information content. Absorption changes ∆A of excited vi-
brational oscillators νa and νb measured in a pump/probe experiment reveal a bleaching
(negative signal amplitude) at the fundamental transitions and redshifted enhanced ab-
sorptions (positive signal amplitude) as discussed in Sec. 2.9. The bleaching is caused by
the depopulation of the ground state via the 0 → 1 transition and stimulated emission
from 1 → 0 (cf. Fig. 2.6 (a)). The redshifted enhanced absorption originates from the
excited state absorption 1 → 2 that decreases with the lifetime of the v=1 state. The
spectral distance between the maxima of the bleaching and excited state contributions is
an indication for the anharmonicity of the underlying oscillator.
2D spectra possess a higher and more complex information content [2]. Diagonal peaks
that are located along the diagonal ν1 = ν3 represent bleaching and (redshifted) excited
state contributions. They are spectrally separated according to the diagonal anharmonic-
ity ∆ii. In contrast to pump/probe spectra, bleaching contributions in 2D spectra have a
positive sign (orange-yellow contours), whereas excited state contributions have a nega-
tive sign (blue-cyan contours). While the one-dimensional line shapes measured with e.g.
Raman- or infrared spectroscopy do not allow for an unambiguous assignment of under-
lying dynamics, such as dephasing or population relaxation that lead to line broadening,
2D line shapes explicitly allow for their distinct separation [43].
Couplings between measured vibrational modes lead to distinct signatures in a 2D spec-
trum [2]. So-called cross peaks occur at off-diagonal frequency positions with bleaching
and excited state contributions that are separated by the off-diagonal anharmonicity
∆ij(i 6= j). These cross peaks correlate the excitation and detection frequencies of a
vibrational mode νa with the detection and excitation frequencies of another vibrational
mode νb. They occur once the interacting light fields trigger processes that involve both
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anharmonic oscillators such as coherences or population transfer among them, or the
population of a combined state.
two uncoupled oscillators two coupled oscillators
diagonal peaks
diagonal peaks cross peaks
cross peaks
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Figure 2.7: (a,d) Linear absorption spectra, (b,e) pump/probe spectra at a given delay time T = 500 fs,
(c,f) absorptive 2D-IR spectra at T = 500 fs for a pair of uncoupled oscillators (left) and a pair of coupled
oscillators (right) νa and νb [44]. Pump/probe spectra enable the determination of excited state lifetimes
via probing the redshifted 1 → 2 transitions. The strength of 2D-IR vibrational spectroscopy is the direct
access to vibrational line shapes and mode couplings, corresponding features are highlighted in (c) and
(f). Violet lines in (c): centre line slopes (CLS).
2D spectra represent functions of two independent frequencies and, thereby, map corre-
lated frequency fluctuations that enable the deduction of frequency fluctuation correlation
functions. A strong correlation among the excitation and the detection frequency is man-
ifested in persisting inhomogeneously broadened line shapes that are elongated along the
diagonal. These inhomogeneously broadened line shapes involve a memory of initial tran-
sition frequencies. In contrast, homogeneous and round line shapes involve a loss of a
correlations and, therewith, a loss of memory of initial transition frequencies. So the
ellipticity of the line shape defines the extent of inhomogeneous broadening. Elongation
along the diagonal reproduces the width of the linear absorption spectrum, whereas the
antidiagonal width represents the homogeneous line width [43].
A quantitative measure of the line shape in 2D spectra is the so-called centre line slope
(CLS) [45]. It is graphically composed via connecting the points of maximal signal am-
plitude along the detection frequency ν3. Horizontally aligned CLS (slope 0) represent
homogeneously broadened and CLS aligned along the diagonal inhomogeneously broad-
ened line shapes. The temporal evolution of the line shape from inhomogeneous to ho-
mogeneous is called spectral diffusion.
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2.10 Pump/probe coupling and perturbed free in-
duction decay
So far, only third-order responses in the so-called strictly sequential ordered regime were
regarded in which the time ordering follows k1, k2, k3, and in which the interacting light
pulses are temporally separated from each other.
Once the time delays are shifted such that the pulses temporally overlap, τ ≈ T ≈ 0,
further Feynman diagrams contribute to the nonlinear response that are commonly termed
"coherent artifacts" or "coherent coupling artifacts" [2,15,30,46]. These interactions do not
proceed via population states, but exclusively via coherences so they follow nonresonant
processes.
Such a process is pump/probe coupling for which the time ordering is k1, k3, k2; i.e. a
pump pulse interaction is followed by a probe pulse interaction and another pump pulse
interaction. A microscopic interpretation of this process is the occurrence of a polarisation
of the sample in the form of a phase grating induced by one pump and one probe pulse
interaction. Some intensity of the second pump pulse is then scattered at the phase
grating into the direction of the probe pulse k3 [46].
In the limit of so-called negative delay times, the first interaction with the sample occurs
with the probe pulse k3 and the second and third with the pump pulses k1 and k2, the
opposite time-ordering compared to the strictly sequential ordering. In this limit, an
effect called perturbed free induction decay (PFID) is measurable up to −1000 fs [47–49].
Typically, PFID occurs measuring vibrational modes in solution that exhibit bandwidths
of less than 20 cm−1. These modes have phase relaxation times of up to 1000 fs and,
thus, are long compared to 100 fs pulse durations. The underlying interaction includes
a probe pulse induced coherent polarisation whose decay (with the intrinsic dephasing
time T2) is perturbed by a subsequent interaction with the pump pulse. The consequence
is a light field emitted into the k3 direction that decays toward negative delay times.
PFID possesses oscillating characteristics with respect to the time, as well as to the
spectral axis, and is only measurable when the emitted light field is spectrally resolved.
Beyond, it is dependent on the probe pulse centre frequency, its bandwidth and also on
the investigated vibrational mode with its distinct spectral width and spectral separation
to other vibrational modes [49].
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3 Experimental techniques
The exploration of the nonlinear optical responses of H2PO−4 , BH
−
4 , NaBH4, and ZnO:Ga
necessitates the generation of fs pulses in the mid-IR. Within this chapter, the exper-
imental techniques of their generation are discussed as well as the experimental setups
used for the pump/probe- and 2D-IR experiments. How the different sample systems are
integrated in the experiments and, thus, how their optical responses are accessible is also
presented in this chapter.
3.1 Utilised laser systems
Commercial titanium doped sapphire (Ti:Sa) based laser systems for the generation and
the amplification of short laser pulses have been used on the one hand and non-commercial
frequency converters for the mid-IR generation and measuring setups on the other hand.
Fig. 3.1 shows a scheme of a utilised laser system in combination with a frequency con-
verter to drive the optical experiments.
Coherent Micra-5
>300 mW, 800 nm
80 MHz, 40 fs
Coherent Verdi 5 W
5 W, 532 nm, cw
Coherent Legend Elite
>2.5 W, 800 nm
1 kHz, 40 fs
Coherent Evolution
>20 W, 527 nm
1 kHz, <250 ns
mid-IR pulse generation
5 − 8 mW, 900 − 3600 cm−1
1 kHz, 80 − 150 fs
Experiment
Pulse generation Pulse amplification
Frequency conversion
Figure 3.1: Schematic illustration of the laser system utilised to drive optical experiments with a fs time
resolution in the mid-IR. It consists of two pump lasers (upper row), an oscillator (middle row left), an
amplifier (middle row centre), and a frequency converter (middle row right). The output parameters of
the particular system modules are indicated in the boxes.
As shown in Fig. 3.1, the pulse generation in the mid-IR proceeds in three consecutive
steps. A Ti:Sa based oscillator continuously pumped with a frequency-doubled solid-
state laser (Nd:YVO4) generates fs pulses with a centre wavelength of 800 nm in the first
step [50]. It relies on Kerr-lens mode locking within the Ti:Sa crystal [51]. Its limited
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output pulse energies of about 4 nJ are significantly enhanced in the subsequent, likewise
Ti:Sa based amplifier, representing the second step. The amplifier is periodically pumped
by a second solid-state (Nd:YLF) pump laser. With chirped pulse amplification (CPA),
the pulse energy is increased by a factor of 106 at the costs of a 105 times reduced repe-
tition rate. Consequently, pulse energies of more than 2.5 mJ are reached at a repetition
rate of 1 kHz while the centre wavelength of 800 nm is preserved and the pulse duration
accounts for 40 fs. In the third and last step, a frequency converter is used to tune the
centre wavelengths of the amplified pulses into the mid-IR. A number of further nonlinear
processes are required for the last step that are described in detail in the following sec-
tion 3.2. Finally, the generated fs mid-IR pulses are used in the pump/probe and 2D-IR
experiments, introduced in sections 3.3 and 3.4.
Two different laser systems were used for the pump/probe- and 2D-IR experiments. The
one illustrated in Fig. 3.1 for 2D-IR measurements on H2PO−4 and a very similar laser
system (Coherent Libra HE) for the measurements on BH−4 , NaBH4 and ZnO:Ga.
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3.2 Pulse generation in the mid-IR
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(a) Input parameters Output parameters
5 − 8 mW900 mW
900 − 3600 cm−1800 nm
1 kHz1 kHz
80 − 150 fs80 fs
Figure 3.2: Schematic illustration of an OPA used for the generation of fs pulses in the mid-IR. Black
rectangles: high-reflection dielectric 800 nm mirrors, black rectangles with curvature: focussing, high-
reflection dielectric 800 nm mirrors, light grey rectangles: beamsplitter, grey rectangles: dichroic mirrors,
grey rectangles with curvatures: convex and concave lenses, dark grey rectangle: λ/2-waveplate, LWP
filter, small arrows: propagation direction of the light pulses, big arrows: shifting axis of the delay stages
(1.)-(3.). All optics are spatially adjustable. (a) Table for the input and output pulse parameters.
Fig. 3.2 illustrates a frequency converter used that is based on nonlinear parametric fre-
quency conversion and named optical parametric amplifier (OPA) [3, 31, 41, 52–54]. It
provides fs pulses in the mid-IR and is driven by the amplified (fundamental) 800 nm
pulses. Their pulse energy is reduced to 0.9 mJ and their pulse duration increased to
80 fs, in order to avoid undesirable nonlinear effects in the used nonlinear crystals, such
as two-photon absorption, and to optimise the OPA output parameters. BBO (β-BaB2O4)
and GaSe crystals serve as nonlinear crystals due to their birefringence and large nonlin-
ear coefficients [3].
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The frequency conversion takes place in different consecutive steps, denoted with 1. - 3. .
The first step 1. involves the generation of a white light continuum in a 1 mm thick
sapphire crystal with ≈ 1 % of the OPA input pulse energy.
A small spectral portion of the white light continuum is amplified in an initial amplifica-
tion stage 2.a . This amplification stage comprises a 4 mm thick BBO crystal (Θ = 25◦,
φ = 0◦), in which the white light pulses are temporally (using delay stage (2.a)) and
spatially overlapped with focused and delayed fundamental 800 nm pulses of ≈ 10 % OPA
input pulse energy. Here, both beams pass the BBO crystal from the right, resulting in
a parametric amplification with signal and idler pulse energies of <1 µJ and wavelengths
between 1.2 µm and 2.4 µm, respectively. The once amplified signal pulses gain further
energy of up to ≈ 20 µJ in a second amplification stage 2.b , passing the BBO crystal
from the left. This time, the pump pulses and the signal pulses pass the BBO crystal
at a slightly different height, so that the two amplifications do not disturb each other.
Aligning the delay stage (2.b) affords the necessary temporal overlap in the BBO crystal
for the second amplification. A third amplification stage 2.c is used in order to increase
the signal and idler pulse energies to final values of about 100 µJ, respectively, within
another, second BBO crystal (Θ = 25◦, φ = 0◦) of 2 mm thickness. Comparable to 2.b ,
the diameter of the pump pulses are size adapted and collimated with a telescope, and
the temporal overlap is tuned with the delay stage (2.c).
The final third step 3. is the difference frequency generation (DFG) between the ampli-
fied and collinear propagating signal and idler pulses within the DFG-crystal GaSe (z-cut,
Θ = 14◦). With the help of a longwave pass filter (LWP), e.g. Ge, residual transmitted
signal, idler, and fundamental pulses can be absorbed resulting in isolated light pulses
in the mid-IR with energies between 5 − 8 µJ, pulse durations of ≈ 120 fs and centre
frequencies between 900 − 3600 cm−1. Tuning of the OPA output frequency is achieved
by adjusting the phase-matching angles and overlaps in the two BBO crystals, as well as
in the DFG crystal.
The parametric amplification fulfills the type II phase-matching conditions ωpump =
ωsignal + ωidler and ωpumpneo(ωpump, α) = ωsignalno(ωsignal) + ωidlerneo(ωidler, α) with the an-
gular pump pulse frequency ωpump, the angular signal pulse frequency ωsignal, and the
angular idler frequency ωidler [3]. neo and no denote refractive indexes with respect to
the extraordinary (eo) and ordinary (o) optical axis of the BBO crystal and α the freely
adjustable phase-matching angle. The DFG process in GaSe also relies on type II phase-
matching.
The overall conversion efficiency amounts to about 1 % and is dependent on the adjusted
centre frequency of the generated pulses [3, 52–54].
The described OPA was ultilised for 2D-IR measurements on H2PO−4 , whereas measure-
ments on BH−4 , NaBH4, and ZnO:Ga were performed with similar working OPAs exhibit-
ing only two amplifying stages and essentially similar output parameters.
3.2.1 Pulse characterisation in the mid-IR
The generated mid-IR pulses are characterised in the 2D-IR setup (cf. Fig. 3.5) with
frequency-resolved-optical-gating (FROG) [55, 56]. It uses a χ(3)-nonlinearity in a thin
(1 mm) ZnSe crystal in order to generate a self-diffraction signal ESDsig originating from the
interaction with the three pulses k1, k2, and k3. It can be described by the equation [55]
ESDsig (t, τ) = E
2(t)E∗(t − τ). (3.1)
The pulses k1 and k2 with similar electric fields E(t) interact at the same instant of time
with the nonlinear crystal ZnSe and have a relative time delay τ to k3 with the electric
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field E∗(t). Tuning τ and integrating over the time t leads to the spectrally resolved









The thus achieved FROG trace is formally equivalent to a spectrogram and contains
information about the spectral and temporal properties of the involved pulses [55]. An
example for a mid-IR light pulse used for the nonlinear experiments is given in Fig. 3.3.




































pulse = 117 fs


















spec = 220 cm
-1
Figure 3.3: Characterisation of a fs mid-IR light pulse generated with the described OPA (cf. Fig. 3.2) and
utilised for measurements on H2PO
−
4 . Panel (a) illustrates the FROG trace, (b) a horizontal cut through
the FROG trace at 1149 cm−1, and (c) a vertical cut at −23 fs with Gaussian fits (red lines), respectively.
The cuts are a measure of the pulse duration τpulse = 117 fs and its spectral width δspec = 220 cm−1. The
centre frequency is 1166 cm−1.
3.3 IR two-colour pump/probe setup
In pump/probe experiments, the third order nonlinear response of a given sample is
measured. The two-colour pump/probe setup used here is driven by two independently
operating OPAs. This enables time-resolved measurements with different pump and probe
frequencies, respectively. Once the desired pump and probe pulses are generated, their
interaction with the sample is organised as illustrated in Fig. 3.4 [31,36,41].
The pump and probe pulses are guided into the setup from the right, where they traverse
different paths. The pump path (thick solid lines) is equipped with a chopper and a
mechanical delay stage. The probe path (thin solid lines) contains a BaF2 wedge that is
used to reduce the probe pulse energies and to create additional reference pulses (second
thin line) via reflections at its front and back facets. Both paths are combined within the
sample in a noncollinear transmission geometry, explicitly given in panel (a). In the sam-
ple, the pump and probe pulses are spatially overlapped using one 30◦ off-axis parabolic
mirror and focussed into spots with diameters of ≈ 150 µm for the pump and of ≈ 100 µm
for the probe pulses. The reference pulses pass the sample spatially shifted. A second
identical 30◦ off-axis parabolic mirror re-collimates the pulses after their interactions with
the sample. Subsequently, the pump pulses are blocked in contrast to the probe and ref-
erence pulses which are dispersed and mapped onto two independent nitrogen-cooled 64
pixel MCT (HgCdTe) detector arrays, illustrated on the left of Fig. 3.4.
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Figure 3.4: Schematic illustration of the setup used for pump/probe measurements in the mid-IR. Black
rectangles: gold mirrors, items with curvatures: parabolic and spherical gold mirrors, dark grey rect-
angles: tunable λ/2-waveplates, big arrows: shifting axis of the delay stage, small arrows: propagating
directions of the pump and probe pulses. Inset (a): Noncollinear pump/probe geometry with highlighted
signal field direction. Inset (b): Pulse sequence of the pump/probe measurement.
A simultaneous measuring of the probe pulses and the reference pulses on the two detector
arrays reduces the shot-to-shot noise in the nonlinear signals. Three different, exchange-
able gratings within the polychromator enable sufficient diffraction efficiency and spectral
resolution (≈ 5 cm−1) over the wide range of 900 cm−1 − 3600 cm−1.
Synchronisation between the pump and probe pulses is inherently given due to the com-
monly used light source. The delay stage in the pump path is electronically driven in
order to introduce the delay time T between the pump and probe pulses, as illustrated
in panel (b). Dispersed probe pulses are measured with a frequency of 1000 Hz. The
chopper mechanically blocks every second pump pulse (fpump = 500 Hz) so that every
second probe pulse interacts with an optically unexcited sample, whereas every second
+1 probe pulse interacts with an optically excited sample. Spectrally resolved intensity
changes of two subsequently measured probe pulses constitute the measuring signal in the
pump/probe experiment (cf. Sec. 2.8). Pump pulse energies amount to ≈ 2 µJ and probe
pulse energies to ≈ 50 nJ. The time resolution of the two-colour pump/probe experiment
is on the order of 100 − 150 fs. A nitrogen atmosphere within the experimental setup can
be generated in order to suppress light absorption by H2O and CO2. Under utilisation of




3.4 Heterodyne-detected three pulse
photon echo setup
The detection of heterodyned three pulse photon echoes is a coherent, multidimensional
spectroscopic method that gives in-depth insights into the third order nonlinear response
of the analysed sample, especially in comparison with pump/probe spectroscopy [2]. Two
independently adjustable delay stages and a selective interaction ordering of the involved
pulses make it possible to deduce multidimensional or 2D-IR spectra (cf. Sec. 2.9). The
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Figure 3.5: Schematic illustration of the setup used for the phase-senstitive measurement of the third-
order nonlinear response in a 2D-IR experiment. Mid-IR pulses are guided into the setup from the
right. Black rectangles: gold mirrors, items with curvatures: parabolic and spherical gold mirrors, cyan
rectangle: 0.5 mm ZnSe crystal in the k3 path, purple arrows: shifting axis of the delay stages, black
arrows: propagation directions of the light pulses, light grey rectangle: beamsplitter, brown dashed line:
emitted signal field superimposed with a weak reference field (local oscillator) for the heterodyne signal
field detection. The inset (a) exemplifies the noncollinear (boxcar) interaction geometry of the light fields
k1, k2, and k3 with the sample and the spatial superposition of kLO with the emitted light fields kr and
knr. Inset (b) shows the pulse sequence for the generation of the third-order nonlinear response with the
coherence time τ introduced by the delay stage ∆t2 and the delay time T introduced by the delay stage
∆t1. A denotation of the interacting pulses with the wave vectors ki and kLO is given in inset (c).
Mid-IR pulses generated in an OPA are guided into the 2D-IR setup from the right and
are split into a pair of light pulses with identical pulse energies at a 50/50 beamsplitter.
The beamsplitter spatially separates the incoming light pulses into two optical paths.
The upper path can be extended or contracted with the mechanical delay stage ∆t1, thus
introducing the delay time T between the once split pulses. This delay time moves the
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pair k1, k2 relative in time to k3, kLO.
With the help of reflecting optics, the light pulses of both paths are deflected to propagate
parallel to each other through a mirror mounting onto a parabolic mirror from where
they are focussed onto a reflecting grating. The grating is optimised to diffract incoming
light pulses with a frequency around 1250 cm−1 into the first diffraction order, thereby
generating two pairs of phase-locked light pulses. The horizontally ordered lines of the
grating cause a height offset for the reflected pulses that are collimated again with the
parabolic mirror.
Subsequently, a pair of mirrors deflects the light pulses to pass the chopper a and the
second delay stage ∆t2 parallelly. ∆t2 introduces the coherence time τ . At this delay
stage, the pair k2, kLO is moved relative in time to k1, k3.
Another parabolic mirror focuses the four light pulses after passing chopper b into the
sample with spot sizes exhibiting diameters of ≈ 150 µm, whereupon the pulses k1,2,3
with pulse energies of ≈ 1.5 µJ, respectively, are blocked. The thus achieved noncollinear
phase-matching geometry is called boxcar geometry and is illustrated explicitly in the inset
(a). Its idea is to spatially select the emitted light fields kr and knr of the third-order
response after the interaction with the three light pulses k1, k2, and k3 from other signal
contributions [2]. Consequently, kr and knr are background free signals. The relative time
delays between the light pulses, and, thereby, the time ordering of the interaction with the
sample, define the two directions kr = −k1 +k2 +k3 and knr = +k1 −k2 +k3, denoted as
rephasing (kr) and non-rephasing (knr) signal contributions. For positive coherence times
τ > 0, k1 interacts with the sample before k2 (inset (b)), which corresponds to rephasing
signal contributions. For negative coherence times τ < 0, k1 interacts with the sample
after k2, which, that way, corresponds to non-rephasing signal contributions [31, 41].
Overall, a temporal resolution of 100 - 150 fs can be achieved.
The emitted light fields kr and knr propagate collinear with a strongly attenuated reference
light field kLO, the local oscillator. It is relatively advanced in time via an implemented
ZnSe crystal in the k3 beam path, which delays k3, in order to prohibit kLO-related signal
contributions from the sample. The collinear light fields form a spectral interference on
the HgCdTe-detector array with 64 pixels. Therewith, the emitted signal light fields Esig,
that contain rephasing and non-rephasing contributions, are heterodyne-detected. The
overall intensity of this superposition with the electric field of the local oscillator ELO is
measured as a function of the detection frequency νdet and can be quantified with [31]
I2D-IR(νdet) = |ELO(νdet) + Esig(νdet)|2. (3.3)
Taking benefit of the much smaller field amplitudes of Esig compared to ELO, eqn. (3.3)
simplifies to
I2D-IR(νdet) = |ELO(νdet)|2 + 2|ELO(νdet)||Esig(νdet)| · cos (Φsig − ΦLO). (3.4)
Hence, the measured spectral interference is not only a function of the electric field ampli-
tudes ELO and Esig, but also of their phases Φsig and ΦLO, whereas ΦLO is locked. Further-
more, Φsig depends on the phases of the interacting light fields Φsig = Φsig(Φk1 , Φk2 , Φk3).
Relative phase fluctuations of the particular fields need to be small for a heterodyne detec-
tion. This is experimentally achieved by using only one primary mid-IR pulse to generate
k1, k2, k3, and kLO with the diffraction optic and similar beam paths for all pulses [57].
The strong contribution |ELO(ωdet)|2 is subtracted with the help of chopper a. It blocks
every second pump pulse k2 (fk2 = 500 Hz), so that the difference of two subsequent mea-
sured spectral interferences only contains contributions from 2|ELO||Esig|·cos (Φsig − ΦLO).
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The second chopper b runs at a frequency of fk3 = 250 Hz and blocks every fourth k3-
pulse in order to allow for a subtraction of scattered pump pulse intensity from k1 or k2.
For a complete measurement series, the coherence time τ and the delay time T need to be
tuned. One spectral interferogram is measured for one pair (τ, T ). One absorptive 2D-IR
spectrum consists of many interferograms and is measured over many different coherence
times while T stays unchanged. A set of 2D-IR spectra is created with coherence time τ
scans at different fixed delay times T .
3.5 Free-standing liquid jet
A free-standing liquid jet was designed in the present work in order to perform nonlinear
measurements on a water solution containing H2PO−4 ions. The liquid jet illustrated
in Fig. 3.6 was characterised first and then implemented in the optical setup for 2D-IR
measurements illustrated in Fig. 3.5.













Figure 3.6: Schematic illustration of the self-made, free-standing liquid jet, according to a concept dis-
cussed in [58]. A slightly tilted and enlarged liquid jet is shown in inset (a). Here, it is embedded in the
2D-IR experiment interacting with four different light pulses, previously described in Fig. 3.5. Minimal
film thicknesses of 10 µm can be achieved with this setup.
The main components of the used liquid jet are a lower reservoir, an upper reservoir, a
peristaltic pump, and a shaped thin metal wire. The peristaltic pump promotes the aque-
ous solution from the lower reservoir (V = 80 ml) to the upper reservoir (V = 60 ml), from
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where it passes the shaped metal wire gravity-driven and is guided back into the lower
reservoir. Thus, the setup is a closed cycle. Silicon tubes connect the components to each
other. The upper reservoir is equipped with four openings, one for the incoming aque-
ous solution, one for a pressure exchange, and two drains. The overflow ensures a static
solution content in the upper reservoir and prevents its dependence on the non-constant
delivery rate of the peristaltic pump. Two metal blocks, that are screwed together tightly
and sealed with teflon stripes, mount the metal wire. It is shaped by hand and possesses
a diameter of 0.2 mm. The area spanned with the metal wire has an overall length of
50 mm and a maximal width of 9 mm. A thinner wire and larger spanned areas result
in reduced film thicknesses, but on the cost of a decreased film stability concerning film
ruptures. Its specific shape strongly influences the achievable film thickness and stability,
sharp edges and angles need to be avoided. The height differences h between the upper
reservoir and the liquid jet significantly determines the film thickness, larger heights lead
to larger film thicknesses [58]. A value of h = 2 cm was chosen for the measurements,
since a thin film was required. A round metallic termination mechanically connects the
wire with a tailrace pool.
The practical application of the liquid jet requires a surfactant to reduce the surface ten-
sion of the solution. A non-ionic surfactant called IGEPAL R© 890 was selected and added
with a concentration of 6 mM. No surfactant-related influences on the linear spectrum of
an aqueous KDP solution (1 M) could be measured (cf. Sec. 4.2).
Falling droplets should be avoided in the upper reservoir. Instead, a smooth flow at the
inner reservoir walls is gainful for low thickness fluctuations of the liquid jet. Air currents
in the direct environment should be suppressed. Tweezers were used to establish the thin
film between the metal wires since it does not emerge spontaneously. The flow rate of
the solution in the liquid jet added up to 10 ml in 335 s which corresponds to 30 nl/ms.
Regarding the overall volume Vjet = 3.2 µl of the liquid jet and the experimental param-
eters for the interacting light pulses (≈ 150 µm diameter in the focus, 1 kHz repetition
rate), the illuminated area is exchanged nearly three times between two subsequent pump







Figure 3.7: Schematic illustration of the reflection geometry used for the pump/probe measurements on
ZnO:Ga. (a) Prism-mounting with an Au-coating (yellow) reflecting twice the p-polarised pump and
probe pulses. The angle of incidence is Θ = 45◦ for the probe pulses and slightly different for the pump
pulses. (b) The incoming pulses are reflected at the highly doped, mirror-like bottom layer of the sample,
such that the vectorial sum of the E-field components of the incoming and outgoing pulses result in an
electric field oscillating parallel to the surface normal. Thus, a coupling between the interacting light
fields and the bulk plasmon in the upper layer is possible (cf. Fig. 6.1).
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Since the pump/probe setup described in Sec. 3.3 has originally been designed for trans-
mission geometries, some modifications need to be implemented in order to perform a
pump/probe experiment in reflection geometry. The reflection geometry is necessary to
investigate the nonlinear response of a bulk plasmon in a ZnO:Ga multilayer structure
that is schematically shown in Fig. 3.7 (b). Details of this experiment are presented in
Ch. 6.
Two conditions need to be fulfilled for measurements in reflection geometry using the
setup discussed in Sec. 3.3. These conditions are i) an unaltered probe beam direction
after all interactions, and ii) a minimal prolongation of the probe beam path. Otherwise,
a distortion-free mapping of the dispersed probe pulses on the detector would not be
possible. A geometry that satisfies the necessary conditions is illustrated in Fig. 3.7 (a).
In this reflection geometry, the incoming p-polarised pump and probe pulses are reflected
twice from a prism and once from the sample. The angle of incidence is Θ = 45◦ for the
probe pulses and only slightly different for the pump pulses. A 100 nm thick Au-coating
on top of two prism facets provides for a high reflectivity in the IR spectral range. After
the first reflection at the front of the prism, the pump and probe pulses propagate through
the lower doped first layer (red, Ne = 1 · 1020 cm−3) of the sample and are reflected at the
second mirror-like higher doped layer (grey, Ne = 6 · 1020 cm−3), illustrated in Fig. 3.7 (b).
Then, the pulses propagate again through the first layer of the sample and are reflected
at the back of the prism such that the outgoing probe pulses proceed collinearly to the
incoming probe pulses, whereas the outgoing pump pulses are blocked. This geometry
allows for spatially overlapped pump and probe pulses in the top layer of the ZnO:Ga
sample with electric field components parallel to the surface normal and, thus, parallel to
the k-vector of the bulk plasmon oscillation (cf. Fig. 6.1).
Three translational and three rotational axis were used to position the prism mounting
for an optimal alignment. The distance between the sample and the top of the prism
was less than 2 mm. Cross correlations of the pump and probe pulses were measured
to be shorter than 150 fs and the irradiated area on the sample exhibited a diameter of
≈ 150 µm.
A pump frequency of 360 meV was chosen in combination with pump pulse energies of
1.8 µJ, 0.7 µJ, and 0.3 µJ, attenuated by different copper meshs, respectively. Different
probe pulse frequencies were used with probe pulse energies of ≈ 50 nJ.
The p-polarisations of the pump and probe pulses were achieved by two different λ/2-
waveplates (ALPHALAS PO-TWP-L2-25-FIR), one for the pump pulses and one for the
probe pulses. These waveplates are fs-suitable and spectrally tuneable from 1 − 19 µm.
3.7 ZnO:Ga sample fabrication
The ZnO:Ga sample has been manufactured with molecular beam epitaxy (MBE) in a
two-dimensional growth mode [59]. A thin ZnO layer is deposited on top of a 0.5 mm
thick sapphire substrate with a defined a-plane (112̄0) surface orientation. This thin
layer spatially separates the Ga-atoms in the upper layers from the sapphire substrate
in order to avoid chemical reactions among them. A highly Ga-doped ZnO layer (Ne =
6 · 1020 cm−3) with a thickness of 400 nm is deposited on top of the pure ZnO layer.
A slightly less Ga:doped ZnO layer (Ne = 1 · 1020 cm−3) with a thickness of 100 nm
forms the top of the sandwich structure. All ZnO and ZnO:Ga layers have an (001̄)
orientation and, thus, O-termination with oxygen atoms pointing out of the crystal. The
total Ga-content adds up to ≈ 1 %. Zn-atoms within the wurtzite crystal structure
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of ZnO are substituted with the Ga-atoms which act as electron donors. Hence, the
investigated ZnO:Ga sample is heavily n-doped exhibiting a "free electron gas". Carrier
mobilities of around 50 cm2V−1s−1 are documented for the Ga-doped ZnO layers [59].
Ga-concentrations in ZnO of up to a mole fraction of 6.5 % can be reached with only
minor deviations from the original crystal structure [59].
This specific sample fabrication allows for planar and atomically sharp ZnO and Ga-
doped ZnO layers with defined metal-air and metal-metal interfaces in a subwavelength
regime [60–63]. The interfaces of the described sandwich structure features polariton
dispersion curves with plasma frequencies in the mid-IR, discussed in detail in section
6.2.2 [64].
3.8 NaBH4 sample preparation
Solid NaBH4 films were prepared with NaBH4 (> 98 % purity) in powder form by Sigmar
Aldrich. The powder and a 0.5 M stock solution of NaBH4 dissolved in isopropylamine
were stored in a glove box with inert Ar atmosphere, since NaBH4 quickly decomposes
under the presence of H2O or O2 [65]. In the glove box, a small amount of the solution
was deposited on a 100 µm thin MgF2 window from where the solvent isopropylamine
evaporated within seconds, supported by its low boiling temperature of 32 ◦C [66]. The
MgF2 window has a diameter of 3 mm and is embedded in the lower part of a gas-tight
metallic cell. After complete evaporation of the solvent, a ≈ 1 µm thick polycrystalline
NaBH4 film remained on the MgF2 window. The NaBH4 containing part of the cell was
then screwed together with the upper part, equipped with another thin MgF2 window,
and sealed with a circular rubber band. The cells manufactured in that way kept the gen-
erated NaBH4 films stable for more than a week, tested in IR absorption measurements.
For the liquid samples, NaBH4 was dissolved in isopropylamine with concentrations of
either 0.8 M or 0.5 M. Small amounts of these solutions were deposited in Harrick de-
mountable liquid cells with two 1 mm thick BaF2 windows. 1 or 25 µm spacers between
the windows adjusted the thickness of the liquid films that were stable one day long.
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4 Ultrafast phosphate hydration
dynamics in bulk H2O
4.1 Phosphates as biomolecular hydration sites
About 80 % of the mass of most living cells is comprised of intercellular water [67, 68].
Thus, water plays a significant role in biochemical processes as for instance the ATP
metabolism or ion transport across cell membranes [69–71]. Next to ATP, DNA, and phos-
pholipids represent essential biomolecules that feature a manifold of functional groups,
respectively, which are involved in the biochemical processes [72–74]. One very important
functional group are charged phosphate groups that strongly interact with polar (intercel-
lular) water. Phosphate groups in biomolecules constitute structuring building blocks on
the one hand and major hydration sites on the other hand [75–78]. Fig. 4.1 represents a
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Figure 4.1: Compilation of prominent phosphate group (red highlighted) containing biomolecules. (a)
Phospholipids, here a phosphatidylcholine, form lipid bilayers that are the major structure in biological
cell membranes [79–81]. (b) ATP is a crucial energy carrier for intracellular energy transfer that releases
energy via dephosphorylation, the removal of a phosphate group [82, 83]. (c) Phosphate groups are
the linking unit for nucleobases in the backbone of DNA and, therewith, codetermine its secondary
structure [84]. A DNA double helix in the B-form is shown on the left [85–87].
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Due to the ionic character of phosphate groups and the high water content of biologi-
cal cells, phosphates are surrounded by a plurality of water molecules and, accordingly,
serve as hydration sites. The particular hydration level and geometrical structure of the
hydrating water molecules can have a strong impact on the properties of the hydrated
biomolecules. For example, the hydration level of DNA determines decisively its secondary
structure [87, 88]. The equilibrium or time-averaged structures of the biomolecular sys-
tems shown in Fig. 4.1 are well characterised. Nevertheless, the intrinsic interaction with
water in biological cells requires the consideration of a manifold of timescales, in particular
ultrafast timescales, to properly account for elementary processes such as phosphate-water
interactions in living organisms [89,90].
For example, DNA interacts with water on a fs-timescale, a ps-timescale, and a ns-
timescale, correlated with structural reorientations of water molecules around phosphate
groups on the fs-timescale, breaking and formation of phosphate-water hydrogen bonds
(HBs) on the ps-timescale and exchanges of water molecules among hydration shells on
the ns-timescale [9, 71,91–95].
Molecular dynamics (MD) simulations allow for theoretical insights into the ultrafast
phos-phate-water interactions, whereas nonlinear spectroscopy is appropriate to gain ex-
perimental access into underlying interactions that lead to vibrational absorption spec-
tra with distinctive line shapes and vibrational frequencies [2, 7, 96]. Especially two-
dimensional infrared (2D-IR) spectroscopy with a fs time resolution permits direct insight
into e.g. the transient behaviour of phosphate vibrations or vibrational dephasing due to
water fluctuations and, thus, structural fluctuations within the phosphate-water system.
The comprehension of the ultrafast vibrational dynamics of bulk water is one key to un-
derstand the molecular interactions at phosphate hydration sites. These dynamics of bulk
water have been studied intensively over the last years [8, 97–108]. HB lifetimes between
neighboring water molecules of 1-2 ps are documented as well as librational motions of
water molecules on a sub-50 fs timescale that mediate fluctuating electric fields and result
in ultrafast vibrational frequency fluctuations [7,9]. These high-frequency librations also
cause vibrational dephasing of the OH-stretching mode to occur within ≈ 50 fs, revealed
by spectral diffusion, i.e., initially inhomogeneously broadened line shapes and homoge-
neously broadened line shapes after a delay time of 100 fs in 2D-IR experiments [8]. The
water molecule itself is a convenient probe to study, since the OH-stretching oscillator
exhibits a very large diagonal anharmonicity of ≈ 150 cm−1 once it is bonded to the HB
network in liquid water which makes it very sensitive to structural fluctuations [7,8,109].
Compared to bulk water, water at interfacial sites such as water surfaces, DNA-water or
phospholipid-water boundary layers exhibits modified vibrational dynamics [9, 27, 45, 92,
96,110–114]. Experimentally, it is hard to distinguish contributions from bulk water and
interfacial water. A concept to perform experiments with spatial sensitivity was intro-
duced recently [34,76,115–118]. There, phosphate vibrations were used as specific probes
for phosphate-water interactions located at DNA-water interfaces and within phospho-
lipid reverse micelles at phospholipid-water interfaces.
It was observed that structural dynamics of water at those interfaces are significantly
decelerated due to more rigid hydration shells with reduced water fluctuations. This
was demonstrated in slower spectral diffusion kinetics of the OH-stretching vibration and
persisting inhomogeneous broadening of 2D line shapes of phosphate vibrations up to
10 ps [34, 45, 119]. Furthermore, the vibrational lifetimes of excited phosphate vibrations
have been reported to be sensitive to the hydration level [9, 31,76,115,116,120,121].
Thus, phosphate groups are very sensitive probes to map decelerated water dynamics and
phosphate-water interactions at interfacial sites such as the phospholipid-water - or the
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DNA-water interface.
Within this work, phosphate vibrations of the ion H2PO−4 were measured in bulk H2O. It is
a priori uncertain whether phosphate vibrations of phosphate ions are appropriate probes
to map the ultrafast fluctuation dynamics of bulk water. They exhibit with ≈ 10 cm−1
a significantly smaller diagonal anharmonicity compared to the OH-stretching vibration
of water molecules and, hence, should not be as sensitive as water to ultrafast struc-
tural modifications and the accompanied frequency fluctuations. Therefore, phosphate
vibrations of "isolated" phosphate ions in bulk water are introduced here to evaluate their
suitability as local probes for the ultrafast structural fluctuations of bulk water. Beyond,
the obtained results serve as a benchmark for measurements on phosphate vibrations at
interfacial sites.
A free-standing liquid jet for the measurement of a phosphate water solution was designed
and applied. The liquid jet extends the temporal resolution of the experiments into the
region between 0 fs and 100 fs at which librational motions of water and the relaxation of
phosphate vibrations occur. The investigated absorption lines span a spectral range from
850 cm−1 to 1350 cm−1 that was addressed with tunable 100 fs light pulses.
The obtained results were embedded in a theoretical context in a joint experimental
and theoretical work at the Max-Born-Institute. Benjamin P. Fingerhut performed the
numerical calculations that can be found together with numerical details in ref. [76].
Chapter 4 refers to ref. [76] where the major experimental and theoretical results are
published.
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4.2 Vibrations of H2PO
−
4
Potassium dihydrogen phosphate (KDP) is a salt of phosphoric acid. Dissolved in water, it
forms a negatively charged anion H2PO
−
4 , the dihydrogen phosphate ion, and a positively
charged cation K+. For H2PO
−
4 -concentrations below the solubility limit of 1.6 M at
ambient conditions, the individual phosphate ions are well separated from each other and
exhibit distinct hydration shells. The infrared absorption spectrum of a 1 M aqueous
KDP solution is illustrated in Fig. 4.2 together with a characterisation of the individual
absorption lines. The spectra were measured with a 10 µm thin liquid jet (cf. Fig. 3.6).
Figure 4.2: Vibrational absorption spectra and normal modes of H2PO
−
4 molecules in aqueous solution.
Panel (a) shows an absolute absorption spectrum (black line) and a solvent-corrected absorption spectrum
(red line) of an aqueous 1 M KDP solution in combination with a pump pulse spectrum (dotted line) used
for the pump/probe and 2D-IR measurements. A 10 µm thin liquid jet was used to measure the shown
spectra. (b) Graphical charts of the normal modes shown together with the corresponding experimental
(from (a)) and theoretical frequency positions, orange: phosphorous, red: oxygen, white: hydrogen. Band
assignment according to [122–125]. The theoretical frequencies were obtained by MP2 normal mode
analysis of a H2PO
−
4 /water cluster containing 7 water molecules. The molar absorption coefficients
of H2PO
−
4 in water are: ǫ(877 cm
−1) = 100 M−1cm−1, ǫ(942 cm−1) = 280 M−1cm−1, ǫ(1077 cm−1) =
470 M−1cm−1, ǫ(1157 cm−1) = 330 M−1cm−1, ǫ(1250 cm−1) = 120 M−1cm−1.
H2PO
−
4 ions in aqueous solution exhibit five absorption bands in the illustrated range from
750 cm−1 to 1350 cm−1. The strongest absorption bands are assigned to the symmetric
PO−2 stretching vibration νS(PO
−
2 ) at 1077 cm
−1 and to the asymmetric PO−2 stretching
vibration νAS(PO
−
2 ) at 1157 cm
−1. A spectrally broad shoulder is evident in the high-
frequency range at 1250 cm−1 which is theoretically related (indicated by * in (b)) to the
symmetric and asymmetric P-(OH)2 bending vibrations δS(P−(OH)2) and δAS(P−(OH)2)
that cannot be distinguished experimentally. There are two absorption bands in the
low-frequency range, the asymmetric P-(OH)2 stretching vibration νAS(P − (OH)2) at
942 cm−1 and the symmetric P-(OH)2 stretching vibration νS(P − (OH)2) at 877 cm−1
which is the weakest one. High-frequency O-H stretching vibrations (≈ 3500 cm−1), low-
frequency PO−2 bending vibrations (≈ 500 cm−1) and Raman-active modes complete the
vibrational spectrum of H2PO
−
4 [122,123]. Furthermore, solvent-related absorption bands
within the spectral range illustrated in Fig. 4.2 occur. The librational L2 band of water
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centred around 670 cm−1 causes the strong additional absorption in the low-frequency
range, whereas high-frequency librations determine the absorption structure of water in
the high-frequency range [126,127].
The absolute absorption spectrum in (a) and the complete assignment of the absorption
bands suggest that the utilised surfactant necessary to run the liquid jet has no signif-
icant influence on the vibrational structure of H2PO−4 . Nevertheless, explicit reference
measurements were performed in addition to ensure that also the nonlinear spectra are
not influenced by surfactant contributions (cf. Sec. 4.4.1).
4.3 Hydration of H2PO
−
4
To get detailed microscopic insights into the underlying hydration structure of H2PO−4 ,
model calculations were performed with phosphate-water clusters containing different
numbers of water molecules. These calculations rely on i) DFT/MP2 normal mode anal-
ysis and ii) Molecular Dynamics (MD) simulations, with the phosphate ion embedded in
a cubic box containing 1226 water molecules simulated by the TIP5P water model [76].
In a first step, normal mode frequencies of phosphate vibrations were determined for
different phosphate-water clusters. In a second step, radial distribution functions (rdfs)
and dynamical aspects, such as the occurrence of HB breaking, were derived. HBs in
the following discussion were defined with oxygen-oxygen distances < 3.5 Å and bonding
angles P=O· · ·OW-HW < 30◦, according to [128,129].
4.3.1 Sensitivity of H2PO
−
4 vibrations to the hydration level
Figure 4.3: Normal mode frequencies for different phosphate-water clusters calculated with MP2 normal
mode analysis. (a) Absorption spectrum from Fig. 4.2. (b-e) Frequencies of phosphate vibrations and
absorption intensities for H2PO
−
4 × xH2O clusters. Additional water molecules induce a blueshift of
νAS(P-(OH)2) (green), a blueshift of both δ(P-(OH)2) bending modes (red), and a redshift of νAS(PO
−
2 )
(black) causing a coupling between νAS(PO
−
2 ) and the bending modes δ(P-(OH)2). (f) Geometrical
structure of H2PO
−
4 × xH2O clusters with highlighted HBs (red dashed lines). Bottom: Phosphate ion
with a full solvation shell within 3.5 Å. Site (i): PO−2 coordination site, site (j): P-(OH)2 coordination
site.
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The calculated absorption spectra in Fig. 4.3 show that an isolated H2PO−4 ion in the gas
phase exhibits absorption bands that deviate significantly from the absorption bands of
a hydrated H2PO−4 ion. In the high-frequency range at 1320 cm
−1 emerges the asymmet-
ric stretching vibration νAS(PO
−
2 ) (black). The symmetric stretching vibration νS(PO
−
2 )
(blue) is located at 1087 cm−1, whereas both bending modes δAS(P − (OH)2) and δS(P −
(OH)2) (red) can be found at 1048 cm−1 and 1031 cm−1, respectively. At a low frequency
of 786 cm−1 emerges the asymmetric stretching vibration νAS(P − (OH)2) (green).
Once the H2PO−4 ion is solvated with two water molecules at the HB accepting PO
−
2 site
(site (i)), νAS(P − (OH)2) is ≈ 20 cm−1 blueshifted and νAS(PO−2 ) ≈ 20 cm−1 redshifted.
The addition of a third water molecule leads to the formation of two further HBs, one
at the HB accepting PO−2 position and one at the HB donating P-(OH)2 position (site
(j)) that strongly influences the P-(OH)2 related normal modes. The HB to the hy-
droxyl group induces a strong ≈ 100 cm−1 blueshift of δAS(P− (OH)2). As a consequence,
νAS(PO−2 ) and δ(P − (OH)2) mix in mode character and delocalise. νAS(P-(OH)2) also
undergoes a blueshift of ≈ 100 cm−1.
Solvation with 7 water molecules only weakly affects νAS(P-(OH)2) and the νS(PO
−
2 )
mode [78,115]. In contrast, νAS(PO
−
2 ) is redshifted by more than 100 cm
−1, whereas both
δ(P − (OH)2) bending modes are strongly blueshifted. Hence, νAS(PO−2 ) interchanges
with both P-(OH)2 bending vibrations [124,125].
A total amount of 8 HBs to the phosphate ion are formed within the H2PO−4 × 7H2O
cluster, 6 HBs at the hydrogen bond accepting PO−2 site (i) and 2 at the hydrogen bond
donating P-(OH)2 site (j) (cf. Fig. 4.3 (f)).
The comparison of the absorption bands of the H2PO−4 × 7H2O cluster with the experi-
mental curve reveals strong similarities. The frequencies of νAS(P-(OH)2) and νS(PO−2 ),
νAS(PO−2 ) are well reproduced as well as the mode splitting of both PO
−
2 stretching vi-
brations of 80 cm−1.
For both δ(P− (OH)2) modes a qualitative agreement is observed. The slightly redshifted
frequencies of νS(PO−2 ), νAS(PO
−
2 ), and νAS(P − (OH)2) are a result of an overbinding of
the first solvation shell with the H2PO−4 ion since the second solvation shell is absent in
the cluster calculations.
Thus, the cluster calculations have demonstrated that the vibrational absorption spec-
trum of H2PO−4 is significantly determined by HBs and couplings to the surrounding first
water shell. Consequently, phosphate vibrations of the H2PO−4 ion are very sensitive
probes to study the dynamics of phosphate-water and ion-water interactions.
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4.3.2 Time-averaged hydration structure
The second step of hydration structure analysis comprises time-averaged radial distri-
bution functions (rdfs) and dynamical aspects derived from MD simulations. Rdfs can
be used to describe the spatial arrangement of particles with respect to a central point.
They are normalised and dimensionless functions that peak for radial distances with a
high density of particles and reach the value 1 for spatial distances at which an average
density of disordered particles occurs. Rdfs of H2PO−4 embedded in bulk water are shown
in Fig. 4.4 in comparison with the reference system pure bulk water.
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Figure 4.4: Radial distribution functions (rdfs) for H2PO
−
4 dissolved in water in combination with refer-
ence rdfs from pure water [125,130–132]. (a) Rdfs for oxygen-oxygen distances and phosphorous-oxygen
distances and (b) for hydrogen-oxygen distances. Hydrogen and oxygen from water molecules are denoted
as HW and OW, respectively.
Generally, all rdfs are flat beyond a distance of 8 Å so that water molecules located at
these distances are stochastically distributed. Distinct structures can be found below 8 Å.
The first maximum for P=O· · · OW distances is evident at ≈ 2.7 Å (red line in (a)), with
∆r = 0.06 Å slightly below the OW· · · OW distance in pure water (black line). Also the
rdfs for P-OH· · · OW and P=O· · · HW apparent as blue and red lines in (b) exhibit first
maxima at 1.74 Å, respectively, below the one of pure water at 1.8 Å (black line). Conse-
quently, the phosphate molecule forms stronger HBs to the aqueous solvation shell than
a water molecule, in line with former investigations [125, 130, 133]. The rdf for P· · · OW
(green line in (a)) has its first maximum at 3.6 Å. The observed second maxima are much
weaker and appear for e.g. P· · · OW around 5.75 Å pointing to a minor orientation of the
water molecules in the second solvation shell. Weak third maxima can be found up to
≈ 7.5 Å.
On average, 12 water molecules form the first hydration shell of H2PO−4 . This configura-
tion leads to a total amount of 9.7 HBs between the phosphate ion and its surrounding
water molecules. The PO−2 coordination site represents the major hydration site.
MD simulations also allow for an access to dynamical aspects of the spatial arrangement
between H2PO−4 and water molecules such as the lifetimes of HBs [134]. They have been
found to persist for 10.9 ps averaged over both coordination sites, the HB donating P-
(OH)2 and the HB accepting PO−2 site. HBs in bulk water exhibit lifetimes of about 1-2 ps
and, hence, are substantially shorter underlining the considerably stronger bonds between
H2PO−4 and water [100,131]. HB breaking events are induced by short time fluctuations.
In the vicinity of the negatively charged ion H2PO−4 with its strong Coulomb field, the
spatial reorientation of water molecules after HB breaking is decelerated compared to
pure bulk water.
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4.4 Vibrational lifetimes of phosphate vibrations
Femtosecond pump/probe experiments with different pump frequencies in a spectral
range between 850 cm−1 and 1350 cm−1 revealed the vibrational lifetimes of νAS(P-(OH)2),
νS(PO−2 ), νAS(PO
−
2 ), and both δ(P-(OH)2) modes. The liquid jet introduced in Sec. 3.5
was used to measure the H2PO−4 containing water solution with a phosphate concentration
of 1 M and a film thickness of 10 µm while any nonlinear signal contributions by window
materials could be avoided. Initially, nonlinear signals caused by resonantly excited wa-
ter librations and the utilised surfactant were evaluated in reference measurements in the
mentioned spectral region. Subsequently, the transient behaviour of resonantly excited
phosphate vibrations is discussed in detail.
4.4.1 Reference measurements on water
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Figure 4.5: Reference pump/probe measurements on pure water with the surfactant IGEPAL R© 890
(6 mM). (a,b) Transient spectra for delay times between 0 fs and 3 ps in the spectral region of the
νAS(P − (OH)2) absorption band illustrated together with transients at two different probe frequencies;
∆A = − log (I/I0). (c) Transient spectra for delay times between 0 fs and 3 ps in the spectral region
of the νAS(PO
−
2 ) absorption band. The shown data exhibit small signal amplitudes and essentially flat
nonlinear spectra in strong contrast to the nonlinear signals of the 1 M KDP solution (cf. Fig. 4.6). All
measured results are in line with former investigations on pure water [127,135–137].
Fig. 4.5 shows reference measurements on water containing only the dissolved surfactant
IGEPAL R© 890 at a concentration of 6 mM in the spectral range of the investigated
phosphate absorption bands. The resonant excitation of water within the high-frequency
tail of the L2-band (cf. Fig. 4.2, νexc. = 920 cm−1) leads to persisting bleach signals in the
transient spectra below 910 cm−1 (panel (a)). In the transients (panel (b)), an enhanced
absorption with a maximum around 150 fs is observed at 929 cm−1 that decays on a sub
200 fs timescale and subsequently evolves into a persisting bleaching at late delay times
≥ 500 fs. A steplike behaviour and solely negative signals can be observed for transients
below 910 cm−1.
Under excitation of the high frequency librations of water at νexc. = 1172 cm−1, spectrally
flat nonlinear spectra with negative signs can be observed for delay times of 0 fs, 300 fs,
and 800 fs. At 3 ps, a flat nonlinear spectrum with a positive sign is measured. All
nonlinear spectra have small signal amplitudes with ∆A < 0.05 mOD.
Former investigations on water document similar transient behaviours as measured here
[36, 127, 136, 137]. A transient redshift of the L2-band explains the results shown in
panels (a,b) whereas the small dipole moment of the high frequency librations between
1000 cm−1 and 1600 cm−1 causes the small linear absorption and, thus, the small transient
absorption changes. This leads to the conclusion that the surfactant IGEPAL R© 890 can
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only have a negligible influence on the nonlinear responses of the measured water and the
phosphate-water solution.
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Figure 4.6: Nonlinear spectra and transients of pump/probe measurements on νAS(P-(OH)2) (left),
νS(PO
−
2 ) and νAS(PO
−
2 ) (middle), δS(P-(OH)2) and δAS(P-(OH)2) (right) of an aqueous 1 M H2PO
−
4
solution, measured in a 10 µm liquid jet; ∆A = − log (I/I0). (a,d,g) Linear absorption spectra (solid
lines) of the measured solution shown together with partial pump pulse spectra (dotted lines) utilised
for the time-resolved experiments. A complete pump pulse spectrum is given in Fig. 4.2. (b,e,h) Time-
resolved spectra for delay times between 0 fs and 2 ps. (c,f,i) Transients at particular probe frequencies
(symbols) with monoexponential fits to deduce the corresponding time constants (red lines). All modes
show a pronounced decrease of absorption at the fundamental transitions and redshifted excited state
absorptions. At delay times of ≈ 2 ps, a heated phosphate-water solution causes the signature of thermal
pump/probe signals. For T < 0 fs, PFID leads to the measured nonlinear signals [49]. Pump pulse
energy: Epump ≈ 1.5 µJ =̂ 6 · 1010 W/cm−2.





and the bending modes δ(P-(OH)2). Nonlinear spectra at different delay times are given
in the panels (b), (e), and (h) and transients at fixed probe frequencies in the panels (c),
(f), and (i). Due to excitation by the pump pulses, a depopulation of the vibrational
ground states and a population of the first excited states occur, v=0→1. As a conse-
quence, the v=0 states are bleached and stimulated emission from the v=1 states arises
which both together results in a decrease of probe pulse absorption on the fundamental




2 ), and both bending modes δ(P-(OH)2).
The diagonal anharmonicities of the excited oscillators cause the excited state absorptions
v=1→2 to be redshifted. They decay with time constants between 260 fs for νAS(PO−2 )
and 390 fs for νAS(P-(OH)2). An estimation of the anharmonicities via line shape analysis
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revealed numerical values of ≈ 10 cm−1 for all modes shown in Fig. 4.6 that are consis-
tent with vibrational self-consistent field (vscf) calculations [76]. The measured bleaching
signals decay on the same timescale as the corresponding excited state absorptions.
All pump/probe spectra exhibit small residual signals at delay times ≥ 1.5 ps. For
νS(PO−2 ) and νAS(PO
−
2 ), these signals are in line with a blueshift of the fundamental
transitions that extend to frequencies ≥ 1200 cm−1, also causing the small offset at late
delay times evident in panel (i). A heat jump of ≈ 1 K of the phosphate surrounding
water due to resonant excitation of the phosphate vibrations, as well as of water libra-
tions, weakens the phosphate-water HBs and leads to the blueshifts (cf. Fig. 4.3). In
contrast, νAS(P-(OH)2) shows a small redshift at late delay times in panels (b) and (c)
that is superimposed by negative signal contributions from the excited high frequency
tail of the L2 band of water (cf. Fig. 4.5) [127]. This behaviour can be understood from
the afore mentioned H2PO−4 × xH2O cluster calculations that demonstrated a redshift of
νAS(P-(OH)2) upon desolvation (cf. Fig. 4.3).
A comparison with the nonlinear response of pure water (cf. Fig. 4.5) reveals substantial
differences with respect to the amplitudes of the measured nonlinear signals and their
spectral shapes. The essentially spectrally flat response of water and the one order of
magnitude smaller signal amplitudes clearly show that resonantly excited water libra-
tions do not contribute directly to the nonlinear response of H2PO−4 shown in Fig. 4.6.
The general ultrafast sub-400 fs timescale of vibrational relaxation should be discussed.
Current investigations on intramolecular couplings of H2PO−4 in an aqueous environment
predict a Fermi resonance between the overtone of a low frequency tetrahedron skeleton
mode δ(O=P-O) (νδ(O=P−O) = 506 cm−1) with the redshifted excited state of νS(PO−2 )
around 1030 cm−1 [138]. Hence, a relaxation of the v=1 state of νS(PO−2 ) can occur via
the v=2 state of δ(O=P-O) with subsequent energy dissipation into the water environ-
ment. This process is very efficient since the transition frequencies of the δ(O=P-O)
oscillator are resonant to the broad L2 band of water [127]. Similar relaxation channels
can be expected for νAS(PO−2 ), νAS(P-(OH)2) and the bending modes δ(P-(OH)2).
Contrasting the vibrational lifetimes measured here with vibrational lifetimes of phos-
phate groups in phospholipids and DNA systems reveals strong similarities and differ-
ences [31,115–118]. In those systems, νS(PO−2 ) exhibits v=1 lifetimes that sensitively de-
pend on the water content in the direct environment. Lifetimes of 1.5 ps are documented
for a low hydration level of one water molecule per phosphate group that decrease to 1 ps
for a higher hydration level of 16 water molecules per phosphate group [34]. Both life-
times are longer than the 350 fs measured here. As opposed to this, 300 fs v=1 lifetimes
are documented for νAS(PO−2 ) that do not depend on the hydration level, similar to the
260 fs shown in Fig. 4.6. This behaviour points to a relaxation mechanism for νAS(PO−2 )
that also involves low-frequency phosphate vibrations on the one hand, and to a more
complex relaxation behaviour for νAS in DNA and phospholipids on the other hand.
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4.5 Structural dynamics from 2D-IR spectra
Structural dynamics and intermolecular couplings of vibrational modes are experimen-
tally accessible with nonlinear spectroscopy and especially with 2D-IR spectroscopy (cf.
Sec. 2.7) [44,96,115]. Here, 2D-IR spectroscopy was applied to investigate the interaction
between phosphate ions and their fluctuating hydration shells, as well as couplings among
phosphate vibrations. The investigated sample is a 1 M aqueous H2PO−4 (KDP) solution
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Figure 4.7: Broadband 2D-IR spectra for phosphate vibrations between 1000 cm−1 and 1260 cm−1 mea-
sured with an aqueous 1 M H2PO
−
4 solution in a 10 µm liquid jet. The panels (a,b) display linear
absorption spectra of the solution and a partial pump pulse spectrum. (c-f) Normalised contour plots




2 ) and δS(P-(OH)2),
δAS(P-(OH)2) for delay times T between 0 and 500 fs. Adjacent contour lines differ in 10 percentage
points. Panel (g) shows an upscaled (factor 4) spectral range between ν1 = 1040 cm−1 − 1120 cm−1
and ν3 = 1180 cm−1 − 1260 cm−1. Positive signals are shown as yellow-red contours and negative sig-
nals as blue contours. Diagonal peaks around the fundamental transition frequencies are the strongest
features in the 2D plots. Anharmonic couplings among the phosphate vibrations lead to the measured
off-diagonal cross peaks. The general upright shape of the diagonal peaks with centre lines (brown
lines) almost parallel to the ν3-axis reveals prevalent homogeneous broadening. Pump pulse energies:
Epump ≈ 1.5 µJ =̂ 6 · 1010 W/cm−2.
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Fig. 4.7 shows absorptive 2D-IR spectra of the aqueous H2PO−4 solution with a 1 M con-
centration for delay times between T = 0 fs and T = 500 fs. The utilisation of the liquid
jet allows for the evaluation of the 2D-IR spectra for T = 0 fs and T = 100 fs. The chosen





2 ), and both bending modes δ(P-(OH)2). Bleaching signals due to v=0→ 1 tran-
sitions and stimulated emission are illustrated as yellow-red contours, whereas excited
state absorptions due to v=1→ 2 transitions are shown as blue contours. All 2D spectra
have normalised intensities and adjacent contour lines differ in 10 percentage points.
Strong diagonal peaks of νS(PO−2 ) and νAS(PO
−
2 ) centred around ν3 = ν1 = 1075 cm
−1
and ν3 = ν1 = 1150 cm−1 are evident in all 2D spectra in Fig. 4.7. Only weak diagonal
peaks can be measured for both δ(P-(OH)2) modes around ν3 = ν1 = 1200 cm−1 because
of their shoulder-like linear absorption and, thus, substantially smaller transition dipole
moments.
Pronounced off-diagonal cross peaks are observed between νS(PO−2 ) and νAS(PO
−
2 ) around
ν3 = 1070 cm−1, ν1 = 1150 cm−1 and ν3 = 1150 cm−1, ν1 = 1070 cm−1, which demon-
strate a vibrational coupling among the two PO−2 stretching modes. A further coupling
between νAS(PO−2 ) and both P-(OH)2 bending modes is obvious as the large yellow con-
tour around ν3 = 1240 cm−1, ν1 = 1150 cm−1 and the tails around ν3 = 1150 cm−1,
ν1 = 1240 cm−1. Panel (g) shows a weak cross peak between νS(PO−2 ) and both P-
(OH)2 bending modes. Complementary (weak) cross peaks can also be found around
ν3 = 1070 cm−1, ν1 = 1220 cm−1 (not shown). Current investigations revealed further
cross peaks between the asymmetric stretching mode νAS(P − (OH)2) at 942 cm−1 (cf.
Figs. 4.2 and 4.6) and the two stretching modes νS(PO−2 ), νAS(PO
−
2 ) [138].
The diagonal and off-diagonal anharmonicities have amplitudes of ≈ 10 cm−1 which is
small compared to the ≈ 50 cm−1 line widths of νS(PO−2 ) and νAS(PO−2 ) in the linear
absorption spectrum. This leads to a strong overlapping of positive and negative signal
contributions within the 2D spectra and, in combination with the distinct cross peaks, to
their stripe-like appearance.
The line shapes of the diagonal peaks are essentially round and homogeneous and exhibit
only a small tilt along the diagonal. These homogeneous shapes are underlined by the
centre lines in panel (a) that are close to a slope of 0. No significant dynamical changes are
observed in the line shapes within the measured delay times from T = 0 fs to T = 500 fs.
An apparent feature is the plateau-like elongation of the excited state absorption of
νS(PO−2 ) around ν3 = 1030 cm
−1, ν1 = 1075 cm−1 that can be attributed to a Fermi
resonance of the v=1 state of νS(PO−2 ) with the v=2 state of the low-frequency tetrahe-
dron skeleton mode (δ(O=P=O)) [138].
The rising blue contours for longer delay times and especially for T = 500 fs around
ν3 = 1190 cm−1, ν1 = 1150 cm−1 can be attributed to a thermal signal contribution due to
a blueshift of νAS(PO−2 ). Simultaneously, the relative bleaching intensity of νAS(PO
−
2 ) on
the diagonal is enhanced. This peculiarity occurs, because the asymmetric PO−2 stretching
vibration νAS(PO−2 ) is very sensitive to a temperature change of the surrounding water. In
Fig. 4.8, a broadband 2D spectrum is presented for a delay time of T = 5000 fs to demon-
strate the sensitivity of νAS(PO−2 ). At T = 5000 fs, all excited phosphate vibrations are
completely decayed and the excess energy is transferred into the water environment.
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Figure 4.8: Broadband 2D-IR spectrum for phosphate vibrations between 1040 cm−1 and 1260 cm−1
measured with an aqueous 1 M H2PO
−
4 containing solution in a 10 µm liquid jet. Panel (a) illustrates
the linear absorption spectrum of the solution and a partial pump pulse spectrum. (b) Shows transient
pump/probe spectra from Fig. 4.6 between 0.5 ps and 5 ps and one broadband pump/probe spectrum
(magenta) at 5 ps used to scale and phase the absorptive 2D plot in (c). Adjacent contour lines differ in 10
percentage points. Positive signals are shown as yellow-red contours and negative signals as blue contours.
At T = 5 ps, all phosphate vibrations are in their ground states such that (c) shows a normalised 2D
spectrum with purely thermal signal contributions.
Fig. 4.8 illustrates a hot ground state of the phosphate-water solution around the two PO−2
stretching vibrations. The pump/probe spectra in panel (b) clearly show a redshift of the
non-vanishing bleaching around the fundamental transitions of νS(PO−2 ) and νAS(PO
−
2 )
with a much more pronounced amplitude for νAS(PO−2 ). At the same time, enhanced
absorption can be observed that is blueshifted to the fundamental transitions. Theses
behaviours are in line with a blueshift of νS(PO−2 ) and νAS(PO
−
2 ) caused by the dissipa-
tion of excess energy into the water environment of the phosphates and a subsequent heat
jump of ≈ 1 K. The heated water leads to a desolvation of H2PO−4 and, consequently, to
a blueshift of the PO−2 stretching vibrations, whereby νAS(PO
−
2 ) is much more sensitive
to this effect. This also becomes clear in the 2D spectrum in panel (c) where the yellow
contours at the diagonal around ν3 = 1140 cm−1, ν1 = 1140 cm−1 are the most intense
features. The general streaky shapes of the peaks in panel (c) that are elongated along
ν1 arise from the pronounced librational manifold of water in this spectral range that
couples anharmonically to the PO−2 stretching vibrations.
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4.5.1 Line shape analysis
The upright shape of the diagonal peaks of νS(PO−2 ) and νAS(PO
−
2 ) in Fig. 4.7 with
their small tilts along the diagonal suggest a prevalent homogeneous broadening [2]. This
visual argument can be hardened with spectral cuts through the 2D spectra along the
frequency diagonal ν1 = ν3 (diagonal cuts) and along the ν3-axis (horizontal cuts). In
case the diagonal and horizontal cuts exhibit peaks with similar widths, the peaks are
homogeneously broadened. Fig. 4.9 shows the respective cuts for νS(PO−2 ) and νAS(PO
−
2 )
























































2 ) (symbols) in combination with calculated cuts (lines) according to Fig. 4.10 and eqn. (4.2).
Panel (a) shows cuts for νS(PO
−
2 ) along ν1 = ν3 (diagonal) and (b) along ν1 = 1075 cm
−1 (horizontal).
The horizontal cuts cross the maxima of the v=0→ 1 transitions. Panel (c) shows diagonal cuts for
νAS(PO
−
2 ) and (d) along ν1 = 1155 cm
−1. Olive green arrows and numbers denote the spectral width of
the respective cut.
As mentioned before, small diagonal anharmonicities lead to cancellation effects which
reduce the spectral peak widths in the cuts through the 2D spectra. In all cases, the
peak widths are smaller than the corresponding absorption lines (≈ 50 cm−1) in the linear
absorption spectra (cf. Fig. 4.2). For νS(PO−2 ), the positive peak exhibits a spectral width
of δ ≈ 18 cm−1 for the diagonal and the horizontal cuts, respectively, that convincingly
demonstrates the homogeneity of the 2D line shape. A comparable behaviour is measured
for νAS(PO−2 ). The corresponding positive peaks exhibits a very similar spectral width of
≈ 25 cm−1 and, thus, underline the predominant homogeneous line shape.
A theoretical 2D line shape analysis makes it possible to derive fluctuation amplitudes for
νS(PO−2 ) and νAS(PO
−
2 ) and correlation times of the phosphate water interactions. These
quantities are components of the time correlation function of frequency fluctuations C(t).
With the help of the response functions discussed in Sec. 2.7.2 and Sec. 2.9 and density
matrix theory one can generate theoretical 2D spectra and, thus, determine C(t) with
the corresponding frequency fluctuations and correlation times [2, 15, 76, 138]. To derive
C(t) for νS(PO−2 ) and νAS(PO
−
2 ), Gaussian frequency fluctuations are assumed and a
biexponential Kubo approach is chosen. Then, C(t) contains explicit parameters for the
fluctuation amplitudes δν1 and δν2, as well as for the correlation times τC1 and τC2 and
can be written as (cf. eqn. (2.16))
C(t) = (δν1)2e−t/τC1 + (δν2)2e−t/τC2 . (4.1)
To properly account for the static, upright shape of the diagonal peaks for νS(PO−2 )
and νAS(PO−2 ) in Fig. 4.7, the biexponential Kubo function is supposed to contain an
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ultrafast as well as a static term with an infinitely large correlation time τC2. Then, the
Kubo function simplifies to
C(t) = (δν1)2e−t/τC1 + (δν2)2. (4.2)
With the response functions from Sec. 2.7.2 and Sec. 2.9, as well as small anharmonicities
for both PO−2 stretching vibrations of 10 cm
−1 (∆ in eqn. (2.43)), one can find a parameter
set for δν1,2 and τC1,C2 to reproduce the 2D spectra for νS(PO−2 ) and νAS(PO
−
2 ). A suitable
set of parameters is given in Tab. 4.1:
δν1 τC1 δν2 τC2
cm−1 fs cm−1 fs
νS(PO−2 ) 15 50 5 ∞
νAS(PO−2 ) 27 50 7 ∞
Table 4.1: Compilation of the fluctuation amplitudes δν1, δν2 and the correlation times τC1, τC2 for
νS(PO
−
2 ) and νAS(PO
−
2 ), respectively, to model the 2D line shapes measured in Fig. 4.7.
With the parameters from Tab. 4.1, a 2D spectrum for the two PO−2 stretching vibrations

































2 ). (a) Experimental 2D spectrum at delay time T = 0 fs from Fig. 4.7. (b) Theoretical 2D
spectrum with the parameters from Tab. 4.1.
Fig. 4.10 illustrates the theoretically derived 2D spectrum for νS(PO−2 ) and νAS(PO
−
2 )
between 1040 cm−1 and 1180 cm−1 in panel (b) in direct comparison to the experimental
one from Fig. 4.7 in panel (a). With the chosen parameters from Tab. 4.1, the line shapes
of the diagonal peaks can be reproduced very well. Especially their upright appearance
with their small tilt along the diagonal is described convincingly. These results are further
underlined in the comparison of the spectral cuts as shown in Fig. 4.9, where both the
experimental (symbols) as well as the theoretical cuts (lines) exhibit very similar shapes.
Deviations can be found for the negative peaks in Fig. 4.9 panels (b) and (c) that can
be attributed to the absence of cross peaks and Fermi resonance couplings in the applied
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theoretical approach and to a slight downshift of the v=1→ 2 transition along the exci-
tation frequency axis for νAS(PO−2 ).
The first 50 fs correlation time components for νS(PO−2 ) and νAS(PO
−
2 ) depict the dom-
inant ultrafast frequency fluctuations which lead to the upright line shapes and their
homogeneously broadened appearance [7]. The second weaker long-lasting components
identify a persisting memory of the transition frequencies that continues at least up to
500 fs, a time window in which the major portion of the excited vibrational states have
already decayed. Therefore, the second components reflect the inhomogeneous contribu-
tions within the measured 2D line shapes of νS(PO−2 ) and νAS(PO
−
2 ), evident as the small
tilts along the diagonal.
Even though water does not directly contribute to the nonlinear signals measured around
the fingerprint frequencies of νAS(PO
−
2 ) and νS(PO
−
2 ) (cf. Sec. 4.4), the influence of res-
onantly excited librational modes on the observed frequency fluctuations should be dis-
cussed. Generally, a higher water temperature and/or excited librations lead to stronger
structural fluctuations and, therewith, an accelerated loss of structural correlation be-
tween individual water molecules [7]. With the experimental conditions used, a spatially
randomised portion of ≈ 10−3 water molecules is excited. Compared to a thermal occupa-
tion of water librations that amounts to e−1000 cm
−1/200 cm−1 ≈ 7 · 10−3, resonantly excited
water librations can only play a minor role for the measured frequency fluctuations just
as for the pump/probe signals.
4.5.2 Instantaneous frequency fluctuations
For an in-depth analysis of the ultrafast frequency fluctuations of phosphate vibrations
in the vicinity of water, ab-initio hybrid quantum-classical calculations were performed
[76]. Nuclear configurations of a hydrated H2PO−4 ion were calculated by a classical MD
trajectory and the relaxed instantaneous normal modes of νS(PO−2 ), νAS(PO
−
2 ) and δ(P-
(OH)2) along this MD trajectory were derived. The results of this ab-initio calculation
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2 ), and δ(P-(OH)2) from time-
dependent nuclear configurations in a classical MD trajectory. (a) Instantaneous frequencies over 2 ps
from the mixed quantum-classical model (cf. Fig. 2.4). (b) Theoretical frequency distributions in
comparison with the linear absorption spectrum of the aqueous H2PO
−
4 solution from Fig. 4.2. (c)
Frequency-frequency fluctuation correlation functions (C(t) = 〈δν(0)δν(T )〉, cf. eqn. (2.16)) of νS(PO−2 )
and νAS(PO
−
2 ) derived from the mixed quantum-classical model (squares) and from the biexponential
Kubo model (lines) (cf. Fig. 4.1, eqn. (4.2)).
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and both δ(P-(OH)2) modes within a time window of 2 ps. The time evolutions of the
frequencies are characterised by ultrafast 50 fs fluctuations as a consequence of modu-
lated spatial configurations of phosphate and water molecules within the HB network.
Frequency fluctuations are most pronounced for both δ(P-(OH)2) modes (bandwidths of
≈ 50 cm−1, respectively), somewhat less for νAS(PO−2 ) (bandwidth of ≈ 30 cm−1), and
least pronounced for νS(PO−2 ) (bandwidth of ≈ 15 cm−1), indicating that νAS(PO−2 ) is
more sensitive to local field fluctuations than νS(PO−2 ). A histogram of normal mode
frequencies over 12 ps reveals Gaussian-like fluctuations with bandwidths very close to
the experimentally observed ones, as shown in (b).
Panel (c) shows correlation functions for frequency fluctuations derived from the instan-
taneous frequencies of the MD trajectory (squares) and from 2D line shape simulations
(lines) for νS(PO−2 ) and νAS(PO
−
2 ) (cf. Sec. 4.5.1). Qualitative agreement, especially con-
cerning the fluctuation time scales, is evident between both models. Quick initial decays
are observed and after 300 fs, most of the correlations are lost. Quantitative differences
occur due to incomplete convergences in the mixed quantum-classical model [97,139].
The experimentally and theoretically observed 50 fs fluctuation time scale for phosphate
vibrations in the vicinity of bulk water and the corresponding quick decay of the corre-
lation functions illustrate that HB breaking and formation events contribute only sub-
sidiary to the derived fluctuation dynamics. Lifetimes of HBs between water molecules
and H2PO−4 ions exceed 10 ps, derived from MD simulations (cf. Sec. 4.3), and, thus,
outlive 50 fs fluctuations. Hence, librations of water molecules within the first solvation
shells of H2PO−4 are responsible for the measured homogeneous 2D line shapes.
4.5.3 Comparison with phospholipid and DNA model systems
Complementary to isolated H2PO−4 ions in bulk water, phosphate vibrations in phospho-
lipid and DNA model systems are sensitive probes for the hydration at biologically relevant
interfacial sites (cf. Fig. 4.1). In those systems, 2D line shapes of phosphate vibrations
are essentially inhomogeneously broadened and the frequency correlation functions decay
significantly slower, which is illustrated in Fig. 4.12 [31,34,117,118].
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Figure 4.12: Correlation functions of frequency fluctuations 〈δν(0)δν(T )〉 for the stretching vibration of
water and the asymmetric stretching vibrations of phosphates embedded in different environments. The





4 (taken from Fig. 4.11 panel (c)) and ν(OH stretch) H2O (taken from ref. [140]). For DNA at a
hydration level of 92 % and phospholipids arranged as reverse micelles with a hydration level of w0 = 16,
the correlation functions for νAS(PO
−
2 ) decay significantly slower due to decelerated water fluctuations
at the corresponding interface (taken from [34,117,118].)
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Structural characteristics at the interface can have a strong impact on hydration and
the dynamics of hydration shells. Water molecules at phospholipid-water interfaces are
exposed to a strong Coulomb field caused by the head group dipole moment of typically
20 D (cf. Fig. 4.1) [31, 34, 141]. The particular orientation of the dipole arranges the
water molecules around the phosphate head group up to distances of ≈ 6 Å or 3 solvation
shells [142]. Consequently, the interfacial water molecules are oriented, immobilised, and
intermolecular HB lifetimes extend up to > 10 ps [34,119]. Furthermore, the strong dipole
moment of the head group and its spatial arrangement partially shields the bulk water
with its full spectrum of fluctuations [34]. These factors lead to a relatively rigid water
network around the phosphate groups in phospholipids with significantly inhibited fluc-
tuating molecular motions. Thus, the corresponding correlation function for νAS(PO
−
2 )
(black line in Fig. 4.12) decays with an initial 300 fs time constant substantially slower
than the correlation function for ν(OH stretch) of bulk water (green line in Fig. 4.12).
Comparable results have been reported for DNA-water interfaces [9, 40, 77, 91, 93, 113,
115, 119, 143]. Within those interfaces, it is the DNA backbone that contains the polar
phosphate groups with distinct hydration shells (cf. Fig. 4.1). But not only phosphate
groups serve as hydration sites, hydration also involves HBs to particular DNA sites or
sugar rings [9, 117–119]. Spatial constraints constituted by the major and minor grooves
and the presence of an oriented dipole moment due to counterions decelerate the water
dynamics at the DNA-water interface, very similar to the phospholipid-water interface.
Consequently, the corresponding correlation function for νAS(PO
−
2 ) of a phosphate group
at the DNA-water interface (blue line in Fig. 4.12) decays with an initial 300 fs time con-
stant likewise markedly slower than the correlation function for ν(OH stretch) of bulk
water.
In strong contrast, the small H2PO−4 ions measured here are local probes for the fluctuation
dynamics of bulk water. The dihydrogen phosphate ion is exposed to the unperturbed
molecular motions of water and, thus, to the full extend of fluctuating electric fields.
More pronounced fluctuation dynamics and larger fluctuation amplitudes compared to
the discussed DNA and phospholipid systems are the consequence as is evident in the
quick decay of the correlation function for νAS(PO
−
2 ), red line in Fig. 4.12 (cf. Figs. 4.11
and 4.1).
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4.6 Conclusions and outlook
Phosphate vibrations of the molecule H2PO−4 in a 1 M aqueous solution were investigated
with femtosecond pump/probe and 2D-IR measurements in a self-designed free-standing
liquid jet to evaluate their sensitivity for structural fluctuations of bulk water. There-
fore, the symmetric and asymmetric stretching vibrations νS(PO−2 ) and νAS(PO
−
2 ), the
symmetric and asymmetric bending vibrations δS(P-(OH)2) and δAS(P-(OH)2), as well
as the asymmetric stretching vibration νAS(P-(OH)2) were studied in a frequency range
between 850 cm−1 and 1350 cm−1. Due to the utilisation of the 10 µm thin liquid jet and
the resulting absence of nonlinear signal contributions caused by a sample holder, the
time resolution of the performed experiments could be increased. This allowed for the
evaluation of 2D-IR spectra and pump/probe signals of H2PO−4 for delay times between
0 fs and 100 fs.
Lifetimes of the excited vibrational states were determined to be 350 fs for νS(PO−2 ),
260 fs for νAS(PO−2 ), 290 fs for δS(P-(OH)2) and δAS(P-(OH)2), as well as 390 fs for νAS(P-
(OH)2). After a delay time of ≈ 1.5 ps, the pump/probe signals manifested distinct and
persisting contributions from a hot ground state. Relaxation of excess energy into the
water leads to a ≈ 1 K heat jump of the solution and, thus, to a desolvation of H2PO−4
with an accompanied blueshift of νS(PO−2 ) and νAS(PO
−
2 ) and a redshift of νAS(P-(OH)2).
Signatures of a hot ground state are also evident in 2D-IR spectra for delay times ≥ 300 fs.
A 2D-IR spectrum measured at a delay time of 5 ps, for which all excited vibrational states
are decayed and a pure hot ground has developed, shows a larger sensitivity of νAS(PO−2 )
to changes in the surrounding HB network compared to νS(PO−2 ).
Broadband 2D-IR measurements on νS(PO−2 ) and νAS(PO
−
2 ) revealed predominant ho-
mogeneously broadened and static line shapes for both normal modes in a delay time
window from 0 fs to 500 fs. Pronounced cross peaks were measured between νS(PO−2 ) and
νAS(PO−2 ), νS(PO
−
2 ) and both δ(P-(OH)2) bending modes, as well as between νAS(PO
−
2 )
and both δ(P-(OH)2) bending modes, pointing to anharmonic couplings among the nor-
mal modes. Small diagonal anharmonicities for νS(PO−2 ) and νAS(PO
−
2 ) of ≈ 10 cm−1,
respectively, were observed.
An analysis of frequency fluctuations and correlation times on the basis of a biexponential
Kubo function illustrated that frequency fluctuations on a 50 fs timescale determine the
upright and, thus, homogeneous 2D line shapes of νS(PO−2 ) and νAS(PO
−
2 ). These 50 fs-
fluctuations arise from ultrafast water librations. A small fluctuation component with an
infinitely large correlation time represents persisting structural inhomogeneities within
the phosphate-water system and, therewith, accounts for small inhomogeneities in the 2D
line shapes measured. The fluctuation amplitudes for νAS(PO−2 ) are larger compared to
those of νS(PO−2 ), which is in line with a higher sensitivity of νAS(PO
−
2 ) on structural
modifications within the phosphate solvation shells.
Hybrid quantum-classical model calculations supported the experimental findings and
yielded microscopic insights into the phosphate-water interactions. 12 water molecules
have been found to form the first hydration shell of H2PO−4 that are linked to the phos-
phate ion via ≈ 10 HBs which crucially determine the normal mode frequencies of the
phosphate vibrations. These HBs exhibit lifetimes of ≈ 10 ps and, thus, outlive ultra-
fast 50 fs water librations. The water librations cause structural reorientations of water
molecules in the first solvation shell and lead to normal mode frequency excursions on an
according 50 fs timescale for νS(PO−2 ), νAS(PO
−
2 ) and both δ(P-(OH)2) bending modes.
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The investigations on H2PO−4 dissolved in water successfully demonstrated that phos-
phate vibrations are not only sensitive probes for decelerated water fluctuations at inter-
facial sites but that they are especially suitable to map bulk water fluctuations. Even
though νS(PO−2 ) and νAS(PO
−
2 ) exhibit small diagonal anharmonicities in the direct com-
parison with the OH-stretch vibration of water (≈ 10 cm−1 for νS(PO−2 ) and νAS(PO−2 ),
≈ 150 cm−1 for OH-stretch H2O), these phosphate vibrations map structural fluctuations
of water on a 50 fs timescale, just as the OH-stretch vibration of water molecules. Thus,
H2PO−4 with its phosphate vibrations is a new reference system to study structural fluc-
tuations in the vicinity of water. The performed measurements underline the suitability
of phosphate vibrations to get a direct experimental access to the intrinsic structural dy-
namics of water not only at interfacial sites but especially in the bulk. This concept to
use ions as local probes could also be applied on other molecular ions, such as e.g. SO2−4
or NO−3 .
Another system worth studying is ATP. Many aspects, such as its geometrical structure,
chemical reactions that involve the phosphate groups, or thermodynamical aspects are
well characterised [82,83,144–146]. But investigations on ultrafast vibrational energy re-
laxation or microscopic ATP-water interactions have not been performed so far [147–149].
In ATP, further complexity arises from the modified character of PO-vibrations that are
delocalised over more than one phosphate group. Since water plays a crucial role in the
dephosphorylation process, insights into the microscopic phosphate-water interactions on
an ultrafast timescale might be beneficial for the understanding of metabolism in living
cells and to go beyond thermodynamic considerations.
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5.1 NaBH4 as a hydrogen and energy carrier
Figure 5.1: Double logarithmic illustration of the gravimetric and volumetric energy densities of several
materials and compounds, according to Fig. 7 in [150]. The hydrogen carriers "intermetallic compounds"
and "complex hydrides" are highlighted [151, 152]. Their denoted energy densities are based on the
particular hydrogen content and the standard enthalpy of reaction during combustion [153].
Energy storage and the usability of energy carriers in mobile applications are two of
the most prominent technological challenges of the early 21st century. Even though a
plurality of modern and environmentally friendly drive concepts for vehicles are present
nowadays, none of these concepts has established to initiate the period beyond petrol and
combustion engines. This circumstance is caused by complex reasons, one of which is the
operability of petrol. It is liquid at ambient conditions and exhibits a high gravimetric
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energy density of 11.5 kWh/kg−1 and a high volumetric energy density of 8600 kWh/m−3
(cf. Fig. 5.1). These values are much larger than the energy densities of modern batter-
ies, such as the Li-ion battery, or of hydrogen saturated intermetallic compounds, such as
LaNi5H6. However, the direct comparison also reveals hydrogen to be the most suitable
energy carrier with a gravimetric energy density of 33 kWh/kg−1 and a CO1,2-free com-
bustion; two major reasons to study the light-induced hydrogen generation, e.g. out of
water [152,154–161].
Its very low boiling temperature of 21 K necessitates compression to reach volumetric
energy densities comparable to petrol at ambient conditions, which requires pressure ves-
sels operating at very high pressures of a couple of hundred bar. Alternatively, liquid
hydrogen offers an appropriate volumetric energy density, but presupposes the handling
with extremely cold liquids.
An approach to overcome the engineering challenges is to use metal lattices with a high
amount of absorbed hydrogen instead, called "intermetallic compounds" or "interstitial hy-
drides" [152,162–164]. One of their major drawbacks is the high-mass metallic host lattice
that strongly limits their gravimetric energy density. Very recently, a class of materials
has come to the fore again, the so-called complex hydrides. These are saline materials in
which the hydrogen is covalently bound to (low-mass) central atoms in complex anions,
resulting in a much higher gravimetric energy density in comparison with intermetallic
compounds as represented in Fig. 5.2 [152,165]. Due to the covalently bonded hydrogen,
the complex hydrides are also termed non-interstitial hydrides.
Figure 5.2: Comparative illustration of the hydrogen content of several intermetallic compounds (inter-
stitial hydrides) and complex hydrides (non-interstitial hydrides) [152]. (a) Cubic unit cell of NaBH4
(Fm3̄m) with the lattice constant a = 0.6151 nm (under ambient conditions), blue: Na, green: B, white:
H [166, 167]. Each unit cell contains four BH−4 units. NaBH4 exhibits a hydrogen mass density of
ρm = 113.1 kg/m3 resulting in a relative hydrogen content of 10.57 wt% [165,168].
Complex hydrides are, therefore, considered candidates for mobile hydrogen and energy
carriers. In the 1940s and 1950s they have been investigated thoroughly to determine
their phonon spectra and crystal structures. Further work deepened structural knowledge
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and addressed the electronic band structure [169]. However, the focus of investigations
has shifted significantly, because nowadays the dehydrogenation and hydrogenation are
investigated intensively [164, 168]. These processes have limited reaction kinetics, the
hydrogenation is very energy consuming and to some extent irreversible [165, 170]. In
order to enhance the hydrogen uptake and release, the application of catalysts, such as
titanium or zirconium, have been demonstrated to be beneficial [165].
The central unit in understanding hydrogen kinetics and dynamics is the BH−4 tetrahe-
dron. Its thermal decomposition in the gas phase proceeds in a simplified picture in two
stages [164]: i) B-H bonds are elongated and weakened and ii) an energetically favorable
intra-H· · ·H pairing occurs. While the former stage proceeds along the normal coordinates
for B-H stretching, the latter one evolves along the H-B-H bending modes [164]. These
stretching and bending modes have typical oscillation periods of 10 fs and decay on a
ps-timescale. Thus, it is essential to study these modes on their intrinsic timescale to get
an in-depth understanding of hydrogenation and dehydrogenation of complex hydrides.
Investigations of ultrafast dynamics of vibrational excitations in BH−4 are very rare [44,
171]. However, they are not only relevant for hydrogen dynamics, but in particular also to
allow for insights in energy dissipation mechanisms and fundamental couplings between
vibrational modes, e.g. stretching and bending vibrations.
Relaxation pathways, 2D line shapes, and lifetimes of the stretching vibration ν3 in LiBH4,
LiBD4, and isotopically diluted derivatives have been studied recently [44]. The excited
stretch vibrations exhibited a lifetime of 1.5 ps, independent on the isotopic constitution.
Measured 2D line shapes were purely homogeneously broadened due to temperature in-
duced fluctuations of the crystal lattice. Energy dissipation occurred from the stretching
vibration over the bending vibration into a heat bath of low-frequency phonons. A 3 ps
lifetime for the bending mode ν4 was estimated without direct experimental evidence,
whereas a 100 ps thermalisation time constant was explicitly derived.
Very recently, the vibrational dynamics of BH−4 ions dissolved in water were addressed
[171]. Special focus was put on so-called dihydrogen bonds between hydridic hydrogen
of BH−4 ions and protonic hydrogen of bulk, strongly alkaline water. HOD molecules
were used as local probes for B-H–D-O dihydrogen bondings. It was found that the B-H
stretching mode shows spectral diffusion kinetics that are identical to those of OD stretch
of HOD in bulk water. A vibrational lifetime of 2.9 ps was measured for the BH−4 stretch-
ing oscillator ν3.
However, two critical aspects have not been analysed so far. These are i) the exact
relaxation mechanism within the BH−4 unit and ii) interactions among different BH
−
4
tetrahedrons in the crystalline phase. Their high density in the crystal could cause a
pronounced intermolecular coupling among them, that might, e.g. delocalise vibrational
energy or cause coherent collective effects. NaBH−4 is a highly suitable candidate to study
these phenomena because of three reasons. It is chemically more stable than, e.g. NaAlH4
or LiBH4, it is soluble in a couple of prevalent solvents, and it features a high density
favouring interactions among BH−4 tetrahedrons.
Within this chapter, an in-depth investigation of the vibrational dynamics in crystalline
NaBH4 is presented in combination with benchmark experiments on BH−4 ions dissolved
in a liquid solution. The results are embedded in an analysis of the vibrational struc-
ture of BH−4 , theoretical modelling of the measured nonlinear responses performed by
Michael Wörner, and temperature-difference measurements on crystalline NaBH4. Chap-
ter 5 refers to ref. [172], where the major experimental and theoretical results are pub-
lished.
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5.2 Vibrations of NaBH4 and dissolved BH
−
4 ions
Hydrogen in BH−4 is covalently bound to boron in a tetrahedral geometry. In the highly
symmetric (cubic) crystal NaBH4 (space group Fm3̄m at T = 300 K), the ideal tetrahedral
structure is preserved just as in the liquid phase [166, 167, 173, 174]. In a less symmetric
crystal structure, such as LiBH4 (space group Pnma at T = 300 K), the tetrahedrons
are distorted with consequences on the vibrational absorption spectrum [175–179]. In the
ionic crystal NaBH4, Na+ cations surround the BH−4 anions octahedrally. The hydrogen
bondings of the BH−4 tetrahedrons are aligned along the space diagonals of the unit cell,
pointing to its corners (cf. Fig. 5.1). This geometry allows for two different BH−4 orienta-
tions, each with 4 hydrogen bondings pointing to 4 different of the 8 corners of the unit
cell, respectively [180]. Both orientations are equally occupied and the required energy for
a reorientation amounts to 110 meV (925 cm−1), which represents a source of structural
fluctuations [181–183].
Vibrational modes in crystalline borohydrides connected to B-H oscillations are named
internal phonon modes. These (high-frequency) internal phonon modes occur next to
(low-frequency) external phonon modes that accompany relative interionic Na+-BH−4 dis-
placements, such as optical and acoustic phonons [181, 184]. The excitation energies of
the external phonon modes are in a range of couple of 100 cm−1 and were studied with
e.g. inelastic neutron scattering, density functional theory, or inelastic scattering of syn-
chroton radiation [169,184,185]. Fig. 5.3 shows the infrared absorption spectra of internal
BH−4 vibrations of BH
−
4 embedded in NaBH4 and dissolved in isopropylamine (ISPA).
Figure 5.3: Normalised vibrational absorption spectra of crystalline NaBH4 (black lines) and of a 0.8 M
NaBH4-ISPA solution (blue lines), covering the B-H vibrations. Panel (a) displays the spectral region
around the B-H-bending mode ν4 and (b) the spectral region around the B-H-stretching mode ν3 with
band assignments as reported by [66, 186–191]. The dotted lines are exemplary pump spectra. Solvent
absorption is subtracted from the solution spectra (blue lines) whereas a solvent-related absorption band
around 1145 cm−1 (*) remains. For ν3 and ν4, the molar absorption coefficients in ISPA amount to
ǫν3 ≈ 300 M−1cm−1 and ǫν4 ≈ 100 M−1cm−1. (c) Graphical charts of the normal modes shown together
with the corresponding experimental frequencies, green: boron, white: hydrogen [16].
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BH−4 tetrahedrons are isostructural to methane and exhibit 4 vibrational modes. They
are denoted as ν1 − ν4 and are either Raman-active (ν1, ν2) or IR-active (ν3, ν4) [16].
The Raman-active modes are the symmetric stretching vibration ν1 at ≈ 2340 cm−1
and the symmetric bending vibration ν2 at ≈ 1280 cm−1, which is twofold degener-
ated [189, 190, 192]. Fig. 5.3 shows IR-absorption spectra of NaBH4 (black lines) with
its asymmetric BH−4 stretching vibration ν3 at ≈ 2290 cm−1 and its asymmetric bending
vibration ν4 at ≈ 1120 cm−1 [66, 186–188, 191, 193–195]. Both modes are threefold de-
generated, respectively. A Fermi resonance between the ν3 stretching vibration and the
overtone of the ν4 bending vibration causes the dipole forbidden 2ν4 overtone, redshifted
to ν3, to be IR-active. A further Fermi resonance between the Raman-active bending
vibration ν2 and the IR-active bending vibration ν4 enables the dipole forbidden combi-
nation mode ν2 + ν4 to be weakly IR-active, resulting in an absorption peak blueshifted
to ν3. This general vibrational structure describes the BH−4 absorption in the solid state
NaBH4 and dissolved in ISPA (blue lines in Fig. 5.3). However, ≈ 2 % higher frequencies
and 50 % smaller peak widths can be observed for the solid state due to the considerably
different dielectric properties of the static crystal lattice of NaBH4 compared to the liquid
solvent ISPA. Furthermore, the solvent ISPA provides a vibrational manifold that enables
coupling between BH−4 vibrations and solvent modes [196–198].
The measured NaBH4-ISPA solution featured a concentration of 0.8 M and ISPA is
12 molar, giving a ratio of 1/15. This causes NaBH4 to dissolve into spatially separated
Na+ and BH−4 ions in ISPA, underlined by the polarity of a single ISPA molecule of 1.3 D,
and the static dielectric constant of the neat solvent of ǫ = 5 [199, 200]. An infrared
absorption spectrum similar to Fig. 5.3 has been found for lower concentrations, which
supports the interpretation of a complete dissociation at 0.8 M.
Some ISPA solvent modes are in the range of the bending mode ν4 that are not shown
in Fig. 5.3 because the blue curve in panel (a) illustrates an absorption spectrum with
subtracted solvent absorption. However, ISPA exhibits two absorption lines around the
ν4 absorption band, the CH3 rock in-plane and in-phase vibration at 1133 cm−1, and the
CH3 rock in-plane and out-of-phase vibration at 1171 cm−1 [196, 197]. Both vibrations
experience a slight variation in oscillator strength and spectral position due to the pres-
ence of Na+ cations and BH−4 anions, as well as the residual absorption lines of ISPA
(not shown). Furthermore, an additional absorption band of ISPA occurs at ≈ 1145 cm−1
(dashed line) due to the presence of the ions. No solvent-related absorption is existing
around the ν3 mode. The influence of solvent absorption on the time-resolved pump/probe
measurements is negligible and discussed separately in Sec. 5.3.1.
57
5.3 Vibrational lifetimes of BH−4 vibrations in the solution
5.3 Vibrational lifetimes of BH−4 vibrations in the so-
lution
5.3.1 Lifetimes of BH−4 vibrations
The vibrational lifetimes of ν3(BH
−
4 ) and ν4(BH
−
4 ) are investigated in one-colour and two-
colour pump/probe experiments using pump pulses with centre frequencies at 2250 cm−1
and 1080 cm−1, respectively (pulse spectra in Fig. 5.4 (a,g)). Transmission geometry is
used and the thickness of the liquid sample embedded in a Harrick cell between two
1 mm thick BaF2 windows amounts to either 25 µm (for measurements on ν3) or 1 µm (for
measurements on ν4). Fig. 5.4 summarises pump/probe spectra and the time evolution
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Figure 5.4: Nonlinear spectra and transients of pump/probe measurements on the asymmetric BH−4
stretching and bending vibrations ν3 and ν4 of a 0.8 M NaBH4-ISPA solution; ∆A = − log (I/I0). (a,d,g)
Linear absorption and pump spectra. Left column: results for ν4 pump/ν4 probe, middle column: ν3
pump/ν4 probe, right column: ν3 pump/ν3 probe. Time-resolved spectra for delay times between 0.5 ps
and 20 ps are shown in (b,e,h). Parallel linear polarisations for the pump and probe pulses are used.
Transients at fixed probe frequencies are plotted with respect to the delay time T in (c,f,i). For T ≈ 0 fs,
nonresonant nonlinear effects such as pump/probe coupling overlie the measured responses of BH−4 . The
excited state decays of the BH−4 vibrations ν3 and ν4 in (c) and (i) are numerically fitted to extract the
time constants τ1 (c) and τ2 (i) (solid lines). Transients for NaBH4 dissolved in DMSO (starlets in (i))
are shifted and rescaled to facilitate a direct comparison. Transients in (f) could be reproduced (solid
lines) with eqns. (5.3) and (5.4). Measurements on ν3 were performed under N2 atmosphere. Pump
pulse energy: Epump ≈ 1.5 µJ =̂ 6 · 1010 W/cm−2.
Fig. 5.4 shows nonlinear spectra in panels (b), (e), (h) and transients at fixed probe fre-
quencies of the excited ν3 and ν4 oscillators in panels (c), (f), (i) for population times
between 0.5 and 20 ps. Decreased absorptions in the range of the fundamental transitions
are caused by bleaching of the respective v=0 ground state and stimulated emission result-
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ing from the relaxation of excited states into their ground states, v=1→0 (cf. Fig. 2.6).
Redshifted enhanced absorptions result from v=1→2 transitions of the excited ν3 and
ν4 oscillators. Signal contributions around the delay time T ≈ 0 fs originate from pump
probe coupling in the liquid sample, as well as in the utilised window materials, and
for T < 0 from PFID (cf. Sec. 2.10). All oscillators show an immediate response after
resonant excitation that decays within ≈ 20 ps. However, the particular oscillators also
exhibit clear differences in their relaxation kinetics.
Pumping and probing the ν3 oscillator (right column in Fig. 5.4) reveals a strong bleaching
signal centred at 2262 cm−1 and some minor bleaching contributions beyond 2325 cm−1,
due to the excited Fermi resonance enhanced combination tone ν2 + ν4 (cf. Fig. 5.3). The
redshifted excited state absorption peaks around 2130 cm−1 with an underlying anhar-
monicity of ≈ 20 cm−1 [44]. It decays monoexponentially with a time constant of 3.0 ps,
as shown in panel (i). The bleaching at 2268 cm−1 exhibits a 4.5 ps decay which is fol-
lowed by a significantly slower decay on a > 100 ps timescale. The vibrational relaxation
leads to dissipation of excess energy into the solvent that is, accordingly, heated by about
1 − 2 K [198]. An anharmonic coupling of BH−4 modes to thermally populated modes of
the solvents vibrational manifold leads to the residual bleaching signal around the funda-
mental transition beyond 20 ps. Since all BH−4 modes are relaxed to their ground states
after 20 ps, these persisting absorption changes are attributed to a hot ground state. Ref-
erence measurements on NaBH4-ISPA solutions with lower BH−4 concentrations revealed
a reduced or suppressed residual bleaching while the kinetics were unaltered (not shown).
In two-colour pump/probe experiments (ν3 pump/ν4 probe), the ν3 stretching oscillator
is excited and the response on the ν4 bending oscillator is probed. As is evident in the
nonlinear signals given in the middle column of Fig. 5.4, an immediate response occurs
on the ν4 oscillator, providing evidence for a coupling between ν3 and ν4. The transients
measured within the bleaching at 1097 cm−1 and within the excited state absorption at
1056 cm−1 (panel (f)) exhibit complex nonexponential decay kinetics.
The nonlinear response of the ν4 oscillator in a ν4 pump/ν4 probe experiment is given
in the left column of Fig. 5.4. Now, the transient measured within the excited state ab-
sorption at 1056 cm−1 (c) decays monoexponentially with a time constant of 3.6 ps. The
bleaching at 1097 cm−1 decays with a similar time constant. From ν4, the vibrational
excess energy dissipates into the vibrational manifold of the solvent with a hot ground
state less pronounced compared to ν3.
Two further aspects should be commented on here. The significantly higher signal am-
plitudes on the ν4 oscillator in (e,f) compared to (b,c) are caused by two factors. One of
them is the higher pump pulse energy of 2 µJ at 2250 cm−1 compared to 1 µJ at 1080 cm−1.
The other factor is the much higher dipole moment of ν3 compared to ν4 (≈ 15 times
larger). This also causes the more pronounced hot ground state measured after ν3 exci-
tation compared to the hot ground state measured after ν4 excitation. Furthermore, the
nonlinear response around 1120 cm−1 contains minor positive signal contributions due to
excited state absorption of the excited solvent absorption band at 1145 cm−1, whereas the
excited state absorption of ν4 below 1070 cm−1 is unaffected.
In a set of reference measurements with BH−4 ions dissolved in dimethyl sulfoxide (DMSO)
at a similar concentration of 0.8 M, solvent related effects on the linear absorption and
relaxation dynamics are investigated. BH−4 exhibits a similar absorption structure around
the ν3 transition in DMSO, but the absorption bands are ≈ 30 % narrower and ≈ 30 cm−1
redshifted compared to ISPA, just as the excited state and bleaching signals in a ν3
pump/ν3 probe experiment. Corresponding transients measured in the bleaching region
around the fundamental ν3 transition and in the range of the excited state absorption,
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shown in (i) (starlets), reveal a similar time evolution as for BH−4 in ISPA. The ex-
cited state absorption decays with τDMSO = 3.4 ps (at 2082 cm−1) and the bleach signal
with a time constant of 5.0 ps (at 2223 cm−1). The very similar ESA decays in ISPA of
τISPA = 3.0 ps and DMSO of τDMSO = 3.4 ps, in combination with the decay measured
in water of τwater = 2.9 ps by C. H. Giammanco et al., suggest that the solvent affects
the relaxation kinetics of the stretching oscillator only minorly [171]. Another reference
measurement with LiBH4 dissolved in DMSO revealed a ν3 v=1 lifetime of 3.5 ps and a
bleaching decay of 5.5 ps, results very similar to those of NaBH4 dissolved in DMSO. Con-
sequently, also the cations in the solution influence the vibrational relaxation behaviour
of the BH−4 anions only minorly.
5.3.2 Relaxation scheme
The measured vibrational lifetimes of ν3 and ν4 from the one-colour and two-colour pump/
probe experiments can be used to develop a relaxation scheme. This relaxation scheme
contains both oscillators that are coupled via a Fermi resonance to enable population
transfer. Coupling between BH−4 ions is not considered, which can be justified by the
following estimate. Resonant energy transfer among vibrationally excited and unexcited
BH−4 ions can be described by the non-radiative Förster transfer [201]. It is based on
dipole-dipole coupling and is very sensitive to the separation distances of the involved
excited molecules (donors) and the involved unexcited molecules (acceptors), between
which energy transfer takes place. At a certain distance, the so-called Förster radius
rFörster, the rate of resonant energy transfer is equal to the rate of fluorescence [202]. The
Förster radius is correlated with a transfer time tFörster for the resonant energy transfer. It
scales with tFörster ∝ r6Förster, underlining the strong dependence on the separation distance
between donor and acceptor. Following the definitions by [116, 202], the Förster radius
for BH−4 ions in ISPA amounts to 3.7 Å. Under consideration of the mean separation
distance between two BH−4 ions in the solution of 14 Å (at a concentration of 0.8 M),
the energy transfer time accounts for about 15 ns. This long timescale implies that the
process of Förster resonant energy transfer and, thus, coupling between BH−4 molecules
in the solution can be excluded as a process during the vibrational energy relaxation.
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heat bath of
environment ν4 ν3
τ1 = 3.6 ps








Figure 5.5: Energy level diagram and relaxation scheme for internal BH−4 modes of NaBH4 dissolved in
ISPA. Excitation of ν3(v = 1) leads to a population of ν4(v = 2) due to the Fermi resonance coupling
(upward red arrow). Vibrational energy relaxation evolves from ν4(v = 2) via ν4(v = 1) into the
vibrational manifold of the liquid solvent with time constants of 3.0 ps and 3.6 ps, respectively (downward
red arrows). The upward black arrows show excited state absorption from ν3(v = 1 → 2) and ν4(v =
2 → 3). Bleaching of the ground states ν4(v = 0) and ν3(v = 0) is given by the upward black dashed
arrows. The upward blue dashed arrows show bleaching of the ground states ν4(v = 0) and ν3(v = 0)
after population of ν4(v = 1). Excited state absorption from ν4(v = 1 → 2) is illustrated with an upward
blue arrow. The downward blue arrow shows stimulated emission on ν4(v = 1 → 0) after population
of ν4(v = 1). Finally, stimulated emission on ν3(v = 1 → 0) and ν4(v = 2 → 1) is represented by the
downward black arrows.
The relaxation scheme in Fig. 5.5 involves the states v=0,1,2 of ν3 and v=0,1,2,3 of ν4.
The Fermi resonance occurs between ν3(v=1) and ν4(v=2), illustrated as the thick black
line. An energy relaxation pathway from the high frequency stretching oscillator via the
low frequency bending oscillator into the heat bath of the environment (that corresponds
to the vibrational manifold of ISPA) is depicted with red arrows. Pumping ν3 leads to
a population of its v=1 state and, due to the Fermi resonance coupling, to a population
of ν4 in its v=2 state. The dynamics of this population transfer are considered to evolve
instantaneously here, a detailed discussion is given in Sec. 5.5.1 (Fig. 5.9). Once the
coupled state is excited, it decays with the time constant τ2 = 3.0 ps into the v=1 state
of ν4 that is, accordingly, populated. Final energy dissipation into the heat bath occurs
with a time constant of τ1 = 3.6 ps. Here, the v=1 state of ν4 is depopulated and the
ground state v=0 of populated (cf. left column Fig. 5.4).
Population of excited states and relaxation are connected with several signal contributions
that lead to the nonlinear responses illustrated in Fig. 5.4. The main contributions are
shown as arrows in the relaxation scheme of Fig. 5.5. Upright black and blue arrows show
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contributions due to excited state absorption, e.g. ν3(v = 1 → 2). Downward black and
blue arrows stand for stimulated emission, e.g. ν4(v = 1 → 0). Dashed upright arrows in
black or blue depict bleaching contributions, e.g. ν3(v = 0 → 1). The colour of the arrows
indicate the kind of excitation, black corresponds to an excitation of ν3 and blue to an
excitation of ν4. In this manner, the relaxation scheme clearly shows that an excitation
of ν3 induces a response on ν4 and vice versa. A mathematical description for the time
dependent populations of the involved states needs to include all discussed transitions
and is given in the following. Special emphasis is put on the v=1 state of ν4, that can be
populated from v=2 and relaxes into v=0, which can lead to the complex nonexponential
behaviour measured in Fig. 5.4 (f).
The redshifted enhanced absorption ∆Aν4enh(t) and the reduced absorption ∆A
ν4
red(t) on
the fundamental transition of ν4 are composed of the following contributions [172]:





















v=2 = 1 and the cross sections σ
ν4
ij for the transitions from state i to j. The
enhanced absorption consists of two components, a positive component on the v=2→3
transition, as long as v=2 is populated, and a further positive component on the v=1→ 2
transition, as long as v=1 is populated. While the time dependence of nν4v=2(t) is char-
acterised by the lifetime of the coupled state between ν3 and ν4 (τ2 = 3.0 ps), nν4v=1(t)
depends on both, τ1 and τ2. Once the excited states are populated, stimulated emission
on the v=2→ 1 and v=1→ 0 transitions leads to a reduced absorption, described by
the two left terms in eqn. (5.2). Further contributions are caused by a bleaching on the
v=0→ 1 transition as long as excited states are populated. All components of ∆Aν4red(t)
have a negative sign.
The expressions (5.1) and (5.2) can be simplified with the help of harmonically approxi-




01 · (nν4v=2(t) + 2/3 · nν4v=1(t)) (5.3)
∆Aν4red(t) = −3σν401 · (nν4v=2(t) + 2/3 · nν4v=1(t)). (5.4)
Considering these relative amplitudes of the different contributions, the population dy-
namics of the excited states can be formulated. It is particularly simple for nν4v=2(t), since
this state decays monoexponentially with τ2 = 3.0 ps, as demonstrated in the experiments
on ν3 (cf. Fig. 5.4 right column). nν4v=1(t) decays with τ1 = 3.6 ps, but can be repopulated




v=2(t) can be formulated in a
rate-equation system with the two experimentally gained time constants τ1 and τ2
ṅν4v=2(t) = −nν4v=2(t)/τ2 (5.5)
ṅν4v=1(t) = +n
ν4
v=2(t)/τ2 − nν4v=1(t)/τ1. (5.6)
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While the population of ν4(v = 2) can only be reduced, ν4(v = 1) can be populated and
depopulated, indicated by the different signs in eqn. (5.6). With the initial conditions of
nν4v=2(0) = n and n
ν4










Now, eqns. (5.7) and (5.8) can be inserted into eqns. (5.3) and (5.4) to simulate the
dynamics of the excited state and reduced absorption of ν4 measured in the experiments.
As is evident by the numerical fits in Fig. 5.4 (f), the measured population dynamics of ν4
after excitation of ν3 are reproduced very well in this model. A simple monoexponential
decay is sufficient to describe the time dependence of the enhanced absorption and bleach-
ing of ν4 after excitation into its first excitation state v=1, illustrated with the numerical
fits in (c). While the excited state absorption of ν3 also follows a monoexponential decay
after excitation in its v=1 state, the reduced absorption exhibits contributions of persist-
ing bleaching signals due to a population transfer from ν3(v = 1) to ν4(v = 1), extending
the decay to a time constant of 5 ps (i). Eqns. (5.9) and (5.10) describe this process












So a stepwise relaxation model describes the internal redistribution of vibrational excess
energy within the BH−4 ion from high-frequency to low-frequency modes, supported by a
Fermi resonance. A very similar behaviour is documented for vibrational energy relax-
ation in e.g. H2O and H2PO−4 [121,127,138].
An aspect not considered so far are reorientational dynamics. Rotational motions of
vibrationally excited molecules can cause modified relaxation dynamics in pump/probe
experiments [31]. For a molecule such as BH−4 , symmetry causes the influence of reorien-
tational dynamics on the measured relaxation dynamics to be negligible. The symmetry
of the BH−4 molecule is represented in the point group Td [185]. Correspondingly, T2 is an
irreducible representation for the triply degenerated infrared active stretching vibrations
along the coordination axis x, y, z and T1 an irreducible representation for the triply de-
generated infrared active bending vibrations [16]. Consequently, a stochastic distribution
of transition dipole orientations is excited by a linearly polarised pump pulse. The sub-
sequently interacting probe pulse also experiences stochastically distributed orientations
of transition dipoles and, thus, is only sensitive on pure relaxation dynamics. However,
C. H. Giammanco et al. measured a small anisotropy decay for BH−4 ions in water medi-
ated by dihydrogen bonds with a time constant of 200 fs [171]. They argue that ultrafast
structural fluctuations of the surrounding water slightly reorient the transition dipoles,
which contributes to an anisotropy decay. Structural fluctuations of DMSO compared to
water are much less pronounced and occur on slower timescales so that this mechanism
cannot be applied for BH−4 dissolved in DMSO and the oriented transition dipoles remain
stochastically distributed [203].
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5.4 Vibrational dynamics of NaBH4 in the crystalline
phase
5.4.1 IR-induced vibrational dynamics
So far, the experiments on the solutions revealed the vibrational relaxation dynamics of
"isolated" or uncoupled BH−4 molecules. This situation changes drastically in the NaBH4
crystal that exhibits a densely packed arrangement of BH−4 ions. One BH
−
4 ion has 12
oriented nearest neighbours at a distance of 4.35 Å in the crystal lattice which, according
to Sec. 5.3.2 and [116,202], in principle allows for a resonant Förster energy transfer within
a transfer time of picoseconds, in strong contrast to a ≈ 15 ns transfer time in the solution
caused by the large mean separation distance of ≈ 14 Å. The following section presents
detailed results on the vibrational dynamics of BH−4 ions in the densely packed crystalline
phase and clarifies couplings among them. As for BH−4 ions in the liquid solution, one-
and two-colour pump/probe experiments are performed on the ν3 oscillator, as well as
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Figure 5.6: Nonlinear spectra and transients of pump/probe measurements on the asymmetric BH−4
stretching and bending vibrations ν3 and ν4 of crystalline NaBH4; ∆A = − log (I/I0). (a,d,g) Linear
absorption and partial pump spectra. Left column: results for ν4 pump/ν4 probe, middle column: ν3
pump/ν4 probe, right column: ν3 pump/ν3 probe. Time-resolved spectra between 0.5 ps and 20 ps are
given in (b,e,h). Parallel linear polarisations for the pump and probe pulses are used. Transients at fixed
probe frequencies are plotted with respect to the delay time T in (c,f,i). For T ≈ 0 fs, nonresonant nonlin-
ear effects such as pump/probe coupling overlie the measured responses of NaBH−4 and contributions from
collective radiative damping are evident. Solid line in (c): normalised transient taken from Fig. 5.4 panel
(c) for a direct comparison of the initial decay. Pump pulse energy: Epump ≈ 1.5 µJ =̂ 6 · 1010 W/cm−2.
Fig. 5.6 shows nonlinear spectra in panels (b), (e), (h) and transients at fixed probe fre-
quencies of the excited ν3 and ν4 oscillators in panels (c), (f), (i) for delay times between
0.5 and 20 ps. Their respective linear absorption spectra are given in panels (a), (d), (g)
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in combination with the spectra of pump pulses centred around 2280 cm−1 and 1120 cm−1.
The pump/probe spectra of crystalline NaBH4 exhibit similarities and strong differences
to the results on BH−4 in the liquid phase (cf. Fig. 5.4). Similarities can be found in the
general shape of the nonlinear spectra for small delay times < 2 ps. Bleaching signals at
the fundamental transitions (at 2300 cm−1 and 1122 cm−1) and the 2ν4, ν2 + ν4 bands (at
2225 cm−1 and 2400 cm−1) are present as well as redshifted enhanced absorption bands.
All nonlinear spectra in panels (b), (e), (h) exhibit pronounced persisting signals up to
20 ps, in strong contrast to the liquid phase. Due to the higher density of BH−4 ions, the
signal amplitudes are larger in the NaBH4 crystal. Around the transition frequencies of
ν3 and 2ν4, bleaching signals are measured with ≈ 10 mOD and ≈ 6 mOD amplitude,
respectively, whereas the bleaching around the transition frequency of the ν2 + ν4 Fermi
resonance is least pronounced with an amplitude of < 1 mOD. The nonlinear spectra
around the ν4 oscillator exhibit bleaching signals at the fundamental transition frequency
and redshifted enhanced absorption, both contributions are with amplitudes of ≈ 4 mOD
and ≈ 2 mOD, respectively, 4 times larger in the ν3 pump/ν4 probe experiment, compared
to the one-colour experiment on ν4.
The corresponding transients show complex nonexponential behaviours. A resonant ex-
citation of the ν3 oscillator (right column Fig. 5.6) leads to a growing bleaching signal
at 2299 cm−1, whereas the excited state absorption decays monotonously. An immediate
response occurs on the ν4 oscillator after excitation of ν3, just as in the liquid phase
(middle column). After a quick initial increase, an almost constant signal amplitude of
the bleaching and the excited state absorption describes the evolution of the transients
within 20 ps, shown in (f).
Transients measured on the ν4 oscillator show significantly different characteristics af-
ter its resonant excitation (left column). A quick partial decay with a time constant of
≈ 500 fs characterises the evolution within the first 2 ps of the transients in (c) after an
initial rise, followed by a constant bleaching at 1122 cm−1 and a slightly decreasing am-
plitude at 1096 cm−1. The quick partial decay is a feature not present in the liquid phase,
as demonstrated by the black curve in (c), and is a fingerprint to a coupling, namely
radiative coupling and damping, among the BH−4 ions (cf. Sec. 2.2.2).
Collective radiative coupling and damping can occur in the dense NaBH4 crystal, be-
cause i) the vibrational absorption coefficients are with values of αν3 ≈ 18 000 cm−1 and
αν4 ≈ 7000 cm−1 much higher than in the solution and, ii) the sample thickness L is with
L ≈ 1 µm small compared to the excitation wavelengths of 4.5 µm for ν3 and 9 µm for ν4.
Thus, L ≪ λ is fulfilled as well as αL ≥ 1 which represent the conditions for radiative
coupling and damping to occur. A superradiant damping time of ≈ 500 fs is expected
for ν4 under utilisation of the Friedberg-Hartmann relation (cf. eqn. (2.10), Sec. 2.2.2)
which agrees very well with the measured 500 fs partial decay. This timescale is in the
same range of the pure dephasing time of ν4 of about 400 fs, given by its spectral width
of 25 cm−1. Performing the same estimation for the stretching oscillator ν3, one expects
a superradiant damping time on a sub-100 fs timescale; a value that is beyond the time
resolution of the experiments.
The strong signals at delay times beyond 20 ps point to a redistribution of excess energy
and heating of the crystal and, thus, to the formation of a hot ground state. Due to the
high density of BH−4 tetrahedrons in crystalline NaBH4, the absorbed energy per unit
volume is much higher than in the solution. According to the parameters of the IR-
pump/IR-probe experiments, around 30 pJ/µm3 are absorbed in the NaBH4 crystal, in
contrast to ≈ 1 pJ/µm3 in the solution which corresponds to an amount of ≈ 60 · 107/µm3,
and ≈ 2 · 107/µm3 vibrationally excited BH−4 oscillators, respectively.
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In principle, the vibrational relaxation pathway for BH−4 discussed for the liquid phase is
also appropriate within the crystalline environment. But the high packing density and a
coupling between internal BH−4 modes and strongly anharmonic external phonon modes
enable the formation of a pronounced hot ground state that leads to spectral shifts and
reshapings of the internal modes ν3 and ν4 in their v=0 states [44, 169, 175, 204]. Thus,
the measured hot ground state is much more distinct in the NaBH4 crystal. In contrast,
the vibrational modes of BH−4 dissolved in ISPA couple anharmonically to the vibrational
manifold of the heated solvent to form a significantly weaker hot ground state.
Consequently, vibrational energy relaxation in combination with interactions among BH−4
ions and the formation of a hot ground state within the crystal cause the dynamical ki-
netic differences measured in the crystalline compared to the liquid phase.
To get more insights into the vibrational behaviour of the BH−4 ions in the crystalline
phase, a couple of subsequent measurements have been performed, including UV-pump/IR-
probe experiments and temperature difference measurements that are discussed in the
following. In Sec. 6.5.1, theoretical model calculations are performed to get in-depth in-
sights into collective radiative coupling and damping, as well as energy relaxation and
dissipation.
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5.4.2 UV-induced vibrational dynamics
The nonlinear response of the normal modes ν4 and ν3 and their Fermi resonances 2ν4 and
ν2 + ν4 are measured under UV irradiation in a setup comparable to the one introduced
in Fig. 3.4. So far, only theoretical calculations exist that describe the bandstructure of
NaBH4. G. Lee et al. reported a bandgap of 6 eV for NaBH4 which is in the same range as
the results calculated for e.g. NaH or NaAlH4 [169, 205–208]. Correspondingly, the exci-
tation wavelength has been chosen to be 266 nm (4.66 eV), so that NaBH4 can be excited
above its bandgap in a two-photon absorption process. To reduce signal contributions
from the sample holder windows, 100 µm thin LiF windows were used. The results of
the UV-pump/IR-probe experiments on the BH−4 stretching and bending vibrations are
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Figure 5.7: Nonlinear spectra and transients of pump/probe measurements on the asymmetric BH−4
stretching and bending vibrations ν3 and ν4 of crystalline NaBH4 with UV excitation (266 nm); ∆A =
− log (I/I0). (a,f) Linear absorption spectra. Time-resolved spectra for delay times between 0.5 ps and
50 ps are shown in (b,g). Parallel linear polarisations for the pump and probe pulses were used. Transients
at fixed probe frequencies are plotted with respect to the delay time T in (d,h). Panel (c) shows the
integrated bleach signal of ν4 at 40 ps as a function of the UV pump pulse energy, suggesting a quadratic
dependence (black curve). Transients from the bleaching regions of ν4, 2ν4, and ν3 are uniformly fitted
with a monoexponential function and a time constant of τUV = 1.1 ps (black lines in (d,h)). The delay time
axis is logarithmic after the axis break. For T ≈ 0 fs, signal contributions from cross correlations between
UV pump pulses and IR probe-pulses in the LiF windows with a width of 300 fs at 1100 cm−1 (panel (e))
and 210 fs at 2300 cm−1 (not shown) occur. Pump pulse energy: Epump ≈ 0.5 µJ =̂ 3 · 1010 W/cm−2.
Fig. 5.7 shows nonlinear spectra of ν3 and ν4 after UV excitation in panels (b) and (g),
transients at fixed probe frequencies in panels (d) and (h), as well as linear absorption
spectra in panels (a) and (f). Excitation density dependent absorption changes at a delay
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time of 40 ps on the ν4 oscillator have been integrated to evaluate the excitation charac-
teristics, illustrated in (c). For the applied peak intensities of up to ≈ 1 · 1010 W/cm−2
(at ≈ 500 nJ pulse energy), the integrated nonlinear signal correlates quadratically with
the incoming intensity. Comparable ionic crystals, such as NaBr or NaCl, exhibit two-
photon absorption at slightly lower intensities of ≈ 2 · 109 W/cm−2 with a two-photon
absorption coefficient of e.g. β = 3.6 cm/109W at 266 nm for NaCl [209, 210]. For com-
parison, KDP exhibits a coefficient of β = 2.7 cm/1010W, roughly ten times smaller than
for NaCl [209,211–213]. These similar order of magnitudes strongly suggest a two-photon
absorption process in NaBH4 under the chosen excitation conditions and, thus, an elec-
tronic excitation.
This electronic excitation of NaBH4 leads to immediate responses on the ν4 and ν3 os-
cillators and on the Fermi resonances 2ν4 and ν2 + ν4. While strong bleaching signals
are present in the nonlinear spectra in (b) and (f) within the range of the fundamental
v=0 → 1 transitions of the ν3 and ν4 modes, smaller bleaching signals are observed for
2ν4 and ν2 + ν4. Redshifted enhanced absorption bands occur, together with a shoul-
der emerging around 2340 cm−1. The described spectral shapes are very similar to the
results from the IR-pump/IR-probe experiments from Sec. 5.4, whereas the temporal evo-
lution of the nonlinear signals are strikingly different. After a cross-correlation between
the UV and IR pulses during their temporal overlaps in the used LiF windows (peaks
at T ≈ 0), the enhanced absorption shows an immediate and persisting response with
basically no further dynamics between 0.5 ps and 50 ps, illustrated in Fig. 5.7 (d), (h). In
contrast, all bleaching signals increase after the excitation with a uniform time constant
of τUV = 1.1 ps. The corresponding maxima are reached after ≈ 4 ps, while no significant
changes are present up to 50 ps. Long-term measurements up to 500 ps (not shown) have
revealed a slight further increase of bleaching and enhanced absorption contributions, as
well as a moderate blueshift of the nonlinear spectra. Small fingerprints of this behaviour
are evident in the nonlinear spectra for a delay time of 50 ps.
Comparing the results from resonantly excited ν3 and ν4 modes of NaBH4 in an IR-
pump/IR-probe experiment with the results from an electronically excited NaBH4 crystal
manifests two major differences and one distinct similarity. While resonantly excited ν3
and ν4 modes clearly relax in a downhill process with a respective time evolution of the
nonlinear response, all modes exhibit exactly the same time evolution under UV excita-
tion of the NaBH4 crystal. Secondly, explicit contributions of excited state absorption are
measurable for the resonant IR-excitation which is in contrast to a fairly flat redshifted
enhanced absorption under UV excitation. A very striking similarity is the general con-
gruence of the nonlinear spectra after UV and IR excitation at late delay times (T > 20 ps)
that can be attributed to the signature of a heated crystal or hot ground state, discussed
in detail in the next section 5.4.3.
The nonlinear spectra, transients, and the comparison to the IR-pump/IR-probe mea-
surements lead to the following interpretation. No significant populations of the excited
v=1 states of ν3 and ν4 are created. Instead, an anharmonical coupling to low-frequency
phonon modes, such as external modes, can cause the identical temporal behaviours
of all bleaching signals while excited state contributions are essentially absent. This
is supported by the ionic crystal lattice of NaBH4 that features a manifold of (low-
frequency) polar phonons, to which e.g. excited electrons, polarons, or excitons can
couple [169, 185, 214–217]. Excitonic lifetimes on a sup-picosecond to 10 ps timescale are
not unusual, hence, it is conceivable that excitons are created under two-photon absorp-
tion that decay with a τUV = 1.1 ps lifetime and release their excess energy into the
phonon manifold and, thus, heat up the crystal [218–220]. A second conceivable sce-
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nario is an ultrafast partial relaxation of "hot" excitons in which the energy difference of
Eexc(2 · 4.55 eV) − Egap(6 eV) is released and redistributed on a 1.1 ps timescale, including
longer lifetimes of the partially relaxed excitons beyond 50 ps. However, further investi-
gations are required to thoroughly evaluate the electronic processes after UV excitation
of NaBH4.
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5.4.3 Temperature difference spectra
The resonant IR excitation leads to a population of the internal BH−4 modes and a sub-
sequent decay and randomisation of the excess energy into the phonon bath of external
phonon modes. As opposed to this, the resonant UV excitation leads to a more direct
randomisation of the excess energy. In both cases, the excitations result in a temperature
jump ∆T of the NaBH4 crystal caused by population of low-lying external phonon modes,
the population of a hot ground state.
To verify this heat jump assumption, temperature difference spectra were generated with
linear absorption spectra measured at two different temperatures in order to compare
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Figure 5.8: Comparison of temperature difference spectra with transient spectra taken from Figs. 5.6
and 5.7. Panels (a,e) show the linear absorption of crystalline NaBH4. Nonlinear spectra from the UV
pump/ν3,ν4 probe experiments at a delay time of T = 2 ps correlate well with a heat jump of ≈ 2 K (b,f).
The nonlinear spectrum from the ν4 pump/ν4 probe experiment at a delay time of T = 2 ps shows well
accordance with a heat jump of 1 K (c). ν3 pump/ν3,ν4 probe results in a higher heat jump of ≈ 5 K,
proven with transient spectra at a delay time of T = 20 ps in (d,g).
Fig. 5.8 represents scaled temperature difference spectra ∆A(∆T) together with selected
pump/probe spectra of crystalline NaBH4 after IR-excitation (cf. Fig. 5.6) and after UV-
excitation (cf. Fig. 5.7). Two linear IR absorption spectra measured at temperatures of
T = 310 K and T = 295 K are used to evaluate the induced heat jumps via the equa-
tion ∆A(∆T) = (A(310 K) − A(295 K)) · ∆T/15 K. The general accordance between the
spectra from the pump/probe experiments and the temperature difference spectra with
respect to the spectral shapes and relative peak amplitudes underlines the formation of
a hot ground state and a temperature jump in the crystalline phase after all investigated
excitations. Different excitation conditions lead to bigger or smaller temperature jumps
in the NaBH4 sample, e.g. UV pump: ≈ 2 K (b), (f); ν4 pump: ≈ 1 K (c); and ν3 pump:
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≈ 5 K (d), (g).
The comparison in Fig. 5.8 also illustrates the different durations of excess energy redis-
tribution within the NaBH4 crystal. While a convincing congruence is present between
the transient spectra after UV- and ν4-excitation at a delay time of 2 ps, transient spectra
for later delay times of 20 ps reproduce the temperature difference spectra better after
ν3-excitation. This behaviour is caused by the cascaded excess energy relaxation after
ν3-excitation in contrast to the more direct coupling to the low-frequency phonon modes
after UV- and ν4-excitation. A comparison of timescales reveals that the 3.6 ps lifetime of
ν4(v = 1) in the liquid solution is somewhat longer than the 2 ps required to create a hot
ground state in the crystalline phase. The strong coupling of the internal phonon modes
to the external phonon modes in NaBH4 can cause this behaviour. A comparable strong
signature in temperature-dependent IR- and Raman spectra was also reported for LiBH4
and attributed to a strong anharmonic coupling between vibrational modes, potentially
via rotational degrees of freedom [44,175].
The decay of the hot ground state is expected to occur on a 100 ps timescale [44]. Hence,
in the pump/probe measurements, final heat transfer to the surrounding atmosphere and
the substrate window occurs within two subsequently interacting pump pulses, so that a
completely relaxed sample is present before each pump-induced heat jump.
NaBH4 is reported to exhibit a heat capacity at T = 300 K of CNaBH4 = 2280 Jkg
−1K−1
[221]. For an absorbed pump pulse energy of ≈ 0.5 µJ and an irradiated volume of
≈ (125 µm)2 ×1 µm, the mentioned heat capacity leads to an IR pump pulse induced heat
jump of ≈ 15 K, higher than the estimations based on the temperature difference spectra.
An explanation for this difference is collective coupling and damping that leads to an
immediate re-emission of pump pulse energy and, thus, to a less amount of deposited
energy and heat.
To account for the measured results on crystalline NaBH4 with its peculiarities in the
temporal evolution and similarities to temperature difference spectra, model calculations




5.5.1 Population dynamics and radiative coupling and damping
In the model calculations performed, all significant aspects measured in the linear and
nonlinear experiments such as the Fermi resonance between ν3 and ν4, the cascaded energy
relaxation from ν3 to ν4, radiative coupling and damping, as well as a hot ground state
are comprised to develop an extensive picture of the nonlinear response of NaBH4 after
resonant IR-excitation [172].
The prepared and measured thin film of NaBH4 is a polycrystalline layer consisting of an
ensemble of randomly oriented crystallites (cf. Sec. 3.8), just as it is the case for randomly
oriented BH−4 molecules in the solution discussed in Sec. 5.3.2. As for the solution,
the symmetry properties of BH−4 ions in the crystalline NaBH4 at ambient conditions
are described in the point group Td, a direct consequence of the cubic space group of
NaBH4. Both, the random orientations and the tetrahedral symmetry of BH−4 ions in the
crystalline phase cause the polarisations of the interacting light pulses to be insignificant.
Consequently, all model calculations were performed with fixed linear polarisations of the
interacting light fields.
The following calculations contain two steps. In the first step, a Hamiltonian for the
BH−4 ion is formulated that includes the stretching vibration ν3, the bending vibration ν4,
the Fermi resonance enhanced overtone 2ν4, and a term for the light matter interaction
that explicitly includes radiative coupling and damping. In the second step, the Maxwell-
Liouville equation is solved for the system described by a density matrix ρ to properly
account for the coherent radiative coupling, an effect not included in the RWA and slowly
varying amplitude approximations. The chosen approach contains phase relaxation for ν3
and phase as well as energy relaxation for ν4, in order to evaluate the transient behaviour
of both vibrational modes. Transition frequencies, dipole moments, and anharmonicities
were verified with the linear absorption spectrum of NaBH4.
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The Hamiltonian relies on the creation (a+3 , a
+
4 ) and destruction (a3, a4) operators to
model the excitations of the two vibrational normal modes ν3 and ν4. The used ladder
operators fulfill the commutation relations of harmonic oscillators, i.e., [a+i , aj] = δi,j,
[a+i , a
+
j ] = 0, and [ai, aj] = 0. Individual anharmonicities of the excited states of ν3 and
ν4 are included with the parameters η3 and η4. Then, allowing for a coupling among ν3
and ν4 via a Fermi resonance and a coupling to the light field results in the following
Hamiltonian [172]:
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The first two terms (5.11) and (5.12) give rise to the vibrational modes ν3 and ν4 with
their respective anharmonicities and transition frequencies ω3 and ω4. The third term
(5.13) creates a Fermi resonance between v=1 of ν3 and v=2 of ν4, due to a third order
anharmonic coupling with the coupling strength η34. A second Fermi resonance between
ν2 and ν4 is present in the linear absorption spectrum of crystalline NaBH4 (cf. Fig. 5.3)
that is not considered here due to its small oscillator strength. The fourth term (5.14)
describes the interaction of ν3 and ν4 with the light fields Ein(t) and Eem(t). Ein(t) is
the incident light field defined by the experimental pump pulse parameters and Eem(t)
is the emitted light field caused by all vibrational oscillators. The parameters d3 and d4
are the transition dipole moments and define the strength of the interaction between the
light fields and the oscillators. The thin film geometry of the measured sample (L << λ)




















It is decisively described by the current contribution j(t) of single ν3 and ν4 oscillators,
given in eqn. (5.16) and eqn. (5.17). Furthermore, the density of oscillators NBH−4 is es-
sential, the thickness L = 1 µm of the sample, the vacuum impedance Z0 = 377 Ω, and
the refractive index of the sample holder window (nsub = nMgF2 ≈ 1.3) [23]. Each unit cell
of NaBH4 contains four BH−4 units so that NBH−4 = 4/(232.5 Å
3
), which corresponds to a
density of 1.72 · 1022 cm−3 (cf. Sec. 5.2). ρ denotes the density matrix of the statistical
ensemble of ν3 and ν4 oscillators. Hence, geometric aspects define the emitted light field
Eem caused by radiative coupling and damping, as well as the transition frequencies of
the involved oscillators with their respective transition dipole moments. The additive im-
plementation of Eem and, thus, of radiative coupling and damping in eqn. (5.14), makes
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it possible to simulate its influence on the dynamics of ν3 and ν4 via setting it to either
"0" or "Eem".
Formulating the equations (5.11)-(5.17) and, hence, the Hamiltonian for the system of
BH−4 oscillators with included radiative coupling and damping, completes the first step
of the model calculations. In the second step, the Liouville equation is solved.
The Liouville equation describes the propagation of the density matrix ρ. Here, phe-
nomenological energy and phase relaxation for both oscillators ν3 and ν4, respectively,
are included according to the concept of Walls and Milburn, who formulated a theory for




































4 a4 − a+4 a4a+4 a4ρ − ρa+4 a4a+4 a4
)
(5.22)
Here, dissipation is defined by the terms (5.19)-(5.22). While (5.19) and (5.20) char-
acterise energy relaxation of ν3 and ν4 with the damping constants Γ3 and Γ4, phase
relaxation is governed by (5.21) and (5.22) with the damping constants γ3 and γ4. The
experimental finding (cf. Fig. 5.5) that ν3 relaxes via ν4, supported by a Fermi resonance,
is embedded here by setting Γ3 = 0. Furthermore, the hot ground state can be simulated
with the trace of summand (5.20) and using the Hamiltonian without light-matter inter-
action, thereby describing a heat reservoir for excess energy.
In order to formulate the dynamics of ν3 and ν4 with the introduced model, all of the
parameters used in (5.11)-(5.22) need to be determined. The basis to find suitable pa-
rameters are the linear and nonlinear absorption spectra of the measured thin film of
crystalline NaBH4 (cf. Figs. 5.6 and 5.3). A phenomenological adjustment of the pa-
rameters yields h̄ω3 = 2277 cm−1, h̄ω4 = 1119 cm−1, η34 = 330 cm−1, γ3 = (400 fs)−1,
γ4 = (400 fs)−1, η3 = 0, and η4 = 0. The Fermi resonance with its large coupling
parameter η34 = 330 cm−1 transfers oscillator strength from ν3 to 2ν4. The individual
anharmonicities η3 and η4 are neglected, an approximation validated by the small an-
harmonicites measured in the nonlinear spectra (cf. Fig. 5.6) and by further theoretical
investigations [44]. Keeping Γ3 = 0 and setting Γ4 = (1.5 ps)−1 allows for an appropriate
description of the time-dependent nonlinear spectra.
A direct comparison of the so achieved theoretical and experimental vibrational dynamics
of ν3 and ν4 within the BH−4 oscillator in the crystalline phase is given in Fig. 5.9.
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Figure 5.9: Comparison of calculated (a,c) and measured (b,d) population dynamics on ν4 and ν3 from
BH−4 in crystalline NaBH4. Measured transients were taken from Fig. 5.6. Left: ν4 pump/ν4 probe
and right: ν3 pump/ν3 probe. (a) Dynamics of the ν4(v = 1) state (red) and bleaching of the ground
state (blue) calculated with (solid lines) and without (dashed lines) radiative coupling and damping.
An increasing population of the hot ground state (brown) is caused by the gradual deposition of excess
energy. (c) Dynamics of the ν3(v = 1) state (red) and bleaching of the ground state (blue) calculated with
(solid lines) and without (dashed lines) radiative coupling and damping. The population of ν4(v = 2) is
shown in green. The Fermi resonance between ν3 and 2ν4 causes the illustrated (oscillating) population
exchange. The corresponding population of the hot ground state is given in brown. The calculated
population dynamics including radiative coupling and damping agree very well with the experimentally
measured population dynamics.
The left-hand side of Fig. 5.9 shows the responses on the ν4 oscillator after its resonant
excitation. The different population kinetics represented as dashed and solid lines in (a)
clearly illustrate the influence of radiative coupling and damping. While a strong initial
decay within the first 500 fs is evident for implemented radiative coupling and damping
in eqn. (5.14), it is absent for "Eem = 0". In both cases, the transients exhibit identical
decay kinetics beyond 500 fs that are mainly characterised by the damping rate Γ4. The
comparison with the experimental data in (b) demonstrates that radiative coupling and
damping dominates the initial decay of resonantly excited ν4 oscillators in the pump/probe
experiment on crystalline NaBH4. Due to the higher frequency of ν3 and its higher
transition dipole moment compared to ν4, the theoretically expected initial decay obeys
a sub-100 fs timescale, illustrated in (c). This quick response cannot be clearly resolved
in the performed experiments. However, the transients shown in (d) adumbrate radiative
coupling and damping even though further coherent contributions, such as pump/probe
coupling, need to be considered in the range of delay times around T = 0 fs. Furthermore,
a sub-ps population exchange between v=1 of ν3 (red line) and v=2 of ν4 (green line)
occurs due to the strong Fermi resonance coupling with an identical population on both
states after 1 ps. The population oscillation is strongly damped due to phase relaxation
determined by the large damping constants γ3 = γ4 = (400 fs)−1 (cf. terms (5.21) and
(5.22)). In the simpler model discussed for BH−4 in ISPA (cf. Sec. 5.3.2), both states were
assumed to have identical populations during the complete relaxation.
The brown curves in Fig. 5.9 (a) and (c) illustrate the increasing population of the hot
ground state in which the vibrational excess energy is released. It increases monotonically
after excitation of ν3 and ν4 with slightly different slopes at delay times < 1 ps and for
delay times > 2 ps. The energy damping constants Γ3 = 0 and Γ4 = (1.5 ps)−1 allow for a
quick initial population of the hot ground state after resonant excitation of ν4, and only
a somewhat slowed down population of the hot ground state after excitation of ν3, due
to its suppressed energy damping and anharmonic coupling to ν4.
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Finally, the transients in (b) and (d) as well as the residual transients from Fig. 5.6 can
be described as spectrally dependent superpositions of the curves in (a) and (c). These
curves explicitly include radiative coupling and damping, the formation of a hot ground
state, and vibrational energy relaxation that are all necessary to account for the complex
nonexponential decay kinetics measured in the pump/probe experiments on BH−4 in the
crystalline phase.
5.6 Conclusions and outlook
Ultrafast hydrogen dynamics of the potential hydrogen and energy carrier for mobile ap-
plications NaBH4 were investigated in a comparative study. In one-colour and two-colour
pump/probe experiments, the asymmetric BH−4 stretching vibration ν3 and the asym-
metric BH−4 bending vibration ν4 revealed significantly different dynamics in crystalline
NaBH4 compared to BH−4 ions dissolved in isopropylamine.
For BH−4 ions in the liquid solution, vibrational v=1 lifetimes of 3.0 ps were measured for
ν3 and v=1 lifetimes of 3.6 ps for ν4. A strong Fermi resonance between ν3 and ν4 sup-
ported a cascaded vibrational energy relaxation from the ν3(v=1) state over the ν4(v = 2)
state into ν4(v = 1) and, finally, into the vibrational manifold of the solvent. The vibra-
tional modes of the thereby heated solvent coupled anharmonically to ν3 and ν4 that lead
to the formation of a hot ground state with slightly redshifted fundamental transitions.
In contrast, a strong hot ground state could be measured for BH−4 tetrahedrons embed-
ded in crystalline NaBH4 after the cascaded energy relaxation and population of external
phonon modes. Thermal difference spectra revealed pump pulse induced heat jumps be-
tween 1 K and 6 K, dependent on the excitation conditions. Furthermore, the densely
packed BH−4 ions in NaBH4 showed a coherently driven radiative coupling and damping
at delay times below ≈ 500 fs, which lead to a partial initial depopulation of excited ν3
and ν4 states. Model calculations including the Fermi resonance between ν3 and 2ν4,
the hot ground state, as well as radiative coupling and damping could account for the
complex relaxation behaviour of ν3 and ν4 in the crystalline phase.
Two-photon absorption of NaBH4 in the UV resulted in an immediate response on the
ν4 and ν3 oscillators, which exhibited bleaching signals at the fundamental transitions
that increased with a time constant of 1.1 ps, and enhanced absorption redshifted to the
fundamental transitions with no further temporal dynamics within 50 ps. A comparison
of transient spectra 2 ps after UV excitation revealed strong similarities with temperature
difference spectra and transient spectra after IR excitation, underlining a quick popula-
tion of external phonon modes.
An interesting aspect to study might be the influence of oscillator distances on the ra-
diative damping. NaBH4, KBH4, RbBH4, as well as CsBH4 crystallise in the same cu-
bic space group (Fm3̄m) at ambient conditions, respectively, but exhibit different lat-
tice constants and, hence, different separation distances between single BH−4 oscillators
(aNaBH4 = 6.151 Å, aCsBH4 = 7.406 Å). A reduced optical density is the consequence and
the supperradiant lifetime should be extended.
Even though the secession of hydrogen in the gas phase occurs in an idealised picture
via B-H stretching and bending vibrations, no measurable decomposition of NaBH4 was
recognised during the performed measurements [164]. The reason for this are thermo-
dynamic barriers that emerge in the solid state NaBH4. Decomposition temperatures of
≈ 800 K are reported for NaBH4 that are clearly beyond the pump-induced temperature
jumps of about 5 K measured here, so that light-induced decomposition via hydrogen re-
lease can be excluded [170,224].
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However, it could be very instructive to study vibrational dynamics of other complex
hydrides such as alanates (e.g. KAlH4) or chemical hydrides such as ammonia borane
(NH3BH3) with significantly different hydration structures on the way to understand
better the different processes during hydrogenation and dehydrogenation of complex hy-
drides.
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6 Ultrafast nonlinear response of a
bulk plasmon in a highly Ga-doped
ZnO layer
Plasmons constitute the centre of investigations in the very wide and popular field of "plas-
monics" [225–227]. They are either related with "surface plasmon polaritons" (SPP’s) that
represent collective electronic excitations confined to surfaces or with "bulk plasmons" that
are spatially expanded collective electronic excitations [228, 229]. While SPP’s occur at
metal-air interfaces or semiconductor-air interfaces, bulk plasmons cannot only be ex-
cited in metals or semiconductors, but also in free electron (or ion) plasmas as e.g. in the
sun [227,229,230]. In both cases, the collective electronic excitation is a plasma oscillation




ǫ0, dependent on the electron density
Ne, the effective electron mass meff, and the electron charge e as well as the dielectric
constant ǫ0 [37, 62].
SPP’s are considered to exhibit a "hybrid nature" due to their combined properties of light
waves and charge oscillations [229]. This circumstance in combination with highly sophis-
ticated methods to modify and structure surfaces and interfaces has, on the one hand,
lead to fundamental physical insights and, on the other hand, to a wide range of appli-
cations [227,231–234]. For example, plasmonic enhanced light absorption in photovoltaic
absorber materials and cells is reported [226,235–239]. Furthermore, selectively designed
microstructures make it possible to enter the subwavelength regime, i.e., to guide light
through interfaces way smaller than its wavelength and to enter the "beyond diffraction
limit" [229, 240–242]. In all cases, momentum conservation at the interface requires the
light to have an appropriate in-plane wave vector, realised e.g. in the Kretschmann and
Otto configurations or by grating structures at the interface [62,243–245].
Time-resolved interactions of SPP’s with light pulses on an ultrafast timescale have been
demonstrated in a manifold of experiments, e.g. by revealing ultrafast optical modulations
of SPP’s in waveguides or the coherent response of nanoantennas [18, 246, 247]. Further-
more, plasmonic nonlinearities in tailored structures can be used to drive e.g. second
harmonic or third harmonic generation with the help of local field enhancements [248].
From the late 1990’s until today the nonlinear optical responses of plasmon resonances
in metallic nanoparticles have been investigated intensively. Topics, such as optically
induced damping of surface plasmon resonances in gold colloids, coherent acoustic mode
oscillation in silver nanoparticles, or the ultrafast response of the nonlinear refractive
index of silver nanocrystals embedded in glass, were addressed [249–255].
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In strong contrast, optical experiments on bulk plasmons are very rare. They have
mainly been investigated in metallic films using methods, such as XPS (X-ray Photo-
electron Spectroscopy), AES (Auger Electron Spectroscopy), or EELS (Electron Energy
Loss Spectroscopy) [228, 256–259]. The reason behind this is the longitudinal and spa-
tially extended character of bulk plasmons, easier excitable by momentum transfer via
particle impact [227]. Their dispersion relations were investigated with EELS, X-ray scat-
tering and theoretical methods beyond the random phase approximation (RPA) [260–262].
However, the investigation of bulk plasmons with light is greatly beneficial, since it allows
for a direct access to quantities like the plasma frequency (and, thus to the electron den-
sity and the effective electron mass), the dispersion relation via varying the interaction
geometry, or the momentum relaxation rate that determines the width of the plasma
resonance [37,62]. But especially, the investigation with light allows for the study of bulk
plasmon dynamics on an ultrafast femtosecond timescale. Furthermore, the application of
intense ultrashort light pulses enables the access in the nonlinear regime, two aspects that
have not been reported to date. They are of particular relevance since they constitute
fundamental insights into the nature of bulk plasmons and the basis to study couplings
between e.g. bulk plasma oscillations and vibrational excitations of molecules on their
intrinsic timescale.
In this chapter, the linear and nonlinear optical properties and responses of a specifically
designed bulk plasmon are investigated. The system under study is a structure consisting
of highly n-doped ZnO layers, recently introduced by S. Kalusniak et al., that makes it
possible to address a bulk plasmon with optical methods [62]. Geometrical aspects are
discussed that need to be fulfilled in order to effectuate a pronounced coupling between an
inherently transversal light wave and the longitudinal excitation "bulk plasmon". Intense
femtosecond pump pulses were applied to get access into the nonlinear regime of the bulk
plasmon response and to resolve it on an ultrafast timescale. The experimental findings
are supported by model calculations performed by Michael Wörner. Chapter 6 refers to
ref. [37] where major experimental and theoretical results are published.
80
6. Ultrafast nonlinear response of a bulk plasmon in a highly Ga-doped ZnO layer
6.1 Basic aspects of plasmons
The upcoming sections 6.1-6.3 summarise the fundamental experimental and theoretical
tools to describe plasmons and their interactions with light fields in metals. Bulk plasmons
as well as SPP’s are discussed and how they are correlated to the dielectric properties
of a metal. Furthermore, the investigated ZnO:Ga sample is introduced in detail. Sub-
sequently, the time-resolved nonlinear response of the ZnO:Ga sample is presented and
extensively discussed.
6.1.1 Longitudinal solution of the wave equation
Plasmons are collective, longitudinal oscillations of an electron plasma relative to an
ionic or polar crystal lattice [37, 228, 263]. They are a solution of the wave equation
and correspond to the root of the dielectric function describing the medium the wave is
propagating in, which is briefly discussed now [228].
The wave equation for electromagnetic waves in the absence of external charge and current
densities can be deduced from the Maxwell equations for a conductive medium [17, 227,
264]. Assuming an electromagnetic field of the form E(r, t) = E · ei(kr−ωt) yields the wave
equation




This equation contains the wave vector k of E(r, t), its absolute value k, the angular
frequency ω, and the velocity of light c. Optical properties of the medium the wave
is propagating in are covered by the medium specific dielectric function ǫ(k, ω). The
dielectric function exhibits a real and an imaginary part and can be written as ǫ =
ǫ1 + iǫ2, where ǫ1 denotes the real and ǫ2 the imaginary part, respectively [265,266]. The
wave equation has two different solutions, one of which for transversal waves and one
for longitudinal waves. Transversal waves fulfill the condition k · E = 0 which gives the
generic dispersion relation




Longitudinal waves fulfill the condition k · E = kE which implies the dielectric function
to vanish (cf. eqn. (6.1)), resulting in
ǫ(k, ω) = 0. (6.3)
Hence, longitudinal oscillations can exclusively occur at frequencies corresponding to ze-
ros of ǫ(k, ω) [227]. Only p-polarised light (or TM polarisation) allows for the excita-
tion of these longitudinal oscillations [37, 62, 227, 228, 267]. Ex, Ez, and Hy are the only
non-vanishing field components for p-polarised light, where x, y, and z denote Cartesian
coordinates and H the magnetic field. Longitudinal charge density oscillations are a form
of elementary excitations and are called plasmons. They correspond to a periodically
displaced electron gas in e.g. a thin metallic film. Bulk plasmons and SPP’s are distin-
guished which are illustrated in Fig. 6.1 and Fig. 6.2.
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6.1.2 Bulk plasmons
Bulk plasmons are longitudinal electron density oscillations with a spatially expanded
character typically occurring in thin metallic films [227, 228]. The oscillation of electron
density is parallel to the surface normal of the thin film and comprises its complete





Figure 6.1: (a) Cross section of a thin metal film, (b) cross section of a thin metal film under the
presence of the external electric field E(z, t) that excites a plasma oscillation, according to Fig. 14.5
in [228], [227]. The collective shift of the electron plasma is parallel to the electric field, illustrating its
longitudinal character. The positively charged static ions of the crystal lattice are illustrated in blue,
whereas effectively shifted electrons are illustrated in red. The thin metal film is electrically neutral.
In Fig. 6.1, the conduction band electrons are treated as a homogeneous and dense electron
plasma and are illustrated in the form of a gray box [228]. This box is shifted relative to
the static crystal lattice as a result of a driving external electric field E(z, t), e.g. given
by a p-polarised light pulse. The collective shift leads to a positive surface charge density
σ = +Nee〈xe〉 at the bottom and to a negative surface charge density σ = −Nee〈xe〉 at
the top of the gray box. The region in the middle is electrically neutral. Ne denotes the
electron density, e the charge of one electron and 〈xe〉 the collective, ensemble-averaged
spatial displacement of the electron plasma. This displacement is time-dependent with
alternating directions towards +z and −z. A depolarisation field E = Nee〈xe〉
ε0
is the
consequence of the collective charge displacement, which limits the amplitude of 〈xe〉.
The corresponding, damping free, equation of motion for a unit volume of the electron










+ ω2p〈xe〉 = 0, (6.4)






reveals the plasma frequency ωp, the electron plasma is oscillating with. Damping of the
bulk plasmon due to losses in the dielectric medium is governed by the damping constant
γm. Correspondingly, the equation of motion for a damped bulk plasmon is given by
d2〈xe〉
dt2
+ ω2p〈xe〉 + γm〈xe〉 = 0. (6.6)
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6.1.3 Surface plasmon polaritons (SPP’s)
SPP’s are longitudinal surface waves or electron density oscillations confined to an inter-
face [60, 62, 227, 229]. This interface typically consists of a metal or semiconductor with
the dielectric function ǫM and a non-conductive dielectric, such as air with a dielectric
function ǫA (cf. Fig. 6.2). Furthermore, an interface consisting of two different metals is
possible [60]. The skin depths in both media of the interface determine the confinement,
whereas the surface wave essentially propagates along the interface [227, 229, 244]. The
























Figure 6.2: A SPP at the metal-air interface, according to Box 1 in [229], [62, 227, 268]. (a) Shows the
hybrid nature of the electromagnetic wave and the oscillating surface charge with E pointing in z- and
x-direction (red field lines) and H pointing in y-direction (not shown). The z-component of E leads to
a surface charge in the metal with an exponentially decreasing character into ǫM and ǫA, underlining
the confined character with propagation tolerance parallel to the surface (x-direction). The evanescent
behaviour of Ez within the metal (ǫM) is schematically illustrated in (b). The penetration depth of Ez in
the metal is the skin depth δsM, whereas the decay length in air δsA is roughly half the wavelength of the
light involved [229]. The dispersion relations of a bulk plasmon (upper solid line) and a surface plasmon
(lower solid line) are represented in (c), together with the dispersion of a free space photon (dotted line).
The surface plasmon behaves photon-like for small momenta kx and exhibits an increasing momentum
mismatch to the free space photon for big momenta with the asymptotic limit ω = ωp/
√
1 + ǫA. The
bulk plasmon shows a big momentum mismatch to the free space photon for small momenta k and
behaves photon-like for big momenta. Its minimal frequency is ω = ωp. The forbidden frequency range
between ωp/
√
1 + ǫA and ωp arises from total reflection at the metal-dielectric interface for ω < ωp in
the transversal case and the strongly increasing momentum mismatch in the longitudinal case.
Once a sufficient in-plane light field component is given (e.g. by grating structures on the
surface [229,244]), momentum conservation in ǫM and ǫA for the field components parallel
to the surface normal and parallel to the interface (in-plane) is required. This necessitates
the interaction with p-polarised light, as well as with dielectric media possessing a positive
and a negative dielectric constant, respectively, conditions typically fulfilled for metal-
insulator interfaces [227,265]. In metal-metal interfaces, two different plasma frequencies
are required to allow for the formation of SPP’s [60]. Then, the E field components








6.2 ZnO:Ga sample geometry
where kzi (i = A, M) are the appropriate complex wave vector components into ǫA and ǫM.









underlining the confined character. kzi is an important quantity since it makes it possible
to deduce the penetration depths δsi of the interacting light field into ǫA and ǫM. The





6.2 ZnO:Ga sample geometry
6.2.1 Optical coupling between bulk plasmons and light
In order to investigate a bulk plasmon with optical methods, three experimental condi-
tions need to be fulfilled [267]. Firstly, the longitudinal character of the bulk plasmon
necessitates the metallic sample to be a thin film, if possible on top of a highly reflecting
metallic layer. Secondly, the interacting light has to be p-polarised. And thirdly, the angle
of incidence has to deviate from 0◦. The last two conditions ensure a vectorial projection
of the polarised electric field of the light wave to be parallel to the plasma oscillation.
The first condition is valid for a film thickness that is smaller than the wavelength of the
interacting light field and guarantees a non-propagating wave in the medium with a small
amount of attenuation due to absorption of the longitudinal resonance. A highly reflect-
ing metallic layer underneath the thin film causes a vanishing contribution of absorption
due to transversal resonances in a reflection geometry [267]. An experimental setup that
fulfills the enumerated conditions and, thus, is suitable to couple light to longitudinal
resonances is given in Figs. 3.7 and 6.3.
These conditions were formulated and experimentally as well as theoretically validated
in 1963 by D. W. Berreman to measure the absorption of longitudinal optical phonons
in LiF [267]. They are of great importance, since they constitute the principles to couple
transversal light waves to any longitudinal excitations in solids.
6.2.2 Linear absorption of the ZnO:Ga sample
The investigated ZnO:Ga sample fulfills the geometrical conditions from section 6.2.1 to
allow for a direct coupling between light and a bulk plasmon. Its specific structure and
linear absorption in reflection geometry is illustrated in Fig. 6.3 (cf. Fig. 3.7).
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Ne = 6 · 1020 cm−3
ZnO:Ga, 100 nm,
Ne = 1 · 1020 cm−3
(b)
Θ
p-pol. light surface normal
Figure 6.3: (a) Linear reflectivity spectra of the investigated ZnO:Ga sample for two different angles of
incident with p-polarisation. The linear reflectivity spectra exhibit two characteristic absorption maxima
at 360 meV, representing the bulk plasmon resonance in the upper layer under further investigation, and at
950 meV, which originates from the plasma resonance of the highly Ga-doped bottom layer (gray in (b)).
Panel (b) shows the not to scale cross section of the ZnO:Ga sample with its four layers. Only the first two
layers (red and gray) of the sandwich structure interact with light in the discussed linear and nonlinear
experiments. The thin 24 nm ZnO layer stabilises the upper layers on the sapphire substrate [59].
The absorption resonance at 360 meV in Fig. 6.3 constitutes the bulk plasmon in the top
layer (Ne = 1 · 1020 cm−3) of the sandwich structure, whereas the absorption resonance
around 950 meV originates from the plasma resonance of the highly doped bottom layer
(Ne = 6 · 1020 cm−3). Decreasing the angle of incidence leads to a higher overall reflectiv-
ity of the sample, especially at the plasma frequency in the top layer. This is due to a
reduced vectorial ratio of the electric field of the incoming beam parallel to the plasma
oscillation. A spectral shift of the plasma frequency with respect to the angle of incidence
is not observed. The spectral width of the plasmon resonance is determined by the mo-
mentum relaxation rate γm(k) (cf. eqns. (6.12) and (6.14)). It amounts to 106 meV in
the investigated sample.
In the performed pump/probe experiments, the ZnO:Ga sample is excited at the plas-
monic resonance of the upper layer with light pulses centred at 360 meV or 3.4 µm (cf.
Fig. 6.5). Calculating the penetration depth of the incoming light pulse into the upper
layer for an isolated, semi-infinite metal-air interface, one receives a value of δsMA ≈ 1 µm
(cf. eqn. (6.9)), much larger than the layer thickness of 100 nm. This is important, since
these numbers, in combination with the wavelength of the exciting light pulse, underline
the thin film limit, a condition to couple to the bulk plasmon in the upper layer (cf.
Sec. 6.2.1). Furthermore, it guarantees a completely excited layer and a homogeneous
field strength along the z-direction.
Due to the large penetration depth, an interaction with the second metal-metal inter-
face occurs. The second layer exhibits a much higher doping concentration of Ne =
6 · 1020 cm−1 and, thus, its plasma resonance is not excited and the penetration depth
into the second layer is much smaller. Assuming a semi-infinite metal-metal interface,
one receives a value of δsMM ≈ 400 nm. Consequently, the second highly doped layer
essentially acts as a metallic mirror at which the incoming light as reflected.
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6.2.3 Polariton dispersion of the ZnO:Ga sample
In principle, the metal-air and the metal-metal interface of the ZnO:Ga sample could be
regarded as a system of two coupled SPP’s. A common approach to calculate the polariton
dispersion for such a coupled system is presented now. Details for the calculation of
the polariton dispersion of a thin layer with thickness d and permittivity ǫ2 embedded
between two semi-infinite media possessing the permittivities ǫ1 (top) and ǫ3 (bottom),
respectively, are given in [61,62,227]. In short, the polariton dispersion of such a system
of coupled SPP’s can be expressed by pairs of (kzj, ω) (j = 1, 2, 3) with the z-components














whereas all (kzj, ω) correspond to a zero crossing in the complex wavevector k-plane and
a mode (or branch) of the described sandwich structure [61, 62]. The thickness d, or
the spatial separation distance between ǫ1 and ǫ3, strongly influences the coupling of the
SPP’s from the singular interfaces and the resulting polariton dispersion. Eqn. (6.10)
can be deduced under utilisation of the transfer matrix method or Fresnel reflection
coefficients [61,62].
The dispersion relations for the investigated ZnO:Ga sandwich structure are presented in
Fig. 6.4. They are solutions of eqn. (6.10) and plotted together with polariton dispersions
of singular interfaces (cf. Fig. 6.1).
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Figure 6.4: Dispersion relations for the coupled SPP’s of the multilayer ZnO:Ga system (cf. Fig. 6.3)
and for isolated single interfaces. The dispersion of the coupled SPP’s is represented in red. Further
dispersions are from the metal (Ne = 1 · 1020 cm−3) - metal (Ne = 6 · 1020 cm−3) interface (yellow dashed)
and from the metal (Ne = 1 · 1020 cm−3) - air interface (gray dotted). The photon line is shown in black.
The excitation conditions used in the pump/probe experiments are highlighted in blue.
The coupled SPP dispersion of the sample exhibits an extremely flat characteristic for
wave vectors k < 1.6 · 106 m−1. This behaviour is contrasted by the dispersions of the
isolated metal-metal interface and especially by the isolated metal-air interface for Ne =
1 · 1020 cm−3 that are only flat for k = 0 or k → ∞ and show a strong wave vector
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dependence.
The flat curve progression of the (red) left branch for wave vectors k < 1.6 · 106 m−1 is
very typical for bulk plasmons whose frequency is not dependent on k (cf. eqn. (6.5)).
So even in a polariton picture of coupled SPP’s, the investigated absorption resonance of
the ZnO:Ga sample is best described as an excitation of a bulk plasmon within the upper
layer of a sandwich structure, exhibiting a thickness of 100 nm and a doping concentration
of Ne = 1 · 1020 cm−3.
The chosen excitation conditions in the pump/probe experiments are highlighted in form
of a blue circle, determining the exciting wave vector k = ω/c
√
ǫair sin Θ = 1.3 · 106 m−1
for Θ = 45◦ (cf. Fig. 3.7) at an excitation energy of 360 meV. It is clearly located on
the left of the photon line ω = ck together with one branch of the red dispersion curve
of the ZnO:Ga sample, underlining the radiative character of the investigated mode and
the possibility to excite it from free space [61].
6.3 Bulk plasmon in ZnO:Ga
6.3.1 The dielectric function of the electron plasma
Since the bulk plasmon is connected to the root of the dielectric function as shown in
eqn. (6.3), it is crucial to find a suitable description for it in order to understand the
linear and nonlinear properties of the bulk plasmon. The dielectric function ǫ(k, ω) of a
medium describes its interaction with a light field and contains its electrical as well as
optical properties. In the long-wavelength limit (k → 0) ǫ(0, ω), collective excitations,
such as surface or bulk plasmons, are covered, whereas in the low-frequency limit (ω → 0)
ǫ(k, 0) screening of electron-electron or electron-lattice interactions are comprised [228].
The long-wavelength limit is valid as long as the wavelength of the interacting light field
is much longer than the characteristic dimensions in the medium, such as the mean free
path of the electrons or its spatial dimensions [227]. This limit is, therefore, considered to
describe the "spatially local" dielectric function. Paul Drude has introduced a microscopic
theory to describe the polarisation P(ω) of a free electron plasma in this limit. In this
theory, the interaction of the electron plasma with an external light field E(ω) is considered
as an harmonic displacement of charge density, fulfilling the equation [17,228]




ǫ0E = ǫ0ǫ(ω)E(ω) (6.11)
with the displacement field D(ω), the permittivity of the free space ǫ0, and the linear
susceptibility χ(1). The frequency dependent longitudinal dielectric function ǫ(0, ω) =
ǫ(ω) is a complex function of the form





with a momentum relaxation rate γ that is inversely proportional to the mean collision
time τ (γ = 1/τ) of the electrons. Here, one finds a direct correlation between the
longitudinal oscillation of the electron plasma with the plasma frequency ωp and the
dielelectric function. Its imaginary component describes losses within the medium such as
absorption. An approximated absorption spectrum of the bulk plasmon can be calculated
by Im (1/ǫ(ω)) [37]. High angular frequencies (ωτ ≫ 1) lead to a simplified ǫ(ω), defined
as [5]




(for ωτ ≫ 1). (6.13)
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Eqn. (6.12) slightly modifies for an electron plasma embedded in the conduction band of a
semiconductor such as ZnO. Ga-doping up to Ne = 1 · 1020 cm−3 leaves the ZnO structure
essentially unaltered so that parameters of pure ZnO can be used to describe an electron
plasma in the conduction band of the ZnO:Ga sample [59]. In the expression






mceff(k) [ω2 + iω γm(k)]
, (6.14)
ZnO specific quantities such as the dielectric constant ǫc∞ caused by interband transi-
tions, the wave vector dependent effective electron mass mceff(k), the cycle-averaged non-
equilibrium free electron distribution f(k), and the momentum relaxation rate γm(k), are
considered [37]. The volume of the crystal is given by V , the different spin states of the
electrons are described by the factor 2, and e0 is the elementary charge. Summation over
k includes all electrons of the plasma. Eqn. (6.14) results from the Boltzmann transport
equation for intraband transitions [37]. Since the optical absorption of the plasmon is
inherently linked to the dielectric function via Im (1/ǫc(ω)), all parameters represented in
eqn. (6.14) contribute to the plasmonic absorption resonance of the ZnO:Ga sample. The
parameters ǫc∞, V , f(k), and m
c
eff(k) determine the spectral position of the plasmonic
resonance. The momentum relaxation rate γm(k) specifies its spectral width. Thus, an
absorption resonance as shown in Fig. 6.3 (a) can be described by eqn. (6.14).
6.3.2 Thomas-Fermi screening length
One common approximation to describe the low-frequency limit of the dielectric function
is given by the so called Thomas-Fermi method. It treats the electron-electron interaction
in the semiclassical limit of the Lindhard theory for slowly varying external potentials [5].
The deduced dielectric function of the electron plasma in the limit ǫ(k, 0) = ǫ(k) is given
by the expression




This equation contains the Thomas-Fermi wave vector qTF which, for electron tempera-











meff·e2 and the density of the electron plasma Ne. qTF is a reciprocal dis-
tance beyond which the disturbance of an external charge is effectively screened by
the electron plasma [5]. The effective Bohr radius for ZnO is ≈ 7 · 10−10 m, so that
qTF(ZnO:Ga) ≈ 1.6 · 109 m−1 and λTF = 1/qTF ≈ 6 · 10−10 m. This value is much smaller
than the layer thickness of 100 nm. Thus, screening is very efficient in the dense electron
plasma of the Ga-doped ZnO layer so that the electron plasma can be described by a
spatially local dielectric function.
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In conclusion, the sections 6.1-6.3 introduce SPP’s and bulk plasmons and present a new
layered sample system consisting of thin, differently Ga-doped ZnO layers to facilitate the
excitation of a longitudinal bulk plasmon with optical methods. This statement is based
on the conditions formulated by Berreman to couple light on longitudinal excitations in
solids [267]. The first layer of the ZnO:Ga sample fulfills the required thin film limit. Its
thickness of 100 nm is much smaller than the 3.4 µm wavelength of the pump (and probe)
pulses and, at the same time, it is much smaller than the 1 µm penetration depth of the
light. Furthermore, the thin film is located on top of a highly reflecting metallic mirror
allowing for optical experiments in reflection geometry. The applied reflection geometry
provides an angle of incidence of 45◦ so that p-polarised light can effectively couple to
the bulk plasmon in the upper layer. The derived polariton dispersion for the ZnO:Ga
sample clearly underlines the dominating bulk character of the investigated plasmon due
to the absence of a k-dependence of the plasma frequency.
In addition, the Thomas-Fermi screening length in the upper layer is with λTF ≈ 6 · 10−10 m
much shorter than its thickness, allowing, on the one hand, for sharp interfaces to the
air and to the highly doped bottom layer and, on the other hand, for a spatially local
description of the dielectric properties. In particular, this makes it possible to describe
the optical properties of the bulk plasmon in ZnO:Ga with eqn. (6.14).
Consequently, optical pump/probe methods in combination with the tailored sample de-
sign and the utilised reflection measurement geometry permit the direct investigation of
the time-resolved nonlinearities of a bulk plasmon, discussed in detail in the following.
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6.4 Ultrafast nonlinear response of a bulk plasmon
in ZnO:Ga
Spectrally resolved pump/probe spectra for different probe frequencies and delay times
were measured and merged together as broadband contour plots in Fig. 6.5 according to
eqn. (2.45). The pronounced spectral width of the plasmonic absorption and the limited
spectral width of the probe pulses of ≈ 35 meV necessitated probe pulses with 16 different
centre frequencies and, thus, spectral windows, to cover the required spectral range. All
pump and probe pulses were p-polarised. The pump frequency was kept constant and
centred at 360 meV for different pulse energies. The excitation frequency is well below
the optical bandgap of ZnO that amounts up to 3.3 eV [270,271].
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Figure 6.5: Nonlinear contour plots and spectra of pump/probe measurements on the ZnO:Ga sample.
Panels (a,d,g) show the linear absorbance according to Fig. 6.3 and (b,e,h) contour plots of the merged
femtosecond pump/probe spectra for different pump pulse energies. The absorbance change ∆A =
− log (R/R0) is plotted as a function of the probe frequency (energy) and the delay time T . Cuts
through the contour plots at fixed different delay times are given in (c,f,i). The dispersive shapes of the
spectra show a transient redshift of the plasmon resonance for all pump pulse energies. Higher excitation
densities lead to a stronger redshift, as well as to higher signal amplitudes. A LO phonon sideband
is observed ≈ 70 meV blueshifted to the centre frequency of the pump pulse for pump pulse energies
≥ 0.7 µJ [272]. The measured (broadband) spectral width covers more than 300 meV from 174 meV
(1400 cm−1) to 507 meV (4100 cm−1). All spectra shown here are measured with p/p polarisations.
Pump pulse energy: ≤ Epump = 1.8 µJ =̂ 7 · 1010 W/cm−2.
The resonantly excited bulk plasmon in the top layer of the ZnO:Ga sample exhibits a
strong nonlinear response. At early delay times around T = 20 fs, broad bleaching signals
are observed with a minimum around 350 meV for a pump energy of Epump = 1.8 µJ.
This minimum is blueshifted for smaller pump energies by about ≈ 25 meV. In con-
trast, a redshifted enhanced absorption is measured with a maximum at 295 meV for
Epump = 1.8 µJ that is also blueshifted by about 20 meV for smaller pump energies. The
signal amplitudes reach absolute values of 75 mOD for the bleaching and 60 mOD for the
enhanced absorption, which are both major portions of the overall plasmon absorption
of ≈ 110 mOD (panel (a)), underlining the strong nonlinear response of the bulk plas-
mon. The described nonlinear behaviour is in line with a transiently redshifted plasma
frequency of the excited bulk plasmon.
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The integrated bleaching signals are larger than the integrated enhanced absorption sig-
nals (Iint. bleach(T = 20 fs, 1.8 µJ)/Iint. enh. abs.(T = 20 fs, 1.8 µJ) ≈ 2.1). This points to a
reduced, frequency-dependent oscillator strength.
At later delay times (≈ 200 fs), the redshift is still measurable with reduced signal ampli-
tudes and slightly altered peak positions for all excitation densities. Beyond ≈ 200 fs, a
spectrally flat contribution with a positive sign over all frequencies apart from the centre
frequency of the plasma resonance is observable, pointing to a spectrally broadened bulk
plasmon resonance.
A phonon sideband is apparent as an additional dip at 435 meV for delay times around T =
20 fs and pump pulse energies ≥ 0.7 µJ. Its spectral position of 435 meV = 365 meV(h̄ωpump) +
70 meV(h̄ωLO) and its pump pulse energy dependence strongly indicate a distinct interac-
tion of the bulk plasmon with LO phonons within the ZnO layer [273–275]. The spectral
difference agrees very well with the excitation energies of LO phonons in ZnO that exhibit
72 meV [272].
Fig. 6.6 contains time-resolved transients of the discussed absorption changes at fixed
probe frequencies.









































Epump = 1.8 µJ
Figure 6.6: Transients of pump/probe measurements on the ZnO:Ga sample at different fixed spectral
positions and for different excitation densities. Panel (a) shows transients taken from the regions of
enhanced absorption and bleaching. Inset (b) illustrates biexponential fits for the transients. Panel (c)
shows transients for a fixed excitation density and different spectral positions along the probe energy
axis. The measurement data shown here are raw data in contrast to Fig. 6.5, which illustrates merged
measurement data, i.e., weighted by the particular probe-pulse spectra.
The transients shown in Fig. 6.6 (a) illustrate the time evolution in the spectral regions
of maximal signal amplitudes. They exhibit a quick signal increase before delay time 0 fs
that is characterised by the time resolution of the experiment. The absence of perturbed
free induction decay points to a very short transverse relaxation time T2. After the ini-
tial increase, a quick decay is followed by a somewhat slower signal decrease until 2 ps,
after which no residual signal is measurable anymore. Both, the bleaching as well as the
enhanced absorption signal contributions exhibit similar decay kinetics. A biexponential
description of the measured dynamics is plotted in the inset of panel (a) with time con-
stants of τ1(366 meV, 285 meV) = 100 fs and τ2(366 meV) = 1500 fs, τ2(285 meV) = 800 fs
with different amplitudes, respectively, that underline the ultrafast relaxation of the sig-
nals. Different excitation densities lead to very similar decay kinetics, whereas the relative
signal amplitudes point to a saturation with increasing pump fluence.
Panel (b) shows different transients for probe energies along the probe energy axis. Strong
deviations from the behaviour shown in (a) are observable, especially for probe energies
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around 320 meV, where the transients follow a kind of oscillatory evolution. The reasons
behind this are three simultaneously occurring, correlated effects. There is i) a general
transient signal decay for T ≥ 20 fs, ii) a transient spectral shift of the plasma frequency,
and iii) a spectral broadening of the plasma resonance. A combination of these three
effects cause the strong probe energy dependent behaviour of the transients measured at
fixed probe energies.
The pump fluence dependence and the temporal evolution of the transient zero crossings
are illustrated in the following Fig. 6.7.
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Figure 6.7: Panel (a) shows normalised cross sections through the contour plots from Fig. 6.5 at T = 20 fs
for different pump energies (coloured solid lines), respectively. The dashed line illustrates a normalised
difference spectrum between the linear reflectivity of the bulk plasmon (cf. Fig. 6.3) and a 50 meV
redshifted reflectivity with 20 % reduced amplitude. As shown in Fig. 6.5, higher pump energies lead
to a stronger redshift of the nonlinear signal and the LO-phonon sideband is only observable for pump
energies ≥ 0.7 µJ. (b) Time-dependent zero crossings around 330 meV of the contour plots from Fig. 6.5
panels (b,e,h) for delay times between 0 and 2 ps.
A comparison of normalised transient spectra for different pump fluences at T = 20 fs is
shown in Fig. 6.7 panel (a). Regarding the spectral positions of maximal signal amplitude
and the zero crossings, one observes a clearly stronger redshift for higher pump fluences.
In addition, a more pronounced bleaching contribution is evident. The cross section for
Epump = 1.8 µJ shows comparable characteristics as the dashed difference spectrum point-
ing to a plasma frequency shift of ≈ 50 meV.
The temporal evolution of the zero crossings for different pump fluences is shown in panel
(b). At time delay 0 fs, the largest shift of the zero crossing is given for Epump = 1.8 µJ
that can be found at 315 meV, roughly 50 meV away from the equilibrium plasma fre-
quency of 360 meV. The subsequent evolution of the zero crossings exhibit a strong pump
fluence dependence. While the zero crossing monotonously shifts towards lower energies
for Epump = 0.3 µJ, a more complex behaviour is found for Epump ≥ 0.7 µJ. This behaviour
involves an initial zero crossing energy increase with a maximum some 100 fs after T = 0 fs
and a subsequent decrease with slower kinetics.
These discrepancies point to varied dominating effects during the relaxation after exci-
tation with different pump fluences. For Epump = 0.3 µJ, the dispersive shape of the
nonlinear spectra around T = 0 fs changes within 150 fs into nonlinear spectra charac-
teristic for a broadened plasmon resonance (cf. Fig. 6.5) that results in the monotonous
shift of the corresponding zero crossing energy. In contrast, the dispersive shape of the
nonlinear spectra typical for a redshift of the plasma frequency characterises the nonlinear
spectra for Epump = 0.7 µJ until 250 fs (peak, blue line in (b)) and for Epump = 1.8 µJ until
450 fs (peak, red line in (b))) (cf. Fig. 6.5), after which the fingerprint of a spectrally
broadened plasma resonance becomes evident, respectively.
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In a series of measurements with rotated polarisations of the pump and probe pulses the
bulk plasmon character of the investigated ZnO:Ga response is confirmed.
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Figure 6.8: Reference measurements to confirm the optical excitation of the bulk plasmon and, thus,
the investigation of its nonlinearities. (a) Absorbance ∆A = − log R/R0 of the ZnO:Ga sample with
s-polarisation. (b) Contour plot of the merged femtosecond pump/probe spectra with s/s-polarisation.
(c) Cuts through the contour plot at fixed delay times and (d) time-resolved absorption changes at fixed
spectral positions with s/s-polarisation, respectively. (e) Time-resolved absorption changes for a highly
doped ZnO:Ga monolayer (Ne = 6 · 1020 cm−3, 400 nm thick) and for an undoped ZnO substrate with
p/p-polarisation. The scaling of the plots is the same as in Fig. 6.5 to simplify a direct comparison
and to underline the more than one order of magnitude reduced signal intensity with positive signal
contributions only with s/s-polarisation and for samples without the necessary sandwich structure.
Under utilisation of s-polarised (TE polarised) pump and probe pulses with no longitu-
dinal electric field component, the nonlinear response of the ZnO:Ga sample is strongly
different. No bleaching signals are observed after T = 20 fs. Instead, spectrally flat pos-
itive signal contributions over the entire spectral range are evident with a ≈ 15 times
reduced intensity, as shown in (b) and (c). The transients in (d) exhibit maximal signal
amplitudes of ≈ 5 mOD at delay times somewhat after T = 0 fs with a subsequent ex-
ponential decay. For T ≤ 20 fs, perturbed free induction decay influences the nonlinear
response.
In a further set of measurements, a ZnO:Ga monolayer and an undoped ZnO substrate
were measured under the same experimental conditions as the bulk plasmon in the ZnO:Ga
sandwich structure, i. e., with p/p-polarisation. The ZnO:Ga monolayer exhibited no
transient bleaching around the plasmonic absorption, but positive signals only with an
amplitude and temporal evolution comparable to the results on the ZnO:Ga sandwich
structure with s/s-polarisation, as shown in (e). The undoped ZnO substrate featured a
much smaller reflectivity and no pump-induced absorption changes could be measured.
In principle, more effects than the redshift of the plasma frequency and a broadening of
the absorption resonance could contribute to the strong nonlinear response of the ZnO:Ga
sample. For instance, in metallic nanoparticles and thin films, acoustic phonon oscilla-
tions, an ultrafast response of the nonlinear refractive index, and a modification of the
momentum relaxation rate γ were measured [249–255, 276–279]. In ZnO, the sound ve-
locity along the c-axis adds up to vs = 6100 ms−1, which corresponds to a back and forth
propagation time of 33 ps in the measured 100 nm thin layer, well above the dynamics
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illustrated in Figs. 6.5 and 6.6 [280]. Furthermore, the nonlinear refractive index of ZnO
is n2 = 23 · 10−13 esu ≈ 5 · 10−15 cm−2/W, which results under the used experimental
conditions in a Kerr-induced change of ∆n ≈ 10−4 [281]. Via n = √ǫ, this alters the
dielectric function of the thin ZnO:Ga layer on the order of ∆ǫ ≈ 10−8 and, thus, negli-
gibly. Changes of γ lead to spectral broadening of the plasma resonance, so that none of
the listed effects can account for the measured response of the ZnO:Ga sample with its
particular amplitude as well as temporal and spectral properties.
The presented measurements, reference measurements and estimations lead to the con-
clusion that it is the bulk plasmon that causes the strong nonlinear response in the
ZnO:Ga sandwich structure with p/p-polarisation, while further contributions can only
be marginal. In the following section 6.5, model calculations are introduced that describe
the strong measured nonlinear response with a bulk plasmon exhibiting a plasma temper-
ature dependent effective electron mass to account for the transient redshift of the plasma
resonance.
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6.5 Model calculations
6.5.1 Stationary response of bulk plasmons
Model calculations were performed to theoretically account for the nonlinear response
of the bulk plasmon [37]. These are based on three major steps. In a first step, the
frequency dependent longitudinal dielectric function eqn. (6.14), whose inverse imaginary
part Im(1/ǫc(ω)) reproduces an absorption spectrum, is used to describe linear optical
properties of the bulk plasmon in the ZnO:Ga multilayer system. It is given by






mceff(k) [ω2 + iω γm(k)]
. (6.17)
In ZnO, the high-frequency dielectric constant amounts to ǫc∞ = 3.7. V denotes the
volume of the ZnO crystal. The interaction of a strong pump pulse with the bulk plasmon
leads to a deposition of ≈ 0.5 µJ (30 % of the pump pulse energy) into the 100 nm thin
ZnO:Ga layer. Accordingly, the electron gas in the conduction band of ZnO:Ga is heated
up to several thousand Kelvin. The large momentum relaxation rate γm(k) = 106 meV
(cf. Fig. 6.3) corresponds to a mean collision time among damped electrons of τ =
1/γm(k) ≈ 10 fs, in agreement with the dephasing time T2. This leads to a very efficient
redistribution of the excess energy within the electron gas on a 10 fs-timescale, well below
the time resolution of the performed experiments, so that f(k) can be approximated as a
thermalised (hot) Fermi distribution at any time. A reference for this assumption is offered
by time-resolved experiments on photoexcited electrons and holes in GaAs [282,283]. Even
though the plasma densities were 3 orders of magnitude smaller than for the ZnO:Ga
sample in those experiments, an initial thermalisation within 100 fs occurred.
A hot Fermi distribution involves a slightly modified γm(k). Since Kerr-nonlinearities (cf.
Sec. 6.4) do not play a role and the volume as well as the electron density in ZnO:Ga
stay unaltered during the excitation and relaxation, it is exclusively the effective electron
mass mceff(k) that can account for the redshift measured in the experiments.
So, in a second step, the temperature-dependent effective electron mass in ZnO is modeled
around the conduction band minimum with the help of a hyperbolic dispersion that











was used to approximate the band structure. It includes the direct bandgap Egap of ZnO
(Egap(ZnO) = 3.45 eV at 300 K) and the effective electron mass of an electron at the
conduction band minimum mceff(k = 0) = 0.275 me (me: free electron mass) [59,271,284–
287]. In-depth band structures of ZnO can be found in ref. [271] but are unnecessary here
due to the limitation of small k-vectors around the conduction band minimum. Using
the hyperbolic model of Kane, the k-dependent effective electron mass tensor can be
approximated. Under consideration of the pump-induced longitudinal elongation of the















Therefore, the pump pulse creates a hot Fermi distribution of conduction band electrons
in ZnO:Ga that are elongated along the non-parabolic k-space, which leads to a modifi-
cation of the cycle-averaged effective electron mass and, consequently, to a redshift of the






. No interband excitations occur, instead
pure intraband excitations account for the measured processes [271].
In Fig. 6.9, the first two steps of the model calculations are discussed including the
optical absorption properties of the bulk plasmon in ZnO:Ga at two different electron
temperatures. Eqn. (6.18) was used to model the different electron temperatures and
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Figure 6.9: Model calculations for the nonlinear response of the bulk plasmon in the ZnO:Ga sample.
(a) Shows the calculated reflectivities of a ZnO:Ga monolayer exhibiting an electron concentration of
Ne = 6 · 1020 cm−3 with a plasma frequency of 950 meV (black dashed line) and of a ZnO:Ga sandwich
structure with a 100 nm thick layer on top, exhibiting an electron concentration of Ne = 1 · 1020 cm−3
with a plasma frequency of h̄ωp(300 K) = 360 meV (green dashed line), in agreement with the measured
sample (cf. Fig. 6.3). The red dashed line shows the reflectivity of the sandwich structure with a
heated electron gas in the upper layer (TC = 3500 K) and a correspondingly shifted plasma frequency
of h̄ωp(3500 K) = 320 meV. The solid lines represent absorbance changes ∆A = − log(R/R0). The red
solid line shows a redshift of the plasma frequency, whereas the blue solid line shows a broadening of the
plasma resonance. The thin vertical lines illustrate the spectral window measured in the pump/probe
experiments. (b) Hyperbolic (blue line) vs. parabolic (dashed black line) band structure of ZnO around
the conduction band minimum [271]. (c) Fermi distributions for a cold (TC = 300 K) (black line) and a
hot (TC = 3500 K) (red line) electron plasma at a concentration of Ne = 1 · 1020 cm−3 (upper layer of
the sample). (d) Calculated zz-component of the effective electron mass for conduction band electrons
in ZnO at different carrier temperatures. (e) Calculated energy of the plasma resonance h̄ωp(TC) for
different carrier temperatures.
In Fig. 6.9 panel (b) there are two curves describing both, the hyperbolic band struc-
ture of ZnO with the model of Kane (blue) and, as a reference, the parabolic dispersion
(black dashed). For small wave vectors k < 1 · 109 m−1, both models yield similar results,
whereas increasing discrepancies become evident beyond k = 1 · 109 m−1, where the curve
of the hyperbolic model exhibits a significantly smaller slope. A thermalised Fermi dis-
tribution of an electron plasma with a constant electron density of Ne = 1 · 1020 cm−3 at
300 K is shown as a black line in (c), together with a Fermi distribution of the same elec-
tron plasma at 3500 K (red line). These two temperatures describe the electron plasma
during and directly after the excitation and after the full relaxation. Different electron
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temperatures lead to different Fermi distributions and, thus, to different elongations in
the hyperbolic band structure. The corresponding temperature dependent zz-component
of the effective electron mass is given in (d) that undergoes an increase of about 50 %
from 0.275 me to roughly 0.40 me between 300 K and 5000 K. Accordingly, the electron
temperature dependent plasma frequency h̄ωp(Tc) decreases for higher temperatures from
360 meV at 300 K to about 300 meV at 5000 K.
Under utilisation of A ∝ Im(1/ǫc(ω)), the dielectric function ǫc(ω) (eqn. (6.17)) is used
in combination with the Fresnel equations to deduce reflectivity spectra for the experi-
mentally measured multilayer ZnO:Ga structure (cf. Fig. 6.9 (a)). A ∝ Im(1/ǫc(ω)) is a
good approximation as long as i) d ≪ λ is valid for the thickness of the top layer, and
ii) the metallic bottom layer behaves like an ideal mirror, both is given by the measured
sample and the experimental conditions. In the case of a non-ideal mirror and a larger
layer thickness, the dispersive real part Re(1/ǫc(ω)) contributes to the line shape of the
bulk plasmon absorption resonance. In (a), the black dashed line shows the linear re-
flectivity spectrum of a bulk ZnO:Ga monolayer exhibiting an electron concentration of
Ne = 6 · 1020 cm−3 and an according plasma resonance at 950 meV. Once an additional
100 nm thick layer is located on top with Ne = 1 · 1020 cm−3, a further plasma resonance
occurs at h̄ωp = 360 meV for an electron temperature of 300 K, due to absorption in this
top layer (green dashed line). An increase of the electron temperature to 3500 K leads
to a redshift of the plasma resonance in combination with a reduced oscillator strength
(red dashed line). A numerical value of h̄ωp(3500 K) = 320 meV and a ≈ 20 % reduced
oscillator strength can be deduced.
The accompanied absorption change for electron temperatures of TC = 300 K and TC =
3500 K is illustrated as the red solid line in (a). It exhibits the characteristic bleaching
around 360 meV and a redshifted enhanced absorption. Furthermore, the solid blue line
illustrates the absorbance change for an increased momentum relaxation rate γm(k) at a
constant TC that results in a spectral broadening with a bleaching around 360 meV and
combined blue- and redshifted enhanced absorption.
So far, the model calculations have the increase of the ensemble-averaged effective elec-
tron mass and the resulting redshift of the plasma frequency identified to be the physical
mechanism determining the nonlinear response of the bulk plasmon in ZnO:Ga. To ac-
count for the measured ultrafast relaxation timescale and to derive ωp = ωp(T ), the third
step includes dynamical model calculations.
6.5.2 Carrier dynamics
Relaxation of the hot electrons and, thus, the time-dependent plasma frequency ωp(T ),
is covered in the third step of the model calculations. Due to the pronounced polarity of
the ionic crystal ZnO, a strong coupling among electrons and the lattice occurs. Hot elec-
trons dissipate their excess energy via the emission of longitudinal optical (LO) phonons
on a sub-ps to ps timescale, which changes over to the emission of acoustic phonons on
a significantly slower timescale [288–290]. Hence, the dynamical model calculations need
to comprise hot carrier relaxation in an electron-phonon plasma to reproduce the time-
resolved pump/probe signals illustrated in Fig. 6.5. The model calculations discussed here
rely on established theoretical methods that are described in detail in refs. [282,291–296].
Quasielastic electron-electron and inelastic electron-LO phonon scattering are described
using the loss-function concept that includes full dynamical screening in the plasma of
coupled electrons and LO-phonons. Initially, scattering rates are derived on the basis
of a general q- and ω-dependent dielectric function to deduce the energy loss of the hot
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electrons and the time-dependent plasma temperature TC. Then, the equation of motion
for an anharmonic damped oscillator, which describes the dynamical behaviour of the
bulk plasmon in the ZnO:Ga sample, is solved (cf. eqn. (6.6)).
I. Dielectric function and scattering rates
To account for the electron-phonon interaction, the more general ω- and q-dependent
longitudinal dielectric function needs to be applied for the conduction band electrons in
the ZnO:Ga sample that is given by [37,293]
ǫ(q, ω, TC) = ǫc∞ − ǫc∞
ω2TO − ω2LO
ω2TO − ω2
− χplasma(q, ω, TC). (6.20)
It is based on the random phase approximation (RPA) and exhibits three terms that
contain the angular frequencies of transversal (ωTO with h̄ωTO = 47 meV) as well as
longitudinal optical (ωLO with h̄ωLO = 72 meV) phonons and the plasma susceptibility
χplasma [272,293]. The first term ǫc∞ is a constant and describes the high-frequency limit.
The second term is the frequency-dependent lattice susceptibility and contributes to the
dielectric function via the polar TO- and LO-phonons. The last term covers the electron
plasma and, next to ω, explicitly depends on the q-vector and the plasma temperature
TC. Thus, the approach includes coupling between the electron plasma and the optical
phonons, so that effects, such as full dynamical screening, that are important for high
plasma temperatures on the order of a couple of thousand Kelvin, are covered.
Due to the high doping concentration of the ZnO:Ga sample, electron-electron and electron-
LO phonon scattering are the dominating scattering mechanisms, since they combine high
scattering rates on the one hand and a large energy transfer per scattering event on the
other hand [293]. Momentum and energy relaxation of the electron plasma can only occur
due to inelastic electron-phonon scattering, because quasielastic electron-electron scatter-
ing preserves the total momentum of the electron plasma [297]. Considering the dielectric


















δ [E(k + q) − E(k) + h̄ω] . (6.21)
Next to the dielectric function ǫ(q, ω, TC), the scattering rate also depends on the G-
factor G(k, k + q) that is the overlap of two electron wave functions with momentum k
in the initial state and momentum k + q in the final state, respectively, with peak value
1. Furthermore, n(ω) describes the Bose-Einstein factor and f(k + q) the distribution
function in the final state. E(k) and E(k+ q) are given by the hyperbolic band structure
eqn. (6.18). An integration over ω and q is necessary to include all possible frequencies
and wave vectors of the coupled system of electrons and optical phonons.
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II. Energy relaxation








can be deduced via multiplying the integrand of eqn. (6.21) with






























δ [E(k + q) − E(k) + h̄ω] . (6.23)
The distribution function of the electrons f(k) = f (k, TC, µ(TC)) is assumed to be
thermalised at any time, which is supported by the large momentum relaxation rate
of γm < 10 fs−1 of the ZnO:Ga sample (cf. Fig. 6.3) and the 100 fs time resolution of
the experiment. The amount of electrons in the plasma and the plasma density stays
unaltered during the excitation and relaxation process. Thus, the electron distribution is
determined by the plasma temperature TC and the quasi Fermi level µ(TC).
The calculated energy loss per electron of the excited electron plasma in the ZnO:Ga
sample according to eqn. (6.22) is shown in Fig. 6.10 (a) and the cooling rate according
to eqn. (9) in ref. [291] in (b). Both situations are discussed, energy loss and cooling rates
with full dynamical screening and without screening. Heating is simulated corresponding
to the experimental pump pulse parameters (cf. Figs. 6.4 and 6.5), whereas the multilayer





































Figure 6.10: Dynamical model calculations for the energy loss (a) and the carrier cooling rate (b) per
electron of the excited electron plasma in ZnO:Ga for plasma temperature TC between 0 K and 10 000 K.
The red solid lines illustrate the behaviour with full dynamical screening according to eqn. (6.20) and
the blue dashed lines without screening, i.e., under neglect of χplasma in eqn. (6.20).
The energy loss as well as the cooling rate dTC/dT exhibit a strong plasma temperature
dependence for considered and not considered screening. Both rise strongly up to ≈
4000 K and slightly decrease for higher plasma temperatures. Very high energy loss rates
of up to 8 eV/s around TC = 4000 K can be found as well as very high cooling rates of more
than 40 K/fs for plasma temperatures around 3500 K. Screening plays a major role in the
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relaxation process for plasma temperatures smaller than 5000 K. In this temperature
range and especially below 1000 K, the plasma screens the interaction between electrons
and LO phonons and leads to a reduced amount of emitted LO phonons and, thus, to
smaller energy loss and cooling rates. While the plasma is very dense below 5000 K, it is
diluted along the k-space for higher plasma temperatures, which consequently reduces the
impact of screening and leads to the identical characteristics of the blue and red curves in
Fig. 6.10 above 5000 K. Due to the applied hyperbolic band structure, the heat capacity
of the electron plasma increases for high plasma temperatures, which results in the slight
decrease of the energy loss and cooling rates above 5000 K.
From the cooling rate dTC/dT , one can deduce the temporal evolution of the plasma
temperature TC(T ) via an integration over the delay time T . The resulting curve for
TC(T ) is given in Fig. 6.11 (f).
III. Temporally and spectrally resolved response of the bulk plasmon
So far, the static and dynamical model calculations have shown how an excited (hot)
electron plasma in the hyperbolic conduction band structure of ZnO around the conduc-
tion band minimum (Γ-point) modifies the optical properties of the bulk plasmon and
how the electron plasma dissipates its absorbed excess energy. Strong pump pulses lead
to an increased (≈ 50 %) and time-dependent effective electron mass meff(t) that causes
the large spectral shift (≈ 50 meV) of the bulk plasmon frequency ωp(t) in Fig. 6.5. A
pronounced coupling of the electron plasma to optical phonons in ZnO allows for a quick
transfer of excess energy into the lattice on a ps-timescale which explains the vanishing
measurement signals in the experiments after 2 ps. Thus, the equation of motion for a
damped harmonic oscillator (cf. Sec. 6.1.2) with a time-dependent effective electron mass
and a time-dependent coupling to the pump and probe light fields as well as to the emit-
ted light field should model the measured dynamics of the bulk plasmon in ZnO:Ga. This









= −γm〈pe〉 + eEtot(t) (6.25)
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As in Sec. 6.1.2, 〈xe〉 and 〈pe〉 denote the ensemble-averaged displacement of an electron
in the plasma and its momentum, Nee〈xe〉
ǫ0ǫ∞
describes the depolarisation field due to the dis-
placement. The depolarisation field is a part of the total electric field Etot(t) the electron
plasma is interacting with. It further consists of the local optical field Eloc(t) to which the
incident light field Ein contributes, as well as the re-emitted light field Eem originating
from the induced plasma current. Because of the applied reflection geometry and the
multilayer structure of the sample with the d = 100 nm thick layer on top of a highly
reflecting bottom layer (cf. Figs. 6.3 and 3.7), Eem and Ein are reflected at the bottom
layer. The corresponding reflection coefficient for p-polarised light fields and an angle
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of incidence Θ (Θ = 45◦) is given by rp. Z0 = 377 Ω denotes the vacuum impedance.
An ultrashort pump pulse and ultrashort probe pulses (of 100 fs duration, respectively)
at different delay times T were then applied to compute Eloc(t, T ) as a function of the
real time t and the delay time T between pump and probe pulses and Eem(t, T ) that is
generated by the plasma current in the 100 nm thick top layer. The small thickness d of
the top layer fulfills the conditions for radiative coupling and damping to occur (just as in
eqn. (5.15), Sec. 6.5.1), an effect covered by the chosen approach to solve the differential
equation (6.25) and to calculate Eem(t, T ), which is based on a non-local Green’s-function
formalism [37, 298]. Eqn. (6.25) explicitly includes the time-dependent effective electron
mass meff(t) and, thus, the time-dependent plasma-frequency ωp(t), so that a Fourier
transformation of Eem(t, T ) along t should reproduce the spectrally resolved nonlinear
dynamics of the bulk plasmon measured in Fig. 6.5 which is represented in the following
Fig. 6.11.
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Figure 6.11: Panels (a,c) show an experimental contour plot and spectral cuts from Fig. 6.5. Panels
(b,d) illustrate a theoretical contour plot and spectral cuts according to the model calculations, scale
from −110 mOD to +110 mOD [37]. (e) Comparative plot between experimental transients (solid lines)
and calculated transients (dotted lines) at fixed probe frequencies. The experimental curves are taken
from Fig. 6.6 and the theoretical curves are from the labeled frequencies in (b). Panel (f) shows the
time dependence of the calculated plasma temperature with and without screening. Panel (g) shows the
calculated effective electron mass meff and the plasma frequency h̄ωp with respect to the delay time T .
Even though the model calculations do not contain any fit parameters, but only exper-
imental parameters and ZnO-specific constants, such as the bandgap Egap, the effective
electron mass at the conduction band minimum mceff(0), the high frequency dielectric
constant ǫc∞, and the LO-, TO-phonon frequencies (ωLO, ωTO), the agreement between
the measurement and the model calculations in (a) and (b) is convincing. Especially
the dispersive shapes of the transient spectra and the temporal evolution of the plasma
temperature agree very well with the measured transient spectra and transients. The
plasma temperature is the driving magnitude in the investigated redshift of the plasmon
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resonance. Its dynamics determine the temporal evolution of the effective electron mass
and, thereby, the dynamics of the plasma frequency, as shown in (f) and (g). Heating of
the plasma to 3500 K occurs on a 100 fs-timescale, according to the time resolution of the
experiment that is implemented in the model calculations. The maximum of the plasma
temperature is obtained briefly after T = 0 fs, due to the temporal extent of the pump
pulse. Because of the strong coupling of the hot electron plasma to the optical phonons,
a significant amount of absorbed pump pulse energy is dissipated into the ZnO lattice
already during the heating process.
A free electron gas exhibits a heat capacity of Cel = π
2NKBT
TF
, with the amount of elec-
trons N , the Boltzmann constant kB, and the Fermi temperature TF [228]. Regarding
the absorption of 0.5 µJ pump pulse energy (≈ 30 % of 1.8 µJ), an excited volume of
100 nm × π · (75 µm)2, and the electron density of Ne = 1 · 1020 cm−3, an electron tem-
perature of several ten thousands Kelvin is expected, a value higher than the 3500 K
discussed in Fig. 6.9 (f), underlining the immediate energy dissipation into the lattice.
Electron temperature dependent loss rates of ≈ 50 K/fs are found and discussed in detail
in Fig. 6.10.
Next to the immediate energy dissipation, a modified heat capacity of the electron gas in
the doped ZnO determined by the hyperbolic band structure causes the large difference
in the maximal plasma temperatures to a free electron gas.
The plasma temperature decreases from 3500 K to 1000 K within 300 fs. Below 1000 K,
a strong screening of the interaction among electrons and phonons causes a substantially
reduced cooling rate, induced by the plasma susceptibility χplasma(q, ω, TC) with its TC-
dependence (cf. eqn. (6.20)). The equilibrium temperature of 300 K is reached after 2 ps.
Similar characteristics can be found for the transients in (e).
A significantly different temporal behaviour of the plasma temperature is obtained for
deactivated screening, i.e., χplasma(q, ω, TC) = 0 (dashed gray curve in (f)). There, the
full electron-phonon interaction occurs over all temperatures and especially below 1000 K,
such that an extremely efficient dissipation of excess energy into the ZnO lattice takes
place on a sub-100 fs timescale. Consequently, the maximum plasma temperature does
not reach 3500 K, but only 2600 K, and the equilibrium temperature is measured already
after 250 fs. These characteristics are in strong contrast to the dynamics obtained in the
experiments. Thus, screening within the electron-phonon-plasma plays a major role in
the electron-phonon interaction and is essential to describe and understand the nonlinear
response of the bulk plasmon in ZnO:Ga.
A difference between the model calculations and the measured nonlinear response is given
by the approximately 40 % larger signal amplitude for the model calculations. An "ideal"
metallic mirror underneath the 100 nm thick top layer in the model calculations in contrast
to a "non-ideal" metallic mirror in the ZnO:Ga sample can cause such a difference. Further-
more, the model calculations do not include a broadening of the plasma absorption that
occurs for T > 500 fs, due to a slight modification of γm in the experiments. Fingerprints
of PFID are apparent for T < 0 fs in both cases, but are of different shape, respectively.
The reason behind this is the dependence of the PFID on the probe pulse spectrum with
its bandwidth and its central frequency [49]. In the experiment, probe pulses with 16
different centre frequencies were applied with spectral bandwidths of ≈ 35 meV, whereas
in the calculations only one broad probe pulse with a bandwidth > 350 meV and a centre
frequency of 360 meV was used.
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6.6 Conclusions and outlook
A bulk plasmon in a tailored system of highly Ga-doped ZnO layers was studied with
pump/probe methods in the IR spectral range. The special design of the investigated
sample in combination with a reflection geometry enabled the direct measurement of the
optical response of a longitudinal bulk plasmon.
Absorption of intense femtosecond pump pulses resonant to the bulk plasmon frequency
lead to an interband excitation and, consequently, heating of conduction band electrons
in ZnO while any intraband transitions were absent. Due to hyperbolic non-parabolicities
in the conduction band of ZnO, the ensemble-averaged effective electron mass became de-
pendent on the plasma temperature of the conduction band electrons. Maximal plasma
temperatures of ≈ 3500 K were reached that resulted in a ≈ 50 meV redshited plasma fre-
quency, in excellent agreement with performed model calculations. Due to large electron-
electron scattering rates, thermalised Fermi distributions were measured at any time
during the experiments. In contrast, a pronounced inelastic electron-phonon scattering
facilitated momentum- and energy relaxation into the phonon bath of ZnO on a 300 fs-
timescale, accompanied by a regression of the redshift and a persisting broadening of the
plasma resonance. No nonlinear signals were measurable beyond a delay time of 2 ps.
Furthermore, a coherently excited longitudinal optical phonon side band was measured
within the plasmon absorption.
Reference measurements on doped and undoped ZnO monolayers featured more than one
order of magnitude smaller responses with qualitatively different spectral shapes. In-
vestigations on the ZnO sandwich structure with s/s-polarisation revealed likewise much
smaller nonlinear responses so that the performed reference measurements can experi-
mentally underline the direct addressing of the longitudinal bulk plasmon in the main
experiments.
The strong nonlinear response of the layered Ga-doped ZnO system offers the possibility
for a manifold of applications. The tunable intrinsic bulk plasmon frequency (by changing
the doping concentrations), in combination with the controllable transient shift of the
plasma frequency, could be used to tailor a switchable coupling between bulk plasmons and
molecular excitations. Molecules on top of the ZnO:Ga sample with preferentially polar
vibrations (such as e.g. phosphate or carbonyl vibrations) could be resonantly excited by a
transient shift of the bulk plasmon frequency. A bulk plasmon pump/molecular vibration
probe experiment could reveal the transient existence of such a "hybrid particle" consisting
of a collective electron oscillation, a light field, and a molecular vibration.
A further application is an ultrafast polarisation switch. The p-polarisation sensitive
plasmon absorption could be used to control the polarisation of a non-polarised cw light
beam. For an unexcited bulk plasmon, the cw light beam would exhibit an s-polarisation
after a resonant interaction with the bulk plasmon, due to absorption of the p-components.
Once the plasma frequency is shifted by a strong optical excitation, no absorption and,
hence, no polarisation of the cw light beam would occur. As shown by the ≈ 300 fs
timescale in the experiments, a clearly sub-ps polarisation switch is possible in this way.
As documented with these two examples, a lot of continuative investigations are thinkable
that do not only cover the field of "plasmonics", but can also enter neighboring disciplines,
such as ultrafast vibrational spectroscopy.
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In this work, the vibrational dynamics of dissolved H2PO−4 and BH
−
4 ions and of BH
−
4
ions in a crystalline environment were studied with methods of linear infrared and non-
linear infrared spectroscopy in the femtosecond range. Furthermore, the nonequilibrium
dynamics of a bulk plasmon in an n-doped ZnO layer system were investigated.
Phosphates are important building blocks of biomolecules, such as DNA or phospho-
lipids, and constitute their major hydration sites. Hence, a strong interaction occurs
among phosphates and their surrounding water shells, allowing for a mapping of hydro-
gen bond dynamics and structural fluctuations within the network of water molecules.
Here, phosphate vibrations of the ion H2PO−4 in an aqueous solution are introduced as
local probes for the full spectrum of bulk water fluctuations, in contrast to phosphate
vibrations at interfacial sites that are local probes for decelerated water dynamics. In
2D-IR experiments on a 1 M KDP solution in a free standing liquid jet, homogeneously
broadened line shapes are observed for the asymmetric and symmetric phosphate vibra-
tions νAS(PO−2 ) and νS(PO
−
2 ) with an underlying correlation time of 50 fs determined by
ultrafast librational water dynamics. A second infinitely large correlation time is mea-
sured, which describes a weak inhomogeneous contribution resulting from quasi-static
spatial configurations of the phosphate-water system. Vibrational lifetimes of ≈ 300 fs
are measured for the first excited states of νAS(PO−2 ), νS(PO
−
2 ), the asymmetric and sym-
metric P-(OH)2 bending vibrations, and 400 fs for the first excited state of the asymmetric
P-(OH)2 stretching vibration. Cluster calculations reveal hydrogen bonds between phos-
phate and water molecules to be stronger than between water molecules, manifested e.g.
by enhanced hydrogen bond lifetimes of ≈ 10 ps. The PO−2 coordination site forms on av-
erage 6.5 hydrogen bonds and, thereby, more than the P-(OH)2 coordination site with 1.9
hydrogen bonds. Furthermore, the asymmetric phosphate vibration νAS(PO−2 ) has been
identified to be very sensitive on structural fluctuations and heat jumps of the surrounding
water. Consequently, even though phosphate vibrations of H2PO−4 have a small diago-
nal anharmonicity of ≈ 10 cm−1, they are suitable local probes for bulk water fluctuations.
NaBH4 as a complex hydride is a potential hydrogen and, thus, energy carrier for mobile
applications. It combines two crucial properties: i) a large volumetric hydrogen content
as well as ii) a low overall mass, especially in comparison to intermetallic compounds
containing absorbed hydrogen. To get a detailed microscopic understanding of B-H vi-
brations and, therewith, of hydrogen dynamics, BH−4 ions dissolved in a liquid solution
and embedded in the crystalline environment NaBH4 were investigated. A strong Fermi
resonance coupling of the asymmetric BH−4 stretching vibration ν3 with the first over-
tone of the asymmetric BH−4 bending vibration ν4 allows for the dissipation of vibrational
excess energy from ν3 over ν4 into either the vibrational manifold of the solvent or the
low-frequency phonon modes of NaBH4, revealed by two-colour pump/probe measure-
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ments. In one-colour pump/probe measurements, a 3.0 ps lifetime of ν3(v = 1) and a
3.6 ps lifetime of ν4(v = 1) are observed. Due to the high packing density of BH−4 tetra-
hedrons in the NaBH4 crystal and the thin film geometry of the measured sample, a
radiative coupling occurs among them, which leads to a quick reemission of absorbed
excess energy on a sub-500 fs timescale. Furthermore, a strong anharmonic coupling of
excited low-frequency modes in NaBH4 to ν3 and ν4 leads to much more intense thermal
pump/probe signatures in the NaBH4 crystal compared to the liquid solution.
Bulk plasmons represent collective longitudinal excitations of free electron gases in ionic
or polar crystal lattices. In contrast to widely explored surface plasmon polaritons, the
nonlinear response of bulk plasmons with optical methods and a femtosecond time reso-
lution has not been investigated so far, but is very meaningful for ultrafast applications.
A bulk plasmon resonance of a highly Ga-doped ZnO layer in a particularly designed
layer system was investigated in reflection geometry. Intraband excitation of conduc-
tion band electrons in ZnO leads to a heating of the electron gas. Due to hyperbolic
non-parabolicities in the conduction band structure of ZnO, the heating results in an
increase of the ensemble averaged electron mass and, thus, to a reduction (or redshift) of
the bulk plasmon frequency. Momentum redistribution in the heated electron gas occurs
within ≈ 10 fs caused by the large density (1 · 1020 cm−3) of the electron gas, so that
only thermalised Fermi-distributions were measured. A strong polar-optical coupling of
the electron gas with longitudinal optical phonons in ZnO allowed for the relaxation of
excess energy via the emission of longitudinal optical phonons on a 300 fs timescale. The
time-dependent redshift is accompanied by a broadening of the plasma resonance. All
nonlinear signals decayed completely within 2 ps.
These studies underline the multifacetedness of IR spectroscopy to gain e.g. detailed
microscopic insights into the ultrafast structural fluctuation dynamics of H2PO−4 ions in
liquid water, into B-H dynamics in complex metal hydrides, and into the dynamics of
collective longitudinal charge oscillations in Ga-doped ZnO layers.
Zusammenfasung
In dieser Arbeit wurden mit Methoden der linearen Infrarotspektroskopie und nicht-
linearen Infrarotspektroskopie im Femtosekundenbereich die Schwingungsdynamiken von
H2PO−4 - und BH
−
4 Ionen in flüssiger und, für BH
−
4 , in kristalliner Umgebung untersucht.
Ein weiteres Thema war die Nichtgleichgewichtsdynamik des Volumenplasmons in einem
n-dotierten ZnO-Schichtsystem. In den Experimenten wurden Anrege/Abfrage-Techniken
und Methoden der zweidimensionalen Spektroskopie eingesetzt.
Phosphate sind wesentliche, strukturgebende Einheiten von Biomolekülen wie DNS oder
Phospholipiden und bilden deren vorrangige Hydratisierungsstellen. Daher wechselwirken
sie intensiv mit den wässrigen Solvatationsschalen und erlauben somit die Abbildung von
Wasserstoffbrückenbindungsdynamiken und strukturellen Fluktuationen im Wassernetz-
werk. In dieser Arbeit wurden die Phosphatschwingungen des Ions H2PO−4 in wäss-
riger Lösung als lokale Sonden für das volle Spektrum von Volumenfluktuationen des
Wassers eingeführt, die eine Referenz bilden zu Phosphatschwingungen an Grenzflächen,
an denen Wasser eine verlangsamte Fluktuationsdynamik aufweist. Mit Hilfe von 2D-IR
Experimenten, in denen eine 1 M KDP Lösung in einem freistehenden Flüssigkeitsfilm
gemessen wurde, konnten homogen verbreiterte Linienformen für die asymmetrischen
und symmetrischen Phosphatschwingungen νAS(PO−2 ) und νS(PO
−
2 ) gemessen werden,
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denen eine 50 fs Korrelationszeit zu Grunde liegt. Eine weitere, unendlich große Korre-
lationszeit beschreibt eine schwache, quasistatische räumliche Anordnung des Phosphat-
Wasser-Systems. Schwingungslebensdauern von ≈ 300 fs wurden für die ersten angeregten
Zustände der asymmetrischen Phosphatschwingung νAS(PO−2 ) und der symmetrischen
Phosphatschwingung νS(PO−2 ) sowie der asymmetrischen und symmetrischen P-(OH)2
Biegemode gemessen. Eine 400 fs Schwingungslebensdauer konnte für den ersten an-
geregten Zustand der asymmetrischen P-(OH)2 Streckschwingung ermittelt werden. Clus-
ter-Rechnungen haben ergeben, dass die Wasserstoffbrückenbindungen zwischen Phos-
phat- und Wassermolekülen stärker ausgeprägt sind als zwischen Wassermolekülen, was
u. a. durch eine erhöhte Bindungslebensdauer von ≈ 10 ps belegt werden konnte. Im Mit-
tel werden 6.5 Wasserstoffbrückenbindungen an der PO−2 Koordinationsseite gebildet und
damit mehr als an der P-(OH)2 Koordinationsseite, die 1.9 Wasserstoffbrückenbindun-
gen aufweist. Darüber hinaus konnte gezeigt werden, dass die asymmetrische Phos-
phatschwingung νAS(PO
−
2 ) sehr empfindlich auf strukturelle Veränderungen und Tempe-
raturschwankungen in der Solvatationshülle reagiert. Damit sind Phosphatschwingungen
trotz ihrer geringen diagonalen Anharmonizitäten von etwa 10 cm−1 geeignete Sonden,
um die volle Fluktuationsdynamik von Volumenwasser zu erfassen.
NaBH4 gehört zur Stoffklasse der komplexen Hydride und ist ein potenzieller Wasserstoff-
und damit Energieträger für Anwendungen, die eine große Mobilität benötigen. Es kom-
biniert zwei wesentliche Eigenschaften: i) einen großen volumetrischen Wasserstoffan-
teil sowie ii) eine niedrige Masse, insbesonders im direkten Vergleich mit intermetal-
lischen Verbindungen, in denen Wasserstoff absorbiert wurde. Um ein detailliertes Ver-
ständnis von B-H Schwingungen und damit Wasserstoffdynamiken zu erzielen, wurden
BH−4 Ionen in flüssiger Lösung und in kristalliner Umgebung, eingebettet in NaBH4,
untersucht. Eine starke Fermi-Resonanz Kopplung zwischen der asymmetrischen BH−4
Streckschwingung ν3 und dem ersten Überton der asymmetrischen Biegeschwingung ν4
erlaubt eine Umverteilung von Schwingungsenergie von ν3 nach ν4 mit anschließender Dis-
sipation in die Badmoden des Lösungsmittels oder niederfrequente Phononenmoden des
NaBH4 Kristalls, was durch Zwei-Farben Anrege/Abfrage Messungen direkt belegt werden
konnte. Mit Hilfe von Ein-Farben Anrege/Abfrage Experimenten konnten Schwingungsle-
bensdauern von 3.0 ps für ν3(v = 1) und 3.6 ps für ν4(v = 1) gefunden werden. Aufgrund
der hohen Packungsdichte von BH−4 Tetraedern im NaBH4 Kristall und der Dünnschicht-
geometrie der untersuchten Probe kam es zu einer radiativen Kopplung zwischen den
Tetraedern, die zu einer schnellen Reemission von absorbierter Schwingungsenergie auf
einer sub-500 fs Zeitskala führte. Darüber hinaus wurden deutlich ausgeprägtere ther-
mische Anrege/Abfrage Signaturen im NaBH4 Kristall gemessen als in der Lösung, die
auf eine starke anharmonische Kopplung von ν3 und ν4 mit angeregten niederfrequenten
Phononenmoden zurückgeführt werden konnten.
Volumenplasmonen repräsentieren kollektive, longitudinale Anregungen eines freien Elek-
tronengases in ionischen oder polaren Kristallstrukturen. Im Gegensatz zu intensiv stu-
dierten Oberflächen-Plasmon-Polaritonen ist die nichtlineare Antwort eines Volumenplas-
mons mit optischen Methoden und einer Femtosekunden-Zeitauflösung noch nicht un-
tersucht worden, obwohl sie Potenzial für eine Vielzahl von Anwendungen bietet. In
einer hoch Ga-dotierten ZnO-Schicht eines speziell entworfenen Schichtsystems konnte
ein Volumenplasmon in Reflektionsgeometrie optisch angeregt werden. Dabei führte die
Intrabandanregung von Leitungsbandelektronen zur Erhitzung des Elektronengases. Hy-
perbolische Nichtparabolizitäten in der Leitungsbandstruktur von ZnO resultierten in
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einer Erhöhung des Kollektivmittelwerts der Masse der erhitzten Leitungsbandelektro-
nen, welche eine Reduzierung bzw. Rotverschiebung der Plasmafrequenz des Volumen-
plasmons bewirkten. Impulsumverteilung innerhalb des aufgeheizten Elektronengases er-
folgte auf einer 10 fs Zeitskala, so dass zu jedem Zeitpunkt thermalisierte Fermiverteilun-
gen gemessen wurden. Aufgrund von starker polar-optischer Kopplung des Elektronen-
gases mit longitudinal optischen Phononen im ZnO kam es zu einer Energierelaxation auf
einer 300 fs Zeitskala. Eine Verbreiterung der Plasmaresonanz wurde neben der Rotver-
schiebung festgestellt. Nach einer Wartezeit von 2 ps waren alle nichtlinearen Messsignale
zerfallen.
Mit diesen Untersuchungen konnte u. a. das Facettenreichtum von IR-Spektroskopie
demonstriert werden, mit der es möglich war, detaillierte Einsichten in die ultraschnelle
Fluktuationsdynamik von H2PO−4 Ionen in wässriger Lösung zu erlangen, in B-H Dy-
namiken von komplexen Metallhydriden und in die Dynamiken von kollektiven longitu-
dinalen Ladungsdichteschwankungen in einem stark Ga-dotierten ZnO-Schichtsystem.
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