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Abstract
In twistor theory the nonlinear graviton construction realises four-dimensional anti-self-dual
Ricci-flat manifolds as Kodaira moduli spaces of rational curves in three-dimensional complex
manifolds. We establish a Newtonian analogue of this procedure, in which four-dimensional
Newton-Cartan manifolds arise as Kodaira moduli spaces of rational curves with normal bun-
dle O ⊕ O(2) in three-dimensional complex manifolds. The isomorphism class of the normal
bundle is unstable with respect to general deformations of the complex structure, exhibiting a
jump to the Gibbons-Hawking class of twistor spaces. We show how Newton-Cartan connec-
tions can be constructed on the moduli space by means of a splitting procedure augmented by
an additional vector bundle on the twistor space which emerges when considering the Newto-
nian limit of Gibbons-Hawkingmanifolds. The Newtonian limit is thus established as a jumping
phenomenon.
Newtonian twistor theory is extended to dimensions three and five, where novel features emerge.
In both cases we are able to construct Kodaira deformations of the flat models whose moduli
spaces possess Galilean structures with torsion. In five dimensions we find that the canonical
affine connection induced on the moduli space can possess anti-self-dual generalised Coriolis
forces.
We give examples of anti-self-dual Ricci-flat manifolds whose twistor spaces contain rational
curves whose normal bundles suffer jumps to O(2 − k) ⊕ O(k) for arbitrarily large integers k,
and we construct maps which portray these big-jumping twistor spaces as the resolutions of
singular twistor spaces in canonical Gibbons-Hawking form. For k > 3 the moduli space itself
is singular, arising as a variety in an ambient Ck+1. We explicitly construct Newtonian twistor
spaces suffering similar jumps.
Finally we prove several theorems relating the first-order and higher-order symmetry operators
of the Schrödinger equation to tensors on Newton-Cartan backgrounds, defining a Schrödinger-
Killing tensor for this purpose. We also explore the role of conformal symmetries in Newtonian
twistor theory in three, four, and five dimensions.

Declaration
This dissertation is the result ofmy ownwork and includes nothingwhich is the outcome
of work done in collaboration except as specified in the text. It is not substantially the
same as any that I have submitted, or, is being concurrently submitted for a degree or
diploma or other qualification at the University of Cambridge or any other University or
similar institution except as specified in the text. I further state that no substantial part
of my dissertation has already been submitted, or, is being concurrently submitted for
any such degree, diploma or other qualification at the University of Cambridge or any
other University or similar institution except as specified in the text.

James Gundry
19th May 2017

Acknowledgments
None of the work reviewed in this thesis would have occurred without the enjoyable
and invigorating oversight of my supervisor Maciej Dunajski. He provided a pleasing
and ultimately fruitful initial project and has continued to be an invaluable ally through
insightful conversations and guidance in the ways of research. I thank him for the op-
portunities and support.
In addition I would like to thank Michael Atiyah, Christian Duval, Gary Gibbons, Nick
Manton, Lionel Mason, Roger Penrose, David Skinner, George Sparling, and especially
Paul Tod for various helpful and stimulating mathematical discussions over the course
of the last few years.
Thanks are also due to my parents for their unending encouragement; to my friends in
Cambridge, who have brightened the research period with their company; and to my
partner for her wonderful and warm-hearted support.
Finally I wish to express my sincere gratitude to STFC and to DAMTP for their tremen-
dously generous research funding.
Contents
1 Introduction 13
2 Preliminaries 17
2.1 Kodaira moduli spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 The nonlinear graviton construction . . . . . . . . . . . . . . . . . . . . . . 19
2.2.1 Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Flat model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3 Deformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Induced frames and metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Canonical connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.1 The Ξ-connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 The torsion Ξ-connection . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.3 The Λ-connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.5 Folded hyperKähler geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Newton-Cartan geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.7 Non-relativistic symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3 Newton-Cartan Kodaira families 49
3.1 Newtonian twistor theory in four dimensions . . . . . . . . . . . . . . . . . 49
3.1.1 Galilean structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.1.1 The Newtonian limit of twistor space . . . . . . . . . . . . 50
3.1.1.2 Newtonian spinors, Lax pairs, and real slices . . . . . . . . 57
3.1.2 Connections and deformations . . . . . . . . . . . . . . . . . . . . . 64
10
CONTENTS 11
3.1.2.1 Kodaira instability and the jump to Gibbons-Hawking . . 64
3.1.2.2 Building connections . . . . . . . . . . . . . . . . . . . . . . 69
3.1.2.3 Fixing connections: Gibbons-Hawking revisited . . . . . . 71
3.1.2.4 The Ξ-connection for O ⊕O(2) . . . . . . . . . . . . . . . . 75
3.1.3 Vector bundles on twistor space . . . . . . . . . . . . . . . . . . . . . 76
3.1.3.1 The twisted corpuscle . . . . . . . . . . . . . . . . . . . . . 76
3.1.3.2 Sparling bundles . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2 Newtonian twistor theory in three dimensions . . . . . . . . . . . . . . . . 80
3.2.1 The flat model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.2 Deformations and torsion . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.3 On jumping hypersurfaces of Gibbons-Hawking manifolds . . . . . 94
3.3 Newtonian twistor theory in five dimensions . . . . . . . . . . . . . . . . . 98
3.3.1 The flat model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.3.2 Deformations and torsion . . . . . . . . . . . . . . . . . . . . . . . . 104
4 Jumps, folds, and singularities 109
4.1 Big jumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.1.1 The normal bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.1.2 The link to Gibbons-Hawking . . . . . . . . . . . . . . . . . . . . . . 115
4.1.3 Two illustrative examples . . . . . . . . . . . . . . . . . . . . . . . . 117
4.1.4 Euclidean signature and reality conditions . . . . . . . . . . . . . . 127
4.2 Self-dual two forms and the Legendre transformation . . . . . . . . . . . . 128
4.3 Physics on folds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.4 Jumps in Newtonian twistor theory . . . . . . . . . . . . . . . . . . . . . . . 138
5 Non-relativistic conformal symmetries 143
5.1 First-order symmetries and Killing vectors . . . . . . . . . . . . . . . . . . . 143
5.1.1 Schrödinger-Killing vectors on curved spacetimes . . . . . . . . . . 143
5.1.2 Symmetries of the covariant Schrödinger operator . . . . . . . . . . 145
5.2 Higher symmetries and Killing tensors . . . . . . . . . . . . . . . . . . . . . 147
12 CONTENTS
5.2.1 Non-relativistic Killing tensors and conserved quantities . . . . . . 147
5.2.2 Schrödinger-Killing tensors . . . . . . . . . . . . . . . . . . . . . . . 149
5.2.3 Higher symmetry operators . . . . . . . . . . . . . . . . . . . . . . . 151
5.3 Symmetries and twistor spaces . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3.1 Four dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3.1.1 Global holomorphic vector fields . . . . . . . . . . . . . . . 155
5.3.1.2 The expanded Schrödinger algebra . . . . . . . . . . . . . 157
5.3.1.3 The CGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.3.2 Three and five dimensions . . . . . . . . . . . . . . . . . . . . . . . . 160
6 Twistor theory and the Schrödinger equation 165
6.1 Integral formulas and derivations . . . . . . . . . . . . . . . . . . . . . . . . 166
6.1.1 (2+1) dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.1.2 (3+1) dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.2 Plane waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.2.1 (2+1) dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.2.2 (3+1) dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
A Line bundles on P1 177
A.1 Odd dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
A.2 Even dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.3 Limits in 4n dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
B Plane waves and minitwistors 183
Bibliography 187
Chapter 1
Introduction
Twistor theory takes local solutions of equations in mathematical physics and recasts
them as natural global holomorphic data on complex manifolds called twistor spaces.
This is a reversible procedure, allowing one to take generic holomorphic structures on
twistor spaces and construct spacetime models equipped with local geometry automat-
ically obeying familiar integrability conditions. These conditions are often nonlinear
partial differential equations and are, on inspection, highly nontrivial to solve; twistor
theory thus provides a back-door solution in such situations, and often this solution is
general.
One of the field’s most important results is the nonlinear graviton construction of Penrose
[66]. This provides the general solution of the anti-self-dual vacuum Einstein equations
by establishing a bijection between four-manifolds equipped with anti-self-dual com-
plexified Riemannian Ricci-flat metrics and cohomology classes of a line bundle over a
twistor space. This powerful result can be upgraded to consider Einstein manifolds and
a variety of other possibilities [21, 80]. How it works in practice is that the class is used
to deform the complex structure of the twistor space, and the spacetime arises as a Ko-
daira moduli space of rational curves embedded in the twistor space [49]. That is to say,
we build a spacetime manifold by associating each of its points to a rational curve in the
twistor space.
The field began algebraically with Penrose, as a way of unifying the homogeneous and
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inhomogeneous sectors of the Poincaré group, resulting in a notion of twistors as spinors
of the conformal group [64]. Soon followed contour integral formulas for linear wave
equations [65], the nonlinear graviton construction [66], Ward’s solution of the anti-self-
dual Yang-Mills equations [78], and the impact of twistor theory on integrability [55, 21].
In the present day twistormethods are finding employment at the forefront of theoretical
physics (see, for example, [81, 54, 1, 13]). Faced with such a wide variety of approaches
[4], we wish to emphasise at this stage that the aspect of twistor theory with which we
are primarily concerned in this thesis is that of constructing Kodaira families of rational
curves and their induced local geometry.
It is not only four-dimensional Riemannian geometry which is amenable to this treat-
ment; Hitchin described two additional twistor theories in which one constructs two-
dimensional projective surfaces and three-dimensional Einstein-Weyl manifolds as Ko-
daira moduli spaces of rational curves [42].
The central strand of this thesis establishes several novel twistor theories pertaining to
Newton-Cartan geometry in dimensions four, three, and five. Newton-Cartanmanifolds
are the non-relativistic equivalent of a Riemannian manifold, a setting where gravity is
felt via the curvature of a connection [17, 28]. We construct Newton-Cartan manifolds
as Kodaira moduli spaces of rational curves in complex twistor spaces in chapter 3, ex-
plicitly building the affine connection from twistor data. This Newtonian twistor theory
contains some surprises, one of which is that the twistorial version of the Newtonian
limit is a jumping phenomenon in four dimensions. The normal bundles to the family of
rational curves suffer a discontinuous change as the speed of light tends to infinity; this
makes the four-dimensional theory unstable with respect to Kodaira deformations [22].
Another surprise comes when the theory is extended to three and five dimensions [41];
we find that deformations result not in a jump but in the introduction of torsion.
We study other jumping phenomena in twistor theory and Newtonian twistor theory
in chapter 4, where we review the construction of the first examples of twistor spaces
containing rational curves suffering arbitrarily large numbers of jumps [23], as well as
proving some related theorems regarding the nature of such twistor spaces.
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The development of Newtonian twistor theory led the author to prove some theorems
on the conformal symmetries of Newton-Cartan geometry [40]. In chapter 5 we estab-
lish a correspondence between a non-relativistic analogue of conformal Killing vectors
on a curved Newton-Cartan background and the first-order symmetry operators of the
Schrödinger equation; we define a Schrödinger analogue of a conformal Killing tensor
and identify such tensors as the higher symmetry algebra of the free-particle Schrödinger
equation, a non-relativistic lesser cousin of the famous result of Eastwood [31]; and we
construct the conformal symmetry algebras induced on Newton-Cartan manifolds by
the algebras of global holomorphic vector fields on Newtonian twistor spaces.
Finally in chapter 6 we take the first steps towards building a twistor-theoretic approach
to the free-particle Schrödinger equation. We derive contour integral formulas from
twistor theory for its solutions in (3 + 1) and (2 + 1) dimensions, before proving that all
plane-wave states lie within their range.
Conventions
 We denote the complex projective line P1 (instead of CP1); RP1 appears nowhere
in the remainder of this thesis.
 The complex projective line is a complex manifold coordinatised by two patches U
and Uˆ with respective coordinate functions λ and λˆ obeying λˆ = λ−1 on U ∩ Uˆ .
 Standard line bundles on the complex projective line are denoted O(n) → P1 for
first Chern class n ∈ Z and have transition functions λ−n.
 The symmetrised tensor product is denoted , i.e.
AB = 1
2
(A⊗B +B ⊗ A) .
 The phrases “twistor lines”, “projective lines”, “rational curves”, and (where ap-
propriate) “global sections” are freely interchanged when describing the compact
complex submanifolds of twistor spaces constituting Kodaira families.
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 The abbreviation (A)SD always stands for (anti-)self-dual.
 LetM be a (d + 1)-dimensional moduli space. Lower-case Latin indices (a, b, c...)
run from 0 to d; lower-case Latin indices (i, j, k...) run from 1 to d and will usually
be spatial in nature.
 On a D-dimensional twistor space Z lower-case Greek indices (µ, ν, ...) will run
from 0 toD− 1. (The exception is in section 5.2.3, where a second set of spacetime
indices is required.)
 A vertical slash on the right of a symbol indicates that the quantity represented by
that symbol has been restricted to a rational curve in the Kodaira family.
 Inhomogeneous twistor variables are preferred and will generally be denoted by
upper-case symbols; homogeneous twistor variables will generally be denoted by
lower-case symbols. The exceptions are in chapter 4, where ζ denotes an inhomo-
geneous twistor variable, and in chapter 6, where ΠA′ is homogeneous of weight
one.
 The description of special kinds of geometry follows the standard syntax so that,
for example, aNewton-Cartanmanifold is a smoothmanifold equippedwith aNewton-
Cartan structure.
 Theword “spacetime”will sometimes be used in place of “moduli space”, “Newton-
Cartan manifold”, or “Riemannianmanifold” when wewish to emphasise the role
of these spaces in physical models.
 Spinor indices are raised and lowered with the standard symplectic forms accord-
ing to the “down and to the right” convention: ψA = ABψB and ψA = ψBBA.
Chapter 2
Preliminaries
Here we discuss the technical background against which the main body of the thesis is
set.
2.1 Kodaira moduli spaces
Twistor theory models spacetimes with local geometry as moduli spaces of rational
curves within a complex manifold; the mathematics describing the precise nature of
such moduli spaces is due to Kodaira [49, 50, 51]. In particular there is a criterion which
must be satisfied for the moduli space to itself be a complex manifold. To frame the
theorem we must establish the following definition, following [56].
Let Z and M be complex manifolds. Their product space Z ×M is equipped with the
natural projections
ΠZ : Z ×M → Z
and
ΠM : Z ×M →M.
Definition 2.1.1. A holomorphic family of compact complex submanifolds of Z with moduli
spaceM is a complex submanifold
F ⊂ Z ×M
17
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such that ν := ΠM |F is a proper regular map.
By regular we mean that the rank of the differential of ν is everywhere equal to the di-
mension ofM .
Writing µ := ΠZ |F we have a double fibration.
F
ν
↙
µ
↘
M Z
(2.1.1)
In twistor theory we study examples of these families, where Z is the twistor space;M is
the spacetime; and F is called the correspondence space. For x ∈M we have an associated
submanifold Xx = µ ◦ ν−1 (x) ⊂ Z, which in all cases of interest in this thesis will be
Xx = P1.
Let
Nx =
(TZ) |Xx
TXx
be the normal bundle to a submanifold Xx. There is then a canonical map K due to
Kodaira;
Kx : TxM → Hˇ0 (Xx, Nx) ,
and we will explicitly construct this map for the twistor theories under consideration.
Definition 2.1.2. IfKx is an isomorphism for all x ∈M then the family F is said to be complete.
There is one more technical point, with which we will not be concerned again in this
thesis.
Definition 2.1.3. A holomorphic family F of compact submanifolds is called maximal if all other
holomorphic families of compact submanifolds F ′ = Z×M ′ in Z which have some points x ∈M
and x′ ∈ M ′ associated to the same submanifold admit holomorphic maps j : M ′ → M in the
neighbourhoods of x′ such that ν ′−1 (x′′) = ν−1 (j(x′′)) for all x′′ in the neighbourhood of x′.
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We are now in a position to state the relevant theorem.
Theorem 2.1.4. (Kodaira [49])
Let X ⊂ Z be a compact complex submanifold with normal bundle N → X . If
Hˇ1 (X,N) = 0 (2.1.2)
thenX is a member of a complete maximal holomorphic family of compact complex submanifolds
{Xx | x ∈M} whose moduli space is of dimension dim Hˇ0 (X,N).
We will say that a compact complex submanifold X ⊂ Z is Kodaira if it satisfies (2.1.2).
Note that this theorem implies thatM is a complex manifold, as this is contained in the
definition of a complete holomorphic family of submanifolds.
Thus one can picture taking a particular Kodaira submanifold X ⊂ Z and then build-
ing out from X a complete holomorphic family labelled by coordinates which come to
constitute a chart in M . One reason we study this way of constructing M is that it of-
ten comes equipped with canonically-induced geometrical structures such as metrics
and/or affine connections which are relevant to physics. Prescribing additional data on
Z, such as (unconstrained) vector bundles E → Z leads to further induced structures on
M such as Yang-Mills fields via, for instance, the Ward transform [78].
2.2 The nonlinear graviton construction
Penrose’s seminal paper [66] provides the twistor-theoretic context for much of this the-
sis. In it he described the nonlinear graviton construction, a theorem providing a highly
significant family of twistor spaces whose Kodaira moduli spaces of rational curves are
relevant to four-dimensional theoretical physics. The class of moduli spaces to be con-
sideredwere named gravitons by Penrose, in the belief that theywould come to represent
such a particle in the semi-classical description of a future theory of quantum gravity.
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2.2.1 Theorems
The moduli spaces are equipped with an anti-self-dual conformal structure, which we’ll
now define. LetC be the (conformal)Weyl curvature associated to a conformal structure
[g] on an n-manifold of Euclidean signature1, and let
? : Λp (M)→ Λn−p (M)
be the associated Hodge operator on p-forms. For n = 4 the Hodge star is an involution
on two-forms, and has two eigenspaces with eigenvalues ±1;
Λ2 (M) = Λ+ (M)⊕ Λ− (M)
where the right-hand-side is the direct sumof the self-dual (eigenvalue+1) and anti-self-
dual (eigenvalue −1) two-forms. The self-duality property extends to C by considering
the action of ? on a skew pair of indices. Let  be the volume-form associated to a repre-
sentative of [g].
Definition 2.2.1. A conformal structure [g] is said to be anti-self-dual (ASD) iff
Cabcd = −1
2
 efab Cefcd.
The importance of this definition for twistor theory is exposed by the following theorem.
Theorem 2.2.2. (Penrose [66])
There is a one-to-one correspondence between
 three-dimensional complex manifolds Z equipped with a four-parameter family of rational
curves Xx with normal bundle O(1)⊕O(1)
and
 four-dimensional complexified manifoldsM equipped with an ASD holomorphic conformal
structure [g].
1One could also include neutral signature; see [27] for a discussion of anti-self-dual conformal struc-
tures in neutral signature.
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This theorem establishes a large class of interesting examples of theorem 2.1.4; note that
the isomorphism class Nx = O(1) ⊕ O(1) of the normal bundles to Xx ensures that
Hˇ1 (Xx, Nx) = 0. We refer the reader to [66, 21, 55, 46, 80] for various self-contained
proofs of this theorem; in this thesis demonstrations of how the theorem works can be
found throughout, such is its importance.
Theorem 2.2.2 can then be upgraded by requiring additional structures on the twistor
space Z. We’ll now detail two essential upgrades.
Theorem 2.2.3. (Penrose [66])
There is a one-to-one correspondence between
 three-dimensional complex manifolds Z equipped with
– a fibration % : Z → P1,
– a four-parameter family of rational curves Xx with normal bundle O(1)⊕O(1),
– and a non-degenerate holomorphic two-form {Σ} on the fibres of % with values in the
pull-back of O(2) from P1,
and
 four-dimensional complexified manifoldsM equipped with an ASD Ricci-flat metric g.
The presence of the two-form ensures that the induced ASD conformal structure con-
tains a Ricci-flat representative; moreover it explicitly constructs that representative in
the followingway. Restricting the two-form to the family {Xx} of global sections induces
three two-forms ΣA′B′ onM :
Σ| = Σ0′0′λ2 + 2Σ0′1′λ+ Σ1′1′
(because Σ is global and takes values in the pull-back of O(2)). Linear combinations of
these forms constitute a hyperKähler structure2 onM , and hence determine a volume-
formΣ0′1′∧Σ0′1′ onM . This volume-form can then be fixed to be themetric volume-form,
2For a definition of a hyperKähler structure see definition 2.5.1 and for a fuller explanation of how
ΣA
′B′ determine such a structure see [21].
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determining the conformal factor. Ricci-flatness follows from the equivalence of theASD
Ricci-flat condition to the hyperKähler condition [21].
Twistor theory thus provides the general solution of the (complex) ASD Ricci-flat equa-
tions, as complex manifolds Z with the required properties as quite straightforward to
write down, as we shall see shortly.
The second upgrade allows one to consider real moduli spaces.
Theorem 2.2.4. (Penrose [66, 83, 5])
There is a one-to-one correspondence between
 three-dimensional complex manifolds Z equipped with
– a fibration Z → P1,
– a four-parameter family of rational curves Xx with normal bundle O(1)⊕O(1),
– a non-degenerate holomorphic two-form {Σ} on the fibres with values in the pull-back
of O(2) from P1,
– and an involution κ : Z → Z such that κ2 = 1 on the (projective) twistor space
which acts as the antipodal map λ 7→ −λ¯−1 on the rational curves,
and
 four-dimensional real manifoldsM equipped with an ASD Ricci-flat metric g of Euclidean
signature.
The involution allows one to single out a real moduli space M . Rational curves pre-
served by κ form a (real) four-parameter non-intersecting family: thus Z is fibred by
such curves, and we can take the family to be a real slice of the usual Kodaira moduli
space [83].
One can upgrade these theorems further to consider, for instance, moduli spaces which
are ASD Einstein rather than just Ricci-flat [80], hyper-Hermitian [20], or scalar-flat Käh-
ler [70].
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To end this section wewill briefly describe how examples of theorem 2.2.3 can be readily
constructed by deforming the complex structure of the flat model Z = O(1) ⊕ O(1)
equipped with the natural family of rational curves provided by the global sections of
Z → P1.
2.2.2 Flat model
Consider Z = O(1)⊕O(1) with patching
ΩˆA = λ−1ΩA λˆ = λ−1 (2.2.1)
for A = 0, 1 and global sections
ΩA| = xA0′λ+ xA1′ (2.2.2)
where xAA′ are coordinates onM parametrising the family of global sections3. According
to the twistor theory we should label as null those vectors tangent to the submanifolds
in M (called alpha-surfaces) defined by setting ΩA and λ to be constant in ΩA = ΩA|,
i.e. defined to encompass all points x in M whose associated twistor lines Xx contain(
ΩA, λ
)
. The conformal structure which singles out those same vectors as null is then
[g] = dx00
′
dx11
′ − dx01′dx10′ . (2.2.3)
The two-form Σˆ = λ−2Σ is given by Σ = dΩ0∧dΩ1, which fixes g to be the representative
on the right-hand-side of (2.2.3).
2.2.3 Deformations
Consider instead a complex manifold Z with patching
ΩˆA = λ−1ΩA − AB ∂f
∂ΩB
λˆ = λ−1 ,
a Kodaira deformation [50, 51] of (2.2.1), where f
(
ΩA, λ
)
is a function representing a
cohomology class in Hˇ1
(O(1)⊕O(1),O(2)O(1)⊕O(1)).
3Over Uˆ the counterparts to (2.2.2) are ΩˆA| = xA0′ + xA1′ λˆ.
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Following [46, 51], Hˇ1 (Xx,End (Nx)) = 0 means that the isomorphism class O(1) ⊕
O(1) is stable with respect to the deformation, and the four-parameter family of global
sections still exists. Thus one can find functions ΩA| (x, λ) more complicated than (2.2.2)
and again single out the vectors tangent to the alpha-surfacesΩA = ΩA| inM , theKodaira
moduli space of the sections. The resulting conformal structure will be ASD, and is
guaranteed to contain a Ricci-flat metric.
Example: a plane wave
To illustrate how this works in practice we will consider the simple twistor space (due
to Sparling [75, 46]) described by the patching
Ωˆ0 = λ−1Ω0 Ωˆ1 = λ−1Ω1 + λ−2
(
Ω0
)3 (2.2.4)
and possessing twistor functions
Ω0| = uλ+ z Ω1| = xλ+ y − u3λ2
where  is a deformation parameter and xa = (u, z, x, y) are coordinates onM . Vectors
tangent to the alpha surfaces ΩA = ΩA| lie withing the kernel of a conformal structure
admitting the representative
g = dxdz − dydu+ 3u2dz2 , (2.2.5)
and it is straightforward to check that that this representative is the Ricci-flat one. The
metric (2.2.5) is that of a plane wave.
2.3 Induced frames and metrics
Given a Kodaira family of rational curves there are various ways of constructing the in-
duced geometry on M , all relying on the Kodaira isomorphism of definition 2.1.2. In
Penrose’s original approach one looks at the special surfaces called alpha surfaces in-
duced on M by the pull-back of the twistor coordinates to the correspondence space
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and then uses the alpha surfaces to single out preferred vectors [66], as described in the
previous section.
Alternatively, in the case of the nonlinear graviton, one can directly find the contravari-
ant conformal structure as (the image on M of) the zero section of Hˇ0 (Z, TZ  TZ).
A third approach would be to construct an integral formula from twistor cohomology
classes and then compute the differential operator(s) onM for which the twistor classes
constitute the kernel.
In this section we’ll describe another method, in which (families of) frames of one-forms
are directly computed onM .
Theorem 2.3.1. [41]
Let M be the moduli space of a complete holomorphic family of rational curves Xx = P1 in a
complex manifold Z → P1 with normal bundlesNx → P1. M is equipped with a preferred family
of one-forms - the frame - defined uniquely up to an invertible element of Hˇ0 (Xx, Nx ⊗N∗x) per
section Xx.
Proof
Let Z be (k + 1)-dimensional. The family of one-forms on the moduli space M arises
as a section of Nx ⊗ Λ1x (M) for each x ∈ M . Cover P1 by two patches U and Uˆ with
coordinates λ and λˆ respectively, with holomorphic transition function
λˆ = λ−1
on U ∩ Uˆ . We can describe % : Z → P1 concretely as a complex manifold by exhibiting
its patching. If wˆµ (wν , λ) is this patching (for µ, ν = 0, 1, ..., k − 1) then we can describe
the global section Xx (over U ) by the equation wµ = wµ| (x, λ) for x ∈ M parametrising
the space of sections and where wµ| are functions extracted from the patching.
One then finds that
dwˆµ| = Fµνdwν |
where
Fµν (x, λ) =
∂wˆµ
∂wν
(wα|, λ)
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is the patching of the normal bundle Nx. (We recall the use of a vertical slash to denote
the restriction toXx throughout this paper.) By the Birkhoff-Grothendieck theorem [39]
we can write
F = Hˆ diag (λ−n1 , λ−n2 , ... , λ−nk)H−1
where H and Hˆ are holomorphic maps to GL (k,C) from U and Uˆ respectively, and
where the integers (n1, n2, ..., nk) specify the isomorphism class of Nx. We then ex-
tract the frame from a section (H−1)µν dwν | (or equivalently
(
Hˆ−1
)µ
ν
dwˆν |), and the non-
uniqueness results from the fact that we can multiply H (and Hˆ) by an invertible global
section of Nx ⊗N∗x (which may vary arbitrarily with x ∈M ). We denote
v (x) = H−1dw| ∈ Hˇ0 (F |x, Nx ⊗ Λ1x (M))
the frame section.
The frame section then gives rise to a collection of one-forms eµA′B′...C′ onM , where the
index µ arises from the component-structure of v and A′B′...C ′ (each running from 0′ to
1′) arise from the dependence of v on the base P1. For example, in the case where
Nx = O(2)⊕O(2)
we write
vµ = eµA
′
1A
′
2piA′1piA′2 ,
where [piA′ ] are homogeneous coordinates on the base P1 and where µ = 0, 1. One then
extracts the frame eµA′1A′2 = eµA
′
1A
′
2
a
(
xb
)
dxa. 
In this thesiswewill include in v the result of themost general element of Hˇ0 (Xx, Nx ⊗N∗x)
per lineXx in the guise of arbitrary functions. (This is analogous to writing a conformal
structure [g] as a single metric g = αg0 for some representative g0 ∈ [g] and some arbi-
trary non-vanishing function α.)
In the case of k = 2 we often revert to the notation µ = A = 0, 1 and make use of
AB =
 0 1
−1 0
 and A′B′ =
 0 1
−1 0
 . (2.3.1)
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Definition 2.3.2. [41]. All tensor fields on M which can be constructed from the frame using
only the tensor product and the symplectic forms AB and A′B′ are induced onM as the span of
v.
Often, pleasingly, the span of v contains a metric (which may depend on some number
of arbitrary functions), and in the nonlinear graviton construction this metric is exactly
the conformal structure we could induce in a more traditional way (i.e. via the presence
of alpha surfaces inM as is done in [66]).
To see this consider the following example, inwhich the twistor space is three-dimensional
and the normal bundles to the rational curves are O (2n− 1)⊕O (2n− 1) for n ≥ 1.
Theorem 2.3.3. [41]
Let Z → P1 be a complex three-fold containing a rational curve X0 with normal bundle N0 =
O (2n− 1) ⊕ O (2n− 1) for some integer n ≥ 1. Then the Kodaira moduli space of rational
curves Xx is a (4n)-dimensional complexified conformal manifold.
For n = 1Z is a standard Penrose twistor space described in section 2.2, and in a different
context this class of normal bundles is the setting for the heavenly hierarchy described
in [24].
Note that theorem 2.3.3 is a different construction of 4n-dimensional moduli spaces to
that in [71, 63], where the authors induce quaternionic structures on Kodaira families of
global sections of manifolds with normal bundle ⊕2nO (1).
Proof
Since
Hˇ1
(
P1,O (2n− 1)⊕O (2n− 1)) = 0
the rational curve X0 is a member of a family of dimension
dim Hˇ0
(
P1,O (2n− 1)⊕O (2n− 1)) = 4n ,
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and by theorem 2.3.1 we obtain a section of Λ1x (M)⊗Nx at each point x ∈M which gives
rise to a frame eAA′1...A′2n−1 via
vA = eAA
′
1...A
′
2n−1piA′1 ...piA′2n−1
and so a metric
g = eAA′1...A′2n−1 ⊗ eAA
′
1...A
′
2n−1 .
The non-uniqueness acts acts bymultiplication of an invertible global section ofNx⊗N∗x ,
which takese00′...0′λ2n−1 + e00′...0′1′λ2n−2 + ...+ e01′...1′
e10
′...0′λ2n−1 + e10
′...0′1′λ2n−2 + ...+ e11
′...1′

7→
a0 b0
c0 d0
e00′...0′λ2n−1 + e00′...0′1′λ2n−2 + ...+ e01′...1′
e10
′...0′λ2n−1 + e10
′...0′1′λ2n−2 + ...+ e11
′...1′

for any four functions φAB =
a0 b0
c0 d0
 : C→ GL (2,C), resulting in
eAA
′
1...A
′
2n−1 7→ φABeBA
′
1...A
′
2n−1
and so
g 7→ ADφDBφACeBA′1...A′2n−1 ⊗ e
CA′1...A
′
2n−1 = (detφ) g.
We thus obtain a conformal transformation. 
Using alpha surfaces to find the induced conformal structure (or otherwise) becomes
increasingly complicated in higher dimensions, but the frame method of theorem 2.3.1
does not.
Example: alpha-surfaces for Z = O(4)
Via theorem A.1.1 one can construct some five-dimensional Riemannian manifolds M
as the Kodaira families of curves with normal bundleO(4) in a complex two-fold Z, the
flat model being Z = O(4). In this example we’ll consider how the conformal structure
on M arises via the presence of alpha surfaces. The construction is considerably more
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complicated than that of the frame advocated throughout this paper, but its existence is
nonetheless reassuring.
The (inhomogeneous) patching for O(4) is
Sˆ = λ−4S
and so the global sections are
S| = t+ 4uλ+ 6xλ2 + 4vλ3 + wλ4
for xa = (t, u, x, v, w) ∈M .
The direct calculation of the frame (the case n = 2 in theorem A.1.1) is trivial in the flat
case and clearly gives us eA′B′C′D′ = αdxA′B′C′D′ for arbitrary α : M → C∗, and the span
contains the metric
g = α2dxA′B′C′D′ ⊗ dxA′B′C′D′ .
According to the usual way of proceeding we take the null vectors δxa to be those for
which
0 = δt+ 4δuλ+ 6δxλ2 + 4δvλ3 + δwλ4
has a unique solution in λ. The classical theory of quartic equations tells us that this
happens when δxa solves simultaneously the three conditions
∆6 = −δt3δw3 + 12δt2δuδvδw2 + 27δt2δv4 − 54δt2δv2δwδx
+ 18δt2δw2δx2 + 6δtδu2δv2δw − 54δtδu2δw2δx− 108δtδuδv3δx
+ 180δtδuδvδwδx2 + 54δtδv2δx3 − 81δtδwδx4 + 27δu4δw2
+ 64δu3δv3 − 108δu3δvδwδx− 36δu2δv2δx2 + 54δu2δwδx3 = 0
∆4 = −δtδw3 + 4δuδvδw2 + 12δv4 − 24δv2δwδx+ 9δw2δx2 = 0
∆2 = −δtδw + 4δuδv − 3δx2 = 0.
Claim: The vanishing of ∆6, ∆4, and ∆2 is equivalent to δxa falling into the union of the
kernels of the span of the frame eA′B′C′D′ .
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 The latter condition ∆2 = 0 is exactly what one would expect for the metric, giv-
ing us the symmetric two-form g above. (It agrees exactly with the g one would
calculate from the direct frame method.) Concretely,
[g] = −δtδw + 4δuδv − 3δx2.
 The vanishing of ∆2 and ∆6 simultaneously is equivalent to δxa lying in the kernel
of both g and a symmetric three-form G3 (which is also consistent with the direct
frame calculation). In particular
[G3 (δxa, δxa, δxa)]2 ∝ ∆6 when ∆2=0 ,
for
G3 (δxa, δxa, δxa) = −δtδv2 + δtδwδx− δu2δw + 2δuδvδx− δx3.
 Finally, when ∆2 = ∆6 = 0 the vanishing of ∆4 is equivalent to having
[
δxδw − δv2 = 0 and δtδx− δu2 = 0]
and either δwδt− δx2 = 0 or δuδv − δx2 = 0. (2.3.2)
These (effectively three) conditions are the requirement that δxa lie in the kernel
of three rank-three symmetric two-forms which we identify as e0′0′A′B′ ⊗ e0′0′A′B′ ,
e0
′1′
A′B′ ⊗ e0′1′A′B′ , and e1′1′A′B′ ⊗ e1′1′A′B′ .
 The rest of the canonical symmetric two-forms eC′D′A′B′ ⊗ eE′F ′A′B′ also arise, but as
redundant conditions equivalent to (2.3.2). (One could choose to isolate three other
conditions, say one rank-three symmetric two-form and two rank-four symmetric
two-forms, and fit those to canonical forms instead, but for concreteness we have
chosen the three rank-three symmetric two-forms.)
Thus we can obtain the inducedmetric via either direct calculation or (in a more compli-
cated fashion) by the usual twistor theory arguments. Once one has the frame one has
every canonical form discussed above.
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2.4 Canonical connections
The construction of affine connections on moduli spaces of complete holomorphic fami-
lies of submanifolds was considered by Merkulov [56, 57]. This work led to the solution
of the holonomy problem [58].
First consider torsion-free affine connections more generally, taking [56] as a reference.
Let J kx be the ideal of germs of holomorphic functions onM which vanish to order k at
x ∈M . The second-order tangent bundle T [2]M is defined to be the union over all points
inM of second-order tangent spaces
T [2]x M = (Jx/J 3x )
∗ .
An element
(
V ab, V a
)
of T [2]x M consists of the first two non-vanishing terms of the Taylor
expansion of a function vanishing at x; a section of T [2]M gives rise to a second-order
linear differential operator
V [2] =
(
V ab, V a
)
 V ab∂a∂b + V a∂a ,
where for brevity’s sake we put ∂a = ∂∂xa . There is a short exact sequence
0→ TM → T [2]M → 2TM → 0 (2.4.1)
with maps
(V a) 7→ (0, V a) and (V ab, V a) 7→ (V ab) .
A torsion-free affine connection∇ on TM is then equivalent to a (left) splitting of (2.4.1),
i.e. a linear map
γ : T [2]M → TM (2.4.2)
acting as
γ :
(
V ab, V a
) 7→ (V a + ΓabcV bc)
for functions Γabc on M which we identify as Christoffel symbols. We’ll now describe
(following [56]) two ways of constructing such a map in twistor theory, as well as a gen-
eralisation by the present author (following [41]). The original treatment in [56] is con-
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siderably more sophisticated than that given here, as Merkulov describes the construc-
tion for a general Kodaira moduli space. In the case Z → P1 the construction is much
simpler.
2.4.1 The Ξ-connection
Cover P1 with two open sets U and Uˆ with respective inhomogeneous coordinate func-
tions λ and λˆ subject to the transition function λˆ = λ−1 on U ∩ Uˆ . Again consider a
general fibred twistor space % : Z → P1 characterised by the holomorphic patching
wˆµ = wˆµ (wν , λ) , (2.4.3)
where wµ are the twistor coordinates on the fibres. Henceforth restrict to cases in which
one has
Hˇ1
(
P1, Nx ⊗N∗x
)
= 0;
the reason for this will soon become clear.
A section V =
(
V ab, V a
)
of T [2]M gives rise to a differential operator V ab∂a∂b + V a∂a
which following [56] we’ll now apply to (2.4.3).
V ab∂a∂bwˆ
µ + V a∂awˆ
µ = V abFµν∂a∂bwν + V aFµν∂awν + V abFµνρ∂awν∂bwρ, (2.4.4)
where again we have
Fµν =
∂wˆµ
∂wν
|
and
Fµνρ =
∂µwˆ
∂wν∂wρ
|.
(Recall that a vertical slash indicates that one restricts to wν = wν | (xa, λ).) If we can
write (2.4.4) as a global section ofNx then we have (via the Kodaira isomorphism TxM =
Hˇ0 (P1, Nx)) constructed a map γ. The only problematic term is the last one. The Ξ-
connection is constructed by splitting
Fµνρ∂awν = −χˆµαaFαρ + Fµαχαρ a (2.4.5)
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for a 0-cochain {χ} of Nx ⊗ N∗x ⊗ T ∗xM per point x ∈ M . The left-hand-side of (2.4.5)
is always (in the Z → P1 case) a 1-cocycle of Nx ⊗ N∗x ⊗ T ∗xM , and since by assumption
Hˇ1 (P1, Nx ⊗N∗x) = 0 the splitting is always possible.
Equation (2.4.4) then becomes
V ab∂a∂bwˆ
µ + V a∂awˆ
µ + V abχˆµα (a∂b)wˆ
α = Fµν
(
V ab∂a∂bw
ν + V a∂aw
ν + V abχνρ (a∂b)w
ρ
)
and so we have constructed a global section of Nx per point x. The connection symbols
for the map thus constructed can be read off as
∂a∂bw
ν + χνρ (a∂b)w
ρ = Γcab∂cw
ν .
There is, though, a possible source of non-uniqueness. If Hˇ0 (P1, Nx ⊗N∗x) 6= 0 then
one is free to add any element of that group to both χˆµαa and χµαa. Therefore what one
obtains is an equivalence class of connections (the Ξ-connection). As with the frame
we will choose to describe the equivalence class by a single most-general representative
containing arbitrary functions.
Example: Z = O(1)⊕O(1)
The flat model in the nonlinear graviton construction was described in section 2.2; in-
spection of the patching (2.2.1) and twistor lines (2.2.2) reveals
FABC = 0 FAB = δABλ−1
(where we put µ = A = 0, 1 as is conventional for Nx = O(1)⊕O(1)).
The Christoffel symbols for the Ξ-connection are then given by
ΓAA
′
CC′DD′ = χ
A
D CC′δ
A′
D′ + χ
A
C DD′δ
A′
C′ , (2.4.6)
where χAB are four arbitrary one-forms onM constituting a global section of Nx ⊗N∗x ⊗
T ∗xM per point x ∈M .
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2.4.2 The torsion Ξ-connection
Later in this thesis we will describe the twistor theory of three- and five-dimensional
Newton-Cartan manifolds. For certain deformations (see sections 3.2.2 and 3.3.2) of the
complex structure the Λ-connections (to be discussed in section 2.4.3) fail to exist and
the Ξ-connections cannot be made compatible with the induced frame data. The frame
section suggests that the reason for this is that the moduli space’s connection possesses
torsion. In this section we will generalise the Ξ-connection of [57, 56] to include torsion.
This simple generalisation was first made by the author in [41].
Consider a general (possibly torsional) affine connection to be a map
γ : Γ (TM × TM)→ Γ (TM) .
As in the constructions of the previous two sections, we’ll build such a map from the
twistor data via the Kodaira isomorphism. Let V = V a∂a andW = W a∂a be vector fields
onM . We want to use the complex structure of the twistor space Z to build a torsional
connection by directly constructing∇WV = γ (V,W ).
Apply V to the patching (2.4.3) to obtain
V a∂awˆ
µ = FµνV a∂awν (2.4.7)
as usual. Then applyW to (2.4.7) to obtain
W b∂bV
a∂awˆ
µ +W bV a∂b∂awˆ
µ
= W b∂bFµνV a∂awν +W bFµν∂bV a∂awν +W bFµνV a∂b∂awν .
As in the torsion-free case the only obstruction to this line (evaluated at x ∈ M ) consti-
tuting a global section ofNx is the first term on the right-hand-side, and onemust decide
what to do with it.
If we can write
∂bFµν = −ρˆµα bFαν + Fµβρβν b (2.4.8)
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for some 0-cochain {ρ} of Nx ⊗N∗x ⊗ Λ1x (M) for each x ∈M then
W b∂bV
a∂awˆ
µ +W bV a∂b∂awˆ
µ +W bρˆµα bV
a∂awˆ
α
= Fµβ
(
W bρβν bV
a∂aw
ν +W b∂bV
a∂aw
β +W bV a∂b∂aw
β
)
constitutes a global section ofNx (for each x ∈M ), and hence a vector field onM via the
Kodaira isomorphism. One can then extract the connection symbols from
Γcab∂cw
µ| = ∂a∂bwµ|+ ρµν b∂awν | (2.4.9)
(or its counterpart over Uˆ ) just as in the torsion-free case.
The connection symbols arising from (2.4.9) generically possess torsion, and the torsion-
free part of the connection agrees with the torsion-free Ξ-connection exhibited in section
2.4.1. We accordingly call the connection of this section the torsion Ξ-connection.
Just like the Ξ-connection the existence is determined by the non-vanishing of
Hˇ1 (Xx, Nx ⊗N∗x)
and the connection is defined up to an element of
Hˇ0 (Xx, Nx ⊗N∗x)⊗ Λ1x (M)
per x ∈M , giving us a family of connections induced onM .
2.4.3 The Λ-connection
An alternative twistor construction of a class of maps (2.4.2) gives rise to the so-called
Λ-connection, which we now briefly summarise. This class of connections often degen-
erates into a single affine connection, and in as much as it is necessary and useful to
make such a distinction, it is the Λ-connection which should be considered the physical
connection.
Consider again the patching for a general fibred twistor space Z → P1:
wˆµ = wˆµ (wν , λ) ,
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where wµ are the coordinates on the fibres, and again consider the equation (2.4.4) re-
sulting from the action of the section V of T [2]M . To construct the Λ-connection we do
the splitting differently.
We instead choose to solve
Fµαβ = −σˆµνρFναFρβ + Fµησηαβ (2.4.10)
for a 0-cochain {σ} ofN ⊗ (N∗ N∗)→ P1, and the Christoffel symbols for the resulting
map γ can be read off from
Γabc∂aw
µ| = ∂b∂cwµ|+ σµνρ∂bwν |∂cwρ| (2.4.11)
(or the equivalent expression over Uˆ ). In the Z → P1 case the left hand side of (2.4.10) is
always a 1-cocycle of N ⊗ (N∗ N∗).
The difficult part of this construction is the solution of the splitting problem (2.4.10),
which in some cases is not possible, and is often not unique.
Uniqueness is determined by whether there are global sections of N ⊗ (N∗ N∗); if
these exist then one is free to add one to {σ} and so construct a different connection. In
Penrose’s case we have
Hˇ0
(
P1, N ⊗ (N∗ N∗)) = 0
and so the connection is always unique. This is unsurprising; we can always call upon
the Levi-Civita connection.
There are Kodaira deformations (giving rise to Fµαβ) for which (2.4.10) cannot be solved
iff
Hˇ1
(
P1, N ⊗ (N∗ N∗)) 6= 0 ,
and there are several reasons this may occur. One is that the spacetime suffers a jump
in the normal bundle; another is when the torsion-free requirement essential to the con-
struction is broken. In Penrose’s case we can calculate that Hˇ1 (P1, N ⊗ (N∗ N∗)) van-
ishes, so all Kodaira deformations lead to torsion-free connections, in line with the non-
linear graviton construction.
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Example: the plane wave revisited
Consider again the plane wave example with patching (2.2.4).
Without reference to the metric (2.2.5), one can construct a unique affine connection on
M by calculating
Fµν =
 λ−1 0
3 (uλ+ z)2 λ−2 λ−1
 ; (2.4.12)
F100 = 6 (uλ+ z)λ−2 ; and all other Fµνρ = 0. (2.4.13)
The splitting problem (2.4.10) can be solved uniquely to give
σˆ100 = −6z ; σ100 = 6u ; and all other {σµνρ} = 0, (2.4.14)
leading to a connection whose only non-vanishing components are
Γxuz = Γ
x
zu = Γ
y
zz = 6u. (2.4.15)
One can check that this agrees with the Levi-Civita connection onewould calculate from
the Ricci-flat metric (2.2.5).
2.5 Folded hyperKähler geometry
The gravitons constructed by Penrose are ASD and Ricci-flat. In four-dimensional Eu-
clidean signature this means that they are hyperKähler.
Definition 2.5.1. A hyperKähler structure on a smooth Riemannian four-manifold (M, g) con-
sists of three complex structures Ji = (J1, J2, J3) satisfying
J21 = J
2
2 = J
2
3 = −1
and
JiJj = ijkJk for i 6= j
such that g is hyperHermitian4 with respect to Ji and such that the three two-forms Ωi defined by
Ωi (U, V ) = g (U, JiV ) (∀U, V ∈ Γ (TM))
4A Riemannian metric g is Hermitian with respect to a complex structure J if g(JU, JV ) = g(U, V ) for
all vectors U, V , and hyperHermitian with respect to Ji if it is Hermitian with respect to all three.
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are symplectic, meaning that they are closed and non-degenerate:
dΩi = 0 Ωi ∧ Ωi 6= 0 (no summation).
For a proof that an ASD and Ricci-flat metric is hyperKähler (and vice-versa) the reader
is referred to [21].
In section 4.1 we will be concerned with a generalisation of the above definition, called
the folded case. Here we allow the Kähler forms to degenerate:
Ωi ∧ Ωi = 0 (no summation)
on a three-dimensional submanifold called the fold, X . OnM\X one obtains hyperKäh-
ler metrics either side of the fold, respectively positive-definite and negative-definite.
The notion of such folded hyperKähler metrics is due to Hitchin [43]; here we’ll follow
the definition of Biquard in [12].
Definition 2.5.2. A folded hyperKähler manifold is a quadruple (M,X ,Ωi, ι) consisting of
 a smooth four-dimensional manifoldM ;
 a three-dimensional embedded submanifold X called the fold which divides M into two
disjoint connected components;
 a triplet of two-forms Ωi which define a hyperKähler structure either side of the fold with
metrics g± and are such that
Ω1|X 6= 0 Ω2|X 6= 0 Ω3|X = 0
with ker Ω1|X ⊕ ker Ω2|X a contact distribution;
 and an involution ι : M → M which fixes X , exchanges the two sides of M\X , and is
such that
ιg± = −g∓ ιΩ3 = −Ω3 ιΩ1 = Ω1 ιΩ2 = Ω2.
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We will call the metrics g± folded hyperKähler metrics. The global construction of folded
hyperKählermanifolds due toHitchin [43] suggests thatmetrics of this type should come
in infinite-dimensional families, and Biquard proves in [12] that all infinitesimal defor-
mations of folded hyperKähler metrics can be integrated to give folded hyperKähler
metrics, confirming this intuition.
The definition above is that of an alpha-folded hyperKähler manifold, where, following
Hitchin [43], we must have locally
Ω3 = dz ∧ α3 + zβ3 ∧ γ3
and Ω1 = zdz ∧ α1 + β1 ∧ γ1 ω2 = zdz ∧ α2 + β2 ∧ γ2
for a fold z = 0 and where (αi, βi, γi) possess no dz components.
Alpha-foldedhyperKählermanifolds have appeared in several places in theoretical physics:
in particular the Gibbons-Hawking [35] metrics
g =
1
V
(dψ + A) + V δijdx
idxj (2.5.1)
for dV = ?3dA
are often examples of folded hyperKähler metrics. These metrics are significant in su-
pergravity [60].
The classic example of a folded hyperKähler metric is a Gibbons-Hawking spacetime
with V = z,
g =
1
z
(dψ +
1
2
xdy − 1
2
ydx) + zδijdx
idxj.
Not all metrics (2.5.1) are, strictly speaking, examples of folded hyperKähler metrics. If
V has vanishing points then one or more of the Kähler forms may vanish, but key to the
notion of a folded metric is that it must be the same Kähler formwhich vanishes all over
the fold. When the form Ωi which vanishes changes at different points on the fold we
have an example of an ambipolar metric, a generalisation defined in [60].
Definition 2.5.3. An ambipolar hyperKähler manifold is a triple (M,X ,Ωi) where
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 M is a smooth four-dimensional manifold;
 X is a three-dimensional embedded submanifold called the fold which dividesM into two
disjoint connected components;
 and Ωi is a triple of two-forms with the property that span {Ωi|X} is two-dimensional, with
the corresponding union of kernels being a contact distribution.
A relevant example of an ambipolar hyperKähler metric which is not a folded hyper-
Kähler metric is the Taub-NUT spacetime with negative mass, which will be discussed
in section 4.3.
Ambipolar metrics play a role in the microstate geometries program [37], where in five-
dimensional supergravity they are the four-dimensional base space fromwhich a smooth
five-dimensional solution is constructed [60].
The alpha-folds above are to be contrasted, in passing, with a slightly different kind of
fold also discussed by Hitchin in [43] called a beta-fold. In a beta-fold all three Kähler
forms are non-vanishing when restricted to the fold; locally we must have
Ωi = zdz ∧ αi + βi ∧ γi
where z = 0 is the fold, and where βi ∧ γi is non-vanishing when restricted to z = 0.
2.6 Newton-Cartan geometry
Newton-Cartan spacetimes are the non-relativistic analogues of Lorentzianmanifolds in
general relativity: they are the geometrical setting for non-relativistic physics [17]. Just
like in general relativity we have a four-dimensional manifold playing the role of the
spacetime, and particles travel on geodesics of a torsion-free connection. There’s ametric
too, though unlike in general relativity the connection and the metric are independent
quantities. In this section we will describe Newton-Cartan spacetimes in some detail,
taking [28] as a reference.
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Before introducing the full Newton-Cartan geometrywe’ll beginwith a subordinate def-
inition.
Definition 2.6.1. A (d+ 1)-dimensional Galilean manifold is a triple (M, h, θ) where
 M is a (d+ 1)-dimensional manifold;
 h is a symmetric tensor field of valence
2
0
 with signature (0 + +...+) (and so has rank
d) called the metric;
 and θ is a closed one-form spanning the kernel of h called the clock.
The pair (h, θ) is called a Galilean structure, and the number of spatial dimensions is d.
Since θ is closed we can always locally write θ = dt for some function t : M → R. This
function is then taken as a coordinate on the time axis, a one-dimensional submanifold
over which the spacetimeM is fibred. We call the fibres spatial slices and when restricted
to such a slice the metric h is a more familiar signature (+... + +) d-metric. (Recall that
throughout this thesis the indices a, b, cwill run from 0 to d and the spatial indices i, j, k
will run from 1 to d.)

Definition 2.6.2. A (d+ 1)-dimensional Newton-Cartan manifold is a quadruple (M, h, θ, ∇)
where
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 M is a (d+ 1)-dimensional manifold;
 (h, θ) is a Galilean structure;
 and∇ is a torsion-free connection compatible with the Galilean structure in the sense that
∇h = 0 and ∇θ = 0.
We emphasise that ∇ must be specified independently of the metric and clock, and we
recall the syntax that a Newton-Cartan manifold (M, h, θ, ∇) is a smooth manifold M
equipped with a Newton-Cartan structure (h, θ, ∇).
Newton-Cartan geometrywith some appropriate field equationsmodelsNewton-Cartan
gravity. The appropriate field equations arise as the Newtonian limit of the Einstein
equations [52]. They are
Rab = 4piGρθaθb (2.6.1)
where Rab is the Ricci tensor associated to ∇; G is Newton’s constant; and ρ : M → R is
the mass density. Alongside the field equations we have the Trautman condition [28]
ha[bR
c]
(de)a = 0 , (2.6.2)
where Rabcd is the Riemann tensor of ∇. This ensures that there always exist potentials
for the connection components, which is needed if we are to make contact with Newto-
nian physics; accordingly connections which satisfy (2.6.2) are referred to as Newtonian
connections.
The field equations imply that h is flat on spatial slices, and we can always introduce
Galilean coordinates (t, xi) such that
h = δij
∂
∂xi
⊗ ∂
∂xj
and θ = dt (2.6.3)
for i = 1, 2, ..., d. For notational convenience we can then raise and lower purely spatial
indices with δij and δij . We’ll refer to (2.6.3) as the standard Galilean structure.
Only connections compatible with θ and h are allowed by definition; one can show [19]
that the most general such connection has components
Γabc =
1
2
had (∂bhcd + ∂chbd − ∂dhbc) + ∂(bθc)Ua + θ(bFc)dhad (2.6.4)
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where
 Ua is any vector field satisfying θ(U) = 1;
 Fab is any two-form;
 and hab is uniquely determined by habhbc = δac − θcUa and habU b = 0.
The possible connections are then parametrised by a choice of (U, F ). The Trautman
condition (2.6.2) is equivalent to the statement that F is closed, and hence for a Newto-
nian connection we can locally write F = dA. Thus we could refer to a Newton-Cartan
spacetime as a quintuple (M,h, θ, U,A), implicitly considering a Newtonian connection.
Clearly there is a gauge symmetry in A, as we can always shift
A 7−→ A+ dχ
for any function χ onM .
There is a further redundancy in this description; there exist Milne boosts which can be
thought of as gauge transformations of (U, F ) which leave Γabc unchanged [28, 48]. One
can choose to work with a non-trivial vector field U , which is taken up in [73]. Usually
we will gauge-fix to U = ∂t, which can be implemented by a Milne boost for any initial
choice of (U, F ).
With d = 3 the most general vacuum Newton-Cartan spacetime satisfying (2.6.1) and
(2.6.2) then has
Γitt = δ
ij∂jV and Γijt = Γitj = δjlilk∂kΩ
where δij∂i∂jV + 2δij∂iΩ∂jΩ = 0 and δij∂i∂jΩ = 0, (2.6.5)
with all other connection components vanishing. The corresponding two-form F is
given by
F = −dV ∧ dt + ijkδkl∂lΩ dxi ∧ dxj.
The geodesic equations suggest that we should interpret the function V as the Newto-
nian (gravitational) potential and the function Ω as a potential for generalised (spatially-
varying) Coriolis forces. Note that although the degrees of freedom in a Newton-Cartan
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connection appear similar to that of an electromagnetic field the equations (2.6.5) gov-
erning them are more complicated. This is somewhat analogous to the way in which
the Einstein equations in Ashtekar variables reduce to a problem in which Yang-Mills
degrees of freedom obey equations more complicated than the Yang-Mills equations [3].
Two harmonic functions are sufficient to solve the vacuum Newton-Cartan fields equa-
tions, because (with∇2 = δij∂i∂j) we can rewrite (2.6.5) as
∇2 (V + Ω2) = 0 and ∇2Ω = 0.
Of recent interest has been torsional Newton-Cartan geometry [34, 9, 7, 18, 41], in which
the connection is allowed to have some torsion. This is manifest in the clock failing
to be closed because dθ 6= 0 is incompatible with ∇θ = 0 for a torsion-free connection.
Equation (2.6.4) ismodified to include the skewpart of ∂aθb too, giving rise to the torsion.
Later in this thesis we will construct Kodaira families with induced torsional Newton-
Cartan structures, featuring clocks which aren’t closed.
2.7 Non-relativistic symmetries
Amenagerie of symmetry algebras relevant in Newton-Cartan geometry is discussed in
[28]; we will here provide a brief review of those relevant to this thesis, following that
paper. The reason that there are many algebras to describe compared to the relativis-
tic case is that a Newton-Cartan structure (h, θ,∇) is more intricate than a Riemannian
metric g, and so there are a lot of ways of interpreting what the non-relativistic analogue
of
LXg ∝ g
ought to be.
The first definition is a fairly straightforward one tomake; we simply preserve theGalilean
structure up to changes of scale.
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Definition 2.7.1. The conformal Galilean algebra cgal(d) of a (d+ 1)-dimensional Galilean
structure (M,h, θ) is the Lie algebra of vector fields X satisfying
LXh = fh (2.7.1)
and
LXθ = gθ (2.7.2)
for some smooth functions f and g onM .
On the standard Galilean structure (2.6.3) the general element X ∈ cgal(d) is
X = α (t) ∂t +
(
ωij (t)x
j + φi (t) + ψi (t)xjx
j − 2xiψj (t)xj + µ (t)xi
)
∂i
for arbitrary functions of time (ωij (t) ∈ so(d), φi (t) , ψi (t) , µ (t) , α (t)). The Lie algebra
is thus infinite-dimensional.
Matters become more complicated when we have to decide howX is to preserve∇, and
we’ll define several options.
Definition 2.7.2. The conformal Newton-Cartan algebra cnc(d) of a Newton-Cartan spacetime
(M,h, θ,∇) is the Lie algebra of vector fields X which are elements of its conformal Galilean
algebra cgal(d) and permute the null geodesics of∇, satisfying (2.7.1-2.7.2) and
LXΓabc = −∂tfδa(bθc) + (∂tf + ∂tg) vaθbθc + (f + g)hadθ(bFc)d. (2.7.3)
The reader is referred to [28] for a motivational derivation of (2.7.3). On (2.6.3) and with
Γabc = 0 a general element of cnc(d) is
X = α (t) ∂t +
(
ωij (t)x
j + φi (t) + µ (t)xi
)
∂i
for arbitrary functions of time (ωij (t) ∈ so(d), φi (t) , µ (t) , α (t)). We note that
cnc(d) ⊂ cgal(d),
and the algebra is again infinite-dimensional.
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Definition 2.7.3. The expanded Schrödinger algebra s˜ch(d) of aNewton-Cartan spacetime (M,h, θ,∇)
is the Lie algebra of vector fields X which are elements of its conformal Galilean algebra cgal(d)
and effect projective transformations of∇, satisfying (2.7.1-2.7.2) and
LXΓabc = δa(bφc) (2.7.4)
with functions (f, g) and a one-form φa constrained by
LX∇h = 0 and LX∇θ = 0. (2.7.5)
Condition (2.7.4) ensures that the unparametrised geodesics are unaltered by the trans-
formation.
On (2.6.3) and with Γabc = 0 we have that X ∈ s˜ch(d) iff
X =
(
αt2 + βt+ γ
)
∂t +
(
ωijx
j + αtxi + µxi + νit+ ρi
)
∂i (2.7.6)
for (α, β, γ, µ, νi, ρi) ∈ R4+2d and ωkj ∈ so(d). The dimension of s˜ch(d) is therefore finite
and given by 1
2
(d2 + 3d+ 8).
Definition 2.7.4. The Schrödinger algebra sch(d) is the Lie subalgebra of s˜ch(d) defined by the
additional condition
f + g = 0.
This amounts to setting β = 2µ in (2.7.6); in the case (2.6.3) and with Γabc = 0 we thus
have that X ∈ sch(d) iff
X =
(
αt2 + 2µt+ γ
)
∂t +
(
ωijx
j + αtxi + µxi + νit+ ρi
)
∂i. (2.7.7)
Physically, this algebra contains translations (γ, ρi), spatial rotations (ωij), boosts (νi), a
special-conformal transformation (α), and adilation (µ). The dimension is now 1
2
(d2 + 3d+ 6).
We also note that
sch(d) ⊂ cnc(d).
This algebra is named Schrödinger because of its well-known link (see e.g. [73, 28, 40, 30,
72]) to the free-particle Schrödinger equation: a first-order linear differential operator
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D = Sa(x)∂a + s(x) commutes with ∆ = i∂t + 12mδij∂i∂j in the sense that
∆D = δ∆
for some linear differential operator δ iff Sa∂a ∈ sch(d).
In [33] the authors take a c−1 → 0 limit of the conformal algebra, constructing a non-
relativistic conformal algebra which they also call the “conformal Galilean algebra” but
which is distinct from cgal(d). We will refer to their algebra as the CGA and consider it
only in d = 3.
Definition 2.7.5. The CGA in (3 + 1) dimensions is the fifteen-dimensional Lie algebra obtained
by a Wigner contraction of the conformal algebra in four dimensions as the speed of light is taken
to infinity.
The limit is taken by scaling each generator of the conformal algebra by an appropriate
factor of c such that the leading order term survives the limit (and is finite); this means
that the dimension of the algebra is unchanged by the procedure.

Chapter 3
Newton-Cartan Kodaira families
Penrose’s nonlinear graviton construction constructs ASD Ricci-flat manifolds as Ko-
daira families of rational curves; in this chapter we will describe an analogous construc-
tion of Newton-Cartan manifolds, constituting a Newtonian twistor theory.
The strategy is to begin with ordinary four-dimensional twistor theory, take its non-
relativistic limit, and explore resulting the complex geometry. Having come to terms
with the four-dimensional setting we will then be in a position to extend Newtonian
twistor theory to three and five dimensions, finding novel features.
3.1 Newtonian twistor theory in four dimensions
3.1.1 Galilean structures
Recall from definition 2.6.2 that a Newton-Cartan structure consists of a Galilean struc-
ture and a connection. It will turn out that the twistor description of the connection is
more complicated than that of the Galilean structure, and so this section will be con-
cerned purely with Galilean structures; in section 3.1.2 we will introduce the connection
and promote the twistor theory to that of a full Newton-Cartan manifold.
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3.1.1.1 The Newtonian limit of twistor space
The following theorem constitutes the construction of a four-complex-dimensionalman-
ifold equipped with a Galilean structure arising as a limit of Penrose’s twistor theory.
Theorem 3.1.1. [22]
Let Zc → P1 be a one-parameter family of rank-two vector bundles on the Riemann sphere with
patching Tˆ
Qˆ
 = Fc
T
Q
 (3.1.1)
over the intersection, where
Fc =
1 − (cλ)−1
0 λ−2
 .
The four-complex-dimensional moduli space M of global sections Zc → P1 is always a Kodaira
moduli space. The nature of its induced geometry depends on c.
 When c > 0 is finite Zc = O(1)⊕O(1) andM is equipped is a complexified Riemannian
metric g in accordance with theorem 2.2.3.
 When c is infinite Z∞ = O ⊕ O(2) and M is equipped with a conformal metric [h] and
clock θ constituting an equivalence class of Galilean structures.
We note that the moduli spaces constructed here are complex; real slices will be dis-
cussed in section 3.1.1.2. The Galilean structures comprising the equivalence class differ
only by a change of conformal factor on themetric h, and the clock is unique (up to usual
diffeomorphisms).
Proof
In the case of finite cwe can split the patching matrix and write
Fc = Hˆ
λ−1 0
0 λ−1
H−1
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where
H : U → GL(2,C) and Hˆ : Uˆ → GL(2,C)
are holomorphic. Explicitly we have, for instance,
H =
 1 0
cλ 1
 and Hˆ =
0 −c−1
c λ−1
 ,
exhibiting the isomorphism class of Zc as O(1) ⊕ O(1). We are thus in the realm of the
nonlinear graviton construction [66] and so expect a non-degenerate conformal structure
to be induced on the moduli space. To find the four-parameter family of global sections
of (3.1.1) we first consider the lower row
Qˆ = λ−2Q ,
which is the patching for O(2) and thus has a three-parameter family of global sections
Q| = ξλ2 − 2zλ− ξ˜ Qˆ| = ξ − 2zλˆ− ξ˜λˆ2 (3.1.2)
for
(
ξ, ξ˜, z
)
∈ C3. Recall that we denote with a vertical slash the restriction of a twistor
space quantity to a global section, givingus twistor functions on the projective spin bundle
PS′ → M . (Recall that the primed spin bundle PS′ is a trivial P1 bundle on M , to be
identified with the correspondence space F in the double fibration picture (2.1.1).) The
upper row is then
Tˆ = T − c−1ξλ+ 2c−1z + c−1ξ˜λ−1
and so we can take the global sections to be
T | = t− c−1z + c−1ξλ Tˆ | = t+ c−1z + c−1ξ˜λˆ (3.1.3)
where t ∈ C is the fourth parameter enumerating the global sections. We write xa =(
t, ξ, ξ˜, z
)
for the moduli space coordinates. A global section specified by picking xa is a
P1 submanifold in Zc, that is to say, a rational curve in Zc. We refer to the rational curve
associated to xa as Xx in accordance with the machinery introduced in section 2.1. The
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normal bundles to these rational curves are1
Nx = (TZc)|Xx/TXx = O(1)⊕O(1) ,
which characterises the twistor theory of relativistic spacetimes [66].
We have
Hˇ1 (Xx, Nx) = 0
so the global sections constitute a complete holomorphic family of submanifolds and the
moduli space is a Kodaira moduli space, making it a complex manifold.
The twistor correspondence is now that of Penrose.
 A point xa inM corresponds to a rational curve (T |(λ), Q|(λ)) in Zc and
 a point (T,Q, λ) in Zc corresponds to a two-complex-dimensional plane in M via
(3.1.2) and (3.1.3) called an alpha surface.
The induced geometry on M arises via the twistor principle: a vector δxa is null iff it is
tangent to an alpha surface.
In practice this means that we find the condition(s) on δxa such that
∂T |
∂xa
δxa = 0 and ∂Q|
∂xa
δxa = 0 (3.1.4)
have a unique simultaneous solution in λ. (We can equivalently use the sections over the
patch Uˆ instead if we wish.) From (3.1.2) and (3.1.3) we thus calculate
δt− c−1δz + c−1λδξ = 0 and λ2δξ − 2λδz − δξ˜ = 0 ,
which have a unique simultaneous solution iff
c2δt2 − δz2 − δξδξ˜ = 0.
Therefore we conclude that for a vector to be null it must lie in the kernel of a conformal
structure
[g] = c2dt2 − dz2 − dξdξ˜. (3.1.5)
1One way to see this is to consider the patching of a holomorphic vector field with components only
in the Q and T directions; this will again be Fc.
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(One could alternatively construct a frame of one-forms via theorem 2.3.1, which repro-
duces (3.1.5).)
The conformal factor can be fixed using two-form Σ described in theorem 2.2.3:
dTˆ ∧ dQˆ = λ−2dT ∧ dQ (3.1.6)
on the fibres of Zc → P1. When restricting Σ := dT ∧ dQ to twistor lines one obtains
three self-dual two-forms ΣA′B′ onM arising as
Σ| = Σ0′0′λ2 + 2Σ0′1′λ+ Σ1′1′
which determine the full conformal factor by ensuring that the metric volume-form is
equal to
ν = Σ0
′0′ ∧ Σ1′1′ .
This confirms that one should single out the representative exhibited in (3.1.5) as the
Ricci-flat one, though of course this was obvious in the flat case.
When c =∞we have
F∞ =
1 0
0 λ−2
 ,
which is simply the patching for O ⊕O(2). We henceforth refer to
Z∞ = O ⊕O(2)
as a Newtonian twistor space in the four-dimensional setting. The global sections are
T | = t Tˆ | = t (3.1.7)
and
Q| = ξλ2 − 2zλ− ξ˜ Qˆ| = ξ − 2zλˆ− ξ˜λˆ2 , (3.1.8)
which coincide with the c→∞ limit of the relativistic global sections (3.1.2) and (3.1.3).
We continue to refer to the spacetime coordinates as xa =
(
t, ξ, ξ˜, z
)
. The normal bundle
is now
Nx = O ⊕O(2)
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for all rational curves, and so we again have
Hˇ1 (Xx, Nx) = 0
and thus a Kodaira moduli space. The isomorphism class of the normal bundle can be
seen directly from the patching.
The twistor functions (3.1.7) and (3.1.8) again provide a twistor correspondence.
 A point xa in M still corresponds to a rational curve Xx = P1 described by T |(λ)
and Q|(λ), but
 a point (T,Q, λ) on Z∞ corresponds to a plane with t = constant, soon to gain an
interpretation as a spatial plane.
The induced geometry can be constructed in a variety of ways. Using theorem 2.3.1 we
can build a frame of one-forms by splitting the patching for the normal bundle in the
most general way possible. The splitting problem is1 0
0 λ−2
H = Hˆ
1 0
0 λ−2
 ,
which has the general solution
H =
 m 0
−aξ˜ − 2azλ+ aξλ2 b

where
(
aξ˜, az, aξ,m, b
)
are five arbitrary functions onM subject tom 6= 0 and b 6= 0. The
frame section is then
v =
1
mb
 b 0
aξ˜ + 2azλ− aξλ2 m
 dt
λ2dξ − 2λdz − dξ˜

⇒ v =
 m−1dt
b−1
(
λ2 (dξ −m−1aξdt)− 2λ (dz −m−1azdt)−
(
dξ˜ −m−1aξ˜dt
)) ,
and the frame one-forms can be read off:
θ = m−1dt (3.1.9)
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e00
′
= b−1
(
dξ −m−1aξdt
)
e1
′1′ = −b−1
(
dξ˜ −m−1aξ˜dt
)
e0
′1′ = e1
′0′ = −b−1 (dz −m−1azdt) .
The span of these (see definition 2.3.2) then comprises family of Newton-Cartan clock
(3.1.9) parametrised by a choice of non-vanishing function, and a family of degenerate
covariant metrics
h−1 =
1
2
A′B′C′D′e
A′C′ ⊗ eB′D′
⇒ h−1 = e0′0′  e11′ − e0′1′  e0′1′
⇒ h−1 = −b−2
[(
dξ −m−1aξdt
) (dξ˜ −m−1aξ˜dt)+ (dz −m−1azdt) (dz −m−1azdt)]
(3.1.10)
parametrised by a choice of five functions, two of them non-vanishing. (The significance
of b 6= 0 andm 6= 0 is now revealed by the factors ofm−1 and b−1 in (3.1.9) and(3.1.10).) At
this point it’s pleasing to reflect that the structures induced by the twistor principle are
in agreement with those obtained from theorem 2.3.1: the conditions on δxa for (3.1.4)
to have a unique solution in λ are
δt = 0 and δz2 + δξδξ˜ = 0 .
However, the former allows us to modify the latter by adding to δxi =
(
δξ, δz, δξ˜
)
any
amounts of δt, giving rise to arbitrary functions ai. For a vector to be called null it must
therefore lie in the kernel of the conformal tensors (3.1.9) and (3.1.10).
One can calculate the projective inverse of h−1, despite its degeneracy. This is done by
finding the unique vector field U such that
θ (U) = 1 and h−1 ( , U) = 0 ,
which here is
U = m
∂
∂t
+ aξ
∂
∂ξ
+ az
∂
∂z
+ aξ˜
∂
∂ξ˜
.
The projective inverse is then the unique h ∈ Γ (TM  TM) such that
h ( , θ) = 0 and hab
(
h−1
)
bc
= δac − Uaθc.
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We find
h = −b2
[
∂
∂z
 ∂
∂z
+ 4
∂
∂ξ
 ∂
∂ξ˜
]
,
and (h, θ) then constitute a family of Galilean structures onM parametrised by two arbi-
trary non-vanishing functionsm and b. The closure of the clock requires thatm = m (t)
only.
Note that the significance ofm is tied upwith diffeomorphisms of the time axis: a diffeo-
morphic change of time coordinate t = t (t′) results in nothing more than a change inm.
Thusm isn’t a true degree of freedom parametrising the family of Galilean structures; it
merely allows for coordinate invariance.
Hence a family of Galilean structures ([h] , θ) parametrised by conformal factors b 6= 0 is
induced onM .

In the Newtonian context we see that the concept of a null direction has become that of
a spatial direction. Alpha-surfaces, which in the relativistic case are totally null, are here
totally spatial. That is to say, they lie on t = constant fibres ofM .
This reinterpretation of nullness is physically intuitive: as c → ∞ the gradients of the
light cones decrease until at c =∞ they have entirely flattened out. The speed of prop-
agation of information in non-relativistic physics is infinite; Newtonian interactions are
instantaneous.
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3.1.1.2 Newtonian spinors, Lax pairs, and real slices
Here we will develop a spinorial version of the twistor theory thus far introduced, find-
ing that the use of a Killing vector naturally allows us to decompose the spinors in a
Newtonian way. The Lax pair formulation to be discussed below will give us an alter-
native way of considering the Newtonian limit which will be of use later in this work.
Spinors
An alternative to the inhomogeneous coordinates (λ, λˆ) on P1 are the homogeneous coor-
dinates [piA′ ] for A′ = 0′, 1′. In this context we have
P1 = (C2−{0})/Υ
for piA′ ∈ C2 and
Υ = piA′
∂
∂piA′
. (3.1.11)
The quotient is along the equivalence relation
(pi0′ , pi1′) ∼ (αpi0′ , αpi1′)
for any non-vanishing α ∈ C. We can then identify the patches used previously as
U =
{
[piA′ ] ∈ P1|pi1′ 6= 0
}
and Uˆ =
{
[piA′ ] ∈ P1|pi0′ 6= 0
}
and so identify
λ = pi0′/pi1′ and λˆ = pi1′/pi0′ .
The fibre coordinate for O(n) also makes sense in this homogeneous language; sections
are represented by functions homogeneous of weight n in piA′ . Taking O(2) as an exam-
ple, we write the patching as
qˆ = q
and the global sections as
q| = xA′B′piA′piB′ ;
the inhomogeneous version is then Q| = q|/(pi1′ )2.
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Penrose’s twistor theory is more often described using two homogeneous coordinates of
weight one called ωA = (ω0, ω1) than the variables (T,Q) introduced in theorem 3.1.1.
The latter are more suited to our purposes in this chapter, but we should consider also
the former, so we will give a brief outline of this material, following [21]. Let
S→M and S′ →M
be rank-two symplectic spinvector bundles on spacetime,whose sections are two-component
spinors ψA (xa) and ψA′ (xa) for A = (0, 1) and A′ = (0′, 1′). The isomorphism
TM = S⊗ S′ (3.1.12)
allows us to write vectors onM as V AA′ and the metric as
g = ABA′B′e
AA′ ⊗ eBB′ (3.1.13)
for the symplectic forms AB and A′B′ on S and S′ explicitly given by (2.3.1) and where
eAA
′ is a tetrad of one-forms (such as can be calculated from theorem 2.3.1). The sym-
plectic forms can be used to raise and lower spinor indices according to the conventional
rules
ψA = ABψB and ψA = ψBBA ,
with identical conventions for primed spinors.
A null vector is, as a consequence of (3.1.13), a matrix of determinant zero. Basic linear
algebra then implies that null vectors can therefore be written as a pair of spinors:
V AA
′
= ψApiA
′
.
The properties of the complex conjugation on spinors depends on the signature of g.
 If g is Lorentzian, then the spinor complex conjugation is a map S → S′ given
by ψA 7→ ψ¯A′ =
ψ¯0
ψ¯1
 . Linear SL (2,C) transformations on S induce Lorentz
transformations on vectors, and
SO(3, 1) = SL(2,C)/Z2.
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 On the other hand if g is Riemannian, then complex conjugation preserves the type
of spinors, i.e. it maps sections of S to sections of S and sections of S′ to sections
of S′. It is given by ψA 7→ ψ¯A =
 ψ¯1
−ψ¯0
 and ψA′ 7→ ψ¯A′ =
−ψ¯1′
ψ¯0′
. In the
Riemannian case the structure group is not simple, and we have
SO (4,R) = SU(2)×SU(2)′/Z2 ,
where the spin groups SU(2) and SU(2)′ act linearly on sections of S and S′ respec-
tively. (See [21, 83] for more details on spinor conjugation in twistor theory.)
One can choose a Killing vector field
T = T AA′eAA′
(where eAA′ is the dual tetrad) giving us a preferred map
T : S→ S′
which acts as
T : ωA 7→ T AA′ABωB.
When considering the Newtonian limit in theorem 3.1.1 one is forced to make a space-
time decomposition and so there is an obvious preferred vector field
T = ∂
∂t
.
This allows us to get rid of unprimed spinors all together in the non-relativistic limit,
giving us a dual tetrad eA′B′ with two primed indices. We thus have
TM = S′ ⊗ S′ (3.1.14)
which decomposes as
TM = S′  S′ + Λ2 (S′) .
This decomposition, in terms of the dual tetrad, is a space-time 3 + 1 decomposition,
with
e(A′B′) =
∂
∂xA′B′
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being the three spatial directions and
e[A′B′] = c
−1A′B′
∂
∂t
being the time direction.
Lax pairs
The map µ : F → Z featuring in the double-fibration picture (2.1.1) discussed in section
2.1 is the map induced by quotienting the correspondence space F by a distribution of
vector fields {LA} called the twistor distribution or, in the context of integrability, the Lax
pair [21].
In the case of Penrose’s nonlinear graviton construction the Lax pair is constructed by
first taking the dual tetrad eAA′ . Via the isomorphism (3.1.12) the Levi-Civita connection
induces connections on S → M and S′ → M individually, telling us how to covariantly
differentiate spinors. The connection on S′, whose components we write as ΓA′B′CC′ , pro-
vides a canonical way of lifting the vectors eAA′ to sections of TS′: we lift eAA′ to the
unique vector e˜AA′ which is horizontalwith respect to the connection [21]. Concretely we
have
e˜AA′ = eAA′ + Γ
B′
C′AA′pi
C′ ∂
∂piB′
(3.1.15)
and we write
L˜A = piA′ e˜AA′ . (3.1.16)
We must also projectivise, which means quotienting S′ → M by the Euler vector field
(3.1.11):
S′/Υ = PS′
and we obtain the projective primed spin bundle, which we take to be the correspon-
dence space F = PS′. The horizontal lifts (3.1.15) descend to PS′to give us the Lax pair
{LA} = {L˜A}/Υ. (3.1.17)
Penrose considered the Frobenius integrability of this distribution in the nonlinear gravi-
ton construction of section 2.2.
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Theorem 3.1.2. (Penrose [66])
The distribution (3.1.17) is integrable and hence has a four parameter family of integral surfaces
iff (M, [g]) is ASD.
Recall the definition 2.2.1 of anti-self-duality. This integrability restriction remains the
most significant problem in twistor theory; generically spacetimes are not ASD and ex-
tending twistor theory to general spacetimes remains an unsolved problem. (For some
recent thoughts on this problem from Penrose see [67].)
For the complexified Minkowski spacetime (c 6=∞) in theorem 3.1.1 we have that
L0 = 2 ∂
∂ξ
− λ
(
c−1
∂
∂t
− ∂
∂z
)
and
L1 =
(
c−1
∂
∂t
+
∂
∂z
)
− 2λ ∂
∂ξ˜
for the Lax pair over U . When we take the Newtonian limit we see that the ∂
∂t
parts
drop out of the Lax pair entirely, which ties in with the results of theorem 3.1.1: the time
coordinate itself becomes a twistor function, so we have
T | = t
and the remaining spatial derivatives combine to ensure that (3.1.8) is still a twistor func-
tion. In terms of the Newtonian spinors we have
L˜A′ = piB′eA′B′ = piB′
(
e(A′B′) + c
−1A′B′
∂
∂t
)
so the Lax pair post-limit is simply
{LA′} =
{
piB
′
e(A′B′)
}
/Υ.
Real slices
Theorem 3.1.3. [22]
For any c 6= 0 (finite or not) there exists an involution κ : Zc → Zc which restricts to an
antipodal map on each rational curve. The κ-invariant sections form a real four-manifold Mr
with real analogues of the induced structures from theorem 3.1.1.
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Proof
The Euclidean real sliceMr of the complexified Minkowski spaceM is characterised by
an involution κ : Zc → Zc given by
κ :

T
Q
λ
 7→

−T¯ + c−1λ¯−1Q¯
−λ¯−2Q¯
−λ¯−1

so that κ2 = 1 on the (projective) twistor space Zc. This involution has no fixed points,
and so for any (T,Q, λ) ∈ Zc there is a unique line joining (T,Q, λ) to κ (T,Q, λ). These
give rise to the real twistor curves, which correspond to points in the Euclidean sliceMr
ofM . These κ-invariant sections are characterised by
Q| = κ (Q|) = −λ¯−2Q¯
⇒ ξλ2 − 2zλ− ξ˜ = −ξ¯ + 2z¯λ¯−1 + ¯˜ξλ¯−2
which means that z must be real and ξ¯ = ξ˜, so we can set
ξ = x− iy and ξ˜ = x+ iy
for (x, y) ∈ R2. For T we then have
T | = κ (T |) = −T¯ |+ c−1λ¯−1Q¯|
which reduces to
t = −t¯ , (3.1.18)
so we must set
t = iτ
for τ ∈ R.
After fixing the conformal factors this yields a real Galilean structure
θ = dτ and h = ∂
∂x
 ∂
∂x
+
∂
∂y
 ∂
∂y
+
∂
∂z
 ∂
∂z
(3.1.19)
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in the c =∞ case and a Riemannian metric
g = c2dτ 2 + dx2 + dy2 + dz2
in the c 6=∞ case, completing the proof.

Limit of the null hypersurface
When considering the case of finite c one usually divides Zc up into two regions sepa-
rated by a five-real-dimensional hypersurfacePNc called the hypersurface of null twistors
[46]. This is done by equipping Zc with an inner product, which in homogeneous coor-
dinates
Zα1 = (T1, q1, (piA′)1) Z
α
2 = (T2, q2, (piA′)2)
is given by
Σc(Z
α
1 , Z
α
2 ) =
1√
2
(T1 + T2) ((pi0′)1 (pi0′)2 + (pi1′)1 (pi1′)2)−
√
2
c
(
q1
(pi0′)2
(pi1′)1
+ q2
(pi0′)1
(pi1′)2
)
.
We then have that
PNc :=
{
Zα ∈ Zc |Σ
(
Zα, Z¯α
)
= 0
}
.
The null twistors are interesting because these are the twistors whose associated alpha
surfaces descend to real null rays when a real Lorentzian slice is taken.
In the Newtonian limit though, we have
Σ∞(Zα, Z¯α) =
1√
2
(
T + T¯
) (|pi0′ |2 + |pi1′ |2) ,
and so the real twistor curves of theorem 3.1.3 (which satisfy the condition (3.1.18)) hap-
pen to lie on the limit of the null hypersurface. The difference between the Riemannian
and Lorentzian reality conditions disappears as c → ∞. This makes sense because the
difference between the two signatures themselves is destroyed by the limit, with the
temporal eigenvalue vanishing in both cases.
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3.1.2 Connections and deformations
In the nonlinear graviton construction one moves away from the flat model and intro-
duces curvature by making Kodaira deformations of the complex structure [50, 51, 46].
In this section we will pursue this idea on the Newtonian case, finding (and solving) a
serious problem.
3.1.2.1 Kodaira instability and the jump to Gibbons-Hawking
The problemwith introducing curvature via Kodaira deformation in the Newtonian set-
ting is that the non-relativistic normal bundle Nx = O ⊕O(2) is unstable with respect to
general deformations and somay experience a discontinuous change in its isomorphism
class. That is to say, Nx may experience a jump. The relevant fact (see, for example, [46]
or [51]) is that the isomorphism class of the normal bundle Nx → P1 to a submanifold
Xx ⊂ Z is stable with respect to general Kodaira deformations of Xx iff
Hˇ1
(
P1,End (Nx)
)
= 0 .
The sections of End (Nx) can bewritten as two-by-twomatrices of functionswhoseweights
ensure that the matrix is a homogeneous map fromNx toNx, or more practically we can
write
End (Nx) = Nx ⊗N∗x
where N∗x is the dual bundle, whose fibres are the dual vector spaces to those of Nx. For
O(n)→ P1 we have
O(n)∗ = O(−n)
as well as
O(n)⊗O(m) = O(n+m).
In the relativistic case we have Nx = O(1)⊕O(1), so
Hˇ1
(
P1, (O(1)⊕O(1))⊗ (O(−1)⊕O(−1))) = Hˇ1 (P1,O ⊕O ⊕O ⊕O) = 0.
Therefore Penrose’s normal bundle is stable, and one doesn’t have to worry about the
isomorphism class jumping.
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On the other hand in Newtonian setting we can calculate
Hˇ1
(
P1, (O ⊕O(2))⊗ (O ⊕O(−2))) = Hˇ1 (P1,O(−2)⊕O ⊕O ⊕O(2)) = C ,
so we expect some instability.
Theorem 3.1.4. [22, 23]
Let Z → P1 be a Kodaira deformation of the Newtonian twistor space Z∞ = O ⊕ O(2) whose
patching is
Tˆ = T + f (Q, λ) (3.1.20)
Qˆ = λ−2Q (3.1.21)
where f represents a cohomology class in Hˇ1
(O(2),OO(2)). The normal bundle to rational curves
is generically Nx = O(1)⊕O(1) and the moduli space of such curves is a complexified Rieman-
nian manifold equipped with a Gibbons-Hawking conformal structure of the form
[g] =
1
V
(dt+ A)2 + V
(
dx2 + dy2 + dz2
)
(3.1.22)
where the Gibbons-Hawking potential is
V =
1
2pii
˛
Γ
∂f
∂Q
(Q|, λ) dλ. (3.1.23)
The normal bundle to twistor lines Xx for x ∈ X = {x |V = 0} is
Nx = O ⊕O(2).
The reader is reminded that Gibbons-Hawkingmetrics [35] are a family of ASDRicci-flat
metrics spanned by a choice of harmonic function V . The one-form A is determined up
to gauge equivalence by
dV = ?3 (dA) ,
and we note that the formula (3.1.23) ensures that V is automatically harmonic.
66 CHAPTER 3. NEWTON-CARTAN KODAIRA FAMILIES
Proof
Consider first the normal bundle, a vector bundle whose patching is
F =
1 ∂f∂Q |
0 λ−2

where as usual the vertical slash denotes the restriction to a twistor line Xx, which for
the O(2) part are again
Q| = ξλ2 − 2zλ− ξ˜ or equivalently q| = xA′B′piA′piB′ . (3.1.24)
We know from the fact that the undeformed twistor space Z∞ has rational curves with
Nx = O ⊕ O(2) and the fact that the sum of the degrees 0 + 2 = 2 is a topological
invariant that we must haveNx = O(2− k)⊕O(k) for some integer k [21]. To calculate k
we must solve the Riemann-Hilbert splitting problem for F ; that is to say we must find
holomorphic maps
H : U → GL(2,C) and Hˆ : Uˆ → GL(2,C)
such that
F = Hˆ
λk−2 0
0 λ−k
H−1
for some k (on each rational curve). Write
H =
h1 h2
h3 h4
 and Hˆ =
hˆ1 hˆ2
hˆ3 hˆ4

and then consider component-by-component the equation FH = Hˆ
λk−2 0
0 λ−k
.
hˆ1 = λ
2−kh1 + λ2−k
∂f
∂Q
|h3 (3.1.25)
hˆ2 = λ
kh2 + λ
k ∂f
∂Q
|h4 (3.1.26)
hˆ3 = λ
−kh3 (3.1.27)
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hˆ4 = λ
k−2h4 (3.1.28)
We seek global sections of (3.1.25-3.1.28) over each rational curveXx = P1. First consider
trying to find solutions for k > 2. In that case (3.1.28) has no global sections, so hˆ4 =
h4 = 0 and so (3.1.26) becomes hˆ2 = λkh2 which also has no global sections, so hˆ2 = h2 =
0. This means though, that det (H) = det
(
Hˆ
)
= 0: there are therefore no invertible
solutions for k > 2.
This leaves two2 possibilities; either k = 1 or k = 2. In the k = 2 case (3.1.28) becomes
the trivial patching and so we set
hˆ4 = h4 = ax ∈ C
for each rational curve. The only potential obstruction to finding global solutions is
then in (3.1.26), where we have what looks like the patching for an affine bundle with
underlying translation bundle O(−2). Recall Hˇ1 (P1,O(−2)) = C 6= 0; the obstruction
to finding global sections is to be found in the order-λ term in the expansion of λ2 ∂f
∂Q
|h4.
Now note that ∂f
∂Q
| is, for fixed xa, a function on the annulus U ∩ Uˆ : expanding
∂f
∂Q
| =
∞∑
i=−∞
γi(x
a)λi
we can identify the obstruction as γ−1(xa), which generically does not vanish. If k 6= 2
then we must have k = 1. Therefore we can conclude the first part of the proof: on
generic points where γ−1(xa) 6= 0 we have Nx = O(1) ⊕ O(1) and on special rational
curves where γ−1(xa) = 0 the isomorphism class jumps to Nx = O ⊕O(2).
To calculate the conformal structure we will first calculate the global sections of (3.1.20),
restricting to (3.1.24). The quantity f (Q|, λ) is a section of O → P1 and so, because
Hˇ1 (P1,O) = 0, we must be able to split f (Q|, λ) into coboundaries:
f (Q|, λ) = h (xa, λ)− hˆ(xa, λ).
The global sections are then
Tˆ | = t− hˆ and T | = t− h.
2Without loss of generality we can consider k ≥ 1.
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In fact there exist contour-integral formulas for h and hˆ (see, for example, [21, 46]), which
are most easily manipulated using homogeneous coordinates. We can write
h =
1
2pii
˛
Γ
(pi · α)
(pi · ρ) (ρ · α)f
(
xA
′B′ρA′ρB′ , ρA′
)
ρ · dρ
for [ρA′ ] ∈ P1 and Γ ⊂ P1 a contour enclosing both ρ0′ = 0 and ρA′ = piA′ , and for αA′ a
choice of spinor parametrising the non-uniqueness in the splitting. (This spinor can be
absorbed into t but is included here for completeness.)
Rather than directly calculate the conformal structure via the twistor principle we will
instead use the Lax pair formulation. We must find vector fields on PS′ whose kernel is
spanned by the twistor functions (T |, q|, piA′). By inspection and direct calculation one
can see that
LA′ = pi
B′ ∂
∂xA′B′
− piB′φA′B′ ∂
∂t
where
piB
′
φA′B′ = pi
B′ ∂h
∂xA′B′
= piB
′ 1
2pii
˛
Γ
ρA′αB′
(ρ · α)
∂f
∂q
(
xA
′B′ρA′ρB′ , ρA′
)
ρ · dρ.
By inspection one can then extract the (inverse) conformal structure
[
g−1
]
= A
′B′C
′D′
(
∂
∂xA′C′
− φA′C′ ∂
∂t
)

(
∂
∂xB′D′
− φB′D′ ∂
∂t
)
,
which is in the Gibbons-Hawking form (3.1.22) with a Gibbons-Hawking potential given
by
V = A
′B′φA′B′ =
1
2pii
˛
Γ
∂f
∂q
(
xA
′B′ρA′ρB′ , ρA′
)
ρ · dρ , (3.1.29)
a naturally harmonic function. Note that the formula (3.1.29) means that V ∝ γ−1(xa).
Earlier in the proof we noted that γ−1 was the obstruction to the normal bundle being
isomorphic toO⊕O(2), i.e. to the normal bundle suffering one jump on these lines. Thus
the jumping lines are characterised by the vanishing of the Gibbons-Hawking potential.
This completes the proof.

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Other deformations
The above theorem shows why general Kodaira deformations are not a way of introduc-
ing curvature in Newtonian twistor theory, but one might ask whether there are other
ways of obtaining complex three-folds containing Kodaira families of rational curves
with normal bundle bundle Nx = O ⊕ O(2), and the answer is yes. One such kind
involves leaving the O part unaltered and attaching it to a deformed minitwistor space
[42, 62]. This will give a curved metric on the spatial fibres of M , which is therefore
inappropriate for Newton-Cartan geometry, but may nevertheless constitute an inter-
esting avenue of research. One can also construct jumping Newtonian twistor spaces as
Kodaira deformations of O(−1)⊕O(3), as is described in section 4.4.
3.1.2.2 Building connections
We saw in section 2.4 how one can construct canonical connections on Kodaira moduli
spaces, and in particular how the so-called Λ-connection is, in the Nx = O(1) ⊕ O(1)
case, the Levi-Civita connection. In this section we will apply this construction to the
Newtonian setting. The normal bundle is Nx = O ⊕O(2) and so we can calculate that
Hˇ0
(
P1, N ⊗ (N∗ N∗)) 6= 0 (3.1.30)
and
Hˇ1
(
P1, N ⊗ (N∗ N∗)) 6= 0 , (3.1.31)
so Merkulov’s construction doesn’t quite work as one might like. There are two failures
with which to come to terms.
The non-vanishing (3.1.31) is harmless provided we don’t make any Kodaira deforma-
tions, so we will restrict attention to Z∞ = O ⊕O(2) only for this section.
The non-vanishing (3.1.30) turns out to be interesting, as it neatly encapsulates the fact
thatNewton-Cartan connections are notmetric and so somethingmust be specified inde-
pendently: we have a cohomological interpretation of this fact. In the following theorem
we find out what can be salvaged from the construction.
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Theorem 3.1.5. [22]
Let Z∞ = O⊕O(2). The moduli spaceM of its global sectionsXx comes equipped with a family
of torsion-free affine connections parametrised by five arbitrary functions (φi, χ, η) onM , whose
only non-vanishing Christoffel symbols are
Γitt = φ
i Γijt = Γ
i
tj = δ
i
jχ Γ
t
tt = η.
Proof
As described in section 2.4.3 we wish to solve (2.4.10) for {σ}. For the undeformed Z∞
we have
Fµαβ = 0 and Fµν =
1 0
0 λ−2
 ,
where wµ =
T
Q
, and so (2.4.10) consists of the six equations
0 = −σˆTTT + σTTT 0 = −σˆQTT + λ−2σQTT
0 = −σˆTTQλ−2 + σTTQ 0 = −σˆQTQλ−2 + λ−2σQTQ
0 = −σˆTQQλ−4 + σTQQ 0 = −σˆQQQλ−4 + λ−2σQQQ.
(3.1.32)
These equations are each the patching forO(n) for some n, and so their general solutions
are straightforward to work out. The only non-vanishing parts of {σ} over U are
σTTT = η σ
Q
TQ = χ σ
Q
TT = (φ
x − iφy)λ2 − 2φzλ− (φx + iφy)
for arbitrary functions (φi, χ, η) on M . (Note that the splitting problem is being solved
for each twistor line individually, leading to functions on M .) The Christoffel symbols
can then be read-off from (2.4.11) to give
Γitt = φ
i Γijt = Γ
i
tj = δ
i
jχ Γ
t
tt = η ,
completing the proof of the theorem.

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We can give interpretations to each of these five functions.
 η is a function which must be present in the Newton-Cartan connection to ensure
that ∇θ = 0 for all θ ∈ [θ] before the temporal diffeomorphism factor of the clock
has been fixed by global data. Therefore the fixing of θ = dt ∈ [θ] fixes η also.
 χ plays the same role for ∇h = 0, and so is also determined when the conformal
factor on h is fixed.
 φi is the Newtonian force of gravity and as discussed in section 2.6 are a part of the
connection which is not determined by the Galilean structure. At present then, Z∞
comes naturally equipped with all Newtonian gravitational forces g(x). The next
section will be devoted to a natural twistor-theoretic way of fixing φi.
Coriolis forces
No generalised Coriolis forces have been constructed in theorem 3.1.5; in four dimen-
sions these do not form part of the global {σ} and so if they are to be constructed at all
then they must be either via a special class of Kodaira deformation or via some entirely
different method. In section 3.1.3 we will examine a construction which, whilst less sat-
isfying aesthetically, can induce the required data onM to include generalised Coriolis
forces.
3.1.2.3 Fixing connections: Gibbons-Hawking revisited
In order to make use of the family of connections naturally induced on Z∞ we must
decide upon a way to fix a preferred {σ}. It turns out that the Newtonian limit of a
certain Gibbons-Hawking ansatz provides a natural way to do this.
Theorem 3.1.6. [22]
Let Zc → P1 be the twistor space with patching
Tˆ = T − (cλ)−1Q− c−3g (Q, λ)
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Qˆ = λ−2Q ,
where g represents a cohomology class in Hˇ1
(O(2),OO(2)).
1. The moduli spaceM is Gibbons-Hawking;
g =
1
V
(
cdt+ c−2A
)2
+ V
(
dx2 + dy2 + dz2
)
with potential
V = 1 + c−2W
where W is the (harmonic) minitwistor transform of g, and where A is determined up to
gauge equivalence by dW = ?3dA.
2. Taking the limit c → ∞ yields a Newton-Cartan spacetime with the standard Galilean
(h, θ) given by (3.1.19) and with a connection ∇ whose only non-vanishing components
are
Γitt =
1
2
hij∂jW. (3.1.33)
3. The calculation of {σ}c for Zc yields a 0-cochain which survives the c → ∞ limit and
can be used to fix the Newtonian 0-cochain. The resulting {σ}∞ is naturally determined
entirely by the Ward transform of a line bundle E → Z∞.
Proof
The proof of part one is a straightforward application of theorem 3.1.4. Simply take
f = − (cλ)−1Q− c−3g (Q, λ)
in (3.1.20) and calculate
V =
1
2pii
˛
Γ
{
− (cλ)−1 − c−3 ∂g
∂Q
|
}
dλ = −c (1 + c−2W)
⇒ [g] = 1
1 + c−2W
(
cdt+ c−2A
)2
+
(
1 + c−2W
) (
dx2 + dy2 + dz2
)
. (3.1.34)
The global data fixes g to be the representative displayed in (3.1.34).
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For the second part with simply calculate the Levi-Civita connection of g and then take
the Newtonian limit of the triple
(
gab, g
ab,Γabc
)
. For the sake of brevity we omit the pre-
limit Christoffel symbols and proceed to take the limits.
lim
c→∞
(
c−2g
)→ dt2
and so we identify θ = dt. Similarly we have
lim
c→∞
(
g−1
)→ ∂
∂x
 ∂
∂x
+
∂
∂y
 ∂
∂y
+
∂
∂z
 ∂
∂z
,
so we identify the Newton-Cartan metric.
All components of the connection are finite or zero in theNewtonian limit, a fact guaran-
teed by a theorem of Künzle [52], which requires that the leading order term in g (i.e. the
part of order c2) be the tensor-square of a hypersurface-orthogonal one-form in the limit.
The only non-vanishing parts of the connection are the Christoffel symbols (3.1.33).
For the third part we must solve the splitting problem (2.4.10) with
FTµν =
0 0
0 −c−3 ∂2g
∂Q2
|
 FQµν =
0 0
0 0

and
Fµν =
1 − (cλ)−1 − c−3 ∂g∂Q |
0 λ−2
 .
This is possible without the introduction of new ideas, but difficult. The equations to be
solved for {σ}c are
1
c3
∂2g
∂Q2
| = σˆTQQλ−4 − 2σˆTQTλ−2
(
1
cλ
+
1
c3
∂g
∂Q
|
)
+ σˆTTT
(
1
cλ
+
1
c3
∂g
∂Q
|
)2
− σTQQ +
(
1
cλ
+
1
c3
∂g
∂Q
|
)
σQQQ ; (3.1.35)
0 = −σˆTQTλ−2 + σˆTTT
(
1
cλ
+
1
c3
∂g
∂Q
|
)
+ σTQT −
(
1
cλ
+
1
c3
∂g
∂Q
|
)
σQQT ; (3.1.36)
0 = −σˆTTT + σTTT −
(
1
cλ
+
1
c3
∂g
∂Q
|
)
σQTT ; (3.1.37)
0 = −σˆQTT + λ−2σQTT ; (3.1.38)
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0 = −σˆQTQλ−2 + σˆQTT
(
1
cλ
+
1
c3
∂g
∂Q
|
)
+ λ−2σQTQ ; (3.1.39)
and 0 = −σˆQQQλ−4+2σˆQTQλ−2
(
1
cλ
+
1
c3
∂g
∂Q
|
)
−σˆQTT
(
1
cλ
+
1
c3
∂g
∂Q
|
)2
+λ−2σQQQ . (3.1.40)
Sparing the reader some arduous steps, the (abridged) solution of (3.1.35-3.1.40) can be
written as
σQττ =
1
2pii
˛
Γ
(λ− ξ)2
(
∂2g
∂Q2
|(xa, ξ)
)
dξ +O
(
1
c
)
(3.1.41)
and all other σABC = O
(
1
c
)
, (3.1.42)
where Γ is a contour enclosing ξ = 0 and ξ = λ. Thus one finds that the only parts of {σ}c
which don’t vanish in the Newtonian limit are σQττ and σˆQττ , constituting a global section
ofO(2) and giving rise to a non-zero Γitt via the construction above. This provides a way
of fixing the Newtonian 0-cochain {σ}∞: we simply identify it with the c → ∞ limit of
the Gibbons-Hawking 0-cochain.
{σ}∞ = lim
c→∞
[{σ}c ] . (3.1.43)
The integral in (3.1.41) has the effect of pulling out the parts of ∂2g
∂Q2
| at orders λ−1, λ−2,
and λ−3. These are the parts of ∂2g
∂Q2
| which represent a 1-cocycle of O(−4); our global
section of O(2) arises from a cohomology class in Hˇ1 (P1,O(−4)), an instance of Serre
duality.
Moreover, the class in Hˇ1 (P1,O(−4)) is always the the restriction to twistor curves of a
second derivative of a function representing a class in Hˇ1 (Z∞,OZ∞). Thus we conclude
that the limiting procedure fixes {σ}∞ to be determined entirely by a cohomology class
g ∈ Hˇ1 (Z∞,OZ∞), via the Ward transform of its associated line bundle
E → Z∞.
This fixes the Newtonian potential, via {σ}∞, to be given by the minitwistor transform
of g, making it naturally harmonic.

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In light of theorem 3.1.6 it makes sense to state that a Newtonian twistor space is a pair
(Z∞, E) consisting of a complex three-fold Z∞ containing a four-parameter family of
rational curves with normal bundle O ⊕ O(2) and a line bundle E → Z∞ trivial when
restricted to the rational curves, since this data is what is obtained from the c→∞ limit
of Gibbons-Hawking twistor spaces. Schematically we can thus describe the Newtonian
limit on both sides of the twistor correspondence:
Spacetime (g) 7→ ((h, θ) , ∇)
Twistor Space (N = O(1)⊕O(1)) 7→ (N = O ⊕O(2) , E) .
The twistor data surviving the limit pleasingly mirrors what occurs on the spacetime
side of the correspondence.
3.1.2.4 The Ξ-connection for O ⊕O(2)
It is tangentially interesting to calculate the larger family of torsion-free connections
called the Ξ-connection. The construction of section 2.4.1 in this straightforward case
amounts to taking a global section
χµν a ∈ Hˇ0
(
F |x, Nx ⊗N∗x ⊗ Λ1x (M)
)
per point x ∈M and extracting the connection Γabc from
Γabc∂aw
µ| = ∂b∂cwµ|+ χµν b∂cwν |+ χµν c∂bwν |.
For Z = O ⊕O(2) we have
Nx ⊗N∗x =
 O O(−2)
O(2) O

so the most general χµν a is
χTT a = Aa χ
T
Qa = 0 χ
Q
Qa = Ea
χQT a = Ba + λCa + λ
2Da
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for five arbitrary one-forms (Aa, Ba, Ca, Da, Ea) onM . One can then read off the connec-
tion components;
Γttt = 2At Γ
t
it = Ai Γ
t
ij = 0
Γξtt = 2Dt Γ
z
tt = −Ct Γξ˜tt = −2Bt
Γξjt = Dj + Etδ
ξ
j Γ
z
jt = −
1
2
Cj + Etδ
z
j Γ
ξ˜
jt = −Bj + Etδξ˜j
Γijk = Ejδ
i
k + Ekδ
i
j.
The connection can therefore be any connection provided that Γtij = 0 and that the spa-
tial sector is that of a flat projective structure in three dimensions. Note that this includes
all generalised Coriolis forces.
3.1.3 Vector bundles on twistor space
Via the Penrose-Ward correspondence (see [21]) one can equip twistor spaceswith vector
bundles which are trivial when restricted to twistor lines and find that the spacetimes
are then naturally equipped with ASD gauge fields. In the case of a line bundle this is
completely equivalent to a procedure called the twisted photon, in which a non-projective
twistor space is deformed by a Maxwell field whilst leaving the projective twistor space
untouched [80].
3.1.3.1 The twisted corpuscle
Wewill briefly consider first the Penrose case. The (projective) twistor space Z = O(1)⊕
O(1) can be constructed as a quotient of the non-projective twistor space C4 → C2, a
rank-two (trivial) vector bundle on C2, by the homogeneity operator
Υ = ωA
∂
∂ωA
+ piA′
∂
∂piA′
.
Ward showed (see, for example, [80]) how to deform the non-projective twistor space
whilst leavingZ untouched; one starts with the homogeneous Lax pair (3.1.16) and adds
(a priori) any multiple of piA′ ∂∂piA′ , so that we work, in the flat case, with
L˜ΦA = L˜A + ΦAB′piB
′
piA′
∂
∂piA′
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where ΦAA′ (xa) are four functions onM . The inhomogeneous twistor functions are then
the same as in the undeformed case. The Frobenius integrability condition then requires
that
∂A(A
′
Φ
B′)
A = 0 (3.1.44)
(where ∂AA′ = ∂∂xAA′ and indices are raised and lowered with  and 
′). Equation (3.1.44)
then implies that ΦAA′ is a potential for an ASD Maxwell field
φAB = ∂
A′
A ΦBA′ .
Thus one canharbour an electromagnetic field by “twisting-up” the non-projective twistor
space; this procedure is called the twisted photon construction.
In the Newtonian setting a similar procedure makes sense: we add a multiple of piA′ ∂∂piA′
to the homogeneous Lax pair in the language of the primedNewtonian spinors of section
3.1.1.2.
L˜A′ = piB′ ∂
∂x(A′B′)
+ ΦA′B′pi
B′piC
′ ∂
∂piC′
.
Integrability now requires that
ΦA′B′ =
 A0′0′ 12 (A0′1′ + V )
1
2
(A0′1′ − V ) A1′1′
 (3.1.45)
obey the Abelian monopole equation dV = ?3dA, where AA′B′ = A(A′B′), meaning that
V must be harmonic. We note that this is the required data for fixing the 0-cochain
of theorem 3.1.5, and we call this variant on the twisted photon the twisted corpuscle,
recalling Newton’s name for a particle of light.
The twisted photon (and corpuscle) are entirely equivalent to taking the Ward trans-
form [80, 78] of a line bundle on the (Newtonian) twistor space which is trivial (i.e. has
isomorphism class O → P1) when restricted to twistor lines.
More generallyWard considered equippingZ = O(1)⊕O(1)with a rank-k vector bundle
E → Z such that E|Xx = O⊕ ...⊕O. The space of global sections of E|Xx defines point-
wise a trivial rank-k bundle over M , and the patching gives rise to a way of defining a
covariant derivative on that trivial bundle on M . The pleasing result of [78] is that the
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connection associated to the covariant derivative is automatically an ASD Yang-Mills
field, giving the construction enormous application in the field of integrability. (See [55]
for further details.)
3.1.3.2 Sparling bundles
Instead of bundles E → Z which are trivial when restricted to (relativistic) twistor lines
Sparling considered in [74] vector bundles which have an isomorphism class other than
O ⊕ ...⊕O when restricted to twistor lines. Here we will discuss the case of a rank-two
vector bundle E on the Newtonian twistor space Z∞ = O ⊕O(2) whose restriction to a
twistor lines X is
E|Xx = O(n)⊕O(m). (3.1.46)
A rank-two vector bundle on Z∞ is characterised by a patching relationψˆ
φˆ
 =
fmm fmn
fnm fnn
ψ
φ

on U ∩ Uˆ , where
(
ψˆ, φˆ, ψ, φ
)
are homogeneous fibre coordinates and where
E =
fmm fmn
fnm fnn

is a patching matrix of four functions fij (of weight i − j) representing cohomology
classes in Hˇ1
(
Z∞,O (i− j)PT∞
)
. Then the property (3.1.46) is realised if
E|Xx = HˆH−1
for holomorphic maps
H : U → GL(2,C) and Hˆ : Uˆ → GL(2,C)
whose matrix entries have homogeneous weights.
Just like with the Ward transform we define a trivial vector bundle V (of rank n+m+ 2
for n,m ≥ 0) onM fibrewise by
V|x = Hˇ0
(
P1, E|Xx
)
.
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Taking
ψ
φ
 ∈ C2 at some point xwe then have a global section
Ψx = H
−1
ψ
φ
 (3.1.47)
of E|Xx per
ψ
φ
. These extend across alpha-surfaces and define a connection on V by
the requirement that the sections (3.1.47) be covariantly constant on alpha surfaces. The
connection arising in this way is given by
piB
′
AA′B′ (x, piC′) = H
−1LA′H ,
which itself possesses weighted matrix entries (which is different to the case of a Ward
transform) giving rise to connection fields in each coefficient. (We take xA′B′ to be the
four coordinates onM using the language of the Newtonian spinor indices from section
3.1.1.2 and LA′ is the weight-one Newtonian Lax pair.)
Example
Now consider taking n = 0 andm = 2. We then have that H has matrix entriesu0 u−2
v0 v−2
 taking values in
O O(−2)
O O(−2)

and H−1LA′H has entries
1
u0v−2 − u−2v0
v−2LA′u0 − u−2LA′v0 v−2LA′u−2 − u−2LA′v−2
u0LA′v0 − v0LA′u0 u0LA′v−2 − v0LA′u−2
 (3.1.48)
taking values in O(1) O(−1)
O(3) O(1)
 .
Thus (3.1.48) gives rise to spacetime fields as ΦA′B′ (x) piB′ 0
γA′B′C′D′pi
B′piC
′
piD
′
ΨA′B′pi
B′
 .
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Fields constructed in this way obey zero-rest-mass field equations automatically, and in
particular we note that ΦA′B′ and ΨA′B′ constitute a pair of Abelian monopoles (3.1.45).
(We can use these, if desired, as an alternative (and somewhat ad hoc) way of construct-
ing a connection, since we recall that Newton-Cartan connections depend upon two har-
monic functions.)
3.2 Newtonian twistor theory in three dimensions
There has been considerable recent interest in the application of three-dimensionalNewton-
Cartan geometry to non-relativistic field theory [73, 2, 6, 10]. The twistor theory of com-
plexified three-dimensional manifolds with non-degenerate metrics is calledminitwistor
theory and is well-understood [42]. In this section we will consider the twistor theory
of three-dimensional Newton-Cartan manifolds. The relevant twistor spaces are three-
dimensional and will be characterised by the normal bundle to twistor lines Xx being
Nx = O ⊕O(1).
Families of rational curves with normal bundles isomorphic toO⊕O(1) have been con-
sidered in [38], where it is described that the tangent spaces of the three-dimensional
moduli space come equipped with preferred one-parameter families of null rays. As we
shall see below, this makes the isomorphism class O ⊕ O(1) well-suited to describing
Newton-Cartan structures in three dimensions.
It is straightforward to see that
Hˇ1
(
P1, Nx
)
= 0 and Hˇ0
(
P1, Nx
)
= C3
and so a three-dimensional moduli space is feasible. Additionally
Hˇ1
(
P1, Nx ⊗N∗x
)
= 0 and Hˇ0
(
P1, Nx ⊗N∗x
)
= C4
so that the isomorphism class is stable; the Ξ-connection always exists and always de-
pends on four arbitrary one-forms. Finally we see that
Hˇ1
(
P1, Nx ⊗ (N∗x N∗x)
)
= C and Hˇ0
(
P1, Nx ⊗ (N∗x N∗x)
)
= C4
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so that the Λ-connection fails to exist for some Kodaira deformations, and when it does
exist it is not unique, depending on four arbitrary functions. The case in which the Λ-
connection fails to exist is when the deformation introduces torsion.
We’ll begin by considering the undeformed case Z = O ⊕ O(1). After calculating the
canonical connections and the Galilean structure we will then proceed to deform Z.
3.2.1 The flat model
In this section we’ll discuss the canonical geometry induced on the moduli space of
global sections of Z = O ⊕O(1). The patching is
Tˆ = T Ωˆ = λ−1Ω
and λˆ = λ−1 as usual for the base P1. The global sections are
wµ| =
T |
Ω|
 =
 t
y + zλ

for xa = (t, y, z) ∈ C3 = M . (Recall that a vertical slash indicates the restriction to rational
curves.) We’ll also wish to use homogeneous coordinates [piA′ ] on the base and ω for the
O(1) fibre, writing
ω| = xA′piA′
for the global sections.
Theorem 3.2.1. [41]
Let Z = O ⊕ O(1) with global sections Xx. The moduli space M 3 x of these rational curves
is a complex three-dimensional manifold equipped with a family of Newton-Cartan structures
parametrised by three arbitrary functions onM and an element of GL (2,C).
Two of these functions determine the gravitational field; the other is a conformal factor
for the Galilean metric. The connection is the Λ-connection of section 2.4.3.
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Proof
To begin we will construct the frame induced onM using theorem 2.3.1, which is done
by splitting the patching F for the normal bundle; we must solve1 0
0 λ−1
H = Hˆ
1 0
0 λ−1

for
H =
h1 h2
h3 h4
 and Hˆ =
hˆ1 hˆ2
hˆ3 hˆ4

as holomorphic maps from U and Uˆ to GL(2,C). This amounts to the four individual
splitting problems
hˆ1 = h1 hˆ2 = λh2
hˆ3 = λ
−1h3 hˆ4 = h4
whose general solution is
H =
 m 0
a0 + a1λ k

for four arbitrary holomorphic functions (m, k, a0, a1) onM constrained only by m 6= 0
and k 6= 0. The frame section can then be read off from v = H−1dw|, giving us a clock
θ = m−1dt (3.2.1)
and spatial one-forms
e0
′
= k−1
(
dx0
′ −m−1a1dt
)
e1
′
= k−1
(
dx1
′ −m−1a0dt
)
.
We thus have arrived at a natural decomposition of the tangent bundle: TM = C⊕ S′.
To proceed further we must calculate the Λ-connection on M as described in section
2.4.3. The splitting problem to be solved is
0 = −σˆµνρFναFρβ + Fµνσναβ
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for a 0-cochain {σ} valued inNx⊗ (N∗x N∗x) on each twistor lineXx, which amounts to
σˆTTT = σ
T
TT σˆ
T
TΩ = λσ
T
TΩ σˆ
T
ΩΩ = λ
2σTΩΩ
σˆΩTT = λ
−1σΩTT σˆ
Ω
TΩ = σ
Ω
TΩ σˆ
Ω
ΩΩ = λσ
Ω
ΩΩ
and so
σTTT = Σ σ
T
TQ = 0
σTΩΩ = 0 σ
Ω
TT = φ0 + λφ1
σΩTΩ = χ σ
Ω
ΩΩ = 0
for any four functions (Σ, χ, φ0, φ1) onM . The connection symbols are then
Γttt = Σ Γ
t
it = 0 Γ
t
ij = 0
Γytt = φ0 Γ
z
tt = φ1
Γyyt = χ Γ
y
zt = 0 Γ
z
yt = 0 Γ
z
zt = χ
Γijk = 0.
The result is that the moduli space comes equipped with a family of connections con-
taining gravitational forces (described by the functions φ0 and φ1).
The connection allows us to restrict the clock (3.2.1) by imposing ∇θ = 0, which tells us
that
Σ = −∂t lnm
and
∂A′m = 0 ,
so thatm is a function of t alone. Given thatm is now just a non-vanishing function of t,
we see that (3.2.1) is a standard Newton-Cartan clock, where the function m just allows
for diffeomorphisms of the time axis, with Σ ensuring that upon such diffeomorphisms
the clock remains parallel.
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To complete the proof we must construct a family of Newton-Cartan metrics. The data
already induced defines ametric as follows, by requiring the usual conditions h (θ, ) = 0
and ∇h = 0. These imply that we must have hat = 0 and that hij obeys
∂th
ij + 2χhij = 0
and
∂kh
ij = 0.
We deduce that hij must be any element of GL (2,C) multiplied by an arbitrary non-
vanishing function of t, and we also have that χ = χ (t) only. Constant non-degenerate
two-by-two metrics are all equal up to (restricted) diffeomorphisms
y 7→ αy + βz z 7→ γy + δz
for
α β
γ δ
 ∈ GL (2,C), so we are free to take any suchmember h˜ij as ourmetric, giving
us
hij = κ (t) h˜ij
where
κ = exp
{
−2
ˆ
χdt
}
is non-vanishing and determined by the arbitrary function χ.
Thuswehave a family ofGalilean structures (h, θ) and a family of connections∇ spanned
by a choice of three arbitrary functions, two describing gravitational forces and one (non-
vanishing) specifying a conformal factor.

To fix a specific gravitational sector for the Newton-Cartan manifold we require, as in
[22], some additional data on Z. The following theorem provides one way of specifying
this data.
Theorem 3.2.2. [41]
Equip Z = O ⊕ O(1) with a 1-cocycle taking values in its canonical bundle K → Z. This
induces a preferred global section of O(1) which can be used to fix a complex Newton-Cartan
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structure out of the complex Newton-Cartan structure of theorem 3.2.1, where the gravitational
sector is locally of the form Γitt = gi for g divergence-free and determined uniquely by f .
Proof
A simple calculation shows that K = O(−3)Z , and so a 1-cocycle is represented by a
function f of weight minus three in homogeneous coordinates, and provides a (Serre-
dual) global section of O(1) by
φA′ (x) =
1
2pii
˛
Γ
piA′f (T |, ω|, piB′) pi · dpi
where ω| = xA′piA′ = ypi1′ + zpi0′ . We have
∂
∂xA′
φA
′
= 0
automatically. Taking this to fix σΩTT we have
ΓA
′
tt ∂A′ω| = φA
′
piA′
and so
Γytt = φ
1′ Γztt = φ
0′ .
Thus the gravitational sector is fixed to be a unique divergence-free g given by the global
φA
′ .

We note that the divergence-free condition ensures that the Newton-Cartan spacetime
is vacuum according to the field equations (2.6.1).
Torsion-free Ξ-connection
Theorem 3.2.1 employed the Λ-connection because it is the most powerful construction
available in terms of constraining the moduli space geometry. It is interesting, however,
to consider the Ξ-connection also so as to compare the flat model of theorem 3.2.1 with
the torsion-inducing deformations of theorem 3.2.3 where the torsion Ξ-connection is
the only connection available.
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Here we’ll calculate the canonical torsion-free Ξ-connection for Z = O ⊕ O(1). The
calculation is straightforward; since ∂aFµν = 0 one must solve
0 = −χˆµν aFνρ + Fµνχνρ a
for the most general 0-cochain {χµν a} of Nx ⊗N∗x ⊗ Λ1x (M) for each x ∈M , where
Fµν =
1 0
0 λ−1
 .
This becomes the four individual splitting problems given by
χˆTT a = χ
T
T a χˆ
T
Ω a = λχ
T
Ω a
χˆΩT a = λ
−1χΩT a χˆ
Ω
Ω a = χ
Ω
Ω a ,
which have the general solution
χTT a = Ca χ
T
Ω a = 0
χΩT a = A
0
a + λA
1
a χ
Ω
Ω a = Ba
for arbitrary one-forms (A,B,C, κ) onM . We then read-off the connection from
Γabc∂aw
µ| = ∂b∂cwµ|+ χµν b∂cwν |+ χµν c∂bwν |
which here leads to
Γttt = 2Ct Γ
t
it = Ci Γ
t
ij = 0
Γytt = A
0
t Γ
z
tt = A
1
t
Γyyt = A
0
y +Bt Γ
y
zt = A
0
z Γ
z
zt = A
1
z +Bt Γ
z
yt = A
1
y
Γkij = 2B(iδ
k
j).
Thus the Ξ-connection comprises all connections which have Γtij = 0 and have flat pro-
jective structures as their spatial sectors. Compatibilitywith the (closed) clock θ = m−1dt
then imposes
Γtab = δ
t
am∂b
(
m−1
)
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so (recalling that the connection is torsion-free) one must put Ci = 0 and
Ct =
1
2
m∂t
(
m−1
)
.
The remaining freedom in (Γcab, θa) is then given by three one-forms andone non-vanishing
function on the time axis.
3.2.2 Deformations and torsion
A natural next step is to consider deforming the complex structure of Z = O⊕O(1), and
a case of interest is when we write O ⊕ O(1) as a trivial affine line bundle on O(1) and
then deform the patching for the affine line bundle so that we have
Tˆ = T + f (Ω, λ) (3.2.2)
Ωˆ = λ−1Ω
as the patching for Z → O(1) → P1. The analogous deformation in four-dimensional
Newtonian twistor theory [22] leads to a jump in the isomorphism class of the normal
bundle to every3 twistor line from O ⊕ O(2) to O(1) ⊕ O(1). In the three-dimensional
case this cannot be what occurs, because the isomorphism class of the normal bundle is
stable.
The deformation leading to (3.2.2), when restricted to twistor lines, corresponds exactly
to the part of Nx ⊗ (N∗x N∗x) which causes Hˇ1 (P1, Nx ⊗ (N∗x N∗x)) to fail to vanish.
Thus we expect something to go wrong with the torsion-free affine connection onM ; in
fact what happens is that the connection fails to be torsion-free.
Theorem 3.2.3. [41]
LetZ be the total space of an affine line bundle onO(1) with trivial underlying translation bundle
whose patching is
Tˆ = T + f
3Almost every twistor line; see section 3.2.3.
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where f represents a cohomology class in Hˇ1
(O(1),OO(1)). The three-parameter family of global
sections Xx have normal bundle Xx = O ⊕ O(1) and the moduli space M of those sections is
a complex three-dimensional manifold equipped with a family of torsional Newton-Cartan struc-
tures parametrised by two arbitrary one-forms on M , two functions on M , and an element of
GL (2,C).
Proof
The proof will proceed in stages.
1. Using theorem 2.3.1 we will construct a clock one-form θ onM depending on one
non-vanishing functionm onM ; this clock will not be closed, meaning that it can-
not be made compatible with a torsion-free connection.
2. We will then construct the torsion Ξ-connection described in section 2.4.2; its con-
nection symbols will depend on four arbitrary one-forms (A0, A1, B, C) onM .
3. Imposing ∇θ = 0 for the torsion Ξ-connection is then possible, and results in the
fixing of C.
4. The remaining piece of data, the Newton-Cartanmetric h, will then be constructed
by imposing h (θ, ) = 0 and ∇h = 0. This restricts the remaining one-forms by a
closure condition and determines the metric up to a choice of constant two-by-two
non-degenerate matrix h˜.
To begin we must construct the twistor functions by finding the global sections of Z →
P1, as these are required for theorem 2.3.1. It’ll be useful to expand the representative f
when restricted to sections of O(1). For Ω| = y + zλ (with y and z coordinates onM ) we
can write
f (Ω|, λ) =
∞∑
n=−∞
γnλ
n
where γn (y, z) are functions one can extract via integration. (Recall that f (Ω|, λ) is a
function on the annulus U ∩ Uˆ .)
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We then have
Tˆ = T +
∞∑
n=−∞
γnλ
n
and so the twistor functions are
T | = t−
∞∑
n=1
γnλ
n Tˆ | = t+
0∑
n=−∞
γnλ
n
where we have chosen to put the γ0 term into Tˆ | (without loss of generality: we could
always effect the diffeomorphism t 7→ t− γ0). Stage one of the proof is then to use these
twistor functions to calculate a frame section via theorem 2.3.1. This involves solving the
splitting problem 1 ∂f∂Ω |
0 λ−1
h1 h2
h3 h4
 =
hˆ1 hˆ2
hˆ3 hˆ4
1 0
0 λ−1

where as usual
H =
h1 h2
h3 h4
 and Hˆ =
hˆ1 hˆ2
hˆ3 hˆ4

constitute holomorphic maps to GL (2,C) from U and Uˆ respectively for each global
section Xx. Expand the first derivative of f in a similar fashion to above, putting
∂f
∂Ω
| =
∞∑
n=−∞
φnλ
n (3.2.3)
for functions φn(y, z). We then have
hˆ3 = λ
−1h3 ⇒ h3 = a+ bλ
and
hˆ4 = h4 ⇒ h4 = e
for functions (a, b, e) onM . The other two components of the splitting problem are then
hˆ2 = λh2 + λ
( ∞∑
n=−∞
φnλ
n
)
e
⇒ h2 = −e
∞∑
n=0
φnλ
n
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and
hˆ1 = h1 +
( ∞∑
n=−∞
φnλ
n
)
(a+ bλ)
⇒ h1 = m−
( ∞∑
n=0
φnλ
n
)
(a+ bλ)
wherem is a new function onM parametrising the non-uniqueness in the splitting. We
have detH = em so we must impose e 6= 0 andm 6= 0. The frame section is then
v = H−1
dT |
dΩ|
 = 1
em
 e e∑∞n=0 φnλn
− (a+ bλ) m− (∑∞n=0 φnλn) (a+ bλ)
dt−∑∞n=1 dγnλn
dy + λdz

⇒ v = 1
em
 e (dt+ φ0dy)
m (dy + λdz)− (a+ bλ) (dt+ φ0dy)

and the clock can be read off:
θ = m−1 (dt+ φ0dy) . (3.2.4)
Recall that φ0 = φ0 (y, z) and so for any choice of m 6= 0 we have that dθ 6= 0 (provided
that dφ0 ∧ dy 6= 0 which is generically true), suggesting that the moduli space possesses
Newton-Cartan torsion. The clock (3.2.4) cannot be made compatible with any torsion-
free connection as we must have
∇bθa = ∂bθa − Γcabθc = 0
⇒ Γtab = m∂bθa − Γyabφ0. (3.2.5)
If Γcab were torsion-free then skew-symmetrising over ab in (3.2.5) would give dθ = 0.
In stage two of the proof we construct the torsion Ξ-connection of section 2.4.2 with
respect to which the clock can be made parallel. We must solve the splitting problem
∂bFµν = −ρˆµα bFαν + Fµβρβν b. (3.2.6)
in the case
∂bFµν = ∂b
1 ∂f∂Ω |
0 λ−1
 =
0 ∂2f∂Ω2 | (δyb + δzbλ)
0 0
 .
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Equation (3.2.6) constitutes four coupled splitting problems; we must find the global
sections of the following four patchings:
ρˆTT b = ρ
T
T b +
∂f
∂Ω
|ρΩT b ; (3.2.7)
ρˆTΩ b = λρ
T
Ω b + λ
∂f
∂Ω
| (ρΩΩ b − ρˆTT b)− λ∂2f∂Ω2 | (δyb + δzbλ) ; (3.2.8)
ρˆΩT b = λ
−1ρΩT b ; (3.2.9)
ρˆΩΩ b = ρ
Ω
Ω b − λρˆΩT b
∂f
∂Ω
| . (3.2.10)
Equations (3.2.7), (3.2.9), and (3.2.10) are immediately tractable if we again make use of
the expansion (3.2.3). Their most general global sections are given by
ρΩT b = A
0
b + A
1
bλ ρˆ
Ω
T b = λˆA
0
b + A
1
b
ρTT b = Cb −
∞∑
n=0
φnλ
nA0b −
∞∑
n=−1
φnλ
n+1A1b
ρˆTT b = Cb +
∞∑
n=1
φ−nλˆnA0b +
∞∑
n=2
φ−nλˆn−1A1b
ρΩΩ b = Bb +
∞∑
n=1
φnλ
nA0b +
∞∑
n=0
φnλ
n+1A1b
ρˆΩΩ b = Bb −
∞∑
n=0
φ−nλˆnA0b −
∞∑
n=1
φ−nλˆn−1A1b
where (A0, A1, B, C) are arbitrary one-forms on M carrying the non-uniqueness in the
splitting. The remaining equation (3.2.8) is, after a little work, given by
ρˆTΩ b = λρ
T
Ω b +
∞∑
m=−∞
φmλ
m+1 (Bb − Cb)
+
∞∑
m=−∞
([ ∞∑
n=1
−
−1∑
n=−∞
]
φnφmλ
n+m+1A0b +
[ ∞∑
n=0
−
−2∑
n=−∞
]
φnφmλ
m+n+2A1b
)
− λ∂
2f
∂Ω2
| (δyb + δzbλ) .
This equation is the patching for an affine line bundle on P1 with underlying translation
bundle O(−1) (for each direction xb onM ) and hence always has a unique solution.
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If we expand the second derivative of f such that
∂2f
∂Ω2
| =
∞∑
m=−∞
ψmλ
m
then (after a calculation) we can write the solution to the splitting problem as
ρTΩ b = −
∞∑
m=0
φmλ
m (Bb − Cb)−
∞∑
k=1
λk−1Wk b +
∞∑
m=0
(δybψm + δ
z
bψm−1)λ
m
ρˆTΩ b =
∞∑
m=1
φ−mλˆm−1 (Bb − Cb) +
∞∑
k=0
λˆkW−k b −
∞∑
m=1
(
δybψ−m + δ
z
bψ−(m+1)
)
λˆm−1
where for convenience we define
Wk b =
∞∑
n=1
[
A0b (φnφk−1−n − φ−nφk−1+n) + A1b (φnφk−2−n − φ−nφk−2+n)
]
+ A1b (φ0φk−2 + φ−1φk−1) .
Having solved the splitting problem it is straightforward to extract Γcab from (2.4.9); we
have
Γcab
(
δtc −
∞∑
n=1
(∂cγn)λ
n
)
= −
∞∑
n=1
(∂a∂bγn)λ
n + ρTT b
(
δta −
∞∑
n=1
(∂aγn)λ
n
)
+ ρTΩ b (δ
y
a + δ
z
aλ)
and
Γcab (δ
y
c + δ
z
cλ) = ρ
Ω
T b
(
δta −
∞∑
n=1
(∂aγn)λ
n
)
+ ρΩΩ b (δ
y
a + δ
z
aλ)
from which we can read off
Γyab = δ
t
a
[
ρΩT b
]
0
+ δya
[
ρΩΩ b
]
0
Γzab = δ
t
a
[
ρΩT b
]
1
− (∂aγ1)
[
ρΩT b
]
0
+ δya
[
ρΩΩ b
]
1
+ δza
[
ρΩΩ b
]
0
Γtab = δ
t
a
[
ρTT b
]
0
+ δya
[
ρTΩ b
]
0
where we adopt the notation [ρµν b]n for the coefficient of λn in ρ
µ
ν b. The Christoffel sym-
bols hence can be written
Γyab = δ
t
aA
0
b + δ
y
aBb
Γzab = δ
t
aA
1
b + δ
y
aφ0A
1
b + δ
z
a
(
Bb − φ0A0b
)
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Γtab = δ
t
a
(
Cb − φ0A0b − φ−1A1b
)
+ δya
(−φ0 (Bb − Cb)− A1bφ0φ−1 + δybψ0 + δzbψ−1) .
This is the torsion Ξ-connection, a family of connections parametrised by four arbitrary
one-forms (A0, A1, B, C) onM which generically possess torsion arising from the second
derivative of f via the ψn terms in Γtab. For example,
Γt[yz] =
1
2
(−φ0 (Bz − Cz)− A1zφ0φ−1 + ψ−1)
cannot be set to zero by a global choice of (A0, A1, B, C) provided ψ−1 6= 0 and provided
φ0 has vanishing points, which is generically the case.
It is precisely the presence of this torsion which allows the above connection to be made
compatible with the clock (3.2.4) in stage three of the proof. To carry out this stage we
impose∇θ = 0 for the torsion Ξ-connection.
∇θ = 0 ⇒ Γtab = m∂bθa − Γyabφ0
which results in the one-form C being fixed to be
Cb = m∂b
(
m−1
)
+ φ−1A1b
which simplifies Γtab to
Γtab = δ
t
a
(
m∂b
(
m−1
)− φ0A0b)+ δya (φ0m∂b (m−1)− φ0Bb + δybψ0 + δzbψ−1) .
Thus the moduli space comes equipped with a family of compatible connections and
clocks with torsion parametrised by three arbitrary one-forms (A0, A1, B) and one non-
vanishing functionm.
In stage four the construction is completed with the calculation of a family of Newton-
Cartan metrics compatible with the connections and whose kernels are spanned by the
clock. The latter condition, h (θ, ) = 0, requires
hat + hayφ0 = 0 (3.2.11)
so it is only necessary to calculate the spatial components hij of the metric; one can al-
ways reconstruct the other components by factors of −φ0. Moving to the compatibility
with the connection,
∇h = 0 ⇒ ∂bhij + 2hij
(
Bb − φ0A0b
)
= 0. (3.2.12)
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The Frobenius theorem (see, for example, [21]) tells us that there exists a unique solution
hij
(
xb
)
for given initial data hij
(
xb0
)
iff the one-form B − φ0A0 is closed. Thus we may
henceforth consider A0 to be free and B to be constrained to be given by
B = φ0A
0 + dB (3.2.13)
for an arbitrary function B onM . (We assume the first De Rham cohomology of the rele-
vant domain inM is trivial; otherwise (3.2.13) is reduced to a local statement.) Equation
(3.2.12) then has solutions
hij = h˜ij exp
{
−2
ˆ (
Bb − φ0A0b
)
dxb
}
= h˜ij exp {−2B}
where h˜ij are constants, and for the purposes of constructing a metric we may choose
any h˜ij ∈ GL (2,C). Recall that the hat components can then be found from (3.2.11). The
final form of the connection is then
Γyab = δ
t
aA
0
b + δ
y
aφ0A
0
b + δ
y
a∂bB
Γzab = δ
t
aA
1
b + δ
y
aφ0A
1
b + δ
z
a∂bB
Γtab =
(
δta + δ
y
aφ0
) (
m∂b
(
m−1
)− φ0A0b)− δyaφ0∂bB + δyaδybψ0 + δyaδzbψ−1.
This completes the construction of the Newton-Cartan structures; the free data consists
of two one-forms (A0, A1), two functions (B,m) (subject tom 6= 0), and a choice of h˜ij ∈
GL (2,C). 
Note that, compared to the case of theorem 3.2.1, we have a larger family of Newton-
Cartan structures (depending on more arbitrary degrees of freedom). This is because
we had to use the torsion Ξ-connection rather than the more powerful torsion-free Λ-
connection. It would be pleasing to be able to construct an analogue of the Λ-connection
which allows torsion; we defer such prospects to future investigations.
3.2.3 On jumping hypersurfaces of Gibbons-Hawking manifolds
Weend this sectionwith a tangential result, inwhich three-dimensional torsionalNewton-
Cartan structures arise on certain hypersurfaces of Gibbons-Hawking manifolds. Recall
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that a Penrose twistor space is in the Gibbons-Hawking class if it admits a fibration over
O(2) [35, 77].
Theorem 3.2.4. [41]
Let Z → P1 be a twistor space in the Gibbons-Hawking class and let (M, g) be its associated
moduli space with
g = V −1 (dt+ A)2 + V
(
dz2 + dξdξ˜
)
where the Gibbons-Hawking potential V satisfies dV = ?3dA. On twistor lines satisfying V = 0
the normal bundle is O ⊕O(2) and the twistor-induced local geometry is that of a (generically-
torsional) (2 + 1)-dimensional Newton-Cartan spacetime, provided that the restriction to V = 0
of the flat three-metric dz2 + dξdξ˜ is of rank two.
Proof
Consider first the isomorphism class of the normal bundle to twistor lines. The patching
for the normal bundle is
F =
1 ∂f∂Q |
0 λ−2

and we can make an expansion
∂f
∂Q
| =
∞∑
n=−∞
γnλ
n.
(The intersection U ∩ Uˆ ⊂ P1 is an annulus so this is always possible.) The splitting
problem is 1 ∂f∂Q |
0 λ−2
h1 h2
h3 h4
 =
hˆ1 hˆ2
hˆ3 hˆ4
λm−2 0
0 λ−m
 (3.2.14)
and if there exists a holomorphic solution to this for some m on some line Xx then the
normal bundle to that line is O(2 − m) ⊕ O(m). We’re interested in the exact form of
H on the set of twistor lines described by V = 0, which is when γ−1 = 0 and where we
can solve the splitting problem for m = 2. Henceforth assume that ∂f
∂Q
| is restricted to
γ−1 = 0.
hˆ1 = h1 +
∂f
∂Q
|h3
96 CHAPTER 3. NEWTON-CARTAN KODAIRA FAMILIES
hˆ2 = λ
2h2 + λ
2 ∂f
∂Q
|h4
hˆ3 = λ
−2h3
hˆ4 = h4.
So
h4 = b0 h3 = a0 + a1λ+ a2λ
2
for four functions (a0, a1, a2, b0) onM and
h2 = −b0
∞∑
n=0
γnλ
n h1 = c0 − a0
∞∑
n=1
γnλ
n − a1
∞∑
n=0
γnλ
n+1 − a2
∞∑
n=0
γnλ
n+2.
Then
detH = det Hˆ = b0c0.
One can now set
a0 = a1 = a2 = 0
and
b0 = c0 = 1
to get a simple solution to (3.2.14). The twistor functions are
Q| = ξλ2 − 2zλ− ξ˜ for xi =
(
ξ, ξ˜, z
)
∈ C3
and
T | = t− h (xi, λ)
where
f | = h− hˆ
for h and hˆ holomorphic on U and Uˆ respectively.
Now let w =
T
Q
 and wˆ =
Tˆ
Qˆ
;
dwˆ| = Fdw|
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⇒ Hˆ−1dwˆ| =
1 0
0 λ−2
H−1dw|
is a global section of N ⊗ Λ1 (M) which determines the frame (θ, eA′B′) for the moduli
space.
H−1dw| =
1 ∑∞n=0 γnλn
0 1
 dt− dh
dξλ2 − 2dzλ− dξ˜

⇒
 θ
e0
′0′λ2 − 2e0′1′λ− e1′1′
 =
dt− dh+ (∑∞n=0 γnλn) [dξλ2 − 2dzλ− dξ˜]
dξλ2 − 2dzλ− dξ˜

Now consider
df | = dh− dhˆ = dQ|
∞∑
n=−∞
γnλ
n.
⇒ dh =
[
dξ
∞∑
n=0
γnλ
n+2 − 2dz
∞∑
n=0
γnλ
n+1 − dξ˜
∞∑
n=1
γnλ
n
]
+ α
[
γ−2dξ + γ0dξ˜
]
for any choice of α (parametrising howwe choose to share this term between dh and dhˆ).
The spatial part of the frame defines a conformal structure in the two remaining spatial
dimensions provided that the rank of the restriction of dz2 + dξdξ˜ to V = 0 is of rank
two, as required in the theorem.
We can now extract the clock:
θ = dt− αγ−2dξ − (1− α)γ0dξ˜ (3.2.15)
and the triad is the standard flat triad
(
dξ, dz, dξˆ
)
restricted to V = 0. Choose α = 1
2
for
definiteness. The torsion of the Newton-Cartan connection is determined by
dθ = −1
2
dγ−2 ∧ dξ − 1
2
dγ0 ∧ dξˆ
which does not generically vanish. 
Note that the torsion originates from A.
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3.3 Newtonian twistor theory in five dimensions
In five dimensions the twistor spaces will be four-dimensional, and the normal bundle
to twistor lines will generically be
Nx = O ⊕O(1)⊕O(1).
This is appropriate for a five-dimensional moduli space because
Hˇ0
(
P1, Nx
)
= C5
and in the following section we will show that in the flat model the moduli space comes
equipped with a Newton-Cartan structure.
As in three dimensions we have that
Hˇ1
(
P1, End (Nx)
)
= 0
so the isomorphism class is stable with respect to deformations of the complex structure
of the twistor space; the consequences of such deformations will be discussed in section
3.3.2.
3.3.1 The flat model
We’ll begin by constructing the geometry on the moduli space for the undeformed case
Z = O ⊕O(1)⊕O(1), equipped with its canonical Λ-connection.
Theorem 3.3.1. [41]
Let Z = O⊕O(1)⊕O(1). The induced geometry on the complex five-dimensional moduli space
M of global sections of Z → P1 is a family of Newton-Cartan structures (h, θ,∇), where the
connection components of ∇ depend upon a choice of one conformal factor and seven arbitrary
functions,
 four of which are the Newtonian gravitational force Γitt;
 and the remaining three of form an anti-self-dual spatial two-formWij describing Coriolis
forces.
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Proof
The normal bundle to twistor lines isNx = O⊕O(1)⊕O(1), which satisfies Hˇ1 (P1, Nx) =
0. By the Kodaira theorem 2.1.4 the moduli spaceM is a complex manifold, with dimen-
sion dimHˇ0 (P1, Nx) = 5.
To construct the conformal Galilean structure (h, θ) we first find the twistor lines explic-
itly. In homogeneous coordinates the patching is
Tˆ = T (weight zero)
and
ωˆA = ωA (weight one),
with twistor lines
T | = t and ωA| = xAA′piA′
for coordinates
(
t, xAA
′) onM . To find the frame (via theorem 2.3.1) we need to solve
1 0 0
0 λ−1 0
0 0 λ−1


h1 h2 h3
h4 h5 h6
h7 h8 h9
 =

hˆ1 hˆ2 hˆ3
hˆ4 hˆ5 hˆ6
hˆ7 hˆ8 hˆ9


1 0 0
0 λ−1 0
0 0 λ−1
 .
for the most general
H : U → GL (3,C) and Hˆ : Uˆ → GL (3,C) .
The solution is
H−1 =

1
m
0 0
1
mk
∑1
p=0 (k2bp − k4ap)λp k4k −k2k
1
mk
∑1
p=0 (k3ap − k1bp)λp −k3k k1k
 .
for nine arbitrary functions (m, a0, a1, b0, b1, k1, k2, k3, k4) on M which must be chosen
such thatm 6= 0 and k := (k1k4 − k2k3) 6= 0 anywhere. These functions will parametrise
the family of induced structures on the moduli space. The frame section is therefore
given by
v =

1
m
0 0
1
mk
∑1
p=0 (k2bp − k4ap)λp k4k −k2k
1
mk
∑1
p=0 (k3ap − k1bp)λp −k3k k1k


dt
dx01
′
+ dx00
′
λ
dx11
′
+ dx10
′
λ

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from which we can read off the frame
θ = m−1 dt
e00
′
=
k4
k
dx00
′ − k2
k
dx10
′
+
1
mk
(k2b1 − k4a1) dt
e01
′
=
k4
k
dx01
′ − k2
k
dx11
′
+
1
mk
(k2b0 − k4a0) dt
e10
′
= −k3
k
dx00
′
+
k1
k
dx10
′
+
1
mk
(k3a1 − k1b1) dt
e11
′
= −k3
k
dx01
′
+
k1
k
dx11
′
+
1
mk
(k3a0 − k1b0) dt ,
leading to the natural decomposition of the tangent bundle
TM = C⊕ (S⊗ S′) .
The clock is therefore θ = m−1 dt, and the covariant metric is
h−1 = ABA′B′eAA
′ ⊗ eBB′
⇒ h−1 = k−1
(
dx00
′
dx11
′ − dx10′dx01′
)
+m−1k−1dt
(
−b0dx00′ + b1dx01′ + a0dx10′ − a1dx11′
)
+m−2k−1 (a1b0 − a0b1) dt2
Themetric is rank-four, as onewould expect for a five-dimensionalNewton-Cartan space-
time. The contravariant metric is obtained as the projective inverse in the following way.
First find a vector U such that
θ(U) = 1 and h−1(U, ) = 0 ,
which uniquely determines
U = m∂t + b0∂11′ + b1∂10′ + a0∂01′ + a1∂00′ .
The contravariant metric h is then the unique solution to
habhbc = δ
a
c − Uaθc and h(θ, ) = 0 ,
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which determines
h = k−1ABA
′B′ ∂
∂xAA′
⊗ ∂
∂xBB′
.
Thuswe have a Galilean structure (M,h, θ) depending on arbitrary functions. (We could
also equivalently have used themore traditional twistor theorymethod of calculating the
null vectors from the twistor functions as was done for the case of four dimensions in
[22].)
It only remains to calculate the physical induced connection, i.e. we must construct the
Λ-connection. Denote by
wˆµ =
 Tˆ
ωˆA/pi0′
 and wµ =
 T
ωA/pi1′
 (3.3.1)
column vectors of inhomogeneous twistor coordinates on the fibres, and for ease of no-
tation set
xAA
′
= xi =
v u
y x
 . (3.3.2)
Following the discussion in section 2.4.3 the construction of ∇ occurs in two stages, the
first being the solution of the splitting problem
Fµνρ = −σˆµαβFανFβρ + Fµγσγνρ (3.3.3)
for a 0-cochain {σ} of N ⊗ (N∗ N∗)→ P1, where
Fαν =
∂wˆα
∂wν
| and Fµνρ =
∂2wˆµ
∂wν∂wρ
|.
The solution of (3.3.3) depends on nine arbitrary functions (onM ) because
Hˇ0
(
P1, N ⊗ (N∗ N∗)) = C9 ,
and is explicitly given by
σˆTAB = σ
T
AB = 0 σˆ
T
AT = σ
T
AT = 0 σˆ
A
BC = σ
A
BC = 0
σˆTTT = σ
T
TT = Σ σˆ
A
BT = σ
A
BT = χ
A
B
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σˆATT = λˆφ
A + ψA σATT = φ
A + λψA.
(The nine functions are Σ, φA, ψA, and χAB.)
The second stage of the construction is the reading-off of Γabc from themap T [2]M → TM
determined by {σ} via the Kodaira isomorphism TM = Hˇ0 (P1, N). Concretely we read
off Γabc(xd) from
Γabc∂aw
µ| = ∂b∂cwµ|+ σµνρ∂bwν |∂cwρ| ,
giving us
Γttt = Σ (3.3.4)
Γutt = φ
0 Γvtt = ψ
0 Γxtt = φ
1 Γytt = ψ
1
Γuut = Γ
v
vt = χ
0
0 Γ
x
xt = Γ
y
yt = χ
1
1
Γuxt = Γ
v
yt = χ
0
1 Γ
x
ut = Γ
y
vt = χ
1
0 (3.3.5)
with all other components of Γabc vanishing. Two of these functions are related to ones
we already have by the compatibility conditions
∇θ = 0 ∇h = 0 ,
which give us
Σ = −∂t lnm and tr(χ) = χ00 + χ11 = −
1
2
∂t ln k ,
as well as
∂m
∂xAA′
=
∂k
∂xAA′
= 0
so these two factors are functions of time only. The functionm can be set to one without
loss of generality by a diffeomorphism of the time axis.
The four components Γitt are completely arbitrary (given in terms of φA and ψA), whilst
the remaining Γijt components depend on three arbitrary functions from the traceless
part ofχAB. Thuswe get only three functions’worth ofΓijt instead of themost general case
depending on six functions. Given that this is twistor theory it is perhaps no surprise
that the three functions form an anti-self-dual two-form on spatial fibres. Concretely we
have
Γijt = δ
ikWjk
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with
W =
(
χ00 − χ11
)
[du ∧ dy + dx ∧ dv] + 2χ01 [dx ∧ dy] + 2χ10 [dv ∧ du] . (3.3.6)
It is then straightforward to check that (3.3.6) is the most general anti-self-dual two-form
on spatial fibres with respect to a volume-form
space = dx ∧ dy ∧ dv ∧ du ,
completing the proof.

We thus conclude that Newtonian twistor theory in five dimensions admits generalised
Coriolis connection components as arbitrary functions in its Λ-connection, but only half
of them.
Ξ-connection for Z = O ⊕O(1)⊕O(1)
As described in section 2.4.1 the calculation amounts to taking a global section χµν a of
Nx ⊗N∗x ⊗ Λ1x (M) per point x ∈M . For Nx = O ⊕O(1)⊕O(1) we have
Nx ⊗N∗x =

O O(−1) O(−1)
O(1) O O
O(1) O O

giving us
χTT a = Ca χ
T
Aa = 0 χ
A
T a = A
AA′
a piA′
χAB a = B
A
B a
for nine arbitrary one-forms
(
C,AAA
′
, BAB
)
on M constituting forty-five arbitrary func-
tions. We extract the connection symbols by reading off from
Γabc∂aw
µ| = ∂b∂cwµ|+ χµν b∂cwν |+ χµν c∂bwν | ,
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which gives us
Γtbc = δ
t
bCc + δ
t
cCb
ΓAA
′
tt piA′ = 2A
AB′
t piB′
ΓAA
′
BB′tpiA′ = A
AC′
BB′piC′ +B
A
B tpiB′
ΓAA
′
BB′CC′piA′ = B
A
C BB′piC′ +B
A
BCC′piB′ .
The Ξ-connection therefore contains every connection which has Γtij = 0 and for which
the four-dimensional spatial sector resembles that of the Ξ-connection (2.4.6) forO(1)⊕
O(1).
3.3.2 Deformations and torsion
In this section we’ll study deformations of the form
Tˆ = T + f
(
ΩA, λ
)
(3.3.7)
over the total space ofO(1)⊕O(1), where  is a deformation parameter. Of course, from
one point of view this is nothing more than a Ward bundle on the twistor space for flat
four-dimensional spacetime [80, 78]. The approach adopted in this paper is instead to
study the geometry of the full five-dimensional moduli space of global sections.
Given that the normal bundle Nx = O ⊕ O(1) ⊕ O(1) is stable with respect to all Ko-
daira deformations we must therefore possess a five-dimensional Galilean structure,
but the connection is more subtle. Hˇ1 (P1, Nx ⊗ (N∗x N∗x)) 6= 0, so some deformations
will result in a moduli space which does not possess a Λ-connection. Like in the three-
dimensional case, what is goingwrong is that aΛ-connection is, by construction, torsion-
free, and deformations of the form (3.3.7) give rise to moduli spaces whose Newton-
Cartan structures possess torsion.
Theorem 3.3.2. [41]
Let Z be a complex four-fold fibred over P1 with patching given by (3.3.7) whose five-parameter
family of global sections Xx have normal bundle Xx = O ⊕O(1)⊕O(1). The moduli spaceM
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of those sections is a complex five-dimensional manifold equipped with a Galilean structure with
torsion whose clock admits a representative with
dθ = 
{
1
2pii
˛
∂2f
∂ωA∂ωB
|piB′
pi0′
pi · dpi
}
dxBB
′ ∧ dxA1′ .
(Recall that ωA are the homogeneous versions of ΩA.)
Proof
Take the global sections of the baseO(1)⊕O(1) to be xAA′piA′ as in (3.3.2), or in inhomo-
geneous coordinates
Ω0| = u+ vλ Ω1| = x+ yλ.
Now restrict f to these lines and expand it in a Laurent series in λ;
f | =
∞∑
n=−∞
γnλ
n for γn =
1
2pii
˛
f
(
ΩA|, λ)λ−(1+n)dλ.
The global sections of Z → P1 are then completed by
T | = t− 
∞∑
n=1
γnλ
n.
The next task is to calculate the frame section. We must solve
1  ∂f
∂Ω0
|  ∂f
∂Ω1
|
0 λ−1 0
0 0 λ−1


h1 h2 h3
h4 h5 h6
h7 h8 h9
 =

hˆ1 hˆ2 hˆ3
hˆ4 hˆ5 hˆ6
hˆ7 hˆ8 hˆ9


1 0 0
0 λ−1 0
0 0 λ−1
 .
Written out in full we must therefore solve
hˆ1 = h1 + 
∂f
∂Ω0
|h4 +  ∂f
∂Ω1
|h7
hˆ2 = λh2 + λ
∂f
∂Ω0
|h5 + λ ∂f
∂Ω1
|h8
hˆ3 = λh3 + λ
∂f
∂Ω0
|h6 + λ ∂f
∂Ω1
|h9
hˆ4 = λ
−1h4 hˆ7 = λ−1h7
hˆ5 = h5 hˆ6 = h6 hˆ8 = h8 hˆ9 = h9.
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Put h5 h6
h8 h9
 =
k1 k2
k3 k4

and h4
h7
 =
a0 + a1λ
b0 + b1λ
 .
Now expand the derivatives of f (restricted to twistor lines) in Laurent series;
∂f
∂ΩA
| =
∞∑
n=−∞
φn,Aλ
n for φn,A =
1
2pii
˛
∂f
∂ΩA
|λ−(1+n)dλ.
We then (uniquely) obtain
h2 = −
∞∑
n=0
(φn,0k1 + φn,1k3)λ
n
h3 = −
∞∑
n=0
(φn,0k2 + φn,1k4)λ
n
and we can solve for the remaining piece h1 up to the arbitrary functionm to obtain
h1 = m− 
∞∑
n=0
λn [φn,0 (a0 + a1λ) + φn,1 (b0 + b1λ)] .
Define k = k1k4 − k2k3. The determinant of H is then given by
detH = mk
so we must imposem 6= 0 and k 6= 0.
We can then calculate
(
H−1
)T
T
= m−1
(
H−1
)T
A
= m−1
∞∑
n=0
φn,Aλ
n
(
H−1
)A
T
=
 1mk∑1p=0 (k2bp − k4ap)λp
1
mk
∑1
p=0 (k3ap − k1bp)λp

(
H−1
)0
0
=
k4
k
+

mk
1∑
p=0
∞∑
n=0
φn,0 (k2bp − k4ap)λn+p
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(
H−1
)0
1
= −k2
k
+

mk
1∑
p=0
∞∑
n=0
φn,1 (k2bp − k4ap)λn+p
(
H−1
)1
0
= −k3
k
+

mk
1∑
p=0
∞∑
n=0
φn,0 (k3ap − k1bp)λn+p
(
H−1
)1
1
=
k1
k
+

mk
1∑
p=0
∞∑
n=0
φn,1 (k3ap − k1bp)λn+p.
The clock is therefore given by
θ = m−1dT |+m−1
∞∑
n=0
φn,Aλ
ndΩA|
⇒ θ = m−1
(
dt− 
∞∑
n=1
dγnλ
n + 
∞∑
n=0
φn,Aλ
ndΩA|
)
.
Now, we have
dγn = φn,Adx
A1′ + φn−1,AdxA,0
′
so
θ = m−1
(
dt+ φ0,Adx
A1′
)
.
As in the five-dimensional case this is not closed for anym 6= 0 (and  6= 0). Now take a
representative withm = 1; we then have
dθ = ∂BB′φ0,Adx
BB′ ∧ dxA1′
⇒ dθ = 
{
1
2pii
˛
∂2f
∂ωA∂ωB
|piB′
pi0′
pi · dpi
}
dxBB
′ ∧ dxA1′ .
The Newton-Cartan metric arises, as in theorem 3.3.1, from the projective inverse of de-
generate covariant metric arising from the frame section, completing the construction of
a Galilean structure with torsion.

In theorem 3.3.2 we chose tomerely construct the torsional Galilean structure, exhibiting
the torsion via the non-closure of the clock. We could, however, go further and explicitly
construct the torsion Ξ-connection of section 2.4.2 as was done for the three-dimensional
case in theorem 3.2.3. In the interests of brevity we omit this cumbersome calculation.

Chapter 4
Jumps, folds, and singularities
It was observed in section 3.1 that the twistor-theoretic Newtonian limit is a jumping
phenomenon inwhich the normal bundles to twistor lines suffer a jump fromO(1)⊕O(1)
toO⊕O(2) as the speed of light is varied. In this chapter wewill study a different kind of
jumping phenomenon, in which jumps occur as one moves from twistor line to twistor
line.
4.1 Big jumps
Let Z be a three-dimensional complex manifold and {Xx} a Kodaira family of rational
curves in Z with normal bundles Nx which are generically isomorphic to O(1) ⊕ O(1).
Some lines may suffer single jumps to Nx = O ⊕O(2).
Definition 4.1.1. A rational curve from such a family whose normal bundle isNx = O(2−k)⊕
O(k) for k > 2 will be said to have suffered a big jump.
In section 4.1 we are concerned with the construction of moduli spaces whose twistor
spaces possess rational curves suffering big jumps. We already know that a single jump
results in a singularity in the induced metric (the Newtonian limit); we will find that
for two or more jumps the metric is also singular, and that for three or more jumps the
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moduli space itself also becomes singular. The first consequences of jumps in twistor
theory were discussed in [76].
4.1.1 The normal bundle
Theorem 4.1.2. [23]
Let k ≥ 2 be an integer and let Z %→ P1 be a complex manifold fibred overO(k) described by two
patches %−1 (U) and %−1
(
Uˆ
)
with holomorphic patching
ζˆ = λk−2ζ + λ−2S2 (4.1.1)
Sˆ = λ−kS (4.1.2)
λˆ = λ−1
for a deformation parameter  ∈ C∗ and for coordinates (ζ, S, λ) and (ζˆ , Sˆ, λˆ).
 Generic global sections of Z %→ P1 have normal bundle Nx = O(1)⊕O(1);
 at least one global section has normal bundle O(2− k)⊕O(k).
For k ≥ 4 the moduli space M arises as a complex subvariety in the space of global
sections of O(k).
Proof
To find the isomorphism class of the normal bundle to twistor lines one must first cal-
culate the global sections of (4.1.1-4.1.2) which describe those twistor lines. Equation
(4.1.2) is nothing more than the patching for O(k), so we can put
S| = x0 + x1λ+ x2λ2 + ...+ xkλk
for coordinates (x0, ..., xk) ∈ Ck+1 which parametrise the space of sections of O(k). Sub-
stituting this into (4.1.1) we have
ζˆ = λk−2ζ + λ−2
(
k∑
i=0
xiλ
i
)2
.
4.1. BIG JUMPS 111
We need to decompose the squared sum on the left-hand-side into three parts:
λ−2
(
k∑
i=0
xiλ
i
)2
=
(
0∑
i=−2
αi (x)λ
i
)
+
(
k−3∑
i=1
αi (x)λ
i
)
+
(
2k−2∑
i=k−2
αi (x)λ
i
)
(4.1.3)
where αi (x) where are quadratic functions of the coordinates. The terms in the middle
sum are those which correspond to elements of Hˇ1 (P1,O(2− k)), and so must vanish
for the existence of global holomorphic sections. This gives (k − 3) conditions
α1 = α2 = ... = αk−3 = 0 (4.1.4)
on the (k + 1) coordinates xi, which for k > 3 defines a four-dimensional subvariety in
Ck+1 which is the moduli space. The other two parts of the sum in (4.1.3) then fall into ζ
and ζˆ , giving us twistor functions
ζ| = −
2k−2∑
i=k−2
αi (x)λ
i+2−k S| =
k∑
i=0
xiλ
i
over U and
ζˆ| = 
0∑
i=−2
αi (x) λˆ
−i Sˆ| =
k∑
i=0
xiλˆ
k−i
over Uˆ , all subject to (4.1.4).
With these in hand we are in a position to consider the normal bundle to a twistor line
Xx = P1. The patching for the normal bundle is
F =
 ∂ζˆ∂ζ | ∂ζˆ∂S |
∂Sˆ
∂ζ
| ∂Sˆ
∂S
|
 =
λk−2 2λ−2S|
0 λ−k
 .
To calculate the isomorphism class on each twistor line onemust find holomorphicmaps
H : U → GL(2,C) and Hˆ : Uˆ → GL(2,C)
such that
F = Hˆ
λm−2 0
0 λ−m
H−1 (4.1.5)
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for some m ∈ Z on each line Xx (which enters the calculation through S|). Note that m
will generically vary with Xx. Writing
H =
h1 h2
h3 h4
 and Hˆ =
hˆ1 hˆ2
hˆ3 hˆ4

as in previous proofs in this thesis we find that (4.1.5) constitutes the four equations
hˆ1 = λ
k−mh1 + 2λ−mS|h3 (4.1.6)
hˆ2 = λ
m+k−2h2 + 2λm−2S|h4 (4.1.7)
hˆ3 = λ
2−m−kh3 (4.1.8)
hˆ4 = λ
m−kh4. (4.1.9)
Now we must determine the values of m which permit a solution for a each Xx. First
considerm > k. In this case we have from (4.1.9) that hˆ4 = h4 = 0 and so (4.1.7) becomes
hˆ2 = λ
m+k−2h2 ,
which, sincem > k ≥ 2, has only the solution hˆ2 = h2 = 0. We then find detH = det Hˆ =
0, and so we conclude that there are no jumps to O(2−m)⊕O(m) form > k.
Now fix 1 ≤ m ≤ k, so that (4.1.8-4.1.9) have solutions
h3 = a0(x) + a1(x)λ+ ...+ am+k−2(x)λm+k−2
h4 = b0(x) + b1(x)λ+ ...+ bk−m(x)λk−m
for arbitrary functions ai(x) and bi(x) onM , and (4.1.6-4.1.7) become
hˆ1 = λ
k−mh1 + 2
k∑
j=0
m+k−2∑
i=0
ai(x)xjλ
i+j−m (4.1.10)
and
hˆ2 = λ
m+k−2h2 + 2
k∑
j=0
k−m∑
i=0
bi(x)xjλ
i+j+m−2. (4.1.11)
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When xi = 0 ∀i, whichwe note is a solution of (4.1.4) and so lies within themoduli space,
we have hˆ1 = λk−mh1 and hˆ2 = λm+k−2h2. We thus always have hˆ2 = h2 = 0 and then the
only way to have detH 6= 0 and det Hˆ 6= 0 comes from settingm = k so that we have
hˆ1 = h1 = c0(x)
for arbitrary c0 : M → C. We can then choose ai = 0 and h1 = h4 = 1, demonstrating
that
Nx = O(2− k)⊕O(k)
on xi = 0, which is the largest jump possible for a given k.
Considerm = 1, for which we have
h3 =
k−1∑
i=0
aiλ
i and h4 =
k−1∑
i=0
biλ
i ,
so there are 2k free functions. Equations (4.1.10-4.1.11) then look like the patchings for
affine line bundleswith underlying translation bundleO(1−k), and sowe have to ensure
that the parts of the additive deformation corresponding to elements of Hˇ1 (P1,O(1− k))
vanish. These are the terms proportional to λ, λ2, ..., λk−2. We can always use up 2k−4 of
the free functions tomake these terms vanish. Generically (i.e. assuming the coordinates
do not generally vanish) we can put
a2 = − 1
x0
(x1a1 + x2a0)
a3 = − 1
x0
(x2a2 + x2a1 + x3a0)
...
an>1 = − 1
x0
n−1∑
l=0
alxn−l (4.1.12)
and similar solutions for bi. This then leaves (a0, a1, b0, b1) free, and we are left with
hˆ1 = λˆ (x0a0) + (x1a0 + a1x0)
hˆ2 = λˆ (x0b0) + (x1b0 + b1x0)
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hˆ3 = a0λˆ
k−1 + a1λˆk−2 + ...+ ak−1
hˆ4 = b0λˆ
k−1 + b1λˆk−2 + ...+ bk−1.
These are global on Uˆ (and the corresponding expressions forH are global on U ). It only
remains to check that the determinant is nowhere-vanishing. We calculate
det Hˆ = (bk−1 (a0x1 + a1x0)− ak−1 (b0x1 + b1x0)) +
k−2∑
j=0
λˆk−j−1µj
where we define
µj = bj+1a0x0 + bj (a0x1 + a1x0)− aj+1b0x0 − aj (b0x1 + b1x0) .
For det Hˆ to be nowhere-vanishing we require µj = 0. This follows from j applications
of the relation (4.1.12) to the highest indexed ai and bi, leaving only
det Hˆ = bk−1 (a0x1 + a1x0)− ak−1 (b0x1 + b1x0) ,
which can be generically made to be non-vanishing by careful choice of (a0, a1, b0, b1).
The equations (4.1.6-4.1.9) imply that
det Hˆ = detH ,
so we also have that H is non-degenerate, exhibiting the normal bundle as O(1)⊕O(1)
on generic twistor lines.

Note that this theoremmerely exhibits that the normal bundle is genericallyO(1)⊕O(1)
but jumps to O(2− k)⊕O(k) at some point(s), demonstrating a proof-of-concept for big
jumps. In fact the behaviour of the normal bundle is somewhat richer than this. We
will see in some examples that the biggest jump occurs at more than just one point, and
that we also obtain intermediate jumps to O(2 −m) ⊕ O(m) for 1 < m < k. Before the
examples we must consider another theorem regarding the nature of the moduli spaces
arising via the above theorem.
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4.1.2 The link to Gibbons-Hawking
It turns out that the moduli spaces arising in theorem 4.1.2 are (almost) in the Gibbons-
Hawking class.
Theorem 4.1.3. [23]
The big-jumping twistor spaces with patching (4.1.1-4.1.2) always admit a global O(2)-valued
function and their corresponding moduli spaces admit a triholomorphic Killing vector. The
twistor spaces admit maps which put their patching in canonical Gibbons-Hawking form (3.1.22),
though these are not biholomorphisms and eliminate the sections suffering big jumps. Let the re-
striction to a twistor line Xx (over U ) of the global O(2)-valued function be denoted Q|(xi, λ);
the Gibbons-Hawking potential is
V = − 1
2(k − 1)!
∂k−1
∂λk−1
[
Q| (xi, λ)− 12 ]
λ=0
.
Recall that a triholomorphic Killing vector on a hyperKähler manifold is a Killing vector
which Lie-derives all three Kähler forms.
Proof
Rewriting the patching (4.1.1) as
ζˆ = λ−2
(
λkζ + S2
)
reveals the global O(2)-valued function, motivating the change of coordinates
Qˆ
(
ζˆ , Sˆ, λˆ
)
= ζˆ Q (ζ, S, λ) = λkζ + S2. (4.1.13)
TheO(2)-valued function then serves as aHamiltonianwhich gives rise to aHamiltonian
vector field via the canonical symplectic structure on the fibres provided by
dζˆ ∧ dSˆ = λ−2dζ ∧ dS. (4.1.14)
Such a constructionmakes the vector field on themoduli space naturally triholomorphic
with respect to the three two-forms induced by (4.1.14) on M , which are themselves
linear combinations of the Kähler forms. (See [21, 23] for more details.)
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After using (4.1.13) to remove S we find that Sˆ = λ−kS becomes
Sˆ = λ−k−
1
2
√
Q− λkζ
⇒ Sˆ = − 12λ−k
√
Q+ −
1
2
∞∑
n=1
βnλ
−k√Q(λkζ
Q
)n
for irrelevant numerical coefficients
βn =
(2n)!
(1− 2n)(n!)24n
coming from the expansion of the square root. The advantage of this expansion is that
we can then identify the other change of coordinates
Tˆ
(
ζˆ , Sˆ, λˆ
)
= Sˆ
T (ζ, S, λ) = −
1
2
∞∑
n=1
βnλ
−k√Q (ζ, S, λ)( λkζ
Q (ζ, S, λ)
)n
so that we have the new patching
Tˆ = T + −
1
2λ−k
√
Q Qˆ = λ−2Q ,
which is in canonical Gibbons-Hawking form (3.1.20) with
f = −
1
2λ−k
√
Q
representing a cohomology class in Hˇ1
(O(2),OO(2)). The disadvantage of the change of
coordinates is that it is not a biholomorphism on each patch: clearly the region Q = 0 is
singular and the resulting twistor space is undefined there. That the big-jumping twistor
lines have been removed from the twistor space by this change of variables now follows
from theorem 3.1.4, in which it was shown that a twistor spacewhose patching is (3.1.20)
cannot suffer jumps larger than those to O ⊕O(2).
The explicit form of the Gibbons-Hawking potential is now also a simple application of
the formula proven in theorem 3.1.4. We calculate
V =
1
2pii
˛
Γ
∂
∂Q
[
−
1
2λ−k
√
Q
]
|dλ.
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PutQ| = λ2 (x− y)+2λz+(x+ y) for the global sections of theO(2) part of the patching,
so that (x, y, z) are three of the four coordinates on themoduli space. Thenwe can finally
calculate
V = − 1
2(k − 1)!
∂k−1
∂λk−1
[
λ2 (x− y) + 2λz + (x+ y)]− 12
λ=0
, (4.1.15)
completing the proof.

4.1.3 Two illustrative examples
We will now consider two cases of the above theorems in some detail, following the
story on the spacetime side of the correspondence rather that the twistor space, explicitly
constructing the metric both before and after the change of twistor variables.
Example: k = 3
Consider the case k = 3 in theorem 4.1.2. We have
ζˆ = λζ + λ−2
(
x0 + x1λ+ x2λ
2 + x3λ
3
)2
so there is no question of restricting to a subvariety when constructing themoduli space.
The twistor functions over Uˆ are
ζˆ| = x20λˆ2 + 2x0x1λˆ+ 
(
x21 + 2x0x2
)
and
Sˆ| = x0λˆ3 + x1λˆ2 + x2λˆ+ x3.
(Whilst we could equivalently consider themore traditional twistor functions over U the
resulting calculations would be more complicated.) The conformal structure arises via
the twistor principle that alpha-surfaces should be totally null, which amounts here to
taking the resultant of the two polynomials in λˆ given by
∂ζˆ|
∂xa
δxa and ∂Sˆ|
∂xa
δxa ,
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yielding a conformal structure
[g] = x30dx
2
3 + 2x
2
0x1dx2dx3 + x0
(
x0x2 + x
2
1
)
dx1dx3 + x1
(
3x0x2 − x21
)
dx0dx3 + x
2
0x
2
1dx
2
2
+ x1
(
x0x2 + x
2
1
)
dx1dx2 + x2
(
x0x2 + x
2
1
)
dx0dx2 + x
2
1x2dx
2
1 + 2x1x
2
2dx0dx1 + x
3
2dx
2
0.
Multiplying this representative by a conformal factor
2
x21 − x0x2
yields a Ricci-flat metric. The conformal structure is ASD, as of course it must be by the
nonlinear graviton theorem [66], and the self-dual parallel two-forms are given by
Σ0
′0′ = 2dx3 ∧ (x0dx2 + x2dx0 + x1dx1)
Σ0
′1′ = x0dx3 ∧ dx1 + x1dx3 ∧ dx0 + x1dx2 ∧ dx1 + x2dx2 ∧ dx0
Σ1
′1′ = 2 (x0dx3 + x2dx1 + x1dx2) ∧ dx0.
These forms are all Lie-derived by the Killing vector
K = ∂
∂x3
,
making the Killing vector triholomorphic and meaning that we can always recast this
metric in Gibbons-Hawking form
g =
1
V
(dt+ A)2 + V h
for some flat three-metric h. (Of course, this is something we already know from the
twistor version of the story in theorem 4.1.3.)
One coordinate for the Gibbons-Hawking form will be
t = x3 ;
to find the other threewehave (at least) two options. We could compute a three-dimensional
Abelian subalgebra (X1,X2,X3) of the algebra of isometries of the “spatial” part of the
Gibbons-Hawking spacetime
h = V −1 (g − V K ⊗K)
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where
V = (g (K,K))−1 = x
2
1 − x0x2
2x30
(4.1.16)
is the Gibbons-Hawking potential, and then deduce that these must be translations, giv-
ing that h (Xi, ) must be exact derivatives of the flat coordinates.
Considerably less work, though, is to employ the twistor theory of theorem 4.1.3 and ex-
ploit the fact that the “spatial” coordinates there arise via the global weight-two function
defined by (4.1.13). For brevity’s sake we will henceforth set  = 1. The new coordinates
can thus be read-off from the components of
Qˆ| = ζˆ| = x20λˆ2 + 2x0x1λˆ+
(
x21 + 2x0x2
)
.
We therefore define
x+ y = x20 (4.1.17)
z = x0x1
x− y = (x21 + 2x0x2) . (4.1.18)
These new coordinates agree with those obtained from the algebra of translations, and
the result is a Gibbons-Hawking spacetime in canonical form, with
h = dx2 − dy2 − dz2
and
V =
x2 − y2 − 3z2
4 (x+ y)
5/2
.
One can easily check that this result is in agreement with the formula (4.1.15). The co-
ordinates used here are naturally adapted to neutral signature, and these manifolds do
not admit Euclidean real slices. The extension of this work to Euclidean signature will
be considered in section 4.2.
As an aside we note that the metric admits an additional Killing vector
K2 = 5x3 ∂
∂x3
+ 2x2
∂
∂x2
− x1 ∂
∂x1
− 4x0 ∂
∂x0
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which Lie-derives Σ01 but merely rotates Σ00 and Σ11. The space of orbits of K2 in M
thus admits a Toda Einstein-Weyl structure; the reader is referred to [79] for details.
To complete the discussion of this example we will calculate the precise loci at which
different jumps appear, following through the calculation in theorem4.1.2 inmore detail.
The patching for the normal bundle is
F =
λ 2S|
0 λ−3

and the splitting problem to be solved is the four equations (4.1.6-4.1.9) which now read
hˆ1 = λ
3−mh1 + 2λ−m
(
x0 + x1λ+ x2λ
2 + x3λ
3
)
h3 (4.1.19)
hˆ2 = λ
m+1h2 + 2λ
m−2 (x0 + x1λ+ x2λ2 + x3λ3)h4 (4.1.20)
hˆ3 = λ
−(m+1)h3 (4.1.21)
hˆ4 = λ
m−3h4. (4.1.22)
We know from the proof of theorem 4.1.2 that the only possible values of m which can
give rise to solutions are 1, 2, and 3. Form = 3 we have
h3 = a0 + a1λ+ a2λ
2 + a3λ
3 + a4λ
4
and
h4 = b0.
The most general solution of (4.1.19) is then
hˆ1 = c0 + 2
[
λ−3 (x0a0) + λ−2 (x0a1 + x1a0) + λ−1 (x0a2 + x1a1 + x2a0)
]
for arbitrary c0. Turning to (4.1.20) we have
hˆ2 = λ
4h2 + 2b0
[
λx0 + x1λ
2 + x2λ
3 + x3λ
4
]
,
and for this to have a global solution we must impose either b0 = 0 or
x0 = x1 = x2 = 0. (4.1.23)
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In the former case we would then have h2 = h4 = 0, implying detH = 0, so we must
have (4.1.23), leaving
h2 = −2b0x3 hˆ2 = 0
and
det Hˆ =
(
c0 + 2
[
λ−3 (x0a0) + λ−2 (x0a1 + x1a0) + λ−1 (x0a2 + x1a1 + x2a0)
])
b0 .
Setting b0 = c0 = 1 and a0 = a1 = a2 = a3 = a4 = 0 then yields a valid solution for
H and Hˆ . This calculation shows that the minimum requirement necessary for a big
jump to O(−1) ⊕ O(3) is (4.1.23); the big-jumping loci is a line parametrised by x3. As
expected, this is the Q| = 0 region from theorem 4.1.3, and corresponds to where the
Gibbons-Hawking potential (4.1.16) is undefined.
Form = 2 we instead have
hˆ3 = a0λ
−3 + a1λ−2 + a2λ−1 + a3 ; hˆ4 = b0λ−1 + b1 ;
and hˆ1 = 2
[
λ−2 (x0a0) + λ−1 (x0a1 + x1a0)
]
.
This leaves
hˆ2 = λ
3h2 + 2
[
(x0b0) + λ (x0b1 + x1b0) + λ
2 (x1b1 + x2b0) + λ
3 (x2b1 + x3b0) + λ
4 (x3b1)
]
(4.1.24)
and so for a global solution we must ensure that the additive terms of order λ and λ2
vanish. This can always be done by choosing b0 and b1 appropriately. Assuming such
choices have been made the determinant is then
det Hˆ = −2x0b0a3 + 2λ−1 [b1 (x0a1 + x1a0)− x0b0a2] .
At this juncture we can see that forNx = O⊕O(2) we require x0 6= 0 and b0 6= 0, meaning
that we can put b1 = −x−10 x1b0. The λ−1 term in det Hˆ can then be set to zero using a2
and the vanishing of the λ2 term in (4.1.24) then requires
x2x0 − x21 = 0 ,
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which (along with x0 6= 0) is the minimum requirement for a single jump to Nx = O ⊕
O(2). All other pointsmust therefore, by a process of elimination, haveNx = O(1)⊕O(1).
We note that such regions correspond to V = 0 in (4.1.16), in line with the proof of
theorem 3.1.4.
Example: k = 4
Here the situation is complicated by the fact that the twistor space is an affine bundle on
O(4) whose underlying translation group O(−2) has non-vanishing
Hˇ1
(
P1,O(−2)) = C.
Thismeans that themoduli spacemust arise as a four-dimensional subvariety in the five-
dimensional space of global sections ofO(4). Locally, the different ways of restricting to
the subvariety provide a natural construction of coordinate patches onM .
First write the global sections of O(4) as
S| = x0 + x1λ+ x2λ2 + x3λ3 + x4λ4 (4.1.25)
so that (4.1.1) becomes
ζˆ = λ2ζ + 2λ−2
(
x0 + x1λ+ x2λ
2 + x3λ
3 + x4λ
4
)2
.
For this to have a global solution we must set the coefficient of λ on the right-hand-side
to zero, which requires
x0x3 + x1x2 = 0. (4.1.26)
This is the equation defining the moduli spaceM as a subvariety in (x0, x1, x2, x3, x4) ∈
C5. We see thatM is a cone. With (4.1.26) satisfied a global solution is possible, giving
us
ζ| = −2 [(x22 + 2x1x3 + 2x0x4)+ λ (2x1x4 + 2x2x3) + λ2 (x23 + 2x2x4)+ λ3 (2x3x4) + λ4 (x24)]
(4.1.27)
and ζˆ| = 2 [λ−2 (x20)+ λ−1 (2x0x1) + (x21 + 2x0x2)]
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over U and Uˆ respectively. The twistor functions (4.1.25) and (4.1.27) should be under-
stood as being subject to (4.1.26). In solving (4.1.26) we have to assume that one of the
coordinates (x0, ..., x3) is non-zero, and each one gives rise to a different patch onM .
To obtain the moduli space metric in a patch we can explicitly eliminate one coordinate,
say x3, from the twistor functions using (4.1.26) and then apply the twistor principle,
finding the conformal structure for which the alpha surfaces are totally null. If we do
that with
x3 = −x1x2
x0
then we obtain a conformal structure containing a Ricci-flat metric
g =
2
x20x1 (3x0x2 − x21)
(x60dx
2
4 − x34x1
(
x0x2 + x
2
1
)
dx4dx1 + 2x
4
0
(
x0x2 − x21
)
dx2dx4
+ x20
(
2x20x
2
2 − 5x0x2x21 + x41
)
dx4dx0 − 2x0x2x21
(
x0x2 − x21
)
dx21
− x0x1
(
x20x
2
2 − x41
)
dx1dx2 − x2x1
(
x20x
2
2 − 6x0x2x21 + x41
)
dx1dx0 + x
2
0
(
x0x2 − x21
)
dx22
+ 2x20x
2
2
(
x0x2 + x
2
1
)
dx2dx0 + x
2
2
(
x20x
2
2 + 4x0x2x
2
1 − x41
)
dx20) ,
valid for x0 6= 0.
(As an alternative calculational trick we could could construct the conformal structure
before eliminating a coordinate, in which case we obtain a cubic condition via the twistor
principle and thus a symmetric three-form on the five-dimensional space. On (any
choice of) restriction toM the symmetric three-form then tensor-factorises into the con-
formal structure onM and a one-form.)
The self-dual two-forms are
Σ0
′0′ = 2dx4 ∧ (x0dx2 + x2dx0 + x1dx1)
Σ0
′1′ = x0dx4 ∧ dx1 + x2dx4 ∧ dx0 − x−10
(
x2x0 − x21
)
dx1 ∧ dx2
− x−20 x2
(
x2x0 + x
2
1
)
dx1 ∧ dx0 − 2x−10 x2x1dx2 ∧ dx0
Σ1
′1′ = dx0 ∧
(
4x−10 x2x1dx1 − 2x0dx4 − 2x−10
(
x2x0 − x21
)
dx2
)
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and the triholomorphic Killing vector is
K = ∂
∂x4
.
The Gibbons-Hawking potential before the change of coordinates is
V =
x1 (3x0x2 − x21)
2x40
.
One can now proceed as with the k = 3 example above, finding the transformation to
Gibbons-Hawking form. The change of coordinates can again be read off from the global
weight-two twistor function
Qˆ = ζˆ = 2λ−2
(
x20
)
+ 2λ−1 (2x0x1) + 2
(
x21 + 2x0x2
)
where we have again set  = 1. The change of coordinates is therefore the same (4.1.17-
4.1.18) as it was for k = 3, yielding
V =
z (3x2 − 3y2 − 5z2)
4 (x+ y)
7/2
(4.1.28)
and
h = dx2 − dy2 − dz2
(with fourth coordinate t = x4 as before). As expected (4.1.28) agrees with the general
result of theorem 4.1.3.
To conclude this example we will again discuss the precise jumping loci, beginning with
the jump to O(−2)⊕O(4). In this case the splitting problem is the four equations
hˆ1 = h1 + 2λ
−4 (x0 + x1λ+ x2λ2 + x3λ3 + x4λ4)h3 (4.1.29)
hˆ2 = λ
6h2 + 2λ
2
(
x0 + x1λ+ x2λ
2 + x3λ
3 + x4λ
4
)
h4 (4.1.30)
hˆ3 = λ
−6h3 (4.1.31)
hˆ4 = h4. (4.1.32)
and we can solve (4.1.31-4.1.32) to obtain
h3 =
6∑
n=0
anλ
n and h4 = b0.
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For a global solution of (4.1.30) we then require
x0 = x1 = x2 = x3 = 0 (4.1.33)
(since b0 = 0 would lead to detH = 0), and we note that (4.1.33) lies within the moduli
space defined by (4.1.26). The solution is then
hˆ2 = 0 and h2 = −2b0x4
On (4.1.33) the splitting of (4.1.29) becomes straightforward:
hˆ1 = h1 + 2x4
6∑
n=0
anλ
n
⇒ hˆ1 = c0 and h1 = c0 − 2x4
6∑
n=0
anλ
n.
The determinant is
det Hˆ = c0b0 ,
which we can thus always set to be a constant. The minimum condition for the normal
bundle to jump toO(−2)⊕O(4) is therefore (4.1.33); the biggest-jumping region is a line
parametrised by x4, intersecting the vertex of the cone (4.1.26).
We can also consider intermediate jumps. Jumps to O(−1) ⊕ O(3) occur when we can
solve the splitting problem
hˆ1 = λh1 + 2λ
−3 (x0 + x1λ+ x2λ2 + x3λ3 + x4λ4)h3 (4.1.34)
hˆ2 = λ
5h2 + 2λ
(
x0 + x1λ+ x2λ
2 + x3λ
3 + x4λ
4
)
h4 (4.1.35)
hˆ3 = λ
−5h3 (4.1.36)
hˆ4 = λ
−1h4. (4.1.37)
The procedure should now be clear: (4.1.36-4.1.37) have general solutions given by
h3 =
5∑
n=0
anλ
n and h4 = b0 + b1λ,
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which then allow us to split (4.1.35) as
hˆ2 = 0 and h2 = −2 [(x3b1 + x4b0) + λ (x4b1)]
provided we ensure
x0b0 = x0b1 + x1b0 = x1b1 + x2b0 = x2b1 + x3b0 = 0. (4.1.38)
Equation (4.1.34) can then be solved (with no further requirements) to give
hˆ1 = 2λ
−3 (x0a0) + 2λ−2 (x0a1 + x1a0) + 2λ−1 (x0a2 + x1a1 + x2a0)
+ 2 (x0a3 + x1a2 + x2a1 + x3a0)
and
det Hˆ = 2 [b1 (x0a3 + x1a2 + x2a1 + x3a0)] .
Thus to find the jumping loci we need to solve (4.1.38) as well as det Hˆ 6= 0. Some
inspection reveals that resulting region is
x0 = x1 = x2 = 0 ; x3 6= 0 ; and x4 = anything
(which satisfies the moduli space’s equation (4.1.26) as a subvariety in C5).
Finally there are single jumps to O ⊕O(2) to find, for which the splitting problem is
hˆ1 = λ
2h1 + 2λ
−2 (x0 + x1λ+ x2λ2 + x3λ3 + x4λ4)h3 (4.1.39)
hˆ2 = λ
4h2 + 2
(
x0 + x1λ+ x2λ
2 + x3λ
3 + x4λ
4
)
h4 (4.1.40)
with
h3 =
4∑
n=0
anλ
n and h4 =
2∑
n=0
bnλ
n .
For global solutions of (4.1.39) we need
x3a0 + x2a1 + x1a2 + x0a3 = 0
and for global solutions of (4.1.40) we need
x0b1 + x1b0 = x0b2 + x1b1 + x2b0 = x1b2 + x2b1 + x3b0 = 0.
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The determinant is
det Hˆ = 2 (b2x0a2 + b2x1a1 + b2x2a0 − x0b0a4) ,
whichwe require to be a non-zero constant. We seek solutions to these conditions which
intersect the moduli space hypersurface (4.1.26).
Some thought reveals that the resulting set of points where the normal bundle jumps to
O ⊕O(2) are {
x0 6= 0 ; x1
(
x21 − 3x0x2
)
= 0
}
and
{x2 6= 0 ; x0 = x1 = 0} .
At all points other than those mentioned we have Nx = O(1)⊕O(1).
4.1.4 Euclidean signature and reality conditions
In all of the big-jumping examples so far considered the obvious real slices have been
of neutral signature rather than the perhaps more desirable Euclidean signature. In this
section this will be rectified.
The Euclidean reality condition for a global section S|(λ) of O(k) requires k to be even;
the real structure is induced by the involution
S| (λ) = (−1)k/2 λkS|
(
−λ−1
)
.
For k = 4 with
S| = x0 + x1λ+ x2λ2 + x3λ3 + x4λ4 (4.1.41)
we therefore must take x2 to be real and (x0, x1, x3, x4) ∈ C4 with
x4 = x0
and
x3 = −x1.
128 CHAPTER 4. JUMPS, FOLDS, AND SINGULARITIES
Unfortunately this means that the equation (4.1.26) defining the moduli space as a hy-
persurface becomes the real-codimension-two condition
x0x1 + x1x2 = 0
rather than a real-codimension-one condition. This means that the k = 4 metric above
cannot admit a Euclidean real slice.
To get around this issue we must engineer a deformation ofO(−2)⊕O(4) for which the
condition defining themoduli space hypersurface happens to be a real-codimension-one
condition, which is accomplished in the following example [23].
Example
Let Z → P1 be a twistor space fibred over O(4) with patching
ζˆ = λ2ζ + S2
(
1− λ−6) (4.1.42)
Sˆ = λ−4S . (4.1.43)
As above the moduli space arises as the subvariety in the space of global sections of
O(4) described by the vanishing of the term of order λ in (4.1.42). On a real slice this
subvariety is
x0x1 + x0x1 = 2R (x0x1) = 0 ,
which is a real-codimension-one condition.
One could proceed just as before and construct the metric via the principle that alpha
surfaces are totally null; the resulting metric is, however, quite complicated and the cal-
culation is not illuminating. Instead we will in the next section discuss a powerful gen-
eral framework which will be useful for discussing further the above example.
4.2 Self-dual two forms and the Legendre transformation
For a twistor space constructed as the total space of an affine bundle on O(k) there is an
alternative way of constructing the metric on the moduli space of twistor lines [24]. This
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is done by directly constructing the self-dual two-forms ΣA′B′ . In what follows we will
make use of the homogeneous coordinates described in section 3.1.1.2. The patching is
νˆ = ν + f (s, piA′) sˆ = s
where (s, sˆ) are of weight k; (ν, νˆ) are of weight 2− k; and f is a function of weight 2− k
representing a cohomology class in Hˇ1
(O(k),O(2− k)O(k)).
Everything characterising the spacetime must now be obtainable from f , and there are
several ways of extracting functions on the space of global sections of O(k) from f. The
first is to restrict s to
s| = xA′1...A′kpiA′1 ...piA′k
and then multiply f | by k − 4 spinors piA′ . One can then contour-integrate out the re-
maining dependence on piA′ . We therefore define
φA′1...A′k−4
(
xB
′
1...B
′
k
)
=
1
2pii
˛
Γ
piA′1 ...piA′k−4f (s|, piA′) pi · dpi ,
and note that the conditions
φA′1...A′k−4 = 0
define a four-dimensional subvariety in the (k+ 1)-dimensional space of global sections
of O(k) which we can identify as the moduli spaceM .
Now define an extra set of quantities from f :
ψA′1...A′2k−4
(
xB
′
1...B
′
k
)
=
1
2pii
˛
Γ
piA′1 ...piA′2k−4
∂f
∂s
(s|, piA′) pi · dpi. (4.2.1)
A calculation shows that the self-dual two-forms ΣA′B′ arising from the global O(2)-
valued form
dνˆ ∧ dsˆ = dν ∧ ds
by the restriction to twistor lines such that
dν| ∧ ds| = ΣA′B′piA′piB′
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are given in terms of (4.2.1) by
ΣA
′B′ =
1
8
ψA
′B′
B′1...B
′
k−3C
′
1...C
′
k−3
dx
B′1...B
′
k−3
P ′Q′R′ ∧ dxP
′Q′R′C′1...C
′
k−3
+
3
2
ψB′1...B′k−2C′1...C′k−2dx
B′1...B
′
k−2(A
′
P ′ ∧ dxC
′
1)C
′
2...C
′
k−2B
′P ′ . (4.2.2)
(Recall that spinor indices can be raised and lowered using A′B′ and A
′B′ .) The hyper-
Kähler metric can then be reconstructed from the self-dual two-forms by extracting from
them the Kähler potential and writing the metric locally in terms of that potential. See,
for instance, [21] for details. Note that in the case k = 3 this formalism is simplified by
the fact that there are no constraints (φ does not exist) and ψA′B′ is a self-dual Maxwell
field.
Example
Consider now the Euclidean signature k = 4 example above, which has
f (s, piA′) = s
2
(
1
pi20′pi
8
1′
− 1
pi80′pi
2
1′
)
.
The global sections of O(4) are, on a real slice, given by
s| = x0′0′0′0′pi40′ + 4x0
′0′0′1′pi30′pi1′ + 6x
0′0′1′1′pi20′pi
2
1′ + 4x
0′1′1′1′pi0′pi
3
1′ + x
1′1′1′1′pi41′
with
x0
′0′0′0′ = x0 4x
0′0′0′1′ = −x1 6x0′0′1′1′ = x2 4x0′1′1′1′ = x1 x1′1′1′1′ = x0.
We then have
φ =
1
2pii
˛
Γ
(
xA
′
1...A
′
4piA′1 ...piA′4
)2( 1
pi20′pi
8
1′
− 1
pi80′pi
2
1′
)
pi · dpi
⇒ φ = 1
2pii
˛
Γ
(
x0pi
4
0′ − x1pi30′pi1′ + x2pi20′pi21′ + x1pi0′pi31′ + x0pi41′
)2( 1
pi20′pi
8
1′
− 1
pi80′pi
2
1′
)
pi · dpi
⇒ φ = 2x1x0 + 2x0x1 = 4R (x0x1) .
So the moduli space is, as was discussed earlier, given by the real-codimension-one con-
dition φ = 0.
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Now calculate ψA′1...A′4 .
ψA′B′C′D′ =
1
2pii
˛
Γ
piA′piB′piC′piD′2
(
x0pi
4
0′ − x1pi30′pi1′ + x2pi20′pi21′ + x1pi0′pi31′ + x0pi41′
)
×
(
1
pi20′pi
8
1′
− 1
pi80′pi
2
1′
)
pi · dpi
⇒ ψ0′0′0′0′ = 2x1 ψ0′0′0′1′ = −2x0
ψ0′0′1′1′ = 0
ψ0′1′1′1′ = 2x0 ψ1′1′1′1′ = 2x1.
The self-dual two-forms are then given via (4.2.2) by
Σ0
′0′ = 2x0dx0 ∧ dx0 + 1
2
x0dx1 ∧ dx1 − 1
2
x1dx1 ∧ dx0 − 3
2
x1dx0 ∧ dx1 − 2x0dx0 ∧ dx2
Σ0
′1′ =
1
2
x0
(
dx0 ∧ dx0 − 1
8
dx1 ∧ dx1
)
−
(
1
8
x1 +
9
8
x0
)
dx1 ∧ dx0
+
1
2
(x1 − x1) dx2 ∧ dx0 − 7
16
x0dx2 ∧ dx1 −
(
7
16
x0 − 1
16
x1
)
dx1 ∧ dx2
Σ1
′1′ =
1
2
(x1 − 4x0) dx0 ∧ dx0 − 1
16
(x1 + 8x0) dx1 ∧ dx1 − 3
2
x1dx0 ∧ dx1
+
1
16
x1dx2 ∧ dx1 − 3
8
x1dx1 ∧ dx0 − 9
8
x0dx0 ∧ dx2 ,
restricted to the moduli space φ = 0. From these we could reconstruct the metric, but
this is not illuminating and so we will not reproduce it here.
This setup allows us to make contact with [59], in which a generalised Legendre trans-
formation is used to generate hyperKähler manifolds. Using the Kodaira isomorphism
we can identify the gradient dφwith a binary quartic:
dφ 7→ Q = µ4λ4 + 4µ3λ3 + 6µ2λ2 + 4µ1λ+ µ0
where
µa =
∂φ
∂xa
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and xa are as in (4.1.41). The two classical invariants associated to the binary quartic are
I = µ4µ0 − 4µ3µ1 + 3µ22
and
J = det

µ4 µ3 µ2
µ3 µ2 µ1
µ2 µ1 µ0
 .
The jumping loci can then be identified by the vanishing or otherwise of I, J , and dφ.
 Iff dφ = 0 we have Nx = O(−2) ⊕ O(4). For the Euclidean example we find that
this occurs when x0 = x1 = 0, and so is a line parametrised by x2 ∈ R.
Now consider dφ 6= 0. For the Euclidean example we have
I = 4x0x0 + x1x1
and
J = −2R (x20x1) .
 Iff I = J = 0 then we have Nx = O(−1) ⊕ O(3). This occurs nowhere on the real
slice, a consequence of the fact that for odd k we can never have a Euclidean real
slice.
 Iff J =0 and I 6= 0 then we have Nx = O ⊕O(2), which occurs on the intersection
of
R
(
x20x1
)
= 0 and R (x0x1) = 0.
 Finally at generic points with I 6= 0 and J 6= 0 we have the usual normal bundle
Nx = O(1)⊕O(1).
The generalised Legendre transform of [59] can be used in this context to construct the
Kähler potential for the moduli space metric. Following that paper we define G by
∂G (S, λ)
∂S
= pik−20′ fλ
−2 ,
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where pik−20′ f is the inhomogeneous version of f . For the Euclidean example we have
G =
1
3
S3
(
λ−2 − λ−8) .
The next step is to define
F =
1
2pii
˛
Γ
λ−2G (S|, λ) dλ ,
which in the example is
F = −x20x1 + 2x0x1x2 − x02x1 + 2x0x1x2 +
1
3
x31 +
1
3
x1
3.
In this context the real moduli spaceM arises as the subvariety defined by
φ =
∂F
∂x2
= 4R (x0x1) ,
in agreement with the earlier treatment. We then perform the generalised Legendre
transform of F (x0, x1, x0, x1, x2), defining
u =
∂F
∂x1
= 2x0x2 − x02 + x21 (4.2.3)
as the new coordinate and
Ω (x0, x0, u, u) = F − x1u− x1u ,
eliminating (x1, x1, x2) in favour of (u, u) using (4.2.3) and φ = 0. The surprising result
of [59] is that Ω is the Kähler potential for a hyperKähler metric g onM . In the example
we have been following we find
Ω = −2i (x30 − x03)(−1− ux0 − ux03 (x30 − x03)
)3/2
,
which satisfies the first heavenly equation [69]
∂2Ω
∂x0∂x0
∂2Ω
∂u∂u
− ∂
2Ω
∂x0∂u
∂2Ω
∂u∂x0
= 1.
The metric, if desired, can be explicitly computed from
g =
∂2Ω
∂u∂u
dudu+
∂2Ω
∂u∂x0
dudx0 +
∂2Ω
∂x0∂u
dx0du+
∂2Ω
∂x0∂x0
dx0dx0.
We note that the big-jumping line parametrised by x2 has been blown-down to a point
u = x0 = 0 in the Legendre transformation.
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4.3 Physics on folds
The jumpingmoduli spaces discussed in this section are generically singular at the jump-
ing points. This makes it somewhat remarkable that in [36] Gibbons andManton, whilst
pursuing an unrelated strand of research on the motion of monopoles, make use of
smooth normalisable solutions to the time-independent Schrödinger equation on a back-
ground whose metric is that of Taub-NUT with negative mass. This background is an
example of a jumping spacetime, being in the Gibbons-Hawking class (3.1.22) with
V = 1− 1
(x2 + y2 + z2)
1/2
.
By the proof of theorem 3.1.4 we know that this metric will suffer a jump to O ⊕ O(2)
when V = 0, i.e. on the submanifold defined by
x2 + y2 + z2 = 1.
Taub-NUT with negative mass is an example of an ambipolar metric [60] (see definition
2.5.3) rather than a full folded hyperKähler manifold [43, 12].
The existence of normalisable solutions to the time-independent Schrödinger equation
in [36] motivates the question of whether jumping spacetimes generically admit normal-
isable solutions, potentially making them more relevant to theoretical physics.
Gibbons-Hawking spacetimeswith linear potentials are the standard example of a folded
hyperKähler manifold, so we here address the question for these spacetimes. Without
loss of generality we can consider V = z,
g =
1
z
(
dψ +
1
2
xdy − 1
2
ydx
)2
+ z
(
dx2 + dy2 + dz2
)
.
The determinant and inverse are respectively given by
|g| = z2 and gµν =

(
(x2+y2)
4z
+ z
)
y
2z
− x
2z
0
y
2z
1
z
0 0
− x
2z
0 1
z
0
0 0 0 1
z
 .
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We aim to investigate how solutions of the time-independent Schrödinger equation
1√|g|∂µ
(√
|g|gµν∂νφ
)
= Eφ
behave with respect to the fold and determine whether there are any smooth L2 solu-
tions.
Written out in full, the Schrödinger equation is
1
z
(
1
4
(x2 + y2) + z2)∂ψ∂ψφ− x
z
∂y∂ψφ+
y
z
∂x∂ψφ+
1
z
δij∂i∂jφ = Eφ. (4.3.1)
To begin tackling this problem we will consider first the simple ψ-independent ansatz
φ(ψ, x, y, z) = ϕ(x, y, z)
giving us
1
z
δij∂i∂jϕ = Eϕ. (4.3.2)
We can legitimately consider ψ-independent solutions if we take ψ to be an angular co-
ordinate, making normalisability still possible. The equation (4.3.2) separates if wewrite
ϕ(x, y, z) = f(z)B(x, y) to give
fzz − Ezf = λf (4.3.3)
and Bxx +Byy = −λB , (4.3.4)
where λ is the separation constant, and could be complex. The equations (4.3.3) and
(4.3.4) are respectively the Airy equations and the two-dimensional Klein-Gordon equa-
tion up to coordinate shifts. Consider the latter first.
Equation (4.3.4) is nothing more that a two-dimensional time-independent free-particle
Schrödinger equation. This has no smooth normalisable solutions; the stationary states
are “scattering” states representing free particles, expressed as plane waves.
Now consider the Airy equation (4.3.3). There are two possibilities: either E = 0 or
E 6= 0. If E = 0 then we have
fzz − λf = 0 ⇒ f = a1e
√
λz + a2e
−√λz.
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For normalisability we then require λ to have non-vanishing real part, allowing us the
continuous solution f ∼ e−
√
λ|z|. This, however, is not smooth at the fold, and so we
can reject it. There are then no smooth normalisable solutions with E = 0 which are
independent of ψ.
If E 6= 0 then we can make the change of variable ξ = 1
E
z + λ
E2
and f(z) = h(ξ) to arrive
at the canonical manifestation of the Airy equation,
d2h
dξ2
− ξh = 0.
The two linearly-independent solutions to this are known as the Airy functions Ai(ξ)
and Bi(ξ). For negative ξ they both oscillate (out of phase with each other) and decay
as ξ becomes more negative, but for positive ξ they’re quite different: Ai(ξ) decays ex-
ponentially and Bi(ξ) diverges exponentially. Thus to have a chance of a normalisable
solution we must consider Ai(ξ).
Unfortunately, for large negative ξ we have
Ai(ξ) ∼ |ξ|− 14 sin
(
2
3
|ξ| 32 + pi
4
)
.
On a flat back-ground this |ξ|− 14 fall-off is sufficient to ensure that Ai(ξ) is normalisable,
but in our case we have the “extra” factor of
√|g| = |z| to consider in our integrals. The
relevant part of the integral isˆ +∞
−∞
dz |z| |Ai
(
1
E
z +
λ
E2
)
|2 .
At large negative z the integrand goes as |z| 12 , and so on the folded background the
Airy functions can not give us a normalisable solution, unless one is prepared to suffer a
discontinuity in the first derivative, just as in theE = 0 case. Thus there are no separable
smooth ψ-independent L2 solutions.
Consider now solutions of the form
φ(ψ, x, y, z) = eisψϕ(x, y, z)
for s a non-zero integer. This is a sensible ansatz because ψ is an angular coordinate on
the folded background. The Schrödinger equation (4.3.1) becomes
−s
2
z
(
1
4
(x2 + y2) + z2)ϕ− isx
z
∂yϕ+
isy
z
∂xϕ+
1
z
δij∂i∂jϕ = Eϕ ,
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which separates as ϕ = G(x, y)F (z) into
d2F
dz2
− (s2z2 + Ez + λ)F = 0
and
− 1
4
s2(x2 + y2)− isx
G
∂yG+
isy
G
∂xG+
1
G
(∂2x + ∂
2
y)G+ λ = 0. (4.3.5)
We’ll focus first on the F (z) equation, which has the form of the Schrödinger equation
describing a displaced harmonic oscillator. This is readily solved to give
F (z) = Hγ
(√
s
(
z +
E
2s2
))
exp
{
−1
2
s
(
z +
E
2s2
)2}
,
where Hγ(ξ) solves the Hermite equation
d2H
dξ2
− 2ξ dH
dξ
+ 2γH = 0
with
γ =
1
2s
(
E2
4s2
− (λ+ s)
)
.
If γ is a non-negative integer then Hγ is a Hermite polynomial and thus F (z) is clearly
normalisable for s > 0 (even with the folded background’s factor of
√|g| = z) due to the
exponential fall-off at large z.
Let us now proceed to consider the G(x, y) equation (4.3.5). This has the form of the
Schrödinger equation describing motion in a constant magnetic field (see for example
[11]). In the usual manner let us then define the canonical (Hermitian) momenta
Πx = −i∂x + 1
2
sy Πy = −i∂y − 1
2
sx
and ladder operators
a = Πx + iΠy a
† = Πx − iΠy.
The G(x, y) equation is then
(a†a+ s− λ)G = 0
andwe can construct some solutions (choosing λ = s) by solving aG0(x, y) = 0, and then
applying copies of a† to G0.
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For example, one solution is
G(x, y) ∝ exp
{
−1
4
s(x2 + y2)
}
,
and thus we conclude that there do exist normalisable solutions. One class of normalis-
able solutions is
φ = Hγ
(√
s
(
z +
E
2s2
))
exp
{
−1
2
s
(
z +
E
2s2
)2}
exp
{
−1
4
s(x2 + y2)
}
exp {isψ}
with s a positive non-zero integer and E chosen such that
γ =
E2
8s3
− 1
is a positive integer, which is always realisable.
4.4 Jumps in Newtonian twistor theory
Jumping phenomena are not constrained to the twistor theory of (complexified) Rie-
mannian spacetimes. In section 4.4 we will examine a novel construction of jumping
Newton-Cartan spacetimes.
Theorem 4.4.1. [41]
Let Z → P1 be a three-dimensional complex manifold fibred overO(3) with coordinates (ζ, S, λ)
and (ζˆ , Sˆ, λˆ) such that
ζˆ = λζ + f (S)
Sˆ = λ−3S
λˆ = λ−1
on the intersection of patches, where f (S) is a polynomial of at least quadratic order. Z is a New-
tonian twistor space: the Kodaira moduli spaceM of global sections is locally Newton-Cartan.
 The normal bundle is generically Nx = O ⊕O(2).
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 At special points the normal bundle jumps to O(−1)⊕O(3); at these jumping points the
Newton-Cartan clock vanishes.
The special points are characterised by the vanishing of the three two-forms induced onM by the
global two form dζˆ ∧ dSˆ on the fibres of Z → P1, or equivalently by the vanishing of the constant
term γ0 in the Laurent expansion of ∂f∂S |.
Proof
Write the global sections of O(3) as
S| = x0 + x1λ+ x2λ2 + x3λ3.
First wewill consider the normal bundle; wewill show that generically the isomorphism
class of Nx is O ⊕O(2). The patching for Nx is
F =
λ ∂f∂S |
0 λ−3

and the splitting problem to be solved is
hˆ1 = λh1 +
∂f
∂S
|h3 (4.4.1)
hˆ2 = λ
3h2 + λ
2 ∂f
∂S
|h4 (4.4.2)
hˆ3 = λ
−3h3
hˆ4 = λ
−1h4.
As usual we put
h3 =
3∑
n=0
anλ
n and h4 = b0 + b1λ.
To proceed further we make an expansion:
∂f
∂S
| = γ0 +
∞∑
n=1
γnλ
n
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where γ0 is a function of x0 only. For a global solution of (4.4.2) we then require
b0γ0 = 0 , (4.4.3)
leaving
hˆ2 = 0.
We also have
hˆ1 = γ0a0.
The determinant is then
det Hˆ = γ0a0b1 ,
and we conclude that Nx = O ⊕ O(2) for γ0 6= 0. A straightforward calculation then
shows that Nx = O(−1)⊕O(3) for any twistor line Xx with γ0 = 0.
Since we generically have Nx = O ⊕ O(2) we anticipate that the moduli space will be a
Newton-Cartan spacetime; to see this in detail we must construct the twistor functions.
In this case it is very straightforward: over Uˆ we have
ζˆ = f (S| (λ = 0)) := T (x0)
and
Sˆ| = x0λˆ3 + x1λˆ2 + x2λˆ+ x3.
We note that γ0 = dTdx0 . The geometry induced on the moduli space is, as usual, found
by identifying null vectors as those tangent to alpha surfaces. The conformal clock is
therefore
[θ] = α (x0) γ0 (x0) dx0
for any non-vanishing α and the conformal covariant Galilean metric is
[
h−1
]
= β
(
dx22 − 4dx1dx3
)
for any non-vanishing β. The geometry is therefore Galilean at generic points (and in-
deed Newton-Cartan if one chooses to include the canonical Λ-connections discussed in
section 2.4.3). At the jumping points with γ0 = 0, though, the clock vanishes.
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One can construct a map
x0 7→ t(x0) = T (x0) (4.4.4)
takingM to a more usual non-jumping Newton-Cartan spacetime but the map is not a
diffeomorphism; it eliminates the jumping points. This situation is entirely analogous
to the map taking the jumping spacetimes of section 4.1 to Gibbons-Hawking form.
The three two-forms arising from the restriction to twistor lines of
dζˆ ∧ dSˆ = λ−2dζ ∧ dS
clearly vanish on and only on the jumping points. 
Example
The simplest example of a jumping Newtonian twistor space is when f (S) = 1
2
S2. The
conformal clock admits a representative
θ = x0dx0 ,
vanishing at one point x0 = 0. The map (4.4.4) is
t =
1
2
x20 ,
and so the Newton-Cartan spacetime is thus a 2-fold cover of the standard
Newton-Cartan spacetime (with time coordinate t), branched over the spatial fibre
t = 0.

Chapter 5
Non-relativistic conformal symmetries
Twistor theory and conformal symmetries are closely linked [64, 68]. It is therefore nat-
ural when constructing a twistor theory of Newton-Cartan manifolds to consider some
related questions to dowith the analogues of conformal series in non-relativistic geome-
try. The reader is reminded that, following [28], some details regarding such symmetries
can be found in section 2.7.
5.1 First-order symmetries and Killing vectors
In this section we will construct a duality between the conformal Schrödinger symme-
tries of a curvedNewton-Cartan spacetime and the first-order symmetries of a Schrödinger
equation coupled to a potential and magnetic field.
5.1.1 Schrödinger-Killing vectors on curved spacetimes
The equations defining the expanded Schrödinger algebra s˜ch(d) and Schrödinger alge-
bra sch(d) in section 2.7 make sense for a curved Newton-Cartan spacetime as well as a
flat one: we simply use
h = δij∂i∂j θ = dt Γ
i
tt = δ
ij∂jV Γ
i
jt = Γ
i
tj = δjl
ilk∂kΩ (5.1.1)
with all other connection components vanishing instead of (2.6.3) and Γabc = 0.
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In order to prove theorem 5.1.1 it will be useful to write out in more detail the equations
defining the Schrödinger algebra on (5.1.1). Thus we collect for reference
∂iX
t = 0 (5.1.2)
∂iXj + ∂jX i = ∂tX
tδij (5.1.3)
∂t∂tX
i +Xj∂j∂
iV + 2∂iV ∂tX
t + 2ijk∂
kΩ∂tX
j − ∂jV ∂jX i = 0 (5.1.4)
ijk∂
j∂tX
i + 2Xj∂j∂kΩ + 2∂kΩ∂tX
t + ∂kX
j∂jΩ− ∂jXk∂jΩ = 0. (5.1.5)
(Recall that spatial indices are raised and lowered throughout with Kronecker deltas
because (h, θ) is the standard Galilean structure.)
Example
Take the (3 + 1)-dimensional Newton-Cartan spacetime with the linear Newtonian po-
tential V = z, adopting xi = (x, y, z). The Riemann tensor vanishes, so we expect the
symmetry group to be of maximal dimension. Solving (5.1.2-5.1.5) yields
X =
(
αt2 + 2µt+ γ
)
∂t +
(
ωijx
j + αtxi + µxi + νit+ ρi
)
∂i
+
1
2
ωxzt2∂x +
1
2
ωyzt2∂y −
(
2
3
αt3 + 2µt2
)
∂z.
We thus indeed find a twelve-dimensional algebra, though the vectors come with some
additional terms which result from the strange choice of coordinates.
Example
The Schrödinger-Killing vectors of the (3 + 1)-dimensional Newton-Cartan spacetime
with V = (x2 + y2 + z2)− 12 and Ω = 0 are
X = γ∂t + ω
i
jx
j∂i
for γ a constant and ωjk ∈ so(3). The presence of a point mass at the origin has reduced
the symmetry algebra to just time translations and spatial rotations.
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5.1.2 Symmetries of the covariant Schrödinger operator
In this section we will consider the first-order symmetries of the operator
∆ˆ = i∂t − 1
2m
δjk (−i∂j +mAj) (−i∂k +mAk)−mV,
where V and Ai depend on space only. That is to say, we will seek first-order linear
differential operators
D = Sa(xb)∂a + s(xb)
which obey
∆ˆD = δ∆ˆ (5.1.6)
for some (otherwise irrelevant) linear differential operator δ.
Wewill now consider thewell-known Schrödinger algebra spanned by vectorswhich are
the non-relativistic analogue of the conformal Killing vectors of flat spacetime and take
the definition of these Schrödinger-Killing vectors in a general Newton-Cartan spacetime,
proceeding to prove the following theorem.
Theorem 5.1.1. [40]
The first-order symmetries of the Schrödinger equation
∆ˆψ := i∂tψ − 1
2m
δjk (−i∂j +mAj) (−i∂k +mAk)ψ −mV ψ = 0 (5.1.7)
have the Schrödinger-Killing vectors of the Newton-Cartan spacetime with Galilean coordinates
(t, xi) and non-vanishing connection components
Γitt = δ
ij∂jV and Γijt = Γitj = δjlilk∂kΩ
as their principal symbols, where Ω(xj) is a function satisfying dΩ = ?3dA.
Equation (5.1.7) is the covariant Schrödinger equation exhibited in [29].
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Proof
If we calculate the left-hand-side of (5.1.6) then we get D∆ˆ, which is already in the right
form, and some additional operator terms. These additional terms arrange themselves
into ∆ˆ iff
∂iS
t (5.1.8)
∂iSj + ∂jSi = δij∂tS
t (5.1.9)
− im∂tSi − imAj∂jSi + imSj∂jAi + imAi∂tSt = ∂is (5.1.10)
i
2m
∂i∂
is− Ai∂is−
(
iSj∂j + i∂tS
t
)( i
2
∂iA
i − m
2
AiAi −mV
)
= ∂ts. (5.1.11)
In order to prove theorem 5.1.1 we must find the conditions on Sa such that one can
always find s solving these equations. To that end we use (5.1.10) to rewrite i
2m
∂i∂
is −
Ai∂is in (5.1.11) in terms of Sa only. Then (5.1.10-5.1.11) have the form
Σ = ds
for Σa = Σa(Sb, Ai, V ). By the Poincaré lemma the conditions we are looking for are
dΣ = 0. (5.1.12)
Explicit calculation reveals that (5.1.8,5.1.9,5.1.12) are then exactly the equations (5.1.2-
5.1.5) defining Schrödinger-Killing vectors with dΩ = ?3dA, completing the proof of
theorem 5.1.1.

Note that the gauge symmetry
Ai 7−→ Ai + ∂iχ
has not here been fixed. The Schrödinger-Killing vectors of the curved Newton-Cartan
spacetime are the symmetries of the whole gauge equivalence class of operators ∆ˆ.
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5.2 Higher symmetries and Killing tensors
In this sectionwewill defineNewton-Cartan analogues of Killing tensors and conformal
Killing tensors and prove that the latter, Schrödinger-Killing tensors, are the symbols of
the higher symmetry operators of the free-particle Schrödinger operator.
5.2.1 Non-relativistic Killing tensors and conserved quantities
In this section we will define the non-relativistic analogues of Killing tensors by ex-
hibiting Newton-Cartan geodesics as the projection of the integral curves of a Hamil-
tonian vector field on the cotangent bundle. This Hamiltonian formalism is an intrinsic
Newton-Cartan analogue of the Eisenhart-Duval lift discussed in, say, [16].
Lemma 5.2.1. [40]
Geodesics of the Newton-Cartan spacetime (M,h, θ, A, U) with connection components
Γabc =
1
2
had (∂bhcd + ∂chbd − ∂dhbd) + ∂(bθc)va + θ(bFc)dhad (5.2.1)
and with F = dA are the projection from T ∗M toM of the integral curves of the geodesic spray
G =
(
1
2
∂ah
cdΠcΠd + h
cdΠc∂aAd − ∂aU bΠb − U b∂aAb
)
∂
∂pa
+
(
Ua − habΠb
) ∂
∂xa
(where Πa := pa + Aa and (xa, pb) ∈ T ∗M ), which is the Hamiltonian vector field associated to
H = 1
2
habΠaΠb − UaΠa.
The proof of this lemma is straightforward (but tedious); we omit it for brevity.
This Hamiltonian (and therefore also the following definitions) are Milne-boost invari-
ant.
Definition 5.2.2. [40]. A rank-n Killing tensor of a Newton-Cartan spacetime (M,h, θ,∇) is
a symmetric contravariant tensor field Xa1...an such that functions χa1...amm on M can be found
obeying {
Xa1...anpa1 ...pan +
n−1∑
m=0
χa1...amm pa1 ...pam , H
}
= 0 , (5.2.2)
where { , } is the canonical Poisson structure on T ∗M .
148 CHAPTER 5. NON-RELATIVISTIC CONFORMAL SYMMETRIES
The quantity
Xa1...anpa1 ...pan +
n−1∑
m=0
χa1...amm pa1 ...pam
is a constant of motion.
Here we have provided an intrinsic Newton-Cartan definition of the usual concept of a
hidden symmetry, entirely in line with the familiar concept from classical dynamics [21].
Taking n = 1 in (5.2.2) we arrive at the conditions
LXh = 0 (5.2.3)
LXU − h (LXA , ) = −h (dχ0, ) (5.2.4)
(LXA) (U) = dχ0(U). (5.2.5)
Solving (5.2.3-5.2.5) on a given Newton-Cartan spacetime will give us the Killing vectors
of that spacetime.
Example
X = Xa∂a solves (5.2.3-5.2.5) with
h = δij∂i∂j θ = dt U = ∂t A = 0 (5.2.6)
and is thus a non-relativistic Killing vector of the flat Newton-Cartan spacetime iff
X = γ∂t +
(
ωijx
j + νit+ ρi
)
∂i
for any ten constants (γ, νi, ρi, ωij ∈ so(3)).
For the boosts (νi) we have χ0 6= 0 and thus boosts generate gauge transformations of
the flat Newton-Cartan spacetime.
Example
The (3 + 1)-dimensional Newton-Cartan spacetime
h = δij∂i∂j θ = dt U = ∂t A = −(δlkxlxk)− 12dt
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modelling theKepler problemadmits the following three rank-twonon-relativistic Killing
tensors
X ij = λlxkδlkδ
ij − λ(ixj) X it = X tt = 0
(for λi ∈ R3). The lower order terms are
χa1 = 0 and χ0 =
λiδijx
j
(δlkxlxk)
1
2
,
and the three associated conserved quantities together form the famousLaplace–Runge–Lenz
vector (see e.g. [15]).
5.2.2 Schrödinger-Killing tensors
In generalising the Schrödinger algebra sch(d) to the case of Schrödinger-Killing tensors
we will again make use of the Hamiltonian formalism introduced above. The follow-
ing definition is, in the Hamiltonian formalism, a natural way to define a notion of a
conformal Killing tensor.
Definition 5.2.3. [40]. ASchrödinger-Killing tensor of aNewton-Cartan spacetime (M,h, θ,∇)
is a symmetric contravariant tensor fieldXa1...an for which functions χa1...amm onM can be found
obeying
{
Xa1...anpa1 ...pan +
n−1∑
m=0
χa1...amm pa1 ...pam , H
}
=
n−1∑
m=0
(fa1...amm pa1...pam)H , (5.2.7)
for some symmetric tensor fields fa1...amm .
A Killing tensor as defined above is a special case of a Schrödinger-Killing tensor.
If n = 1 we have
LXh = f0h (5.2.8)
LXU − h (LXA , ) = f0U − h (dχ0, ) (5.2.9)
(LXA) (U) = dχ0(U). (5.2.10)
Using the flat Galilean Newton-Cartan spacetime (5.2.6) reduces this definition to that
of sch(d) above.
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In order to prove theorem 5.2.4 we will display in more detail the conditions describ-
ing the Schrödinger-Killing tensors of the flat Newton-Cartan spacetime. The defining
condition (5.2.7) becomes the coupled family of equations
− ∂iXa1...anpipa1 ...pan =
1
2
δijf
a1...an−1
n−1 pipjpa1 ...pan−2 (5.2.11)
∂tX
a1...anpa1 ...pan − ∂iχa1...an−1n−1 pipa1 ...pan−1
= −fa1...an−1n−1 ptpa1 ...pan−1 +
1
2
δijf
a1...an−2
n−2 pipjpa1 ...pan−2
∂tχ
a1...an−1
n−1 pa1 ...pan−1 − ∂iχa1...an−2n−2 pipa1 ...pan−2
= −fa1...an−2n−2 ptpa1 ...pan−2 +
1
2
δijf
a1...an−3
n−3 pipjpa1 ...pan−3
...
∂tχ
a1a2
2 pa1pa2 − ∂iχa11 pipa1 = −fa11 ptpa1 +
1
2
δijf0pipj
∂tχ
a1
1 pa1 − ∂iχ0pi = −f0pt
∂tχ0 = 0 . (5.2.12)
We can rewrite these concisely using the Schouten brackets ofX with h and U , denoted
LXh and LXU . They become
LXh = fn−1h (5.2.13)
Lχn−1h− 2LXU = fn−2h− 2fn−1U (5.2.14)
Lχn−2h− 2Lχn−1U = fn−3h− 2fn−2U (5.2.15)
... etc.
with this pattern continuing on the understanding that for negative m we have fm =
χm = 0, and where all indices on the right-hand-side products are symmetrised.
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5.2.3 Higher symmetry operators
The higher symmetries of the Laplacian and of various Schrödinger operators have been
calculated and are to be found in the literature [8, 31, 61]. In this section we will define
such symmetries, following those papers, and then proceed to prove theorem 5.2.4, iden-
tifying the higher symmetries of the free Schrödinger operator with the Schrödinger-
Killing tensors of the flat Newton-Cartan spacetime.
The Laplacian
In [31] Eastwood finds the higher symmetries of the Laplacian. These are linear differential
operators
D = V µ1...µnn
∂n
∂xµ1∂xµ2 ...∂xµn
+ V
µ1...µn−1
n−1
∂n−1
∂xµ1∂xµ2 ...∂xµn−1
+ ...+ V µ11
∂
∂xµ1
+ V0
which commute with the Laplacian ∆L in the sense that
∆LD = δ∆L
for some linear differential operator δ (determined by D). The functions V µ1...µpp (for
0 ≤ p ≤ n) are the components of totally symmetric rank-p tensor fields on flat space,
and the tensor of highest rank is called the symbol of the symmetry operator. Eastwood
finds that if D is a symmetry of the Laplacian then its symbol is a conformal Killing
tensor on flat spacetime, i.e.
∂(µ0V µ1...µn)n = g
(µ0µ1kµ2...µn) (5.2.16)
for some rank-(n−1) tensor field k (which itself is determined from (5.2.16)) and inverse
(flat) metric gµν . Furthermore, when (5.2.16) is satisfied for some symbol V µ1...µnn one can
uniquely solve for lower order operators (V µ1...µn−1n−1 , V
µ1...µn−2
n−2 , ..., V0) determined in terms
of the symbol such that D is a symmetry of the Laplacian [31].
The free Schrödinger operator
The analogous higher symmetries of the free-particle Schrödinger operator
∆ = i∂t +
1
2m
δij∂i∂j
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can be found in the literature [61]. Here we will summarise and make use of the ap-
proach of [8], where the symmetries of ∆ in d + 1 dimensions arise as the light-cone
reduction of conformal Killing tensors in d+ 2 dimensions.
Consider thewave equation in d+2dimensions, written in light-cone coordinates (xi, x+, x−):
∆Lφ =
(
δij∂i∂j − 2∂+∂−
)
φ = 0.
Restricting to fields of the form
φ(xi, x+, x−) = ψ(x+, xi) exp
{−imx−} (5.2.17)
reduces the wave equation to(
i∂+ +
1
2m
δij∂i∂j
)
ψ(x+, xi) = 0 ,
which is just ∆ψ = 0 if we identify x+ with time.
Let D be a symmetry of the Laplacian, allowing us to write
∆LDφ = δ∆Lφ.
Restricting to the ansatz (5.2.17) reduces this to
∆LD
(
e−imx
−
ψ
)
= δe−imx
−
∆φ. (5.2.18)
Applying D to e−imx−ψ results in a new symmetry operator D˜:
D
(
e−imx
−
ψ
)
= e−imx
−D˜ψ.
The left-hand-side of (5.2.18) rearranges into ∆ iff ∂−D˜ = 0, giving us
∆D˜ψ = δ˜∆ψ for ∂−D˜ = 0.
We can reverse these steps, giving us the statement that the higher symmetries of ∆ are
the operators D˜, arising from conformal Killing tensors.
Theorem 5.2.4. [40]
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The higher symmetries of the free Schrödinger equation
i∂tψ = − 1
2m
δij∂i∂jψ
are linear differential operators which have the Schrödinger-Killing tensors of the flat Galilean
Newton-Cartan spacetime
h = δij∂i∂j θ = dt Γ
a
bc = 0
as their principal symbols.
Proof
To prove theorem 5.2.4 we will consider the conformal Killing equation in d+ 2 dimen-
sions with coordinates xµ = (xi, x+, x−). We will calculate the resulting conditions on
D and compare them to the equations (5.2.11-5.2.12) characterising Schrödinger-Killing
tensors.
For a tensor of rank n the conformal Killing equation is
∂(µ0Sµ1...µn) = g(µ0µ1kµ2...µn)
where the only non-vanishing components of the metric are
gij = δij g+− = g−+ = −1 .
Recall that we are only interested in solutions which do not depend on x−.
Consider first the case (µ0...µn) = (a0...an), i.e. no (−) indices are included. We can then
identify
gab = hab ∂a = hab∂b ,
giving us
hb(a0∂bS
a1...an) = h(a0a1ka2...an).
Writing Xa1...an = Sa1...an and ka1...an−1 = −1
2
f
a1...an−1
n−1 , we then have
LXh = fn−1h ,
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the first of the equations (5.2.11-5.2.12) characterising the Schrödinger-Killing tensor
Xa1...an . Similarly we can start to set one index to (−) and the rest to (a1...an), giving
∂−Sa1...an + n∂(a1Sa2...an)− = 2g−(a1ka2...an) + (n− 1)g(a1a2ka3...an)−
⇒ ∂+Sa1...an − nhb(a1∂bSa2...an)− = 2δ(a1+ ka2...an) − (n− 1)h(a1a2ka3...an)−.
Again, this equation is the same as (5.2.14) with the identifications
χ
a1...an−1
n−1 = nS
−a1...an−1 fa1...an−2n−2 = −2(n− 1)k−a1...an−2 . (5.2.19)
In fact, all of the equations (5.2.11-5.2.12) can be reproduced in this manner from the
conformal Killing equation, one for each number of indices set to (−), and with simi-
lar identifications to (5.2.19). The equation with q indices set to (−) and the rest set to
(a1...an+1−q) is
q∂−S−...−a1...an+1−q + (n+ 1− q)∂(a1Sa2...an+1−q)−...−
= 2
q
n
(n+ 1− q)g−(a1ka2...an+1−q)−...− + 1
n
(n+ 1− q)(n− q)g(a1a2ka3...an+1−q)−...−
⇒ q∂+S−...−a1...an+1−q − (n+ 1− q)hb(a1∂bSa2...an+1−q)−...−
= 2
q
n
(n+ 1− q)δ(a1+ ka2...an+1−q)−...− −
1
n
(n+ 1− q)(n− q)h(a1a2ka3...an+1−q)−...−.
We can then identify
χ
a1...an−q
n−q =
n
q
Sa1...an−q−...− for q ≥ 1
and fa1...an−qn−q = −2
n− 1
q − 1
 ka1...an−q−...− for q ≥ 1.
These equations are now exactly those above characterising Schrödinger-Killing tensors,
completing the proof of theorem 5.2.4.

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With this achieved, a natural question to ask is whether this result extends to curved
Newton-Cartan spacetimes and the covariant Schrödinger equation. The situation here
remains unclear, just as it does in the case of the curved Riemannian manifold and the
Laplacian, and we defer this question to future investigations.
5.3 Symmetries and twistor spaces
In the nonlinear graviton construction the conformal symmetries of the spacetime are in
one-to-one correspondence with holomorphic vector fields on twistor space1, that is to
say the conformal symmetries onM arise as global sections of TZ → Z.
It is natural then to ask whether anything similar can be said in Newtonian twistor the-
ory, and if so, to ask which of the many non-relativistic conformal symmetry algebras
are singled out.
5.3.1 Four dimensions
We’ll focus mainly on the case of Newtonian twistor theory in four dimensions, where
we’ll first identify the algebra of global vector fields and then characterise two interesting
subalgebras.
5.3.1.1 Global holomorphic vector fields
Let Z = O ⊕O(2) in accordance with the twistor theory of section 3.1.
Theorem 5.3.1. [40]
The global sections of TZ → Z are in one-to-one correspondence with the vectors of the confor-
mal Newton-Cartan algebra cnc(3) associated to the Newton-Cartan spacetimeM with standard
Galilean structure (2.6.3) and Γabc = 0.
The algebra cnc(3) is defined in section 2.7. Both cnc(3) and Hˇ0(Z, TZ) are infinite-
dimensional Lie algebras.
1This fact is “well-known”, and is proven carefully in [53].
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Proof
We will prove theorem 5.3.1 by directly calculating the holomorphic vector fields β ∈
Hˇ0(Z, TZ) on. Write the inhomogeneous twistor coordinates as column vectors
Zρ =

T
Q
λ
 and Zˆρ =

Tˆ
Qˆ
λˆ
 .
The patching
βˆρ =
∂Zˆρ
∂Zσ
βσ
can be expanded to give
βˆT = βT
βˆQ = λ−2βQ − 2λ−3Qβλ
βˆλ = −λ−2βλ.
By considering an ansatz in which βα are arbitrary polynomials in (Q, λ) whose co-
efficients are arbitrary holomorphic functions of the trivial coordinate T we find that
β ∈ Hˇ0 (Z, TZ) iff
β = h(T )
∂
∂T
+
(
a(T ) + b(T )Q+ c(T )λ+ d(T )λQ+ e(T )λ2
) ∂
∂Q
+
(
f(T ) + g(T )λ+
1
2
λ2d(T )
)
∂
∂λ
(5.3.1)
for (a, b, c, ..., h) any eight holomorphic functions of T . These sections form an infinite-
dimensional Lie algebra (under the usual commutator).
Pushing this algebra toM is a two-stage procedure. First we consider an arbitrary vector
Λ ∈ T (PS′) and it’s push-forward to Z:
(µ?Λ)
α =
∂ (Zα|)
∂xΣ
ΛΣ,
where xΣ = (xa, λ) are coordinates on µ−1(U) ⊂ PS′. Thus setting βα = (µ?Λ)α we have
βT = Λt βQ − ∂(Q|)
∂λ
βλ = Λi
∂(Q|)
∂xi
βλ = Λλ,
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and we can uniquely determine a vector Λ such that Λa does not depend on λ (necessary
for the next step). The second half of the procedure is to simply push-down Λ to Y = ν?Λ
onM , giving
Y = Λa(xi, t)
∂
∂xa
.
Doing this for the general global vector (5.3.1) yields
Y = h(t)
∂
∂t
+
(
ωij(t)x
j + χ(t)xi + ηi(t)
) ∂
∂xi
where
χ(t) = b(t)− g(t)
ωxy(t) = ig(t)
ωzx(t) = f(t) +
1
2
d(t)
ωzy(t) = i
(
1
2
d(t)− f(t)
)
ηi(t)
∂(Q|)
∂xi
= a(t) + c(t)λ+ e(t)λ2,
revealing Y to be an arbitrary element of cnc(3). The procedure is reversible: the ∂λ
component of the lift of Y to PS′ is calculated by requiring that the resulting vector field
should descend to a vector field on Z. This completes the proof of theorem 5.3.1.

Note that the factors of i above do not prevent Y from being real; it is possible to choose
the real and imaginary parts of (a, b, c, ..., h) such that Z is any element of the real cnc(3).
5.3.1.2 The expanded Schrödinger algebra
The expanded Schrödinger algebra s˜ch(3) in a finite-dimensional subalgebra of cnc(3),
and so it is to natural to ask what characterises the corresponding holomorphic vector
fields on Z. OnM we pick out the subalgebra (as described in section 2.7) by a require-
ment that the vector must generate projective transformations of a connection. In this
section we will describe an analogous procedure which takes place in twistor space.
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In order to have a notion of a projective holomorphic vector field on Z we must first es-
tablish some kind of affine connection on the twistor space. Considering local geometry
on twistor spaces is an eccentric maneuver; usually one wishes to emphasise that global
data on Z reduces to interesting local information onM .
Using the standard law for transforming connection components we can write down the
patching for a new bundle G → Z, whose sections are (the components of) torsion-free
affine connections on twistor space. The patching is
Γˆαβγ =
∂Zˆα
∂Zµ
∂Zν
∂Zˆβ
∂Zρ
∂Zˆγ
Γµνρ −
∂Zν
∂Zˆβ
∂Zρ
∂Zˆγ
∂2Zˆα
∂Zν∂Zρ
. (5.3.2)
One might expect that we could now identify Hˇ0(Z,G) and then proceed to consider the
projective vectors of global connections. Unfortunately there is an issue: the bundle G
admits no global sections, as can be seen from, for example, the αβγ =λλλ component of
the patching,
Γˆλλλ = −λ2Γλλλ − 4λQΓλQλ − 4Q2ΓλQQ − 2λ. (5.3.3)
The final term here cannot be (holomorphically) included in any of the other terms, so
there can be no global solutions to (5.3.3); Hˇ0(Z,G) = 0.
Inspection of (5.3.2) reveals that if one considers only vectors in the ZA = (T,Q) di-
rections then the patching for the relevant connection components does admit global
sections. Thus it is sensible to decompose the tangent bundle as
T (PT∞) = h⊕ v
with respect to the fibration Z → P1, i.e. such that
β ∈ v iff dλ(β) = 0 .
The general global section of the reduced bundle Gv is then
ΓTTT = Σ(T ) Γ
Q
TQ = Γ
Q
QT = Ξ(T )
ΓQTT = Φ0(T ) + Φ1(T )λ+ Φ2(T )λ
2 + Ψ(T )Q , (5.3.4)
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with all other components ΓABC set to zero, and where (Σ,Ξ,Φ0,Φ1,Φ2,Ψ) are six arbi-
trary holomorphic functions of T .
In the spirit of the spacetime characterisation of the expanded Schrödinger algebra we
will consider, out of all the possibilities in (5.3.4), the case in which all ΓABC = 0. We then
define the subalgebra Sv ⊂ v to be the algebra of vertical holomorphic vector fields β
obeying
LβΓABC = δA(BκC) , (5.3.5)
for κ a one-form on Z to be determined in solving (5.3.5). Not unexpectedly, κ is always
an element of Hˇ0(Z, T ∗Z), which is populated only by one-forms k(T )dT for holomor-
phic k corresponding to the conformal clock onM .
To get the twistorial analogue S˜ of the expanded Schrödinger algebra we must then re-
include the ∂λ parts of the vectors. This is done by taking the closure under Lie bracket
of
Sv ⊕
{(
f(T ) + g(T )λ+
1
2
λ2d(T )
)
∂
∂λ
}
.
The thirteen-dimensional Lie algebras S˜ on Z and s˜ch(3) on M are then in one-to-one
correspondence, a subcorrespondence of that in theorem 5.3.1.
5.3.1.3 The CGA
In [33] the authors discuss a particular non-relativistic limit of the conformal algebra, in
which one sends c→∞ but scales each generator by an appropriate factor of c such that
the leading term survives. The number of generators is therefore unchanged, and the
resulting fifteen-dimensional algebra is known as the CGA (conformal Galilean algebra).
We can realise Z as the c → ∞ limit of the twistor space Zc associated to Minkowski
space as in theorem 3.1.1, and so we can take a limit of the (fifteen) holomorphic vector
fields on Zc in the CGA style to give a representation of the CGA on Z. The conformal
Killing vectors on Minkowski spaceMc and their resulting limits on Z are shown in the
following table.
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Vector onMc Limit on PT∞
Translations ∂
∂t
∂
∂T
∂
∂x
(λ2 − 1) ∂
∂Q
∂
∂y
−i(λ2 + 1) ∂
∂Q
∂
∂z
−2λ ∂
∂Q
Dilation t ∂
∂t
+ x ∂
∂x
+ y ∂
∂y
+ z ∂
∂z
T ∂
∂T
+Q ∂
∂Q
Rotations x ∂
∂y
− y ∂
∂x
iQ ∂
∂Q
+ iλ ∂
∂λ
y ∂
∂z
− z ∂
∂y
−iλQ ∂
∂Q
− i
2
(λ2 − 1) ∂
∂λ
z ∂
∂x
− x ∂
∂z
−λQ ∂
∂Q
− 1
2
(1 + λ2) ∂
∂λ
Boosts t ∂
∂x
+ x
c2
∂
∂t
(λ2 − 1)T ∂
∂Q
t ∂
∂y
+ y
c2
∂
∂t
−i(1 + λ2)T ∂
∂Q
t ∂
∂z
+ z
c2
∂
∂t
−2λT ∂
∂Q
Special −2t (x · ∂)− (x · x) 1
c2
∂
∂t
−T 2 ∂
∂T
− 2TQ ∂
∂Q
2
c2
x (x · ∂)− 1
c2
(x · x) ∂
∂x
(λ2 − 1)T 2 ∂
∂Q
2
c2
y (x · ∂)− 1
c2
(x · x) ∂
∂y
−i(λ2 + 1)T 2 ∂
∂Q
2
c2
z (x · ∂)− 1
c2
(x · x) ∂
∂z
−2λT 2 ∂
∂Q
The CGA on Z is a finite-dimensional subalgebra of Hˇ0(Z, TZ), giving us another sub-
correspondence of that in theorem 5.3.1.
5.3.2 Three and five dimensions
In this sectionwe’ll identify the algebra of global vector fields for the flatmodels of three-
and five-dimensional Newtonian twistor theory.
Three dimensions: Z = O ⊕O(1)
We now compute Hˇ0 (Z, TZ) for the flat model Z = O⊕O(1) and pull the elements back
to sections of TM →M . The patching for TZ → Z is
βˆα˜ =
∂Zˆ α˜
∂Z β˜
ββ˜ (5.3.6)
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where
Z α˜ = (T,Ω, λ)T Zˆ α˜ =
(
Tˆ , Ωˆ, λˆ
)T
and where we write β for a section of TZ. The components of (5.3.6) read
βˆT = βT βˆΩ = λ−1βΩ − λ−2Ωβλ βˆλ = −λ−2βλ.
The most general global section is then given by
βT = h0
βΩ = d0 + d1λ+ e0Ω + a2Ωλ+ b1Ω
2
βλ = a0 + a1λ+ a2λ
2 + b0Ω + b1Ωλ
for nine arbitrary holomorphic functions (a0, a1, a2, b0, b1, d0, d1, e0, h0) of T .
Now let Λ be a vector field on PS′ →M , so we have
Λ = ΛΛ
∂
∂xΛ
= Λλ
∂
∂λ
+ Λa
∂
∂xa
over U ⊂ P1. Then β = µ∗Λ is a vector field on Z with components
βµ =
∂Zµ|
∂xΛ
ΛΛ
so we have
Λt = h0
Λλ = a0 + a1λ+ a2λ
2 + b0 (y + zλ) + b1 (y + zλ)λ
⇒ Λy = d0 + e0y + b1y2 − za0 − b0yz
and Λz = d1 + (e0 − a1) z + a2y + b1yz − b0z2.
We can then push Λ down toM to obtain
Y := ν∗Λ = h0∂t +
(
Ai +Bijx
j + xiCjx
j
)
∂i
where
Ay = d0 A
z = d1
162 CHAPTER 5. NON-RELATIVISTIC CONFORMAL SYMMETRIES
Bij =
e0 −a0
a2 e0 − a1

Cy = b1 Cz = −b0.
This is a nine-dimensional Lie algebra under the usual bracket; it does not fit automati-
cally into any of the algebras discussed in section 2.7.
We can interpret this algebra heuristically as follows. Take the eight-dimensional algebra
of projective vector fields on the two-dimensional spatial fibres, add time translations,
and then promote the nine-dimensional algebra to an infinite-dimensional one by allow-
ing the nine components to carry arbitrary holomorphic functions on the time axis. We
can write
Hˇ0 (Z, TZ) =
p (2,C)eight ⊕
{
∂
∂T
}
one
⊗H (OT )
where p (2,C) is the algebra of projective vector fields on the (flat) two-dimensional spa-
tial slices, and where H (OT ) are the holomorphic functions on the time axis.
Five dimensions: Z = O ⊕O(1)⊕O(1)
Now we will study the image onM of Hˇ0 (Z, TZ) for Z = O ⊕O(1)⊕O(1).
As usual let Zα run over wµ and λ, with analogous definitions for Uˆ . The patching for
TZ → Z is
Vˆ α =
∂Zˆα
∂Zβ
V β ⇒
βˆT = βT
βˆA = λ−1βA − λ−2wAβλ
βˆλ = −λ−2βλ
, (5.3.7)
and there is one global function of weight zero to consider, Tˆ = T . The general global
section of (5.3.7) is
β = a(T )
∂
∂T
+
(
hA(T ) + gA(T )λ+ jAB(T )w
B + d(T )λwA + fB(T )w
BwA
) ∂
∂wA
+
(
b(T ) + c(T )λ+ d(T )λ2 + eA(T )w
A + fA(T )w
Aλ
) ∂
∂λ
, (5.3.8)
depending on sixteen (holomorphic) functions of T . Whilst we won’t explicitly include
the calculation of the image onM , it is clear that the global vector algebra (5.3.8) has the
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decomposition
Hˇ0 (Z, TZ) =
sl(4,C)fifteen ⊕
{
∂
∂T
}
one
⊗H (OT )
into conformal symmetries of the flat degenerate metric and time translations, where
H (OT ) are the holomorphic functions on the time axis.

Chapter 6
Twistor theory and the Schrödinger
equation
One of the early successes of twistor theory was Penrose’s solution of the zero-rest-mass
equations by contour integrals on twistor lines [65]. Later formulas could handlemassive
states by means of more complicated integrands and domains [44, 45, 46, 47].
In this chapterwewill begin to develop analogous contour integral formulas in theNew-
tonian setting. For four dimensionswe’ll coordinatiseZ = O⊕O(2)homogeneously over
U by (T, q, piA′) as in section 3.1.1.2. The obvious starting point is to integrate a function f
(homogeneous ofweight−2) representing a cohomology class in Hˇ1 (Z,O(−2)Z) around
a contour γ homologous to the equator in P1. We then find, however, that
1
2pii
˛
γ
f (T |, q|, piA′)pi · dpi
merely solves the spatial Laplace equation as in minitwistor theory [21], with the extra
twistor coordinate T playing no role.
The situation becomesmore interestingwhenone considers the free-particle Schrödinger
equation.
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6.1 Integral formulas and derivations
Herewewill derive contour integral formulaswhichprovide solutions to the free-particle
Schrödinger equations in (2+1) and (3+1) dimensions.
6.1.1 (2+1) dimensions
Let (ωA,ΠA′) be homogeneous coordinates1 on Z = O(1)⊕O(1) which restrict to
ω0| = wΠ0′ + uΠ1′ and ω1| = vΠ0′ + τΠ1′
on global sections, and let G ∈ H1 (Z,O(−2)Z) be represented by a function homoge-
neous of weight −2.
Penrose’s seminal paper [65] unveiled the integral formula
φ(w, τ, u, v) =
1
2pii
˛
γ
G(ω0|, ω1|,ΠA′) Π · dΠ (6.1.1)
giving rise to solutions to the wave equation
(∂w∂τ − ∂u∂v)φ = 0 , (6.1.2)
where γ is a choice of contour homologous to the equator in P1.
Under the ansatz
φ(w, τ, u, v) = ψ(τ, u, v) exp {iw} (6.1.3)
equation (6.1.2) reduces to the two-dimensional free-particle Schrödinger equation
(i∂τ − ∂u∂v)ψ = 0. (6.1.4)
Now note that
φ = ψeiw ⇔ (∂w − i)φ = 0
and so apply (∂w − i) to (6.1.1):
(∂w − i)φ = 1
2pii
˛
γ
(Π0′ (∂ω0G) | − iG|) Π · dΠ.
1Since the formula for (2 + 1) dimensions will play a role in the derivation of a formula for (3 + 1)
dimensions we choose to reserve the usual notation piA′ for the latter case and instead switch to ΠA′ as
homogeneous coordinates on P1 in this section.
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Thus (∂w − i)φ = 0 if and only if
Π0′∂ω0G− iG = h(ωA,ΠA′) (6.1.5)
where h is any function (also of weight minus two) satisfying
˛
γ
h|Π · dΠ = 0. (6.1.6)
There are lots of non-vanishing functions h with this property; for instance we can take
h = Π0′/Π3
1′ . Of course, one such function is h = 0. We choose to proceed by taking h = 0
and the justification for this will be that the resulting integral formula has a significant
range, to be shown in section 6.2. The solution to (6.1.6) is then
G(ωA,ΠA′) = F (ω
1,ΠA′) exp
{
iω0
Π0′
}
yielding the integral formula
ψ(τ, u, v) =
1
2pii
˛
γ
F (ω1|,ΠA′) exp
{
iuΠ1′
Π0′
}
Π · dΠ (6.1.7)
previously presented in an appendix of [22]. By construction ψ(τ, u, v) solves the (2+1)-
dimensional Schrödinger equation (6.1.4), but if desired it is straightforward to verify
this is the case from (6.1.7).
Example: an elementary state
Let F = 1
ω1Π1′
. We then have
ψ =
1
2pii
˛
γ
e
iuΠ1′
Π0′
(vΠ0′ + τΠ1′) Π1′
Π · dΠ
and putting η = Π0′
Π1′
in the patch U we then have
ψ =
1
2pii
˛
γ
e
iu
η
(vη + τ)
dη.
Now let γ be any contour centred on the origin in U and excluding η = −τv−1; using the
residue theorem we then have
ψ = v−1
(
e−
iuv
τ − 1
)
(6.1.8)
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which does indeed solve (6.1.4). The region τ = 0 is explicitly excluded by our choice of
contour, so the singularity there is of no concern.
Putting in u = 1
2
(x+ iy) and v = 1
2
(x− iy) and taking (x, y, τ) to be real spacetime
coordinates then gives
ψ =
2
x− iy
(
exp
{
− i
4τ
(
x2 + y2
)}− 1)
⇒ ψ∗ψ ∝ 1
x2 + y2
sin2
(
−(x
2 + y2)
8τ
)
.
Thus this elementary state2 arising has the quantum mechanical interpretation of a state
localised around the origin at early times whose probability density diffuses radially in
the plane.
6.1.2 (3+1) dimensions
To solve the Schrödinger equation in (3+1) dimensions we employ a similar strategy,
the difference being that we start with a two-twistor formalism in the style of [44, 47].
Henceforth in this chapter the material presented is original to this thesis.
Consider a function
g : Z∞ × Z∞ → C
where Z∞ = O ⊕O(2) is Newtonian twistor space, the total space of O ⊕O(2). We will
label the two copies of the twistor space by a = 0, 1 and use homogeneous coordinates
(Ta, qa, (pia)A′) ∈ Z∞ × Z∞
where Ta and qa are respectively of weight zero and two, pulling-back to
Ta| = it qa| = (x− iy) (pia)20′ − 2z (pia)0′ (pia)1′ − (x+ iy) (pia)21′
(for the same (t, xi) ∈M .) If we take any such g ofweight3 (−2,−2) thenwe can construct
a function
ψ(t, xi) =
1
(2pii)2
˛
Γ0
pi0 · dpi0
˛
Γ1
pi1 · dpi1g (T0|, T1|, q0|, q1|, (pi0)A′ , (pi1)A′) (6.1.9)
2Penrose referred to the solutions of the zero-rest-mass equations arising from the simplest twistor
functions (like that of this example) as elementary states [65].
3We’ll refer to the weightsm0 with respect to a = 0 andm1 with respect to a = 1 as (m0,m1).
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on M by restricting both twistor spaces to the twistor lines corresponding to the same
point in M . We take the contours Γa to be homologous to the equators in the two P1
bases.
Equation (6.1.9) describes a completely arbitrary function ψ on M . One can convince
oneself of this by considering the temporal and spatial dependence separately. The time
coordinate is obviously arbitrary: we have two coordinates which both pull back to T | =
it and nothing else.
The spatial dependence is a little more subtle. A function on Z∞ (when pulled-back)
assigns a complex number to every real straight line (null ray) on the spatial fibres ofM .
Integrating out the pi-dependence sums up the values assigned to each of the straight
lines passing through the point at which the function is being evaluated. This is clearly
insufficient to define an arbitrary function; the value at one point is to some extent de-
termined by values at other points. Of course we know that this is not so: a function
defined this way is automatically harmonic.
Now consider pulling-back a function on Z∞ × Z∞. What this does (for spatial depen-
dence) is to assign a complex number to every pair of real straight lines on the spatial
fibres ofM . If we restrict to the twistor lines corresponding to the same point (t, xi) ∈M
and integrate out the (two sets of) pi-dependence thenwe are effectively summing up the
values assigned to each pair of lines both passing through (t, xi). However in this case
the value ψ(t, xi) is completely unrelated to the value at any other point because there
is always a unique straight line joining two points in Euclidean R3; none of the pairs of
lines passing through one point can possibly both pass through any other point.
Now apply the Schrödinger operator
∆S = i
∂
∂t
+
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
to (6.1.9): we find that
∆Sψ = 0 ⇒
˛
Γ0
pi0 · dpi0
˛
Γ1
pi1 · dpi1
(
−2 ∂
∂T − 4(pi0 · pi1)
2 ∂
2
∂q0∂q1
)
g| = 0 (6.1.10)
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where T := T0 + T1 pulls back to T | = 2it. The situation is now similar to that in (6.1.5);
we require the integrand in (6.1.10) to lie in the kernel of
¸
Γ0
pi0 · dpi0
¸
Γ1
pi1 · dpi1. As in the
case of (2 + 1) dimensions we’ll choose to proceed by taking the zero of that kernel.
Thus (after multiplying by i for convenience) we must solve(
i
∂
∂T + 2i(pi0 · pi1)
2 ∂
2
∂q0∂q1
)
g = 0 .
Fortunately this is an equation we learned how to solve twistorially in the previous sec-
tion: it a free-particle Schrödinger equation in (2 + 1) dimensions. By careful identifica-
tion of the spacetime coordinates (τ, u, v) in the previous section with the twistor vari-
ables of this section we will be able to use the contour integral (6.1.7). We must choose
(τ, u, v) such that they are weight zero functions of the homogeneous twistor variables,
which involves factorising
(pi0 · pi1)2 = p0(pi0, pi1)p1(pi0, pi1)
where p0 and p1 are respectively sections4 of O(2, 0) and O(0, 2). This factorisation is
highly non-unique. One choice is to take
p0 = (pi0)
2
0′ and p1 =
(
(pi1)1′ − (pi1)0′
(pi0)1′
(pi0)0′
)2
. (6.1.11)
With a factorisation chosen it is straightforward to express the “old” twistor functions
from the (2 + 1) setup in terms of the “new” (3 + 1) twistor variables; we write
ω0| = wΠ0′ − i q0
2p0
Π1′
ω1| = q1
p1
Π0′ − T Π1′ ,
and the resulting formula for solutions of the (3+1) Schrödinger equation (using (6.1.7))
is
ψ(t, xi) =
1
(2pii)3
˛
Γ1
˛
Γ0
˛
γ
f
(
q1|
p1
Π0′ − 2itΠ1′ , (pi0)A′ , (pi1)A′ , ΠA′
)
× exp
{
Π1′q0|
2Π0′p0
}
d3P , (6.1.12)
4We denote by O (m,n) the line bundle whose sections are represented by functions of weight m in
(pi0)A′ and weight n in (pi1)A′ .
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where we have defined the weight (2, 2, 2) measure
d3P = pi0 · dpi0 pi1 · dpi1 Π · dΠ .
One can then verify directly that (6.1.12) is in the kernel of ∆S .
We note that a fuller cohomological understanding of the integral formulas in this chap-
ter remains an avenue for future research.
6.2 Plane waves
The integral formulas of the previous section give solutions to the right equations, but it
is not yet clear how many such solutions are in their range. In this section we will prove
that any plane wave solution lies within this range, meaning that at least all Fourier
analysable solutions are available.
Twistor functions giving rise to plane waves will turn out to be unwieldy, containing
divergent series. They do, however, make sense under the integral and it is reassuring
to see in appendix B that similarly difficult twistor functions arise when considering
plane waves in minitwistor theory.
6.2.1 (2+1) dimensions
Theorem 6.2.1.
All plane wave solutions
ψ = exp {iEτ + ikxx+ ikyy}
to the (2 + 1)-dimensional free-particle Schrödinger equation are in the range of the integral
formula (6.1.7), where kx and ky are real and E = k2x + k2y .
Proof
Consider the two-parameter family of twistor functions
F (ω1,ΠA′) =
e
aω1
Π0′
Π0′Π1′
∞∑
n=0
(
b
Π0′
Π1′
)n
for (a, b) ∈ C2 (6.2.1)
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and a contour γ enclosing Π0′ = 0. In the (2 + 1) integral formula (6.1.7) these twistor
functions yield
ψ(τ, u, v) =
1
2pii
˛
γ
exp
{
av + (aτ + iu)
Π1′
Π0′
}
Π0′Π1′
∞∑
n=0
(
b
Π0′
Π1′
)n
Π · dΠ .
This integral is most easily computed in the patch U , where η = Π0′
Π1′
is a good coordinate.
We then have
ψ =
1
2pii
eav
˛
γ
dη
exp
{
(aτ + iu) 1
η
}
η
∞∑
n=0
(bη)n
⇒ ψ = 1
2pii
eav
∞∑
n=0
∞∑
m=0
1
m!
˛
γ
dη
η
(aτ + iu)m (b)n ηn−m
⇒ ψ = exp {av + ibu+ abτ} ;
the family of twistor functions (6.2.1) leads to a generic plane wave solution of the (2+1)
Schrödinger equation with complex momenta. Restricting to the case of real momenta
is achieved by writing
u =
1
2
(x+ iy) v =
1
2
(x− iy)
for real x and y, as well as
a = i (kx + iky) b = (kx − iky)
for real kx and ky. Therefore we conclude, by admitting the possibility of integrating
(6.2.1) over kx and ky with somemomentumdensity, that the range of the twistor integral
formula (6.1.7) includes all Fourier-analysable states.

6.2.2 (3+1) dimensions
Theorem 6.2.2.
All plane wave solutions
ψ = exp {−iEt+ ikxx+ ikyy + ikzz}
to the (3 + 1)-dimensional free-particle Schrödinger equation are in the range of the integral
formula (6.1.12), where (kx, ky, kz) ∈ R3 and E = k2x + k2y + k2z .
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Proof
Here the situation is more complicated: use the factorisation (6.1.11) and use inhomoge-
neous coordinates
η =
Π0′
Π1′
λ0 =
(pi0)0′
(pi0)1′
λ1 =
(pi1)0′
(pi1)1′
.
The integral formula (6.1.12) then becomes
ψ =
1
(2pii)3
˛
Γ1
˛
Γ0
˛
γ
f
(
Q1|ηλ20
(λ0 − λ1)2 − 2it, λ0, λ1, η
)
exp
{
Q0|
2ηλ20
}
dηdλ0dλ1 (6.2.2)
where
Qa| = ξλ2a − 2zλa − ξ˜ ;
γ encloses η = 0; and Γa encloses λa = 0.
Take the ansatz
f =
f˜(λ0, λ1)
η
exp
{ E
2η
(
Q1|ηλ20
(λ0 − λ1)2 − 2it
)
(λ0 − λ1)2
} ∞∑
n=0
(αη)n (6.2.3)
for complex parameters (α, E) and a function f˜ left arbitrary at present. On computing
the η integral in (6.2.2) we find
ψ =
1
(2pii)2
˛
Γ1
˛
Γ0
f˜(λ0, λ1) exp
{
αQ0|
2λ20
+
EQ1|λ20
2
− iαEt(λ0 − λ1)2
}
dλ0dλ1
⇒ ψ = 1
(2pii)2
˛
Γ1
˛
Γ0
dλ0dλ1 f˜(λ0, λ1)
× exp
{
λ21
(Eξλ20
2
− iαEt
)
+ λ1
(−Ezλ20 + 2iαEtλ0)+
(
αQ0|
2λ20
− E ξ˜λ
2
0
2
− iαEtλ20
)}
.
Any singularities in λ1 must thus come from f˜ . Now choose f˜ to be
f˜ =
1
λ0λ1
[ ∞∑
n=−∞
(µλ1)
n
][ ∞∑
m=−∞
(βλ0)
n
]
for two non-vanishing complex parameters (µ, β). The remaining two integrals are read-
ily computed using the lemma
∞∑
n=−∞
1
2pii
˛
dλ
λ
exp
{
N∑
i=1
aiλ
bi
}
(µλ)n = exp
{
N∑
i=1
ai
µbi
}
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for any contour enclosing λ = 0 and any 2N complex parameters (ai, bi), which follows
from the residue theorem. Thus we compute first the λ1 integral, finding
ψ =
1
2pii
˛
Γ0
e
{
Eξλ20
2µ2
− iαEt
µ2
−Ezλ
2
0
µ
+
2iαEtλ0
µ
+
αQ0|
2λ20
−Eξ˜λ
2
0
2
−iαEtλ20
} [ ∞∑
m=−∞
(βλ0)
n
]
dλ0
λ0
,
and then the λ0 integral, finding
ψ = exp
{
−itαE
(
1
β
− 1
µ
)2
+ ξ
( E
2µ2β2
+
α
2
)
+ z
(
− E
µβ2
− αβ
)
+ ξ˜
(
− E
2β2
− β
2α
2
)}
which for
ξ = x− iy ξ˜ = x+ iy
can be written as
ψ = exp {−iEt+ ikxx+ ikyy + ikzz} (6.2.4)
where
kx = − iE
2β2
(
µ−2 − 1)− iα
2
(
1− β2) ; (6.2.5)
ky = − E
2β2
(
µ−2 + 1
)− α
2
(
1 + β2
)
;
kz =
iE
µβ2
+ iαβ ; (6.2.6)
and E = k2x + k2y + k2z = αE
(
1
β
− 1
µ
)2
.
We have arrived at a four-parameter family of plane wave solution of the free-particle
Schrödinger equation, where the parameters are (α, β, µ, E). In order for this family to
range over all plane waves we must ensure that we can find values of the parameters for
any k = (kx, ky, kz) ∈ R3.
If we invert (6.2.5-6.2.6) for (α, µ, E) then we find
µ =
(kx − βkz)− iky
(βkx + kz) + iβky
(6.2.7)
E = iβ
2 (βkz − kx + iky)2
(β2 − 1) kx + 2βkz + i (1 + β2) ky
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α = − i
(
k2x + k
2
y + k
2
z
)
(β2 − 1) kx + 2βkz + i (1 + β2) ky (6.2.8)
where β 6= 0 has been left free. Generically the ansatz thus constitutes a one-parameter
family of twistor functions giving rise to a given plane wave. The only possible cases for
concern are then α−1 = E−1 = 0, µ = 0, and µ−1 = 0. (Recall that µ 6= 0 was required
when µ was introduced.) However inspection of (6.2.7-6.2.8) reveals that if a given k
were to fall onto one of these special cases then β can be adjusted so as to remove that
k from the special case. (The only remaining case is the trivial k = 0 for which we can
take α = E = 0 with β 6= 0 and µ 6= 0.)
We therefore conclude that anyplanewave solution (6.2.4) of the free-particle Schrödinger
equation lies within the range of the integral formula (6.1.12), and hence so does any
Fourier-analysable solution.

The twistor functions (6.2.1) and (6.2.3) giving rise to plane waves are unwieldy sums
which are generically divergent. They nevertheless lead to finite solutions and make
sense under an integral. One might hope that this is revealing how in twistor theory
planewaves are a poor basis choice, and that elementary states such as (6.1.8) can replace
them.

Appendix A
Line bundles on P1
Twistor spaces with families of submanifolds Xx having Nx = O(k) for some k ≥ 1 are
about as simple as it gets; they are, though, sufficiently sophisticated as to require some
careful treatment of their canonical connections, particularly when k is odd.
Applied in these cases theorem 2.3.1 amounts to the construction of a paraconformal struc-
ture onM, i.e. a bundle isomorphism
TM = kS′
as is studied in [26, 32, 14], concretely given by the frame eA
′
1...A
′
k
a .
A.1 Odd dimensions
When k is even the treatment is relatively straightforward: the span of the framewill give
us a conformal structure and the Λ-connection can pick out a preferred representative.
Theorem A.1.1. Let Z → P1 be a complex two-fold containing a rational curveX0 with normal
bundle N0 = O (2n) for some n ≥ 1. The Kodaira moduli space of rational curves Xx is a
(2n+ 1)-dimensional complex conformal manifold.
For n = 1 Z is a minitwistor space [42].
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Proof
Since Hˇ1 (P1,O (2n)) = 0 the rational curve X0 is a member of a dim Hˇ0 (P1,O (2n)) =
(2n+ 1)-dimensional family of rational curves, and by theorem 2.3.1 we obtain a section
of Λ1x (M)⊗Nx at each point x ∈M which gives rise to a frame via
v = eA
′
1...A
′
2npiA′1 ...piA′2n
and so a metric
g = eA′1...A′2n ⊗ eA
′
1...A
′
2n (A.1.1)
of maximal rank in the span of v. The redundancy acts as
eA
′
1...A
′
2n 7→ αeA′1...A′2n
for any α : M → C∗, resulting in conformal transformations g 7→ α2g. 
In the case for which the patching for Z is that of O(2n) (even if the sections are de-
formed) one may fix a particular metric from the conformal class by constructing the
Λ-connection, which is in this case unique and exists for the O(2n) patching.
We can equip Z with an involution which singles out Euclidean signature metrics. (See,
for example, [23, 21].) The metric (A.1.1) is the same as that arising from the classical
invariant theory described in [25].
A.2 Even dimensions
When k is odd the situation is more complicated because the span contains no (non-
degenerate) metric. In the following theoremwe consider one option of what one can do
with the frame, though this is by no means the only geometry induced onM .
Theorem A.2.1. [41]
Let Z → P1 be a complex two-fold containing a rational curve X0 with normal bundle N0 =
O (2n− 1) for some n ≥ 1. Then the Kodaira moduli spaceM of rational curves Xx is a (2n)-
dimensional complex torsional projective manifold.
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Restricting to torsion-free connections only, for n = 1 this is the standard twistor the-
ory of projective surfaces due to Hitchin [42] and for n = 2 the normal bundle O(3) is
that associated to exotic holonomies in the work of Bryant [14], whose twistor theory is
described in terms of solutions spaces of ODEs in [26].
Proof
Since Hˇ1 (P1,O (2n− 1)) = 0 (for n ≥ 1) the rational curve X0 is a member of a
dim Hˇ0
(
P1,O (2n− 1)) = (2n)
-dimensional family of rational curves, and by theorem 2.3.1 we obtain a section of
Λ1x (M)⊗Nx at each point x ∈M which gives rise to a frame via
v = eA
′
1...A
′
2n−1piA′1 ...piA′2n−1 .
Unlike the case of odd dimensions the span does not contain a metric of maximal rank.
We can, though, construct a family of connections out of the frame. A change of global
section of Nx ⊗N∗x acts as
v 7→ αv (A.2.1)
for α : M → C∗, so write the frame as
eA
′
1...A
′
2n−1 = α (x) ς
A′1...A
′
2n−1
a (x) dx
a.
Wecan construct a canonical family of affine connections onM by requiring∇eA′1...A′2n−1 =
0. Concretely, this gives us
Γcab = ς
c
A′1...A
′
2n−1
∂aς
A′1...A
′
2n−1
b + δ
c
a∂b lnα (A.2.2)
where ςaA′1...A′2n−1 is the inverse of ς
A′1...A
′
2n−1
a . The connections described in (A.2.2) possess
torsionwhenever deA′1...A′2n−1 6= 0; their torsion-free parts (and hence their geodesics) con-
stitute a projective structure, in that a change of α leaves the unparametrised geodesics
unaltered.

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Now consider the canonical connections induced on M without reference to the frame
section. We haveNx⊗N∗x = O, so the torsionΞ-connection always exists and depends on
a single one-form onM . In the case Z = O(1) the torsion-free Ξ-connection is a standard
flat projective structure.
On the other hand we have
Nx ⊗ (N∗x N∗x) = O(1− 2n)
so
Hˇ0
(
P1, Nx ⊗ (N∗x N∗x)
)
= 0
and
Hˇ1
(
P1, Nx ⊗ (N∗x N∗x)
)
= C2n−2.
Thus the Λ-connection, when it exists, is unique.
ForZ = O(1) we find that Γabc = 0, so themoduli space comes equippedwith a preferred
representative of the projective structure, and moreover one which is metrisable. There
is thus in this case an important corollary: M is equipped with a flat metric hab. We
simply impose ∇h = 0 and the torsion-free condition (by analogy with the existence
of the Levi-Civita connection), giving us a metric with constant coefficients (which is
unique up to diffeomorphisms in two dimensions). This is be important for theorem
3.2.1. (Note that this does not imply that all such Λ-connections give rise to metrics: the
connection is not guaranteed to be metrisable.)
In theorem A.2.1 we chose to make the whole frame parallel, but we had other options.
Another would be to construct a family of connections by declaring the form eA′1...A′2n−1⊗
eA
′
1...A
′
2n−1 to be parallel. In two dimensions this form is complex symplectic, and the
connection is known as a symplectic connection.
A.3 Limits in 4n dimensions
Let D = 4nwhere n > 0 is an integer.
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Theorem A.3.1. [41]
Let Zc → P1 be a one-parameter family of vector bundles with patching
Tˆ = T +
S
cλ2n−1
Sˆ = λ2−DS.
For c 6= ∞ the normal bundle to all rational curves Xx is Nx = O (2n− 1) ⊕ O (2n− 1) and
the homogeneous frame section is
v =
v0
v1
 where vA = eAA′1...A′2n−1piA′1...A′2n−1
giving rise to a non-degenerate metric
g = eAA′1...A′2n−1 ⊗ eAA
′
1...A
′
2n−1
onM . For c =∞ the normal bundle to all rational curves Xx is Nx = O ⊕O (4n− 2) and the
homogeneous frame section is
v =
 θ
eA
′
1...A
′
4n−2piA′1 ...piA′4n−2

giving rise to a Galilean structure with clock θ and
h−1 = eA′1...A′4n−2 ⊗ eA
′
1...A
′
4n−2 .
The induced geometry is subject to a redundancy, which in the c 6= ∞ case amounts to
a conformal ambiguity and in the c = ∞ constitutes the non-metric nature of the con-
nection’s gravitational sector. For n = 1 this is the standard Newtonian limit of twistor
theory presented in [22], and for c =∞ the manifold is a Newton-Cartan manifold with
arbitrary gravitational sector.
Proof
We need to begin by identifying the isomorphism class ofNx, which will be the same for
all x ∈M because Zc is the total space of a vector bundle. For c =∞ the patching forNx
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is
F =
1 0
0 λ2−D

and so the isomorphism class is obvious: Nx = O ⊕O (D − 2). We thus obtain a frame
section
v = H−1
dT |
dS|

where H−1 is a general global section of Nx ⊗N∗x . The rational curves are given by
T | = t S| = x0 + x1λ+ ...+ xD−2λD−2
and span of v is the Galilean structure which was advertised.
For c 6=∞ the patching of Nx splits as
F = Hˆ
λ1−2n 0
0 λ1−2n
H−1
where (for instance)
H =
 1 0
−cλ2n−1 1
 and Hˆ =
 0 c−1
−c λˆ2n−1
 .
This exhibits the normal bundle’s isomorphism class asO (2n− 1)⊕O (2n− 1), and the
frame section is
v = H0
 1 0
cλ2n−1 1
dT |
dS|
 = H0
 dT |
dS|+ cλ2n−1dT |

for an arbitrary non-degenerate matrix of functionsH0. The rational curves are given by
T | = t− 1
c
2−2n∑
m=0
xm+2nλ
1+m
S| = x0 + x1λ+ ...+ xD−2λD−2 ,
which results in a frame section of the advertised form. 
Appendix B
Plane waves and minitwistors
When constructing the plane wave solutions of the free-particle Schrödinger equation
in section 6.2 a useful preliminary exercise is to construct the analogous solutions to the
three-dimensional Laplace equation from minitwistor theory.
Let f ∈ Hˇ1 (O(2),O(−2)O(2)) be a function of weight −2 modulo coboundaries on the
minitwistor spaceO(2)→ P1 equippedwith homogeneous coordinates q (ofweight two)
and piA′ (of weight one), where q pulls back to S′ → R3 as
q| = ξpi20′ − 2zpi0′pi1′ − ξ˜pi21′ (B.0.1)
for coordinates xi = (ξ, ξ˜, z) ∈ R3. The minitwistor distribution LA is
L0 = 2pi1′ ∂
∂ξ
+ pi0′
∂
∂z
L1 = pi1′ ∂
∂z
− 2pi0′ ∂
∂ξ˜
. (B.0.2)
It is then well-known (see, for example, [21]) that
φ(ξ, ξ˜, z) =
1
2pii
˛
Γ
f(q|, piA′)pi · dpi (B.0.3)
solves the Laplace equation (
4
∂2
∂ξ∂ξ˜
+
∂2
∂z2
)
φ = 0 .
The contour Γ is homologous to the equator in P1.
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What are the twistor functions f(q, piA′) which gives rise to plane wave solutions of the
Laplace equation via (B.0.3)?
A plane wave solution to the Laplace equation is of the form
φ = exp
{
kξξ + kξ˜ ξ˜ + kzz
}
(B.0.4)
where
4kξkξ˜ + k
2
z = 0
constrains the three complex parameters (momenta) ki = (kξ, kξ˜, kz). Thus we expect a
two-parameter family of twistor functions spanning the possible plane waves.
Explicitly constructing the field φwhen given a twistor function f is straightforward: we
plug f into (B.0.3) and integrate. The inverse process is, however, more complicated1. We
will here only need to adapt a concrete construction [82] due to Woodhouse.
A function g(xi, piA′) of weight −2 on S′ which gives rise to a particular φ(xi) is straight-
forward to find: we can always write
g(xi, piA′) =
φ(xi)
pi0′pi1′
⇒ 1
2pii
˛
Γ
g pi · dpi = φ . (B.0.5)
This useful function g does not descend to a minitwistor function (on O(2)) though,
because LAg 6= 0. The strategy is to add to g a coboundary h+ hˆ such that
f := g + h+ hˆ (B.0.6)
satisfiesLAf = 0 and hence descends to aminitwistor function. Since adding a cobound-
ary can’t alter the resulting contour integral we will then have that f is the twistor func-
tion corresponding to φ. Thus we need to solve
LAh+ LAhˆ = −LAg (B.0.7)
for coboundaries h and hˆ, and these equations are integrable iff φ is harmonic.
The calculation of f for fields of the form (B.0.4) goes as follows. General coboundaries
h and hˆ on S′ are
h =
∞∑
n=0
an(x
i)
pi21′
(
pi0′
pi1′
)n
and hˆ =
∞∑
n=0
bn(x
i)
pi20′
(
pi1′
pi0′
)n
1See [83] for a fuller treatment of the inverse problem.
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for arbitrary functions an(xi) and bn(xi), and so (B.0.7) becomes
∞∑
n=0
LAan(xi)
pi21′
(
pi0′
pi1′
)n
+
∞∑
n=0
LAbn(xi)
pi20′
(
pi1′
pi0′
)n
= − LAφ
pi0′pi1′
.
Consider the A = 0 equation first.
∞∑
n=0
(
2
pi1′
∂an
∂ξ
+
pi0′
pi21′
∂an
∂z
)(
pi0′
pi1′
)n
+
∞∑
n=0
(
2pi1′
pi20′
∂bn
∂ξ
+
1
pi0′
∂bn
∂z
)(
pi1′
pi0′
)n
= −
(
2kξ
pi0′
+
kz
pi1′
)
ekix
i
.
Assuming ki 6= 0 the particular (as opposed to the complementary) solution to this equa-
tion is
h = ekix
i
∞∑
n=0
(
− kz
2kξ
)n+1
1
pi21′
(
pi0′
pi1′
)n
hˆ = ekix
i
∞∑
n=0
(
−2kξ
kz
)n+1
1
pi20′
(
pi1′
pi0′
)n
,
for any ki. This then solves the A = 1 equation iff 4kξkξ˜ + k2z = 0, giving us
f =
ekix
i
pi0′pi1′
∞∑
n=−∞
(
− kzpi0′
2kξpi1′
)n
. (B.0.8)
Since LAf = 0 wemust be able to write f = f(q|, piA′), and a short calculation shows that
(B.0.8) is the same as
f =
1
pi0′pi1′
exp
{
kξq|
pi20′
} ∞∑
n=−∞
(
− kzpi0′
2kξpi1′
)n
, (B.0.9)
which is the answer to our preliminary question. Note that the process of writing f =
f(q|, piA′) given f(xi, piA′) satisfying LAf = 0 does not appear to be unique. For example,
we could instead of (B.0.9) take
f =
1
pi0′pi1′
exp
{
− kzq|
2pi0′pi1′
} ∞∑
n=−∞
(
− kzpi0′
2kξpi1′
)n
. (B.0.10)
Whilst these two ways of writing f look different they must (by the one-to-one nature
of the Penrose transform) represent the same cohomology class: their equality is simply
being obscured by the infinite series.
To finish this section we will perform the contour integral to check that (B.0.10) does
indeed lead to a plane wave solution to the Laplace equation. The integral is most easily
done in the patch U where λ = pi0′
pi1′
is a good coordinate.
φ =
1
2pii
˛
Γ
1
pi0′pi1′
exp
{
− kzq|
2pi0′pi1′
} ∞∑
n=−∞
(
− kzpi0′
2kξpi1′
)n
pi · dpi (B.0.11)
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⇒ φ = 1
2pii
˛
Γ
dλ
λ
exp
{
− kz
2λ
(
λ2ξ − 2λz − ξ˜
)} ∞∑
n=−∞
(
−kzλ
2kξ
)n
(B.0.12)
⇒ φ = 1
2pii
ekzz
∞∑
n=−∞
(
− kz
2kξ
)n ˛
Γ
dλ
λ
e−
kzξλ
2 e
kzξ˜
2λ λn (B.0.13)
⇒ φ = 1
2pii
ekzz
∞∑
n=−∞
∞∑
m=0
∞∑
l=0
1
m!l!
(
− kz
2kξ
)n(
kz ξ˜
2
)m(
−kzξ
2
)l ˛
Γ
dλ
λ
λn+l−m .
(B.0.14)
Since the contour is homologous to the equator we always enclose λ = 0 and so the
integral imposes n = m− l, removing the sum over n,
⇒ φ = ekzz
∞∑
m=0
∞∑
l=0
1
m!l!
(
− kz
2kξ
)m−l(
kz ξ˜
2
)m(
−kzξ
2
)l
(B.0.15)
⇒ φ = ekzz
∞∑
m=0
1
m!
(
−k
2
z ξ˜
4kξ
)m ∞∑
l=0
1
l!
(kξξ)
l (B.0.16)
⇒ φ = ekzze−
k2zξ˜
4kξ ekξξ = exp
{
kξξ + kξ˜ ξ˜ + kzz
}
(B.0.17)
for kξ˜ = − k
2
z
4kξ
. So the twistor function (B.0.10) does indeed yield a plane wave solution
(with ki 6= 0).
Notice that the twistor function (B.0.10) is expressed as a series which is in general di-
vergent and is only defined under the contour integral.
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