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Abstract
We calculate by the proper-time method the amplitude of the two-photon emission by a charged
fermion in a constant magnetic field in (2+1)-dimensional space-time. The relevant dynamics re-
duces to that of a supersymmetric quantum-mechanical system with one bosonic and one fermionic
degrees of freedom.
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I. INTRODUCTION
The first-quantized formulation of particle theory has been proposed by Feynman ‘as
an alternative to the formulation of second quantization’ [1]. Its efficiency in calculations
of one-loop boson scattering amplitudes has been fully recognized after the formulation
of the Bern-Kosower rules [2, 3]. Within the Bern-Kosower approach, particle scattering
amplitudes are obtained as infinite tension limits of some string amplitudes. Strassler has
derived a similar set of rules ‘from first-quantized field theory’ [4]. The superior organization
of the amplitudes, resulting in compact expressions, is an attractive feature of the first-
quantized (world-line) approach. It is important, in particular, in calculations of multi-
particle amplitudes in gauge theories where the major difficulties lie in the great number of
Feynman diagrams and terms. The five-gluon one-loop amplitude [5] and the four-graviton
one-loop amplitude in quantum gravity [6] have been calculated by Bern-Kosower method.
Experimentally driven calculations of amplitudes in nonabelian gauge theories do not rely
entirely on the world-line formalism. They are based nowadays on a large set of ideas
and techniques (for a review see Ref. [7]). Important results have been obtained recently
[7, 8, 9, 10, 11, 12] on the tree and one-loop amplitudes in nonabelian gauge theories, and,
in particular, on the tree amplitudes with external fermions and scalars [9, 10, 11].
On the other hand, the world-line methods have been extremely useful in strong field
calculations where the background field configuration cannot be treated as a small correction
to a ‘trivial’ one. Such calculations, when performed by standard field-theoretical methods,
are often difficult even if the number of Feynman diagrams involved is not large. World-line
techniques have been used in calculations of one-loop effective actions [13, 14, 15, 16, 17, 18,
19], as well as in computations of amplitudes in a strong field [20, 21, 22, 23]. Multi-loop
generalizations [24, 25, 26, 27, 28] have been used for calculations of the effective actions
in QED [15, 29] and in Yang-Mills theory [30, 31]. The powerful techniques, based on the
Bern-Kosower and Strassler’s rules, have been developed for processes without fermions in
the initial and final states and are not directly applicable to scattering amplitudes between
states containing fermions. The development of world-line techniques for these amplitudes
was slower [32, 33, 34], although various path-integral (world-line) representations for the
spinning particle propagator are known [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].
Two-photon Compton scattering cross-sections [49, 50] and the two-photon emission rate
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[51] in a constant magnetic field in (3 + 1)-dimensional space-time have been calculated by
summation over the intermediate states. To our opinion, the world-line methods could be
more promising, in particular, for generalizations to multi-photon processes.
We calculate the amplitude (in the tree approximation) for two-photon emission by a
charged relativistic particle in a constant uniform magnetic field in 2+1-dimensional space-
time within the world-line (first-quantized) framework. Schwinger proper-time integral is
used. In the present paper, we use the operator method, although a path-integral formulation
is also possible. The work on such a formulation is in progress.
The paper is organized as follows. In Sect. 2 we present the form of the amplitude for
the two-photon emission in the constant magnetic field in 2 + 1 dimensional space-time, as
it comes in the quantum field theory. In Sect. 3 the one-fermion space is constructed along
the lines of the Schwinger method [52]. In Sect. 4 we show that the relevant dynamics is
that of a supersymmetric system with one bosonic and one fermionic degrees of freedom. In
Sect. 5 an expression is derived for the amplitude. In the Appendix the eigenstates of the
Dirac hamiltonian are obtained along the lines of the Johnson-Lippmann construction [53]
in 3 + 1 dimensions.
II. THE S-MATRIX ELEMENT
In a constant magnetic field the vacuum is stable and the three-potential A can be taken
to be time-independent. Then Dirac hamiltonian
Hˆ = −α · (i∇+ eA) +mγ0 + eA0 (1)
is time-independent. Let us denote by φ
(+)
N (x) and φ
(−)
N (x) (our notation here is close to
that of Ref. [54]) the positive and negative-energy eigenfunctions of the Dirac hamiltonian
(1),
Hˆφ
(+)
N (x) = E
(+)
N φ
(+)
N (x), Hˆφ
(−)
N (x) = E
(−)
N φ
(−)
N (x),
where E
(+)
N > 0, E
(−)
N < 0 and N stays for all the quantum numbers specifying the stationary
state, excepting the energy sign. We assume that the eigenfunctions are normalized,
(φ
(+)
M , φ
(+)
N ) = (φ
(−)
M , φ
(−)
N ) = δMN , (φ, χ) =
∫
φ†(x)χ(x) d2x,
3
then a completeness relation holds,
∑
N
[
φ
(+)
N (x)φ
(+)†
N (y) + φ
(−)
N (x)φ
(−)†
N (y)
]
= δ2(x− y).
Consider, for definiteness, the transition from a positive-energy state φ
(+)
Ni
(x) to the posi-
tive-energy state φ
(+)
Nf
(x) with emission of two photons with momenta k1 and k2. According
to quantum field theory [55], the S-matrix element is given by
Sfi =
ie2
4π|k1||k2| [R(k1,k2) +R(k2,k1)] ,
where
R(k1,k2) =
∫
d3x
∫
d3y φ¯
(+)
Nf
(x)
e
i(E
(+)
Nf
+|k2|)x0
√
2π
e−ik2·x
×ε(k2) · γ Sc(x, y | A) ε(k1) · γ e
i(|k1|−E(+)Ni )y
0
√
2π
e−ik1·y φ(+)Ni (y), (2)
Sc(x, y | A) is the fermion propagator in the external field,
[
γµ (i∂ − eA)µ −m+ iǫ
]
Sc(x, y | A) = −δ3(x− y), (3)
and ε(k) is the polarization vector associated with k,
k · ε(k) = 0, k ∧ ε(k) ≡ k1ε2(k)− k2ε1(k) = |k|.
As is known, there exist two irreducible two-dimensional representations of the Clifford
algebra with three generating elements. The representations can be labelled by s = ±1 and
chosen in such a way that the corresponding generators obey
[γµ, γν ]− = −2isǫµνλγλ. (4)
We omit the representation label s in the sequel.
III. THE ONE-FERMION SPACE
We represent, following Schwinger [52], the propagator as a matrix element of an operator
S acting in a Hilbert space containing the (off-shell) one-fermion states (and no photons).
Consider a Hilbert space H(X,P) and a set of self-adjoint operators Xµ, Pµ (µ = 0, 1, 2)
satisfying the commutation relations
[Pµ, Xν]− = iδνµ [Xµ, Xν]− = 0, [Pµ,Pν ]− = 0.
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We assume that the associative algebra, generated by those operators, acts irreducibly in
H(X,P) and, moreover,
〈x | Pµ | ψ〉 = i∂µ〈x | ψ〉, | ψ〉 ∈ H(X,P). (5)
where |x〉 are normalized common eigenvectors of Xµ,
Xµ|x〉 = xµ|x〉, 〈x | y〉 = δ3(x− y),
∫
d3x|x〉〈x| = I. (6)
Let H(Γ) be a two-dimensional complex space and | ρ〉 (ρ = 1, 2) be vectors forming an
orthonormal basis in H(Γ),
〈ρ | ρ′〉 = δρρ′ ,
2∑
ρ=1
| ρ 〉〈 ρ |= I. (7)
The operators Γµ, defined by 〈ρ | Γµ | ρ′〉 = γµρρ′, satisfy
[Γµ,Γν]+ = 2η
µν , [Γµ,Γν ]− = −2isǫµνλΓλ. (8)
The state vector in the one-particle space H = H(X,P)⊗H(Γ), corresponding to the wave
function (2π)−1/2e−ip0x
0
φ
(+)
N (x) is given by
| p0;E > 0, N〉 = 1√
2π
∫
d3x
2∑
ρ=1
| x, ρ〉
[
φ
(+)
N
]
ρ
(x)e−ip0x
0
. (9)
It is, generally, an off-shell state since the value of p0 is arbitrary. The propagator is a matrix
element of an operator S in H,
Scρρ′(x, y) = 〈x, ρ | S | y, ρ′〉,
Using eqs. (3), (5), (6), and (7), one finds that S satisfies
(m− 6Π)S = I, (10)
where 6Π = ΓµΠµ and Πµ are the operators of the kinematic momenta,
Πµ = Pµ − eAµ. (11)
Using the corresponding completeness relations for the bases, one can put eq. (2) into the
form:
R(k1,k2) (12)
= 〈p0f ;E > 0, Nf | Γ0e−ik2·Xε(k2) · ΓS ε(k1) · Γ e−ik1·X | p0i ;E > 0, Ni〉,
where
p0f = E
(+)
Nf
+ |k2|, p0i = E(+)Ni − |k1|.
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IV. THE SUPEROSCILLATOR
Using the Schwinger proper-time integral [52], we represent the operator S (in a general
external field A) as
S = i(m+ 6Π)
∫ ∞
0
dλ exp
[
−iλ(m2− 6Π2)
]
. (13)
The factor (m+ 6Π) in eq. (13) can be expressed as an integral over a Grassmann variable
χ,
m+ 6Π = i
∫
dχ(1− iχm)e−iχ 6Π, (14)
where we assume that χ anticommutes with the Γµ and commutes with the rest of the
operators. Substituting eq. (14) in eq. (13) one obtains
S =
∫
dχ(iχm− 1)
∫ ∞
0
dλ exp(−iλm2) exp
[
−iχ 6Π+ iλ 6Π2
]
. (15)
The operator
U = exp
[
−iχ 6Π+ iλ 6Π2
]
(16)
can be considered as an evolution operator (on the “time” interval 0 ≤ τ ≤ 1) of a quantum-
mechanical system with the hamiltonian χ 6Π−λ 6Π2, containing a Grassmann-odd parameter
χ. The system is rather simple if the external field is a constant magnetic one. We choose
in what follows
A0 = 0, A1 = −Bx
2
2
, A2 = Bx
1
2
. (17)
The magnetic field strength B is assumed positive. The operators Πµ satisfy the commuta-
tion relations
[Πk, P0]− = 0, [Π1, Π2]− = ieB. (18)
We choose, for definiteness, e > 0 and make a linear canonical change. The operators X0,
−P0,
Q =
√
2
b
Π1, P =
√
2
b
Π2, (19)
and
Q˜ =
√
2
b
(
P2 + b
2
4
X1
)
, P˜ =
√
2
b
(
P1 − b
2
4
X2
)
, (20)
where b =
√
2eB, are canonical, i.e., the following commutation relations hold
[P0, X0]− = i, [Q, P ]− = i, [Q˜, P˜ ]− = i, (21)
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the rest of the commutators being equal to zero. In the three-potential (17) the operator U ,
eq. (16), factorizes,
U = U0U1, U0 = exp
{
−iχΓ0P0 + iλP20
}
, (22)
U1 = exp
{
i
χb√
2
(
Γ1Q+ Γ2P
)
+ i
λb2
2
(
Γ1Q + Γ2P
)2}
. (23)
The operator U1 acts in the factor H¯ = H(Q,P ) ⊗ H(Γ) of the tensor-product space H.
It can be considered as an evolution operator (on the “time” interval 0 ≤ τ ≤ 1) of a
quantum-mechanical system with one bosonic and one fermionic degrees of freedom. The
hamiltonian
h = − χb√
2
(
Γ1Q + Γ2P
)
− λb
2
2
(
Γ1Q+ Γ2P
)2
,
contains the Grassmann-odd parameter χ. The operators
a =
1√
2
(Q+ iP ) a† =
1√
2
(Q− iP ) (24)
are (bosonic) lowering and raising operators,
[a, a†]− = 1, (25)
while the operators
α =
1
2i
(Γ1 + iΓ2), α† =
1
2i
(Γ1 − iΓ2) (26)
are fermionic ones,
[α, α†]+ = 1, α2 = (α†)2 = 0. (27)
Using eq. (8), one finds
[α†,Γ0]− = 2sα†, [α,Γ0]− = −2sα, [α, α†]− = sΓ0. (28)
When expressed in terms of these operators, Dirac operator in the potential (17) reads
6Π−m = Γ0P0 − ib
(
αa† + α†a
)
(29)
and the hamiltonian h in the proper-time representation is given by
h = λb2(a†a+ α†α)− iχb(αa† + α†a). (30)
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The hamiltonian h, as well as H , eq. (A1), are supersymmetric. The nilpotent operators
K = αa†, K† and the operator hSUSY = a†a + α†α (the hamiltonian for the supersym-
metric oscillator [56, 57, 58, 59, 60]) generate a Lie superalgebra. The nonvanishing (anti-
)commutator is
[K,K†]+ = hSUSY .
The hamiltonian h is invariant with respect to the supertransformations generated by K− =
K −K† only,
[K−, h] = 0.
The existence of a natural supersymmetric structure associated with the Dirac equation is
known [57, 58, 59, 61] for a long time. We note that the hamiltonian (30) possesses only
a residual supersymmetry (with respect to transformations generated by K−) if compared
with the supersymmetric oscillator.
Finally, using eqs. (15), (22) and (23), one obtains the following expression for the oper-
ator S in a constant magnetic field:
S =
∫
dχ
∫ ∞
0
dλ (iχm− 1) exp
[
−iλ(m2 − P20 )− iχΓ0P0
]
× exp
{
−i
[
λb2(a†a + α†α)− iχb(αa† + α†a)
]}
. (31)
V. THE TWO-PHOTON EMISSION AMPLITUDE
Using the orthonormality of the basis {|p0〉} in H(X0,P0), and taking into account that
the states in eq. (12) are on-shell ones, one can represent R(k1,k2) as a product of the energy-
conservation δ-function and a matrix element in the space H(Q,P )⊗H(Q˜, P˜ )⊗H(Γ),
R(k1,k2) = δ(E
(+)
Nf
) + |k1|+ |k2| −E(+)Ni )T (2,1)fi , (32)
where
T
(2,1)
fi = 〈E > 0, Nf | e−ik2·XW (E)e−ik1·X | E > 0, Ni〉,
and
W (E) = Γ0ǫ(k2) · Γ
[
m− Γ0E + b√
2
(
Γ1Q + Γ2P
)]−1
ǫ(k1) · Γ
= Γ0ǫ(k2) · Γ
m+ Γ0E − b√
2
(Γ1Q+ Γ2P )
m2 + b
2
2
(Q2 + P 2 − iΓ1Γ2)− E2ǫ(k1) · Γ,
E = E(+)Ni − |k1| = E(+)Nf + |k2|.
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The operator W (E) can be expressed in terms of the lowering and raising operators,
W (E) = −Γ0
(
ε−2 α + ε
+
2 α
†) m+ Γ0E − ib
(
αa† + α†a
)
m2 + b2 (a†a+ α†α)− E2
(
ε−1 α+ ε
+
1 α
†) , (33)
where
ε±i = ε
1
i (ki)± iε2i (ki), i = 1, 2.
a. Factorization of the operators e−iki·X. With the help of eqs. (19) and (20) the op-
erator e−ik·X can be represented as a product
e−iki·X = V (k)V˜ (k),
where
V (k) = exp
[
1
b
(
k−a− k+a†
)]
, k± = k1 ± ik2, (34)
V˜ (k) = exp
[
−i
√
2
b
(
k1Q˜− k2P˜
)]
. (35)
The label N of the state vector | E > 0, N〉 is composite and consists of the label n of
the state vector in the space H(Q,P ) ⊗ H(Γ) (see Appendix A) and n˜ labelling the basis
vectors in the space H(Q˜, P˜ ). We do not specify the latter basis here. The operators V˜ (ki)
commute with W (E). Moreover, the amplitude T (2,1)fi factorizes:
T
(2,1)
fi = T (2,1)fi T˜ (2,1)fi ,
where
T (2,1)fi = 〈E > 0, nf | V (k2)W (E)V (k1) | E > 0, ni〉, T˜ (2,1)fi = 〈n˜f | V˜ (k2)V˜ (k1) | n˜i〉.
The matrix element T˜ (2,1)fi can be easily calculated in a suitable basis (for example, in
the oscillator basis in H(Q˜, P˜ )). However, it is, in some sense, irrelevant, since in the
expression for the rate one has to perform a summation over all possible values of n˜f , and
this summation can be done without using the explicit form of T˜ (2,1)fi and T˜ (1,2)fi :
∑
n˜f
|T (2,1)fi T˜ (2,1)fi + T (1,2)fi T˜ (1,2)fi |2 = |T (2,1)fi |2 + T (2,1)fi T (1,2)∗fi exp
[
2i
b2
(k1 ∧ k2)
]
+ T (1,2)fi T (2,1)∗fi exp
[
−2i
b2
(k1 ∧ k2)
]
+ |T (1,2)fi |2.
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Substituting the decomposition (A16) of the state vectors | E > 0, ni〉, one finds
T (2,1)fi =
1
2
√
EnfEni
×
{√
(Enf + sm)(Eni + sm) 〈nf + 1, s | V (k2)W (E)V (k1) | ni + 1, s〉
+b
√√√√Enf + sm
Eni + sm
(ni + 1) 〈nf + 1, s | V (k2)W (E)V (k1) | ni,−s〉
+b
√√√√Eni + sm
Enf + sm
(nf + 1) 〈nf ,−s | V (k2)W (E)V (k1) | ni + 1, s〉 (36)
. +b2
√√√√ (nf + 1)(ni + 1)
(Enf + sm)(Enf + sm)
〈nf ,−s | V (k2)W (E)V (k1) | ni,−s〉
}
.
b. The matrix elements in H(Γ). One can compute the matrix elements of the operator
W (E) in the basis | ±s〉 in H(Γ). These matrix elements are operators in H(Q,P ). Using
the representation (33) and eqs. (A3), (A4), and (A5), one obtains
〈s | W (E) | s〉 = ε+1 ε−2 (E − sm)
[
m2 + b2(a†a + 1)− E2
]−1
, (37)
〈s | W (E) | −s〉 = isbε−1 ε−2
[
m2 + b2(a†a+ 1)− E2
]−1
a, (38)
〈−s |W (E) | s〉 = −isbε+1 ε+2 a†
[
m2 + b2(a†a+ 1)− E2
]−1
, (39)
〈−s |W (E) | −s〉 = ε−1 ε+2 (E + sm)
[
m2 + b2a†a− E2
]−1
. (40)
c. The proper time integral. Using the Schwinger proper-time representation,
[
m2 + b2(a†a + 1)− E2
]−1
= i
∫ ∞
0
dλ exp
{
−iλ
[
m2 + b2(a†a + 1)− E2
]}
and taking into account that
| n,±s〉 =| n〉⊗ | ±s〉
one obtains
〈n2, s | V (k2)W (E)V (k1) | n1, s〉
= iε+1 ε
−
2 (E − sm)
∫ ∞
0
dλ exp
[
−iλ
(
m2 + b2 − E2
)]
(41)
× 〈n2 | V (k2) exp
(
−iλb2a†a
)
V (k1) | n1〉,
〈n2, s | V (k2)W (E)V (k1) | n1, −s〉
= −sbε−1 ε−2
∫ ∞
0
dλ exp
[
−iλ
(
m2 + b2 − E2
)]
(42)
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× 〈n2 | V (k2) exp
(
−iλb2a†a
)
aV (k1) | n1〉,
〈n2, −s | V (k2)W (E)V (k1) | n1, s〉
= sbε+1 ε
+
2
∫ ∞
0
dλ exp
[
−iλ
(
m2 + b2 − E2
)]
(43)
× 〈n2 | V (k2) a† exp
(
−iλb2a†a
)
V (k1) | n1〉,
〈n2, −s | V (k2)W (E)V (k1) | n1, −s〉
= iε−1 ε
+
2 (E + sm)
∫ ∞
0
dλ exp
[
−iλ
(
m2 − E2
)]
(44)
× 〈n2 | V (k2) exp
(
−iλb2a†a
)
V (k1) | n1〉.
Using eqs. (34) and (25) one easily derives
[a, V (k)]− = −k
+
b
V (k), [a†, V (k)]− = −k
−
b
V (k). (45)
Substituting eqs. (41)-(44) in eqs. (36) and using eqs. (45), one can put the amplitude T (2,1)fi
into the form
T (2,1)fi =
1
2
√
EnfEni
∫ ∞
0
dλ exp
[
−iλ
(
m2 + b2 − E2
)]
×
{
iε+1 ε
−
2 (E − sm)
√
(Enf + sm)(Eni + sm) 〈nf + 1 | D(k2,k1) | ni + 1〉
−sbε−1 ε−2
√√√√Enf + sm
Eni + sm
(ni + 1)
[
b〈nf + 1 | D(k2,k1) | ni − 1〉
− k+1 〈nf + 1 | D(k2,k1) | ni〉
]
(46)
+sbε+1 ε
+
2
√√√√Eni + sm
Enf + sm
(nf + 1)
[
b〈nf − 1 | D(k2,k1) | ni + 1〉
+ k−2 〈nf | D(k2,k1) | ni + 1〉
]
+ib2eiλb
2
ε−1 ε
+
2 (E − sm)
√√√√ (nf + 1)(ni + 1)
(Enf + sm)(Enf + sm)
〈nf | D(k2,k1) | ni〉
}
,
where D(k2,k1) = V (k2) exp(−iλb2a†a)V (k1). The matrix element 〈nf − 1 | D(k2,k1) |
ni + 1〉 in (46) must be replaced by zero for transitions to the ground state.
d. The matrix elements in H(Q,P ). We are going to compute the matrix elements in
the space H(Q,P ) in eq. (46). The operator V (k) has simple form in the coherent state
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basis (this is widely used in quantum optics). A harmonic oscillator coherent state [62], see,
e.g., [63], is given by
| z〉 = exp(za† − z∗a) | 0〉 =
∞∑
n=0
zn√
n!
| n〉 exp
(
−1
2
z∗z
)
, (47)
where | 0〉 is the harmonic oscillator vacuum (A6) and z is a complex number. Using eqs. (34)
and (47), one derives
V (k) | z〉 =| z − k
+
b
〉 exp
(
k−z − k+z∗
2b
)
(48)
〈z | V (k) = exp
(
k−z − k+z∗
2b
)
〈z + k
+
b
| . (49)
Then, using the properties of the coherent states [63], one finds that the matrix elements
are represented as
〈n2 | V (k2) exp
(
−iλb2a†a
)
V (k1) | n1〉
=
1√
n1!n2!
exp
{
− 1
2b2
[
k21 + k
2
2 + 2(k1 · k2 − ik1 ∧ k2)e−iλb
2
]}
× J (0,n2,n1,0)
(
k−1 + k
−
2 e
−iλb2
b
, 0, 0,−k
+
2 + k
+
1 e
−iλb2
b
)
(50)
where
J (l1,l2,l3,l4)(ζ1, ζ2, ζ3, ζ4) =
4∏
i=1
(
∂
∂ζi
)li
J(ζ1, ζ2, ζ3, ζ4),
the generating function J(ζ1, ζ2, ζ3, ζ4) is given by
J(ζ1, ζ2, ζ3, ζ4) =
1
(2πi)2
∫
dz∗2dz2dz
∗
1dz1 exp (− z∗1z1 − z∗2z2
+ z∗2z1e
−iλb2 + ζ1z1 + ζ2z2 + ζ3z∗1 + ζ4z
∗
2).
A direct calculation yields
J(ζ1, ζ2, ζ3, ζ4) = exp
(
ζ1ζ3 + ζ2ζ4 + ζ2ζ3e
−iλb2) . (51)
Introducing the dimensionless momenta
κi = b
−1ki, i = 1, 2; κi± = b−1k±i , (52)
and using eq. (51), one obtains, for n2 ≤ n1,
J (0,n2,n1,0)
(
κ1− + κ2−e−iλb
2
, 0, 0,−κ2+ − κ1+e−iλb2
)
=
n2∑
l=0
n1−n2+l∑
r=0
l∑
t=0
(−)l n1!n2!
(n2 − l)! r! (n1 − n2 + l − r)! t! (l− t)!
× κt1+κr1−κl−t2+κn1−n2+l−r2− exp
[
−iλb2(n1 − r + t)
]
. (53)
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Substituting eqs. (53) and (52) in eq. (50), one finds
〈n2 | D(bκ2, bκ1) | n1〉 = 〈n2 | V (bκ2) exp
(
−iλb2a†a
)
V (bκ1) | n1〉
=
√
n1!n2! exp
{
−1
2
(
κ
2
1 + κ
2
2
)
−
[
κ1 · κ2 − iκ1 ∧ κ2 exp(−iλb2)
]}
×
n2∑
l=0
n1−n2+l∑
r=0
l∑
t=0
(−)l
(n2 − l)! r! (n1 − n2 + l − r)! t! (l− t)!
× κt1+κr1−κl−t2+ κn1−n2+l−r2− exp
[
−iλb2(n1 − r + t)
]
. (54)
One has to substitute this expression in eq. (46). The general formula is large and we do
not present it here. The transition amplitude from the second to the first (fundamental)
Landau level can serve as an example. The amplitude T (2,1)01 is given by
T (2,1)01 =
e−iθ1
2
√
E0E1
exp
(
−κ
2
1 + κ
2
2
2
) ∞∑
n=0
(
−κ1κ2e−iφ
)n
n!
×
{
(E − sm)
√
(E0 + sm)(E1 + sm)
2
[
− κ
2
1κ2
E2n − E2
+
κ1 (2− κ21 − 2κ22)
E2n+1 − E2
e−iφ +
κ2 (2− 2κ21 − κ22)
E2n+2 − E2
e−2iφ − κ1κ
2
2
E2n+3 − E2
e−3iφ
]
+isb2
√
2 (E0 + sm)
E1 + sm
[κ2 (1− κ21)
E2n − E2
+
κ1 (2− κ21 − κ22)
E2n+1 − E2
e−iφ − κ1κ2
E2n+2 − E2
e−2iφ
]
+isb2
√
E1 + sm
2 (E0 + sm)
[ κ21κ2
E2n − E2
+
2κ1κ
2
2
E2n+1 − E2
e−iφ +
κ32
E2n+2 − E2
e−2iφ
]
+b2 (E + sm)
√
2
(E0 + sm)(E1 + sm)
[ κ1
E2n−1 − E2
eiφ +
κ2
E2n − E2
]}
(55)
where θi is the angle between the x-axes and κi, φ = θ2 − θ1, κi = |κi|, and we have put
E−1 = m. The second part of the amplitude is obtained by the replacements
κ1 ↔ κ2, θ1 ↔ θ2, φ→ −φ, E → E ′ = E0 + k2.
The sum in eq. (55) can be taken and the result can be expressed in terms of the confluent
hypergeometric function [49].
VI. CONCLUSIONS
Within the framework of the Schwinger proper-time method the dynamics of a fermion in
a constant magnetic field in 2+1 dimensional space-time reduces to that of a supersymmetric
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quantum mechanical system with one bosonic and one fermionic degrees of freedom. An
expression is obtained for the two-photon emission amplitude. Similar technique can be
used in 3 + 1 dimensions as well. The work on this case is in progress.
APPENDIX A: EIGENVALUES AND EIGENSTATES OF THE DIRAC
HAMILTONIAN IN A CONSTANT MAGNETIC FIELD
The Dirac hamiltonian in the abstract Hilbert space reads
H = Γ0
[
b√
2
(
Γ1Q+ Γ2P
)
+m
]
, (A1)
where Q and P are defined in eq. (19). It actually acts in the factor H¯ = H(Q,P )⊗H(Γ).
The hamiltonian (A1) can be expressed in terms of the raising and lowering operators (24)
and (26),
H = Γ0
[
ib
(
αa† + α†a
)
+m
]
. (A2)
The operators a, a† act in the factor H(Q,P ), while α, α† act in the factor H(Γ).
The operator Γ0 has eigenvalues ±s and both eigenspaces in H(Γ) are one-dimensional.
Let | s〉 be a normalized eigenvector of Γ0 in H(Γ) corresponding to the eigenvalue s,
Γ0 | s〉 = s | s〉, 〈s | s〉 = 1. (A3)
It is easy to check, using eqs. (26), that
α | s〉 = 0, (A4)
and the vector | −s〉 = α† | s〉 satisfies
Γ0 | −s〉 = −s | −s〉, 〈−s | −s〉 = 1, α† | −s〉 = 0. (A5)
The vectors | ± s〉 form an orthonormal basis in H(Γ). On the other hand, the vectors
| n〉 = (a
†)n√
n!
| 0〉, n = 0, 1, . . . ,
where
a | 0〉 = 0, 〈0 | 0〉 = 1, (A6)
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form an orthonormal basis in H(Q,P ), as is well known from the harmonic oscillator theory.
Then an orthonormal basis in H¯ is given by the set of the vectors
| n,±s〉 =| n〉⊗ | ±s〉, n = 0, 1, . . . ,
for which the following relations hold:
a | 0,±s〉 = 0, a | n,±s〉 = √n | n− 1,±s〉, n = 1, 2, . . . ; (A7)
a† | n,±s〉 = √n+ 1 | n+ 1,±s〉, (A8)
α | n, s〉 = 0, α† | n, s〉 =| n,−s〉, (A9)
α† | n,−s〉 = 0, α | n,−s〉 =| n, s〉, n = 0, 1, . . . . (A10)
Let | ψ〉 be an eigenvector of H with eigenvalue E,
H | ψ〉 = E | ψ〉. (A11)
Applying H to both sides of this equation and using eqs. (A1), (24), and (26), one obtains[
b2
(
a†a+ α†α
)
+m2
]
| ψ〉 = E2 | ψ〉.
Using the decomposition
| ψ〉 =| ψs〉+ | ψ−s〉,
where α | ψs〉 = 0, α† | ψ−s〉 = 0 and eq. (27), one finds
b2a†a | ψs〉 = (E2 −m2) | ψs〉, (A12)
b2a†a | ψ−s〉 = (E2 −m2 − b2) | ψ−s〉. (A13)
So, both components ψ±s must be eigenvectors of a†a. Using (A12), (A13) one finds the
squared eigenvalues,
E2n = m
2 + (n + 1)b2, n = 0, 1, . . . (A14)
and the form of the eigenvectors
| ψ〉 = cs | n+ 1, s〉+ c−s | n,−s〉. (A15)
Inserting (A15) into (A12), (A13) and using (A14) one obtains for the eigenvectors, after
some simple algebra,
| E > 0, n〉 = 1√
2En
[√
En + sm | n + 1, s〉+ b
√
n + 1
En + sm
| n,−s〉
]
, (A16)
| E < 0, n〉 = 1√
2En
[√
En − sm | n + 1, s〉 − b
√
n + 1
En − sm | n,−s〉
]
, (A17)
n = 0, 1, 2 . . . .
15
The eigenvalues are ±En, correspondingly, where En =
√
E2n.
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