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0 Einleitung
0.1 Einführung
Geshat! Nah knapp fünf Jahren Studium bin ih nun an dessen Ende angelangt. Am
meisten Spaÿ haben mir während dieser Zeit alle die Sahen gemaht, die mit Algebra
und Kombinatorik zu tun hatten. Das Thema dieser Arbeit liegt im Grenzbereih dieser
beiden Gebiete, wobei der Shwerpunkt auf der Kombinatorik liegt.
Zum Inhalt: Im 1. Kapitel lernen wir die Begrie und Objekte aus der diskreten
Geometrie kennen, die wir in den folgenden Kapiteln benötigen. Zwishen den Klassen
der wihtigsten dieser Objekte gilt folgende Beziehung:
{Polytope} ⊇ {Gitterpolytope} ⊇ {Flusspolytope} ⊇ {Transportpolytope}
Polytope sind konvexe, beshränkte Mengen im Rn. Gitterpolytope sind solhe mit
ganzzahligen Eken. Die letzten beiden Klassen erhält man als Lösungsmengen von
Problemen aus der Graphentheorie (Fluss- und Transportprobleme).
In Kapitel 2 werden wir sehen, wie man Gitterpolytope in kleinere Gitterpolytope
unterteilt, bis man shlieÿlih eine Triangulierung, d. h. eine Zerlegung in Simplexe,
erhält. Genauer untersuhen werden wir Pullingtriangulierungen und reguläre Triangu-
lierungen.
Die algebraishen Grundlagen werden in Kapitel 3 vermittelt. Dort wird deniert, wie
man aus einer Punktmenge A ⊆ Zn (z. B. der Menge der Gitterpunkte eines Polytops)
ein torishes Ideal erhält. Auÿerdem beweisen wir eine Aussage über den Zusammen-
hang zwishen Gröbnerbasen von torishen Idealen auf der einen Seite und regulären
unimodularen Triangulierungen der zugehörigen Punktmenge auf der anderen Seite.
In Kapitel 4 gehen wir folgenden Fragen nah: In welhem Grad sind die torishen
Ideale von Transport- und Flusspolytopen erzeugt? Welhe Gradshranken kann man
für Gröbnerbasen angeben? Gibt es bessere Shranken, wenn man sih auf glatte Trans-
portpolytope beshränkt? Insbesondere werden wir beweisen, dass torishe Ideale von
Flusspolytopen alle im Grad drei erzeugt sind.
In Kapitel 1-3 werden (bis auf einen Teil von Abshnitt 1.4) bekannte Fakten wie-
dergegeben, teilweise für unseren Bedarf modiziert. Bei Kapitel 4 handelt es sih bis
auf Abshnitt 4.1 um neue Erkenntnisse.
Die hier untersuhten Fragestellungen haben Verbindungen zu vershiedenen Ge-
bieten der Mathematik. Transport- und Flussprobleme und die zugehörigen Polytope
treten an vershiedenen Stellen in der kombinatorishen Optimierung und in vielen
praktishen Anwendungen auf. Transportpolytope kommen in der Statistik unter der
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Bezeihnung Kontingenztabellen vor. Zu ihrer Untersuhung werden dort auh die zu-
gehörigen torishen Ideale betrahtet. In der algebraishen Geometrie interessiert man
sih für glatte Polytope. Eine groÿe Beispielmenge dafür sind die glatten Flusspolytope.
Gradshranken für Erzeugendensysteme und Gröbnerbasen bzw. Erzeugendensyste-
me und Gröbnerbasen in niedrigem Grad zu kennen ist u. a. deshalb interessant, weil
man dann weiÿ, dass sih konkrete Berehnungen mit den torishen Idealen shnell
durhführen lassen.
Zum Lesen (und Verstehen) dieser Arbeit werden niht viele Vorkenntnisse benötigt.
Der Leser sollte lediglih wissen, was ein Graph ist und die Grundlagen der (linearen)
Algebra beherrshen.
An dieser Stelle möhte ih ganz herzlih meinem Betreuer Christian Haase danken,
der mih für dieses Thema begeistert hat und jederzeit für Fragen und Diskussionen zur
Verfügung stand. Weiterhin danken möhte ih Martin Götze, der alle meine Fragen zu
L
A
T
E
X und Perl beantworten konnte, sowie René Birkner, der diese Arbeit Korrektur
gelesen hat.
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0.2 Notation
In diesem Abshnitt wird kurz die verwendete Notation beshrieben.
Die Potenzmenge einer Menge M bezeihnen wir mit P(M). Mit [n] bezeihnen wir
die Menge {1, . . . , n} und die natürlihen Zahlen sind die Menge N := {0, 1, 2, 3, . . .}.
Für eine Menge M bezeihnet Mm×n die Menge der (m×n)-Matrizen mit Einträgen
aus M . Die (n × n)-Einheitsmatrix bezeihnen wir mit In oder I, falls die Dimension
klar ist. Matrizen werden in der Regel mit lateinishen Groÿbuhstaben bezeihnet.
Sei A eine (m×n)-Matrix. Den Eintrag in der i-ten Zeile und j-ten Spalte bezeihnen
wir mit aij . Die transponierte Matrix bezeihnen wir mit A
T
.
Sei M eine Menge. Punkte bzw. Vektoren m ∈ Mn werden geshrieben als m =
(m1, . . . ,mn). mi bezeihnet also einen Vektor, wohingegen mi die i-te Komponente
eines Vektors m bezeihnet. Wir shreiben a > b genau dann, wenn ai > bi für alle i
gilt. Analog denieren wir a < b, a ≥ b und a ≤ b. |a|1 :=
∑
i ai bezeihnet wie üblih
die 1-Norm eines Vektors.
Zu einem K-Vektorraum V bezeihnet V ∗ := {ϕ : V → K |ϕ ist linear} den Dual-
raum. (Zn)∗ bezeihnet entsprehend die Z-linearen Abbildungen von Zn nah Z. Alle
vorkommenden Vektorräume werden Unterräume von Rn sein.
Ungerihtete Graphen auf einer (endlihen) Knotenmenge V mit Kantenmenge E ⊆(
V
2
)
werden wie üblih geshrieben als G = (V,E). Gerihtete Graphen auf der Kno-
tenmenge V mit Kantenmenge ~E ⊆ V × V werden geshrieben als ~G = (V, ~E). In
ungerihteten Graphen wird die Menge der zu v ∈ V inzidenten Kanten bezeihnet mit
δ(v) := {{a, b} ∈ E | v = a oder v = b}. Im gerihteten Fall denieren wir für einen
Knoten v die Mengen δ+(v) := {(a, b) ∈ ~E | v = b} und δ−(v) := {(a, b) ∈ ~E | v = a}
sowie für eine Kante (u, v) die Mengen δ+((u, v)) = v und δ−((u, v)) = u.
Mit Kn bezeihnen wir den ungerihteten vollständigen Graphen auf n Eken. Mit
~Km,n bezeihnen wir den gerihteten vollständig bipartiten Graphen, bei dem in der 1.
Farbklasse m Knoten und in der 2. Farbklasse n Knoten sind und alle Kanten von der
ersten Farbklasse in die zweite Farbklasse zeigen.
Für einen gerihteten Graphen mit (geordneter) Knotenmenge V = {v1, . . . , vn} und
Kantenmenge E = {e1, . . . , em} ist die Indzidenzmatrix die (n×m)-Matrix A mit
aij =


−1 für vi = δ
−(ej)
+1 für vi = δ
+(ej)
0 sonst
.
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1 Gitterpolytope
In diesem Kapitel beshäftigen wir uns mit Objekten aus der diskreten Geometrie. Wir
denieren zunähst Kegel, Polytope und Gitterpolytope. Dann widmen wir uns den
Transport- und Flusspolytopen.
1.1 Polyeder, Polytope und Kegel
In diesem Abshnitt werden kurz die grundlegenden Begrie und wihtige Sätze der
Polytoptheorie erklärt. Weitergehende Informationen und Beweise ndet man beispiels-
weise in [Zie95, Kapitel 0-2℄.
Denition 1.1.1 (Unterräume, ane und konvexe Hülle, Kegel).
Sei V = {v1, . . . ,vl} ⊆ Rn. Dann denieren wir
• den von V erzeugten Unterraum lin(V ) := {
∑l
i=1 λivi |λi ∈ R},
• die ane Hülle von V bzw. den von V erzeugten anen Raum
aff(V ) := {
∑l
i=1 λivi |λi ∈ R,
∑l
i=1 λi = 1},
• den von V aufgespannten Kegel cone(V ) := {
∑l
i=1 λivi |λi ∈ R, λi ≥ 0} und
• die konvexe Hülle conv(V ) := {
∑l
i=1 λivi |λi ∈ R, λi ≥ 0,
∑l
i=1 λi = 1} von V .
Eine Menge U ⊆ Rn heiÿt Unterraum/ an/ konvex, wenn eine Menge V ⊆ Rn
existiert, sodass U = lin(V ) / U = aff(V ) / U = conv(V ).
Ein Menge σ ⊆ Rn heiÿt Kegel, wenn eine endlihe Menge V ⊆ Qn existiert mit
σ = cone(V ).1
Seien A1, A2 ⊆ Rn zwei ane Räume. ϕ : A1 → A2 heiÿt ane Abbildung, wenn für
a1, . . . ,ak ∈ A1 und λ1, . . . , λk ∈ R mit
∑
i λi = 1 gilt: ϕ(
∑
i λiai) =
∑
i λiϕ(ai).
Eine Menge {v1, . . . ,vl} ⊆ Rn heiÿt an abhängig, wenn ein Vektor λ ∈ Rl \ {0}
existiert mit
∑l
i=1 λivi = 0 und
∑l
i=1 λi = 0. Andernfalls heiÿt V an unabhängig.
Das relativ Innere einer konvexen Menge P ⊆ Rn, bezeihnet mit relint(P ), ist
deniert als das Innere (im topologishen Sinn) von P , aufgefasst als (topologisher)
Unterraum von aff(P ).
Die Dimension einer konvexen Menge P ist deniert als die Dimension der anen
Hülle.
1
Bei uns sind also alle Kegel endlih erzeugt und rational.
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Sei ϕ ∈ (Rn)∗ und c ∈ R.2 Dann erhalten wir den positiven Halbraum H+ϕ,c = H
+ :=
{x ∈ Rn |ϕ(x) ≥ c}, den negativen Halbraum H−ϕ,c = H
− := {x ∈ Rn | ϕ(x) ≤ c},
sowie die ane Hyperebene Hϕ,c = H := H
+ ∩H−.
P ⊆ Rn heiÿt Polyeder, wenn P Shnitt von endlih vielen Halbräumen ist. P heiÿt
Polytop, wenn P die konvexe Hülle einer endlihen Menge V ist. Dies ist äquivalent
dazu, dass P ein kompaktes Polyeder ist. Alle Kegel sind Polyeder.
Für zwei Polyeder P und Q denieren wir die Minkowskisumme P + Q := {p + q |
p ∈ P, q ∈ Q}. Für ein Polyeder P und eine Zahl c ∈ R≥0 denieren wir c · P :=
{c · v |v ∈ P}.
Ein Kegel heiÿt spitz, wenn er keinen von {0} vershiedenen Unterraum enthält.
Sei P ⊆ Rn ein Polytop und F ⊆ P . F heiÿt Seite von P , geshrieben F ≺ P , genau
dann, wenn ϕ ∈ (Rn)∗ und c ∈ R existieren, sodass F = Hϕ,c ∩ P und P ⊆ H+ϕ,c, d. h.
F = {v ∈ P |ϕ(v) = minx∈P ϕ(x)}. ϕ heiÿt dann (innerer) Normalenvektor an F .
Seiten eines Polytops sind wieder Polytope. Seiten von Kodimension eins heiÿen
Faetten, nulldimensionale Seiten heiÿen Eken. F ≺ P nennen wir ehte Seite, wenn
∅ 6= F 6= P gilt. Die Menge der Eken von P bezeihnen wir mit vert(P ). Für jedes
Polytop P gilt conv(vert(P )) = P .
Für Seiten der Form S = {x ∈ P |xi ≥ c} für ein i ∈ [n] verwenden wir die
abkürzende Shreibweise [xi ≥ c].
Die Menge der Seiten eines Polytops ist mittels ⊆ halbgeordnet und bildet einen
Verband. Aus G ≺ F ≺ P folgt also G ≺ P . Jede ehte Seite G eines Polytops lässt
sih shreiben als Shnitt der Faetten, die G enthalten. Jede Seite von Kodimension
zwei lässt sih shreiben als Shnitt von zwei Faetten.
Ein d-dimensionaler Simplex ist ein Polytop, das sih als konvexe Hülle von d + 1
an unabhängigen Vektoren shreiben lässt.
Ein d-dimensionales Polytop heiÿt einfah, wenn alle Eken in genau d-Faetten
enthalten sind (Beispiel: Würfel). Ein d-dimensionales Polytop heiÿt simplizial, wenn
alle Faetten (d − 1)-Simplexe sind (Beispiel: Oktaeder/Kreuzpolytop). Die Polytope,
die sowohl einfah als auh simplizial sind, sind genau die Simplexe.
1.2 Gitter und Gitterpolytope
In diesem Abshnitt widmen wir uns einer speziellen Klasse von Polytopen: Den Git-
terpolytopen. Das sind Polytope, deren Eken alle auf einem Gitter (bei uns Zn) liegen.
Sei B := {b1, . . . , bd} ⊆ Rn eine linear unabhängige Menge. Die Menge Λ :=
{
∑
i λibi |λi ∈ Z} bezeihnen wir dann als d-dimensionales Gitter und B als Gitterbasis
von Λ. Gitter sind also nihts anderes als endlih erzeugte Untergruppen von Rn. Ein
2
Wer will, kann sih ein Skalarprodukt wählen und dann (Rn)∗ und Rn identizieren. Wir werden dies
gelegentlih tun, ohne es explizit zu erwähnen, z. B. um in den Abbildungen ein Polytop und seine
Normalenkegel in das gleihe Bild zeihnen zu können und um in späteren Kapiteln die Notation
zu vereinfahen.
1.2 Gitter und Gitterpolytope 11
wihtiges Beispiel für Gitter ist Λ = Zn. Aus der Cramershen Regel folgt, dass eine
Menge {b1, . . . , bn} ⊆ Zn genau dann Gitterbasis von Zn ist, wenn |det(b1, . . . , bn)| = 1
gilt.
Ein Gitterhomomorphismus zwishen zwei Gittern Λ ⊆ Rn und Λ′ ⊆ Rn
′
ist eine
Abbildung ψ : Λ → Λ′, die sih zu einer linearen Abbildung φ : lin(Λ) → lin(Λ′)
fortsetzen lässt. Ein Gitterisomorphismus ist ein bijektiver Gitterhomomorphismus.
Es sei SLn(Z) := {M ∈ Zn×n| |detM | = 1} die Menge der unimodularen Matrizen.
Ein Gitter mit Basis {b1, . . . , bd} heiÿt unimodular, wenn es eine Matrix M ∈ SLn(Z)
gibt, mit Mbi = ei für i = 1, . . . , d. Zn ist also unimodular.
Ein anes Gitter ist ein um einen Vektor v ∈ Rn vershobenes Gitter. Ein anes
Gitter v +Λ (für ein Gitter Λ) heiÿt unimodular, wenn Λ unimodular ist.
Eine ane Gitterabbildung zwishen den beiden anen Gittern Λ + v ⊆ Rn und
Λ′+v′ ⊆ Rm ist eine Abbildung ψ : Λ+v → Λ′+v′, die sih zu einer anen Abbildung
φ : aff(Λ + v)→ aff(Λ′ + v′) fortsetzen lässt. Ein aner Gitterisomorphismus ist eine
bijektive ane Gitterabbildung. Eine ane Abbildung ϕ : Rn → Rn heiÿt unimodular,
wenn M ∈ SLn(Z) und b ∈ Rn existieren, sodass ϕ(v) = Mv + b für alle v ∈ Rn gilt.
Denition 1.2.1 (Gitterpolytop). Ein Polytop P ⊂ Rn heiÿt Gitterpolytop bezüg-
lih des Gitters Λ ⊆ Rn, wenn vert(P ) ⊆ Λ gilt.
Im weiteren Verlauf werden unsere Gitterpolytope stets Gitterpolytope bezüglih des
Gitters Λ = Zn sein. Das sind dann also genau die Polytope, bei denen alle Eken
ganzzahlige Koordinaten haben.
Die Menge der Gitterpunkte eines gegebenen Polytopes P ⊆ Rn wird im weiteren
Verlauf dieser Arbeit eine wihtige Rolle spielen. Wir bezeihnen sie meist mit AP =
A := P ∩ Zn.
Denition 1.2.2 (Gitteräquivalenz von Polytopen und Kegeln).
Seien P ⊆ Rn und P ′ ⊆ Rm Gitterpolytope. P und P ′ heiÿen gitteräquivalent, wenn
es eine ane Abbildung ϕ : Rn → Rm gibt mit ϕ|P bildet P bijektiv auf P ′ ab und
ϕ|Zn∩aff(P ) bildet ab nah Z
m ∩ aff(P ′) und ist aner Gitterisomorphismus.
Analog heiÿen zwei Kegel σ ⊆ Rn und σ′ ⊆ Rm gitteräquivalent, wenn es eine lineare
Abbildung ϕ : Rn → Rm gibt mit ϕ|σ bildet σ bijektiv auf σ′ ab und ϕ|Zn∩lin(σ) bildet ab
nah Zm ∩ lin(σ′) und ist Gitterisomorphismus.
Ein simplizialer Kegel ist ein Kegel, der von linear unabhängigen Vektoren erzeugt
ist. v ∈ Zd heiÿt primitiv, wenn {λiv | 0 < λi < 1} ∩ Zd = ∅ gilt. Für jeden Kegel ist
es möglih primitive Erzeuger anzugeben: Man wähle ein beliebiges Erzeugendensys-
tem und multipliziere dann jeden Vektor mit dem Kehrwert des gröÿten gemeinsamen
Teilers seiner Komponenten. Für einen d-dimensionalen simplizialen Kegel gibt es ein
eindeutiges Erzeugendensystem mit d primitiven Elementen.
Wir denieren nun auf kombinatorishe Art das Volumen von Simplexen und simpli-
zialen Kegeln:
12 1 Gitterpolytope
Denition 1.2.3 (Normalisiertes Volumen). Sei σ = conv(v0, . . . ,vd) ⊆ Rn ein
d-dimesionaler Simplex und E := {
∑d
i=0 λi(vi − v0) | 0 ≤ λi < 1} das von den Eken
von σ aufgespannte halboene Parallelepiped (nahdem v0 in den Ursprung vershoben
wurde).
Wir denieren dann das normalisierte Volumen von σ als die Anzahl der Gitterpunkte
in E:
vol(σ) := |E ∩ Zn|
Sei σ = cone(v1, . . . ,vd) ⊆ Rn ein simplizialer Kegel und seien v1, . . . ,vd primitiv.
Dann denieren wir das normalisierte Volumen vol(σ) von σ folgendermaÿen:
vol(σ) := vol(conv(0,v1, . . . ,vd))
Diese Denition des Volumens eines Simplex ist unabhängig davon, welher Vektor den
Index 0 hat. Dies folgt beispielsweise aus dem Volumenlemma auf Seite 32.
Bemerkung 1.2.4 (Äquivalente Denitionen des normalisierten Volumens).
Für einen volldimensionalen simplizialen Kegel σ ⊆ Rn mit primitiven Erzeugern
{v1, . . . ,vn} gilt:
vol(σ) = |det(v1, . . . ,vn)|
= n! · L(conv(0,v1, . . . ,vn)) (wobei mit L das Lebesguemaÿ bezeihnet wird)
=
∣∣Zn/U ∣∣ (wobei U das von v1, . . . ,vn erzeugte Untergitter bezeihnet)
Denition 1.2.5 (Unimodulare Kegel und Simplexe). Ein Kegel σ ⊆ Rn mit
dim(σ) = d heiÿt unimodular, wenn ein k ∈ {0, . . . , d} existiert, sodass σ gitterä-
quivalent ist zu dem Kegel Rk≥0 × R
d−k
.
Ein d-dimensionaler Simplex σ ⊆ Rn heiÿt unimodular, wenn σ gitteräquivalent ist
zu dem Einheitssimplex conv(0,e1, . . . ,ed) ⊆ Rd
Bemerkung 1.2.6. Ein spitzer Kegel σ ⊆ Rn ist unimodular genau dann, wenn der
Kegel simplizial ist und vol(σ) = 1 gilt.
Ein Simplex σ ⊆ Rn ist unimodular genau dann, wenn vol(σ) = 1 gilt.
Denition 1.2.7 (Normalenkegel). Für ein Polytop P ist der (innere) Normalen-
kegel an eine Seite S deniert als
NP (S) :=
{
ϕ ∈ (Rn)∗
∣∣∣∣ ϕ(s) = minx∈P ϕ(x) ∀s ∈ S
}
.
In Abbildung 1.1 ist ein Polytop zu sehen, bei dem an allen Eken v der vershobene
äuÿere Normalenkegel −NP (v) + v eingezeihnet ist.
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Bemerkung 1.2.8. • Der Normalenkegel ist stets volldimensional und enthält den
Raum U⊥, wobei mit U der zu aff(P ) gehörige Unterraum bezeihnet wird.
• Sei F eine Faette von P und n ein (innerer) Normalenvektor an F . Dann gilt
NP (F ) = cone(n) + U
⊥
.
• Für Seiten S ≺ P lässt sih NP (S) shreiben als cone{n1, . . . , nk} + U
⊥
, wobei
n1, . . . , nk Normalenvektoren an die Faetten sind, die S enthalten.
Denition 1.2.9 (glatt). Ein Polytop heiÿt glatt, wenn der Normalenkegel an allen
Eken unimodular ist.
Die Frage, ob ein Gitterpolytop P glatt ist, ist aus algebraisher Siht deshalb in-
teressant, weil diese Eigenshaft des Polytops äquivalent dazu ist, dass die zugehörige
torishe Varietät XP glatt ist (s. [Ful93, 2.1℄). In Abshnitt 4.5 werden wir sehen, dass
glatte Polytope auh aus kombinatorisher Siht gute Eigenshaften haben.
Beispiel 1.2.10. Betrahte das Polytop
P = conv(v1,v2,v3) mit v1 =
[
0
0
]
, v2 =
[
3
0
]
, v3 =
[
3
1
]
⊆ R2
(s. Abb. 1.1). Die Normalenkegel an den drei Eken haben die Determinanten
det(NP (v1)) = det
[
0 −1
−1 3
]
= −1 ,
det(NP (v2)) = det
[
1 0
0 −1
]
= −1 und
det(NP (v3)) = det
[
1 −1
0 3
]
= 3 .
Der Normalenkegel an v3 ist also niht unimodular und deshalb ist P niht glatt.
Bemerkung 1.2.11. Jedes glatte Polytop ist auh einfah.
Beweis. Sei P ein d-dimensionales glattes Polytop. Sei v eine Eke, die in k Faetten
liegt. Nah der Bemerkung von oben gilt NP (v) = cone(n1, . . . , nk) + U
⊥
.
NP (v) ist unimodular, also gitteräquivalent zur Minkowskisumme eines simplizialen
Kegels und eines Unterraumes. Damit muss aber auh shon NP (v) die Minkowskisum-
me eines simplizialen Kegels und eines Unterraumes sein. Folglih ist cone(n1, . . . , nk)
simplizial und damit k = d.
14 1 Gitterpolytope
Abbildung 1.1: Ein Gitterpolytop im R2, das niht glatt ist. Der Normalenkegel an
der Eke oben rehts ist niht unimodular, denn das von seinen primitiven Erzeugern
aufgespannte halboene Parallelepiped enthält auÿer der Eke noh zwei weitere Git-
terpunkte.
1.3 Flusspolytope
In diesem Abshnitt denieren wir Flusspolytope und beweisen einige Sätze dazu, die
wir später benötigen. Ein Flusspolytop ist die Menge aller Flüsse auf einem gegebenen
Graphen, die bestimmte Randbedingungen erfüllen, wobei wir einen Fluss als Punkt
im R ~E auassen. Ein interessanter Spezialfall von Flusspolytopen sind Transportpoly-
tope, die man erhält, wenn der dem Flusspolytop zugrunde liegende Graph vollständig
bipartit ist.
Denition 1.3.1 (Flusspolytope). Seien ein gerihteter Graph
~G = (V, ~E) mit In-
zidenzmatrix I ~G, der Bedarfsvektor d ∈ Z
V \ {0}3, sowie obere und untere Shranken
u, l ∈ Z
~E
gegeben. Dann denieren wir das Flusspolytop F~G,d,u,l folgendermaÿen:
3
Den Fall d = 0 verbieten wir, weil F dann i. A. niht mehr homogen ist, d. h. es ist möglih, dass
f1, f2, f3 ∈ F existieren mit f1 + f2 = f3. Im 3. und 4. Kapitel benötigen wir aber, dass genau so
etwas niht auftreten kann, d. h., dass unsere Polytope in einer anen Hyperebene liegen, die niht
den Ursprung enthält.
Alternativ könnte man auh d = 0 zulassen und stattdessen fordern, dass ~G kreisfrei ist. Falls
man weder d = 0 noh Kreise in ~G ausshlieÿen möhte, so kann man statt F einfah das zu F
isomorphe Polytop F × {1} ⊆ R|
~E|+1
betrahten.
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F = F~G,d,u,l :=

f : ~E → R≥0
∣∣∣∣∣ ∑
e∈δ+(v)
f(e)−
∑
e∈δ−(v)
f(e) = dv
le ≤ f(e) ≤ ue
}
(1.1)
=
{
f ∈ R
~E
≥0
∣∣∣ IG · f = d, l ≤ f ≤ u} (1.2)
Verzihtet man auf die obere Shranke bzw. setzt u = ∞, so erhält man ein Flusspo-
lyeder, welhes i. A. aber niht beshränkt ist. Ist
~G kreisfrei, so erhält man weiterhin
ein Flusspolytop, da dann der Fluss über alle Kanten z. B. durh
∑
v∈V |dv| nah oben
beshränkt ist.
Oensihtlih muss
∑
v∈V dv = 0 erfüllt sein, damit F niht leer ist.
Denition 1.3.2 (Transportpolytope). Seien m,n ∈ N, r ∈ Nm, c ∈ Nn. Die Men-
ge der (m×n)-Matrizen mit positiven Einträgen, Zeilensummen ri und Spaltensummen
cj bezeihnen wir als Transportpolytop Trc.
Trc =

A ∈ Rm×n≥0
∣∣∣∣∣∣
m∑
i=1
aij = cj ,
n∑
j=1
aij = ri


Beispiel 1.3.3 (Birkhopolytop). Das bekannteste Beispiel für Transportpolytope
sind die Birkhopolytope Bn := Trc, mit r = c = (1, . . . , 1) ∈ Rn.
Bn ist gerade die Menge der doppelt-stohastishen (n×n)-Matrizen. Die Eken von
Bn sind die (n× n)-Permutationsmatrizen.
Bemerkung 1.3.4. (i) Für ein Flusspolytop F = F~G,d,u,l gilt:
dim(F ) ≤
∣∣∣ ~E∣∣∣ − |V | + k, wobei k die Anzahl der Zusammenhangskomponenten
von
~G, aufgefasst als ungerihteter Graph, bezeihnet. Flusspolytope, die diese
Shranke mit Gleihheit erfüllen, nennen wir maximaldimensional.
(ii) Transportpolytope sind Flusspolytope mit
~G = ~Km,n, u = ∞ und l = 0 sowie
d = (−r1, . . . ,−rm, c1, . . . , cn).
(iii) Als Spezialfall von (i) folgt für Transportpolytope dim(Trc) ≤ (m − 1)(n − 1).
Gleihheit gilt, falls r, c > 0.
Für einen Beweis von (i), siehe [Sh03, Seite 208℄. Der zweite Satz von (iii) ist Theo-
rem 21.16 des gleihen Buhes.
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Denition 1.3.5. Sei A ∈ Rm×n. A heiÿt vollständig unimodular, falls für alle qua-
dratishen Untermatrizen C gilt: det(C) ∈ {0, 1,−1}.
Lemma 1.3.6 (Erkennung vollständig unimodularer Matrizen).
Sei A ∈ Rm×n. A ist vollständig unimodular, falls A die folgenden Bedingungen erfüllt.
(i) Alle Einträge von A sind aus {0, 1,−1}.
(ii) In jeder Spalte gibt es höhstens zwei Einträge ungleih Null.
(iii) Die Menge der Zeilen von A lässt sih partitionieren in zwei Mengen I1 und I2,
sodass für jede Spalte mit zwei Einträgen, die vershieden von Null sind, gilt:
• Haben die Einträge ein vershiedenes Vorzeihen, so liegen die zugehörigen
Zeilen in der gleihen Menge.
• Haben die Einträge das gleihe Vorzeihen, so liegen die zugehörigen Zeilen
in untershiedlihen Mengen.
Beweis. Der Beweis orientiert sih an [Mö06℄.
Induktion über die Gröÿe k der quadratishen Teilmatrix C. Der Fall k = 1 ist klar.
Sei also k ≥ 2:
Fall 1: Es gibt eine Spalte, die höhstens einen Eintrag ungleih Null enthält. Ent-
wikle det(C) nah dieser Spalte und wende die Induktionsvoraussetzung an.
Fall 2: Alle Spalten haben mindestens zwei Einträge, die vershieden von Null sind.
Betrahte die Aufteilung der Zeilen in I1 und I2. Für jede Spalte j gilt:∑
i∈I1
cij =
∑
i∈I2
cij
Damit erhält man ∑
i∈I1
ci =
∑
i∈I2
ci ,
wobei ci die i-te Zeile von C bezeihnet. Die Zeilen von C sind also linear abhängig,
daraus folgt det(C) = 0.
Korollar 1.3.7. Sei A die Inzidenzmatrix eines gerihteten Graphen ~G = (V, ~E).
Dann ist A vollständig unimodular.
Beweis. Wir identizieren die Menge der Zeilen von A mit der Menge V der Knoten
von
~G und setzen I1 = V , I2 = ∅.
Lemma 1.3.8. Sei A vollständig unimodular. Dann ist auh
(
A
I
)
vollständig unimodu-
lar.
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Beweis. Betrahte eine quadratishe Untermatrix C von
(
A
I
)
. Enthält C nur Zeilen von
A, so sind wir nah Voraussetzung fertig. Enthält C eine Zeile von I, so entwikeln wir
nah dieser. Die Aussage folgt dann per Induktion.
Satz 1.3.9. Flusspolytope sind Gitterpolytope.
Beweis. Sei F = F~G,d,u,l ein Flusspolytop, A die Inzidenzmatrix von
~G und v ∈ R ~E
eine Eke von F , sowie k :=
∣∣∣ ~E∣∣∣. Wir wissen:
v =
⋂
G Faette
v∈G
G
Die Hyperebenen, in denen die Faetten liegen, sind alle durh Gleihungen der Form
ve = le oder ve = ue gegeben. Wir wissen also, dass v durh die Gleihung Av =
d sowie einige der Gleihungen der beiden linearen Gleihungssysteme Ikv = l und
Ikv = u eindeutig bestimmt ist. Folglih existiert eine (k × k)-Untermatrix B von
(AT Ik Ik)
T
mit vollem Rang und ein Vektor c ∈ Rk, dessen Einträge die zu den B Zeilen
gehörenden Einträge aus d, l und u sind, sodass v die eindeutig bestimmte Lösung
von Bx = c ist. Nah Korollar 1.3.7, Lemma 1.3.8 und da Untermatrizen vollständig
unimodularer Matrizen wieder vollständig unimodular sind, ist also |det(B)| = 1. Aus
der Cramershen Regel folgt dann:
vi =
det(Bi)
det(B)
= ± det(Bi) ∈ Z,
wobei Bi die Matrix bezeihnet, die aus B entsteht, indem die i-te Spalte von B durh
den Vektor c ersetzt wird.
Damit folgt natürlih automatish, dass auh Transportpolytope Gitterpolytope sind.
Wir werden nun zeigen, dass sih für ein Flusspolytop F und eine natürlihe Zahl k
jeder Gitterpunkt aus k ·F als Summe von k Gitterpunkten aus F shreiben lässt. Diese
Aussage ist eines unserer zentralen Hilfsmittel in Kapitel 4. Zum Beweis benötigen wir
den folgenden Satz:
Satz 1.3.10 (Existenzkriterium für Flüsse). Seien ein gerihteter Graph
~G = (V, ~E),
ein Bedarfsvektor d ∈ ZV \ {0} mit
∑
v∈V dv = 0, sowie untere und obere Shranken
l,u ∈ Z
~E
mit l ≤ u gegeben.
Dann gilt F~G,d,u,l 6= ∅ , d. h. es gibt einen Fluss zu diesen Parametern genau dann,
wenn ∑
δ+(e)∈U
δ−(e)6∈U
ue −
∑
δ−(e)∈U
δ+(e)6∈U
le ≥
∑
v∈U
dv für alle U ⊆ V gilt. (1.3)
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Beweis. Dieser Beweis ist eine an unsere Situation angepasste Version des Beweises von
Satz 11.2 aus [Sh03℄.
⇒  : Klar.
⇐  : Für eine Funktion f : ~E → Z denieren wir die Übershussfunktion u¨f : V → Z
gemäÿ:
u¨f (v) :=
∑
δ+(e)=v
f(e) −
∑
δ−(e)=v
f(e)− dv (1.4)
Gilt le ≤ f(e) ≤ ue ∀e ∈ ~E, so denieren wir den Restgraphen Gf = (V, ~Ef ) mit
~Ef := {(u, v) | e = (u, v) ∈ ~E, f(e) < ue} ∪ {(v, u) | e = (u, v) ∈ ~E, f(e) > le}.
Angenommen F~G,d,u,l = ∅. Wegen l ≤ u existiert eine Funktion f :
~E → Z mit
le ≤ f(e) ≤ ue für alle e ∈ ~E. Wir wählen f so, dass u¨(f) :=
∑
v∈V |u¨f (v)| minimal
ist. Sei S := {v ∈ V | u¨f (v) > 0} und T := {v ∈ V | u¨f (v) < 0}. Aus unserer Annahme
folgt u¨(f) > 0, denn wenn u¨(f) = 0 gelten würde, so wäre f in F~G,d,u,l enthalten. Da
auÿerdem
∑
v∈V u¨f (v) = 0 gilt, sind S und T beide niht leer.
Sei U die Menge der Knoten von denen aus in ~Gf ein Weg zu einem Knoten in T
existiert. Es gilt U ∩ S = ∅. Gäbe es nämlih einen Weg von einem Knoten in S zu
einem Knoten in T , so könnten wir f entlang dieses Weges erhöhen und dadurh u¨(f)
reduzieren.
Nah Wahl von U gilt für Kanten, die U mit V \ U verbinden:
f(e) =
{
le für δ
−(e) ∈ U und δ+(e) 6∈ U (e ist aus U ausgehende Kante)
ue für δ
−(e) 6∈ U und δ+(e) ∈ U (e ist nah U eingehende Kante)
(1.5)
Für eine shematishe Darstellung der Situation siehe Abbildung 1.2. Es folgt:∑
δ+(e)∈U
δ−(e)6∈U
ue −
∑
δ−(e)∈U
δ+(e)6∈U
le
(1.5)
=
∑
δ+(e)∈U
δ−(e)6∈U
f(e)−
∑
δ−(e)∈U
δ+(e)6∈U
f(e)
(∗)
=
∑
v∈U

 ∑
δ+(e)=v
f(e)−
∑
δ−(e)=v
f(e)


=
∑
v∈U
(u¨f (v) + dv)
=
∑
v∈T
u¨f (v)︸ ︷︷ ︸
<0
+
∑
v∈U\T
u¨f (v)
︸ ︷︷ ︸
=0
+
∑
v∈U
dv
<
∑
v∈U
dv  zu (1.3)
Gleiheit bei (∗) gilt, da nur Terme für Kanten e mit δ+(e) ∈ U und δ−(e) ∈ U
hinzukommen. Für diese wird f(e) einmal addiert und einmal subtrahiert.
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S T
u¨f (v) < 0u¨f (v) > 0
u¨f (v) = 0 u¨f(v) = 0
f(e) = le
f(e
) =
ue
V \ U U
Abbildung 1.2: Shematishe Darstellung der Situation im Beweis von Satz 1.3.10
Nun kommt der oben angekündigte Satz über Gitterpunkte im k-fahen eines Fluss-
polytops. Der Satz verallgemeinert den Satz von Birkho und von Neumann, der besagt,
dass sih jede quadratishe Matrix, bei der alle Zeilen- und Spaltensummen den gleihen
Wert k ∈ N haben, als Summe von k Permutationsmatrizen shreiben lässt.
Satz 1.3.11 (Verallgemeinerter Satz von Birkho und von Neumann).
Sei F = F~G,d,u,l ein Flusspolytop wie oben. Sei k ∈ N. Sei f ∈ (k · F ) ∩ Z
~E
. Dann
existieren Flüsse f1, . . . , fk ∈ F ∩ Z
~E
mit f = f1 + . . .+ fk.
Beweis. In [LLL86℄ wird ein algorithmisher Beweis für den Fall gegeben, dass F ein
Transportpolytop ist. Wir zeigen die Aussage unkonstruktiv für den allgemeinen Fall.
Wir betrahten zunähst den Fall l = 0.
Es genügt zu zeigen, dass ein ganzzahliger Fluss g ∈ F existiert mit 0 = le ≤ g(e) ≤
min(ue, f(e)) für alle e ∈ ~E. Dann folgt die Aussage per Induktion.
Also genügt es zu zeigen, dass für diese vershärfte obere Shranke Bedingung (1.3)
immer noh erfüllt ist.
Sei U ⊆ V . Dann gilt: ∑
v∈U
k · dv =
∑
δ+(e)∈U
δ−(e)6∈U
f(e)−
∑
δ−(e)∈U
δ+(e)6∈U
f(e)
≤
∑
δ+(e)∈U
δ−(e)6∈U
f(e)
=
∑
δ+(e)∈U
δ−(e)6∈U
min(k · ue, f(e))
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=⇒
∑
v∈U
dv ≤
∑
δ+(e)∈U
δ−(e)6∈U
min(ue,
1
k
f(e))
≤
∑
δ+(e)∈U
δ−(e)6∈U
min(ue, f(e))
Also existiert ein Fluss g ∈ F mit der gewünshten Eigenshaft. Damit ist der Fall
l = 0 erledigt.
Den Fall l 6= 0 kann man nun durh eine Transformation des Graphen darauf zu-
rükführen.
Dazu konstruieren wir einen neuen Graphen
~G′ = (V ′, ~E′), indem wir für jeden Kno-
ten v ∈ V zwei weitere Knoten v′ und v′′, sowie Kanten (v′, v) und (v, v′′) hinzufügen
(s. Abbildung 1.3).
v
(a) Vorher
v
v′′
v′
(b) Nahher
Abbildung 1.3: Eine Graphentransformation
Wir denieren nun d′ ∈ ZV und u′ ∈ Z ~E:
u(v′,v) :=
∑
δ+(e)=v
le und u(v,v′′) :=
∑
δ−(e)=v
le für v ∈ V u
′
e := ue − le für e ∈ ~E
d′v := dv für v ∈ V dv′ := −u(v′,v) für v ∈ V dv′′ := u(v,v′′) für v ∈ V
Die Kapazität der Kanten wird also um den Mindestuss reduziert und stattdessen
kommt der Mindesteinuss in v von einem neuen Knoten v′ und der Mindestaususs
von v wird zu einem neuen Knoten v′′ geleitet.
Sei F˜ := F~G′,d′,u′,0. Wir denieren nun eine Funktion Φ :
⋃
k∈N k · F →
⋃
k∈N k · F ,
die einen Fluss f ∈ k ·F auf einen Fluss f˜ ∈ k · F˜ abbildet, der folgendermaÿen deniert
ist:
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f˜(e) :=
{
f(e)− k · le für e ∈ ~E
k · ue sonst
(1.6)
Wie man leiht sieht, ist dies eine bijektive Abbildung. Die Umkehrabbildung Φ−1
bildet f˜ ∈ k · F˜ auf f ∈ k · F mit f(e) := f˜(e) + k · le ab. Auÿerdem sind Φ und Φ
−1
additiv.
Für f ∈ k · F existieren also f˜1, . . . , f˜k ∈ F˜ mit Φ(f) = f˜ = f˜1 + . . . + f˜k. Durh
Anwenden von Φ−1 erhalten wir f1, . . . , fk ∈ F mit f = f1 + . . .+ fk.
1.4 Ein kombinatorishes Kriterium für die Glattheit von
Transportpolytopen
Zu überprüfen, ob ein gegebenes Gitterpolytop P glatt ist, ist i. A. eine reht kom-
plizierte und rehenintensive Aufgabe. Wir zeigen in diesem Abshnitt, dass es für
Transportpolytope ein leiht zu überprüfendes kombinatorishes Kriterium dafür gibt.
Im folgenden Lemma zeigen wir zunähst, dass wir für die Vektoren r und c gewis-
se Eigenshaften o. B. d.A. voraussetzen können, indem wir das Polytop ggf. solange
vershieben, bis der gewünshte Fall eintritt.
Lemma 1.4.1. Sei Trc ein (m× n)-Transportpolytop und sei
χ : Nm × Nn → P
(
(P([m]) ×P([n])
)
(a, b) 7→
{
(I, J)
∣∣∣ ∅ ( I ( [m], ∅ ( J ( [n],
|I| ·
∣∣JC∣∣ = 1 oder ∣∣IC∣∣ · |J | = 1, (1.7)∑
i∈I ai =
∑
j∈J bj
}
.
Dann existiert ein A ∈ Zm×n mit Trc+A = Tr′c′ für ein Transportpolytop Tr′c′ mit
χ(r′, c′) = ∅.
Insbesondere gilt, dass Trc genau dann glatt ist, wenn Tr′c′ glatt ist.
Beweis. Sei ein Transportpolytop Trc gegeben. Sei |χ(r, c)| minimal für alle Paare
(r, c) aus {(r′, c′) | ∃A ∈ Zm×n : Trc +A = Tr′c′}.
Angenommen χ(r, c) 6= ∅. Dann existiert (I, J) ∈ χ(r, c). Sei o. B. d.A. J = {1} und
I = {1, . . . ,m− 1}, d.h es gilt:
r1 + . . . + rm−1 = c1 (1.8)
Deniere r′ := (r1, . . . , rm−1, rm +G), c
′ := (c1 +G, c2, . . . , cn) für eine hinreihend
groÿe Konstante G, z. B. G = m · n ·
∑
i ri. Dann gilt Trc +A = Tr′c′ für
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A =


0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0
G 0 . . . 0

 .
Für jedes B ∈ Tr′c′ muss nämlih gelten bm1 ≥ G. Die einzige Matrix für die Gleihheit
gilt ist folgende:
B =


r1 0 0 . . . 0
r2 0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
rm−1 0 0 . . . 0
G c2 c3 . . . cn


r′ und c′ erfüllen die Gleihung (1.8) niht mehr und, da G sehr groÿ gewählt wurde,
auh keine zusätzlihe Gleihung aus (1.7). Also ist χ(r′, c′) ( χ(r, c). Dies ist ein
Widerspruh zur Minimalität von |χ(r, c)|.
Beispiel 1.4.2. Betrahte T(1,1,6)(2,2,2,2) und T(1,1,10)(3,3,3,3).
Es gilt:
χ((1, 1, 6)(2, 2, 2, 2)) =
{
({3}, {1, 2, 3}), ({3}, {1, 2, 4}), ({3}, {1, 3, 4}),
({3}, {2, 3, 4}), ({1, 2}, {1}), ({1, 2}, {2}),
({1, 2}, {3}), ({1, 2}, {4})
}
χ((1, 1, 10)(3, 3, 3, 3)) = ∅
T(1,1,10)(3,3,3,3) =

0 0 0 00 0 0 0
1 1 1 1

+ T(1,1,6)(2,2,2,2)
In Beispiel 4.1.5 auf Seite 54 werden alle ganzzahligen Punkte von T(1,1,6)(2,2,2,2)
aufgelistet.
Satz 1.4.3. Sei Trc ein Transportpolytop. Dann sind die folgenden Bedingungen äqui-
valent:
(i) Trc ist glatt
(ii) Trc ist einfah
(iii)
∑
i∈I ri 6=
∑
j∈J cj für alle Paare (I, J) mit ∅ ( I ( [m], ∅ ( J ( [n], |I|·|J
C | > 1
und |IC | · |J | > 1
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Beweis. Dieser Satz ist eine korrigierte Fassung von Lemma 1.3. aus [HP06℄. Teile des
Beweises wurden von dort übernommen.
Im Beweis wird die Tatsahe verwendet, dass alle Faetten von Trc die Form [aij ≥ 0]
haben.
(i) ⇒ (ii) : Gilt für alle Gitterpolytope, siehe Bemerkung 1.2.11.
(ii) ⇒ (i) : Gilt sogar für allgemeinere Polytope, wie das folgende Lemma zeigt:
Lemma 1.4.4. Sei A eine vollständig unimodulare (r × e)-Matrix. Sei P = {x ∈ Re |
x ≥ 0, Ax = b} ein einfahes Polytop der Dimension d. Sei U der zu aff(P ) gehörige
Unterraum. Es gelte U⊥ = [von A Zeilen aufgespannter Unterraum].
Dann ist P glatt.
Nah Korollar 1.3.7 sind Inzidenzmatrizen von Graphen stets vollständig unimodular.
Für Transportpolytope ist das erste Kriterium also stets erfüllt. U⊥ ⊇ [von A Zeilen
aufgespannter Unterraum] gilt immer. Für Transportpolytope mit r, c > 0 gilt aus
Dimensionsgründen Gleihheit, da dann dim(P ) = dim(U) = dim(ker(A)) und damit
rang(A) = n− d = dim(U⊥).
Beweis. Sei v = (v1, . . . vr) eine Eke von P . Da P einfah ist können wir o. B. d.A.
annehmen, dass v1 = . . . = vd = 0 und vd+1, . . . , vr > 0 gilt.
Seien a1, . . . , al die Zeilen von A. Fasst man die ai als Elemente von (Rn)∗ auf, so
sind sie auf ganz P konstant. Es gilt NP (v) = cone{e
∗
1, . . . , e
∗
d,±a1, . . . ,±ar}. Die Eke
v ist durh die Gleihung [
A
Id 0
]
v =
[
b
0
]
(1.9)
eindeutig bestimmt. Insbesondere kann man eine quadratishe (e × e)-Untermatrix B
mit vollem Rang auswählen, so dass v durh die entsprehenden Gleihungen immer
noh eindeutig bestimmt ist.
Nah Lemma 1.3.8 ist die Matrix in (1.9) vollständig unimodular. Daraus folgt
|det(B)| = 1. Die Zeilen von B sind o. B. d.A. : {e∗1, . . . , e
∗
d, a1, . . . , an−d}. Folglih
erzeugen a1, . . . , an−d den Raum U
⊥
.
Der Normalenkegel wird also erzeugt von {e∗1, . . . , e
∗
d,±a1, . . . ,±an−d} und ist unimo-
dular. Wegen |det(B)| = 1 ist B−1 ∈ SLe(Z) und liefert uns damit die Gitteräquivalenz
zu Rd × Rn−d.
(iii) ⇒ (ii) :
Angenommen Trc ist niht einfah, d. h. es gibt eine Eke A, die zu mindestens
(m − 1)(n − 1) + 1 Faetten gehört. Also hat A mindestens soviele Nulleinträge, also
höhstens mn− ((m− 1)(n − 1) + 1) = m+ n − 2 Einträge, die vershieden von Null
sind.
Wir betrahten nun den bipartiten Graphen G mit n +m Knoten und einer Kante
zwishen zwei Knoten, wenn der zugehörige Eintrag von A ungleih null ist. G ist
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unzusammenhängend, da G weniger als n + m − 1 Kanten hat. Wähle für I und J
die Farbklassen einer Zusammenhangskomponenten von G. Es gilt
∑
i∈I ri =
∑
j∈J cj .
Wegen Lemma 1.4.1 können wir |I| · |JC | > 1 und |I| · |JC | > 1 annehmen. 
(ii) ⇒ (iii) : Angenommen, es gibt Mengen ∅ ( I ( [m] und ∅ ( J ( [n] mit∑
i∈I ri =
∑
j∈J cj , |I| · |J
C | > 1 und |IC | · |J | > 1. Wir denieren m′ := |I|, m′′ := |IC |,
n′ := |J | und n′′ := |JC |.
Dann existieren Transportpolytope Tr′c′ und Tr′′c′′ mit r
′ = (ri)i∈I , c
′ = (cj)j∈J ,
r′′ = (ri)i∈IC und c
′′ = (cj)j∈JC . Seien A
′
und A′′ jeweils Eken dieser beiden Trans-
portpolytope. Dann erhalten wir einen Punkt A ∈ Trc auf die folgende Weise:
J JC
A :=


A′ 0
0 A′′


I
IC
(1.10)
Wir wollen nun zeigen, dass A in mehr als dim(Trc) vielen Faetten liegt. Dazu
benötigen wir die folgenden drei Lemmata.
Lemma 1.4.5. [aij ≥ 0] deniert eine Faette von Trc genau dann, wenn eine Matrix
B ∈ Trc existiert mit bij = 0 und allen anderen Einträgen positiv (aber niht notwendig
ganzzahlig).
Beweis. ⇒  : Man wähle einen Punkt B im relativ Inneren der Faette [bij ≥ 0]. Dieser
liegt also in genau einer Faette des Polytops. Da [bij ≥ 0] für alle (i, j) eine Seite des
Polytops deniert, hat B die gewünshte Form.
⇐  : O.B. d.A. sei i = j = 1. Sei B eine Matrix, bei der alle Einträge bis auf b11
positiv sind. [b11 ≥ 0] deniert eine Seite S des Polytops.
Es genügt zu zeigen, dass dim(S) = dim(Trc) − 1 gilt. Dazu zeigen wir, dass ein
ε > 0 existiert und eine Kugel Bε(A) ⊆ S mit Radius ε um B mit dim(Bε(A)) =
(m − 1)(n − 1) − 1. Wählt man ε so, dass |ε| ≤ min(i,j)6=(1,1) bij , so kann man die
folgende Matrix (die Punkte stehen für Nullen) zu B addieren und erhält einen Punkt
aus S: 

0 . . . . . . . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . . ±ε . . . ∓ε
. . .
.
.
. . . .
.
.
.
. . . ∓ε ±ε


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Betrahtet man die Projektion auf den grau unterlegten Bereih, so sieht man, dass
ein Würfel der Dimension (m − 1)(n − 1) − 1 mit Kantenlänge 2ε in S enthalten ist.
Also hat S die gewünshte Dimension und ist damit eine Faette.
Lemma 1.4.6. Die Ungleihungen [aij ≥ 0] für (i, j) ∈ I × J
C ∪ IC × J denieren
Faetten von Trc.
Beweis. Sei (i, j) ∈ I × Jc. Wähle A′ und A′′ so, dass alle Einträge positiv sind (z. B.
a′kl :=
r′k·c
′
l
s mit s :=
∑
k r
′
k =
∑
l c
′
l) und konstruiere daraus die Matrix A, wie in (1.10).
Addiere zu A nun die folgende Matrix:
J JC

. . . −ε(n′′ − 1)m′′ . . . 0 . . . +εm′′n′ . . .
. . .
.
.
. . . .
. . . −εn′′m′′ . . . +εm′′n′ . . . +εm′′n′ . . .
. . .
.
.
. . . .
. . .
.
.
. . . .
. . . +ε(m′n′′ − 1) . . . −ε(m′ − 1)n′ . . . −εm′n′ . . .
. . .
.
.
. . . .


I
IC
Die Null sei an der Stelle (i, j). Da die Zeilen- und Spaltensummen dieser Matrix
Null sind, erhalten wir für ε klein genug wieder eine Matrix B ∈ Trc.
Nah Voraussetztung gilt m′n′′ − 1 ≥ 1. Demnah sind in B alle Einträge auÿer bij
positiv. Wegen Lemma 1.4.5 folgt damit die Aussage .
Lemma 1.4.7. Wenn die Ungleihung [aij ≥ 0] eine Faette von Tr′c′ deniert, dann
deniert sie auh eine Faette von Trc.
Beweis. Gilt n′ = 1 oder m′ = 1, so ist das Polytop Tr′c′ nulldimensional und hat
damit keine Faetten. Wir können also n′,m′ ≥ 2 voraussetzen.
Sei [aij ≥ 0] eine Faette von Tr′c′ . Nah Lemma 1.4.5 gibt es eine Matrix A
′
, deren
einziger Nulleintrag an der Stelle (i, j) ist. Wähle A′′ so, dass alle Einträge positiv sind
und konstruiere A wie in (1.10). Wir können nun wieder die Werte der Nulleinträge
in A erhöhen und die Werte der übrigen Einträge reduzieren, sodass aij der einzige
Nulleintrag ist.
Dazu addieren wir zu A die folgende Matrix, deren Zeilen- und Spaltensummen Null
sind:
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J JC

0 . . . −εm′′n′′ . . . . . . +εm′′(n′ − 1) . . .
.
.
. . . . . . .
−εm′′n′′ . . . −εm′′n′′ . . . . . . +εm′′n′ . . .
.
.
. . . . . . .
.
.
. . . . . . .
+ε(m′ − 1)n′′ . . . +εm′n′′ . . . . . . −ε(m′n′ − 1) . . .
.
.
. . . . . . .


I
IC
Die Null sei an der Stelle (i, j). Wir erhalten also für kleines ε eine Matrix B ∈ Trc mit
bij = 0 und positiven Einträgen an allen anderen Stellen.
Nun können wir den Beweis beenden. O.B. d.A. sei Trc volldimensional. Dann liegt
der Punkt A insgesamt in
(m′ − 1)(n′ − 1) + (m′′ − 1)(n′′ − 1)︸ ︷︷ ︸
Lemma 1.4.7
+(m′n′′ +m′′n′)︸ ︷︷ ︸
Lemma 1.4.6
= m′n′ −m′ − n′ + 1 +m′′n′′ −m′′ − n′′ + 1 +m′n′′ +m′′n′
= (m′ +m′′ − 1)(n′ + n′′ − 1) + 1
= (m− 1)(n − 1) + 1
vielen Faetten. Damit ist Trc niht einfah. 
2 Unterteilungen und Triangulierungen
In diesem Kapitel beshäftigen wir uns mit Unterteilungen und Triangulierungen. Wir
interessieren uns dabei besonders für Pullingtriangulierungen und reguläre Triangulie-
rungen.
2.1 Punktkongurationen, Unterteilungen und
Triangulierungen
In diesem Abshnitt denieren wir Unterteilungen und Triangulierungen einer Punkt-
konguration auf kombinatorishe Art. Die Denitionen orientieren sih an [RLL05℄.
Zur Motivation zunähst eine geometrishe Denition:
Denition 2.1.1 (Unterteilungen und Triangulierungen (geometrish)).
Sei P ⊆ Rn ein Polytop. Eine Menge ∆ von Polytopen im Rn heiÿt Unterteilung von
P , wenn gilt:
• Q ∈ ∆, Q′ ≺ Q⇒ Q′ ∈ ∆
• Q,Q′ ∈ ∆⇒ Q ∩Q′ ≺ Q
•
⋃
Q∈∆Q = P
Eine Unterteilung ∆ heiÿt Triangulierung, wenn für jedes Q ∈ ∆ gilt: Q ist Simplex.
Wir werden eine kombinatorishe Denition von Unterteilungen verwenden, die bei
den von uns betrahteten Polytopen zur geometrishen im wesentlihen äquivalent ist,
aber tehnishe Vorteile hat. Dazu betrahten wir anstatt des Polytops selbst die Menge
seiner Gitterpunkte bzw. die Indexmenge seiner Gitterpunkte.
Denition 2.1.2 (Punktkongurationen). Eine Punktkonguration im Zn mit In-
dexmenge I (|I| <∞) ist eine Familie A = {ai ∈ Zn | i ∈ I}.1
Eine Punktkonguration A 6= {0} heiÿt homogen, wenn ein ϕ ∈ (Zn)∗ und ein
c ∈ Z \ {0} existieren, mit ϕ(a) = c für alle a ∈ A. Geometrish bedeutet dies, dass
alle Punkte von A auf einer anen Hyperebene liegen, die niht den Ursprung enthält.
1
Wer von der Indexmenge verwirrt ist, kann sih in den meisten Fällen statt einer Menge J ⊆ I
einfah die Menge {aj | j ∈ J} oder sogar die Menge conv{aj | j ∈ J} vorstellen.
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In Kapitel 4 werden unsere Punktkongurationen die Gitterpunkte eines Flusspoly-
topes F = F~G,d,u,l sein. Diese sind homogen. Sei v ein Knoten des zugrundeliegenden
Graphen und dv eine Komponente von d, die vershieden von Null ist. Die Funktion
ϕv ∈ (Z
~E)∗ mit ϕv(f) :=
∑
δ+(e)=v f(e) −
∑
δ−(e)=v f(e) hat auf ganz F den Wert
dv 6= 0.
Für unsere Denition von Unterteilungen benötigen wir kombinatorishe Analoga
von konvexgeometrishen Begrien. Alle Begrie sind so deniert, wie man sie erwartet,
d. h. wenn man von einer Indexmenge von Gitterpunkten zu der konvexen Hülle der
zugehörigen Gitterpunkte übergeht, erhält man die geometrishe Denition.
Denition 2.1.3. Sei A = {ai | i ∈ I} eine Punktkonguration im Zn. Sei J ⊆ I.
Dann denieren wir:
• Die konvexe Hülle von J in A:
convA(J) := conv{aj | j ∈ J}
• Den Kegel von J in A:
coneA(J) := cone{aj | j ∈ J}
• Das relativ Innere von J in A:
relintA(J) := relint(convA(J))
• J ist an abhängig bzw. an unabhängig, wenn die entsprehende Eigenshaft
für die Familie {aj | j ∈ J} von Punkten im Zn gilt.
• Die Dimension von J ist deniert als die Dimension von convA(J).
• F ⊆ J heiÿt Seite von J , wenn eine Seite K von convA(J) existiert, so dass
für alle j ∈ J gilt: j ∈ F ⇔ aj ∈ K. Wir shreiben dann F ≺ J . Wir nennen
ϕ ∈ (Zn)∗ einen Normalenvekor an J , wenn es einen Normalenvektor ψ ∈ (Rn)∗
an K gibt mit ϕ(v) = ψ(v) für alle v ∈ Zn.
• Eine Seite F ≺ J heiÿt ehte Seite von J , falls ∅ 6= F 6= J gilt. Eine Seite von
Kodimension eins heiÿt Faette. Nulldimensionale Seiten heiÿen Eken und die
Menge der Eken von J bezeihnen wir mit vert(J).
• J heiÿt d-dimensionaler Simplex, wenn |J | = d + 1 und J an unabhängig ist.
Insbesondere folgt dann natürlih dim(J) = d.
• Für einen Simplex J denieren wir das Volumen vol(J) als das normalisierte
Volumen von convA(J). Wir nennen J unimodular, wenn vol(J) = 1 gilt.
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• Zu einer Menge J ⊆ I denieren wir eine Art kombinatorishen Abshluss. Die-
ser enthält die Indizes aller Gitterpunkte, die in der konvexen Hülle der zu J
gehörenden Gitterpunkte liegen, also J := {i ∈ I |ai ∈ convA(J) ∩ Zn}.
Denition 2.1.4 (Unterteilungen). Sei A eine Punktkonguration im Zn mit In-
dexmenge I. Eine Menge ∆ ⊆ P(I) heiÿt Unterteilung von A, wenn folgendes gilt:
• J ∈ ∆,K ≺ J ⇒ K ∈ ∆
• J,K ∈ ∆⇒ J ∩K ∈ ∆
•
⋃
J∈∆ J = I
Die Elemente von ∆ nennen wir Zellen. Zellen, die die gleihe Dimension wie A haben
nennen wir maximal, nulldimensionale Zellen heiÿen Eken. Wenn J ⊆ I niht in ∆
enthalten ist, so nennen wir J eine Nihtseite von ∆.
Beispiel 2.1.5. Sei A ein Punktkonguration mit Indexmenge I. Das einfahste Bei-
spiel einer Unterteilung von A ist die Menge ∆0 := {F ⊆ I |F ≺ I}.
Denition 2.1.6 (Verfeinerungen). Seien ∆ und ∆′ Unterteilungen einer Punkt-
konguration A. Dann heiÿt ∆′ Verfeinerung von ∆, wenn für jedes J ′ ∈ ∆′ ein J ∈ ∆
existiert mit J ′ ⊆ J .
Denition 2.1.7 (Triangulierungen). Sei ∆ eine Unterteilung von A. ∆ heiÿt Tri-
angulierung von A, wenn für jedes σ ∈ ∆ gilt: σ ist Simplex.
Denition 2.1.8 (Unimodulare Triangulierungen). Wir nennen eine Triangulie-
rung ∆ unimodular, wenn alle Simplexe in σ unimodular sind, d. h. vol(σ) = 1 gilt.
Für eine unimodulare Triangulierung genügt es zu fordern, dass alle maximalen Simple-
xe unimodular sind, weil Seiten unimodularer Simplexe wieder unimodular sind. Dies
folgt beispielsweise aus dem Volumenlemma im nähsten Abshnitt.
Bemerkung 2.1.9. Sei A eine Punktkonguration mit Indexmenge I und ∆ eine Tri-
angulierung von A.
Dann gilt:
convA(I) =
•⋃
σ∈∆
relint(convA(σ))
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2.2 Pullingunterteilungen
Eine für uns sehr wihtige Klasse von Unterteilungen sind die Pullingunterteilungen.
Geometrish erhält man diese, indem man an einer Eke des Polytops zieht. Das
Ziehen geht folgendermaÿen: Man bettet das Polytop P ⊆ Rn ∼= Rn × {0} ⊆ Rn+1
(bzw. dessen Unterteilung ∆) mittels (id, 0) in den Rn+1 ein. Dann zieht man eine
Eke v ein kleines Stük nah unten, d. h. man verringert vn+1, und betrahtet die
konvexe Hülle. Shaut man nun von unten darauf, sieht man, dass das Polytop weiter
unterteilt wurde. Diese untere konvexe Hülle projiziert man wieder in den Rn und
erhält so eine Pullingunterteilung von P bzw. eine Pullingverfeinerung von ∆. Die
folgende kombinatorishe Denition ist äquivalent dazu (s. z. B. [Lee91℄).
Des Weiteren werden wir zeigen, dass man eine Triangulierung erhält, wenn man mit
der trivialen Unterteilung ∆0 beginnt und diese immer weiter verfeinert, indem man
naheinander an allen Eken zieht.
Denition 2.2.1 (Pullingverfeinerungen). Sei A eine Punktkonguration mit In-
dexmenge I. Sei i ∈ I und ∆ eine Unterteilung von A.
Wir denieren die Pullingverfeinerung pull(∆, i) von ∆ durh Ziehen an i (bzw. ai)
folgendermaÿen:
σ ∈ pull(∆, i) genau dann, wenn eine der beiden folgenden Bedingungen erfüllt ist:
(i) i 6∈ σ und σ ∈ ∆
(ii) i ∈ σ und es existieren σ′ ∈ ∆ und F ≺ σ′ mit i ∈ σ′ und σ = {i} ∪ F
Wie man leiht überprüfen kann ist pull(∆, i) tatsählih eine Unterteilung von A
und eine Verfeinerung von ∆.
Für ein Tupel J = (j1, . . . , jk) ⊆ I denieren wir
pull(∆, J) := pull(. . . (pull(pull(∆, j1), j2) . . .), jk)
und pull(A, J) := pull(∆0, J).
Satz 2.2.2 (Pullingtriangulierungen). Sei A eine Punktkonguration mit Index-
menge I.
Dann ist ∆pull := pull(A, vert(I)) eine Triangulierung.
Wir nennen ∆pull eine Pullingtriangulierung von A. Diese ist i. A. niht eindeutig,
sondern abhängig davon, in welher Reihenfolge an den Eken gezogen wird.
Wir vershieben den Beweis nah hinten (s. Seite 35), da wir dafür das Pullinglemma
(Lemma 2.2.7) benötigen.
Für Beispiele der in diesem Abshnitt vorgestellten Konzepte betrahte man die
Abbildungen 2.1 und 2.2.
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(a) Im R2 haben alle Polytope eine
unimodulare Triangulierung.
(b) Pulling-Triangulierung eines Po-
lygons. Die groÿen grauen Punkte
markieren die Eken der Untertei-
lung, die kleinen die Gitterpunkte.
() Diese Triangulierung eines
Würfels mit Kantenlänge 1 ist
niht unimodular.
Abbildung 2.1: Drei Triangulierungen
(a) An der markierten Eke
wird gezogen
  
  
  



(b) Nahher
Abbildung 2.2: Pullingunterteilung eines Würfels
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Paos Lemma
In diesem Unterabshnitt werden wir sehen, dass Pullingtriangulierungen für uns eine
sehr günstige Eigenshaft haben. Unter gewissen Voraussetzungen sind nämlih alle
Zellen einer Pullingtriangulierung unimodular.
Denition 2.2.3 (Weite). Sei A = {ai | i ∈ I} eine Punktkonguration im Zn und
J ⊆ I.
• Für u ∈ (Zn)∗ denieren wir die Weite von J bezüglih u als:
wJ(u) := max
j∈J
u(aj)−min
j∈J
u(aj)
• Die Weite von J bezüglih einer Faette F ≺ J denieren wir als:
wJ(F ) := min{wJ(u) |u Normalenvektor an F}
• J hat Faettenweite 1 ⇔ wJ(F ) = 1 für jede Faette F ≺ J .
Wir kennen aus der Analysis folgende Formel für die rekursive Berehnung des Vo-
lumens bzw. des Lebesguemaÿes eines d-dimensionalen Simplex:
volL(Simplex) =
1
d!
volL(Grundähe) · Höhe
Eine ähnlihe Formel werden wir nun für das normalisierte Volumen eines Gittersim-
plex beweisen.
Lemma 2.2.4 (Volumenlemma). Sei A = {ai | i ∈ I} eine Punktkonguration im
Zn. Sei σ = {i0, . . . , id} ⊆ I ein Simplex und F ≺ σ eine Faette.
Dann gilt für das normalisierte Volumen von σ:
vol(σ) = wσ(F ) · vol(F )
Beweis. O.B. d.A. sei ai0 = 0, F = {i0, i2, . . . , id}. E := {
∑d
k=1 λkaik | 0 ≤ λk < 1}
sei das von {ai1, . . . ,aid} aufgespannte halboene Parallelepiped und EF das von
{ai2, . . . ,aid} aufgespannte halboene Parallelepiped. Sei u ∈ (Z
n)∗ ein Normalen-
vektor an F mit wσ(u) = wσ(F ).
Wir werden zeigen |E ∩ Zn| = wσ(u) · |EF ∩ Zn|. Dazu beweisen wir zunähst folgen-
des Lemma:
Lemma 2.2.5. Sei v ∈ Rn, sodass (aff(E) + v) einen Gitterpunkt enthält.
Dann gilt |E ∩ Zn| = |(E + v) ∩ Zn|.
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Beweis. Wegen 0 ∈ E gilt lin(E) = aff(E). Betrahte zunähst den Fall v ∈ aff(E).
Da die Menge {ai1, . . . ,aid} linear unabhängig ist, bildet sie eine Basis von lin(E). Zu
w ∈ lin(E) existieren also eindeutige Koezienten µk ∈ R mit w =
∑d
k=1 µkaik . Wir
denieren nun eine Abbildung φ : (E + v) ∩ Zn → E ∩ Zn gemäÿ
φ(w) :=
d∑
k=1
(µk − ⌊µk⌋)︸ ︷︷ ︸
=:λk
aik .
Wir werden zeigen, dass φ bijektiv ist, woraus folgt, dass E und E + v gleihviele
Gitterpunkte enthalten.
Seien a, b ∈ (E+v)∩Zn mit a =
∑d
k=1 µ
a
kaik und b =
∑d
k=1 µ
b
kaik . Sei φ(a) = φ(b),
d. h.
∑d
k=1 λ
a
kaik =
∑d
k=1 λ
b
kaik . Da die Menge {ai1 , . . . ,aid} linear unabhängig ist,
folgt λak = λ
b
k und damit µ
a
k − µ
b
k ∈ Z für alle k. Gleihzeitig gilt µ
a
k − µ
b
k ∈ (−1, 1),
wegen a, b ∈ E + v. Daraus folgt µak = µ
b
k für alle k und damit a = b. Also ist φ
injektiv.
Sei v =
∑d
k=1 ηkaik und a =
∑d
k=1 λkaik ∈ E ∩ Z
n
. Deniere einen Punkt b =∑d
k=1 µkaik , wobei
µk :=
{
⌈ηk⌉+ λk für ⌈ηk⌉ − ηk + λk < 1
⌈ηk⌉+ λk − 1 für ⌈ηk⌉ − ηk + λk ≥ 1 .
Man kann sih leiht überzeugen, dass b ein Gitterpunkt in E + v ist, der von φ auf a
abgebildet wird. Damit ist gezeigt, dass φ surjektiv ist.
Betrahte nun den allgemeinen Fall. Sei w ein Gitterpunkt in (aff(E)+v). Vershiebe
E + v um −w. Dabei werden Gitterpunkte bijektiv auf Gitterpunkte abgebildet und
es gilt E + v − w ⊆ aff(E). Damit haben wir den allgemeinen Fall auf den oben
behandelten Spezialfall zurükgeführt.
Und nun zurük zum Beweis des Volumenlemmas. Es gilt (s. auh Abb. 2.3):
E ∩ Zn =
•⋃
0≤i<wσ(u)
((
EF +
i
wσ(u)
ai1
)
∩ Zn
)
(2.1)
Die Inklusion ⊇ ist klar. Die Inklusion ⊆ folgt, da u(a) für jedes a ∈ E ∩ Zn
ganzzahlig sein muss.
Nah obigem Lemma ist
∣∣∣((EF + iwσ(u)ai1) ∩ Zn)∣∣∣ = |F ∩ Zn| für alle i und damit
folgt:
|E ∩ Zn| = wσ(u) · |EF ∩ Z
n| = wσ(u) · vol(F )
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Lemma 2.2.6 (Faettenlemma). Sei A ⊆ Zn eine Punktkonguration mit Index-
menge I und J ⊆ I. J habe Faettenweite 1 und sei F ≺ J eine Faette. Dann hat F
ebenfalls Faettenweite 1.
Beweis. Sei G eine Faette von F . Dann ist G = F ∩ F ′ für eine Faette F ′ ≺ J . Sei
u ∈ (Zn)∗ ein Normalenvektor an F ′ ≺ J mit wJ(u) = wJ(F ′) = 1. Dann ist u auh
Normalenvektor an G, aufgefasst als Faette von F . Also gilt:
0 < wF (G) ≤ wF (u) ≤ wJ(F
′) = 1
Daraus folgt wF (G) = 1.
EF +
1
7
ai1
EF
ai1
Abbildung 2.3: Alle Gitterpunkte des halboenen Parallelepipeds liegen in vershobe-
nen Kopien von EF .
Lemma 2.2.7 (Pullinglemma). Sei A eine Punktkonguration mit Indexmenge I
und J = {j1, . . . , jm} ⊆ vert(I) eine (geordnete) Teilmenge der Eken.
Dann haben die maximalen Zellen von pull(A, J) die Form {j1} ∪ σ, wobei σ in
pull(F, J ∩ F ) enthalten ist für eine Faette F von I mit j1 6∈ F .
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ajm+1
aj1
F
aj1
G
G′
G′′
ajm+1
Abbildung 2.4: Beispiel für den Induktionsshritt beim Pullinglemma. Links die Zelle
Z, rehts Z'.
Beweis. Induktionsanfang (m = 1): pull(A, j1) hat maximale Zellen {j1} ∪ G, wobei
G ∈ pull(F, ∅) = {Seiten von F} für eine Faette F von A mit j1 6∈ F .
Induktionsshritt (m → m+ 1): Sei Z ′ ∈ pull(A, J ∪ {jm+1}) eine maximale Zelle.
Diese ist in einer maximalen Zelle Z von pull(A, J) enthalten.
Fall 1: jm+1 6∈ Z, d.h. Z = Z
′
. Fertig.
Fall 2: jm+1 ∈ Z. Eine Skizze, die die Konstruktion in diesem Fall darstellt, ndet
man in Abbildung 2.4.
Wendet man das Lemma für J = {jm+1} auf Z an, so erhält man Z
′ = {jm+1} ∪G
für eine Faette G von Z mit jm+1 6∈ G.
Es gilt nah Induktionsvoraussetzung Z = {j1} ∪ F für eine Faette F von Z mit
j1 6∈ F und damit jm+1 ∈ F . Da jm+1 6∈ G und j1 ∈ Z
′
(wegen der Maximalität von
Z ′) folgt j1 ∈ G und damit G = {j1} ∪G
′
für die Seite G′ = G ∩ F von Z.
Damit erhalten wir Z ′ = {jm+1} ∪ G = {j1, jm+1} ∪G
′ = {j1} ∪G
′′
für G′′ :=
{jm+1} ∪G
′
.
Wir müssen nun nur noh zeigen, dass G′′ ∈ pull(A, (J ∪ {jm+1}) ∩ H) gilt, wobei
H die Faette von A bezeihnet, die F enthält. Dies ist erfüllt, denn aus G′ ≺ F folgt
G′ ∈ pull(A, J ∩H) und damit G′′ ∈ pull(A, (J ∪ {jm+1}) ∩H).
Nun können wir endlih Satz 2.2.2 beweisen, d. h. zeigen, dass Pullingtriangulierungen
tatsählih Triangulierungen sind:
Beweis. Induktion über dim(A): Für dim(A) ≤ 1 ist die Aussage klar.
Sei dim(A) ≥ 2: Sei J = vert(I) = {j1, . . . , jm} die (geordnete) Menge der Eken von
A. Wir wissen aufgrund des Pullinglemmas, dass die maximalen Zellen von pull(A, J)
die Form {j1} ∪ σ haben, mit σ ∈ pull(F, J ∩ F ), wobei F eine Faette von I ist mit
j1 6∈ F . σ ist nah Induktionsvoraussetzung ein Simplex, also auh {j1} ∪ σ.
Satz 2.2.8 (Paos Lemma). Sei A = {ai | i ∈ I} eine Punktkonguration.
Dann gilt:
A hat Faettenweite 1⇔ Alle Pullingtriangulierungen von A sind unimodular.
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Beweis. ⇒  : Sei vert(I) = {i1, . . . , im} die (geordnete) Menge der Eken von I. Be-
trahte die Pullingtriangulierung bezüglih dieser Ekenreihenfolge. Wir zeigen, dass
alle Zellen unimodular sind per Induktion über die Dimension der Zellen. Nulldimen-
sionale Zellen sind unimodular.
Sei Z eine k-dimensionale Zelle von pull(A, vert(I)). Aufgrund des Pullinglemmas
wissen wir, dass Z = {i1} ∪ σ für σ ∈ pull(A, vert(I) ∩ F ) und eine Faette F von I
gilt. F hat nah dem Faettenlemma Faettenweite 1 und deshalb ist σ nah Indukti-
onsvoraussetzung ein unimodularer Simplex. Damit gilt:
vol(Z)
Lemma
2.2.4= wZ(F ) · vol(σ) = 1 · 1 = 1
⇐  : Angenommen A habe niht Faettenweite 1. Dann gibt es eine Faette F und
eine Eke i, sodass |u(F )− u(ai)| ≥ 2 für alle Normalenvektoren u ∈ (Zn)∗ von F gilt.
Ordne die Eken von A so, dass zunähst i kommt, dann die Eken von F und dann
die restlihen Eken von A. Aus dem Pullinglemma folgt, dass es in der Pullingtriangu-
lierung von A bezüglih dieser Ordnung der Eken eine Zelle Z = {i} ∪ σ gibt, wobei
σ ein Zelle von pull(F, vert(I) ∩ F ) ist. Mit Hilfe des Volumenlemmas folgt nun:
vol(Z) = vol(σ)︸ ︷︷ ︸
=1
·wF (Z)︸ ︷︷ ︸
≥2
≥ 2  zu Z unimodular.
In Kapitel 4 werden wir sehen, dass alle Flusspolytope eine unimodulare Triangulie-
rung haben. Dazu werden wir sie in Zellen mit Faettenweite 1 zershneiden und dann
Paos Lemma anwenden.
2.3 Reguläre Unterteilungen
In diesem Abshnitt denieren wir eine andere wihtige Klasse von Unterteilungen, die
regulären Unterteilungen, und zeigen, dass Pullingunterteilungen ein Spezialfall davon
sind.
Die folgende Denition stammt aus [Stu96℄.
Denition 2.3.1 (Reguläre Unterteilungen). Sei A = {ai | i ∈ I} eine Punktkon-
guration im Zn. Ein Vektor ω ∈ RI induziert dann eine Unterteilung ∆ω von A,
gemäÿ F = {i1, . . . , ir} ∈ ∆ω
⇐⇒ ∃ϕF : R
n → R an linear, mit: ϕF (aij ) = ωij für ij ∈ F (2.2)
ϕF (aij ) < ωij für ij 6∈ F (2.3)
Eine Unterteilung ∆ heiÿt regulär, wenn ein ω ∈ RI existiert mit ∆ = ∆ω.
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Bemerkung 2.3.2. Ist ω hinreihend generish, so ist ∆ω eine Triangulierung.
Beispiel 2.3.3 (Reguläre Unterteilung).
Rehts sehen wir eine reguläre Unterteilung eines Reht-
eks mit zwei maximalen Zellen. Die Eken der Untertei-
lung sind die Eken des Rehteks. Der Gitterpunkt oben
in der Mitte ist Teil der oberen maximalen Zelle, wohin-
gegen der Gitterpunkt unten in der Mitte in keiner Zelle
enthalten ist.
00
0
0
0 −1
Wie bei den Pullingunterteilungen gibt es auh für die regulären Unterteilungen eine
äquivalente geometrishe Denition: Man bettet die Punktkonguration wieder in den
Rn+1 ein. Dazu bildet man den Punkt ai ab auf den Punkt (ai, ωi) ∈ Rn+1 und
projiziert wieder die untere konvexe Hülle der Punkte zurük in den Rn und erhält
so eine Unterteilung. Anhand dieser anshaulihen Denition ist relativ klar zu sehen,
dass Pullingunterteilungen ein Spezialfall von regulären Unterteilungen sind.
Dies werden wir nun auh formal zeigen. Genau genommen wollen wir zeigen, dass
alle Pullingtriangulierungen regulär sind.
Satz 2.3.4 (Pullingverfeinerung regulär). Sei A = {ai | i ∈ I} eine Punktkon-
guration im Zn. Sei i ∈ vert(I) und ∆ω eine reguläre Unterteilung von A.
Dann ist pull(∆ω, i) auh eine reguläre Unterteilung von A.
Beweis. O.B. d.A. sei I = [m] und i = m. Deniere ω′ ∈ Rm gemäÿ ω′j := ωj für
1 ≤ j ≤ m− 1 und ω′m := ωm − ε für ein sehr kleines ε > 0.
Behauptung: Dann gilt pull(∆ω,m) = ∆ω′ , d. h. pull(∆ω,m) ist regulär.
Für den Beweis führen wir folgende neue Bezeihnung ein: Für eine reguläre Unter-
teilung ∆ω, eine Seite σ ∈ ∆ω und eine an lineare Funktion ϕ sagen wir ϕ rehtfertigt
σ für ∆ω, genau dann, wenn ϕ (2.2) und (2.3) für σ und ∆ω erfüllt.
⊇  : Sei σ ∈ ∆ω′ .
Fall 1: m 6∈ σ. Sei ϕσ eine an lineare Funktion, die σ für ∆ω′ rehtfertigt. Dann
rehtfertigt ϕσ auh σ für ∆ω. Da m 6∈ σ folgt σ ∈ pull(∆ω,m).
Fall 2: m ∈ σ. Sei ϕσ eine an lineare Funktion, die σ für ∆ω′ rehtfertigt. ϕσ
rehtfertigt dann σ \ {m} für ∆ω. Da wir ε sehr klein gewählt haben, liegt m in einer
Zelle Z von ∆ω mit σ\{m} ≺ Z. Nah Denition der Pullingtriangulierung folgt damit
σ = {m} ∪ (σ \ {m}) ∈ pull(∆ω,m).
⊆  : Sei σ ∈ pull(∆ω,m).
Fall 1: m 6∈ σ. Also wurde σ beim Ziehen an m niht verändert und es gilt σ ∈ ∆ω.
Es gibt also eine an lineare Funktion ϕσ , die σ für ∆ω rehtfertigt. Insbesondere
erfüllt diese Funktion ϕσ(am) < ωm. Da wir ε hinreihend klein gewählt haben gilt
auh ϕσ(am) < ωm − ε (für jedes τ ∈ ∆ existiert ein ετ > 0 mit ϕτ (am) < ωm − ετ ,
wähle ε ≤ minτ∈∆ω ετ ).
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Fall 2: m ∈ σ. Da pull(∆ω,m) eine Verfeinerung von ∆ω ist, existiert ein τ ∈ ∆ω
mit σ ⊆ τ . Sei ϕτ die an lineare Funktion, die τ für ∆ω rehtfertigt. Insbesondere gilt
ϕτ (am) = ωm.
Nah Konstruktion der Pullingtriangulierung gilt σ = {m} ∪ F , wobei F eine Seite
von τ ist. Folglih existiert eine an lineare Funktion ϕF : Rn → R, mit ϕF (F ) = 0,
ϕF (τ \ F ) < 0 und ϕF (am) = −ε.
Deniere nun ϕσ = ϕτ + ϕF . Nah Konstruktion erfüllt ϕσ für σ und ∆
′
ω (2.2). Es
ist also noh zu zeigen, dass für j 6∈ σ gilt: ϕσ(aj) < ωj .
Für j ∈ τ \ (F ∪ {m}) gilt
ϕσ(aj) = ϕτ (aj)︸ ︷︷ ︸
=ωj
+ϕF (aj)︸ ︷︷ ︸
<0
< ωj
und für j 6∈ τ gilt
ϕσ(aj) = ϕτ (aj)︸ ︷︷ ︸
<ωj
+ϕF (aj)︸ ︷︷ ︸
klein
(∗)
< ωj,
wobei (∗) gilt, da wir ε sehr klein gewählt haben und damit auh ϕF (aj) sehr klein
ist.
Korollar 2.3.5. Sei A eine Punktkonguration im Zn mit Indexmenge I. Dann ist
jede Pullingtriangulierung ∆pull = pull(A, vert(I)) von A regulär.
Beweis. ∆0 ist regulär mit ω = 0. ∆pull wird konstruiert, indem man naheinander an
allen Eken zieht. In jedem Shritt erhalten wir nah obigem Satz wieder eine reguläre
Unterteilung, sodass die Aussage per Induktion folgt.
Denition 2.3.6 (Hyperebenenverfeinerung). Sei A = {ai | i ∈ I} eine Punkt-
konguration im Zn und ∆ eine Unterteilung von A. Sei H eine ane Hyperebene,
sodass für jedes σ ∈ ∆ gilt: convA(σ) ∩H = convA(J) für ein J ⊆ I.
2
∆′ heiÿt Hyperebenenverfeinerung von ∆ für die ane Hyperebene H, wenn gilt:
σ′ ∈ ∆′ ⇐⇒ σ′ ⊆ σ für ein σ ∈ ∆
und
(
convA(σ
′) = H+ ∩ convA(σ) oder convA(σ
′) = H− ∩ convA(σ)
)
2
Das bedeutet also, dass sih die beiden Hälften der Polytope aus ∆, die zershnitten werden, auh
als konvexe Hülle der Punkte aus A darstellen lassen müssen.
Verzihten wir auf diese Voraussetzung, so erhalten wir zwar eine Unterteilung im geometrishen
Sinne, aber keine, die mit unserer kombinatorishen Denition verträglih ist.
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Satz 2.3.7. Sei A = {ai | i ∈ I} eine Punktkonguration im Zn, ∆ω eine reguläre
Unterteilung von A und ∆′ eine Hyperebenenverfeinerung von ∆ω bezüglih der anen
Hyperebene H.
Dann ist ∆′ ebenfalls regulär.
H
(a) Vorher
H
(b) Hohgefaltet
Abbildung 2.5: Unsere Konstruktion entspriht in der geometrishen Denition dem
Hohfalten des Polytops auf beiden Seiten von H, wobei in der Zeihnung vorher alle
Punkte auf Höhe 0 eingebettet waren.
Beweis. Sei H = {x ∈ Rn |ψ(x) = c} für ψ ∈ (Rn)∗ und c ∈ R.
Wähle δ > 0 sehr klein und deniere ω′ gemäÿ ω′j := ωj + δ|ψ(aj)− c| für j ∈ J (s.
Abb. 2.5).
Wie man leiht nahprüfen kann, gilt dann: ∆′ = ∆ω′ .
Ein konkretes Beispiel bendet sih auf Seite 50 in Abbildung 3.1. Dort wird eine
Punktkonguration zunähst durh eine Hyperebene unterteilt und anshlieÿend wird
an zwei Eken gezogen, sodass wir eine (reguläre) Triangulierung erhalten.
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3 Algebra
In diesem Kapitel lernen wir einige algebraishe Konzepte kennen. Wir lernen, was
Gröbnerbasen und torishe Ideale sind und stellen einen Zusammenhang zwishen regu-
lären unimodularen Triangulierungen einer Punktkonguration und den Gröbnerbasen
des zugehörigen torishen Ideals her.
Die Hauptquellen sind das erste, vierte und ahte Kapitel von [Stu96℄ sowie das erste
Kapitel von [CLO05℄. Dort benden sih auh Beweise von Sätzen, die hier nur zitiert
werden.
3.1 Ideale und Gröbnerbasen
In diesem Abshnitt denieren wir u. a. Termordnungen und Gröbnerbasen.
Sei k ein Körper und k[x] := k[x1, . . . , xn] der Polynomring über k in n Variablen.
Monome in k[x] werden mit xa := xa11 · · · x
an
n bezeihnet.
1
Es existiert eine kanonishe Bijektion zwishen Nn und den Monomen in k[x]. Dies
erlaubt uns Gitterpunkte und Monome miteinander zu identizieren. Beispielsweise
entspriht (3, 0, 2) ∈ N3 dem Monom x31x
2
3 ∈ k[x1, x2, x3]. Wir werden im weiteren
Verlauf regelmäÿig zwishen beiden Darstellungen hin- und herspringen.
Für einen Vektor v ∈ Zn bzw. ein Monom xv ∈ k[x] denieren wir den Support von
v bzw. von xv als supp(v) = supp(xv) := {i ∈ [n] | vi 6= 0}.
Der Grad eines Monomes xa ist deniert als deg(xa) :=
∑n
i=1 ai. Für ein Er-
zeugendensystem A eines Ideals I ⊆ k[x] denieren wir den Grad als deg(A) :=
maxf∈A deg(f). Ein Erzeugendensystem mit minimalem Grad nennen wir kurz mi-
nimales Erzeugendensystem. Wir sagen, dass ein Ideal I im Grad k erzeugt ist, genau
dann, wenn der Grad eines minimalen Erzeugendensystems von I höhstens k ist.
Denition 3.1.1 (Termordnungen). Eine Ordnung ≺ auf der Menge Nn heiÿt Term-
ordnung, wenn je zwei Elemente vergleihbar sind, 0 das eindeutige Minimum ist und
aus a ≺ b folgt a+ c ≺ b+ c für beliebiges c ∈ Nn.
Beispiel 3.1.2 (Termordnungen). • Lexikographishe Ordnung:
a ≺lex b⇔ ∃k ∈ [n] : ai = bi für i ≤ k − 1 und ak < bk
1
In späteren Abshnitten werden wir unsere Variablen meistens mit einer anderen (geordneten) Menge
als der Menge [n] indizieren, z. B. der Indexmenge I einer Punktkonguration A. Um die Notation
zu erleihtern bleiben wir in diesem Abshnitt aber bei der Indexmenge [n]. Da es eine Bijektion
zwishen I und [ |I | ] gibt ist dies auh völlig in Ordnung.
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• Gradiert lexikographishe Ordnung:
a ≺grlex b⇔ deg(a) < deg(b) oder (deg(a) = deg(b) und a ≺lex b)
• Gradiert umgekehrt lexikographishe Ordnung:
a ≺grevlex b⇔deg(a) < deg(b) oder
deg(a) = deg(b) und ∃k ∈ [n] : ai = bi für i ≥ k + 1 und ak > bk
Entsprehend der Bijektion zwishen Gitterpunkten und Monomen in k[x] kann man
den Begri Termordnung natürlih auh auf die Monome in k[x] übertragen.
Sei f ∈ k[x]. Es existiert eine eindeutige Punktkonguration Af = {ai | i ∈ I} ⊆ Nn,
bei der alle Elemente paarweise vershieden sind und eine eindeutige Familie {λi | i ∈
I} ⊆ R, sodass sih f shreiben lässt als f =
∑
i∈I λix
ai
.
Wir nennen das Polynom f homogen genau dann, wenn die Punktkonguration Af
homogen ist bezüglih der Funktion ϕ ∈ (Zn)∗, die alle Koordinaten aufsummiert.
Homogene Polynome sind also solhe, bei denen alle Monome den gleihen Grad haben.
Ein Ideal I ⊆ k[x] nennen wir homogen, wenn es ein Erzeugendensystem von I gibt,
dass aus homogenen Polynomen besteht.
Sei eine Termordnung ≺ vorgegeben und sei wieder f ∈ k[x] und Af die Punktkon-
guration mit Indexmenge I, die die Exponenten der Monome von f enthält. Es gibt
ein eindeutiges k ∈ I, sodass ak maximal bezüglih der Termordnung ≺ ist.
Wir denieren nun den Leitterm von f als lt≺(f) = lt(f) := λkx
ak
. Zu einem Ideal
I ⊆ k[x] denieren wir das Leitideal von I als lt≺(I) = lt(I) := {lt≺(f) | f ∈ I}.
Die Monome von I, die niht in lt≺(I) enthalten sind, nennen wir Standardmonome.
Ein Erzeugendensystem A für ein Ideal I nennen wir quadratfrei, wenn für jedes
f ∈ A gilt: Der Exponent von lt(f) liegt in {0, 1}n, d. h. im Leitterm tritt jede Variable
höhstens einmal auf.
Aus dem Hilbertshen Basissatz folgt, dass k[x] noethersh ist. Folglih sind alle
Ideale I ⊆ k[x] endlih erzeugt. Sei I ein Ideal und A = {g1, . . . , gk} ein Erzeugen-
densystem. Es gilt stets lt≺(I) ⊇ 〈lt≺(g1), . . . , lt≺(gk)〉. Im Allgemeinen gilt aber keine
Gleihheit. Dies führt uns zu der folgenden Denition:
Denition 3.1.3 (Gröbnerbasen). Eine endlihe Menge G = {g1, . . . , gk} ⊆ I heiÿt
Gröbnerbasis von I bezüglih ≺, genau dann, wenn die Leitterme der gi das Leitideal
von I erzeugen, d. h. wenn lt≺(I) = 〈lt≺(g1), . . . , lt≺(gk)〉 gilt.
Dies ist äquivalent dazu, dass für jedes f ∈ I ein g ∈ G existiert mit lt(g) | lt(f).
Wenn für ein Ideal I und G = {g1, . . . , gk} ⊆ I gilt 〈lt(g1), . . . , lt(gk)〉 = lt(I), so
wird I von G erzeugt, d. h. G ist eine Gröbnerbasis von I. Dies folgt aus dem Divisi-
onsalgorithmus für Polynome.
Eine Gröbnerbasis G = {g1, . . . , gk} heiÿt minimal, wenn für i = 1, . . . , k gilt: lt(gi) 6∈
〈lt(g1), . . . , l̂t(gi), . . . , lt(gk)〉, d. h. kein Element von G ist redundant. Eine Gröbnerbasis
3.2 Torishe Ideale 43
heiÿt reduziert, wenn für zwei vershiedene Elemente g, g′ ∈ G kein Term aus g′ durh
lt≺(g) teilbar ist. Zu einem Ideal I und einer Termordnung ≺ gibt es eine (bis auf
skalare Vielfahe) eindeutige reduzierte Gröbnerbasis.
Sei ω = (ω1, . . . , ωn) ∈ Rn. Mit · bezeihnen wir das kanonishe Skalarprodukt auf
dem Rn. Für ein Polynom f =
∑n
i=1 cix
ai
denieren wir die Leitform
ltω(f) :=
∑
i∈M
cix
ai , wobei M := {i ∈ [n] |ω · ai = max
j∈[n]
(ω · aj)} . (3.1)
Ein Beispiel dafür ist lt(1,0,2)(x
3
1x2x3 + x1x2x
2
3 + x1x
8
2) = x
3
1x2x3 + x1x2x
2
3.
Für ein Ideal I denieren wir das Leitideal ltω(I) := 〈ltω(f) | f ∈ I〉. Im Allgemeinen
ist ltω(I) kein Monomideal (d. h. ein von Monomen erzeugtes Ideal). Wenn man ω
hinreihend generish wählt, aber shon.
Sei ω ≥ 0 und ≺ eine beliebige Termordnung. Dann denieren wir folgendermaÿen
eine neue Termordnung ≺ω:
a ≺ω b⇔ ω · a < ω · b oder (ω · a = ω · b und a ≺ b)
Satz 3.1.4. Sei ≺ eine Termordnung und I ein Ideal.
Dann existiert ein ω ∈ Nn mit ltω(I) = lt≺(I).
Wir sagen dann, ω repräsentiert ≺ für I. Ein Beweis bendet sih in [Stu96℄ auf Seite
4.
3.2 Torishe Ideale
In diesem Abshnitt beshäftigen wir uns mit einer speziellen Klasse von Idealen im
Ring k[x], den torishen Idealen.
Sei A = {ai | i ∈ I} eine Punktkonguration im Zn. Die Punkte ai ∈ Zn identizie-
ren wir mit Monomen tai im Laurentpolynomring k[t±1] = k[t1, . . . , tn, t
−1
1 , . . . , t
−1
n ].
Betrahte den Halbgruppenhomomorphismus
π : NI → Zn, u 7→
∑
i∈I
uiai .
Das Bild von π ist die Halbgruppe NA = {
∑
i∈I λiai |λi ∈ N}.
Die Abbildung π lässt sih zu einem Homomorphismus von Halbgruppenalgebren
hohheben:
πˆ : k[x]→ k[t±1], xi 7→ t
ai
Denition 3.2.1 (Torishe Ideale). IA := ker πˆ ⊆ k[x] nennen wir das torishe
Ideal von A.
Für ein Gitterpolytop P ⊆ Rn und A := P ∩Zn nennen IA das torishe Ideal von P .
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Wie man leiht nahprüfen kann, ist IA tatsählih ein Ideal und sogar ein Primideal,
da k[t±1] ein Integritätsbereih ist.
Zu IA kann man ein geometrishes Objekt denieren, die ane torishe Varietät
V (IA) := {x ∈ k
n | f(x) = 0 ∀f ∈ IA}. Darum werden wir uns auÿer im nähsten
Beispiel aber niht weiter kümmern.
Beispiel 3.2.2. Sei A = {1, 2}. Dann gilt IA = 〈x
2 − y〉 und die zugehörige ane
torishe Varietät ist die Parabel V (IA) = {(x, y) ∈ k
2 | y = x2}.
Wir werden nun zeigen, dass jedes torishe Ideal ein Erzeugendensystem hat, das aus
Binomen besteht:
Satz 3.2.3. Das torishe Ideal IA wird als k-Vektorraum erzeugt von der Menge
A := {xu − xv |u,v ∈ Nn mit π(u) = π(v)} .
Beweis. O.B. d.A. sei [n] die Indexmenge von A. Die Inklusion A ⊆ IA ist klar. Wir
müssen also nur noh zeigen, dass sih jedes Monom in IA als k-Linearkombination von
Elementen der Menge A darstellen lässt.
Angenommen niht. Sei f das Polynom aus IA, das sih niht darstellen lässt, mit
der Eigenshaft, dass lt(f) = xu über alle diese Polynome minimal ist. Da f ∈ IA ist,
gilt f(ta1 , . . . , tan ) = 0 ∈ k[t±1]. Da der Term tπ(u) als Summand in f(ta1, . . . , tan )
auftritt, muss der gleihe Term auh ein weiteres mal auftreten (mit negativem Vorzei-
hen), d. h. in f muss es ein Monom xv geben mit π(u) = π(v). Da xu der Leitterm von
f ist gilt xv ≺ xu. f ′ := f − xu+ xv ist dann in IA enthalten und lässt sih ebenfalls
niht als k-Linearkombination von Elementen aus A darstellen, aber lt(f ′) ≺ lt(f). 
zu lt(f) minimal.
Aus obigem Satz folgt, dass A := {xu− xv |u,v ∈ Nn mit π(u) = π(v)} das torishe
Ideal IA erzeugt. Insbesondere hat IA ein minimales Erzeugendensystem, das in A
enthalten ist und jede reduzierte Gröbnerbasis von IA ist in A enthalten.
Torishe Ideale haben wir oben algebraish deniert als Kern des Algebrahomomor-
phismus πˆ. Man kann torishe Ideale aber auh rein kombinatorish (bzw. geometrish)
sehen, und zwar als Menge von Relationen zwishen den Punkten einer Punktkongu-
ration A.
Sei wie üblih A eine Punktkonguration mit Indexmenge I und k[x] = k[xi]i∈I ein
Polynomring. Wir identizieren ein Monom x = xi mit dem Punkt ai und ein Monom
xu mit der Summe
∑
i∈I uiai.
Es gibt eine Eins-zu-Eins Beziehung zwishen Binomen in IA und Relationen zwi-
shen den Gitterpunkten von A (eine Relation sind zwei Familien von Punkten aus A,
deren Summe gleih ist): Nah Denition ist xu−xv in IA enthalten genau dann, wenn
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∑
i∈I uiai =
∑
i∈I viai gilt. Wie wir oben gesehen haben, haben torishe Ideale ein Er-
zeugendensystem aus Binomen. Daher kann man IA und die Menge der Relationen von
A in gewisser Weise als (fast) gleih ansehen.
Die Begrie Erzeugendensystem und Gröbnerbasis lassen sih auf diese Weise kom-
binatorish denieren: Eine Menge M von Relationen von A bildet ein Erzeugenden-
system, wenn sih alle Relationen von A durh Relationen in M darstellen lassen.2
Die Termordnung ≺ auf k[x] lässt sih auf kanonishe Weise auf A übertragen (ai ≺
aj ⇔ xi ≺ xj) und so wird eine der beiden Familien jeder Relation zum Leitterm. Eine
Menge G von Relationen von A heiÿt Gröbnerbasis, wenn sie ein Erzeugendensystem
ist und alle Leitterme von Relationen von A Obermenge eines Leitterms einer Relation
aus G sind.
Im 4. Kapitel werden wir sowohl die kombinatorishe, als auh die algebraishe Dar-
stellung verwenden, je nahdem welhe gerade für uns günstiger ist.
Satz 3.2.4. Sei A = {ai | i ∈ I} eine homogene Punktkonguration im Zn, J ≺ I eine
Seite und B := {aj | j ∈ J} die Menge der Punkte in der Seite.
Seien A und B minimale Erzeugendensysteme von IA und IB, die aus Binomen
bestehen. Sei a der Grad von A und b der Grad von B.
Dann gilt IB ⊆ IA und b ≤ a.
Beweis. IB ⊆ IA ist klar. Angenommen b > a.
Falls B = ∅, so ist die Aussage klar. Sei also B 6= ∅. O.B. d.A. haben wir B so
gewählt, dass sih maximal viele Binome aus IA durh Binome in B vom Grad kleiner
gleih a darstellen lassen.
Nah unseren Voraussetzungen existiert ein Binom xu − xv ∈ B vom Grad b, das
sih niht durh Binome kleineren Grades in B darstellen lässt, aber durh Binome aus
A, die alle höhstens Grad a haben:3
xu− xv =
k∑
i=1
xw
i
(xu
i
− xv
i
)︸ ︷︷ ︸
∈A
(3.2)
O.B. d.A. sei xu = xw
1
xu
1
, xv = xw
k
xv
k
und xw
i
xv
i
= xw
i+1
xu
i+1
für i ∈ [k − 1].
(3.2) ist also eine Teleskopsumme.
Nah Annahme muss ein l existieren, sodass niht alle drei Vektoren wl,ul und vl
in B enthalten sind.
Sei l minimal mit dieser Eigenshaft. Betrahte nur den Fall l ≥ 2. Der Fall l = 1
geht analog. Da J ≺ I, existiert ein ϕ ∈ (Rn)∗ und ein c ∈ R mit ϕ(b) = c für alle
b ∈ B und ϕ(a) ≥ c für alle a ∈ A.
2
Ein Beispiel zum sih darstellen lassen: Die Relation a + b + c = d + e + f lässt sih darstellen
durh a+ b = g + e (∗) und g + c = d+ f (∗∗), denn: a+ b+ c
(∗)
= g + e+ c
(∗∗)
= d+ e+ f .
3
Geometrish ist klar, dass dies niht geht. Wenn sih eine Relation, die in einer Seite von A liegt
durh Relationen von A ausdrüken lässt, so müssen diese Relationen auh alle in dieser Seite von
A liegen.
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Wegen wl−1 + vl−1 = wl + ul folgt daraus:
c ·
(∣∣∣wl−1∣∣∣
1
+
∣∣∣vl−1∣∣∣
1
)
= ϕ
(∑
i∈I
wl−1i ai
)
+ ϕ
(∑
i∈I
vl−1i ai
)
(∗)
≤ ϕ
(∑
i∈I
wliai
)
+ ϕ
(∑
i∈I
uliai
)
≤ c ·
(∣∣∣wl∣∣∣
1
+
∣∣∣ul∣∣∣
1
)
Da der erste und der letzte Term gleih, sind muss bei (∗) sogar Gleihheit gelten
und wir erhalten ul,wl ∈ B. Analog folgt vl ∈ B. Also sind alle drei Vektoren in B
enthalten. 
Analog lässt sih beweisen, dass der Grad der reduzierten Gröbnerbasis von IB kleiner
gleih dem Grad der reduzierten Gröbnerbasis von IA ist.
Satz 3.2.5. Seien A ⊆ Zn und A′ ⊆ Zm zwei homogene Punktkongurationen auf
der gleihen Indexmenge I. Seien H und H ′ die von A und A′ erzeugten additiven
Halbgruppen. Wenn eine bijektive Abbildung φ : A → A′ existiert, die sih zu einem
Halbgruppenisomorphismus ψ : H → H ′ fortsetzen lässt, dann folgt IA = IA′ .
Beweis.
∑
i ai =
∑
i bi ist eine Relation von Punkten aus A, genau dann, wenn∑
i ψ(ai) =
∑
i ψ(bi) eine Relation von Punkten aus A
′
ist. Damit folgt IA ⊆ IA′ .
Andererseits ist
∑
i a
′
i =
∑
i b
′
i eine Relation von Punkten aus A
′
, genau dann, wenn∑
i ψ
−1(ai) =
∑
i ψ
−1(bi) eine Relation von Punkten aus A ist. Damit folgt IA′ ⊆ IA.
Korollar 3.2.6. Sei A = {ai | i ∈ I} eine homogene Punktkonguration im Zn. Sei
v ∈ Zn \ aff(−A) und A′ := {ai+ v | i ∈ I} die um v vershobene Punktkonguration.
Dann gilt IA = IA′ .
Beweis. Wegen v 6∈ aff(−A) ist A′ weiterhin homogen, denn die Punkte von A′ liegen
weiterhin in einer Hyperebene, die niht den Ursprung enthält.
Sei φ : A → A′ die bijektive Abbildung, die ai auf ai + v abbildet. Seien H
und H ′ die von A bzw. A′ erzeugten Halbgruppen. Deniere ψ : H → H ′ gemäÿ
ψ(
∑k
l=1 ail) :=
∑k
l=1 ail + k · v. Wegen der Homogenität von A ist ψ wohldeniert.
ψ ist ein Halbgruppenisomorphismus und eine Fortsetzung von φ und damit folgt die
Aussage aus dem eben bewiesenen Satz.
Korollar 3.2.7. Sei A = {ai | i ∈ I} eine homogene Punktkonguration im Zn und
A′ := −A.
Dann gilt IA = IA′ . 
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Wir werden nun noh einen Satz zitieren, der uns eine obere Shranke für den Grad
von reduzierten Gröbnerbasen torisher Ideale liefert (s. [Stu96, Proposition 13.15℄):
Satz 3.2.8. Sei A eine homogene Punktkonguration im Zd mit Indexmenge I und sei
≺ eine Termordnung auf k[x], für die das Leitideal lt≺(IA) quadratfrei ist.
Dann ist der Grad der reduzierten Gröbnerbasis von IA bezüglih ≺ höhstens d.
Korollar 3.2.9. Sei A die Menge der Gitterpunkte in einem (maximaldimensionalen)
(m×n)-Transportpolytop Trc. Dann gibt es eine Termordnung ≺, sodass der Grad der
reduzierten Gröbnerbasis von IA bezüglih ≺ kleiner gleih dim(A) + 1 = (m− 1)(n −
1) + 1 ist.
Beweis. Trc ist gitteräquivalent zu einem homogenen Polytop P ⊆ R(m−1)(n−1)+1.
Um eine Gitteräquivalenz zu erhalten, projizieren wir Trc zunähst in den Raum
R(m−1)(n−1), indem wir bei jeder Matrix die letzte Zeile und die letzte Spalte vergessen.
Das so enstandene Polytop ist gitteräquivalent zu Trc, aber i. A. niht homogen. Die
Homogenität erreihen wir dadurh, dass wir das Polytop in Höhe Eins in den Raum
R(m−1)(n−1)+1 einbetten, d. h. jeder Punkt im Polytop erhält eine zusätzlihe letzte
Koordinate mit dem Wert Eins.
Wie wir an die Termordnung ≺ kommen, sodass lt≺(IA) quadratfrei ist, werden wir
im nähsten Abshnitt sehen.
Diese Shranke werden wir in Abshnitt 4.3 ungefähr um den Faktor zwei verbessern.
3.3 Gröbnerbasen und reguläre Triangulierungen
In diesem Abshnitt stellen wir einen Zusammenhang zwishen diskreter Geometrie
und Algebra her, genau genommen zwishen Triangulierungen einer Punktkonguration
und dem torishen Ideal von dieser Punktkonguration. Wir werden zeigen, dass die
minimalen Nihtseiten einer regulären unimodularen Triangulierung den Leittermen
einer Gröbnerbasis entsprehen.
Dazu benötigen wir das folgende Lemma:
Lemma 3.3.1. Sei A eine homogene Punktkonguration im Zn mit Indexmenge I und
∆ eine unimodulare Triangulierung von A.
Sei b ∈ coneA(I) ∩ Zn. Dann existiert ein eindeutiges σ ∈ ∆, sodass b im rela-
tiv Inneren des Kegels coneA(σ) liegt und dazu ein eindeutiger Vektor λ ∈ ZI≥0 mit
supp(λ) ⊆ σ und
b =
∑
i∈I
λiai .
Beweis. Da A =
•⋃
σ∈∆
relint(convA(σ)) (s. Bemerkung 2.1.9) existiert ein eindeutiges
σ ∈ ∆, sodass b im relativ Inneren des Kegels über coneA(σ) liegt. Daraus folgt, dass
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ein Vektor λ ∈ RI≥0 mit supp(λ) ⊆ σ und b =
∑
i∈I λiai existiert. Wir müssen also
lediglih noh die Ganzzahligkeit und die Eindeutigkeit von λ zeigen.
Die Menge {ai | i ∈ σ} ist an unabhängig, da σ ein Simplex ist. Die Menge ist sogar
linear unabhängig. Sei nämlih
∑
i∈σ µiai = 0. Wegen der Homogenität von A folgt∑
i∈σ µi = 0 und wegen der anen Unabhängigkeit folgt µi = 0 für alle i ∈ σ. Aus der
linearen Unabhängigkeit folgt die Eindeutigkeit des Vektors λ.
Betrahte den Punkt a =
∑
i∈I(λi−⌊λi⌋)ai. Dies ist ein Gitterpunkt im von {ai | i ∈
σ} aufgespannten Parallelepiped. Wegen vol(σ) = 1 folgt a = 0. Damit folgt ⌊λi⌋ = λi
für alle i ∈ I, also λ ∈ Zn≥0.
Sei J ⊆ I. Dann denieren wir xJ :=
∏
j∈J xj . Zu einer Nihtseite F bezeihnen wir
mit s(F ) den eindeutigen Vektor λ aus obigem Lemma. Für jede Nihtseite F gilt also:
xF − xs(F ) ∈ IA.
Wir werden nun die erstaunlihe Tatsahe beweisen, dass Binome dieser Form sogar
eine Gröbnerbasis von IA bilden. Bei dem folgenden Satz handelt es sih um einen
Spezialfall der Korollare 8.4 und 8.9 aus [Stu96℄.
Satz 3.3.2. Sei A eine homogene Punktkonguration im Zn und ∆ω eine reguläre
unimodulare Triangulierung von A. Dann ist G∆ := {x
F − xs(F ) |F ist minimale
Nihtseite von ∆} eine reduzierte Gröbnerbasis von IA bezüglih ≺ω.
Beweis. Wir wissen, dass IA ein Erzeugendensystem aus Binomen hat (Satz 3.2.3). Sei
xu− xv ein Erzeuger von IA und x
u
der Leitterm. Es gilt also
∑
i∈I
ωiui = ω · u ≥ ω · v =
∑
i∈I
ωivi . (3.3)
Um zu sehen, dass G eine Gröbnerbasis von IA ist, zeigen wir, dass eine minimale
Nihtseite F von ∆ existiert mit xF |xu. O.B. d.A. können wir voraussetzen, dass
supp(u) ∩ supp(v) = ∅ gilt.
Fall 1: supp(u) ist Nihtseite: Dann existiert eine minimale Nihtseite F mit F ⊆
supp(u) und folglih gilt xF |xu.
Fall 2: supp(u) ist Seite: Wir werden zeigen, dass dieser Fall niht eintreten kann.
Da ∆ eine reguläre Triangulierung ist, gibt es einen Vektor c mit aj · c = ωj für
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j ∈ F (∗) und aj · c < ωj für j 6∈ F (∗∗). Es gilt also:
c ·
(∑
i∈I
uiai
)
=
∑
i∈I
(c · ai)ui
(∗)
=
∑
i∈I
ωiui
(3.3)
≥
∑
i∈I
ωivi
(∗∗)
>
∑
i∈I
(c · ai)vi
= c ·
(∑
i∈I
viai
)
Nah Voraussetzung gilt aber
∑
i∈I uiai =
∑
i∈I viai. 
G ist sogar reduziert, denn supp(s(F )) ist für beliebiges F ein Simplex, enthält also
keine Nihtseite. Also wird kein Term in G vom Initialterm eines anderen geteilt.
Korollar 3.3.3. Torishe Ideale von Flusspolytopen haben eine quadratfreie Gröbner-
basis.
Wir wissen nun also, dass jede homogene Punktkonguration A, die eine reguläre
unimodulare Triangulierung besitzt, eine quadratfreie reduzierte Gröbnerbasis G hat.
Diese tatsählih auszurehnen ist niht shwierig, wie das folgende Beispiel zeigt:
Beispiel 3.3.4. Sei A die Punktkonguration aus Abbildung 3.1. Für das Ideal IA
können wir die reduzierte Gröbnerbasis G bezüglih der Termordnung, die vom Vektor
ω = (9, 0, 10, 9, 0, 10) induziert wird, direkt aus Abbildung 3.1 ablesen.
Es gilt G = {bf − ae, ce − bd, cf − be, ad− be, ac− b2, df − e2}.
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0 0
0
e df
0
0
a b c
0
(a) Punktkonguration mit tri-
vialer Unterteilung
10
0
0
10
e df
10
10
a b c
(b) Hyperebenenunterteilung an
der Hyperebene durh die bei-
den mittleren Punkte
10
0
0
9
e df
10
9
a b c
() Durh Ziehen an den
Eken unten links und oben
rehts erhalten wir eine regu-
läre Triangulierung.
Abbildung 3.1: Eine reguläre Triangulierung einer Punktkonguration
4 Gradshranken für torishe Ideale von
Flusspolytopen
In diesem Kapitel beweisen wir einige Gradshranken für Gröbnerbasen und Erzeugen-
densysteme von torishen Idealen von Transport- und Flusspolytopen.
Unsere Ergebnisse sind im Einzelnen: Torishe Ideale von Flusspolytopen sind im
Grad drei erzeugt (Abshnitt 4.2). Die reduzierte Gröbnerbasis von (m×n)-Transport-
polytopen bezüglih einer beliebigen umgekehrt lexikographishen Termordnung hat
höhstens Grad
⌊
m·n
2
⌋
(Abshnitt 4.3) und es gibt Termordnungen und Transportpo-
lytope, für die diese Shranke annähernd sharf ist (Abshnitt 4.4). Glatte (3 × 4)-
Transportpolytope sind sogar im Grad zwei erzeugt (Abshnitt 4.5).
4.1 Die Zellunterteilungsmethode
In diesem Abshnitt beshreiben wir die Hauptmethode, die wir verwenden, um Grad-
shranken zu beweisen. Diese stammt aus [HP06℄. Wir werden unsere Punktkongura-
tionen entlang von anen Hyperebenen der Form {a | ai = k} (für k ∈ Z) in Zellen
shneiden und zeigen, dass es genügt die Grade der Erzeugendensysteme und Gröbner-
basen der Zellen zu betrahten.
Dies erleihert uns die Arbeit enorm. Zu einem fest gewählten Graphen
~G gibt es
unendlih viele Flusspolytope. In diesen Flusspolytopen treten aber nur endlih viele
vershiedene Zelltypen auf. Die Zellen haben eine einfahere Struktur als die Flusspo-
lytope, da nah Translation alle Gitterpunkte aus den Zellen nur noh Einträge aus
{0, 1} haben.
Für feste Graphen kann man also alle Zelltypen einzeln durhgehen. Wir werden dies
in Abshnitt 4.5 für (3× 4)-Transportpolytope tun.
Sei F = F~G,d,u,l ein Flusspolytop. Für k ∈ Z
~E
denieren wir eine Zelle von F als:
ZF (k) := {f ∈ F | ke ≤ f(e) ≤ ke + 1} (4.1)
Bemerkung 4.1.1 (Zellen sind Gitterpolytope). Die Zellen eines Flusspolytopes
sind Flusspolytope mit anderen oberen und unteren Shranken und damit nah Satz
1.3.9 wieder Gitterpolytope.
Die vershobene Zelle ZF (k)−k ist im Einheitswürfel [0; 1]
~E
enthalten. Sie ist wieder
ein Flusspolytop zum gleihen Graphen
~G mit neuem Bedarfsvektor d′ und neuen
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Shranken u′, l′ ∈ {0; 1}
~E
. Die vershobene Zelle bezeihnen wir mit Zd′ = Zd′ ,u′,l′ .
Wir sagen dann, dass die Zelle ZF (k) vom Typ Zd′ ,u′,l′ ist.
Nah Korollar 3.2.6 sind das torishe Ideal von der Zelle ZF (k) und das von der
vershobenen Zelle Zd′,u′,l′ gleih.
Satz 4.1.2. Sei Zd ⊆ [0; 1]
~E
eine (vershobene) Zelle eines Flusspolytops zu einem
Graphen
~G = (V, ~E). Dann gilt:
(i) Ist Zd niht leer, so ist −δ
−(v) ≤ dv ≤ δ
+(v) für alle v ∈ V .
(ii) Ist Zd eine volldimensionale Zelle eines maximaldimensionalem Flusspolytops, so
ist −δ−(v) + 1 ≤ dv ≤ δ
+(v)− 1 für alle Eken, die in einem ungerihteten Kreis
von
~G enthalten sind.
Beweis. Der erste Teil ist klar. Ist Zd volldimensional, so darf einen Knoten v ∈ V
keine der beiden Shranken mit Gleihheit erfüllt sein. Andernfalls wäre nämlih für
alle zu v inzidenten Kanten e der Wert von fe konstant für alle f ∈ Zd. Damit wäre
Zd niht volldimensional. Es muss also gelten −δ
−(v) < dv < δ
+(v). Wegen d ∈ ZV
folgt daraus die Aussage.
Im Spezialfall, dass F ein (m × n)-Transportpolytop Trc ist, verwenden wir für die
Zellen folgende Notation: Für eine Matrix K ∈ Zm×n shreiben wir Zrc(K) := {M ∈
Trc | kij ≤ mij ≤ kij + 1}.
Vershiebt man die Zelle, so erhält man für geeignete Vektoren r′ und c′:
Zrc(K)−K = Zr−r′,c−c′ (0) =: Z
r−r′
c−c′
Wir sagen dann, dass die Zelle Zrc(K) vom Typ Z
r−r′
c−c′ ist.
Sei ∆H die Unterteilung von A, die wir erhalten, wenn wir mit der Unterteilung
∆0 = {Seiten von A} beginnen und unsere Unterteilung entlang der Hyperebenen der
Form He∗i ,k für k ∈ Z (d. h. der anen Hyperebenen, die senkreht auf einem Einheits-
vektor stehen und Gitterpunkte enthalten) verfeinern. Dass es sih dabei tatsählih
um Hyperebenenverfeinerungen wie in Denition 2.3.6 handelt (d. h. die Hyperebene
shneidet Zellen nur in Seiten der Zellen), folgt aus Bemerkung 4.1.1.
Die maximalen Zellen von ∆H sind dann gerade die volldimensionalen Zellen von F .
Nah Satz 2.3.7 ist ∆H regulär.
Verfeinert man die Unterteilung ∆H nun zu einer regulären Triangulierung, so hat
diese eine sehr angenehme Eigenshaft, wie der folgende Satz zeigt:
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fi
H
fj
Niht in einer Zelle enthal-
tene, minimale Nihtseiten
haben Kardinalität zwei.
Satz 4.1.3. Sei F ⊆ Rn ein Flusspolytop und
A := F ∩ Zn die Menge der Gitterpunkte von F
sowie ∆ eine reguläre Triangulierung von A, die
eine Verfeinerung der oben beshriebenen Hyper-
ebenenunterteilung ∆H ist.
Sei σ eine minimale Nihtseite von ∆, die in
keiner Zelle von F enthalten ist. Dann gilt |σ| =
2.
Beweis. Nah Voraussetzung muss es eine HyperebeneH und zwei Gitterpunkte fi,fj ∈
A mit i, j ∈ σ geben, sodass fi ∈ H
+ \H und fj ∈ H
− \H, d. h. fi und fj liegen auf
vershiedenen Seiten von H (s. Abb. oben).
{i, j} ist dann eine Nihtseite und wegen der Minimalität von σ folgt σ = {i, j}.
Korollar 4.1.4. Sei F ⊆ Rn ein Flusspolytop, k ≥ 2 und ∆ eine reguläre unimodulare
Triangulierung von F ∩Zn, die eine Verfeinerung der oben beshriebenen Hyperebenen-
unterteilung ∆H ist.
Wenn für alle Zellen Z von F gilt, dass das torishe Ideal IZ im Grad k oder kleiner
erzeugt ist, so ist IF im Grad k oder kleiner erzeugt.
Zu einer Zelle Z von F bezeihnen wir die Einshränkung von ∆ auf Z ∩ Zn mit
∆Z.Wenn für alle volldimensionalen Zellen Z von F gilt, dass die Gröbnerbasis G∆Z
von IZ aus Satz 3.3.2 höhstens Grad k hat, so hat die Gröbnerbasis G∆ von IF ebenfalls
höhstens Grad k.
Beweis. Wir betrahten zunähst den Fall, dass für alle volldimensionalen Zellen Z von
F die Gröbnerbasen G∆Z höhstens Grad k haben.
Nah Voraussetzung und Satz 3.3.2 haben dann alle minimalen Nihtseiten von ∆
(sowohl die, die innerhalb einer Zelle von F liegen, als auh die anderen) höhstens Kar-
dinalität k. Deshalb wissen wir, wiederum wegen Satz 3.3.2, dass G∆ = {x
F − xs(F ) |
F ist minimale Nihtseite von ∆} eine quadratfreie reduzierte Gröbnerbasis von IA ist,
deren Grad höhstens k ist.
Im Fall, dass die torishen Ideale IZ von allen Zellen Z lediglih ein Erzeugendensys-
tem im Grad k oder kleiner haben, betrahten wir die Vereinigung dieser Erzeugenden-
systeme mit der Menge {xF − xs(F ) |F ist minimale Nihtseite von ∆ und F ist niht
in einer Zelle enthalten}. Diese Menge erzeugt G∆ und damit auh das Ideal IF .
Wenn wir Gradshranken für torishe Ideale von Flusspolytopen zeigen wollen genügt
es also, Gradshranken für alle auftretenden Zelltypen zu beweisen. Da alle Zellen
Seiten von volldimensionalen Zellen sind, reiht es wegen Satz 3.2.4 aus, sih dabei auf
volldimensionale Zellen zu beshränken.
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Beispiele
Beispiel 4.1.5. Betrahte das Transportpolytop T(1,1,10)(3,3,3,3). Dieses ist isomorph zu
T(1,1,6)(2,2,2,2) (vgl. Beispiel 1.4.2 auf Seite 22) und hat fünf volldimensionale Zellen.
Das Polytop enthält die folgenden 16 Gitterpunkte:
M1 =

1 0 0 01 0 0 0
1 3 3 3

 M2 =

1 0 0 00 1 0 0
2 2 3 3

 M3 =

1 0 0 00 0 1 0
2 3 2 3

 M4 =

1 0 0 00 0 0 1
2 3 3 2


M5 =

0 1 0 01 0 0 0
2 2 3 3

 M6 =

0 1 0 00 1 0 0
3 1 3 3

 M7 =

0 1 0 00 0 1 0
3 2 2 3

 M8 =

0 1 0 00 0 0 1
3 2 3 2


M9 =

0 0 1 01 0 0 0
2 3 2 3

 M10 =

0 0 1 00 1 0 0
3 2 2 3

 M11 =

0 0 1 00 0 1 0
3 3 1 3

 M12 =

0 0 1 00 0 0 1
3 3 2 2


M13 =

0 0 0 11 0 0 0
2 3 3 2

 M14 =

0 0 0 10 1 0 0
3 2 3 2

 M15 =

0 0 0 10 0 1 0
3 3 2 2

 M16 =

0 0 0 10 0 0 1
3 3 3 1


Kα =

00000000
1222

  Z(Kα) ∩ Z3×4 = {M1,M2,M3,M4,M5,M9,M13} Typ: Z1,1,32,1,1,1
Kβ =

00000000
2122

  Z(Kβ) ∩ Z3×4 = {M2,M5,M6,M7,M8,M10,M14} Typ: Z1,1,31,2,1,1
Kγ =

00000000
2212

  Z(Kγ) ∩ Z3×4 = {M3,M7,M9,M10,M11,M12,M15} Typ: Z1,1,31,1,2,1
Kδ =

00000000
2221

  Z(Kδ) ∩ Z3×4 = {M4,M8,M12,M13,M14,M15,M16} Typ: Z1,1,31,1,1,2
Kε =

00000000
2222

  Z(Kε) ∩ Z3×4 = {M2,M3,M4,M5,M7,M8,M9,
M10,M12,M13,M14,M15} Typ: Z
1,1,2
1,1,1,1
In den Beispielen am Ende von Abshnitt 4.5 geben wir ein minimales Erzeugenden-
system für das torishe Ideal von diesem Transportpolytop an.
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Flusspolytope vom K4
Die Kanten des K4 lassen sih (bis auf Isomorphie) auf vier vershiedene Arten ori-
entieren. Genau eine dieser Orientierungen ist azyklish (s. Abb. 4.1). Sei nun
~G der
vollständige Graph auf vier Eken mit der azyklishen Orientierung.
e1
e2
e5
e6v2v1
v3
v4e4
e3
Abbildung 4.1: Der K4 mit der azyklishen Orientierung
Seien d ∈ Z4 und u, l ∈ Z6 so gewählt, dass F = F~G,d,u,l maximaldimensional, d. h.
dreidimensional ist. Wir werden nun die Zellen des Flusspolytops F untersuhen und
zeigen, dass F eine Gröbnerbasis im Grad zwei hat.
Wir wollen zunähst herausnden, welhe Zelltypen in F auftreten. Sei Z eine voll-
dimensionale Zelle von F . Aus Satz 4.1.2 folgt:
−2 ≤ d1 ≤ −1
−1 ≤ d2 ≤ 0
0 ≤ d3 ≤ 1
1 ≤ d4 ≤ 2
Es gilt also d1 ≤ d2 ≤ d3 ≤ d4. Da auÿerdem d1+ d2+ d3+ d4 = 0 gelten muss, können
höhstens die folgenden sehs Zellen volldimensional sein:
Z(−2,−1,1,2), Z(−2,0,1,1), Z(−2,0,0,2), Z(−1,−1,1,1), Z(−1,−1,0,2), Z(−1,0,0,1)
Diese werden wir nun näher untersuhen. Wir bestimmen dazu die Gitterpunkte der
Zellen:
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Z(−2,−1,1,2) ∩ Z
~E = {(1, 1, 0, 1, 1, 1), (1, 0, 1, 1, 1, 0), (0, 1, 1, 0, 1, 0), (0, 1, 1, 0, 1, 0)}
Z(−2,0,1,1) ∩ Z
~E = {(1, 1, 0, 0, 1, 0), (1, 1, 0, 1, 0, 1), (1, 0, 1, 1, 0, 0), (0, 1, 1, 0, 0, 0)}
Z(−2,0,0,−2) ∩ Z
~E = {(1, 1, 0, 0, 1, 1), (1, 0, 1, 1, 0, 1), (1, 0, 1, 0, 1, 0), (0, 1, 1, 0, 0, 1)}
Z(−1,−1,1,1) ∩ Z
~E = {(1, 0, 0, 1, 1, 0), (0, 1, 0, 0, 1, 0), (0, 1, 0, 1, 0, 1), (0, 0, 1, 1, 0, 0)}
Z(−1,−1,0,2) ∩ Z
~E = {(1, 0, 0, 1, 1, 1), (0, 1, 0, 0, 1, 1), (0, 0, 1, 1, 0, 1), (0, 0, 1, 0, 1, 0)}
Z(−1,0,0,1) ∩ Z
~E = {(1, 0, 0, 1, 0, 1), (1, 0, 0, 0, 1, 0), (0, 1, 0, 0, 0, 1), (0, 0, 1, 0, 0, 0)}
Wie man sieht, enthalten alle Zellen genau vier an unabhängige Gitterpunkte. Es
handelt sih also um dreidimensionale Simplexe und es gibt keine Relationen zwishen
den Gitterpunkten der Zellen.
Mit Korollar 4.1.4 folgt daraus, dass Flusspolytope, die vom K4 mit der azyklishen
Orientierung stammen, eine Gröbnerbasis im Grad zwei haben.
4.2 Eine sharfe obere Shranke für Erzeugendensysteme
Shranke für Transportpolytope
In diesem Abshnitt beweisen wir die erstaunlihe Tatsahe, dass die torishen Ideale
von allen Flusspolytopen im Grad drei erzeugt sind.
Wir beweisen die Aussage zunähst in dem folgenden Satz für Transportpolytope:
Satz 4.2.1. Torishe Ideale von Transportpolytopen sind im Grad drei erzeugt.
Wir zeigen dafür, dass die torishen Ideale von den Zellen von (m × n)-Transport-
polytopen (in Zukunft (m×n)-Zellen genannt) im Grad drei erzeugt sind. Dies genügt
nah Korollar 4.1.4. Wegen Satz 3.2.4 können wir uns dabei auf volldimensionale Zellen
beshränken.
Sei also Z eine volldimensionale Zelle eines maximaldimensionalen (m × n)-Trans-
portpolytops und sei A := Z ∩ Zm×n. Wir denieren nun eine Abstandsfunktion
d : A×A → N gemäÿ d(M,N) := |{(i, j) |mij 6= nij}|. d zählt also, an wievielen Stel-
len sih zwei Matrizen untersheiden. Für u,v ∈ RA mit xu − xv ∈ IA denieren wir
den Abstand d¯(u,v) := min{d(M,N) |M ∈ supp(u), N ∈ supp(v)}.1
Zur Einstimmung betrahten wir zunähst den (2 × n) Fall. Dort können wir mit
der gleihen Tehnik wie im allgemeinen Fall, aber mit weniger Aufwand, eine stärkere
Aussage zeigen.
1
Hier und an einigen anderen Stellen in diesem Kapitel hat unsere Punktkonguration A keine In-
dexmenge. Anstatt der Indexmenge verwenden wir die Menge A selbst. Da alle Elemente von A
paarweise vershieden sind, ist das in Ordnung.
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Satz 4.2.2. Torishe Ideale von (2× n)-Zellen sind im Grad zwei erzeugt.
Beweis. Sei wie üblih A die Menge der Gitterpunkte in der Zelle. Angenommen, die
Aussage ist falsh. Dann existiert ein Binom xu − xv ∈ IA vom Grad k ≥ 3, das sih
niht durh Binome kleineren Grades aus IA darstellen lässt. Seien u und v so gewählt,
dass l := d¯(u,v) minimal ist über allen Binomen mit dieser Eigenshaft.
Da unsere Zelle volldimensional ist, muss in jeder in A enthaltenen Matrix in jeder
Spalte genau eine Eins und eine Null auftreten. Seien M1 ∈ supp(u) und N1 ∈ supp(v)
Matrizen mit d(M1, N1) = l. Nah Voraussetzung ist l ≥ 1. Da M1 und N1 gleihe
Zeilen- und Spaltensummen haben folgt automatish l ≥ 4.
Damit können wir o. B. d.A. voraussetzen, dass
M1 =
[
1 0
M1∗0 1
]
und N1 =
[
0 1
N1∗1 0
]
für geeignete (m× (n− 2)) Matrizen M1∗ und N
1
∗ gilt.
Sei S :=
∑
M∈A uMM =
∑
M∈A vMM . O.B. d.A. sei s11 ≤ s12 (andernfalls vertau-
she u und v sowie die ersten beiden Spalten der Matrizen). Dann muss es eine Matrix
M2 ∈ supp(u) geben mit m211 = 0 und m
2
12 = 1, also:
M2 =
[
0 1
M2∗1 0
]
(4.2)
Es gilt also:
M1 +M2 =
[
1 0
M1∗0 1
]
+
[
0 1
M2∗1 0
]
=
[
0 1
M1∗1 0
]
︸ ︷︷ ︸
:=M˜1
+
[
1 0
M2∗0 1
]
︸ ︷︷ ︸
:=M˜2
(4.3)
Sei u′ := u+ e
M˜1
+ e
M˜2
− eM1 − eM2 , d. h. x
u′ =
x
M˜1
·x
M˜2
x
M1
·x
M2
xu.
xu
′
−xv ist ebenfalls ein Binom in IA vom Grad k, das sih niht durh Binome von
kleinerem Grad darstellen lässt (andernfalls lieÿe sih xu−xv mit Hilfe dieser Binome
und (4.3) auh durh Binome kleineren Grades darstellen).
Es gilt aber d¯(u′,v) = d(M˜1, N1) = d¯(u,v)− 4 < d¯(u,v). 
Tatsählih gilt sogar die stärkere Aussage, dass jedes (2×n)-Transportpolytop eine
quadratfreie Gröbnerbasis im Grad zwei hat. Ein (2×n)-Transportpolytop T(r1,r2)(c1,...,cn)
ist nämlih isomorph zum r1-ten Hypersimplex
Hnr1 := conv
{
ei1 + . . . + eir1 | i1 < . . . < ir1
}
⊆ Rn .
Einen Isomorphismus liefert die Abbildung, die bei allen Matrizen aus dem Transport-
polytop die zweite Zeile vergisst. Nah [Stu96, Satz 14.2℄ haben die torishen Ideale
von Hypersimplexen eine quadratfreie Gröbnerbasis im Grad zwei.
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Nun betrahten wir den (m × n) Fall. Der Beweis ist von der Grundstruktur her
ähnlih wie im (2 × n) Fall. Es gibt i. A. aber keine Matrix M2, wie in Gleihung
(4.2), die die beiden Einsen von M˜1 überdekt, die M1 niht überdekt. Wir benötigen
dafür zwei Matrizen M2 und M3 und können daher nur drei als Gradshranke zeigen.
Darüberhinaus benötigen wir noh einige zusätzlihe kombinatorishe Triks.
Satz 4.2.3. Torishe Ideale von (m× n)-Zellen sind im Grad drei erzeugt.
Beweis. Wir beginnen ganz genau so wie im (2 × n) Fall: Sei Z die betrahtete Zelle
und A die Menge der Gitterpunkte der Zelle. Wir nehmen an, die Aussage sei falsh.
Dann gibt es ein Binom xu − xv ∈ IA vom Grad k ≥ 4, das sih niht durh Binome
kleineren Grades aus IA darstellen lässt. O.B. d.A. seien u und v so gewählt, dass
l := d¯(u,v) minimal ist über allen Binomen mit dieser Eigenshaft. M1 ∈ supp(u) und
N1 ∈ supp(v) seien Matrizen mit d(M1, N1) = l. Wieder folgt l ≥ 4.
Für den Beweis benötigen wir das folgende Lemma, das uns etwas über die Struktur
von M1 und N1 verrät:
Lemma 4.2.4. Es kann keine Indizes i1, i2, j1, j2 geben mit m
1
i1j1
= m1i2j2 = n
1
i1j2
=
n1i2j1 = 1 und m
1
i1j2
= m1i2j1 = n
1
i1j1
= n1i2j2 = 0, d. h. wenn wir die zu diesen Indizes
gehörenden Untermatrizen betrahten, so erhalten wir, dass niht gleihzeitig
[ j1 j2
i1 1 0
i2 0 1
]
als Untermatrix von M1 und
[ j1 j2
i1 0 1
i2 1 0
]
als Untermatrix von N1
auftreten kann.
Die Aussage gilt immer noh, wenn wir in einer der beiden Untermatrizen eine Null
durh eine Eins oder eine Eins durh eine Null ersetzen.
Beweis. Angenommen doh. Wir zeigen, dass man den Abstand von M1 und N1 dann
weiter verkürzen kann.
Deniere eine Matrix M˜ gemäÿ:
m˜ij :=


1 für (i, j) = (i1, j2) oder (i, j) = (i2, j1)
0 für (i, j) = (i1, j1) oder (i, j) = (i2, j2)
mij sonst
(4.4)
Es existieren Matrizen M2 und M3 in supp(u), sodass für A := M2 + M3 gilt:
ai1j2 ≥ m˜i1j2 = 1 und ai2j1 ≥ m˜i2j1 = 1.
Folglih ist M1 +M2 +M3 − M˜1 ≥ 0 und damit in 2 · Z enthalten. Nah dem ver-
allgemeinerten Satz von Birkho und von Neumann (s. S. 19) existieren also Matrizen
A2 und A3 mit M1 +M2 +M3 = M˜ +A2 +A3.
Wähle u′ so, dass xu
′
=
x
M˜
·xA2 ·xA3
xM1 ·xM2 ·xM3
xu gilt. Nah Voraussetzung muss eine Matrix
M4 ∈ supp(u) existieren mit M4 6= N für alle N ∈ supp(v). Daraus folgt x
u′−xv 6= 0.
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xu
′
− xv ist also ein Binom in IA vom Grad k, das sih niht durh Binome kleineren
Grades darstellen lässt, da sih sonst auh xu − xv durh Binome kleineren Grades
darstellen lieÿe.
Es gilt d(M˜ ,N1) = d(M1, N1) − 4. Ersetzt man eine Null durh eine Eins oder
andersherum wie im Lemma angegeben, so ist d(M˜ ,N1) = d(M1, N1)− 2. Es gilt also
stets d¯(u′,v) = d(M˜ ,N1) < d(M1, N1) = d¯(u,v). 
Nun können wir den Beweis von Satz 4.2.3 beenden. M1 und N1 müssen sih unter-
sheiden. Es gibt also einen Eintrag, wo in M1 eine Eins steht und in N1 eine Null. Da
beide die gleihe Spaltensumme haben, muss es in der gleihen Spalte einen Eintrag
geben, wo dies umgekehrt ist. Wir können also o. B. d.A. shreiben:
M1 =

 1 . . . . . .0 . . . . . .
. . . . . .

 N1 =

 0 . . . . . .1 . . . . . .
. . . . . .


(4.5)
Da beide Matrizen die gleihen Zeilensummen haben, muss es in der ersten Zeile noh
einen Eintrag geben, wo N1 eine Eins hat und M1 eine Null. Analog muss es in der
zweiten Zeile einen Eintrag geben, wo N1 eine Null hat und M1 eine Eins. Wegen
Lemma 4.2.4 müssen diese Einträge in vershiedenen Spalten liegen.
Es gilt also o. B. d.A. :
M1 =

 1 0 . . .0 1 . . .
. . . . . .

 N1 =

 0 1 . . .1 0 . . .
. . . . . .


(4.6)
Wäre nun n23 = 0, dann hätten wir eine nah Lemma 4.2.4 verbotene Untermatrix:
M1 =

 1 0 . . .0 1 . . .
. . . . . .

 N1 =

 0 1 . . .1 0 0 . . .
. . . . . .


(4.7)
Es muss also n23 = 1 gelten. Analog folgen die Werte für die anderen dunkel hinterlegten
Einträge:
M1 =

 1 1 0 . . .0 1 0 . . .
. . . . . .

 N1 =

 0 0 1 . . .1 0 1 . . .
. . . . . .


(4.8)
Dieses Argument können wir nun erneut anwenden: Wegen der gleihen Zeilensum-
men muss es in der ersten Zeile einen weiteren Eintrag geben, wo N1 eine Eins hat und
M1 eine Null, sowie einen weiteren Eintrag in einer anderen Spalte, wo N1 eine Null
hat und M1 eine Eins. Wegen Lemma 4.2.4 ist der darüber/darunter liegende Eintrag
auh festgelegt und wir erhalten:
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M1 =

 1 1 0 1 0 . . .0 1 0 1 0 . . .
. . . . . .

 N1 =

 0 0 1 0 1 . . .1 0 1 0 1 . . .
. . . . . .


(4.9)
Dieses Argument wenden wir nun immer weiter an. Irgendwann sind aber alle Spalten
verbrauht. Es lässt sih also niht vermeiden, dass eine nah Lemma 4.2.4 verbotene
Untermatrix auftritt. 
Damit ist Satz 4.2.1 bewiesen.
Verallgemeinerung auf Flusspolytope
Wir werden nun zeigen, dass sih das Ergebnis aus dem vorigen Abshnitt auf Flusspo-
lytope verallgemeinern lässt. Dies geshieht in zwei Shritten. Zunähst zeigen wir, dass
die Aussage für bipartite Graphen gilt, bei denen alle Kanten von einer Farbklasse in
die andere zeigen. Im zweiten Shritt reduzieren wir das Problem für beliebige Graphen
auf den diesen Fall.
Satz 4.2.5. Sei
~G ein bipartiter gerihteter Graph, bei dem alle Kanten von einer
Farbklasse in die andere zeigen, und sei F ein Flusspolytop zum Graphen ~G.
Dann ist das torishe Ideal von F im Grad drei erzeugt.
Beweis. Wegen Korollar 4.1.4 genügt es zu zeigen, dass das torishe Ideal von einer
Zelle Z des Flusspolytops im Grad drei erzeugt ist.
~G ist ein Untergraph vom ~Km,n für geeignete m,n ∈ N und Z ist damit Seite einer
Zelle Z ′ des (m× n)-Transportpolytops mit dem gleihen Bedarfsvektor.
Wie wir gerade gezeigt haben, ist das torishe Ideal IZ′ im Grad drei erzeugt und
damit ist nah Satz 3.2.4 auh IZ im Grad drei erzeugt.
Diesen Satz verallgemeinern wir nun mittels einer Reduktion aus [Sh03, 21.6a℄ auf
Zellen von beliebigen Flusspolytopen.
Satz 4.2.6. Sei F~G = F~G,d,u,l ein Flusspolytop.
Dann ist das torishe Ideal IF~G im Grad drei erzeugt.
Beweis. Wir transformieren den Graphen
~G = (V, ~E) in einen bipartiten Graphen
~G′ = (V ′, ~E′), bei dem alle Kanten von einer Farbklasse in die andere zeigen.
Auÿerdem werden wir eine bijektive Abbildung φ : F~G ∩ Z
~E → F~G′ ∩ Z
~E′
zwishen
den Gitterpunkten der beiden Flusspolytope angeben, die sih zu einem Isomorphismus
zwishen den von den Gitterpunkten erzeugten Halbgruppen fortsetzen lässt. Nah dem
vorhergehenden Satz und Satz 3.2.5 auf Seite 46 sind wir dann fertig.
Wir transformieren unseren Graphen, indem wir jeden Knoten in zwei miteinander
verbundene Knoten aufteilen. An den ersten der beiden Knoten werden alle eingehenden
Kanten des ursprünglihen Knotens gehängt und an den zweiten alle ausgehenden.
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Konkret geht das folgendermaÿen: Wir teilen jeden Knoten v ∈ V in zwei Knoten v′
und v′′ auf. Für jede Kante (u, v) fügen wir eine Kante (u′, v′′) ein, die die oberen und
unteren Shranken der Kante (u, v) erbt. Zusätzlih fügen wir für jedes v ∈ V Kanten
der Form (v′, v′′) hinzu.
Wir denieren N :=
∑
v∈V |dv | und setzen d
′
v′ := −N , d
′
v′′ := N+dv sowie u
′
(v′,v′′) :=
∞ und l′(v′,v′′) := 0. Für ein Beispiel siehe Abbildung 4.2.
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Abbildung 4.2: Ein Graph
~G wird in einen bipartiten Graphen transformiert. Ein Be-
darfsvektor und ein Fluss auf
~G werden mittransformiert.
Zu einem ganzzahligen Fluss f ∈ F~G,d,u,l erhalten wir einen ganzzahligen Fluss
φ(f) = f ′ ∈ F~G′,d′,u′,l′ gemäÿ:
f ′(e′) =


f((u, v)) für u, v ∈ V , u 6= v und e′ = (u′, v′′)
N −
∑
δ−(e)=v
f(e) für v ∈ V und e′ = (v′, v′′)
Wie man leiht überprüfen kann, ist die so denierte Abbildung φ tatsählih bijektiv
und man kann sie zu einem Halbgruppenisomorphismus fortsetzen.
4.3 Eine obere Shranke für Gröbnerbasen
Wir zeigen in diesem Abshnitt, dass (m× n)-Transportpolytope reduzierte Gröbner-
basen im Grad
⌊
m·n
2
⌋
haben.
Damit verbessern wir die allgemeine Gradshranke für Gröbnerbasen von torishen
Idealen aus Korollar 3.2.9 ungefähr um den Faktor zwei. Dazu verallgemeinern wir
Theorem 14.8 aus [Stu96℄.
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Satz 4.3.1 (Gradshranke für Zellen). Sei Z eine Zelle eines (m× n)-Transport-
polytops Trc mit s :=
∑
i ri =
∑
j cj . Sei A = {ai | i ∈ I} = Z ∩ Z
m×n
die Menge der
Gitterpunkte in Z und ≺ eine gradiert umgekehrt lexikographishe Termordnung auf
k[x] = k[xi]i∈I .
Dann hat die reduzierte Gröbnerbasis G von IZ höhstens Grad s und das Initialideal
von IZ ist quadratfrei.
Beweis. Sei G die reduzierte Gröbnerbasis von IA bezüglih ≺ und sei x
u − xv ∈ G.
Es gilt supp(u) ∩ supp(v) = ∅. Sei xρ die kleinste Variable, die x
v
teilt. Da unsere
Termordnung ≺ umgekehrt lexikographish ist, ist xρ kleiner als jede Variable, die x
u
teilt.
Nah Voraussetzung gilt:
πˆ(xu) = t
P
i∈I uiai = t
P
i∈I viai = πˆ(xv) (4.10)
πˆ(xρ) = t
aρ
teilt (4.10) und damit auh t
P
i∈I uiai
. Also gibt es für jede Eins, die in
der Matrix aρ auftritt, ein i ∈ supp(u), sodass ai an dieser Stelle auh eine Eins hat.
Sei J ⊆ supp(u) eine Menge minimaler Kardinalität, sodass
∑
j∈J aj ≥ aρ gilt.
Sei u′ ∈ {0, 1}I der Inzidenzvektor der Menge J . Dann ist xu
′
ein quadratfreies
Monom, das höhstens Grad s hat und es gilt xu
′
|xu .
Sei M :=
(∑
i∈I u
′
iai
)
− aρ. Die Matrix M liegt im Polytop k ·Z für ein k ∈ N. Aus
dem verallgemeinerten Satz von Birkho und von Neumann (s. S. 19) folgt nun, dass
sih M als Summe von k Matrizen aus A shreiben lässt, d. h. es existiert ein Vektor
v′ ∈ NI mit M =
∑
i∈I viai.
Also ist xu
′
−xρ ·x
v′ ∈ IZ und x
u′
ist der Leitterm, da xρ kleiner ist als jede in x
u′
vorkommende Variable.
Da xu minimaler Erzeuger des Initialideales ist und ein Vielfahes von xu
′
, folgt
xu = xu
′
. Also ist G eine quadratfreie Gröbnerbasis von IA, deren Grad höhstens s
ist.
Korollar 4.3.2. Für m,n ∈ N beliebig gilt: Alle (m×n)-Transportpolytope haben eine
quadratfreie reduzierte Gröbnerbasis im Grad
⌊
m·n
2
⌋
.
Beweis. Sei ∆H die Hyperebenenunterteilung von Trc ∩Zm×n. Diese verfeinern wir zu
einer Triangulierung ∆, indem wir an den Eken aller Zellen ziehen. Nah Satz 2.2.2
erhalten wir so tatsählih eine Triangulierung. Diese ist aufgrund von Paos Lemma
(Seite 35) unimodular und nah Satz 2.3.4 regulär.
Wir zeigen nun, dass die Gröbnerbasis G∆ aus Satz 3.3.2 die gewünshte Eigenshaft
hat. Nah Korollar 4.1.4 genügt es dafür zu zeigen, dass für alle volldimensionalen
Zellen Z von Trc die Gröbnerbasis G∆Z höhstens Grad
⌊
m·n
2
⌋
hat, wobei ∆Z die
Einshränkung von ∆ auf Z ∩ Zm×n bezeihnet.
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Dies folgt aus dem eben bewiesenen Satz. Jede Zelle Z ist nämlih isomorph zu einer
Zelle Z ′, die die Eigenshaft hat, dass jeder Gitterpunkt M ∈ Z ′ höhstens
⌊
m·n
2
⌋
viele
Einträge hat, die vershieden von Null sind. Es erfüllt entweder Z oder die komplemen-
täre Zelle (mij 7→ 1 − mij) die Bedingung. Aus den Korollaren 3.2.6 und 3.2.7 folgt,
dass die torishen Ideale der Zelle und ihres Komplements gleih sind.
4.4 Konstruktion von Gröbnerbasen in hohem Grad
Wir zeigen in diesem Abshnitt, dass es glatte Transportpolytope und shlehte Term-
ordnungen gibt, so dass die reduzierten Gröbnerbasen von den torishen Idealen dieser
Transportpolytope bezüglih dieser Termordnungen einen hohen Grad haben.
Der Grad dieser Gröbnerbasen wird fast so groÿ sein wie die obere Shranke, die wir
im vorigen Abshnitt bewiesen haben.
Satz 4.4.1 (Existenz von Gröbnerbasen in hohem Grad). Seien m und n gera-
de. Dann existiert ein glattes (m×n)-Transportpolytop Trc, so dass die reduzierte Gröb-
nerbasis G von ITrc mindestens Grad
m·n
2 −m =
m(n−2)
2 hat.
Beweis. Zunähst denieren wir abkürzende Bezeihnungen für einige
(
m
2 ×
n
2
)
-Matri-
zen mit Einträgen aus {0, 1}. Mit 1 bzw. 0 bezeihnen wir die Matrizen, bei der alle
Einträge gleih Eins bzw. Null sind. 1ij sei die Matrix, bei der der Eintrag (i, j) gleih
Eins ist und alle übrigen Null. Vertausht man in dieser Matrix die Rolle von Nullen
und Einsen, so erhält man 0ij := 1− 1ij.
Mit Hilfe dieser Matrizen denieren wir nun einige (m× n)-Matrizen:
Aij :=
[
1i1 0ij
0i1 1ij
]
Bij :=
[
1ij 0i1
0ij 1i1
]
E :=
[
1 0
0 1
]
D :=
[
0 1
1 0
]
C :=


1 0 . . . 0 0 1 . . . 1
.
.
.
.
.
.
.
.
.
.
.
.
1 0 . . . 0 0 1 . . . 1
0 1 . . . 1 1 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 1 . . . 1 1 0 . . . 0


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A1 :=
{
Aij
∣∣∣ 1 ≤ i ≤ m
2
, 2 ≤ j ≤
n
2
− 1
}
∪
{
Bij
∣∣∣ 1 ≤ i ≤ m
2
, 2 ≤ j ≤
n
2
}
A2 :=
{
Aij
∣∣∣ 1 ≤ i ≤ m
2
, j =
n
2
}
In A2 sind also die Matrizen, die im unteren rehten Blok in der letzten Spalte eine
Eins haben, in A1 alle übrigen Aij und Bij .
Ein konkretes Beispiel für unsere Konstruktion bendet sih am Ende dieses Ab-
shnitts.
Bemerkung 4.4.2. Für jede Matrix A ∈ A1 ∪ A2 existieren eindeutige Indizes (s, t)
und (k, l), sodass A die einzige Matrix in A1 ∪ A2 ist, mit ast = 1 und akl = 0.
Genauer gesagt gilt t = l = j + n2 für Aij und für Bij gilt t = l = j. Die Matrizen
aus A2 haben ihre eindeutige Null und Eins also in der letzten Spalte. Die eindeutigen
Einsen benden sih alle im oberen linken oder im unteren rehten Blok.
Es gilt:
m
2∑
i=1
n
2∑
j=2
(Aij +Bij) =
(n
2
− 2
)
· C +
(
m(n− 2)− n
2
+ 1
)
·D +E = (4.11)


n
2 − 1 1 . . . 1
m(n−2)−n
2 + 1
m(n−2)
2 − 1 . . .
m(n−2)
2 − 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n
2 − 1 1 . . . 1
m(n−2)−n
2 + 1
m(n−2)
2 − 1 . . .
m(n−2)
2 − 1
m(n−2)−n
2 + 1
m(n−2)
2 − 1 . . .
m(n−2)
2 − 1
n
2 − 1 1 . . . 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
m(n−2)−n
2 + 1
m(n−2)
2 − 1 . . .
m(n−2)
2 − 1
n
2 − 1 1 . . . 1


Sei r =
(
n
2 +mn, . . . ,
n
2 +mn
)
und c =
(
m
2 , . . . ,
m
2 ,m
2n+ m2
)
. Betrahte das zu
diesen Vektoren gehörige Transportpolytop Trc. Nah Satz 1.4.3 ist dieses Polytop
glatt. Sei A′ := Trc ∩ Zm×n.
(4.11) ist eine Relation vom Grad
m(n−2)
2 von Punkten der Punktkonguration A,
die man erhält, indem man A′ um die Matrix
N =

0 . . . 0 −mn..
.
.
.
.
.
.
.
.
.
.
0 . . . 0 −mn


vershiebt. Für M ∈ A, i ∈ [m] und j ∈ [n− 1] gilt mij ≥ 0.
Wähle nun eine der(
m(n− 3)
2
)
︸ ︷︷ ︸
|A1|
!
(
m
2
)
︸ ︷︷ ︸
|A2|
!
(
|A| −
(
m(n− 2)
2
+ 1
))
︸ ︷︷ ︸
|A\(A1∪A2∪{E})|
!
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vielen gradiert umgekehrt lexikographishen Termordnungen ≺ auf A mit der Eigen-
shaft, dass E ≺ A1 ≺ A2 ≺ M für beliebige Matrizen A1 ∈ A1, A2 ∈ A2 und
M ∈ A \ (A1 ∪ A2 ∪ {E}) gilt.
Sei xu−xv ∈ IA das zur Relation (4.11) gehörige Binom, d. h. u,v ∈ RA mit uM = 1
für M ∈ A1 ∪A2, vC =
n
2 − 2, vD =
m(n−2)−n
2 +1, vE = 1 und alle anderen Werte sind
Null. xu ist der Leitterm bezüglih ≺, da xE |x
v
und E minimal ist bezüglih ≺.
Wir zeigen nun, dass xu−xv in der reduzierten Gröbnerbasis G von IA bezüglih ≺
liegt, indem wir zeigen, dass xu minimaler Erzeuger von lt≺(IA) ist.
Angenommen, es existiert ein Binom xu
′
− xv
′
∈ IA mit Leitterm x
u′ ,u 6= u′
und xu
′
|xu, sowie supp(u′) ∩ supp(v′) = ∅. Für V := min(supp(v′)) gilt dann V ≺
min(supp(u′)).
Wir wollen nun einen Widerspruh herbeiführen. Dafür untersuhen wir, welhe Wer-
te V annehmen kann.
Fall 1: V = E. Für jede Eins, die in E auftritt, muss es eine Matrix in supp(u′)
geben, die an dieser Stelle auh eine Eins hat. Mit Bemerkung 4.4.2 folgt dann aber
u = u′. 
Fall 2: V ∈ A1. Nah Bemerkung 4.4.2 existiert ein eindeutiger Index (s, t) mit
t ≤ n − 1, sodass V die einzige Matrix in A1 ∪ A2 mit vst = 1 ist. Für alle Matrizen
M aus supp(u′) gilt also mst = 0. Für alle Matrizen N ∈ supp(v
′) gilt nst ≥ 0. Damit
kann aber niht
∑
M∈A u
′
MM =
∑
M∈A v
′
MM gelten, da die linke Summe an der Stelle
(s, t) kleiner ist als die rehte.
Also ist xu
′
− xv
′
6∈ IA. 
Fall 3: V ∈ A2, d. h. V = Ain
2
für ein i. Aufgrund der Wahl unserer Termordnung
folgt supp(u′) ⊆ A2. V ist die einzige Matrix in A2 mit vi1 = 1. Für alle Matrizen M
aus supp(u′) gilt also mi1 = 0. Für alle Matrizen N ∈ supp(v
′) gilt ni1 ≥ 0. Damit
kann aber niht
∑
M∈A u
′
MM =
∑
M∈A v
′
MM gelten, da die linke Summe an der Stelle
(i, 1) kleiner ist als die rehte.
Also ist xu
′
− xv
′
6∈ IA. 
Beispiel 4.4.3. Sei n = m = 6. Wir betrahten also das Transportpolytop Trc mit
r = (39, 39, 39, 39, 39, 39) und c = (3, 3, 3, 3, 3, 219). Nah Translation sieht die Relation
(4.11) dann folgendermaÿen aus:


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A12∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A13∈A2
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A22∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A23∈A2
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A32∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
A33∈A2
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+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B12∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B13∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B22∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B23∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B32∈A1
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
B33∈A1
=


2 1 1 10 11 11
2 1 1 10 11 11
2 1 1 10 11 11
10 11 11 2 1 1
10 11 11 2 1 1
10 11 11 2 1 1

 = 1 ·


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
C
+10 ·


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
D
+


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
E
4.5 Glatte (3× 4)-Transportpolytope
In diesem Abshnitt zeigen wir, dass die torishen Ideale von glatten (3×4)-Transport-
polytopen im Grad zwei erzeugt sind. In [HP06℄ wurde auf ähnlihe Weise die gleihe
Aussage für glatte (3× 3)-Transportpolytope gezeigt.
O.B. d.A. seien alle auftretenden Transportpolytope maximaldimensional. Nah Be-
merkung 1.3.4 sind also alle auftretenden Transportpolytope (m− 1)(n − 1) = 6 di-
mensional. Wir verwenden die Zellunterteilungsmethode aus Abshnitt 4.1. Wir be-
shäftigen uns also mit Zellen der Form Zrc mit r = (r1, r2, r3) und c = (c1, c2, c3, c4).
Aus Satz 4.1.2 folgt, dass für volldimensionale Zellen 1 ≤ ri ≤ 3 und 1 ≤ cj ≤ 2
gelten muss. O.B. d.A. gelte sogar 1 ≤ r1 ≤ r2 ≤ r3 ≤ 3 und 1 ≤ c1 ≤ c2 ≤ c3 ≤
c4 ≤ 2. Damit können nur die in Tabelle 4.1 aufgelisteten aht vershiedenen Zelltypen
auftreten.
Summe aller Einträge Zelltypen
4 Z1,1,21,1,1,1
5 Z1,2,21,1,1,2, Z
1,1,3
1,1,1,2
6 Z2,2,21,1,2,2, Z
1,2,3
1,1,2,2
7 Z2,2,31,2,2,2, Z
1,3,3
1,2,2,2
8 Z2,3,32,2,2,2
Tabelle 4.1: In (3× 4)-Transportpolytopen auftretende Zelltypen
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Unter diesen Zelltypen gibt es drei Paare von Zellen, die mittels der Abbildung
[mij 7→ (1−mij)] isomorph sind. Diese Paare sind
Z1,1,21,1,1,1
∼−→ Z3,3,22,2,2,2, Z
1,2,2
1,1,1,2
∼−→ Z3,2,22,2,2,1 und Z
1,1,3
1,1,1,2
∼−→ Z3,3,12,2,2,1,
wobei rehts r und c jeweils absteigend sortiert sind, damit man besser sieht, dass die
Zellen isomorph sind.
Aus den Korollaren 3.2.6 und 3.2.7 folgt, dass die von den isomorphen Zellen erzeug-
ten torishen Ideale jeweils gleih sind.
Es müssen also nur noh fünf Zelltypen untersuht werden. Für diese haben wir
mittels 4ti2 ([tt℄) minimale Erzeugendensysteme ausgerehnet (s. Tabelle 4.2). Zum
Erzeugen der Eingabe und zur Weiterverarbeitung der Ausgabe wurden in der Skript-
sprahe Perl ([W
+
06℄) geshriebene Skripte verwendet.
Zelltyp #GP Erzeuger
Z1,1,21,1,1,1 12 x5x9x11 − x6x8x12, x2x9x10 − x3x7x12, x1x6x10 − x3x4x11,
x1x5x7 − x2x4x8, x7x11 − x8x10, x4x12 − x5x10,
x4x9 − x6x7, x2x6 − x3x5, x1x12 − x2x11,
x1x9 − x3x8
Z1,2,21,1,1,2 12 x1x4x5 − x2x3x6, x7x12 − x8x11, x7x12 − x9x10,
x5x10 − x6x8, x5x11 − x6x9, x3x10 − x4x7,
x3x12 − x4x9, x1x8 − x2x7, x1x12 − x2x11
Z1,1,31,1,1,2 7 Unimodularer Simplex, also Nullideal
Z2,2,21,1,2,2 15 x11x14 − x12x13, x10x15 − x11x14, x8x14 − x9x10,
x8x15 − x9x11, x6x13 − x7x10, x6x15 − x7x12,
x4x12 − x5x10, x4x15 − x5x13, x2x11 − x3x10,
x2x15 − x3x14, x1x10 − x2x8, x1x14 − x2x9,
x1x11 − x3x8, x1x15 − x3x9, x1x10 − x4x6,
x1x13 − x4x7, x1x12 − x5x6, x1x15 − x5x7
Z1,2,31,1,2,2 8 x3x7 − x4x6
Tabelle 4.2: Erzeuger der Zellen von (3× 4)-Transportpolytopen
Wie man der Tabelle entnehmen kann, sind die torishen Ideale von drei der fünf
Zellen im Grad zwei erzeugt. Die torishen Ideale der Zellen Z1,1,21,1,1,1 und Z
1,2,2
1,1,1,2 hingegen
haben minimale Erzeuger vom Grad drei.
Die beiden problematishen Zellen sind zwar Gitterpolytope, aber keine glatten
Transportpolytope. Zu jeder Zelle muss es also immer noh mindestens eine weitere
benahbarte Zelle im Polytop geben. Wir werden zeigen, dass man stets in einer sol-
hen benahbarten Zelle Gitterpunkte nden kann, mit deren Hilfe man die Relationen
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vom Grad drei durh Relationen vom Grad zwei darstellen kann. Diese nennen wir
Retter.
Denition 4.5.1. Sei Trc ein (3× 4)-Transportpolytop und sei A die Menge der Git-
terpunkte von Trc. Seien A,B,C,D,E, F ∈ A und sei A + B + C = D + E + F eine
Relation vom Grad drei von A.
• R ∈ A heiÿt 1-Retter, wenn gilt:
R+A = E + F (4.12)
R+D = B + C (4.13)
• Ein Tupel (R1, R2, R3) mit R1, R2, R3 ∈ A heiÿt 3-Retter, wenn gilt:
B + C = R1 +R2 (4.14)
A+R1 = D +R3 (4.15)
R2 +R3 = E + F (4.16)
Lemma 4.5.2. Existiert ein 1-Retter oder ein 3-Retter für eine Relation vom Grad
drei, so lässt sih diese durh Relationen vom Grad zwei ausdrüken.
Beweis. Die Aussage folgt trivial durh Einsetzen:
A+B + C
(4.12)
= A+R+D
(4.13)
= D + E + F
A+B + C
(4.14)
= A+R1 +R2
(4.15)
= D +R3 +R2
(4.16)
= D + E + F
Wir werden nun Retter für die Relationen vom Grad drei in den beiden problemati-
shen Zellen suhen.
Die Zelle Z1,1,21,1,1,1: Diese Zelle enthält die folgenden zwölf Gitterpunkte:
M1 =

1 0 0 00 1 0 0
0 0 1 1

 M2 =

1 0 0 00 0 1 0
0 1 0 1

 M3 =

1 0 0 00 0 0 1
0 1 1 0

 M4 =

0 1 0 01 0 0 0
0 0 1 1


M5 =

0 1 0 00 0 1 0
1 0 0 1

 M6 =

0 1 0 00 0 0 1
1 0 1 0

 M7 =

0 0 1 01 0 0 0
0 1 0 1

 M8 =

0 0 1 00 1 0 0
1 0 0 1


M9 =

0 0 1 00 0 0 1
1 1 0 0

 M10 =

0 0 0 11 0 0 0
0 1 1 0

 M11 =

0 0 0 10 1 0 0
1 0 1 0

 M12 =

0 0 0 10 0 1 0
1 1 0 0


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Die von 4ti2 ([tt℄) berehneten Relationen vom Grad drei sind:
M5 +M9 +M11 = M6 +M8 +M12 (4.17)
M2 +M9 +M10 = M3 +M7 +M12 (4.18)
M1 +M6 +M10 = M3 +M4 +M11 (4.19)
M1 +M5 +M7 = M2 +M4 +M8 (4.20)

0 1 0 00 0 1 0
1 0 0 1

+

0 0 1 00 0 0 1
1 1 0 0

+

0 0 0 10 1 0 0
1 0 1 0

 =

0 1 0 00 0 0 1
1 0 1 0

+

0 0 1 00 1 0 0
1 0 0 1

+

0 0 0 10 0 1 0
1 1 0 0


(4.17)

1 0 0 00 0 1 0
0 1 0 1

+

0 0 1 00 0 0 1
1 1 0 0

+

0 0 0 11 0 0 0
0 1 1 0

 =

1 0 0 00 0 0 1
0 1 1 0

+

0 0 1 01 0 0 0
0 1 0 1

+

0 0 0 10 0 1 0
1 1 0 0


(4.18)

1 0 0 00 1 0 0
0 0 1 1

+

0 1 0 00 0 0 1
1 0 1 0

+

0 0 0 11 0 0 0
0 1 1 0

 =

1 0 0 00 0 0 1
0 1 1 0

+

0 1 0 01 0 0 0
0 0 1 1

+

0 0 0 10 1 0 0
1 0 1 0


(4.19)

1 0 0 00 1 0 0
0 0 1 1

+

0 1 0 00 0 1 0
1 0 0 1

+

0 0 1 01 0 0 0
0 1 0 1

 =

1 0 0 00 0 1 0
0 1 0 1

+

0 1 0 01 0 0 0
0 0 1 1

+

0 0 1 00 1 0 0
1 0 0 1


(4.20)
Wie man sieht, ist bei allen Relationen eine Spalte fest und von der Form (0, 0, 1)T
(grau markiert). Projiziert man diese Spalte weg, so handelt es sih bei allen vier
Relationen um die Relation zwishen den Gitterpunkten im Birkhopolytop B3.
2
Es genügt also, wenn wir nur noh die Relation (4.17) betrahten. Wir werden zeigen,
dass stets ein 1-Retter oder ein 3-Retter für diese Relation existiert, wenn sie in einem
glatten Transportpolytop auftritt.
Jede Zelle Z grenzt an höhstens 24 andere Zellen. Damit die Zelle an eine andere
grenzt, muss nämlih [aij ≥ 0] oder [aij ≤ 1] eine Faette der Zelle sein, die gleihzeitig
keine Faette des Polytops ist. Dies wird in der folgenden Abbildung verdeutliht:
     
     
     
     




(0, 0) (1, 0) (2, 0)
(2, 1)(1, 1)
F
Betrahte das Polytop P ⊆ R2 in der Abbildung links.
Es hat zwei volldimensionale Zellen: Die grau gefärbte
Zelle Z und die shraerte Zelle Z ′. [x1 ≤ 1] deniert
eine Faette von Z, aber keine Faette von P . Hinter
dieser Faette von Z liegt die Nahbarzelle Z ′.
Hinter der Faette F = {(x1, x2) ∈ P | x1 = x2} kann
keine andere Zelle liegen.
2
Im Birkhopolytop B3 gibt es genau eine Relation zwishen den Gitterpunkten: Die Summe der
Eken mit Determinante Eins ist gleih der Summe der Eken mit Determinante minus Eins.
70 4 Gradshranken für torishe Ideale von Flusspolytopen
Wir überlegen uns nun, warum unsere Zelle keine Faette der Form [aij ≤ 1] hat.
Die volldimensionalen Zellen sind sehsdimensionale Gitterpolytope. In einer Faette
müssen also mindestens sehs Gitterpunkte liegen, die einen fünfdimensionalen anen
Raum aufspannen. aij = 1 für i ∈ {1, 2} gilt jeweils nur für drei Gitterpunkte. a3j = 1
gilt jeweils für sehs Gitterpunkte. Diese sind aber mit den Relationen (4.17)-(4.20)
an abhängig, spannen also einen höhstens vierdimensionalen anen Raum auf.
Demnah können Nahbarzellen nur hinter einer Faette der Form [aij ≥ 0] liegen.
Diese zwölf Ungleihungen sind tatsählih genau die Ungleihungen, die die zwölf Fa-
etten der Zelle Z1,1,21,1,1,1 denieren, wie eine Berehnung mit dem Programm Polymake
([GJ05℄) gezeigt hat.
Lemma 4.5.3. Sei Z = Z1,1,21,1,1,1 eine (vershobene) Zelle eines glatten (3 × 4)-Trans-
portpolytops Trc.
Dann gilt: Mindestens drei der zwölf Faetten der Zelle sind niht Faetten des Poly-
tops, d.h. jede Zelle von diesem Typ ist zu mindestens drei anderen Zellen benahbart.
Beweis. Angenommen mindestens zehn Faetten der Zelle sind auh Faetten des Po-
lytops. Die Faetten haben alle die Form [aij ≥ 0]. Die Matrizen in der Zelle enthalten
jeweils aht Nulleinträge.
Folglih kann man nun in jedem Fall eine Matrix M ∈ Z nden, die in mindestens
sieben Faetten von Z enthalten ist, die auh gleihzeitig Faetten von Trc sind.
Unser Polytop ist aber glatt und damit nah Satz 1.4.3 einfah. Also darf kein Punkt
in mehr als dim(Trc) = 6 Faetten enthalten sein. 
Wir wollen nun mit Hilfe dieses Lemmas Retter nden. Dazu untersheiden wir zwei
Fälle:
Fall 1: Es gibt eine Faette [aij ≥ 0] mit i ∈ {1, 2, 3}, j ∈ {2, 3, 4}, hinter der eine
weitere Zelle Z ′ liegt. O.B. d.A. sei i = 1, j = 2. Dann ist
R =

0 −1 1 10 1 0 0
1 1 0 0

 ∈ Z ′ 3
ein 1-Retter für (4.17), denn:
0 −1 1 10 1 0 0
1 1 0 0


︸ ︷︷ ︸
R
+

0 1 0 00 0 0 1
1 0 1 0


︸ ︷︷ ︸
M6
=

0 0 0 10 1 0 0
1 0 1 0


︸ ︷︷ ︸
M11
+

0 0 1 00 0 0 1
1 1 0 0


︸ ︷︷ ︸
M9
0 −1 1 10 1 0 0
1 1 0 0


︸ ︷︷ ︸
R
+

0 1 0 00 0 1 0
1 0 0 1


︸ ︷︷ ︸
M5
=

0 0 1 00 1 0 0
1 0 0 1


︸ ︷︷ ︸
M8
+

0 0 0 10 0 1 0
1 1 0 0


︸ ︷︷ ︸
M12
3
Genau genommen liegt dieser Retter in einer vershobenen Version von Z′.
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Fall 2: Die drei Faetten, hinter denen eine benahbarte Zelle liegt, sind: [a11 ≥ 0],
[a21 ≥ 0] und [a31 ≥ 0]. Dann ist
(R1, R2, R3) =



−1 0 1 11 0 0 0
1 1 0 0

 ,

 1 0 0 0−1 1 0 1
1 0 1 0

 ,

−1 1 1 01 0 0 0
1 0 0 1




ein 3-Retter, denn:
0 0 1 00 0 0 1
1 1 0 0


︸ ︷︷ ︸
M9
+

0 0 0 10 1 0 0
1 0 1 0


︸ ︷︷ ︸
M11
=

−1 0 1 11 0 0 0
1 1 0 0


︸ ︷︷ ︸
R1
+

 1 0 0 0−1 1 0 1
1 0 1 0


︸ ︷︷ ︸
R2
0 1 0 00 0 1 0
1 0 0 1


︸ ︷︷ ︸
M5
+

−1 0 1 11 0 0 0
1 1 0 0


︸ ︷︷ ︸
R1
=

0 0 0 10 0 1 0
1 1 0 0


︸ ︷︷ ︸
M12
+

−1 1 1 01 0 0 0
1 0 0 1


︸ ︷︷ ︸
R3
 1 0 0 0−1 1 0 1
1 0 1 0


︸ ︷︷ ︸
R2
+

−1 1 1 01 0 0 0
1 0 0 1


︸ ︷︷ ︸
R3
=

0 0 1 00 1 0 0
1 0 0 1


︸ ︷︷ ︸
M8
+

0 1 0 00 0 0 1
1 0 1 0


︸ ︷︷ ︸
M6
Wegen Lemma 4.5.2 können wir also alle Relationen vom Grad drei, die zwishen
Gitterpunkten von Zellen dieses Typs auftreten, durh Relationen vom Grad zwei von
Gitterpunkten im ganzen Polytop darstellen.
Die Zelle Z1,2,21,1,1,2: Diese Zelle enthält die folgenden zwölf Gitterpunkte:
M1 =

1 0 0 00 1 0 1
0 0 1 1

 M2 =

1 0 0 00 0 1 1
0 1 0 1

 M3 =

0 1 0 01 0 0 1
0 0 1 1

 M4 =

0 1 0 00 0 1 1
1 0 0 1


M5 =

0 0 1 01 0 0 1
0 1 0 1

 M6 =

0 0 1 00 1 0 1
1 0 0 1

 M7 =

0 0 0 11 1 0 0
0 0 1 1

 M8 =

0 0 0 11 0 1 0
0 1 0 1


M9 =

0 0 0 11 0 0 1
0 1 1 0

 M10 =

0 0 0 10 1 1 0
1 0 0 1

 M11 =

0 0 0 10 1 0 1
1 0 1 0

 M12 =

0 0 0 10 0 1 1
1 1 0 0


Die von 4ti2 ([tt℄) berehnete kubishe Relation ist:
M1 +M4 +M5 = M2 +M3 +M6
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
1 0 0 00 1 0 1
0 0 1 1

+

0 1 0 00 0 1 1
1 0 0 1

+

0 0 1 01 0 0 1
0 1 0 1

 =

1 0 0 00 0 1 1
0 1 0 1

+

0 1 0 01 0 0 1
0 0 1 1

+

0 0 1 00 1 0 1
1 0 0 1


(4.20)
Wie man sieht, ist die vierte Spalte konstant (0, 1, 1)T und die Relation ist nah
Projektion wieder die Relation aus dem Birkhopolytop B3.
Eine Berehnung mit Polymake ([GJ05℄) liefert, dass die Zelle die folgenden elf Fa-
etten hat: [aij ≥ 0] für i ∈ {1, 2, 3} und j ∈ {1, 2, 3}, sowie [a24 ≤ 1] und [a34 ≤ 1].
0 0 0 x0 0 0 1
0 0 0 1

 Die links stehende Matrix liegt also für beliebiges x im Shnitt aller
elf oben angegebenen faettendenierenden Hyperebenen.
Wir wissen, dass hinter einer der Faetten der Zelle noh eine weitere Zelle liegen
muss, da die Zelle in einem glatten Polytop liegt. Wir untersheiden wieder zwei Fälle:
Fall 1: Die Zelle hat eine Faette [aij ≥ 0], hinter der eine Nahbarzelle Z
′
liegt mit
i ∈ {1, 2, 3} und j ∈ {1, 2, 3}. O.B. d.A. sei i = j = 1.
Dann ist
R =

−1 1 1 01 0 0 1
1 0 0 1

 ∈ Z ′
ein 1-Retter, denn:

−1 1 1 01 0 0 1
1 0 0 1


︸ ︷︷ ︸
R
+

1 0 0 00 0 1 1
0 1 0 1


︸ ︷︷ ︸
M2
=

0 1 0 00 0 1 1
1 0 0 1


︸ ︷︷ ︸
M4
+

0 0 1 01 0 0 1
0 1 0 1


︸ ︷︷ ︸
M5
−1 1 1 01 0 0 1
1 0 0 1


︸ ︷︷ ︸
R
+

1 0 0 00 1 0 1
0 0 1 1


︸ ︷︷ ︸
M1
=

0 0 1 00 1 0 1
1 0 0 1


︸ ︷︷ ︸
M6
+

0 1 0 01 0 0 1
0 0 1 1


︸ ︷︷ ︸
M3
Fall 2: Liegt hinter keiner der neun Faetten der Zelle, die wir im ersten Fall be-
trahtet haben, eine Nahbarzelle, so müssen hinter den durh [a24 ≤ 1] und [a34 ≤ 1]
denierten Faetten Nahbarzellen liegen.
Wäre dies niht so, so läge beispielsweise die Matrix M2 in sieben Faetten des
Polytops, und wir erhielten wie im Beweis von Lemma 4.5.3 einen Widerspruh.
Es ist dann
(R1, R2, R3) =



0 0 1 00 0 0 2
1 1 0 0

 ,

0 1 0 01 0 1 0
0 0 0 2

 ,

1 0 0 00 0 0 2
0 1 1 0




4.5 Glatte (3× 4)-Transportpolytope 73
ein 3-Retter, denn:

0 1 0 00 0 1 1
1 0 0 1


︸ ︷︷ ︸
M4
+

0 0 1 01 0 0 1
0 1 0 1


︸ ︷︷ ︸
M5
=

0 0 1 00 0 0 2
1 1 0 0


︸ ︷︷ ︸
R1
+

0 1 0 01 0 1 0
0 0 0 2


︸ ︷︷ ︸
R2
1 0 0 00 1 0 1
0 0 1 1


︸ ︷︷ ︸
M1
+

0 0 1 00 0 0 2
1 1 0 0


︸ ︷︷ ︸
R1
=

0 0 1 00 1 0 1
1 0 0 1


︸ ︷︷ ︸
M6
+

1 0 0 00 0 0 2
0 1 1 0


︸ ︷︷ ︸
R3
0 1 0 01 0 1 0
0 0 0 2


︸ ︷︷ ︸
R2
+

1 0 0 00 0 0 2
0 1 1 0


︸ ︷︷ ︸
R3
=

0 1 0 01 0 0 1
0 0 1 1


︸ ︷︷ ︸
M3
+

1 0 0 00 0 1 1
0 1 0 1


︸ ︷︷ ︸
M2
Wir können also auh hier wieder aufgrund von Lemma 4.5.2 alle Relationen vom
Grad drei zwishen Gitterpunkten von Zellen dieses Typs durh Relationen vom Grad
zwei von Gitterpunkten im ganzen Polytop darstellen.
Damit ist der folgende Satz bewiesen:
Satz 4.5.4. Sei Trc ein glattes (3 × 4)-Transportpolytop. Dann ist das torishe Ideal
ITrc im Grad zwei erzeugt.
Beispiele
Beispiel 4.5.5 (Ein glattes Transportpolytop). Betrahte nohmal das Transport-
polytop T(1,1,1,10)(3,3,3,3) ∼= T(1,1,1,6)(2,2,2,2) aus den Beispielen 1.4.2 (S. 22) und 4.1.5
(S. 54). Das zugehörige torishe Ideal ist tatsählih im Grad zwei erzeugt, nämlih
von den folgenden Binomen, wie eine Berehnung mit 4ti2 ([tt℄) ergeben hat:
x11x16 − x12x15, x10x15 − x11x14, x10x16 − x12x14, x9x14 − x10x13, x9x15 − x11x13,
x9x16 − x12x13, x7x12 − x8x11, x7x16 − x8x15, x6x11 − x7x10, x6x15 − x7x14,
x6x12 − x8x10, x6x16 − x8x14, x5x10 − x6x9, x5x14 − x6x13, x5x11 − x7x9,
x5x15 − x7x13, x5x12 − x8x9, x5x16 − x8x13, x3x8 − x4x7, x3x12 − x4x11,
x3x16 − x4x15, x2x7 − x3x6, x2x11 − x3x10, x2x15 − x3x14, x2x8 − x4x6,
x2x12 − x4x10, x2x16 − x4x14, x1x6 − x2x5, x1x10 − x2x9, x1x14 − x2x13,
x1x7 − x3x5, x1x11 − x3x9, x1x15 − x3x13, x1x8 − x4x5, x1x12 − x4x9,
x1x16 − x4x13
Beispiel 4.5.6 (Ein Transportpolytop, das niht glatt ist).
Torishe Ideale von Transportpolytopen, die niht glatt sind, sind i. A. niht im Grad
zwei erzeugt. Betrahte z. B. das Polytop T(113)(1112), das nah Satz 1.4.3 niht glatt ist.
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Es gilt:
A := T(113)(1112) ∩ Z
3×4 =



1 0 0 00 1 0 0
0 0 1 2

 ,

1 0 0 00 0 1 0
0 1 0 2

 ,

1 0 0 00 0 0 1
0 1 1 1

 ,

0 1 0 01 0 0 0
0 0 1 2

 ,

0 1 0 00 0 1 0
1 0 0 2

 ,

0 1 0 00 0 0 1
1 0 1 1

 ,

0 0 1 01 0 0 0
0 1 0 2

 ,

0 0 1 00 1 0 0
1 0 0 2

 ,

0 0 1 00 0 0 1
1 1 0 1

 ,

0 0 0 11 0 0 0
0 1 1 1

 ,

0 0 0 10 1 0 0
1 0 1 1

 ,

0 0 0 10 0 1 0
1 1 0 1

 ,

0 0 0 10 0 0 1
1 1 1 0




T(113)(1112) hat lediglih zwei volldimensionale Zellen, nämlih Z
1,1,3
1,1,1,2 (ohne Vershie-
bung) und Z1,1,21,1,1,1 (nah Vershiebung durh a
′
34 := a34 − 1).
Da das Polytop niht glatt ist, kann man Lemma 4.5.3 niht anwenden. Die Zelle
Z1,1,21,1,1,1 hat nur eine Nahbarzelle. Diese liegt hinter der Faette [a34 ≥ 0].
Die Relation
1 0 0 00 1 0 0
0 0 1 2

+

0 1 0 00 0 1 0
1 0 0 2

+

0 0 1 01 0 0 0
0 1 0 2

 =

1 0 0 00 0 1 0
0 1 0 2

+

0 1 0 01 0 0 0
0 0 1 2

+

0 0 1 00 1 0 0
1 0 0 2


(4.21)
lässt sih niht durh Relationen vom Grad zwei ausdrüken. Alle in der Relation vor-
kommenden Punkte liegen nämlih in der Hyperebene H = {A ∈ R3×4 | a34 = 2}. Da
diese Hyperebene eine Seite des Polytops deniert, müsste jeder Retter für diese Rela-
tion auh in dieser Hyperebene liegen (Argumentation genauso wie im Beweis von Satz
3.2.4). Dies ist aber niht möglih, da im Polytop keine weiteren Gitterpunkte enthalten
sind, die in dieser Hyperebene liegen.
Also hat jedes minimale Erzeugendensystem des torishen Ideals zu diesem Trans-
portpolytop Grad drei. Ein mittels 4ti2 ([tt℄) berehnetes minimales Erzeugendensystem
ist:
x1x5x7 − x2x4x8, x7x11 − x8x10, x7x13 − x9x10, x5x13 − x6x12, x4x12 − x5x10,
x4x9 − x6x7, x4x13 − x6x10, x2x6 − x3x5, x2x13 − x3x12, x8x13 − x9x11,
x1x12 − x2x11, x1x9 − x3x8, x1x13 − x3x11
Das Binom x1x5x7 − x2x4x8 entspriht der Relation (4.21).
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Wir haben in diesem Kapitel einige Antworten auf die in der Einführung aufgeworfenen
Fragen gefunden. Es bleiben aber weiterhin oene Fragen.
Die Frage nah dem Grad von minimalen Erzeugendensystemen haben wir vollständig
beantwortet: Wir haben gezeigt, dass die torishen Ideale von allen Flusspolytopen im
Grad drei erzeugt sind und wir kennen Beispiele, für die diese Shranke sharf ist.
Bei der Frage nah Gradshranken für Gröbnerbasen haben wir uns auf die torishen
Ideale von Transportpolytopen beshränkt. Wir haben gezeigt, dass die reduzierten
Gröbnerbasen von torishen Idealen von (m × n)-Transportpolytopen bezüglih einer
beliebigen umgekehrt lexikographishen Termordnung höhstens Grad
⌊
m·n
2
⌋
haben.
Eine interessante Frage ist, ob sih ein ähnlihes Ergebnis auh für Flusspolytope
erzielen lässt. Unser Beweis lässt sih leider niht direkt übertragen, da wir die Tatsahe
benutzen, dass alle ganzzahligen Matrizen in einer Zelle eines Transportpolytops eine
konstante Anzahl Einsen enthalten. Eine analoge Aussage für Flusspolytope gilt leider
niht.
Eine weitere Frage ist, ob diese Shranke sharf ist. Wir konnten dafür keine Bei-
spiele nden. Alle reduzierten Gröbnerbasen von (m×n)-Zellen, die wir am Computer
ausgerehnet haben, hatten höhstens Grad min(m,n). Wir haben allerdings gezeigt,
dass wir mehr Mühe auf die Wahl der Termordnung verwenden müssen, wenn wir ei-
ne bessere Shranke beweisen wollen. Es gibt nämlih ungünstige Termordnungen, für
die unsere obere Shranke annähernd sharf ist, sogar dann, wenn man sih auf glatte
Transportpolytope beshränkt.
Wir haben gezeigt, dass torishe Ideale von glatten (3 × 4)-Transportpolytopen im
Grad zwei erzeugt sind. Als nähstes könnte man darüber nahdenken, ob sie auh
Gröbnerbasen im Grad zwei haben. Gegenbeispiele sind uns niht bekannt.
Es wäre auh interessant sih zu überlegen, ob man dieses Ergebnis auf Transport-
polytope gröÿerer Dimension oder sogar Flusspolytope verallgemeinern kann. Dazu ist
es aber notwendig, sih eine neue Beweistehnik einfallen zu lassen. Denn einerseits
sind siher sehr viele Falluntersheidungen notwendig, wenn man für alle problemati-
shen Relationen von Zellen gröÿerer Transportpolytope Retter nden will. Andererseits
stöÿt man auh reht shnell auf groÿe Hürden, wenn man mit Hilfe eines Computers
Erzeugendensysteme und Gröbnerbasen der Zellen berehnen will. Ein aktueller PC
mit aktueller Software (4ti2) ist beispielsweise niht mehr in der Lage minimale Erzeu-
gendensysteme für die torishen Ideale von allen Zellen von (6×6)-Transportpolytopen
auszurehnen.
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