Abstract| We consider the problem of segmenting a digitized image consisting of two univariate populations. Assume a-priori knowledge allows incomplete assignment of voxels in the image, in the sense that a fraction of the voxels can be identi ed as belonging to population 0 , a second fraction to 1 , and the remaining fraction have no a-priori identi cation. Based upon estimates of the short length scale spatial covariance of the image, we develop a method utilizing indicator kriging to complete the image segmentation.
I. Introduction
We are interested in the problem of image segmentation by thresholding for the two population univariate case when an image consists of an object (population 1 ), of possibly complicated shape, and a background (population 0 ). Our work is motivated by three dimensional synchrotron X-ray computed tomographic (CAT) or laser scanning confocal microscopic (LSCM) images of biphase materials, such as rock samples, which for our purposes consist of a material (object) and a void (background) phase. Identifying the shape of the object is complicated by the partial voxel ( nite volume of resolution) e ect as well as by other noise due to tomographic reconstruction or data taking.
It is still common practice to use global thresholding to segment such images, often choosing the threshold value to enforce a bulk measurement of the porosity (volume fraction of the void phase). Such thresholding produces misclassi cation errors proportional to the percentage of overlapping values common to the two univariate populations. There is also the possibility that the bulk porosity measurement is in disagreement with the porosity of the imaged sub-volume.
The problem of image segmentation is widely studied in character recognition, range imaging, medical imaging, and remote sensing, with numerous approaches developed to reduce misclassi cation errors from that produced by naive thresholding. Pal and Pal 1] review various methods for segmenting grey scale images. Methods reviewed include thresholding, iterative pixel classi cation based on relaxation, Markov random eld or neural network based methods, edge detection, and a method based on fuzzy set theory. We also note the approach developed by Tek and Kimia 2] which uses a shock-based morphogenetic language where the growth of four types of shocks results in a description of shape. More recently, several thresholding methods have been evaluated by . D. Trier and A. K. Jain 3] .
The method introduced in this paper can be classi ed as a thresholding scheme. Image thresholding can be handled globally, determining a single threshold for the entire image, or locally, applying di erent thresholds in di erent spatial regions. In either case, thresholding methods break into two classes according to whether spatial information is incorporated in the segmentation. By utilizing information on higher moments, methods that incorporate spatial dependence information o er the promise of greater segmentation accuracy.
Examples of global thresholding methods that rely on grey level information and ignore spatial dependence include those based upon maximization of an entropy func- (the familiar K-means clustering algorithm 9] which maximizes separability utilizing distance measure in grey-scale or color space also falls in this category), and minimization of misclassi cation error 10], 11], 12]. As an example that utilizes spatial information, the method by O' Gorman 13] chooses that global threshold which best preserves the connectivity of regions within the image. The global thresholding methods of 14], 15], 16] incorporate spatial information by means of a co-occurrence matrix. Spatial constraints have been applied to the K-means method using Gibbs random elds 17] .
Examples of local thresholding methods that rely only on grey level information include the following. A threshold can be determined for each voxel in the image, either by utilizing the local mean and variance 18], the local contrast 19], or by a biased running average 20] . The image can be partitioned into several non-overlapping blocks and a threshold for each block computed independently, for example by a bimodal t 21], 22]. Spatial discontinuity in the local threshold value can be avoided by interpolation over the entire image to yield a smooth threshold surface 11], 23].
To incorporate spatial information in local thresholding, Yanowitz and Bruckstein 24] utilize edge information. Edges are detected as local maxima in the image gradient. The grey level of the edge pixels are used as local thresholds. The local thresholds are then interpolated to obtain a threshold surface. In contrast, Mardia and Hainsworth 25] developed a general class of methods which use local spatial information in terms of the two point covariance function for the image.
In this paper we present a thresholding method that utilizes the spatial covariance of the image in conjunction with indicator kriging to determine object edges. Use of indicator kriging makes the thresholding local and guarantees smoothness in the threshold surface. Implementation of the method requires a-priori population identi cation of some percentage of the image. In practice this is not di cult to achieve. For example, based upon the grey level histogram, it is often possible to identify the population type of much of the image (eg. those voxels lying interior to objects in the image) with negligible identi cation error. The majority of the identi cation problem comes from object-edge voxels. Thus a rst pass over the image produces population assignments for a fraction of the (in general, non-edge) voxels, leaving a remaining fraction unidenti ed. We then utilize minimum variance estimation (kriging) to complete the segmentation of the image.
In appearance, our method has similarities to the general class of spatial thresholding algorithms developed by Mardia and Hainsworth 25] . However the Mardia-Hainsworth (MH) method relies on the maximization of a score function which is parameterized by the unknown means, standard deviations, and correlation functions of the populations in the image. Additionally, the score function is based upon an underlying assumption of Gaussian statistics. If prior information of these parameters is available, the MH algorithm is single-pass; if prior information is unavailable, an iterative method 26] is used until a self-consistent solution is obtained.
Our algorithm, based upon indicator kriging, is a nonparametric formulation, requiring only the estimation of the spatial covariance function for an indicator variable. In practice, information of the covariance function only over a limited range of short length scales is required.
In xII we brie y review the concepts of ordinary and indicator kriging. In xIII we also brie y review the MH method to show the similarity in appearance with our algorithm. In xIV we develop the details of our indicator kriging method. In xV we present results of kriging-based segmentation for synthetic images and for CAT and LSCM images of rock samples and compare our results against the MH method, AMT-MF 25].
II. Indicator Kriging
Consider an unknown value z(x 0 ) at the spatial location x 0 interpreted as an outcome of a random variable (RV) Z(x 0 ). The n data values z(x ); = 1; : : : ; n are likewise interpreted as n outcomes of n RV's Z(x ). We assume that the n + 1 RV's are related to the same attribute (e.g. X-ray attenuation coe cient in CAT images, uorescence intensity in LSCM images) and are characterized by their common (unknown) mean EfZ(x )g = m; = 1; : : : ; n ; (1) and stationary spatial covariance CovfZ(x ); Z(x )g = C(x ? x ) : (2) A very readable introduction to kriging can be found in 27]. The basic idea is to produce an estimate
of the unknown RV Z(x 0 ) by linear regression, i.e. by a linear combination of the known RVs Z(x ) plus a possible shift 0 . Unlike classical regression, the data values are not \independent", but have correlation given by (2). The n+1 parameters i ; i = 0; : : : n are chosen to ensure Z (x 0 ) is a good estimator of Z(x 0 ). The usual choice is to require that Z be an unbiased estimator (i.e. the expected value of the error RV, Z(x 0 ) ?Z (x 0 ), be zero) and that the variance of the error RV be minimized, regardless of the value of the unknown mean m. This leads to a constrained minimization problem; the unknown values are given by the following`constrained normal' system of linear equations, also known as the ordinary kriging system Ordinary kriging provides an`optimal' (as de ned) value estimate at the location x 0 and provides as well an error variance for the estimate. However in the image segmentation problem, a model which provides an estimated value at a location is less useful than a model which provides the probability that an unknown at an unsampled location is greater than a given threshold value. Indicator kriging provides this capability, capitalizing on the proportion of neighboring data valued above the same threshold, and accounting for the proximity of each datum to the unsampled location. 
A linear estimate of the conditional probability that z(x 0 ) is not greater than a given threshold z c is given by 28] P(z c ; x 0 jn) Probfz(x 0 ) z c jng 
Negative weights in the solution of (7) have the potential of producing negative probabilities in (6) . If negative weights occur, we adjust the weights using the simple, robust, a posteriori scheme proposed in 29] . Let x ; = 1; : : : ; p denote the subset of locations where the weights are negative, denote the average magnitude of the negative weights, and C denote the average covariance
between x 0 and the negative weight locations. The negative weights are set to zero. Positive weights smaller than whose covariance to the location x 0 is smaller than C are also set to zero. The remaining positive weights are renormalized uniformly to sum to 1. Indicator kriging preserves the exactitude requirement of honoring the data values at data locations, speci cally P(z c ; x 0 jn) i(z c ; x 0 ) (9) The estimate (6) does not necessarily preserve ordering; i.e. does not preserve z c1 z c2 =) P(z c1 ; x 0 jn) P(z c2 ; x 0 jn) (10) This order relation problem must be dealt with; see (21) and related discussion below.
III. Mardia-Hainsworth Spatial Thresholding
Consider an image with two populations i ; i = 0; 1, with associated a-priori probabilities 0 ; 1 , such that 0 + 1 = 1. Let z(x) denote the grey-level of any voxel x in the image. For population i , assume z(x) is an outcome of a stationary isotropic Gaussian process Z(x), i.e. Z N( i ; i ); Cov Z(x); Z(y)] = 2 i (jx ? yj): (11) Here (jx ? yj) is the spatial correlation function for Z(x), which is related to the spatial covariance C(x ? y) of (2) by (x ? y) = C(x ? y)= 2 i . As the process is assumed stationary and isotropic, (x?y) = (jx?yj). Mardia and Hainsworth further assume local spatial continuity 30] in that, for a small neighborhood, these assumptions hold at x with high probability.
Consider an arbitrary voxel x 0 in the image. We wish to assign the observation z(x 0 ) to one of the populations i . (17) Maximizing (17) , it can generate di erent solutions for di erent initial conditions. This presumably also holds for the MH method.
IV. Indicator Kriging Based Segmentation
Our kriging based segmentation algorithm is a two pass algorithm over the image. In the rst pass, partial population assignment is done based upon a thresholding window. We refer to this rst pass as the thresholding or a-priori population assignment step. In the second pass the remainder of the population assignment is achieved by indicator kriging; we refer to this as the kriging step. P(T 0 ; x 0 jn) represents the probability that the unknown voxel belongs to population 0 and 1 ? P(T 1 ; x 0 jn) represents the probability it belongs to 1 . The kriging step assigns Z(x 0 ) 2 0 if P(T 0 ; x 0 jn) > 1 ? P(T 1 ; x 0 jn) ;
1 otherwise : (20) If the kriging window is always centered on the unclassied voxel and does not change shape or size, the kriging system (7) is independent of x 0 ; system (7) need be solved only once and the same weights (T 0 ; x 0 ) and (T 1 ; x 0 ) are applied in calculating the probabilities P(T 0 ; x 0 jn) and P(T 1 ; x 0 jn) for all x 0 . Negative weights are adjusted as discussed earlier.
The radius of the kriging window should be on the order of the correlation lengths of C I (T i ; ) while still large enough to contain a su cient number of known data points.
In the 2D examples in xV we used circular windows of radius 3 centered at x 0 (n = 28). For x 0 near the boundary of the image, the kriging window may extend beyond the boundary. To avoid recomputing (7) for a modi ed kriging window, we assign i(T 0 ; x) = i(T 1 ; x) = 0:5 for any location x in the unmodi ed kriging window that lies exterior to the image boundary. We reduce the severity of the order relation problem (10) where 0 and 1 are, respectively, the standard deviations of the thresholded 0 and 1 population voxels. This smoothed indicator function is used in (19) ; the indicator covariances C I (T 0 ; ) and C I (T 1 ; ) needed in the kriging system (7) are computed directly from the indicator datâ i(T 0 ; ) andî(T 1 ; ), respectively.
Note that original data values z(x ) are used in (21) for all voxels x in the neighborhood of x 0 to guarantee the kriging step produces a unique result that is not dependent of the order in which the unclassi ed voxels are considered.
This completes the description of the basic form of the indicator kriging based segmentation. We consider now methods of choosing the T 0 , T 1 values in the thresholding step. We also discuss a modi cation of the basic two step algorithm to further lter errors.
Determination of T 0 , T 1 . (22) where r e 2 (0; 1). The parameter r e is to be chosen to t the requirements of the data. We will refer to indicator kriging segmentation using entropy based thresholding as the IK E method. respectively. We will refer to indicator kriging segmentation using binormal mixture based thresholding as the IK M method. User choice. In cases where the thresholds are picked based upon other considerations, we shall refer to the resultant kriging-based segmentation as IK U .
Majority ltering. As sketched in Fig. 2 , segmentation of part of the image using the thresholds T 0 and T 1 introduces misidenti cation whose severity depends upon the separation T 0 ? T 1 . As the kriging step depends upon the`a-priori' identi cation of the voxels from the thresholding step, it is desirable to reduce potential misidentication in the thresholding step as much as possible. Majority ltering provides a simple, but fairly e ective way to remove uncorrelated isolated voxel noise, and we have included it in our general algorithm as a clean-up device only for those voxels whose population assignment is determined by thresholding. Thus, after the thresholding step, but before the kriging step, we implement a majority lter (MF) sweep. This MF pass involves three voxel populations, 0 , 1 and unknown voxels. The unknown voxels are ignored as follows. The MF window is centered only on a threshold-assigned voxel. The population type of this voxel is changed only if the majority of the voxels in the MF window were threshold-assigned to be of the other known population type. For each voxel x 0 whose population type is changed to 0 in the ltering sweep, we resetî(T 0 ; x 0 ) =î(T 1 ; x 0 ) = 1; if changed to 1 , we reset i(T 0 ; x 0 ) =î(T 1 ; x 0 ) = 0.
We additionally perform a second MF pass after the kriging step, again only over voxels whose population type was determined by the thresholding step. This second sweep affects threshold assigned voxels that lie in the neigborhood of voxels whose population assignment is done by kriging. The second MF pass is a classic two-population implementation. In both MF passes, the ltering window used is 3 2 in 2D (3 3 in 3D) and the threshold for majority is set at 60%.
The nal indicator kriging based segmentation algorithm we consider therefore consists of four steps: partial pop-ulation assignment by thresholding, majority ltering on threshold assigned voxels, kriging on the remainder of the voxels to complete population assignments, a nal majority ltering sweep again over threshold assigned voxels. The thresholding step involves two sweeps through the image, the rst to compute the image histogram and the second to perform thresholding assignments. The kriging step involves three sweeps through the image, the rst two compute the covariance functions C I (T 0 ; ) and C I (T 1 ; ), the third performing the kriging assignment based upon (19) . Thus the indicator kriging algorithm, with two majority ltering steps, involves 7 passes through the data set.
V. Results
A. Synthetic Data
It is common to use grey scale images (faces, buildings, industrial objects, areal photographs) and binary images (alpha-numeric characters and geometrical shapes), distorted by imaging or controlled noise, to test segmentation algorithms. Measuring the quality of segmentation of true grey scale images requires qualitative judgement or the implementation of measures established according to human intuition concerning the \goodness" of the segmentation. Zhang 36 ] surveys a number of such measures. It is our preference to employ methods that quantify discrepancy between the true image and the segmented image. As our concern is ultimately the segmentation of binary images of a random geometry characterized spatially by a covariance function that is stationary and isotropic (such as porous media), it is natural to consider synthetic images of geometrical objects in 2-and 3-dimensions. For ease of presentation we discuss 2D images here. We therefore consider a well characterized synthetic data set obeying such statistics; a population of randomly placed, overlapping discs of constant radius.
Setting the values T 0 and T 1 determines what fraction of the image is segmented by kriging. The entropy measure and binomial t methods use a single parameter to set both values. The usefulness of either of these`automated' means of determining the threshold values needs to be determined. Our results allow some qualitative statements to be made concerning the applicability of these two methods.
The accuracy of the segmentation by the thresholding and kriging steps must be examined as the fraction of the image determined by the kriging step is varied. Let P(i) denote the a-priori probability for population i in the true image. Let P(ijj) denote the conditional probability that a location is assigned population i during a segmentation procedure given that the location is population j in the true image. For our two population images, we measure the accuracy of a segmentation method by computing the probability of error PE P(0j1)P(1)+P(1j0)P(0). (If an image of n voxels is segmented, on average nPE will be incorrectly assigned. ) We quantify the MF role by comparing the error probability sum PE for thresholding alone to PE for the same set of voxels following the rst MF sweep over the image.
We are speci cally interested in the ability to recover bulk image properties such as the porosity (void fraction) and material-void speci c surface area (SSA) of rock images. The speci c surface area is determined by counting voxel faces that separate the material and void phases in the segmented image and dividing by the total number of voxels in the image. As we shall see from the results, it tends to be a more sensitive measure of segmentation errors than is the porosity. We quantify discrepancy in these measurements using relative error RE jtrue ? measuredj=true : (28) The majority of image analysis literature is concerned with 2D images. Our speci c interest is in segmentation of volumetric data sets, consequently CPU time is of concern. CPU times in our results are given for an SGI Indy R5000 running with su cient memory so that paging is not an issue.
As the MH class of methods also utilize the two-point covariance of the image, we compare our results for this test image to a method in the MH class of algorithms. Specically we choose the MH recommended algorithm AMT-MF of Section V-A in 25] which is an iterative algorithm, alternating mean weighting (18) and majority ltering each iteration. AMT-MF requires an initial threshold estimate T 0 to start the iteration. As a natural choice for T 0 for AMT-MF, we will use the mean value of the original data.
Finally in the synthetic images we will compare against naive global thresholding which, as mentioned earlier, is still a common method for segmenting CAT and LSCM images.
A.1 Gaussian Noise
Our 2D synthetic data set, Fig. 3(a) , consists of disks representing the material phase 1 Fig. 3(b) , is generated using 0 = 1 = 0:4. The grey-level (image intensity) histogram (open circles) for this data is shown in Fig. 3(c) . As can be seen from the histogram, it is di cult to make threshold decisions for this test image. Superimposed (solid curve) is the binormal t to the data using the EM algorithm. The EM algorithm performs well in identifying the binormal mixture in the histogram.
In IK M thresholding, the parameter r b determines the threshold values T 0 , T 1 . In Table I we show results for r b = 0:0, 1:0, and 1:96, corresponding to setting the thresholds at the EM determined peak locations (r b = 0:0) and at 1.0 and 1.96 standard deviations distance from the determined peak locations. For this test example, the two population peaks in the histogram are separated by only 2.5 standard deviations. As a result of (25) , the choice r b = 1:0 produces the smallest T 1 ? T 0 interval. The porosity is relatively insensitive to changing r b over these three values, however the speci c surface area error is very sensitive to the thresholding window choice. As expected from the algorithm, CPU times show a linear dependence on the percent of the image that is kriged. The entropy function is shown in Fig. 3(e) . We investigated thresholds chosen for r e in the range 0.005,0.02]. Summaries for r e = 0:005, 0.01 and 0.02 based segmentations are given in Table I . The r e = 0:02 threshold window is shown in Fig. 3(e The AMT-MF segmentation is also summarized in Table I. The AMT-MF segmentation of this image converged in 7 iterations. In terms of error probability and porosity, the results from the AMT-MF segmentation are slightly better than indicator kriging based segmentations for this test image, although its speci c surface area determination is slightly worse than 4 of the 6 indication kriging based results.
The results of naive global thresholding step at a value of T = 0:287 followed by a single sweep of majority ltering are also given. The thresholding step produces al- most perfect porosity (which, in fact, is how this threshold value was chosen), however at high probability of voxel misassignment. Again the e ciency of the MF sweep in cleaning a thresholding segmentation is evident. While the naive thresholding produces a porosity correct to within 10% relative error, the speci c surface relative error is 101%.
A.2 Log{Normal Noise
The Mardia-Hainsworth algorithm, AMT-MF, assumes the populations 0 and 1 are Gaussian. In fact a number of segmentation algorithms likewise utilize an underlying assumption of Gaussian distribution. The indicator kriging based method does not assume any speci c distribution. In a second test, we compare the indicator kriging based segmentation method and AMT-MF on an image with nonGaussian noise. Spatially uncorrelated log normal noise i (x), log i (x) N(0; i ); i = 0; 1; 0 = 1 = 0:6; is added to the synthetic image of Fig 3(a) ; the resultant test image is shown in Fig. 4(a) . The histogram of image intensities is shown in Fig. 4(b) . Both the Gaussian mixture and entropy methods fail to provide reasonable thresholds for this data set, instead user provided cuto s Table II where While AMT-MF worked well for the 2D Gaussian noise test image and poorly for the log normal noise test image, indicator kriging based segmentation works equally well for both test images.
A.3 Correlated Noise
Correlated noise provides a more di cult test since it introduces random structures into the image on length scales determined by the correlation length. Fig. 5 (a) shows the test image with spatially correlated Gaussian noise the thresholds shown in (c) is given in Fig. 5 (e) ; the AMT-MF image is given in Fig. 5 (g) . is added. In Fig. 5 (f) , as in all of our segmented images, the void phase is white, however for this segmented image we display the material phase in two tones, black and gray. The black voxels are material voxels whose population assignment is determined by the thresholding step, grey voxels are determined during the kriging step. This gure nicely demonstrates the segmentation ability of the kriging step. Table III summarizes the accuracy of the segmentations.
In general we nd that the Mardia Hainsworth method is slightly better when the noise is correlated Gaussian, however the non-parametric kriging method is much better when the correlated noise is non-Gaussian.
B. Real Data
We apply the kriging based segmentation method and, for comparison, the AMT-MF method to imaged samples of Berea sandstone, vesiculated basalt, and a glass bead pack. Berea sandstone is one of the two most commonly studied sandstones, having relevance to the oil reservoir industry. The pore structure of vesiculated basalts is important in volcanolgy and has relevance to contaminated waste storage. A random packing of glass beads is classic model of rock microgeometry. Two of the samples were imaged using CAT, the third by LSCM. For simplicity of presentation, we analyze representative 2D slices from volumetric images of these samples.
B.1 Glass beads -CAT image
We consider a 250 250 voxel section of a single slice from a 3D random packing of 100 micron diameter glass beads imaged at 5 micron resolution using CAT 37] . The synthetic data sets closely approximate such a data set.
The raw image is shown in Fig. 6(a) . The entropy for the histogram is shown in Fig. 6(b) . We investigated setting thresholds using r e in the range 0.005 to 0.07. The r e = 0:005 thresholds are shown in Fig. 6(b) and the resultant segmented image is shown in Fig. 6(c) . Summary classi cation results for the two extremes considered, r e = 0:005 and r e = 0:07, are presented in Table IV. The image histogram and binormal EM t are shown in Fig. 6(d) . The upper (material) peak is well t, the lower (void space) peak is not well t. We investigate segmentation for r b in the range 0.0 to 1.96. The r b = 1:96 thresholds are displayed on Fig. 6(d) , the r b = 0:0 thresholds correspond to the tted peak maxima. Since the window determined by the r b = 1:96 thresholds is extremely narrow, of the two, one would place more con dence in the r b = 0:0 segmentation. The r b = 0:0 segmented image is shown in Fig. 6(e) . The IK M results are consistently higher than the IK E results (see Table IV ). This is due to the fact that, for comparable values of T 1 , the IK M selected value for T 0 consistently lies to the right of the IK E selected value. Ultimately this results from the poor EM t to the void peak in the image intensity histogram.
The AMT-MF segmentation, Fig. 6 (f) results in porosity and corresponding speci c surface area values that are higher than the other segmentations.
Visual inspection of the segmentations in Fig. 6 suggests that a correct segmentation would lie somewhere between the IK E and IK M results. While the IK E image has too much interbead`cementing', the IK M results tend to miss some faint beads (see especially the sizable missing bead in the upper left hand corner of the picture). The AMT-MF result is clearly overestimating the porosity and underestimating the speci c surface area. Note the indicator kriging segmentations run at least 3 times faster than the AMT-MF segmentation.
B.2 Berea sandstone -LSCM image
The second data set consists of a slice of Berea sandstone, 512 512 voxels, imaged at 1 micron resolution by LSCM 38] . The raw image is shown in Fig. 7(a) . As can be seen from the histogram, Fig. 7(b) , the image is far from a mixture of two normals. For LSCM imaging of rocks a uorescent dye is injected into the void space. The signal from the void space is extremely narrow, in this case the majority of the void space signal occupies a single bin (bin 0 in Fig. 7(b) ) in the re ected light intensity spectrum which was digitized into 256 bins.
The extremely well de ned void peak from this LSCM image defeats attempts to select a-priori population thresholds by either the binormal mixture or entropy methods. We therefore resort to user speci ed thresholds. Using T 0 = 10 and T 1 = 50 to bracket the inter-peak region, the segmented image produced is shown in Fig. 7(c) . We also explore a wider threshold window, using T 0 = 10, T 1 = 100.
As shown in Table IV , the porosities of these two segmented images agree to within 1.04%; their speci c surface areas agree to 0.0015.
The AMT-MF segmented image is shown in Fig. 7(d) , visually the porosity appears underestimated. For this image, we have some numerical suggestion that the nal segmented result for the AMT-MF segmentation converges to a solution that is independent of the initial threshold T 0 choice. For example if, instead of the mean value of 121.5, an initial threshold of T 0 = 27 is chosen, the AMT-MF algorithm converges to exactly the same segmented image as for the mean value choice. Note the extreme di erence in CPU times between the kriged and AMT-MF segmentations for this image.
B.3 Vesiculated basalt -CAT image
The nal sample is a basalt from a vesiculated lava ow imaged at 20 micron resolution by CAT. The sample is a 200 200 voxel subset of a larger slice image; the raw data is shown in Fig. 8(a) The resultant segmented image is in Fig. 8(c) . Table IV Finally the AMT-MF segmentation is shown in Fig. 8 (f) and summarized in Table IV . It produces slightly lower porosity and surface area results than three of the indicator kriging threshold segmentations. The CPU time for the AMT-MF segmentation exceeds those of the indicator kriging by a factor of at least 2.5.
VI. Discussion
The indicator kriging based segmentation method developed here is intended for two population, 2-and 3D images characterized by a stationary, isotropic two-point covariance function. It requires a-priori partial identi cation of some of the image, and completes the segmentation via indicator kriging utilizing data-based estimates of the required indicator covariance functions.
We implement the a-priori partial image assignment by a thresholding window on the image intensity histogram, choosing two thresholds T 0 and T 1 so that voxels having intensities below T 0 are classi ed as population 0 and above T 1 are classi ed as population 1 . Choice of the threshold values controls the amount of a-priori assignment misidenti cation error as well as the fraction of voxels whose identi cation is determined by the indicator kriging step.
Each of the two methods, binormal mixture and entropy function, investigated as means to automate the determination of the thresholds provide a single parameter to control threshold placements. Based upon the results displayed here and our experience, we nd that the binormal mixture method tends to provide slightly better results. For either method, it is important to experiment with values for parameters r e and r b , in general wider threshold windows lying within the interpeak region are to be preferred. However we have noted several cases where the interpeak threshold window can be narrowed with little change in the nal results but at a savings of factors of 2 or 3 in CPU time.
For images in which non-Gaussian noise is evident, neither method may be appropriate and it is necessary to utilize human judgement in adjusting the thresholds.
In general we nd the indicator kriging based segmentations to be an improvement over the AMT-MF method of Mardia and Hainsworth, both in terms of quality of solution and in CPU time. This is especially true for images in which non-Gaussian noise is evident.
A C++ copy of the kriging-based segmentation code is available from the authors by request.
