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In Brief
Objects can be defined by several visual
cues: texture, color, luminance, etc.
Saarela and Landy show that humans
integrate these cues for improved object
recognition and that this integration is
mandatory. Observers benefit from two
congruent cues but are unable to filter out
a conflicting cue that is detrimental to the
object-recognition task.
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Finding and recognizing objects is a fundamental
task of vision. Objects can be defined by several
‘‘cues’’ (color, luminance, texture, etc.), and humans
can integrate sensory cues to improve detection and
recognition [1–3]. Cortical mechanisms fuse infor-
mation from multiple cues [4], and shape-selective
neural mechanisms can display cue invariance by re-
sponding to a given shape independent of the visual
cue defining it [5–8]. Selective attention, in contrast,
improves recognition by isolating a subset of the
visual information [9]. Humans can select single fea-
tures (red or vertical) within a perceptual dimension
(color or orientation), giving faster andmore accurate
responses to items having the attended feature
[10, 11]. Attention elevates neural responses and
sharpens neural tuning to the attended feature, as
shown by studies in psychophysics and modeling
[11, 12], imaging [13–16], and single-cell and neural
population recordings [17, 18]. Besides single
features, attention can select whole objects [19–21].
Objects are among the suggested ‘‘units’’ of atten-
tion because attention to a single feature of an object
causes the selection of all of its features [19–21].
Here, we pit integration against attentional selection
in object recognition. We find, first, that humans can
integrate information near optimally from several
perceptual dimensions (color, texture, luminance)
to improve recognition. They cannot, however,
isolate a single dimension even when the other
dimensions provide task-irrelevant, potentially con-
flicting information. For object recognition, it appears
that there is mandatory integration of information
from multiple dimensions of visual experience. The
advantage afforded by this integration, however,
comes at the expense of attentional selection.
RESULTS
We tested how humans integrate and select perceptual dimen-
sions (texture, color, and luminance) in object recognition.920 Current Biology 25, 920–927, March 30, 2015 ª2015 Elsevier LtdCan they integrate visual information from two perceptual
dimensions when both sources of information are useful for a
task? Conversely, can humans select a single dimension for
the purposes of object recognition and ignore a second dimen-
sion that provides task-irrelevant and possibly conflicting
information? We report a cue-summation experiment, in which
observers could improve their performance in an object-recogni-
tion task by combining information from several dimensions
(or ‘‘cues’’), and twomasking experiments, in which the observer
had to ignore one of the dimensions to avoid a degradation of
performance.
Texture-Color Summation
Observers identified letters (one of D, N, R, S, or Z) that were
defined by a texture cue (a difference in the dominant texture
orientation between the letter and background), a color cue
(opposite red-green modulation), or both (Figures 1A–1C).
The cue was thus a feature dimension, not a particular feature
value. We chose these dimensions for the first experiment
because texture [22] and color [23] in natural scenes are
partially independent of luminance variations, making them
robust cues for identifying objects under varying illumination.
These cues are also independent (or ‘‘separable’’) when ob-
servers are judging values of the cues themselves (that is, stim-
ulus color does not affect texture judgments and vice versa)
[24]. We varied the overall feature contrast between the letter
and background to determine the identification threshold,
at five different relative texture/color contrasts (including
texture- and color-only conditions, all intermixed within a block
of trials). Figure 2 shows the thresholds plotted in a ‘‘summa-
tion square’’ [25], where different relative contrasts of the
two cues correspond to different directions from the origin. If
observers did not benefit at all from having multiple cues, the
points would lie on the perimeter of the square, i.e., letters
would only be correctly identified when at least one cue
reached its individual threshold. The measured thresholds lie
much closer to the diagonal, showing that observers integrate
information (at least probabilistically) from these two visual
dimensions.
To test how well observers integrated the cues, we computed
predictions of a simple, near-optimal model. The first stage con-
sists of five texture-sensitive and five color-sensitive mecha-
nisms (one mechanism for each possible letter) perturbed by
noise. The second stage of the model chooses the letter corre-
sponding to the mechanism yielding the largest response in
d0 units (the response normalized by its SD). The model observerAll rights reserved
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Figure 1. Letters Defined by Texture, Color,
and Luminance Cues
(A and D) The texture-only stimulus was defined by
an orientation difference between the letter ‘‘ink’’
area and the background.
(B and E) The color-only stimulus had opposite
color modulation in the ink area and the back-
ground (light red/dark green versus dark red/light
green), while the texture was unmodulated.
(C) Combining (4) texture and color cues that
define the same letter leads to a congruent
stimulus.
(F) Combining cues that define different letters
(D and E) gives a conflict stimulus. In the first
experiment, single-cue and congruent stimuli
were used, with various relative color and texture
contrasts. In the second experiment, single-cue,
congruent, and conflict stimuli were used.
(G–L) The analogous stimuli with texture and
luminance cues used in the third experiment are
shown here. The contrast of the cues has been
exaggerated for illustration.
See Experimental Procedures, Supplemental
Experimental Procedures, and Figure S3 for
details.thus responds based on strength of evidence regardless of
cue identity. Because of the ‘‘uncertainty’’ design we used (all
conditions were intermixed), this maximum (MAX) rule for inte-
gration is close to optimal [25]. The model (Figure 2, gray curve)
gives an excellent fit to the data: only one data point is more than
1 SE from the prediction, and that one indicates better perfor-
mance than predicted (and is within the 95% confidence limits).
The success of the model confirms that observers integrate the
two cues.
Texture-Color Masking
Observers can weight and integrate two cues. Can they
conversely select one and filter out the other when only one
cue is informative, attending to a single perceptual dimension?
Observers identified the letter signaled by one cue (e.g., color)
while ignoring any pattern signaled by the other cue (e.g.,Current Biology 25, 920–927, March 30, 2015texture). The letters were again D, N, R,
S, and Z. The second, task-irrelevant
cue could, with equal probability, be
absent (Figures 1A, 1B, 1D, and 1E,
neutral trials), define the same letter as
the target cue (Figure 1C, congruent
trials), or define another letter entirely
(Figure 1F, conflict trials). A similar design
has been used to study interactions be-
tween ‘‘low-level,’’ orientation-selective
and spatial frequency-selective mecha-
nisms [26, 27]. Observers knew that the
second cue was not always present and
that when it was, it signaled the incorrect
letter half of the time. We provided feed-
back signaling incorrect responses to
encourage the observer to attend to the
target cue only and ignore the secondcue. This strategy requires the observer to have access to indi-
vidual cues for letter identification. The observer may, however,
only have access to the output of a putative cue-invariant object-
recognition mechanism. If so, the observer would not be able to
ignore the task-irrelevant cue, resulting in a systematic effect of
the task-irrelevant cue on the observer’s performance.
Observers were unable to select and isolate the target cue:
their performance was better in congruent trials and worse in
conflict trials relative to the performance on neutral, single-cue
trials (Figure 3A). Had they been able to isolate the task-relevant
cue, all data points would lie at the origin. Instead, a congruent
second cue improved performance (circles in the quadrant
labeled ‘‘mutual facilitation’’). A conflicting cue, in turn, impaired
performance (squares in the quadrant labeled ‘‘mutual mask-
ing’’). One observer showed an asymmetric masking effect
with a conflicting texture cue interfering with a color target, butª2015 Elsevier Ltd All rights reserved 921
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Figure 2. Integration of Texture and Color Cues
Letter identification thresholds are shown for five relative color and texture
contrasts (marker colors identify different observers). The points lying along
the axes correspond to the single-cue conditions, and the three other points
correspond to intermediate relative contrasts. The axes are normalized by the
single-cue thresholds. The curve through the data points shows predictions of
a near-optimal model that assumes observers weigh noisy information about
texture and color cues according to their signal-to-noise ratio. See text for
details. Error bars show ±1 bootstrapped SE.not the other way round. Apart from this one asymmetry, the re-
sults suggest the observers did not have access to the individual
cues. See also Table S1.
We compared two models of the effect of the task-irrelevant
cue on performance. (1) The ‘‘selection’’ model assumes that
the observer is perfectly able to attend to the task-relevant
cue, using only five mechanisms (responsive to letters defined
by the task-relevant cue). (2) The ‘‘integration’’ model is the
one used in the first experiment. In this model, the observer
always uses both cues to reach a decision. Both models were
fit to the proportion-correct data of each observer. The selection
model predicts no change in performance between single-cue
and two-cue trials and fits the data poorly (Figure 3A, open
gray symbols overlapping at the origin). The integration
model—a clearly sub-optimal strategy for this task—gives a
surprisingly good fit to the data (filled gray symbols showing
the average fit over observers), suggesting that observers could
not select only the target cue for processing but primarily chose
the letter for which there was the strongest evidence, regardless
of the cue. The observed facilitation tended to be slightly larger
and the masking slightly smaller than the effects captured by
the integration model, but comparison with the no-change
prediction of the selection model shows that the integration
model provided a superior fit. Comparison of the two models
by likelihood ratio (Figure 3B) confirms that the integration model
better accounts for the data.
We fit the models to the proportion-correct data from each
condition, but the pattern of errors in this experiment is particu-
larly informative. If the second cue merely masked the target cue922 Current Biology 25, 920–927, March 30, 2015 ª2015 Elsevier Ltdand thus made the task more difficult, there would be more
errors in conflict trials, but with no specific pattern. Instead, if
observers were unable to isolate the target cue, errors in conflict
trials would often involve choices of the letter indicated by the
task-irrelevant cue. Figure 3C compares the observed and
modeled probabilities for the three types of response (correct,
pick conflicting letter, pick another letter) in conflict trials. The
selection model clearly underestimates the proportion of trials
in which the observers picked the conflicting letter (the open
squares are all above the diagonal) and overestimates the pro-
portion of correct trials (all open circles are below the diagonal).
The integration model predicts the pattern of errors well and
captures the high proportion of trials where the observer picked
the conflicting letter (filled symbols). Indeed, one observer (O3)
chose the conflicting letter nearly as often as the correct letter,
as predicted by the integration model.
Figures 3D and 3E present a more detailed error analysis of
conflict trials, showing the difference between the expected
(assuming random errors) and observed number of each type
of error response, given a conflicting letter. The higher-than-ex-
pected frequency of responses on the diagonal (red dots) indi-
cates that when observers made errors in conflict trials, they
were most likely to respond according to the task-irrelevant
cue. Marginal distributions are shown on the top and to the right.
The marginals on the right-hand side reveal that ‘‘Z’’ and ‘‘N’’
were the most common error responses. It is unclear whether
this is because of the features of these letters (e.g., both have
three strokes and two angles) or something else. On the whole,
however, errors occurred with all conflicting letters and ob-
servers reported all letters in error trials. Statistical analysis
of error data for individual observers is consistent with this
(see Supplemental Experimental Procedures and Table S2).
The observers could not filter out the task-irrelevant cue even
though trials were blocked and observers knew what the target
cue was, response time was not restricted, and feedback was
provided after incorrect responses.
Texture-Luminance Masking
To test whether the interactions observed above are peculiar to
the two cues used, we replicated the texture-color masking
experiment by replacing the color cue with a luminance cue
(Figures 1G–1L). A letter defined by the luminance cue had a ligh-
ter or darker ink area compared to the background. In addition
to using a different cue, the trial type statistics were changed.
In the texture-color masking experiment above, one-third of
the trials were congruent. This means that the letters signaled
by the target cue and the second cue were not independent,
which might affect the observer’s strategy. In this experiment,
all combinations of the target cue letter and the second cue letter
(including the case of neutral trials in which the second cue was
absent) were equally frequent.
The results are presented in Figure 4 in the same format as
the texture-color results above. The pattern is the same as
with texture and color: a congruent second cue improved per-
formance and a conflicting second cue impaired performance
(Figure 4A) compared to neutral trials (again, one observer
showed an asymmetric masking effect; see also Table S3). The
integration model provided a better fit to the data than did the
selection model (Figure 4B), and it also better accounted forAll rights reserved
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Figure 3. Crosstalk between Texture and Color Cues
(A) Change in proportion correct, relative to the single-cue trials, in congruent trials (circles) and conflict trials (squares). Highlighted are regions where the second
cue facilitated (‘‘MUTUAL FACILITATION’’) or hindered (‘‘MUTUAL MASKING’’) identification. Marker colors identify different observers. Filled gray symbols
indicate average fit of the ‘‘integration’’ model (both cues processed). Open gray symbols indicate the ‘‘selection’’ model (only the target cue selected and
processed; overlapping at the origin). Error bars show ±1 SE.
(B) Log likelihood ratio of the two models (squares indicate texture as target cue; diamonds indicate color as target cue; circles indicate the full dataset).
(C) Observed versusmodeled proportion of different types of response in conflict trials. The selectionmodel predicts too few conflicting-letter responses (all open
squares lie above the diagonal) and too many correct responses (all open circles lie below the diagonal). The integration model predicts the frequency of all types
of response well.
(D and E) Error analysis of the conflict trials, pooled across observers, for color as target cue (D) and for texture as target cue (E). Each cell shows the difference
in the observed and expected (assuming random errors) number of responses, with each dot representing a single trial. Red dots indicate higher-than-expected
frequency; blue dots indicate lower-than-expected frequency. The red dots on the diagonals indicate that when making an error, observers tended to respond
according to the task-irrelevant cue, not randomly. The differences between observed and expected marginal distributions are shown in lighter colors.
See also Figure S1.the proportion of various responses in conflict trials (Figure 4C).
Figures 4D and 4E show the difference between observed and
expected (assuming random errors) error responses in conflict
trials. Again, when making an error in a conflict trial, instead of
making a random error, the observers were more likely to
respond according to the second, task-irrelevant cue. StatisticalCurrent Biology 25, 9analysis of individual observers is consistent with this (see Sup-
plemental Experimental Procedures and Table S4).
The crosstalk between the cues thus does not depend on the
particular choice of cues, and the texture-color masking effects
we observed were not a result of the trial-type statistics used in
that experiment.20–927, March 30, 2015 ª2015 Elsevier Ltd All rights reserved 923
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Figure 4. Crosstalk between Texture and Luminance Cues
This figure is analogous to Figure 3, but the second cue is luminance instead of color. One of the observers, O2, is the same as in the texture-color experiment of
Figure 3; the other two are new observers.
(A) Change in proportion correct, relative to the single-cue trials, in congruent (circles) and conflict (squares) trials. Colored symbols indicate the three observers.
Gray symbols indicate average model fits (filled symbols indicate integration model; open symbols indicate selection model). Error bars show ±1 SE.
(B) Log likelihood ratio of the two models.
(C) Observed versus modeled proportion of different types of response in conflict trials.
(D and E) Error analysis of the conflict trials, pooled across observers. The total number of conflict trials was higher than in the texture-color experiment, and each
dot represents two trials.
(D) Luminance as target cue.
(E) Texture as target cue.
See also Figure S2.DISCUSSION
Human observers are able to integrate information from two
perceptual dimensions to improve object recognition (Figure 2).
When a second perceptual dimension provides task-irrelevant
and even conflicting information, however, observers are unable
to ignore it. The conflicting cue influences observers’ decisions
just as a second, informative cue does (Figures 3 and 4). A simple924 Current Biology 25, 920–927, March 30, 2015 ª2015 Elsevier Ltdmodel of near-optimal cue integration under uncertainty gives a
good account of human performance in both cases, suggesting
that an obligatory integration process that allows better object
recognition with multiple cues prevents observers from filtering
out irrelevant, distracting information.
Brain imaging studies on dimensional attention—the ability to
attend a given feature dimension, not a particular feature value—
show evidence for larger responses to the attended dimensionAll rights reserved
[13, 14] and improved fMRI decoding accuracy due to attention
[28]. Attention to a feature dimension also modulates single-
neuron responses in V4 [17, 29]. These results suggest enhanced
processing of the attended dimension, but that does not pre-
clude the possibility for interference between dimensions.
Some psychophysical studies on visual texture segmentation
have shown evidence for such interference [27, 30, 31]. In visual
search, the views about the ability of observers to attend to a
single dimension are mixed. At one extreme is the suggestion
of full top-down control: observers can select a feature dimen-
sion, and singleton distractors on non-attended dimensions
are ineffective [32]. The opposite view holds that the initial selec-
tion of visual information is stimulus driven and independent of
the attentional setting [33, 34], at least for some feature dimen-
sions [35]; other views are between these extremes [36]. This
debate is, however, largely about the initial selection of visual
information (often using feature singletons as distractors), and
there is consensus that top-down selection can eventually
override stimulus-driven effects [37, 38]. This is consistent with
single-cell studies, where feature singletons cause an initial
bottom-up effect on responses; attention only modulates later
responses [29]. To our knowledge, this is the first time both inte-
gration and attentional selection between feature dimensions
have been tested in shape or object recognition.
The integration in the summation experiment (Figure 2) and the
facilitation in the other two experiments (Figures 3A and 4A) are
consistent with object-based attention. In the congruent stimuli,
the two cues defined the same letter and thus belonged to
the same object. According to an object-based-attention view,
when a cue (in this case, a feature dimension; color, texture, or
luminance) of a letter was attended, all its other cues would
have been selected also [19–21], improving performance. The
masking results with conflicting stimuli, on the other hand, are
not compatible with that view. In the masking experiments, con-
flicting and to-be-ignored properties of a different object inter-
fered with recognition, indicating failure of selection. Selection
of all features of an object when the object is attended requires
that the objects have already been parsed and the features
have been ‘‘assigned’’ to the objects. This is likely to be the
case when attending to stimuli with salient, high-contrast fea-
tures [20, 21]. In our experiments, the observer’s task was to
recognize the object, making the parsing itself the problem. The
masking results show that when observers were parsing the let-
ters, they did not have ‘‘access’’ to the identities of the cues, an
effect analogous to the loss of access to individual cue signals
in the combination of cues to orientation or slant either within a
stimulus [39] or over space [40]. A model in which the observer
first recognizes the cue and then the letter would not predict
masking by conflicting letters, whereas the integration model,
which is sub-optimal for the task, does make that prediction.
We have demonstrated that observers are unable to suppress
a task-irrelevant dimension for object identification, so that ob-
jects defined by features within that dimension compete for the
observer’s response. The best-known form of response interfer-
ence is the Stroop effect, which differs greatly from our object-
identification effect. In the classic demonstration of the Stroop
effect [41], observers have to name the color of the ink a word
is printed in. If the word is the name of a color (e.g., ‘‘green’’)
that is different from the actual ink color (e.g., red), observersCurrent Biology 25, 9take longer to respond. In the Stroop effect, an automatic pro-
cess (reading the word) interferes with a controlled process
(naming the color), so the effect is asymmetric (naming the
word is not slowed by a conflicting word color). The Stroop effect
and later variations of it involve conflicting interpretations that
arrive through entirely separate ‘‘systems’’ (e.g., the link between
color sensation and the name of the color versus the link be-
tween a spelled word and its meaning). Further, for the word to
interfere with color naming, its letters must have already been
parsed. In the current paper, a single system is involved (object
identification for letter shape), and, as noted above, the parsing
of the object (here, a letter) itself is the problem in our recognition
task. In the case of cue conflict, the two cues define two different
shapes, and the effects of cue conflict were mostly symmetric
(a conflicting color letter was mistaken for a texture letter and
vice versa). Our observers had unlimited time to respond and still
they failed to filter out task-irrelevant, conflicting information for
object recognition.
The question of integration versus attentional selection of
feature dimensions is closely related to the notion of integral
and separable stimulus dimensions [42]. Separable dimensions
are processed independently of each other so that values on
one dimension do not affect the observer’s judgment of values
on the other dimension. With integral dimensions, such inde-
pendent judgment of values along the two dimensions is not
possible. Two of the dimensions we used are in fact separable
when observers are judging feature values along them: texture
judgments are not affected by color and vice versa [24]. How-
ever, our question was not about judging surface properties.
Rather, we asked whether observers can flexibly integrate and
select these dimensions to support object recognition. When
recognizing objects, there is interference between these other-
wise separable dimensions.
Why do observers ultimately fail in dimensional selection?
Human observers can selectively attend to single features [9],
for example, when searching for a colored target or discri-
minating grating orientation. There is also evidence for this
attention-enhanced processing from fMRI studies [15, 16].
Observers can identify surface properties of objects, such as
texture and color, independently of each other [24]; the separate
processing is also reflected in brain imaging results [43]. We
suggest that the object-recognition task limits selection in our
experiments. When the task is to identify a letter defined by a
given feature—not to search for or identify the feature itself—all
features that can define letter shapes at that location are
processed, and the observers initially only have access to the
output of the recognition stage. To measure this effect probably
requires using a challenging task, such as our threshold-level
task. With sufficiently high contrast or long presentation time
and scrutiny, one can of course connect the cue to the letter.
The suggestion that the object-recognition task might limit
attentional selection is supported by several imaging studies.
Blood-oxygen level-dependent (BOLD) responses in lateral
occipital complex (LOC) are selective for stimulus shape [44],
but not for low-level features such as edges. These shape-
selective responses of LOC are invariant to the cue defining
the shape [6, 7]. If performance in our shape-recognition task
was mediated by cue-invariant mechanisms in such shape-
selective areas, one might expect crosstalk between the cues:20–927, March 30, 2015 ª2015 Elsevier Ltd All rights reserved 925
by definition, cue-invariant shape-selective mechanisms would
only respond to the letter shape and therefore their contribution
to the observer’s decision would only depend on the strength
or reliability of the signal, not the identity of the cue. In this sce-
nario, when a task-irrelevant cue happens to define the same
shape as the target cue, they excite the same shape-selective
mechanisms, and identification of that shape succeeds with a
higher probability. Conversely, when a task-irrelevant cue de-
fines a different letter, different shape-selective mechanisms
would be active and the one activated by the wrong cue might
‘‘win.’’ This would result in the pattern of errors seen in Figures
3D, 3E, 4D, and 4E.
Cue integration can improve discrimination and identification
under signal uncertainty, and the present results show that
when recognizing shapes, integration of information from
several feature dimensions improves performance. The flip
side of this flexible use of cues, however, is the inability of
observers to select a single dimension for processing. We
suggest that in the current study, the object-recognition task
restricts attentional selection, and letters defined by other
feature dimensions at the same location interfere with recogni-
tion just as letters defined by the same dimension at other,
nearby locations do [45].
EXPERIMENTAL PROCEDURES
The experiments were approved by the institutional review board of New York
University. Single letters (10 3 10 of visual angle) were presented on a cath-
ode ray tube (CRT) monitor for 247 ms. The stimuli consisted of noisy, oriented
visual patterns. Three cues were used to define the letter against the back-
ground: a texture cue (orientation contrast), a color cue (dark-red/light-green
versus light-red/dark-green modulation), and a luminance cue (Figure 1). The
letters D, N, R, S, and Z of the Sloan font were used as letter templates. Cue
contrast was varied to control task difficulty. In the first experiment (Figure 2),
several relative strengths of the texture and color cues were intermixed within
blocks of trials. The observer identified the displayed letter. We fit Weibull
psychometric functions to the proportion-correct data and estimated iden-
tification thresholds for each relative cue contrast. In the second experiment
(Figure 3), texture and color cue contrasts were fixed at the level correspond-
ing to 50% correct responses with a single cue. The trials were blocked by
target cue; observers knew the task-relevant cue. Equal numbers of three
types of trials were intermixed: neutral (second cue absent), congruent (sec-
ond cue letter = target cue letter), and conflict (the second cue defined another
letter). The third experiment (Figure 4) was similar to the second experiment,
but the second cue was luminance instead of color. In this experiment, all
combinations of target-cue and second-cue letter were equally frequent. In
all experiments, auditory feedback signaled incorrect responses.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
three figures, and four tables and can be found with this article online at
http://dx.doi.org/10.1016/j.cub.2015.01.068.
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