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HIGH ORDER CORRECTORS AND TWO-SCALE EXPANSIONS
IN STOCHASTIC HOMOGENIZATION
YU GU
Abstract. In this paper, we study high order correctors in stochastic ho-
mogenization. We consider elliptic equations in divergence form on Zd, with
the random coefficients constructed from i.i.d. random variables. We prove
moment bounds on the high order correctors and their gradients under di-
mensional constraints. It implies the existence of stationary correctors and
stationary gradients in high dimensions. As an application, we prove a two-
scale expansion of the solutions to the random PDE, which identifies the first
and higher order random fluctuations in a strong sense.
Keywords: quantitative homogenization, high order corrector, two-scale ex-
pansion, random fluctuation.
1. Main result
Quantitative stochastic homogenization has witnessed important progress in re-
cent years, and a major contribution of the groundbreaking work of Gloria-Otto is
to prove the high order moment estimates on the corrector [23, 25].
The result in the discrete setting can be described as follows. Let B be the set
of nearest neighbor edges in Zd, and {ei, i = 1, . . . , d} be the canonical basis of
Z
d. On a probability space (Ω,F ,P), we have a sequence of i.i.d. non-degenerate
random conductances, denoted by {ωe}e∈B with ωe ∈ (δ, 1) for some δ > 0. We
define a : Zd → Rd×d as a random diagonal matrix field such that
a(x) = diag(a1(x), . . . , ad(x)) = diag(ω(x,x+e1), . . . , ω(x,x+ed)).
The regularized corrector equation in the direction ξ ∈ Rd says
(1.1) (λ+∇∗a(x)∇)φλξ (x) = −∇∗a(x)ξ, x ∈ Zd.
Here the discrete gradient and divergence for f : Zd → R and F : Zd → Rd are
defined as
∇f = (∇1f, . . . ,∇df), ∇∗F =
d∑
i=1
∇∗iFi,
with
∇if(x) = f(x+ ei)− f(x), ∇∗iFi = Fi(x− ei)− Fi(x).
It was shown in [23, Proposition 2.1] that when d > 3, for any p > 1, there exists
a constant C = C(d, δ, p, ξ) > 0 such that
(1.2) 〈|φλξ |p〉 6 C
uniformly in λ > 0, where 〈·〉 denotes the expectation on (Ω,F ,P). In particular, it
implies the existence of a stationary corrector when d > 3: there exists a zero-mean
stationary random field φξ solving
(1.3) −∇∗a(x)∇φξ(x) = ∇∗a(x)ξ.
The first goal of this paper is to go beyond the first order correctors, and present
a proof of (1.2) for high order correctors. As an application of high order correctors,
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we identity the first and higher order fluctuations in stochastic homogenization in
a strong sense that will be specified later.
1.1. High order correctors. We will stay in the same setting but further assume
{ωe}e∈B satisfies the log-Soblev inequality
(1.4)
〈
ζ2 log
ζ2
〈ζ2〉
〉
6
1
ρ
〈∑
e
|∂eζ|2
〉
for some ρ > 0. Here ∂e is the weak derivative with respect to ωe and ζ : Ω → R
is any function so that the r.h.s. of (1.4) makes sense. Through a formal two-scale
expansion in Section 2.1, we define the regularized n−th order corrector, and denote
them by ψλn. The following is our first main result.
Theorem 1.1. Fix any n > 2. When d > 2n − 1, for any p > 1, there exists
C = C(d, δ, ρ, p) > 0 such that
〈|∇ψλn|p〉 6 C
uniformly in λ > 0. When d > 2n+ 1, the same result holds for ψλn, i.e.,
〈|ψλn|p〉 6 C
uniformly in λ > 0. In particular, for the n−th order corrector, it has a stationary
gradient when d > 2n− 1 and it is stationary when d > 2n+ 1.
Remark 1.2. The log-Soblev inequality (1.4) holds for i.i.d. random variables with
a continuous density, hence can not deal with distributions with atoms. A weaker
version is presented in [32, Equation (7)], covering all possible i.i.d. ensembles. We
believe that the approach in this paper can be applied with the weaker version
(with extra technicalities), and Theorem 1.1 holds for any i.i.d. ensemble. To keep
the presentation simple, we choose to work with (1.4).
The study of stochastic homogenization started from the early work of Kozlov
[30] and Papanicolaou-Varadhan [40], and revived recently from various quantita-
tive perspectives [9, 23, 24, 17, 19, 32, 20, 25, 21, 18, 26, 33, 34, 1, 5, 2, 4]. While the
first order correctors have been analyzed extensively due to their role in determin-
ing the effective coefficients and proving convergence in homogenization, the high
order correctors have been receiving less attention. Our interest in the high order
correctors comes from the comparison between a pointwise two-scale expansion and
a large scale central limit theorem derived for the solutions to the random PDE
(1.5) −∇ · a(x
ε
)∇uε(x) = f(x).
The results in [28, 29] showed that when d > 3, the first order corrector represents
the local fluctuation, which is measured by uε(x) − 〈uε(x)〉 for fixed x ∈ Rd, but
does not suggest the global large scale fluctuation, which is measured weakly in
space by
∫
(uε−〈uε〉)g with test function g. We expect the surprising phenomenon
may be explained by high order correctors which only become visible in the weak
sense due to strong correlations; see a discussion in Section 5.
In Section 2.1, we will construct high order correctors directly from a formal two-
scale expansion, and there is a slightly different way of characterizing the high order
correctors as the “high order intrinsic polynomials” that come out of the Liouville
theorem: as the first order corrector φξ is defined so that ξ ·x+φξ(x) is a−harmonic,
the high order correctors correct the ahom−harmonic high order polynomials to be
a−harmonic. It seems the two ways of construction are equivalent although we do
not attempt to prove it here. For our purpose, it is more convenient to directly
start from the formal expansion. For the recent breakthrough in the direction
HIGH ORDER CORRECTORS AND TWO-SCALE EXPANSIONS 3
of regularity theory of random operators in the continuous setting, we refer to
[1, 21, 5, 16, 2, 26, 4].
Our strategy of proving moment estimates in Theorem 1.1 follows [23], i.e., by
using a spectral gap inequality (see (2.16) below) and estimating the sensitivity
of the correctors to the individual conductance; see also the unpublished work of
Naddaf and Spencer [37]. A key quantity to control is ∂eψ
λ
n, which describes the
dependence of the n−th order corrector on the conductance ωe. It involves the first
and second order derivatives of the Green’s function of ∇∗a(x)∇, and we use the
p−th moment estimates derived in [32], which came from the log-Soblev inequality
together with the result of Delmotte and Deuschel on the lower order moment [12].
One of the difficulties is to obtain some a priori estimate on the gradient ∇ψλn. For
the first order corrector, the bound on the second moment of ∇φλξ comes directly
from (1.1) thanks to the divergence form of its r.h.s. source term. For high order
correctors, we prove that the source term can also be expressed in divergence form.
Once we have the p−th moment estimates on ∇ψλn, Theorem 1.1 follows from a
straightforward induction argument.
1.2. Two-scale expansions. As an application of high order correctors, we prove
an expansion of solutions to the random PDE (1.5). If homogenization is viewed
as a law of large numbers result, here we are looking for the next order random
fluctuations that may or may not lead to a central limit theorem. A classical two-
scale expansion indicates that the solutions to (1.5) take the form
(1.6) uε = u0 + εu1 + ε
2u2 + . . . ,
where u0, u1, u2, . . . are constructed by equating the power-like terms in ε upon
substituting (1.6) into (1.5). Since (1.6) is only a formal series, it is a priori unclear
whether u1 indeed represents the “correct” first order fluctuation (it was shown not
true when d = 1 [27]), and if it does, we need to understand in which sense (1.6)
holds. The second goal of the paper is to give an answer to the above questions and
justify the formal two-scale expansion under appropriate dimensional constraint.
To avoid the effects from boundary layers, we work on the equation
(1.7) (α+∇∗εa(
x
ε
)∇ε)uε(x) = f(x), x ∈ εZd,
where α > 0 is a fixed constant and f(x) ∈ C∞c (Rd). The discrete gradient and
divergence are defined for g : εZd → R and G : εZd → Rd as
∇εg = (∇ε,1g, . . . ,∇ε,dg) with ∇ε,ig(x) = [g(x+ εei)− g(x)]/ε,
and
∇∗εG =
d∑
i=1
∇∗ε,iGi with ∇∗ε,iGi(x) = [Gi(x− εei)−Gi(x)]/ε.
It is well-known that uε converges in a certain sense to u0 solving
(1.8) (α+∇∗εahom∇ε)u0(x) = f(x), x ∈ εZd,
where the effective coefficient matrix is given by
ahom = 〈a(Id +∇φ)〉 = a¯Id with ∇φ = [∇φe1 , . . . ,∇φed ],
and φek is the first order corrector in the direction ek. Our goal is to obtain the
first and higher order fluctuations in uε → u0. By the formal two-scale expansion,
the first order correction takes the form
u1(x,
x
ε
) =
d∑
j=1
∇ε,ju0(x)φej (
x
ε
), x ∈ εZd.
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Remark 1.3. Typically, one compare uε with u¯0 solving the equation in the contin-
uous space:
(α−∇ · ahom∇)u¯0(x) = f(x), x ∈ Rd.
In this paper, we do not analyze u0− u¯0, which is only an error due to discretization.
For functions f : εZd × Ω→ Rd, we define the L2(εZd × Ω) norm
(1.9) ‖f‖2,ε :=
(
εd
∑
x∈εZd
〈|f(x, ω)|2〉
) 1
2
.
The following is our main result for the first order fluctuations.
Theorem 1.4. When d > 3, we have
(1.10) ‖uε − u0 − εu1‖2,ε = o(ε)
as ε→ 0.
Remark 1.5. Since 〈u1〉 = 0, Theorem 1.4 in particular implies that the determin-
istic bias 〈uε〉 − u0 vanishes in the order of ε.
For the errors quantified in the strong sense, by the ‖·‖2,ε norm here, Theorem 1.4
shows that the first order correction is given by the first order corrector that comes
from the formal expansion. This is consistent with the pointwise result in the con-
tinuous setting [28], and both results suggest that we do not expect a central limit
theorem for (uε(x) − u0(x))/ε. It should be contrasted with the low dimensional
case, e.g., when d = 1, it was shown in [8, 27] that (uε(x) − u0(x))/
√
ε converges
in distribution to a Gaussian process. For the errors quantified in the weak sense,
i.e., after taking a spatial average with a test function, central limit theorems are
obtained for the first order corrector u1 and the solution uε [36, 35, 29, 15, 3]. Var-
ious approximations to the effective coefficient matrix ahom also exhibit Gaussian
fluctuations; see [38, 7, 41, 39, 22].
In higher dimensions, a higher order expansion similar to (1.10) can also be
obtained. To make sense of the expansion, the number of terms we are permitted
to include in the expansion depends on the dimension in light of Theorem 1.1.
Theorem 1.6. Fix any n > 2. When d > 2n+1, there exists {uk}nk=1 and {vk}nk=1
such that uk is random with 〈uk〉 = 0, vk is deterministic, and∥∥∥∥uε − u0 −
n∑
k=1
εkuk −
n∑
k=1
εkvk
∥∥∥∥
2,ε
= o(εn)
as ε→ 0.
Remark 1.7. Theorem 1.4 can be viewed as a special case of Theorem 1.6 when
n = 1, in which case we have v1 ≡ 0.
Remark 1.8. It can be seen from the proof of Theorem 1.6 that the k−th order
random fluctuation uk takes the form
uk(x) =
∑
i
gi(x)ϕi(
x
ε
),
where gi is some derivative of u0 and ϕi is some zero-mean stationary random field.
Therefore, the random fluctuations in homogenization, measured in the strong sense,
is a superposition of highly oscillatory random fields.
Using the high order correctors obtained in Theroem 1.1, the proof of Theo-
rem 1.4 and Theorem 1.6 mimics the periodic setting. It is well-known that in the
ideal periodic setting (equation with smooth coefficients posed on the whole space),
the formal two-scale expansion as in (1.6) indeed approximates the solution up to
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arbitrary high order precision, so the message we want to convey here is that one
can still hope the expansion to be valid in the random setting, provided that we
have stationary correctors. We refer to [13, 14] for a careful dealing with boundary
layers in the periodic setting.
The previous work on estimating the size of uε−u0 includes e.g. [42, 10, 11], with
non-optimal exponents or optimal exponents in the small ellipticity regime. With
the study of the first order correctors, [17, 20, 34] provides optimal estimates of the
error size. The recent preprint [6] uses second order correctors to derive quantitative
estimates in the weak spatial norms. The main contribution of Theorem 1.4 and
Theorem 1.6 is to identify the first and higher order fluctuations in the strong sense,
which seems to be the first result of this type.
The paper is organized as follows. In Section 2, we present the proof of Theo-
rem 1.1. The proofs of Theorem 1.4 and Theorem 1.6 are in Section 3 and Section 4.
We leave some discussions to Section 5.
1.3. Notations.
• For any e = (e, e¯) ∈ B and f : Zd → R, we will write
∇f(e) = f(e¯)− f(e),
and for any ξ ∈ Rd,
ξ(e) = ξ · e.
• For x ∈ Zd, we define
|x|∗ = |x|+ 2.
• We write a . b when a 6 Cb with the constant C independent of the spatial
variables y, z and the edge variables b, e.
• For x, y, c > 0, we write
x .
1
yc−
if for any δ > 0, there exists Cδ > 0 such that
x 6 Cδ
1
yc−δ
.
• For f : Zd × Zd → R, x ∈ Zd and e, b ∈ B, we write
∇f(x, e) = f(x, e¯)− f(x, e),
and
∇∇f(b, e) = ∇f(b¯, e)−∇f(b, e).
• We use ‖ · ‖p to denote the Lp(Ω) norm. Recall that ‖ · ‖2,ε denote the
L2(εZd × Ω) norm.
• We use Gλ,Gλ to denote the Green’s function of λ+∇∗a∇, λ+∇∗∇ on Zd
and G λ to denote the Green’s function of λ−∆ on Rd.
2. Moment bounds of high order correctors
We first review the classical two-scale expansion of equations in divergence form,
then present a proof of Theorem 1.1.
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2.1. Two-scale expansions. Consider the equation on Rd:
−∇ · a(x
ε
)∇uε(x) = f(x),
where a : Rd → Rd×d is a stationary random field. We introduce the fast variable
y = xε and write ∇ = ∇x + 1ε∇y. By further assuming
(2.1) uε(x) = u0(x) + εu1(x, y) + ε
2u2(x, y) + . . . ,
we obtain
−(∇x + 1
ε
∇y) · a(y)(∇x + 1
ε
∇y)(u0 + εu1 + . . .+ εnun + . . .) = f.
By matching the order of ε, we get equations satisfied by un.
When n = 1,
(2.2) ∇y · a(y)∇yu1 +∇y · a(y)∇xu0 = 0.
When n > 2,
(2.3)
∇y · a(y)∇yun +∇y · a(y)∇xun−1 +∇x · a(y)∇yun−1 +∇x · a(y)∇xun−2
=〈∇x · a(y)∇yun−1 +∇x · a(y)∇xun−2〉.
Note that in general, the corrector equations take the form
∇y · a(y)∇yun(x, y) = F
and a solvability condition requires that the source satisfies 〈F 〉 = 0, so we added
some expectations to the r.h.s. of (2.3).
For (2.2), we can write
(2.4) u1(x, y) =
d∑
k=1
∂ku0(x)φek (y) = ∇u0(x) · φ(y),
with φ = [φe1 , . . . , φed ] and φek the first order corrector solving
∇y · a(y)(∇φek + ek) = 0.
The equation satisfied by the second order corrector takes the form
(2.5)
∇y · a(y)∇yu2 =∇x · ahom∇xu0(x) −∇x · a(y)∇φ(y)∇u0(x)
−∇x · a(y)∇xu0(x) −∇y · a(y)∇2u0(x)φ(y),
where ∇2u0 is the Hessian matrix of u0 and the matrix ∇φ = [∇φe1 , . . . ,∇φed ].
The r.h.s. of the above expression has mean zero since the homogenization matrix
ahom is given by
ahom = 〈a(y)(Id +∇φ(y))〉.
By induction, it is clear that un is a linear combination of ∂αu0, where α is a
multi-index with |α| = n, so we write
un(x, y) =
∑
α
φα(y)∂αu0(x),
and those φα are the n−th order correctors.
By (2.3), we further observe that φα with |α| = n is a linear combination of ψn,
which solves the following three types of equations:
(2.6) ∇ · a(y)∇ψn(y) =


∂i(aij(y)ψn−1(y)),
aij(y)∂jψn−1(y)− 〈aij(y)∂jψn−1(y)〉,
aij(y)ψn−2(y)− 〈aij(y)ψn−2(y)〉.
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Here i, j = 1, . . . , d, and we have the following correspondence between the r.h.s. of
(2.6) and (2.3) :
∂i(aij(y)ψn−1(y))←→ ∇y · a(y)∇xun−1(x, y),
aij(y)∂jψn−1(y)− 〈aij(y)∂jψn−1(y)〉 ←→ ∇x · a(y)∇yun−1(x, y)− 〈∇x · a(y)∇yun−1(x, y)〉,
aij(y)ψn−2(y)− 〈aij(y)ψn−2(y)〉 ←→ ∇x · a(y)∇xun−2(x, y)− 〈∇x · a(y)∇xun−2(x, y)〉.
In other words, since (2.3) is a linear equation, we have decomposed it into finitely
many “small equations” written in the generic form of (2.6).
2.2. A proof of Theorem 1.1 by induction. Recalling that the coefficient
a(x) = diag(a1(x), . . . , ad(x)) is a diagonal matrix for x ∈ Zd, so given (2.6) in
the continuous setting, we consider corrector equations on Zd of the following form:
(2.7) ∇∗a(y)∇ψn(y) =


∇∗i (ai(y)ψn−1(y)),
ai(y)∇iψn−1(y)− 〈ai(y)∇iψn−1(y)〉,
ai(y)ψn−2(y)− 〈ai(y)ψn−2(y)〉.
For any λ > 0, we regularize (2.7) by adding a massive term and define ψλn as
the unique solution to
(2.8) (λ+∇∗a(y)∇)ψλn(y) =


∇∗i (ai(y)ψn−1(y)),
ai(y)∇iψn−1(y)− 〈ai(y)∇iψn−1(y)〉,
ai(y)ψn−2(y)− 〈ai(y)ψn−2(y)〉.
To prove Theorem 1.1, we only analyze (2.8) when d > 2n− 1. Since our proof is
based on induction, we do not worry about the meaning of the r.h.s. of (2.8) for
the moment.
Let ψ1 denote the stationary first order correctors φei when d > 3. We make the
statement In for n > 1:
Statement I1: when d > 3, for any p > 1, we have
(2.9) ‖∂eψ1(y)‖p . 1|y − e|d−1∗
,
and
(2.10) ‖∂e∇ψ1(b)‖p . 1|b− e|d∗
,
with the proportional constant independent of y ∈ Zd and b, e ∈ B.
Statement In, n > 2: when d > 2n− 1, for any p > 1, we have
(2.11) ‖∂eψλn(y)‖p .
1
|y − e|(d−n)−∗
,
and
(2.12) ‖∂e∇ψλn(b)‖p .
1
|b− e|(d−n+1)−∗
,
with the proportional constant independent of λ > 0, y ∈ Zd and b, e ∈ B.
The following result is the main result in this section.
Proposition 2.1. For any n > 2, In−2 +In−1 implies In, where we take I0 as
an empty statement.
First, we note that I1 holds. For the first order correctors ψ1 ∈ {φek}k=1,...,d,
∂eφ
λ
ek
(y) = −∇Gλ(y, e)(∇φek + ek)(e),
and
∂e∇φλek (b) = −∇∇Gλ(b, e)(∇φek + ek)(e),
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where Gλ is the Green’s function of λ+∇∗a∇. By [32, Theorem 1], we have
(2.13) ‖∇Gλ(y, e)‖p . 1|y − e|d−1∗
and ‖∇∇Gλ(b, e)‖p . 1|b− e|d∗
,
which implies
(2.14) ‖∂eφek (y)‖p .
1
|y − e|d−1∗
and ‖∂e∇φek(b)‖p .
1
|b− e|d∗
.
By Proposition 2.1, In holds for n > 2, and this implies Theorem 1.1. First, the
log-Soblev inequality (1.4) implies the Spectral-Gap inequality:
(2.15) 〈|ζ|2〉 .
〈∑
e
|∂eζ|2
〉
for zero-mean ζ, which can be generalized to control the 2p−th moment for any
p > 1 [19, Lemma 2]:
(2.16) 〈|ζ|2p〉 .
〈(∑
e
|∂eζ|2
)p〉
.
Remark 2.2. The result presented in [19, Lemma 2] is for a different type of vertical
derivative, but the same proof applies in our case.
Now we apply (2.16) to ψλn, and use In to derive
‖ψλn(0)‖2p .
〈(∑
e
|∂eψλn(0)|2
)p〉 12p
.
(∑
e
‖∂eψλn(0)‖22p
) 1
2
.
(∑
e
1
|e|(2d−2n)−∗
) 1
2
. 1
when d > 2n+ 1.
Similarly, we apply (2.16) to ∇ψλn, and use In to derive
‖∇ψλn(b)‖2p .
〈(∑
e
|∂e∇ψλn(b)|2
)p〉 12p
.
(∑
e
‖∂e∇ψλn(b)‖22p
) 1
2
.
(∑
e
1
|b− e|(2d−2n+2)−∗
) 1
2
. 1
when d > 2n− 1.
By the uniform bound on ‖ψλn‖2p and ‖∇ψλn(b)‖2p, it is standard to extract
a subsequence as λ → 0 to get the existence of a stationary corrector ψn when
d > 2n + 1 and the existence of a stationary gradient ∇ψn when d > 2n− 1. For
the convenience of reader, we present the details in Appendix A.
Remark 2.3. It is clear that if ψλn(0) converges to ψn(0) weakly in L
p(Ω), then
∂eψ
λ
n(0) converges to ∂eψn(0) weakly in L
p(Ω), thus the same estimates in In
holds for ψn when d > 2n+ 1. The same discussion applies to ∇ψn.
The proof of Proposition 2.1 is a straightforward calculation once we assume the
high moment bounds for ∇ψλn:
(2.17) In−2 + In−1 ⇒ when d > 2n− 1, for any p > 1, ‖∇ψλn(b)‖p . 1.
We will leave the proof of (2.17) to the next section.
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Proof of Proposition 2.1. By the previous discussion, when d > 2n− 1, we have
stationary (n− 2)−th and (n− 1)−th order corrector, so the equation of ψλn given
by (2.8) is well-defined:
(λ+∇∗a(y)∇)ψλn(y) =


∇∗i (ai(y)ψn−1(y)),
ai(y)∇iψn−1(y)− 〈ai(y)∇iψn−1(y)〉,
ai(y)ψn−2(y)− 〈ai(y)ψn−2(y)〉.
We take ∂e on both sides to obtain
(λ+∇∗a(y)∇)∂eψλn(y) = (1y=e − 1y=e¯)∇ψλn(e) +


∇∗i [∂e(ai(y)ψn−1(y))],
∂e(ai(y)∇iψn−1(y)),
∂e(ai(y)ψn−2(y)).
By the Green’s function representation, we write
(2.18) ∂eψ
λ
n(y) = −∇Gλ(y, e)∇ψλn(e) +


∑
z∇iGλ(y, z)[∂e(ai(z)ψn−1(z))],∑
z G
λ(y, z)∂e(ai(z)∇iψn−1(z)),∑
z G
λ(y, z)∂e(ai(z)ψn−2(z)),
which implies that for any p > 1:
‖∂eψλn(y)‖p 6 ‖∇Gλ(y, e)∇ψλn(e)‖p +


∑
z ‖∇iGλ(y, z)[∂e(ai(z)ψn−1(z))]‖p,∑
z ‖Gλ(y, z)∂e(ai(z)∇iψn−1(z))‖p,∑
z ‖Gλ(y, z)∂e(ai(z)ψn−2(z))‖p.
Since ∂eai(z) = 0 for e 6= (z, z + ei), it is clear by In−2,In−1 and Remark 2.3
that
‖∂e(ai(z)ψn−1(z))‖p . 1|z − e|(d−n+1)−∗
,
‖∂e(ai(z)∇jψn−1(z))‖p . 1|z − e|(d−n+2)−∗
,
‖∂e(ai(z)ψn−2(z))‖p . 1|z − e|(d−n+2)−∗
.
Note that when n = 2, ψn−2(z) is a constant as can be seen from (2.5), so the above
estimates still holds. An application of Hölder inequality together with (2.13) and
(2.17) leads to
‖∂eψλn(y)‖p .
1
|y − e|d−1∗
+


∑
z
1
|y−z|d−1
∗
1
|z−e|(d−n+1)−
∗
,∑
z
1
|y−z|d−2
∗
1
|z−e|(d−n+2)−
∗
,∑
z
1
|y−z|d−2
∗
1
|z−e|(d−n+2)−
∗
.
By the discrete convolution inequality [29, Lemma A.6], we obtain
(2.19) ‖∂eψλn(y)‖p .
1
|y − e|(d−n)−∗
.
By (2.18), we also have
(2.20)
∂e∇ψλn(b) = −∇∇Gλ(b, e)∇ψλn(e) +


∑
z∇∇iGλ(b, z)[∂e(ai(z)ψn−1(z))],∑
z∇Gλ(b, z)∂e(ai(z)∇iψn−1(z)),∑
z∇Gλ(b, z)∂e(ai(z)ψn−2(z)),
so the same discussion as above gives
(2.21) ‖∂e∇ψλn(b)‖p .
1
|b− e|(d−n+1)−∗
.
The statement In consists of (2.19) and (2.21), so the proof of Proposition 2.1 is
complete.
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Remark 2.4. The reason we choose to have (d−n)− and (d−n+1)− as the exponents
in (2.11) and (2.12) is due to the following discrete convolution inequality: for any
α ∈ (0, d),
(2.22)
∑
z
1
|z|α∗
1
|y − z|d∗
.
log |y|∗
|y|α∗
.
1
|y|α−∗
.
As can be seen from (2.20), the term ∇∇iGλ(b, z) produces a factor of |b − z|−d∗ ,
and we use “−” to absorb the logarithmic factor when applying (2.22).
2.3. Estimates on gradient of correctors: proof of (2.17). To prove
‖∇ψλn(b)‖p . 1
for any p > 1, we first consider p = 2, then derive it for any p > 2.
2.3.1. p = 2. We write the equation (2.8) as
(2.23) (λ+∇∗a(y)∇)ψλn(y) = F (y) =


∇∗i (ai(y)ψn−1(y)),
ai(y)∇iψn−1(y)− 〈ai(y)∇iψn−1(y)〉,
ai(y)ψn−2(y)− 〈ai(y)ψn−2(y)〉.
By In−2 +In−1, when d > 2n− 1, F is a zero-mean stationary random field, and
‖ψn−1‖q + ‖∇ψn−1‖q + ‖ψn−2‖q . 1
for any q > 1. We claim that there exists a stationary random field Ψ such that
Ψ(0) ∈ Lq(Ω) for any q > 1 and
(2.24) ∇∗Ψ = F.
Using the fact ai > δ > 0, we conclude from (2.24) that
‖∇ψλn‖2 . ‖Ψ‖2 . 1.
For F = ∇∗i (ai(y)ψn−1(y)), we only need to choose
Ψ = Ψiei with Ψi = aiψn−1.
For the other two cases, we consider the equation with k = 1, . . . , d
(2.25) (λ+∇∗∇)Ψλk = ∇kF,
and by In−2 + In−1, we have
‖∂eΨλk(y)‖q 6
∑
z
‖∇∗kGλ(y, z)∂eF (z)‖q .
∑
z
1
|y − z|d−1∗
‖∂eF (z)‖q
.
∑
z
1
|y − z|d−1∗
1
|z − e|(d−n+2)−∗
.
1
|y − e|(d−n+1)−∗
,
where we used Gλ to denote the Green’s function of λ+∇∗∇. Thus, by the same
application of the spectral gap estimate (2.16), we have
‖Ψλk‖q . 1
when d > 2n−1. By Lemma A.1, there exists a stationary random field Ψk(y) such
that Ψk(0) ∈ Lq(Ω) and Ψλk(0) → Ψk(0) weakly in Lq(Ω). Let Ψ = (Ψ1, . . . ,Ψd),
and we claim
∇∗Ψ = F.
From (2.25), we have
(λ+∇∗∇)∇∗kΨλk = ∇∗k∇kF,
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so
(λ+∇∗∇)∇∗Ψλ = ∇∗∇F
by summing over k. Let λ→ 0, it is clear that
∇∗∇(∇∗Ψ− F ) = 0.
By ergodicity, we have ∇∗Ψ − F is a constant, but since it has mean zero, we
conclude ∇∗Ψ = F . The proof is complete for p = 2.
2.3.2. p > 2. By [32, Lemma 4], the log-Soblev inequality implies a type of inverse
Hölder inequality: fix any q > 1, for any δ > 0, there exists Cδ > 0 such that
(2.26) 〈|ξ|2q〉 12q 6 Cδ〈|ξ|〉+ δ
〈(∑
e
|∂eξ|2
)q〉 12q
.
Remark 2.5. The result in [32, Lemma 4] is for a different type of derivative, but
the same proof applies in our case.
In view of (2.26) and the bound on ‖∇ψλn‖2, in order to bound ‖∇ψλn‖q for any
q > 1, it suffices to prove
(2.27)
〈(∑
e
|∂e∇ψλn|2
)q〉 12q
. 〈|∇ψλn|2q〉
1
2q + 1,
and choose δ sufficiently small. By recalling (2.20), we have
(2.28) |∂e∇ψλn(b)|2 . |∇∇Gλ(b, e)∇ψλn(e)|2 + I2e ,
where
Ie :=


∑
z∇∇iGλ(b, z)[∂e(ai(z)ψn−1(z))],∑
z∇Gλ(b, z)∂e(ai(z)∇iψn−1(z)),∑
z∇Gλ(b, z)∂e(ai(z)ψn−2(z)).
We first have 〈(∑
e
I2e
)q〉
.
(∑
e
‖Ie‖22q
)q
. 1
by In−2 + In−1 and the fact that d > 2n− 1. For the first term on the r.h.s. of
(2.28), we have(∑
e
|∇∇Gλ(b, e)∇ψλn(e)|2
)q
.
(∑
e
|∇∇Gλ(b, e)|2
)q−1∑
e
|∇∇Gλ(b, e)|2|∇ψλn(e)|2q
.
∑
e
|∇∇Gλ(b, e)|2|∇ψλn(e)|2q,
where we used the quenched bound [32, Equation (39)]
(2.29)
∑
e
|∇∇Gλ(b, e)|2 . 1.
Thus we have〈(∑
e
|∇∇Gλ(b, e)∇ψλn(e)|2
)q〉
.
∑
e
〈|∇∇Gλ(b, e)|2|∇ψλn(e)|2q〉.
By stationarity we can write
〈|∇∇Gλ(b, e)|2|∇ψλn(e)|2q〉 = 〈|∇∇Gλ(b − e, e− e)|2|∇ψλn(e− e)|2q〉,
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so by considering the summation over edges of the same direction, ∇ψλn(e − e) is
unchanged over e, and using (2.29) again we have∑
e
〈|∇∇Gλ(b, e)|2|∇ψλn(e)|2q〉 . 〈|∇ψλn|2q〉.
To summarize, we have proved that〈(∑
e
|∂e∇ψλn|2
)q〉
. 〈|∇ψλn|2q〉+ 1,
which leads to (2.27) and completes the proof.
3. First order fluctuations when d > 3
The proof of Theorem 1.4 follows the ideas of [40, Section 6], which itself is
analogous to the periodic case. Since the first order correctors are used to prove the
convergence of uε → u0, it is natural to consider using the second order correctors
to obtain the first order fluctuations.
We define the remainder in the expansion as
(3.1) zε(x) = uε(x) − u0(x)− εu1(x, y)− ε2u2(x, y),
where u1, u2 will be constructed by the first and second order correctors later. Since
d > 3, we have stationary first order correctors, so εu1 ∼ O(ε). We do not neces-
sarily have stationary second order correctors (by Theorem 1.1, we need at least
d = 5), but they have zero-mean stationary gradients, so we can expect the second
order correctors to grow sublinearly, which implies |ε2u2(x, y)| ≪ ε. The rest is to
analyze zε.
We first construct u1 and u2 for our purpose. Then we prove ε
2u2 and zε are
both of order o(ε).
3.1. Construction of u1, u2. Similar to the continuous setting, we introduce the
fast variable y = x/ε ∈ Zd when x ∈ εZd. In the discrete setting, the Leibniz rule
is different, and for any function f : εZd → R and g : Zd → R, we have
∇ε,i(f(x)g(y)) =[f(x+ εei)g(y + ei)− f(x)g(y)]/ε
=
{ ∇ε,if(x)g(y) + f(x+ εei)1ε∇ig(y),
∇ε,if(x)g(y + ei) + f(x)1ε∇ig(y),
and
∇∗ε,i(f(x)g(y)) =[f(x− εei)g(y − ei)− f(x)g(y)]/ε
=
{ ∇∗ε,if(x)g(y) + f(x− εei)1ε∇∗i g(y),
∇∗ε,if(x)g(y − ei) + f(x)1ε∇∗i g(y).
There are two different expressions for the Leibniz rule, and for our purpose, we
choose the one that does not change the microscopic variable y:
(3.2)
∇ε,i(f(x)g(y)) = ∇ε,if(x)g(y) + f(x+ εei)1
ε
∇ig(y),
∇∗ε,i(f(x)g(y)) = ∇∗ε,if(x)g(y) + f(x− εei)
1
ε
∇∗i g(y).
We construct u1, u2 by expanding ∇∗εa(y)∇ε(u0 + εu1 + ε2u2) with (3.2) and
equating the like power of ε, which is similar to what we presented in Section 2.1.
Due to the lattice effect, the expressions of u1, u2 will be different from the contin-
uous setting, so we present the details of the calculations here.
We first have
(3.3) ∇∗εa(y)∇εu0(x) =
d∑
i=1
ai(y)∇∗ε,i∇ε,iu0(x) +
d∑
i=1
1
ε
∇∗i ai(y)∇ε,iu0(x− εei),
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and we define
(3.4) u1(x, y) =
d∑
j=1
∇ε,ju0(x− εej)φej (y),
where we recall that φej is the first order corrector in the direction of ej , which is
a mean-zero stationary random field when d > 3 and satisfies
∇∗a(y)(∇φej (y) + ej) = 0.
Next, we have
∇∗εa(y)∇ε(εu1(x, y)) =
d∑
i,j=1
ε∇∗ε,iai(y)∇ε,i(∇ε,ju0(x− εej)φej (y))
=
d∑
i,j=1
ε∇∗ε,iai(y)(∇ε,i∇ε,ju0(x− εej)φej (y))
+
d∑
i,j=1
∇∗ε,iai(y)(∇ε,ju0(x− εej + εei)∇iφej (y)) := I1 + I2.
For I1, we have
I1 =
d∑
i,j=1
ε∇∗ε,i∇ε,i∇ε,ju0(x− εej)ai(y)φej (y)
+
d∑
i,j=1
∇ε,i∇ε,ju0(x− εej − εei)∇∗i (ai(y)φej (y)).
For I2, we have
I2 =
d∑
i,j=1
∇∗ε,i∇ε,ju0(x− εej + εei)ai(y)∇iφej (y)
+
d∑
i,j=1
1
ε
∇ε,ju0(x− εej)∇∗i (ai(y)∇iφej (y)).
By the equation satisfied by φej , we have the second term on the r.h.s. of the above
display equals to
d∑
i,j=1
1
ε
∇ε,ju0(x − εej)∇∗i (ai(y)∇iφej (y)) = −
1
ε
d∑
j=1
∇ε,ju0(x− εej)∇∗a(y)ej ,
which cancels the second term on the r.h.s. of (3.3).
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Therefore, we have
∇∗εa(y)∇ε(u0(x) + εu1(x, y)) −∇∗εahom∇εu0(x)
=
d∑
i=1
(ai(y)− a¯)∇∗ε,i∇ε,iu0(x)
+
d∑
i,j=1
ε∇∗ε,i∇ε,i∇ε,ju0(x− εej)ai(y)φej (y)
+
d∑
i,j=1
∇ε,i∇ε,ju0(x − εej − εei)∇∗i (ai(y)φej (y))
+
d∑
i,j=1
∇∗ε,i∇ε,ju0(x − εej + εei)ai(y)∇iφej (y) := J1 + J2 + J3,
where
J1 =
d∑
i,j=1
∇∗ε,i∇ε,ju0(x − εej + εei)[ai(y)(1i=j +∇iφej (y))− a¯1i=j ],
J2 =
d∑
i,j=1
∇ε,i∇ε,ju0(x − εej − εei)∇∗i (ai(y)φej (y)),
and
J3 =
d∑
i,j=1
ε∇∗ε,i∇ε,i∇ε,ju0(x− εej)ai(y)φej (y).
Since 〈a(Id +∇φ)〉 = a¯Id and φej is stationary, we have 〈J1〉 = 〈J2〉 = 0.
On one hand, we define the second correctors ψ2,i,j and ψ˜2,i,j by
(3.5) ∇∗a∇ψ2,i,j = −[ai(1i=j +∇iφej )− a¯1i=j ]
and
(3.6) ∇∗a∇ψ˜2,i,j = −∇∗i (aiφej ),
then u2(x, y) is given by
u2(x, y) =
d∑
i,j=1
∇∗ε,i∇ε,ju0(x− εej + εei)ψ2,i,j(y)
+
d∑
i,j=1
∇ε,i∇ε,ju0(x− εej − εei)ψ˜2,i,j(y).
On the other hand, by the discussion in Section 2.3.1, we can write
ai(y)(1i=j +∇iφej (y))− a¯1i=j = ∇∗σij(y)
for some stationary random field σij(y) with σij(0) ∈ L2(Ω) (this was first proved
in [21, 29]). Thus J1 + J2 is a linear combination of terms of the form FV (x)V (y),
where FV is a second derivative of u0, V = ∇∗kV for some k = 1, . . . , d and stationary
random field V(y) with V(0) ∈ L2(Ω). Thus we can write the equation for the second
order corrector corresponding to V as
(3.7) ∇∗a(y)∇ψ2,V (y) = −V (y) = −∇∗kV(y).
By [31, Theorem 3, Lemma 5], we can construct solutions to (3.7) such that
• ψ2,V (0) = 0,
• ∇ψ2,V (y) is a zero-mean stationary random field and ∇ψ2,V (0) ∈ L2(Ω),
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• ψ2,V (y) grows sublinearly in the following sense:
(3.8) 〈|εψ2,V (x
ε
)|2〉 → 0
as ε → 0 for all x ∈ Rd, where we extend ψ2 from Zd to Rd such that
ψ2,V (x) = ψ2,V ([x]) with [x] the integer part of x ∈ Rd. Furthermore, we
have
(3.9) 〈|ψ2,V (x)|2〉 . 1 + |x|2.
To simplify the notations, we write
J1 + J2 =
∑
V
FV (x)V (y),
where the summation is over
V ∈ {ai(1i=j +∇iφej )− a¯1i=j ,∇∗i (aiφej )}i,j=1,...,d,
and write
(3.10) u2(x, y) =
∑
V
FV (x)ψ2,V (y).
By a similar calculation as before, we have
(3.11)
∇∗εa(y)∇ε(ε2
∑
V
FV (x)ψ2,V (y))
= ε2
∑
V
d∑
i=1
∇∗ε,i∇ε,iFV (x)ai(y)ψ2,V (y)
+ ε
∑
V
d∑
i=1
∇ε,iFV (x− εei)∇∗i (ai(y)ψ2,V (y))
+ ε
∑
V
d∑
i=1
∇∗ε,iFV (x+ εei)ai(y)∇iψ2,V (y)
+
∑
V
d∑
i=1
FV (x)∇∗i (ai(y)∇iψ2,V (y)) := K1 +K2 +K3 +K4.
By (3.7), we have J1 + J2 +K4 = 0, which implies
∇∗εa(y)∇ε(u0(x) + εu1(x, y) + ε2u2(x, y)) −∇∗εahom∇εu0(x)
=J3 +K1 +K2 +K3.
To summarize, with u1, u2 given by (3.4) and (3.10), we can write the equation
satisfied by zε = uε − u0 − εu1 − ε2u2 as
(3.12)
(α+∇∗εa(
x
ε
)∇ε)zε
=f − αu0 − εαu1 − ε2αu2 −∇∗εa(
x
ε
)∇ε(u0 + εu1 + ε2u2)
=− εαu1 − ε2αu2 − J3 −K1 −K2 −K3,
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where we recall
J3 = ε
d∑
i,j=1
∇∗ε,i∇ε,i∇ε,ju0(x − εej)ai(y)φej (y),(3.13)
K1 = ε
2
∑
V
d∑
i=1
∇∗ε,i∇ε,iFV (x)ai(y)ψ2,V (y),(3.14)
K2 = ε
∑
V
d∑
i=1
∇ε,iFV (x− εei)∇∗i (ai(y)ψ2,V (y)),(3.15)
K3 = ε
∑
V
d∑
i=1
∇∗ε,iFV (x+ εei)ai(y)∇iψ2,V (y).(3.16)
3.2. Proof of Theorem 1.4. The goal of this section is to analyze zε through
(3.12). Since the equation is linear, we can deal with different sources term sepa-
rately. We write
(α+∇∗εa(
x
ε
)∇ε)wε =W,
with W belonging to one of the following four groups.
• Group I. W (x, y) = ε2F1(x)ψ2,V (y). We have ε2αu2,K1 belonging to this
group, and the key feature is the factor of ε2ψ2,V (y).
• Group II. W (x, y) = εF1(x)∇∗i (ai(y)ψ2,V (y)), which includes K2.
• Group III. W (x, y) = εF1(x)F2(y) with F2 some stationary zero-mean ran-
dom field and F2(0) ∈ L2(Ω). We have εαu1, J3 − 〈J3〉 and K3 − 〈K3〉
belonging to group III.
• Group IV. W (x, y) = εF1(x) for some deterministic function F1, which
includes 〈J3〉 and 〈K3〉.
Recalling that FV are second order derivatives of u0 taking the form of
∇∗ε,i∇ε,ju0(x− εej + εei) or ∇ε,i∇ε,ju0(x − εej − εei),
by Lemma B.1, the function F1(x) appearing above in all groups can be bounded
by e−c|x| for some c > 0.
3.2.1. Group I. We consider wε satisfying
(α+∇∗εa(
x
ε
)∇ε)wε = ε2F1(x)ψ2,V (y),
with |F1(x)|2 . e−c|x|, and a simple energy estimate together Cauchy-Schwartz
inequality gives∑
x∈εZd
〈|wε(x)|2〉 .ε2
∑
x∈εZd
〈|F1(x)ψ2,V (x
ε
)wε(x)|〉
.ε2
√ ∑
x∈εZd
〈|F1(x)ψ2,V (x
ε
)|2〉
√ ∑
x∈εZd
〈|wε(x)|2〉,
so we have
εd
∑
x∈εZd
〈|wε(x)|2〉 .ε2εd
∑
x∈εZd
〈|F1(x)εψ2,V (x
ε
)|2〉
.ε2εd
∑
x∈εZd
e−c|x|〈|εψ2,V (x
ε
)|2〉 = ε2o(1),
where the last step comes from (3.8) and (3.9). Thus we have ‖wε‖2,ε = o(ε).
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3.2.2. Group II. We consider wε satisfying
(α+∇∗εa(
x
ε
)∇ε)wε = εF1(x)∇∗i (ai(y)ψ2,V (y)),
and use energy estimate to obtain∑
x∈εZd
(〈|wε(x)|2〉+ 〈|∇εwε|2〉) .ε|〈
∑
x∈εZd
F1(x)∇∗i (ai(y)ψ2,V (y))wε(x)〉|
=ε2|〈
∑
x∈εZd
F1(x)∇∗ε,i(ai(
x
ε
)ψ2,V (
x
ε
))wε(x)〉|.
An integration by parts leads to∑
x∈εZd
(〈|wε(x)|2〉+ 〈|∇εwε|2〉) .ε2
∑
x∈εZd
〈|∇ε,i(F1(x)wε(x))ai(x
ε
)ψ2,V (
x
ε
)|〉
.ε2
∑
x∈εZd
〈|∇ε,iF1(x)wε(x)ai(x
ε
)ψ2,V (
x
ε
)|〉
+ε2
∑
x∈εZd
〈|F1(x+ εei)∇ε,iwε(x)ai(x
ε
)ψ2,V (
x
ε
)|〉.
By Lemma B.1, |∇ε,iF1(x)|2 + |F1(x + εei)|2 . e−c|x|, so by Cauchy-Schwartz
inequality we have∑
x∈εZd
(〈|wε(x)|2〉+ 〈|∇εwε|2〉)
.ε2
√ ∑
x∈εZd
e−c|x|〈|ψ2,V (x
ε
)|2〉

√ ∑
x∈εZd
〈|wε(x)|2〉+
√ ∑
x∈εZd
〈|∇ε,iwε(x)|2〉


.ε2
√ ∑
x∈εZd
e−c|x|〈|ψ2,V (x
ε
)|2〉
√ ∑
x∈εZd
(〈|wε(x)|2〉+ 〈|∇εwε|2〉),
thus
εd
∑
x∈εZd
(〈|wε(x)|2〉+ 〈|∇εwε|2〉) . ε2εd
∑
x∈εZd
e−c|x|〈|εψ2,V (x
ε
)|2〉 = ε2o(1),
and we conclude ‖wε‖2,ε = o(ε).
3.2.3. Group III. We consider zε satisfying
(α+∇∗εa(
x
ε
)∇ε)wε = εF1(x)F2(y),
where |F1(x)| . e−c|x| and F2 is a zero-mean stationary random field with F2(0) ∈
L2(Ω). The proof borrows the following result from [31, Equation (4.23i) – (4.23iii)],
which itself comes from [40] in the continuous setting: there exists a random field
H(y) = (H1(y), . . . , Hd(y)) on Z
d that satisfies the following properties:
• Hj(0) = 0 and
∑d
j=1∇jHj(y) = F2(y), y ∈ Zd,
• by extending H(y) from Zd to Rd such that H(x) = H([x]) for any x ∈ Rd
with [x] the integer part of x, we have
(3.17) 〈|εH(x
ε
)|2〉 → 0
as ε→ 0, and
(3.18) 〈|H(x)|2〉 . 1 + |x|2.
Now we only need to apply the same proof as for Group II to conclude
‖wε‖2,ε = o(ε).
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3.2.4. Group IV. This is the key part where we show the deterministic bias vanishes
in the order of ε. We consider wε satisfying
(α+∇∗εa(
x
ε
)∇ε)wε = εF1(x),
where F1 : εZ
d → R is some fast decaying deterministic function. If we define z0
satisfying
(α +∇∗εahom∇ε)w0 = εF1(x),
it is clear by the standard homogenization result that ‖wε − w0‖2,ε = o(ε).
Now we claim that in our specific case the deterministic bias ‖w0‖2,ε = o(ε),
which implies ‖wε‖2,ε = o(ε).
First we note that
(3.19)
(α+∇∗εahom∇ε)w0 =− 〈J3〉 − 〈K3〉
=− ε
d∑
i,j=1
∇∗ε,i∇ε,i∇ε,ju0(x− εej)〈aiφej 〉
− ε
∑
V
d∑
k=1
∇∗ε,kFV (x+ εek)〈ak∇kψ2,V 〉,
and by recalling u2(x, y) given by
u2(x, y) =
∑
V
FV (x)ψ2,V (y) =
d∑
i,j=1
∇∗ε,i∇ε,ju0(x − εej + εei)ψ2,i,j(y)
+
d∑
i,j=1
∇ε,i∇ε,ju0(x − εej − εei)ψ˜2,i,j(y),
we can write the second term on the r.h.s. of (3.19) as
∑
V
d∑
k=1
∇∗ε,kFV (x + εek)〈ak∇kψ2,V 〉
=
d∑
k,i,j=1
∇∗ε,k∇∗ε,i∇ε,ju0(x − εej + εei + εek)〈ak∇kψ2,i,j〉
+
d∑
k,i,j=1
∇∗ε,k∇ε,i∇ε,ju0(x − εej − εei + εek)〈ak∇kψ˜2,i,j〉.
By Lemma B.2, we have ‖w0 − w¯0‖2,ε = o(ε) with w¯0 solving the corresponding
equation in Rd:
(3.20)
1
ε
(α−∇ · ahom∇)w¯0 =
d∑
i,j=1
∂xixixj u¯0(x)〈aiφej 〉
−
d∑
k,i,j=1
∂xkxixj u¯0(x)〈ak∇kψ2,i,j〉+
d∑
k,i,j=1
∂xkxixj u¯0(x)〈ak∇kψ˜2,i,j〉,
where u¯0 satisfies
(α−∇ · ahom∇)u¯0 = f
on Rd. Now we show that r.h.s. of (3.20) is zero so w¯0 ≡ 0.
For the second term on the r.h.s. of (3.20), we have
〈ak∇kψ2,i,j〉 = 〈∇∗kakψ2,i,j〉 = −〈∇∗a∇φekψ2,i,j〉 = −〈φek∇∗a∇ψ2,i,j〉.
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By the equation satisfied by ψ2,i,j (3.5), we have
〈ak∇kψ2,i,j〉 = 〈φekai(1i=j +∇iφej )〉 = 〈φekai〉1i=j + 〈φekai∇iφej 〉.
Similarly, for the third term on the r.h.s. of (3.20), we have
〈ak∇kψ˜2,i,j〉 = −〈φek∇∗a∇ψ˜2,i,j〉 = 〈φek∇∗i (aiφej )〉 = 〈∇iφekaiφej 〉.
Therefore, we have
r.h.s. of (3.20) =
d∑
i,j=1
∂xixixj u¯0(x)〈aiφej 〉 −
d∑
k,i,j=1
∂xkxixj u¯0(x)〈φekai〉1i=j
−
d∑
k,i,j=1
∂xkxixj u¯0(x)〈φekai∇iφej 〉+
d∑
k,i,j=1
∂xkxixj u¯0(x)〈∇iφekaiφej 〉 ≡ 0.
To summarize, we have ‖wε‖2,ε = o(ε).
3.2.5. Summary. Recall that zε(x) = uε(x)− u0(x)− εu1(x, y)− ε2u2(x, y) and
(α+∇∗εa(
x
ε
)∇ε)zε
=− εαu1 − ε2αu2 − (J3 − 〈J3〉)−K1 −K2 − (K3 − 〈K3〉)− 〈J3〉 − 〈K3〉.
By the previous discussion on Group I,II,III,IV, we have ‖zε‖2,ε = o(ε) and the
discussion for Group I already shows that
‖ε2u2‖2,ε = o(ε),
and this gives
‖uε − u0 − εu1‖2,ε = o(ε).
Now we only need to note that ‖u1 − u˜1‖2,ε = O(ε) with
u˜1(x,
x
ε
) =
d∑
j=1
∇ε,ju0(x)φej (
x
ε
)
to complete the proof of Theorem 1.4.
4. Higher order fluctuations
With the proof of Theorem 1.4, it is clear that a similar approach will lead to a
higher order expansions of uε in higher dimensions, e.g., when d > 5, we can include
in the expansion the second order correctors (which are stationary by Theorem 1.1)
and prove the remainder is of order o(ε2). The calculation is more involved but the
idea is the same. We first illustrate it in the continuous setting, then we present a
proof of Theorem 1.6 in the discrete setting.
4.1. High order errors in the continuous setting. For fixed n > 2 and equa-
tions
(α−∇ · a(x
ε
)∇)uε(x) = f(x), (α−∇ · ahom∇)u0(x) = f(x),
with x ∈ Rd, α > 0, f ∈ C∞c (Rd), the goal is to obtain an expansion of uε − u0 up
to order εn in dimension d > 2n+ 1.
When d > 2n+ 1, the n−th order correctors are stationary by Theorem 1.1. To
show the remainder is small, we need to construct up to (n+1)-th order correctors.
It can be done as in [40, Theorem 2] since we have zero-mean stationary gradients.
Now we consider
Jn := [α− (∇x + 1
ε
∇y) · a(y)(∇x + 1
ε
∇y)](u0 + εu1 + . . .+ εnun + εn+1un+1),
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and construct u1, u2, {uk}36k6n+1 satisfy the following equations:
∇y · a(y)∇yu1 +∇y · a(y)∇xu0 = 0,
∇y · a(y)∇yu2 +∇y · a(y)∇xu1 +∇x · a(y)∇yu1 +∇x · a(y)∇xu0
=〈∇x · a(y)∇yu1 +∇x · a(y)∇xu0〉,
and
(4.1)
∇y · a(y)∇yuk +∇y · a(y)∇xuk−1 +∇x · a(y)∇yuk−1 +∇x · a(y)∇xuk−2 − αuk−2
=〈∇x · a(y)∇yuk−1 +∇x · a(y)∇xuk−2〉.
Remark 4.1. Our definition of higher order correctors uk, k > 3 in (4.1) is different
from (2.3) due to the extra term αuk−2, but it is clear that Theorem 1.1 still applies
in the corresponding discrete setting.
By the above construction, it is clear that
(4.2)
Jn =αu0 −
n+1∑
k=2
εk−2〈∇x · a(y)∇yuk−1 +∇x · a(y)∇xuk−2〉
−εn∇x · a(y)∇xun − εn∇x · a(y)∇yun+1 − εn∇y · a(y)∇xun+1 − εn+1∇x · a(y)∇xun+1
+αεnun + αε
n+1un+1.
By defining
(4.3) zε = uε − u0 − εu1 − . . .− εn+1un+1,
and the fact that αu0 − 〈∇x · a(y)∇yu1 +∇x · a(y)∇xu0〉 = f , we derive
(4.4)
(α−∇ · a(x
ε
)∇)zε =f −Jn
=
n+2∑
k=3
εk−2〈∇x · a(y)∇yuk−1 +∇x · a(y)∇xuk−2〉
+ εn∇x · a(y)∇xun − 〈εn∇x · a(y)∇xun〉
+ εn∇x · a(y)∇yun+1 − 〈εn∇x · a(y)∇yun+1〉
+ εn∇y · a(y)∇xun+1 + εn+1∇x · a(y)∇xun+1
− αεnun − αεn+1un+1,
and the goal reduces to refine zε up to the order ε
n.
There are two types of sources on the r.h.s. of (4.4):
• random sources: by the same proof for Group I,II,III in Section 3.2, we
have the terms in the last four lines of the above display contribute o(εn)
to zε. Here we need a stationary n−th order corrector, and a sublinear
(n+ 1)-th order corrector with a zero-mean stationary gradient.
• deterministic sources: we can write
(4.5)
n+2∑
k=3
εk−2〈∇x · a(y)∇yuk−1 +∇x · a(y)∇xuk−2〉 =
n∑
k=1
εkfk(x)
where fk is some linear combination of derivatives of u0. For equations of
the form
(α −∇ · a(x
ε
)∇)wε(x) = fk(x),
we can apply the expansion again, and derive equations of the form (4.4)
to obtain an expansion of wε. By iteration, we can go up to the order of
εn in finite steps.
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To summarize, when d > 2n + 1, we expect there exists {uk}nk=1 and {vk}nk=1
such that 〈ui〉 = 0, vi are deterministic, and
(4.6)
(∫
Rd
〈∣∣∣∣uε − u0 −
n∑
k=1
εkuk −
n∑
k=1
εkvk
∣∣∣∣
2〉
dx
) 1
2
= o(εn).
It is worth mentioning that the {uk}nk=1 appearing in (4.6) is different from the
ones in (4.3), since the deterministic source in (4.5) also contributes to the random
error.
4.2. Proof of Theorem 1.6. For any n > 2, to expand up to o(εn), we need to
construct the (n + 1)-th correctors ψn+1. By Theorem 1.1 and [31, Theorem 3,
Lemma 5], this can be done when d > 2n + 1, and we have a sublinear random
field ψn+1(y) with ψn+1(0) = 0 and a zero-mean stationary gradient ∇ψn+1. We
can continue the calculation in Section 3.1 and construct higher order correctors
{uk}36k6n+1 as in Section 4.1. In the following we only discuss the case n = 2
since it already includes all the ingredients of the proof.
To construct the third order correctors, we recall (3.12)
(4.7)
(α +∇∗εa(
x
ε
)∇ε)(uε − u0 − εu1 − ε2u2)
=− εαu1 − ε2αu2 − (J3 − 〈J3〉)−K1 −K2 − (K3 − 〈K3〉)− 〈J3〉 − 〈K3〉,
with
J3 = ε
d∑
i,j=1
∇∗ε,i∇ε,i∇ε,ju0(x − εej)ai(y)φej (y),
K1 = ε
2
∑
V
d∑
i=1
∇∗ε,i∇ε,iFV (x)ai(y)ψ2,V (y),
K2 = ε
∑
V
d∑
i=1
∇ε,iFV (x− εei)∇∗i (ai(y)ψ2,V (y)),
K3 = ε
∑
V
d∑
i=1
∇∗ε,iFV (x+ εei)ai(y)∇iψ2,V (y).
Similar to u2, we define u3 to get rid of the zero-mean terms on the r.h.s. of (4.7)
of order ε, which is written as
ε
∑
U
GU (x)U(y) = −εαu1 − (J3 − 〈J3〉)−K2 − (K3 − 〈K3〉).
Here GU is some derivative of u0 (note that due to the term −εαu1, GU is not
necessarily a third order derivative of u0) and the summation is over zero-mean
stationary random fields
U ∈ {φei , aiφej − 〈aiφej 〉,∇∗i (aiψ2,V ), ai∇iψ2,V − 〈ai∇ψ2,V 〉}i,j=1,...,d.
We define
u3(x, y) =
∑
U
GU (x)ψ3,U (y),
with ψ3,U the corrector corresponding to U , i.e.,
∇∗a(y)∇ψ3,U (y) = U(y).
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By the same calculation as in (3.11), we have
∇∗εa(y)∇ε(ε3u3) =ε3
∑
U
d∑
i=1
∇∗ε,i∇ε,iGU (x)ai(y)ψ3,U (y)
+ε2
∑
U
d∑
i=1
∇ε,iGU (x− εei)∇∗i (ai(y)ψ3,U (y))
+ε2
∑
U
d∑
i=1
∇∗ε,iGU (x+ εei)ai(y)∇iψ3,U (y)
+ε
∑
U
d∑
i=1
GU (x)∇∗i (ai(y)∇iψ3,U (y)) := L1 + L2 + L3 + L4.
It is clear that L4 = ε
∑
U GU (x)U(y), and by (4.7), we have
zε = uε − u0 − εu1 − ε2u2 − ε3u3
satisfies
(α +∇∗εa(
x
ε
)∇ε)zε
=− ε2αu2 − ε3αu3 −K1 − 〈J3〉 − 〈K3〉 − L1 − L2 − L3.
Similar to (4.4), we can write
(α+∇∗εa(
x
ε
)∇ε)zε =− 〈J3〉 − 〈K3〉 − 〈K1〉 − 〈L3〉
−K1 + 〈K1〉 − L3 + 〈L3〉
− L1 − L2
− ε2αu2 − ε3αu3.
For the random source in the last three lines of the above display, by the same
proof as in Section 3.2, their contributions to zε is o(ε
2).
For the deterministic source −〈J3〉−〈K3〉−〈K1〉−〈L3〉, it is of the form εF1(x),
where F1(x), x ∈ εZd is deterministic and fast decaying, so we can apply the same
expansion again to refine the solution to
(α+∇∗εa(
x
ε
)∇ε)wε = −〈J3〉 − 〈K3〉 − 〈K1〉 − 〈L3〉
up to o(ε2). More precisely, for the source −〈K1〉− 〈L3〉, it is of order O(ε2), so we
can define v2 as the solution to
(α +∇∗εahom∇ε)v2 = −(〈K1〉+ 〈L3〉)/ε2.
For the source −〈J3〉 − 〈K3〉, it is of order O(ε). If we define vε as the solution to
(α +∇∗εa(
x
ε
)∇ε)vε = −(〈J3〉+ 〈K3〉)/ε,
then by Theorem 1.4, vε can be refined up to order o(ε), i.e., let v1 solve
(α+∇∗εahom∇ε)v1 = −(〈J3〉+ 〈K3〉)/ε,
which is the same as (3.19), and there exists v11 such that 〈v11〉 = 0 and
‖vε − v1 − εv11‖2,ε = o(ε).
Now it is clear that
‖wε − εv1 − ε2v11 − ε2v2‖2,ε = o(ε2).
To summarize, we have shown that
‖uε − u0 − εu1 − ε2u2 − εv1 − ε2v11 − ε2v2‖2,ε = o(ε2),
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where u1, u2, v11 are zero-mean random fluctuations and v1, v2 are deterministic
bias. This completes the proof of Theorem 1.6 for n = 2.
5. Discussion: local vs global or strong vs weak random
fluctuations
Theorem 1.4 shows that when d > 3, ‖uε − u0 − εu1‖2,ε = o(ε) with the first
order random fluctuations represented by
εu1(x,
x
ε
) = ε
d∑
j=1
∇ε,ju0(x)φej (
x
ε
).
It is consistent with [28, Theorem 2.5] where a pointwise version is proved in the
continuous setting: for fixed x ∈ Rd,
(5.1) uε(x) = u0(x) + ε
d∑
j=1
∂xju0(x)φej (
x
ε
) + o(ε),
with o(ε)/ε→ 0 in L1(Ω).
Neither of the two results implies the other. On one hand, it is not clear how to
obtain the pointwise estimates by the analytic approach, in particular the energy
estimate described in Section 3.2; on the other hand, the probabilistic approach
used in [28] loses track of the dependence of o(ε) in (5.1) on x ∈ Rd, so (5.1) does
not easily extend to an L2(Rd × Ω) version.
Both results indicate that u1(x, x/ε) represents the first order random fluctuation
measured in a strong sense. It is however not the case after a spatial average with
respect to a test function as pointed out in [29]. Central limit theorems were derived
for large scale fluctuations of εu1(x, x/ε) and uε− 〈uε〉 in [36, 35, 29, 15, 3]. When
d > 3, the result shows for any g ∈ C∞c (Rd)
(5.2)
1
εd/2
∫
Rd
εu1(x,
x
ε
)g(x) dx⇒ N(0, σ2),
(5.3)
1
εd/2
∫
Rd
(uε(x)− 〈uε(x)〉)g(x) dx ⇒ N(0, σ˜2),
and σ2 6= σ˜2. The mismatch between the two variances in (5.2) and (5.3) suggests
that the higher order correctors become visible in (5.3). When d > 2n + 1, the
n−th order correctors ψn are stationary, and a covariance estimate gives
|〈ψn(0)ψn(x)〉| .
∑
e
‖∂eψn(0)‖2‖∂eψn(x)‖2
.
∑
e
1
|e|(d−n)−∗
1
|x− e|(d−n)−∗
.
1
|x|(d−2n)−∗
.
The scaling indicates that as a stationary random field, ψn(x) decorrelates almost
at the rate of |x|−(d−2n) (it was proved rigorously in [36] for n = 1). In other words,
the higher order correctors have stronger correlations and the decay of correlation
functions slows down as the order increases! It partly explains why we have contri-
butions from high order correctors weakly in space. If we abuse the notation and
consider
In :=
1
εd/2
∫
Rd
εnψn(
x
ε
)g(x)dx,
we have
〈|In|2〉 =
∫
R2d
ε2n−d〈ψn(x
ε
)ψn(
y
ε
)〉g(x)g(y)dxdy.
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If we assume 〈ψn(0)ψn(x)〉 ∼ |x|−(d−2n) as |x| → ∞, the scaling indicates that
〈|In|2〉 is of order O(1), i.e., the n−th order corrector contributes weakly in space.
In the recent preprint [15], the authors provided another way of understanding
the mismatch between (5.2) and (5.3) in terms of the so-called homogenization
commutator. It turns out that if the formal expansion applies to the gradient
∇uε, it leads to the correct large scale random fluctuation; see [15, Page 6]. The
expansion on the gradient of the Green’s function in [29, Proposition 4.2] shares
the same spirit. It is worth mentioning that a nice non-local expansion was proved
in [15, Corollary 2] which identifies a single term that captures the large scale
fluctuation.
Appendix A. The existence of stationary correctors: removing the
massive term
The goal in this section is to show that for the corrector equation (2.8) defined
when d > 2n− 1
(A.1) (λ+∇∗a(y)∇)ψλn(y) = F (y) =


∇∗i (ai(y)ψn−1(y)),
ai(y)∇iψn−1(y)− 〈ai(y)∇iψn−1(y)〉,
ai(y)ψn−2(y)− 〈ai(y)ψn−2(y)〉,
the uniform estimates ‖ψλn‖p . 1 and ‖∇ψλn‖p . 1 implies the existence of a
stationary corrector and a stationary gradient, respectively.
In Section 2.3.1, we proved that when d > 2n − 1, there exists a stationary
random field Ψ such that Ψ(0) ∈ L2(Ω) and
F = ∇∗Ψ.
The rest is standard, and we present it for the convenience of the reader.
We first introduce some notations. Let ω = (ωe)e∈B ∈ Ω denote the sample
point, and for x ∈ Zd, we define the shift operator τx on Ω by (τxω)e = ωx+e,
where x+ e := (x+ e, x+ e¯) is the edge obtained by shifting e by x. Since {ωe}e∈B
are i.i.d., {τx}x∈Zd is a group of measure-preserving transformations. We can define
the operator
Txf(ζ) = f(τxζ)
for any measurable function f on Ω, and the generators of Tx, denoted by {Di}di=1,
are defined by Dif := Teif − f . The adjoint D∗i is defined by D∗i f := T−eif − f .
We denote the gradient on Ω by D = (D1, . . . , Dd) and the divergence D
∗F :=∑d
i=1D
∗
i Fi for F : Ω→ Rd.
Lemma A.1. Let φλ solve (λ+∇∗a∇)φλ = ∇∗Ψ with Ψ a stationary random field
on Zd such that Ψ(0) ∈ L2(Ω). For the equation
(A.2) ∇∗a∇φ = ∇∗Ψ,
(i) there exists a random field φ solving (A.2) such that ∇φ is stationary and
∇φ(0) ∈ L2(Ω).
(ii) if 〈|φλ|2〉 . 1, then there exists a stationary random field φ solving (A.2)
such that φ(0) ∈ L2(Ω).
Proof. Part (i) comes from [31, Theorem 3]. For Part (ii), let a˜(ω) = (ωe1 , . . . , ωed)
and Ψ˜ ∈ L2(Ω) so that Ψ(x) = Ψ˜(τxω), we lift the equation to the probability space
(λ+D∗a˜D)φ˜λ = D∗Ψ˜,
so it is clear that φλ(x) = φ˜λ(τxω). Since 〈|φ˜λ|2〉 . 1, we can extract a subsequence
φ˜λ → φ˜ weakly in L2, which implies Dφ˜λ → Dφ˜ weakly in L2(Ω).
For any G ∈ L2(Ω), we have
λ〈φ˜λG〉+ 〈a˜Dφ˜λDG〉 = 〈D∗Ψ˜G〉,
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and sending λ→ 0 leads to
〈a˜Dφ˜DG〉 = 〈D∗Ψ˜G〉,
so D∗a˜Dφ˜ = D∗Ψ˜. Now we define φ(x) = φ˜(τxω), and it is clear that
∇∗a∇φ = ∇∗Ψ.
The proof is complete. 
Appendix B. Finite difference approximation
The following are some classical results and we present it for the convenience of
the reader. We recall the classical Green’s function estimates:
(B.1) Gα(x, y) . e
−c√α|x−y|
|x− y|d−2∗
for some c > 0, with Gα the Green’s function of α +∇∗∇ on Zd. Let Gαε (x, y) be
the Green’s function of α+∇∗ε∇ε on εZd, it is clear that
Gαε (x, y) = ε2Gε
2α(
x
ε
,
y
ε
).
Lemma B.1. Let uε solve
(α+∇∗ε∇ε)uε = fε,
on εZd, with fε satisfying (i) there exists λ > 0 s.t. |fε(x)| . e−λ|x|, (ii) all discrete
derivatives of fε satisfies (i), then for vε = uε or any derivative of uε, we have
|vε(x)| . e−c|x|
for constant c > 0 independent of ε > 0, x ∈ εZd.
Proof. It suffices to consider the case vε = uε. For derivatives, e.g., vε = ∇ε,iuε,
using the fact that ∇ε,i commutes with ∇ε,j and ∇∗ε,j , we have
(α+∇∗ε∇ε)vε = ∇ε,ifε,
so we only need to apply the result when vε = uε.
For uε(x), we use the Green’s function representation
uε(x) =
∑
y∈εZd
Gαε (x, y)f(y) =
∑
y∈εZd
ε2Gε2α(x
ε
,
y
ε
)f(y),
and by (B.1), we have
ε2Gε2α(x
ε
,
y
ε
) . ε2
e−ρ|x−y|
|x−yε |d−2∗
for some constant ρ > 0. Thus
|uε(x)| . εd
∑
y∈εZd,y 6=x
e−ρ|x−y|
|x− y|d−2 e
−λ|y| + ε2e−λ|x|.
For the first term on the r.h.s. of the above expression, we only need to decompose
the summation into
∑
|y|<|x|/2 and
∑
|y|>|x|/2 to complete the proof. 
Lemma B.2. Let uε solve
(α+∇∗ε∇ε)uε = fε
on εZd, with fε satisfying (i) there exists λ > 0 s.t. |fε(x)| . e−λ|x|, (ii) there
exists a continuous function f¯ : Rd → R such that ‖fε − f¯‖2,ε → 0 as ε→ 0, then
for u¯ solving
(α−∆)u¯ = f¯
on Rd, we have ‖uε − u¯‖2,ε → 0 as ε→ 0.
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Proof. We first note that |f¯(x)| . e−λ|x| for x ∈ Rd. The rest of the proof is
decomposed into three steps.
Step 1. We write
uε(x) =
∑
y∈εZd
ε2Gε2α(x
ε
,
y
ε
)fε(y),
and define
u¯ε(x) :=
∑
y∈εZd
ε2Gε2α(x
ε
,
y
ε
)f¯(y)
on εZd. The goal is to show ‖uε − u¯ε‖2,ε → 0 as ε→ 0. By (B.1), we deduce
|uε(x) − u¯ε(x)| .
∑
y∈εZd
ε2
e−ρ|x−y|
|x−yε |d−2∗
|fε(y)− f¯(y)|
.εd
∑
y∈εZd,y 6=x
e−ρ|x−y|
|x− y|d−2 |fε(y)− f¯(y)|+ ε
2|fε(x) − f¯(x)|,
thus
εd
∑
x∈εZd
|uε(x)− u¯ε(x)|2
.εd
∑
x∈εZd

 ∑
y∈εZd,y 6=x
εd
e−ρ|x−y|
|x− y|d−2
∑
y∈εZd,y 6=x
εd
e−ρ|x−y|
|x− y|d−2 |fε(y)− f¯(y)|
2


+εdε4
∑
x∈εZd
|fε(x)− f¯(x)|2 := I1 + I2
It is clear by assumption that I2 → 0, and
I1 .ε
d
∑
x∈εZd
∑
y∈εZd,y 6=x
εd
e−ρ|x−y|
|x− y|d−2 |fε(y)− f¯(y)|
2
.εd
∑
y∈εZd
|fε(y)− f¯(y)|2 → 0
as ε→ 0.
Step 2. Define
u˜ε(x) = ε
d
∑
y∈εZd,y 6=x
G α(x, y)f¯ (y)
on εZd, with G α the continuous Green’s function of α −∆ in Rd. The goal is to
show ‖u¯ε − u˜ε‖2,ε → 0 as ε→ 0. We first have
|u¯ε(x) − u˜ε(x)| .
∑
y∈εZd,y 6=x
|ε2Gε2α(x
ε
,
y
ε
)− ε2G ε2α(x
ε
,
y
ε
)||f¯(y)|+ ε2|f¯(x)|.
where we used the scaling property G ε
2α(x/ε, y/ε) = εd−2G α(x, y). By [11, Lemma
3.1],
|Gλ(x, y)− G λ(x, y)| . e
−c
√
λ|x−y|
|x− y|d−1∗
for some c > 0, so
|u¯ε(x) − u˜ε(x)| .
∑
y∈εZd,y 6=x
εd+1
e−c
√
α|x−y|
|x− y|d−1 |f¯(y)|+ ε
2|f¯(x)| . εe−c|x|
for some c > 0, which implies ‖u¯ε − u˜ε‖2,ε → 0.
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Step 3. We first extend u˜ε(x) from εZ
d to Rd such that u˜ε(x) = u˜ε([x]ε) with
[x]ε the ε−integer part of x. Then we consider
‖u˜ε − u¯‖22,ε = εd
∑
x∈εZd
|u˜ε(x)− u¯(x)|2 =
∫
Rd
|u˜ε(x)− u¯([x]ε)|2dx.
It is clear that
∫
Rd
|u¯([x]ε)− u¯(x)|2dx→ 0 as ε→ 0, so we only need to show∫
Rd
|u˜ε(x)− u¯(x)|2dx→ 0.
Since u¯(x) =
∫
Rd
G α(x, y)f¯ (y)dy, we have u˜ε(x) → u¯(x) for x ∈ Rd. Now by
Lemma B.1, |u˜ε(x)|+ |u¯(x)| . e−c|x| for some c > 0, so by dominated convergence
theorem, the proof is complete. 
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