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Abstract
We characterize and count words which occur in arithmetical subsequences of 4xed points of
symmetric morphisms.
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1. Introduction
A classical complexity measure of a sequence on a 4nite alphabet is its subword
complexity, that is the function counting the number of its factors of a given length.
This de4nition is rather natural, since periodic words have minimal complexity which
is ultimately constant; the complexity of a non-ultimately periodic word grows at least
linearly [12] but not faster than the cardinality of the alphabet to the power n.
We consider a modi4cation of the notion of complexity introduced by Avgustinovich
et al. [2] and also having the listed properties but emphasizing the “a=ne” structure
of the sequence. Namely, we count all words which occur in the arithmetical subse-
quences of a given sequence, i.e., the words constituted by the symbols occurring in
the sequence on positions numbered k; k +p; : : : ; k + np for integer k¿0 and p; n¿1.
The set of such words is called the arithmetical closure of the sequence. The classical
Van der Waerden theorem can be thus stated is these terms as follows:
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Theorem 1 (Van der Waerden [15,10]). The arithmetical closure of each in2nite se-
quence for all n¿0 contains the word an for some symbol a.
The number of words of a given length in the arithmetical closure is called the arith-
metical complexity of the sequence. Since the arithmetical closure of a sequence con-
tains in particular all its factors, the arithmetical complexity cannot grow slower than
the subword one. However, it has been proved [2] that there is no direct connection
between the rate of growth of these functions: if the subword complexity increases
linearly, the arithmetical one can grow both linearly and as fast as possible, i.e., ex-
ponentially. It is interesting that both families of supporting examples are contained in
the class of m-automatic words [1].
The second of these families was that of symmetric D0L words on alphabets with
prime cardinality. In this paper we abandon the latter condition and 4nd the arithmetical
complexity of all symmetric D0L words (Theorem 4). It turns out to grow as the
exponent of a divisor of the cardinality of the alphabet and can be easily and completely
derived from the view of the generating morphism.
To prove this result, we in particular characterize all periodic symmetric D0L words
(Theorem 2). We also generalize an idea by Avgustinovich et al. [2] and give a
lemma about the properties of the arithmetical closure of a D0L word from a wider
class (Lemma 2).
At last, we would like to mention that there exist several other modi4cations of
the subword complexity function. In chronological order, they include d-complexity by
IvGanyi [8], modi4ed complexity by Nakashima et al. [13], maximal pattern complexity
by Kamae and Zamboni [9] and pattern complexity by Restivo and Salemi [14].
2. Symmetric D0L words
Let us consider an alphabet 
=
q= {0; 1; : : : ; q− 1}. A morphism ’ :
∗→
∗ is a
map such that ’(xy)=’(x)’(y) for all words x; y∈
∗. A morphism is called uniform
if all images of letters have the same length denoted by m. In this paper we consider
only uniform morphisms.
If ’(a) starts with a for some a∈
, and the morphism is uniform with m¿2, then
there always exists the right in4nite word w satisfying w=’(w)= limn→∞ ’n(a).
Such w is called a 2xed point of ’ or a D0L word. If ’ is uniform, we say that so
is w.
Let ⊕ denote the addition modulo q; in particular, for words u and v on 
q having
equal length, u⊕ v denotes the result of symbol-to-symbol addition. A morphism ’ is
called symmetric [11, Section 10.5] if for all i∈
q we have ’(i)=’(0)⊕ im, where
m is the length of ’(0) (and thus of the morphism which is by de4nition uniform). A
4xed point of a symmetric morphism is called a symmetric D0L word; from now on
we without loss of generality consider only 4xed points starting with 0.
Example 1. The famous Thue–Morse word wTM =0110100110010110 · · · is the 4xed
point of the symmetric morphism ’TM on 
2 de4ned by ’TM(0)= 01.
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Lemma 1. Without loss of generality, we may assume that all symbols of 
q occur
in a symmetric D0L word w.
Proof. First, note that the set S of symbols occurring in w is closed under addition
modulo q: indeed, if a; b∈
q occur in w, and a is the nth symbol of ’i(0) for some n
and i, then a⊕ b is the nth symbol of ’i(b). So, S = 〈c〉= {c; 2c; : : : ; (d−1)c} for some
c|q, q=dc. Let h : S∗→
∗d be a morphism dividing each symbol to c, i.e., de4ned by
h(ci)= i for all i∈
d. Then h(w) is the 4xed point of a symmetric morphism h’h−1.
It is obtained from w by renaming symbols, so, we can consider it instead.
As usual, the in4nite word tt · · · t : : : ; where t ∈
+, is denoted by t!. Recall that a
word w is called ultimately periodic if it is equal to uv! for some u (which can be
empty) and v. Both v and its length |v| can be called a period of w.
To investigate the arithmetical complexity of symmetric D0L words we shall need
the following statement.
Theorem 2. A 2xed point of a symmetric morphism ’ :
∗q →
∗q is ultimately periodic
if and only if
’(0) = (0c1c2 · · · cq−1)p0 (1)
for some p¿0 and symbols c1; : : : ; cq−1 ∈
q such that ci≡ ic1 (mod q) for all i.
To prove this theorem, we shall refer to a criterion of circularity of uniform marked
D0L words [6].
A uniform D0L word w is circular with respect to its generating morphism ’ of
length m if each su=ciently long subword u of w can be uniquely decomposed to
images of letters, i.e., if all occurrences of u in w start at positions equivalent modulo
m. For a more general de4nition of circularity, see Cassaigne [3]. A D0L word is
called marked if all images of letters of its generating morphism begin with distinct
symbols and end with distinct symbols. Clearly, each symmetric D0L word is uniform
and marked, so, the following criterion is valid for it.
Theorem 3 (Frid [6,7]). A uniform marked D0L word generated by a morphism ’ is
uncircular if and only if there exists a non-empty ’-chained set, i.e., a set M = {A1; : : : ;
Ak} of words A1; : : : ; Ak ∈
∗ such that A1; : : : ; Ak are of the same length l, and
(l; m)= 1; all symbols occurring in A1; : : : ; Ak are distinct; and ’(Ai)=Ami+1 for i=
{1; : : : ; k − 1}, ’(Ak)=Cb(Am1 ) for some b¿0, where the cyclic shift Cb is de2ned by
Cb(a0a1 · · · am)= abab+1 · · · ama0 · · · ab−1.
Corollary 1. If a uniform marked D0L word w is uncircular, then there exists a word
u= u1 · · · uk such that all symbols u1; : : : ; uk are distinct and un occur in w for all n.
Proof. The word u can be chosen as an arbitrary element of a ’-chained set, where
w=’(w): if this ’-chained set contains k elements, then we see that ’k(u) is a cyclic
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shift of um
k
and ’nk(u) is a cyclic shift of um
nk
for all n. Since w is the 4xed point
of ’, all words ’nk(u), that are arbitrarily large powers of u, occur in it.
Example 2. The SierpiGnski word ws= ababbbababbbbbbbbbaba · · · is a 4xed point of
a uniform marked morphism ’s : a → aba; b → bbb. It is uncircular because of the
words bn which occur in it for all n at all possible positions modulo 3; here {b} is a
’s-chained set.
Proof of Theorem 2. First, note that ’(0)= (0c1c2 · · · cq−1)p0 for ci≡ ic1 (mod q) for
all i implies w=(0c1c2 · · · cq−1)!, which proves the “if ” part of the theorem.
To prove the “only if ” part, let us consider an ultimately periodic D0L word w
generated by a symmetric morphism ’ of length m. Let w= uv!, where the length of
v is chosen to be minimal. Note that without loss of generality, we may choose |u|
divided by m (if necessary, we substitute v by its appropriate cyclic shift). Suppose
that m divides |v|, then v consists of full images of letters. This implies that ’−1(v)
is also a period of w, and its length is m times less than |v|, contradicting to its
minimality. Thus, m does not divide |v|, and for all n the word vn occurs in w starting
from positions distinct modulo m. So, the word w is uncircular with respect to ’, and
due to Corollary 1 there exists a word consisting of distinct symbols such that all its
powers occur in w. It must be equal to v (or, equivalently, to some its cyclic shift).
Thus, v= v1 · · · vr , where all symbols vi are distinct. The only words with all letters
distinct whose all powers occur in w are cyclic shifts of v, so, the only ’-chained
set is {v} (where v can be equivalently substituted by any of its cyclic shift). So,
we have ’(v)=Cb(vm) for some b; since ’(v1) starts with v1, we have b=0, i.e.,
’(v)= vm. Since all symbols vi are distinct, and ’(v2) starts with v2, the last symbol
of ’(v1) is v1, i.e., ’(v1)= (v1 · · · vr)pv1 for some p¿0. Since ’ is uniform, this
implies ’(vi)= (vi · · · vrv1 · · · vi−1)pvi for all i.
Let us denote by c the element of 
q such that v1⊕ c= v2. Since ’ is symmetric, the
diLerence modulo q of the second and the 4rst symbol of each image of letter must be
equal to c. So, vi⊕ c= vi+1 for all i, vr ⊕ c= v1. So, ’(v1)= (v1(v1⊕ c)(v1⊕ 2c) · · ·
(v1⊕ (r − 1)c))pv1. Subtracting v1 modulo q, we have ’(0)= (0c1c2 · · · cr−1)p0 for
ci≡ ic for all i. It remains to prove that r= q. Indeed, rc≡ 0 (mod q), so r¡q implies
that c|q, c¿1. It can be easily seen that in this case only symbols divided by c occur
in w, contradicting to Lemma 1.
3. Arithmetical closure
Recall that a language F ⊆
∗ is called factorial if it contains all factors of each of
its element. Clearly, the language of factors of a 4nite or in4nite word w is always
factorial; it is denoted by F(w).
Let w=w0w1 · · ·wn : : : ; where wi ∈
, be an in4nite word; then its arithmetical
closure A(w) is
A(w) = {wiwp+iw2p+i · · ·wkp+i|i; k¿0; p ¿ 0}:
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Recall that the subword complexity of a word w is the number of its factors of length n.
It is well-known that the subword complexity of a periodic word is ultimately constant;
the complexity of a non-periodic word grows not slower than n + 1; the complexity
of a random word on a q-letter alphabet is qn. Many results about what a subword
complexity function can look like can be found in the survey [6].
The arithmetical complexity [2] aw(n) is the subword complexity of the arithmetical
closure of w. Clearly, the arithmetical complexity cannot grow slower than the subword
one.
In this paper, we 4nd the arithmetical complexity of symmetric D0L words gen-
eralizing a result of [2]. To do it, we prove the following lemma, which has been
factually proved [2] for the case of addition modulo q. Here we give it in a more gen-
eral form which works for a wider class of uniform D0L words including the SierpiGnski
word.
Let × be an associative binary operation on an alphabet 
. This operation can be
extended to words of the same length: for u; v∈
k we de4ne u× v=(u1× v1) · · ·
(uk× vk), where u= u1 · · · uk , v= v1 · · · vk , ui; vi ∈
.
Let us set a word ’(a)= t0 · · · tm−1, where a; t0; : : : ; tm−1 ∈




’(s) = ’(a)× sm
for all s∈
 (in particular, we must have ti× a= ti for all i∈{0; : : : ; m − 1}). Such
morphism ’ will be called pseudo-symmetric because when × is addition modulo q,
we obtain the de4nition of a symmetric morphism.
Lemma 2. Let w be the 2xed point starting with a pseudo-symmetric morphism ’.
Then u; v∈A(w), |u|= |v|= k implies u× v∈A(w), i.e., A(w) is closed under the
operation ×.
Proof. Let us denote the integer whose representation at base m is inin−1 · · · i1 by
[inin−1 · · · i1]m. It can be easily checked by induction on n that w[inin−1···i1]m = ti1 × ti2
× · · · × tin and the symbol numbered [inin−1 · · · i1]m of the word ’n(s) is ti1× ti2× · · · ×
tin × s. (Here symbols of a word are numbered starting with 0).
Let u= u1 · · · uk =wpwp+d · · ·wp+(k−1)d for some p¿0, d¿0. Such p and d exist
since u occurs in A(w). Let us consider n such that mn¿p+ (k − 1)d; then u lies in
the arithmetical closure of ’n(a). For all j=1; : : : ; k, let p+( j−1)d= [i jn i jn−1 · · · i j1 ]m;
then the jth symbol of u is uj =wp+( j−1)d= ti j1 × ti j2 × · · · × ti jn .
Let v= v1 · · · vk occur in w by an arithmetical progression of diLerence h, i.e.,
v=wrwr+h · · ·wr+(k−1)h for some r. Then the symbol numbered p of the word ’n(v1) is
equal to wmnr+p= ti11× ti12× · · · × ti1n×v1=u1×v1. Analogously, for all j=1; : : : ; k, the
symbol numbered p+ ( j− 1)d of the word ’n(vj) is wmn(r+( j−1)h)+p+( j−1)d= ti j1 × ti j2× · · · × ti jn × vj = uj × vj. We see that the symbols of u× v constitute an arithmeti-
cal subword of w having diLerence mnh + d and starting from the symbol numbered
mnr + p. So, u× v∈A(w), the lemma is proved.
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Example 3. Let us de4ne × on {a; b} as follows: a× a= a, a× b= b× a= b× b= b.
Then for the SierpiGnski morphism (see Example 2) we have ’s(c)=’s(a)× ccc for
both c∈{a; b}. So, Lemma 2 can be applied to the SierpiGnski word.
In the next section, we use Lemma 2 for the case when × is addition modulo q,
i.e., when the morphism ’ is symmetric.
4. Main result
It is known that the subword complexity of uniform D0L words always grows lin-
early [4] and if in addition the D0L word is marked, then its complexity is determined
by the set of short subwords [8]. However, the arithmetical complexity of a symmetric
D0L word on an alphabet of prime cardinality q is qn [2]. Here we generalize the
latter result to arbitrary alphabets: we show that for each symmetric D0L word w on

q, where q is an arbitrary positive integer, we have aw(n)= q2k n−2, where k divides
q and can be found by a standard procedure.
Let us consider some l|q and a contracting morphism hl :
∗q →
∗l de4ned by hl(i)=
i (mod l) for all i∈
q. Note that if ’ is a symmetric morphism, then so is the morphism
’l :
∗l →
∗l uniquely de4ned by ’l(hl(a))= hl(’(a)) for all a∈
q; if w is the 4xed
point of ’, then hl(w) is the 4xed point of ’l.
Theorem 4. Let ’ be a symmetric morphism on 
q and w be its 2xed point. Let l
be the maximal divisor of q such that ’l is of the form (1), and let q= kl. Then
aw(1)= q and
aw(n) = q2kn−2 for all n¿ 2:
Example 4. If ’ itself is of the form (1), i.e., if w is periodic, then l= q, k =1, and
aw(n)= q2 for all n¿2. Indeed, the 4rst two symbols of an arithmetical subword of
w can be chosen arbitrarily; they determine the residue modulo q of the diLerence of
this subword and thus all its other symbols.
Example 5. If q is prime, then the arithmetical complexity of each non-periodic sym-
metric D0L word w on 
q is aw(n)= qn for all n [2]; here l=1 and k = q.
Example 6. If the symmetric morphism ’ on 
6 is de4ned by ’(0)= 0420153, then
’3 is de4ned on 
3 by ’3(0)= 0120120 and satis4es (1). So, l=3, k =2, and for all
n¿2 we have aw(n)= 36 · 2n−2 = 9 · 2n, where w is the 4xed point of ’.
To prove Theorem 4, we shall need another easy lemma.
Lemma 3. If there exists an arithmetical progression w′=wkwk+pwk+2p · · · consisting
of 0’s in a symmetric D0L word w=’(w), then w is ultimately periodic.
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Proof. First, note that for all n, the 4xed point of ’ is also the 4xed point of ’n which
is symmetric and is of length mn, where m is the length of ’; so, without loss of gen-
erality we assume that p6m. This means that starting with some r, each word ’(wr),
’(wr+1), etc., contains at least one symbol of w′. Let us consider the sequence {ni}∞i= 0
of numbers of the 4rst symbol of ’(wr+i) lying in w′ (and thus always equal to 0):
ni = min {l|l¿ 0; m(r + i) + l = k + xp for some integer x ¿ 0}:
Here ni always exists since p6m. Moreover, ni+1 is uniquely determined by ni and
can be found as the least non-negative integer of the form ni + yp−m for an integer
y. So, the sequence {ni}∞i= 0 is ultimately periodic. But for all n, the nth symbol of an
image of letter under a symmetric morphism uniquely determines this letter. So, the
sequence wrwr+1wr+2 · · · (and thus w itself) is also ultimately periodic.
Proof of Theorem 4. Note that u∈F(w) (say, u∈F(’k(0))) implies u⊕ i|u| ∈F(w)
for all i: indeed, since F(’k(i))=F(’k(0))⊕ imk , we have u⊕ i|u| ∈F(’k(i))⊂F(w);
the latter inclusion holds because i (and thus ’k(i)) occur in w due to Lemma 1. So,
the set of factors of a symmetric D0L word is also in a sense symmetric and by the
Van der Waerden theorem, the words 0n occur in w for all n.
Let 
′⊆
 be the set of symbols c∈
 such that for all n the words 0nc occur
in A(w). As we have mentioned, 
′ always contains 0 and thus is not empty. Due
to Lemma 2, 
′ is closed under addition modulo q: indeed, if for all n we have
a; b∈
′ and thus 0na; 0nb∈A(w), then 0na⊕ 0nb=0n(a⊕ b)∈A(w) for all n and
thus a⊕ b∈
′. So, 
′= {0; l; 2l; : : : (k − 1)l} for some divisors k; l of q such that
q= kl. Consider the word hl(w). Starting with some length n, an arithmetical pro-
gression 0n can be prolonged in it only by 0. Due to the Van der Waerden theorem,
this means that in4nitely long arithmetical progression of 0’s occurs in hl(w). Due
to Lemma 3, hl(w) is ultimately periodic. Since hl(w) is the 4xed point of the sym-
metric morphism ’l de4ned by ’l(0)= hl’(0), and due to Lemma 1, we have that
hl’(0)= (0c(2c) · · · ((l− 1)c))p0 for some c∈
k and p∈N. This means exactly that
’(0)∈ (S0S1S2 · · · Sl−1)pS0 and w∈ (S0S1S2 · · · Sl−1)!, where for all i∈{0; : : : ; l − 1}
we have Si = {ic; l+ ic; : : : ; (k − 1)l+ ic}.
Suppose that a word u of length n¿2 from the arithmetical closure A(w) belongs to
SiSi+j
n−2 for some i; j∈{0; : : : ; l}. Since the subalphabets S0; : : : ; Sl−1 are mutually
disjoint, any occurrence of u lies in an arithmetical subsequence whose diLerence is
equivalent to j modulo k. So, u must lie in SiSi+jSi+2j · · · Si+(n−1)j, where the indices
are taken modulo l, and each word u∈A(w) must be of this form for some i and
j. Since i and j admit l values each, and each Si has cardinality k, we thus have
aw(n)6l2k n for all n¿2. It remains to prove that in fact the equality holds.
To do it, let us use the induction on the length n. For the base of induction
(n=1), note that all symbols of 
 belong to A(w) by Lemma 1. Now suppose that
u∈ SiSi+j · · · Si+(n−1)j ∈A(w) and prove that for all x∈ Si+nj we have ux∈A(w). In-
deed, let uy∈A(w) for some y∈
; then as it was shown above, y∈ Si+nj and thus
x≡y + zl (mod q) for some z. Recall that by the de4nition of l, we have 0nl∈A(w).
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Due to Lemma 2, the sum uy⊕ 0nl⊕ · · · ⊕ 0nl
︸ ︷︷ ︸
z
= uy⊕ 0n(zl)= u(y⊕ zl)= ux also
belongs to A(w). The induction step is done and the proof is complete.
5. Remarks and comments
As we have shown, the arithmetical complexity of uniform D0L words can grow
exponentially; it can also grow linearly in the case when they are Toeplitz words [2].
Lemma 2 will probably be useful in a more general case, but it alone does not help
even to estimate the arithmetical complexity of the SierpiGnski word.
It is interesting that unlike the subword complexity [6], the arithmetical complexity
of a symmetric D0L word never depends on the length m of the morphism or other
speci4c parameters but l.
Computing arithmetical complexity of other classes of in4nite words also can be an
interesting mathematical problem.
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