Abstract. The binary operation of usual addition is associative in all common matrices over R. However, here we define a binary operation of addition in matrices over Z n which present the concept of nonassociativity. These structures form Matrix AG-groupoids and Matrix AG-groups over modulo integers Z n . We show that both these structures exist for every integer n ≥ 3 and explore some of their properties like: (i). Every matrix AGgroupoid G nAG (t, u), is a transitively commutative AG-groupoid and is a cancellative AG-groupoid if n is prime. (ii). Every matrix AG-groupoid of Type
Introduction
A magma that satisfies the left invertive law: (ab)c = (cb)a [1] , is called an AG-groupoid. An AG-group G is an AG-groupoid which has the left identity and has inverse of each of its element. Both these structures are nonassociative in general, and so one has to play the game of brackets in a defined way.
Many new classes of AG-groupoids have recently been introduced and characterized [5, 6, 7, 8, 12] . Fuzzification of AG-groupoids and AG-groups has also been done see for instance [9, 10] . The fourth author in his PhD thesis [2] studied a lot about AG-groupoids and AG-groups exclusively. However, the construction of these structures, as well as of all algebraic structures remains a difficult job for the researchers. In this article we try to introduce construction of these structures especially in matrices. A matrix A over a field F is a rectangular array of scalars represented by: [3] has defined some nonassociative construction for matrix groupoids as follows:
be the collection of row matrices with entries from the modulo integer Z n . Define a binary operation * on G as follows:
where t, u ∈ Z n \{0}, t = u and (t,
as follows:
. .
is a groupoid known as the column matrix groupoid over Z n .
Thus (G, (t, u), * ) is p × q matrix groupoid over Z n . Moreover, we generally represent these (row matrix, column matrix or p × q matrix) groupoids over Z n by G n (t, u). In this article G(n) denotes the class of G n (t, u) for distinct integers t, u ∈ Z n \ {0}, and (t, u) = 1, that is, G(n) = {G n (t, u), for distinct integers t, u ∈ Z n \ {0}, and (t, u) = 1}.
Note that by putting some additional conditions on t and u in G(n), we get the following new classes of matrix groupoids of:
(iii) Type-III, if t, u ∈ Z n , where t or u is zero.
In the following section we show the existence of matrix AG-groupoid (modn), and find its relations with the already known classes of AG-groupoids.
Existence of Matrix AG-groupoid (mod n)
The following theorem shows the existence of matrix AG-groupoid (mod n) for n ≥ 3, and indeed it introduces a simple way of construction of these AGgroupoids for any finite order.
Proof. Let G n (t, u), satisfies t 2 ∼ = u(mod n) for any t, u ∈ Z n , to show that G n (t, u) is a row matrix (column matrix or p × q matrix) AG-groupoid, it is sufficient if we show the left invertive law; (A * B)
This implies that G n (t, u) is nonassociative matrix AG-groupoid by Equation (2.1), (2.2) and (2.3).
We denote this matrix AG-groupoid by G n (t, u) -AG-groupoid (mod n) or in short by G nAG (t, u), and G AG (n) represent the class that contains all the matrix AG-groupoids (mod n). Now by varying values of t and u and by imposing some additional conditions on t and u, we get different classes of matrix AGgroupoid (mod n) for some fixed integer n ≥ 3. These new classes of matrix AGgroupoids (mod n) will be denoted by G AG−I (n), G AG−II (n) and G AG−III (n) . The following example shows the existence of these matrix AG-groupoids over Z n .
, we show that it satisfies the left invertive law:
This implies that G 3AG (2, 1) ∈ G AG (3) by Equation (2.4)=(2.5), and G 3AG (2, 1) is a nonassocaitive matrix AG-groupoid (mod n) by Equation (2.4) and (2.6) .
The following examples shows that the list of variuos Types of matrix AGgroupoids for different n ≥ 3. Example 6. G AG (6) = {G 6AG (5, 1)}, G AG−I (6) = {G 6AG (2, 4)} and G AG−II (6) = {G 6AG (1, 1), G 6AG (3, 3) , G 6AG (4, 4), } and so on.
The following outcomes are straight away from Theorem 1.
Example 7. Martix AG-groupoids G 6AG (3, 3) and G 6AG (4, 4) in G AG−II (6) are commutative semigroups.
Some properties of matrix ag-groupoids (mod n)
In this section we investigate the relations of these new classes of matrix AGgroupoids with some already known classes of AG-groupoids that includes the following:
Theorem 2. Every matrix AG-groupoid
Proof. To show that every matrix AG-groupoid in G AG−II (n) is a T 3 -AG-groupoid, it is sufficient if we show that an arbirtary matrix AG-groupoid G nAG (t, u) is T 
Similarly we can show that every matrix AG-groupoid
Proof. To show that every
as n ∤ u, because a non-zero u and (b ij − c ij ) both are less then n, where n is prime. Therefore,
Hence every matrix AG-groupoid G nAG (t, u) in G AG (n) or in G AG−I (n) is T 3 l -AG-groupoid. Similarly we can show that every matrix AG-groupoid
However, the result is not true in general. For example, G 8AG (6, 4) is not a T 3 -AG-groupoid.
From the following theorem it is clear that G AG (n) is a subclass of transitively commutative AG-groupoid.
Proof. To show that every G nAG (t, u) ∈ G AG (n) is a transitively commutative AG-groupoid, we show that an arbitrary matrix AG-groupoid G nAG (t, u) is transitively commutative AG-groupoid. Let A, B, C ∈ G nAG (t, u), and
Similarly,
Hence every G nAG (t, u) ∈ G AG (n) is transitively commutative AG-groupoid.
Example 9. G 7AG (5, 4) is transitively commutative AG-groupoid.
is a cancellative AG-groupoid, if n is prime.
Proof. Let n is prime, to show that G nAG (t, u) in G AG (n) or in G AG−I (n) is a cancellative AG-groupoid, we show that it is left cancellative AG-groupoid as well as right cancellative AG-groupoid. For left cancellativity AG-groupoid, let
⇒ n | u(x ij − y ij ) as n ∤ u, because a non-zero u and (x ij − y ij ) both are less then n, where n is prime. Therefore, n | (
As every left cancellative AG-groupoid is right cancellative AG-groupoid [2] . Hence G nAG (t, u) in G AG (n) or in G AG−I (n) is cancellative AG-groupoid.
Example 10. G 5AG (3, 4) ∈ G AG−II (5) is a cancellative AG-groupoid.
Theorem 6. A matrix AG-groupoid G nAG (t, u) is an AG-band, if t + u = 1(mod n).
Proof. Let t + u = 1, to show that a matrix AG-groupoid G nAG (t, u) is an AGband it is sufficient to show that A * A = A;
Hence a matrix AG-groupoid G nAG (t, u) is an AG-band, if t + u = 1(mod n).
Example 11. G 5AG (2, 4) is an AG-band. 4 . Existence of row matrix (column matrix or p × q matrix) AG-Groups (mod n)
In this section, we introduce another new class of matrix groupoids containing matrix AG-groups (mod n). We study these matrix AG-groups (mod n) and obtain different results. The following theorems shows the existence of matrix AG-groups (mod n) for n ≥ 3, and indeed it gives a simple way of construction for matrix AG-groups (mod n) of any finite order.
The following theorem guarantees the existence of at least one matrix AG-groups (mod n) for each n ≥ 3, if t 2 ∼ = 1(mod n).
Proof. Given that matrix groupoid, G n (t, u) satisfies t 2 ∼ = 1(mod n) for t ∈ Z n \ {0}, we have to show G n (t, u) is matrix AG-group (mod n).
Left invertive law:
We show that (A * B) * C = (C * B) * A, holds for all A, B, C ∈ G n (t, u); (A * B) * C = (t 2 a ij + tb ij + c ij )(mod n) (4.1) and (C * B) * A = (t 2 c ij + tb ij + a ij )(mod n) (4.2) This implies that G n (t, u) is an AG-groupoid (mod n), because (4.1) and (4.2) coincide for t 2 ∼ = 1(mod n).
Nonassocaitivity:
A * (B * C) = [(ta ij + tb ij + c ij )(mod n)] . (4.3)
From Equation (4.1) and (4.3) it is clear that G n (t, u) is nonassociative.
Existence of left identity: '0 = [0 ij ] ∈ G n (t, u)' is the correspondent left identity; 0 · X = [x ij (mod n)] = X; ∀ X ∈ G n (t, u).
However,
Existence of inverses: (n − 1)tX or −tX is the inverse of X ∀ X ∈ G n (t, u); Hence G n (t, u) is a matrix AG-group (mod n).
We denote this class of matrix AG-group (mod n) by {G n , (t, 1), ·}-AG-group (mod n).
For varying values of t we get different classes of AG-groups for a fixed positive integer n.
Corollary 3. Let G n (t, u) be matrix groupoid, then G n (n − 1, 1) is a matrix AG-group (mod n).
Proof. Since (n − 1) 2 ∼ = 1(mod n). The proof now follows by the Theorem 7.
