Abstract. We study the inverse scattering problem for the nonlinear Schrödinger equation and for the nonlinear Klein-Gordon equation with the generalized Hartree type nonlinearity. We reconstruct the nonlinearity from knowledge of the scattering operator, which improves the known results.
Introduction
We consider the inverse scattering problem for the nonlinear Schrödinger equation
and for the nonlinear Klein-Gordon equation • λ 0 is not 0-function.
• λ 0 satisfies that either λ 0 ≥ 0 or λ 0 ≤ 0.
• lim α↓0 ν(αx, αy)|αy| σ = λ 0 (x, y) a.e.
Suppose that µ belongs to A 1 σ with unknown σ. The nonlinear term f(v) is the generalization of the Hartree term
The term G σ 0 is an approximative expression of the nonlocal interaction of specific elementary particles. The equations (NLS) and (NLKG) with f = G σ 0 are initially studied by Chadam-Glassey [3] and Menzala-Strauss [8] , respectively. There is a substantial literature on the scattering theory for Hartree equations (see for instance [11] and references therein).
The inverse scattering problem for the nonlinear equation is recovering the nonlinearity from the knowledge of the scattering operator. For the definition of the scattering operator for the nonlinear equation, see, e.g., Section 2 in [14] . As we will show later, under suitable conditions, the scattering operator is well-defined for (NLS) and for (NLKG).
The inverse scattering problem for the nonlinear Schrödinger equation with the Hartree term is initially studied by [17] . To introduce the other results, we define the following two terms:
where
We remark that the term G 1 and G 2 satisfy (1.1) with µ = λ 1 (y)|y|
σ , respectively. Watanabe [19] determined σ of the term G 1 if λ 1 is a constant. However, the method of [19] is not applicable in the case where λ 1 is not constant. It was suggested in [19] that we can easily reconstruct the term λ 2 if σ is a given number. Thus, if we can make a formula for determining σ of G 2 , then we can reconstruct G 2 . However, the method to determine σ of G 2 is not known in the case where λ 2 is not a constant.
The inverse scattering problem for the nonlinear Klein-Gordon equation with the Hartree term is initially studied by [14] which proved the uniqueness on identifying µ = µ(y). We remark that for λ > 0 with λ = 1, and for any nontrivial solution of a free Klein-Gordon equation φ(t, x), a rescaled function φ(λt, λx) does not solve the equation. As a result, the method to make the reconstruction formula for G σ 0 in (NLS) is not applicable to the same term in (NLKG).
Our aim in this paper is to give an almost complete answer of the above problem which have not been shown. More precisely, for (NLS) and (NLKG), and for j = 1, 2, we shall determine σ of G j even if λ j is not constant. Since f with µ ∈ A 1 σ is a generalization of G j , it is sufficient to make the formula for determining σ of µ ∈ A 
where S is the scattering operator for (NLS). For (NLKG), we put
where S is the scattering operator for (NLKG). Again we assume that the nonlinearity f has the form (1.1), and µ belongs to A 1 σ with unknown σ. We are in a position to state our main Theorems.
For (NLS), we have the formula for determining
and φ = 0. For (NLKG), we have the formula for determining σ
Remark 1. From Theorem 1.1 or 1.2, we can determine σ of G 1 and of G 2 . Moreover, by using the determined σ and the method of [15] (see also (1.6) in [19] ), we have the reconstruction formula for λ 1 of (NLS)
.
, and u 0 = e it∆ φ. For (NLKG), the reconstruction formula for λ 1 can be also given by
where w 0 = cos t √ −∆ φ. For the proof of (1.5), see Section 3.2.
Remark 2. In [19] , The condition for σ of the equation (NLS) is 2 ≤ σ ≤ 4 and σ < n. We extend this condition to 1 < σ ≤ 4 and σ < n.
The contents of this paper are as follows. In Section 2, we prove that we can treat µ ∈ A 1 σ as |y| −σ whenever we consider only the scattering problems for (NLS) and for (NLKG). For this purpose, we first give an estimate for the nonlinearity by using the HardyLittlewood-Sobolev inequality and the complex interpolation method for the Sobolev spaces. From the estimate, we see the existence of the scattering operators for (NLS) and for (NLKG) under suitable condition of σ.
In Section 3, we first determine σ of (NLS). As the first step, by using the method of [15] and the proposition in Section 2, we show that
where a function R(φ)(t, x, y) is integrable on R 1+n+n (t,x,y) . The condition for µ and the Lebesgue dominate theorem enable us to show (1.2). We next determine σ of (NLKG). As in the (NLS) case, we first prove that
In order to complete the theorem, we have only to prove that Q α → Q 0 as α → 0. To show the convergence, we use the L p − L q estimates for the linear Klein-Gordon and for the linear wave equation. Finally, we show the reconstruction formula (1.5).
Scattering
Before considering the inverse scattering problem, we have to solve the direct problem. It has been proved that there exist the scattering operators for (NLS) and for (NLKG) with f = G σ 0 (see, e.g., [5, 6, 7, 13, 16] ). The following proposition is helpful to consider the direct problem: 
(2.1)
follows from the Hardy-LittlewoodSobolev inequality and the Hölder inequality that
In particular, we have
Accordingly, by using the complex interpolation method (see, e.g., [2] ) for the linear operator L r 1 g → ν(·, y)g(· − y)dy ∈ L r , we obtain (2.1).
From (2.1), and the methods of [5, 6, 13] , we can see the existence of the scattering operator for some σ. In order to mention the scattering states in detail, we list some notation. For a Banach space A, and for δ > 0, let B(δ; A) be the set a ∈ A; a|A ≤ δ .
We set
Here, p 2 and q 2 satisfy that 3 < p 2 < ∞,
The scattering states are as follows: (1) Let n ≥ 2, 1 < σ ≤ 4 and σ < n. There exists some ρ 1 > 0 such that for any
3)
Moreover, we can define the scattering operator for (NLS)
(2) Let n ≥ 2, 4/3 < σ ≤ 4 and σ < n. There exists some ρ 2 > 0 such that for any
Moreover, we can define the scattering operator for (NLKG)
Proof. In the case of both (NLS) and (NLKG) with 2 ≤ σ ≤ 4, the estimate (2.1) enables us to see that (3.6) and (3.7) in [6] hold. In the case of (NLS) with 1 < σ < 2, the estimates (2,5)- (2, 8) in [5] are immediately shown by (2.1).
In the case of (NLKG) with 4/3 < σ < 2, Lemma 2.3 in [13] holds from (2.1). Accordingly, we can treat the estimates for f as the estimates for the Hartree type G σ 0 . For the rest of the proof, we have only to apply to methods of [5, 6, 13] . This completes the proof.
Inverse scattering
In this section, we consider the inverse scattering problem for (NLS) and for (NLKG).
Nonlinear Schrödinger equation.
Inverse scattering problem for the nonlinear Schrödinger equation was initially studied by [15] . Weder [21, 22, 24] considered the nonlinear Schrödinger equation with a power type nonlinearity.
It was mentioned by [14] that the method for the power type nonlinearity is not applicable to our problem of determing µ(x, y) in (NLS). Now we prove Theorem 1.1. Let 1 < σ ≤ 4 and σ < n. We here assume µ ∈ A
is well-defined. By [15] and [18] , it follows from (2.5)-(2.7) that
Having in mind that
we see that
Substituting µ(x, y) = |y| −σ into (3.1), we see that R(φ) is integrable. Hence it follows from the assumption µ ∈ A
Thus, we have (1.2). This completes the proof.
Nonlinear Klein-Gordon equation.
Inverse scattering problem for the nonlinear Klein-Gordon equation was initially studied by [9] . Weder [20, 23] (see also [1] ) considered the nonlinear Klein-Gordon equation with a power type nonlinearity
It was proved that the small amplitude limit of the scattering operator determines uniquely all the V j (x), j = 0, 1, · · · . It was mentioned by [14] that the method for the power type nonlinearity is not applicable to our problem of determing µ(x, y) in (NLKG). Now we prove Theorem 1.2, and the reconstruction formula (1.5). To derive (1.3), we follow the line of the proof of Theorem 1.1. Let 4/3 < σ ≤ 4, n/(n − 1) < σ < n and let S be the scattering operator for (NLKG).
We here assume that µ ∈ A 
is well-defined. By (2.11)-(2.13), it follows from the method of [15] and [18] that
Having in mind that
we also have
In order to see the convergence of
, we give the following lemma:
Lemma 3.1. Let I = (6(n − 1)/(3n − 5), 2n/(n − 2)] and 0 ≤ β ≤ 1. For n/(n − 1) < σ ≤ 4, σ < n, and
Proof. We first state L p − Lṕ estimates (see, e.g., [10, 12] )
and
where 2 < r < ∞ andḢ s p is the homogeneous Sobolev space (for the definition, see, e.g., [2, 4] 5) where
On the other hand, Using the identity
and (3.4), we obtain 
where we have used the equality
for the second inequality, and r satisfies 3 2 + s n = σ n + 3 r , 2 < r < ∞.
Using (3.6), we see that
Since n/(n − 1) < σ ≤ 4 and σ < n, we can put r ∈ I. Thus, we have n(1/2 − 1/r) ≤ 1 and −3(n − 1)(1/2 − 1/r) < −1. Hence, Q β (φ) is integrable, and the right hand side of (3.7) is bounded by some integrable function which is independent of m. For all t ∈ R, we can easily show that Ψ m (t) − Ψ 0 (t) H s → 0 as m → 0.
Thus, applying the Lebesgue dominate theorem on R t , we have (3.2). This completes the proof.
Let us go back to the proof of Theorem 1.2. We again assume φ ∈ Λ. From Lemma 3.1, we see that 
y)d(t, x, y).
Here, σ is a known number which is determined by Theorem 1.2. Since λ 1 is bounded and continuous, it follows from Lemma 3.1 that Thus, we have (1.5).
