A period-doubling bifurcation for the Duffing equation by KOMATSU, YUKIE et al.
Komatsu, Y., Kotani, S. and Matsumura, A.
Osaka J. Math.
34 (1997), 605-627
A PERIOD-DOUBLING BIFURCATION
FOR THE DUFFING EQUATION
YUKIE KOMATSU, SHINICHI KOTANI and AKITAKA MATSUMURA
(Received September 19, 1996)
1. Introduction
We consider the periodic solutions of the Duffing equation which describes the
nonlinear forced oscillation:
(1.1) u"(t) + μu'(t) + κu(t) + au3(t) = /
λ
(ί), t G R
where μ, α are positive constants and K is a nonnegative constant, and f\(t) is a given
family of T-periodic external forces parameterized by λ (> 0) which somehow rep-
resents the magnitude of fχ. It is well-known that for any λ there exists at least one
T-periodic solution of (1.1), and furthermore if the magnitude λ is suitably small,
then this periodic solution is unique and asymptotically stable. As λ increases,
we can observe by numerical computations that the solution loses its stability and
various bifurcation phenomena take place. In particular, the period-doubling bi-
furcations are observed as very important phenomena along the route toward a so
called "Chaos". However, it is surprising that there have been no rigorous proofs
of existence of these bifurcation phenomena. Recently, Komatsu-Kano-Matsumura
[4] tried to detect a bifurcation phenomenon around a "linear probe" {(λ,τxλ)}λ>o
inserted into the product space (λ, it), which is defined by
> : given T-periodic smooth function
( }
 f x ( t ) := u'((t) + μu'
χ
(t) 4-
Here we should note that u = u\ is a trivial solution of (1.1) corresponding to
f\ for any λ. Then, in the particular case U(t) = sin(2π£) (T = 1), studying the
linearized equation of (1.1) at u = u\
(1.3) υ"(t) + μv'(t) + κv(t) + 3aλ2U2(t}v(t) = 0
by the arguments of continued fractions, they showed that T-periodic solution bi-
furcates from at least three points of the probe {u\}\>o under some condition on μ.
They also made a conjecture by numerical computations that there are countably
many bifurcation points of T-periodic solution. However, they could not obtain
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any results on period-doubling bifurcations. On the other hand, numerical compu-
tations in the case U(t) — sm(2τrί)-h0.5, indicate that there might be countably many
bifurcation points of both T-periodic and 2Γ-periodic solutions. In this paper, we
shall try to explain these phenomena rigorously.
In fact, we show that for more general T-periodic functions U(t), only T-
periodic and 2T-periodic solutions can bifurcate from {U\}\>Q, and under some
condition on μ (see (2.2) below) there exist countably many bifurcation points of
T-periodic solution, and also do exist countably many bifurcation points of 2T-
periodic solution (period-doubling bifurcations) except some particular cases. We
should emphasize that the condition (2.2) on μ depends only on the number of zero
points of U over one period and their order, and that more zero points U has, less
restrictive is the condition on μ, this somehow means, easier bifurcation phenomena
take place. We also show the asymptotic stability and instability of the trivial solu-
tion u\(t) alternates at each these bifurcation points. We further remark that the case
U(t) = sin(2τr£) is really a particular one where only T-periodic solutions bifurcate
from {uχ}χ>0. The precise conditions and main Theorem are stated in Section 2.
In Section 3, we reformulate the problem in order to apply Crandall-Rabinowitz's
Theorem [2] on bifurcation theory. In this process, eigenvalue problem of (1.3) plays
an essential role. In Section 4, we relate it to the Lyapunov exponent through the
Floquet Theory and show the properties of the Lyapunov exponent in making use
of the expansion theory by generalized eigen-functions established by Titschmarsh-
Kodaira. Finally from these properties and asymptotic analysis with respect to λ,
which details are stated in Section 6, we prove main Theorem in Section 5.
2. Main Theorem
To state the main Theorem precisely, we assume that
(2.1) U2(t) has N + 1 zero points {ti}fL0 of n-th order on [t0, to + T\,
where t0 < tι < < tN = t0 + T. We define v = l/(n + 2) and also define
Si = Jt* \U(s)\ds. Then we have the following main theorem for the bifurcation
problem of periodic solution of (1.1) with (1.2).
Theorem 2.1. Suppose (2.1) and
τ)
Then it holds the fallowings for the bifurcation solutions from the probe {u\}\>o.
(1) There exist countably many bifurcation points, whose period is T or 2T. On
the other hand, mT -periodic (m > 3) solution does not bifurcate.
(2) The case N = 1 :
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There exist λ* and {λ^}°^0 (λ* < λ0 < λi ---- > oo) such that the sequence of
bifurcation points for X > λ* is coincident with {λ«}^0, where {λ4m}, {λ4m+ι}
are T-perίodίc bifurcation points and {λ4m+2}, {^m+s} are period-doubling
bifurcation points. Moreover, it holds that if X e (λ2m+ι,λ2m), then u\ is
asymptotically stable, ίf\ e (λ2m,λ2m+ι), then u\ is unstable.
(3) The case N = 2:
There exist countably many T-perίodίc bifurcation points, and also exist count-
ably many 2T-perίodic bifurcation points except for the following two cases.
(i) When Si = 52, the set of period-doubling bifurcation points is finite.
(ii) When Sι/S2 = (2p+ l)/(2ςr+ 1) (p, g G N, Si ^ 52), we assume instead
of (2.2),
(2.3)
~ . . 2{cos(SΊ + 52)λ + cos(5ι - S2)λ cos2 z/ττ}Δ = mi 2
λ sin z/π
Then there also exist countably many period-doubling bifurcation points.
The stability ofu\ changes at any above bifurcation points.
(3) The case N > 3 :
There exist countably many T-periodic bifurcation points. Furthermore, if
{Si}^ are rationally independent, there also exist countably many period-
doubling bifurcation points. The stability ofuχ changes at any these bifurca-
tion points.
REMARK 1. Throughout this paper, we use the notation "raT-periodic solu-
tion" (m G N) when the periodic solution has a period raT, but not any of iT
(1 < i < m~ 1).
REMARK 2. If Sl/S2 Φ (2p + l)/(2ςr + 1) (p,q G N), it holds that A =
—2(1 + cos2 Z^TT)/ sin2 z/ττ. Then we have
, ,^
21og(cot
τ
),
which is consistent with the condition (2.2) .
EXAMPLE 1. In the case U(t) = sm2τrί ± 1, U2(t) has two zero points of forth
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order (N = 1, v — 1/6). Applying Theorem, if μ/2 < log(2 + Λ/3), there exist
countably many both 1 -periodic and period-doubling bifurcation points.
EXAMPLE 2. In the case U(t) = siτι2πt + 0.5, U2(t) has three zero points of
second order, and Si/S^ is not rational (N = 2, v — 1/4). Applying Theorem,
if μ/2 < 21og(l + \/2), there exist countably many both 1-periodic and period-
doubling bifurcation points.
EXAMPLE 3. In the case U(t) = sin2πί, U2(t) has three zero points, but
Si = S2 (N — 2, v = 1/4). So, Theorem implies the set of period-doubling
bifurcation points is finite. However, we can show a stronger result that the period-
doubling bifurcation point can not exist at all. In fact, since the period of U2(t)
is 1/2 in this case, the argument in the proof of (0) implies the period of any
bifurcation points can not be but 1/2 or 1. This explains why we could not detect
any results on period-doubling bifurcations in [4].
3. Reformulation of the problem
We first note that any periodic solution of (1.1) should have the period T = πiT
for an m £ N. Hence, for any fixed m e N, we look for the periodic solution of
(1.1) in the form :
(3.1) u(t) = u
χ
(t)+Xυ(t),
where v(t) is a T-periodic function. Then v(t) must satisfy the periodic problem
υ"(t) + μv'(t] + κυ(t) + λ(U2(t)v(t) + U(t)v2(t) + \υ3(t)) = 0
(3.2)
where we set Λ = 3a\2. To study the bifurcation problem to (3.2) around the
trivial solution υ = 0, we make use of a following bifurcation theorem in Crandall-
Rabinowitz [2].
Theorem 3.1 (Crandall and Rabinowitz). Let X, Y be Banach spaces, V a
neighborhood of 0 in X and
F : (0, oo) x V -> Y
have the properties for a Λ0 > 0
(a) F(Λ, 0) = 0 for Λ G (0, oo),
(b) The partial derivatives F
Λ
, F
x
 and F^
x
 exist and are continuous,
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(c) N(FX(A0,0)) and Y/R(FX(A0,0)) are one dimensional.
(d) F
Λx
(Λ0,0)x0 0 β(Fx(Λ0,0)), for a nontrίvialx0 € 7V(FX(Λ0,0)).
Lei Z όe α«y complement ofN(F
x
(A0,0)) /« Jf. Then there is a neighborhood
U 0/(Λ0,0) /« R x X, an interval (—6,6), and continuous functions φ : (—6,6) —>
β, V : (-6, δ)-+ Z such that φ(Q) = Λ0, ψ(Q) = ° and
(3.3) F~\ϋ) ΠU = {φ(e), exo + e^(e) : |ε| < 6} U {(λ,0) : (λ,0) G C/}.
In order to apply Theorem 3.1, we define Banach spaces X and Y by
X = {u G C2(R) u(t) = u(t + T), t G β},
Y = {u G C(R)\u(t) = u(t + f), t G β},
with the norms
0<ί<T 0<ί<T
\\u\\γ = msx^\u(t)\.
0<t<T
Also define F : (0, oo) x X -> F by
(3.4) F(Λ, υ) - υ" + μi;7 -f ^  + Λ ( U2υ + t/^2 + ^ 3 ) .
V 3 /
Then we have
Lemma 3.2. ΓAβ hypotheses (a)-(d) of Theorem (3.1) are reduced to the
following three conditions in the present problem (3.2).
(i) Λ = Λ0 is a positive eigenvalue of the following linearized eigenvalue problem
of (3.2) atv = 0:
J v"(t) + μv'(t) + /™(ί) + λU2(t)v(t) = 0
(ii) 77ze solution space of (3.5) is one dimensional
(iii)
(3.6)
where vo(t) is an eigenfunctίon of (3.5) with Λ = Λ0 and v$(t) is a nontrivial
solution of the adjoint problem to (3.5) "with Λ = ΛQ :
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ί v"(t] - μv'(t) + κv(t) + λ0U2(t)v(t) = 0,
REMARK 3. The condition (iii) means that the eigenvalue Λ = Λ0 is simple.
Since our problem here is not self-adjoint, its condition is not trivial at all. We
shall give a nice criterion for it in the next section.
Proof of Lemma 3.2. It is clear that F(Λ,0) = 0 for Λ e (0,oo). Moreover,
F
Λ
, F
υ
 and FAυ are easily proved to exist and be continuous. Especially, it holds
that
(3.8) FV(Λ, 0)ι; - v" + μv1 + KV + λU2v,
(3.9) FAυ(Λ,0)v = U2v.
Therefore, we have N(FV(Λ0, 0)) coincides with the eigen space of (3.5) Λ = Λ0 and
the condition F
Λυ
(Λ0,0)tΌ <£ R(FV(A0,Q)) is equivalent to that the equation
(3.10) y"(t) + μy'(t) + κy(t) + λ0U2(t)y(t) = U2(t)v0(t).
has no solution. Now, let's define F^(Λ0, 0) : X — > y by
(3.1 1) ^,*(Λo, 0)υ = v;/ - μv' + /«; + Λ0C/2^.
Then, the standard argument of the ordinary differential equaitons says that
(3.12)
and a necessary and sufficient condition that the equation (3.10) has no solution is
that the right hand side of (3.10) is not orthogonal to 7V(F^(Λ0, 0)). Therefore, we
can easily see the condition (c) is reduced to (ii), and the condition (d) is reduced
to (iii). Thus the proof is completed. D
4. Eigenvalue problem of the linearized equation
In this section, we investigate the eigenvalue problem (3.5) in details. To do
that, we generally study the linearized equation
(4.1) v"(t) + μv'(t) + κv(t) + AU2(t)v(t) = 0.
We set v(t) = e-μt^w(t), then (4.1) becomes
(4.2) w"(t) + ί-ί^ + « -h ΔU2(t)\ w(t) = 0
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which is a type of so called Hill's equation. The equation (4.2) also has the matrix
form
(4.3) ' ' -V f . 0,
To consider the original problem (3.5), we may seek the solution of (4.2) of the
form eμt^w(t), where w is periodic of period T = mT. Let ΦΛ(*) be a fundamental
matrix for (4.3),
*<«-
where {φi(t, Λ)}?
=1 are given by the solutions of initial value problem to (4.2) with
initial data Φ
Λ
(0) = E. By the Floquet's Theory and the fact Φ
Λ
(mT) = (Φ\(T))m,
we can see that the equation (4.1) has an raT-periodic solution if and only if Φ\(T)
has a characteristic root eμT/2α;
m
, where ω
m
 is a primitive m-th root of 1, but not
any i-th root for 1 < i < m — 1. Note that detΦ^(t) = I for t > 0, because the trace
of the coefficient matrix of (4.3) is zero. Then, the characteristic roots of Φ\(T) are
given by the roots of characteristic equation
(4.5) σ2 - Δ(Λ)σ +1 = 0,
where Δ(Λ) is a trace of Φ
Λ
(Γ), that is, Δ(Λ) = φι (T, Λ) + φ'2 (T, Λ) . If |Δ(Λ)| < 2,
then the roots of (4.5) are complex conjugates of magnitude 1. Therefore, there
does not exist the root of the form eμT/2ω
m
. If Δ(Λ) > 2, then the roots of (4.5)
are real and given by ez^τ and e~z^τ for some z(Λ) > 0. Therefore, in order
for one of the roots to have the form eμT/2α;
m
, m — 1 (ω\ — 1), z(Λ) = μ/2
and Δ(Λ) = eμT/2 + e~μT/2. Then only Γ-periodic solution of (4.1) exists. If
Δ(Λ) < -2, then the roots of (4.5) are real and given by -e*(Λ)τ and -e~z^τ
for some z(A) > 0. In the same way as above, m = 2 (ω2 — —1), z(A) = μ/2
and Δ(Λ) = -(eμT/2 + e~μT/2) is only the case the problem (4.1) has 2Γ-periodic
solution, but not other periodic solutions. z(Λ) is explicitly given by the formula
<4.6> ,(Λ) = cosh- = .
We also define z(A.) = 0 for |Δ(Λ)| < 2. Then, z(A.) coincides with so called
"Lyapunov exponent" of the solution of (4.1). By these consideration above, we
have next lemma.
Lemma 4.1. For the linearized equation (4.1), it holds the fallowings.
(i) mT(m > 3) -periodic solution does not exist.
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(ii) T-periodic solution exists at Λ = Λ0 if and only //Δ(Λ0) = eμT/2 + e~μT/2.
(iii) 2T-periodic solution exists at Λ = Λ0 if and only ι/Δ(Λ0) = -(eμT/2+e~μT/2).
Then, this IT-periodic solution is T-anti-periodic solution, i.e. u(t) = —u(t + T)
for t G R.
(iv) The set of such Λ0 as in (ii) and (iii) & discrete and countable at most
(v) Γλe solution space corresponding to (ii) and (iii) /I? owe dimensional
(vi) If z(λ) > μ/2 resp. (z(Λ) < f), ίAe solution of (4.1) grows resp. (decays)
exponentially.
REMARK 4. It is well known that if Λ = Λ0 is a bifurcation point, Λ0 must
be a eigenvalue of linearized problem. Hence, (i) implies that mT(m > 3)-periodic
solution does not bifurcate from {u\}\>0.
Proof. From the previous arguments, (i), (ii) and (iii) are clear. Since Δ(Λ)
is a holomorphic function of λ and the characteristic roots of ΦΛ(^) are distinct
for |Δ(Λ)| > 2, we can show (iv) and (v). Finally, (iv) follows from the fact that
the Lyapunov exponent of the equation (4.1) is equal to z(A.) — μ/2. Π
In the rest of this section, we further investigate the properties of Δ(Λ) and
z(Λ). For the Hill's equation (4.2), although the weight function U2 is not uni-
formly positive, usual classical arguments such as oscillatory property of Δ(Λ) and
expansion theory by generalized eigenfunctions for singular boundary value prob-
lem hold with proper modification (cf. Coddington-Levinson [1], Yosida [7]). For
oscillatory property of Δ(Λ), it holds
Proposition 4.2. There exist {λj^0 and {μi}^ satisfying -oo < λ0 <
μi < M2 < λi < \2 < - - < μ
n
 < Mn+i < λ
n
 < λ
n+ι <—> oo and the following
properties
(4.7)
Δ(Λ) < -2 for A e (J(μi,μi+l),
OC
Δ ( Λ ) > 2 /orΛe(-oo,λ0)u|J(λ<,λ i +ι),
|Δ(Λ)| < 2 /o/ oί/ze/ cαjβί
Now, define
Σ = { Λ€ J R; |Δ ( Λ ) | < 2 } )
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and let L be a operator in L^2 (R) defined by
l i d 2 fμ*
where L^2 denotes the weighted L
2
-space defined by
L2U2(R) = (fc(ί); / \h(s)\2U2(s)ds < 00} .( JR )
Then, we can see that L is a self-adjoint operator in L^, the spectrum of L coincides
with Σ, and the resolvent set coincides with R \ Σ. In particular, if Λ φ Σ, by the
above argument on ΦΛ(^) and Δ(Λ), there are two independent solution of (4.2)
w±(t) (t G R) such that w£(t) (resp. w^(t)) decays at the rate
 e
-
z(Λ)* (resp. ez(A^)
as t —> +00 (resp. t —> —oo), and (*wj (0), w^ (0)) is an eigenvector of ΦΛ(T).
Then, the solution of
(4.8) (L-ΛJ)g = f in L2U2
which is equivalent to
(4-9)
 JJ9 , , 4
is concretely constructed by the Green function in the form
(4.10) g(t)= f GA(t,s)U2(s)f(s)ds,
JR
where
and [^Λ'^Λ! ^s tne Wronskian.
Now, we are ready to state the key lemma in this paper.
Lemma 4.3. For Λ φ Σ, dz/dK can be represented in the form
(4.1D = ~ G
Λ
(τ,r)£72(τ)dr.
REMARK 5. This formula was first given by Johnson-Moser [3]. They an-
alyzed the corresponding formula in the case of the Schrόdinger operator L =
—d2/dt2 + q(t) for almost periodic q(t).
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Proof. We first consider the left hand side of (4.11). Because
(4.12) g =
 τ eTz(Λ) I e_Tz(A) ,^
we may consider dΔ/dλ(= dφι/dΛ-\-Θφ2/dΛ) Substituting φ\ to (4.2) and differ-
entiating with respect to Λ, we obtain
ί
2
LC \TT*
Λ/ — . 1YU
(4.13) 4
Hence, from the variation-of-constants formula, dφι/dλ(T) is given by
(4.14) ^(T) = / {φι(T)φ2(s) - φ2(T)φl(s)}U2(s)φl(s)ds,#Λ 70
and in the same way, it holds
(4.15) (T) = ι(2>2(s) - φ'2(T)φ1(s)}U\s)φ2(s)ds.
Thus we have
dz rT
ί {-φ2(T}φl(s}Jo(4.16) dΛ T(eTzW -e~τ*"" *
+ ( J~. I
ΓTΊ\ Jl/
(01 (-L) — ψ2
Next we consider the right hand side of (4.11). If w^(Q) Φ 0, we can normalize w^
so that WΛ (0) — 1, and we can represent w^ in terms of {φi}?
=l as
for some constants c±(Λ). Recalling the fact that * (11^(0), w^ (0)) is the eigen
vector of ΦΛ(T), we have w^(T) = e^Tz^ and the coefficient c±(Λ) is given by
(4.18) c±(Λ) = eT"(Λ)-^mΛ)<fe (Γ, A)
Substituting the relations (4.17) and (4.18) into (4.16), we can show the right hand
side of (4.11) and (4.16) coincides each other. In the case w^(Q) = 0, we nor-
malize w^ so that w^ (0) = 1, w^(0) = 1. Then we have w^(t) = φ2(t,Λ.) and
w~(t) = φι(t,λ). And it holds that φι(T,Λ) = eTz, φ((T,A) = 0, φ2(T,A) = 0 and
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<//2(T, Λ) = e~Tz. Therefore we also have the equality (4.11). The case w^(0) — 0
can be similarly treated. Thus the proof is completed. D
According to the expansion theory by generalized eigen-functions established
by Weyl, Stone, Titschmarsh and Kodaira, GΛ(S, t) has the following representation;
(4.19) ) = ί **^(°>Q*iM*«
JΣ, ζ — Λ
where {σ^} is a matrix valued Stieltjes measure which is nonnegative definite.
Substituting this to (4.11), we have
Lemma 4.4. For any Λ 0 Σ, dz/dλ also has a representation
(420) *L_( }
 ~
where σ(dξ) is a nonnegative Stieltjes measure satisfying J
Σ
 1/(1 + |£|)σ(d£) < oo.
By this lemma, we have
for Λ 0 Σ, that is, z(A) is a convex function on R\Έ. Finally, we give a nice
criterion for the condition (3.6).
Lemma 4.5. For any eigenvalues Λ = Λ0 0/(4.1), it holds that
(4.22) ^(Ao) ί 0 ^  / v0(t)v*0(t)U2(t)dt φ 0,
«
Λ
 Jo
where VQ and VQ are as in Lemma 3.2.
Proof. Put υ0(t) = e~μt/2wo(t), then w0(t) satisfies (4.2). So, v0(t) is equal
to e~μt^2w^Q(t) except for constant factor. In the same way, v^t) is equal to
^Q (t) up to constant factor. Therefore, we have
(4.23) f
τ
 fτ
/ vQ(t)vZ(t)U2(t)dt^O<F=* / w+QJo Jo
Hence, noting VQ and t^ are T- anti-periodic function for ra = 2, Lemma 4.3 implies
Proposition 4.5. D
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5. Nonlinear Problem and Proof of Theorem
We turn to the nonlinear equation (3.2). By the last two lemmas and Theorem
3.1, we obtain the following basic properties of the bifurcation points of (3.2).
Theorem 5.1. On each interval I of R\ Σ, say I = (A^0, \i0+ι) (resp. / =
(μ^0,/^0_ι_ι)), if μ/2 < maxΛe/z(Λ), there exist exactly two bifurcation points of
nonlinear problem (3.2) with m = 1 (resp. ra = 2). The bifurcating solution of
(3.2) is T-periodic (resp. IT-periodic). Furthermore, at each of two eigenvalues does
alternate the asymptotic stability of the trivial solution υ — 0.
Proof. If μ/2 < maxΛe/ z(λ)9 the convexity of z(A) implies that the graph
of z(Λ) transversally intersects the line z = μ/2 at exactly two points on /. The
all hypotheses of Lemma 3.2 holds for m = 1 (resp. m = 2). Hence, these two
points are bifurcation points of the solution with period T (resp. 2Γ). For m = 2,
note that the bifurcating solution is really 2T-periodic, but not T-periodίc. In fact,
since the eigenfunction VQ of (4.1) with m = 2 and Δ(Λ0) < —2, is Γ-anti-periodic,
so the bifurcating solution of the form e^0 + eψ(e) is 2T-periodic when δ is small
enough. Π
In order to prove the main Theorem, Theorem 5.1 suggests that all we need is
to study the asymptotic properties of Δ(Λ) as Λ —> oo. In fact, if we can prove
(5.1) limsupΔ(Λ) > 2
Λ—>oo
(5.2) (resp. liminf Δ(Λ) <-2)
Λ—>oo
then the Theorem implies there exist countably many bifurcation points of T-
periodic solution (resp. 2T-periodic solution) of (3.2) provided
where Δ is the left hand side of (5.1) (resp. (5.2)). For the asymptotic properties of
Δ(Λ), we admit the following Proposition for the moment. The proof will be given
in the next section.
Proposition 5.2. Suppose U(i) satisfies the hypotheses of Theorem 2.1. Then
it holds the followings.
(1) The case N=l:
(5.4)
 α5 Λ-+OC
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(2) The case N = 2 :
Δf , _ 2{cos((5ι + S2)VK) + cos((5ι - 52)\/Λ) cos2 z/π}
(5.5) " sin2 z/π
x (1 + o(l)) as Λ —> oo
(3) Γλέ? case N>3:
(5.6) limsupΔ(Λ) > —^ {(1 + cosz/π)^ + (1 - cosz/π)^}
Λ-+OO sin z/π
#«*/ //{Si}^! are rationally independent, then
(5.7) l iminfΔ(A)< ~* {(1 + cosz/π)^ + (1 -
Λ^oo sin z/π
In the case AT = 1, (5.4) implies
2
limsupΔ(Λ) = -
Λ^OO sin z/π
liminfΔ(Λ) - — r
Λ-^OO sm z/π
Since |Δ| equals to 2/ sin z/π for both cases, if μ/2 < l/Tlog(cot(z/π/2)), there exsit
countably many bifurcating points of not only T-periodic solution, but also 2T-
periodic solution. Furthermore, the sequence of bifurcating points {λ^}^0 have the
property for λ > 3λ*,
T— periodic T— periodic
λ* < \i < λi+i < \i+2 < \i+3 < λi+4 < λΐ+5 < λί-f-6 < λi+7 — > OO
2T-perίodίc IT— periodic
In the case AT = 2, (5.5) implies
s n z/π
liminf Δ(A)
Λ— >oo
2(1 + cos2 z/π) Si
τ~2 - ' ΈΓ
sm z/π 02
2, 5X - S2
p 2(cos(5ι + 52)λ + cos(SΊ - 52)λ cos2 z/π)inf
 λ
 — - -  -  2~^- -  - other cases
sin z/π
618 Y. KOMATSU, S. KOTANI AND A. MATSUMURA
Therefore, if μ/2 < 2/Γlog(cot(z/τr/2)), there exists countably many bifurcating
points of T-periodic solution. And if 5ι/S2 Φ (2p + l)/(2g + 1) (p, ς € ΛΓ), there
also exists countably many period-doubling bifurcation points. But, if Si — 52,
then the set of period-doubling bifurcation points is finite. In other cases, under the
weak condition (2.3), we can show that there exists countably many period-doubling
bifurcation points. In the case TV > 3, (5.6) and (5.7) imply that
(5.10) |Δ| > — i - {(1 + cosz/π)^ + (1 - cosi/π)^}.
sin z/π
Hence, if μ/2 < 7V/Tlog(cot(z/7r/2)), there exists countably many bifurcating points
of Γ-periodic solution. And if {Si}^
=l are rationally independent, then there also
exists countably many period-doubling bifurcation points. Thus, main Theorem
can be proved.
6. Proof of Proposition
Before the proof of the Proposition, we introduce some notations. Let R^[t^s]
be a 2-by-2 matrix denned by Φ
Λ
(t)Φχ1(«5). And let's denote U2(t) by p(t). Then
we may assume that zero points of p(t) are 0 = t0 < tι < - - < tN = T, without
loss of generality. We would like to investigate the asymptotic behavior of Δ(Λ),
making use of the order at zero points of ρ(t). In the case N = 1, p(t) has two zero
points on [0,Γ]. From (2.1), there exist /? ,/?>! such that
as ί->0,
(6.1)
as
In order to decrease zero points of p(t) on [0,T], we separate the interval [0, T] by
Γ/2. We define p(t) = p(T - t), and the fundamental matrix for
u
2
(6.2) w"(t) - —w(t) + κw(t) + λp(t)w(t) = 0
b y A ( t ) = ' ' Λ , with initial data ΦA(0) =\φl(i,ι\) <p2(i,i\) j
Then, making use of ΦΛ(£), we have
"
1
(63)
 =
 f ι(T/2,Λ) -φ^T/^A)^- (φ!(T/2,\) φ2(T/2,A)
) φ'2(T/2,A) ) U'ι(Γ/2,A) Φ'2(T/2,A)
=
 φ'2(T/2,λ)
Φ'2(T/2,A)
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which implies
/rr\ _ j /τ\ fT\.
(6.4) Δ(Λ) = & - U2 - + < / > ; -
\Δ / \Δ / V Z /( rp\ _ ,
ϊ)Λ
We may consider {(^(772, Λ)}
ΐ=
ι j2, since similar arguments hold for
{^i(T/2,Λ)}
ί=lj2. On the interval [0,Γ/2], we introduce the following change of
variable and function, so called Liouville transformation:
/•* , _(6.5) variable : x = y p(s)ds,
Jo
(6.6) function : g(x) = p(i)l^w(t).
By this transformation, (4.2) is reduced to
(6.7) g"(x) + (Λ - g(x))(7(a:) - 0,
where Q(x) = (μ2/4 - ^P"1 W ~ P~3 / 4W(P~1 / 4W)7 /- From ί6-1), it holds that
(6.8) Q(χ) = _
^ - - - - ^ ^n n + 4
as t — > 0. According to (6.5), we have the relation t and x
__ L
(6.9) * = CΓ
as x — > 0. Combining (6.8) with (6.9), we have the behavior of Q(x) near x = 0,
(6.10) Q(x) = Q
Ό
(x)
x l _
as x -> 0, where Q0(^) = -n(n + 4)ι/2/(4x2) and v = l/(n -h 2).
Let's set Φ^x) = pl/4(t)φi(t) (i = 1,2), then {Φi(x)}i=ι>2 satisfy (6.7). Espe-
cially, i f Q(x) = Qo(x), t h e solutions o f (6.7) a r e explicitly given b y A ~
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and B
nΛ
/xJ,y(\/Λx), where Jv is a z/-th Bessel function and An, Bn are determined,
so that {φi(t)}i=i2 satisfy the initial condition ΦΛ(O) = E by the form,
(6.11)
ι/)(n
Making use of these solutions, we should note that {Φi(x)} 1=1,2 also satisfy the
following integral equation:
(6.12)
Φι(z) =
-7= /
v Λ 7o
-^^ ί^
4- /V Λ 7 0
Here Q(x) = Q(x) - Qo(x)9 A(y) = AnΛJyJ_v(y) and B(y) = Bn^/yJ^(y). Taking
notice that
(6.13) A
n
B
n
— — —
π sin z/π
and A(y)9 B(y) have the asymptotic properties
(6.14)
A(y) = Λ^γ ~ cos ί 2/ --
- cos ί y -- - π } (1 + o(l)), y -> oo,
the following lemma holds.
Lemma 6.1. Φι(a ) satisfies that
(6.15) |Φι(z) - Λ-
/or any fixed x. Φ2(x) satisfies that
(6.16) |Φ2(x) - Λ~ i
Λ -^  oc,
Λ -^  oo,
Λ:.
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Proof. Consider the function Φι(z), since similar arguments hold for
Let's set y = Vλx and define the successive approximations {Φj (y)}m=o b
(6.17)
-A(y)B(z})Q -= for m > 1.
First, we deal with the case β > 1. From (6.17) with m = 1, it follows that
(6.18)
(
ι\y)\ = 7 I f\A(z)B(y)-A(y)B(z))Q (-$=)A
 \Jo V v Λ /
fy(A(z)B(y)
Jo
where CQ is some positive constant. From the definition of A(z) and B(z), it holds
for any 0 < y < 1 that
(6.19)
Ίv
where Cj is a positive constant. In the same way, an induction implies that
(6.20)
^!y2
for any 0 < y < 1. On the other hand, for large y (> 1), according to the asymptotic
property (6.14), we have
(6.21)
2ι^CS -
V
fy(A(z)B(y)
Jl
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(y l+2"β -
2ί/2 (/?-
Hence, there exist some constants C0 and C such that the following inequality holds
for any δ (0 < δ < 1).
(6.22)
In the same way, from an induction, we have
(6.23)
ml-y
Therefore, the series Z^
=0 ^i v2/) ^s absolutely and uniformly convergent on any
compact interval in [0, oo). Hence, we can obtain the following estimate.
(6.24) |Φι(x) -
Λ
Thus, we can show that
(6.25) \Φ1(x)-
2>'0) - 1) vβ > j2
Λ^oo,
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for any fixed x. Next we consider the case β — 1. From (6.10), the coefficient of
^-2+2^
 of Q^ is equal to Q Therefore Q(x) = 0(z~2+4l/) as x -> 0. It means
that the proof of β = 2 is consistent with one of the case β = 1. Thus the proof is
completed. D
Now, we return to the proof of Proposition 5.2. From Lemma 7.1 and (6.14),
we have
Λ
_
= 4
x cos
 2
as Λ — > oo. In the same way,
(6.27)
*
—
2
T
as Λ — >• oo. According to (6.4), we have
Δ(A) - A
n
B
n
- cos(Sι>/A)(l + o
(6.28) π
sinί/π
x cos ^rty)dy^^ -- - π ] (1 + o(l))
as Λ —> CXD. Thus, we can prove the case TV = 1. Next we consider the case TV = 2.
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For TV = 2, it holds that
Φ
Λ
(T) =ΛA[Γ,ίι]ΛA[ίι,0]
(6.29) Γ+ I T -1-1 Γ, . rp Ί Γ, Ί — 1
z? r1 +τ T 7? r1 + Γ * p r1
= ^Λ —~—,Λ ΉΛ —-—,ίι ΛΛ — ,
L Δ \ v Δ \ \.Δ
As in the proof of the case TV = 1, we have
(6.30) ΛAMi-i]
2 '
A
nBn-<
4
n
A
n
— cos(5jΛ/Λ + z/π), A
n
B
n
— <
π π
as Λ -> oo, for i = 1,2 (0 = ί0 < *ι < *2 = Γ). Calculating from (6.29) and (6.30),
we have
(6.31) Δ(Λ) = ^ ^
sin z/π
as Λ — > CXD.
Finally we consider the case N > 3. Note that for any {S }^^  there exist a
sequence {λj}j^
=l / oo such that
(6.32) lim cos(5iλ/Λ~) = 1 for any 1 < i < N.j— >oo
In fact, such a sequence can be taken as follows. Reordering the indicies, {SΊ,ι, 82,1 ,
•• 3V,ι} (1 <ί r ^ ^) denote a maximal subset of {5^} 1^ whose components
are rationally independent. For each 1 < k < r, {5^,1,5^^, 5^fc,n f c} denote
a subset of {Si}^
=l whose components are rationally dependent for S^i. Since
{(j2πSltlm^ ei2πS2,1m^ . . . ^ et2πSr>1m). m G JV} is dense in g1 X 51 X •• X V, there
r
exist a sequence {λj}(^
=1 / oo such that
(6.33) lim cos I 5i\/Λ7 1 = 1 for any 1 < ί < r.
v
However, since 5^5/ is rationally dependent for Sfc?ι, there exist p^,/, Qfc^ € TV such
that Sk,ι/Sk,ι = qk,ι/Pk,ι Therefore, we define {Δj}^ / oo so that ^/Λ^ =
Πι<fc<rΠ2<z<n f cPA ;,/(Λ j) 1 / 2, then {A,,-}?!! satisfies the equality (6.32). Now, simi-
larly as in (6.30), we have for such a sequence,
/ 2 _ 2/ A
n
B
n
-, A.
(6.34) Λ
Λ
,Mi-ι] =
 2
 π
V Λίf A
n
 A
n
 - COS Z/7Γ,\ J
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as Λ — > oo, for any 1 < i < N. If we assume that
7r
»A
n
A
n
-C2(v,k), A
n
B
n
-Cl(v,k]j
 π π
as Λ — > oo, for 1 < k < N - 1, where Cl(v, fc) = (1 + cos z/π)fe + (1 - cos ι/π)fc and
(v, k) = (1 + cos^τr)fc - (1 - cosvπ)k. Then it holds that
ΛAj[tfc+ι,0] = ^Aj
1
2
R 2 A-"* D 2D
n
 —, Λ B
n
B
n
 — cos z/TΓ
π
 J
 π
2 2
,-cosz/π, A
n
5
n
-
(6.36) ^ J
 2
π
 2
AnBn-C^i/,*:), A-»B
n
B
n
-(
χ
 . -
A
n
B
n
-Cl(v,k)
J
 π
as Λ — > CXD. From an induction, we have
JV-1
2
l
π
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as A —> oo, which implies
(6.38) limsupΔ(Λ) > —^ {(1 + cosvπ)N + (1 - cosz/π)^}.
Λ—>oo sin vπ
If {Si} are rationally independent, by the similar arguments above, there exist
a sequence {AJ}^=1 /* oo such that
-. f. 1 < ^ ' < ^ Λ Γ 1
~ 1 f ~ ΛΓ~
= -1 for z = N
As in the previous case, we have
_, -, Λ
 N
~
l
(6.40)
as Λ —> oo, which implies
(6.41) liminf Δ(Λ) < ^ {(l-fcosι/π)N + (1 - cosz/π)^}.
Λ^oo sin z/π
Thus the proof is completed. D
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