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Zusammenfassung
Korrelationen sind ein zentraler Begriff der modernen Physik der konden-
sierten Materie. Fu¨r die theoretische Beschreibung von Korrelationen im
thermischen Gleichgewicht stehen viele analytische und numerische Metho-
den zur Verfu¨gung.
Mit der Entwicklung der mesoskopischen Physik wurde es mo¨glich, korrelierte
Systeme im Nichtgleichgewicht zu studieren. Stationa¨res Nichtgleichgewicht
kann beispielsweise erreicht werden, indem man einen stationa¨ren Strom
durch einen Quantenpunkt fliessen la¨sst. Eine grundlegende Frage ist, wie
sich Korrelationen und Nichtgleichgewichtsstrom gegenseitig beeinflussen.
Die theoretische Beschreibung solcher Systeme ist eine neue Herausforderung,
da die meisten etablierten Methoden zur Beschreibung von Korrelationen im
Gleichgewicht nicht einfach auf Nichtgleichgewichtssysteme verallgemeinert
werden ko¨nnen.
In dieser Arbeit wird das Wechselspiel zwischen Korrelationen und Nicht-
gleichgewicht am Modellsystem eines Quantenpunktes im Kondo Regime
mit Hilfe der Realzeit Renormierungsgruppe (RTRG) studiert. Das ist eine
funktionale Renormierungsgruppen (RG)-Methode, die eine nicht-sto¨rungs-
theoretische Beschreibung von korrelierten Systemen im Nichtgleichgewicht
ermo¨glicht. Die RTRG Methode wurde vorher bereits z.B. auf das Anderson-
Modell im Nichtgleichgewicht angewandt. Zur Beschreibung des Quanten-
punktes im Kondo Regime wird die Methode auf den Fall von Doppelvertizes
verallgemeinert, d.h. ein auf den Quantenpunkt zulaufendes Elektron wird
instantan gestreut.
Die RTRG-Methode liefert dabei nicht nur Gleichungen zur Berechnung
der renormierten Kopplungssta¨rke zwischen dem Quantenpunktspin und den
Elektronen im Reservoir, sondern auch Gleichungen zur Berechnung der De-
koha¨renzrate Γ und des Nichtgleichgewichtsstromes.
Die RG Gleichungen werden in zweiter Ordnung in der Kopplungssta¨rke
hergeleitet. Diese Approximation ist gu¨ltig, solange der Quantenpunkt nicht
in den Starkkopplungsbereich eintritt, d.h. solange die effektive Kopplungs-
sta¨rke nicht zu groß wird. Das ist erfu¨llt, wenn die angelegte Spannung V
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4oder die Temperatur T viel gro¨sser als die Kondotemperatur TK ist.
Die RG-Gleichungen fu¨hren zu Kopplungsfunktionen, die von der Energie
des einfallenden und des gestreuten Elektrons abha¨ngen. Diese Abha¨ngigkeit
kann im Schwachkopplungslimes zu einer Abha¨ngigkeit von der gemittelten
Energie des einfallendem und gestreuten Elektrons vereinfacht werden.
Eine genauere Analyse der RG-Gleichungen fu¨r die Kopplungen zeigt, dass
diese sowohl Terme enthalten, welche zu einem logarithmischen Anstieg der
Kopplungssta¨rke fu¨hren, als auch sub-fu¨hrende Terme, deren Beitrag im
Schwachkopplungsbereich unwichtig ist. Fu¨r den Fall vernachla¨ssigter sub-
fu¨hrender Terme werden die RG-Gleichungen analytisch gelo¨st. Es wird
gezeigt, dass die Kopplungsfunktionen Resonanzen an den chemischen Po-
tentialen der Reservoire entwickeln. Die Ho¨he dieser Resonanzen ha¨ngt von
der Dekoha¨renzrate ab. Jedoch haben diese Resonanzen fu¨r grosse Span-
nungen (V  TK) keinen Einfluss auf den Wert der Leitfa¨higkeit eines
Zwei-Kontakt Systems, d.h. die Leitfa¨higkeit liefert keine Aussage u¨ber
die Dekoha¨renzrate Γ. Die Leitfa¨higkeit ist eine universelle Funktion der
Parameter V/TK und T/TK im Schwachkopplungsbereich. Diese Funktion
wird analytisch in den Grenzfa¨llen T  V und V  T berechnet. Weit-
erhin wird gezeigt, dass fu¨r T = 0 die Dekoha¨renzrate Γ zum Nichtgle-
ichgewichtsstrom proportional ist. Das untermauert das physikalische Bild,
dass ein Nichtgleich- gewichtsstrom eine endliche Dekoha¨renzrate nach sich
zieht, welche die lo- garithmischen Divergenzen abschneidet.
Weiterhin werden die RG Gleichungen inklusive der sub-fu¨hrenden Terme
fu¨r den Fall T = 0 numerisch gelo¨st. Wie erwartet haben die sub-fu¨hrenden
Terme keinen Einfluss auf die Dekoha¨renzrate Γ und den Leitwert fu¨r grosse
Spannungen (V  TK). Andererseits fu¨hren sie zu starken Abweichungen
von der analytischen Na¨herung, wenn die Spannung den Bereich der Kon-
dotemperatur erreicht (TK . V ). Allgemein wird gefunden, dass die sub-
fu¨hrenden Terme zu einer Sa¨ttigung der Dekoha¨renzrate und des Leitwerts
auf endliche Werte, anstelle der von der fu¨hrenden logarithmischen Na¨herung
vorhergesagten Divergenz fu¨hren. Jedoch ha¨ngt der genaue Sa¨ttigungswert
von einem Regularisierungsparameter η ab, der fu¨r die numerische Lo¨sung
eingefu¨hrt werden muss. Daher sind keine Aussagen u¨ber den genauen Wert
von Dekoha¨renz- rate Γ und Leitwert in diesem Bereich mo¨glich.
Summary
Correlations are a central ingredient of modern condensed matter physics. In
thermal equilibrium, there are many different analytical and numerical tools
to study correlations theoretically.
With the advent of mesoscopic physics, it became possible to study corre-
lated systems in non-equilibrium situations experimentally. Stationary non-
equilibrium can be reached by e.g. driving a constant current through a
quantum dot. A basic question is how correlations on the one hand and a
non-equilibrium current on the other hand influence each other.
The theoretical description of such systems is a new challenge, since most of
the established theoretical tools for the description of correlations in equilib-
rium cannot be generalized to non-equilibrium situations in a straightforward
way.
In this thesis the interplay of correlations and non-equilibrium is studied for
the model system of a quantum dot in the Kondo regime using the real time
renormalization group (RTRG) method. This method is a functional renor-
malization group (RG) method allowing a non-perturbative description of
correlated systems in non-equilibrium. The RTRG method had been applied
previouisly to e.g. the Anderson model out of equilibrium. For the Kondo
quantum dot the method is generalized to the case of double vertices, i.e. for
the case where an electron incident on the dot is scattered off immediately.
The RTRG method not only provides equations for the calculation of the
renormalized coupling between the quantum dot spin and the reservoir elec-
trons, but also equations for the calculation of the non-equilibrium decoher-
ence rate Γ and the non-equilibrium current.
The RG equations are derived to second order. This approximation is ex-
pected to be valid as long as the quantum dot does not enter the strong
coupling regime, i.e. the effective coupling strength between the quantum
dot spin and the electrons does not become too large. It is found that this
is the case if the bias voltage V applied to the dot or the temperature T is
much larger than the Kondo temperature TK.
It is shown that the RG equations lead to coupling functions depending on
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6the energy of the incident and the scattered electron. This dependence is
simplified to the dependence on the average energy of the incident and the
scattered electron in the weak coupling regime.
A closer inspection of the RG equations for the couplings shows that they
not only contain terms leading to a logarithmic increase of the coupling
strength but also subleading terms which are unimportant in the weak cou-
pling regime. The RG equations are solved analytically for the case where
the subleading terms are neglected. It is found that the coupling functions
develop resonances at energies associated with the chemical potentials of the
reservoirs. The height of these resonances is determined by the decoherence
rate Γ. However, for bias voltages V much larger than the Kondo temper-
ature TK these resonances do not affect the conductance for a two terminal
setup, so the conductance does not provide a measure for the decoherence
rate Γ in this case. I is found that the conductance for the two termi-
nal setup is a universal function of V/TK and T/TK in the weak coupling
regime. This function is calculated analytically in the limits T  V and
V  T . Furthermore, it is found that for zero temperature the decoherence
rate Γ is proportional to the non-equilibrium current flowing through the
system. This supports the physical picture that a non-equilibrium current is
associated with a decoherence rate, which cuts the logarithmic scaling of the
coupling strength.
Finally, the RG equations are solved numerically for zero temperature in-
cluding the subleading corrections found before. As expected, the subleading
corrections have no impact on the decoherence rate Γ and the conductance
in the weak coupling regime (TK  V ). On the other hand, it is found that
they lead to strong deviations from the results of the analytic leading loga-
rithmic approximation if the bias voltage approaches the Kondo temperature
(V & TK). Generally, it is found that the subleading corrections lead to a
saturation of the decoherence rate and the conductance to some finite value.
However, for the numerical solution a numerical regularization parameter η
has to be introduced. It turns out that the saturation value found depends
on the value of η, so no statements on the precise value of the decoherence
rate and the current can be made in this regime.
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Introduction
Correlations are a central ingredient of modern condensed matter physics
and have been attracting the attention of experimentalists and theorists for
decades. Correlations lead to striking effects like superconductivity, mag-
netism, metal-insulator transitions, quantum phase transitions, heavy fermions
and so forth. This diversity of different phenomena is caused by the combi-
nation of the Pauli exclusion principle with the Coulomb interaction between
electrons.
For the theoretical description of correlated systems, many different methods
are available, ranging from analytical tools like e.g. Green’s functions tech-
niques, Bethe ansatz, bosonization, flow equations, functional renormaliza-
tion to purely numerical techniques like density functional theory (DFT) [1],
dynamical mean field theory (DMFT) [2], numerical renormalization group
(NRG) [3], density matrix renormalization group (DMRG) [4], which have
all their own advantages, limitations and acronyms.
The Kondo model describing the interaction of a local moment with a Fermi
sea background is a paradigm for models with correlations [5]. The first ex-
periments with such systems were carried out already in 1934 [6], where a
surprising increase of the electrical resistance was observed at very low tem-
peratures. It took until the 1960ties to formulate an appropriate model [7]
for this behaviour and another decade until a description of its behaviour
over the full parameter range using the NRG method was available [3].
A key feature of the Kondo effect is that all bare parameters can be com-
bined into one single energy scale: the Kondo temperature TK. This energy
scale completely determines the behaviour of the system in the low energy
sector. Furthermore the systems show universal behaviour in a wide range
of temperatures T : if experimental results for the e.g. resistance R(T ) of
systems with different parameters are scaled with the Kondo temperature of
the respective system, all plots collapse on a single universal curve R(T/TK)
except for narrow transient regions. The Kondo temperature separates the
weak coupling regime (for T  TK) where perturbation theory is applicable,
from the strong coupling regime (for T  TK) where the Kondo effect is
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fully developed.
With the advent of mesoscopic physics even more correlation effects were dis-
covered like the fractional quantum Hall effect (FQHE) in two-dimensional
electron gases (2DEG) or Coulomb blockade in transport through quantum
dots [8]. In contrast to bulk systems, quantum dots allow tuning of the
parameters in wide ranges simply by applying gate voltages and magnetic
fields. It became possible to study correlations using transport spectroscopy
in parameter regimes not accessible in ordinary bulk materials.
It turned out that a quantum dot, which is filled with an odd number of
excess electrons and coupled via tunneling junctions to reservoirs, is equiv-
alent to the Kondo model if the parameters are adjusted accordingly. It
was predicted theoretically [9, 10] that the Kondo effect has dramatic con-
sequences for the linear conductance of such a setup: although the electrons
have to overcome tunneling barriers and the Coulomb blockade, the conduc-
tance reaches the value of a completely open transport channel. This was
shown experimentally in [11, 12, 13].
There is yet another facet: application of a constant finite bias voltage V
causes a stationary current flowing through the quantum dot. This drives
the dot into a stationary non-equilibrium state and the interplay of correla-
tions and stationary non-equilibrium can be studied. Meanwhile this type
of experiments are routinely performed with different types of quantum dots
in the Kondo regime, e.g. with lateral quantum dots formed out of a 2DEG
[11, 12, 13, 14], carbon nanotubes attached to gold electrodes [15] or even
C60 molecules between junctions formed by electromigration [16]. On the
other hand a satisfactory theoretical description valid over the whole range
from equilibrium to strong non-equilibrium is still missing. In that sense
experiment is (still) clearly ahead of theory [17].
A powerful tool to study the Kondo effect are functional renormalization
group methods. The basic idea is as follows: provided one is interested in
the model properties at low energy scales, one first eleminates the high energy
scales and maps the model on an effective model defined on a lower energy
scale with renormalized exchange couplings g. The advantage is that this
pocedure makes the universal scaling behaviour explicit in the weak coupling
regime. In equilibrium the simplest example is Andersons poor man’s scaling
[18]. It predicts a logarithmic increase of the effective coupling g between
the spin and the electrons in the metal with decreasing energy scale. To find
the physical properties of the system one integrates out virtual high energy
excitations down to the energy scale, where real excitations become possible.
In equilibrium usually this will be the temperature T . The nomenclature
used is that the coupling g flows with the energy scale and the flow is cut
at the temperature T . The renormalized coupling gT at the energy scale T
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includes the effect of the virtual high energy excitations and can be used
for lowest order perturbation calculations. For temperatures T higher than
the Kondo temperature TK the flow of the effective coupling g is cut before
the system enters the strong coupling regime (g & 1), where the poor man’s
scaling approach breaks down.
Different attempts have been made to generalize functional RG methods to
non-equilibrium situations with more than one reservoir. In [19] the authors
used poor man’s scaling for the couplings between the dot and a single reser-
voir gd and for couplings between different reservoirs gnd. The latter are
related to the transport properties. They conjectured that the flow of gnd is
cut by the voltage, while the flow of gd is not cut for zero temperature. In
that case one would end up with a two channel Kondo model, for which in-
teresting non-Fermi liquid properties are predicted. However, this approach
was too simple to describe stationary non-equilibrium properly.
In [20] it was argued that in non-equilibrium besides the bias voltage V also
a decoherence rate Γ associated with the current flowing through the system
enters the problem. This decoherence rate should cut the flow of the coupling
gd. The physical picture is that the stationary current disturbs the buildup
of the correlations required for the Kondo effect. The authors included non-
equilibrium by using the Keldysh Green’s functions formalism together with
functional RG methods. The problem with this approach is that the authors
introduced the decoherence rate by hand, which itself was calculated using
renormalized perturbation theory. Although this procedure is well founded
physically, it is desirable to have a formalism which incorporates the calcu-
lation of Γ consistently.
Another attempt was made in [21] using the flow equation method1. The
author found out explicitly how the decoherence rate enters the Kondo prob-
lem and which value it has. His results are comparable to the results of [20].
However, the flow equation method resides on the level of a Hamiltonian
description and is no genuine method for the description of stationary non-
equilibrium involving dissipation.
In this thesis the real time renormalization group (RTRG) method [22] is
used to tackle the Kondo effect in non-equilibrium. This method is based on
the Keldysh formalism in real time. In contrast to the preceding approaches,
the decoherence appears naturally and the formalism provides an equation
for the calculation of the decoherence rate. Furthermore, the effects of sub-
1Strictly speaking, the flow equation method is somehow outside of the functional
RG methods considered before, since the high energy scales are not removed, but the
Hamiltonian is gradually diagonalized starting from the high energy sector. However, the
method is as powerful as the functional RG methods, but the extension to non-equilibrium
is not so straigthforward.
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leading corrections can be studied. These corrections are expected to lead to
strong deviations from the leading logarithmic increase of the couplings for
bias voltages V close to the Kondo temperature (TK . V ).
The outline of this thesis is as follows:
• In the first chapter, a brief introduction to Kondo physics is given. It
is a rather short review of some concepts and results required later and
is by no means exhaustive.
• The second chapter provides a self-contained introduction to the real
time formalism. The Keldysh approach used to describe non-equilibrium
phenomena is introduced. The real time diagrammatic language is de-
rived, which allows a systematic calculation of transport properties in
terms of a perturbation expansion in the tunnel couplings. Superoper-
ators acting simultaneously on the forward and backward propagator
of the Keldysh contour are introduced to simplify notations. Some ad-
ditional information is provided in the appendices A, B and C, which
introduce useful matrix notations for the superoperators, the Wick the-
orem and the calculation of the current to second order, which is used
for comparision to the RG results later.
• In the third chapter, the RG equations are derived diagrammatically
to second order using the diagrammatic real time transport formalism.
The relations of the RG equations to perturbation theory and to poor
man’s scaling are explained. The generalization of the RG equations
to other models involving double vertices is touched. These models
include higher dot spins and all kinds of exotic Kondo effects.
• In the last chapter, the RG equations are solved for the case of an
isotropic spin 1/2 quantum dot. First an analytical solution is pre-
sented in the leading logarithmic approximation. The decoherence rate
and the current are calculated. It is confirmed that the current is
rather insensitive to the decoherence rate as found in [20], [21]. Next
the numerical solution including subleading corrections is presented.
It is found that the subleading corrections become important for bias
voltages close to the Kondo temperature (TK . V ) and lead to a satu-
ration of the decoherence rate and the conductance in contrast to the
divergence predicted by the leading logarithmic approximation. How-
ever, definite statements about the precise value cannot be made in
this regime, since the results depend on a regularization parameter η,
which has to be introduced for the numerical solution. Appendix D
introduces a superoperator algebra heavily used for the calculations.
Chapter 1
Kondo physics in a nutshell
This chapter is intended as a brief introduction to Kondo physics and is by
no means exhaustive. It shall rather provide the framework for the rest of
this thesis by introducing the notations and concepts required.
1.1 Kondo effect in metals
Some key properties of the Kondo effect are reviewed. Details can be found
in the review of Kondo [23] and the book of Hewson [5].
1.1.1 Anderson impurity model and Kondo model
When a pure bulk metal is cooled down its resistivity is expected to decrease
because the electron-phonon scattering is frozen out. Eventually the resistiv-
ity saturates on some residual value, which is determined by the impurities
dissolved in the host metal.
However, if a small amount of magnetic impurities are dissolved in the host
metal (i.e. impurities contributing a Curie-Weiss term to the magnetic sus-
ceptibility), sometimes the resistivity starts to increase again at very low
temperatures. It turns out that the existence of local moments on the impu-
rities and the increase of the resistivity are closely related.
Anderson impurity model and the local moment regime
Anderson introduced an impurity model [7] to explain the formation of mag-
netic moments in a host metal. Consider an impurity atom with a single spin
15
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Figure 1.1: Left: excitation energy scheme for the Anderson model (1.1)
without hybridization term. If the condition εd < EF < εd + U is fulfilled,
the impurity orbital is filled with exactly one electron. Because of the electron
spin this configuration has a net spin and a net magnetic moment.
Right: role of the hybridization term. The hybridization term makes hopping
of electrons between the impurity and the host metal possible. Consequently
the valence states of the impurity are no longer eigenstates but may decay.
This leads to a broadening of the states with the hybridization energy ∆ ∼
| t |2 N , where N denotes the metal density of states. So the condition for
the local moment regime is modified to εd + ∆ < EF < εd + U −∆.
degenerate orbital d in a host metal matrix. The system can be modeled by
the Hamiltonian1
HAnderson = Himp, A + Hhost + Hhybrid
Himp, A =
∑
σ
εd nd σ + U nd ↑ nd ↓ , ndσ = a
†
dσadσ
(1.1)
Hhost =
∑
kσ
εk a
†
kσakσ
Hhybrid =
∑
k
{ t a†kσ ad σ + t∗a†d σ akσ }.
The impurity part Himp, A contains the Coulomb interaction U > 0. The
host part Hhost describes a free electron system. Finally the hybridization
term Hhybrid describes the hopping of electrons between the impurity and the
host metal states.
The formation of a magnetic moment can be understood even without the
hybridization part (see figure 1.1): The energy required to fill the empty
impurity orbital with one electron is εd. The energy required to fill another
1Variations of the hybridization matrix element t with k are neglected for simplicity.
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PSfrag replacements
1
2
Figure 1.2: Virtual process leading to a spin flip of the impurity. First an
electron is tunneling in the impurity orbital (1). In the intermediate state the
impurity is doubly occupied. Afterwards the electon with the opposite spin
leaves the impurity (2). The excitation energy for the intermediate doubly
occupied impurity state is εd + U − EF .
Another type of process is possible with (1) and (2) interchanged: now the
impurity is empty in the intermediate state. The corresponding excitation
energy is EF − εd.
electron in the orbital is εd + U . If the excitation energies and the Fermi
energy EF of the host metal are such that εd < EF < εd + U , the orbital
will be singly occupied and the spin of the electron leads to a net magnetic
moment. This regime is called the local moment regime, in contrast to mixed
valence regimes, where valency fluctuations are possible.
Kondo model
Due to energy conservation, in the local moment regime no real transitions to
the empty or doubly occupied impurity state are possible and the impurity
may be described by some spin 1/2 operator S. However, the hybridization
term allows for virtual excursions to the empty or doubly occupied state,
which can even induce spin flips of the impurity spin (cf. figure 1.2).
An effective model describing the impurity spin degree of freedom S, which
takes into account the effects of the virtual transitions can be derived using a
projection on the subspace of the singly occupied state (described e.g. in [5])
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or the Schrieffer-Wolff transformation [24]. This leads to the Kondo model
HKondo = Himp, K + Hhost + Hsd
Himp, K =  1 (1.2)
Hsd =
∑
kk′
σσ′
(Jkk′ S · τσσ′ + Krr′ 1 δσσ′) : a†kσ ak′σ′ : ,
where τ denotes the vector of Pauli matrices and 1 is the unit operator in the
impurity Hilbert space. The energy  in the impurity Hamiltonian Himp, K
can be set to zero. Normal ordering is defined by2
: A := A− 〈A 〉Himp, K+Hhost . (1.3)
The coupling parameters are related to the parameters of the Anderson model
by
Jkk′ =
| t |2
2
{ 1
εk − εd +
1
εk′ − εd +
1
εd + U − εk +
1
εd + U − εk′
}
(1.4)
Kkk′ =
| t |2
4
{ 1
εk − εd +
1
εk′ − εd −
1
εd + U − εk −
1
εd + U − εk′
}
.
For the low energy properties it is sufficient to restrict to the vicinity of the
Fermi surface εk, εk′ ≈ EF and the couplings become
J = | t |2
{ 1
EF − εd +
1
εd + U − EF
}
PHS
= 4
| t |2
U
(1.5)
K =
| t |2
2
{ 1
EF − εd −
1
εd + U − EF
}
PHS
= 0.
The equality marked with PHS holds for the particle-hole symmetric case
εd + U − EF = EF − εd. An important observation is that the exchange
coupling J > 0 is antiferromagnetic in the local moment regime.
2Normal ordering of the hybridization part causes some unimportant shift of the total
energy only. It is introduced here, since this will make diagrammatic calculations simpler
later.
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1.1.2 Transport calculations using the scattering T -
matrix
To calculate transport properties the scattering T -matrix is often used. It is
related to the momentum relaxation time τ , which is required for e.g. the
Boltzmann equation. Formally the scattering T -matrix is defined by
T (E) = V + V
1
E −H0V + V
1
E −H0V
1
E −H0V + . . . . (1.6)
In the context of a magnetic impurity in a metal host described by the
Kondo Hamiltonian (1.2) one inserts H0 = Himp, K + Hhost and V = Hsd
and asks the question how an electron in a single particle host state kσ is
scattered to another single particle host state k′σ′ in presence of the Fermi
sea background. Technically this means that one has to calculate the T -
matrix operator element between states with an extra electron in the Fermi
sea (FS)3
T (E)k′σ′ kσ = 〈FS | ak′σ′ T (E) a†kσ |FS 〉 . (1.7)
Although the first order term is simple, one faces unexpected problems if one
performs higher order calculations.
Problems with perturbation theory
Kondo [25] extended the calculation of the scattering rate to third order,
which requires the calculation of the scattering T -matrix to second order.
Technically this leads to expressions of the form
J2 N
∫
band
dω
f(ω)
E − EF − ω + iη ∼ ln
(
max{|E − EF | , T}
)
.
The Fermi function
f(ω) =
1
1 + eβω
, β =
1
T
(1.8)
occurs because of the Fermi sea background. The logarithmic divergence for
temperature T = 0 is a consequence of the sharp edge of the Fermi function.
The occurence of the Fermi function signals that one deals with a many-
particle problem4.
3Note that this is still an operator in the impurity spin space. If there is no magnetic
field one performs a statistical average of the impurity spin states usually.
4For static impurities the problem reduces to the solution of the single particle
Schro¨dinger equation and all Fermi functions drop out of the problem.
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Using these results, Kondo was able to explain the resistance minimum in
terms of a scattering rate, which increases for low temperatures. But the
problem of the breakdown of perturbation theory for temperature T close
to zero remained. Later Abrikosov [26] extended the calculations to infinite
order, summing up the most divergent terms. This led to a shift of the log-
arithmic divergence to some finite temperature TK , which is a characteristic
energy scale for the Kondo problem.
Poor man’s scaling
Anderson developed his ’poor man’s derivation of scaling laws for the Kondo
problem’ in the seminal publication [18]. This poor man’s scaling method is
a simple, but very effective method to sum up the most divergent terms of
the perturbation series5.
The basic observation is that one cannot extend the band cutoff to infinity in,
e.g. equation (1.8). This means that for the Kondo problem all energy scales
make a finite contribution, which causes the occurence of logarithms with
the argument bandwidth in the perturbation theory. This suggests to use
a scaling method, which integrates out high energy scales first, accounting
them for by renormalized model parameters. The idea is sketched in figure
1.3.
One aims to construct a family of Kondo Hamiltonians (1.2) with bandwidth
ωc and coupling Jωc, which display the same low energy behaviour. This is
done in the following way: starting with the physical bandwidth D/2, an
infinitesimal shell of width dωc is integrated out. This leads to a system with
a reduced bandwidth D/2 − dωc. One requires that the system with the
reduced bandwidth has the same low energy properties as the initial system.
So one has to account for the states integrated out by a proper readjustment
of the couplings to J + dJ . This can be done in a perturbative way.
For the isotropic Kondo model (1.2) one finds that the renormalized couplings
have to obey the scaling equation6
dgωc
dωc
= −2g
2
ωc
ωc
, (1.9)
with the dimensionless coupling gωc = N Jωc and the initial condition that
the coupling equals the bare one: g0 = gD/2 = N(EF ) J for ωc = D/2. The
rhs. has the structure of a second order perturbation contribution, indicating
the perturbative character of the poor man’s scaling approach.
5It is possible to perform a scaling analysis for the Anderson model directly, see [27].
6It turns out that the coupling K is not renormalized.
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Figure 1.3: Left: for some value of the current band cutoff ωc the coupling has
the value Jωc. Initially the band cutoff ωc is equal the physical band cutoff
ωc = D/2 and the coupling is equal to the bare (unrenormalized) coupling
JD/2 = J .
Right: The current cutoff ωc is decreased by an infinitesimal amount −dωc.
To keep the low energy properties of the system invariant, this has to be
compensated for by the readjustment of the coupling to Jωc + dJ .
The scaling is continued until the cutoff reaches the relevant low energy scale,
below which real excitations become possible. In equilibrium this will be the
temperature T usually. Eventually the renormalized coupling gT at this scale
T is used to calculate the scattering T -matrix or other physical quantities
using ordinary lowest order perturbation theory. The important point is
that although one uses lowest order perturbation theory, the most important
contributions of the higher order virtual excitations are included through the
renormalized couplings already.
Equation (1.9) is easily integrated using the substitution dωc/ωc = d lnωc,
which leads to
−dgωc
g2ωc
= 2 d lnωc (1.10)
and has the solution
gωc =
1
2 ln
(
ωc
TK
) with TK = D/2 e−1/2g0. (1.11)
Equation (1.10) and result (1.11) show several important features: all pa-
rameters of the original system collapse into one single scale, the Kondo
temperature TK. Furthermore if all energies are measured in units of TK ,
the renormalized coupling collapses on one universal curve. This is carried
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over to physical quantities calculated subsequently using the renormalized
couplings. So systems with different bare parameters can be described by
one universal function in a wide range of energies, i.e. in the scaling regime.
Secondly the result (1.11) shows that if the energy scale ωc becomes compa-
rable to the Kondo temperature TK, the couplings grow large and the system
crosses over from the weak coupling regime with g  1 to the strong coupling
regime with g  1, where the perturbative poor man’s scaling approach
breaks down. A finite temperature (or some other energy scale) acts as a
cutoff of the logarithmic scaling.
Weak and strong coupling, crossover
Using his NRG method Wilson [3] was able to prove that there is a strong
coupling fixed point indeed, as it was indicated by the poor man’s scaling
analysis already.
Nozie`res [28, 29] pointed out that, albeit the crossover regime is difficult to
describe, the description of the weak and the strong coupling regimes them-
selves is relatively simple.
For the weak coupling regime it is sufficient to use low order perturbation
theory with renormalized couplings.
In the strong coupling regime the impurity traps one electron and forms a
singlet. For T = 0 the exchange coupling g is infinite and the singlet cannot
be broken. Close to T = 0 the binding between the impurity spin and and
the electron captured is large, but not infinite anymore. Consequently, the
electron can make virtual excursions to neighboring lattice sites. This leads
to a model with local Coulomb interactions between the electrons close to
the impurity and Nozie`res [30] found that the host metal electrons form an
ordinary Fermi liquid in this regime.
1.2 Kondo effect in mesoscopic systems
1.2.1 Quantum dots and Coulomb blockade
Quantum dots are small artificial structures, which can be attached to elec-
tron reservoirs with tunneling contacts. The electronic structure of quantum
dots can be tuned in wide ranges with external gate voltages and magnetic
fields. Quantum dots can be formed, for example, out of a 2DEG by using
top gate electrodes (lateral quantum dots) [12, 11, 13, 14] or by etching out
pillars (vertical quantum dots) [31], by attaching short carbon nanotubes to
gold electrodes [15] or by placing molecules in between of contacts formed by
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Figure 1.4: Experimental examples for quantum dot structures.
Left: a quantum dot, which is formed out of a 2DEG using top gate elec-
trodes. Applying negative voltages to the gate electrodes depletes the 2DEG
underneath and the electrostatic potential shapes a quantum well. The mid-
dle gate finger electrode is used to change the electrostatic potential in the
dot region (from [11]).
Right: a quantum dot formed out of a carbon nanotube contacted to gold
reservoirs. The substrate acts as a back gate, which is used to change the
electrostatic potential (from [15]).
electromigration [16]. Two experimental examples are shown in figure 1.4.
Accordingly, typical sizes L of quantum dots range from sub-µm down to
molecular size.
The physical properties of quantum dots are defined by the interplay of
different energy and length scales:
• Level spacing δ: when the Fermi wavelength becomes comparable or
larger than the system size L the density of states becomes discretized
into orbitals with levelspacing δ. Typical values range from O(0.01
meV) for lateral quantum dots [32], O(1 meV) for vertical quantum
dots [31] up to O(1 eV) for C60 molecules [16]. Quantum dots with a
discrete density of states are named semiconducting quantum dots in
contrast to metallic quantum dots, which have a countinuous density
of states.
• Charging energy EC : Charging a quantum dot with an extra electron
requires some finite energy EC because of the Coulomb interaction with
the other electrons on the quantum dot and with sceening charges on
the external gate electrodes. A very rough estimate for the charging
energy is EC ∼ e2/L, where  is the dielectric constant of the quantum
dot material.
For metallic quantum dots with screening lengths smaller than the
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system size L, a simple electrostatic capacitor model can be used, which
gives EC = e
2/2C, where C is the self capacitance of the quantum dot
[33]. For semiconducting quantum dots it is much more difficult to
find precise estimations, therefore the charging energy (which rather
should be named Coulomb interaction in that case) is used a a model
parameter simply.
Typical values for the charging energy are O(1 meV) for semiconductor
quantum dots [32] up to O(1 eV) for C60 molecules [16].
• Broadening ∆: Due to the tunnel coupling the states with fixed charge
on the quantum dot are no longer eigenstates, but are subject to de-
cay. The finite lifetime leads to a broadening of the eigenstates of the
isolated dot of size ∆ ∼ | t |2 N , where t is the strength of the tunnel
coupling and N is the density of states of the reservoir.
• Bias voltage V applied over the tunnel junctions and temperature T .
Tunneling through individual charge states is visible for V, T, ∆ < δ, EC .
For transport the addition energy spectrum µn is relevant, i.e. the energy
required to raise the number of electrons on the quantum dot from n to
n + 1. A typical addition energy spectrum is shown in figure 1.5. In the
linear transport regime (i.e. for V = µL − µR → 0) a current can flow only
if some addition energy is in the interval µL > µn > µR. In that case an
electron can enter from the left reservoir and leave the dot afterwards to the
right reservoir, charging the dot according to the cascade
n
L→ n + 1 R→ n.
Because the electrons enter the dot one after another, this kind of trans-
port mechanism is called sequential or single electron tunneling. Sequential
tunneling is suppressed, if the gate voltage VG is tuned such that no addi-
tion energy lies in the transport window. A schematical plot of the linear
conductance as function of the gate voltage VG is shown in figure 1.6. The os-
cillations of the linear conductance are called Coulomb blockade oscillations,
the valleys of low conductance are the Coulomb blockade valleys.
1.2.2 Relation to the Anderson and Kondo model
If a semiconducting quantum dot is tuned to a state with n excess electrons
and temperature and bias voltage are low (T, V  δ, EC), it is sufficient to
take into account the states with n − 1, n and n + 1 electrons only. If n is
odd, the topmost orbital is singly occupied.
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Figure 1.5: Typical addition energy spectrum: µn denotes the energy re-
quired to raise the charge on the dot from n to n + 1. The addition energy
spectrum can be shifted by the gate voltage VG. The difference between
two adjacent addition energies is determined by the level splitting δ and the
charging energy EC . For metallic quantum dots the difference is given by
2 EC , whereas for semiconducting quantum dots no general rule can be given,
since the addition energies depend on the shape of the quantum dot and the
Coulomb matrix elements.
Neglecting the Coulomb interactions between electrons in the topmost orbital
with electrons in the lower orbitals, the effective model for the quantum dot
becomes
Hqd =
∑
σ
δ nσ + EC(n↑ + n↓)
2, nσ = a
†
σaσ
=
∑
σ
(δ + EC) nσ + 2 EC n↑n↓
Hres =
∑
kσ
εk a
†
rkσ arkσ (1.12)
HT =
∑
rkσ
{tr a†rkσ aσ + t∗r a†σ arkσ}.
This model is equivalent to the Anderson model introduced in (1.1), the
reservoirs are equivalent to the host metal and the tunneling part to the
hybridization part. Using the same derivation one can map the single level
quantum dot on the Kondo model, which yields (generalizing to the case
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Figure 1.6: Schematic plot of the linear conductance G as function of the
gate voltage VG. The height of the peaks is much less than the conductance
quantum G0 =
2e2
h
. The numbers n, n + 1, . . . indicate the number of excess
electrons on the dot.
with finite magnetic fields)
Hdot = B Sz
Hres =
∑
rkσ
εrk a
†
rkσarkσ (1.13)
HT =
∑
rkσ,r′k′σ′
(Jrr′ S · τ σσ′ + Krr′1δσσ′) : a†rkσar′k′σ′ : .
The only difference is that now a reservoir index occurs.
For later reference the operator describing the hopping of electrons between
the reservoirs r and r′ is defined by
Hrr
′
T =
∑
kσ,k′σ′
(Jrr′ S · τ σσ′ + Krr′1δσσ′) : a†rkσar′k′σ′ : . (1.14)
1.2.3 Consequences for the linear conductance and ex-
periments
For vanishing bias voltage the results for the equilibrium Kondo effect can
be used. Using a rotation in (L ↔ R) space it was shown in [9, 10] that for
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Figure 1.7: Left: With decreasing temperature the quantum dot enters the
strong coupling regime. While in the Coulomb blockade valleys belonging
to an even number of excess electrons the linear conductance decreases, in
valleys with odd number of electrons the linear conductance increases up to
the unitary conductance G0.
Right: Measurement of the non-equilibrium conductance as function of the
bias voltage.
[Pictures are taken from [12]. The estimated Kondo temperature was of
O(100 mK)].
symmetric coupling the Kondo effect leads to an increase of the conductance
to the unitary limit G = G0. This lifts the Coulomb blockade in the Coulomb
blockade valleys with odd number of electrons. The experimental challenge
was to couple the quantum dot strongly to the reservoirs to increase the
Kondo temperature in the range of O(1 K). On the other hand, the quantum
dot had to be made so small, that the level spacing and the charging energy
were still larger than the broadening induced by the coupling to the reservoirs.
The results from a successful experiment are shown in figure 1.7.
While the linear conductance is understood well, the calculation of the non-
equilibrium conductance is a theoretical challenge taken up in this thesis.
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Chapter 2
Real time diagrammatics
In this chapter the foundations of the Keldysh formalism are explained. The
formalism is applied to the case of transport through mesoscopic systems. A
diagrammatic language for the systematic calculation of observables is pre-
sented. Integrating out the reservoir degrees of freedom using Wick’s theorem,
an effective description for transport and local properties of the mesoscopic
system in terms of kinetic equations is derived.
2.1 Foundations of the Keldysh formalism
Consider some interacting system described by the Hamiltonian H. In equi-
librium, the calculation of the expectation value of some observable b requires
the evaluation of
〈 b 〉 = Tr{b ρeq}, (2.1)
where ρeq is the equilibrium density matrix, given by
ρeq =
e−β(H−µN)
Tr{e−β(H−µN)} . (2.2)
For a systematic evaluation of (2.1), e.g. Matsubara techniques are available.
In contrast, if the interacting system is driven out of equilibrium by some
external field or by coupling it to reservoirs with different chemical potentials,
one does not even know which density matrix has to be inserted into (2.1).
For a macroscopic system which is driven out of thermal equilibrium by
external fields, Keldysh [34] suggested the following solution:
Assume that the system is in equilibrium at some time t0 far in the past
ρ(t0) = ρeq. At time t0 the perturbation is switched on, driving the system
out of thermal equilibrium. The basic assumption of the Keldysh formalism
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is that the non-equilibrium density matrix ρ(t) for t > t0 evolves from ρ(t0)
by an unitary time evolution U induced by the full Hamiltonian H including
the perturbing external field1
ρ(t) = U(t, t0) ρ(t0) U
†(t, t0).
Expansion of U in powers of the perturbation leeds to the common formalism
of Keldysh Green’s functions and generalized Boltzmann equations described
in some detail in, e.g. [35, 36, 37].
2.2 Application to mesoscopic transport
2.2.1 Setup
The concept of Keldysh [34] can be generalized to the case of a mesoscopic
system2 driven out of equilibrium by coupling it to several reservoirs. A
generic setup for a transport experiment is shown in figure 2.1. Application
of a finite voltage V = µL − µR causes a current through the system, which
drives the dot out of an equilibrium state.
It is possible to set up a Keldysh Green’s function formalism where the
reservoirs enter through tunnel-coupling modified Green’s functions only [38].
However, one is left with a complicated many body problem in presence of
reservoirs. This can be solved using some perturbation expansion in the dot
interactions only, which are usually not weak at all.
Therefore a different approach is used here, which takes into account all in-
teractions within the dot exactly, but at the expense of performing a pertur-
bation expansion in the tunnel-coupling. A general discussion of the method
is presented in [39]. Although beeing more general, the method is explained
here only for the case of a Kondo quantum dot. Applications to other sys-
tems can be found in [22] for the tutorial example of transport of spinless
electrons through a single level quantum dot, in [40] for transport through an
Aharonov Bohm setup or in [41] for cotunneling through the single electron
transistor.
1It is important to have an infinite system with a continuous density of states. For a
finite system with a discrete density of states the density matrix ρ(t) would keep oscillat-
ing in time and the expectation value of some operator 〈 b 〉 (t) would not converge to a
stationary value bstat for t → ∞. This is similar to ordinary Fourier transformation; to
expand some aperiodic function one needs a continuous set of basis frequencies.
2In the following the mesoscopic system is called quantum dot or simply dot for conve-
nience. But the formalism presented here is equally applicable to any mesoscopic system
having only a few degrees of freedom.
2.2. APPLICATION TO MESOSCOPIC TRANSPORT 31
PSfrag replacements
tunneling
µL
µR
dot
left reservoir
right reservoir
Figure 2.1: Setup for a mesoscopic transport experiment
Let the system sketched in figure 2.1 be described by the Hamiltonian3
H = H0 + Θ(t− t0)HT , H0 = Hdot +
∑
r
Hresr . (2.3)
The operator describing the current flowing through tunneling junction α is
found from the Heisenberg equation of motion: for t > t0 one finds using the
abbreviation (1.14)
Iα(t) = −e N˙α(t) = −ie [ HT , Nα] (t)
(2.4)
→ Iα = i e
~
∑
r
r 6=α
(HαrT −HrαT ) ,
where e > 0 is assumed and the sign is chosen such, that Iα > 0, if electrons
flow in the dot. Henceforth e = ~ = 1 is set and the subscript α is suppressed.
The tunnel-coupling HT is assumed to be switched on at t0. Since the
dot is decoupled from the reservoirs for t < t0, the initial state of the system
can be described by some factorized density matrix
ρ0 = ρ(t0) = pdot(t0) ρ
res
eq .
3The formulae following are given for the more general case with more than two reser-
voirs r.
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The reservoirs are assumed to be in equilibrium, the corresponding density
matrix is given by
ρreseq =
∏
r
ρreq, ρ
r
eq =
e−β(H
res
r −µrNr)
Tr{e−β(Hresr −µrNr)} .
The initial density matrix pdot(t0) of the dot does not matter, since the
asymptotic state of the dot will be determined entirely by the reservoirs4.
Using the non-equilibrium density matrix ρ(t), one can calculate the reduced
density matrix of the dot p(t) and the current at time t:
p(t) = Trres{ρ(t)},
〈 I(t) 〉 = Tr{I ρ(t)}. (2.5)
From the reduced density matrix, all local observables, e.g. the dot state
occupation or dot susceptibility, may be calculated.
2.2.2 Time evolution
According to the Keldysh approach, the non-equilibrium density matrix ρ(t)
evolves from the initial density matrix ρ0 through an unitary time evolution
induced by H. The unitary time evolution of the density matrix is determined
by the von Neumann equation
dρ
dt
(t) = −i [H, ρ(t)] with the initial condition ρ(t0) = ρ0.
Switching to the interaction representation which is defined by
ρ(t)I = e
iH0(t−t0) ρ(t) e−iH0(t−t0),
the von Neumann equation and the initial condition become
dρ
dt
(t)I = −i [HT (t)I , ρ(t)I ] , ρ(t0)I = ρ0. (2.6)
The expressions corresponding to (2.5) are
p(t) = Trres{ρ(t)I}
〈 I(t) 〉 = Tr{I(t)I ρ(t)I}. (2.7)
4This is not the case if there are special symmetries which decouple some dot degrees
of freedom from the reservoirs. In this case, the initial value pdot(t0) matters indeed.
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For the formal solution of (2.6) it is useful to introduce the superoperators
L0 and LT , which are defined by
5
L0 b = [H0, b]
LT b = [HT , b] , (2.8)
where b is some arbitrary ordinary operator. Using (2.8), the von Neumann
equation (2.6) can be rewritten into
dρ
dt
(t)I = −iLT (t)Iρ(t)I , ρ(t0)I = ρ0, (2.9)
with the interaction picture defined analoguously
LT (t)I = e
iL0(t−t0) LT e
−iL0(t−t0). (2.10)
For t > t0, the von Neumann equation (2.9) has the solution
ρ(t)I = T e
−i
R t
t0
dt′ LT (t
′)I ρ0 (2.11)
=
(
Te
−i
R t
t0
dt′+ HT (t
′
+)I
)
︸ ︷︷ ︸
U(t,t0)I
ρ0
(
T˜ e
i
R t
t0
dt′− HT (t
′
−)I
)
︸ ︷︷ ︸
U†(t,t0)I
. (2.12)
where T and T˜ denote time and anti-time ordering and the operators U and
U † are the forward and backward time evolution operators, respectively6.
Equation (2.11) can be verified by differentiating and inserting back into
(2.9) or by constructing the complete perturbation series for (2.9). Equa-
tion (2.12) follows from (2.11) by inserting the definition of LT
7. The first
representation allows very compact manipulations, while the latter displays
the physical processes leading to transitions between different dot states or
renormalizations of the dot levels more transparently. Thus both represen-
tations are presented in parallel in this chapter.
There is a simple graphical representation for equations (2.11, 2.12), which
is the Keldysh double line contour, see figure 2.2.
5Generally superoperators are defined by their action on ordinary operators. A super-
operator L acting on an ordinary operator b yields another ordinary operator b′ = L b.
Two superoperators L1 and L2 are said to commute, if L1 L2 b = L2L1 b⇐⇒ [L1, L2] b = 0
for arbitrary b. One needs to know nothing more about superoperators to perform calcu-
lations. However, everything can be formulated more formally, see e.g. [42, 43].
6This means that for some ket |ψ 〉 and t > t0 one has
|ψ(t)I 〉 = U(t, t0)I |ψ(t0) 〉 |ψ(t0) 〉 = U †(t, t0)I |ψ(t)I 〉 .
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Figure 2.2: Graphical representations of the time evolution:
Left panel: Representation of (2.11), the double line indicates the time evo-
lution in Liouville space.
Right panel: Representation of (2.12) - Keldysh contour. The forward and
backward time propagation of states is indicated by arrows.
Expanding the exponential (2.11) to the n-th power in the coupling LT , one
finds that ρ(t) is given by
ρ(t)
(n)
I =
∫
t>t1>...tn>t0
dt1 . . . dtn {(−iLT )1 . . . (−iLT )n ρ0} (2.13)
→
∫
t>t1>...tn>t0
dt1 . . . dtn {. . . (−iHT )k+1 . . . ρ0 . . . (iHT )k . . . },
where (LT )k is an abbreviation for (LT )(tk)I and similarly (HT )k for (HT )(tk)I .
The expressions (2.13) show the advantage of the superoperator formulation:
while the first line gives all contributions to power n, the second line is only
one out of the 2n possibilities to distribute n operators HT on the upper and
lower branch of the Keldysh contour. This is indicated symbolically by the
arrow in the second line of (2.13). Again, both expressions can be visualized,
see figure (2.3).
7To show this one splits LT into components acting on some ordinary operator b ex-
clusively from the left L+T b = HT b or from the right L
−
T b = −bHT with LT =
∑
p=± L
p
T .
These components commute
[
L+T , L
−
T
]
= 0, so
T e−i
R
dt′ LT (t
′) ρ0 = T e
−i
R
dt′+ L
+
T
(t′+) e−i
R
dt′
−
L
−
T
(t′
−
)ρ0
=
(
T e−i
R
dt′+ L
+
T
(t′+)
) (
Te−i
R
dt′
−
L
−
T
(t′
−
)
)
ρ0
=
(
T e−i
R
dt′+ H
+
T
(t′+)
)
ρ0
(
T˜ ei
R
dt′
−
H
−
T
(t′
−
)
)
,
where in the last line (−iL−T )1 . . . (−iL−T )n ρ0 = ρ0 (iHT )n . . . (iHT )1 was used.
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Figure 2.3: Graphical representation of the perturbation expansion;
Left panel: Dots indicate the vertices (−iLT ), double lines correspond to free
time evolution from the smaller time tk+1 to the larger time tk in Liouville
space with the free dot propagator Π0(tk − tk+1) = e−iL0(tk−tk+1).
Right panel: Dots indicate the vertices ∓iHT , the directed lines correspond
to free forward/backward time evolution with e∓iH0(tk−tk+1).
For the expactation value of the current one finds the contribution of order
n to be
〈 I(t) 〉(n) =
∫
t>t1>...tn>t0
dt1 . . . dtn Tr{(I)t (−iLT )1 . . . (−iLT )n ρ0}
(2.14)
=
∫
t>t1>...tn>t0
dt1 . . . dtn Tr{I e−iL0(t−t0)(−iLT )1 . . . (−iLT )n ρ0}.
In the last line the cyclic invariance of the trace was used.
For the remainder of this chapter, all expressions are in the interaction rep-
resentation and the subscript I will be dropped from here on.
2.2.3 Integrating out the reservoirs
Though formally exact, the equations (2.13) and (2.14) are not of much use
since they contain infinitely many degrees of freedom from the reservoirs.
Since the reservoirs were assumed to be non-interacting, they can be inte-
grated out of the expressions8. First one has to split LT into parts acting
exclusively onto the dot or the reservoir degrees of freedom. It is conve-
nient to define the following superoperators, where b is again some arbitrary
8When the special form (1.13) is inserted for HT now, this only means that the type of
vertices (single vertex, double vertex, . . . ) is fixed, but not that the method is restricted
to this special form of HT .
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ordinary operator9:
M˜
p
b =
{
S b for p = +
−b S for p = −
Jpµ+(ω) b =
∑
k
δ(ω + µr − εrk)√
Nr(ω)
{
a†rkσ b for p = +
b a†rkσ for p = −
(2.15)
Jpµ−(ω) b =
∑
k
δ(ω + µr − εrk)√
Nr(ω)
{
arkσ b for p = +
b arkσ for p = −
with the density of states Nr(ω) =
∑
k δ(ω + µr − εrk) and the multi-index
µ = (rσ) collecting the reservoir and spin index of the tunneling electron.
The energy ω is measured from the respective chemical potential µr of the
reservoir r.10 The Keldysh index p = ± indicates whether an operator is
acting from the left or from the right on b, i.e. if it acts on the upper or
the lower branch of the Keldysh contour. The operator M˜
p
acts on dot
degrees of freedom only, while the Jpµ± act on reservoir degrees of freedom
only. Appendix A gives a matrix representation of dot superoperators, which
is neccessary sometimes.
Using the dimensionless couplings defined by
grr′(ω, ω
′) =
√
Nr(ω)Nr′(ω′)Jrr′
(2.16)
hrr′(ω, ω
′) =
√
Nr(ω)Nr′(ω′)Krr′
the dot part of LT is collected into the superoperator
11
Gpp
′
µµ′(ω, ω
′) = δpp′
{
grr′(ω, ω
′) τσσ′ · M˜
p
+ p hrr′(ω, ω
′) δσσ′ 1
}
. (2.17)
Note that in this definition the first index of G is associated with tunneling
out of the dot, indicated by an arrowline running away from G, while the sec-
ond index is associated with tunneling into the dot, indicated by an arrowline
9The dot superoperator is defined with a tilde here, since the symbol without a tilde
is reserved for a different set of dot superoperators, which will be used later.
10There is no chance to confuse the chemical potential µr of reservoir r with the multi-
index µ = (r, σ). From the context the meaning of the symbol is always unique.
11It may seem unneccessary to define a double Keldysh index pp′. However, when
performing RG calculations, verices being non-diagonal in Keldysh space are generated
naturally, so this possibility is included in the definition already.
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running towards G. Because of the two tunneling lines attached, this vertex
will be termed two leg vertex frequently. The vertex will be symbolized by
Gpp
′
µµ′(ω, ω
′) −→
(p µ ω ) (p′µ′ω′)
in diagrams.
Using these definitions, the desired splitting of LT into dot and reservoir
parts is found to be12
LT =
∑
pp′
∑
µµ′
∫
dω dω′ Gpp
′
µµ′(ω, ω
′)︸ ︷︷ ︸
dot part
p′: Jpµ+(ω)J
p′
µ′−(ω
′) :︸ ︷︷ ︸
reservoir part
, (2.18)
where normal ordering is defined as usually : A := A− Tr{Aρ0}. The factor
p′ makes that the reservoir electron operators are normal ordered along the
Keldysh contour. With the definitions (2.15, 2.17, 2.18) the sign rule for the
Wick theorem will become very simple later (cf. appendix B.3).
It is useful to introduce an additional superoperator of similar structure for
the current by defining
LI =
∑
pp′
∑
µµ′
∫
dω dω′ Gpp
′
I µµ′(ω, ω
′) p′ : Jpµ+(ω)J
p′
µ′−(ω
′) : (2.19)
with the current vertex given by
Gpp
′
I µµ′(ω, ω
′) =
{
δp+ (1− δrα) δr′α + δp−δrα (1− δr′α)
}
Gpp
′
µµ′(ω, ω
′)
(2.20)
where α denotes the link to that reservoir at which the current flow is calcu-
lated. Using (2.19), the expectation value (2.14) becomes13
〈 I(t) 〉(n) =
∫
t>t1>...tn>t0
dt1 . . . dtn Tr{(−iLI)t(−iLT )1 . . . (−iLT )n ρ0}.
12To check this expression, one has to show that LT b = [HT , b]. A subtlety is hidden
within
: J−µ+J
−
µ′− : b ∝ b : aµ′a†µ : = −b : a†µaµ′ :
13Note that the definition (2.19) is taylored to give the correct expectation value of
〈 I(t) 〉 ∝ Tr{LI(t)ρ(t)}, but the current-current correlator required for the noise is not
given by the naive guess Tr{LI(t)LI(0)ρ(0)}.
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Now the time evolution of LT within the interaction picture is calculated. The
free Liouvillian L0 is split into a dot and a reservoir part L0 = Ldot + Lres
with
Ldot b = [Hdot, b ] (2.21)
Lres b = [Hres, b ] .
Since Ldot and Lres commute, the time evolution of the dot and the reservoir
part of LT can be calculated separately. Because the reservoir Hamiltonian
is non-interacting and diagonal, the time evolution of the reservoir operators
is simply14
Jpµ±(ω; t) = e
iLres(t−t0) Jpµ±(ω) e
−iLres(t−t0) = e±i(ω+µr)(t−t0) Jpµ±(ω). (2.22)
It is convenient to include this harmonic time evolution from the reservoir
part into the time evolution of the dot part, therefore defining
Gpp
′
µµ′(ω, ω
′; t) ≡ eiLdot(t−t0) Gpp′µµ′(ω, ω′)e−iLdot(t−t0) ei(ω−ω
′+Vrr′)(t−t0) (2.23)
with the voltage
Vrr′ = µr − µr′, (2.24)
which leads to the expression for the time dependence of LT
LT (t) =
∑
pp′
∑
µµ′
∫
dω dω′ Gpp
′
µµ′(ω, ω
′; t) p′: Jpµ+(ω)J
p′
µ−(ω
′) : . (2.25)
The expression for LI is found analogously by replacing G with GI .
Now the the dot part can be separated from the reservoir degrees of freedom
in expressions (2.13) and (2.14);
p(t) → Trres{(−iLT )1 . . . (−iLT )nρ0}
=
∑
(−iG11′)1 . . . (−iGnn′)n p0
×Trres{ p′1: J1+J1′− : . . . p′n: Jn+Jn′− : ρreseq }
(2.26)
〈 I(t) 〉 → Tr{(−iLI)t . . . (−iLT )n}
=
∑
Trdot{(−iGI µµ′)t . . . (−iGnn′)n p0}
×Trres{ p′: Jµ+Jµ′− : . . . p′n: Jn+Jn′− : ρreseq },
14Note that the energy ω is measured from the corresponding chemical potential µr of
the reservoir.
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where (Gii′)i is an abbreviation for (G
pip
′
i
µiµi′ )(ti) and the sum symbol is an
abbreviation for ∑
→
∫
···>ti>···>tk>...
∑
{µ}
∑
{p}
∫
{dω} ,
i.e. denotes time integrations, summations over Keldysh indices p, reservoir
r and electron spin σ indices of the tunneling electrons and integrations over
the energies ω of the tunneling electrons.
Now Wick’s theorem can be used to calculate the trace over the reservoir de-
grees of freedom. A constructive proof of Wick’s theorem is given in appendix
B.1. Wick’s theorem states that for a free density matrix the expectation
value of a collection of fermionic creation and annihilation operators is given
by
Trres{J1J2 . . . Ji . . . Jn−1Jn ρreseq } →
∑
all possible
pairings
{J1J2 . . . Ji . . . Jn−1Jn}
with the contractions15
Ji Jk = Trres{Jpiµi+(ωi) Jpkµk−(ωk) ρreseq } ≡ γ−→
pipk
µiµk
(ωi, ωk)
Ji Jk = Trres{Jpiµi−(ωi) Jpkµk+(ωk) ρreseq } ≡ γ←−
pipk
µiµk
(ωi, ωk). (2.27)
Since the contraction of two operators is an ordinary number one finds for
the normal orderd contraction : JiJk : = 0. Since LT was defined normal
ordered in (2.18), all bubble diagrams with vertices G contracted to itself are
subtracted from the perturbation expansion in (2.26).
Inserting the definitions from (2.15) into the preceeding expressions, one finds
(cf. appendix B.2)
γ−→
pipk
µiµk
(ωi, ωk) = δµiµk δ(ωi − ωk) f
(
pk ωk
)
= δµiµk δ(ωi − ωk) γ−→
pk
µk
(ωk)
(2.28)
γ←−
pipk
µiµk
(ωi, ωk) = δµiµk δ(ωi − ωk) f
(
pk ωk
)
= δµiµk δ(ωi − ωk) γ←−
pk
µk
(ωk).
15The contractions are closely related to the free Keldysh Green’s functions of the reser-
voir. However, since the time evolution of the reservoir electron operators were included
into the time evolution of the dot superoperators, the resolvents of the Green’s functions
do not appear here.
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Importantly, they do not depend on the Keldysh index pi. The following
notations will be used henceforth16:∑
. . .
(
−i Gpip′iµiµ′i(ωi, ω
′
i; ti)
)
. . .
(
−i Gpkp′kµkµ′k(ωk, ω
′
k; tk)
)
. . . γ←−
p′ipk
µ′iµk
(ω′i, ωk)
=
∑
. . . Gµiµ′i . . . Gµkµ′k . . . =
i k
∑
. . .
(
−i Gpip′iµiµ′i(ωi, ω
′
i; ti)
)
. . .
(
−i Gpkp′kµkµ′k(ωk, ω
′
k; tk)
)
. . . γ−→
pip′k
µiµ′k
(ωi, ω
′
k)
=
∑
. . . Gµiµ′i . . . Gµkµ′k . . . =
i k
2.2.4 Kinetic equations
Since the reservoirs were integrated out using Wick’s theorem, one is left now
with an effective description of the system in terms of dot degrees of free-
dom only, where the reservoirs enter through contraction factors only. The
perturbation expansion for the reduced density matrix from (2.26) becomes
p(t) = Π(t, t0) p0 →
∑
all possible
contractions
1 2 3 n
p0,
(2.29)
where Π(t, t0) denotes the full dot propagator in presence of the reservoirs.
The corresponding expression for the expectation value of the current is
〈 I(t) 〉 → Trdot

∑
all possible
contractions
t
GI
1 n
p0
 ,
(2.30)
where the vertex GI at time t denotes the current superoperator (2.19).
As usual for many-particle problems it makes no sense to perform a finite
order perturbation calculation of the reduced density matrix and the current
using (2.26) directly, but one needs to sum up whole classes of diagrams up
16At this point one may wonder, where the factor p′ from e.g. (2.25) has gone: these
prefactors were used to normal order terms a†i and ai along the Keldysh contour. They
reappear when one determines the Wick signs of contractions (cf. appendix B.3).
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to infinite order. This can be done using the self-energy superoperator which
is defined as the sum over all connected diagrams, namely
Σ(t, t′)t0 →
∑
connected
diagrams
t t′
A BG G
(2.31)
ΣI(t, t
′)t0 →
∑
connected
diagrams
t t′
GI BG G
.
A distinction between boundary vertices A, B, GI and inner vertices G is
made here, since the time evolution of the boundary vertices is defined dif-
ferently from the time evolution of the inner vertices in (2.23):
App
′
µµ′(ω, ω
′; t) = App
′
µµ′(ω, ω
′) e−iLdot(t−t0) ei(ω−ω
′+Vrr′)(t−t0)
Gα pp
′
I µµ′(ω, ω
′; t) = Gα pp
′
I µµ′(ω, ω
′) e−iLdot(t−t0) ei(ω−ω
′+Vrr′)(t−t0) (2.32)
Bpp
′
µµ′(ω, ω
′; t) = eiLdot(t−t0) Bpp
′
µµ′(ω, ω
′) ei(ω−ω
′+Vrr′)(t−t0).
For t = t0 the boundary vertices are equal to the corresponding inner vertices,
i.e. A = B = G etc. With this definition of the time dependence the self-
energies depend on the relative time argument t − t′ only. Furthermore the
time t0 drops out and can be set to zero for the calculation of the self-energies;
Σ(t, t′)t0 = Σ(t− t′) , ΣI(t, t′)t0 = ΣI(t− t′). (2.33)
Using the self-energy, the Dyson equation for the dot propagator can be
written down
Π(t, t0) = Π0(t− t0) +
∫
t>t1>t2>t0
dt1dt2 Π0(t− t1) Σ(t1 − t2) Π(t2, t0)
with the free dot propagator Π0(t) = e
−iLdott. Differentiating the Dyson
equation with respect to t leads to the equation of motion for the dot prop-
agator
d
dt
Π(t, t0) = −i Ldot Π(t, t0) +
∫
t>t2>t0
dt2 Σ(t− t2) Π(t2, t0), (2.34)
or, by multiplying from the right with p0, to the equation of motion for the
reduced density matrix
d
dt
p(t) = −i Ldot p(t) +
∫
t>t2>t0
dt2 Σ(t− t2) p(t2). (2.35)
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The expectation value for the current is given by
〈 I(t) 〉 = Trdot

∫
t>t1>t0
dt1 ΣI(t− t1) Π(t1, t0) p0

= Trdot

∫
t>t1>t0
dt1 ΣI(t− t1) p(t1)
 . (2.36)
Equations (2.35) and (2.36) are the formally exact kinetic equations in time
representation, which describe the time evolution of observables like the re-
duced density matrix and the current completely. They contain convolutions
in time of the self-energy with the reduced density matrix, which are resolved
by using the Laplace transformation
p˜(z) =
∫ ∞
t0
dt eizt p(t),
(2.37)
Σ˜(z) =
∫ ∞
0
dt eizt Σ(t).
This transformation is well defined in the upper halfplane Im(z) > 0, if the
reduced density matrix and the self-energy converge to some stationary value
or remain bounded. The corresponding inverse transformation is
p(t) Θ(t− t0) = 1
2pi
∫ ∞+iη
−∞+iη
dz e−izt p˜(z)
Σ(t) Θ(t) =
1
2pi
∫ ∞+iη
−∞+iη
dz e−izt Σ˜(z).
The Laplace transformed kinetic equations are{
z −
(
Ldot + i Σ˜(z)
)}
p˜(z) = i p0 e
izt0 , (2.38)〈
I˜(z)
〉
= Trdot{Σ˜I(z)p˜(z)}.
For the calculation of the Laplace transformed self-energies it is useful to
make a final redefinition of the time evolution for the boundary vertices,
replacing (2.32) when calculating Σ˜(z): considering the explicit expression
Σ˜(z) =
∫ ∞
0
d(t− t′) eiz(t−t′) Σ(t− t′)
=
∫
∞>t>t1>···>tn>t′
dt . . . dtn e
izt A e−iLdott . . . eiLdott
′
B e−izt
′
,
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it appears convenient to define
App
′
µµ′(ω, ω
′; t)z = e
izt App
′
µµ′(ω, ω
′) e−iLdott ei(ω−ω
′+Vrr′)t
Gα pp
′
I µµ′(ω, ω
′; t)z = e
izt Gα pp
′
I µµ′(ω, ω
′) e−iLdott ei(ω−ω
′+Vrr′)t (2.39)
Bpp
′
µµ′(ω, ω
′; t)z = e
iLdott Bpp
′
µµ′ e
−izt(ω, ω′) ei(ω−ω
′+Vrr′)t,
where t0 was set to zero, since it drops out of the expression for Σ˜(z) anyway.
In terms of these operators, the self-energies are given by
Σ˜(z) →
∑
connected
diagrams
t 0
Az BzG1 Gn
(2.40)
Σ˜I(z) →
∑
connected
diagrams
t 0
GI z BzG1 Gn
,
where one has to integrate over the times ∞ > t > t1 > · · · > tn > 0 now.
The stationary limit t→∞ can be extracted from the Laplace transformed
quantities using17
pst = − lim
z→iη
iz p˜(z). (2.41)
17Proof using integration by parts:
iz p˜(z) = iz
∫ ∞
t0
dt eizt p(t) = iz
[
eizt
iz
p(t)
]∞
t0
− iz
∫ ∞
t0
dt
eizt
iz
p˙(t).
Using pst = lim
t→∞
p(t) one finds
lim
z→iη
iz p˜(z) = −p0 − (pst − p0) = −pst.
44 CHAPTER 2. REAL TIME DIAGRAMMATICS
From (2.38) one finds the equations determining the stationary values of the
reduced density matrix and the current18:
0 =
{
Ldot + i Σ˜(iη)
}
pst
〈 Ist 〉 = Trdot{Σ˜I(iη) pst} . (2.42)
Importantly, one finds that the initial condition p0 has dropped out, i.e. the
stationary limit is independent of the initial state of the dot.
The kinetic equation is a generalization of the common master or rate equa-
tion, which is widely used for transport calculations with interacting quantum
dots, for an introduction see e.g. [33]. But additionally the kinetic equations
provide information on the off-diagonal elements of the reduced density ma-
trix, which become important if dot states are (nearly) degenerate.
In this thesis there is no need to calculate the stationary density matrix
explicitly, so the issue how to calculate pst consistently in powers of the ex-
pansion parameter is not discussed here. A discussion can be found in e.g.
[44].
Finally the interpretation of the self-energy superoperator in terms of
rates and level shifts should be made more explicit. Using equation (2.42)
and the matrix representation of dot superoperators discussed in appendix A
one finds that transitions from the diagonal element ps2s2 to another diagonal
element ps1s1 of the reduced density matrix with s2 6= s1 are described by the
corresponding matrix element of the self-energy superoperator19
0 = (p˙st)s1s1 =
∑
s2 6=s1
Σ˜(iη)s1s1,s2s2 (pst)s2s2 =
∑
s2 6=s1
Σ˜
s1
s1
s2
s2
(pst)s2s2 .
However, because of s1 6= s2 there have to be vertices on the forward and
the backward propagator, since only vertices can induce transitions between
18There is a direct way from (2.35) to the stationary limit: Using lim
t→∞
p(t) = pst one can
replace p˙(∞) = 0 and −iLdot p(∞) = −iLdot pst. The term containing the self-energy Σ is
more delicate: to perform the limit one has to introduce a time cutoff into the convolution
integral, cutting out the far past∫ t→∞
t0
dt2 e
−η(t−t2) Σ(t−t2) p(t2) =
∫ t→∞
t0
dt2 e
−η(t−t2) Σ(t−t2) pst =
∫ ∞
0
dt2 e
−ηt2 Σ(t2) pst .
In context with (2.35), this procedure shows the meaning of (2.42) more clearly: The 0 on
the lhs. stems from the vanishing time derivative, while the rhs. induces transitions and
oscillations between the different dot states.
19Note that the matrix elements of the dot Liouvilleian (Ldot)s1s1,s2s2 vanish, since the
dot Liouvillian does not induce transitions.
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different dot eigenstates s1 and s2. Furthermore for the case of the Kondo
quantum dot with s =↑, ↓ (+1,−1) this means that spin has to be transfered
between the forward and the backward propagator which is possible only,
if at least one vertex on the forward propagator is coupled to a vertex on
the backward propagator by a tunneling line. So the important point is: to
generate rates, one needs contractions γpp
′
connecting the forward with the
backward propagator, i.e the contractions have to be non diagonal in Keldysh
space p′ = p. Contractions connecting vertices on the same propagator can
be interpreted in terms of an effective dot Hamiltonian with shifted levels in
the simplest case.
2.2.5 Conservation laws and sum rules
To prove that the reduced density matrix is hermitian or that the current
calculated from the kinetic equations is real, one has to calculate expressions
like (L b)† frequently. It is desirable to reexpress formulae of this type with
another superoperator L′ in the form (L b)† = L′ b† since the latter can be
manipulated in a standard way. Therefore now the adjoint of a superoperator
is defined:
Let L be some arbitrary superoperator and b, b′ arbitrary ordinary operators.
We define the adjoint of L by requiring
L† is the adjoint of L if from b′ = L b =⇒ b′† = L†b†. (2.43)
With this definition, one finds for the dot superoperators from (2.15) and
(2.21)
(−iM˜ p)† = −iM˜ p
(−iLdot)† = −iLdot (2.44)(
e−iLdott
)†
= e−iLdott
The following relations can be proven:
(Trdot{L b})∗ = Trdot{L† b†},
(L1 L2)
† = L†1 L
†
2. (2.45)
Note that although looking similar, these rules are different from what one
knows about the adjoint of ordinary operators.
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Hermitian reduced density matrix and real current
To prove that equation (2.35) leads to a hermitian reduced density matrix,
one has to show that if p(t′) is hermitian for t′ ≤ t, the relations
{−iLdot p(t)}† = {−iLdot p(t)} ,
{Σ(t− t′) p(t′)}† = {Σ(t− t′) p(t′)} (2.46)
{ΣI(t− t′) p(t′)}† = {ΣI(t− t′) p(t′)} (2.47)
(2.48)
hold, which is equivalent to (−iLdot)† = −iLdot and Σ(I)(t)† = Σ(I)(t). The
first relation has been proven in (2.44) already. For the kinetic equation in
Laplace space one has to show that the adjoint of equation (2.38) leads to the
equation for p˜(−z∗). To prove that the current calculated from the kinetic
equations is real, similar relations have to hold for the current self-energy
superoperator.
One calculates first the adjoint of the dot superoperators, using the relations
(2.44) and (2.45):(
−i Xpp′µµ′(ω, ω′; t)(z)
)†
= −i Xp′pµ′µ(ω′, ω; t)(−z∗) , (2.49)
where X may stand for any of the dot superoperators G, GI, A, B defined in
(2.17, 2.20, 2.32) and the identities grr′(ω, ω
′)∗ = gr′r(ω
′, ω), hrr′(ω, ω
′)∗ =
hr′r(ω
′, ω) and τ ∗σσ′ = τ σ′σ were used.
For the complex conjugate of a contraction (2.28) one finds
γ−→
pp′
µµ′(ω, ω
′)∗ = γ←−
p p′
µµ′(ω, ω
′). (2.50)
Relations (2.49) and (2.50) imply that one gets the adjoint of some arbitrary
diagram by putting the vertex on the opposite propagator (p→ p), reversing
all reservoir tunneling lines ( γ←−→ γ−→) and replacing z → −z
∗; Since for the
calculation of Σ all indices are summed, this leads to{∑
. . . Gµiµ′i . . . Gµkµ′k . . . (z)
}†
=
∑
. . . Gµiµ′i . . . Gµkµ′k . . . (−z∗).
Since with any diagram the diagram with all tunneling lines reversed is
present in the perturbation expansion too, one finds that the desired re-
lations Σ(I)(t)
† = Σ(I)(t) and Σ˜(I)(z)
† = Σ˜(−z∗) hold. Together with (2.44)
these relations are summarized into(
X(z)
)†
= X(−z∗) with X = −iLdot, Σ˜(I). (2.51)
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Probability conservation
Probabilty conservation means 0 = Trdot{p˙(t)}, which is proved using equa-
tion (2.35). For the proof one needs to calculate the traces over the dot
Liouville superoperator Ldot and the self-energy superoperator Σ(t). For the
dot Liouvillian Ldot one finds
Trdot{Ldot b} = Trdot{Hdot b− b Hdot} = 0 , (2.52)
where b is some arbitrary ordinary operator. For the self-energy superoper-
ator one uses the identity∑
pp′
Trdot{App′µµ′b} =
∑
pp′
Trdot{App′µµ′ b} γ−→
p∗
µ∗ γ←−
p′∗
µ′∗
∝
∑
p
Trdot{M˜
p
b} = Trdot{S b− b S} = 0,
where use was made of the fact that A is always the leftmost superoperator
appearing in the expressions for Σ and that the contractions γpp
′
are inde-
pendend of the Keldysh index p, see (2.28). Since Σ(t) ∼ ∑pp′ App′µµ′ this
immediately leads to
Trdot{Σ(t) b} = 0. (2.53)
Since the Laplace transformed self-energy differs form Σ(t) only by a time
integration, the above relation holds for Σ˜(z) as well.
Spin conservation
For the Kondo quantum dot with eigenstates s =↑, ↓ (+1,−1), the matrix
elements of the dot Liouvillian Ls1s′1,s2s′2 (cf. appendix A) fulfill the selection
rule
s1 − s′1 = s2 − s′2 (2.54)
Because spin is conserved at each vertex, the matrix elements of the self-
energy operator Σs1s′1,s2s′2 fulfill the same selection rule.
Formulated in terms of superoperators (2.15) this means, that∑
p
[
M˜pz , Ldot
]
=
∑
p
[
M˜pz , Σ
]
= 0 . (2.55)
From this selection rule one finds that the kinetic equation does not couple
the three sectors {p↑↓}, {p↓↑} and {p↑↑, p↓↓} of the reduced density matrix to
each other.
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Chapter 3
Real time RG
The real time renormalization group (RTRG) method is presented which al-
lows the calculation of the reduced density matrix and the current beyond
perturbation theory. The method is used to derive the renormalization group
equations required for the calculation of the current and the decoherence rate
for a Kondo quantum dot which is driven out of equilibrium by an external
bias voltage.
3.1 Motivation and functional formulation
In the last chapter, it was found that the self-energy1 defined in (2.31) or
(2.40) is the central object for the description of non-equilibrium transport
through an interacting quantum dot. It was shown how the self-energy can
be calculated using a digrammatic perturbation theory.
However, for problems where all energy scales contribute, like for the Kondo
effect, bare perturbation theory is not sufficient to capture the effect of loga-
rithmic renormalization or universality even in an equilibrium situation. One
rather needs a scheme to integrate out high energy scales successively, than
to sum up some classes of diagrams directly.
Scaling methods, which were pioneered by Anderson’s ”poor man’s scaling”
[18], are especially suited to this kind of problem: the basic idea is to remove
the energy scales of the problem above some cutoff energy and account for
them by a proper readjustment of all coupling constants, such that the ex-
pectation values of all observables remain unchanged. By this readjustment
the coupling constants become coupling functions depending on the current
value of the energy cutoff. The procedure is depicted in figure 3.1. Eventually
1Here the case of Σ˜(z) is explained in detail, but the procedure is the same for Σ˜I(z).
49
50 CHAPTER 3. REAL TIME RG
PSfrag replacements
initially intermediate
D
D
2
ωc
integrated out
dotdot
G Gωc
Figure 3.1: RG scheme: initially the system is characterized by the bare
coupling G and the bandwidth D/2 which provides the scale of the highest
lying virtual excitations. To decrease the bandwidth from D/2 to ωc one
removes the virtual excitations to the band edge and accounts for them by
a proper redefinition of the couplings G. By this procedure the model is
mapped on the same model with reduced bandwidth ωc and renormalized
couplings Gωc.
these renormalized couplings are used to perform a perturbation calculation
with the model defined on a reduced energy scale. Using this procedure one
includes the high energy fluctuations in a non-perturbative way.
A method suited to this type of calculation in non-equilibrium is the real
time renormalization group (RTRG) developed in [22]:
The starting point is the observation that the self-energy can be considered
as a functional
Σ˜(z) = F (A, G, B, Ldot, γ) (3.1)
of the vertices, the dot Liouvillian and the contractions given by the ex-
pressions (2.40). Now some high energy cutoff ωc is introduced into the
contractions (2.28) by defining2
γpµ(ω)ωc = γ
p
µ(ω) Θ(ωc − |ω |), (3.2)
which cuts all frequency integrations. If the cutoff is larger than the reservoir
bandwidth (ωc > D/2), nothing changes in (3.1). Now one requires that the
self-energy shall remain unchanged with the same functional as in (3.1) when
the cutoff is reduced below D/2. As indicated above, this will lead to cutoff
2Here a sharp cutoff is used, but in principle any kind of smooth cutoff can be used too.
The advantage of the sharp cutoff is that differentiating leads to delta functions, which
enable the analytic calculation of frequency integrals.
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dependent vertices3, i.e.
Σ˜(z) = F (Aωc, Gωc, Bωc, Ldot ωc, γωc) + Σ˜(z)ωc , (3.3)
where the last term collects all contributions which could not be accounted
for by renormalized vertices. This implicitly defines the cutoff dependence
of all vertices. By differentiating (3.3) with respect to the cutoff ωc, differen-
tial equations determining the cutoff dependence are found. Together with
the initial condition that for ωc = D/2 all vertices equal the bare ones and
Σ˜(z)ωc=D/2 = 0, these differential equations determine the flow of all vertices
with ωc. When integrating these equations down to ωc = 0, the first term
on the rhs. of (3.3) becomes zero, since all contractions have been integrated
out, and the self-energy equals the second term on the rhs: Σ˜(z) = Σ˜(z)ωc=0.
Considering the explicit form of the functional (2.40), one finds that dif-
ferentiating F will lead to the same functional where exactly one vertex or
one contraction is replaced by its derivative. Somewhat sloppily this can be
written as
F
(
Aωc, Gωc, Bωc, Ldot ωc, γ ωc
)
= F
(
dAωc
dωc
, Gωc, Bωc, Ldot ωc, γωc
)
+ . . .
· · ·+ F
(
Aωc, Gωc, Bωc,
dLdot ωc
dωc
, γωc
)
+
dΣ˜ωc
dωc
, (3.4)
where the cross contraction is defined by
γ pµ(ω)ωc = −
dγpµ(ω)ωc
dωc
= −
∑
s=±
δ(ω − sωc) γpµ(sωc). (3.5)
3.2 Diagrammatic derivation of RG equations
Though beeing exact, equation (3.4) cannot be used directly, because the
functional F is a sum over infinitely many connected diagrams and cannot
be calculated in general. Progress is possible by developing a diagrammatic
interpretation of equation (3.4).
RG equations for inner vertices G
Now the RG equations for inner vertices G up to second order are derived:
inner vertex means that the vertices cross contracted together should be no
3When about cutoff dependent vertices is spoken literally, the dot Liouvillian is always
meant too.
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boundary vertices. Consider the pieces of diagrams∫
1>2>3>4
dt2dt3
2 3
and
∫
1>2>3>4
dt2dt3
2 3
,
(3.6)
which appear within F(. . . γ ). Equation (3.4) means that these diagrams
have to be reinterpreted in terms of derivatives of some vertices. After inte-
grating out the crossed lines, the two vertices at t2 and t3 have to be treated
as one object. This object has two tunneling lines (”legs”) attached and sits
in between two other vertices at t1 and t4. The natural choice is to interpret
this object as renormalization of the two leg vertex G:∫
1>t>4
dt
dGωc
dωc
(t)
?
=
∫
1>2>3>4
dt2dt3
{
2 3↑
+
2 3↑
}
.
(3.7)
An obvious problem is posed by the time integrations: the vertex G depends
on one time argument t only, while the rhs. object in equation (3.7) depends
on the two times t2 and t3. To proceed, one has to specify the time ordering
of the rhs. object which means fixing the position t in the diagrams. Here
the time ordering is chosen with respect to the average time of t2 and t3,
which is indicated by the arrows below the diagrams. In the above equations
one substitutes4
t2 = t + τ/2
t3 = t− τ/2,
which leads to∫
1>t>4
dt
dGωc
dωc
(t) =
∫
1>t>4
dt
∫
I
dτ
{
G2(
τ
2 ) G3(− τ2 )
+
G2(
τ
2 ) G3(− τ2 )
}
(t),
(3.8)
with the integration interval I = [0, min{t− t4, t1 − t}]. The time argument
{. . . }(t) in the rhs. of the equation indicates that the value of the brackets
has to be taken at time t.
In principle nothing is gained here with respect to (3.7), since the integration
4Generally, one can substitute t2 = t + ατ and t3 = t − (1 − α)τ , with 0 ≤ α ≤ 1.
It turns out that for the Kondo effect different time orderings do not change the leading
logarithmic behaviour, but shift subleading corrections between the different orders of the
perturbative RG equations.
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interval I depends on t1 and t4. The interval can be split into the two
contributions ∫
1>t>4
dt
∫
I
dτ =
∫
1>t>4
dt
∫ ∞
0
dτ −
∫
1>t>4
dt
∫ ∞
2 min{t−t4,t1−t}
dτ . (3.9)
It turns out that the first summand generates a second order contribution
to the RG equation for the two leg vertex G, while the second term leads to
higher order corrections.
Second order term: For the first summand on the rhs. of (3.9), the τ
integration can be performed since the corresponding integration interval is
independent of t1 and t4. This yields the RG equation for the two leg vertex
G to second order
dG
dωc
=
∫ ∞
0
dτ
{
G2(
τ
2 ) G3(− τ2 )
+
G2(
τ
2 ) G3(− τ2 )
}
. (3.10)
The analytic expression for (3.10) is rather lengthy and will be given at the
end of this section.
Correction term: For the second term in (3.9) the time integrations are
such that, e.g. t2 > t1 > t3 and the vertex G1 is clustered between the
vertices G2 and G3. Consequently, to perform the τ integration, one has
to evaluate the correction term as a product of three vertices. This yields
a third order term, which contributes to the renormalization of the two leg
vertex G and also generates a new 4 leg vertex object. These corrections are
not considered here.
Extending the time integrations for t2 and t3 even farther until the next,
overnext and so forth vertex time argument is met, one generates an infinite
hierarchy of vertex corrections in higher orders as well as new vertex objects
with more and more legs. This hierarchy has to be cut at some point, there-
fore this type of RG was termed perturbative RG. As indicated before, here
this hierarchy is cut at two leg vertex and second order level.
RG equations for the dot Liouvillian Ldot
Next the RG equations for the dot Liouvillian Ldot are derived to second
order. Consider the pieces of diagrams with two neighbouring vertices con-
tracted together to a bubble:∫
1>2>3>4
dt2dt3
2 3
and
∫
1>2>3>4
dt2dt3
2 3
.
(3.11)
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One could think of treating this as a vertex renormalization as above. How-
ever, after integrating out the crossed line this would leave an object of the
form , which is nothing but a (renormalized) vertex contracted to
itself. Because the Hamiltonian is normal ordered these diagrams do not
appear in the functional F . Instead one has to account for the contribution
of the bubbles by a renormalized dot propagator Π. Here it is preferred to
calculate the renormalization of the dot Liouvillian Ldot itself, so one rewrites
the derivative of the dot propagator into5
d
dωc
Π(t1 − t4) = d
dωc
e−iLdot(t1−t4) =
∫
1>4
dt
(
−idLdot
dωc
)
(t). (3.12)
Using the same time ordering as for the vertex, the RG equation for the dot
Liouvillian to second order becomes
−idLdot
dωc
=
∫ ∞
0
dτ
{
G( τ2 ) G(− τ2 )
+
G( τ2 ) G(− τ2 )
}
(3.13)
The analytic expression for this equation is given at the end of this section.
RG equations for the boundary vertices A, GI and B
The RG equations for the boundary vertices are found exactly like the RG
equations of the inner vertices G: the equations for A (GI) are found from
(3.10) by replacing the vertex G2 by A (GI). The equation for B is found
from (3.10) by replacing the vertex G3 by B.
There is only one subtle point to explain here: one could have in mind that
the boundary vertex B appears in a diagram in the form∫
∞>t>t1>···>tn>0
dt dt1 . . . dtn e
izt A . . .Gn e
−iLdot(tn−0) B,
so it seems that for B there is no choice for time ordering since it appears
to be pinned to t = 0. However, the preceding expression can be rewritten
into6 ∫
0>t1>···>tn>t>−∞
dt1 . . . dtndt A . . .Gn e
−iLdot(tn−t) B e−izt,
5For the last part of the equation one has to assume that the derivative of the dot
Liouvillian commutes with the Liouvillian itself [ dLdot, Ldot ] = 0. It is shown later that
this assumption is valid for the model considered.
6The key observation is that the integrals over all times can be rewritten into integrals
over time differences between all times, which run from 0 to ∞ independently of each
other.
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which is nothing but fixing the position of the vertex A instead of fixing the
position of vertex B when performing the time integrations. Obviously, with
the last expression one can derive the RG equation for the vertex B in the
same manner as the RG equation for A is derived.
RG equations for the self-energy superoperator
When two neighbouring boundary verticies are contracted together to a bub-
ble, the object remaining after integrating out one line can be interpreted
neither as a renormalization of the boundary vertex, nor of the dot propa-
gator. Instead this is a renormalization of the self-energy. Time ordering as
before yields
dΣ˜(z)
dωc
=
∫ ∞
0
dτ

A( τ2 ) B(− τ2 )
+
A( τ2 ) B(− τ2 )
 (3.14)
dΣ˜I(z)
dωc
=
∫ ∞
0
dτ

GI(
τ
2 )B(− τ2 )
+
GI(
τ
2 )B(− τ2 )
 . (3.15)
Note that time ordering generates no higher order corrections for this expres-
sion of the self-energy because there are no vertices which are passed by the
boundary vertices when the integration over τ is performed.
Analytic expressions for the RG equations
After restoring the prefactors (−i) of the vertices and calculating the Wick
signs (cf. appendix B.3), one can write down the analytic expressions for the
diagrammatic RG equations. The distribution of indices used is explained in
figure 3.2. For the dot Liouvillian Ldot one finds
7
d
dωc
(−iLdot) =
∑
{µ},{p}
∑
s=±
∫ ωc
−ωc
dω
∫ ∞
0
dτ p2p
′
2f(p2ω) f(sp
′
2 ωc)×
{
G
p1p
′
1
µ′µ (sωc, ω; τ/2) G
p2p
′
2
µµ′ (ω, sωc;−τ/2)
+G
p′1p1
µµ′ (ω, sωc; τ/2) G
p′2p2
µ′µ (sωc, ω;−τ/2)
}
.
(3.16)
7The overall sign is found by multiplying the Wick sign p2p
′
2 times (−i)2 from the two
vertices G times the (−) sign of the cross contraction, yielding the overall sign p2p′2. The
same scheme applies to all other equations.
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τ/2
p′
2
p2p
′
1
p1
−τ/2
(µ, ω)
(µi, sωc)
τ/2 −τ/2
p′ipi
(µi, sωc)(p, µ, ω) (p′, µ′, ω′)
Figure 3.2: Explaination of the notations for the RG equations:
Left panel: Notation used for the first term of the RG equation (3.16) for
the dot Liouvillian Ldot.
Right panel: Notation used for the first term of the RG equation (3.17) for
the inner vertex G.
The RG equation for an inner vertex G is found to be8
d
dωc
G
pp′
µµ′(ω, ω
′) =
i
∑
µi,{pi}
∑
s=±
∫ ∞
0
dτ
{
p′i f(sp
′
i ωc) G
ppi
µµi(ω, sωc; τ/2) G
p′ip
′
µiµ′
(sωc, ω
′;−τ/2)
−pi f(spi ωc) Gp
′
ip
′
µiµ′
(sωc, ω
′; τ/2) G
ppi
µµi(ω, sωc;−τ/2)
}
,
(3.17)
with the time dependence of the vertex defined in equation (2.23).
The equations (3.16) and (3.17) form a closed set of differential equations
with the initial conditions given by (2.21) and (2.17).
It was mentioned before that the equations for the self-energies and the
boundary vertices can be found by proper replacements in the RG equations
for the dot Liouvillian (3.16) and the inner vertex (3.17). The equation
for the boundary vertex B is found by making the following replacement in
(3.17):
dBz
dωc
= . . .
{
. . . G Bz − . . . G Bz
}
,
while maintaining all arguments. Inspection of the expressions for the self-
energies shows, that instead of App
′
and Gpp
′
I only the sums over Keldysh
indices of these vertices, i.e.
A =
∑
pp′
App
′
and I =
∑
pp′
Gpp
′
I
8Indices with subscript i will often be used to denote some inner summation variable.
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are required. Using these Keldysh summed vertices and (3.16), the equation
for the self-energy Σ˜(z) becomes
d
dωc
Σ˜(z) =
∑
{µ},{p}
∑
s=±
∫ ωc
−ωc
dω
∫ ∞
0
dτ pp′ f(pω) f(sp′ ωc)×
{
Aµ′µ(sωc, ω; τ/2)z B
pp′
µµ′(ω, sωc;−τ/2)z
+Aµµ′(ω, sωc; τ/2)z B
p′p
µ′µ (sωc, ω;−τ/2)z
}
,
and the corresponding equation for Σ˜I(z) is found by making the replacement
dΣ˜I(z)
dωc
= . . .
{
Iz Bz + Iz Bz
}
in the above equation with arguments maintained. The RG equations for the
boundary vertices A and I are found from writing down the RG equations
for App
′
or Gpp
′
I using the proper replacements in the RG equation (3.17) and
summing the resulting equation over the Keldysh indices p, p′. For I this
yields
d
dωc
Iµµ′(ω, ω
′)z =
i
∑
µi,pp′
∑
s=±
∫ ∞
0
dτ
{
p f(spωc) Iµµi(ω, sωc; τ/2)z G
pp′
µiµ′
(sωc, ω
′;−τ/2)
−p′ f(sp′ ωc) Iµiµ′(sωc, ω′; τ/2)z Gpp
′
µµi
(ω, sωc;−τ/2)
}
,
and the equation for A is found from the above equation by making the
replacement
dAz
dωc
= . . .
{
. . . Az G− . . . Az G
}
.
Summary of the RG equations
The RG equations found can be summarized compactly, one gets the follow-
ing expressions: for the inner vertex G and boundary vertex B the RG
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equations are found from inserting Y = G, B into the equation
d
dωc
Y pp
′
µµ′ (ω, ω
′)(z)
=
∑
µi,{pi},s
i
∫ ∞
0
dτ
{
p′i f(sp
′
i ωc) G
ppi
µµi
(ω, sωc; τ/2) Y
p′i p
′
µiµ′
(sωc, ω
′;−τ/2)(z)
− pi f(spi ωc) Gp
′
i p
′
µiµ′
(sωc, ω
′; τ/2) Y p piµµi (ω, sωc;−τ/2)(z)
}
,
(3.18)
for the boundary vertices I and A the RG equations are found by inserting
X = I, A into the equation
d
dωc
Xµµ′(ω, ω
′)z
=
∑
µi,{p},s
i
∫ ∞
0
dτ
{
p f(spωc) Xµµi(ω, sωc; τ/2)z G
pp′
µiµ′
(sωc, ω
′;−τ/2)
− p′ f(sp′ ωc) Xµiµ′(sωc, ω′; τ/2)z Gpp
′
µµi
(ω, sωc;−τ/2)
}
(3.19)
and for the Liouvillian and self-energies the RG equations are found from
inserting the sets
{X = −iLdot, Y =
∑
pp′
Gpp
′
and Z = G} or
{X = Σ˜(z), Y = A and Z = B} or
{X = Σ˜I(z), Y = I and Z = B}
into the equation
d
dωc
X(z) =
∑
{µ},{p},s
∫ ωc
−ωc
dω
∫ ∞
0
dτ pp′f(pω) f(sp′ ωc)×
{
Yµ′µ(sωc, ω; τ/2)(z) Z
pp′
µµ′(ω, sωc;−τ/2)(z)
+Yµµ′(ω, sωc; τ/2)(z) Z
p′p
µ′µ(sωc, ω;−τ/2)(z)
}
.
(3.20)
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The time evolution is defined [cf. (2.23, 2.39)]
Xµµ′(ω, ω
′; t)(z) = e
i(ω−ω′+Vrr′)t

eiLdott Xµµ′(ω, ω
′) e−iLdott X = Gpp
′
eizt Xµµ′(ω, ω
′)z e
−iLdott X = I, A
eiLdott Xµµ′(ω, ω
′)z e
−izt X = Bpp
′
The system of differential equations is closed by providing the initial condi-
tions for the self-energy Σ˜(I)(z)ωc=D/2 = 0 and for the boundary vertices
Bpp
′
µµ′(ω, ω
′) = Gpp
′
µµ′(ω, ω
′)
Aµµ′(ω, ω
′) = grr′(ω, ω
′) τσσ′ ·
{
M˜
+
+ M˜
−
}
, (3.21)
Iµµ′(ω, ω
′) = grr′(ω, ω
′) τσσ′ ·
{
(1− δrα) δr′α M˜
+
+ δrα (1− δr′α) M˜
−
}
+ hrr′(ω, ω
′) (δr′α − δrα) δσσ′ 1
where the dimensionless couplings were defined in (2.16).
The RG equations (3.18, 3.19, 3.20) are the central results of this chapter.
3.3 Relation to perturbation theory
It should be mentioned that the second order RG equations contain the
second order perturbation theory result for the self-energies completely. This
can be shown by expanding the renormalized vertices in a power series in the
bare couplings. This expansion is inserted in the RG equations (3.14). To
lowest order one has to insert the bare vertices which yields for, e.g. the
current self-energy
dΣ˜I(z)
dωc
=
∑
µµ′
pp′
∫
dωdω′
∫ ∞
0
dτ
(− iGpI µ′µ(ω′, ω; τ/2))z (− iBp′µµ′(ω, ω′;−τ/2))z
×{γ←−
p′
µ (ω, ωc) γ−→
p′
µ′(ω
′, ωc) + γ←−
p′
µ (ω, ωc)γ−→
p′
µ′(ω
′, ωc)}.
(3.22)
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On the rhs. only the term {. . . } containing the contractions depends on ωc,
so equation (3.22) can be integrated using∫ 0
D/2
dωc {. . . } = − γ←−
p′
µ (ω) γ−→
p′
µ′(ω
′)
∫ 0
D/2
dωc
∑
s=±
×{δ(ω − sωc) Θ(ωc − |ω′ |) + Θ(ωc − |ω |) δ(ω′ − sωc)}
= γ←−
p′
µ (ω) γ−→
p′
µ′(ω
′).
Using the boundary condition Σ˜I(z)ωc=D/2 = 0 one finds∫ 0
D/2
dωc
dΣ˜I(z)
dωc
= Σ˜I(z)
=
∑
µµ′
pp′
∫
dωdω′
∫ ∞
0
dτ
(− iGpI µ′µ(ω′, ω; τ))z (− iBp′µµ′(ω, ω′; 0))z γ←−p′µ (ω) γ−→p′µ′(ω′),
which is identical to the perturbation expression (C.3). By this argumenta-
tion it becomes clear that finite order perturbative RG should not be worse
than the corresponding finite order perturbation expression.
3.4 Relation to poor man’s scaling
Poor man’s scaling corresponds to restricting to the forward propagator p =
+ and neglecting the contractions between the forward and the backward
propagator in the RG equation (3.18) for the inner vertex G. Technically
this means that one has to replace all Keldysh indices with + and the dot
Liouvillian Ldot by Hdot in (3.18). Consequently one has to calculate the
renormalization of the vertex operator on the forward propagator only, which
is given by [c.f. equation (2.17)]:
gˆµµ′(ω, ω
′) = grr′(ω, ω
′) τσσ′ · S + hrr′(ω, ω′) δσσ′1. (3.23)
From (3.18) one finds that this operator fulfills the RG equation
d
dωc
gˆµµ′ =
∑
µi,s
i
∫ ∞
0
dτ
{
f(−sωc) gˆµµi(τ/2) gˆµiµ′(−τ/2) e−i(sωc−Vi)τ
−f(sωc) gˆµiµ′(τ/2) gˆµµi(−τ/2) ei(sωc−Vi)τ
}
,
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where the energy dependence of the vertices was neglected consistently and
the abbreviations
gˆ(t) = eiHdott gˆ e−iHdott
Vi =
µr + µr′
2
− µri
were used. If no magnetic field is applied, the dot Hamiltonian remains
Hdot = 0 and the time integrations can be performed trivially, yielding
d
dωc
gˆµµ′ =
∑
µi,s
1
sωc − Vi
{
f(−sωc) gˆµµi gˆµiµ′ + f(sωc) gˆµiµ′ gˆµµi
}
.
Inserting the definition (3.23) one can read off the RG equations for the
couplings grr′ and hrr′. For the case of only one reservoir this simplifies to
the well known poor man’s scaling equations (see, for example, [5]).
3.5 Conservation laws
The proofs that the RG equations preserve some property follows the same
scheme always: assuming that the property holds for some ωc (including the
initial condition ωc = D/2), this property is used when evaluating the rhs.
of the RG equation. Afterwards it is checked, whether the lhs. of the RG
equation preserves this property too. If this is the case one can conclude that
the RG equations preserve the quantity for all values of ωc.
Hermitian reduced density matrix and real current
The set of RG equations (3.18, 3.19, 3.20) maintains probability conservation
and leads to a hermitian reduced density matrix and to a real current.
For the proof one needs to prove the relations
(
−iY pp′µµ′ (ω, ω′)(z)
)†
=
(
−iY p′pµ′µ (ω′, ω)(−z∗)
)
Y = G, B (3.24)(−iXµµ′(ω, ω′)(z))† = (−iXµ′µ(ω′, ω)(−z∗)) X = I, A (3.25)
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which hold initially for ωc = D/2. Calculating the adjoint of (3.18) and using
the property (3.24) one finds
d
dωc
(
−iY pp′µµ′ (ω, ω′)(z)
)†
=
∑∫
dτ
{
− p′i f(sp′i ωc) Gpi pµiµ(sωc, ω; τ/2) Y
p′ p′i
µ′µi
(ω′, sωc;−τ/2)(−z∗)
+ pi f(spi ωc) G
p′ p′i
µ′µi
(ω′, sωc; τ/2) Y
pi p
µiµ
(sωc, ω;−τ/2)(−z∗)
}
=
∑∫
dτ
{
p′i f(sp
′
i ωc) G
p′pi
µ′µi
(ω′, sωc; τ/2) Y
p′ip
µiµ (sωc, ω;−τ/2)(−z∗)
− pi f(spi ωc) Gp
′
ip
µiµ(sωc, ω; τ/2) Y
p′pi
µ′µi
(ω′, sωc;−τ/2)(−z∗)
}
=
d
dωc
(
−iY p′ pµ′µ (ω′, ω)(−z∗)
)
. (3.26)
So the property (3.24) is preserved by the RG equations (3.18). The proof
for (3.25) is similar.
To prove that the RG equations preserve the relations(
X(z)
)†
=
(
X(−z∗)
)
X = −iLdot, Σ˜, Σ˜I (3.27)
one calculates the adjoint of (3.20) and uses the relations (3.24, 3.25). This
yields
d
dωc
(
X(z)
)†
=
d
dωc
(
X(−z∗)
)
X = −iLdot, Σ˜, Σ˜I , (3.28)
i.e. property (3.27) is preserved by the RG equations too. Using (2.46) this
proves that the RG equations (3.18, 3.19, 3.20) lead to a hermitian density
matrix and a real current.
It should be mentioned that the proofs are analogous, if one would have
chosen a different time ordering. The only thing to keep in mind is that
the time ordering must be chosen identical for both terms G Y and G Y
contributing to the respective RG equation.
Probability conservation
In the preceding chapter it was shown that probability conservation is guar-
anteed by the relations (2.52, 2.53). So one has to prove
d
dωc
Trdot{Ldot b} = d
dωc
Trdot{Σ˜(z) b} = 0, (3.29)
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where b is some arbitrary ordinary operator. For the proof one uses the
following relations which are valid initially:
Trdot{G b} = Trdot{A b} = 0, (3.30)
with G =
∑
pp′ G
pp′. These relations are preserved by the RG, as one finds
by calculating the trace over the RG equations for the vertex G (3.18) and
for the vertex A (3.19). Performing the trace over the RG equations for the
dot Liouvillian and the self-energy (3.20) one finds that the property (3.30)
leads to the desired relations (3.29).
3.6 Concluding remark
It should be emphasized that the RG equations derived can be applied to
any type of model involving double vertices only. This includes all types of
fancy Kondo models with larger spins or exotic symmetries. The only fact
essential is that the tunneling Hamiltonian is of the form
HT =
∑
kk′
µµ′
gˆkµ k′µ′ : a
†
kµak′µ′ :,
where k denotes the reservoir wavevectors and µ the set of remaining quan-
tum numbers common to the dot and reservoir part of the tunneling Hamil-
tonian. The operator gˆ acts on dot degees of freedom only. After rewriting
the wavevector k summations into integrals over the density of states, the
superoperators G and Ldot are defined as
Gpp
′
µµ′(ω, ω
′) b = δpp′
{
gˆµµ′(ω, ω
′) b p = +
−b gˆµµ′(ω, ω′) p = −
Ldot b = [Hdot, b ] .
Formally all equations and proofs remain the same when one uses these
superoperators instead of the ones defined before. The only thing changing
is the dimension of the dot Liouville space and the initial conditions for G
and Ldot.
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Chapter 4
Solution of the RG equations
The RG equations are solved for a spin 1/2 Kondo quantum dot without
magnetic field. First some results are given already in advance to provide
the reader with a physical picture and clearify the line of argumentation in
the subsequent sections. In the next sections an ansatz for the solution of
the RG equations is introduced and one can deal with numbers rather than
with operators. The resulting RG equations for the couplings are (4.20, 4.21,
4.22) which are required for the calculation of the decoherence rate (4.33)
and current (4.34). These RG equations are solved analytically to leading
logarithmic order. Finally the numerical solution including subleading cor-
rections is presented. The subleading corrections will modify the analytic
results considerably when the cutoff ωc approaches the Kondo temperature
TK .
4.1 Introductory remarks
Before embarking upon the solution of the RG equations for transport through
a Kondo quantum dot it is useful to give some of the results in advance to
keep the focus on the essential steps when performing lengthy algebra.
In equilibrium, decreasing the energy scale ωc leads to a logarithmic increase
of the coupling strength g for antiferromagnetic coupling between the dot
and the reservoir electron spins. Provided there are no decoherence mecha-
nisms, a logarithmic divergence at ωc = TK signals the crossover from weak
to strong coupling.
In a non-equilibrium situation new energy scales appear which can cut the
logarithmic divergence:
• A finite bias voltage V : the bias voltage applied cuts the logarithmic
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renormalization of the coupling1 gnd between different reservoirs for
V & TK .
• A current induced decoherence rate Γ: this rate is associated with the
current driven through the dot by the finite bias voltage. Essentially
this rate describes the decay of dot spin correlations encoded in the
non-diagonal elements of the reduced density matrix. The Kondo ef-
fect is sensitive to this rate, since it disturbs the buildup of the Kondo
type correlations between the dot spin and the reservoir electron spin
(Kondo singlet). Technically the decoherence rate provides a cutoff for
the logarithmic renormalization of the reservoir diagonal coupling gd
between the dot and each reservoir. Eventually it prevents the dot from
making a Kondo effect with each reservoir independently. Roughly the
rate will be Γ ∝ g2nd |V |, where gnd is the renormalized dimensionless
coupling strength. Provided that one has not entered the strong cou-
pling regime yet, the dimensionless coupling obeys gnd  1 and hence
Γ |V |.
Both cutoff scales will enter the RG equations through the time evolution.
The different nature of both cutoff mechanisms is emphasized by the obser-
vation that the cutoff scale voltage stems from the reservoir electron time
evolution and is merely related to the energetic overlap of electronic band
states of different reservoirs. On the other hand, the cutoff scale Γ stems
from the dynamics of the dot spin.
Since the RTRG is a perturbative RG method, the results are valid for small
couplings g  1, i.e in the weak coupling limit. An important issue is whether
the cutoff scales prevent the system from entering the strong coupling regime
or not. As one would have expected the system remains in the weak coupling
regime for |V | & TK .
It turns out that the conductance is rather insensitive to the decoherence
rate Γ, because for finite bias voltage one has to integrate over the coupling
functions within a window given by the voltage. This somehow averages out
the sharp features in the coupling functions, which contain the signatures of
the decoherence.
Finally it is emphasized that the RTRG method enables a systematic calcu-
lation of the current and the decoherence rate within the framework of one
full non-equilibrium formalism, without the need for additional assumptions
or parameters inserted by hand.
1The subscript nd indicates reservoir non-diagonal coupling, e.g. the coupling gLR
between the left and the right reservoir. The subscript d will indicate the reservoir diagonal
coupling of the dot to one single reservoir, e.g. gLL.
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4.2 Ansatz for the superoperators
Solving the RG equations (3.18, 3.19, 3.20) directly, i.e. trying to calculate
all superoperator matrix elements separately, is not convenient. Instead it is
much better to make an ansatz using the basis set {M a, M b, M 0, M+, M−}
introduced in appendix D.
Dot Liouvillian and self-energies
Since for the isolated Kondo quantum dot without magnetic field the Hamil-
tonian is isotropic, the dot Liouvillian Ldot has to be a linear combination of
the scalar basis superoperators M a and M b only, so one uses the parametriza-
tion2
Ldot = −i
(
ΓωcM
a + ΓbωcM
b
)
.
Probability conservation further requires that for an arbitrary ordinary op-
erator b the relation Trdot{Ldotb} = 0 holds. Because of (D.11) this implies
Γbωc = 0 and the preceding parametrization simplifies to
3
Ldot = −i ΓωcMa. (4.1)
In (3.27) was proven that the dot Liouvillian fulfills (−iLdot)† = −iLdot. This
implies that Γωc is a real number. In passing by, it is remarked that for the
above ansatz the relation [ dLdot, Ldot] = 0 holds trivially, which was assumed
for the derivation of the RG equation for the dot Liouvillian in the preceding
chapter.
Because of the aforementioned isotropy, one uses the parametrization
Σ˜I(z)ωc = I
a
ωc(z) M
a + Iωc(z) M
b (4.2)
for the current self-energy. Using the kinetic equation for the current (2.38)
and expression (D.11) one finds for the expectation value of the Laplace
2In this section quantities dependent on ωc are frequently indicated by a subscript ωc to
make clear which quantities are renormalized and which are constant basis superoperators.
3It is instructive to calculate the action of the dot propagator e−iLdott using ansatz
(4.1) on the density matrix elements | s 〉 〈 s′ |. The calculation yields
e−iLdott | s 〉 〈 s | = 1
2
(
1 + e−Γt
) | s 〉 〈 s |+ 1
2
(
1− e−Γt) | s 〉 〈 s | −→
Γt1
1
2
1
e−iLdott | s 〉 〈 s | = e−Γt | s 〉 〈 s | −→
Γt1
0
Indeed one finds that pst =
1
21, so for real Γ > 0 this supports the picture that any inter-
mediate non-diagonal state is damped out, while a diagonal state relaxes to the stationary
distribution.
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transformed current
−iz
〈
I˜(z)
〉
= Iωc(z) e
izt0 (4.3)
and for the stationary current
〈 Ist 〉 = Iωc(iη), (4.4)
so consequently one only has to calculate the prefactor Iωc(z) in front of the
superoperator M b in Σ˜I(z)ωc .
Note that one does not need to calculate the stationary reduced density
matrix pst here, i.e. one does not need to calculate the self-energy Σ˜(z) and
the boundary vertex A either.4
Vertex superoperators
For the vertex superoperators X
(pp′)
µµ′ (ω, ω
′)ωc with X = G, B, I the following
ansatz including potential scattering is made: denoting V = {0,±} and
S = {a, b} one writes (cf. appendix D)
X
(pp′)
µµ′ (ω, ω
′)ωc =
{ ∑
γ∈V
τ σσ′ ·Mγ +
∑
γ∈S
δσσ′M
γ
}
g
γ (pp′)
X rr′ (ω, ω
′)ωc. (4.6)
Initial conditions
To solve the RG equations using this ansatz one has to provide the cor-
responding initial conditions. For the dot Liouvillian and the current self-
energy the initial conditions are
ΓD/2 = ID/2(z) = 0. (4.7)
For the vertex superoperators the initial conditions are found from inserting
(D.7) into (2.17) and (3.21). For |ω | , |ω′ | ≤ D/2 this yields (the expression
4However, pst is found easily: assuming that the initial reduced density matrix is
diagonal in the dot spin states ↑, ↓ and using the fact that because of spin conservation
(2.54) neither the dot Liouvillian nor the self-energy can induce transitions to non-diagonal
density matrix elements, one concludes that the reduced density matrix remains diagonal.
Furthermore, since there is no external magnetic field nor spin polarized reservoirs the
stationary density matrix has to be
pst =
1
2
1. (4.5)
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for gA is given for completeness only):
gγ pp
′
X rr′(ω, ω
′)D/2 = δpp′

−grr′(ω, ω′) for γ = 0
p
2
grr′(ω, ω
′) for γ = ±
p hrr′(ω, ω
′) for γ = a, b
(X = G, B)
gγI rr′(ω, ω
′)D/2 =

−(δr′α − δrα)2 grr′(ω, ω′) for γ = 0
1
2
(
δr′α − δrα
)
grr′(ω, ω
′) for γ = ±(
δr′α − δrα
)
hrr′(ω, ω
′) for γ = a, b
(4.8)
gγA rr′(ω, ω
′)D/2 = grr′(ω, ω
′)
{
−2 for γ = 0
0 for γ = ±, a, b ,
with the bare coupling functions grr′(ω, ω
′) and hrr′(ω, ω
′) defined in (2.16).
Time evolution
Using the ansatz (4.1, 4.6) and the results from appendix D.4 the time evo-
lution of a vertex superoperator is found to be
Xµµ′(ω, ω
′; t)ωc =
{ ∑
γ∈V
τσσ′ ·M γ +
∑
γ∈S
δσσ′M
γ
}
gγX rr′(ω, ω
′)ωc
× ei(ω−ω′+Vrr′−i ΓγX) t

1 (X = G)
eizt (X = I, A)
e−izt (X = B)
.
(4.9)
The numbers ΓγX are calculated using (2.23) and (D.13) for the inner vertex
G and (2.39) and (D.14) for the boundary vertices B, I. One finds
ΓγG = Γ
{
γ γ = 0,±
0 γ = a, b
,
ΓγB = Γ
{
1 γ = a, 0, +
0 γ = b,− , (4.10)
ΓγI = −Γ
{
1 γ = a, 0,−
0 γ = b, +
.
70 CHAPTER 4. SOLUTION OF THE RG EQUATIONS
By using the ansatz (4.1, 4.6) the problem reduces from RG equations for
superoperators to RG equations for the numbers Γ, I(z) and the couplings
g
γ (pp′)
X rr′ (ω, ω
′).
4.3 RG equations for the couplings
The RG equations for the couplings are found by inserting the ansatz (4.1,
4.6) into the RG equations (3.18, 3.19) and comparing the prefactors of the
basis superoperators. Using the results of appendix D.5 and the definitions
of the matrices U←− and U−→ given therein this yields for the inner vertex G
and the boundary vertex B (Y = G, B):
d
dωc
gγ pp
′
Y rr′(ω, ω
′)(z) =
∑
ri{pi}s
γ1γ2
i
∫ ∞
0
dτ
{
1 (Y = G)
e i
z
2
τ (Y = B)
{
U←−γγ1γ2 e
i(Ω+Vi−sωc−i Γ12GY ) τ p′if(sp
′
iωc) g
γ1 ppi
Grri
(ω, sωc) g
γ2 p′ip
′
Y rir′
(sωc, ω
′)(z)
−U−→γγ1γ2 e
−i(Ω+Vi−sωc+iΓ
12
GY ) τ pif(spiωc) g
γ2 ppi
Y rri
(ω, sωc)(z) g
γ1 p′ip
′
G rir′
(sωc, ω
′)
}
,
(4.11)
where the following abbreviatons were used
Ω =
ω + ω′
2
Vi =
Vrri − Vrir′
2
=
µr + µr′
2
− µri (4.12)
Γ12XY =
Γγ1X − Γγ2Y
2
.
For the boundary vertex I one finds:
d
dωc
gγI rr′(ω, ω
′)z =
∑
ri{p}s
γ1γ2
i
∫ ∞
0
dτ e i
z
2
τ
{
U←−γγ1γ2 e
i(Ω+Vi−sωc−i Γ12IG) τ pf(spωc) g
γ1
I rri
(ω, sωc)z g
γ2 pp′
Grir′
(sωc, ω
′)
−U−→γγ1γ2 e
−i(Ω+Vi−sωc+i Γ
12
IG) τ p′f(sp′ωc) g
γ2 pp′
G rri
(ω, sωc) g
γ1
I rir′
(sωc, ω
′)z
}
.
(4.13)
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Time integration
If one tries to perform the time integrations now one faces the problem that
for the inner vertex G some of the time integrals do not converge at the upper
time integration limit τ →∞. An example is provided by
dg0G ∼ . . . + g+G g−G ei(Ω+Vi−sωc−iΓ) τ + g0G g0G ei(Ω+Vi−sωc) τ + . . . .
These divergences are an artefact of the time ordering and the definition of
the second order contribution to the RG equations. Reconsider expression
(3.9): there the time integral was split into the two parts∫ min
0
dτ
(
. . .
)
(τ) =
∫ ∞
0
dτ
(
. . .
)
(τ)−
∫ ∞
min
dτ
(
. . .
)
(τ),
where the first term was interpreted as second order contribution and the
latter as higher order correction. Obviously the upper integration bounds of
both expressions add to zero. The following cases occur
1. Because of the decaying integrands the contribution of the upper bound
is zero. In this case the splitting of the time integrations does not result
in unphysical divergences.
2. The contribution of the upper bound is divergent. In this case one gets
an unphysical divergence in the second order RG equations which is
cancelled in higher orders. Consequently the upper bound of the time
integration should be neglected from the very beginning.
3. Alternatively two divergent contributions in the second order RG equa-
tions combine into a harmless delta function on the rhs. of the RG
equations.
To keep track of all these possibilities in a proper way a cutoff e−ητ is into-
duced into all time integrals and the upper integration bound of time inte-
gration is neglected consistently:
i
∫ ∞
0
dτ e i{Ω∓iΓ
12
XY } τ −→ i
∫
0
dτ e i{Ω∓iΓ
12
XY +iη} τ = − 1
Ω∓ iΓ12XY + iη
(4.14)
−i
∫ ∞
0
dτ e−i{Ω±iΓ
12
XY
} τ −→ −i
∫
0
dτ e−i{Ω±iΓ
12
XY
−iη} τ = − 1
Ω± iΓ12XY − iη
.
Note that for the boundary vertices no cutoff e−ητ needs to be introduced,
since the time integrations are cut by the imaginary part z2 of z = z1 + iz2
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already.
Performing the time integrations accordingly, one finds for the inner vertex
G:
d
dωc
gγ pp
′
G rr′(ω, ω
′) =
∑
ri{pi}s
γ1γ2
{ U←−γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi) + i(Γ12GG − η)
gγ1 ppiG rri (ω, sωc) g
γ2 p′ip
′
Grir′
(sωc, ω
′)
+
U−→γγ1γ2 pif(spiωc)
sωc − (Ω + Vi)− i(Γ12GG − η)
gγ2 ppiG rri (ω, sωc) g
γ1 p′ip
′
Grir′
(sωc, ω
′)
}
.
(4.15)
For the boundary vertex B one finds (z = z1 + iz2):
d
dωc
gγ pp
′
B rr′(ω, ω
′)z =
∑
ri{pi}s
γ1γ2
{ U←−γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi + z12 ) + i(Γ12GB − z22 )
gγ1 ppiG rri (ω, sωc) g
γ2 p′ip
′
B rir′
(sωc, ω
′)z
+
U−→γγ1γ2 pif(spiωc)
sωc − (Ω + Vi − z12 )− i(Γ12GB − z22 )
gγ2 ppiB rri (ω, sωc)z g
γ1 p′ip
′
Grir′
(sωc, ω
′)
}
(4.16)
and for the current boundary vertex I
d
dωc
gγI rr′(ω, ω
′)z =
∑
ri{p}s
γ1γ2
{ U←−γγ1γ2 pf(spωc)
sωc − (Ω + Vi + z12 ) + i(Γ12IG − z22 )
gγ1I rri(ω, sωc)z g
γ2 pp′
Grir′
(sωc, ω
′)
+
U−→γγ1γ2 p′f(sp′ωc)
sωc − (Ω + Vi − z12 )− i(Γ12IG − z22 )
gγ2 pp
′
Grri
(ω, sωc) g
γ1
I rir′
(sωc, ω
′)z
}
.
(4.17)
At this point it is worth to note that the cutoff scales voltage V and decoher-
ence rate Γ enter differently: while the voltage Vi shifts the argument of the
resolvent, the decoherence rate Γ broadens the resolvent. This emphasizes
the different nature of these cutoff scales.
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Energy dependence
The RG equations for the vertices derived so far involve coupling functions
grr′(ω, ω
′)ωc depending on three energy arguments: besides the dependence
on the cutoff energy ωc there is the dependence on the energy of the incom-
ing (ω′) and the outgoing (ω) electron. Because the frequency arguments
are coupled together, the solution of the RG equations is challenging. For-
tunately essential simplifications are possible for the Kondo quantum dot.
The argumentation has two steps: first it is argued that an initial frequency
dependence of the vertices can be neglected. In the second step it is argued
that the renormalized couplings depend on the average energy Ω = (ω+ω ′)/2
rather than on each single energy argument.
Initial energy dependence: a characteristic of the Kondo effect is the
piling up of logarithmic renormalization for the coupling functions when the
cutoff ωc decreases over many scales of energy. So an energy dependence of
the bare coupling functions on high energy scales will affect the value of the
Kondo temperature TK only. If the coupling functions are rather smooth its
sufficient to replace them by their value at the respective chemical potentials5
grr′(ω, ω
′)D/2 → grr′(0, 0)D/2 = grr′
(4.18)
hrr′(ω, ω
′)D/2 → hrr′(0, 0)D/2 = hrr′
and the bare vertices are given by [cf. equation (4.6)]
X
(pp′)
µµ′ ωc
=
{∑
γ∈V
τσσ′ ·M γ +
∑
γ∈S
δσσ′M
γ
}
g
γ (pp′)
X rr′ ωc
.
The coupling constants gγX are given by the initial conditions (4.8), where
the coupling functions grr′(ω, ω
′) and hrr′(ω, ω
′) are replaced by grr′ and hrr′ .
Energy dependence generated: from inspection of the equations (4.15,
4.16, 4.17) one finds that the RG equations generate an energy dependence of
the vertices, even if the bare vertices were assumed to be energy independent.
As long as one remains in the weak coupling limit (i.e. g  1 on average
over the interval |ω | , |ω′ | < ωc), the strongest variation on the rhs. of the
RG equation stems from the resolvent factor. So one can neglect the energy
dependence of coupling functions against the resolvent variation and replace
gγ1X (ω, sωc) g
γ2
Y (sωc, ω
′)
sωc − (Ω + Vi)± iΓ −→
gγ1X (0, 0) g
γ2
Y (0, 0)
sωc − (Ω + Vi)± iΓ
5On the other hand, a pseudogap at the chemical potential influences the Kondo effect
strongly. This model is discussed in connection with quantum phase transitions in, e.g.
[45].
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in the RG equations (4.15, 4.16, 4.17). By this approximation the renormal-
ized coupling fuctions depend on the energy of the incoming (ω ′) and outgoing
(ω) electron only through the average energy Ω = (ω + ω ′)/2. Denoting
gγX(Ω) = g
γ
X(ω, ω
′) and gγX = g
γ
X(0, 0), (4.19)
the RG equations for the coupling functions simplify to:
d
dωc
gγ pp
′
Grr′(Ω) =
∑
ri{pi}s
γ1γ2
{ U←−γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi) + i(Γ12GG − η)
gγ1 ppiG rri g
γ2 p′ip
′
G rir′
+
U−→γγ1γ2 pif(spiωc)
sωc − (Ω + Vi)− i(Γ12GG − η)
gγ2 ppiG rri g
γ1 p′ip
′
G rir′
}
(4.20)
d
dωc
gγ pp
′
B rr′(Ω)z =
∑
ri{pi}s
γ1γ2
{ U←−γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi + z12 ) + i(Γ12GB − z22 )
gγ1 ppiGrri g
γ2 p′ip
′
B rir′ z
+
U−→γγ1γ2 pif(spiωc)
sωc − (Ω + Vi − z12 )− i(Γ12GB − z22 )
gγ2 ppiB rri z g
γ1 p′ip
′
Grir′
}
(4.21)
d
dωc
gγI rr′(Ω)z =
∑
ri{p}s
γ1γ2
{ U←−γγ1γ2 pf(spωc)
sωc − (Ω + Vi + z12 ) + i(Γ12IG − z22 )
gγ1I rri z g
γ2 pp′
G rir′
+
U−→γγ1γ2 p′f(sp′ωc)
sωc − (Ω + Vi − z12 )− i(Γ12IG − z22 )
gγ2 pp
′
Grri
gγ1I rir′ z
}
.
(4.22)
Later it will be found that within the weak coupling limit the variation of
gγX(Ω) with Ω is much smaller than the average value over the energy range
|Ω | ≤ ωc. So the initial assumption is consistent with the result.
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Symmetries
To show that the RG equations (4.20, 4.21, 4.22) still lead to vertices with
the property (2.49) one has to show(
g
γ (pp′)
X rr′ (Ω)(z)
)∗
= g
γ (p′p)
X r′r (Ω)(−z∗)
{
1 (γ = 0)
−1 (γ 6= 0) (4.23)
or equivalently using the transformation matrix Q defined in (D.20)(
Q g
)γ (pp′)
X rr′
(Ω)∗(z) = −
(
Q g
)γ (p′p)
X r′r
(Ω)(−z∗) (4.24)
Rewriting the RG equations (4.20, 4.21, 4.22) in terms of (4.24) using the
matrix (D.21) yields
d
dωc
(
Q g
)γ pp′
Grr′
(Ω) =
∑
ri{pi}s
γ1γ2
{ U˜γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi) + i(Γ12GG − η)
(
Q g
)γ1 ppi
G rri
(
Q g
)γ2 p′ip′
Grir′
+
U˜∗γγ1γ2 pif(spiωc)
sωc − (Ω + Vi)− i(Γ12GG − η)
(
Q g
)γ2 ppi
G rri
(
Q g
)γ1 p′ip′
G rir′
}
(4.25)
d
dωc
(
Q g
)γ pp′
B rr′
(Ω)z =
∑
ri{pi}s
γ1γ2
{ U˜γγ1γ2 p′if(sp′iωc)
sωc − (Ω + Vi + z12 ) + i(Γ12GB − z22 )
(
Q g
)γ1 ppi
Grri
(
Q g
)γ2 p′ip′
B rir′ z
+
U˜∗γγ1γ2 pif(spiωc)
sωc − (Ω + Vi − z12 )− i(Γ12GB − z22 )
(
Q g
)γ2 ppi
B rri z
(
Q g
)γ1 p′ip′
G rir′
}
(4.26)
d
dωc
(
Q g
)γ
I rr′
(Ω)z =
∑
ri{p}s
γ1γ2
{ U˜γγ1γ2 pf(spωc)
sωc − (Ω + Vi + z12 ) + i(Γ12IG − z22 )
(
Q g
)γ1
I rri z
(
Q g
)γ2 pp′
Grir′
+
U˜∗γγ1γ2 p
′f(sp′ωc)
sωc − (Ω + Vi − z12 )− i(Γ12IG − z22 )
(
Q g
)γ2 pp′
Grri
(
Q g
)γ1
I rir′ z
}
,
(4.27)
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from which one can directly read off that the relation (4.24) is conserved
under the condition that ΓijXY is real (which is proven in the next section).
Another property important for the renormalization of the dot Liouvillian is
found from summation over the Keldysh indices in equation (4.25). Abbre-
viating
gγG =
∑
pp′
gγ pp
′
G (4.28)
one finds
d
dωc
(
Q g
)γ
G rr′
(Ω) =
∑
ri{pi}s
γ1γ2
{ U˜γγ1γ2 pif(spiωc)
sωc − (Ω + Vi) + i(Γ12GG − η)
(
Q g
)γ1
G rri
(
Q g
)γ2 pip′i
G rir′
+
U˜∗γγ1γ2 p
′
if(sp
′
iωc)
sωc − (Ω + Vi)− i(Γ12GG − η)
(
Q g
)γ1
Grir′
(
Q g
)γ2 pip′i
G rri
}
.
For the bare coupling functions one has the property [cf. (4.8)]
gγG = 0 for γ 6= 0 ⇒
(
Q g
)γ
G
= 0 for γ 6= 0. (4.29)
Inspection of the matrix U˜ [cf. (D.21)] shows that the RG equations conserve
the above property for γ = b,−, i.e. for the respective renormalized coupling
functions the relation
gγG =
(
Q g
)γ
G
= 0 for γ = b,− (4.30)
holds too.
4.4 RG equations for Γ and I(z)
The RG equations for the dot Liouvillian and the current self-energy are
found from inserting the ansatz for the vertices (4.9) in the RG equations
(3.20). Using (4.19) and the results of appendix D.5 one finds by comparing
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the prefactors of the superoperators
d Γ
dωc
= −2
∑
γ1γ2
Uaγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω
∫ ∞
0
dτ pp′f(pω)f(sp′ωc) ×
{
e i(sωc−ω+Vr′r−iΓ
12
GG
) τ gγ1G r′r
(ω + sωc
2
)
gγ2 pp
′
Grr′
(ω + sωc
2
)
+ e−i(sωc−ω+Vr′r+iΓ
12
GG) τ gγ1Grr′
(ω + sωc
2
)
gγ2 p
′p
G r′r
(ω + sωc
2
)}
,
(4.31)
where the abbreviation (4.28) was used. Inspection of the matrix Ubγ1γ2 [cf.
equation D.24)] shows that because of relation (4.30) no contribution Γb is
generated.
Similarly the equation for the expectation value of the current is found from
equations (4.2, 4.3) which yield
d I(z)
dωc
= 2
∑
γ1γ2
Ubγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω
∫ ∞
0
dτ pp′f(pω)f(sp′ωc) ×
{
e i(sωc−ω+Vr′r+z−iΓ
12
IB
) τ gγ1I r′r
(ω + sωc
2
)
z
gγ2 pp
′
B rr′
(ω + sωc
2
)
+ e−i(sωc−ω+Vr′r−z+iΓ
12
IB) τ gγ1I rr′
(ω + sωc
2
)
z
gγ2 p
′p
B r′r
(ω + sωc
2
)}
.
(4.32)
When performing the time integrations one meets the same type of problems
as discussed for the vertices. Using a similar argumentation to solve these
problems, the time integrated RG equations become
d Γ
dωc
= −2
∑
γ1γ2
Uaγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω pp′f(pω)f(sp′ωc) ×
{
i
gγ1Gr′r
(
ω+sωc
2
)
gγ2 pp
′
Grr′
(
ω+sωc
2
)
sωc − (ω − Vr′r)− i(Γ12GG − η)
− i g
γ1
G rr′
(
ω+sωc
2
)
gγ2 p
′p
G r′r
(
ω+sωc
2
)
sωc − (ω − Vr′r) + i(Γ12GG − η)
}
(4.33)
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and
d I(z)
dωc
= 2
∑
γ1γ2
Ubγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω pp′f(pω)f(sp′ωc) ×
{
i
gγ1I r′r
(
ω+sωc
2
)
z
gγ2 pp
′
B rr′
(
ω+sωc
2
)
sωc − (ω − Vr′r − z1)− i(Γ12IB − z2)
− i g
γ1
I rr′
(
ω+sωc
2
)
z
gγ2 p
′p
B r′r
(
ω+sωc
2
)
sωc − (ω − Vr′r + z1) + i(Γ12IB − z2)
}
.
(4.34)
Symmetries
Transforming the RG equations (4.33, 4.34) using the transformation matrix
Q (D.20) one finds
d Γ
dωc
= −2
∑
γ1γ2
U˜aγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω pp′f(pω)f(sp′ωc) ×
{
i
(
Q g
)γ1
G r′r
(
ω+sωc
2
) (
Q g
)γ2 pp′
G rr′
(
ω+sωc
2
)
sωc − (ω − Vr′r)− i(Γ12GG − η)
− i
(
Q g
)γ1
G rr′
(
ω+sωc
2
) (
Q g
)γ2 p′p
G r′r
(
ω+sωc
2
)
sωc − (ω − Vr′r) + i(Γ12GG − η)
}
(4.35)
and
d I(z)
dωc
= 2
∑
γ1γ2
U˜bγ1γ2
∑
pp′
rr′s
∫ ωc
−ωc
dω pp′f(pω)f(sp′ωc) ×
{
i
(
Q g
)γ1
I r′r
(
ω+sωc
2
)
z
(
Q g
)γ2 pp′
B rr′
(
ω+sωc
2
)
sωc − (ω − Vr′r − z1)− i(Γ12IB − z2)
− i
(
Q g
)γ1
I rr′
(
ω+sωc
2
)
z
(
Q g
)γ2 p′p
B r′r
(
ω+sωc
2
)
sωc − (ω − Vr′r + z1) + i(Γ12IB − z2)
}
.
(4.36)
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Using the property (4.24) together with U˜∗a/b γ1γ2 = U˜a/b γ1γ2 [cf. equation
(D.21)] it is rather easy to show that
Γ is real and
(
I(z)
)∗
= I(−z∗). (4.37)
4.5 Analytic solution
For the scaling of the couplings in the RG equations (4.20, 4.21, 4.22) not
all terms are equally important, but only the terms with a prefactor ∝ 1/ωc
on the rhs. of the RG equations determine the logarithmic increase of the
couplings when ωc is scaled down. These terms are named leading logarith-
mic contributions. Numerically it will be shown later that the remaining
subleading terms are important only when the system crosses over to the
strong coupling regime.
An analytic solution of the RG equations is possible if one restricts to the
leading logarithmic terms.
4.5.1 Splitting of the vertex RG equations and cutoffs
To separate the leading logarithmic contributions from the subleading ones
the following identity for the Fermi function is used
f(ω) =
1
2
(
1− th(βω
2
))
to split the resolvent prefactors in (4.20, 4.21, 4.22) into broadened principal
value and delta function type contributions∑
s
pf(spωc)
sωc − Ω + iΓ = th
(βωc
2
)
PΓ,|Ω |
1
ωc
+ p PΓ,ωc
1
Ω
−i th(βωc
2
)
∆−Γ (ωc, Ω) + i p∆
+
Γ (ωc, Ω),
(4.38)
with the definitions
PΓ,|Ω |
1
ω
≡ 1
2
(
ω − Ω
(ω − Ω)2 + Γ2 +
ω + Ω
(ω + Ω)2 + Γ2
)
= P−Γ,|Ω |
1
ω
(4.39)
∆±Γ (ω, Ω) ≡
1
2
(
Γ
(ω − Ω)2 + Γ2 ±
Γ
(ω + Ω)2 + Γ2
)
= −∆±−Γ(ω, Ω).
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Only the prefactor PΓ,|Ω |
1
ωc
displays the desired asymptotic behaviour
PΓ,|Ω |
1
ωc
−→
{
1
ωc
ωc  max{Γ, |Ω |}
± ωc
max2{Γ,|Ω |}
ωc  max{Γ, |Ω |}
,
thus leading to the logarithmic increase of the couplings when ωc decreases
from D/2 until ωc ∼ max{Γ, |Ω |} is reached. When ωc becomes smaller, the
asymptotic behaviour of the prefactor changes and the logarithmic scaling
stops. If the system was in the weak coupling regime still, the subsequent
scaling is much weaker than the preceeding logarithmic increase. In this case
max{Γ, |Ω |} can be considered simply as a cutoff for the scaling. Similarly
a finite temperature T acts as a cutoff for the logarithmic scaling too and it
is sufficient to replace
th
(βωc
2
)
PΓ,|Ω |
1
ωc
→ 1
ωc
ΘΓ,|Ω |,T
(4.40)
with Θω1,ω2,... = Θ
(
ωc −max{ω1, ω2, . . . }
)
to leading logarithmic order.
4.5.2 Leading logarithmic vertex scaling
The RG equations describing the leading logarithmic scaling of the coupling
functions are found from (4.20, 4.21, 4.22) by replacing (4.38) with (4.40)
and inserting z = iη for the stationary limit. Using the substitution
dωc
ωc
= d ln ωc,
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absorbing the regularization parameter η into ΓijXY and skipping the subscript
z for gB and gI henceforth the RG equations simplify to
d
d lnωc
gγ pp
′
G rr′(Ω) =
∑
ri{pi}
γ1γ2
ΘΓ12
GG
,|Ω+Vi |,T
(
U←−γγ1γ2 − U−→γγ2γ1
)
gγ1 ppiG rri g
γ2p′ip
′
Grir′
d
d lnωc
gγ pp
′
B rr′(Ω) =
∑
ri{pi}
γ1γ2
ΘΓ12
GB
,|Ω+Vi |,T
(
U←−γγ1γ2 g
γ1 ppi
G rri
g
γ2p′ip
′
B rir′
− U−→γγ1γ2 g
γ2 ppi
B rri
g
γ1p′ip
′
Grir′
)
d
d lnωc
gγI rr′(Ω) =
∑
ri{p}
γ1γ2
ΘΓ12
IG
,|Ω+Vi |,T
(
U←−γγ1γ2 g
γ1
I rri
gγ2pp
′
G rir′
− U−→γγ1γ2 g
γ2 pp′
Grri
gγ1I rir′
)
.
(4.41)
Inspection of these equations shows the meaning of the leading logarithmic
order approximation most clearly: only terms leading to a logarithmic in-
crease of the couplings are taken into account, while the decoherence rate Γ,
voltage Vi, energy argument Ω and temperature T act as cutoffs for the log-
arithmic scaling. The important question is whether the scaling is cut before
the system enters the strong coupling regime or not, since perturbative RG
methods like the RTRG are valid in the weak coupling regime only.
If the system remains in the weak coupling regime, the exact value of, e.g.
the decoherence rate Γ is not important, since it enters into the argument of
a logarithm only and one can replace, e.g. Γ/2 by Γ and so on when solving
the equations (4.41).
Solution of the scaling equations
The equations (4.41) are solved by the functions grr′(Ω) and hrr′(Ω) which
are related to the coupling functions g
γ (pp′)
X rr′ (Ω) by
gγ pp
′
Grr′(Ω)ωc = g
γ pp′
B rr′(Ω)ωc = δpp′

−grr′(Ω)ωc γ = 0
p
2
grr′(Ω)ωc γ = ±
p hrr′(Ω)ωc γ = a, b
gbI rr′(Ω)ωc =
(
δr′α − δrα
)
hrr′(Ω)ωc (4.42)
g−I rr′(Ω)ωc =
1
2
(
δr′α − δrα
)
grr′(Ω)ωc
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and the functions g and h have to satisfy the RG equations6
d
d lnωc
grr′(Ω)ωc = −2
∑
ri
ΘΓ,|Ω+Vi |,T grri(0)ωc grir′(0)ωc
d
d ln ωc
hrr′(Ω)ωc = 0 (4.43)
with the initial conditions taken from (4.18)
grr′(Ω)D/2 = grr′ and hrr′(Ω)D/2 = hrr′. (4.44)
It is remarked that for the calculation of the current only the couplings g b,−I
and g b,+B are required, as one finds from equation (4.34) and inspection of
the matrix Ubγ1γ2 .
Zero cutoff problem
When ωc becomes smaller than the cutoff Γ, the scaling of all couplings
is cut by the decoherence rate Γ if it was not cut before by |Ω + Vi | or
T already. There is only one exception: the cutoff Γ00GG entering the RG
equation for g 0G remains zero irrespective of the value of Γ [cf. equations
(4.10, 4.12)]. Consequently for T = 0 the reservoir diagonal coupling g 0Grr(0)
would continue to scale up and eventually cross over to the strong coupling
regime, as it is neither cut by the voltage nor by the energy Ω.
One could conclude that the quantum dot makes a Kondo effect with the
strongest coupled reservoir irrespective of the current flowing through the
quantum dot. This contradicts the physical picture that a large enough
decoherence rate Γ should cut the Kondo scaling.
A closer inspection shows that this problem is an artefact of the time ordering
needed for the RTRG. Reconsidering the diagrams (3.7) one finds that the
RTRG procedure requires for dg0G/dωc to calculate (amongst others) the term:∫ ∞
0
dτ eiΩτ M0(τ/2)×M0(−τ/2) =
∫ ∞
0
dτ eiΩτ M 0 ×M 0,
with M 0(t) = eildott M e−iLdott. It is precisely this term, which leads to the
zero cutoff. However, if one would write down the proper perturbation ex-
pansion, the time integration required is∫ ∞
0
dτ eiΩτ M 0 e−iLdotτ ×M0 =
∫ ∞
0
dτ ei(Ω+iΓ)τ M 0 ×M 0,
6According to the above argumentation the cutoffs Γ12XY have been replaced by the
cutoff scale Γ here, since the precise value does not matter. A single exception is discussed
in the next section.
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which is cut indeed. Technically this means that the cutting will enter into
some higher order vertex correction7. Consequently the zero cutoff Γ00GG = 0
has to be replaced by −Γ.
Γ00GG → −Γ (4.45)
It is emphasized that this replacement has nothing to do with inserting a
cutoff by hand, but simply means to take a higher order correction to the
RTRG equations into account.8
4.5.3 Decoherence rate and current to leading loga-
rithmic order
Now the results (4.42, 4.43) for the vertices found so far are inserted into the
RG equations for the decoherence rate Γ (4.33) and the current (4.34). Since
for the vertex scaling the cutoff Γ00GG was replaced by −Γ, this is done here
too. This yields
dΓ
dωc
= −4pi
∑
rr′s
∫ ωc
−ωc
dω
∑
p
f(pω)f(spωc)×
δΓ
(
ω − (sωc + Vr′r)
) ∣∣gr′r(ω + sωc
2
)∣∣2
(4.46)
dIst
dωc
= −pi
∑
rr′s
(
δr′α − δrα
) ∫ ωc
−ωc
dω {f(sωc)− f(ω)} ×
{
3 δΓ
(
ω − (sωc + Vr′r)
)∣∣gr′r(ω + sωc
2
)∣∣2
+4 δ
(
ω − (sωc + Vr′r)
)∣∣hr′r(ω + sωc
2
)∣∣2 },
with the decoherence broadened delta function
δΓ(ω) =
1
pi
Γ
ω2 + Γ2
. (4.47)
The potential scattering contribution to the current is trivial since hrr′ re-
mains unrenormalized and will be neglected henceforth9. The only thing
7Using the flow equation method, in [21] was found that for large enough voltage the
third order contribution balances the second order contribution and prevents the system
from going into the strong coupling regime.
8Interestingly, it turns out that this replacement does not affect the current to leading
logarithmic order, since the flow of the current is cut before ωc reaches Γ.
9Its contribution is found to be Ihst = 4pi
∑
r |hαr |2 Vαr for T = 0. This has to be
compared to the result of the second order perturbation theory (C.5).
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interesting about it is that although potential scattering contributes to the
current, it is completely unimportant for the decoherence rate, as one would
have expected.
Neglecting the broadening Γ of the delta functions10 and replacing gr′r(Ω)ωc →
gr′r(0)ωc, which is valid within the weak coupling regime
11 one finds for the
decoherence rate
dΓ
dωc
= −4pi
∑
rr′
| gr′r(0)ωc |2 Θ 1
2
|Vr′r |
×{
f(ωc) f
(− (ωc − |Vr′r |)) + f(−ωc) f(ωc − |Vr′r |)}
=
4pi
β
∑
rr′
1
th(β 1
2
|Vr′r |)
| gr′r(0)ωc |2 × (4.48)
Θ 1
2
|Vr′r |
d
dωc
ln
(1 + e−β(ωc−|Vr′r |)
1 + e−βωc
)
and for the g - part of the current
dIgst
dωc
= −3pi
∑
rr′
(
δr′α − δrα
)
sgn(Vr′r) | gr′r(0)ωc |2 Θ 1
2
|Vr′r |
×{
f(ωc − |Vr′r |)− f(ωc)
}
= −6pi
∑
r
r 6=α
sgn(Vαr) | gαr(0)ωc |2 Θ 1
2
|Vαr | ×{
f(ωc − |Vαr |)− f(ωc)
}
(4.49)
=
6pi
β
∑
r
r 6=α
sgn(Vαr) | gαr(0)ωc |2 Θ 1
2
|Vαr | ×
d
dωc
ln
(1 + e−β(ωc−|Vαr |)
1 + e−βωc
)
.
For the special case of T = 0 the above expressions simplify to cutoff functions
∝ Θ 1
2
|V |≤ωc≤|V | and the expressions for the decoherence rate and the current
10The broadening leads to a smearing of the edges of the cutoff functions on the scale
Γ only. Essentially this makes the step function at Ω = 0 unique:
∫
dωΘ(ω) δΓ(ω) = 1/2.
So for V = 0 one can use directly
lim
V→0+
Θ 1
2
V
{
f(ωc)f
(− (ωc − V )) + f(−ωc)f(ωc − V )} = f(ωc)f(−ωc) = − 1
β
d
dωc
f(ωc).
11A more detailed discussion for the case of two reservoirs can be found in appendix E.
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become similar. In the opposite limit V = 0 but T 6= 0 a decoherence rate
is generated too while the current vanishes as it should. Quite generally the
Fermi function factors are non-zero only for ωc . max{|V | , T}.
4.5.4 Special case: two reservoirs, symmetric coupling
The RG equations (4.43, 4.48, 4.49) are solved for the case of two reservoirs
r = L, R held on the chemical potentials µL = −µR = V/2. If the Kondo
model is derived from a symmetric Anderson model using the Schrieffer-Wolff
transformation [24] one initially has the antiferromagnetic couplings
g0 = gL = gR = gLR = gRL > 0.
For the solution Γ max{|V | , T} is assumed. Inspection of the RG equa-
tions (4.43) for the couplings shows that for the renormalized couplings the
identities
gLL(Ω) = gRR(−Ω) ≡ gd(Ω) and gLR(Ω) = gRL(Ω) ≡ gnd(Ω) (4.50)
hold. Denoting gd = gd(0), gnd = gnd(0) the RG equations become
d
d ln ωc
gd(Ω) = −2{ΘΓ,|Ω |,T g2d + ΘΓ,|Ω+V |,T g2nd}
(4.51)
d
d lnωc
gnd(Ω) = −2{ΘΓ,|Ω−V2 |,T + ΘΓ,|Ω+ V2 |,T}gd gnd
The general solution of these equations is presented in appendix E. For the
special case Ω = 0 the couplings are given by [cf. equation (E.2)]
gd(0)ωc =
1
4 ln
(√max{ωc, |V |, T } max{ωc, T, Γ }
TK
)
(4.52)
gnd(0)ωc =
1
4 ln
(max{ωc, |V |, T }
TK
)
with the Kondo temperature defined as usual by the asymptotic scaling be-
haviour
TK =
D
2
e−1/(4g0). (4.53)
Plots of the renormalized coupling functions over the whole frequency range
according to equations (E.3) are shown in figures 4.1 and 4.2. Note that
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Figure 4.1: Plot of the coupling function gnd(Ω)ωc given by equation (E.3)
for several values of ωc. Parameters are D/2 = 1.0, g0 = 0.014, V = 0.15,
T = 0. The docoherence rate was chosen Γ = 4.6 · 10−4 according to the
value of the leading logarithmic order calculation in (4.54).
for the calculation of the decoherence rate Γ and the current Ist the coupling
functions are required only for |Ω | ≤ ωc and |V | /2 ≤ ωc ≤ |V | (ωc ≤ T ) for
the case T  |V | (|V |  T ), so the decoherence rate itself is not sensitive
to the peaks forming at ± |V | /2 and ± |V |. See also the estimation (E.8)
in appendix E. The results (4.52) are inserted into the RG equations for
the decoherence rate (4.48) and the current (4.49). It was noted that in
these equations the Fermi function factors on the rhs. are non-zero only for
ωc . max{|V | , T}. But in this regime the flow of the couplings (4.52) is cut
already and the equations simplify to
dΓ
dωc
=
8pi
β
{ ∣∣ gd(0)max{T,Γ} ∣∣2 d
dωc
f(ωc)
+
∣∣ gnd(0)max{|V |,T} ∣∣2 Θ 12 |V |
th(β 1
2
|V |)
d
dωc
ln
(1 + e−β(ωc−|V |)
1 + e−βωc
)}
dIgst
dωc
=
6pi
β
sgn(V ) Θ 1
2
|V |(ωc)
∣∣ gnd(0)max{|V |,T} ∣∣2 d
dωc
ln
(1 + e−β(ωc−|V |)
1 + e−βωc
)
Integration of these equations over
∫ 0
D/2
dωc . . . with the boundary conditions
ΓD/2 = 0, Γ0 = Γ and I
g
st D/2 = 0, I
g
st 0 = I and using f(0) = Θ(0) = 1/2
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Figure 4.2: Plot of the coupling function gd(Ω)ωc given by equation (E.3) for
several values of ωc. Parameters are the same as for figure 4.1.
leads to12
Γ = 4pi
{
T
∣∣ gd(0)max{T,Γ} ∣∣2 + max{|V | , T} ∣∣ gnd(0)max{|V |,T} ∣∣2 }
(4.54)
I = G0 3 pi
2 V
∣∣ gnd(0)max{|V |,T} ∣∣2 ,
where for the current the correct units are restored and G0 = 2e
2/h is the
conductance quantum.
Two remarks: in the weak coupling regime with | g |  1 the solution (4.54)
is consistent with the initial assumption Γ max{|V | , T}. Comparision of
result (4.54) for the current with the result of the perturbation theory (C.5)
shows that to leading logarithmic order the result for the current is found
from the golden rule expression where the bare vertices are replaced by the
renormalized ones.
From the expression for the current (4.54) and (4.52) the differential conduc-
tance can be calculated
G(V, T )/G0 =
dIst(V, T )
dV
=
3pi2
16
1
ln2
(
max{|V |,T}
TK
){1− 2ΘT|V |
ln
( |V |
TK
) }. (4.55)
The expression is valid for TK  max{|V | , T} and either T  |V | or
|V |  T , as the whole leading logarithmic approximation. Not surprisingly
12Note that the limit T = 0 is well defined since lim
T→0
T | gd(0)T |2 = 0.
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this result for the conductance shows universal behaviour, i.e. one can rewrite
G(V, T )/G0 = gˆ
(
V/TK, T/TK
)
, (4.56)
the universal function gˆ can be read off from the previous equation.
4.6 Numerical solution
The numerical solution of the RG equations (4.20, 4.21, 4.22, 4.33, 4.34) with-
out further approximations is elaborate. The calculations were performed for
the case of two reservoirs (r = L/R) with symmetric bias VL = −VR = V/2.
In this case, one has to calculate 160 coupling functions gγ pp
′
Grr′(Ω) (real and
imaginary part of 4 reservoir × 4 Keldysh × 5 γ components), 64 coupling
functions g
b/+ pp′
B rr′ (Ω), 16 coupling functions g
b/−
I rr′(Ω), the decoherence rate and
the current.
The coupling functions are required in the interval Ω ∈ [−ωc, ωc] and were
calculated on a grid with 401 support points. Calculations with a higher
number of support points did not lead to significantly different results. The
coupling functions show sharp features at the positions Ω = ±ωc, ±(ωc −
|V | /2), ±(ωc − |V |), which depend on the current value of ωc. So a self
adapting grid was used with ’bubbles’ of fine resolution, which move together
with the positions of the sharp features. This requires that the coupling func-
tions are interpolated to an optimally adapted grid in every step. The grid
in the bubbles is spaced equidistantly insted of the common logarithmic dis-
cretization. This has the advantage that interpolation is required only for
points far away from the sharp features. In all other cases interpolation er-
rors became too large.
A prescaling procedure was used to save computational time: the differential
equations were integrated down to O(1000) TK without taking the frequency
dependence of the vertices into account, but only the overall logarithmic scal-
ing. Below this threshold the frequency dependence was taken into account
fully. As a side effect one gains resolution, since the frequency dependence has
to be discretized on this reduced interval only instead of over the whole band-
width. So the full precision was used especially for small voltages, where the
strongest deviations from the leading logarithmic behaviour are expected.
Since the coupling functions are given on a grid anyhow, the integrations
required for the calculation of the decoherence rate and the current were
performed analytically between two adjacent grid points. Only close to steps
of the Fermi functions the integrations are performed numerically for T 6= 0.
Because initially no decoherence rate is generated yet, the principal value
prefactors PΓ,|Ω+Vi |/ωc would diverge at Ω = ±ωc−Vi. So a finite broadening
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η has to be used numerically, until a finite decoherence rate is generated.
Several values for η are used. In any case the decoherence rate generated
became larger than η, which provides a consitency check, if η was chosen too
large. It turns out that η does not influence the results for the current and
the decoherence rate for TK, η  |V |.
Cases considered
Numerical results are presented for symmetric coupling with the initial condi-
tions g0 = 0.014 for ωc = D/2 = 1.0. According to (4.53), this corresponds to
TK = 1.8 ·10−8. The temperature was set to zero. The remaining parameters
are
• η = 5TK (1) and η = 0.5TK (2) without making the replacement (4.45)
• η = 50TK (3), η = 5TK (4) and η = 0.5TK (5) with the replacement
(4.45)
• η = 5TK (6) and η = 0.5TK (7), but neglecting the frequency depen-
dence of the vertices completely.
The numeration introduced here will be used throughout this section.
4.6.1 Decoherence rate
The results for the decoherence rate as function of the voltage V are shown
in figures 4.3 and 4.4. It is found that for large voltages the leading logarith-
mic approximation works quite well. But when the voltages come closer to
the Kondo temperature, the subleading corrections become more and more
important. In this regime, the detailed behaviour of Γ(V ) depends strongly
on the regularization parameter η and also on whether the frequency depen-
dence of the vertices is included or not. The only feature common to all
results is that the decoherence rate saturates rather than to diverge as found
from the leading logarithmic approximation.
4.6.2 Differential conductance
The results for the differential conductance are shown in figure 4.5. Again
there is only the general statement that the subleading corrections become
important when V gets closer to the Kondo temperature. But in this regime
the detailed behaviour depends strongly on the regularization parameter η
which was chosen. Furthermore the results are less stable than the results
for the decoherence rate.
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Figure 4.3: The numerically calculated decoherence rate Γ is close to the
analytic result for TK  V . Curves which are on top of each other are not
displayed extra again.
4.6.3 Resume of the numerical results
The numerical results show that on the one hand the leading logarithmic
approximation is valid for voltages much larger than the Kondo temperature
TK  V . On the other hand it is found, that subleading corrections become
important, when the voltages get closer to the Kondo temperature. It is
found that the subleading corrections lead to a saturation of the decoherance
rate for V ∼ TK.
Unfortunately, the results in this regime are sensitive to the regularization
parameter η, which has to be used for the numerical calculations. It is
desirable to find a way to circumvent this purely numerical problem.
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Figure 4.4: The decoherence rate Γ for small voltages: there are clear devia-
tions from the analytic approximation, since subleading corrections become
important. However, the result depends strongly on the parameters which
are chosen. The only statement is that the decoherence rate is saturating,
while the analytical approximation diverges at V = TK.
Notably the values for Γ are all larger than the corresponding regularization
parameter η except for (3), which has been chosen too large.
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Figure 4.5: Differential conductance: for V & 100 TK the results coincide
with the leading logarithmic approximation. Below this value the sublead-
ing corrections become important. Here only plots are shown, which vary
smoothly for V . 100 TK.
Chapter 5
Conclusions
A quantum dot in the Kondo regime is a paradigm for a correlated electron
system. Although the Kondo effect is understood well in equilibrium situa-
tions, much less is known for the Kondo effect out of equilibrium. Especially
the interplay of correlations and non-equilibrium decoherence is of basic in-
terest.
In this thesis, the interplay of correlations and decoherence was studied for
the model system of a quantum dot in the Kondo regime, which is driven
out of equilibrium by applying a finite bias voltage V over tunneling contacts
attached to the dot. The Kondo temperature TK provides the scale below
which in equilibrium correlations lead to such strong renormalizations that
the qualitative behaviour of the system changes.
The calculations were performed using the real time renormalization group
(RTRG) method. It allows for the treatment of the correlation effects in
non-equilibrium in a systematic, non-perturbative way and captures the ef-
fects of decoherence induced by a non-equilibrium current flowing through
the quantum dot. Since the RTRG is a perturbative renormalization group
method, its applicability is restricted to the weak coupling regime where the
effective coupling g between the dot spin and the reservoir electrons is small,
i.e. g  1.
It was found out that the non-equilibrium current is associated with a deco-
herence rate Γ, which is much smaller than the bias voltage or the temper-
ature (Γ  max{|V | , T}) in the weak coupling regime. This rate provides
the timescale on which correlations between the dot spin and the reservoir
electrons die out.
The couplings of the dot to one reservoir gd renormalize differently from the
couplings gnd between different reservoirs. Because of the renormalization,
the coupling constants gd and gnd become coupling functions depending on
the energy of the incoming and outgoing electron. Within the weak cou-
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pling regime, this dependence could be simplified to a dependence on the
average energy. It was shown that the coupling functions develop resonances
associated with the chemical potentials of the reservoirs, when the energy
scale approaches the Kondo temperature TK . Their height is determined by
the decoherence rate Γ. However, it turned out that for large bias voltages
TK  V , these resonances do not affect the conductance for a two terminal
setup.
For analytic calculations, the leading logarithmic approximation was used.
This approximation is controlled by the smallness of the renormalized cou-
plings gd . 1/ ln(Γ/TK) and gnd . 1/ ln(|V | /TK). It was found out that for
zero temperature the decoherence rate Γ is proportional to the current, while
for finite temperature there are additional contributions from the enlarged
phase space for spin-flip tunneling of electrons back and forth between the
dot and one reservoir. Within the leading logarithmic approximation, the
conductance is a universal function of V/TK and T/TK which was calculated
analytically in the limits T  V and V  T . Furthermore it was found that
the renormalization of the conductance and the current stops at the energy
scale ∼ max{|V | , T}, which is much larger than the decoherence rate Γ. A
remarkable consequence is that the two terminal conductance does not probe
whether the coupling gd enters the strong coupling regime or not.
Another remarkable fact is that within the leading logarithmic approximation
the renormalized couplings do not acquire Keldysh non-diagonal components.
So the results for the scaling of the couplings are the same, as if one would
have used an equilibrium approach like poor man’s scaling and put in the
decoherence rate Γ by hand.
For the numerical solution, subleading corrections were taken into account
too. For zero temperature it was found that these corrections become impor-
tant when the voltage approaches the Kondo temperature TK . V . These
subleding corrections led to a saturation of the conductance and the decoher-
ence rate in this regime. However, the results found depend on a regulariza-
tion parameter η, which has to be introduced for the numerical solution. So it
is not possible to give a precise answer to the question, how the conductance
evolves when the bias voltage V approaches the Kondo temperature TK . It
would be desirable to find a solution circumventing the numerical problem
caused by the introduction of that regularization parameter.
Appendix A
Superoperator matrix
representation
A matrix representation of dot superoperators is given.
Let | s 〉 denote the (many body) eigenstates of the dot Hamiltonian:
Hdot | s 〉 = Es | s 〉 .
The matrix elements of an arbitrary dot superoperator L are defined by
(L)s1s′1,s2s′2 = 〈 s1 |
{
L | s2 〉 〈 s′2 |
}
| s′1 〉 = Ls′1
s1
s′2
s2
, (A.1)
where for the graphical representation use was made of the Keldysh contour,
as shown in figure 2.3. With this definition, one can write down the matrix
elements of b′ = L b as
(b′)s1s′1 = 〈 s1 | b′ | s′1 〉 = 〈 s1 |
{
L b
}
| s′1 〉
=
∑
s2s′2
〈 s1 |
{
L | s2 〉 〈 s2 | b | s′2 〉 〈 s′2 |
}
| s′1 〉
=
∑
s2s′2
(L)s1s′1,s2s′2 (b)s2s′2 .
In the second line the identity 1 =
∑
s | s 〉 〈 s | was inserted twice.
The matrix elements of the dot Liouville operator Ldot (2.21) and the free
dot propagator Π0 are given by
(Ldot)s1s′1,s2s′2 =
(
Es2 − Es′2
)
δs1s2δs′1s′2 ,
(e−iLdott)s1s′1 = e
−i(E
s2
−Es′
2
)t
δs1s2δs′1s′2.
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As one would expect, the dot Liouvillian does not induce transitions between
eigenstates of the dot Hamiltonian.
Appendix B
Wick’s theorem
Wick’s theorem is stated and a constructive proof of Wick’s theorem is given.
The contractions (2.28) are calculated and normal ordering along the Keldysh
contour is explained.
B.1 Wick’s theorem
Let H be some operator which is quadratic in annihilation and creation
operators
H =
∑
η1η2
Mη1η2 aη1aη2 , (B.1)
with the multi-index η = (k, s), where k is some single particle quantum
number and s = − (+) denotes an annihilation (creation) operator. Further
the number σ = − (+) indicates that a is a Fermionic (Bosonic) operator.
For any physically relevant situation, the matrix M does not couple Fermions
to Bosons, i.e. Mηiηj ∝ δσiσj .
Wicks theorem states that for ρ = Z−1e−H with Z = Tr{e−H} the following
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relation holds:
Tr{aηn . . . aη1 ρ} →
∑
all possible
pairings
Tr{aη1 . . . aηi . . . aηj . . . aηn ρ}, where
aηi . . . aηj , = (σij)
mij Tr{aηi aηj ρ},
(B.2)
σij =
{
− if σi, σj = −
+ else
,
mij = number of fermions between aηi and aηj .
The brace is called contraction. The sign has to be determined recursively.
This means that for determining the sign of a contraction one only has to
count the number of Fermionic operators which were not taken into account
yet. Simply spoken, after determining the sign belonging to one contraction
one has to erase the operators connected by this contraction before deter-
mining the sign of the next contraction.
Before proving (B.2) two remarks should be made: It is sufficient to assume
that the left side of (B.2) contains an even number of Fermionic and an even
number of Bosonic operators, otherwise the expectation value would vanish
trivially. Secondly, the generalization to the case, where the operators a are
standing left and right of ρ is straightforward: Using the cyclic invarinace of
the trace, the initial expression is brought into the form of (B.2) first.
Auxiliary relation: The result of interchanging aη with ρ is calculated
using the Baker-Hausdorff relation, which yields
e−H aη e
H =
∑
η′
(
e−R
)
ηη′
aη′ , (B.3)
where the matrix R is given by
R(ks)(k′s′) =

(
M(k′s′)(ks) −M(ks)(k′s′)
)
σ, σ′ = − Fermion
s
(
M(k′s′)(ks) + M(ks)(k′s′)
)
σ, σ′ = + Boson
0 else
. (B.4)
Like the matrix M , the matrix R does not couple Bosons to Fermions. From
relation (B.3) one finds the desired result for interchanging a with ρ to be
ρ aη =
∑
η′
(
e−R
)
ηη′
aη′ ρ . (B.5)
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Proof of Wick’s theorem: Taking the lhs. of (B.2), one uses the (anti)
commutator to bring aη1 from the right to the left end of the trace. If
aη1 denotes a Fermionic operator, a minus sign appears each time aη1 is
anticommuted with some other Fermionic operator. This yields
Tr{aηn . . . aη1 ρ} =
n∑
i=2
(σ1)
mi1−1 Tr{. . . aηi+1 [ aηi , aη1 ]σi1 aηi−1 . . . aη2 ρ}
+ (σ1)
mn1−1 Tr{aη1 aηn . . . aη2 ρ}
=
n∑
i=2
(σ1)
mi1−1 Tr{. . . aηi+1 [ aηi , aη1 ]σi1 aηi−1 . . . aη2 ρ}
+ σ1 Tr{aηn . . . aη2 ρ aη1},
(B.6)
where [ , ]−(+) denotes the anticommutator (commutator). For the second
line the cyclic invarinace of the trace and the fact that mn1 is even was used.
Into the last line relation (B.3) is inserted, after rearranging of terms and
renaming of indicies this yields∑
η′1
(
1− σ1e−R
)
η1η′1
Tr{aηn . . . aη′1 ρ} (B.7)
=
n∑
i=2
(σ1)
mi1−1 Tr{. . . aηi+1 [ aηi , aη1 ]σi1 aηi−1 . . . aη2 ρ}
=
n∑
i=2
(σ1)
mi1 Tr{. . . aηi+1 σ1 [ aηi , aη1 ]σi1 aηi−1 . . . aη2 ρ}.
Applying this relation to the special case n = 2 yields∑
η′1
(
1− σ1e−R
)
ηiη′1
Tr{aηi aη′1 ρ} = σ1 [ aηi , aη1 ]σi1 (B.8)
Inserting this into (B.7) and multiplying the result from the left with the
inverse of the matrix (1− σ1e−R), one finds
Tr{aηn . . . aη1 ρ} =
n∑
i=2
Tr{aηn . . . aηi . . . aη1 ρ} . (B.9)
Recursion of this relation until all operators are contracted yields Wick’s
theorem.
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B.2 Calculation of the contractions (2.28)
One has to distinguish the following two cases
Trres{Jpµ+(ω)J+µ′−(ω′)ρres} = Trres{Jpµ′−(ω)J−µ+(ω′)ρres}
=
∑
kk′
δ
(
ω − (εrk − µr)
)
δ
(
ω′ − (εr′k′ − µr′)
)√
Nr(ω)Nr′(ω′)
Trres{a†rkσar′k′σ′ρres}
Trres{Jpµ+(ω)J−µ′−(ω′)ρres} = Trres{Jpµ′−(ω)J+µ+(ω′)ρres}
=
∑
kk′
δ
(
ω − (εrk − µr)
)
δ
(
ω′ − (εr′k′ − µr′)
)√
Nr(ω)Nr′(ω′)
Trres{ar′k′σ′a†rkσρres}.
For the diagonal reservoir Hamiltonian as appearing in (1.13) the traces are
evaluated to
Trres{a†rkσar′k′σ′ρres} = δµµ′δkk′ f
(
εrk − µr
)
Trres{ar′k′σ′a†rkσρres} = δµµ′δkk′ f
(− (εrk − µr)),
where f denotes the Fermi function. The remaining task is to evaluate the
following expression:
∑
kk′
δ
(
ω − (εrk − µr)
)
δ
(
ω′ − (εr′k′ − µr′)
)√
Nr(ω)Nr′(ω′)
δµµ′ δkk′ f
(± (εrk − µr))
= δµµ′ f
(± ω) ∑
k
δ
(
ω − (εrk − µr)
)
δ
(
ω′ − (εrk − µr)
)√
Nr(ω)Nr(ω′)
= δµµ′ f
(± ω) ∫ dΩ Nr(Ω) δ(ω − Ω)δ(ω′ − Ω)√
Nr(ω)Nr(ω′)
= δµµ′ δ(ω − ω′) f
(± ω).
Inserting this in the initial expressions one finds for the contractions (2.28):
γ−→
pp′
µµ′(ω, ω
′) = δµµ′ δ(ω − ω′) f
(
p′ ω
)
γ←−
p′p
µ′µ(ω
′, ω) = δµ′µ δ(ω
′ − ω) f(p ω′).
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B.3 Normal ordering along the contour
Reconsider the superoperators LT (2.18) and LI (2.19); the p
′ prefactor was
attributed to the reservoir operators. This prefactor normal orders the reser-
voir operators along the Keldysh contour, i.e. if the creation operator acts
later than the annihilation operator along the contour the prefactor is (+)
and (−) otherwise. This can be understood graphically using
p′ : Jp+J
p′
− : b ∼

a†a b = b p = p′ = +
b a†a = b p = p′ = −
−a† b a = − b p = p′ = +
a b a† = b p = p′ = −
,
where b is some arbitrary ordinary operator. When performing perturbation
theory calculations, only the first two cases appear, while the latter two cases
come up additionally with RG calculations.
With this definition the sign rule for the diagrams considered in this thesis
becomes especially simple, namely
GppiµµiG
p′ip
′
µiµ′
−→ Wick sign p′i
G
p′ip
′
µiµ′
Gppiµµi −→ Wick sign pi
G
p1p′1
µ′µ G
p2p′2
µµ′ −→ Wick sign p2p′2.
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Appendix C
Perturbation calculations
It is shown how symmetries between diagrams can be used to save work.
Afterwards the stationary current is calculated to 2nd order perturbation the-
ory for comparision and demonstration reasons for the case of the isotropic
Kondo model.
C.1 Preliminaries
Reconsider the relations for the adjoint of some diagram found in chapter
2.2.5: adjoining a diagram Σ˜i(z) will reverse all tunneling lines and replace
z → −z∗.
Now consider some arbitrary self energy diagram Σ˜1(z). If reversing all
tunneling lines leads to a new diagram Σ˜2(z), its value will be given by
Σ˜2(z) = Σ˜1(−z∗)†, (C.1)
so one can save the work from calculating Σ˜2(z). This relation is often useful
for higher order calculations.
C.2 2nd order calculation
For simplicity the magnetic field in (1.13) is set to zero, so the dot Liouvillian
vanishes.
There is only one diagram contributing, namely
Σ˜I(z)
(2) =
GI B
. (C.2)
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The self energy is found from inserting (2.20, 2.17, 2.39, 2.28) in the analytic
expression:
Σ˜I(z)
(2)
=
∑
pp′
µµ′
∫
dω dω′
∫ ∞
0
dt
(− iGpI µ′µ(ω′, ω; t)z) (− iBp′µµ′(ω, ω′; 0)z) γ←−p′µ (ω) γ−→p′µ′(ω′)
= −2
∑
pp′
rr′
{. . . }
∫
dωdω′ i
f(p′ω)f(p′ω′)
ω′ − ω − Vrr′ + z ×
( | gr′r(ω′, ω) |2 M˜ p· M˜p′ + pp′ | hr′r(ω′, ω) |2 1 ) (C.3)
where the following identities and abbreviations were used1
∑
σσ′
τ iσ′στ
j
σσ′ = 2δij
e−iLdott = 1∫ ∞
0
dt eiΩt = i
1
Ω
with Im(Ω) > 0
{. . . } = {δp+ (1− δr′α) δrα + δp− δr′α (1− δrα)}.
For the calculation of the stationary current one has to insert z = iη and
further has to calculate Trdot{Σ˜I(iη) pst} using
Trdot{M˜
p· M˜p
′
pst} = pp′ Trdot{S · S pst} = pp′3
4
Trdot{1 pst} = 1. (C.4)
1By replacing {. . . } with 1 one calculates Σ˜ instead. The matrix elements Σ˜(iη)s2s2,s1s1
are the golden rule transition rates from state s1 to state s2. For the Kondo quantum dot
with finite temperature but V = 0 and h = 0 this is the Korringa spin flip rate [46].
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This yields
〈 Ist 〉(2)
= −2
∑
pp′
rr′
pp′{. . . }
∫
dωdω′ f(p′ω)f(p′ω′)
i
ω′ − ω − Vrr′ + iη
× ( 3
4
| gr′r(ω′, ω) |2 + |hr′r(ω′, ω) |2
)
= −2pi
∑
pp′
rr′
pp′{. . . }
∫
dωdω′ f(p′ω)f(p′ω′) δ(ω′ − ω − Vrr′)×
× ( 3
4
| gr′r(ω′, ω) |2 + |hr′r(ω′, ω) |2
)
= −2pi
∑
rr′
{(1− δr′α) δrα − δr′α (1− δrα)}
∫
dωdω′ {f(ω′)− f(ω)}
× δ(ω′ − ω − Vrr′)
( 3
4
| gr′r(ω′, ω) |2 + | hr′r(ω′, ω) |2
)
.
For temperature T = 0, neglecting band edge effects for V  D and the
frequency dependence of the coupling g the integral yields the voltage Vr′r
and one finds:
〈 Ist 〉(2) = pi
∑′
r
(
3 | gαr |2 + 4 |hαr |2
)
Vαr. (C.5)
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Appendix D
Superoperator algebra
A basis for the dot superoperators of a spin 1/2 system is constructed. The
algebra of the basis superoperators is worked out. The time evolution is cal-
culated.
D.1 Basis superoperators
As found in appendix A every superoperator has a matrix representation.
If N is the dimension of the dot Hilbert space, the superoperators can be
represented as N 2×N2 matrices. So every superoperator can be represented
as a linear combination of N 4 basis matrices. These basis matrices can be
considered as matrix representation of corresponding basis superoperators.
D.1.1 Basis set 1
For the spin 1/2 Kondo quantum dot the identity superoperator 1 together
with the superoperators M˜
p
defined in (2.15) generate a basis (i = x, y, z){
1, M˜+i , M˜
−
i , M˜
+−
ij
}
with M˜+−ij = M˜
+
i M˜
−
j , (D.1)
as can be shown by calculating the matrices corresponding to all superoper-
ators and checking that these are linear independent.
For spin 1/2 operators S the following relations hold:
SiSj =
1
2
i εijk Sk +
1
4
δij 1 from which follows S · S = 3
4
1. (D.2)
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From the definitions of the superoperators and equation (D.2) one finds[
M˜+i , M˜
−
j
]
= 0
(D.3)
M˜pi M˜
p
j =
1
2
i εijk M˜
p
k +
1
4
δij 1.
It is convenient to split the tensor M˜+−ij into irreducible tensor components
using
M˜+−ij =
1
3
δij M˜
+−
kk +
1
2
(
M˜+−ij − M˜+−ji
)
+
1
2
(
M˜+−ij + M˜
+−
ji −
2
3
δij M˜
+−
kk
)
=
1
3
δij M˜
+− − 1
2
i εijk M˜
+−
k + Q˜
+−
ij
with the scalar, vector and symmetric traceless tensor defined by
M˜+− = M˜+−kk
M˜+−i = i εijk M˜
+−
jk (D.4)
Q˜+−ij =
1
2
(
M˜+−ij + M˜
+−
ji −
2
3
δij M˜
+−
kk
)
respectively. Working out the algebra of these operators using (D.3) is
lengthy but straightforward. The results are given in the tables D.2 at the
end of the appendix.
D.1.2 Basis set 2
For the Kondo problem without magnetic field a different basis set is more
convenient. The set is defined by the two scalars
Ma =
3
4
1 + M˜+−
(D.5)
M b =
1
4
1− M˜+−
and the vectors
M 0 = −1
2
(
M˜
+
+ M˜
−)
M+ =
1
2
(
M˜
+ − M˜− + 2M˜+−) (D.6)
M− =
1
2
(
M˜
+ − M˜− − 2M˜+−).
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The algebra of these basis superoperators is calculated from the algebra of
basis set 1. The results which are considerably simpler than for set 1 are
summarized in the tables D.1 at the end of the appendix.
The inverse transformation is given by
M˜
+
= −M 0 + 1
2
(
M+ + M−
)
M˜
−
= −M 0 − 1
2
(
M+ + M−
)
M˜
+−
=
1
2
(
M+ −M−) (D.7)
M˜+− =
1
4
(
Ma − 3M b)
1 = Ma + M b.
D.2 Adjoint superoperators
The adjoint of the basis superoperators is found using the definion (2.15) and
relation (D.3). One finds for the basis superoperators of set 1
(
M˜
p)†
= −M˜ p(
M˜
+−)†
= M˜
+−
(D.8)(
M˜+−
)†
= M˜+−.
For the basis superoperators of set 2 the result is
(
M 0
)†
= −M 0(
M+
)†
= M+(
M−
)†
= M− (D.9)(
Ma
)†
= Ma(
M b
)†
= M b.
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D.3 Trace expressions
Inserting the definitions (2.15) into (D.4) one finds for the traces of operators
from basis set 1 with some arbitrary ordinary operator b
Trdot{M˜
+
b} = Trdot{S b}
Trdot{M˜
−
b} = −Trdot{S b}
Trdot{M˜
+−
b} = −Trdot{S b} (D.10)
Trdot{M˜+− b} = −3
4
Trdot{b}
Trdot{1 b} = Trdot{b}.
For the operators from basis set 2 one finds
Trdot{M 0 b} = 0
Trdot{M+ b} = 0
Trdot{M− b} = 2Trdot{S b} (D.11)
Trdot{Ma b} = 0
Trdot{M b b} = Trdot{b}.
D.4 Time evolution
If the dot Liouvillian is a linear combination of the two scalar operators M a
and M b one uses the ansatz
Ldot = −i
(
Γa Ma + Γb M b
)
. (D.12)
The superoperators Ma and M b commute and the time evolution induced by
each of them can be calculated separately. From, e.g. the equation of motion
one finds the general result (η = −, 0, + and χ = a, b):
eiLdott Mη e−iLdott = eη(Γ
a−Γb)tMη
(D.13)
eiLdott Mχ e−iLdott = Mχ.
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For the boundary vertices one needs the result
M η e−iLdott =
{
e−Γ
at M η for η = −, 0
e−Γ
bt M η for η = +
Mχ e−iLdott = e−Γ
χtMχ
(D.14)
eiLdott M η =
{
eΓ
at Mη for η = 0, +
eΓ
bt M η for η = −
eiLdott Mχ = eΓ
χt Mχ.
D.5 Pauli matrix contractions
One has to calculate the expressions
∑
σi
Xµµi(ω, sωc; τ/2) Yµiµ′(sωc, ω
′;−τ/2) and∑
σi
Xµiµ′(sωc, ω
′; τ/2) Yµµi(ω, sωc;−τ/2)
for the vertex RG equations (3.18, 3.19) and for the self-energy RG equations
(3.20) the expressions
∑
σ,σ′
Xµ′µ(sωc, ω ; τ/2) Yµµ′(ω, sωc;−τ/2) and∑
σ,σ′
Xµµ′(ω, sωc; τ/2) Yµ′µ(sωc, ω;−τ/2)
with the ansatz (4.9) inserted. To simplify the expressions the two sets
containing the indices of the vectors and the scalars
V = {0,±} S = {a, b}
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are defined. Suppressing the Keldysh indices and the boundary vertex time
evolution factors e±i
z
2
τ which can be restored easily one finds
∑
σi
Xµµi(ω, sωc; τ/2) Yµiµ′(sωc, ω
′;−τ/2)
=
∑
σi
{ ∑
γ1∈V
τ σσi ·M γ1 +
∑
γ1∈S
δσσiM
γ1
}
gγ1X rri(ω, sωc) e
i 1
2
(ω−sωc+Vrri−iΓ
γ1
X
) τ
{ ∑
γ2∈V
τσiσ′ ·M γ2 +
∑
γ2∈S
δσiσ′M
γ2
}
gγ2Y rir′(sωc, ω
′) e−i
1
2
(sωc−ω′+Vrir′
−iΓ
γ2
Y
) τ
=
[
τσσ′ ·
{ ∑
γ1,γ2∈V
i M γ1×M γ2 +
∑
γ1∈V
γ2∈S
Mγ1Mγ2 +
∑
γ1∈S
γ2∈V
Mγ1M γ2
}
+ δσσ′
{ ∑
γ1,γ2∈V
Mγ1 ·Mγ2 +
∑
γ1,γ2∈S
Mγ1Mγ2
} ]
gγ1X rri(ω, sωc) g
γ2
Y rir′
(sωc, ω
′) e i(Ω+Vi−sωc−i Γ
12
XY ) τ ,
where the abbreviations
Ω =
ω + ω′
2
Vi =
Vrri − Vrir′
2
=
µr + µr′
2
− µri (D.15)
Γ12XY =
Γγ1X − Γγ2Y
2
were introduced. Inserting the algebra from table D.1 and collecting all
contributions the above expression can be rewritten into
∑
σi
Xµµi(ω, sωc; τ/2) Yµiµ′(sωc, ω
′;−τ/2)
=
{ ∑
γ∈V
τσσ′ ·M γ +
∑
γ∈S
δσσ′M
γ
} ∑
γ1,γ2
U←−γγ1γ2 g
γ1
X rri
(ω, sωc) g
γ2
Y rir′
(sωc, ω
′) e i(Ω+Vi−sωc−iΓ
12
XY ) τ ,
(D.16)
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with the matrix U←− defined by
U←−γγ1γ2 =

δ+− + 1
2
δ00 + δaa γ = a
3δ−+ + δbb γ = b
2δ+− + 1
2
δ00 + δ0a + δa0 γ = 0
δ0+ + δa+ + δ+b γ = +
δ−0 + δ−a + δb− γ = −
. (D.17)
Here the abbreviation δαβ = δγ1α δγ2β was used. Similarly one finds∑
σi
Xµiµ′(sωc, ω
′; τ/2) Yµµi(ω, sωc;−τ/2)
=
{ ∑
γ∈V
τ σσ′ ·Mγ +
∑
γ∈S
δσσ′M
γ
} ∑
γ1,γ2
U−→γγ1γ2 g
γ2
Y rri
(ω, sωc) g
γ1
X rir′
(sωc, ω
′) e−i(Ω+Vi−sωc+i Γ
12
XY
) τ
(D.18)
with the matrix U−→
U−→γγ1γ2 =

δ+− + 1
2
δ00 + δaa γ = a
3δ−+ + δbb γ = b
−2δ+− − 1
2
δ00 + δ0a + δa0 γ = 0
−δ0+ + δa+ + δ+b γ = +
−δ−0 + δ−a + δb− γ = −
. (D.19)
For formal proofs its useful to introduce the following transformed entities:
define the unitary matrix
Qγγ′ = δγγ′
{
(1− δγ0)− iδγ0
}
. (D.20)
One finds that the transformed matricies U←− and U−→ fulfill
U˜γγ1γ2 = Qγγ′Q
†
γ1γ′1
Q†γ2γ′2
U←−γ′γ′1γ′2 =
(
Qγγ′Q
†
γ1γ′1
Q†γ2γ′2
U−→γ′γ′1γ′2
)∗
=

δ+− − 1
2
δ00 + δaa γ = a
3δ−+ + δbb γ = b
−2iδ+− + 1
2
i δ00 + δ0a + δa0 γ = 0
iδ0+ + δa+ + δ+b γ = +
iδ−0 + δ−a + δb− γ = −
. (D.21)
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Finally one finds by contracting the indices σ and σ′∑
σ,σ′
Xµ′µ(sωc, ω ; τ/2)Yµµ′(ω, sωc;−τ/2)
= 2
∑
γ∈S
Mγ
∑
γ1,γ2
Uγγ1γ2 g
γ1
X r′r(sωc, ω) g
γ2
Y rr′(ω, sωc) e
i(sωc−ω+Vr′r−i Γ
12
XY ) τ
(D.22)
and∑
σ,σ′
Xµµ′(ω, sωc ; τ/2)Yµ′µ(sωc, ω
′;−τ/2)
= 2
∑
γ∈S
Mγ
∑
γ1,γ2
Uγγ1γ2 g
γ1
X rr′(ω, sωc) g
γ2
Y r′r(sωc, ω) e
−i(sωc−ω+Vr′r+i Γ
12
XY ) τ
(D.23)
with the matrix
Uγγ1γ2 = U←−γγ1γ2 = U−→γγ1γ2 (γ ∈ S). (D.24)
To restore the z-dependence one has to multiply the results by e i
z
2
τ if either
X = I, A or Y = B is a boundary vertex and by eizτ if both X = I, A and
Y = B are boundary vertices.
D.6 Tables for the algebra of the basis sets
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Table D.1: Algebra of basis set 2: the table body contains the products of
an operator 1 from the column with an operator 2 from the line.
S1S2 M
a M b
Ma Ma 0
M b 0 M b
S1M 2 M
− M 0 M+
Ma 0 M 0 M+
M b M− 0 0
M 1S2 M
a M b
M− M− 0
M 0 M 0 0
M+ 0 M+
M 1 ·M 2 M− M 0 M+
M− 0 0 3M b
M 0 0 1
2
Ma 0
M+ Ma 0 0
iM 1 ×M 2 M− M 0 M+
M− 0 M− 0
M0 0 1
2
M 0 M+
M+ 2M0 0 0
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Table D.2: Algebra of basis set 1
S1S2 1 M˜
+−
1 1 M˜+−
M˜+− M˜+− 3
16
1− 1
2
M˜+−
S1M2 M˜
+
M˜
−
M˜
+−
1 M˜
+
M˜
−
M˜
+−
M˜+− 1
4
(
M˜
−
+ 2M˜
+−)
1
4
(
M˜
+ − 2M˜+−) 1
4
(
M˜
+ − M˜− − M˜+−)
M 1S2 1 M˜
+−
M˜
+
M˜
+
1
4
(
M˜
− − 2M˜+−)
M˜
−
M˜
−
1
4
(
M˜
+
+ 2M˜
+−)
M˜
+−
M˜
+− −1
4
(
M˜
+ − M˜− + M˜+−)
M 1 ·M 2 M˜
+
M˜
−
M˜
+−
M˜
+
3
4
1 M˜+− −M˜+−
M˜
−
M˜+− 3
4
1 M˜+−
M˜
+−
M˜+− −M˜+− 1
2
(
M˜+− − 3
4
1
)
iM 1 ×M 2 M˜
+
M˜
−
M˜
+−
M˜
+ −M˜+ M˜+− −1
2
(
M˜
+− − M˜−)
M˜
− −M˜+− −M˜− −1
2
(
M˜
+−
+ M˜
+)
M˜
+− −1
2
(
M˜
+−
+ M˜
−) −1
2
(
M˜
+− − M˜+) 1
4
(
M˜
+
+ M˜
−)
Appendix E
Calculation of the coupling
function
The solution of the RG equations (4.51) for the coupling functions is pre-
sented.
For the solution it is useful to introduce the abbreviations
g(ωc) =
1
4 ln(ωc/TK)
and gV (ωc) = g(min{V, ωc}).
For the piecewise integration the following identities are useful:
g2(ωc) = −1
4
d
d lnωc
g(ωc)
g2(
√
ωc |V |) = −1
2
d
d lnωc
g(
√
ωc |V |) (E.1)
g(
√
ωc |V |) = −1
2
d
d lnωc
ln
(
g(
√
ωc |V |)
)
.
E.1 Solution for Ω = 0
The RG equations (4.51) reduce to
d
d lnωc
gd = −2{ΘΓ,T g2d + ΘΓ,|V |,T g2nd}
d
d lnωc
gnd = −4 ΘΓ, |V |
2
,T
gd gnd
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Case Γ, T  |V |:
Piecewise integration between D
2
→ |V | → |V |
2
→ max{Γ, T} → 0 with the
initial condition gd(0)D/2 = gnd(0)D/2 = g0 leads to
gd(0)ωc = g
(√
max{ωc, Γ, T}max{ωc, |V |}
)
gnd(0)ωc =
g2
(√
max{ωc, |V |2 }max{ωc, |V |}
)
g
(
max{ωc, |V |}
)
≈ g(max{ωc, |V |}) for TK  |V |.
The last line expresses the fact that the renormalization of gnd between |V |
and |V |
2
is negligible for TK  |V |.
Case Γ, |V |  T :
Piecewise integration between D
2
→ T → 0 with the initial condition gd(0)D/2 =
gnd(0)D/2 = g0 leads to
gd(0)ωc = gnd(0)ωc = g
(
max{ωc, T}
)
.
Summary of both previous cases
For Γ, TK  max{|V | , T} the solution for Ω = 0 is
gd(0)ωc = g
(√
max{ωc, Γ, T}max{ωc, |V | , T}
)
(E.2)
gnd(0)ωc = g
(
max{ωc, |V | , T}
)
E.2 Solution for Ω 6= 0, |Ω | ≤ D/2
The RG equations (4.51) are integrated piecewise using the result (E.2) and
the identities (E.1).
Case Γ, T  |V |:
Piecewise integration from D
2
→ |V | → max{Γ, T} → 0, using for
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• ωc ∈
[
D
2
, |V |
]
the results
g2d(0)ωc = g
2
nd(0)ωc = gd(0)ωcgnd(0)ωc = g
2(ωc) = −1
4
d
d lnωc
g(ωc).
• ωc ∈
[
|V | , max{Γ, T}
]
the results
g2d(0)ωc = g
2
(√
ωc |V |
)
= −1
2
d
d lnωc
g
(√
ωc |V |
)
g2nd(0)ωc = g
2(|V |)
gd(0)ωc gnd(0)ωc = g(|V |) g
(√
ωc |V |
)
= −1
2
g(|V |) d
d lnωc
ln
(
g
(√
ωc |V |
))
leads to
gd(Ω)ωc =
1
2
{
gD
2
(
max{ωc, |V | , |Ω |}
)
+ gD
2
(
max{ωc, |V | , |Ω + V |}
)}
+ g|V |
(√
max{ωc, |Ω | , T, Γ} |V |
)
− g(|V |)1
2
{
1 +
g(|V |)
g|V |
(
max{ωc, |Ω + V | , Γ, T}
)}
(E.3)
gnd(Ω)ωc =
1
2
gD
2
(
max{ωc, |V | , |Ω− V/2 |}
)
+ g(|V |) ln
(g|V |(√max{ωc, |Ω− V/2 | , Γ, T} |V |)
g(|V |)
)
+
(
|Ω− V/2 | → |Ω + V/2 |
)
Case Γ, |V |  T :
Piecewise integration leads to
gd(Ω)ωc = gnd(Ω)ωc = g
(
max{ωc, |Ω | , T}
)
(E.4)
E.3 Upper bounds for g(Ω)
For the calculation of the decoherence rate and the current the coupling
functions are required only within restricted intervals, which are defined by
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the Fermi function factors in equations (4.48, 4.49). The upper bounds of
the coupling functions in these intervals are estimated.
Case Γ, T  |V |:
The coupling functions are required in the intervals |Ω | ≤ ωc ≤ |V | and
|V | /2 ≤ ωc. Within these intervals the inequalities
gD
2
(
max{ωc, |V | , |Ω(+V ) |}
) ≤ g(|V |)
g|V |
(√
max{ωc, |Ω | , Γ, T}
) ≤ g( |V | /√2)
−g(|V |)1
2
{
1 +
g(|V |)
g|V |
(
max{ωc, |Ω + V | , Γ, T}
)} ≤ 0
hold and one finds
gd(Ω)ωc ≤ g
( |V | ) + g( |V | /√2). (E.5)
Furthermore the relations
gD
2
(
max{ωc, |V | , |Ω± V/2 |}
) ≤ g(|V |)
ln
(g|V |(√max{ωc, |Ω± V/2 | , Γ, T} |V |)
g(|V |)
)
≤ ln
(g( |V | /√2)
g(|V |)
)
≈ 0 for TK  |V |
hold. The last line can be set to zero within the precision of the approxima-
tions made before. This leads to
gnd(Ω)ωc . g(|V |). (E.6)
Case Γ, |V |  T :
The coupling functions are required for |Ω | ≤ ωc ≤ T . The estimation yields
gd(Ω)ωc = gnd(Ω)ωc = g
(
max{ωc, |Ω | , T}
) ≤ g(T ). (E.7)
Summary of both previous cases
As a rough estimation (but sufficient within the precision of the approxima-
tions made) it was found that
gd(Ω)ωc, gnd(Ω)ωc . g
(
max{|V | , T}) (E.8)
holds within the intervals required for the calculation of the decoherence rate
Γ and the stationary current I.
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