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ABSTRACT 
A generalization of Sylvester’s identity on determinants is proved by elimination 
techniques. As an application some inequalities for determinants of totally positive or 
positive definite matrices are derived. 
0. INTRODUCTION 
Recently M. Gasca, A. Lopez-Carmona, and V. Ramirez [4] have proved a 
generalization of a classical identity on determinants which usually is attri- 
buted to Sylvester [ll] (cf. also [ 10, p. 161). Being completely in the narrow 
frame of the theory of determinants, their proof does not give a clear idea of 
its origin. 
In this note we will give an alternative proof based upon elimination. 
Although it produces quite naturally a more general version of that identity, 
the new proof makes the identity more or less evident. Some applications to 
inequalities for determinants of totally positive matrices are added. Further 
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applications of the identity to extrapolation problems can be found in [4], [5], 
[7], [9]. For historical comments and a modem conceptual foundation of 
determinantal identities we refer to the paper [2] of R. A. Brualdi and H. 
Schneider. 
1. PRELIMINARIES, NOTATION 
Let H be a commutative field of characteristic zero. By N we denote the 
set of positive integers. For any n E N we set N n := (1,2,. . . , n). An n-tuple 
Z=(i,,..., i,) E IV n will be called an index list with support Z *, the set of all 
components of I, and norm ]I) := X:=,i,. We shall write i E Z iff i belongs to 
Z * and card Z := card I*. If card I = n, then Z is said to be nontrivial. 
L:=(l,,..., I,) such that L*={l,,...,l,}~tV and Z,<... ~1, will be 
referred to as the ordered index list with support L*. For simplicity, we 
always assume a nontrivial index list to be ordered if nothing else is said. 
Let Z=(i i ,..., i,,) and K =(k, ,..., k,) be two index lists. If I * c K * we 
write I c K. Also, we write I \K for the ordered index list with support 
Z*\K*. We shall use the notation ZUK, InK, Z,UZ,U ... UZ,,,, etc. 
with similar meaning. 
Let M, N E N, and let A = (ai)(zii;;;;;,G be an arbitrary matrix over K. If 
Z=:(i,,..., i,)cN, and K=:(k,,...,k.)cN,, then 
is referred to as the submatrix of A with list of rows I and list of columns K. 
When m = n, then by 
we denote its determinant, which is called a subdeterminant of A. 
2. THE METHOD OF ELIMINATION [3] 
Given a nonsingular matrix P = (P(){,‘~;.;;;,” E K rtx”, a column vector 
bEK”,arowvectorvE[)Q”,and71EH,wearelookingforaEEMsuchthat 
(2.1) [=q-v.x, where P.x = b. 
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This is the basic problem of general linear extrapolation: Given elements 
f 1,. . , f, of a linear space E over K, elements _L, L,, . . . , L, of its dual, and 
n> b ,,...,b,EH,wearelookingfor 
where p =x1 fi + . . - + xnfn E E satisfies the extrapolation conditions 
Lip=bi (i=l,...,n). 
To be in the frame given we only have to put z)~ = Lf;, p/ = L,-t;.. For a more 
detailed discussion of the connection between the elimination method and 
extrapolation processes the reader is referred to [4], [5], [7], [9]. 
Obviously, the problem (2.1) is equivalent to solving the bordered system 
(2.2) c*y = c where c:= [f ~1, y:= [;1, c:= [i] 
for the unknown 6. This can be done by elimination of the components of x 
by adding a suitable linear combination of the first n equations of (2.2) to the 
last, yielding one equation for one unknown, namely 5: 
(2.3) .$ = n - v-l’-‘.b. 
Considering the effect of this block-elimination step on the matrix 
P b I 1 ” 9’ 
we find it transformed into 
Observe that with regard to determinants this block-elimination step is an 
elementary operation. Hence 
det[c i]=det[i !!]=[detF, 
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which, of course could also be derived from Cramer’s rule. If the new 
equation for 4 is inserted as equation number /I (1~ p < n + 1) and if the 
columns are rearranged (1~ y < n + 1) so that 
c= 
Y= 
then 
(2.4) 
Pi 
Pi-1 
01 
4 
PA 
x1 
Xy-1 
E , 
XY 
xn 
. . . p:-’ 0 P: 
. . . . 
. , 
. . . 
P&i 0 P&l 
. . . vy-1 1 vy 
. . . pp’-’ 0 Pj 
. . . . 
. . 
. . . P; 
. . . 
P&l 
. . . Vu, 
. . . 6 
. . . P," 
c= 
where D is obtained by replacing the column labeled y of C with c. This 
observation leads quite naturally to determinantal identities of Sylvester’s type 
with simple proofs via elimination. 
3. k-DECOMPOSITIONS AND ELIMINATION GRAPHS 
Our method of deriving a generalization of Sylvester’s identity will be 
based upon the elimination method as described in Section 2 and on 
Laplacian expansion. Given a matrix A E K nX”, we shall apply this method 
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repeatedly to transform A into a matrix A containing a large zero submatrix. 
In each step the matrix P of Section 2 may be a different submatrix of A. 
Proceeding this way we have to be careful. In order to guarantee that the 
transformation A ++ A can be performed as a sequence of elementary oper- 
ations, we shall introduce the concepts of a k-decomposition of the full index 
list (1,2,. . . , n) and associated elimination graphs. They have proved to be 
useful in expressing the solution of a system of linear equations in terms of the 
solutions of some of its subsystems; cf. [8]. As a consequence, it will be shown 
that using (k, m) elimination strategies (9, e), (X, f), one of which has to 
be a Gaussian strategy, an elementary transformation A ++ A such that A has 
a zero submatrix of size (k - 1) x m can be constructed and that this 
transformation can be described completely in terms of the corresponding 
k-decompositions and associated elimination graphs. 
Although the whole procedure is in fact the classical method of simplify- 
ing determinants by “producing zeros,” we hope that the elimination strate- 
gies to be described below compare favorably with other proofs of such 
determinantal identities. 
DEFINITION~.~. Let k,m,nEN, l<k<n, l<mmn-kkl. An m- 
tuple F = (I,, . . . , I,,) of index lists I, c N n is called a k-decomposition of the 
index list I := I, U . . . U I,, provided each Is =: (ii,. . . , i;) E N k is nontrivial, 
card Z = k + m - 1, and there exists a function 
(3.2) {K..., m} 3sAe(s)E {l,...,m} 
subject to: 
(1) for all s = 2,. . . , m, card I, n Zecsl = k - 1, 
(2) the following graph is connected: consider m different points marked 
by 1,2,..., m correspondingly, and connect two points h, i by a line iff 
h = e(i) or i = e(h). 
A function (3.2) with these properties will be called an elimination graph 
associated with .F. (In general, it is not unique.) 
It is not hard to see that an elimination graph e does not contain a cycle. 
Hence there is a linear ordering -+ of e which is considered as the set of 
pairs {(s,e(s)): s = 2,...,m}: 
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sa := S := mine-‘({1}), such that in this chain a relation (s, a) - (b, s) does 
not occur. 
With such an ordering the pair (e, --) ) will be called an elimination chain 
associated with 9. 
Observe that if we set sr := 1 = e(s,), the above definitions imply 
(3.4) e(Sj)E { sll sz?e.*9 sj-l}t j = 2,3 ,.‘., m, 
and 
(3.5) 
Consequently, for any j = 1,2,. . . , m, (ZS1,. . . , I,yI) is a kdecomposition of 
Z,,” . . . u I,,. 
We shall call a pair (9, e), where .F = (Ii,. . . , I,,,) is a k-decomposition 
of I and e is an elimination graph associated with .F, a (k, m) elimination 
strategy. 
It follows from condition (1) of Definition (3.1) that by 
(ih) := z1\z5, a( 1) := ijo, 
(3.6) 
(i&,,):=Z,\Z,,,,, o~(s):=i;(,) (s=2,...,m) 
there are defined two functions a, /? from N 2 into N ,* and N $, respectively. 
It is easily seen from (3.4) or (3.5) that (Y is one-to-one and that c~(fN,*,) is the 
complement of J *, J := Z, n I,, with respect to N ,*. In fact, 
1 
(3.7) a(sj)E 'U Is, (j=2,...,m). 
t=1 
EXAMPLES. Perhaps the simplest example of a (k, m) elimination strategy 
(%, e) derives from the choice %’ = (H,, . . . , H,) where 
H,=(l,..., k-l,k+s-1) (s=l,...,m), 
e(s) = 1 (s=2,...,m). 
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For reasons that will become obvious later, (3.9) is called the Gauss elimina- 
tion graph of order m, and (X’, e) is called a (k, m) Gauss elimination 
strategy of Nk+*_r. More generally, (2, e) will be referred to as a (k, m) 
Gauss elimination strategy of N k+ m _ 1 iff 2 = (ZZ,, . . . , H,,) is any kdecom- 
position of t+J(k+m_l such that the Gauss elimination graph of order m can be 
associated with 2’. 
Also, with the k-decomposition (3.8) we can associate the elimination 
graph 
e(s) = s - 1 (s=2,...,m), 
which will be called the Neville graph of order m, or any other elimination 
graph of order m. 
On the other side, 9 := (Zr, . . . , I,,) where 
(3.10) Z/=(s,s+l,...,s+k-1) (s=l,...,m) 
defines a k-decomposition of t+Jk++ i such that the Neville graph of order m 
is the only elimination graph associated with it. (3, e) will be called the 
(k, m) Neville elimination strategy. 
REMARK. From simple examples it is easily seen that if (I,, . . . , I,,, ) is a 
kdecomposition with associated elimination graph e, then in general it is 
impossible to find a permutation 7 such that the Neville graph can be 
associated with (Z7(rj,. . . , ZTCrn) ). Although they are the most important, the 
above examples are not the only ones. 
4. A GENERALIZED SYLVESTER’S IDENTITY 
Let A = (a j),izt;;;;;i E K ” Xn be any matrix. With the preliminaries given 
we can generalize Sylvester’s classical formula 
(4-I) 
t=1,...,tn 
I I 
n-k 
=IAJ.A ;‘-I , 
s=l,.. ,nz k-l 
where H, is defined by (3.8) and m := n - k i- 1, 1~ k < n. 
THEOREM. Let k,nEN, l<k<n, m:=n-k+l. Let (F,e) and 
(X, f) be two (k, m) elimination strategies of N n where F = (Z1, Z,, . . . , I,,,), 
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37 = (K,, K,, . . . ) K,). Zf e or f is the Gauss elimination graph of order m, 
then there holds the following determinantal identity: 
l=l....,nl 
(4.2) =a.]A]. fiA 
s-l,...,m s=2 
where u is a sign factor depending only on (9, e),(X, f ): 
(4.3) u=(-1) 
IL1 + Ill+l3:‘-,[P,(s)+Pr(S)I * sign (Y, sign af 
=(-I) ~~-,(a,(s)+P=(s)+af(s)+p/(s)) . sign o, sign af. 
Here L:= K,n K,,, J:=Z,nZ,, Sf:=minf’({l}), S,:=mine-‘({1}), and 
sign (Y is the sign of the permutation (a(l), . . . , a(m)), a E {a,, CX~}, where 
a,, j3, [a,-, &] are the functions defined by (3.6) with respect to (9, e) 
KY> f )I. 
Proof, Without loss of generality we may assume that f is the Gauss 
elimination graph of order m. First we add the assumption that 
(4.4) 
By making use of the elimination method repeatedly we shall transform the 
matrix A into a matrix d whose elements in the columns labeled by j E L all 
are zero except those originally placed in the submatrix A 
i 1 
‘; . Precisely the 
rows of A labeled by indices of J will remain unaltered. 
By adding a suitable linear combination of rows of A whose indices belong 
to IS, n L,,,, to the row labeled OL,(S~) (j = m, m - l,... ,2), where 
S mrSm-l>..‘> s2 are defined by (3.3) and finally, by adding a suitable linear 
combination of rows of A with indices belonging to J to the row labeled 
a,(l), in view of Section 2 [in particular of (2.4)] we arrive at 
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with 
a? 
0 
if rEJ and l<q<n, 
if r@J and qEL, 
cq= , 
( - 1) 
if r=a,(+?J, s=l,..., m, 
L 
* Is n I,,,, I I 
and q=aXt)GL, t=l,..., m. 
According to (3.3) (3.4), and (3.5), if the sequence of these transformations is 
carried out in the order described, it is itself an elementary transformation, 
Hence, det A = det A. By Laplace expansion of A along the columns belong- 
ing to L we get 
with 
u1 = ( - l)l” + IU 
and where (a,( T,( I)), . . . , a,(~,(m))) is the ordered index list with support 
a,(N,T,), and (+r#)),. . . , af( T~( m))) is the ordered index list with support 
crf(N ,*,). Consequently, 
l*l.sfi2* L I I 1s f-l L?(s) = ul.( - 1) ~~-'-II&(~)+Pf(~)l 
s=l,...,m 
Since signa~r=signcw~sign~=l, ~xOTE {cx,OT,,~~~T~), we finally arrive 
at (4.2). This finishes the proof of the theorem under the additional hypothesis 
(4.4). But (4.2) being an identity between polynomials in the elements of A, 
by continuity remains true if we suppress that hypothesis. n 
EXAMPLES. Apart from (4.1), the most important special case of (4.2) 
uses the Neville strategy. It has been given in [4]: when (2, f) is the (k, m) 
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Gauss elimination strategy (3.8), (3.9) and (3, e) is the (k, m) Neville 
elimination strategy, there holds 
(4.5) 
REMARK. If n > 1 and k = n - 1, then every elimination strategy (P, e) 
is the Gauss elimination strategy. If 12 > 1 and k = n - 2, every elimination 
strategy becomes the Gauss or the Neville strategy. It is easily seen from 
simple examples that (4.2) fails to hold when both (9, e) and (2, f) are the 
Neville strategies. We conjecture that in general (4.2) holds as an identity on 
determinants only if one of the two elimination strategies is a Gaussian 
strategy. 
COROLLARY 1. lf we maintain all assumptions of the theorem but one, 
namely, if we assume that 9 = (I,, . . . , I,) satisfies all conditions of Defini- 
tion 3.1 except that instead of card I = n we have I := I, U . . . U I, 5 N ,,, 
then 
(4.6) 
t=1,...,m 
= 0. 
s-l....,m 
Proof. Under the present assumptions F is not a k-decomposition of I, 
but the function (Y, remains well defined by (3.6). However, there exists a 
j E {2,3,..., m } such that 
1 
(4.7) a(sj) E ‘U I,,> 
t=1 
which contradicts (3.7). In fact, 
i 
1 
card jtN,:a(si)EJb I,, = card(lV,\Z). 
t=1 
It is possible to replace F = (Zr,. . , , Z,) by a k-decomposition F’= 
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(I;, *. . , 1;) of 181, with e as associated elimination graph, and to construct a 
matrix A’ E D6 nXn whose rows are selected from those of A with at least two 
identical in such a way that 
In fact, for j = 2,3,. . . , m, if e(sj) satisfies (4.7) in Zsj, I,,+,, . . . , I,_, we only 
have to replace the element cu(sj) by a suitable element of lW,\I. Finally, we 
get 9 ‘, and according to it A’ can be constructed. Now (4.6) follows at once 
when (4.2) is applied to A’, (B ‘, e), and (Y, f). n 
REMARK. Obviously, the classical definition of the determinant of a 
square matrix due to Leibniz makes sense when exactly one row is composed 
of elements belonging to an arbitrary vector space V over H whereas all other 
elements belong to Dd. 
COROLLARY 2. Equation (4.2) remains valid if a row [column] of A 
that belongs to just one list I, of rows [K, of columns] is replaced by a vector 
of V”, where V is an arbitrary vector space over K. 
Proof. In view of the definition of vector-valued determinants, Corollary 
2 follows from the observation that (4.2) for A E K nX” is a polynomial 
identity in the elements of A which remains defined for the replacement 
mentioned. n 
Corollary 2 generalizes results recently published by C. Brezinski [I]. 
5. SOME DETERMINANTAL INEQUALITIES 
FOR SPECIAL MATRICES 
In his book [6], in Chapters 0 and 2, S. Karlin has given some inequalities 
between determinants of a special type. Our identity (4.2) enables us to 
generalize these results, making use of the fact that in some instances the 
matrix B of (4.2) which presently we shall denote by B[2$, is of the same 
special type as A. 
Let 88 denote the field of real numbers. Recall that a square matrix 
AE(W”~” is said to be totally positive (TP) [strictly totally positive (STP)] iff 
each of its subdeterminants A ’ 
I I I ’ 
where I, K c N n are ordered index lists, is 
nonnegative [positive]. 
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The class of matrices we will consider is the subset 9?,, of R n x n defined 
by A E V,, iff 
(5.1) A; >O, 
I I 
AK.AJ >O 
1 I I I J K’ 
for all ordered index lists J, K c N n. Obviously, if A E R “xn is STP, then 
A E %7”. But also, if AE(W”~” is positive definite (PD), then A E V,,. 
As an immediate consequence of the theorem we have 
PROPOSITION 1. Let (,X, f) be a (k, m) Gauss elimination strategy 
where m = n - k + 1, 1~ k < n. Then 
PROPOSITION 2. Let (2, f) be the (k, m) Gauss elimination strategy 
where X=(H,,..., H,) is defined by (3.8), and let (9, e) be the (k, m) 
Neville elimination strategy where m = n - k + 1, 1~ k < n. Then 
(5.3) ASTP = B;g;{’ STP. 
Proof. It is known [4, p. 851 that a matrix C E lR”x”’ is STP iff 
(5.4) 
c 
i,i+l,...,i+-p 
j,j+l ,...,j+p 
>O forall i,j=l,..., m-p, p=O ,..,, m-l. 
(5.5) 
B 
i,i+l,...,i+p Hiu ... u Hi+p 
j,j+l ,...,j+ P zju ... uzj+p 
since A is STP. 
Applying this to B:g;‘, according to (4.5) we have 
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REMARK. It is shown by simple examples that in Proposition 2 STP 
cannot be replaced by PD. 
PROPOSITION 3. LetAEG?,,. Thenforallp,O<p<n, 
(5.6) 
Proposition 3 is stated in [6] as Complement 10.F. It can be proved by 
induction on n by making use of Proposition 1. Moreover, from Propositions 1 
and 3 the following is easily deduced: 
PROPOSITION 4. Let A E 
k<q<n, 
: %?,,. Then for all k, 0 ,< k 6 n, and all q, 
1,2 ,+.., q 
1,2 1 
.A 
,..., q I 
1,2 ,..., k,q+l,q+S ,..., n 
1,2 ,..., k,q+l,q+2 ,..., ’ n 
Similarly, by applying Proposition 2 instead of Proposition 1, the following 
inequalities are derived, which should be compared with (5.7) and (5.8) 
respectively. 
PROPOSITION 5. Let A E R nx” be STP. Then for all k, 0 < k ,< n, and 
all q, k < q < n, 
(5.9) 
,A(.A 1,2>..., k 
q-k+l,...,q 
REMAFK By continuity, (5.6), (5.7), and (5.8) still hold if A is TP or 
positive semidefinite, whereas (5.9) and (5.10) remain valid for A TP. 
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