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The set multicovering or set k-covering problem is an extension of the classical set covering problem, in
which each object is required to be covered at least k times. The problem ﬁnds applications in the
design of communication networks and in computational biology. We describe a GRASP with path-
relinking heuristic for the set k-covering problem, as well as the template of a family of Lagrangean
heuristics. The hybrid GRASP Lagrangean heuristic employs the GRASP with path-relinking heuristic
using modiﬁed costs to obtain approximate solutions for the original problem. Computational
experiments carried out on 135 test instances show experimentally that the Lagrangean heuristics
performed consistently better than GRASP as well as GRASP with path-relinking. By properly tuning the
parameters of the GRASP Lagrangean heuristic, it is possible to obtain a good trade-off between solution
quality and running times. Furthermore, the GRASP Lagrangean heuristic makes better use of the dual
information provided by subgradient optimization and is able to discover better solutions and to escape
from locally optimal solutions even after the stabilization of the lower bounds, when other Lagrangean
strategies fail to ﬁnd new improving solutions.
& 2013 Elsevier Ltd. All rights reserved.1. Introduction
Given a set I¼ f1, . . . ,mg of objects, let fP1, . . . ,Png be a collec-
tion of subsets of I, with a non-negative cost cj associated with
each subset Pj, for j¼ 1, . . . ,n. A subset J^D J¼ f1, . . . ,ng is a cover of
I if
S
jA J^ Pj ¼ I. The cost of a cover J^ is
P
jA J^ cj. The set covering
problem consists of ﬁnding a minimum cost cover Jn.
The set multicovering problem is a generalization of the set
covering problem, in which each object iA I must be covered by at
least ‘iAZþ elements of fP1, . . . ,Png. Each element of fP1, . . . ,Png
can only appear once in the cover. A special case of the set
multicovering problem arises when ‘i ¼ k, for all iA I. Following
Vazirani [35], we refer to this problem as the set k-covering
problem (SCkP). SCkP is NP-hard [23].
Let the mn binary matrix A¼ ½aij be such that for all iA I and
jA J, aij ¼ 1 if and only if iAPj; aij ¼ 0, otherwise. Let a solution J^ of
SCkP be represented by a binary n-vector x, where xj¼1 if and
only if jA J^ . An integer programming formulation for the set k-
covering problem is
zðxÞ ¼min
Xn
j ¼ 1
cjxj ð1Þll rights reserved.
: þ1 973 360 8178.
a),
f.br (C.C. Ribeiro).s:t:Xn
j ¼ 1
aijxjZk, i¼ 1, . . . ,m, ð2Þ
xjAf0;1g, j¼ 1, . . . ,n: ð3Þ
In this paper, we propose a template of Lagrangean heuristics
for the set k-covering problem, based on the hybridization of
subgradient algorithms to solve its Lagrangean relaxation with
greedy and GRASP heuristics. Applications of the set k-covering
problem and related work are reviewed in the next section.
A GRASP with path-relinking heuristic for the set k-covering
problem is customized in Section 3. A template for Lagrangean
heuristics for SCkP based on basic constructive heuristics and
subgradient optimization is proposed in Section 4. Different
implementation strategies for the basic constructive heuristics
and a hybridization of GRASP with a Lagrangean heuristic are
discussed in Section 5. Computational results are reported in
Section 6. Concluding remarks are made in Section 7.
2. Applications and related work
Applications of the set multicovering problem arise in a variety
of ﬁelds, such as marketing, logistics, security, telecommunica-
tions, and computational biology. Though some of these applica-
tions can be modeled as set covering problems, for reliability
purposes they are treated as multicovering problems. Some
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describe here two applications that served as motivations for
this paper.
In the context of computational biology, k-covers have an
important application in the minimum robust tagging SNP problem
[2], which is useful to reduce the cost of genotyping DNA
sequences in disease associative studies. Huang et al. [23]
formulated this problem as a set k-covering problem and pro-
posed two greedy algorithms, an exhaustive enumeration algo-
rithm, and a linear programming relaxation. Later, Chang et al. [8]
developed a hybrid method that combines the ideas of a branch-
and-bound method and one of the greedy algorithms of Huang
et al. [23]. Pessoa and Ribeiro [27] proposed a GRASP heuristic
and reported results on simulated and biological datasets.
Another application of the set multicovering problem arises as
a location problem in telecommunications [29]. Suppose custo-
mers are serviced by equipment placed in points-of-presence
(PoPs). For example, a PoP could host a modem pool to which a
customer dials up for Internet access, or it could host an antenna
which connects the customer to the network. In the PoP placement
problem, we are given a set of customers, a set of potential PoP
locations, and the set of PoPs that can provide service to each
customer. We wish to determine in which PoPs to place the
equipment such that each customer can be serviced by at least
one PoP. Since PoPs may have different costs associated with
them, we wish to select the least-cost set of PoPs. Clearly, if a
customer is covered by exactly one PoP and that PoP fails, the
customer will lose service. To improve the reliability of the
service, we may want to require that each customer be covered
by at least k PoPs. This problem is also known as the redundant
PoP placement problem.
Hall and Hochbaum [18,19] developed and tested ten primal
heuristics for the set multicovering problem. They used these
heuristics as well as Lagrangean relaxation in a branch-and-
bound algorithm. Computational experiments on instances with
up to 200 variables show that solutions within 0.5% of the optimal
value were found. Gonsalvez et al. [17] examined these and
other primal heuristics to construct conﬁdence intervals for the
unknown optimal values.3. GRASP with path-relinking
GRASP is short for greedy randomized adaptive search proce-
dures. It was introduced by Feo and Resende [10] for solving a set
covering problem with unit costs. GRASP is a multi-start meta-
heuristic which consists of applying local search to feasible
starting solutions generated with a greedy randomized construc-
tion heuristic. Tutorials on GRASP can be found, for example, in
Feo and Resende [11], Resende and Ribeiro [31], Resende [30], and
Resende and Ribeiro [33]. Annotated bibliographies of GRASP are
presented by Festa and Resende [14,12,13].
Path-relinking [16] is an intensiﬁcation scheme that explores
paths in the solution space connecting good-quality solutions.
Memory structures may be introduced in GRASP through its
hybridization with path-relinking [25,32–34].
In this section, we specialize GRASP and path-relinking into a
heuristic for the set k-covering problem.
3.1. Construction phase
A greedy algorithm for set k-covering builds a solution from
scratch, adding one of the sets P1, . . . ,Pn at a time to a partial
solution, until all objects are k-covered, i.e. each object is covered
by at least k sets. Given a partial solution, at each step of the
construction let the covering cardinality tj be the number ofobjects not yet k-covered by the partial solution that become
covered if Pj is introduced in partial solution. A candidate list L is
formed by the indices of all sets Pj not in the partial solution for
which tj40. Each set Pj, with jAL, is evaluated according to a
greedy function deﬁned as the ratio rj ¼ cj=tj between its cost and
its covering cardinality [24,9]. The greedy algorithm adds to the
partial solution a minimum ratio candidate set.
Algorithm 1 shows the pseudo-code of the randomized variant
of the above greedy algorithm, which is used to construct the
initial solutions for the GRASP heuristic. The solution (represented
by the indicator vector x as well as the index set S) and the
candidate list L are initialized in lines 2 and 3, respectively. The
covering cardinality as well as the greedy function value are
computed in line 4 for all candidate elements. The loop in lines
5–14 adds one set at a time to the cover, until all objects are
k-covered. The minimum ðrÞ and maximum ðrþ Þ greedy func-
tion values of the candidate elements are computed in lines 6 and
7, respectively. The restricted candidate list (RCL), formed by all
candidate elements whose greedy function value is less than or
equal to rþaðrþrÞ, is built in line 8, where a is a real-valued
parameter in the interval [0,1]. An element e is chosen at random
from the RCL in line 9 and the set Pe is added to the solution in
line 10. The covering cardinalities are recomputed in line 11 to
account for the inclusion of set e in the solution. The candidate list
is updated in line 12 by removing set Pe and all those sets having
null covering cardinalities. Finally, in line 13, the greedy function
value is updated for all candidate sets.
Algorithm 1. Greedy randomized construction procedure1 GreedyRandomizedConstruction
2 xj’0, for j¼ 1, . . . ,n; S’|
3 L’f1, . . . ,ng
4 Compute tj and rj, for j¼ 1, . . . ,n
5 while there exists some object that is not k-covered do
6
7
8
9
10
11
12
13r’minfrj : jALg
rþ’maxfrj : jALg
RCL’fjAL : rjrrþaðrþrÞg
Select; at random; an element e from the RCL
xe’1; S’S [ feg
Recompute tj,8jAL : jae
L’L\ðfeg [ fjAL : tj ¼ 0gÞ
Recompute rj,8jAL

14 end3.2. Local search
Solutions built with the randomized greedy algorithm are not
guaranteed to be locally optimal, even with respect to simple
neighborhood structures. Therefore, the application of local
search to such a solution usually results in an improved locally
optimal solution. We next describe a local search procedure for
the set k-covering problem.
Starting from an initial solution, local search explores its
neighborhood for a cost-improving solution. If none is found,
then the search returns the initial solution as a local minimum.
Otherwise, if an improving solution is found, it is made the new
initial solution, and the procedure repeats itself.
The local search proposed in this paper makes use of two
simple neighborhoods. The ﬁrst neighborhood is a (1,0)-exchange
in which we attempt to remove superﬂuous sets from the multi-
cover. The second neighborhood is a (1,1)-exchange in which we
attempt to replace a more expensive set in the multicover by a
less expensive unused one.
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Algorithm 2. In the following we refer to sets in the multicover by
their support sets S. The loop in lines 2–23 is repeated while a
locally optimal solution is not found. In line 3, all sets in the
multicover are made candidates to leave the solution and their
indices are placed in S. The loop in lines 4–22 attempts to remove
each set in S, examining them in decreasing order of their costs.
The next candidate jþ for removal is determined in line 5 and the
corresponding variable xjþ is tentatively set to 0 in line 6. If the
new solution obtained is feasible, then jþ is removed from S in
line 21 and a new set will be tested for removal from the cover.
Otherwise, if the test in line 7 determines that the new solution is
infeasible, then we build in line 8 a set S of candidates to replace
jþ in the cover. In line 9, we select a least-cost candidate j from
S. The loop in lines 10–17 examines all proﬁtable elements in S in
an attempt to make a feasible cost-improving exchange. In line
11, we tentatively insert the set j into the solution and test in
line 12 if the resulting solution is feasible. If this is not the case,
we undo the tentative insertion in line 13 and remove set j from
S in line 14. If there are still candidates available for insertion in
set S, then in line 16, we determine a least-cost candidate as the
next one to be examined for insertion. After there are no more
cost-improving candidates in S, we test in line 18 if a feasible
solution was obtained. If this is true, then j is inserted in S;
otherwise, we undo the assignment made in line 6.
Algorithm 2. Local search procedure1 LocalSearch
2 while x is not locally optimal dop3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22Initialize the solution index set :
S’fj¼ 1, . . . ,n : xj ¼ 1g;
while Sa| do
jþ’argmaxfcj : jASg;
xjþ’0;
if x is not feasible then
S’fj¼ 1, . . . ,n : xj ¼ 0 and ja jþ g;
j’argminfcj : jASg;
while Sa| and x is not feasible and cjocjþ do
xj’1;
if x is not feasible then
xj’0;
S’S\fjg;

end
if Sa| then j’argminfcj : jASg;

end
if x is feasible then S’S [ fjg else
xjþ’1;

end
S’S\fjþ g;

end

23 end3.3. Path-relinking
The basic implementation of GRASP is memoryless, since
computations in a GRASP iteration do not make use of informa-
tion collected in previous iterations. Path-relinking is an intensi-
ﬁcation strategy that can be applied to introduce memory
structures in GRASP [32,33]. Path-relinking explores paths in the
solution space connecting good-quality solutions. The proceduremaintains a pool P formed by a limited number of elite solutions
(i.e., a diverse set of good-quality solutions found during the
search). Path-relinking is carried out between each solution x
obtained by local search and a local minimum xp, randomly
selected from the pool. Depending on the strategy that will be
used by the path-relinking procedure, one of x or xp will be
considered as the initial solution xs and the other will be the
target solution xt.
Algorithm 3. Path-relinking procedure1 PathRelinking
2 D’fj¼ 1, . . . ,n : xsjaxtj g;
3 xn’argminfzðxsÞ,zðxtÞg;
4 zn’minfzðxsÞ,zðxtÞg;
5 y’xs;
6 while 9D941 do
7
8
9
10
11
12
13‘n’argminfzðy ‘Þ : 5AD and ðy ‘Þ is feasibleg;
D’D\f‘ng;
y‘n’1y‘n ;
if zðyÞozn then
xn’y;
zn’zðyÞ;

end

14 endAlgorithm 4. GRASP with path-relinking procedure1 GRASPþPR
2 Initialize elite set P’|;
3 Initialize best solution value zn’1;
4 for i¼ 1, . . . ,N do
5
6
7
8
9
10
11
12
13
14
15
16
17
18x’GreedyRandomizedConstructionðÞ;
x’LocalSearchðxÞ;
if i¼ 1 then insert x into the elite set P;
else
Choose; at random; a pool solution xpAP;
Determine which solution
ðbetween x and xpÞ is the initial solution x
and the target solution xt;
x’PathRelinkingðxs,xtÞ;
x’LocalSearchðxÞ;
Update the elite set P with x;

end
if zðxÞozn then
xn’x;
zn’zðxÞ;

end

19 endAlgorithm 3 describes the path-relinking procedure for the set
k-covering problem, where xs is the binary vector representing
an initial solution obtained after the local search phase and xt is
the binary vector representing a target solution. The set
D¼ fj¼ 1, . . . ,n : xsjaxtj g of positions in which xs and xt differ is
computed in line 2. The best solution xn among xt and xs and its
cost zðxnÞ are determined in lines 3 and 4, respectively. The
current path-relinking solution y is initialized to xs is line 5. The
loop in lines 6–14 progressively determines the next solution
in the path connecting xs and xt until the entire path is traversed.
For every position ‘AD, we deﬁne y ‘ to be the solution
obtained from y by complementing the current value of y‘ .
Line 7 determines the component ‘n of D for which y ‘ results
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from D in line 8 and the current solution is updated in line 9 by
complementing the value of its ‘n-th position. If the test in line 10
detects that the new current solution y improves the best solution
xn in the path, then the latter and its cost are updated in lines 11
and 12, respectively.
To see that there always exists a path connecting xs and xt,
observe that by ﬁrst setting to 1 all components of xs that are
equal to 0 in xs and to 1 in xt will result in a series of feasible
multicovers leading from xs to some feasible solution y. Next, by
removing each of the superﬂuous components of y (i.e. setting to
0 the components equal to 1 in y and to 0 in xt) will result again in
a series of feasible multicovers leading from y to xt.
Algorithm 4 shows the pseudo-code for the complete GRASP
with path-relinking procedure. Lines 2 and 3 initialize the elite set
P and the value zn of the best known solution. The loop from lines
4–19 corresponds to the GRASP with path-relinking iterations. At
each iteration, an initial solution is built by the greedy rando-
mized procedure in line 5. A locally optimal solution x with
respect to (1,0)- and (1,1)-exchanges is computed by local search
in line 6. The elite set P is initialized in line 7 with the local
optimum x obtained in the ﬁrst iteration. For all other iterations,
lines 8–14 perform the application of path-relinking and the elite
set management.
A pool solution xp is chosen, at random, from the elite set in
line 9. To favor longer paths, xp is chosen with probability
proportional to its Hamming distance to the current solution x,
i.e. 9fj¼ 1, . . . ,n : xpj axjg9. We do not consider a pool solution if its
Hamming distance with respect to x is less than four, since any
path between them cannot contain solutions simultaneously
better than both of them. Line 10 determines whether x or xp is
the starting solution xs. The other one is deﬁned as the target
solution, xt. Path-relinking is applied to the pair xs and xt of
solutions in line 11 resulting in a solution x, which is reoptimized
by local search in line 12. The elite set P is updated in line 13. If
the pool is not full and the new solution is different from all
others in the pool, then it is automatically inserted in the elite set.
Otherwise, if the new solution x is better than the worst solution
in the elite set, it replaces the highest cost solution in the pool. If x
does not improve upon the worst solution in the elite set, then it
is discarded. The best solution xn and its cost zn are updated in
lines 15–18.
The attribution of x and xp to the initial solution xs or to the
target solution xt depends on the path-relinking strategy. Differ-
ent approaches have been considered in the implementation of
this procedure [32–34]. In this paper we considered three
strategies: Forward: when the initial solution is the highest cost solution
between xs and xt. Backward: when the initial solution is the lowest cost solution
between xs and xt. Mixed: when two paths are simultaneously explored by inter-
changing the roles of initial and target solution after each
move. In this case, the attribution of either x or xp to xs or to xt
is indifferent.4. A template for Lagrangean heuristics
Lagrangean relaxation [6,15] is a mathematical programming
technique that can be used to provide lower bounds for combinator-
ial optimization problems. However, the primal solutions produced
by the algorithms used to solve the Lagrangean dual problem are not
necessarily feasible. Held and Karp [20,21] were among the ﬁrst to
explore the use of the dual multipliers produced by Lagrangeanrelaxation to derive lower bounds, applying this idea in the context
of the traveling salesman problem.
Lagrangean heuristics exploit the dual multipliers to generate
primal feasible solutions. Beasley [3,5] described a Lagrangean
heuristic for set covering which can be extended to the set k-
covering problem.
A Lagrangean relaxation of the set k-covering problem can be
deﬁned by associating dual multipliers liARþ , for i¼ 1, . . . ,m, to
each inequality (2). This results in the following Lagrangean
relaxation problem LRP ðlÞ:
min
Xn
j ¼ 1
cjxjþ
Xm
i ¼ 1
li k
Xn
j ¼ 1
aijxj
0
@
1
A
s:t: xjAf0;1g, j¼ 1, . . . ,n:
By letting c0j ¼ cj
Pm
i ¼ 1 liaij, formulation LRP ðlÞ simpliﬁes to
z0ðlÞ ¼min
Xn
j ¼ 1
c0jxjþ
Xm
i ¼ 1
lik
s:t: xjAf0;1g, j¼ 1, . . . ,n,
whose optimal solution x0ðlÞ is trivially given by
x0jðlÞ ¼
1 if c0jr0
0 otherwise
(
ð4Þ
for j¼ 1, . . . ,n, where the objective function value given by
z0ðlÞ ¼
Xn
j ¼ 1
c0jx
0
jðlÞþk
Xm
i ¼ 1
li
is a lower bound to the optimal value of the original problem
(1)–(3). The best lower bound z0ðlnÞ is the solution of the
Lagrangean dual problem LDP:
zD ¼ max
lARmþ
z0ðlÞ: ð5Þ
Subgradient optimization may be used to solve (5). Subgradient
algorithms may start from any feasible set of dual multipliers,
such as li ¼ 0, for i¼ 1, . . . ,m, and iteratively generate further
multipliers. We use the same strategy proposed in Held et al. [22]
for updating the dual multipliers from one iteration to the next,
which we describe below.
At any iteration q, let lq be the current vector of multipliers
and let x0ðlqÞ be an optimal solution to problem LRPðlqÞ, given
by (4) and whose optimal value is z0ðlqÞ. Furthermore, let z be a
known upper bound to the optimal value of problem (1)–(3).
Additionally, let gqARm be a subgradient of z0ðlÞ for l¼ lq, with
gqi ¼ k
Xn
j ¼ 1
aijx
0
jðlqÞ, i¼ 1;2, . . . ,m: ð6Þ
To update the Lagrangean multipliers, the algorithm makes use of
a step size
dq ¼ Zðzz
0ðlqÞÞPm
i ¼ 1 ðgqi Þ2
, ð7Þ
where ZAð0;2. Multipliers are then updated according to
lqþ1i ¼maxf0; l
q
i þd
qgqi g, i¼ 1, . . . ,m, ð8Þ
and the subgradient algorithm proceeds to iteration qþ1.
Beasley [5] reports as computationally useful to adjust the
components of the subgradients to zero whenever they do not
effectively contribute to the update of the multipliers, i.e. arbi-
trarily set gqi ¼ 0 whenever g
q
i 40 and l
q
i ¼ 0, for i¼ 1, . . . ,m.
The Lagrangean heuristic proposed in this section makes use of
the dual multipliers lq and of the optimal solution x0ðlqÞ to each
problem LRPðlqÞ to build feasible solutions to the original problem
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solution x from an initial solution x0. Two approaches are
considered to deﬁne x0: Beasley [5] sets x0 ¼ xðlqÞ, while Caprara
et al. [7] simply initialize x0j ¼ 0, for j¼ 1, . . . ,n. In other words, the
ﬁrst approach repairs the initial solution x0ðlqÞ to make it feasible,
while the second builds a feasible solution from scratch.
Heuristic H is initially applied from scratch using the original
cost vector c. In any subsequent iteration q of the subgradient
algorithm, H either uses Lagrangean reduced costs c0j ¼ cjPm
i ¼ 1 l
q
i aij or complementary costs cj ¼ ð1x0jðl
qÞÞcj. Let xH,g be
the solution obtained by H, using a generic cost vector g
corresponding to either one of the above modiﬁed cost schemes
or to the original cost vector. Its cost is given by
Pn
j ¼ 1 cjx
H,g
j and
may be used to update the upper bound z to the optimal value of
the original problem (1)–(3). This upper bound may be further
improved by local search and is used to adjust the step size in (7).Algorithm 5. Pseudo-code of the template for a Lagrangean
heuristic1 LagrangeanHeuristic
2 Initialize bounds: z’
Pn
j ¼ 1 cj and zD’0;3 Initialize iteration counter: q’0;
4 Initialize dual multipliers: lqi’0, i¼ 1, . . . ,m;
5 repeat
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21Compute reduced costs c0j’cj
Pm
i ¼ 1 l
q
i aij, j¼ 1, . . . ,n;
Solve LRPðlqÞ by inspection to obtain x0ðlqÞ;
if q¼ 0 then set g’c;
else set g to the modified cost vector;
ifqis a multiple of H then
Apply a basic heuristic H with cost vector g to obtain xH,g;
if
Pn
j ¼ 1 cjx
H,g
j oz then
xn’xH,g;
z’
Pn
j ¼ 1 cjx
H,g
j ;

end

end
if z0ðlqÞ4zD then zD’z0ðlqÞ;
Compute subgradient : gqi ¼ k
Pn
j ¼ 1 aijx
0
jðl
qÞ, i¼ 1;2, . . . ,m;
Compute step size : dq’Z ðzz0ðlqÞÞ=Pmi ¼ 1 ðgqi Þ2;
Update dual multipliers : lqþ1i ’maxf0,l
q
i d
qgqi g, i¼ 1, . . . ,m;
Increment iteration counters : q’qþ1;

22 until stopping criterion satisﬁed;Algorithm 5 describes the pseudo-code of the Lagrangean heur-
istic. Lines 2–4 initialize the upper and lower bounds, the iteration
counter, and the dual multipliers. The iterations of the subgradient
algorithm are performed along the loop in lines 5–22. The reduced
costs are computed in line 6 and the Lagrangean relaxation problem
is solved by inspection in line 7. In the ﬁrst iteration of the
Lagrangean heuristic, the original cost vector is assigned to g in line
8, while in subsequent iterations a modiﬁed cost vector is assigned in
line 9. Lines 10–16 determine that a basic heuristic is used to
produce a primal feasible solution to problem (1)–(3) whenever
the iteration counter q is a multiple of an input parameter H. A
heuristic H is applied in line 11 to produce the feasible solution xH,g.
If the cost of this solution is lower than the current upper bound, the
best solution so far and its cost are updated in lines 13 and 14,
respectively. If the lower bound z0ðlqÞ computed in iteration q is
greater than the best lower bound zD, then in line 17 the lower
bound zD is updated. Line 18 computes the subgradient and line 19
computes the step size. The dual multipliers are updated in line 20
and the iteration counter is incremented in line 21.Different choices for the initial solution x0 and for the modiﬁed
costs g, as well as for the heuristic H itself, lead to different
Lagrangean heuristics.5. Basic heuristics and Lagrangean GRASP
Different implementation strategies of the heuristic H in the
template of Algorithm 5 lead to distinct Lagrangean heuristics.
We considered two variants: the ﬁrst makes use of a greedy
algorithm (as presented in Section 3.1) with local search (as
presented in Section 3.2), while the second is a GRASP with path-
relinking (as presented in Section 3.3).
5.1. Greedy heuristic
This heuristic either builds a feasible solution x from scratch,
or repairs the solution x0ðlqÞ produced in line 7 of the Lagrangean
heuristic described in Algorithm 5 to make it feasible for problem
(1)–(3). It corresponds to the greedy randomized construction
described in Algorithm 1 using parameter a¼ 0 and modiﬁed
costs (c0 or c). The local search described in Algorithm 2 is applied
to the resulting solution, using the original cost vector c. We shall
refer to the Lagrangean heuristic that uses the greedy heuristic as
the greedy Lagrangean heuristic or simply GLH.
5.2. GRASP heuristic
Instead of simply performing one construction step followed
by local search as in the greedy heuristic, this variant applies the
GRASP with path-relinking heuristic of Algorithm 4 either to build
a feasible solution x from scratch, or to repair the solution x0ðlqÞ
produced in line 7 of the Lagrangean heuristic described in
Algorithm 5 to make it feasible for problem (1)–(3). We shall
refer to the Lagrangean heuristic that uses the GRASP heuristic as
the GRASP Lagrangean heuristic or simply LAGRASP.
Although the GRASP heuristic produces better solutions than
the greedy heuristic, the latter is much faster. To appropriately
address this trade-off, we choose in line 11 of Algorithm 5 to use
the GRASP heuristic with probability b and the greedy heuristic
with probability 1b, where b is a parameter of the algorithm.
We note that this strategy involves three main parameters: the
number H of iterations after which the basic heuristic is always
applied, the number Q of iterations performed by the GRASP with
path-relinking heuristic when it is chosen as the basic heuristic,
and the probability b of choosing the GRASP heuristic as H. We
shall refer to the Lagrangean heuristic that uses this hybrid
strategy as LAGRASPðb,H,Q Þ.
To implement path-relinking in the GRASP basic heuristic,
LAGRASP maintains a global pool P which is empty at the start of
the subgradient method. Each solution obtained in the GRASP
local search phase is a candidate to be inserted in the elite set,
following the pool management policy presented in Section 3.3.6. Computational experiments
The computational experiments were performed on a
2.33 GHz Intel Xeon E5410 Quadcore computer running Linux
Ubuntu 8.04. Each run was limited to a single processor. All
algorithms were implemented in C and compiled with gcc 4.1.2.
We generated 135 test instances for the set k-covering problem
from 45 set covering instances of the OR-Library [4]. For
each original instance, three different coverage factors k are
considered:
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The characteristics of the seven classes of test problems are
shown in Table 1.
The Ph.D. thesis of Pessoa [26] shows the computational
results of this section in greater detail than what we present
here. For example, where in Tables 7–9 of this paper we only
show the best solutions found by the different Lagrangean
heuristics, in the thesis the solutions found by all variants
are shown.6.1. Metrics
We used the following metrics to compare the heuristics: BestValue: for each instance, BestValue is the best solution
value obtained over all executions of the methods considered. Dev: for each run of a method, Dev is the relative deviation in
percentage between BestValue and the solution value obtained
in that run. AvgDev: average value of Dev over all instances and runs of a
method in a particular experiment. #Best: for each method, this metric gives the number of runs
whose solution value matched BestValue. NScore: for each method and instance, this metric gives the
number of methods that found better solutions than this
speciﬁc method for this instance. In case of ties, all methods
receive the same score, equal to the number of methods
strictly better than all of them. Score: for each method, this metric gives the sum of the NScore
values over all instances in the experiment. Thus, lower values
of Score correspond to better methods.Table 2
Time limits (in seconds) given to the instances in each class and for each coverage
factor in the experiments with GRASP with path-relinking.
Classes kmin kmed kmax
scp4 5 15 27
scp5 10 45 90TTime: for each method, this metric gives the sum over all
instances of the average time taken by this method over all
runs of the same instance.
6.2. GRASP with path-relinking
The experiments reported in this section aim to evaluate the
quality of the solutions returned by different variants of the
GRASP with path-relinking heuristic GRASPþPR.
The RCL parameter a in the construction phase is automati-
cally adjusted according to the Reactive GRASP strategy, as
suggested by Prais and Ribeiro [28]. For each value of a in a set
of discrete values fa1,a2, . . . ,arg, we associate probabilities
pi,i¼ 1, . . . ,r. Before starting the GRASPþPR iterations, we setle 1
racteristics of the test problems: for each class, the table lists its name,
ension (rows columns), density, and the number of instances making up
class.
lasses Dimension Density (%) Number of
instances
p4 2001000 2 10
p5 2002000 2 10
p6 2001000 5 5
pa 3003000 2 5
pb 3003000 5 5
pc 4004000 2 5
pd 4004000 5 5pi ¼ 1=r, for i¼ 1, . . . ,r. These probabilities are periodically
updated according to
pi ¼ qi
Xr
j ¼ 1
,
qj, i¼ 1, . . . ,r,
with
qi ¼
f n
Mi
 d
, i¼ 1, . . . ,r,
where f n is the value of the best solution found among all
previous GRASPþPR iterations and Mi is the average value of
the solutions found using the RCL parameter a set to ai. In doing
so, values of a leading to better results will have a higher
probability of being selected. The factor d¼ 100 is used to
attenuate low value probabilities and to intensify high value
probabilities. In this experiment, r is ﬁxed to 20 and ai ¼ i=20,
for i¼ 1, . . . ,r. The probabilities pi are updated every 100
iterations.
Path-relinking was implemented according to the forward,
backward, and mixed strategies. The pool of elite solutions was
set to have at most 100 elements.
To evaluate each variant of GRASPþPR, eight runs were carried
out for each instance, varying the initial seed given to the random
number generator. The algorithm stops whenever a maximum
time limit is reached. The time limit given to the instances in each
class is approximately that needed by a pure, memoryless GRASP
variant to perform 1000 iterations on the ﬁrst instance of the
class. Table 2 shows, for each coverage factor, the time limits
(in seconds) given to the instances in each class of test problems.
Table 3 shows comparisons over all 135 test instances for a
pure GRASP heuristic (Gpure) and three variants of GRASP with
path-relinking: backward (GPRb), forward (GPRf), and mixed
(GPRm). In addition to the metrics deﬁned above (AvgDev, #Best,
and Score), the table shows the metric AvgIt. AvgIt is computed by
running each algorithm independently eight times on each
instance and computing the average number of iterations of each
algorithm on each instance. AvgIt is the sum of these averages
over the 135 instances. The table shows that all variants with
path-relinking performed similarly and were better than the pure
GRASP, since their average percentage deviations from the best
value ranged from 0.87% to 0.94%, while for pure GRASP this valuescp6 5 20 38
scpa 21 141 265
scpb 17 235 288
scpc 39 329 580
scpd 26 489 544
Table 3
Summary of the numerical results obtained with four variants of GRASP.
Metric Gpure GPRb GPRf GPRm
AvgDev (%) 2.52 0.87 0.89 0.94
#Best 80 67 50 61
Score 189 169 184 185
AvgIt 143,227.25 93,842.12 90,139.75 88,715.50
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average percentage deviation, it found the best solutions (among
the four heuristics tested) in a greater number of runs than the
variants using path-relinking. The table also shows that in the
ﬁxed running time, the pure GRASP was able to run for about 50%
more iterations than the variants with path-relinking. Further-
more, we observed that Gpure obtained the best solutions for 52
instances, while GPRb, GPRf, and GPRm found the best solutions
for 38, 30, and 37 instances, respectively. These results of Gpure,
however, did not lead to the best AvgDev metric value since on
some instances it produced solutions with relative deviation far
from the best value obtained by the other variants of GRASP.
Among the variants using path-relinking, the best results were
obtained by the backward strategy, which presented the best
results for the three metrics reported in the table.0
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Fig. 2. Time to target plot comparing pure GRASP and three varianFigs. 1–3 show time-to-target plot [1] comparing Gpure with
GPRb, GPRf, and GPRm on, respectively, instances scp58-kmax
(with target 33,377), scpa2-kmin (with target 600), and scpd1-kmed
(with target 40,876). These plots show that when the target solution
is easy for GRASP, as is the case of Fig. 1 where the probability of
GRASP ﬁnding a solution with cost at least as good as the target in
less than 256 s is about 90%, then GRASP usually is better than the
hybrid variants. On the other hand, as the difﬁculty for GRASP
increases, such as in Figs. 2 and 3 where the probabilities of GRASP
ﬁnding a solution with cost at least as good as the target in less than
256 s are, respectively, about 35% and 15%, then the hybrids outper-
form pure GRASP. This is what one typically observes when
comparing GRASP and GRASP with path-relinking heuristics. Of the
three hybrids considered, the best is GPRb, which we adopt in the
remainder of the experiments.64 128 256 512 1024 2048
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Fig. 3. Time to target plot comparing pure GRASP and three variants of GRASPþPR on instance scpd1-kmax with target value 40,876.
Table 4
Summary of the numerical results obtained with four variants of the greedy
Lagrangean heuristic. Total time (TTime) is given in seconds.
Metric GLH1_LL GLH2_CL GLH3_LS GLH4_CS
AvgDev (%) 0.09 0.15 0.09 0.13
#Best 384 231 364 298
Score 83 216 98 153
TTime 24,274.71 22,677.02 37,547.50 41,804.25
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This section reports on the computational experiments per-
formed to evaluate the efﬁciency of different variants of the
greedy Lagrangean heuristic.
By combining the two different approaches to build the initial
solution x0 and the two modiﬁed cost schemes used in the
heuristic H, four different variants of greedy Lagrangean heur-
istics were devised: GLH1_LL: Lagrangean modiﬁed costs are used to build a
feasible solution from the one provided by the Lagrangean
relaxation. GLH2_CL: complementary modiﬁed costs are used to build a
feasible solution from the one provided by the Lagrangean
relaxation. GLH3_LS: Lagrangean modiﬁed costs are used to build a
feasible solution from scratch. GLH4_CS: complementary modiﬁed costs are used to build a
feasible solution from scratch.
For all variants, the step size parameter Z is initially set to
2 and halved after every 50 consecutive iterations of the sub-
gradient algorithm without improvement in the best lower
bound. The greedy heuristic is run at every subgradient iteration.
Following Beasley [5], the greedy Lagrangean heuristic stops
whenever the lower bound zD matches the upper bound z or
the step size parameter Z becomes too small (Zr104 in our
experiments).
Table 4 displays a summary of the results obtained over all 135
test instances with the four variants of the greedy Lagrangean
heuristic. The four heuristics were able to ﬁnd good solutions of
similar quality, as demonstrated by their average deviations from
the best value, which ranged from 0.09% to 0.15%. However, the
two variants based on building feasible solutions from scratch
consumed much more running time (about twice the times
observed for the other variants). With respect to the variants that
start from the solutions provided by the Lagrangean relaxation,
the one using Lagrangean modiﬁed costs (GLH1_LL) obtained best
results for the three quality metrics, ﬁnding 384 best solutionsover the eight executions for each of the 135 instances at the cost
of a small additional running time.
6.4. GRASP Lagrangean heuristic
In this section, we report the computational experiments
involving the LAGRASP hybridization of the best variant of GRASP
with path-relinking (as presented in Section 6.2) with the best
variant of the greedy Lagrangean heuristic (as presented in
Section 6.3). Instead of building an initial solution from scratch,
the GRASP construction phase receives the solution x0 provided
by the Lagrangean relaxation. Furthermore, instead of the original
costs, Lagrangean reduced costs are used to evaluate the candi-
date elements. The RCL parameter a used in the GRASP construc-
tion phase was set to 0.3 to reduce the computational burden
with respect to the reactive variant used in the GRASP imple-
mentations. This value was chosen since in the experiments using
the reactive GRASP, the distribution of the RCL parameter had the
greatest mass around 0.3.
The aim of the ﬁrst experiment with the GRASP Lagrangean
heuristic is to evaluate the relationship between running times
and solution quality for different parameter settings. Parameter b,
the probability of GRASP being applied as the heuristic H, was set
to 0, 0.25, 0.50, 0.75, and 1. Parameter H, the number of iterations
between successive calls to the heuristic H, was set to 1, 5, 10,
and 50. Parameter Q, the number of iterations carried out by the
GRASP heuristic was set to 1, 5, 10, and 50. By combining some
of these parameter values, 68 variants of the hybrid LAGRASP
(b, H, Q) heuristic were created. Each variant was applied eight
times to each instance, with different initial seeds given to the
random number generator. The set of 21 instances considered in
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Fig. 4. Average deviation from the best value and total running time for 68 different variants of LAGRASP on the reduced set of 21 instances: each point represents a
unique combination of parameters b, H, and Q .
Table 5
Summary of the numerical results obtained with the selected variants of the
GRASP Lagrangean heuristic on the reduced set of 21 instances. These values
correspond to the coordinates of the selected variants in Fig. 4. Total time (TTime)
is given in seconds.
Heuristic AvgDev (%) TTime
LAGRASP(1,1,50) 0.09 399,101.14
LAGRASP(0.50,1,1) 0.11 6198.46
LAGRASP(0,1,-) 0.12 4859.16
LAGRASP(0.25,5,10) 0.24 4373.56
LAGRASP(0.25,5,5) 0.25 2589.79
LAGRASP(0.25,5,1) 0.26 1101.64
LAGRASP(0.25,50,5) 0.47 292.95
LAGRASP(0,50,-) 0.51 124.26
Table 6
Summary of the numerical results obtained with the selected variants of the
GRASP Lagrangean heuristic on the full set of 135 instances. Total time (TTime) is
given in seconds.
Heuristic AvgDev (%) #Best Score TTime
LAGRASP(1,1,50) 0.079 365 74 1,803,283.64
LAGRASP(0.50,1,1) 0.134 242 168 30,489.17
LAGRASP(0,1,–) 0.135 238 169 24,274.72
LAGRASP(0.25,5,10) 0.235 168 320 22,475.54
LAGRASP(0.25,5,5) 0.247 163 350 11,263.80
LAGRASP(0.25,5,1) 0.249 164 405 5347.78
LAGRASP(0.25,50,5) 0.442 100 625 1553.35
LAGRASP(0,50,–) 0.439 97 666 569.30
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described in Table 1.
The plot in Fig. 4 summarizes the results for all variants
evaluated, displaying points whose coordinates are the values of
the AvgDev and TTime metrics for each combination of parameter
values.
Eight variants of special interest are identiﬁed and labeled
with the corresponding parameters b, H, and Q , in this order.
These variants correspond to selected Pareto points in the plot in
Fig. 4, i.e., for a given AvgDev value there is no other variant
which reaches the same value in less CPU time. Additionally, for a
given CPU time, there is no other variant which shows a better
result for the AvgDev metric in at most this CPU time. Setting
b¼ 0 and H¼1 corresponds to the greedy Lagrangean heuristic
(GLH) of Beasley [5] or, equivalently, to LAGRASP(0,1,–), whose
average deviation from the best value amounted to 0.12% in
4859.16 s of total running time. Table 5 shows the values of
AvgDev and TTime for each variant.
In the following experiment, all 135 test instances were
considered in the comparison of the eight variants of LAGRASP
selected above. Table 6 summarizes the results obtained by the
eight variants. It shows that LAGRASP(1,1,50) found the best
solutions, with their average deviation from the best values being
0.079%. It also found the best known solutions in 365 executions,
again with the best performance when the eight variants areevaluated side by side, although at the cost of the longest running
times. On the other hand, the smallest running times were
observed for LAGRASP(0,50,–), which was over 3000 times faster
than LAGRASP(1,1,50) but found the worst-quality solutions
among the eight variants considered.
Figs. 5 and 6 illustrate the merit of the proposed approach for
instances scp43-kmax and scpd3-kmin. We ﬁrst observe that all
variants reach the same lower bounds, which is expected since
they depend exclusively on the common subgradient algorithm.
However, as the lower bound appears to stabilize, the upper
bound obtained by LAGRASP(0,1,–) (or GLH) also seems to freeze.
On the other hand, the Lagrangean heuristics based on GRASP
continue to make improvements in discovering better upper
bounds, since the randomized GRASP construction helps it escape
from locally optimal solutions and ﬁnd new, improved upper
bounds.
6.5. Comparing LAGRASP and GRASP
Finally, we compare in this section the performances of GRASP
and LAGRASP when the same time limits are used as the stopping
criterion for both heuristics. We consider the best variant of
GRASP presented in Section 6.2, in which GRASP is combined with
backward path-relinking (GPRb). GPRb is compared with the eight
variants of the Lagrangean heuristics selected in Section 6.4.
Results of GPRb and LAGRASP heuristics are also compared with
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Fig. 5. Evolution of lower and upper bounds over iterations for different variants of LAGRASP (scp43-kmax instance). Note that the runs shown are not necessarily the best
of the eight runs of each variant in the experiment. Also note that the number of iterations taken by each LAGRASP variant depends on the stepsize which in turn depends
on the upper bounds produced by each heuristic.
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L.S. Pessoa et al. / Computers & Operations Research 40 (2013) 3132–3146 3141the best solutions found by the commercial integer programming
solver CPLEX 11 running with its default parameter settings. We
run CPLEX long enough so that they solutions it produces are
good approximations of the optima. The stopping criterion for
CPLEX was either the convergence of lower and upper bounds
(proved optimality) or a maximum time limit set at 86,400 s
(24 h). Our objective is not to compare our heuristics with CPLEX,
which for these instances ﬁnds very good solutions, but rather to
use the solution values found by CPLEX as an indication of the
quality of the solutions produced by our heuristics.
Tables 7–9 report, for each group of instances, the best
solution values obtained by CPLEX, LAGRASP, and GPRb as wellas the lower bounds produced by CPLEX and LAGRASP. These
solution values may also be useful for future benchmarking
studies. For each instance, the tables list the value of the best
solution found by CPLEX 11 in at most 24 h of CPU time, the lower
bound reported by CPLEX, the number of branch and bound
nodes explored by CPLEX, the value of the best solution found
by LAGRASP, the corresponding lower bound found by LAGRASP
and the best solution value found by GPRb. Each LAGRASP
solution corresponds to the best solution found by the eight
LAGRASP Pareto conﬁgurations shown in the plot in Fig. 4 and in
Table 5. CPLEX solution values displayed in boldface correspond
to those for which CPLEX was able to prove optimality.
Table 7
For each of the 45 kmin test instances, the table lists the best upper bound (UB) and lower bound (LB) values found by CPLEX in at
most 24 h (boldface indicates CPLEX proved optimality), the number of branch and bound nodes explored by CPLEX, the best UB
and LB values found by LAGRASP using the subgradient optimization (SO) stopping criterion, and the best value found by GPRb
within the time limits deﬁned at Table 2.
Instance Best UB CPLEX Best LB CPLEX B&B Nodes Best UB LAGRASP Best LB LAGRASP Best UB GPRb
scp41-kmin 1148 1148 4 1150 1142 1171
scp42-kmin 1205 1205 0 1205 1205 1225
scp43-kmin 1213 1213 0 1214 1207 1225
scp44-kmin 1185 1185 0 1185 1184 1209
scp45-kmin 1266 1266 1 1266 1262 1293
scp46-kmin 1349 1349 1 1349 1344 1362
scp47-kmin 1115 1115 0 1115 1114 1152
scp48-kmin 1225 1225 34 1225 1212 1244
scp49-kmin 1485 1485 0 1485 1485 1509
scp410-kmin 1356 1356 0 1356 1355 1373
scp51-kmin 579 579 0 579 578 591
scp52-kmin 677 677 69 679 668 696
scp53-kmin 574 574 9 574 571 587
scp54-kmin 582 582 15 587 578 603
scp55-kmin 550 550 0 550 549 553
scp56-kmin 560 560 1 560 557 567
scp57-kmin 695 695 0 695 693 700
scp58-kmin 662 662 0 662 661 684
scp59-kmin 687 687 34 687 681 710
scp510-kmin 672 672 0 672 670 684
scp61-kmin 283 283 27 283 277 285
scp62-kmin 302 302 18 302 297 306
scp63-kmin 313 313 0 313 310 327
scp64-kmin 292 292 31 292 286 297
scp65-kmin 353 353 32 353 347 361
scpa1-kmin 562 562 157 563 552 587
scpa2-kmin 560 560 83 560 553 587
scpa3-kmin 524 524 73 524 518 547
scpa4-kmin 527 527 22 527 522 547
scpa5-kmin 557 557 31 559 551 580
scpb1-kmin 149 149 2076 149 141 155
scpb2-kmin 150 150 184 151 144 156
scpb3-kmin 165 165 216 165 160 171
scpb4-kmin 157 157 853 157 150 170
scpb5-kmin 151 151 135 152 146 155
scpc1-kmin 514 514 445 515 505 542
scpc2-kmin 483 483 286 486 473 514
scpc3-kmin 544 544 6026 544 530 587
scpc4-kmin 484 484 109 485 477 509
scpc5-kmin 488 488 569 490 478 514
scpd1-kmin 122 122 1044 122 117 124
scpd2-kmin 127 127 211 127 122 129
scpd3-kmin 138 138 241 138 134 149
scpd4-kmin 122 122 517 123 117 128
scpd5-kmin 130 130 358 130 124 134
Table 8
For each of the 45 kmed test instances, the table lists the best UB and LB values found by CPLEX in at most 24 h (boldface indicates
CPLEX proved optimality), the number of branch and bound nodes explored by CPLEX, the best UB and LB values found by LAGRASP
using the SO stopping criterion, and the best value found by GPRb within the time limits deﬁned at Table 2.
Instance Best UB CPLEX Best LB CPLEX B&B Nodes Best UB LAGRASP Best LB LAGRASP Best UBGPRb
scp41-kmed 8350 8350 2640 8366 8323 8606
scp42-kmed 6111 6111 443 6117 6089 6302
scp43-kmed 4676 4676 114 4690 4660 4756
scp44-kmed 4670 4670 162 4679 4648 4800
scp45-kmed 8389 8389 92 8409 8371 8651
scp46-kmed 6416 6416 1473 6432 6380 6594
scp47-kmed 6281 6281 43 6284 6270 6466
scp48-kmed 8421 8421 287 8439 8394 8718
scp49-kmed 7101 7101 827 7121 7073 7329
scp410-kmed 5355 5355 41 5364 5339 5475
scp51-kmed 11,205 11,205 38,720 11,239 11,176 11,571
scp52-kmed 14,418 14,418 18,400 14,473 14,390 14,994
scp53-kmed 11,476 11,476 15,892 11,513 11,455 11,857
scp54-kmed 9944 9944 25,618 9965 9920 10,310
scp55-kmed 10,880 10,880 12,030 10,918 10,858 11,274
scp56-kmed 10,581 10,581 54,459 10,629 10,551 10,965
scp57-kmed 14,919 14,919 351,673 14,984 14,884 15,489
scp58-kmed 10,622 10,622 275,662 10,687 10,585 11,031
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Table 8 (continued )
Instance Best UB CPLEX Best LB CPLEX B&B Nodes Best UB LAGRASP Best LB LAGRASP Best UBGPRb
scp59-kmed 11,042 11,042 22,482 11,081 11,019 11,476
scp510-kmed 12,436 12,436 52,775 12,475 12,403 12,908
scp61-kmed 7653 7653 9,916,749 7692 7572 8006
scp62-kmed 6739 6739 5,412,524 6773 6667 7004
scp63-kmed 8309 8309 548,135 8365 8261 8653
scp64-kmed 8546 8546 7,220,253 8585 8478 8877
scp65-kmed 9038 9038 1,519,470 9070 8974 9454
scpa1-kmed 21,227 21,156 2,678,041 21,324 21,128 22,244
scpa2-kmed 21,739 21,695 3,183,837 21,820 21,665 22,713
scpa3-kmed 20,095 20,061 3,878,035 20,155 20,032 20,967
scpa4-kmed 22,865 22,821 3,219,403 22,985 22,788 23,888
scpa5-kmed 18,643 18,595 3,346,013 18,706 18,566 19,418
scpb1-kmed 29,222 28,984 1,767,524 29,234 28,966 30,503
scpb2-kmed 28,112 27,940 2,134,303 28,187 27,922 29,469
scpb3-kmed 27,872 27,695 2,301,677 27,944 27,678 28,995
scpb4-kmed 25,678 25,542 2,272,003 25,742 25,522 26,804
scpb5-kmed 28,203 28,067 2,313,903 28,297 28,049 29,342
scpc1-kmed 32,659 32,448 1,285,550 32,763 32,425 34,474
scpc2-kmed 32,765 32,556 1,373,093 32,871 32,534 34,236
scpc3-kmed 34,492 34,261 1,256,093 34,610 34,234 36,229
scpc4-kmed 31,366 31,183 1,354,393 31,495 31,157 32,952
scpc5-kmed 30,060 29,886 1,401,693 30,196 29,861 31,562
scpd1-kmed 38,991 38,734 1,123,793 39,132 38,719 40,453
scpd2-kmed 39,030 38,770 1,167,593 39,098 38,760 40,596
scpd3-kmed 39,198 38,919 1,108,293 39,271 38,906 40,732
scpd4-kmed 38,781 38,537 1,241,341 38,879 38,524 40,156
scpd5-kmed 40,321 40,064 1,158,993 40,409 40,050 41,971
Table 9
For each of the 45 kmax test instances, the table lists the best UB and LB values found by CPLEX in at most 24 h (boldface indicates
CPLEX proved optimality), the number of branch and bound nodes explored by CPLEX, the best UB and LB values found by LAGRASP
using the SO stopping criterion, and the best value found by GPRb within the time limits deﬁned at Table 2.
Instance Best UB CPLEX Best LB CPLEX B&B Nodes Best UB LAGRASP Best LB LAGRASP Best UB GPRb
scp41-kmax 18,265 18,265 0 18,290 18,258 18,876
scp42-kmax 12,360 12,360 2160 12,405 12,328 12,679
scp43-kmax 10,396 10,396 49 10,398 10,384 10,644
scp44-kmax 10,393 10,393 5713 10,427 10,349 10,714
scp45-kmax 18,856 18,856 0 18,856 18,849 19,378
scp46-kmax 15,394 15,394 1210 15,419 15,363 15,893
scp47-kmax 15,233 15,233 1241 15,280 15,202 15,676
scp48-kmax 18602 18602 792 18628 18,576 19,184
scp49-kmax 16,558 16,558 392 16,591 16,531 17,074
scp410-kmax 11,607 11,607 58 11,618 11,587 11,939
scp51-kmax 35,663 35,663 994,835 35,749 35,618 36,885
scp52-kmax 45,396 45,396 4802 45,433 45,367 46,724
scp53-kmax 36,329 36,329 340,559 36,388 36,291 37,511
scp54-kmax 28,017 28,017 9508 28,051 27,984 29,025
scp55-kmax 32,779 32779 57608 32878 32,738 33,815
scp56-kmax 29,608 29,608 312,752 29,653 29,567 30,770
scp57-kmax 41,930 41,930 111,582 41,954 41,897 43,448
scp58-kmax 32,320 32,320 32,718 32,405 32,282 33,290
scp59-kmax 33,584 33,584 67,633 33,655 33,551 34,724
scp510-kmax 38,709 38,709 106,627 38,807 38,668 39,855
scp61-kmax 23,516 23,476 10,620,461 23,534 23,407 24,537
scp62-kmax 19,934 19,934 6,490,122 20,025 19,859 20,673
scp63-kmax 27,983 27,983 106,240 28,027 27,924 28,854
scp64-kmax 26,442 26,442 10,067,517 26,530 26,371 27,436
scp65-kmax 27,069 27,069 1,678,983 27,124 26,990 28,000
scpa1-kmax 68,522 68,437 2,803,421 68,669 68,404 70,830
scpa2-kmax 65,842 65,796 3,619,480 65,922 65,760 68,084
scpa3-kmax 66,829 66,740 2,609,228 67,016 66,706 69,016
scpa4-kmax 72,334 72,283 3,776,330 72,465 72,243 74,705
scpa5-kmax 60,491 60,397 2,500,372 60,625 60,356 62,396
scpb1-kmax 105,506 105,359 3,076,095 105,636 105,329 109,017
scpb2-kmax 102,922 102,748 2,644,498 103,046 102,720 106,438
scpb3-kmax 98,280 98,070 2,590,497 98,445 98,046 102,029
scpb4-kmax 93,777 93,568 2,582,402 93,836 93,544 96,853
scpb5-kmax 102,810 102,629 2,750,998 102,905 102,597 106,219
scpc1-kmax 112,471 112,286 1,479,684 112,667 112,248 116,680
scpc2-kmax 113,916 113,760 1,688,788 114,145 113,726 117,605
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Table 9 (continued )
Instance Best UB CPLEX Best LB CPLEX B&B Nodes Best UB LAGRASP Best LB LAGRASP Best UB GPRb
scpc3-kmax 117,416 117,278 1,705,592 117,680 117,247 121,488
scpc4-kmax 110,823 110,677 1,653,941 111,091 110,647 114,973
scpc5-kmax 104,439 104,253 1,596,493 104,591 104,229 108,224
scpd1-kmax 144,887 144,500 1,367,853 145,060 144,476 149,539
scpd2-kmax 144,096 143,793 1,656,196 144,218 143,765 148,726
scpd3-kmax 140,474 140137 1,326,320 140,685 140,120 145,340
scpd4-kmax 143,513 143,121 1,495,597 143,582 143,091 147,928
scpd5-kmax 146,307 145,980 1,610,496 146,452 145,957 151,111
Table 10
Summary of results for the best variants of LAGRASP and GRASP.
Heuristic AvgDev (%) #Best Score
LAGRASP(1,1,50) 3.30 0 949
LAGRASP(0.50,1,1) 0.35 171 152
LAGRASP(0,1,–) 0.35 173 120
LAGRASP(0.25,5,10) 0.45 138 229
LAGRASP(0.25,5,5) 0.45 143 236
LAGRASP(0.25,5,1) 0.46 137 288
LAGRASP(0.25,50,5) 0.65 97 491
LAGRASP(0,50,–) 0.65 93 534
GPRb 4.05 0 1043
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Fig. 7. Evolution of solution costs with time for the best variants of LAGRASP and GRASPþPR (scp43-kmax instance).
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on the 135 test instances with the time limits deﬁned in Table 2.
Eight runs were performed for each heuristic and each instance,
using different initial seeds input to the random number gen-
erator. The results in Table 10 show that all variants of LAGRASP
outperformed GPRb and were able to ﬁnd solutions whose costs
are very close to or as good as those obtained by CPLEX, while
GPRb found solutions whose costs are on average 4.05% larger
than the best values obtained by the commercial solver.
Figs. 7 and 8 display the typical behavior of the two methods
compared in this section for instances scp43-kmax and scpd3-kmin,
respectively. As opposed to the GRASP with path-relinking heuristic,
the Lagrangean heuristics are able to escape from local optima and
keep improving the solutions to obtain the best results.6.6. Numerical results for the original set covering instances
In this section, the GRASP Lagrangean heuristic is applied to
the 45 original instances of the set covering problem described in
Table 1, which correspond to set k-covering instances with k¼1.
Table 11 reports the results obtained by the eight selected
variants of LAGRASP, comparing the best solutions found over
eight runs for each instance with the optimal values presented in
Caprara et al. [7]. This table shows that variant LAGRASP(1,1,50)
obtained the best results over the eight variants, at the cost of
longer running times. The average deviation from the optimal
value was only 0.11% and this heuristic found the optimal
solutions for the largest number of runs (305 out of 360 runs).
For each algorithm, we compute the number of instances for
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Fig. 8. Evolution of solution costs with time for the best variants of LAGRASP and GRASPþPR (scpd3-kmin instance).
Table 11
Summary of the numerical results obtained with the best variants of the GRASP
Lagrangean heuristic for the original set covering instances. Total time (TTime) is
given in seconds.
Heuristic AvgDev (%) #Best Optimal Score TTime
LAGRASP(1,1,50) 0.11 305 40/45 5 23,285.11
LAGRASP(0.50,1,1) 0.35 219 31/45 35 257.54
LAGRASP(0,1,–) 0.40 209 27/45 62 210.83
LAGRASP(0.25,5,10) 0.41 214 34/45 25 265.07
LAGRASP(0.25,5,5) 0.46 202 30/45 42 160.35
LAGRASP(0.25,5,1) 0.47 199 28/45 58 80.06
LAGRASP(0.25,50,5) 0.81 161 25/45 105 52.80
LAGRASP(0,50,–) 0.90 148 20/45 150 43.33
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solution. These values are shown in the fourth column of Table 11.
These results are promising given that they were obtained with-
out any special tuning of the parameters for this particular case
of k¼1.7. Concluding remarks
The main goal of this paper was to advance the current state-
of-the-art of hybrid heuristics combining metaheuristics with
Lagrangean relaxations. To the best of our knowledge, the paper
reports on the ﬁrst proposal of hybridization between GRASP and
Lagrangean heuristics based on subgradient optimization.
The set k-covering problem was used as the test bed for the
algorithmic developments and computational experiments. Few
heuristics are available in the literature for this problem. The need
for good approximate algorithms for large-scale instances of this
problem is well established, due to the fact that it is NP-hard. Two
applications of the set k-covering problem were described and
135 test instances were derived from set covering instances in the
OR-Library.
We ﬁrst described a GRASP with path-relinking heuristic for
the set k-covering problem, followed by the template of a family
of Lagrangean heuristics. The greedy Lagrangean heuristic makes
use of a greedy algorithm to obtain solutions for the Lagrangeanrelaxation, while the hybrid GRASP Lagrangean heuristic LAGRASP
employs the best variant of GRASP with path-relinking for this
purpose.
Extensive computational experiments were carried out on 135
test instances, comparing running times and different metrics of
solution quality for pure GRASP, GRASP with path-relinking,
greedy Lagrangean, and GRASP Lagrangean heuristics. The numer-
ical results show that, for the set k-covering problem, the
Lagrangean heuristics performed consistently better than GRASP.
The comparison of different variants of LAGRASP showed that,
by properly tuning its parameters, it is possible to obtain a good
trade-off between solution quality and running time. Despite
consuming longer running times, LAGRASP was able to ﬁnd better
solutions than the greedy Lagrangean heuristics for a larger
number of instances.
Furthermore, it is important to observe that LAGRASP makes
better use of dual information provided by subgradient optimiza-
tion and is able to discover better solutions and to escape from
locally optimal solutions after the stabilization of the lower
bounds, when the greedy Lagrangean heuristic fails to ﬁnd new
improving solutions.References
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