A one-dimensional gas-dynamic model is presented for the laser ablation of Cu and the expansion of the Cu vapor in a background gas ͑He͒ at 1 atm. The ionization of Cu and He, the inverse bremsstrahlung absorption processes and photoionization process, and the back flux onto the target are considered simultaneously. The binary diffusion, the viscosity, and the thermal conduction including the electron thermal conduction are considered as well. Numerical results show that the consideration of ionization and laser absorption in the plume greatly influences the gas dynamics. The ionization of Cu enables the recondensation at the target surface to happen even during the laser pulse. The ionization degree of Cu and He may change greatly with the location in the plume. For laser irradiances ranging from 2 to 9 ϫ 10 12 W/m 2 , the simulations show that the second-order ionization of Cu competes with the first-order ionization. In the region close to the target surface, the first-order ionization of Cu dominates. In the core of the plasma, the second-order ionization of Cu may dominate over the first-order ionization at laser irradiances higher than 7 ϫ 10 12 W/m 2 . In the mixing layer, the first-order ionization of Cu is always more important than the second-order ionization although the latter increases monotonously with laser irradiance. The ionization of He is only important in the mixing layer. The plume expansion velocity is much larger than that without ionization and laser absorption by the plume. The relative importance of different laser absorption mechanisms may change with time. Close to the surface photoionization and electron-neutral inverse bremsstrahlung are always important. Once the ionization in the plume starts, at later time, electron-ion inverse bremsstrahlung can become more important than photoionization in the plume core until the shock wave front. Unlike in the vacuum case, electron-neutral inverse bremsstrahlung is very strong due to the relatively high number density of neutral atoms in the plume in the presence of a dense ambient gas. A similar laser irradiance threshold is found for the ablation rate and the plasma formation in the plume, which agrees well with the case of nanosecond laser ablation of metals in vacuum.
I. INTRODUCTION
Laser ablation ͑LA͒ is used for a growing number of applications, such as pulsed laser deposition ͑PLD͒, 1,2 nanoparticle manufacturing, 3, 4 cluster production, 5 for the analysis of solid materials, [6] [7] [8] [9] etc. The study of material expanding into vacuum or in ambient background gas is an important issue in gas dynamics ͑see Ref. 10͒ and for laser ablation. Laser pulses used in PLD have typically a duration of several tens of nanoseconds and an energy fluence of several J / cm 2 . The quality of the deposited film depends critically on the range and profile of the kinetic energy of the ablated plume. To reduce the plume kinetic energy, the technique of PLD in a buffer gas is used. In addition, the technique of PLD in a buffer gas also allows one to vary the film stoichiometry. Hence, it is of great importance to know the dynamics of a plume of ablated material in a background gas in order to optimize the experimental parameters during the film production process. However, when LA is used for solid material analysis, e.g., laser-induced breakdown spectroscopy ͑LIBS͒, 11 or LA as a sample introduction method for an inductively coupled plasma ͑ICP͒, the laser pulses have typically a laser irradiance between 10 8 and 10 9 W/cm 2 and a duration of a few tens of nanoseconds, and for these applications the background gas is typically at 1 atm. [6] [7] [8] [9] The plume expansion can be investigated either by Monte Carlo ͑MC͒ simulations, [12] [13] [14] [15] [16] by hydrodynamic models, 3, [17] [18] [19] [20] [21] [22] [23] [24] [25] or by a hybrid model ͑combination of both͒. 26, 27 Among the hydrodynamic models the pressure is mostly limited till maximum about 100 Pa. 18, [21] [22] [23] [24] The plume expansion into 1-atm background gas was investigated only in Refs. 3, 17, 19 , and 25. It should be mentioned that it would take much longer calculation time to study the plume expansion into a high-pressure background gas with the MC simulations or hybrid models. Therefore, generally one makes use of hydrodynamic models to study the plume expansion into 1-atm background gas. The general effect of the background gas is reported to be the spatial confinement and slowing down of the expanding plume. Moreover, the material can even move backward. 3, 28 Detalle et al. have experimentally studied the influence of long wavelengths on LIBS measurements under air or helium atmosphere.
cently, Gusarov and Smurov reported the expansion into 1-atm background gas for a short laser pulse ͑nanosecond-range͒ at higher laser irradiance ͑about 10 9 W/cm 2 ͒, 25 but without taking into account the formation of plasma. However, at this high laser irradiance, the ionization of vapor and/or the background gas may become important and should be taken into account in the modeling.
There exist no models yet that describe the ionization of vapor and/or background gas for laser evaporation in 1-atm ambient gas. Such a modeling is, however, very important for the various applications mentioned above, where the laser irradiance is around 10 8 -10 9 W/cm 2 , and where evaporation takes place in 1-atm nonreactive background gas. The ionization of vapor during the laser ablation in vacuum has been studied ͑see, e.g., Refs. 29 and 30͒. In the present paper, we will extend and combine the methods explained in Refs. 25, 29 , and 30 to describe the laser ablation of Cu and expansion into 1-atm ambient gas ͑He͒, including the ionization of both Cu and He. It is well known that, compared to the expansion into vacuum, the interaction of the plume with an ambient gas is a far more complex gas-dynamic process due to the occurrence of several physical processes involved, such as deceleration, attenuation, thermalization of the ablated species, diffusion, recombination, and formation of shock waves. 31 Here we present a one-dimensional ͑1D͒ model for the laser interaction with a copper target, yielding heating, melting, and vaporization of the target material, followed by plume expansion into 1-atm He background gas, as well as plasma formation and shielding of the laser irradiance. Basically, the model is applied to nanosecond UV excimer or visible laser pulses, metal targets such as Cu or Al, and nonreactive ambient gas such as He or Ar. If there is a chemical reaction between the target element and the ambient gas, the model will fail. The irradiance ranges from 10 8 to 10 9 W/cm 2 , which is typically used for laser ablation as a sample introduction method for ICP spectrometry. It can, however, also be of interest to other applications, which work under similar conditions. It should be pointed out that the planar expansion of the plume in the early stage ͑e.g., till 100 ns which is derived from r 0 / v m , where the laser spot radius r 0 is about 1 mm and the maximum shock wave velocity is about 10 4 m/s͒ is justified. However, at later stages of the plume expansion, the plume may exhibit radial expansion too. Besides, at the later stages of the plume or plasma expansion, the assumption of local thermodynamic equilibrium is no longer valid because three-body recombination comes into play, which means that the Saha equation is not valid anymore. To study the later stages of plume expansion, the present model should be improved to include the detailed description of ionization and recombination mechanisms and the expansion along the radial direction. Hence, in the present paper, we only present results up till 100 ns.
II. MATHEMATICAL MODEL
The model presented in this paper describes several mechanisms, related to the laser-solid interaction and the behavior of the evaporated material and the background gas.
The different parts of the model will be described in detail below, and the coupling between the various parts will be discussed.
A. Target heating, melting, and vaporization
A large number of models for laser-solid interaction are based on thermal processes: heating of the solid, followed by melting, and evaporation. They describe the laser-solid interaction on a macroscopic scale, i.e., by the thermal heat conduction equation ͑e.g., Refs. 32-34 and the references therein͒. This assumption is justified for nanosecond-pulsed laser interaction, especially for metals. The theoretical description of laser-induced target heating and material removal was based on the model proposed in Ref. 34 . The time-dependent temperature distribution along the target depth T͑t , z͒ is governed by the heat conduction equation in a one-dimensional form, as appropriate to many experimental situations,
Here is the mass density of the target material, c p , , and ␣ are the heat capacity, the thermal conductivity, and the absorption coefficient of the target. I͑t͒ is the laser irradiance at z =0. u͑t͒ is the velocity of surface recession and R f is the reflection coefficient of the target surface. The latter is generally close to 1 for metals, but it can drop to values as low as 0.1 during laser ablation, when the laser irradiance is high enough. This is attributed to roughening due to the increase of the surface temperature, to removal of surface films, and to melting. In our model, we use a constant value of 0.34, 30 as indicated in Table I in order not to further complicate the solution of the heat conduction equation.
When the temperature at a certain depth in the target exceeds the melting point of Cu, the target starts melting, and the local temperature remains constant during the time that phase transition takes place. Further heating of the molten target is calculated in the same way, but using the data for molten Cu. Melting normally starts at the surface, but the melt front ͑i.e., the interface between solid and molten phase͒ can extend inside the target when the temperature rises further. The heat conduction equation is solved as a function of time during and after the laser pulse, with an explicit finite difference method.
When the temperature at the surface becomes very high, vaporization becomes significant. The saturation pressure P s is calculated from the surface temperature, by integrating the Clausius-Clapeyron equation,
͑2͒
where T s and T b are the surface temperature and the normal boiling point at pressure p 0 = 1 atm, ⌬H lv is the heat of vaporization, and R is the gas constant. The data for a Cu target are also presented in Table I , as well as the references where the data are taken from.
B. Expansion dynamics
The equations of continuity, vapor transport, momentum, and energy for a binary mixture are as follows:
͑6͒
Here denotes the total mass density of Cu and He in the plume, which is equal to v + b , where v and b are the Cu and He vapor mass density, respectively. v denotes the plume velocity, U is the local internal energy density, and P denotes the local pressure. v = v / is the Cu vapor mass density fraction, and xx is one component of momentum flux tensor equal to −͑4/3͒͑‫ץ‬v / ‫ץ‬x͒. q represents the conductive and diffusive energy flux relative to the mass average velocity of the mixture. D ab is the binary diffusivity of the mixture. The diffusion caused by pressure gradient and number density gradient is neglected here because it is much weaker than that due to the mass gradient. I͑x , t͒ is the laser irradiance, and ␣ IB and rad are the linear light absorption coefficient in the inverse bremsstrahlung ͑IB͒ and the radiation power loss emitted in the bremsstrahlung process, respectively. ␣ PI is the light absorption coefficient due to the photoionization ͑PI͒ process.
The energy flux q is given below,
where is the thermal conductivity of atoms and ions in the binary mixture, e is the electron thermal conductivity which is a function of electron number density and temperature and ion number densities as well as neutral atom number densities. 39 Even when the plume is weakly ionized, e is typically larger than . H i is the component enthalpy on a mass basis. D ab is the binary diffusivity for the vaporambient system, defined by,
where k B is the Boltzmann constant and m a͑b͒ and d a͑b͒ stand for the mass and diameter of Cu ͑He͒ atoms, respectively. The thermal conductivity and the viscosity for the binary mixture are defined as follows:
is the number density fraction of the jth species, and ⌽ ij is given as follows:
͑11͒
In this paper we consider the ionization of Cu into Cu where e is the electron charge, m e is the electron mass, c is the velocity of light, and h is the Planck constant; n e is the local electron number density, n v1 and n v2 are the Cu + and Cu 2+ number densities, respectively, and n b1 is the He + number density.
Assuming that the evaporated material and the background gas follow the ideal gas law, the local pressure and internal energy density can be expressed as
Here, x e,v , x i1 , and x i2 denote the partial fraction of electrons, singly charged ions ͑Cu + ͒, and doubly charged ions ͑Cu 2+ ͒ from Cu, they satisfy x e,v = x i1 +2x i2 ; x e,b denotes the partial fraction of electrons from He, which is equal to the partial fraction of He + ions from He. IP 1 and IP 2 are the first and second ionization potential of Cu, respectively. IP b1 is the first ionization potential of He. n v = v / m v and n b = b / m b are the Cu number density and He number density, respectively.
Numerically, the system of equations, which describe the flow of mass, momentum, and energy, is solved using the first-order Godunov method ͑for the convective terms͒ and a first-order central difference method ͑for the diffusion, viscosity, and thermal conduction terms͒.
C. Plasma formation
When the first-order and second-order ionizations of Cu and the first-order ionization of He are considered, the SahaEggert equations are as follows:
ͪ. ͑17͒
Here n v x e,v + n b x e,b = n e is the local electron number density of the two-component mixture. The three Saha-Eggert equations are combined with one extra equation, i.e., for the conservation of charge for the Cu component,
Finally, the vapor temperature ͑T͒ in the Saha-Eggert equations is adopted from the internal energy density ͓see Eq. ͑14͒ above͔. These five equations ͓Eqs. ͑14͒-͑18͔͒ are solved together to calculate the five unknown values ͑x e,v , x i1 , x i2 , x e,b and T͒. The Newton-Raphson method was applied to solve this strongly nonlinear system of equations.
D. Laser absorption in the plasma
Because of the formation of a plasma in front of the target, the laser beam will be partially absorbed before it reaches the target, i.e., so-called "plasma shielding." 35 The three dominant mechanisms for absorption of visible or UV laser light in the Cu vapor are electron-ion and electronneutral inverse bremsstrahlung and photoionization of excited atoms. The inverse bremsstrahlung absorption process involves the absorption of a photon by a free electron. The electron is raised to a higher state in the continuum. This process must occur within the field of a heavy particle ͑ion or neutral͒, so that momentum is conserved. 41 At the laser intensity typically used in visible and UV laser-ablation experiments with nanosecond laser pulses ͑I Ϸ 10 12 -10 13 W/m 2 ͒, IB cross sections can reach values as high as 10 −23 m 2 during the laser pulse. In visible and UV laser ablation of metals, the photon energy is mostly comparable with the typical ionization energy of excited atoms, making the photoionization cross section of the order of 10 −21 m 2 in most cases. In the paper, we have adopted 10 −21 m 2 as the PI cross section PI in the calculations. So, the absorption coefficient ␣ PI may be approximately estimated as PI n v .
The two contributions to inverse bremsstrahlung are electron-neutral and electron-ion inverse bremsstrahlung, which are given by, 42 ␣ e,n = ͓1 − exp͑− h/k B T͔͒Qn e n 0 , ͑19͒
and
where is the laser frequency, n 0 is the local neutral number density ͑Cu+ He͒, and Q is the cross section of the photon absorption. 42 The total absorption coefficient ␣ IB is equal to ␣ e,n + ␣ e,i . Assuming that the original laser irradiance is I 0 ͑t͒, the laser irradiance after plasma shielding I͑x , t͒ can be obtained by I͑x , t͒ = I 0 ͑t͒exp͓͐ x ϱ ͑␣ IB + ␣ PI ͒dx͔.
E. Boundary conditions
The heat conduction equation, Eq. ͑1͒, is accompanied by one initial and two boundary conditions, 24 T͑t,z͒ = T a , at t = 0, ͑21͒
where T a is the ambient temperature and ⌬H lv is the heat of vaporization. Equation ͑23͒ is the energy balance at the target surface, which couples the heat conduction and the gasdynamic equations. The velocity of surface recession u͑t͒ is defined by the mass balance,
where N c is the Cu number density in solid state.
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The initial conditions for the gas-dynamic equations, Eqs. ͑3͒-͑6͒, are determined by the ambient pressure P a and temperature T a ,
To obtain the required boundary conditions, the characteristic equations following from Eqs. ͑3͒-͑6͒ should be considered. 24 The number of boundary conditions is equal to the number of independent variables transferred along the characteristics incoming into the volume from the boundary surface under consideration. 43 As was discussed in Ref. 43 , for one-dimensional nonsteady flow, there are three sets of characteristics:
and C 0 ͑dx / dt = v͒, where C is the sound velocity. In the two-component case under consideration there are four independent characteristic variables. 24 They may be introduced as two Riemann invariants ͑one transferred along the C + characteristics and the other one transferred along the C − characteristics͒, entropy, and relative vapor concentration ͑both transferred along the C 0 characteristics͒. At infinity only the C − characteristics are incoming and therefore one condition is sufficient,
At the evaporated target surface the C 0 and C + characteristics are incoming and hence three boundary conditions are to be specified. One of them is the inert gas flux,
and the two others are to be determined by the vaporization kinetics, as described below. At the target surface, the gas near the phase boundary is not in translational equilibrium when the evaporation rate is large. To realistically represent the conditions at the targetflow boundary, a Knudsen layer model is employed, which treats that region as a gas-dynamic discontinuity across which certain jump conditions, expressing conservation of mass, momentum, and energy, are applied. Translational equilibrium is achieved within a few mean free paths by collisions between particles in the Knudsen layer region. Changes in flow properties can be described as jump conditions across the Knudsen layer, simplified for a monatomic gas ͑␥ =5/3͒,
where T k = T͑0,t͒ and P k = P͑0,t͒ are the temperature and pressure at the outer edge of the Knudsen layer, respectively, the target surface temperature T s equals T͑t , x =0͒ and the saturation pressure P s is calculated by Eq. ͑2͒.
is the speed ratio, where u k is the velocity at the outer edge of the Knudsen layer.
The Cu vapor density at x =0, n v ͑0,t͒, is assumed to be equal to the Cu vapor number density at the outer edge of the Knudsen layer, n k , which can be obtained from T k and P k . At the Chapman-Jouguet point where the vaporization speed approaches the sound speed ͓u k = C k = ͑␥k B T k / m v ͒ 1/2 ͔, the gas-dynamic disturbances cannot reach the target surface and therefore influence the vaporization kinetics. 24 Further increasing the vapor velocity and reducing the pressure below this point appear to be impossible.
When the surface temperature T s decreases, the saturation pressure P s also drops down, thus it may become less than the vapor pressure at the outer edge of the Knudsen layer P k , and back condensation may start to occur. The boundary value of the gas velocity for the case of back condensation is negative, only the C + characteristics are incoming, and one boundary condition is required. The condensation flux is defined by the Hertz-Knudsen equation,
which is applied when the saturation pressure P s becomes lower than the gas pressure P k . It should be pointed out that, when the ionization and laser absorption by the plasma is taken into account, the back condensation process may occur before the laser pulse is terminated. Indeed, when the plasma is formed, the plasma shielding plays a role so that the laser irradiance impinging on the target surface is lower than that for the case of no plasma shielding, resulting in a faster decrease of the surface temperature and saturation pressure.
F. Coupling of the different parts of the model
The different parts of the model are strongly coupled. During the laser pulse, on one hand, the laser-target interaction, which leads to the heating of the target and evaporation, needs information from the plume part to fix its boundary condition ͓see Eq. ͑23͔͒. On the other hand, the boundary condition for the plume part needs information from the target surface as well, i.e., the evaporation flux. Moreover, after the laser pulse is finished or the evaporation stops, the contribution of back condensation to the target heat conduction is also considered in this model, thus the plume affects the target again. Furthermore, the absorption of the laser beam in the plasma represents an important coupling back, both to the plume expansion ͑gain and loss terms in the equation for conservation of energy͒, and to the laser-solid interaction, because the laser energy can be considerably attenuated ͑plasma shielding͒ before it reaches the target, leading to less efficient target heating, melting, and vaporization.
Therefore, the different parts of the model need to be solved simultaneously as a function of time, in order to obtain an overall picture of the mechanism of laser ablation of a Cu target, plume expansion in the background gas He, and plasma formation.
III. NUMERICAL RESULTS AND DISCUSSIONS
The calculations are performed for a Gaussian-shaped laser pulse with wavelength of 266 nm, full width at half maximum ͑FWHM͒ of 10 ns, and peak laser irradiance of 7 ϫ 10 12 W/m 2 ͑see Fig. 1 , solid line͒. Integrated over the entire pulse, this yields a fluence of 74.2 kJ/ m 2 . In the calculations, we follow only one laser pulse. The dashed line in Fig. 1 shows the laser irradiance arriving at the target, after passing through the plume. It is clear that the laser irradiance at the target drops significantly after about 12 ns, as a result of plasma shielding of the original laser pulse. After this plasma shielding, the laser irradiance impinging on the target is at maximum only about 4.2ϫ 10 12 W/m 2 . This result is quite similar to the case of laser ablation of Cu in vacuum.
30

A. Target heating, melting, and vaporization
The Cu target is initially at room temperature T a . However, as a result of laser energy deposition on the target, the target is heated very quickly. The calculated temperature distribution in the target is plotted as a function of time during and after the laser pulse in Fig. 2͑a͒ . The temperature is at maximum at the surface of the target, as expected. The maximum temperature of about 8000 K is reached between 14 and 16 ns. When time evolves, the region with elevated temperature ͑i.e., above room temperature͒ expands due to thermal conduction. For the conditions under consideration, the heating is more or less limited to the first 10 m of the target. As far as melting is concerned, only a few micrometers are influenced, as appears from Fig. 2͑b͒ . Although the surface temperature drops significantly when the laser absorption is very strong, the first 2 m of the target still remains in a molten phase for quite a long time. Only after approximately 70 ns, resolidification of the melt starts to occur, and the melt depth starts to drop very slowly. Figure 3 shows the surface recession rate and the evaporation depth as a function of time. It is clear that the evaporation rate reaches a maximum ͑of about 6.8 m / s͒ at about 15 ns, i.e., when the target surface temperature is at the maximum ͑about 8000 K͒. One can see from the surface recession rate that the evaporation process stops at about 25 ns. As was shown in Fig. 1 , the laser absorption by the plume starts at about 10 ns, and during the following 15 ns, the plume is ionized to form a plasma above the target surface. The huge pressure of the formed plasma may prevent the evaporation process from the target surface ͓see Eq. ͑30͔͒. As a consequence, the competition between the evaporation and the back condensation on the target surface reaches a more or less stable state from 25 to about 40 ns. This means neither evaporation nor recondensation happens during the time period. The similar phenomenon was reported in Ref. 25 . One could see that the surface recession rate is zero during this time period although there is a little oscillation in the recession rate. Meanwhile, the depth of evaporation does not change either. After 40 ns, the saturated pressure becomes lower than the pressure of the plume Figure 4 shows the calculated Cu vapor and background gas number densities at different times. One can see that, at an early stage of the ablation, for example, at 20 ns, the Cu vapor density is highest at the target ͑almost 4 ϫ 10 26 m −3 ͒, it drops gradually as a function of distance away from the target surface in the plume, and very rapidly at the plume front. When time evolves, the situation has changed, i.e., the Cu vapor density is highest in the plume instead of at the target. For example, at 40 ns, the maximum value of the Cu vapor density n v drops down to about 2.1ϫ 10 25 m −3 , and is located at about 0.05 mm from the target. This is because the plume becomes longer as time evolves but the material evaporation from the target decreases quickly when the laser pulse is finished. When the time evolves further, the plume size increases. Accordingly, the maximum value of Cu vapor density decreases along with time since the vapor expands into a bigger space but there is no material supply after the evaporation process stops. For example, at 100 ns, the maximum value of Cu vapor density drops to 8 ϫ 10 24 m −3 and its location is about 0.72 mm away from the surface.
B. Plume expansion and plasma formation
Meanwhile, in Fig. 4͑b͒ one can see that the background gas He is gradually pushed away by the Cu vapor, forming a compression shock wave. The highest value of He number density n b can be as large as 1.24ϫ 10 26 m −3 at 20 ns. Note that the value of He number density corresponding to 1 atm at room temperature is only 2.45ϫ 10 25 m −3 . According to the so-called Sedov shock wave theory ͑e.g., see Ref. 45͒, the ratio of the number density just at the shock front to that in the undisturbed region is ͑␥ +1͒ / ͑␥ −1͒. When ␥ =5/3, this ratio equals 4. Our calculated number density ratio during the laser pulse-on period is about 5, which is somewhat larger than the predicted value of 4. This is because there is always an extra material and energy added to the plume during the pulse-on period, which is not accounted for in the Sedov shock wave theory. When the pulse has passed, the number density ratio will gradually drop to the ideal value of 4. Figure 5͑a͒ presents the plume velocity v distribution at different times. The plume expansion into 1-atm background gas is expected to be slower than the expansion into vacuum. When the laser pulse is finished ͑at approximately 30 ns͒, the maximum velocity is less than 10 000 m / s. At 40 ns, the velocity of the shock wave reaches 10 700 m / s. In the experiment of Harilal et al., 4 the laser ablation plume of Al into ambient air with pressure ranging from 10 −6 to 100 Torr was studied, using a Nd:YAG ͑yttrium aluminum garnet͒ laser ͑8-ns pulse width, maximum energy 700 mJ͒. For the case of 100 Torr ambient air, they measured a maximum plume expansion velocity of about 10 000 m / s, which is very similar to our simulated result. In the vacuum case, the corresponding value is calculated to be about 25 000 m / s. 30 This shows indeed that the existence of the background gas greatly reduces the plume velocity and thus the plume expansion is confined to a smaller region. On the other hand, the plume expansion with the presence of ionization is faster than that without ionization. This can be seen from Ref. 25 , in which the maximum plume velocity is only about 3000 m / s, although similar conditions were applied. Furthermore, if there is no ionization, the maximum temperature always locates at the front of the shock wave, as was reported in Ref. 25 . However, because of laser absorption in the plume due to the existence of electrons and ions, the peak of temperature is shifted to the center part of the plume and its value can be much higher than that at the shock wave front. It should be pointed out that, even when the laser pulse is not finished, because of strong plasma shielding, the laser irradiance arriving at the target is so small that the surface temperature drops down dramatically. In this case, one can see from Eq. ͑30͒ that the flux will be directed toward the target and the plume velocity at the surface is negative. Considering this recondensation on the target surface, the plume velocity at the surface can be represented by the local sound speed. However, most of the plume is still moving away from the target, to push the background gas, although the plume front velocity decreases along with time ͑e.g., at 100 ns, the plume front velocity is only about 9000 m / s͒.
The temperature distribution in the plume is presented in Fig. 5͑b͒ . For the condition under consideration here, ionization is observed to occur after 9 ns, and photoionization of Cu may take a major role to start the ionization process. Subsequently, the plume can absorb energy directly from the laser beam due to IB and PI processes, which causes the plume temperature to increase further, resulting in fast ionization of the plume. At 20 ns, the maximum temperature in the plume can reach values as high as 42 000 K. As expected, the plasma continues to absorb energy from the laser beam during the pulse period. At 30 ns, the highest temperature in the plasma can be higher than 45 000 K ͑which is not shown here͒. After the laser extinguishes, the temperature of the plasma drops gradually. This is because the plasma drives the shock wave moving forward to push the ambient gas away and releases some energy into environment by bremsstrahlung radiation. Figure 6 presents the calculated Cu vapor and background gas number densities, the calculated plume velocity, and the calculated plume temperature at different times, from 9 to 11.4 ns, i.e., around the time when the plasma in formed. At 9 ns, the evaporation is so weak that the Cu vapor number density is only about 10 24 m −3 , even close to the target surface. The maximum temperature of the plume at this moment is only about 500 K. The background gas is pushed away slightly. As soon as the laser absorption starts ͑i.e., at 9.6 ns͒, the plume is heated up to a temperature of about 10 000 K at 10.2 ns. Then the thermal ionization of Cu also occurs. At 11.6 ns, the plume is already converted into a plasma. Accordingly, the plume velocity is increased dramatically to 4500 m / s. Figure 6͑c͒ shows how the compression shock wave is developed from 9 to 11.6 ns. Figure 7͑a͒ shows the spatial distribution of Cu and He number densities at 24 ns, i.e., just before the evaporation stops. One can see that the peak of Cu vapor number density is still adjacent to the target surface. However, the background gas He is pushed away to form a very distinct peak in the number density ͑about five times the number density in the undisturbed region͒. A layer of interpenetration or mixing between Cu vapor and ambient gas is also clearly observed. For convenience to discuss the ionization of the plasma, here we would like to call this layer the mixing layer. At 24 ns, the thickness of the mixing layer is about 20 m, which corresponds to 200 spatial grids in our simulations. Figure 7͑b͒ shows the spatial distribution of the ionization degree of Cu and He at 24 ns. The plume behavior highly depends on space. Hence, to analyze the ionization of the plume more clearly, we divide for convenience the whole region where Cu vapor mainly exists into three parts: region C ͑i.e., the central part of the plume, which will be referred to below as the "core"͒, region M ͑ or the mixing layer where the Cu vapor and the He gas exist together͒, and region S ͑close to the target surface͒. Notice that the size of each FIG. 6 . Spatial distribution of ͑a͒ calculated plume velocity and ͑b͒ calculated plume temperature, at different times: 9 ͑1͒, 9.6 ͑2͒, 10.2 ͑3͒, 10.8 ͑4͒, and 11.4 ns ͑5͒, for the conditions shown in Fig. 1.   FIG. 7 . Spatial distribution of ͑a͒ calculated Cu vapor density ͑solid line͒; calculated He density ͑dashed line͒; ͑b͒ calculated ionization degrees x i1 ͑solid line͒, x i2 ͑dashed line͒, and x e,b ͑dotted line͒; ͑c͒ calculated number density of Cu + ͑solid line͒; calculated number density of Cu 2+ ͑dashed line͒; calculated number density of electron n e ͑dashed-dotted line͒; and ͑d͒ calculated number density of He + at 24 ns, for the conditions shown in Fig. 1 .
region may vary with time. At 24 ns, region C is located from 20 to 90 m, region M is located from 90 to 130 m, and region S from 0 to 20 m. First, in region C, the temperature is the highest among the three regions. More than half of the Cu vapor is ionized into Cu 2+ ions, and the whole ionization degree of Cu ͑x i1 + x i2 ͒ is greater than 0.99, which means a highly ionized plasma. Second, in region M, the first-order and the second-order ionization degrees of Cu are about 0.6 and 0.2, respectively; the ionization degree of He is about 0.1. Finally, in region S, it is clear that the first-order ionization of Cu dominates and the maximum of x i1 is 0.85.
It should be emphasized that it does not make sense to discuss the ionization degree of He in region C and region S because there is almost no He observed in these two regions. All He atoms are pushed to region M and the shock region. Figure 7͑c͒ presents and is located near the target surface. In region C, one can see that the number densities of Cu + and Cu 2+ are almost equal. The electron number density is almost equal to the sum of these two because the contribution of He is negligible here. Figure 7͑d͒ shows the spatial distribution of He + number density at 24 ns. In region M, the density of He + ions reaches a maximum of 1.6ϫ 10 24 m −3 . Just behind the shock wave front, the number density of He + is about 2 ϫ 10 23 m −3 due to the shock heating effect. Compared to Fig.  7͑c͒ , one can see that the contribution of He ionization to the electron production is absolutely weak. In experiments, under the condition of 1-atm He background gas, the ionization and the presence of electrons are indeed observed. For example, Detalle et al.
11 studied a 6 ns laser pulse at 1064 nm on an Al target in He background gas, for a laser irradiance of about 3.7ϫ 10 8 W/cm 2 . They measured an electron density of about 7 ϫ 10 23 m −3 at 50 ns and a corresponding temperature of around 10 000 K. This is lower than our calculated values, but this is as expected because of the lower laser irradiance. Figure 8͑a͒ presents the absorption coefficients ␣ e,n and ␣ e,i as well as ␣ PI at 12 ns ͑a͒ and 24 ns ͑b͒. At 12 ns, one can clearly see that the PI and the electron-neutral IB absorption mechanisms are more important than electron-ion IB absorption within the whole plume. This is because the ionization just starts and the electron number density is still low, but the neutral atom number density is very high. Hence, the electron-ion collision cross section is much lower than the other two cross sections. However, at later time, the different absorption mechanisms may compete with one another. For example, at 24 ns, as is shown in Fig. 8͑b͒ , the absorption mechanism depends on the location in the plume. In the whole region, the electron-neutral IB absorption is the most important. Besides, from the target surface to 0.045 mm, the PI absorption is stronger than the electron-ion IB absorption. In the rest of the plume, the situation is reversed. This can be explained as follows. When the plasma is initially formed, the photoionization plays a major role. Subsequently when the plasma is formed, no matter how high the ionization degree is, the electron-neutron IB absorption starts to play an important role because the plasma is confined within a smaller region due to the plume expansion into a very dense ambient gas. In the region where the plasma is highly ionized, thus the electron-ion IB absorption becomes important but never dominates. This is the way of how the plume under consideration evolves into a plasma.
To study the effect of laser irradiance on the laser ablation of Cu into 1-atm ambient gas, we have varied the laser irradiance from 1 ϫ 10 12 to 9 ϫ 10 12 W/m 2 . Figure 9 presents the maximum of the surface temperature as a function of laser irradiance. The surface temperature increases smoothly with laser irradiance, but a small discontinuity in the slope is observed at about 1.9ϫ 10 12 W/m 2 . When the laser irradiance is lower than this value, the maximum of the surface temperature increases more quickly than when the laser irradiance is higher than this value. From Fig. 9͑b͒ it appears that the depth of evaporation has a similar but opposite behavior. With laser irradiances below 1.9 ϫ 10 12 W/m 2 , the evaporation depth is very small and increases only slowly with laser irradiance. Above the threshold value, the evaporation depth increases more quickly with laser irradiance. Considering the laser pulse duration used in our simulations, it follows that 1.9ϫ 10 12 W/m 2 irradiance corresponds to 20.6 kJ/ m 2 ͑or 2.06 J / cm 2 ͒ laser fluence. The fraction of laser energy absorbed by the plume versus laser irradiance is given in Fig. 9͑c͒ . Once again a different behavior is clearly observed before and after the irradiance of 1.9ϫ 10 12 W/m 2 . This threshold value for the plasma formation is surprisingly close to that in the vacuum case. It is reported in Ref. 46 that in the nanosecond laser ablation of metals in vacuum, for fluences higher than the fluence threshold ͑F ജ 2 J cm −2 ͒, a plasma is always produced above the target surface. Figure 10 shows the effect of the laser irradiance on the calculated ionization fraction of Cu and He in the core part of the plasma ͑a͒ and in the mixing layer ͑b͒. Except for the laser irradiance, the other laser parameters ͑wavelength, pulse shape, and duration͒ are kept constant. The spatial and temporal behaviors of the formed plasma will be somewhat different for different values of laser irradiance. However, in order to make a comparison possible, we focus on the ionization of Cu and He at 30 ns, i.e., when the laser pulse is finished. It is clear that in the core part of the plasma, the first-order ionization of Cu first increases with the laser irradiance. However, when the laser irradiance increases above 3 ϫ 10 12 W/m 2 , the second-order ionization of Cu also becomes important, and consequently the fraction of the firstorder ionization of Cu starts to decrease almost linearly along with the irradiance. At the same time, the second-order ionization of Cu in the core of the plasma increases monotonously with laser irradiance. At about 7 ϫ 10 12 W/m 2 , both fractions are more or less equal, and for higher laser irradiance, the second-order ionization of Cu even dominates over the first-order ionization of Cu. In the mixing layer, the situation is a little different. The first-order ionization of Cu again increases the irradiance of 3 ϫ 10 12 W/m 2 . Then it stays almost constant when the irradiance rises up to 5 ϫ 10 12 W/m 2 . Subsequently, it starts dropping gradually with the increase of laser irradiance. From 7 to 9 ϫ 10 12 W/m 2 , the first-order ionization of Cu again decreases with the laser irradiance slightly. The second-order ionization of Cu always increases with the laser irradiance between 2 and 9 ϫ 10 12 W/m 2 . However, from 7 to 9 ϫ 10 12 W/m 2 , the second-order ionization of Cu increases with the laser irradiance only slightly. The ionization of He reaches a maximum fraction of about 0.13 at 9 ϫ 10 12 W/m 2 . However, the contribution of He ionization to the total electron number density is very small because the He number density in the mixing layer is not large ͑around 10 25 m −3 ͒ and the mixing layer is very thin compared to the whole plume, as was shown in Fig. 7 .
It is clear from Fig. 10 , that even at a lower irradiance of 2 ϫ 10 12 W/m 2 , the ionization degree of Cu is still more than 42% in the core of the plasma and 25% in the mixing layer. For higher irradiances, the total ionization fraction of Cu can be more than 98%, which indicates that a highly ionized plasma is formed during the plume expansion.
IV. CONCLUSION
In summary, we have presented a one-dimensional model for the laser ablation of a Cu target into 1-atm background gas He. The heat conduction of the target is studied with the inclusion of the back flux. Binary diffusion, viscosity, and thermal conduction including the electron thermal conduction are taken into account in the evaporated plume. The ionization of Cu and He in the plume and the laser absorption by the plume were also simulated. The ionization of Cu and He enables the recondensation at the target surface to happen even during the laser pulse. The simulations have shown that the ionization degrees of Cu and He may vary greatly with the location in the plume. It was shown that at the conditions under consideration ͑a laser pulse with 7 ϫ 10 12 W/m 2 peak irradiance, 266-nm wavelength, and 10-ns FWHM͒, the first-order ionization of Cu dominates in the region close to the surface, and the second-order ionization degree of Cu is a little bit higher than the first-order ionization degree of Cu in the core part of the plume. Both ionization degrees are close to 0.5, which means that the core of the plume becomes a nearly fully ionized plasma. In the mixing layer, the first-order ionization of Cu is more impor- tant than the second-order ionization. The calculated ionization of He in the mixing layer has an average fraction of 0.08 and its contribution to the electron density is of the order of 10 24 m −3 only in the mixing layer. In the core part of the plume, although the calculated ionization degree of He is as high as 0.2, there are very few electrons arising from the ionization of He due to the very low number density of He atoms. Hence, the ionization degree of 0.2 does not have true influence on the dynamics.
The plume expansion is greatly influenced by the presence of ionization and laser absorption in the plume. Comparing the simulated plume expansion velocity with that without considering ionization, we have found that the ionization and laser absorption indeed increase the plume expansion velocity because a part of the absorbed energy from the laser can be transferred into expansion motion. In our simulations, a maximum velocity of 10 000 m / s at the shock wave front is obtained. We have tried to make a comparison with experimental data, wherever it was possible. However, the experimental determination of the plasma parameters during the early times of laser ablation and plume expansion appears to be difficult because of the high optical thickness of the spectral lines emitted from the initial dense plasma. Due to the lack of available experimental data about the temperature and vapor number density at the early stages of laser ablation and plume expansion into 1-atm background gas, we could not present here a direct comparison of our numerical results with experiment. For the same reason, this indicates how valuable such modeling calculations can be, because they can give insight in the plume dynamics and plasma behavior, which is sometimes difficult to obtain from experiments.
Several absorption mechanisms are distinguished at different stages of plume expansion. The PI process and the electron-neutral IB process are important in the whole plume starting from the moment when the plume just begins to be ionized. At later time, the electron-neutral IB process is generally the most important everywhere in the plume except in the almost fully ionized plasma core. The PI is still more important than the electron-ion IB process in the region close to the target surface, but electron-ion IB becomes more important than PI further away from the surface. Furthermore, a threshold laser irradiance for the ablation rate and the plasma formation is found to be in a good agreement with that for the case of nanosecond laser ablation of metals in vacuum.
The effect of laser irradiance on the plasma has been studied as well. The results showed that there is a competition between the first-order and the second-order ionizations. In the core part of the plasma, the first-order ionization of Cu is more important than the second-order ionization when the laser irradiance is lower than 7 ϫ 10 12 W/m 2 ; whereas for higher irradiances, the situation is reversed, i.e., the secondorder ionization dominates over the first-order ionization. In the mixing layer, the first-order ionization of Cu is always more important than the second-order ionization although the latter one increases monotonously with laser irradiance. The ionization of He atoms is only important in the mixing layer because there are not much He atoms in the core of the plasma. A calculated maximum He ionization fraction of about 0.13 is obtained at 9 ϫ 10 12 W/m 2 . This model is primarily intended to describe LA for chemical analysis applications, such as LIBS and as a sample introduction method for ICPs, where the background gas is generally at 1 atm. However, the results are also applicable to other applications, such as PLD, where the background gas is at low pressure, and for obtaining more fundamental insight in the effect of a background gas. The model works from the stage of a plume without any ionization to that of a fully ionized plasma. This suggests that there may be some other applications in laser ablation where the ionization process needs to be considered. In future work, we plan to refine our model by extending it to two dimensions for the later stages of plume expansion.
