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Résumé : La norme IEEE-754 consacrée à l’arithmétique virgule flottante spécifie
le comportement des quatre opérations arithmétiques. Une spécification des fonc-
tions élémentaires devrait voir le jour dans les années à venir. On s’intéresse dans
cet article aux avantages que l’on peut tirer d’un système dont les “primitives nu-
mériques” sont complètement spécifiées.
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Unité de recherche INRIA Rhône-Alpes
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Toward “Clean” Primitives in Computer Arithmetic
Abstract: The IEEE-754 floating-point standard gives a specification of the four ba-
sic arithmetic operations. The elementary functions should be standardized as well
within a few years. In this paper, we present the various advantages of a completely
specified arithmetic system.
Key-words: Computer arithmetic, floating-point arithmetic, software reliability.
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1 Introduction
L’arithmétique des ordinateurs a connu un changement majeur en 1985, avec
l’apparition de la norme IEEE-754 [2], qui spécifie les formats de représentation
des nombres et les opérations arithmétiques en virgule flottante. Cette norme s’est
rapidement imposée. Ses aspects les plus connus sont les formats de représentation
(base
 
, nombres de bits de mantisse et d’exposant, etc.), mais ses aspects les plus
utiles concernent la gestion des arrondis et des exceptions. Concentrons nous sur
les arrondis. La norme demande que l’utilisateur puisse choisir un mode d’arrondi
“actif” parmi les  suivants : au plus près (mode par défaut), vers le haut (c’est-à-
dire vers le plus petit nombre machine supérieur ou égal au résultat), vers le bas
ou vers  . Le résultat de l’une des  opérations arithmétiques ou de la racine carrée
doit être celui qu’on obtiendrait si on faisait d’abord le calcul avec une “précision
infinie” avant d’arrondir avec le mode d’arrondi actif. Cette exigence, appelée “ar-
rondi correct”, a de nombreuses conséquences :
– la portabilité des programmes numériques s’en trouve améliorée ;
– on peut construire des algorithmes et des preuves qui utilisent ces spécifica-
tions. Cela a par exemple été fait par Kahan et certains de ses élèves tels que
Priest [11] ou Shewchuk [12] à l’University of California at Berkeley. Par la suite,
je vais sur des exemples simples développer ce point ;
– en jouant sur les différents modes d’arrondi, il est possible de faire simple-
ment de l’arithmétique d’intervalles ou de l’arithmétique stochastique. Ces deux
arithmétiques servent à faire du contrôle d’erreur.
2 Quelques résultats utilisant des propriétés de la norme
IEEE 754
2.1 Un exemple très simple
Considérons le petit programme suivant [6].
variables A, B: virgule flottante;
A := 1.0; B := 1.0;
tant que (A+1)-A-1 = 0 faire A := 2*A;
tant que (A+B)-A-B <> 0 faire B := B+1
Sur une machine dont l’arithmétique est en base  , et qui effectue les opérations
avec arrondi correct, la valeur finale de B sera  . Pour prouver ceci, il est nécessaire
d’utiliser le fait que l’arrondi est correct : si l’on suppose les opérations exactes, on
RR n  3755
4 Jean-Michel Muller
concluera que le programme se termine par un dépassement de capacité. Si l’on se
contente de supposer que les opérations flottantes sont une approximation (à une
certaine erreur relative près) des opérations exactes, on ne peut rien conclure.
2.2 Normalisation d’un vecteur, rotations
Kahan a montré [7] que sur toute machine compatible avec la norme IEEE, le
calcul   
		 , en arrondi au plus près, où  et  sont des nombres
machine, donnera un résultat compris entre  et  . Une telle propriété est im-
portante. En arithmétique réelle exacte, elle est toujours vraie : un programmeur
inexpérimenté pourra donc la considérer comme “intuitivement vraie” et calculer
une fonction de   qui n’est définie que si   . Sur une machine qui n’est pas
compatible avec la norme IEEE, le comportement du programme risque d’être im-
prévisible. Un programmeur conscient du problème peut choisir d’effectuer des
tests. Ceux-ci ne provoqueront pas d’erreurs mais seront inutiles sur une machine
compatible avec la norme.
2.3 Addition “sans erreur”
On a parfois momentanément besoin de plus de précision que la précision
usuelle des formats virgule flottante. En utilisant les propriétés de la norme IEEE-
754, on peut montrer que des algorithmes très simples tels que celui donné ci-
dessous fournissent des résultats corrects.
Théorème 1 (Dekker, 1971) Si  et  sont des “nombres machine”, avec    , alors
sur un système conforme à la norme IEEE-754, et si aucun dépassement de capacité n’in-
tervient, la suite de calculs [5]
z := x+y; yprime := z-x; e := y-yprime
fournira le résultat exact de l’addition  ! sous la forme de   variables " et # . On entend
par là que $%"&'# exactement, que " est le résultat “normal” de l’addition flottante
(suivant le mode d’arrondi actif), et que # est l’erreur de cette addition.
Des résultats similaires existent pour la multiplication. Shewchuk [12] et Daumas [4]
ont généralisé ce type d’algorithme à la manipulation “d’expansions.” Des algo-
rithmes similaires peuvent être construits pour des arithmétiques sans arrondi cor-
rect, mais vérifiant des conditions plus “lâches.” Ils sont plus complexes.
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3 Le problème des fonctions élémentaires
Les implantations actuelles des fonctions élémentaires laissent parfois à désirer
(voir par exemple [9], Table    , page   ). Ceci est dû à l’absence de spécification
de ces fonctions, elle même due au fait qu’il est difficile de garantir leur arrondi
correct. A part dans des cas très simples on ne peut obtenir le résultat exact en ef-
fectuant un nombre fini d’opérations. On peut seulement en calculer une approxi-
mation. Le problème est de savoir si en arrondissant l’approximation, on obtiendra
la valeur que l’on aurait en arrondissant le résultat exact. Supposons des mantisses
de 24 bits (c’est le cas de la simple précision de la norme IEEE). Considérons le
nombre  dont l’écriture binaire est                         . Son exponentielle
est :
                                                           	
ce qui est très proche du milieu de deux nombres machine consécutifs. Si l’on dé-
sire calculer #
 en arrondi au plus près, il faudra d’abord obtenir une approxi-
mation très précise de cette exponentielle, afin de savoir si elle est au-dessous
ou au-dessus du milieu des nombres machine                          
et                           . Garantir l’arrondi correct des fonctions élé-
mentaires revient à déterminer à quelle précision il faut les approcher pour que
l’arrondi de l’approximation soit toujours égal à l’arrondi du résultat exact. Le pro-
jet CNRS-ENSL-INRIA Arenaire travaille sur ce thème [8], et les résultats obtenus
sont consultables à la page web
http://www.ens-lyon.fr/  jmmuller/Intro-to-TMD.htm
Des exemples de « pires cas » trouvés, qui permettent de savoir avec quelle
précision les calculs intermédiaires doivent être effectués sont:
                    "! # %$   & & & '      ' &&&&&&  (	
et
    )"*,+-     $$& $$        # . '         &    /&&&&&&& & 0	
3.1 Division
Un autre aspect utile de l’arrondi correct est le suivant. On peut construire un
algorithme de division qui fournira toujours un arrondi correct, en utilisant comme
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primitive un opérateur qui fournit avec arrondi correct un résultat de la forme   
. Pour ceci, Cornea-Hasan, Golliver et Markstein [3] ont montré plusieurs résultats
semblables au suivant. Notons     l’arrondi au plus près de      . Si le
système virgule flottante utilisé à 	 bits de mantisse, on dira que  et  sont à une
distance d’au plus un ulp (Unit in the Last Place) si   '    

  , où # est tel
que le plus grand (en valeur absolue) des deux nombres — appellons-le  — vérifie  
    

  .
Théorème 2 [3] Soit  un nombre machine. Si  est un nombre machine situé à une
distance d’au plus un ulp de    , alors la suite de calculs
"           !"   
fournira un résultat  qui est l’arrondi correct au plus près de    .
Les résultats montrés dans [3] ont permis à leurs auteurs de concevoir un algo-
rithme de division. Des propriétés similaires ont été utilisées pour concevoir les
algorithmes de division et de racine carrée du microprocesseur K7 d’AMD [10],
ainsi que ceux du microprocesseur Power3 d’IBM [1].
Conclusion
J’espère avoir montré les avantages qu’apporte la norme virgule flottante IEEE-
754. J’ai uniquement parlé de l’arrondi correct, mais la gestion des exceptions consti-
tue également un gros progrès. Il reste à utiliser les propriétés de cette arithmétique
dans les étapes de validation des programmes. On peut regretter que les construc-
teurs aient des interprétations légèrement différentes de la norme (les arithmé-
tiques du monde PC et du monde SPARC diffèrent sur certains points), et que les
concepteurs de compilateurs ne se soucient guère de rendre aisées des opérations
telles que le changement de mode d’arrondi. De plus, les arithmétiques Quick and
Dirty des années '     risquent de revenir à la mode, avec l’arrivée de processeurs
dédiés au calcul rapide 3D sur lesquels un mot contiendra plusieurs flottants. Tous
les constructeurs travaillent actuellement sur de tels processeurs.
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Unit é de recherche INRIA Sophia-Antipolis, 2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex
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