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Resumen En este trabajo se presenta la utilización de contenedores
para realizar pruebas con diferente algoritmos de exploración. Los mis-
mos fueron implementados en el sistema operativo para robots ROS, y
evaluados mediante el simulador Gazebo dentro del mismo contenedor.
Se diseñaron simulaciones para utilizar dos algoritmos de SLAM y el al-
goritmo de exploración de fronteras más cercanas. También se analizan
las ventajas de utilizar contenedores a la hora de realizar las pruebas.
El presente trabajo fue desarrollado en ROS Kinetic Kame y simulado
en Gazebo 7, los cuales se ejecutan mediante un contenedor de Docker.
Se presentan los resultados obtenidos, como también un repositorio en el
cual puede encontrarse el archivo Dockerfile y los algoritmos utilizados
en las pruebas.
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1. Introducción
La exploración autónoma puede considerarse como el proceso en el cual un
robot móvil se desplaza en un ambiente, e incrementalmente construye un mapa
del entorno a través de las mediciones de sus sensores. Este mapa del entorno,
es útil para poder desplazarse y planificar trayectorias sobre él. Debido a que no
siempre se dispone de robots físicos, o el tiempo de preparación de los mismos
es grande, en la práctica el primer paso para probar o comparar un algoritmo
de exploración es mediante simulación. Dentro de los simuladores 3D, se pueden
nombrar: MORSE (Modular Open Robots Simulation Engine) [1], Webots [2],
USARSim [3], Gazebo [4] y V-REP [5] entre otros. En los últimos años V-REP
y Gazebo han tenido un gran uso en diferentes tareas relacionadas con la explo-
ración utilizando robots [6,7]. Esto se debe, en gran parte, a su integración con
ROS (Robot Operating System) [8], el cual a su vez integra una gran cantidad
de paquetes para exploración, algoritmos de planificación de rutas y de construc-
ción de mapas. Sin embargo configurar el entorno no es una tarea trivial, ya sea
por problemas de compatibilidad, por la inexistencia de ciertos paquetes en una
determinada versión, o porque la instalación en el ambiente de trabajo personal
requiere de ciertas dependencias que no pueden ser satisfechas.
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Una de las opciones para aislar el entorno de trabajo del local es mediante
máquinas virtuales. Como puede verse en [9] es posible configurar entornos para
el desarrollo con ROS utilizando maquinas virtuales. Otra opción puede ser
utilizar contenedores Linux, que permiten empaquetar y aislar las aplicaciones
junto con todo el entorno necesario durante su tiempo de ejecución. Sin embargo,
en trabajos recientes [10] se muestra que los contenedores Linux producen un
rendimiento igual o mejor que las máquinas virtuales en casi todos los casos
analizados. Docker [11] es una plataforma de código abierto capaz de ejecutar
aplicaciones en forma aislada sobre el kernel del sistema operativo, lo que permite
un proceso más fácil de desarrollo y distribución de algoritmos.
En este trabajo se describe el proceso para crear y utilizar los contenedores
de diferentes algoritmos de exploración, utilizando como entorno de simulación
Gazebo en combinación con ROS, y Docker como plataforma de aislación. El
trabajo se organiza de la siguiente manera: en la Sección 3 se realiza una in-
troducción al entorno de ROS y Gazebo utilizado para la simulación. Luego,
en la Sección 4 se presenta la descripción del contenedor utilizado para realizar
las simulaciones mediante Docker. En la Sección 5 se enumeran los algoritmos
utilizados para las diferentes pruebas. Los resultados de los algoritmos utilizados
pueden encontrarse en la Sección 6, mientras que en la Sección 7 se analizan los
resultados y los posibles trabajos futuros.
2. Estado del arte
En los últimos años la robótica, como área de investigación, ha demostrado
un gran interés por la reproducción de resultados que se publican [12,13]. Sin
embargo, pese a que se avanza hacia el uso de herramientas de programación
que permiten a los investigadores tener una base común de desarrollo, como
ROS [14], Gazebo [4] o YARP [15], los sistemas son cada vez más complejos y
difíciles de reproducir. Sumado a esto, no siempre se indican todas las herra-
mientas o dependencias utilizadas en el proceso de investigación para lograr su
reproducción.
Uno de los primeros trabajos en utilizar Docker en la robótica es [16], en el
cual los autores proveen un tutorial de cómo integrar ROS dentro de un conte-
nedor, y enumeran un conjunto de ventajas al utilizar Docker en aplicaciones de
robótica. Entre ellas se pueden destacar la repetibilidad y la reproducibilidad de
los experimentos de robótica, de gran utilidad tanto en los ámbitos de la edu-
cación, la investigación como en la industria. Más recientemente, Cervera [17]
explica que la utilización de Docker para el ámbito de la investigación en robóti-
ca no interfiere con el flujo normal de trabajo, y permite fácilmente reproducir el
entorno utilizado por los autores. También reconoce que al correr el software de
forma local, permite la interacción con las interfaces gráficas de usuario, como
por ejemplo ROS y RViz. Wang et al. [18] proponen la utilización de un esquema
basado en contenedores Linux (LXC) para administrar, programar y monitorear
componentes de software en robots de servicio. En [13] Weisz et al. presentan
una plataforma (RoboBench) la cual permite compartir simulaciones de sistemas
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robóticos y realizar evaluaciones comparativas. RoboBench utiliza contenedores
Linux, los cuales son integrados a la plataforma CITK [19]. Esta plataforma
permite recrear, construir y desplegar experimentos de robótica, como también
la descripción, repetitividad y ejecución.
Estos trabajos anteriormente mencionados, si bien utilizan los contenedores
Linux y ROS, no plantean específicamente el problema de la exploración ro-
bótica, el cual al ser un enfoque más completo que la construcción de mapas
abordada en los ejemplos mencionados en [13], requiere de un tratamiento espe-
cial. En este trabajo se presenta además de la configuración del entorno utilizado
mediante contenedores Linux, un repositorio que cuenta con todos los algoritmos
utilizados, el cual está disponible para ser descargado y editado, y cuenta con la
ventaja de estar configurado para el entorno de simulación provisto.
3. Gazebo y ROS
En el presente trabajo se utiliza como simulador a Gazebo 7. El mismo se
eligió por tener una gran cantidad de modelos disponibles para la simulación,
tanto a nivel de robots disponibles para utilizar, como de elementos físicos para
incluir en los ambientes. Por otro lado, cuenta con plugins disponibles para
la simulación de sensores, entre los cuales podemos mencionar: sensor de rango
láser, unidades de medición inercial (IMU), cámaras RGB y de profundidad entre
otros. Con el objeto de disminuir la carga computacional extra en la simulación,
se diseñaron dos nuevos robots, mecánicamente muy simples pero con capacidad
para utilizar los algoritmos de exploración disponibles en ROS. Estos robots, al
ser de configuración diferencial, pueden ser controlados mediante los paquetes
de control y navegación incluidos en ROS. Físicamente ambos son idénticos, a
diferencia que uno de ellos posee una cámara orientada hacia el frente del robot.
La principal ventaja de utilizar Gazebo, es que posee una gran integración con
el sistema operativo ROS, el cual permite mediante la utilización de mensajes,
enviar y recibir información integrando todos los sensores y robots empleados en
los experimentos.
ROS permite controlar cada robot mediante la utilización de nodos conecta-
dos entre sí. Estos nodos están dispuestos en una jerarquía, en donde la más baja
corresponde al Hardware del robot. El resto del sistema está construido sobre
esta última capa jerárquica. En una simulación mediante Gazebo, el robot se
trata como un nodo que describe la capa Hardware, ROS luego se comunica con
estos nodos de capa simulados. ROS cuenta con una gran cantidad de paquetes
para realizar tareas de exploración. Entre los paquetes disponibles se encuentran
algoritmos de SLAM (simultaneous localization and mapping) como gmapping y
hector slam. Si bien estos algoritmos están implementados para 2D, otros están
dedicados a la representación de mapas 3D, como OctoMap [20]. ROS también
cuenta con un algoritmo de exploración llamado frontier_exploration, uti-
lizando el concepto de fronteras más cercanas, introducido por Yamauchi [21].
ROS está disponible en diferentes versiones, para el trabajo actual se utilizó ROS
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Kinetic Kame, la cual se eligió ya que cuenta con soporte e implementación
estable de todos los módulos utilizados para las pruebas.
4. Docker
Docker es un proyecto de código abierto basado en diferentes tecnologías para
la investigación de sistemas operativos [22], entre las cuales podemos destacar
los contenedores Linux (LXC) y la virtualización de sistemas operativos. Una
de las diferencias entre las máquinas virtuales y las imágenes de Docker, es que
éstas últimas comparten el kernel Linux con la máquina host. Esto trae como
consecuencia que las imágenes de Docker estén basadas en un sistema Linux
y utilicen software compatible con el mismo. Una ventaja de las imágenes de
Docker es que, al ser creadas interactivamente, dejan un registro de todos los
cambios efectuados. Con esto se pueden conocer exactamente las dependencias
utilizadas. Docker incluye un script (Dockerfile) similar a un Makefile, que define
como construir la imagen especificando todas sus dependencias. Este script es
un texto plano, por lo que es fácil de almacenar y compartir. También resulta
muy útil para el control de versiones para mantener un registro de los cambios
que se fueron realizando.
5. Algoritmos ROS
Los algoritmos implementados pueden separarse en dos categorías: algoritmos
manuales y algoritmos autónomos. En los manuales, el operador debe guiar al ro-
bot a través del escenario para ir reconstruyendo una representación del ambiente
(mapa). Este guiado manual puede ser mediante el paquete de teleoperación o
mediante el navigation_stack, provistos por ROS. El navigation_stack se
utiliza para integrar la información de los sensores y generar una ruta. Toma
información de la odometría, los sensores y la posición objetivo para producir
comandos de velocidad seguros y enviarlos al robot. La odometría viene a través
del mensaje de ROS nav_msg/Odometry, el cual provee una estimación de la posi-
ción y la velocidad del robot para determinar su ubicación. El navigation_stack
no necesita contar con un mapa a priori para iniciar. Si no se cuenta con uno, el
robot solo detectará los obstáculos que estén más próximos y construirá un mapa
con el ambiente visto por sus sensores, utilizando el algoritmo de gmapping o
hector_slam según su configuración. Para el caso que el destino final del robot
se encuentre más allá del mapa, el robot se desplazará por el entorno intentan-
do llegar. En caso de aparecer un obstáculo en el camino, primero el algoritmo
encargado de generar el mapa actualizará el mismo con el obstáculo, y luego el
navigation_stack procederá a recalcular la ruta. Para el presente trabajo se
programó un paquete que permite la manipulación del robot mediante el tecla-
do. El mismo es una copia del paquete provisto por turtlebot_teleop, pero
que sólo cuenta con la interfaz de teclado. Esto se hizo para evitar la instalación
de paquetes que agregan funciones no necesarias para el presente trabajo. Co-
mo algoritmo autónomo, se utilizó el paquete fontier_exploration para ROS,
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mencionado anteriormente. Tanto para el control autónomo como manual, el
mapa es generado utilizando los algoritmos gmapping o hector_slam. El pri-
mero es una implementación del algoritmo provisto por [23]. Utiliza un enfoque
basado en un filtro de partículas para construir una grilla de probabilidad de
ocupación. Por otro lado, hector_slam también genera el mismo tipo de mapa,
pero está basado en un filtro de Kalman Extendido. El paquete move_base si
bien también genera dos mapas: global_costmap y local_costmap; estos son
utilizados solamente para la evasión de obstáculos y para la navegación a través
del entorno.
6. Experimentación
Los resultados que se muestran a continuación, fueron realizados dentro del
contenedor Docker. El archivo de construcción (Dockerfile) junto a los algoritmos
y escenarios utilizados, pueden descargarse de:
https://gitlab.com/martinnievas/ros-jaiio-2019
En el mismo pueden encontrarse también, los pasos para correr cada una de las
simulaciones.
En la Figura 1 pueden observarse los dos modelos de robots utilizados en las
simulaciones. Ambos cuentan con un escáner láser en 2D de 180 grados orientado
hacia el frente del robot, y la misma estructura física. La única diferencia entre
ellos es que uno posee una cámara ubicada apuntando hacia el frente. Se escogió
implementar por separado un modelo con cámara, debido a que la renderización
de la vista producida por la cámara incrementa el costo computacional de la
simulación. El alcance del sensor láser se limitó a 2,5m, mientras que la velocidad
lineal está limitada a 0,5m/s para los algoritmos de exploración. Para el caso de
la operación manual, el límite de velocidad puede modificarse desde el teclado.
Se eligieron tres ambientes para realizar las pruebas de los algoritmos de ex-
ploración. El primero (2a) corresponde a una habitación de 6m×6m, delimitado
por cuatro paredes sin aberturas. Luego, (2b) corresponde a un ambiente de
oficinas con una puerta y todas conectadas por un pasillo. Por último (2c) es el
mismo ambiente de oficinas pero amueblado.
Los pasos a realizar para ejecutar un simulación son:
Construir la imágen de Docker.
Ejecutar el contenedor Docker.
Configurar y elegir el escenario.
Insertar un robot en la simulación.
Controlarlo manualmente o en forma autónoma.
Todos estos pasos pueden encontrarse mas detallados dentro del repositorio.
La imagen de Docker fue construida mediante:
docker build -t ros:jaiio2019 .
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Figura 1: Robots utilizados en la simulación. Puede observarse que el modelo en
la parte superior tiene en su frente una cámara, renderizada como un cubo rojo
(a) Habitación vacía (b) Oficinas (c) Oficinas amuebladas
Figura 2: Ambientes a explorar
Donde ros:jaiio2019 es el nombre de la imagen a crear. Luego, se creó el con-
tenedor con el nombre ros_jaiio2019 a partir de la imagen anterior, teniendo
en cuenta que es necesario pasarle las variables de entorno necesarias para la in-
terfaz gráfica. Ésto fue realizado con -v /tmp/.X11-unix:/tmp/.X11-unix -e
DISPLAY=unix$DISPLAY
La ejecución del contenedor se realiza con la opción interactiva (-it), ya que
es necesario interactuar con el contenedor generado. El siguiente paso es generar
una simulación, eligiendo uno de los tres escenarios de la Figura 2. Para el caso
de una oficina, la simulación puede ser ejecutada mediante:
roslaunch my_worlds office.launch gui:=true
El comando roslaunch es propio de ROS, y es el encargado de iniciar las con-
figuraciones necesarias para el simulador. La opción gui indica si la interfaz
gráfica debe ser mostrada o no. Esta opción está disponible a los fines de reducir
el cómputo, debido a la renderización del simulador.
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(a) (b) (c)
Figura 3: Proceso de exploración utilizando gmapping
Una vez creado el entorno de simulación, se procedió a insertar un robot
dentro del mismo mediante el comando
roslaunch kalervo_description spawn_kalervo.launch x:=0 y:=0
Las variables x e y configuran la posición inicial del robot, en caso de ser
omitidas, la posición inicial es el origen.
Para controlar el robot, se pueden utilizar dos métodos: el manual y el autó-
nomo. Para el caso manual, como se describió anteriormente, se implemento un
control mediante el teclado, el cual puede ejecutarse mediante:
rosrun teleop_robot teleop_robot.py
Se decidió separar el algoritmo de mapeo del de control, a los fines de obtener
una plataforma modular y experimentar con diferentes configuraciones. Para
correr estos algoritmos, en una nueva terminal conectada al contenedor se ejecutó
el comando:
roslaunch mappig_algorithm kalervo_gmapping.launch
El mismo provee las configuraciones para el paquete gmapping implementado
en ROS, el cual permite crear un mapa, a medida que el robot es controlado
mediante las órdenes de teclado.
En la Figura 3 se observa el proceso de creación del mapa, utilizando el pa-
quete gmapping. El robot fue desplazado de forma manual a través del ambiente.
Si bien manualmente se recorrió primero el pasillo, debido al alcance y apertura
del sensor láser, parte de las habitaciones son escaneadas durante el recorrido.
Como puede observarse en la Figura 4, el algoritmo para generar el mapa
hector_mapping presenta dificultades cuando el robot realiza giros sobre si mis-
mo. Esto es debido a que se producen deslizamientos en las ruedas y al depender
de la odometría, el mapa generado presenta inconsistencias. Esto puede solu-
cionarse eligiendo una velocidad más lenta para el desplazamiento del robot,
pero aumentando el tiempo total de la exploración. Para ejecutar el algoritmo
hector_mapping se utilizaron los comando:
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(a) (b)
Figura 4: Proceso de exploración utilizando hector slam
roslaunch mappig_algorithm kalervo_hector.launch
En la Figura 5 se muestra el proceso por el cual el robot se dirige de forma
autónoma hacia un destino previamente indicado, evitando los obstáculos, en
este caso, las paredes. El robot a medida que se desplaza construye una repre-
sentación del ambiente, en este caso utilizando el paquete gmapping. Para ésta
simulación se utilizaron los comandos:
roslaunch kalervo_2dnav kalervo_configuration.launch
roslaunch kalervo_2dnav move_base.launch
El primer comando realiza las configuraciones para poder controlar el robot
mediante el navigation_stack provisto por ROS. El segundo comando es el
encargado de leer la posición final, y enviarla al navigation_stack para generar
los controles de velocidad necesarios para alcanzar el destino.
La posición y orientación final son seleccionadas mediante el vector indicado
en verde sobre la Figura 5a. En la misma figura puede verse el mapa de costo local
(en celeste alrededor de las paredes) utilizado por el algoritmo de planificación
para calcular la ruta hacia el destino seleccionado.
El algoritmo de fronteras más cercanas, necesita un espacio delimitado pa-
ra determinar el final del proceso de exploración. La misma fue delimitada por
el polígono en color azul en la Figura 6a. En la Figura 6 se presenta las pri-
meras etapas del algoritmo de exploración por fronteras más cercanas. Puede
observarse como primero recorre el pasillo, y luego, una vez que se completa
esa sección, se procede con la habitación superior. Para configurar el paquete
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(a) (b) (c)
Figura 5: El robot se dirige hacia el destino seleccionado, y construye progresi-
vamente el mapa, a medida que se desplaza
(a) (b) (c) (d)
Figura 6: El robot explora progresivamente el área delimitada
7. Conclusiones
En este trabajo se utilizó un diseño basado en contenedores, para ensayar
diferentes algoritmos utilizados en la exploración robótica. Los mismo fueron
implementados en ROS. Se comprobó que mediante la utilización de contene-
dores Docker se logra aislar el entorno de trabajo del local, lo que reduce las
complicaciones en la configuración del entorno. Otra ventaja de correr los conte-
nedores en forma local es que permite la utilización de interfaces gráficas (GUI).
Esto último permite visualizar el robot en el simulador Gazebo. Sin embargo, en
las últimas pruebas realizadas se comprobó que es posible correr los contenedo-
res en un servidor mediante ssh y transmitir la salida de video. Esto tiene como
ventaja que reduce la carga en la computadora local, pero incrementa el tráfico
de datos en la red debido a la transmisión de video.
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