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FocusVR: Effective & Usable VR Display Power Management
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RAJESH BALAN, Singapore Management University
In this paper, we present the design and implementation of FocusVR, a system for effectively and efficiently reducing the power
consumption of Virtual Reality (VR) devices by smartly dimming their displays. These devices are becoming increasingly
common with large companies such as Facebook (Oculus Rift), and HTC and Valve (Vive), recently releasing high quality VR
devices to the consumer market. However, these devices require increasingly higher screen resolutions and refresh rates to be
effective, and this in turn, leads to high display power consumption costs. We show how the use of smart dimming techniques,
vignettes and color mapping, can significantly reduce the power consumption of VR displays with minimal impact on usability.
In particular, we describe the implementation of FocusVR in both Android and the Unity game engine and then present detailed
measurement results across 3 different VR devices – the Gear VR, the DK2, and the Vive. In addition, we present the results of
3 user studies, with 68 participants in total, that tested the usability of FocusVR. Overall, we show that FocusVR is able to save
up to 80% of the display power and up to 50% of the overall system power, with negligible impact to usability.
CCS Concepts: • Human-centered computing → Personal digital assistants; Empirical studies in ubiquitous and mobile
computing; • Hardware→ Platform power issues;
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1 INTRODUCTION
The use of Virtual Reality (VR) devices has increased significantly in the last 2 years. This has been driven by the
availability of good-quality VR devices targeted at the consumer market. For example, the Samsung Gear VR [41],
Oculus Rift [35], the HTC Vive [19], and the Windows Mixed Reality headsets [31].
Unfortunately, these devices consume a large amount of energy to both render and display the VR content and
thus, many current-generation VR devices, such as the Oculus Rift and the HTC Vive, either require a power
supply to be plugged in or can only operate continuously for a short period of time (about 3 hours based on our
measurements for the Samsung Gear VR using a Samsung Note 4 smartphone) before running out of power.
This is unfortunate because many compelling use cases for VR technology, such as engaging videogames,
virtual walkthroughs, guides, cognitive assistance would benefit from longer mobile cordless sessions. Consider for
example, the ability to clear an extra level during commute or attend the full length of a virtual conference call.
In those scenarios, a difference of even an hour can make a very drastic difference in the overall usability of the
application.
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We found, that in practice, users will, to use a compelling application, actively sacrifice moderate levels of
comfort or user experience in exchange for power. Take for example, Pokemon Go [33], where users routinely
switch to a lighter mode (without augmented reality) to make the game last longer [24]. In fact, last year it drove up
the sales of bulky external battery packs [49].
Similarly, users actively seek battery saver applications or use the built-in phone power saver modes to trade
performance for battery life when they are running low on power – even if these modes dramatically reduce the
quality of the user experience. For example, on a Samsung Gear Fit watch, the power saving mode changes the
display from a highly interactive full color display into a non-interactive gray scale display that just shows the most
commonly used information [43]. However, this mode can keep the watch operating for an additional 1 to 2 hours
while providing users with the most frequently used information. In particular, the user can still perform basic tasks
(e.g. checking their step count etc.) even though the power saving mode does impact the aesthetics and immersion
factors and ability to perform more complicated tasks (e.g. starting a precise workout).
Our goal is to create a similar“emergency” power savings mode that would allow significantly longer device
usage times. However, we also require that our solution does not impact the usability of the device. Note: we
are using the ISO definition of usability which is stated as the degree to which software can be used to achieve
quantified objectives with effectiveness, efficiency, and satisfaction [51]. In particular, we want to achieve maximal
power savings with no significant impact to the user’s ability to complete tasks. However, this will require impacting
the user experience in terms of aesthetics, immersion, and possibly comfort. We show, via a series of user studies
(described in Section 4), that any loss in user experience caused by our solution did not impact either task completion
times or task completion accuracies for a number of different tasks.
We found that the display, on-board rendering components (e.g. for the phone powered Samsung Gear VR), and
motion sensing components (e.g. on the HTC Vive) are the main power consumers in a VR device – with the display
consuming 20 to 30% (driven by a phone [55]) and up to 40% (standalone devices, section 5.3) of the overall device
power consumption. In this paper, we focus on offering a high level of power savings while preserving usability of
the OLED display level and defer the power reduction of other device components to prior and future work. We
also chose OLED displays because they are the preferred technology for high-end VR (Section 2.2).
In general, there are three ways to reduce OLED display power: 1) minimally intrusive methods using either
voltage scaling [6, 46], or frame and content manipulation techniques [8, 12, 27]. These techniques can save
moderate amounts of power (5 to 30% depending on the scene and technique used) and have minimal impact on the
displayed content. Our goal is to design a solution that achieves higher power savings while remaining orthogonal
and complementary to these approaches – i.e., it can be used on top of these approaches to save even more power
when needed.
There are two other general ways to reduce the OLED display power by an even larger amount that the previous
minimally intrusive methods: 2) convert the displayed colors into colors that consume less energy [10, 11, 39]
(in OLED displays, the red, green, and blue diodes consume different amounts of power), and 3) darken or
turn off portions of the display that are less interesting to the user [29, 39, 54, 55]. Unfortunately, both of these
approaches are user visible and may a) reduce usability 1, and b) induce additional Virtual Reality sickness, which
causes symptoms similar to those of motion sickness. In particular, VR sickness is highly undesirable because it
prevents users from completing their VR tasks. The challenge thus lies in reducing the power consumption, while
maintaining usability and avoiding VR sickness. This is hard because in VR any display artifact is much more
apparent than it is in a regular 2D display [21, 45] and more likely to cause VR sickness (Section 2.3) Note: the
minimally intrusive techniques (voltage scaling and content / frame changes) can also induce VR sickness as these
techniques can cause display artifacts such as micro judder, micro tearing, and luminance changes to appear –
1 Usability: degree to which software can be used to achieve quantified objectives with effectiveness, efficiency, and satisfaction [51].
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a) Baseline without FocusVR, b) Vignette dimming mode, c) Color shifting mode, d) Tron re-coloring mode
Fig. 1. Dimming Strategies Used by FocusVR
these artifacts become more obvious and pronounced in highly immersive, high resolution, and high frequency VR
environments.
In this paper, we implement and evaluate the power implications of both alternatives, but we explore deeper the
usability of the last option, darkening of the display, and present a solution, called FocusVR,2 that a) is a generic
technique that can be applied to any VR device, b) significantly reduces display power consumption, c) can prove
effective even without requiring any user-specific personalization, and most importantly, d) does not introduce
additional VR sickness and also e) does not noticeably degrade the usability of the VR device (even for tasks that
require peripheral vision).
FocusVR is inspired by prior work by Tan et. al [55], and uses a similar dimming technique to reduce the power
consumption of OLED displays. However, the key difference from prior work is that the type of dimming mechanism
used is optimized for immersive VR displays (instead of cell phone displays) with the goal of maximizing power
savings without usability. This was a non-trivial difference as even small perturbations can lead to VR sickness
and other effects that negatively impact usability in a highly immersive VR environment. As such, to rigorously
evaluate our solution, we conducted a more extensive user evaluation, compared to Tan et. al [55], to determine the
impact, if any, of FocusVR on the ability of users to complete tasks using different VR environments, headsets, and
scenarios.
2Videos of FocusVR are available at http://is.gd/focusvr
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FocusVR works by darkening or recoloring portions of the VR display that are of less interest to the user. In
particular, we use a vignette to dim the periphery of the display or alter the colors of the scene using power efficient
mapping policies as shown in Figure 1. We chose to focus on vignettes after evaluating many other schemes
including other shapes, resolution changes, and using just a vignette or uniform dimming by itself. We did not
perform user or performance tests for many potential schemes, such as other shapes, as they were not suitable for
general usage (i.e., they caused VR sickness when trialed by the research team) Instead, we present detailed results
for the efficacy for the best of these schemes in Section 4. Overall, we found that the vignette scheme was able to
save between 48% and 80% of the display power while preserving good usability with minimal computational
overhead. In addition, the chosen method is easy to implement in any rendering engine. Thus, FocusVR can achieve
the desired goals of a) saving power, while preserving usability, and b) being generically applicable to other VR
devices and rendering engines.
In addition, we show that when FocusVR is combined with eye tracking solutions, it can perform even better.
Hence, FocusVR will still be a viable solution even for the next generation VR devices, such as the recently
released Fove [57], that will probably have integrated eye-tracking solutions. To evaluate FocusVR, we conducted a
performance study and 3 different user studies:
1 Performance Study: We measured the actual power savings of FocusVR on the Samsung Gear VR and Oculus
Rift DK2 devices (using the Monsoon hardware-based power monitor [32]) and on the HTC Vive device
(using the Watts Up? Pro [56] hardware-based power monitor), using various power-saving techniques,
implemented in the Unity [61] engine. The results show that FocusVR saves up to 80% of the OLED display
power (average savings of 76% on the Gear VR, 68% on the Oculus Rift, and 83% on the HTC Vive). These
power savings numbers suggest that FocusVR is viable as a battery saving solution (especially in low power
“emergency” situations) as long as the usability is acceptable.
2 5 User Studies: We tested FocusVR’s usability with 68 participants across all the studies. We validated
that users were able to navigate a 3D virtual world using the Samsung Gear VR and the HTC Vive and
we evaluated the usability both objectively (time spent and accuracy to achieve quantified objectives) and
subjective (their opinion on their ability to finish the task) both with and without FocusVR. We used different
tasks that required both forward vision as well as peripheral vision for task success. The user study showed
that FocusVR is usable and has minimal impact on task completion times (at least for the scenario and
environment tested). We tested how eye tracking hardware would impact FocusVR using an Oculus DK2
integrated with SensoMotoric Instruments (SMI) eye tracking hardware [44]. This study showed that eye
tracking allows FocusVR to use more aggressive dimming techniques with minimal loss in both subjective
and objective usability. Thus, FocusVR is well positioned even for the next generation VR displays.
Key Contributions: This paper’s major contributions are
1 The design and implementation of a general technique, called FocusVR, that saves up to 80% of the display
power for VR devices, with no loss in usability, through the use of smart display dimming techniques. This
translates to a 20 to 50% reduction in overall system power usage in the best case.
2 Validation of FocusVR’s power savings through detailed measurements of a Samsung Gear VR (using a Note
4 smartphone), Oculus DK2, and HTC Vive – in all cases using the Unity game engine. The measurements
compare the savings achievable with dozens of combinations of screen dimming techniques and settings
variations, and identifies the strongest ones.
3 Validation of the objective and subjective usability for tasks that required both forward and peripheral vision,
of FocusVR through five user studies, with 68 total participants. In addition, we also tested FocusVR with a
hardware eye tracking solution.
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Table 1. VR Devices Used in this Paper
Samsung Gear VR [41] Oculus Rift DK2 [35] HTC Vive [19]
Photo
Display Super AMOLED OLED OLED
Resolution 2560 x 1440 1920 x 1080 2160 x 1200
Refresh Rate 60 75 90
Field Of View 96° 100° 110°
Power Phone Battery USB AC
Requirements S6 or Note 5 Nvidia GTX 970 Nvidia GTX 970
Portable Yes No No
Information and images gathered from http://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/, http://www.digitaltrends.
com/virtual-reality/oculus-rift-vs-samsung-gear-vr/, and http://riftinfo.com/oculus-rift-specs-dk1-vs-dk2-comparison
Note: (1) We are using a Samsung Galaxy Note 4 as the display for the Samsung VR. The resolution and refresh
rates shown are for the Note 4. (2) We are using the Oculus Rift DK2 (the older developer version) and not the
final released version that has a higher refresh rate (90 Hz) and resolution (2160 x 1200).
2 BACKGROUND
2.1 VR Devices Considered
In this paper, we focus on the newly emerging consumer-targeted VR devices. In particular, we focus on three
devices; namely the a) Samsung Gear VR, b) Oculus Rift DK2, and c) HTC Vive. Table 1 lists the key specifications
and differences between these devices. In addition, the Oculus Rift DK2 was also integrated with eye tracking
hardware developed by SensoMotoric Instruments (SMI) [44]. This was a multi-thousand dollar hardware upgrade
that provided multi-millimeter eye tracking capabilities to the Oculus Rift DK2. We use this eye tracking to
understand how FocusVR would work with next generation VR devices (that will have integrated eye tracking [57]).
2.2 Saving Power with OLED Displays
Most popular and high-end consumer VR devices (Rift [35], Vive [19], PSVR [50], Odyssey [42]) use OLED
displays because OLED displays can achieve low persistence with greater ease than LCD – i.e., when a pixel is
lighted, the moment the scene changes, the pixel will be turned off immediately. This is because OLED displays
have an extremely low update latency. In particular, the update rate of OLED displays is around 0.01 milliseconds
while that of the fastest LCD panels is about 1 to 4 milliseconds.
Low persistence greatly reduces judder, a combination of blurring and strobbing, which is one of the primary
causes of motion sickness experienced by VR display users [25, 28, 34]. As such, all high-end VR displays use
high frequency, low latency, low persistence OLED displays to greatly reduce discomfort among users.
OLED displays, unlike LCDs, do not use a backlight for illumination. Instead, they are comprised of pixels
that contain red, green, and blue (RGB) diodes [47]. These pixels independently light up the corresponding RGB
diodes, using variable intensities, to achieve the desired color – the intensities directly correlate with the OLED
display’s power consumption.
Thus, LCD-based backlight reduction power conservation techniques [1, 5, 7, 36], will not work on OLED
displays. Instead, as described earlier, OLED displays can use voltage scaling or content manipulation to save
some power. However, to save large amounts of power, OLED displays will require either color remapping (each
colored diode consumes different amounts of power) or display darkening so that diodes can be either turned off or
reduced in intensity. We use the display darkening technique as our primary technique in our solution and provide a
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full evaluation, involving both detailed measurement and user studies, of its efficacy. We also implemented and
evaluated the power savings of color remapping techniques but defer the user study of this technique to future work.
2.3 Why Is Dimming Harder for VR Displays?
VR displays (HMDs) have several differences that make using existing dimming or recoloring strategies developed
for phones hard to use. Some of these differences are the following: a) a HMD is placed very close to the user’s
eyes, which makes small distortions much more obvious compared to a regular display and also magnifies any
resolution artifacts caused by low resolution objects b) VR displays cover a much larger portion of the user’s field
of view; spanning regions of both high resolution acuity (near the center of the eye) and lower resolution acuity
(near the periphery). This difference makes distortions in the periphery harder to distinguish. c) However, the
peripheral vision has higher sensitivity to changes in contrast and can detect brightness changes very quickly (thus
any solution that changes brightness levels such as DVFS might be quickly detected when using a HMD) and, d)
they are designed to create immersion – the sense that you are physically located in the virtual world being shown.
To create a sense of immersion, HMDs enforce strict control on various aspects of the video feed displayed such
as its field of view, resolution, persistence, refresh rate, optical calibration and latency[30]. A careless dimming
strategy or a non-performant implementation can heavily disrupt these factors resulting in VR sickness. All of
these makes harder to predict whether strategies that work well on phones will translate to VR and vice versa.
Furthermore writing an efficient, effective, and portable solution that can be easily reused across multiple VR
platforms requires a significantly larger effort than writing one for a regular monitor or phone. Note: our final
solution does impact the immersion of the display (as we modify what the user can see). However, our goal was
to do so in a way that i) saved as much display power as possible, ii) without adding any additional VR sickness
(beyond any levels already presented in the baseline), iii) without impacting the ability of users to complete their
tasks on-time and accurately. We do not evaluate the loss of immersion in this work as that would require a very
different type of user study. Instead we focus on the power savings and usability evaluations.
Interestingly, it has been shown [9, 20, 58, 63] that reducing the amount of content shown to the user in a VR-type
world can actually reduce discomfort by reducing the cognitive load. Some commercial games, such as Ubisoft’s
Eagle Flight and Capcom’s Resident Evil 7, opportunistically dim content during fast movement sequences to
reduce simulation sickness [3]. We are not aware of similar evidence in favor of remapping and defer usability
studies for future work.
3 DESIGNING & IMPLEMENTING FOCUSVR
3.1 Design Goals
To overcome the challenges listed in the previous section, FocusVR has the following design goals:
1 Preserve Usability. FocusVR must not reduce the ability of users to finish tasks on time and correctly. This
was the highest design consideration and was validated via multiple user studies. In particular, FocusVR
should not introduce additional VR sickness, reduce task execution quality (e.g. game score), or affect task
completions times for tasks that require both straight-line and peripheral vision.
2 Significant Power Savings. FocusVR must also save significant display power. Our results show that FocusVR
saves up to 80% of the display power, translating into an overall power savings of between 20 to 50% in the
best case (Section 5.3).
3 Generalizable. FocusVR must support all VR devices and OSes (e.g. Oculus Rift running on Windows and
Samsung Gear VR running on Android). We thus implemented FocusVR inside the Unity [61] game engine
as it both has multi-OS and VR device support, and allows us to deploy as an easy to re-use drag and drop
component called Unity Prefab.
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4 Low Computational Requirements. FocusVR must be computationally efficient, i.e., FocusVR cannot save
OLED display power while incurring a significant CPU or other resource energy cost. Our results show that
FocusVR has negligible overhead as it uses functionality already available in the existing VR game engines.
3.2 Choice of Dimming Strategy
A crucial first step of the design of FocusVR was to select the dimming strategies to use. As previously discussed,
the visual acuity around the center of the eye (fovea) is much higher than in the periphery, and this acuity decreases
proportionally to the eccentricity [16] (how far away you are from the center of the eye). Hence, we selected
dimming mechanisms that would be compatible with this insight. Drawing inspiration from prior work [13, 54, 55],
we chose five specific dimming mechanisms; a) “Vignette”, b) “Uniform Dimming”, c) “Dominant-Eye Vignette
Bias”, d) “Resolution Reduction”, and e) “Uniform Dimming with Vignette”. Screenshots of three of these five
mechanisms are shown in Tables 3 and 4.
A vignette, show in Figure 1, leaves a circular portion of the screen, centered to the middle of the screen,
undimmed, while turning off the rest of the screen. We chose to use a vignette instead of other shapes as the
reduction of content detail they introduce matches the acuity drop in the human eye. We defer the search for the
optimal dimming shape to future work.
For “Uniform Dimming”, we just reduce the brightness of the entire display (same reduction across both eyes)
by a fixed amount.
For the “Dominant-Eye Vignette Bias” method, we apply different sized vignettes to the left and right eyes.
In particular, we leverage prior work [48] that showed that the display shown to the dominant eye is much more
important than that shown to the non-dominant eye. Using this insight, it may be possible to save even more power,
with no usability impact, by applying a more aggressive vignette to the non-dominant eye.
For the “Resolution Reduction” method, we scale the image to use a smaller portion of the screen (and turn the
rest of the screen off – i.e., set it to black). This simulates using less pixels to display the image (i.e., reducing the
resolution). We could also achieve this effect by turning off every other pixel for example (to reduce the resolution
by half). However, with the second method, it is hard to achieve a balanced image (i.e., one that looks correct and
does not look more detailed in some parts and less detailed in others) for non-standard resolution reduction rates
like 30% etc.
Finally, the “Uniform Dimming with Vignette” method is a hybrid of both uniform dimming and vignette where,
instead of presenting a uniform black background outside the vignette area, we uniformly dim the background,
allowing the user to see it (helps peripheral vision). Please note that “Uniform Dimming with Vignette” results
in a brighter image than either “Uniform Dimming”, in which there is no brighter area, or “Vignette”, where the
periphery is completely black.
Note: we picked these methods as they appeared to be reasonable choices that would achieve an excellent (but
probably not optimal) mix of power savings and usability, based on prior work, and our own testing. We defer the
search for an optimal strategy to future work as that strategy will probably be some combination of user, application,
device, and usage environment dependent.
3.3 Choice of Remapping Strategy
We also implemented color remapping strategies to understand the potential savings compared to a dimming
strategy. We selected strategies that, while simple, would be representative of the lower bound power consumption
of more sophisticated remapping strategies. We chose two strategies: “Color Shift” and “Tron Mode”.
For the “Color Shift” method, we downsampled the color space of game objects to 255 shades of one of the
primary channels (red, green, or blue). We did not select a specific color because the power consumption properties
for each color are not constant across all displays. In fact, the most power efficient color for each of the VR devices
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Table 2. Power Consumption of Different Colors for Note 4 and Vive




The relative power consumed was calculated by measuring the power draw when each of the HMDs was
displaying an image containing just that one primary color. The power was measured using the Monsoon [32]
hardware power meter for the Note 4 and the Watts Up? Pro [56] power monitor for the Vive.
we tested was not the same. To determine which color has the best power performance, we performed a simple test
that filled the screen with only that color and measured its power consumption. The results of this test are shown in
Table 2. For the Gear VR (Galaxy Note 4) the most power efficient color is red and for the Vive it is green. The
visual output of this remapping technique is reminiscent of the look of Nintendo Virtual Boy games.
The “Tron Mode” method presents images reminiscent of the classic Tron movie, hence its name (Figure 1). It
consists of extreme remapping of colors to color saving alternatives. We changed the skybox (the default background
in any Unity game), from a blue sky to a night sky (dark blue) and remapped the colors of the scene objects (ground,
walls, ramps, boxes) to 90% darker shades. This extreme remapping results in very low contrast output and creates
objects that are difficult to uniquely identify from the background. To mitigate this problem while preserving
the power savings, we highlighted the border of each object using a bright color (cyan), resulting as previously
mentioned, in a Tron-like look and feel.
3.4 Implementing FocusVR
We implemented FocusVR in two different ways; 1) Specifically for Android and the Samsung Gear VR using
the Google Cardboard SDK [15], and 2) in a more general way, using the Unity [61] game engine that supports
all three devices listed in Table 1. We started with Google Cardboard as that allowed us to understand quickly
the efficacy of various dimming techniques and to understand in more detail the operational range of FocusVR.
However, to generalize the applicability of FocusVR, we also implemented it using the Unity game engine. All our
results described in this paper use the Unity implementation (in order to fairly compare across devices).
Overall, the entire implementation required about 2 months of engineering effort from one experienced Android
kernel developer and one experienced Oculus developer before the final version was able to run across all 3 devices
with no software-induced impact (extra lag, jitter, rendering artifacts etc.) on usability. Figure 2 shows how FocusVR
works, in Unity, with all the pieces connected. When an application starts, FocusVR checks the config file to select
and load the specific dimming configuration. It then applies the specific configuration using the scripts described
earlier.
4 EVALUATION AND RESULTS
In this section, we present our evaluation of FocusVR using both measurements studies on three different VR
devices (Samsung Gear VR, HTC Vive, and Oculus Rift DK2 as described in Section 2.1 as well as a detailed
usability study comprising 5 different studies involving 68 total participants.
4.1 Common Power Measurement Methodology
For all the experiments presented from here on, we used the following common measurement methodology: a) all
brightness settings were set to the same values across different measurements on the same device. In almost all
cases, this was the lowest brightness setting. b) For all 3 VR devices, we ensured that no other applications were
running before starting our power measurements. c) We performed detailed power measurements using a Monsoon
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The OLED profiles are application specific profiles that determine the specific dimming strategy (size of vignette,
intensity of uniform dimming etc.) to be used. If a profile is not found, the standard “one-size-fits-all” strategy is
used.
Fig. 2. Steps Performed by FocusVR When Activated
hardware power monitor [32] for the Samsung Gear VR (using a Samsung Note 4 smartphone) and the Oculus
Rift DK2, and a Watts Up? Pro [56] power monitor for the Vive. We also connected dual multimeters (one in
series for the current and the other in parallel for the voltage) to the power source of the Vive to confirm our power
measurements. Finally, d) To obtain a baseline and isolate the power consumption of the display, we first measured
the power consumption of the device with the screen completely black (all OLED pixels off). We calculated the
power of the display component by subtracting this baseline value from all subsequent measurements.
4.2 Power Measurements
We first measured the display power savings achievable by FocusVR across the three VR devices used (Section 2.1).
We used a Unity demo called Mecanim [59], as the template VR scenario for all our power measurements. We
chose this scenario as it was a) freely available with source, b) simple enough to run on all our VR devices with no
performance degradation – the bottleneck was the Samsung Gear VR which uses a comparatively weak Samsung
Note 4 smartphone (and associated mobile GPU) for all its computation; unlike the Vive and Oculus which use
a much more powerful desktop CPU and GPU, and c) still complicated enough to be a reasonable VR demo.
Figure 1 and Tables 3 and 4 shows examples of our VR app using Mecanim and videos of our testing can be seen at
https://is.gd/focusvr.
We tested the “Vignette”, “Uniform Screen Dimming”, and the dimming strategies on all 3 devices. Due to
API/SDK/Driver limitations, we could only test the “Dominant Eye Vignette Bias” and “Resolution Reduction”
on the Samsung Gear VR device. we omit the power results for these last two methods as they were similar
to “Vignette”. In addition, we drop these two techniques from future tests as they introduced significant motion
sickness in some participants. Finally, we tested both of our color remapping strategies “Color Shift” and “Tron
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Table 3. Display Power Savings for Vignette & Uniform Dimming Techniques for the Gear VR
VR Device Vignette (% of Screen)
Base 10 30 50 70 90
Gear VR (mW) 298 (0) 295 (1) 239 (20) 172 (42) 72 (76) 3 (99)
Rift DK2 (mW) 67 66 (2) 52 (23) 30 (56) 22 (68) 14 (80)
Vive(mW) 192 150 (22) 147 (24) 95 (51) 34 (83) 40 (80)
VR Device Uniform Dimming (% of Brightness Reduction)
Base 10 30 50 70 90
Gear VR (mW) 298 (0) 264 (11) 187 (37) 151 (48) 112 (63) 98 (67)
Rift DK2 (mW) 67 58 (14) 42 (38) 24 (65) 16 (77) 17 (75)
Vive (mW) 102 179 (7) 157 (19) 116 (40) 85 (56) 44 (78)
For all values, we provide the power consumption (in mW) and the % of power savings (relative to the base
value without FocusVR running) in brackets. All values have been rounded to the nearest integer. Note: the base
power is computed for the flythrough world used (and shown in the Table). It is not the maximum display power
consumption of each device (which will occur when a maximum brightness white screen is displayed).
Mode” using the Gear VR and the Vive. To make the tests repeatable, we created an automated 30 second flythrough
of the Mecanim VR world. For each strategy, we measured the power consumed when re-playing the flythrough.
4.3 Results: FocusVR Power Savings
Tables 3 and 4 show the average display power savings (each number is the average savings across a 2 minute
continuous measurement) across the 3 VR devices for the “Vignette”, “Uniform Dimming”, and “Uniform Dimming
with Vignette” dimming options. For each value, we present both the display’s power consumption (in mW) as well
as, in brackets, the % reduction in power savings compared to the baseline case where FocusVR was not enabled
(i.e., no dimming technique was employed).
The results show that a vignette can result in significant power savings (top row of Table 3) with a 50% vignette
saving up to 56% of the display power and a 70% vignette saving up to 83%. In addition, uniformly dimming the
screen (bottom row in Table 3 is also effective at saving significant display power (up to 77% for 70% dimming).
Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 3, Article 142. Publication date: September 2018.
FocusVR: Effective & Usable VR Display Power Management • 142:11
Table 4. Display Power Savings for Uniform Dimming with Vignette for the Gear VR
Uniform Dimming with Vignette (% of Brightness Reduction)
Base Vig95 Vig95U80 Vig95U90 Vig99 Vig99U80 Vig99U90
624.91 (0) 529.12 (84.67) 311.03 (49.77) 360.53 (57.69) 603.08 (96.51) 418.2 (66.92) 431.48 (69.05)
For all values, we provide the power consumption (in mW) and the % of power savings (relative to the base
value without FocusVR running) in brackets. All values have been rounded to the nearest integer. Note: the
base power is computed for the static scene (player is not moving) used (and shown in the Table). It is not the
maximum display power consumption of each device (which will occur when a maximum brightness white
screen is displayed).
Finally, we see that combining vignettes with uniform dimming (Table 4) can also help save extensive power
(69.05% for Vignette 99% uniform 90%).
Finally, we evaluated the alternative method to reduce energy consumption: color remapping. The results
contrasting dimming and color remapping can be seen in Figure 3. From a power consumption perspective, very
aggressive color remapping strategies like “Tron Mode” (Section 3.3) can be viable alternatives to dimming,
especially on devices like the Note 4, whose display consumes substantially less power to display one color (red)
over another (blue) (Table 2). However, these strategies may alter the content too drastically. We leave to future
work to compare both strategies from the user’s perspective.
4.4 User Studies
Having established that FocusVR is indeed effective in saving display power, we now present the results of an
IRB-approved user study designed to evaluate if FocusVR is both subjectively and objectively usable by answering
three questions; Note: we are using the ISO definition of usability which is stated as the degree to which software
can be used to achieve quantified objectives with effectiveness, efficiency, and satisfaction [51].
1 Was FocusVR perceived as usable by users? I.e., is there a good dimming option (that saves a lot of energy)
with a minimal effect on the user’s perceived usability?
2 Does FocusVR affect the effectiveness and efficiency of users to achieve objectives?: To determine
whether FocusVR is objectively usable, we validated the impact on both the completion time and quality
(score) of FocusVR on tasks that require predominantly straight-line vision (e.g. finding an object) as well as
tasks that require peripheral vision (e.g. reacting to objects falling around you).
3 Will FocusVR still be relevant for next-generation VR displays that incorporate eye-tracking?: We
conducted a third study to show how FocusVR can leverage eye tracking solutions to become even more
effective in terms of usability and power saved.
4.4.1 Methodology. To evaluate the questions raised above, we conducted five separate studies. The first study
was to establish a baseline for how various dimming strategies affected the usability of FocusVR when performing
straight line tasks on two different VR devices (the Gear VR and the Vive). The second study tested the usability of
FocusVR when performing peripheral vision tasks that required long range vision while the third study tested the
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“Tron Mode” is described in Section 3.3.“Red Shift” is where the entire color palette was mapped to just red while
“Green Shift” mapped the entire palette to green. We compared color shifting against an 80% uniform dimming
(“Uniform Dimming 80 above”) and a 70% Vignette (“Vignette 70” above). Note: we do not present any color
shifting results for the Oculus DK2 as the display libraries it used (a deprecated version with integrated support
for the eye tracking hardware – see Section 2.1) was incompatible with our color shifting code.
Fig. 3. Color remapping and dimming power savings
usability of FocusVR when performing peripheral vision tasks that required short range vision. The fourth study
attempted to discover the vignette level that would affect the usability of FocusVR while, finally, the last study was
to understand how FocusVR would work when combined with hardware eye tracking.
To reduce experimental bias, we did the following across all our studies:
1 Minimized participant bias: We used a large sample group of 68 participants that was as diverse as we
could find. The group had good representation across genders, ages, occupations (students and professionals),
and experience levels (both novice and expert users of VR devices and games) (Table 5). The students were
recruited from a South East Asian university while the professionals were recruited both from the South East
Asian university as well as from a company based in North-West America. Whenever we split users into
groups we selected them randomly. Note: The first four studies were conducted in South East Asia using the
Gear VR and Vive devices while the last study was conducted in North America using a Rift DK2 device
with the integrated eye tracking hardware (Section 2.1).
2 Minimized the learning effect through counterbalancing of experiments: Whenever a set of participants
was asked to experience more than one variant, we randomized the order in which we asked them to
experience those variants. We did it this way to avoid artificially reducing the task times of the policies
evaluated last as a consequence of users becoming too familiar with the the game. In addition, to reduce the
learning effect of using a new VR device and input modality, all users were allowed to practice briefly using
the Practice level, a world based on Mecanim devoid of interactive objects.
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Table 5. Demographic Statistics for the different user pools
User Pool 1 User Pool 2 User Pool 3
Total Number 20 (South East Asia) 25 (South East Asia) 23 (North America)
Gender Male (12), Female (8) Male (20), Female (5) Male (16), Female (7)
Age Group < 26 (4), 26 - 35 (14), > 35 (2) < 26 (8), 26 - 35 (16), > 35 (1) < 26 (8), 26 - 35 (14), > 35 (1)
Occupation Student (5), Professional (15) Student (6), Professional (19) Student (0), Professional (23)
I have used VR devices before Yes (9), No (11) Yes (22), No (3) Yes (16), No (7)
I consider myself a gamer Not Collected SA(2), A(5), N(3), D(8), SD(7) SA(10), A(5), N(3), D(2), SD(3)
I reduce app usage to save power SA(4), A(9), N(1), D(3), SD(3) SA(2), A(8), N(10), D(4), SD(1) SA(11), A(7), N(0), D(3), SD(2)
SA=Strongly Agree, A=Agree, N=Neutral, D=Disagree, SD=Strongly Disagree
Note: The user were separated into 3 pools as they were recruited at different times and / or different locations.
3 Minimized the “pleasing the experimenter” effect: Whenever we showed participants more than one
variant of FocusVR and asked them to rate them, we always a) included the baseline, which by definition
is the best looking variant (i.e. the baseline did not dim or occlude the screen using a vignette in any way
and displayed the content without any modifications), in the set of variants and presented it in a randomized
position within the set, biasing against our techniques. b) We used the included baseline variant as a blind
check (to the participant). We discarded participant scores that failed to give a higher or equal score to
the baseline than to the variants. c) We allowed them to play in the Practice level which used a baseline
configuration. d) We never told them which of the variants was the baseline nor that the Practice level used a
baseline configuration. Finally, e) We only explained the purpose and techniques of FocusVR after the study
was over. We recruited participants to test a new VR system with no details of what the system was trying to
achieve. By saving the explanation to the end of the study, we prevented any pro-power saving participants
from being biased in favor of FocusVR as they did not know why we were dimming or occluding the screen
and more importantly, they did not know how much power could be saved by doing so. Anecdotally: this was
the correct thing to do as we noticed many participants becoming much more interested in FocusVR after
they were told how much power it could potentially save.
4.4.2 General Experiment Setup. At the beginning of all our experiments, we collected demographic information
and informed consent from our participants. We limited the total exposure to our VR devices (baseline or FocusVR)
for any given participant to not more than 30 minutes. That 30 minutes was spent playing one or more of the games
we built under one or more dimming configurations including the baseline. For each new game they played, the
participants were allowed to practice for up to 1 minute in an unmodified baseline before the actual experiment.
Each participant was presented with the standard Simulator Sickness Questionnaire [23] after the end of the
experiment. With the exception of study 5, the participants were not compensated in anyway. To determine the
configurations and dimming variants for each study, we conducted informal tests within the research team and
selected the ones that we should evaluate within our limited 30 minute time budget. The configuration of devices
and variants for each experiment can be found in Table 6
4.4.3 Test Games. To investigate the effect of FocusVR on different tasks, we created four specialized virtual
reality games:
Ball Hunt and Ball Hunt Modded: To investigate the effect of FocusVR on the time taken to complete tasks
that primarily required straight line vision, we created a game called Ball Hunt. We created different configurations
(using Mecanim as the template) to test different FocusVR variants. In each configuration, we hid a big bright red
ball behind a container object in the scene so that it could not be seen from the starting position of the user (even if
they turned around etc.). The location of the ball was different in each config. We asked our participants to find the
ball as quickly as possible and timed how long they took to do so. Ball Hunt Modded is a modification used to
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Table 6. Experimental Configuration for the Five User Studies
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User reported Usability Score
23
(User Pool 3)
We used the Vive as the only device for studies 2, 3, and 4, as it was rated as much more comfortable to use,
compared to the Gear VR, by the participants of Study 1. We used the specialized Rift DK2 with integrated eye
tracking for Study 5. For each study, we used a combination of the following variants: 1) baseline – this was the
game without FocusVR active, vignette X – this was a black vignette set to X%, Uniform Dimming X – this was
uniform dimming set to X%, and Vignette + Uniform Dimming (hybrid combination of Vignette with Uniform
Dimming) expressed as VXXUYY where XX is the size of the Vignette (in %) and YY is the % of uniform dimming.
test eye-tracking (used study 5) in which participants had to find 3 consecutive balls instead of just 1. Every time
the player found a ball, a new ball appeared in a new pseudo-random location within a pool of 20 different places
within the Mecanim VR scenario. We ensured that each ball appeared at a location far from the last one by splitting
the possible locations into two different spatial regions.
VR Shooter: This was one of the two games we created to investigate the effect of FocusVR on tasks that require
peripheral vision. In this game, participants are asked to shoot as many randomly appearing targets as they can
within one minute. The game awarded one point per target destroyed up to a maximum of 59 points. VR Shooter
exercises the user’s long range peripheral vision by allowing the targets to appear anywhere within a wide shooting
range that covered both the user’s entire field of view as well as their depth of view (the targets could appear at any
distance). VR shooter used the Degree Shooter [60] demo from the Unity VR Samples Pack as a base template.
Cube Clearing: We created Cube Clearing to understand the effect of FocusVR on tasks that require short range
peripheral vision. In Cube Clearing, the players were presented with a long table full of cubes that had to be cleared
off by sweeping their hands. As the player cleared the cubes, new ones fell from the sky onto random parts of
the table. The score was determined by the amount of cubes swept off the table within a one minute window. By
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design, the player was located directly in front of the long table and the table was long enough to span beyond the
player’s field of view in both the left and right directions. Thus, the player was forced to exercise their peripheral
vision to monitor cubes falling on both sides of the table, which then triggered a head movement to locate and
sweep those cubes off the table. This game was built from scratch, for the Vive using the SteamVR SDK with
Leap Motion controller [26] support to track the user’s hands and project them into the virtual environment. Note:
we only support the Vive for this game as it had the most natural controller interface, the precise laser tracked
Leap Motion controller, for this particular task. This allowed us to eliminate controller issues from the possible
usability impact factors. Figure 4 shows a screenshot of each of the games while full videos of each of these games
is available at http://is.gd/FocusVr.
Ball Hunt VR Shooter Cube Clear
Note: Ball Hunt Modded looks the same as Ball Hunt. The task just lasts longer
Fig. 4. Screenshots of the Ball Hunt, VR Shooter, and Cube Clear Games
4.4.4 Data Collected. We collected the following data from each experiment run by a user:
Quantitative Data: For each experiment, we measured the time taken for the participant to complete the task
(e.g. find the ball in “Ball Hunt”) and the score for the task (e.g., the number of targets hit in “VR Shooter” or the
number of cubes swept off the table in “Cube Clearing”).
Qualitative Data: In addition to measuring the time and accuracy of users to achieve the objectives of each
game, we also wanted to understand the user’s subjective evaluation of their perceived ability to finish the task. For
this reason, at the end of each session, we asked the participants to qualify, using a 5-point Likert scale (5—Strongly
Agree, 4—Somewhat Agree, 3—Neutral, 2—Somewhat Disagree, 1—Strongly Disagree), the following statement:
“The display DOES NOT hinder my ability to finish the task?”.
As discussed previously, we also collected simulator sickness information from each participant. We found that
strategies like resolution reduction and dominant eye did introduce high levels of sickness. However, “Vignette”,
“Uniform Dimming” and “Uniform Dimming with Vignette” did not induce more VR sickness than our baseline.
For example, our average total sickness score [23] for “Vignette 50” and “Vignette 70” were 28.4 and 24.15
respectively, while the baseline scored 22.9 on a scale of 0 to 235. This small difference and overall low levels is
considered to be negligible and tolerable respectively according to the appropriate literature [23].
4.5 Study 1: Straight Line Tasks
To measure the effect of FocusVR on the usability of tasks requiring a straight line of vision we asked our participants
to play Ball Hunt (Section 4.4.3) and test each of the variants described in Table 6.
For each dimming strategy tested, we separated the users into two random groups. One group was given the test
with a baseline world, the other was given the task with one of our chosen variants. We then compared the times
taken with and without FocusVR.
4.5.1 Results: Straight-line Task Completion Times. Figure 5 shows the average (with std dev.) time taken for each
of the configurations and strategies evaluated (for both the baseline and FocusVR variant) while Table 7 shows the
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The figure shows the task completion times for various FocusVR dimming strategies relative to an unmodified
baseline. No statistically significant differences were found (using a 2-tailed t-test even for a p value of 0.1). Note:
UDXXVYY refers to a strategy that uses Uniform Dimming of XX% with a Vignette of YY%. The errors bars are
the standard errors.
Fig. 5. Study 1: Measured Task Times for Straigh-Line Tasks
self-reported usability scores for the Ball Hunt task. Overall, we found no statistically significant differences (using
a 2-tailed t-test even for a p value of 0.1) between the task completion times for any of the variants tested, including
the baseline. In addition, the user reported perception scores again show no large deviations between the baseline
and any of the variants. Overall, these results suggest that even an aggressive variant such as “Vignette 70” can still
be viable as it has good usability scores and minimal impact on task completion times.
4.6 Studies 2 and 3: Peripheral Vision
The goal of our second and third studies was to measure the impact of FocusVR on tasks that required long-range
(study 2) and short-range (study 3) peripheral vision.
For our second study, we asked participants to play our long-range peripheral vision game, VR Shooter (Sec-
tion 4.4.3), while for our third study we asked them to play our short-range peripheral vision game, Cube Clearing.
For each study, we separated the users into random groups, one for each variant and the baseline. We then compared
the performance of each group.
4.6.1 Results: Peripheral Task Scores. Figure 6 shows the average (with std dev.) time taken for both VR Shooter
and Cube Clearing (for both the baseline and FocusVR variants) while Table 7 shows the self-reported usability
scores for both games. Overall, we found no statistically significant differences (using a 2-tailed t-test even for a p
value of 0.1) between the task completion times even for aggressive vignettes up to 70%. However, with extreme
vignettes (70% and higher), the self-reported usability scores for VR Shooter were significantly lower than than
baseline. We decided to not test “Cube Clearing” in study 3 with more aggressive vignettes (> 70%) based on this
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Table 7. Power Savings, Task Times, Scores, & Usability for Studies 1, 2, and 3 (Using the HTC Vive)
Vignette (%) UniformDimming (%)
Uniform Dimming
with Vignette (%)
50 70 80 95 40 80 UD40V99 UD80V99
Study Power Saved 51 83 83 30 67 37* 48*
Time increase % 9 37 24 20 -3 1 3 7Study 1: Ball
Hunt Usability 4.4 3.9 4.4 2.4 4.2 3.4 4 3.8
Score drop % 8 9 1 8 1 -2 -3 -2Study 2: VR
Shooter Usability 4.9 4.9 3.7 2.4 4.6 4.3 4.4 4.6
Score drop % -1 7 - - - - - -Study 3: Cube
Clear Usability 4.5 4.1 - - - - - -
“Uniform Dimming With Vignette” is shown as UDXXVYY where XX is the % of uniform dimming and YY is the
% of Vignette used. The % value for each dimming strategy describes the black coverage of the vignette or the
degree of uniform dimming. “Usability” is a self-reported Likert score about the content (e.g. a score of 4 and 5
means that the user either “Agree” or “Strongly Agree” that the display did not hinder my ability to finish”).
Baseline Usability is 4.3 for Ball Hunt, 4.8 for VR Shooter, and 4.5 for Cube Clearing. Note 1: power savings was
not measured for “Vignette 95” as it was deemed unusable (2.4 on self-reported usability score). Note 2: power
savings for “U. D. with Vignette” was measured on the Gear VR. Note 3: Cube Clearing was only tested with
Baseline, “Vignette 50” and “Vignette 70” based on the usability results of Study 2.
result from study 2. We instead focused our 30 minute per participant test time on variants that were more viable in
the design space.
Our results suggest that FocusVR is still usable, even with aggressive vignettes up to 70%, for tasks that require
peripheral vision. However, pushing further (vignettes > 70%) can lead to discomfort. To improve the usability of
peripheral vision tasks with very aggressive vignettes, we tested the “Uniform Dimming with Vignette” strategy
(Section 3.2).
We found, as shown in Table 7, that the user’s game score in VR Shooter (Figure 6) decreased with respect
to the baseline as the vignette became more aggressive. However when we used the “Uniform Dimming with
Vignette” strategy, the scores didn’t decrease even with a configuration as dark as "UD80 V95" (Uniform Dimming
80% with a 95% Vignette). Similarly, the self-reported usability scores remained high for our hybrid approach.
In contrast, using “Vignette 95%”, by itself, result in about 10% lower scores compared to the baseline, and
a significantly poorer self-reported user experience score (2.4 versus 4.8 for the baseline). Overall, “Uniform
Dimming with Vignette” offers a balance between usability and power consumption, especially for applications
requiring peripheral vision.
4.7 Study 4: Vignette Breaking Point
To better understand the limits of FocusVR, we needed to determine the users’ maximum tolerance to aggressive
vignettes. In particular, we wanted to find the vignette % beyond which FocusVR would start to significantly impact
the user’s perceived usability.
We determined this breaking point by collecting the user reported usability of each variant specified in Table 6
for study 4. We deem the first variant that fell below our usability threshold (3 in our 5-point Likert scale) as the
breaking point. For both games tested, the breaking point was the 95% vignette (Table 7).
4.8 User Study 5: Eye Tracking
From study 4, we found that very aggressive vignettes (95% and higher) would severely affect the user’s perceived
usability of FocusVR. In this study, we measure the potential savings and user performance improvements that
newer VR displays may provide if they integrated eye tracking solutions. In particular, we hypothesized that eye
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Tasks scores for one minute of Cube Clear (right) and VR Shooter (left). Each cube cleared or target shot grants a
point. The error bars are standard deviation. We did not test variants more aggressive than “Vignette 70” with
Cube Clearing as they were already reported as unusable from study 2 (VR Shooter). UD XX refers to a uniform
dimming strategy of XX% while UDXXVYY refers to a strategy using uniform dimming of Xx% with a vignette of
YY%. The error bars are the standard error.
Fig. 6. Peripheral Vision Task Scores
tracking would allow even aggressive vignettes (darker than 70% and even up to and beyond the 95% breaking
point) to become usable. This user study was also an opportunity to test an additional VR device, an Oculus DK2
that was customized with a multi thousand dollar eye-tracker augmentation built by SensoMotoric Instruments [44].
To deeply understand the effect of an eye-tracked vignette on the task time, we asked the participants to play
with our eye-tracking enabled game Ball Hunt Modded (Section 4.4.3). We separated the participants into two
random groups. One group used a stationary vignette that was fixed at the center of the screen, while the other
used a vignette that used the eye tracking hardware to center the vignette on the position of the screen the user
was currently looking at. Both groups were presented with our chosen variants including the baseline. We used
professional participants from a North West American company for this entire study (as the eye tracking solution
was only available at one location) and each participant was compensated with a $5 dollar gift card for their time.
4.8.1 Results: Benefits of Eye-Tracking. To test the impact of eye-tracking, each participant was presented with
up to 6 different configurations that were close to the breaking point (found in study 4) of vignette 95%. Figure 7
shows the average time taken while Figure 8 shows the reported user scores.
The results show the benefit of eye tracking as the average task times are almost consistently lower for the
eye-tracking enabled scenarios. The advantage of eye-tracking becomes larger as the uniform shading of the
background becomes darker. Under a completely black background (“Uniform Black Vignette 95” in the graph), the
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The game used was Ball Hunt Modded Average task completion times for the 12 different configurations. The
error bars are the standard error.
Fig. 7. Task Times With & Without Eye-Tracking
The game used was Ball Hunt Modded Average task completion times for the 12 different configurations. The
error bars are the standard error.
Fig. 8. Usability With & Without Eye-Tracking
use of eye-tracking improved task times by 15%. However, as shown in their self-reported scores, most users found
the eye-tracked vignette to be less usable than the non eye-tracked version. Our informal post-study discussions
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revealed many reasons for this perception; including a perceived lack of accuracy of the eye-tracked vignette (as it
kept moving around), excessive vignette movement which was distracting, and the unexpected disappearance of
portions of the screen that were visible moments before (as the eye-tracked vignette re-centered itself as the user’s
gaze position changed).
Overall, eye tracking allows FocusVR to use even more power aggressive strategies with no impact on measured
task times. However, we found that an eye-tracked vignette has to be carefully tailored to the users eye movement
or risk causing discomfort, even when the user is more effective in achieving task objectives. In the future we will
investigate eye-tracking specific dimming strategies that will offer even better power savings with no loss in task
times or usability. We also want to explore content-aware enhancements that would allow developers to highlight
relevant content in the periphery even if it is dimmed.
4.9 Results: Summary
Through our studies we found out that a standard vignette (“Vignette 70”) strikes a balance between substantial
power saving (≈ 80%) and moderate usability degradation for straight-line tasks. However, for both long and short
range peripheral tasks, we found that our hybrid approach (“Uniform Dimming at 95% with a Vignette of 80%)
provides the best balance and achieves good self-reported usability scores while having no impact on measured task
performance. However, the tradeoff is that our hybrid approach saves only about half the display power (≈ 40%)
compared to “Vignette 70”). We discuss in Section 5.3 the effect that reducing the display power consumption has
on overall system power savings.
5 DISCUSSION
5.1 What About User Experience?
FocusVR reduces the power consumption of VR displays without hindering the users ability to finish tasks effectively.
However, it can impact the user’s experience and their sense of immersion. For example, prior work [30] has shown
a minimum field-of-view (FOV) of 80° is needed for a fully immersive experience. Some FocusVR modes, such as
“Vignette” could have a smaller FOV. However, other modes, such as “Uniform Dimming with Vignette” have the
same FOV, at the cost of slightly lower power savings.
In addition, immersion can be lost by the “tunnel vision” caused by the dimming techniques used by FocusVR (as
users are more likely to focus only on the brighter areas shown by FocusVR). It should be noted that while tunnel
vision reduces immersion, it does not break it. Indeed tunnel vision has benefits and is used by some commercial
games, such as UbiSoft’s Eagle Flight [3], a very immersive game that allows the player to fly as an Eagle over
Paris at high speeds, actively use tunnel vision when there are several fast moving objects in the periphery to reduce
VR sickness without breaking immersion. Similarly, color remapping can adversely affect the user experience by
distorting the natural look of objects by heavy altering their color. Overall, both dimming and remapping impact
user experience in two ways; i) the direct visual changes they make to the displayed images, and ii) they prevent
content creator from easily delivering a preferred experience – as the creator is unsure what the scene will look like
when the dimming and / or remapping techniques are applied.
The goal of FocusVR is to offer users an opportunity to save power with no loss of usability and with no VR
sickness, but at the cost of a moderate degradation to their immersive user experience. We believe that this is an
acceptable tradeoff and that it will be used by users who are mobile and just need to finish something (e.g. a game
level or a work related activity etc.) without exhausting their battery. FocusVR is not designed to be enabled all the
time, but to be used in low battery conditions. We envision FocusVR being used with standard user-customizable
energy profiles that allow the user to decide what they want to achieve at any point in time – with FocusVR being
activated either together with or in preference to other energy saving schemes when a large amount of energy needs
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to be saved. We defer a more in-depth study of content-aware immersion preserving energy-saving policies to
future work.
5.2 Why Is FocusVR Perceived as so Usable?
We discovered that even very aggressive dimming strategies (such as “Vignette 70”) were perceived as being as
usable as the baseline. This contradicts prior display power work [4, 55], that reported that large display changes
were perceived as less usable than the baseline. To validate our results, we informally interviewed our participants
about their experience – this revealed no obvious data anomalies.
We thus are confident our results are valid, for this participant pool and setup at least. We believe it arises
because VR displays steer user focus attention to the screen’s center with users actively turning their heads to look
at peripheral objects – thus bringing them to the screen center. This is unlike small 2D displays (like a cellphone
screen) where the whole display can be easily seen at one glance. Hence our vignette scheme that leaves the
screen center clear works perfectly as that is where the user is primarily looking – indeed, as we showed, adding
eye-tracking allows us to be even more aggressive as we can correct for those occasions when the user does look
away from the center of the screen.
5.3 Effect of FocusVR on Overall System Power Consumption
While evaluating FocusVR, we confirmed that the display accounts for up to 40% of the total device power
consumption [1, 55] on phones when the CPU and GPU components are also active. For example, the Note 4’s
(the device that powers the Gear VR) display consumes up to 1.3 Watts of the phone’s 3.2 Watts max power
consumption. The display can account for an even higher percentage of the total power on dedicated VR devices
such as the Oculus and the Vive where the computational components are offloaded to a separate device. Hence,
FocusVR has the potential (with “Vignette 70”) to reduce the overall power consumption of the VR device by about
25 to 50% depending on the device. The remaining power was consumed by the GPU (Note 4), external trackers
(Vive), and fine-grained motion sensors (Vive, Oculus) components.
To measure the upper bound of the power savings possible with FocusVR, we ran the following experiment on a
Note 4 device. We used a pure white background (the most power hungry content for an OLED display) running at
maximum brightness as our test image and measured the display and overall power consumption with and without
FocusVR. We found that with Unity running (and adding significant extra CPU and GPU computational power
requirements), FocusVR reduced the display power by 40% when using “Vignette 50” and by 88% when using
“Vignette 70”. This translated to an overall system power reduction of 11% when using “Vignette 50” and 23%
when using “Vignette 70”.
To understand how devices with external CPU and GPU components (e.g., the Vive and Rift) would fare, we
repeated our experiment without using Unity. i.e., a static image of a white screen was first displayed to get a
baseline power value and then a static image of how the screen would look with “Vignette 50” and “Vignette
70” activated was displayed to measure the power reduction. We found that the display power reduction became
59% for “Vignette 50” and 86% for “Vignette 70”. More importantly, the overall system power reduction rose
significantly to 39% and 57% respectively – more than doubling the battery lifetime of the device for “Vignette 70”.
Note: even though we can achieve up to a 23% reduction in overall system power with unity running and up to
57% reduction with no apps running, the overall improvement in battery lifetimes will depend on when FocusVR
was activated. For example, if it is activated with just 20 minutes of battery time left, the improved usage time
could range from 8 minutes (20%) all the way to 10-11 minutes (50-55%). It should be noted that these improved
battery times can be achieved without reducing the usage of the power hungry VR application. Indeed FocusVR
allows you to continue using the VR app with high usability. Thus it serves as a very effective solution to increase
battery lifetimes without impacting usability.
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5.4 Limitations & Future Extensions
We only scratched the surface when evaluating potential screen dimming solutions as our goal was to find a good
solution and not necessarily an optimal solution. Even though we explored dozens of combinations, there are many
more display settings that we could investigate and evaluate via user studies. For example, an exhaustive search of
color remapping methods and the use of other shapes besides vignettes for the dimming region. In the future, we
plan to introduce hybrid techniques that reduce power for both the display and other energy consuming components
on the VR device. For example, we can use foveated rendering [16, 37] to reduce the graphical complexity in
non-important regions (that are not inside a vignette for example). This will also reduce the power consumption of
the GPU component and provide larger overall power savings.
The user study, while being a key evaluation component, also has its limitations. While our user population was
reasonably large and diverse, it is possible that a different or larger population might show different results. Finally,
each user study VR session lasted only about 30 minutes limiting the number of configurations that we could try.
6 RELATED WORK
One of the first methods to save power for OLED displays was to reduce the image brightness [22]. This method was
then extended by other researchers to use color inversion (white to black) [17], changing the color scheme to darker
shades [39], and employing gradient schemes that darkened less interesting portions of the screen [54, 55]. All these
methods were shown to have reasonable power savings with acceptable usability. FocusVR leverages these previous
ideas and applies them to the domain of VR headsets. This required a non-trivial amount of modifications as these
previous approaches tended to produce micro artifacts, such as minor screen flickering or uneven screen dimming,
that, while imperceptible when displayed on a phone screen, can have significant impacts on user experience in
an immersive VR environment. In particular, we had to design our solution to remove all judder, motion blurring,
uneven dimming, and other artifacts to ensure that users did not experience VR sickness when using FocusVR.
Another complementary approach is to use color remapping techniques to reduce the power consumption of
OLED displays [11, 39] by shifting the colors displayed to those that consume the least amount of power (in OLED
displays, the Red, Green, and Blue LEDs all consume different amounts of power). However, this approach can
significantly impact the user experience as the shift in color is very apparent to the user.
There are also solutions to reduce the OLED display power without significantly affecting what the user sees.
These including Dynamic Voltage and Frequency Scaling (DVFS) methods [6, 46] where the power sent to the
display is dynamically changed based on the content being shown and dynamic content and frequency modification
techniques [8, 12, 27] where the pixels in the framebuffer are dynamically adjusted to preserve the image content
while reducing the power needed to display the framebuffer. He et al. [18] proposed using Dynamic Resolution
Scaling to adjust the display resolution relative to the user distance. This approach does not apply to VR because
the distance from the user’s eyes to the screen is constant. Recently, Miao and Lin [29] showed that reducing
the rendered image to match the display size can reduce overall power consumption. All these methods are
complementary to the dimming strategies used by FocusVR and a combination of methods may result in the highest
power savings with minimal usability impact. For example, a user could enable DVFS to achieve a baseline amount
of power savings. If the user requires more savings, they can then enable dynamic content modification techniques
and if even more power savings are required, they can enable FocusVR.
Finally, there has been a long line of research on VR and simulation [40, 52, 53, 62, 66]. In particular, numerous
studies have been done to study the relationship between VR artifacts and i) simulation sickness [25, 28, 34],
ii) user attention and level of detail [16, 37], iii) the impact of eye dominance in creating user-acceptable VR
worlds [2, 64, 65], and iv) the use of task completion as a metric of usability in VR [38]. We use the lessons learned
from these studies, when developing FocusVR, to eliminate any potential simulation sickness caused by FocusVR.
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7 CONCLUSION
We presented FocusVR, a novel system that saves OLED display power for VR devices by applying a smart vignette
shading mechanism to the display. We implemented FocusVR for Unity and tested its performance on 3 different
VR devices. Our performance measurements show that FocusVR can save up to 80% of the display power, between
20% and 55% of the total system power consumption. If used like Android’s Battery Saver Mode, when the battery
level is below 20%, FocusVR could extend the total battery life between 4% and 11% (55% * 20%) (40 minutes
on the Samsung Gear VR [14]). In addition, we showed, via five different user studies conducted with 68 total
participants, that FocusVR is usable and that it has minimal impact on task completion times for both VR tasks. We
believe, from the comments during the post-experiment briefing, that over half of the participants of our users would
be likely to use FocusVR to reduce the power consumption of their VR apps, especially those that already willingly
reduce app usage to save battery. Finally, we showed that eye-tracking could be used to introduce more aggressive
vignette configurations. However, accurately tuning vignettes to maximize power savings without introducing
discomfort is not easy and requires further study.
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