Abstract-In this paper, optimal deterministic encoding of a scalar parameter is investigated in the presence of an eavesdropper. The aim is to minimize the expectation of the conditional Cramér-Rao bound at the intended receiver while keeping the mean-squared error (MSE) at the eavesdropper above a certain threshold. First, optimal encoding functions are derived in the absence of secrecy constraints for any given prior distribution on the parameter. Next, an optimization problem is formulated under a secrecy constraint and various solution approaches are proposed. Also, theoretical results on the form of the optimal encoding function are provided under the assumption that the eavesdropper employs a linear minimum mean-squared error (MMSE) estimator. Numerical examples are presented to illustrate the theoretical results and to investigate the performance of the proposed solution approaches.
I. INTRODUCTION AND MOTIVATION

S
ECURITY has been a crucial issue for communications. In a secure communication system, the aim is to secretly transmit secret data to an intended receiver in the presence of an eavesdropper. Cryptographic protocols based on secret keys have extensively been employed to prevent any third parties from extracting secret data [1] , [2] . In [3] , Shannon proved that the cryptographic approach known as one-time-pad can achieve the perfect secrecy; that is, the original message and the cypher text become independent, if the number of different keys is at least as high as the number of messages. On the other hand, physical layer secrecy relies on the characteristics of the wireless channel and tries to ensure secret communications by exploiting varying channel conditions. In [4] , Wyner proved that when the channel between the transmitter and the eavesdropper is a degraded version of the channel between the transmitter and the intended receiver, then reliable communication can be achieved without information leakage to the eavesdropper. One common approach to measure the amount of achieved secrecy is to use information theoretical metrics and tools, such as mutual information, and to examine the highest rates at which the transmitter The authors are with the Department of Electrical and Electronics Engineering, Bilkent University, Ankara 06800, Turkey (e-mail:, cgoken@ee.bilkent. edu.tr; gezici@ee.bilkent.edu.tr).
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Digital Object Identifier 10.1109/TSP. 2018.2833802 can encode a message while maintaining a certain equivocation level at the eavesdropper. Following Wyner's work, a multitude of studies have been performed based on this approach for various channel and transmission scenarios [5] - [12] . In the literature, there also exist quality-of-service (QoS) frameworks based on the signal-to-noise ratio (SNR), which is used as a metric for physical layer security [13] , [14] . For example, in [14] , a cooperative jamming scenario is considered for multiple-input multiple-output (MIMO) broadcast channels with multiple receivers and eavesdroppers, and the optimal friendly jammer strategy is designed to keep signal-to-interference-plus-noise ratio (SINR) at the eavesdroppers below a certain threshold to ensure secrecy. As a common alternative approach, secrecy levels can be quantified based on estimation theoretic metrics. In this case, the aim is to optimize the estimation accuracy performance of the estimator at the intended receiver, while keeping the minimum mean-squared error (MMSE) at the eavesdropper above a certain target. This setting has been employed in a wide variety of problems [15] - [23] . In [15] , the output Y of a channel for a given input X is encoded by a random mapping P Z |Y in order to ensure that the MMSE for estimating Y based on Z is minimized while the MMSE for estimating X based on Z is above (1 − )V ar(X) for a given ≥ 0, where V ar(X) denotes the variance of X. In [16] , the secret communication problem is considered for Gaussian interference channels in the presence of eavesdroppers. The problem is formulated to minimize the total MMSE at the intended receivers while keeping the MMSE at the eavesdroppers above a certain threshold, where joint artificial noise and linear precoding schemes are used to satisfy the secrecy requirements.
Another application area of the estimation theoretic secrecy is distributed inference networks, where the information coming to a fusion center (FC) from various sensor nodes can also be observed by eavesdroppers. The secrecy for distributed detection and estimation can be ensured via various techniques such as design of sensor quantizers and decision rules, stochastic encoding, artificial noise to confuse eavesdroppers, and MIMO beamforming [17] . In [18] , the estimation problem of a single point Gaussian source in the presence of an eavesdropper is investigated for the cases of multiple transmit sensors with a single antenna and a single sensor with multiple transmit antennas. Optimal transmit power allocation policies are derived to minimize the average mean-squared error (MSE) for the parameter of interest while guaranteeing a target MSE at the eavesdropper. Furthermore, in [19] , the secrecy problem in a distributed inference framework is investigated in terms of distortion (and secrecy) outage, which is the probability that the MMSE at the FC (eavesdropper) is above (below) certain distortion levels. The optimal transmit power allocation policies are derived to minimize the distortion outage at the FC under an average transmit power and a secrecy outage constraint at the eavesdropper. In [20] , stochastic encryption is performed based on the 1-bit quantized version of a noisy sensor measurement to achieve secret communication, where both symmetric and asymmetric bit flipping strategies are considered under the assumptions that the transmitter is aware of the flipping probabilities and the eavesdropper is unaware of the encryption. The effects of the flipping probabilities on the Cramér-Rao bound (CRB) and the maximum likelihood (ML) estimator at the fusion center, and on the bias and the MSE at the eavesdropper are investigated [20] . In [21] , privacy of households using smart meters is considered in the presence of adversary parties who estimate energy consumption based on data gathered in smart meters. The house utilizes the batteries to mask the real energy consumption. The Fisher information is employed as a metric of privacy and the optimal policies for the utilization of batteries are derived to minimize the Fisher information to achieve privacy.
For estimation theoretic approaches, the Cramér-Rao bounds provide useful theoretical limits for assessing performance of estimators. It is known that when the parameter to be estimated is non-random, the conditional CRB states that, under some regularity conditions, the MSE of any unbiased estimator is bounded by the inverse of the Fisher information for each given value of the parameter [24] . On the other hand, if the parameter to be estimated is random with a known prior distribution, then the extended versions of the CRB, such as the Bayesian Cramér-Rao bound (BCRB) and the expectation of the conditional Cramér-Rao bound (ECRB), can be employed [25] . Even though the BCRB effectively takes the prior information into account and can provide a useful lower bound for the maximum a-posterior probability (MAP) estimator in the low signal-tonoise ratio (SNR) regime, it does not exist for some prior distributions due to the violation of an assumption in its derivation. For example, the BCRB does not exist when the parameter has a uniform prior distribution over a closed set [25] - [27] . More importantly, when the conditional CRB is a function of the unknown parameter, which is commonly the case, the BCRB does not present a tight bound in the high SNR regime. 1 Therefore, for the parameter encoding problem in this paper, the use of the BCRB as the objective function may be misleading and can result in trivial bounds in some cases. For these reasons, the ECRB is employed in this study, which has widely been utilized in a variety of applications in the literature; e.g., [29] - [31] , [42] . The ECRB is known to provide a tight limit for the MAP estimator asymptotically, and converges to the Ziv-Zakai bound (ZZB) in the high SNR regime [25] . Therefore, the optimization of parameter encoding according to the ECRB metric leads to close-to-optimal performance for practical MAP estimators in the high SNR regime. Although the ZZB can provide a tight limit for all SNRs, it has high computational complexity compared to the ECRB [25] , [28] and does not allow theoretical investigations for achieving an intuitive understanding of the parameter encoding problem.
In this paper, we consider the transmission of a scalar parameter to an intended receiver in the presence of an eavesdropper. In order to ensure secret communications, we utilize an encoding function (continuous and one-to-one) applied on the original parameter. The aim is to minimize the ECRB at the intended receiver while ensuring a certain MSE target at the eavesdropper. It is assumed that the eavesdropper uses a linear MMSE estimator without being aware of the encoding. An optimization problem is formulated to obtain the optimal encoding function for given target MSE levels. At the first step, the secrecy requirements are omitted and the optimization problem is solved under no constraints. In that case, a closed-form analytical solution is provided for the optimal encoding function for any given prior distribution. Next, the MSE constraint for the eavesdropper is included and various solution approaches, such as polynomial approximation, piecewise linear approximation, and linear encoding are proposed. Also, theoretical results are derived related to the structure of the optimal encoding function under some assumptions. Then, numerical results are provided for both uniform and nonuniform prior distributions. The main contributions in this paper can be summarized as follows:
r The problem of optimal parameter encoding is proposed by considering an ECRB metric at the intended receiver and an MSE target level at the eavesdropper.
r Considering a generic prior distribution, a closed-form expression is derived for the optimal encoding function under no secrecy constraints. r A closed form expression for E(|β(Z) − θ| 2 ) is provided when the eavesdropper employs the linear MMSE estimator without being aware of the encoding, whereβ(Z) is the estimator of the eavesdropper and θ is the true value of the parameter. It is shown that the corresponding ECRB and MSE value do not change if the domain of the function is shifted. It is also proved that if the prior distribution is symmetric on the domain, the search for optimal encoding functions can be limited to decreasing functions. In addition, a closed-form expression is derived for the supremum of E(|β(Z) − θ| 2 ) over all feasible encoding functions when the prior distribution is uniform.
r Three solution approaches are proposed to find the optimal encoding function. The polynomial and piecewise linear approximations are used to calculate the optimal encoding functions numerically, and linear functions are employed to develop a suboptimal encoding scheme. It is shown that the optimal linear encoding function can be obtained simply by finding the roots of a polynomial equation. In addition, solutions are provided based on power functions in the numerical examples.
r Via numerical examples, the optimal ECRB values and encoding functions are obtained based on the proposed approaches for the case of a varying target MSE level when eavesdropper's channel quality is fixed, and for the case of a varying eavesdropper's channel quality when the target MSE level is fixed. The rest of the paper is organized as follows: The optimal parameter encoding problem is formulated in Section II. Optimal encoding functions with and without secrecy constraints are investigated in Section III. The solution approaches for the optimal encoding problem are proposed in Section IV. The numerical results are presented in Section V, and the concluding remarks are given in Section VI.
II. PROBLEM FORMULATION
Consider the transmission of a scalar parameter θ ∈ Λ to an intended receiver over a noisy and fading channel, where the noise is denoted by N r and the instantaneous fading coefficient of the channel is denoted by the constant h r . It is also assumed that there exists an eavesdropper trying to estimate parameter θ. The aim is to achieve accurate estimation of the parameter at the intended receiver while keeping the estimation error at the eavesdropper above a certain level. To that aim, the parameter is encoded by a continuous, real valued, and one-to-one function f : Λ → Γ. Hence, the received signal at the intended receiver can be written as
where N r is modeled as a zero-mean Gaussian random variable with variance σ 2 r , and N r and θ are assumed to be independent. On the other hand, the eavesdropper observes
where h e is the fading coefficient for the eavesdropper, and N e is zero-mean Gaussian noise with variance σ 2 e , which is independent of θ and N r . Also, the prior information on parameter θ is represented by a probability density function (PDF) denoted by w(θ) for θ ∈ Λ. The intended receiver tries to estimate parameter θ based on observation Y whereas the eavesdropper uses observation Z for estimating θ. The system model is illustrated in Fig. 1 . It is assumed that the channels are slowly fading; that is, the channel coefficients are constant during the transmission of the parameter. 2 The following assumptions are made about the eavesdropper's strategy: 2 Considering a block fading scenario in which the channel coefficients are constant for a block of transmissions [6] , [32] - [34] , the parameter encoding function should be designed for each block. r f acts like a secret key between the transmitter and the intended receiver and is not known by the eavesdropper. Hence, the estimator at the eavesdropper actually tries to estimate f (θ) β without the knowledge of f based on observation Z = h e f (θ) + N e .
r The eavesdropper observes a scaled and noise corrupted version of f (θ) (not θ) and it can only obtain prior information related to f (θ) (e.g., based on previous observations). It is assumed that the eavesdropper knows only the mean and the variance of f (θ), which are quite easy to obtain compared to the PDF of f (θ).
r Based on the previous assumption, the eavesdropper employs the linear MMSE estimator, which requires the prior knowledge of the mean and variance of f (θ) due to the independence of θ and N e (see (24) and (25)). According to this strategy, the MSE at the eavesdropper can be written as E(|β(Z) − θ| 2 ), whereβ(Z) is the estimator of the eavesdropper and θ is the true value of the parameter.
For quantifying the estimation accuracy at the intended receiver, the ECRB will be used in this study, as motivated in Section I. The ECRB is defined as the expectation of the conditional CRB with respect to the unknown parameter [25] , which is expressed as
where w(θ) is the prior PDF of θ, I(θ) −1 corresponds to the conditional CRB for estimating θ, 3 and I(θ) denotes the Fisher information, i.e.,
with p Y |θ (y) representing the conditional PDF of Y for a given value of θ [24] . The aim is to minimize the ECRB at the intended receiver over the encoding function f (·). However, the estimation performance at the eavesdropper, which tries to estimate the parameter by using its observation Z, should also be considered. Therefore, the aim becomes the minimization of the ECRB for θ at the intended receiver while keeping the estimation error at the eavesdropper above a certain limit. Therefore, when deciding on the encoding scheme by using a one-to-one and continuous function in the presence of an eavesdropper, the average error at the eavesdropper should be considered, as well. Hence, the overall optimization problem is proposed as follows:
where α is the MSE target at the eavesdropper and the expectation is over the joint distribution of θ and Z. In addition, the parameter space and the intrinsic constraints on the encoding function f are specified as follows:
r f is a continuous and one-to-one function.
Namely, it is assumed that the parameter space is a closed set in R and the encoder function is an endofunction; that is, the domain and the codomain of the encoder function are the same. This is due to the practical concern that the transmitter should use the same hardware structure in the presence and absence of encoding. Furthermore, the endofunction assumption implies the peak power constraint on the encoder and it guarantees that the identity mapping f (θ) = θ (i.e., no encoding) is a legal encoding function. It also preserves the maximum range of the parameter, b − a. Note that it is actually possible to impose different constraints (e.g., average power constraint, boundedness) or assumptions (e.g., stochastic encoding) on the encoding function depending on the design choice and application.
The use of the ECRB as the performance metric for the design of optimal encoding functions can be justified as follows: (i) For sufficiently high SNRs, the MSE of the MAP estimator converges to the ECRB [25] . (For low SNRs, the MAP estimator depends mainly on the prior information; hence, parameter encoding becomes ineffective.) (ii) Unlike the MSE metric, the ECRB metric does not depend on a specific estimator structure. (iii) The use of the ECRB facilitates theoretical investigations for achieving intuitive understanding of the parameter encoding problem.
III. OPTIMAL ENCODING FUNCTION
In this section, the optimization problem in (5) is investigated in detail. To that aim, the MSE of the eavesdropper in the constraint of (5) is analyzed first.
It is noted from (7) that the MSE of the eavesdropper is determined by both the estimation error for estimating f (θ) (that is,β(Z) − f (θ)) and the distortion due to the encoding function (that is, f (θ) − θ). The last term in (7) can be written as
where E θ denotes the expectation with respect to θ and E Z |θ represents the conditional expectation with respect to Z given θ. As a special case, if the estimator of the eavesdropper,β(Z), satisfies E Z |θ β (Z) − f (θ) = 0, ∀θ, then the term in (9) becomes zero. This condition actually corresponds to the definition of an unbiased estimator for estimating f (θ) based on Z; i.e.,
In other words, when the estimator of the eavesdropper is unbiased, its MSE in (6) simply becomes the sum of the MSE for estimating f (θ) (the first term in (7)) and the mean-squared distortion to θ due to the encoding function f (the second term in (7)). The observations in the previous paragraph lead to an intuitive explanation of the proposed problem formulation. For example, suppose that the transmitter is to send parameter θ which is either 0 or 1 with equal probabilities, where h e = h r = σ 2 e = σ 2 r = 1. In addition, the estimator at the eavesdropper is given bŷ
If the transmitter sends the parameter without any encoding; that is, if f (θ) = θ, then the MSE of the estimator at the eavesdropper can be calculated from (7) and (10) (7) is the same as in the previous case, but the second term is 1 and the third term is −2 Q(0.5)). Hence, the eavesdropper has a higher MSE as a result of secret encoding, which is not known by the eavesdropper (i.e., the eavesdropper thinks that the transmitted value is the original parameter θ). The encoding function is known by the intended receiver, which can use this information to design its estimator accordingly. However, for a generic encoding function, there can occur a penalty at the intended receiver in terms of the estimation performance. Hence, in the design of the encoding function, the trade-off between the MSE at the eavesdropper and the estimation accuracy at the intended receiver should be considered.
To specify the Fisher information in (5), the conditional PDF of Y given θ is expressed from (1) as
Then, the Fisher information for parameter θ can be calculated via (4) and (11) as follows:
where f (θ) denotes the derivative of f (θ). Based on (7) and (12), the optimization problem in (5) can be analyzed. However, before tackling the problem in (5), the unconstrained version of it is investigated in the next section to provide initial theoretical steps towards the analysis of the generic case.
A. Optimization Without Secrecy Constraints
Consider the optimization problem in (5) without the secrecy constraint; that is, by omitting the presence of the eavesdropper. Then, the optimization problem is formulated as
where Λ = [a, b] is employed as specified in Section II. Based on (12), the problem in (13) can be rewritten, by removing the constant terms, as
The solutions of (14) are specified by the following proposition.
Proposition 1: The optimal encoding functions in the absence of an eavesdropper are given by
Proof: Since f is one-to-one and continuous, consider a monotonically increasing (decreasing) function with
. 4 Also, due to the facts that f (θ) is monotone and f (θ) ∈ [a, b], the following relation can be obtained:
Note that for all θ ∈ [a, b], increasing the value of g(θ) does not increase the value of the objective function; hence, the constraint in (18) is satisfied with equality. Now, in order to solve the optimization problem in (17)- (19), the calculus of variations is employed, and the problem is expressed in the form of
Then, the Lagrangian is obtained as
where , t, and λ represent the perturbation, the test function and the Lagrange multiplier, respectively. The optimal solution must satisfy
= 0 ∀t [35] , [36] . Hence, the following optimality condition is obtained:
which leads to t, λ + −2w g 3 = 0. In order for this to hold for all t, g = kw 1/3 must be satisfied for some constant k ≥ 0. From the equality constraint, the constant can be calculated
for the monotone increasing and the monotone decreasing scenarios, respectively, the solutions can be obtained as in (15) and (16) .
Proposition 1 states that either of the two functions given in (15) is an optimal solution for the minimization problem in (14) . As a corollary to Proposition 1, if the prior distribution of the parameter is uniform over [a, b] , the optimal encoding functions can be found via (15) and (16) as f (θ) = θ and f (θ) = a + b − θ. In other words, for the uniform prior, parameter encoding is not needed for reducing the ECRB at the intended receiver.
B. Optimization With Secrecy Constraints
In this part, the optimization problem in (5) is considered without omitting the secrecy constraint, where the parameter space is specified by Λ = [a, b] as before. Although the linear MMSE estimator is assumed to be employed at the eavesdropper in this study (see Section II), a corollary to Proposition 1 is presented first for the case in which the eavesdropper employs the MMSE estimator, defined asβ(z) = E(β|Z = z) with β = f (θ).
Corollary 1: Suppose that the eavesdropper employs the MMSE estimator for a given encoding function f (θ). Denote the corresponding MSE at the eavesdropper as R(f + ) when the en-
is as defined in Proposition 1. Then, the following statements hold: a) If the target MSE of the eavesdropper, α in (5), satisfies α ≤ min{R(f + ), R(f − )}, then both f + and f − are optimal encoding functions.
and it is f − otherwise. Proof: Proposition 1 implies that if f + or f − is admissible by the constraint, it becomes the minimizer of the objective function. When the eavesdropper employs the MMSE estimator,β(z) = E(β|Z = z), the MSE at the eavesdropper can be calculated from (7) It is noted that when α ≥ max{R(f + ), R(f − )}, the shortcut provided in Corollary 1 cannot be used, and it is required to design another encoding function to satisfy the secrecy constraint.
Remark 1: The statement in Corollary 1 in fact holds for any estimator at the eavesdropper since the proof is not specific to the MMSE estimator. In other words, as long as any of the encoding functions in Proposition 1 results in an MSE at the eavesdropper that is higher than the target MSE α, that encoding function is also optimal for the problem in (5). Since the MMSE estimator achieves the minimum MSE among all estimators, it is concluded that if one of the encoding functions in Proposition 1 is optimal when the eavesdropper employs the MMSE estimator, then that encoding function is in fact optimal for any other estimator at the eavesdropper.
Even though the MMSE estimator is the optimal estimator according to the MSE metric, for implementing the MMSE estimator, the eavesdropper must know the prior PDF of f (θ), which can be difficult to obtain (learn). In this study, it is assumed that the eavesdropper has the knowledge of the mean and variance of f (θ). Therefore, the eavesdropper is assumed to employ the linear MMSE estimator to estimate β = f (θ) based on Z, as noted in Section II. It is known that the linear MMSE estimator is the optimal linear estimator according to the MSE metric [37] . Furthermore, it would actually be the optimal MMSE estimator to estimate β based on Z, E(β|Z = z), if β and Z were jointly Gaussian random variables [24] . For the system model in this study, the MMSE estimator and the linear MMSE estimator will have similar performance at low SNRs if the prior is uniformly distributed.
When the linear MMSE estimator is employed at the eavesdropper,β(z) can be expressed aŝ
where
2 ) as the eavesdropper does not know the encoding. The resulting coefficients for the eavesdropper's estimator are given as (see Appendix A for the derivation)
Then, the resulting MSE between the estimate of the eavesdropper and the true value of parameter θ can be derived from (23)- (25) and (7) as (see Appendix B for the derivation)
It is observed that the MSE value at the eavesdropper corresponding to the linear MMSE estimator depends on both the encoding function and the channel quality h at the eavesdropper. It is noted that for a given encoding function with V − 2C > 0, the first term in (26) is positive, and the MSE at the eavesdropper becomes an increasing function of h 2 . This means that as the channel quality for the eavesdropper improves, the resulting MSE at the eavesdropper increases in that scenario. This seemingly counterintuitive result is simply due to the fact that the estimator of the eavesdropper is based on the noisy observation of the distorted version of the original parameter. Hence, one can transmit the inflicted distortion more efficiently to the eavesdropper under good channel conditions leading to a higher MSE. If the eavesdropper knew the prior distribution of the original parameter and realized that the transmitter sends the encoded version, it would simply stop using the observation and setβ(Z) = E(θ), resulting in an MSE of V ar(θ), which is lower than the value in (26) for the case of V − 2C > 0. However, the eavesdropper does not have that knowledge and the channel observation is the only information it can use to estimate the parameter, which is utilized by the transmitter.
Remark 2: In the considered setting, the eavesdropper employs the linear MMSE estimator and the transmitter is aware of this situation. Then, to obtain the optimal encoding function based on (5), (12) 
The following proposition presents a shift invariance property for the considered problem. Proof: The ECRB in the original scenario can be expressed from (12) and (13) as
which is equivalent to
As the expression in (28) corresponds to the ECRB in the second scenario, the equivalence of the ECRBs is established. To prove that the MSE at the eavesdropper does not change, it is noted that the parameter defined in [0, b − a] with the prior distributionŵ(θ) = w(θ + a) corresponds to shifting the original parameter as θ − a. Also, let β and β denote the random variables for the encoded versions of the shifted and original parameters via encoding functionsf (θ) and f (θ), respectively. Then,β = β − a holds. Furthermore, it is noted that shifting the specified random variables (θ and β = f (θ)) just changes their means by the amount of the shift without modifying the second order statistics V and C. Hence, (26) reveals that the MSE at the eavesdropper stays the same as in the original scenario after the shift operations. Based on Proposition 2, the estimation of a parameter in θ ∈ [0, b − a] can be considered without loss of generality for the case of the linear MMSE estimator at the eavesdropper (see Proposition 4).
The next proposition states that when the prior PDF of θ ∈ [a, b] is symmetric around (a + b)/2, parameter encoding via a strictly decreasing function is more desirable than that via a strictly increasing one.
Proposition 3: Suppose that the eavesdropper employs the linear MMSE estimator and w(θ) is symmetric around (a + b)/2. Then, for any given continuous and strictly increasing encoding function, there exists a corresponding continuous and strictly decreasing encoding function that yields the same ECRB at the intended receiver with a higher MSE at the eavesdropper.
Proof: Consider two encoding functions f (θ) and (14) as follows: 
where (30) follows from the definitions of β f and β s , and (31) is obtained from the symmetry of w(θ). Since f ( (26) . Therefore, it is always possible to achieve a higher MSE by employing s(θ) instead of f (θ) while keeping the ECRB the same.
Proposition 3 implies that it is sufficient to search for the optimal encoding function among strictly decreasing functions if the prior distribution of the parameter satisfies the symmetry condition (e.g., the uniform distribution). This is based on the idea that for any given increasing encoding function that solves (5), there exists a legitimate decreasing function obtained by a simple transformation, which yields the same optimal ECRB value with an increased MSE at the eavesdropper. Hence, from a practical point of view, the search space for the optimal encoding function can be confined to strictly decreasing functions under the conditions in the proposition. 
Proof: From the expressions in Proposition 1, it can be shown, for the uniform prior distribution, that either of f (θ) = θ or f (θ) = a + b − θ is an optimal encoding function in the absence of the constraint (i.e., in the absence of the eavesdropper). When the eavesdropper employs the linear MMSE estimator, the use of f (θ) = θ leads to an MSE of
2 , which can be derived based on (26) . Then, based on similar arguments to those in Corollary 1, it is deduced that if the MSE corresponding to f (θ) = θ is larger than or equal to α, f (θ) = θ is an optimal encoding function. Similarly, if the MSE for f (θ) = a + b − θ is larger than or equal to α, f (θ) = a + b − θ is an optimal encoding function.
The following proposition provides an upper bound on the MSE at the eavesdropper, which employs the linear MMSE estimator, when the parameter has uniform prior distribution.
Proposition 4: If the eavesdropper employs the linear MMSE estimator and θ has uniform distribution over
where 
In addition, C can be expressed as
For a given continuous endofunction on [0, γ], it can be shown that C is in (−γ 2 /8, γ 2 /8). Also, from (26) , the MSE at the eavesdropper can be stated as
where the inequality holds for any continuous encoding function defined on [0, γ]. Therefore, the upper bound on E(|β(Z) − θ| 2 ), specified in (34), holds for all possible encoding functions. Next, the maximum of this generic upper bound is to be found over the PDF of β, denoted by p β , where β = f (θ). It is observed that if (1 + 2h 2 C) > 0 for any given p β , the first term in (34) is nonpositive as V ≥ 0 and h > 0; hence, the maximum of the upper bound is γ 2 /3. When (1 + 2h 2 C) ≤ 0, then the first term in (34) is maximized by increasing V and decreasing C at the same time. Therefore, if V = γ 2 /4 and C = −γ 2 /8, the maximum of the upper bound is achieved. Thus, for γ ≤ 2/h, E(|β(Z) − θ| 2 ) ≤ γ 2 /3 holds, and for γ > 2/h,
is obtained. Furthermore, in the first case (i.e., γ ≤ 2/h),f (θ) = 0 (or,f (θ) = γ) for θ ∈ [0, γ] attains the upper bound on the MSE, that is, γ 2 /3. In the second case (i.e., γ > 2/h), it is possible to achieve the upper bound in (35) by usingf (θ) defined asf
Even though the maximum values for the upper bounds are obtained and it is argued that they are exactly attained by usingf (θ), it should be noted thatf (θ)'s are not in the feasible function set as they do not satisfy the one-to-one and continuity properties. However, it is possible to approach arbitrarily close tof (θ) while staying in the feasible function set (e.g., take δ > 0, set f (θ) = γ − δθ, and let δ → 0 for the first case). Furthermore, the objective is continuous functional acting on the encoding function. Hence, the upper bound values for the MSE cannot exactly be achieved; however, one can get arbitrarily close to them by employing one-to-one and continuous functions, which yield them as the supremum values for the MSE at the eavesdropper, resulting in the expression in (32) .
In addition to providing a closed form upper bound on the distortion at the eavesdropper, Proposition 4 plays another important role by helping us gain practical intuition about the behavior of the optimal encoding function (variance minimizing mode or variance maximizing mode). As argued in Proposition 3, if there are two alternative encoding functions with the same ECRB, then it is better to choose the one which yields the higher MSE. Note that given an encoding function f (θ), one can shuffle the increments of the given function and end up with an alternative encoding function with the same ECRB. The alternative encoding function will possibly have different (μ, V, C). Therefore, it is important to understand how the MSE behaves as μ, V , and C change. Note that in (32), the supremum changes depending on the value of the channel quality of the eavesdropper h for a given γ (h ≤ 2/γ or h > 2/γ). Let us investigate those two cases:
r If the channel quality h is small enough, one can let β → 0 (or γ) to maximize its MSE. This strategy is equivalent to minimizing the variance and letting E(β) → 0 (or γ).
r If the channel quality h is large enough, then one can increase the variance V and decrease C at the same time to maximize its MSE (effectively maximize E(|β − θ| 2 )). This discussion becomes clearer at the extreme cases of the value of h 2 . For example, suppose that h 2 is very small. Then, (26) 
hence, it is possible to generate a higher MSE by maximizing E ((β − θ) 2 ). This behavior can be regarded as the variance maximizing mode. Of course, if the resulting MSE is higher than the target MSE α for a given h, then one can use linear encoding f (θ) = γ − θ for minimizing the ECRB.
It is important to note that Proposition 4 does not have any constraints on the ECRB. The original problem tries to minimize the ECRB for a target MSE. Among two candidates with the same ECRB, the one yielding the larger MSE at the eavesdropper is preferred in the search of the optimal encoder. The feasible set for (μ, V, C) is specific to that ECRB value. For example, one might not be able to let μ → 0 anymore. However, one can generate a larger MSE by making μ very close to its limit in the feasible set for sufficiently small h values (e.g., by using a decreasing concave function) or by making E(|β − θ| 2 ) as large as possible for sufficiently high h values (e.g., by using a decreasing concave function for β < γ/2 and a decreasing convex function for β > γ/2). Hence, the optimal encoding function will be in either of the modes (variance minimizing or maximizing) described above.
Remark 3: The optimal value of the optimization problem in (5) can be named as G(α) since the optimal ECRB value depends on the target MSE α. That is,
where f opt (θ) is a solution to (5) . Note that the optimal value of the ECRB in the case of optimization without secrecy constraints can be denoted by G(0). Then, G(α) has the following properties: 
The second property follows from the following argument: Let S α 1 and S α 2 be the feasible sets for α 1 and α 2 , respectively.
. Note that a closed form expression for α m ax is provided in Proposition 4 for the special case of uniform prior distribution.
IV. SOLUTION APPROACHES
In general, the optimal parameter encoding problem formulated by (5), (12) , and (26) is a difficult optimization problem as it requires a search over functions. Although the theoretical results in the previous section can lead to closed-form solutions or reductions in the search space in certain scenarios, it may still be necessary to solve the problem directly in some cases. Therefore, various solution approaches are developed in this section for obtaining suboptimal solutions of (5). In the proposed approaches, it is assumed that the encoding function f is picked among a family of functions characterized by a certain number of parameters. Then, the optimization problem becomes easier to solve as it involves minimization over a few variables (instead of functions), which also leads to some analytical solutions, as discussed below. However, the obtained encoding function will be suboptimal in general since the actual solution of (5) may not be a function from the assumed family of functions.
A. Linear Encoding Functions
One suboptimal encoding scheme is to employ a linear encoding function to minimize the ECRB at the intended receiver while satisfying the MSE constraint at the eavesdropper. To obtain analytical results for generic prior PDFs, the eavesdropper is modeled to employ the linear MMSE estimator as before, and the encoding function is assumed to be a decreasing linear function. However, the analysis can also be performed easily for increasing linear functions in a similar fashion, which yields similar analytical results to those in Proposition 5 and afterwards. (In practice, it is advised to solve the encoding problem restricted to decreasing linear functions and to increasing linear functions separately, and select the one with the lower objective value. However, when the prior PDF of the parameter, w(θ), is symmetric around (a + b)/2, where θ ∈ [a, b], it is sufficient to consider decreasing functions only, as shown in Proposition 3.) For the considered model, the linear encoding function can be expressed as 
, it has the same value at both of the boundaries, hence, there exist two maximizers in that case.)
Proposition 5 leads to the closed-form solution for the optimal linear encoding function as follows: Since the ECRB expression depends only on the derivative of the encoding function (see (5) and (12) − θ) can be treated similarly.) Then, the optimization problem specified by (5) and (12) can be rewritten to find the optimal m as follows:
2 with V = V ar(θ) due to (26) . Obviously, the optimal m is the largest m that satisfies the constraints. After some algebra, the first constraint can be expressed as
where t h 2 , κ 1 b − E(θ), and κ 2 a − E(θ). Hence, the optimal m is the largest m in (0, 1] satisfying (40) . This optimal value can be obtained algebraically by finding the roots of the fourth degree polynomial in (40) . and q ∈ (0, 3/2). Even though this will lead to a suboptimal encoding function, it is still easier to perform optimization via a 2-dimensional search than optimizing over functions as in (5) . On the other hand, this approach will have higher computational complexity than the one that employs (38) .
B. Polynomial Approximation
The second approach for obtaining a suboptimal solution of (5) is to use a polynomial approximation method. Approximating a function via polynomials is a well-known numerical analysis method [39] - [41] . To apply this method to the parameter encoding problem, it is assumed that the encoding function is in the form of a polynomial. In fact, any continuous real-valued function defined on [a, b] can be uniformly approximated by polynomials in that interval [38] . That is, for a given continuous and bounded function f (x) and > 0, there exists a polynomial
Motivated by this fact, the encoding function is expressed by Kth degree polynomials, i.e., P (x) = K n =0 c n x n , and the aim becomes the calculation of the optimal coefficients c n for n = 0, 1, . . . , K. Hence, by using f (θ) = K n =0 c n θ n , the optimization problem specified by (5) and (12) can be rewritten to find the optimal coefficients as follows:
After finding the optimal coefficients, the encoding function can be written as f opt (θ) = 
C. Piecewise Linear Approximation:
Finally, a third approach is proposed, which is based on the idea that any continuous bounded function can be uniformly approximated by piecewise linear functions. Therefore, the parameter space [a, b] is partitioned into M intervals and the optimal increment (or, decrement) is found in each interval, which results in an approximation of the encoding function f via a piecewise linear function. In particular, the increments/decrements are defined as Δx k = f (a + kΔθ) − f (a + (k − 1)Δθ), and the optimization is performed over M variables, Δx 1 , Δx 2 , . . . , Δx M . As M increases, more accurate approximation is achieved; however, the computational complexity of solving the optimization problem increases, as well. Note that, for M = 1, this approach reduces to the linear encoding function case in Section IV-A. The optimization problem specified by (5) and (12) can be stated to find the optimal increments as follows:
Similar to the previous case, the resulting encoding function should also satisfy the implicit conditions, that is, f (θ) ∈ [a, b] and the monotonicity. For example, if a decreasing encoding function is used, then all the elements in Δx opt should be negative. In order to solve the problems given in (41) and (42), we have used the Global Optimization Toolbox of MATLAB. As the initial point, the linear solution, which is calculated analytically, can be used. It is noted that the objective function given in (14) is a convex operation on f ; however, the feasible set does not need to be convex. This discussion holds for both of the problems in (41) and (42).
Remark 5:
Most of the theoretical results in this paper can be extended, under certain conditions, to scenarios in which the eavesdropper employs an arbitrary affine estimator,β(z) = R 0 + R 1 z, instead of the linear MMSE estimator. In this case, after some manipulation, the MSE of the eavesdropper can be obtained for given R 1 and R 0 as
where V = V ar(β) and C = Cov(β, θ). Then, the results can be extended as follows:
r Proposition 2 does not hold for general R 1 and R 0 . However, for the special case of R 1 = 1/h e , it holds for any R 0 , and for R 0 = E(β)(1 − R 1 h e ), it holds for any R 1 . It is noted that the second case implies that E(β(z)) = E(β).
r Proposition 3 holds if R 1 h e > 0. If R 1 h e < 0, then the reverse of the argument holds; that is, for a given strictly decreasing function, one can find a simple transformation such that the resulting encoding function has a lower MSE. Corollary 2 can also be generalized in a similar fashion.
r Proposition 4 is particular to the assumption of the linear MMSE estimator; hence, it cannot be generalized directly for arbitrary R 1 and R 0 . However, an upper limit can be found as follows by considering R 1 and R 0 as given constants:
where g(R 0 , R 1 ) = R First, we consider a scenario in which the channel parameters for the receiver and the eavesdropper are fixed, and investigate the relation between the ECRB and the secrecy limit α by using different encoding strategies. It is assumed that the parameter θ has uniform distribution over [0, 1] and h = h e /σ e = 1. Also, the eavesdropper employs the linear MMSE estimator for the encoded parameter β = f (θ). The theoretical results derived in Section III can be applied for this example. In particular, based on Proposition 1, it is known that if there is no secrecy constraint, either f (θ) = θ or f (θ) = 1 − θ is an optimal encoding function. Also, Proposition 3 states that the optimal encoding function can be searched among monotonically decreasing functions as the uniform distribution satisfies the symmetry condition. In addition, Corollary 2 reveals that if α ≤ 4/39 = 0.1026, then f (θ) = 1 − θ is the optimal encoding function since such a secrecy level can be guaranteed by using f (θ) = 1 − θ. Furthermore, Proposition 4 claims that it is not possible to achieve a secrecy limit α higher than 1/3 as γ = 1 < 2/h = 2 in this scenario.
For obtaining the encoding function based on the proposed approaches in Section IV, the linear and power encoding functions, and the polynomial and piecewise linear (PWL) approximations are considered. For the linear encoding, f (θ) = 1 − mθ is used due to Proposition 5. Then, (39) provides a simple tool for the solution. For the power encoding function, f (θ) = p (1 − θ) q is employed, and the optimal p and q values are found for a given target α value (see Remark 4) . For the polynomial approximation (with a degree of K = 10) and the piecewise linear approximation (with M = 100 intervals), the formulations in (41) and (42) are utilized, respectively. In Fig. 2 , the relation between the target level α and the optimal ECRB value can be observed. When α = 0.10, it is noted that the optimal ECRB is 1, which can be achieved with f (θ) = 1 − θ. As α increases, the optimal ECRB increases exponentially. For example, when α = 0.25, the optimal ECRB is found to be 25.06 and it becomes 1182.3 when α = 0.32 for the piecewise linear approximation. Hence, the ECRB goes to infinity as α goes to the theoretical bound of 1/3, as expected. 5 In Fig. 3 , the encoding functions corresponding to the proposed solution approaches are presented for various values of α. It is observed that the polynomial approximation and the piecewise linear approximation yield almost the same function, which can also be deduced from the performance graph in Fig. 2 . It is also seen that when α = 0.1, all the methods lead to f (θ) = 1 − θ. When α = 0.2, the difference between the solutions of the linear encoding and the approximation methods becomes noticeable. Since the approximation methods can use higher degrees of freedom than the linear encoding, they can achieve lower ECRBs. However, the linear encoding provides a simple solution for this scenario. For example, when α = 0.2, the optimal linear encoding function can be obtained by finding the largest m ∈ (0, 1] that satisfies m 4 − m 3 + 9.4m − 18m + 4.8 ≥ 0, yielding m = 0.3184 due to (40) ; hence, f (θ) = 1 − 0.3184 θ. It is also observed that the performance of the optimal power encoding approach in terms of the ECRB and the computational complexity is in between those of the optimal linear encoding and the other two approaches. Next, the effects of the channel quality h of the eavesdropper on the optimal ECRB and encoding function are investigated for a given value of α. For this purpose, α = 0.15 is used and the ECRB performance is evaluated versus h = h e /σ e in Fig. 4 . As discussed before, as h increases, the distortion due to encoding is transmitted to the eavesdropper more effectively and the intended MSE can be generated with a lower ECRB. Some interesting observations can be made in Fig. 4 . First, three different regions are noted for the ECRB. In the first region, the ECRB slowly decreases as h increases for all the solution approaches. In the second region, for the power and the approximation approaches, the ECRB decreases more rapidly and finally when h is above some threshold value, f (θ) = 1 − θ becomes sufficient to generate the MSE value of α = 0.15 at the eavesdropper. Actually, this threshold can be calculated analytically based on Corollary 2. For the parameters in the considered scenario, V u = 1/12, E(θ) = 1/2, and α = 0.15; hence, h th = 48/11 = 2.09. It is observed that the performance of the polynomial approximation is very similar to that of the piecewise linear approximation; however, in the second region, it is slightly worse than that of the piecewise linear approximation. The optimal encoding function corresponding to the piecewise linear approximation approach is presented in Fig. 5 , which reveals that the encoding function changes characteristics as h increases. This also explains why the polynomial approximation is slightly worse than the piecewise linear approximation for medium values of h. Namely, for the polynomial approximation, it is harder to correctly implement the sudden decrease around θ = 0.5 while it has sufficient degrees of freedom to produce an encoding function required for smaller h values as it can also be observed in Fig. 3 . It is also noted that the encoding function is still continuous; that is, it has a finite but large derivative around θ = 0.5. In addition, it is seen that when h = 2, the encoding function is almost linear. Next, a scenario with a nonuniform prior distribution is considered, and the prior PDF of parameter θ is modeled as w(θ) = 2θ for θ ∈ [0, 1]. Similar to the uniform distribution case, the characteristics of the optimal encoding function are investigated for the fixed α and fixed h cases. First, it is assumed that h = 1 and the optimal encoding function is presented for various α values in Fig. 6 by using the piecewise linear approximation approach. The theoretical optimal solution f (θ) = 1 − θ 4/3 for the no constraint case is also shown in the figure, which is calculated based on Proposition 1 for the given prior distribution. It is observed that when the target level is small; i.e., α = 0.1, the optimal encoding function calculated via the piecewise linear approximation is exactly the same as the theoretical solution. As α increases, in order to satisfy the target secrecy level, the optimal encoding function maps θ to lower values. It is noted that higher target α levels are achievable for this prior distribution as compared to the uniform distribution when h = 1. In particular, the secrecy limit is 1/2 instead of 1/3 in this example. Then, α is fixed as α = 0.34, and the ECRB performance is investigated with respect to h in Fig. 7 . It is noted that the performance trends of the different solution approaches are similar to those in the uniform case presented in Fig. 4 ; however, unlike the uniform distribution case, a sharp decrease to the minimum ECRB does not exist in this scenario (see Fig. 7 ). This is mainly due to the fact the optimal functions for the various function families yielding that minimum ECRB in the absence of an eavesdropper actually could not satisfy the secrecy requirement even if h gets large. For example, if the linear encoding with m = 1 is used, it can be shown that as h → ∞, the resulting MSE is 1/3, and if the theoretical solution for the no constraint case (that is, f (θ) = 1 − θ 4/3 ) is used, the resulting MSE is 0.318 as h → ∞. It is known that the linear encoding with m = 1 would yield an ECRB value of 1 and f (θ) = 1 − θ 4/3 would yield an ECRB value of 27/32 = 0.844. However, unlike the previous example, since the target α value is too high to achieve with those encoding functions, these minimum ECRB values cannot be attained even if h gets arbitrarily large; hence, a slow decay with a floor is observed in the ECRB instead of a sudden decrease. The ECRB floor values are found to be 1.5625, 1.0482, and 0.8835 for the linear encoding, the power encoding, and the piecewise linear approximation, respectively. Also, it is noted that the performance differences between the different solution approaches are small when h is low, which become more significant for medium values of h. Finally, the optimal solutions via the piecewise linear approximation are provided for various h values in Fig. 8 . It is noted that the characteristics of the optimal encoding function are different for small, medium, and large values of h. One interesting observation is that for medium values of h, it is seen that the sudden decrease in the optimal encoding function does not necessarily happen at 0.5 unlike the uniform prior distribution case.
Finally, we provide the simulation times for obtaining the solutions of the various methods and the resulting ECRB values in Table I for the scenario considered in Fig. 2 with α = 0.15. We observe that the linear and power encoding approaches have shorter solution times while they provide suboptimal solutions. For the polynomial and piecewise linear approximations, as K and M increase, the simulation times increase and lower ECRB values can be obtained. However, it is observed that after a certain value, the improvement in the ECRB is not significant. Therefore, it makes sense to choose the values of these parameters considering the solution times as well. In this study, we have used K = 10 and M = 100.
VI. CONCLUSION AND FUTURE WORK
The optimal parameter encoding problem has been studied in the presence of an eavesdropper, where the aim is to minimize the ECRB at the intended receiver under the constraint of a target MSE value at the eavesdropper. A closed-form expression has been derived for the optimal encoding function when there is no secrecy constraint. When a certain secrecy level is to be guaranteed at the eavesdropper, first a sufficient condition has been provided for the case in which the optimal encoding function under no secrecy constraints is still optimal. Next, a closed-form expression for the MSE of the eavesdropper has been derived under the assumption that the eavesdropper employs the linear MMSE estimation. Based on this result, the shift invariance property has been shown for generic prior PDFs, and it has been proved that it is sufficient to restrict the search to decreasing encoding functions if the prior distribution of the parameter has a certain symmetry property. In addition, an upper limit has been obtained for the MSE of the eavesdropper for the uniform prior distribution. This result implies that the optimal encoding function either maximizes or minimizes the variance of the encoded parameter depending on the channel quality parameter and the length of the range interval for the encoding function. In order to calculate the optimal encoding function numerically, various solution approaches have been considered; namely, linear encoding, polynomial approximation, and piecewise linear approximation. It has also been shown that the optimal solution for the linear encoding function can be obtained algebraically. Numerical results have considered both uniform and nonuniform parameter distributions, and provided the optimal solutions based on the proposed techniques. The future work is to investigate the extension of the analytical results to the cases in which the eavesdropper employs the MMSE estimator. Another interesting extension would be to formulate the problem in a game theoretic framework, where the eavesdropper has some partial information about transmitter's strategy and the transmitter considers this possibility in the design of the encoding function.
APPENDIX
A. Derivation of (24) and (25) The linear MMSE estimatorβ(Z) to estimate β based on Z can be expressed as [37] 
From Z = h e β + N e , the following relations are obtained: 
where the second inequality is due to the independence of β and N e .
B. Derivation of (26)
The eavesdropper is modeled to employ the linear MMSE estimator specified byβ(z) = k 0 + k 1 z, where k 1 and k 0 are given by (24) and (25), respectively. Defining β = f (θ), V = V ar(β), C = Cov(β, θ), and h = h e /σ e , the MSE at the eavesdropper can be written as 
where (48) follows from that facts that Z = h e β + N and E(Z) = h e E(β). In addition, it is known that E(N 2 ) = σ 2 e , and θ and N are independent random variables with E(N ) = 0; hence, E(βN ) = 0. Then, the expression in (48) is further processed as follows: 
where (49) follows directly from (48), (50) is obtained by inserting (25) into (49), (51) follows by rearranging the terms and adding and subtracting E(θ) 2 in (50), (53) is obtained by inserting (24) into (52), and finally (55) is due to the use of h = h e /σ e in (54).
