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Both theoretical interest and practical significance attach to the sign and strength of Casimir
forces. A famous, discouraging no-go theorem states that “The Casimir force between two bodies
with reflection symmetry is always attractive.” Here we identify a loophole in the reasoning, and
propose a universal way to realize repulsive Casimir forces. We show that the sign and strength
of Casimir forces can be adjusted by inserting optically active or gyrotropic media between bodies,
and modulated by external fields.
Introduction: The Casimir effect is one of the best
known macroscopic manifestations of quantum field the-
ory, and has attracted interest since its first discovery
[1]. The original version of Casimir effect is an attrac-
tive force between two ideal, uncharged metal plates in
vacuum. Later on, Lifshitz et al., derived a general for-
mula for the Casimir force between between materials de-
scribed by dielectric response functions in this geometry
[2]. In their formula, the Casimir force between material
1 and material 2 across medium 3 is proportional to a
summation of terms with differences in material dielec-
tric functions
−(ǫ1(ω)− ǫ3(ω))(ǫ2(ω)− ǫ3(ω)) (1)
over frequency ω, where ǫi is the dielectric function for
material i (i = 1, 2, 3). Between two like materials,
ǫ1 = ǫ2, these terms are always negative and correspond
to attractive Casimir force, regardless the mediating ma-
terial 3. A famous generalization of this result states
that objects made of the same isotropic material always
attract for reflection symmetric geometries (but arbitrary
shapes) in vacuum [4], or for a wide class of intermediate
materials, as we will review presently. This strong theo-
rem appears to rule out many convenient possibilities for
realizing repulsive Casimir forces.
Yet in principle the Casimir force can be repulsive. In
recent years, people have devoted substantial efforts to
realizing repulsive Casimir forces, especially with a view
toward applications to nano-devices and colloids, which
can contain nearby parts that one wants to keep separate.
In fact, repulsive Casimir forces have been proposed in
several special cases [5–7], and have even been observed
experimentally [8]. In this experiment, the authors mea-
sured the Casimir force between gold (solid) and silica
(solid) mediated by bromobenzene (liquid), of which the
dielectric functions satisfy ǫ1 > ǫ3 > ǫ2. In recent years,
the repulsive Casimir force has been also proposed in var-
ious topological and metamaterials [9, 10]. However, all
these proposals give tiny repulsive Casimir forces (com-
pared to the Casimir force between metals), and demand
particular parameters of materials, or particular shapes
of materials, making experimental realization challenging
and somewhat awkward.
In this paper, we do two things. First, we identify
an important loophole in the central no-go theorem [4]
on Casimir forces. It arises when there is an interven-
ing “lubricant” material with no symmetry between left-
and right-circular polarized photons (i.e., a chiral ma-
terial). Optically active materials, which break spatial
parity but preserve time reversal, are not rare, and pro-
vide good candidates. Second, we explicitly calculate the
Casimir force between similar objects separated by a chi-
ral medium (see figure 1). We find that the Casimir force
can, as a function of distance, oscillate between attractive
and repulsive, and that it can be tuned by application of
an external magnetic field.
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FIG. 1. Schematic illustration of chiral Casimir effect. Two
parallel, uncharged plates (A & B) are placed at a distance l
separated by chiral material C. The red dots and green dots
represent right-circular polarized photons and left-circular po-
larized photons. The arrows indicate the propagating direc-
tions of chiral photons. k±
R(L)
represent velocity of chiral pho-
tons, where superscript ± correspond to their propagating
directions, and the subscript R/L correspond to their chiral-
ity.
Identifying the loophole: To begin, we briefly review
the “Casimir” energy in massless free scalar field theory.
2The action of free scalar field in a dielectric medium is
S =
∫
dxL
=
1
2
∫
dx
dω
(2π)
φ∗(r, ω)
(
χω2 +∇2)φ(r, ω) (2)
where φ(r, ω) =
∫∞
−∞
dt φ(r, t)eiωt is the Fourier conju-
gate of φ(r, t), and χ is the dielectric function of the cor-
responding system. (As a default, we adopt units with
~ = c = 1. Note that χ = 1 in vacuum and χ 6= 1 in
materials.) Assume that two dielectric bodies A, B are
separated by a medium C. We write the space-dependent
dielectric function as χ(r, ω) = χ0(ω) + χ
′(r, ω) with
χ′(r, ω) = 0 in region C but χ′AorB(r, ω) 6= 0 in regions
A or B. Figure 1 shows the special case where dielectric
bodies A & B are parallel plates, but our expressions do
not assume that geometry.
The partition function of the coupled dielectric system
is Z =
∫ Dφ exp {iS}. Without the presence of dielectric
materials A & B, the partition function is Z0, which can
be obtained from Z by setting χ′A = χ
′
B = 0. Formally,
then, the energy E of the coupled systems A & B can be
obtained from the reduced partition function, yielding
E =
i
T
ln
Z
Z0
=
∞∫
0
dξ
2π
ln Det
(
1 + χˆ′(r, iξ)ξ2Gˆ0
)
. (3)
Here the integral is evaluated in the complex frequency
plane ξ = −iω. In this formula, T is the time interval in
path integral formula, and Gˆ0(ξ) = (χ0(iξ)ξ
2 −∇2)−1 is
the Green’s function for scalar field in medium C.
Note that χˆ′ is an operator, which takes different eigen-
values depending on its eigen-functions. We divide the
whole Hilbert space into three parts H = HA⊕HB⊕HC ,
where HA,B,C represent the Hilbert space for wave func-
tions in materials A, B, C. Writing χˆ′|ψs〉 = χ′s|ψs〉,
where |ψs〉 corresponds to the wave function in region
s (s=A, B, C), the energy of the coupling dielectric ma-
terials can be written in a matrix form
E =
∞∫
0
dξ
2pi lnDet
(
1A + χ
′
Aξ
2UAA χ
′
Aξ
2UAB
χ′Bξ
2UBA 1B + χ
′
Bξ
2UBB
)
(4)
where Uss′ = 〈ψ(x ∈ s)|Gˆ0|ψ(x ∈ s′)〉 (s,s′=A,B) is the
propagator between A and B. The diagonal elements in
Eqn. (4) correspond to the self-energy of material A and
B, which is independent of their relative distance. The
Casimir energy Ec between A & B (i.e., the coupling
energy between A & B), can be obtained by subtracting
the diagonal parts of E, yielding
Ec =
∫ ∞
0
dξ
2π
ln Det (1− TAUABTBUBA) (5)
where Ts = χ
′
sξ
2/(1 + χ′sξ
2Uss) (s = A,B). Eqn. (5)
has a ready interpretation in terms of Feynman diagrams
and conventional quantum electrodynamic perturbation
theory [3]. In an isotropic medium, left-circular polarized
and right-circular polarized photons are equivalent, so
that photon Green’s function can be represented by a
single wavy line (figure 2(a)).
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FIG. 2. Feynman diagrams for normal Casimir energy and
chiral Casimir energy. Figure (a) shows the Feynman diagram
representation for normal Casimir energy when chiral sym-
metry of photon is kept. Black wavy lines represent photon
propagator Dˆ0 and filled bubbles represent current-current
correlation functions TA & TB. Figure (b) shows the Feyn-
man diagram representation for Casimir energy when chiral
symmetry is broken, namely, the velocity of photons depend
on their chirality. Red and green wavy lines correspond to
Green’s functions for right-circular polarized photons and left-
circular polarized photons, respectively.
Now let us review the logic of the central no-go theo-
rem [4]. If there is reflection symmetry between A and B,
then the self-energy operators TA and TB are related by
a reflection operator Jm, according to TB = J †mTAJm.
Moreover, one can show that UABJm = J †mUBA is a
Hermitian operator. Thus the Casimir energy can be
expressed as
Ec =
∫ ∞
0
dξ
2π
ln Det
(
1− (
√
TAUABJm
√
TA)
2
)
. (6)
The integrand has the functional form g(x) =
ln
[
1− f(x)2], leading to g′(x) = −2f(x)f ′(x)/(1 −
f2(x)), so that f(x) > 0 and f ′(x) < 0 imply g′(x) > 0.
Within our integrand I(l) ≡ 〈ψ|UABJm|ψ〉 > 0 and
∂lI(l) < 0. Consequently, the Casimir force Fc =
−dEc/dl < 0 between A and B is attractive.
The foregoing procedures and arguments
are readily adapted to the electromagnetic
field case. In the gauge A0 = 0 one has
S = 12
∫
drdω2piA
∗
ω
[−∇×∇× +ǫ(r, ω)ω2]Aω, which
matches the massless scalar field form. The electromag-
netic Casimir energy for electromagnetic field results
from substituting Gˆ0 7→ Dˆ0(iξ) =
(
1
∇×∇×+χ0(iξ)ξ2
)
in
Eqn. (4), and interpreting Uss′ appropriately. Thus the
no-go theorem still applies.
The loophole appears when we note that in chiral me-
dia, UABJm is not a Hermitian operator, i.e., UABJm 6=
J †mUBA. This arises, physically, because there are dif-
ferent phase velocities for left-circular polarized photons
versus right-circular polarized photons.
3To model chiral media, we assume a chirality-
dependent dielectric function in material C, i.e., χ
L(R)
0 for
left- and right-circular polarized photons. The Green’s
function must be written in a matrix form in chiral basis
(ψL(x), ψR(x)), i.e.,
Dˆ0 =
(
DˆL0 0
0 DˆR0
)
(7)
where Dˆ
L(R)
0 = (χ
L(R)
0 (iξ)ξ
2 +∇×∇×)−1 represent the
Green’s function for left(right)-circular polarized pho-
tons. Figure 2(b) shows the Feynman diagram for chiral
Casimir energy. To keep track of the chiral degree of free-
dom, it is helpful to use a double wavy line to represent
the photon Green’s function. Even when the reflection
symmetry is kept between A and B, through their iden-
tical properties and symmetric geometry, the material
C breaks the symmetry. The propagators in the Feyn-
man diagram exchange colors (red ↔ green) under the
reflection operation Jm. Now J †mUBAJm = IAUABIA 6=
UAB, where IA is an off-diagonal unit matrix. Thus,
TAUABTBUBA 6= (
√
TAUABJm
√
TA)
2, and the forego-
ing arguments fail.
Calculations for chiral media in plate geometry: By us-
ing a non-reciprocal Green’s function method, we can de-
rive more tractable expressions for chiral Casimir forces.
The algebra, which is not entirely trivial, is set out in the
supplemental materials [11]. (Compare [12–15].)
Specializing to plate geometry, we find the energy per
unit surface area
Ec =
∞∫
0
dξ
2π
∞∫
−∞
d2k‖
(2π)2
{
ln Det
(
I− RBU˜BARAU˜AB
)}
(8)
where ξ is the imaginary frequency, and k‖ = (kx, ky)
represents momentum in xy plane (parallel with plates).
Here RA (RB) represents reflection matrix at plate A
(B), and U˜AB (U˜BA) represents translation matrix from
A to B (B to A). (Note that this U˜ has quite a different
meaning from U , which appeared earlier.)
In a chiral medium, reflection symmetry of photons
is broken, implying that TE (s-polarized) wave and TM
(p-polarized) wave are not the eigenstates. In the more
convenient chiral basis, U˜AB and U˜BA are diagonal, as
long as chirality itself is a good quantum number. We
have then simply
U˜BA =
(
eik
+
zL
l 0
0 eik
+
zR
l
)
, U˜AB =
(
eik
−
zL
l 0
0 eik
−
zR
l
)
(9)
where k±zR and k
±
zR stand for the propagating velocity of
right-circular polarized photons and left-circular polar-
ized photons, respectively. The superscript ± indicates
the propagating directions of photons. (The meaning of
k±zR/L is also shown in figure 1.) However, photons can
change chirality at the boundary A & B due to reflection.
In this paper, we only consider the case where there is
reflection symmetry between A & B, implying the same
reflection matrices of A & B:
RA = RB =
(
rRR rLR
rRL rLL
)
, (10)
where rij represent the reflection magnitude of a photon
from chirality j to i (i, j = L,R).
Eqn. (8) can be interpreted integrating over round
trips of virtual photons. First imagine that a photon goes
from B to A with translation matrix (U˜AB), and then is
reflected at plate A (RA). After its first reflection, it
goes back from A to B with translation matrix (U˜BA),
and then it will be reflected at plate B (RB) again.
(b)(a)
FIG. 3. Chiral Casimir force due to Faraday effect, normalized
to the original metallic Casimir force. (a) shows the Casimir
force enhancement in different magnetic field. The red and
blue curves represent Casimir force at magnetic field B = 4T
and B = 10T, respectively. The shadow region corresponds
to repulsive Casimir force regime. (b) shows how the mag-
netic field B can control the Casimir force. The solid line and
dash line represent the Casimir force that is measured at the
distance l = 8µm and l = 6µm, respectively.
(i) Faraday materials. In a medium displaying the
Faraday effect, the optical rotation angle θ is determined
by θ = VBl, where V is the Verdet constant (a key pa-
rameter in Faraday materials), B is the magnetic field
in the light propagating direction, and l is the distance
that the light pass through. In an alternate descrip-
tion, the magnetic field introduce a phase velocity dif-
ference δkz = VB between left-circular polarized pho-
tons and right-circular polarized photons. Therefore, the
wave vectors of photons with different chirality satisfy
k+zR = k
−
zL = k¯z + δkz and k
−
zR = k
+
zL = k¯z − δkz,
where k¯z is the average wave vector of right-circular and
left-circular polarized photons [16]. With the phase ve-
locity expressions of chiral photons, one can obtain the
translation matrices U˜AB (U˜BA) for Faraday materials.
For ideal metal plates, the reflection matrices are simply
taken off-diagonal unit matrices, i.e., rRR = rLL = 0 and
rLR = rRL = −1. The off-diagonal reflection matrix is
due to the fact that photons change their chirality after
being reflected at an ideal metal plate [17].
Recently, experiments have measured very large Verdet
constants in some organic molecules and liquids. We set
Verdet constant as V = 5 × 104 radm−1T−1 in the cal-
4culation based on several experimental results [18]. (We
will consider frequency-dependent Verdet constant fur-
ther below.) Substituting the expression of reflection ma-
trices and translation matrices into Eqn. (7), one obtains
the Casimir energy for Faraday materials
Ec =
∞∫
0
dξ
2π
∞∫
−∞
d2k‖
(2π)2
ln
[
(1 + e−4κl − 2e−2κlcos(2VBl)]
(11)
where κ =
√
ξ2 + k2‖ =
√
ξ2 + k2x + k
2
y. From Eqn. (11),
one finds that magnetic field and Verdet constant are em-
bedded within the expression of Casimir energy. There-
fore, the Casimir force can be manipulated by tuning
magnetic field. Moreover, the cosine function in the ex-
pression leads to the repulsive Casimir force. Figure 3
shows the repulsion and enhancement of Casimir force in
different magnetic field. F0 represents the Casimir force
with Verdet constant V = 0, i.e., no gyrotropic materials
inserted between A & B. In contrast, Fc represents the
gyrotropic Casimir force. The ratio Fc/F0 < 0 being neg-
ative indicates the emergence of repulsive Casimir force,
whereas the ratio |Fc/F0| > 1 indicates the enhancement
of Casimir force.
FIG. 4. Chiral Casimir force between two parallel plates
mediated by an optically active material. Solid (dashed)
curve corresponds to the ratio of Casimir force Fc/F0
for frequency-dependent(-independent) specific rotation α0.
Based on experimental results in optically active materials
[21], the parameters are chosen as: ωp = 10
16s−1, γ0 =
2 × 106deg dm−1g−1cm3, γ1 ≈ 10
−21deg dm−1g−1cm3s2 and
ρ = 1g cm−3 in the calculation.
(ii) Optically active materials. In optically active
medium, the optical rotation angle has a similar form
as that in Faraday medium, i.e., θ = α0ρ l, where α0 is
called specific rotation (an important parameter in op-
tically active materials), ρ is mass concentration, and
l is the light propagating distance. Therefore, one can
build a rough correspondence between Faraday effect
and optically active effect via substitution VB 7→ α0ρ.
However, there are relevant differences between Fara-
day and optically active materials. In Faraday materials,
the external magnetic field breaks time reversal symme-
try, which, by contrast, is preserved in optically active
medium. Due to this difference, in an optically active
medium the phase velocity of chiral photons does not
depend on the direction of propagation; furthermore, if
time reversal symmetry also holds in the reflection pro-
cess, then the reflection matrices do not change chirality
[19]. Without loss of generality, we assume that the ve-
locity difference between opposite chirality of photons is
δkz = α0ρ. Thus, the phase velocity of chiral photons in
optically active materials satisfies k+zR = k
−
zR = k¯z + δkz
and k+zL = k
−
zL = k¯z − δkz. An especially simple result
emerges if one chooses diagonal reflection matrices for A
& B, i.e., rRR = rLL = 1 and rRL = rLR = 0. In this
case, the Casimir energy in chiral active material can be
obtained by a substitution: VB 7→ α0ρ in Eq.(11).
Of course, one can also apply magnetic fields to opti-
cally active materials, resulting in more control, but more
complex formulas.
In general, the Verdet constant depends on the wave-
length of light λ, which is usually modeled as V(λ) =
a0 + b0/λ
2, where a0 and b0 are fitting parameters ac-
cording to experimental results [20]. Notice that in the
low frequency limit, V = a0, is most important for long
range force.
In any real experiments, the distance between two bod-
ies A & B is always finite. Therefore, to obtain more
accurate results, one needs take frequency dependence of
effective Verdet constant V (or specific rotation α0 ) into
consideration. Moreover, photons are not perfectly re-
flected at real metal plates. We model the reflection coef-
ficients as rRR = rLL = 0 and rRL = rLR = e
−ω/ωp where
ωp represents cutoff frequency. That means perfect re-
flection only happens in the low frequency. i.e., ω << ωp.
In figure 4, we examine the Casimir force mediated by an
optically active material, where the frequency-dependent
of specific rotation is modeled as α0(iξ) = γ0 + γ1ξ
2.
(This model is also often used in optically active mate-
rials [20].) We see that the short distance behavior is
modified quantitatively, but the long range limit is not
influenced.
Summary: We have identified an important loophole of
the no-go theorem on Casimir force, and demonstrated
that repulsive Casimir force could emerge between two
similar bodies with reflection symmetry. The key to re-
alizing repulsive Casimir forces between similar objects is
to insert an intermediate chiral material between them.
The chiral Casimir force has several distinctive features:
it can be oscillatory, its magnitude can be large (relative
to the classic Casimir force), and it can vary in response
to external magnetic fields. Through the connection of
this force to independently measurable material proper-
ties, one obtains a wealth of predicted phenomena which
directly reflect macroscopic effects of quantum fluctua-
tions. Finally, let us call attention to the finite tempera-
ture extension of these results [11], which brings in larger
forces with similar qualitative behavior.
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I. Derivation of gyrotropic Casimir force by non-reciprocal Green’s function.
We will derive the chiral Casimir energy formula Eqn. (8) in the main text with the aid of non-reciprocal Green’s
function tensor G(r′, r, ω).
(i) Tensor expression of Casimir force.
First, let us recall the Maxwell equations in a material:
∇ · E = ρ/ǫ0 (12)
∇ ·B = 0 (13)
∇×E = −∂B
∂t
(14)
∇×B = µ0
(
j+ ǫ0
∂E
∂t
)
, (15)
where E and B represent electric and magnetic induction, whereas ρ and j correspond to the total charge and current
density. The Lorentz force density is given by
f = ρE+ j×B. (16)
With the help of Maxwell equations, the Lorentz force density can be re-written as [1]
f = ∇ ·T− ǫ0 ∂
∂t
(E×B), (17)
where the stress tensor T is expressed by electric field and magnetic induction, i.e.,
T = ǫ0E⊗E+ µ−10 B⊗B−
1
2
(ǫ0E · E+ µ−10 B ·B)I (18)
In this equation, ⊗ represents the tensor product, and I represents the unit tensor. Notice that the term ∂∂t (E×B)
actually means the change of Poynting vector in time. In order to obtain the total force, one must integrate the
Lorentz force density over the whole considered region. The Casimir force can be obtained by evaluating the vacuum
state average of the stress tensor, i.e. 〈T〉. Thus the Casimir force between two bodies with total surface area A can
be written as
Fc =
∫
∂V
dA · 〈ǫ0E(r)⊗E(r′) + 1
µ0
B(r)⊗B(r′)− 1
2
[
ǫ0E(r) ·E(r′) + 1
µ0
B(r) ·B(r′)
]
I〉r′→r, (19)
where the subscript r′ → r implies that one needs take the limit r′ = r in the final expression in order to remove the
self-energy in the cavity [1].
(ii)Green’s function expression of Casimir force.
Due to fluctuation-dissipation theorem (FDT), the expectation value of electric and magnetic field can be obtained
from Green’s tensor [1]:
〈E(r)⊗E(r′)〉 = ~µ0
π
∫ ∞
0
dωω2Im {G(r, r′, ω)} (20)
〈B(r) ⊗B(r′)〉 = −~µ0
π
∫ ∞
0
dω
−→∇ × Im {G(r, r′, ω)} ×←−∇ ′. (21)
However, due to the presence of chiral material, Lorentz reciprocity is violated, which means GT (r′, r, ω) 6= G(r, r′, ω).
7Therefore, one have to redefine the real and imaginary parts of Green’s tensor [2]:
Re{G(r, r′, ω)} = 1
2
[
G(r, r′, ω) +G∗T (r′, r, ω)
]
(22)
Im{G(r, r′, ω)} = 1
2i
[
G(r, r′, ω)−G∗T (r′, r, ω)] . (23)
Substituting the electromagnetic field operators with non-reciprocal Green’s tensor, one obtains the Casimir force in
terms of non-reciprocal Green’s function, i.e.,
Fc = − ~
2π
∫ ∞
0
dξ
∫
∂V
dA·
{
ξ2
c2
G(r, r′, iξ) +
ξ2
c2
G
T (r′, r, iξ) +
−→∇ ×G(r, r′, iξ)×←−∇ ′ +−→∇ ×GT (r′, r, iξ)×←−∇ ′
−Tr
[
ξ2
c2
G(r, r′, iξ) +
−→∇ ×G(r, r′, iξ)×←−∇ ′
]
I
}
r′→r
.
(24)
In this formula, ξ = −iω is the imaginary frequency, the same as in the main text, This expression for Casimir force
appears in ref. [3]. It is, however, not trivial to evaluate it.
In the following section, we obtain the non-reciprocal Green’s tensor G(r, r′, iξ) with the help of reflection matrices
R± and translation matrices U± as is shown in figure 5.
R+R -
r
r
R+R -
r
r
0 z
U-
U-
U+
U+
U-
0 z
odd times of reflection even times of reflection
(a) (b)
l l
FIG. 5. Schematic illustration of scattering process between two plates with a gyrotropic medium inserted. (a) shows odd
times of reflection, where the first reflection takes place at the left plate. For simplicity, we only show one time reflection case.
(b) shows even times of reflection, where the first reflection takes place at the right plate. Again, we only show the least two
times of reflection case for simplicity.
(iii) Derivation of the non-reciprocal Green’s function in a cavity made by two parallel plates.
With gauge fixing conditions, any polarization of photons can be decomposed into perpendicular polarization (TE
wave or s polarization) and parallel polarization (TM wave or p polarization). We define the unit vector in s- and
p-polarization directions as:
es± = ek‖ × ez =
1
k‖
(ky,−kx, 0) (25)
ep± =
1
k
(k‖ez ∓ kzek‖) =
1
k
(
∓kz
k‖
kx,∓kz
k‖
ky, k‖
)
, (26)
where k2 = k2‖ + k
2
z = k
2
x + k
2
y + k
2
z . The indices ± in the unit vectors in Eqn. (25) refer to the propagating direction
of photons. + sign means that photons propagate to the right, whereas − sign means that photons propagate to the
left. With the presence of chiral material, chirality of photons is a good quantum number, but not parity. Thus, it is
convenient to switch to a chiral basis, defined as
eR± =
1√
2
(ep± + ies±); (27)
eL± =
1√
2
(ep± − ies±). (28)
It should be noted that (eR+, eR−)
T · (eL+, eL−) = (eL+, eL−)T · (eR+, eR−) = I and (eR+, eR−)T · (eR+, eR−) =
(eL+, eL−)
T · (eL+, eL−) = IA, where I represents unit matrix as before, whereas IA represents off-diagonal unit
8matrix, i.e.,
IA =
(
0 1
1 0
)
. (29)
We will frequently use the matrix IA in the derivation of chiral Casimir force.
In the following, we use R and U to represent reflection and translation tensor, respectively. The Green’s tensor can
be expressed by the combination of R and U . We show how to do this in the following. There are four distinguishable
paths that contribute to the Green’s tensor, i.e., odd or even times of reflection, and the first reflection happens at
left or right boundary. In the figure 5, we only show two cases: the odd and even times of reflection with the first
reflection occurring at left boundary. It is also easy to show the case where the first reflection occurs at the right
boundary. We then define reflection and translation matrices R and U as:
R± = (eR∓, eL∓)R±
(
eR±
eL±
)
(30)
U± = (eR±, eL±)U±
(
eR±
eL±
)
, (31)
where R± (R±) represents reflection tensor (matrix) at right and left boundaries. Similarly, U± (U±) stands
for translation tensor (matrix) goes to right and left, respectively. With translational invariance, we demand
U±(l − z)U±(z) = U±(l) for z ∈ [0, l], where l is the distance between left plate and right plate (see figure 5). This
condition indicates the equality U(l− z)IAU(z) = U(l). Assume that a plane wave starts from a source point located
at r, and we want to obtain the field at point r′ (see figure 5). There are four possible reflection configurations in total:
(i) odd times of reflection, where the first reflection occurs at left boundary
A = U+(z)R−U−(z) +U+(z)R−U−(l)R+U+(l)R−U−(z) + ...;
(ii) odd times of reflection, where the first reflection occurs at right boundary
B = U−(l − z)R+U+(l − z) +U−(l − z)R+U+(l)R−U−(l)R+U+(l − z) + ...;
(iii) even times of reflection, where the first reflection occurs at right boundary
C = U+(z)R−U−(l)R+U+(l − z) +U+(z)R−U−(l)R+U+(l)R−U−(l)R+U+(l − z) + ...;
(iv) even times of reflection, where the first reflection occurs at left boundary
D = U−(l − z)R+U+(l)R−U−(z) +U−(l − z)R+U+(l)R−U−(l)R+U+(l)R−U−(z) + ....
In the above expressions, A, B, C, and D are four tensors represent four different, possible contribution to
the Green’s tensor. For simplicity, we introduce A, B, C, and D as matrices which are defined by their corresponding
tensors in the same way as R and U from tensors R and U. We are now ready to deal with chiral materials,
where chirality of photons is good quantum number. However, the velocity of photons depend on chirality. Here,
the wave vector of right-circular (left-circular) polarized photons in z-direction is assumed to be k±zR (k
±
zL). ± in
the upper indices denotes the propagating direction of photons. In optically active materials, the velocities satisfy
k±zR/L = k
∓
zR/L, whereas, the z-direction wave vectors satisfy k
±
zR = k
∓
zL in Faraday materials [One can refer Table I
to find out the phase velocities in Faraday materials or optically active materials.].
To begin with, we deal with optically active materials first, and the results can be easily extended to Faraday
materials with properly redefining chiral basis. In optically active materials, we assume the wave vector in z-direction
to be k±zR = k¯z + δkz and k
±
zL = k¯z − δkz for right-circular and left-circular polarized photons, respectively. Left-
circular polarized photons are a little faster than right-circular polarized photons. With chiral basis, the Green’s
tensor can be written as
G(r, r′, ω) =
i
8π2
∫
d2k‖e
ik‖·(r
′−r)
{
(eR+, eL+)A
(
eR−/k
−
zR
eL−/k
−
zL
)
+ (eR−, eL−)B
(
eR+/k
+
zR
eL+/k
+
zL
)
+
(eR+, eL+)C
(
eR+/k
+
zR
eL+/k
+
zL
)
+ (eR−, eL−)D
(
eR−/k
−
zR
eL−/k
−
zL
)}
.
(32)
With rotational symmetry, the integral can be easily evaluated in polar coordinate by using the substitution
∫
d2k‖ =∫∞
0 dk‖k‖
∫ 2pi
0 dφ, where k‖ =
√
k2x + k
2
y represents the absolute value of wave vector in xy plane, and φ represents
the polar angle. To derive the Green’s tensor above, one also needs verify different combinations of chiral basis, which
9we list as following:∫ 2pi
0
dφ eR±eR± =
∫ 2pi
0
dφ(ep± + ies±)(ep± + ies±) = π
{(
k±zR
2
k2
− 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eL±eL± =
∫ 2pi
0
dφ(ep± − ies±)(ep± − ies±) = π
{(
k±zL
2
k2
− 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eR±eR∓ =
∫ 2pi
0
dφ(ep± + ies±)(ep∓ + ies∓) = π
{(
−k
+
zRk
−
zR
k2
− 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eL±eL∓ =
∫ 2pi
0
dφ(ep± − ies±)(ep∓ − ies∓) = π
{(
−k
+
zLk
−
zL
k2
− 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eR±eL∓ =
∫ 2pi
0
dφ(ep± + ies±)(ep∓ − ies∓) = π
{(
−k
±
zRk
∓
zL
k2
+ 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eL±eR∓ =
∫ 2pi
0
dφ(ep± − ies±)(ep∓ + ies∓) = π
{(
−k
±
zLk
∓
zR
k2
+ 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eR±eL± =
∫ 2pi
0
dφ(ep± + ies±)(ep± − ies±) = π
{(
k±zRk
±
zL
k2
+ 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
;
∫ 2pi
0
dφ eL±eR± =
∫ 2pi
0
dφ(ep± − ies±)(ep± + ies±) = π
{(
k±zLk
±
zR
k2
+ 1
)
(exex + eyey) + 2
k2‖
k2
ezez
}
.
(33)
In order to calculate the Green’s tensor
−→∇ × G(r, r′, ω) ×←−∇ ′, one has to apply operators −→∇ and −→∇ to chiral basis
from the left and the right, respectively. In momentum space representation, one is allowed to make the substitution,
viz,
−→∇× → ik±× and ×←−∇ → ×ik±. Therefore, eR and eL transform as ik±× eR± = ωeR± and ik±× eL± = −ωeL±.
With above preparation, one can readily obtain
−→∇ ×G(r, r′, ω)×←−∇
= − iω
2
8π2
∫
d2k‖e
ik‖·(r
′−r)
{
(eR+,−eL+)A
(
eR−/k
−
zR
−eL−/k−zL
)
+ (eR−,−eL−)B
(
eR+/k
+
zR
−eL+/k+zL
)
(eR+,−eL+)C
(
eR+/k
+
zR
−eL+/k+zL
)
+ (eR−,−eL−)D
(
eR−/k
−
zR
−eL−/k−zL
)}
.
(34)
To obtain explicit analytical results, let us consider the Casimir force between two parallel, uncharged, infinite plates.
Due to rotational symmetry of the system, the Casimir force must be perpendicular to the surface. In our case dA‖ez,
and we only consider Casimir force in the z direction, which indicates that one only needs keep track of diagonal terms
of G and
−→∇ ×G(r, r′, ω)×←−∇ ′ in calculation. Substitute Green’s tensor into the expression of Casimir force, and one
can obtain
Fc =
~
4π2
∫ ∞
0
dω
∫ ∞
0
dk‖k‖ {OTr {KC}+OTr {KD}}, (35)
where OTr{} stands for anti-diagonal trace, which is defined as the summation of off-diagonal elements. For example,
OTr{S} = S12 + S21 for a 2 × 2 matrix S. In above formula, K is a diagonal matrix, where K11 = k¯z + δkz,
K22 = k¯z − δkz , and K12 = K21 = 0. The diagonal elements K11 and K22 stand for the wave vectors of right-handed
and left-handed photons, respectively. Notably, for the convenience of the following context, we use real frequency
representation of the Casimir force here. Based on the tensor expressions of C and D, the corresponding matrices C
and D can be expressed by the reflection matrices R± and the translation matrices U±, i.e.,
C = U−(l − z)IAR+IAU+IA [I + R−IAU−IAR+IAU+IA + ...] R−IAU−(z)
= IAU˜−(l − z)R+U˜+
[
I + R−U˜−R+U˜+ + ...
]
R−U˜−(z)IA
(36)
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TABLE I. Phase velocities in Faraday materials and optically active materials
phase velocity
chirality propagating direction Faraday materials optically active materials
R
+ k¯z + δkz k¯z + δkz
− k¯z − δkz k¯z + δkz
L
+ k¯z − δkz k¯z − δkz
− k¯z + δkz k¯z − δkz
and
D = U+(z)IAR−IAU−IA [I + R+IAU+IAR−IAU−IA + ...] R+IAU+(l − z)
= IAU˜+(z)R−U˜−
[
I + R+U˜+R−U˜− + ...
]
R+U˜+(l − z)IA,
(37)
where IA is an anti-diagonal unit matrix due to the fact that IA = (eR±, eL±)
T · (eR±, eL±). The new translation
matrix U˜ is defined as U˜± = IAU±IA. With some algebra on matrix and trace manipulation, one can show that
OTr{KC} = Tr{K˜MC(I−MC)−1} and OTr{KD} = Tr{K˜MD(I−MD)−1}, where
MC = R+U˜+R−U˜− (38)
MD = R−U˜−R+U˜+ (39)
and the new K˜ matrix is
K˜ =
(
kz − δkz 0
0 kz + δkz
)
. (40)
Because U± are diagonal matrices, one can verify the following identity:
−i ∂
∂l
Tr
{
R+U˜+R−U˜−
}
= −iTr
{
R+U˜+R−
∂
∂l
U˜−
}
− iTr
{
R−U˜−R+
∂
∂l
U˜+
}
= Tr
{
K˜R+U˜+R−U˜−}+Tr{K˜R−U˜−R+U˜+
}
.
(41)
Then, one can re-express the Casimir force as
Fc = − i~
4π2
∫ ∞
0
dω
∫ ∞
0
dk‖k‖Tr
{
∂
∂l
(
R+U˜+R−U˜−
)(
I− R+U˜+R−U˜−
)−1}
. (42)
From the expression of the chiral Casimir force, we find the chiral Casimir energy Ec using identity Tr ln Oˆ = ln DetOˆ.
The final Casimir energy is
Ec =
~c
8π3
∫ ∞
0
dξ
∫ ∞
−∞
d2k‖ lnDet
(
I− R+U˜+R−U˜−
)
, (43)
where ξ = −iω is the imaginary frequency. This is our announced result for chiral Casimir energy with reflection
matrix R± and translation matrix U˜± defined in chiral basis.
Note that the above derivation is based on optically active (P odd, T even) materials. In the following, we
generalize the result to Faraday (P odd, T odd) materials. In Faraday materials, where the velocity of photons
depend on their propagating directions, the wave vectors in z direction of chiral photons have the following relation,
i.e., k±zR = k
∓
zL = k¯z± δkz. Table I shows the phase velocity difference between Faraday materials and optically active
materials. In this case, the translation matrices in two directions are not equivalent, i.e., U˜+ 6= U˜−. Therefore, the
above derivation does not hold at first sight. However, one can redefine chiral basis by interchange chiral basis in
one direction. For example, one can defined a new set of chiral basis for photons propagating in the left direction,
i.e., e˜L− = eR− and e˜R− = eL−. In the new basis, we denote the new translation matrices in two directions with
symbols U˜′+ and U˜
′
−. It is easy to show that U˜
′
+ = U˜
′
−, where U˜
′
+ = U˜+ and U˜
′
− = IAU˜−IA. However, one should also
note that the introduction of new basis will introduce two additional IA matrices on two sides of translation operator
IAU˜
′
−IA = U˜−. Therefore, the formula of chiral Casimir energy in Eqn. (43) is general for Faraday materials.
Using our general formula, one can immediately obtain the classical results—the Casimir energy between two
11
ideal, uncharged metal plates. In this case, the reflection matrices and translation matrices are rRR = rLL = 0,
rLR = rRL = −1, UAB = UBA =eikz lI. With these reflection matrices and translation matrices, one can obtain the
Casimir force between two ideal metal plates, i.e., E0 = − pi2~c720l3 , where l is the distance between the two plates.
II. Temperature dependence of chiral Casimir force.
Usually, one can obtain the temperature dependence of Casimir energy via the substitution ξ 7→ ξn ≡ 2πn/β and
~
2pi
∫
dξ → 12β
∑∞
n=−∞ in Eqn.(11), where ξn is the Matsubara frequency and β ≡ 1/kBT [4]. Thus, the Casimir
energy per area at finite temperature is given by
Ec(T) =
1
2β
1
(2π)2
∞∑
n=−∞
∫ ∞
−∞
dkxdky ln
[
1 + e−4κl − 2e−2κlcos(2VBl)]
=
1
4πβ
∞∑
n=−∞
∫ ∞
0
k‖dk‖ ln
[
1 + e−4κl − 2e−2κlcos(2VBl)] ,
(44)
where κ =
√
ξ2n + k
2
‖ =
√
ξ2n + k
2
x + k
2
y. In the classical limit, i.e., T→∞, only the n = 0 term domains. In this case,
the Casimir energy is
Ec(T) =
kBT
4π
1
l2
∫ ∞
0
xdx ln
[
1 + e−4x − 2e−2xcos(2V(0)Bl)] . (45)
Notice that we assumed that the dielectric properties of materials A, B and C are not sensitive to the temperature.
In the above calculation, we only kept the zeroth order. If we include the first order, i.e., sum over ξ0 and ξ±1
terms, then, the temperature dependence of Casimir force is not linear any more. One more comment on the classical
limit T → ∞. This limit actually indicates that kBT >> ~ck ∼ ~c/l. For instance, when two plates are separated
about 10µm, the high temperature limit corresponds to T >> 100K. In the following, we numerically calculate the
finite temperature Casimir force. We evaluate the summation up to n = 100, i.e.,
∑∞
n=−∞ ≈
∑100
n=−100, which is
sufficiently accurate for temperature T ≥ 100K at distance l ≥ 1µm. Figure 6 (a) shows the chiral Casimir force at
three different temperatures. As we can see from the figure, both enhanced and oscillating behavior are preserved
at finite temperature. Figure 6 (b) shows the chiral Casimir force at zero mass concentration ρ = 0, i.e., without
chiral material inserted between two plates A & B. The linearized behavior can be understood from Eqn. (45), as the
denominator is l2 instead of l3.
(a) (b)
FIG. 6. Temperature dependence of chiral Casimir force. The force is normalized with the classical Casimir force F0, as
is illustrated in the main text. (a) shows the chiral Casimir force at three different temperature T = 0K (black curve),.
T = 200K (blue curve),.T = 298K (red curve). (b) shows the Casimir force at temperature T = 298K without chiral materials
being inserted. Parameters are set as: ωp = 10
16s−1, γ0 = 2 × 10
6deg dm−1g−1cm3, γ1 = 0deg dm
−1g−1cm3s2. The mass
concentration is set as: ρ = 1 g cm−3 in figure (a) and ρ = 0g cm−3 in figure (b).
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