Two-Particle Self-Consistent method for the multi-orbital Hubbard model by Zantout, Karim et al.
Two-Particle Self-Consistent method for the multi-orbital Hubbard model
Karim Zantout,1, ∗ Steffen Backes,2 and Roser Valent´ı1
1Institut fu¨r Theoretische Physik, Goethe-Universita¨t Frankfurt, 60438 Frankfurt am Main, Germany
2CPHT, CNRS, Institut Polytechnique de Paris, F-91128 Palaiseau, France
One of the most challenging problems in solid state systems is the description of electronic cor-
relations. A paramount minimal model that encodes correlation effects is the Hubbard Hamilto-
nian, which -albeit its simplicity- is exactly solvable only in a few limiting cases and approximate
many-body methods are required for its solution. In this review we present an overview on the
non-perturbative Two-Particle Self-Consistent method (TPSC) which was originally introduced to
describe the electronic properties of the single-band Hubbard model. We introduce here a detailed
derivation of the multi-orbital generalization of TPSC and discuss particular features of the method
on exemplary interacting models in comparison to dynamical mean-field theory results.
I. INTRODUCTION
In strongly correlated electronic systems the develop-
ment of many-body techniques is driven by the fact that
a description of electronic properties in terms of an inde-
pendent electron picture fails. Correlation effects result
in a plethora of fascinating phenomena such as uncon-
ventional superconductivity1–11, Mott metal-to-insulator
transition12–19, non-Fermi liquid behavior20–22, or spin
liquid phases23–29 to mention a few. In many materi-
als, correlations originate from a few partially filled or-
bitals around the Fermi level and, early on, a simplified
low-energy description of those orbitals was proposed in
terms of the Hubbard model13,30,31, which maps the elec-
tronic part of the full Hamiltonian of the interacting sys-
tem onto an effective lattice model. This model is ex-
pected to capture the correlation effects of the original
system but still poses a difficult problem to solve. Thus,
one requires the development of elaborate approximate
many-body methods.
Many promising schemes conceived to describe the
electronic properties of correlated materials start from
an ab-initio-derived effective non-interacting Hamilto-
nian where strong correlation effects are then added
and treated within an approximate many-body method.
Since most recent materials of interest are multi-orbital
systems32–38, an explicit multi-orbital formulation of
many-body techniques is required.
Among the large variety of available many-body meth-
ods, in this review we will focus on the so-called con-
serving approximations in the Baym-Kadanoff sense39,40.
Those methods are thermodynamically consistent, i.e.
thermodynamic expectation values can be obtained as
derivatives of the free energy, and preserve many impor-
tant physical constraints like the Ward identities for the
collective modes and conservation laws for single-particle
properties. Still, they can differ from one another in how
far they fulfill other physical constraints like the Pauli
principle, the Mermin-Wagner theorem or certain sum
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rules. In what follows we shortly review some of these
methods.
A very powerful and successful combination of ab-initio
and many-body techniques is density functional theory
plus dynamical mean field theory (DFT+DMFT)41–43
where DFT provides a reasonable starting point for
the electronic structure of the system and DMFT44–46
introduces a correction to correlation effects in terms
of a dynamical (frequency-dependent) but local self-
energy Σ(ω). Approximating the full momentum- and
frequency-dependent self-energy by a local dynamical
quantity amounts to restricting all correlation effects be-
yond DFT to a single site. While this local approxi-
mation has been very successful in explaining many ex-
perimentally observable properties of strongly correlated
systems46–54, it can be inadequate to describe systems
where non-local correlations become important. This is
the case, for instance, close to a phase transition, or
in phenomena like the pseudo-gap physics in high-Tc
cuprates55–59.
A straightforward way of including non-local corre-
lation effects in the DMFT framework are the clus-
ter DMFT method (CDMFT)46,60–64 or the dynamical
cluster approximation (DCA)61,62,65–69, which explicitly
treat short-range correlations between neighbouring sites
by enlarging the unit cell to comprise multiple atoms of
the same type, but are restricted in spacial resolution due
to the large computational cost.
In general, many full momentum-dependent approxi-
mations that directly operate in the thermodynamic limit
are available, both perturbative and non-perturbative in
different quantities61,70,71. Most straightforward weak-
coupling perturbative expansions in the electron-electron
interaction approximate the one-particle irreducible ver-
tex, i.e. the self-energy Σ. This one-particle vertex de-
scribes the renormalization of an electron due to the
electron-electron interaction in the background of all
other electrons arising from scattering processes. Such
an expansion can also be done in other quantities like
the screened interaction W . This is the case of the
GW approximation72–75 where the Dyson equation re-
lates the unrenormalized single-particle Green’s function
G0 and the single-particle vertex Σ with the renormalized
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2Green’s function G.
Another approach is to expand Σ non-perturbatively
in the interaction, but perturbatively in the locality of
the diagrams70. The DMFT approximation is then the
lowest order term in the sense of locality, since it approxi-
mates the one-particle vertex Σ to be local, but generates
it from a summation of all diagrams that can be obtained
from local propagators.
An alternative procedure is to approximate two- par-
ticle quantities like the irreducible vertex Γ, from which
one-particle quantities can be derived that usually con-
tain a richer structure of correlation effects. On the two-
particle level, the irreducible vertex Γ contains informa-
tion about two-particle scattering processes. Here, the
Bethe-Salpeter equation represents a two-particle ana-
logue of the single-particle Dyson equation, relating two-
particle Green’s functions like the bare and renormal-
ized generalized susceptibilities with the two-particle ir-
reducible vertex76,77. Methods like the Random Phase
Approximation (RPA) or the Fluctuation Exchange Ap-
proximation (FLEX)78–83 sum certain subsets of dia-
grams to approximate the two-particle vertex, while
DΓA70,84,85 approximates the vertex as a dynamical but
local quantity, including all local diagrams. Further
two-particle extensions for the vertex are for example
TRILEX86,87, QUADRILEX88, dual boson89 and dual
fermion techniques89 or GW+DMFT90,91 which use the
local DMFT solution and vertex as a starting point for a
perturbation series to generate non-local diagrams.
In this review we focus on the Two-Particle Self-
Consistent approach (TPSC). This is a method devel-
oped within the Baym-Kadanoff scheme39,40,77 that re-
tains the dynamical and non-local nature of electronic
correlations, while using physical sum rules to obtain
consistent values for all the quantities that are approxi-
mated. As described in Section II, one approximates the
two-particle irreducible vertex Γ, usually depending on
three frequency- and momentum-indices, to be frequency
and momentum independent. The vertex Γ is then de-
termined by requiring the spin and charge susceptibilities
to obey physical summation rules. This is in contrast
to many approaches where the (approximate) irreducible
vertices are obtained by solving complicated Parquet
equations70,71. From the equations of motion derived
for the Green’s function (also called Schwinger-Dyson
equation) the self-energy can then be obtained from the
bare interaction, bare Green’s function, two-particle ir-
reducible vertices and generalized susceptibilities. This
local and static approximation of the vertex Γ in the
two-particle sector results in a non-perturbative, fully
frequency and momentum dependent single-particle self-
energy Σ, which has been shown to be able to describe
many electronic correlation effects including pseudo-gap
physics and superconductivity62,92 as will be discussed in
section III.
In this review we present a detailed derivation of
the extension of the standard single-orbital Two-Particle
Self-Consistent method to the multi-orbital case and dis-
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Figure 1. The Luttinger-Ward functional Φ[G] is by defi-
nition the sum of all closed two-particle irreducible skeleton
diagrams. In the diagrammatic representation the bold lines
correspond to full Green’s functions while the single-wiggled
lines are interaction vertices. In the TPSC approximation one
assumes that all diagrams can be approximated by a diagram
of first order where the interaction vertex is replaced by an
effective irreducible interaction vertex (double-wiggled line).
cuss applications to model systems, as well as bench-
marks with other methods.
II. SINGLE-BAND TPSC METHOD
Before we outline the history of the TPSC method and
present a detailed derivation of the multi-orbital TPSC
we would like to sketch in this section the main ideas of
the single-band TPSC92,93 that is formulated for a Hub-
bard model with on-site interaction U .
Since TPSC is derived within the Baym-Kadanoff
scheme39,40,77, we start with the description of the inter-
acting system in terms of a Luttinger-Ward functional
Φ[G]94–96, which is a scalar functional of the dressed
many-body Green’s function G. Specifically, Φ[G] in-
corporates all closed two-particle irreducible skeleton di-
agrams constructed from G and the on-site interaction
U . In general, however, Φ[G] cannot be evaluated ex-
plicitly but one can approximate it which is the idea of
conserving approximations. In TPSC one assumes that
at intermediate interaction strengths one can absorb the
effect of diagrams of all orders into an effective irreducible
interaction four-point vertex Γ that is local and static and
appears only in the first order diagram (see Fig. 1).
The effective irreducible interaction vertex Γ can be
decomposed into a spin vertex Γsp and a charge vertex
Γch. These two vertices are then determined from the
spin and charge susceptibilities χsp/ch; more specifically
from the so-called local spin and charge sum rules,
χsp(~r = 0, t = 0) = n− 2〈n↑n↓〉 (1)
χch(~r = 0, t = 0) = n+ 2〈n↑n↓〉 − n2 (2)
3where n is the filling and 〈n↑n↓〉 is the double occupa-
tion. The single-band TPSC approach needs an ansatz
for the calculation of the spin vertex Γsp and the double
occupation 〈n↑n↓〉 given by
Γsp =
〈n↑n↓〉
n↑n↓
U.
Having determined the spin and charge vertices Γsp, Γch
one can use the Bethe-Salpeter equation76,77 for the two-
particle Green’s function to compute
χsp = 2χ0/
(
1− χ0Γsp)
χch = 2χ0/
(
1 + χ0Γch
)
where χ0 is the particle-hole bubble diagram −G0 ∗ G0
calculated from the non-interacting Green’s function G0.
By construction, the self-energy Σ is computed from
Σ = δΦ[G]δG which equals some constant in the case of
the TPSC Luttinger-Ward functional. This constant can
be absorbed into the chemical potential and therefore no
single-particle renormalizations take place. In the frame-
work of conserving approximations one can further im-
prove on this result by using the Bethe-Salpeter equation
for the self-energy77,93,
Σ = ΣHF +
U
4
[
χspΓsp + χchΓch
] ∗G0,
where the non-interaction Green’s function G0 appears
instead of the dressed Green’s function G to preserve con-
sistency with the TPSC Luttinger-Ward functional and
where ΣHF is the Hartree-Fock self-energy and ∗ denotes
the convolution. This improvement yields an approxima-
tion that is not conserving in the strict Kadanoff-Baym
sense39,40,77 but still retains conservation laws to a high
degree93.
Additionally, one can further improve the self-energy by
taking crossing symmetry of the two-particle irreducible
vertex Γ into account97 which gives
Σ = ΣHF +
U
8
[
3χspΓsp + χchΓch
] ∗G0.
Finally, one can use the Dyson equation
G−1 = (G0)−1 − Σ
to obtain the full Green’s function G.
III. PREVIOUS FORMULATIONS OF THE
TPSC METHOD
In this section we provide a brief overview on past de-
velopments of TPSC.
Early on, prior to the formulation of the two-particle
self-consistent method, Vilk et al. introduced in 98 a
simple self-consistent way of obtaining approximate spin
and charge susceptibilities of the two-dimensional one-
band Hubbard model without adjustable parameters.
The ansatz was motivated by the local field approxima-
tion99,100. This approach provided comparable results to
quantum Monte Carlo simulations at weak to intermedi-
ate coupling strength and respected the Mermin-Wagner
theorem that prohibits in two dimensions a spontaneous
breaking of the SO(3) spin symmetry at finite temper-
ature. A few advantages of this ansatz, which are also
present in the TPSC equations, are the inclusion of short-
range quantum fluctuations and finite temperature ef-
fects and the ability to reproduce Kanamori-Brueckner
(KB) screening, which describes the reduction of the bare
interaction in the spin channel 31. First applications to
the single-band Hubbard model far from van Hove singu-
larities revealed valuable insights into the spin and charge
fluctuations98,101–103.
The first complete formulation of single-band TPSC
was introduced in 104 and a very extensive and thorough
presentation of it can be found in 92, 93, and 105.
The TPSC method was developed with the aim of
fulfilling essential physical properties such as the Pauli
principle, which is, for instance, violated by the FLEX
approximation, and conservation laws of the spin and
charge susceptibilities, like χsp/ch(q = 0, iqn) = 0 for
qn 6= 0, which are also not fulfilled in the FLEX approx-
imation. Actually, TPSC not only fulfills the Mermin-
Wagner theorem and local spin and charge sum rules ex-
actly, but it also satisfies Luttinger’s theorem and the
f-sum rule to a high degree. Extensions of TPSC includ-
ing the transversal particle-hole channel contributions to
the electronic self-energy97,105 preserve also the crossing
symmetry of the irreducible four-point vertex Γ, while
obeying spin rotational invariance.
The single-band TPSC method has been successfully
applied to a multitude of physical phenomena described
by the single-band Hubbard model93,104,106–111. For in-
stance, mostly in the framework of high-Tc cuprate su-
perconductors, studies on the precursor antiferromag-
netic bands, the pseudogap phase, superconducting tran-
sition temperatures, spectral and dynamical proper-
ties112–120 and extent of quantum criticality121,122 pro-
vided further insight on these materials and model sys-
tems.
However, TPSC fails to be a good approximation in
the strong-coupling regime where the frequency and mo-
mentum dependence of the irreducible four-point vertex
Γ becomes important while the TPSC vertex is, by con-
struction, constant. The method is therefore not able
to describe Hubbard satellites, but only precursors of
antiferromagnetic bands and pseudogaps93. Only very
recently, the so-called TPSC+ approach was introduced
in 71 where effective frequency-dependent vertex correc-
tions were included in the TPSC equations to improve
the results in the intermediate coupling regime.
The efficiency and reliability of TPSC has been dis-
cussed in comparison to a few other approximations like
paramagnon and perturbation theories123, the dynami-
4cal cluster approximation113 and the FLEX approxima-
tion124. For more detailed comparisons of TPSC to other
many-body method we point to70,71. In this context, in
Ref. 125 a measure of the self-energy dispersion was de-
fined emphasizing the role of local versus non-local cor-
relations taking as reference TPSC versus DMFT cal-
culations. Based on this concept, non-local correlation
effects on topological properties in the Haldane-Hubbard
model126 and the bilayer ”twistronic“ 1T-TaSe2
127 have
recently been investigated.
The single-band TPSC has been also applied to the
attractive Hubbard model, where spin and charge fluctu-
ations are replaced by pairing fluctuations. The general
scheme of the derivation remains identical, and the con-
serving and respective single- and two-particle properties
are retained128–132. The testing ground for this TPSC
implementation was found in underdoped cuprates, with
a focus on the interplay between superconductivity and
pseudogap physics129,133 and good agreement to QMC
data in the weak to intermediate coupling regime was
reported133.
Further extension of TPSC included the effect of
nearest-neighbour interactions V in the extended single-
band Hubbard model134 and the effect of pair- correla-
tion functions derivatives which had been neglected so
far135,136.This formulation yields not only good agree-
ment with QMC when V is small, but also in the limit
where charge fluctuations are the main contribution, in
contrast to FLEX and mean-field calculations.
Extensions to multi-site TPSC were introduced in
Ref. 137 and applied to study the semimetal to antifer-
romagnetic phase transition on a honeycomb lattice137
and, the metal to superconducting transition in organic
superconductors138–140.
The first extension of TPSC to a multi-orbital formu-
lation was introduced by Miyahara et al.141 where su-
perconducting critical temperatures and gap symmetries
with additional comparisons to RPA and FLEX were per-
formed for high-Tc superconductors.
The authors of this review introduced in 142 an al-
ternative multi-orbital formulation of TPSC that is pre-
sented in the next section. An extended study143 on a
larger class of iron-based superconductors focussed on a
comparison of multi-orbital TPSC with FLEX and RPA
and underlined the importance of non-local effects in
those materials.
IV. DERIVATION OF MULTI-ORBITAL TPSC
In this section we present a detailed derivation of multi-
orbital TPSC142. We want to formulate an approxi-
mation to solve the multi-orbital Hubbard Hamiltonian
that does not violate conservation laws. We start from
the Luttinger-Ward functional94,95 and apply approxi-
mations on the four-point vertex as in Fig. 1. In a con-
serving approximation one restricts all possible closed
skeleton two-particle diagrams, i.e. diagrams that con-
tain fully dressed Green’s functions without explicit self-
energy lines, to a subset of diagrams. From functional
differentiation it is then possible to compute a self-energy
that is consistent with the chosen set of skeleton dia-
grams. If the chosen subset of diagrams leads to conver-
gent series with a physical solution, one can be sure to
have a conserving approximation in the Baym-Kadanoff
sense.
A. Definitions
The full Hamiltonian that is considered in this work is
given by
H =
∑
α,β,i,j,σ
(
t
~Ri−~Rj
αβ − µ0δi,jδα,β
)
c†α,σ(~Ri)cβ,σ(~Rj)
+
1
2
∑
α,β,i,σ
Uαβnα,σ(~Ri)nβ,−σ(~Ri)
+
1
2
∑
α,β,i,σ
α 6=β
(Uαβ − Jαβ)nα,σ(~Ri)nβ,σ(~Ri)
−1
2
∑
α,β,i,σ
α 6=β
Jαβ
(
c†α,σ(~Ri)cα,−σ(~Ri)c
†
β,−σ(~Ri)cβ,σ(~Ri)
+ c†α,σ(~Ri)cβ,−σ(~Ri)c
†
α,−σ(~Ri)cβ,σ(~Ri)
)
, (3)
where t
~Ri−~Rj
αβ are all hoppings concerning orbitals α and
β that are connected by lattice vectors ~Ri − ~Rj and
we dropped the spin index since we assume a param-
agnetic state without breaking of time-reversal symme-
try. Uαβ denote the onsite orbital-dependent Hubbard
interactions and Jαβ are the onsite inter-orbital Hund’s
couplings. The operator cα,σ(~Ri, τ) destroys an electron
with spin σ in the α-orbital at unit cell position ~Ri at
the imaginary time τ and c†β,σ(~Rj , τ
′) creates an electron
with spin σ in the β-orbital at unit cell position ~Rj at τ
′
and nα,σ(~Ri, τ) := c
†
α,σ(~Ri, τ)cα,σ(~Ri, τ). Note that we
dropped the time dependence of the Hamilton operator
since it is not explicitly time dependent.
We define the multi-orbital Green’s function for a lattice
system as
Gµν,σ(~Ri, τ ; ~Rj , τ
′) := −〈Tτ cµ,σ(~Ri, τ)c†ν,σ(~Rj , τ ′)〉. (4)
Due to space-time translational invariance we can
rewrite
Gµν,σ(~Ri, τ ; ~Rj , τ
′) = Gµν,σ(~Ri − ~Rj , τ − τ ′; 0, 0)
=: Gµν,σ(~Ri − ~Rj , τ − τ ′).
Taking advantage of the spatial translational invariance
we Fourier transform the expression above to get the
Green’s function in reciprocal space Gµν,σ(~k, τ − τ ′),
5where ~k is a reciprocal lattice vector. Furthermore,
one can use the anti-periodicity of the Green’s function
Gµν,σ(~k, τ) in imaginary time τ with period β˜ :=
1
kBT
,
Gµν,σ(~k, τ) = −Gµν,σ(~k, τ − β˜) ∀τ ∈ (0, β˜), (5)
to define the Matsubara Green’s function
Gµν,σ(~k, iωn) :=
∫ β˜
0
eiωnτGµν,σ(~k, τ)dτ
Gµν,σ(~k, τ) =
1
β˜
∞∑
n=−∞
e−iωnτGµν,σ(~k, iωn), (6)
where the fermionic Matsubara frequencies are defined
by ωn :=
(2n+1)pi
β˜
.
The kinetic part of the Hamilton operator
Hkinαβ (
~Ri, ~Rj) =
(
t
~Ri−~Rj
αβ − µ0δ~Ri, ~Rjδα,β
)
c†α(~Ri)cβ(~Rj)
=
∑
~k,~k′
(
t
~Ri−~Rj
αβ − µ0δ~Ri, ~Rjδα,β
)
·
· e−i~k ~Ric†α(~k)ei~k
′ ~Rjcβ(
~k′) (7)
can be diagonalized via a Fourier transformation which
leads to a set of eigenvectors ab(~k) and corresponding
eigenvalues ξb(~k), where b is the numeration index (band
index), i.e.
hkin(~k) =
[
a1(~k) · · · aNorb(~k)
]ξ1(
~k)
. . .
ξNorb(
~k)
 ·
·
[
a1(~k) · · · aNorb(~k)
]†
, (8)
where Norb is the number of orbitals and
Hkinαβ (
~k) = c†α(~k)h
kin
αβ (
~k)cβ(
~k). (9)
Thus, the non-interacting Matsubara Green’s function
reads (
G0
)
µν
(~k, iωn) =
[
iωnI− hkin(~k)
]−1
µν
. (10)
From the Matsubara Green’s function we can calculate
the filling n via
n =
1
β˜NorbN~k
lim
τ→0−
∑
µ
∑
~k,σ
∞∑
n=−∞
e−iωnτGµµ,σ(~k, iωn).
(11)
To abbreviate the notation we introduce the following
convention for space-time vectors and functions:
(~R1, τ1) := (1)
f(~R1, τ1) := f(1)
f(~R1 − ~R2, τ1 − τ2) := f(1− 2) (12)
We define the multi-orbital non-interacting susceptibility
as
χ0λµνξ(1− 2) := −G0µξ(1− 2)G0νλ(2− 1)
χ0λµνξ(~q, iqm) = −
kBT
N~k
∑
~k,iωn
G0νλ(
~k, iωn)G
0
µξ(
~k + ~q, iωn+m),
(13)
where we define bosonic Matsubara frequencies qn :=
2pin/β˜. The non-interacting susceptibilities are 4-index-
tensors. We have dropped the spin index since the non-
interacting Hamiltonian is spin-rotational invariant.
B. Functional Derivative Approach for the
longitudinal channel in the multi-orbital Hubbard
model
In order to be able to include the orbital-dependent
interactions Uµν , Jµν in the preceding formalism one in-
troduces an artificial scalar field φµν,σ(1) that depends
on the orbitals µ, ν and the position and imaginary time
coordinate 1 (see Eqs. (12)) as developed by Kadanoff
and Baym in 39 and 40.
This field is supposed to couple to the field operators of
equal spin (longitudinal channel) like in the generalized
partition function in the grand canonical ensemble
Z[φ] = tr
[
e−β˜HTτe
− ∑
µν,σ
∫
d(1)c†µ,σ(1)φµν,σ(1)cν,σ(1)
]
=:
〈
Tτe
−c†µ¯,σ¯(1¯)φµ¯ν¯,σ¯(1¯)cν¯,σ¯(1¯)
〉
=: 〈TτS[φ]〉 , (14)
where we have introduced a short-hand notation for in-
tegrations and summation, i.e. symbols with a bar are
summed or integrated over. Such a coupling that leads to
spin and charge fluctuations in the particle-hole channel
only are the most important modes in the repulsive Hub-
bard model97,105. Although an inclusion of the transver-
sal channel (φ couples to opposite spins) leads also quan-
tum fluctuations we have not considered it here (see sec-
tion VI).
Obviously, one can recover the usual physics by setting
the field φ to zero. The advantages of such a field become
visible in the following steps.
First, a generalized Green’s function Gσ(1, 2; [φ]) =:
Gσ(1, 2)φ can be defined as
Gµλ,σ(1, 2)φ := −
δ lnZ[φ]
δφλµ,σ(2, 1)
= −
〈
TτS[φ]cµ,σ(1)c
†
λ,σ(2)
〉
Z[φ]
=: −
〈
cµ,σ(1)c
†
λ,σ(2)
〉
φ
. (15)
6Let us also consider a higher-order derivative with respect
to the field φ
δGµλ,σ(1, 2)φ
δφξν,σ′(3, 4)
∣∣∣∣∣
φ=0
=
=
〈
cµ,σ(1)c
†
λ,σ(2)c
†
ξ,σ′(3)cν,σ′(4)
〉
+Gµλ,σ(1, 2)Gνξ,σ′(4, 3).
(16)
This expression will be an important ingredient in the
formulation of a self-consistency.
1. The self-energy and Dyson equation
In this framework the self-energy Σ can be defined im-
plicitly via
Σαβ¯,σ(1, 3¯)φGβ¯γ,σ(3¯, 2)φ =
−
∑
β
Uβα
〈
nβ,−σ(1
+)cα,σ(1)c
†
γ,σ(2)
〉
φ
−
∑
β
β 6=α
(Uβα − Jβα)
〈
nβ,σ(1
+)cα,σ(1)c
†
γ,σ(2)
〉
φ
+
∑
β
β 6=α
Jβα
(〈
c†β,−σ(1
+)cβ,σ(1)cα,−σ(1)c
†
γ,σ(2)
〉
φ
+
〈
c†α,−σ(1
++)cβ,σ(1
+)cβ,−σ(1)c
†
γ,σ(2)
〉
φ
)
(17)
and leads to the Dyson equation
(
G−1
)
νξ,σ
(1, 2)φ =
[(
G0
)−1]
νξ
(1, 2)
− φνξ,σ(1, 2)− Σνξ,σ(1, 2)φ. (18)
2. A self-consistent formulation for δG
δφ
So far, we only have an implicit equation for the self-
energy (Eq. (17)) but the right-hand side of the equation
is already known from Eq. (16) and, therefore, we can
rewrite
Σαβ¯,σ(1, 3¯)Gβ¯γ,σ(3¯, 2) =
−
∑
β
Uβα·
·
(
δGαγ,σ(1, 2)φ
δφββ,−σ(1++, 1+)
∣∣∣∣
φ=0
−Gββ,−σ(1, 1+)Gαγ,σ(1, 2)
)
−
∑
β
β 6=α
(Uβα − Jβα)·
·
(
δGαγ,σ(1, 2)φ
δφββ,σ(1++, 1+)
∣∣∣∣
φ=0
−Gββ,σ(1, 1+)Gαγ,σ(1, 2)
)
−
∑
β
β 6=α
Jβα·
·
[(
δGβγ,σ(1, 2)φ
δφβα,−σ(1+, 1++)
∣∣∣∣
φ=0
−Gβγ,σ(1, 2)Gαβ,−σ(1+, 1)
)
+
(
δGβγ,σ(1
+, 2)φ
δφαβ,−σ(1++, 1)
∣∣∣∣
φ=0
−Gβγ,σ(1, 2)Gβα,−σ(1, 1+)
)]
,
(19)
where the notation 1+ and 1++ is used to make the
expression well-defined: The ordering of the operators
within the functions is defined via τ++1 > τ
+
1 > τ1 with
infinitesimal small differences between them.
The difficult part now is to evaluate the variational
differentiation on the right-hand side of equation (19)
which can be further simplified with the Bethe-Salpeter
equation
δGµλ,σ(1, 6)φ
δφξν,σ′(4, 5)
=Gµξ,σ(1, 4)φGνλ,σ(5, 6)φδσ,σ′
+Gµβ¯,σ(1, 3¯)φ
δΣ
β¯γ¯,σ
(3¯, 2¯)φ
δG
ρ¯λ¯,σ′′
(7¯, 8¯)φ
δG
ρ¯λ¯,σ′′
(7¯, 8¯)φ
δφξν,σ′(4, 5)
Gγ¯λ,σ(2¯, 6)φ.
(20)
Before we do this we show the relationship between
δG/δφ and spin and charge susceptibilities.
C. Spin and charge susceptibilities
We define the charge susceptibility as the linear re-
sponse to charge fluctuations
χchλµνξ(1, 2) :=〈Tτnµλ(1)nνξ(2)〉 − 〈nµλ(1)〉〈nνξ(2)〉,
(21)
where we also defined a generalized density operator
nαβ(1) := nαβ,↑(1) + nαβ,↓(1) (22)
nαβ,σ(1) := c
†
β,σ(1
+)cα,σ(1) (23)
7and we find sum rules that are called local charge sum
rules in the paramagnetic phase,
kBT
N~q
∑
q
χchµµµµ(q) =nµ + 2〈nµ,↑nµ,↓〉 − n2µ
kBT
N~q
∑
q
χchµµνν(q) =2〈nµ,↑nν,↑〉+ 2〈nµ,↑nν,↓〉 − nµnν
kBT
N~q
∑
q
χchµνµν(q) =
1
2
(nµ + nν)− 4〈nµ,↑nν,↑〉
+ 2〈nµ,↑nν,↓〉 − nνµnµν , for µ 6= ν,
(24)
where the expectation values can be calculated from the
Green’s function:
〈nαβ,σ〉 = lim
τ→0−
Gαβ,σ(0, τ)
=
1
β˜N~k
lim
τ→0−
∑
~k
∑
n∈Z
e−iωnτGαβ,σ(~k, iωn) (25)
Those equalities can be directly proven from the defini-
tion (Eq. (21)) and the Pauli principle. The importance
of those strictly valid equations for TPSC will be ex-
plained later. If we take a closer look at Eq. (16) we can
identify
−
∑
σσ′
δGµλ,σ(1, 1
+)φ
δφνξ,σ′(2+, 2)
∣∣∣∣
φ=0
= χchλµξν(1, 2) (26)
and therefore we define a generalized three-point charge
susceptibility
χchλµξν(1, 3; 2) := −
∑
σσ′
δGµλ,σ(1, 3)φ
δφνξ,σ′(2+, 2)
∣∣∣∣
φ=0
(27)
that reproduces the previously defined charge suscepti-
bility (Eq. (21)) in the limit 3→ 1+.
This can be further evaluated with the self-consistent
equation for δGδφ (Eq. (20)) and leads to
χchλµξν(1, 3; 2)
=− 2Gµν,σ(1, 2+)φGξλ,σ(2, 3)φ
+Gµβ¯,σ(1, 4¯)φΓ
ch
γ¯β¯λ¯ρ¯(4¯, 5¯; 6¯, 7¯)χ
ch
λ¯ρ¯ξν(6¯, 7¯; 2)Gγ¯λ,σ(5¯, 3)φ,
(28)
where we have defined the (irreducible) charge vertex
Γchγβλρ(4, 5; 6, 7) :=
∑
σ
δΣβγ,σ(4, 5)φ
δGρλ,↑(6, 7)φ
∣∣∣∣
φ=0
. (29)
Similarly, the spin susceptibilities are defined as the
linear response of spin fluctuations from
~Sαβ(1) :=(c
†
α,↑(1) c
†
α,↓(1)) · ~σ · (cβ,↑(1) cβ,↓(1))T (30)
S±αβ(1) :=S
x
αβ(1)± iSyαβ(1) =
{
c†α↑(1)cβ↓(1) ,+
c†α↓(1)cβ↑(1) ,−
,
(31)
where ~σ = (σx, σy, σz)
T denotes the vector of Pauli ma-
trices. The spin susceptibility is then defined as the linear
response
χspλµνξ(1, 2) :=4〈TτSzλµ(1)Szξν(2)〉 − 4〈Szλµ(1)〉〈Szξν(2)〉
=2〈Tτ c†λ,↑(1)cµ,↑(1)c†ξ,↑(2)cν,↑(2)〉
− 2〈Tτ c†λ,↓(1)cµ,↓(1)c†ξ,↑(2)cν,↑(2)〉 (32)
and
χsp,±λµνξ(1, 2) :=4〈TτS+λµ(1)S−ξν(2)〉 = 2χspλµνξ(1, 2). (33)
This definitions allow together with the Pauli principle
and the fluctuation-dissipation theorem already to find
important equalities
kBT
N~q
∑
q
χspαααα(q) =2〈nα,↑〉 − 2〈nα,↑nα,↓〉 (34)
kBT
N~q
∑
q
χspααββ(q) =2〈nα,↑nβ,↑〉 − 2〈nα,↑nβ,↓〉, α 6= β
(35)
kBT
N~q
∑
q
χspαβαβ(q) =〈nα,↑〉+ 〈nβ,↑〉 − 2〈nα,↑nβ,↓〉 (36)
that hold strictly and are called local spin sum rules. We
define the generalized spin susceptiblity
χspλµξν(1, 3; 2)
:=−
∑
σσ′
σσ′
δGµλ,σ(1, 3)φ
δφνξ,σ′(2+, 2)
∣∣∣∣
φ=0
=− 2Gµν,σ(1, 2)Gξλ,σ(2, 3)
−Gµβ¯,σ(1, 4¯)Γspγ¯β¯λ¯ρ¯(4¯, 5¯; 6¯, 7¯)χ
sp
λ¯ρ¯ξν
(6¯, 7¯; 2)Gγ¯λ,σ(5¯, 3),
(37)
where we have identified ↑≡ 1, ↓≡ −1 and defined the
(irreducible) spin vertex
Γspγβλρ(4, 5; 6, 7) :=
∑
σ
σ
δΣβγ,σ(4, 5)φ
δGρλ,↓(6, 7)φ
∣∣∣∣
φ=0
. (38)
8D. Self-energy and susceptibilities
Now, all equations can be put together to derive the
self-energy as a function of the generalized three-point
spin and charge susceptibilities. Starting from the im-
plicit equation for the self-energy (Eq. (19)) and multi-
plying with
(
G−1
)
γ¯δ,σ
(2¯, 2) results in
Σαδ,σ(1, 2) = −
∑
β
Uβα
[
−1
4
(
χchγ¯αββ(1, 3¯; 1)− χspγ¯αββ(1, 3¯; 1)
) (
G−1
)
γ¯δ,σ
(3¯, 2)− nβ,−σ(1)δα,δδ(1− 2)
]
−
∑
β
β 6=α
(Uβα − Jβα)
[
−1
4
(
χchγ¯αββ(1, 3¯; 1) + χ
sp
γ¯αββ(1, 3¯; 1)
) (
G−1
)
γ¯δ,σ
(3¯, 2)− nβ,σ(1)δα,δδ(1− 2)
]
−
∑
β
β 6=α
Jβα
[
−1
4
(
χchγ¯βαβ(1, 3¯; 1)− χspγ¯βαβ(1, 3¯; 1)
) (
G−1
)
γ¯δ,σ
(3¯, 2)− nαβ,−σ(1)δβ,δδ(1− 2)
+ −1
4
(
χchγ¯ββα(1, 3¯; 1)− χspγ¯ββα(1, 3¯; 1)
) (
G−1
)
γ¯δ,σ
(3¯, 2)− nβα,−σ(1)δβ,γδ(1− 2)
]
. (39)
We make now use of the equations of motion for the
three-point susceptibilities (Eqs. (37), (28)) and drop the
φ subscript to reduce notation. This yields to an expres-
sion of the self-energy in terms of three-point susceptibil-
ities, four point irreducible spin and charge vertices and
full Green’s functions, namely
Σαδ,σ(1, 2)
=
∑
β
Uβαnβ,−σ(1)δα,δ +
∑
β 6=α
(Uβα − Jβα) (nβ,σ(1)δα,δ − nαδ,σ(1)δβ,δ) + Jδα(nαδ,−σ(1) + nδα,−σ(1))(1− δα,δ))
 δ(1− 2)
+
1
4
∑
γ,β
Gγβ(1, 3¯)
(
Γchδβ¯δ¯(3¯, 2; 7¯, 8¯)χ
ch
¯δ¯λ¯ρ¯(7¯, 8¯; 1)Γ
ch,0
λ¯ρ¯αγ
+ Γsp
δβ¯δ¯
(3¯, 2; 7¯, 8¯)χsp
¯δ¯λ¯ρ¯
(7¯, 8¯; 1)Γsp,0
λ¯ρ¯αγ
)
, (40)
where we have defined
Γch,0αβγδ =

Uαα α = β = γ = δ
2Uαγ − Jαγ α = β 6= γ = δ
Jαβ α = γ 6= β = δ
Jαβ α = δ 6= β = γ
0 else
(41)
and
Γsp,0αβγδ =

Uαα α = β = γ = δ
Jαγ α = β 6= γ = δ
Jαβ α = γ 6= β = δ
Jαβ α = δ 6= β = γ
0 else
. (42)
1. The vertices Γsp/ch,0: Differences between RPA and
TPSC
Comparing the interaction vertices with RPA re-
sults144 we see a difference in the non-interacting vertices
Γch,0,RPAαβγδ =

Uαα α = β = γ = δ
2Uαγ − Jαγ α = β 6= γ = δ
−Uαβ + 2Jαβ α = γ 6= β = δ
Jαβ α = δ 6= β = γ
0 else
(43)
9and
Γsp,0,RPAαβγδ =

Uαα α = β = γ = δ
Jαγ α = β 6= γ = δ
Uαβ α = γ 6= β = δ
Jαβ α = δ 6= β = γ
0 else
. (44)
This is because in RPA the spin and charge vertices δΣδG
are calculated while discarding every higher order contri-
bution in eq. (19), i.e. terms that go with the suscepti-
bilities.
E. The multi-orbital Two-Particle Self-Consistent
approach
So far, all expressions derived are exact and the ap-
proximations to determine Σ and χsp/ch are made in this
section. Analogous to the single-orbital TPSC93 and fol-
lowing the functional derivative formalism94,95 we assume
that the Legendre transform exists for the free energy
F [φ] = −T lnZ[φ] to generate the so-called Kadanoff-
Baym functional Ω[G] = F [φ] − tr(φG). The explicit
form of the Kadanoff-Baym functional can be constructed
from the Dyson equation and we encounter the so-called
Luttinger Ward functional Φ[G] which is a functional of
the fully dressed single-particle Green’s function G. It
is the sum of all closed two-particle irreducible skeleton
diagrams that can be constructed from G and the on-site
interactions U, J . The first and second order functional
derivatives of Φ[G] are related to the single-particle self-
energy Σ and the irreducible vertex function Γ, respec-
tively
Σ =
δ
δG
Φ[G], (45)
Γ =
δΣ
δG
=
δ2
δG2
Φ[G]. (46)
Any approximation to the Luttinger-Ward functional
that consists of a diagrammatic truncation by taking only
a certain convergent subset of diagrams into account can
be shown to be conserving in the Baym-Kadanoff sense.
The most simple example is the Hartree-Fock approxi-
mation, which only includes the first-order diagrams con-
tributing to the Luttinger-Ward functional (see Fig. 1 top
line). The well-known FLEX approximation consists of
taking a subset of diagrams that can be summed via the
geometrical series78,80. Another widely used approxima-
tion is the dynamical mean-field approximation, which
approximates the Luttinger-Ward functional by taking
into account only diagrams generated from local propa-
gators Φ[G] ≈ Φ[Gloc] summed up to all orders by solving
a local impurity model.
In our multi-orbital TPSC formulation we proceed as
in the classical TPSC93 approach where the Luttinger-
Ward functional is approximated by Φ = GΓG where Γ
is static and local. In the same fashion as in the single-
orbital case this leads to a constant self-energy Σ(1, 2) =
Γn(1)δ(1−2) and local and static (but orbital-dependent)
spin and charge vertices
Γ
sp/ch
αβγδ (1, 2; 3, 4) = Γ
sp/ch
αβγδ δ(1− 3)δ(2− 4)δ(1− 2). (47)
The TPSC self-energy is closely related to the Hartree-
Fock self-energy but with a renormalized effective inter-
action Γ. This is very different to the Hartree-Fock ap-
proximation, which equates Γ with the bare interactions
U, J while in TPSC we a priori do not impose a limita-
tion on the value of Γ.
The constant self-energy contribution can be assumed
to be already included in the input from density func-
tional theory. To further improve the self-energy within
TPSC one reinserts the bare Green’s function into the
self-energy equation Eq. (40). This gives an improved
self-energy where the collective modes enter while keep-
ing the level of appoximation, i.e. susceptibilities are
computed from G0 and the input Green’s function for
the self-energy is also G0. This can be motivated by the
fact that collective modes influence single-particle prop-
erties but the opposite effect is much smaller.
Obviously, as argued in the single-band TPSC93 one has
to keep all equations at this level of iteration, i.e. single-
shot calculations, since reiterating the susceptibilities or
self-energy with the full Green’s function would not only
violate the local spin and charge sum rules but also be in
contradiction to the assumption of static and local irre-
ducible vertices Γsp/ch. Since we use input from DFT we
assume that the static Hartree-Fock terms are already ac-
counted for and therefore we drop them in the self-energy
expression of Eq. (40). Thus, equation (40)) and equa-
tion. (47) lead to the final expression for the self-energy,
Σαδ,σ(1, 2) =
1
4
∑
γ,β
G0γβ(1, 2)×
×
(
Γchδβ¯δ¯χ
ch
¯δ¯λ¯ρ¯(2, 1)Γ
ch,0
λ¯ρ¯αγ
+ Γsp
δβ¯δ¯
χch¯δ¯λ¯ρ¯(2, 1)Γ
sp,0
λ¯ρ¯αγ
)
.
(48)
A simple Fourier transformation leads
Σαδ,σ(k) =
T
4N~q
∑
q
[
ΓchχchΓch,0 + ΓspχspΓsp,0
]
δβ¯αγ¯
(q)×
×G0γ¯β¯(k + q). (49)
The resulting self-energy has the shape from paramagnon
theories and allows for interpretations where the cou-
pling to bosonic modes in the spin and charge channel
is dressed with renormalized vertices due to higher order
correlation functions. Since the derivation of the self-
energy was done only in the longitudinal channel the
four-point vertex Γ does not fulfill crossing symmetry
(see also Sec. VI).
We continue with the susceptibilities (Eqs. (37), (28))
by inserting the TPSC spin and charge vertices from
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Eq. (47) which simplifies the expressions to
χspλµξν(1, 1
+; 2) =2χ0λµξν(1, 2) + Γ
sp
γ¯β¯λ¯ρ¯
χsp
λ¯ρ¯ξν
(3¯, 2)χ0λµγ¯β¯(1, 3¯)
(50)
and thus
2χ0λµξν(1, 2) =
(
δλ,λ¯δµ,ρ¯ − χ0λµγ¯β¯(1, 3¯)Γspγ¯β¯λ¯ρ¯
)
χsp
λ¯ρ¯ξν
(3¯, 2).
(51)
By taking advantage of the index combination (αβγδ)→
(αβ), (γ, δ) to reduce tensor equations to matrix equa-
tions we get after Fourier transformation
χspλµξν(q) = [1− χ0Γsp]−1λµλ¯ρ¯2χ0λ¯ρ¯ξν(q). (52)
Analogously, the equation in the charge channel is
χchλµξν(q) = [1 + χ
0Γch]
−1
λµλ¯ρ¯
2χ0λ¯ρ¯ξν(q). (53)
The high-frequency behavior of the self-energy can
be calculated via the local spin and charge sum rules
but does not coincide with the exact high frequency
result145,146. The reason lies within the constant vertices
Γsp/ch since a proper tail can only occur if the interac-
tion vertices renormalize to the bare interaction in the
high-frequency limit93.
F. Ansatz equations for the irreducible vertices
So far, we only described how a local and static four-
point vertex can simplify. In this subsection we explain
how to determine its value.
1. The spin vertex
In order to determine the renormalized vertices Γsp we
will make use of the local spin sum rules (Eqs. (34), (35)
and 36). Unfortunately, these sum rules also include un-
knowns, namely the double occupations 〈nµ,σnν,σ′〉 and
the system of equations is therefore under-determined.
Therefore, we need more information to fix both the dou-
ble occupations and the vertex Γsp.
The simplest ansatz is to do a Hartree-Fock decoupling
for the right-hand side of ΣG (Eq. (17)) for each expecta-
tion value and write a prefactor A,B in front to recover
the result for equal time/position evaluation, i.e. 2→ 1:
Σαβ¯,σ(1, 3¯)Gβ¯γ,σ(3¯, 2)
=−
∑
β
Uβα
〈
nβ,−σ(1+)cα,σ(1)c†γ,σ(2)
〉
−
∑
β
β 6=α
1
2
(Uβα − Jβα)
〈
nβ,σ(1
+)cα,σ(1)c
†
γ,σ(2)
〉
+
∑
β
β 6=α
Jβα
(〈
c†β,−σ(1
+)cβ,σ(1)cα,−σ(1)c†γ,σ(2)
〉
+
〈
c†α,−σ(1
++)cβ,σ(1
+)cβ,−σ(1)c†γ,σ(2)
〉)
HF≈ Aσαnα,−σ(1)Gαγ,σ(1, 2)
+
∑
β,σ′
β 6=α
Bσ
′σ
βα nβ,σ′(1)Gαγ,σ(1, 2). (54)
To recover now the original result for equal time/position
we set
Aσα = Uαα
〈nα,σnα,−σ〉
〈nα,σ〉〈nα,−σ〉
Bσσβα = (Uβα − Jβα)
〈nβ,σnα,σ〉
〈nβ,σ〉〈nα,σ〉 , β 6= α
Bσ−σβα = Uβα
〈nβ,σnα,−σ〉
〈nβ,σ〉〈nα,−σ〉 , β 6= α. (55)
In principle, one would have to determine the occupations
〈nα,σ〉 from the interacting system but we use the occu-
pations of the non-interacting system and assume that
those are close to the occupations of the interacting sys-
tem. For the cases we have tested this is a rather good ap-
proximation and consistent with the idea of single-band
TPSC that spin and charge fluctuations are effectively
calculated from the bare Green’s function. It was shown
in the original single-band TPSC that such an ansatz can
be also motivated from the local-field approach for the
electron gas and reproduces Kanamori-Bruecker screen-
ing98. Substituting A, B back into the ansatz equation
(Eq. (54)) and multiplying with
(
G−1
)
γ¯ν
(2¯, 2) we get
Σαν,σ(1, 2) ≈ Aσνnα,−σ(1)δα,νδ(1− 2)
+
∑
β,σ′
β 6=ν
Bσ
′σ
βν nβ,σ′(1)δα,νδ(1− 2). (56)
To get now the renormalized vertices we perform the
functional derivatives from Eq. (38). This leads to the
ansatz
Γspγβλρ(1, 2; 3, 4)
= Aσβδβ,ρδβ,λδβ,γδ(1− 3)δ(1+ − 4)δ(1− 2)
+B↑↓ρβ(1− δρ,β)δλ,ρδβ,γδ(1− 3)δ(1+ − 4)δ(1− 2)
−B↓↓ρβ(1− δρ,β)δλ,ρδβ,γδ(1− 3)δ(1+ − 4)δ(1− 2). (57)
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Thus, equation (57) together with the local spin sum
rules gives us a set of equations to uniquely determine
the spin vertex Γsp. Moreover, we set Γspµννµ = Γ
sp
µνµν =
Γspµµνν due to the symmetry of Γ
sp,0 (Eq. (42)). Note, that
the ansatz fails for J = 0 since in that case the ansatz for
Γspµµνν renormalizes to zero and we end up with a non-
interacting double-occupancy 〈nµnν〉 = 〈nµ〉〈nν〉 for all
values of U .
Alternatively, one could use 〈nµ,σnν,σ′〉 as an input from
some other method like quantum Monte Carlo and solve
the equations of the spin and charge sum rules directly
(Eq. (24),(35),(36)).
Since the ansatz equations in (55) are not particle-hole
symmetric we enforce this by symmetrizing those expres-
sions,
Aσµ =Uµµ
1
2
( 〈nµ,σnµ,−σ〉
〈nµ,σ〉〈nµ,−σ〉+
+
〈(1− nµ,σ)(1− nµ,−σ)〉
〈(1− nµ,σ)〉〈(1− nµ,−σ)〉
)
Bσσαµ
α6=µ
= (Uαµ − Jαµ) 1
2
( 〈nα,σnµ,σ〉
〈nα,σ〉〈nµ,σ〉+
+
〈(1− nα,σ)(1− nµ,σ)〉
〈(1− nα,σ)〉〈(1− nµ,σ)〉
)
Bσ−σαµ
α6=µ
= Uαµ
1
2
( 〈nα,σnµ,−σ〉
〈nα,σ〉〈nµ,−σ〉+
+
〈(1− nα,σ)(1− nµ,−σ)〉
〈(1− nα,σ)〉〈(1− nµ,−σ)〉
)
. (58)
This enforcement of particle-hole symmetry is only one
way to deal with the breaking of particle-hole symmetry
in Eq. (57). Alternatively, one can do a particle-hole
transformation in the case of electron doping and keep
Eq. (57) in the case of hole doping as explained in93.
2. The charge vertex
In addition to the remarks on the self-energy tail at the
end of section IV E the value of Γchµµνν , µ 6= ν, might be
negative in TPSC if one would enforce the local charge
sum rules without further constraints, since it allows for
positive =Σ(iωn) which is unphysical and gives e.g. neg-
ative spectral weight.
To avoid this we restrict the elements Γchµµνν , µ 6= ν to
be positive. Consequently, we optimize the charge sum
rules (Eq. (24)) by minimizing the difference between
right-hand and left-hand side while keeping the charge
vertex Γch positive. This yields to small errors in the
local charge sum rules as is discussed in section V.
G. Internal accuracy check
The TPSC approach provides an internal accuracy
check by combining the equation that relates the prod-
uct of the self-energy and Green’s function (Eq. (17) )
to correlation functions that we obtained from the local
spin and charge sum rules. Evaluating the left-hand side
of eq. (17) at equal orbital and time/position we get
Σβα¯,σ(1, 2¯)Gα¯β,σ(2¯, 1)
=
∑
α
Uαβ〈nα,−σnβ,σ〉+
∑
α
α6=β
(Uαβ − Jαβ)〈nα,σnβ,σ〉
−
∑
α
α6=β
Jαβ(〈nα,σnβ,σ〉 − 〈nα,−σnβ,σ〉)−
∑
q,α
α6=β
Jαβ
2
T
N
χspβααβ(q),
(59)
In the case of TPSC this equation is fulfilled for G = G0
since the self-energy is from a single shot approach93 but
in our multi-orbital case where the charge vertex cannot
be calculated to fulfill the charge sum rules exactly we
will also see a small deviation here (see sec. V).
V. APPLICATIONS TO A MODEL SYSTEM
In this section we present calculations on the two-
orbital Hubbard model on the square lattice with nearest-
neighbor hopping t in order to show some general features
of the method and point out where the limitations are.
The interaction matrices Uµν , Jµν are in Hubbard-
Kanamori form31 and are thus derived from the interac-
tion values U, J , i.e. Uµν = U if µ = ν and Uµν = U −2J
else while Jµν = J .
All presented results are calculated at kBT/t = 0.5 and
half filling if not mentioned differently.
First, we present the double occupancy 〈nµ,σnν,σ′〉
in Fig. 2 where TPSC results are compared to DMFT.
Fig. 2(a) shows that the double occupations 〈nµ,σnµ,−σ〉
decrease when increasing the interaction values U, J as
expected from the local on-site interactions. This effect
is further enhanced by enlarging the Hund’s coupling
J which favors equal spin states in different orbitals.
Moreover, in Fig. 2(b) and (c) the double occupations
〈nµ,σnν,σ′〉 drop by increasing U/t when σ 6= σ′. This
effect is again due to the on-site repulsion that penalizes
double occupation. On the other hand, the equal spin
double occupation 〈nµ,σnν,σ〉 increases with U/t and is
thus enhanced by increasing the Hund’s coupling J . This
is the counterpart to the decrease in 〈nµ,σnν,−σ〉. The
results between both methods are comparable, except
at large U/J (see Fig. 2(b) and (c)). Specifically, while
DMFT shows a drop in the equal spin double occupation
〈nµ,σnν,σ〉 at low U and J it is always enhanced com-
pared to the noninteracting value 0.25 in TPSC. Since
this drop in DMFT occurs at small values of the Hund’s
coupling we conclude that the tendency to form a high-
spin configuration is not yet dominating over the direct
intraorbital interaction U ′ ≈ U in the itinerant phase.
As U , and correspondingly J , is increased, the system
becomes more localized and a high spin state developes,
as evident by the subsequent increase in 〈nµ,σnν,σ〉. This
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Figure 2. Double occupations 〈nµ,σnν,σ′〉 shown as functions of U/t calculated with TPSC and DMFT. We left out redundant
double occupations that can be determined either by the ones shown or by the Pauli principle. (a) The double occupations
〈nµ,σnµ,−σ〉 show the expected behavior when increasing the interaction values U, J , namely they drop and this is enhanced
by enlarging J . TPSC and DMFT results are comparable. In (b) and (c) inter-orbital double occupations 〈nµ,σnν,σ′〉 are
shown. Similar to (a) the opposite-spin double occupation gets suppressed with U/t while the equal-spin double occupation
increases; an effect that is again enhanced by increasing the Hund’s coupling J . TPSC and DMFT obtain a qualitatively similar
behaviour, with good agreement in the same-orbital double occupation, which is suppressed by increasing interaction strength.
For different orbitals the effect of the Hund’s coupling of favoring a high-spin configuration becomes evident, but with increased
deviation between TPSC and DMFT. We attribute this difference to the Hartree-Fock-like decoupling in the ansatz equations
for the spin vertex (see Eq. (54)) in TPSC.
effect is not captured in TPSC, which we attribute to the
Hartree-Fock-like decoupling in the ansatz equations for
the spin vertex (see Eq. (54)).
Next, we investigate the renormalized interaction
matrices in the spin and charge channel Γsp and Γch.
We start with Γsp since it is determined first in the
TPSC procedure. Note that under the constraint of
intermediate interaction values U/t and J/t to ensure
numerical stability, it is always possible to find Γsp such
that the local spin sum rules (Eqs. (34), (35) and (36))
can be fulfilled exactly. The spin vertex Γsp is shown in
Fig. 3. Similar to single-orbital TPSC, Fig. 3 shows the
Kanamori-Brueckner screening, namely the saturation of
the spin vertex Γsp with increasing U/t. The screening
of Γspµµµµ is stronger (compare U/J = 3 and U/J = 6) if
the Hund’s coupling is larger while the opposite is true
for Γspµµνν , µ 6= ν. This can be understood from the fact
that larger Hund’s coupling favors double occupation
of equal spins in different orbitals (see Fig. 2) while it
suppresses double occupation of opposite spins in the
same orbital. This effect reduces the screening (see
Eq. (57)) in Γspµµνν if µ = ν and suppresses the screening
if µ = ν.
Having obtained the spin vertex Γsp and the double
occupations 〈nµ,σnν,σ′〉 the next step in the TPSC
procedure is to determine the charge vertex from the
local charge sum rules (Eqs. (24)). Unfortunately, it is
hard to calculate Γch from the local charge sum rules
and this might have several reasons as we will elucidate
in the following discussion.
 0
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 0  0.5  1  1.5  2  2.5  3  3.5  4
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Γsp0011/t
Γs
p / t
U/t
Figure 3. The matrix elements of the spin vertex Γsp are
shown in dependence of U/t where only non-zero matrix ele-
ments are shown. Moreover, we do not show Γspµνµν = Γ
sp
µννµ
because they are equal to Γspµµνν , µ 6= ν. As is in single-
orbital TPSC, the (Kanamori-Brueckner) screening, i.e. the
saturation of the spin vertex with increasing U/t, is observed.
Further, it is evident that larger Hund’s couplings suppress
the matrix elements Γspµµµµ while the opposite is the case for
Γspµµνν , µ 6= ν.
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We first consider an unconstrained numerical solution of
the local charge sum rules and show the obtained results
as open symbols – those are mostly overlapping the same
filled symbol – in Fig. 4. The unconstrained calculations
have two important issues in the cases of large Hund’s
coupling J and in the case of large Hubbard interactions
U . In the first case we observe that Γchµνµν , µ 6= ν,
has the tendency of strong divergence which makes the
TPSC procedure numerically unstable. One has to pay
attention to this fact and treat such cases with great
care. On the other hand Fig. 4 (b)-(d) shows that for
lower J/U values the matrix element Γchµµνν , ν 6= µ,
has the tendency to go to negative values. This gives a
negative contribution to the spectral function A(~k, ω)
and must be avoided.
To do this, one imposes numerically the constraint
of positive solutions and computes Γch such that the
difference between left-hand and right-hand side of
equations (24) is minimal.
The result of this restricted charge vertex calculation is
shown as filled symbols in Fig. 4. As one can see this has
in general only an effect if U/t is large and J/U is small.
In the other cases the unconstrained determination of
Γch gives purely non-negative results – except for the
point at U/t = 3.8, 4.0 in Fig. 4(a) which is due to
the divergence of Γch0101. Moreover, Fig. 4 shows that
the effect of the restriction has a small impact on the
other matrix elements, namely Γch0101 and Γ
ch
0000. As in
Ref. 141 we also find that in the cases of small Hund’s
coupling J compared to U the matrix element Γch0011 is
small compared to the other matrix elements and this
further corroborates the procedure to set those matrix
elements to zero.
Finally, we remark the general tendency of the charge
vertex to diverge as a function of increasing U/t. This is
– as in the single-orbital case – a precursor effect of the
Mott transition that localizes charges and thus destroys
charge fluctuations.
Since the restriction to positive matrix elements of Γch
will necessarily lead to an error in the local charge sum
rule it is worth to take a look at this error. The rel-
ative error of the local charge sum rule is defined as
the sum of differences between right-hand side and left-
hand side of the equations (24) divided by the respec-
tive right-hand sides. Those errors are shown in Fig. 5.
Clearly, the plot shows that for small interactions U/t
the constrained and unconstrained determination yield
the same (non-negative) Γch that fulfills the local charge
sum rules exactly. On the one hand, if the Hubbard in-
teraction is large compared to the hopping amplitude t
and to the Hund’s coupling J , large deviations appear
that rise close to 50%. The largest deviations, as can be
already guessed from Fig. 4, happen where the restric-
tion induces largest differences, namely Γchµµνν , µ 6= ν
and therefore the largest deviations appear in the µµνν-
charge sum rule. This also explains the jump in the error
at U/t = 2.6 where Γchµµνν changes sign and the local
charge sum rules cannot be fulfilled anymore. The fact
that even the unconstrained solutions for Γch can lead to
an error of up to 15% as for U/J = 3 at U/t = 3.8, 4 is
due to the numerical instability of the diverging charge
vertex.
Although these numbers seem rather discomforting one
has to keep in mind that they only occur at large in-
teraction values U/t and in those regions it is the spin
susceptibility that dominates the contribution in the self-
energy equation (49). One can therefore expect to obtain
a self-energy that is still qualitatively and even quantita-
tively accurate as long as the original assumption of this
method, namely that Γsp/ch are constant, is still a good
approximation.
To conclude the discussion of the spin and charge ver-
tices Γsp/ch, it is worthwhile to investigate the degree of
local spin and charge sum rules’ violation if one does not
renormalize the spin and charge vertex, i.e. taking the
RPA values from Eqs. (44) and (43). Since the sum rules
(Eqs. (24), (34), 35 and 36) all depend on double occupa-
tions that are in principle another unknown, we look at
the sum of charge and spin sum rules in the case where
all indices are equal, i.e.
T
N
∑
~q,iqn
(
χsp + χch
)
µµµµ
(~q, iqn) = 2nµ − n2µ = 1, (60)
where we have used that our calculations are at half fill-
ing, nµ = 1.
The result of the comparison is shown in Fig. 6. TPSC
fulfills the equal orbital sum rule by construction up to
the largest values of U/t considered. At U/t > 2.6 a small
deviation becomes visible which is due to the fact that in
this regime one has to restrict Γch which leads to small
deviations in all local charge sum rules and consequently
also in the equal orbital sum rule (Eq. 60). On the other
hand, this same calculation once more shows that the
largest deviations due to the constrained determination
of Γch happen in the µµνν- sum rule where µ 6= ν which
is not part of the equal orbital sum rule and therefore the
error is still very small compared to the ones presented
in Fig. 5.
Nonetheless, Fig. 6 demonstrates that no renormalization
of the spin and charge vertex (RPA) can lead to strong
violation of the equal orbital sum rule and therefore to a
violation of the Pauli principle. It was shown in Ref. 93
that this deviation is quadratic when the interaction pa-
rameters are small and we reproduce the same result in
the multi-orbital case.
Next, we consider the results of the self-energy where
we have picked kBT/t = 0.03 and n = 0.4 for all calcu-
lations. For all the following results the deviation from
left-hand to right-hand side of the internal accuracy check
equation (59) was always lower than 2.5% for both G and
G0.
For U/t = 2.5 and U/J = 4 the spin fluctuations in the
system are already large and the momentum-dependence
of the self-energy leads to strongest suppression of quasi-
particle spectral weight Z(~k) at the hot spots where the
14
 0
 10
 20
 30
 40
 50
 0  0.5  1  1.5  2  2.5  3  3.5  4
U/J=3 
Γch0101/t
Γch0000/t
Γch0011/t
(a)
Γc
h / t
U/t
-10
 0
 10
 20
 30
 40
 0  0.5  1  1.5  2  2.5  3  3.5  4
U/J=4 
Γch0101/t
Γch0000/t
Γch0011/t
(b)
Γc
h / t
U/t
-5
 0
 5
 10
 15
 20
 0  0.5  1  1.5  2  2.5  3  3.5  4
U/J=5 
Γch0101/t
Γch0000/t
Γch0011/t
(c)
Γc
h / t
U/t
-5
 0
 5
 10
 15
 0  0.5  1  1.5  2  2.5  3  3.5  4
U/J=6 
Γch0101/t
Γch0000/t
Γch0011/t
(d)
Γc
h / t
U/t
Figure 4. The matrix elements of the charge vertex Γch are shown in dependence of U/t. Redundant matrix elements that can
be determined by the ones shown in the figure were left out. (a) to (d) show the same function for U/J = 3, 4, 5, 6 respectively.
The open symbols that are mostly overlapped by their filled counterparts represent the solution for the charge vertex Γch
without restriction while the filled symbols show the result when Γch is restricted to positive matrix elements. (a) and (b) show
that for large Hund’s coupling J/U the matrix element Γch0101 diverges and makes the algorithm possibly numerically unstable.
On the other hand for small Hund’s coupling the matrix element Γch0011 has the tendency to converge to negative solutions which
contribute to a negative spectral function A(~k, ω) that is unphysical. Therefore, we restrict Γch to positive matrix elements and
minimize the difference between right-hand side and left-hand side of the local charge sum rule equations (Eqs. 24). The results
for this constrained calculations are the filled symbols. The general tendency of the charge vertex is similar to the single-orbital
TPSC with a diverging behavior which is a precursor effect of the Mott transition.
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Figure 5. The relative error in the charge sum rules for a
constrained determination of Γch is shown in dependence of
U/t. In the case of small interaction values U/t, Γch can be
determined such that the local charge sum rules are fulfilled
exactly. Only in the cases of large Hubbard interaction U/t
in combination with small Hund’s coupling to Hubbard inter-
action ratio J/U we observe deviations up to 50% or in the
case where Γchµµνν undergoes a sign change (see Fig. 4) a clear
jump in the error happens at U/t = 2.6.
number drops down to 0.75 (see Fig. 7). To compare
the momentum dependent quasi-particle spectral weight
Z(~k) to the momentum independent result of DMFT we
go into the local limit of TPSC by replacing Σ(~k, iωn)
by its momentum average Σ(iωn) :=
1
N
∑
~k Σ(
~k, iωn).
The result of this comparison of quasi-particle weights
of TPSC and DMFT is shown in Fig. 8. Moreover, we
compared the self-energy for U/t = 2.5 and U/J = 4 of
DMFT and the local limit of TPSC in Fig. 9. We observe
that the momentum averaged TPSC and DMFT are in
good agreement and show the same qualitative trend.
The largest discrepancy is in the imaginary part of the
self-energy at large Matsubara frequencies ωn which is
due to the fact that the renormalized spin and charge
vertices Γsp, Γch do not rescale to the bare values – since
the vertices are constant – to give the right constant in
the 1/iωn expansion of the self-energy.
VI. SUMMARY AND OUTLOOK
We presented the multi-orbital extension of the Two-
Particle Self-Consistent approach that was originally for-
mulated by Vilk and Tremblay93 for the single-orbital
case. This approach is able to enforce physical properties
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Figure 6. The value of the equal orbital sum rule (Eq. (60))
as a function of U/t for different values of U/J is presented
for RPA (open symbols) and TPSC (filled symbols). TPSC
by construction fulfills the equal orbital sum rule except for
the case of large U/t where the restriction of Γch leads to
small deviations. On the other hand, RPA starts to violate
the sum rule already at small interaction values U/t until it
reaches the magnetic instability at around U/t ≈ 2.2.
of the system such as the Pauli principle, the Kanamori-
Brueckner screening, the Mermin-Wagner theorem and
many conservation laws that are inherent to conserving
approximations. Moreover, deviations can occur by in-
creasing the interaction strength U/t since by construc-
tion one considers the spin and charge vertices Γsp, Γch to
be orbital-dependent constants and this is not compatible
with all local charge and spin sum rules (see Eqs. (24)),
(34), (35), and (36)).
Although this constraint leads to deviations of up to 50%
in the local charge sum rules, the latter has usually a
small effect on the self-energy since the spin fluctuations
are the major contributions in Hubbard models. There-
fore, all self-energy calculations in this review showed a
deviation in the internal accuracy equation (59) of at
most 1.5%. Most importantly for the self-energy calcula-
tions we saw that indeed the quasi-particle weight Z(~k)
shows momentum dependence where the strongest sup-
pression of spectral weight occurs close to the X and Y
point.
TPSC is therefore a close relative of conserving approxi-
mations that not only respects the Pauli principle and the
tr(ΣG) sum rule to high degree but does also not violate
the Mermin-Wagner theorem. Moreover, due to the con-
volution expressions (Eqs. (13) and (49)) it is very fast
to perform TPSC calculations via Fast Fourier Transform
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Figure 7. Quasi-particle spectral weight Z(kx, ky) for U/t =
2.87 and U/J = 4, n = 0.4 and kBT/t = 0.03. The quasi-
particle weight shows a strong momentum dependence where
the minima are located along in the vicinity of the four hot
spots along the lines kx = 0 and ky = 0 lines. Z was obtained
by linear extrapolation of the imaginary part of Σ(k, iωn) to
iωn = 0. In black we show the Fermi surface of the system.
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text for definition). TPSC and DMFT agree well in the pa-
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Figure 9. Real and imaginary part of the local limit of the
self-energy Σ(iωn) from TPSC and DMFT. Except for the
large ωn-limit of the imaginary part of the self-energy TPSC
and DMFT agree well. This discrepancy is due to the missing
frequency dependencies of the spin and charge vertices Γsp
and Γch.
and the convolution theorem. In addition, new numerical
techniques were developed to further improve numerical
efficiency147,148. The method provides momemtum- and
frequency-dependent self-energies in the regime of weak
to intermediate coupling strength and was successfully
applied to multi-band high-Tc superconductors141–143.
As for future work it might be interesting to ex-
tend multi-orbital TPSC to study further neighbor in-
teractions as was already done for the single-orbital
TPSC134–136 or superconductivity as was already started
in 141. From the method point of view it would be also
worthwhile to incorporate at least some kind of frequency
dependence to the spin and charge vertices Γsp, Γch to
be able to fulfill the local spin and charge sum rules to a
higher degree and get the right high frequency behavior
of the imaginary part of the self-energy. This would also
improve the method in the sense that Hubbard physics
would be visible.
Moreover, one could include self-energy contributions
from the transversal channel like in 97 and 105 which
was found numerically to improve on the tail of the self-
energy. Unfortunately, the form of Γsp,0 does not have
the simple form of equation (42) and one cannot straight-
forwardly set Γspµµνν = Γ
sp
µνµν = Γ
sp
µννµ as we did for the
longitudinal channel. This also means that there are not
enough local spin sum rules and ansatz equations to de-
termine Γsp.
Alternatively, it may be worthwhile to use double oc-
cupations from precise methods and calculate Γsp from
17
the local spin sum rules without need of an ansatz equa-
tion. This procedure was already suggested and used in
the single-orbital case in 112.
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