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Abstract
Developable materials are ubiquitous in design and manufacturing. Unfortunately, general-purpose modeling tools are not suited
to modeling 3D objects composed of developable parts. We propose an interactive tool to model such objects from a photograph.
Users of our system load a single picture of the object they wish to model, which they annotate to indicate silhouettes and part
boundaries. Assuming that the object is symmetric, we also ask users to provide a few annotations of symmetric correspondences.
The object is then automatically reconstructed in 3D. At the core of our method is an algorithm to infer the 2D projection of
rulings of a developable surface from the traced silhouettes and boundaries. We impose that the surface normal is constant along
each ruling, which is a necessary property for the surface to be developable. We complement these developability constraints with
symmetry constraints to lift the curve network in 3D. In addition to a 3D model, we output 2D patterns enabling to fabricate real
prototypes of the object on the photo. This makes our method well suited for reverse engineering products made of leather, bent
cardboard or metal sheets.
Keywords: single-view 3D reconstruction, image-based modeling, sketch-based modeling, developable surfaces
1. Introduction
A developable surface is a surface that can be unfolded
onto a plane without stretching or tearing. Developable ma-
terials such as paper, cardboard, metal sheets, cloth or leather
are extensively used in the design of industrial products, from
Chinese lanterns, furniture, ship hulls and architecture to many
fashion items. Despite multiple fields of application, model-
ing and editing developable surfaces in 3D is a complex prob-
lem, for which standard interactive modeling frameworks do
not hold. In this work we investigate a new way to create piece-
wise developable surfaces, namely reverse engineering them
from annotated photographs.
Single-view reconstruction of 3D shapes is an ill-posed prob-
lem, as a 2D picture can represent an infinite number of differ-
ent 3D surfaces. Given annotated contours, prior work managed
to address this problem in a few specific cases by complement-
ing the minimization of re-projection error with specific geo-
metric constraints. These constraints include parallelism and
orthogonality [17], exact mirror-symmetry [5], or orthogonality
of cross-sections in the case of industrial design sketches [33].
In this work, we contribute to this line of research by introduc-
ing a new constraint, tailored to developability conditions.
Our work builds on a specific property of developable sur-
faces that was never used, to our best knowledge, for inferring
3D from a single sketch or annotated photo. Developable sur-
faces are ruled surfaces with a constant tangent plane (i.e. con-
stant normal) along each ruling. Starting from this property,
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Figure 1: Given an annotated line drawing traced over the photograph of a
piecewise-developable object (top green rows) , our method produces a 3D
model of the visible parts of the object, and of some of the occluded parts
inferred by symmetry. Our method guarantees developability of the model, as
shown by the flattened patterns (bottom blue rows).
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we show that the silhouette of a developable surface is neces-
sarily composed of straight segments aligned with the rulings.
Building on these observations, our key idea is to propagate rul-
ings from the object silhouettes towards the interior of surface
patches, and to constrain the end-points of surface segments
along each ruling to share the same normal in 3D.
Used alone, developability constraints would not be suffi-
cient to infer 3D, since many developable surfaces share the
same 2D projection. We therefore complement piece-wise de-
velopability with a global symmetry assumption, which is jus-
tified in practice by the fact that many objects around us are
designed to be symmetric. Leveraging symmetry also allows us
to recover some – although not all – occluded parts of the ob-
ject from a single image. Note that our method is fully formu-
lated using linear constraints, which contrasts with approaches
that require non-linear orthogonality constraints between con-
tour curves [17, 33].
We have integrated our algorithm into a sketch-based mod-
eling system where users annotate silhouettes and symmetries
over a photograph of the object they wish to reconstruct. Trac-
ing over a photograph allows inexperienced users to quickly
model common objects. In contrast, drawing an imaginary de-
velopable surface without guidance would require much more
expertise, especially to respect the counter-intuitive property
that the silhouette of a smooth developable surface is composed
of straight segments.
In summary, our contributions are:
1. An end-to-end system to reverse-engineer piecewise de-
velopable objects from a single annotated photograph;
2. A method to infer the 2D projection of rulings over a de-
velopable surface from its silhouette (Section 5);
3. A new linear energy term for encouraging the developa-
bility of a 3D surface reconstructed from the projection
of its rulings (Section 6);
We validate our method by reconstructing a variety of piecewise-
developable objects from photographs, such as furniture, fash-
ion items, or tents.
2. Related work
A number of methods have been proposed to create 3D ob-
jects from drawings and annotated images, as detailed in vari-
ous surveys [20, 7]. Here we focus on single-image optimization-
based methods, to which we contribute by leveraging geometric
properties of developable surfaces.
Single-image reconstruction of line drawings. Reconstructing
a 3D object from a single drawing is a severely under-constrained
problem because each point of the drawing may correspond
to an arbitrary 3D point along a viewing ray [1]. A popu-
lar approach to single-image reconstruction consists in com-
plementing a re-projection error with various geometric con-
straints on the lines of the drawing. Such constraints are typ-
ically expressed as energy terms in an optimization that bal-
ances all concurrent goals. One of the first such algorithms
was proposed by Lipson and Shpitalni [17], who focus on poly-
hedral shapes on which they impose parallelism, orthogonal-
ity, planarity and symmetry constraints. This algorithm forms
the basis of many subsequent systems, enabling rapid proto-
typing with finite-element simulation [29], in-context model-
ing of furniture [16], and 3D reconstruction of complex mod-
els composed of multiple parts [34]. However, the constraints
used by these methods restrict them to objects dominated by
flat, orthogonal faces. Schmidt et al. [24] lift this restriction
by reconstructing polyhedral shapes that serve as scaffolds to
model curved surfaces, mimicking a traditional drawing tech-
nique used by professional designers. Similarly, Shao et al. [25]
and Xu et al. [33] derive an orthogonality constraint from cross-
section lines that designers draw to convey curvature directions
on smooth surfaces. Iarussi et al. [11] also exploit cross-section
lines to propagate curvature directions to all pixels of a design
sketch, from which they deduce surface normals.
We complement these approaches by proposing a new geo-
metric constraint specific to developable surfaces. Similarly to
Iarussi et al. [11], our constraint acts on the surface orientation
along lines of minimal curvature. However, we propagate this
constraint from the silhouettes of the shape, which alleviates
the need for adopting professional drawing techniques such as
scaffolds and cross-sections. In addition, our constraint is lin-
ear and as much easier to solve than non-linear orthogonality
constraints. However, our developability constraint alone is not
sufficient to lift a drawing to 3D. We thus complement it with
a global symmetry constraint, similar in spirit to the work of
Cordier et al. [5] and Öztireli et al. [21].
Our approach is also related to image-based modeling sys-
tems that allow users to create 3D shapes from one or a few
photographs of a real-world object. Many systems reduce am-
biguity by assuming that users model parametric shapes, such
as polyhedrons with few parameters [8] and generalized cylin-
ders [4]. An alternative is to build shape priors from large col-
lections of 3D models [10]. In contrast, we focus on leverag-
ing generic geometric constraints rather than low-dimensional
parametric models and data-driven priors.
Modeling developable surfaces. Developable surfaces are ubiq-
uitous in design, architecture and fashion, which has motivated
the development of dedicated modeling systems. While early
method for modeling 3D garment from sketches did not con-
sider developability constraints [30], more recent works take
as input an existing 3D model and deform it to achieve de-
velopability [32], or approximate it with developable panels
[18, 14, 28, 19]. Alternatively, lofting methods find developable
surfaces that interpolate 3D boundary curves [9, 23]. In con-
trast, our input is a network of 2D curves traced over a pic-
ture and we exploit properties of developable surfaces to lift the
drawing to 3D while ensuring that the output model is devel-
opable. Closer to our work is SketchingFolds [12], a sketch-
based modeling system that reconstructs fashion items from
sketches drawn from two orthogonal viewing directions. The
two views serve to compute an initial 3D reconstruction using
visual hull, which is then optimized to satisfy surface orienta-
tion constraints along contour lines while maintaining devel-
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opability. In contrast, our method is capable of inferring 3D
from a single input image, and uses developability as a mean to
infer 3D information rather than as a post-process optimization.
Another notable difference is that we target surfaces composed
of rigid materials (paper, cardboard, wood, metal) rather than
soft materials with folds.
Similarly to Pérez & Suárez [22], we achieve developabil-
ity by imposing that the tangent plane is constant along each
ruling. However, while they minimize the warp angle, i.e. the
angle between the normals at each ruling extremity, we obtain
a linear constraint by enforcing that adjacent rulings of the sur-
face form planar quads. Our approach is inspired by planar
quad meshes as introduced by Liu et al. [18], although the pla-
narity constraint they use is non-linear.
Our approach is also inspired by the work of Ulupinar and
Nevatia [31], who reconstruct developable quad patches from
2D contours by assuming that two opposite sides of a patch
correspond to rulings, while the two other sides correspond to
cross-sections orthogonal to the rulings. They additionally ex-
ploit the symmetry of such patches to propagate rulings and
cross-sections inside the patch to obtain multiple orthogonality
constraints. Our approach differs in the way we identify and
propagate rulings over more general patches, and in how we
constrain surface orientation along the rulings with a linear en-
ergy term. In addition, our optimization acts over a complete
curve network rather than on isolated surface patches.
3. Background on developable surfaces
Smooth C2 developable surfaces are well studied in differ-
ential geometry [3]. They are special ruled surfaces, which can
be unfolded into the plane without any distortion. Let X(u, v) =
(1 − v) A(u) + v B(u) be the parameterization of a ruled surface
generated by two boundary curves A(u) and B(u), called direc-
trices. The line passing through A(u) and B(u) for any param-
eter value u is called a ruling. Developable surfaces are ruled
surfaces with the same tangent plane at all points along a rul-
ing, i.e. the surface normal vectors are constant along a ruling.
Developability is thus equivalent to the planarity property
{A, B, A + Ȧ, B + Ḃ} are coplanar for all u, (1)
where Ȧ denotes the derivative dA/du.
Figure 2: Developable surface and a ruling projecting onto a straight silhouette.
C2-continuous developable surfaces have the interesting pro-
perty that their 2D silhouettes are straight segments correspond-
ing to the 2D projection of rulings. Our system exploits this key
property to compute the projected rulings of surface patches ad-
jacent to annotated straight silhouettes.
We propose a short derivation of this property. Let us first
define a silhouette as the set of points of a surface S with nor-
mal n orthogonal to the view direction d [1]. Note that using
this definition, silhouettes do not include borders (ie. bound-
aries of a trimmed surface). The 2D silhouette is obtained by
projection of this set of points to the image plane. We only con-
sider visible silhouettes in the remainder of the paper as we do
not expect the user to annotate occluded ones.
Let us consider a point p on a silhouette of a C2 developable
surface (see Figure 2). By definition, as point of a developable
surface belongs to some ruling with a constant normal vector
along it. Moreover, as a point of a silhouette, the normal vec-
tor at p is orthogonal to the viewing direction d. Therefore,
all points along the ruling have a normal vector orthogonal to
d. This makes the ruling being a silhouette and the silhouette
being a straight line. As a consequence, all silhouettes of a
developable surface are necessarily rulings. Since the rulings
are straight lines, their projections form 2D lines in the image
plane.
This property is a special case of Koenderink’s theorem [15],
which states that the sign of curvature of the silhouette is the
same as the sign of the Gaussian curvature of the underlying
surface. Since developable surfaces have zero Gaussian cur-
vature, their silhouettes have zero curvature. To be fully com-
plete, we further show in Appendix A that the only configura-
tion under which a developable surface can yield a non-straight
silhouette is when the silhouette is confounded with the sur-
face boundary, such as when a cylinder is viewed from a view-
point aligned with its axis of revolution. In our context, we
assume that the object is not photographed from such an acci-
dental viewpoint.
Figure 3: Illustration of the annotations provided by the user.
4. Overview of our system
Our system takes as input a photograph of a developable ob-
ject, on which the user traces 2D Bézier curves (piecewise cubic
C1 Bézier splines) to delimit surface patches. We also ask users
a few annotations, illustrated in Figure 3. We use color to distin-
guish between silhouettes (orange), as defined in Section 3, and
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Figure 4: Overview of our approach. (1) Our system takes as input a photograph where the user has traced the object silhouette and the surface patch boundaries.
We also ask users to annotate a global symmetry plane and to indicate symmetric curves. (2) We analyze these annotations to register symmetric curves and to
propagate rulings from the silhouettes towards the interior of the surface patches. The detected symmetric points and rulings provide us with geometric constraints
on the 3D curves, which we express as linear terms in an optimization. (3) Solving this optimization produces a 3D curve network, which we subsequently surface
with developable patches. (4,5) These curves are used as boundaries to generate a piecewise developable mesh of the object
other patch boundaries (blue). We also support limited occlu-
sion by letting users indicate 2D intersections that should not
be enforced in 3D (purple disks). The other annotations help us
exploit symmetry. The user specifies a global symmetry plane
by tracing two vectors that represent an orthogonal frame in
that plane (cyan lines), and two symmetric points (red squares),
which form a third vector orthogonal to the two other ones. Fi-
nally, the user indicates each pair of symmetric curves as well
as self-symmetric curves. While automatic methods have been
proposed to detect global symmetry automatically [5, 21], we
found that these annotations are easy to provide while greatly
simplifying subsequent analysis. We additionally assume that
the photograph is approximately orthographic and taken from
an informative viewpoint with little foreshortening.
Figure 4 illustrates the main steps of our method. The first
stage of our pipeline analyzes the user annotations (Figure 3) to
compute constraints on the 3D interpretation of the curves. We
first identify surface patches by extracting the minimal cycles of
the curve network (Figure 5). We then generate rulings inside
each patch partly delimited by a silhouette curve, by building
on our observation that the silhouettes of a developable surface
are straight lines aligned with rulings. Finally, we find point to
point correspondences between each pair of symmetric curves.
The output of the analysis stage is a 2D set of rulings and
a set of 2D pairs of symmetric points, see Figure 4-(2). The
second stage of our approach aims at lifting the contour curves
in 3D (Figure 4-(3)), which we achieve by constraining their
control points to satisfy the detected symmetries while yielding
a constant surface normal along rulings. We express these sym-
metry and developability constraints as linear terms in a func-
tion to optimize. This function is complemented by terms ex-
pressing the minimization of re-projection errors and foreshort-
ening, enabling us to improve robustness to sketch inaccuracies
and perspective distortions.
The last stage of our approach generates a developable tri-
angle mesh for each surface patch, see Figure 4-(4). We simply
generate two triangles for each pair of consecutive rulings for
the patches partly delimited by silhouette segments. We resort
to a more involved surface optimization process [2] for the other
patches.
5. 2D curve analysis and rulings extraction
The first stage of our method analyses the input 2D curves
and annotations to identify the surface patches, generate their
rulings, and build correspondences between symmetric curves.
Figure 5: Extraction of 2D patches. Top: input sketch with silhouettes in red
and boundaries in blue. Bottom: Different colors are used for the different 2D
patch.
5.1. Extracting 2D patches
The input to our method is a network of Bézier curves that
represent the object smooth silhouettes, sharp boundaries, or in-
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terior seams. We automatically detect intersections between the
traced curves and resample them to obtain C1 piecewise cubic
curves with endpoints at intersections. The number of Bézier
segments per curve depends on the desired accuracy. We then
extract the minimal cycles of this curve network, each cycle rep-
resenting a surface patch, see Figure 5 for an example. To do
so, we represent the curve network as a graph where the nodes
correspond to curve intersections and the edges to curve seg-
ments between the intersections. We detect all possible cycles
in this graph, and reject any cycle that contains another cycle.
5.2. Extracting rulings
As noted in Section 3, the smooth silhouette of a devel-
opable surface forms straight line segments aligned with the
projected rulings. We now exploit this property to extract rul-
ings over all 2D patches bounded by a silhouette segment.
Our algorithm starts from the straight silhouette segment
and propagates it along its adjacent curve segments, as illus-
trated in Figure 6. Similarly to Ulupinar and Nevatia [31],
we guide this propagation by making the additional assump-
tion that the surface patch is a straight generalized cone cut by
two parallel planes, although we do not require these planes to
be perpendicular to the cone axis. Under this assumption, the
tangents of the two curves that intersect each ruling are parallel
in 3D. We further assume an orthographic projection, so these
tangents are also supposed to be parallel in 2D.
Given the above assumptions, our goal is to form rulings by
matching pairs of points along the two curves adjacent to the
silhouette segment such that
• The rulings should intersect the curves at points with
parallel tangents.
• Adjacent rulings should be as parallel as possible.
While perfect parallelism of rulings is only true for straight gen-
eralized cylinders, the second objective acts as a regularization
term in the presence of ambiguity of the first term, such as when
the two curves we traverse contain straight segments.
We use dynamic time warping [13] to perform this point
to point matching: this algorithm uses dynamic programming
to minimize a cost function reflecting the quality of the point
matches. Denoting Ci and C j the two curves to be matched,
and {Ci(k ∈ [0..N])}, {C j(l ∈ [0..M])} successive point samples
on these curves, we express the cost of matching sample Ci(k)
to C j(l) with the recursive equation
γ(k, l) = α
(
Ċi(k), Ċ j(l)
)
(2)
+ min
{
Γk,l(k − 1, l − 1),Γk,l(k − 1, l),Γk,l(k, l − 1)
}
where
Γk,l(r, s) = γ(r, s) + λα
(
Ci(k) −C j(l),Ci(r) −C j(s)
)
and Ċi(k) denotes the tangent of curve Ci at sample k and α
measures the angle between two vectors. The first term of the
equation penalizes non-collinear tangents, while the recursive
second term penalizes non-collinear successive rulings. See
Figure 6.
Once we have computed all rulings using propagation along
two contour curves, we reject those lying outside the patch, us-
ing the intersection with the last contour.
Figure 6: Our method generates 2D rulings over surface patches by propagating
silhouette segments using the dynamic time warping algorithm.
5.3. Extracting symmetric correspondences
The last step of the 2D curve analysis stage consists in ex-
tracting point-wise correspondences between all symmetric curves
in the network. Note that two symmetric curves may belong to
different surface patches, as C and C′ in Figure 7. Under or-
thographic projection, the lines that join symmetric correspon-
dences are all parallel to the projected normal of the symmetry
plane. In practice, we obtain this direction of symmetry from
the two symmetric points annotated by the user (red squares in
Figure 7, left). We then build correspondences between each
pair of symmetric curves by sampling them curvilinearly and
finding for each sample of one curve the closest sample of the
other curve in the direction of symmetry.
6. 3D contours optimization
We are now ready to compute the 3D coordinates of the
Bézier curves using symmetry and developability constraints.
Since the line drawings we target are traced over photographs,
they may be distorted by drawing inaccuracy and weak per-
spective. Such distortions prevent a direct reconstruction using
hard 2D positional and symmetry constraints, as performed by
Cordier et al. [5]. Instead, we formulate our reconstruction al-
gorithm by defining a set of energy functions as soft constraints
on the 3D coordinates of the Bézier control points, and compute
a global optimal solution that can deviate from the input curves
if necessary.
6.1. Energy formulation
Our energy function is composed of five different quadratic
functions. The first three, namely projection accuracy, minimal
variation and minimal foreshortening, were introduced by Xu
et al. [33]. We will briefly recall their definitions for the sake of
completeness. We further introduce two new energy functions:
developability is the key feature of our method as it enables
to restore developable surface patches from the 2D sketches,
while symmetry is necessary to recover the depth of the object.
In contrast to the formulation by Xu et al. [33], all our functions
are quadratic, which allows us to find a global minimum using
a linear solver.
In the following, we denote Bk the k-th segment of a cu-
bic Bézier curve, and {bki }i=0..3 its control points. Note that
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Figure 7: Symmetry correspondences computed for all pairs of symmetric
curves according to the global mirror symmetry. The user-annotated pair of
symmetric points (red squares) provides the direction of symmetry in 2D.
since the curves are piecewise C1-continuous, the three consec-
utive points bk2,b
k
3 = b
k+1
0 ,b
k+1
1 are collinear. We differentiate
a 2D control point, whose coordinates are provided by the user
sketch, using an upper-bar notation q̄, from the corresponding
3D control point denoted by q. The latter are the unknowns in
our system.
Projection accuracy penalizes control points q for which the
projection onto the image plane q|z=0 is far from the existing
projection in the sketch q̄ :
Eproj = ‖q|z=0 − q̄ ‖2.
Minimal variation penalizes stronger variations in depth than
in 2D by favoring an affine relation between 4 successive non-
collinear control points. These 4 points constitute either an en-
tire Bézier segment, or cover two segments, such as bk1, b
k
2, b
k+1
1 ,
bk+12 . Denoting the 4 points by qi=0,...,3, the energy term on non-
collinear points is defined as
Eminvar =
∥∥∥ϕ0q0 + ϕ1q1 + ϕ2q2 − q3 ∥∥∥2,
where ϕ0, ϕ1, ϕ2 are the barycentric coordinates of q̄3 with re-
spect to q̄0, q̄1, q̄2. In addition, the minimal variation term also
applies on all triplets of successive collinear points to encour-
age them to remain collinear in 3D, which is critical to maintain
C1-continuty between Bézier segments. Denoting such triplets
by ri=0,1,2, the energy term on collinear points is defined as
Ecol =
∥∥∥ (1 − δ)r0 + δr2 − r1 ∥∥∥2,
where δ, (1 − δ) are the barycentric coordinates of r̄1 with re-
spect to r̄0 and r̄2.
Foreshortening penalizes strong differences in the depth of
two successive control points qi, qi+1 of a Bézier curve
Eforeshort = (qz,i − qz,i+1)2.
Symmetry encourages the symmetry of two points with re-
spect to a global symmetry plane defined by a unit normal n =
(nx, ny, nz).
We first compute the 3D coordinates of the plane normal n
from the annotation of the user. Let s̄ be the 2D vector linking
the pair of symmetric points illustrated by the red squares in the
sketch, see Figure 3. This vector is the projection of a vector
s that should be collinear to n. Moreover, the cyan segments
shown in Figure 3 provide the projections ū and v̄ of two vectors
that should lie in the plane orthogonal to n. The 3D vectors u
and v should thus satisfy u · v = 0, u · s = 0, and v · s = 0.
Expanding these three equations leads to the expression s2z =
−(ū · s̄) (v̄ · s̄)/(ū · v̄), from which we deduce n = s/‖s‖.
Given two 2D symmetrical points p̄ and p̄′ with respect to
the plane orthogonal to n, the 3D vector t = p−p′ and midpoint
m = p + p′ can be computed using the formulas derived by
Cordier et al. [6]
t =
[
(p̄x − p̄′x), (p̄y − p̄′y),
−nz
ny
(p̄y − p̄′y)
]T
m =
1
2
[
(p̄x + p̄′x), (p̄y + p̄
′
y),
−1
nz
(
nx(p̄x + p̄′x) + ny(p̄y + p̄
′
y)
)]T
.
We then propose the following energy formulation for two sym-
metrical points p and p′
Esym =
∥∥∥ (p − p′) − t ∥∥∥2 + ∥∥∥ 1
2
(
p + p′
)
−m
∥∥∥2. (3)
Note that the points p and p′ are not Bézier control points, but
sample points of the arc-length parameterized Bézier curves.
However, each sample point can be expressed as a linear com-
bination of the 4 unknown control points {qi}3i=0 of the Bézier
segment they belong to. The energy term Esym is thus quadratic
with respect to the variables qi of our system.
Developability encourages a constant tangent plane along
each ruling. We approximate the developability criteria from
Equation (1) using the two points pi and p′j of curves C and C
′
joined by a ruling and their immediate neighbors pi+1 and p′j+1.
Given these 4 points, consistency of the tangent plane along
each ruling pip′j is expressed using the energy functional
Edevelop =
∥∥∥φ0pi + φ1pi+1 + φ2p′j − p′j+1∥∥∥2. (4)
where φ0, φ1, φ2 are the barycentric coordinates of p̄′j+1 with re-
spect to p̄i, p̄i+1, p̄′j. Here again, note that each of these 4 points
is some affine combination of the Bézier control points of the
segments they belong to. Edevelop is therefore a quadratic func-
tion of the unknowns.
6.2. Optimization
Finally, the different energy terms are summed over the free
variables and assembled together in a global quadratic energy
function E
E = ω1Eproj+ω2Eminvar+ω3Ecol+ω4Eforeshort+ω5Esym+ω6Edevelop
In practice, we fix ω1 = ω3 = ω5 = ω6 = 1 and ω2 = 10−1,
ω4 = 10−8. The optimal solution can be efficiently computed as
the solution of a linear system of the unknown control points.
In practice we use an SVD decomposition in order to handle
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Figure 8: Results on synthetic examples.
potential rank-deficiency of the associated matrix.
For a sketch described by N control points, the size of the matrix
is generally of the order of 4N +3R+6S , where R is the number
of rulings, and S the number of pairs of symmetric points.
7. Developable surface generation
Our final step consists in generating a symmetrical surface
bounded by the 3D contours and supported by the rulings we
computed. Since the resulting surface is developable by con-
struction, we can flatten it to obtain the associated 2D patterns.
Symmetrizing the contours and rulings. While our 3D contours
optimization takes advantage of symmetric correspondences,
it may result in 3D curves that are not perfectly symmetrical
with respect to the global symmetry plane. Inaccuracies of the
sketch, perspective weakness, and occluded parts may be the
reason for imperfect symmetry. We therefore enforce perfect
mirror symmetry in the network of curves and rulings as an ex-
tra step. Assuming that the object is seen from an informative
3/4 view, the positive and negative half space separated by the
global symmetry plane can be respectively considered as the
most reliable, and less reliable sides. Our approach consists in
removing all curves and rulings belonging to the negative half
space, and generating new ones using mirror symmetry from
the one in the positive half space. In the specific case where a
patch is self-symmetrical, i.e. being defined in both half spaces,
some of the rulings may cross the symmetry plane. We delete
such rulings and generate new ones by linking pairs of points
which are symmetrical with respect to the symmetry plane.
Generating a triangulated mesh and its 2D pattern. For each
patch, we infer a surface interpolating boundary curves. If a
patch contains rulings, then the corresponding 3D curves can be
trivially associated to a mesh by triangulating consecutive rul-
ings, which does not require the introduction of interior points.
If not, we generate a surface with minimal mean curvature in-
terpolating the 3D border using the variational Laplacian ap-
proach [27, 2]. In this case, the connectivity of this mesh is
generated using a Delaunay triangulation of the 2D patch con-
tours, where triangles are constrained to have a maximal area of
10% of the diagonal of the input image. Note that the resulting
mesh could be easily improved using a developability optimiza-
tion step such as Wang & Tang [32]. As a last step, we generate
a 2D pattern for each mesh, using standard parameterization al-
gorithm minimizing stretch [26]. This works well in our case
since all patches are close to developable.
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8. Results and Validation
8.1. Results
We used our method to model a variety of synthetic and
real-world objects.
Synthetic models . For the 3 examples in Figure 8, we created
ground-truth 3D objects representing piecewise developable sur-
faces (cones and cylinders). We rendered each object under an
informative viewpoint using orthographic projection, and man-
ually drew the annotations.
Our algorithm generates rulings close to ground-truth, as
shown in Figure 9. The 3D reconstructions also correspond
well to the expected results, as shown by the top views that re-
veal near-perfect circular cross-sections. Note that since these
models are rendered under perfect orthographic projection, we
did not use the foreshortening energy, which acts as a regular-
ization on perspective-distorted drawings.
Figure 9: Evaluation of ruling propagation on two synthetic examples. Blue
lines represent the rulings found by our algorithm, orange lines represent
ground-truth rulings. Our rulings perfectly match ground-truth for the cylin-
der, and remain close to it for the truncated cone.
Real-world objects . We applied our method to photographs
representing real-life objects. The results are displayed in Fig-
ure 11. Note that for some of the examples such as the side of
the purse on the top, the sketch simplifies the geometry of the
object, so that we get stronger developability constraints.
Our method finds plausible rulings for each of the examples.
In particular, it succeeds in identifying cylindrical and conical
parts, even when the curves linked by rulings do not have the
same length. As we only keep rulings that fully lie within the
interior of their respective patch, our approach is also able to
successfully recover partial cylindrical and conical parts within
a patch. This is, for instance, the case on the curved patch of the
tent on top of the door hole (see second row of Figure 11). This
patch exhibits only 5 rulings despite a very long curved side on
the left. Note that this feature also allows to handle partial oc-
clusion associated to concavities (see for instance the top-left
patch of the couch in the last row of Figure 11). For the specific
case of a perfect cone, we added an extra annotation specify-
ing the location of the apex, as for the right side of the tent.
We also illustrate the detected symmetric correspondences, in-
cluding pairs of symmetric curve (eg left side of the tent) and
self-symmetric curves (eg top of the helmet).
Figure 10: Evolution of the shape obtained while adding incrementally sym-
metry constraints to the input. The first row shows the symmetry features of
the input sketch: each pair of symmetric curve has a given color, black curves
correspond to non-symmetric curves, and gray lines to silhouettes. The second
row displays two views of the 3D model generated by our method.
Influence of symmetry constraint. Symmetry is an important
linear constraint in our method for two reasons: it provides the
depth, i.e. the volume to the model, and allows to recover some
occluded parts of the object from a single image. In Figure 10
we show the evolution of a result under an increasing number
of symmetry annotations, thus allowing the user to iteratively
refine the reconstructed 3D model until reaching a satisfying
result.
8.2. Evaluation
Metrics. As a mean of evaluation, we measure for each re-
constructed model the developability of the patches containing
rulings. A ruled surface is perfectly developable if its rulings
have a constant tangent plane. We measure the developability
error of a ruling by computing the angle between the normals
at the ruling’s extremities. We average this developability er-
ror over all detected rulings of a model. Table 1, last column,
shows that this error varies between 6 and 16◦ for the objects
in Figure 11. The computational time varies between 5 and 30
seconds depending on the number of control points in the curve
network and the number of rulings (Table 1, second column).
Such performances allow an interactive workflow where users
can quickly visualize the reconstructed 3D shape and add miss-
ing annotations on the photo to improve it if necessary.
Analysis of the developability constraint. The main novelty of
our approach resides in the our new developability constraint.
We now evaluate its impact on 3D reconstructrion.
We compared our approach with a downgraded version where
we removed the term representing developability by setting ω6
to 0. Without this energy term, the average developability error
on the resulting model increases. For example, for the model
purse 1, developability error goes from 6.61◦ with ω6 = 1 to
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Figure 11: Results on real-world examples. Note that for the complex case of the couch, symmetry constraints were used throughout the process, but our method
failed to find pairs of symmetric points for the top part of the couch, due to highly distorted curves. Therefore, we did not use the final symmetrization of the 3D
model, and the patterns we provide are not symmetric.
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time control rulings pairs of patches avg error
model points sym. pts (cycles) develop.
purse 1 28s 119 135 27 7 6.61◦
helmet 30s 100 165 93 9 12.49◦
purse 2 7.8s 58 112 43 3 9.65◦
tent 4.7s 61 26 21 6 16.33◦
couch 19s 100 104 18 6 13.84◦
Table 1: Dimension, computational time and developability error of the exam-
ples in Figure 11
10.22◦ with ω6 = 0. We made a similar observation for all
other tested models.
We can also note the positive influence of the rulings in the
resulting surfaced model. For example, the surface tent model
could not be correctly reconstructed using only minimal sur-
faces, as shown in Figure 12.
Figure 12: Example of reconstructed surfaces with (a) and without (b) the use
of 3D rulings.
Failure cases. In Figure 13 we present two failure cases of our
system. Both examples satisfy the assumptions of near ortho-
graphic view, global mirror-symmetry of the object and piece-
wise developability. Our system robustly computes a set of 3D
curves and fits the patches.
However, the contours at the top of the cap only consist of patch
boundaries and do not exhibit silhouettes. Thus, no rulings are
computed by our approach, which results in non-developable
surface. Moreover, the visor of the cap contains conical sec-
tions, but they do not satisfy our hypothesis of being cut by two
parallel planes, thus the criteria of collinear tangent at rulings
extremities presented in Section 5.2 does not hold. The rulings
extraction is not guaranteed to work in these cases of devel-
opable patches, even though the computed rulings in this case
remain plausible.
The bag example lacks symmetry input, which is an essential
constraint to inflate the volume of the model. Similar to Fig-
ure 10-left, middle, the optimization will lead to a flat model.
One may overcome these special cases, by allowing the user
to e.g increase symmetry annotations with some additionally
sketched patch boundaries.
9. Conclusion and Discussion
We have presented the first method enabling the reverse-
engineering of symmetric, developable products from a single
Figure 13: Examples of failure cases that do not exhibit sufficient symmetry and
developability features. Note that our system is still able to provide a solution,
but the result lacks volume. Note also we present the resulting meshes without
the symmetrization step in these examples.
photo. Our approach assumes a simple orthographic projec-
tion. While our least-squares optimization approach tolerates
minor perspective distortions as demonstrated by our results,
strong perspective effects can yield distorted surfaces. Account-
ing for perspective would require a more complex formulation
of the re-projection error. In addition, perspective should also
be taken into account when searching for symmetric correspon-
dences. Figure 14 illustrates how annotating two parallel lines
on a symmetric model could help account for vanishing points
during 2D analysis.
Since our system only takes a single photograph as input,
we cannot reconstruct all occluded parts of the model. Com-
pleting the model by simple back-facing symmetry may still
lack realism, since some occluded parts, such as the back of
the helmet in Figure 11 would not be completed as expected.
An interesting direction for future research would be to inte-
grate our developability constraints into a multi-view modeling
system where the object would be captured from a few, com-
plementary viewpoints.
Figure 14: Finding the vanishing point of the image from two annotated red
lines would improve the search for the point symmetric to P.
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Appendix A. Silhouette of developable surface
We showed in paragraph 3 that all silhouettes of developable
surface necessarily contains the rulings passing by the silhou-
ette points. In this appendix, we derive that rulings are actually
the only possible silhouette which are not confounded with the
developable surface boundary.
Let us consider a developable surface S parameterized by two
parameters (u, v) ∈ D ⊂ R2 such that [3]{
S (u, v) = ϕ(u) + vψ(u)
with det (ϕ′(u), ψ(u), ψ′(u)) = 0 . (A.1)
We denote n(u, v) the unit normal at parameter (u, v). For
the sake of simplicity, we do not explicitly write the parameters
(u, v) for the functions when the relation is true for the entire
surface. We also denote S ,u = ∂S∂u , and similarly with S ,v, and
n,u. We further denote the mixed partial derivative S ,uv = ∂
2S
∂u ∂v .
Note that for a given uconst, S (uconst, v) is a ruling of the sur-
face, and S ,v(uconst, v) is a director vector of the ruling. Let us
consider a point at parameter (u0, v0) on the silhouette satisfy-
ing therefore n(u0, v0) ·d = 0 , where n(u0, v0) is the unit normal
at the parameters (u0, v0), and d is the constant view direction.
The set of parameters yielding to a silhouette in a neighborhood
of (u0, v0) must satisfy n(u0 +du, v0 +dv) ·d = 0 , where (du, dv)
are some infinitesimal displacements in the parametric space.
As the normal is constant along the v direction, i.e. corresponds
to the rulings, the parameter dv can be dropped. Thus any sil-
houette of S which is not a ruling should satisfies the relation
n,u(u0, v0) · d = 0 . (A.2)
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We show in the following that Eq. (A.2) only holds if the direc-
tion d is aligned with the rulings, i.e. the rare case where the
surface is viewed from its side.
First, we can note that satisfying Eq. (A.2) implies that the
three vectors(
n(u0, v0), n,u(u0, v0), d
)
are forming an orthogonal frame.
(A.3)
Indeed, the silhouette condition implies that n(u0, v0) is orthog-
onal to d, Eq. (A.2) implies that n,u(u0, v0) is orthogonal to d,
and n is necessarily orthogonal to n,u as it is a unit vector. Sec-
ond, we can note that for a developable surface, the three vec-
tors (
n, n,u, S ,v
)
are an orthogonal frame, (A.4)
for any parameters (u, v). By definition, n is orthogonal to S ,v.
And we can show in the following that n,u is orthogonal to
S ,v. The developability condition from (A.1) can be rewritten
in term of surface derivatives as det
(
S ,u, S ,v, S ,uv
)
= 0 . This
determinant can further be expressed in term of scalar and vec-
tor product and rewritten as S ,uv ·
(
S ,u × S ,v
)
= 0 implying that
S ,uv · n = 0. Moreover, one can check that every smooth sur-
face satisfies S ,uv · n = −S ,v · n,u, which leads to the expected
conclusion that S ,v is orthogonal to n,u.
Finally, comparing the two frame in (A.3) and (A.4) leads
to the conclusion that d must be parallel to S v, and therefore to
the rulings of the surface, which is the expected result to prove.
We conclude that silhouette of developable surface which are
not only rulings of the surface only arises if the view direction
is aligned with the rulings, and then be confounded with the
boundary of the surface.
Note that the converse implication is also true. Let us sup-
pose that the surface is viewed from a direction d aligned with
the rulings S ,v. As property (A.4) is satisfied for any param-
eters (u, v), it implies that d is orthogonal to n, and thus is a
silhouette.
As a conclusion we showed that any silhouette of a de-
velopable which is not a boundary of the surface is necessar-
ily a straight segments which is a ruling of the surface. Any
other possible silhouettes which corresponds possibly to the
side view of the surface, arising when the view direction is
aligned with the rulings, are confounded with the surface bound-
ary.
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