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We study the uniform time reversal invariant U(1) quantum spin liquid (QSL) with low energy
fermionic quasi-particles for rare earth pyrochlore magnets and explore its magnetic instability em-
ploying an augmented fermionic parton mean field theory approach. Self consistent calculations
stabilise an uniform U(1) QSL with both gapped and gapless parton excitations as well as fraction-
alised magnetically ordered phases in an experimentally relevant part of the phase diagram near
the classical phase boundaries of the magnetically ordered phases. The gapped QSL has a band-
structure with a non-zero Z2 topological invariant. The fractionalised magnetic ordered phases bears
signature of both QSL through fermionic excitations as well as magnetic order. Thus this provides a
possible way to understand the unconventional diffuse neutron scattering in rare-earth pyrochlores
such as Yb2Ti2O7, Er2Sn2O7 and Er2Pt2O7 at low/zero external magnetic fields. We calculate the
dynamic spin structure factor to understand the nature of the diffuse two-particle continuum.
I. INTRODUCTION
Competition between magnetically ordered phases and
quantum entangled QSLs1–10 may be at the heart of un-
derstanding the low temperature magnetic properties of
several rare-earth pyrochlore magnets, R2T2O7.
11–22 In
more than one of such systems, recent experiments re-
veal signatures of spin fluctuations characteristic to both
magnetic order and possible fractionalized excitations ex-
pected in a QSL. These systems then provide a natural
context to investigate the interplay of the physics of spon-
taneous symmetry breaking and long range quantum en-
tanglement in correlated condensed matter. Similar com-
petition has been recently proposed to underlie the un-
conventional magnetic properties of the honeycomb lat-
tice QSL candidate– RuCl3.
23
The above interplay is embodied in a series of neu-
tron scattering experiments on Yb2Ti2O7
24–28 which has
attracted a lot of recent attention. In Yb2Ti2O7, inelas-
tic neutron scattering experiments reveal sharp gapped
magnon excitations at high magnetic fields (∼ 5 T, such
that the spins are polarized) which give way, at low fields
(. 0.5 T), to low energy diffusive spin scattering around
the Brillouin zone centre at an energy of ∼ 0.15 meV
and extending all the way up to 1.5 meV.24,27 Simi-
lar effects were also reported in the THz spectroscopy
experiments.29 This is in conjunction with other exper-
iments which indicate a splayed ferromagnetic ground
state for Yb2Ti2O7 with transition temperature ∼ 0.2
K26,30–35 that is drastically suppressed by application
of magnetic field.24,32 Equally interesting is Er2Sn2O7
where magnetic order is observed below ∼ 108 mK.36,37
However, even below the magnetic ordering temperature,
a quasi-elastic spectral weight has been observed in the
neutron scattering on powder samples.37 Similarly, recent
neutron scattering studies on powdered Er2Pt2O7 sug-
gest magnetic order below 0.38 K with unusual excitation
spectra which cannot be accounted within linear spin-
wave theory.38 In a related material, Er2Ti2O7, a deli-
cate interplay of quantum fluctuation is a likely reason
for the interesting order-by-disorder effects39,40 leading to
a magnetically ordered state below T = 1.1 K.41 It has
been suggested that the suppression of magnetic order
in Er2Sn2O7 and Er2Pt2O7, in comparison to Er2Ti2O7,
is due to proximity to the phase boundary of competing
magnetic orders.42 Similarly, non-Kramers analogs such
as Tb2Ti2O7 and Pr2Zr2O7 also show low temperature
spin fluctuation dominated physics that poses interesting
question regarding the nature of competing orders.43
Several interesting ideas have been put forward to
understand the above rich and diverse set of prop-
erties. Analysis of the Hamiltonians appropriate for
these systems in the classical limit13 reveal a rich phase
diagram which places the systems such as Yb2Ti2O7
and Er2Sn2O7 near the boundary of two classical mag-
netically ordered phases. From this point of view,
the low energy anomalous spin scattering, as found in
the neutron experiments, originate from the compet-
ing order-parameter fluctuations near their mutual phase
boundary.13,27
An alternate viewpoint starts by positing that the
quantum fluctuations can stabilise a QSL in a regime
where candidate magnetically ordered phases are ener-
getically fragile due to competing interactions and the
experimental observations for these materials should be
understood in the lights of the competition between mag-
netically ordered phases and QSLs. The central question
then pertains to the relevant candidate QSLs for these
materials. This idea has been explored25,44,45 starting
with a U(1) QSL with gapped bosonic electric and mag-
netic charges and gapless emergent photon (the so called
quantum spin ice80) and more recently starting from a
U(1) QSL (the so called monopole flux state46) or a uni-
form Z2 QSL, both with fractionalised fermionic quasi-
particles. The U(1) monopole flux state also has a gap-
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2less photon whereas the uniform Z2 has a gapped flux
loop excitation.11 These fractionalised quasiparticles nat-
urally give rise to diffusive spin-structure factor through
two-(quasi) particle continuum that contributes to the
spin-spin correlations47–52 with possible information of
the statistics of the low energy quasi-particles.53
In this paper, we explore the feasibility of stabilizing
the time reversal invariant uniform U(1) QSL in Hamil-
tonians applicable to rare-earth pyrochlores and exam-
ine their competition with possible magnetically ordered
phases. Indeed such a QSL was proposed in context of
rare-earth pyrochlores in Ref. 12. Here, we explore the
relevance of this uniform U(1) QSL with fermionic par-
tons to the materials with particular emphasis on their
instability to magnetically ordered phases. This, then
provides an alternate starting point to understand the
unconventional low energy magnetic fluctuations in sev-
eral of these magnets.
Due to the underlying long range quantum entan-
glement, the QSLs, in presence of symmetries, allows
symmetry fractionalisation and long range interactions
among emergent fermionic/bosonic (in three spatial di-
mensions) quasiparticles with fractionalised quantum
numbers mediated by emergent SU(2), U(1) or Z2 gauge
fields.2,5 Thus the low energy field theory of QSLs
naturally takes the form of gauge theories coupled to
gapped/gapless dynamic fermionic/bosonic matter fields
and the QSLs represent the deconfined phase of such
gauge theories. For the uniform U(1) QSL under consid-
eration, the low energy theory is described by fermionic
quasiparticles (partons) coupled to a dynamic emergent
U(1) gauge theory. Starting from such a QSL with
fermionic quasiparticles, conventional magnetic order can
be obtained generically in a two-step process – (1) con-
finement of the fermionic partons to spin carrying gauge
neutral spins, and (2) condensation of the spins. This im-
mediately suggests the possibility of existence of an un-
conventional magnetically ordered phase where the par-
tons are not confined.54
A well known approach to capture basic features of a
class of QSL including the nature of the low energy quasi-
particles, their symmetry transformation, as well as the
nature of the emergent low energy gauge fluctuations are
the parton mean-field theories5,55–63 where the spins are
written in terms of bosonic or fermionic bilinears (see
Eqs. 3 and 4). These bosonic/fermionic partons then
transform under the projective representation of the sym-
metries leading to the projective symmetry group (PSG)
based classification of QSLs realisable within the parton
mean-field theories.2,5,56 The competition between the
magnetically ordered phases and the QSLs can then be
examined starting with the Curie-Weiss mean-field theo-
ries for the magnetic order and augmenting them with
parton mean-fields. Self-consistent treatment of such
generalised mean-field theories can then not only capture
the magnetic phases and the QSLs, albeit at the mean-
field level, but also allows for phases with co-existing
magnetic and fractionalised excitations of the quantum
ordered QSL.
Our starting point is similar to that of Ref. 11 which
however starts from a different QSL– the monopole flux
state or an uniform Z2 QSL and is also different from the
gauge mean-field theory approaches with bosonic partons
for Ref. 44. Our results from the self consistent mean-
field calculations with a fermionic U(1) QSL ansatz with
time reversal symmetry shows phases with both gapped
and gapless parton band structures at different parts of
the experimentally relevant phase diagram (Fig. 2). In
the gapped region, the parton band structure is charac-
terized by a non-zero Z2 topological invariant and thus
it realises a fractionalised topological insulator64 of the
partons or the so called (EfTMf )θ phase of Ref. 12.
Thus such a phase can support robust gapless surface
states in addition to the gapped bulk fermion and gapless
bulk photons as well as a gapped Dyon. We generically
find that the QSL is unstable to small external magnetic
fields.
Our mean field studies of the competition between the
QSL and the q = 0 magnetic ordered phases reveal a rich
phase diagram (Figs. 8 and 10) which supports fraction-
alized magnetically ordered phases (see Fig 9) in addi-
tion to the pure QSL phases and conventional magnet-
ically ordered phases. The fractionalized magnetically
ordered phases are interesting from the point of view of
the experiments on rare-earth magnets. The calculated
dynamic structure factors show broad and diffused con-
tinuum (see fig. 4 for example) resembling the low mag-
netic field neutron scattering in the experiments which
gives way to sharper structures at higher magnetic fields
once the QSL is destroyed. Our results then indicate
an alternate starting point to understand the properties
of rare-earth pyrochlore magnets such as Yb2Ti2O7 and
Er2Sn2O7.
The rest of the paper is organised as follows. We start
in Sec. II with a description of the physics of rare-earth
pyrochlores and introduce the minimal spin Hamiltonian
consistent with the symmetries of various phases of rare-
earth pyrochlore magnets. For completeness, we briefly
discuss the existing literature on the possible candidate
QSLs as well as classical magnetically ordered phases.
In section III we introduce the uniform U(1) QSL and
discuss the parton mean-field description of such a state
by introducing the appropriate bilinear channels for par-
tons. We provide the self-consistent mean field calcula-
tions in an experimentally relevant regime for the ma-
terials Yb2Ti2O7, Er2Ti2O7, Er2Sn2O7 and Er2Pt2O7.
The corresponding phase diagram is plotted in Fig. 2.
Within the mean-field theory we calculate the dynamic
spin structure factor measured in inelastic neutron scat-
tering experiments. In Sec. IV we focus on the magnetic
instability of the uniform U(1) QSL to the q = 0 mag-
netic orders that have been obtained in the classical limit.
For which the corresponding phase diagram is plotted in
fig. 8 and 10. We discuss the relevance of our calcula-
tions to the candidate materials such as Yb2Ti2O7 and
Er2Sn2O7 in Sec. V. We summarise our conclusions in
3FIG. 1. (Top) The pyrochlore lattice formed by the rare-earth
ions that carry effective spin-1/2 moments at each vertices.
(Bottom) The unit cell containing four sites.
Sec. VI. The details of different calculations are given in
various appendices.
II. THE SPIN HAMILTONIANS FOR
RARE-EARTH PYROCHLORES
Several rare-earth pyrochlore magnets with chemical
composition R2T2O7 (R = rare earth, T = transition
metal) are now known.43,65 Magnetism arises due to the
spin-orbit coupled J = L+ S magnetic moments on the
rare-earth, R3+, sites that form a network of corner-
sharing tetrahedra, i.e. the pyrochlore lattice, as shown
in fig. 1. These J moments are further split by local
crystal field giving rise to effective doublets, i.e., spin-
1/2 pseudospins which then interact among themselves
in a highly anisotropic manner consistent with the sym-
metries of the pyrochlore lattice24,65–68 (see Appendix A
for details). For the rest of the work we shall concern our-
selves with the pseudospins being Krammers doublets (as
is the case for Yb2Ti2O7 and Er2Sn2O7) satisfying the
usual algebra
[sµi , s
ν
j ] = i
µνλsλi
and odd under time-reversal symmetry. The minimal
Hamiltonian for the nearest neighbour spin exchange has
the general form13,25,67
Hglobal =
∑
〈ij〉
J
µν
ij s
µ
i s
ν
j (1)
where 〈ij〉 indicates summation over nearest neigh-
bour pairs of spin-1/2s (from hereon throughout the
rest of the paper, we shall refer pseudospins as spins),
sµi (µ = x, y, z), on the sites of the pyrochlore lattice.
J
µν
ij (= J
νµ
ji ) represents a 3×3 matrix for a given bond 〈ij〉
that represents the coupling strengths13,25,67 the form of
which is given in Appendix A. On a given bond the cou-
pling constant matrices have four independent symmetry
allowed parameters69 denoted by J1, J2, J3 and J4 (see
Appendix A 4). Given the structure of Jµνij on any one
bond, it is completely determined by symmetries on all
the other bonds.
Due to the interplay of the strong spin-orbit coupling
and the fact that the local symmetry axis for the D3d
crystal field is different at the different sublattices, the
spins have a natural axis of quantization - the local [111]
direction of the site of the pyrochlore lattice. With the
spins defined along the local quantization direction (see
Appendix A), the Hamiltonian in eqn. 1 can be re-
written as,25,68
Hlocal =
∑
〈ij〉
(
JzzS
z
i S
z
j − J±(S+i S−j + S−i S+j )
+ J±±(γijS+i S
+
j + γ
∗
ijS
−
i S
−
j )
+ Jz±
[
Szi (ζijS
+
j + ζ
∗
ijS
−
j ) + i↔ j
])
(2)
with ζij being given by eqn. A12 with γij = −ζ∗ij and Sαi
denotes the spin components defined in the local quanti-
sation basis. The relation between the coupling constants
in the global and the local descriptions25 are given in eqn.
A13. We shall alternatively use the local and global ba-
sis to make connections with existing literature as well
as explain our results.
An experimentally relevant classification of rare-earth
pyrochlore magnets is based on the relevance of the
terms in the Hamiltonian in the local axis given by Eqn.
2. For materials such as R= Ho, Dy,43,70,71 the non-
commuting “quantum” terms other than Jzz are negli-
gible giving rise to the fascinating physics of classical
spin-ice (however in such compounds long range dipo-
lar interactions are prominently present) with emergent
magnetic monopoles.72–79 Perturbations about this clas-
sical Ising limit by terms such as J± lead to the physics of
quantum spin-ice which is a three dimensional U(1) QSL
whose low spectrum consists, in addition to a gapped
bosonic monopole and gapless photon, a gapped bosonic
electric charge.80 All these emergent excitations, partic-
ularly the low energy emergent photon, are highly non-
local collective modes in terms of the underlying spins.
A combination of field theoretic and numerical analysis
presently yields quite convincing evidence for the exis-
tence of such an U(1) QSL in the vicinity of the classical
spin-ice44,45,80–86, in the regime where Jzz is the biggest
energy scale.
However, it is now known from various experimen-
tal estimates of coupling constants that for several
of rare-earth magnets including Yb2Ti2O7, Tb2Ti2O7,
Er2Ti2O7 and Er2Sn2O7
87–89 (see Appendix A 5), Jzz is
4not the largest energy scale and gauge mean-field the-
ory approaches have been applied25,44,45 to study the
the quantum spin ice as well as its competition with
magnetically ordered phases in an extended parameter
regime. These calculations reveal a rich phase diagram
that includes, apart from extended regimes of quantum
spin ice and conventional magnetically ordered phases,
a Coulomb ferromagnet which can support both mag-
netic order as well as fractionalised excitations. In a very
different, but interesting, parameter regime, the nearest
neighbour spin-1/2 isotropic Heisenberg antiferromagnet
on the pyrochlore lattice is also expected to have a QSL
ground state due to the high level of frustration.46,90
While presently we do not know for certain the exact
nature of the QSL, fermionic parton mean field theory
and variational Monte-Carlo calculations favour a U(1)
QSL with monopole flux.46 However, the rare-earth py-
rochlores are described by anisotropic spin Hamiltonians
and it is not clear that the monopole flux state is also the
natural QSL candidate (see Ref. 11 for results starting
with the monopole flux state for rare earth pyrochlores).
In parallel, efforts to understand the classical phase
diagram for the above Hamiltonian have revealed an in-
tricate competition among different magnetically ordered
phases. These studies have mostly used the global basis
(eqn. 1) and in particular the J3 = −1 and J4 = 0 hyper-
plane, relevant to Yb2Ti2O7, Er2Ti2O7 and Er2Sn2O7
have been thoroughly investigated13 in search of mag-
netic orders with lattice translation symmetry– i.e. q = 0
magnetic orders. These magnetic orders, thus break lat-
tice point group symmetries (i.e., symmetries of a single
tetrahedron) along with time reversal. As reviewed in
section IV, in this hyperplane the relevant q = 0 mag-
netically ordered phases are– (1) a non-collinear ferro-
magnetic (splayed ferromagnet) phase with net magneti-
zation along [001] direction and spin canting away from
this axis in a staggered manner, (2) antiferromagnetic
phases transforming under a doublet E, representation
of tetrahedral group (Td) (non-coplanar atiferromagnetic
phase Ψ2, and coplanar antiferromagnetic phase Ψ3), and
(3) the Palmer-Chalker phase91, a coplanar antiferromag-
netic phase with spins lying in [001] plane which trans-
forms under a triplet (T2) representation of Td. The
dotted lines in the Fig. 10 show the boundaries be-
tween the magnetic phases on the J1 − J2 hyper-plane
(with J3 = −1 and J4 = 0). These studies place com-
pounds such as Yb2Ti2O7 near the phase boundary of
the splay ferromagnet and the antiferromagnetic phase
while Er2Ti2O7 and Er2Sn2O7 near the boundary of the
antiferromagnetic and Palmer Chalker phase (see Fig.
10).
Given the current experimental observations, particu-
larly the neutron scattering results, it is interesting to
ask if the origin of the diffuse spin scattering stems from
the proximity to a QSL and if so, what type of QSL can
be realized in these materials ? The fact that in many of
these compounds the transverse exchanges are sizable (in
fact in some cases larger than Jzz) and yet they are far
from the isotropic Heisenberg limit, opens a room for try-
ing to understand the experimental results starting from
a QSL different from quantum spin-ice and investigate
for magnetic instability to ascertain their relevance to
capture the general phenomenology of this class of rare
earth pyrochlore magnets. For example, recent neutron
scattering experiments on Yb2Ti2O7
24 shows a sizable
spectral weight at very low energies near the Γ-point of
the Brillouin zone at low external magnetic fields. Within
the present understanding, natural QSL candidates that
can account for such low energy spectral weight in the
dynamic spin structure factor consists gapless fermionic
quasi-particles. There are many QSLs that can be classi-
fied partially within the projective symmetry group based
classifications.2,24 Here, however, we shall consider the
simplest of such QSLs within the fermionic parton mean-
field theory, the uniform U(1) QSL and understand its
features as well as its instability to the magnetic ordered
phases found in the classical limit within a parton mean
field theory. We will restrict ourselves to the J3 = −1
and J4 = 0 plane of the phase diagram. The results are
summarised in Figs. 2 and 10.
III. UNIFORM U(1) QSL WITH FERMIONIC
PARTONS ON PYROCHLORE LATTICE
The possibility of more than one U(1) QSLs on a py-
rochlore lattice with low energy fermionic partons have
been investigated previously within parton mean field
theories.11,46,64,92,93 The variational Monte-Carlo calcu-
lations on the spin-rotation symmetric nearest neighbour
Heisenberg antiferromagnet find the so called monopole
flux state to be of minimum energy among a handful of
fermionic parton ansatz.93 This result has been extended
to the above Hamiltonian (eqn. 1) very recently in Ref.
11 (which also examined the uniform Z2 QSL). However,
the present experimental phenomenology begs for further
understanding of the candidate QSLs for this family of
materials. Here, we shall start with the simplest U(1)
QSL12 with fermionic partons on the pyrochlore lattice
as the alternate starting point to examine the competi-
tion between this QSL and various magnetic orders. To
this end, we start by understanding the properties of the
uniform U(1) QSL with fermionic partons.
A. The fermionic parton mean field theory
The parton mean-field theory provides a systematic
starting point to develop the low energy effective theories
for QSL. To this end we define fermionic parton annihi-
lation operators in the local and global basis by {fi↑, fi↓}
and {Fi↑, Fi↓} respectively. The fermionic partons in the
global and local basis are related by fiσ = Vi;σσ′Fiσ′ (see
Appendix B). The corresponding spin operators, bilin-
5ears of the fermions, are given by
Sai =
1
2
f†iα[σ
a]αβfiβ (in the local basis) (3)
and
sai =
1
2
F †iα[σ
a]αβFiβ (in the global basis), (4)
where σa (a = x, y, z) are Pauli matrices and α, β =↑
, ↓. For a faithful representation of the Hilbert space the
spinon operators satisfy the constraint∑
α
f†iαfiα =
∑
α
F †iαFiα = 1 (5)
per site.
The bilinear spin-spin interaction terms in the spin
Hamiltonian (eqn. (2)) becomes quartic in terms of the
parton operators. In order to perform a parton mean-
field analysis these quartic parton terms are decoupled
into various channels which are quadratic in terms of
the partons. Due to the lack of spin rotation symme-
try, we need to consider both the singlet and triplet hop-
ping (particle-hole) and pairing (particle-particle) chan-
nels, given by50,64,94
χij = f
†
iαδαβfjβ χ˜ij = F
†
iαδαβFjβ
Eaij = f
†
iα[τ
a]αβfjβ E˜
a
ij = F
†
iα[τ
a]αβFjβ
ηaij = fiα[iτ
2]αβfjβ η˜
a
ij = Fiα[iτ
2]αβFjβ
Daij = fiα[iτ
2τa]αβfjβ D˜
a
ij = Fiα[iτ
2τa]αβFjβ . (6)
The above parton parametrization of the spins is gauge
redundant with a SU(2) gauge group94 which is generally
broken down to Z2 when all the above mean-field decou-
pling channels are present.5,55–63 However we are inter-
ested in U(1) mean field ansatz where all the particle-
particle channels are set to zero whence the resultant
gauge-group is U(1) where the gauge transformation on
the local basis (say) are defined by
fiα → eiθifiα, (7)
where θi ∈ (0, 2pi]. Clearly the spin operators in eqn.
3 are gauge invariant. Thus the partons carry electric
charge of the emergent U(1) gauge field that gains dy-
namics on interacting out the high energy parton modes.
However, in our mean-field treatment we shall ignore the
dynamics of the gauge field and their coupling to low
energy partons.
Keeping only the particle-hole channels, the Hamil-
tonian in the local basis can then be derived from
eqn. (2), in terms of the singlet and triplet hopping terms
(χij , E
x
ij , E
y
ij , E
z
ij) and is given by
Hlocal =
∑
〈ij〉
Hijf , (8)
where
Hijf =
2Jzz
16
[− χ†ijχij − Ez†ij Ezij + Ex†ij Exij + Ey†ij Eyij]
−8J±
16
[− χ†ijχij + Ez†ij Ezij]
+
4J±±
16
[
−(γij + γ∗ij)Ex†ij Exij + (γij + γ∗ij)Ey†ij Eyij
−i(γij − γ∗ij)Ey†ij Exij − i(γij − γ∗ij)Ex†ij Eyij
]
−4Jz±
16
[
(ζij + ζ
∗
ij)E
z†
ij E
x
ij + (ζij + ζ
∗
ij)E
x†
ij E
z
ij
+i(ζij − ζ∗ij)Ez†ij Eyij + i(ζij − ζ∗ij)Ey†ij Ezij
]
.
(9)
Similar expressions can be derived for the decoupling in
the global basis starting with eqn. 1. From this, the
mean-field Hamiltonian is obtained by keeping the fol-
lowing mean-field variables.
χ¯ij = 〈f†iαδαβfjβ〉 ¯˜χij = 〈F †iαδαβFjβ〉
E¯aij = 〈f†iα[τa]αβfjβ〉 ¯˜E
a
ij = 〈F †iα[τa]αβFjβ〉.(10)
B. Symmetry considerations
Under the above gauge transformation (eqn. 7), the
mean field variables transform as
χ¯ij → χ¯ijei(θi−θj), E¯aij → E¯aijei(θi−θj). (11)
Thus they are not gauge invariant. Indeed, on integrat-
ing out high energy partons, the gauge field becomes dy-
namical and gives rise to two (for different polarisation)
gapless photon modes. These are nothing but phase fluc-
tuations of χ¯ij and E¯
a
ij . However, since the partons carry
electric charge of the gauge field, they transform under
projective representation under various symmetries of the
system–i.e. lattice symmetries and time reversal2,5,56
such that all symmetry transformations must be aug-
mented by possible gauge transformation. Indeed dif-
ferent projective representation of the symmetries can
lead to different types of QSLs. The uniform U(1) QSL
is the simplest of them where all the gauge transforma-
tions are trivial, or in other words all the symmetries are
present manifestly. This is then a different QSL from
both the monopole flux U(1) QSL and the uniform Z2
QSL and provides an alternate starting point to under-
stand the physics of the rare earth pyrochlore magnets.
This highly constrains the structure of the parton mean
field theory as we discuss below.
Pyrochlore lattice is a network of corner sharing tetra-
hedra each of which form a four site unit cell arranged on
an underlying face centered cubic Bravais lattice (see fig.
1 and appendix A). The point group is an octahedral
group, Oh ≡ Td × I. Here Td is the tetrahedral group
and I is the group of inversion.95 (See Appendix C for
6J1 J2 E¯z E¯x EMF
3.0 −2.0 −0.41 0.00 −0.247
0.0 −2.0 −0.25 0.21 −0.265
1.0 1.0 −0.33 −0.08 −0.128
2.0 1.75 −0.18 −0.14 −0.240
−2.0 −2.0 −0.31 0.18 −0.291
−1.0 −3.0 −0.29 0.19 −0.356
3.0 3.0 −0.07 −0.18 −0.388
TABLE I. Independent mean field parameter values in the
local basis(E¯z and E¯x, in Col. 3 and 4 respectively) obtained
by minimizing the mean-field energy per site as in eqn. (14).
The mean-field energy minima values per site (EMF ) are given
in Col. 5. Results are shown for the parameters values J1 and
J2 as given in Col.1 and 2 respectively, keeping the parameters
J3 = −1.0, J4 = 0.0 fixed. The first four rows in this table
are for the points a, b, c, d in fig. 2.
details). In addition to the lattice symmetries, the sys-
tem also has time reversal invariance in absence of the
external magnetic field. As mentioned before, the spins,
being Kramers doublet are odd under time reversal.
For manifestly time reversal invariance, we must have
χ¯ ∈ < and E¯z, E¯x, E¯y ∈ =. (12)
Further, lattice symmetry relations imply (see Appendix
C) that there are only two independent parameters,
namely Ex and Ez, in local coordinates. This is ex-
actly same as the statement that in presence of SOC, the
tight-binding model for electrons on the pyrochlore lat-
tice contains two independent hopping parameters.96,97
C. The Mean field Hamiltonian
The mean field Hamiltonian, expressed in terms of the
independent mean field parameters in the local basis is
given in eqn. (13), where Ez ≡ Ez12, Ex ≡ Ex12
HMF =
3N
16
[
2(Jzz + 4J±)|E¯z|2 + 8(−Jzz + 4J±±)|E¯x|2
]
+
1
16
3N
[
16Jz±(E¯z†E¯x + E¯x†E¯z)]
+
∑
k∈BZ
fσ1†a (k)H
ab
σ1σ2(k)f
σ2
b (k), (13)
where N is the total number of sites in the pyrochlore
lattice, a, b ∈ 1, 2, 3, 4 denote the sub-lattice indices as
shown in fig. 1 and σ1, σ2 ∈ {↑, ↓} denote the spin in-
dices. The forms of Habσ1σ2 are given in Appendix D 1.
The mean-field ground-state is obtained by filling in
the single particle energies for a parton band-structure
where the mean-field parameters E¯x and E¯z (in local
basis, say) are determined self-consistently with the con-
straint of one parton per site (eqn. (5)) implemented on
average using a chemical potential, µ, which is also deter-
mined self-consistently. This is done by minimising the
mean-field energy per site EMF as given in eqn. (14) in
the local basis, the µ is determined at each step of the
minimization by solving eqn. (15).
EMF =
3
16
[
2(Jzz + 4J±)|E¯z|2 + 8(−Jzz + 4J±±)|E¯x|2
]
+
3
16
[
16Jz±(E¯
z†
12E¯
x
12 + E¯
x†
12 E¯
z
12)] (14)
+
1
4NUC
∑
k∈BZ
Nband∑
i=1
Λi(k)Θ
[
µ,Λi(k)
]
.
In eqn. (14) and eqn. (15), Λi s are the eigenvalues of
Habσ1σ2 , Nband(= 8) is the number of energy-bands for the
pyrochlore lattice. NUC(= N/4) is the number of unit
cells in the system and Θ(a, x) is the Heaviside theta
function i.e. if x < a,Θ(a, x) = 1, else Θ(a, x) = 0. The
chemical potential is determined by the condition
2
NbandNUC
∑
k∈BZ
Nband∑
i=1
Θ
[
µ,Λi(k)
]
= 1. (15)
Further details of the minimisation procedure is given in
Appendix D 2. The values of the independent mean field
parameters in the local basis and corresponding mean
field energy per site is given in TABLE I for some repre-
sentative points in the phase diagram.
D. The uniform U(1) QSL
The above calculations, depending on the parameter
regime yields two types of uniform U(1) QSLs - gapped
and gapless in most part of the (J3 = −1, J4 = 0) hyper-
plane except for a part of the quadrant where J1 < 0 and
J2 > 0. The phase diagram is given in fig. 2. The rep-
resentative parton band structures are plotted in fig. 3.
Due to the inversion symmetry being explicitly present,
the bands are doubly degenerate with the right degenera-
cies at the different high symmetry points97 in both the
gapped and the gapless regimes. At the mean field level,
the lower half of the states are filled. The gapless band
structures are characterised by small band-touching or
more generally Fermi pockets that will have important
consequence for the spin structure factor (see below).
Due to the presence of the triplet decoupling channels,
bond nematic (since the real space and spin space are
coupled here it is a spin-orbital bond nematic) order is
present.64,94 Indeed, we find that uniaxial nematic or-
der parameter is non-zero. However the director of the
nematic is perpendicular to every bond and hence does
not break any symmetry of the system. Fluctuations of
the director are gapped and are related to the amplitude
fluctuations of the triplet decoupling channels. However
the phase fluctuations of the triplet channels are related
to two gapless emergent U(1) photon modes.
Fractionalised topological insulator64: For the gapped
phase, the fermionic parton band structure is charac-
terised by a non-zero Z2 topological invariant. In fact, in
7FIG. 2. Two uniform U(1) QSLs are obtained by minimizing
EMF in eqn. (14) with respect to the two independent param-
eters Ez, Ex(listed in Table I for some sample points). The
yellow (black) region corresponds to the QSL with gapped
(gapless) parton excitations arising from complete (partial)
filling of the parton bands. In the gapped phase the par-
tons form a strong topological band insulator with Z2 indices
given by [1; 000]. The points marked as a, b, c, d represents
points for which the patron band structure is plotted in fig.
3. In the top left corner the white region marks region of no
stable(conditions of stability is given in Appendix D 2) solu-
tion for uniform U(1) QSL ansatz in the singlet and triplet
hopping channels.
this regime, the partons form a strong topological band
insulator98 like its electron counterpart.96,97 This phase
is exactly the fractionalised topological insulator found
in Ref. 64 or the (EfTMf )θ phase discussed in the same
context in Ref. 12. However, compared to Ref. 64, in
the present case, since there is no spontaneously broken
spin rotation symmetry, there are no gapless Goldstone
modes. However there are two gapless photon modes
in the bulk in addition to the gapless surface states of
the partons protected by the Z2 invariant. Since the
emergent gauge theory is compact, it allows a gapped
monopole excitation. However the monopole gains 1/2
electric charge due to the Witten effect99 arising from
the topological band-structure of the partons.
E. Dynamic spin Structure factor for the uniform
U(1) QSL
Neutron scattering probes the spin correlations in the
system through the dynamic spin structure factor as
Ω(Q, ω) =
∑
α,β
(δαβ − k̂αk̂β)χαβ(Q, ω). (16)
(a)J1 = 3.0; J2 = −2.0 (b)J1 = 0.0; J2 = −2.0
(c)J1 = 1.0; J2 = 1.0 (d)J1 = 2.0; J2 = 1.75
FIG. 3. Representative fermionic parton band structures for
U(1) uniform QSL ansatz with triplet and singlet hopping
channels, for the points a, b, c, d of fig. 2. The indepen-
dent mean field parameters obtained by minimizing EMF in
eqn. (14) are listed in Table. I. The dotted line in each figures
denotes the chemical potential. Figs. 3(a), and 3(d) shows
gapless excitations (in the black region of fig. 2) and Figs.
3(b) and 3(c) shows gapped excitations (in the yellow regions
of fig. 2).
(a)J1 = 3.0; J2 = −2.0 (b)J1 = 0.0; J2 = −2.0
(c)J1 = 1.0; J2 = 1.0 (d)J1 = 2.0; J2 = 1.75
FIG. 4. Representative dynamical structure factors for U(1)
uniform QSL ansatz with triplet and singlet hopping chan-
nels, for the points a, b, c, d of fig. 2 and corresponding band
structures in fig. 3.
Where the dynamic spin structure factor is given by
χαβ(Q, ω) =
∑
a,b
〈Mαa (−Q,−ω)Mβb (Q, ω)〉. (17)
8(a)J1 = −1.0; J2 = −1.0 (b)J1 = 0.5; J2 = −2.0
(c)J1 = 1.0; J2 = 1.0 (d)J1 = 2.0; J2 = 1.75
FIG. 5. Evolution of the independent mean field parameters
obtained by minimizing EMF in eqn. (14) and by setting the
chemical potential self consistently satisfying the consraint
in eqn. (15), due to the presence of a varying magnetic field
2hZ [001] in global basis(the magnetic field term is added as
in eqn. 18). These figures shows that the uniform U(1) QSL
phase can be destroyed by a global magnetic field hZ/|J3| ∼
c
2
max(|E¯z|, |E¯x|), while c ∼ 1. For all figures J3 = −1.0;
J4 = 0.0.
Here M represents magnetic moments in global basis
which can be obtained from spin vectors in the global
basis by multiplying with the G−tensors for various sub-
lattice sites which are given in the appendix C 2 with
Mαa = G
αβ
a s
β
a .
The neutron scattering cross sections for representa-
tive parton band structures (corresponding to the same
parameter values as fig. 3) is given in fig. 4. In a QSL,
the dynamic spin structure factor probes the two-particle
parton continuum as opposed to the sharp magnon exci-
tation in a conventional magnetic ordered phase. Thus
in a QSL, the dynamic spin structure factor is expected
to be broad and diffused which is indeed one of the major
motivations to understand the existing neutron scatter-
ing experiments of compounds such as Yb2Ti2O7 and
Er2Sn2O7 starting from a QSL. The structure factors
shown in eqn. 4 generically shows such broad and dif-
fused scattering characteristic to the two-particle contin-
uum. In case of parameter regimes where the parton
band structure has a gap (3 (b) and (c)) the correspond-
ing continuum in structure factor (4 (b) and (c)) has a
finite lower threshold of the order of 2∆min, where ∆min
is the minimum band gap for the partons. In case of gap-
less band structure (3 (a) and (d)) the lower threshold
goes down all the way to ω = 0 (4(a) and (d)). However
if the gapless regions represent points or small pockets,
the spectral weight associated with them is small (e.g.,
fig. 4(a)). In this situation the the spectral weights from
(a)hz = 0.0 (b)hz = 0.075
FIG. 6. Representative fermionic parton band structure in
the presence of a global magnetic field 2hZ [001], with hZ =
0.075. The parameters for this plot are J1 = 1.0, J2 = 1.0,
J3 = −1.0, J4 = 0.0. The dotted line in the figure denotes
the chemical potential.
(a)hz = 0.0 (b)hz = 0.075
FIG. 7. The dynamical structure factor corresponding to the
band structure in fig. 6, in the presence of a global magnetic
field 2hZ [001], with hZ = 0.075. The parameters for this plot
are J1 = 1.0, J2 = 1.0, J3 = −1.0, J4 = 0.0.
such a gapless QSL becomes practically indistinguishable
from that of the QSL with a small gap.
F. Effect of an external magnetic field on the
uniform U(1) QSL phase
We now turn to the effect of an external magnetic field
on the uniform U(1) QSL. The magnetic field couples to
the system through the usual Zeeman term
Hzeeman =
∑
i
hαgαβS
β
i (18)
where we have used the local basis and gαβ is the
anisotropic g-factor given by eqn. (C2). The spin is then
written in terms of the fermionic partons using eqn. (3)
and self-consistent mean field solutions are obtained as
before by adding the above Zeeman term to eqn. (8). In
this calculations we have chosen the magnetic field to be
in the [001] direction.
Fig. 5 shows the evolution of self consistently de-
termined independent QSL mean field parameters with
an external magnetic field hZ , for the four representa-
tive points in the phase diagram (fig. 2). With the
increasing field, the uniform U(1) QSL phase gradu-
ally destroyed. We find that the QSL phase is com-
pletely destroyed with a small relatively magnetic field
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TABLE II. The magnetic order parameters13 as chosen in our calculation (see eqns. 20, 21 and 22).
hZ/|J3| ∼ c2 max(|Ez|, |Ex|), while c is close to 1. Simul-
taneously the magnetisation develops (not shown). For
the partons the decrease in the QSL parameters is re-
flected in the reduction of their band width of individual
bands as seen in fig. 6. This directly translates into the
narrowing of the region of finite intensity of the dynamic
structure-factor as shown in fig. 7 and gradual disap-
pearance of the diffuse two-particle continuum. However,
since our current calculation does not keep into account
of the magnon excitations in a finite magnetically po-
larized state, the resultant sharp excitation forms a flat
structure of intensity that is particularly prominent in
fig. 7(b) and is reminiscent of sharp magnon modes at
high magnetic fields in Yb2Ti2O7.
This completes our discussion of the uniform U(1) QSL
phase with fermionic partons and we now turn to inves-
tigate their magnetic instability.
IV. COMPETITION BETWEEN THE UNIFORM
U(1) QSL AND MAGNETIC ORDERED PHASES
To understand the nature of the magnetic instability of
the above QSL, we shall now add the magnetic ordering
channels in addition to the QSL channels (eq. 10). Un-
like the QSL, however, the magnetic channels are gauge
invariant and finite expectation values for these chan-
nels leads to spontaneous broken symmetry. In particular
〈S〉 6= 0 breaks time reversal as well as lattice symmetries.
We shall focus on the q = 0 magnetic ground states ob-
tained in the classical limit of the the Hamiltonian in Eq.
1 that have been found to be competitive in the regime
of interest.13 For the q = 0 phases, the classical order
parameters that appear are the ones which transform
as various irreducible representations of the symmetry
group Td. In particular, for the above Hamiltonian on
a tetrahedron, the magnetic order parameters that con-
tribute are a singlet mA2 , three triplet order parameters
mT2 ,mT1A′ ,mT1B′ , and a doublet mE transforming un-
der A2, T2, T1, T1, and E irreducible representations of
Td respectively.
13 The detailed expressions of the m’s in
terms of the spins are given in Ref. 13 while we list the
relevant ones in Table II.
The Hamiltonian (eqn. (1)) can be exactly represented
in terms of these order parameters channels as:
Hmag =
1
2
∑

aA2m
2
A2 + aEm
2
E + aT2m
2
T2
+ aT1A′m
2
T1A′ + aT1B′m
2
T1B′ . (19)
In eqn. (19), the sum is over the tetrahedron and
aA2 , aE , aT2 , aT1A′ , aT1B′ are coupling constants which
are given by linear combinations of Jα (Table V in Ap-
pendix A 5). The classical phase diagram for the above
Hamiltonian(eqn. (19)) is worked out in detail in Ref.
13. Below we give a brief overview of these phases for
completeness. Given the positive quadratic forms, the
boundaries of the classical phases can be estimated by
comparing the coefficients of eqn. (19).
In the parameter regime of relevance that we con-
sider, aE , aT2 and aT1A′ have the minimum values, so
we only consider the corresponding order parameters
mE ,mT2 ,mT1A′ . Without loss of generality, we choose
the directions of mean field order parameters to be
m¯E = m¯E
(
cos(pi/6)
sin(pi/6)
)
≡
(
〈m(1)E 〉
〈m(2)E 〉
)
, (20)
m¯T2 = 〈m(3)T2 〉
 00
1
 , (21)
and
m¯T1A′ = 〈m(3)T1A′ 〉
 00
1
 (22)
and solve for the ground state of eqn. eqn. (19). Here
m
(α)
X refers to the α
th component of mX (Table II).
The phase boundaries between these classical magnet-
ically ordered phases are shown by dashed lines in fig.
10. In the region between aT1A′ = aT2 and aT1A′ = aE ,
where J1, J2(< 0), a ferromagnetic phase characterised
by m¯T1A′ 6= 0 is stabilized. The ground state is in fact
a non-colinear ferromagnet (splayed ferromagnet (SF))
where the spin configurations in a tetrahedron are given
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by Sa ≡ {± sin t√2 ,∓ sin t√2 , cos t√2 }, t being the canting angle
between spins and the [100] axis in the ferromagnetic
ground state13.
The region between the aE = aT2 and aT1A′ =
aE , with antiferromagnetic XY interactions J1 > 0;
the ground state, characterised by m¯E 6= 0, belongs
to a one-dimensional manifold of states which trans-
forms under the E irreducible representation of the
Td group. These states are charecterised as classi-
cal spins lying in the XY plane normal to the local
[111] axis on each site, with spin configurations Sa ≡
{(± sin θE√
2
,± sin θE√
2
, cos θE√
2
), (± sin θE√
2
,∓ sin θE√
2
,− cos θE)√
2
)}. It
is understood13 that for the parametric regime near the
ferromagnetic phase boundary aT1A′ = aE , fluctuations
select a coplanar antiferromagnetic phase described as
θE =
(2m+1)pi
6 , m = 0, 1, ..., 5. However in other re-
gions fluctuations favor a non-coplanar antiferromagnetic
phase described as θE =
(n)pi
3 ,m = 0, 1, ..., 5. For the mE
phase (also referred to as Ψ3 phase), we choose θE = pi/6
in our analysis.
Finally, the region between the aE = aT2 and aT1A′ =
aT2 , the ground state is characterized by m¯T2 (the
Palmer-Chalker phase, PC), as a helical spin configura-
tion in a common [100] plane and the spin configuration
reads as Sa ≡ {(± 1√2 ,± 1√2 , 0), (± 1√2 ,∓ 1√2 , 0)}13.
A. Magnetic instability to the QSL
With these magnetic order we now try to understand
the instability of the uniform U(1) QSL to one these
phases within a parton mean-field theory augmented with
the magnetic channels as
H˜MF = HMF + αH
mag
MFT (23)
where HMF is the pure U(1) parton mean-field Hamil-
tonian (eqn. 13) and HmagMFT is the Curie-Weiss mean
field Hamiltonian for the magnetic order under consider-
ation where the spin operators are replaced by the par-
ton operators using eqn. 3. To understand the competi-
tion and coexistence of magnetic phases and QSL phase,
we take the total mean field Hamiltonian including both
types of mean field channels. Due to the difference of
renormalisation11 of the QSL mean field channels and
the magnetic moments the relative weightage between
the QSL decoupling and magnetic decoupling is in gen-
eral not equal and is parametrised by α in eqn. 23. Being
a renormalisation effect, the value of α cannot be deter-
mined within the mean field theory and hence similar to
Ref. 11 and 100, we shall take it as a variational pa-
rameter to sketch out the possible interplay between the
QSL and the magnetic order. For example, if we take the
QSL and magnetic Hamiltonians with equal weight, the
classical magnetic phases always win. On decreasing α
from 1, the QSL becomes competitive and in the rest of
this work we shall present results for α = 1/4.
J1 J1 E¯z E¯x m¯T1A′ m¯E m¯T2 E˜MF
2.0 1.5 −0.2 −0.1 0.0 −0.2 −0.1 −0.238
0.5 −3.0 −0.18 −0.16 0.0 −0.33 0.0 −0.332
1.75 2.0 −0.06 −0.17 0.0 0.0 −0.4 −0.223
TABLE III. Mean field parameters values in the local
basis(E¯x, E¯z, m¯E, m¯T1A′ and m¯T2 , in Col. 3, 4, 5, 6 and
7 respectively) obtained by minimizing the mean-field energy
per site as in eqn. (25). The mean-field energy minimum val-
ues per site (E˜MF ) are given in Col. 8. Results are shown
for the parameters values J1 and J2 as given in Col.1 and
2 respectively, keeping the parameters J3 = −1.0, J4 = 0.0
fixed. The points in this table are representative points of
coexisting U(1) QSL quantum order and classical magnetic
order and the points are marked as a, b, c in fig. 10.
The resultant phase diagram is shown in figs. 8 and
10 which gives an indication for the competition between
the magnetic orders and the QSL while the quantitative
details of the phase diagram needs to be worked out with
more sophisticated numerical techniques. In the rest of
this section we provide details of the obtained phase di-
agram and also discuss its possible implications to the
physics of rare-earth pyrochlores.
The total mean-field Hamiltonian H˜MF is now given
by:
H˜MF =
3N
16
[
2(Jzz + 4J±)|E¯z|2 − 8(Jzz − 4J±±)|E¯x|2
]
+
3N
16
[
16Jz±(E¯
z†
12E¯
x
12 + E¯
x†
12 E¯
z
12)]
− αN
4
(aE m¯
2
E + aT1A′ m¯
2
T1A′ + aT2 m¯
2
T2)
+
∑
k∈BZ
fσ1†a (k)H˜
ab
σ1σ2(k)f
σ2
b (k), (24)
where H˜ now has the magnetic terms on the diagonal
blocks. The elements of the diagonal magnetic blocks
are given in the Appendix D 1.
The mean-field ground-state of this augmented Hamil-
tonian of combined parton mean field channels and mag-
netic channels (eqn. (24)) is obtained like before (see
sub-section III C) by filling in the single particle ener-
gies for the band-structure where the mean-field parame-
ters E¯x, E¯z, m¯E, m¯T1A′ and m¯T2(in local basis, say) are
determined self-consistently with the constraint of one
parton per site implemented on average using a chemi-
cal potential µ, which is also calculated self-consistently.
This is done by minimising the mean-field energy per
site E˜MF as given by eqn. (25) in the local basis, the µ is
determined at each step of the minimization by solving
eqn. (26) for the chemical potential (details in Appendix
D 2).
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FIG. 8. The phase diagram of a pyrochlore magnet described
by the Hamiltonian eqn. (1), obtained by minimizing eqn. (25)
with respect to E¯x, E¯z, m¯E, m¯T1A′ and m¯T2 . The data
points shown in blue has a magnetically ordered phase with
non-collinear ferromagnetic order(splayed ferromagnet, SF )
characterized by order parameter m¯T1A′ as described in sec-
tion IV; the green data points represent a magnetically or-
dered phase with Palmer-Chalker order charecterised by order
parameter m¯T2 and the region shown in red is a planar antifer-
romagnet phase(E) charecterised by the order parameter m¯E.
The regions of the phase diagram where the U(1) QSL order
parameters (E¯x, E¯z)are non-zero, is marked with shades of
yellow with intensity proportional tomax(|E¯z|, |E¯x|) , and the
data is extrapolated for a continuous plot for these regions.
The phase diagram obtained from our calculation shows re-
gions of pure U(1) QSL phase and regions of coexisting mag-
netic order and U(1) QSL phase. For all points J3 = −1.0;
J4 = 0.0 (and α = 0.25). The parameters along the two cuts
A and B are given in fig. 9.
(a) (b)
FIG. 9. The variations of various QSL and magnetic mean-
field parameters along Cut A and Cut B of fig. 8.
E˜MF =
3
16
[
2(Jzz + 4J±)|E¯z|2 + 8(−Jzz + 4J±±)|E¯x|2
]
+
3
16
[
16Jz±(E¯
z†
12E¯
x
12 + E¯
x†
12 E¯
z
12)] (25)
−α
4
(aE m¯
2
E + aT1A′ m¯
2
T1A′ + aT2 m¯
2
T2)
+
1
4NUC
∑
k∈BZ
Nband∑
i=1
Λ˜i(k)Θ
[
µ, Λ˜i(k)
]
.
2
NbandNUC
∑
k∈BZ
Nband∑
i=1
Θ
[
µ, Λ˜i(k)
]
= 1. (26)
where Λ˜i s are the eigenvalues of H˜
ab
σ1σ2 , rest of the no-
tations are same as is eqn. (14) and eqn. (15). The para-
metric values of the independent mean field parameters
in the local basis and corresponding mean field energy
per site is given in TABLE III for some representative
points in the phase diagram.
The above self consistent parton mean field calcula-
tions, augmented with magnetic channels gives rise to a
very rich phase diagram. The different non zero QSL and
magnetic order parameters are shown in fig. 8 while the
dependence of various mean field parameters along the
two cuts of fig. 8 are shown in fig. 9. The expectation
that the QSL becomes competitive near the boundaries
of the magnetic phases is indeed realised. In addition,
the planar antiferromagnet and the Palmer-Chalker mag-
netic orders can coexist with the QSL as seen both from
fig. 8 and 9. Such magnetically ordered states which
allows fractionalisation are indeed attractive candidates
for rare-earth pyrochlores where experiments seem to find
signatures of both. We however note that in our calcu-
lations, no co-existing region between the QSL and the
ferromagnetic phase was observed. We shall return to
this point when we discuss the relevance of our calcu-
lations to candidate materials. The interpolation of the
data points produce the phase diagram shown in fig. 10
where we have pointed out the different phases. Clearly
the proximity of the QSL to the classical phase bound-
aries bears out our expectation about significant quan-
tum fluctuations leading to long range entangled phases
in regions where classical orders are fragile. In the fig-
ure we have also plotted the projection of the position
of the interesting materials on this hyper-plane based on
experimental estimates of the magnetic exchange cou-
plings (see Table IV). These are Yb2Ti2O7, Er2Ti2O7,
Er2Sn2O7 and Er2Pt2O7. We now turn to the discussion
of the relevance of our results to these materials.
B. Structure factor
For calculating the structure factor in presence of the
magnetic orders, we exclusively focus on the regions
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FIG. 10. The extrapolated phase diagram obtained from
the data points of fig. 8. The region shown in blue has a
magnetically ordered phase with non-colinear ferromagnetic
order(splayed ferromagnet, FM) charecterised by order pa-
rameter m¯T1A′ (section IV); the region shown in yellow is a
magnetically ordered phase with Palmer-Chalker (PC) order
charecterised by order parameter m¯T2 and the region shown
in orange is a planar antiferromagnet phase charecterised by
the order parameter m¯E. On the other hand, the QSL region
is in red. There are two fractionalised magnetically ordered
phases–(1) the fractionalised PC phase in purple (PC∗), and
(2) the fractionalised XY phase in green (E∗). For all points
J3 = −1.0; J4 = 0.0 and α = 0.25. The following sym-
bols denote the position of the interesting materials on this
hyper-plane : (1) (⊕) for Yb2Ti2O7 from Ref. 25, (2) () for
Yb2Ti2O7 from Ref. 24, (3) (♠) for Er2Ti2O7, (4) () for
Er2Sn2O7, and (5) (N) for Er2Pt2O7.
where the magnetic orders coexist with the QSL as these
are the more non-trivial cases as far as the present cal-
culations are concerned. The three representative parton
band-structures are shown in fig. 11. The band are no
longer doubly degenerate as time reversal symmetry is
broken in presence of the magnetic order. In the first two
cases the partons are gapped while in the third case it is
gapless. The corresponding structure factors are shown
in fig. 12. The diffuse continuum is quite prominent in
all the cases. Neutron scattering in these states therefore
will see quasi-elastic continuum in addition to the mag-
netic Bragg peaks. Due to the decrease in the magnitude
of the QSL parameters in this regime, the band-width
of the parton bands decreases which results in squeezing
of region of non-zero intensity of the dynamic structure
factor.
(a)J1 = 2.0, J2 = 1.5 (b)J1 = 0.5,
J2 = −3.0
(c)J1 = 1.75,
J2 = 2.0
FIG. 11. Representative fermionic parton band structures
for the points a, b, c of fig. 10, which has coexisting mag-
netic order and U(1) QSL phase. The two-fold degeneracy
of the bands are lifted due the broken TR invariance by the
magnetic order. The independent mean field parameters are
obtained by minimizing E˜MF in eqn. (25) and by setting the
chemical potential self consistently satisfying the constraint in
eqn. (26), the parameters are listed in Table. III. The dotted
line in each figures denotes the chemical potential. Fig. 11(a)
shows Fermi and hole pockets and predicts gapless excitations.
Fig. 11(b) predicts gapped excitations and fig. 11(c) predicts
gapless excitations. For all figures J3 = −1.0; J4 = 0.0.
C. Effect of the magnetic field
Finally we turn to the effect of an external magnetic
field on the competition between the magnetically or-
dered phases and the QSL. The Zeeman coupling is given
by eqn. 18 with the magnetic field being in the [001] di-
rection. We consider the evolution of the QSL phases
under this magnetic field and this is shown in fig. 13 The
decreasing regime of the QSL shows its instability to the
polarised state which wins over at high magnetic field.
The change in the parton band structure in at repre-
sentative coexisting (QSL and magnetic order) point is
shown in fig. 14 and the corresponding changes in the
structure factor is shown in fig. 15. Clearly, the QSL
parameters decreases in magnitude as the magnetic field
is increased which leads to the development of magnetic
polarization. This is reflected in both the parton band
structure as well as the structure factor.
V. RELEVANCE TO MATERIALS
In regards to the relevance of our results to materi-
als, we shall primarily focus on Yb2Ti2O7 and Er2Sn2O7
which are near the phase classical phase boundary as far
as the present experimentally determined coupling con-
stants are concerned. We shall also comment on the oth-
ers briefly.
Yb2Ti2O7 : The present calculations seems to sug-
gest that Yb2Ti2O7 is in a U(1) QSL phase proximate
to a slay ferromagnet (fig. 10). However, Ref. 11 or
44, in the present case within parton mean field descrip-
tion, our calculations does not capture a fractionalised
ferromagnetic phase where both fractionalised partons
and ferromagnetic order coexist. In fig. 16, we plot
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(a)J1 = 2.0; J2 = 1.5
(b)J1 = 0.5; J2 = −3.0
(c)J1 = 1.75; J2 = 2.0
FIG. 12. Representative dynamical structure factors corre-
sponding to the band structures in fig. 11. Fig. 12(a) and
12(cw) shows gapless dispersive band structure due to the
gaplss band structure of fig. 11(a) and 11(c). Fig. 12(b)
shows a gapped excitations due to the gapped band structure
of fig. 11(b). For all figures J3 = −1.0; J4 = 0.0.
the band structure for the self consistently derived mean-
field solution with the coupling constants estimated from
Ref. 24 and 25 respectively. It is clear that for both
the cases, the resultant time reversal invariant U(1) QSL
has a gapped band structure for the fermionic partons
and the band structure has a non-trivial Z2 topological
invariant. We note that such a fractionalized topologi-
cal insulators or the so-called (EfTMf )θ was also sug-
gested for Yb2Ti2O7 in Ref. 12. The relevance of this
novel symmetry enriched topological phase, however, is
not clear. Attempts to understand the resultant gapless
surface states through thermal conductivity21 is subtle
as the bulk too contains the gapless emergent photons.
The corresponding dynamic structure factor is plotted in
fig. 17 with sizable spectral weight somewhat similar to
that in experiments24 at zero magnetic field.
Er2Sn2O7 : Classical calculations places Er2Sn2O7 :
near the phase boundary between the Palmer-Chalker
state and the XY antiferromagnet. Our calculations re-
veal an interesting possibility of it being in a fraction-
alised Palmer-Chalker magnetic phase (10). As reviewed
in the introduction, experiments see Palmer-Chalker type
magnetic order below 108 mK36,37 with a sizable quasi-
elastic contribution in the to the low energy spectral
weight just below the ordering temperature. Indeed such
diffuse features can indeed arise from fractionalised par-
tons which, according to the present calculations can
coexist with the Palmer-Chalker state. In fig. 18(a),
we plot the parton band structure in the fractionalised
Palmer-Chalker state (PC*) which is obtained within our
self-consistent calculations for experimentally evaluated
exchange couplings. The corresponding structure factor
is plotted in fig. 18(b) which shows flat band of diffused
scattering similar to the broadened spectral weight seen
in experiments.37
In addition to the above two, the neutron scattering
data on powder of Er2Pt2O7 also suggest strong sup-
pression of ordering temperature to Palmer-Chalker state
along with broad and anomalous diffused excitations at
finite energies.38 Present estimation of the exchange cou-
plings also puts in in a regime where competition between
the uniform U(1) QSL and the Plamer-Chalker state is
relevant (see fig. 10).
VI. SUMMARY AND OUTLOOK
In this work we have explored the unconventional mag-
netism in rare-earth pyrochlores starting with a uniform
time reversal invariant U(1) QSL and exploring its in-
stabilities to magnetically ordered phases within a self-
consistent fermionic parton mean field theory. Our cal-
culation suggests that in the uniform QSL, the fermionic
parton band-structure can be gapped or gapless. In the
former case the parton band-structure has a non-zero Z2
topological invariant. This gapped phase is thus same as
the time-reversal symmetry enriched U(1) QSL proposed
in Ref. 12– the so called (EfTMf )θ phase in their nomen-
clature. Such a phase has gapless surface states (that can
lead to finite contribution to thermal conductivity at low
temperatures) in addition to gapless photons in the bulk.
Our studies regarding the magnetic instabilities of the
above QSL to the q = 0 magnetic states obtained in the
classical limit reveals a very rich phase diagram (fig. 10).
Near the classical phase boundary between the magnet-
ically ordered phases, the uniform U(1) QSL becomes
competitive and can open up regions of QSL as well
as fractionalised magnetically ordered phases. The low
energy diffused neutron scattering in materials such as
Yb2Ti2O7, Er2Sn2O7 and Er2Pt2O7 at zero/low mag-
netic field can arise due to proximity of the material to
the phase boundary between magnetically ordered phase
and the uniform U(1) QSL or due to fractionalised mag-
netically ordered phases.
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(a)hz = 0.0 (b)hz = 0.025 (c)hz = 0.05
FIG. 13. Evolution of the U(1) QSL phase (not showing the magnetic order which is non zero here) boundary is shown with
a magnetic field 2hz[001]. The parameters of this phase diagram is obtained by minimizing eqn. (25) with additional global
magnetic field, with respect to E¯x, E¯z, m¯E, m¯T1A′ and m¯T2 . Our results shows that the U(1) QSL region shrinks with the
external magnetic field. For all points J3 = −1.0; J4 = 0.0 and α = 0.25.
(a)hz = 0.0 (b)hz = 0.025
FIG. 14. Representative fermionic parton band structure in
the presence of a global magnetic field 2hZ [001], with hZ =
0.025. The parameters for this plot are J1 = 2.0, J2 = 3.0,
J3 = −1.0, J4 = 0.0; the mean field calculations shows a
coexistence of U(1) QSL phase and planer antiferrogmagnetic
order. The dotted line in the figure denotes the chemical
potential.
(a)hz = 0.0 (b)hz = 0.025
FIG. 15. The dynamical structure factor corresponding to the
band structure in fig. 14, in the presence of a global magnetic
field 2hZ [001], with hZ = 0.025. The parameters for this plot
are J1 = 2.0, J2 = 3.0, J3 = −1.0, J4 = 0.0.
In addition to competing magnetic orders, the quan-
tum spin-ice, the coulomb ferromagnet and the coexist-
ing FM with monopole flux state has been proposed as
an alternate starting point to understand the magnetic
behaviour of Yb2Ti2O7. Our studies adds to this un-
derstanding by providing a different QSL as the starting
(a)Coupling constants
from Ref. 24
(b)Coupling constants
from Ref. 25
FIG. 16. Fermionic parton band structures for the exper-
imental candidates with competing uniform U(1) QSL and
magnetic order, the parameters are given in Table IV. The
independent mean field parameters are obtained by minimis-
ing E˜MF in eqn. (25) and by setting the chemical potential
self consistently satisfying the constraint in eqn. (26). The
dotted line in each figures denotes the chemical potential. In
both the cases no magnetic order is present and the parton
band structure has a finite excitation gap.
FIG. 17. The dynamical structure factor corresponding to the
band structure in fig. 16(b) for Yb2Ti2O7 within the pure
QSL state obtained within a self-consistent parton mean field
theory. The corresponding figure obtained from 16(a) (not
shown) looks identical within our resolution.
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(a) (b)
FIG. 18. Fermionic parton band structure(a) and dynami-
cal structure factor for Er2Sn2O7 (parameters given in Table
IV). The independent mean field parameters are obtained by
minimising E˜MF in eqn. (25) and by setting the chemical po-
tential self consistently satisfying the constraint in eqn. (26).
Our self consistant mean field solution shows coexistance of
magnetic order and U(1) QSL, with a finite excitation gap
in the parton band structure. The dotted line in the band
structure 18(a) denotes the chemical potential.
point. Future numerical calculations such as variational
Monte-Carlo methods may be able to identify which of
these proposals is best suited to capture the relevant
physics.
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Appendix A: Details of the lattice and the
Hamiltonian
1. Unit cell and basis vectors of the pyrpchlore
lattice
The rare-earth cubic pyrochlores belong to the space
group Fd3¯m.65 The local spin moments of the rare earth
R3+ sit on the vertices of a network of corner shar-
ing tetrahedron. There are two types of tetrahedron as
shown in Fig. 1 denoted as the up and down tetrahedron
respectively. By choosing an up tetrahedron (without
loss of generality) as the origin of the underlying Bravais
lattice, one can describe the pyrochlore network as a FCC
lattice with 4-site unit cell forming the four sublattices as
shown in fig. 1. The basis vectors describing the lattice
are:
a1 =
1
2
[110], a2 =
1
2
[101], a3 =
1
2
[011], (A1)
the four-point basis is then given by
R1 =
a1 + a2 + a3
4
(A2)
R2 =
−a1 + a2 + a3
4
(A3)
R3 =
a1 − a2 + a3
4
(A4)
R4 =
a1 + a2 − a3
4
(A5)
2. Spins in local and global coordinates
Interplay of strong intra-orbital coulomb interactions,
spin-orbit coupling and the local crystal field provides
a natural direction for the spin quantization axis which
is different at different sub-lattice sites.65 With this lo-
cal quantization direction, the spin at sub-lattice site i is
given by
Si = S
x
i xˆi + S
y
i yˆi + S
z
i tˆi, (A6)
where,
tˆ1 =
[111]√
3
, tˆ2 =
[1¯1¯1]√
3
, tˆ3 =
[1¯11¯]1√
3
, tˆ4 =
[11¯1¯]√
3
(A7)
define the local axis of quantization in the Sz diagonal
basis for the 4 sublattice sites and
xˆ1 =
[2¯11]√
6
, xˆ2 =
[21¯1]√
6
, xˆ3 =
[211¯]√
6
, xˆ4 =
[2¯1¯1¯]√
6
yˆ1 =
[01¯1]√
2
, yˆ2 =
[011]√
2
, yˆ3 =
[01¯1¯]√
2
, yˆ4 =
[011¯]√
2
(A8)
are the local transverse directions. The global axes are
defined as
gˆ1 = [100], gˆ2 = [010], gˆ3 = [001] (A9)
in which the spins are given by:
si = s
x
i gˆ1 + s
y
i gˆ2 + s
z
i gˆ3 (A10)
3. Transformation matrices for the spin vectors
from local to global coordinates
We can transform the spin components in local basis
to global basis by the following rotation matrices
sαi = R
αβ
i S
β
i , (A11)
16
where i(= 1, 2, 3, 4) are the sublattice-site indices and
{α, β} ∈ x, y, z. The transformation matrices (Rαβi ) are
given by:
R1 =
 −
√
2
3 0
1√
3
1√
6
−1√
2
1√
3
1√
6
1√
2
1√
3
 , R2 =

√
2
3 0
−1√
3−1√
6
1√
2
−1√
3
1√
6
1√
2
1√
3

R3 =

√
2
3 0
−1√
3
1√
6
−1√
2
1√
3−1√
6
−1√
2
−1√
3
 , R4 =
 −
√
2
3 0
1√
3−1√
6
1√
2
−1√
3−1√
6
−1√
2
−1√
3
 .
4. Details of the Hamiltonian (eqn. 1) in global
basis
Following Refs. 13, 25, and 67 the coupling matrices
for various bonds are given by (see fig. 1 for numbering
of the bonds):
J12 =
 J1 J3 −J4J3 J1 −J4
J4 J4 J2
 , J13 =
 J1 −J4 J3J4 J2 J4
J3 −J4 J1
 ,
J14 =
 J2 J4 J4−J4 J1 J3
−J4 J3 J1
 , J23 =
 J2 J4 −J4−J4 J1 −J3
−J4 −J3 J1
 ,
J24 =
 J1 −J4 −J3J4 J2 −J4
−J3 J4 J1
 , J34 =
 J1 −J3 −J4−J3 J1 J4
J4 −J4 J2
 .
Details of the Hamiltonian (eqn. 2) in local basis
The ζ matrix used in eqn. 2 is given by
ζ =

0 e−
ipi
3 e
ipi
3 −1
e−
ipi
3 0 −1 e ipi3
e
ipi
3 −1 0 e− ipi3
−1 e ipi3 e− ipi3 0
 . (A12)
The relations between the coupling constants in the
global and local descriptions are25
Jzz = − 13 [2J1 − J2 + 2(J3 + 2J4)]
J± = 16 [2J1 − J2 − J3 − 2J4]
J±± = 16 [J1 + J2 − 2J3 + 2J4]
Jz± = 13√2 [J1 + J2 + J3 − J4] (A13)
5. Various coupling constants
Here we summarise the values of the experimentally
measured exchange couplings for different materials of
our interest in Table IV.
Yb2Ti2O7 Er2Ti2O7 Er2Sn2O7 Er2Pt2O7
J1 -0.09 -0.028 0.11 0.07 0.1±0.05
J2 -0.22 -0.326 -0.06 0.08 0.2±0.05
J3 -0.29 -0.272 -0.10 -0.11 -0.10±0.03
J4 -0.01 0.049 -0.003 0.04 0
Jzz 0.17 0.026 -0.025 0 ∼0.1
J± 0.05 0.074 0.065 0.014 ∼ 0.017
J±± 0.05 0.048 0.042 0.074 ∼ 0.083
Jz± -0.14 -0.159 -0.009 0 ∼ 0.047
TABLE IV. Experimentally measured coupling constants in
meV for selected rare-earth pyrochlores. For Yb2Ti2O7, the
first column is from Ref. 25 whereas the second column is
from Ref. 24.
The relation between the above coupling constants and
there relation with the coefficients for the magnetic cou-
pling constants in eqn. (19) is given in Table V.
Appendix B: Transformation of parton operators
from local to global basis
The global axes can be transformed to the local axes
at each lattice site by the corresponding sub-lattice de-
pendent three Euler rotations R(θ, nˆ) (rotation matrix
for an anti-clockwise rotation of θ about the axis nˆ),
in Euler axis-angle representation. To find the transfor-
mation of the partons in the global basis to local basis,
we use the spin-1/2 representation of these Euler rota-
tions, U(R(θ, nˆ)) = e−i
θ
2~σ.nˆ on the two component par-
ton fields.
The corresponding operator for transformation of par-
tons from the local (f) to global (F ) basis is defined as
fiσ = Vi;σσ′Fiσ′ . (B1)
Where i(= 1, 2, 3, 4) is the sub-lattice index. For i = 1
we show the operator V1;σσ′ as
V1 = U
† (R (pi4 , gˆ3))U† (R(cos−1( 1√3 ), gˆ3×tˆ1)|gˆ3×tˆ1)|))
U†
(
R
(
2pi
3 , tˆ1
))
. (B2)
The form of Vi;σσ′ for other sub-lattice indices can be
worked out similarly. Using eqn. (6) and eqn. (B1) we de-
rive the relations between the singlet and triplet particle-
hole channels in local and global basis.
Appendix C: Symmetry transformations
The tetrahedral point-group of pyrochlore Td consists
24 symmetry operations as {E, 8C3, 3C2, 6S4, 6σd} where
C3 → ± 2pi3 rotations around a local [111] axis, C2 → ±pi2
rotations around a local [100] axis,S4 → ±pi2 rotations
around a local [100] axis and then a reflection in the same
[100] plane,σd → reflection in [011] plane, E → identity.
I ∈ {E, I} (with E being the identity and I the inversion)
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a local global
aA2 3Jzz −2J1 + J2 − 2(J3 + 2J4)
aE −6J± −2J1 + J2 + J3 + 2J4
aT1A′
1
6
(6J± + 12J±± − 3Jzz)
− 1
3
sin(2t)
(
2
√
2J± + 4
√
2J±± − 4Jz± +
√
2Jzz
)
+ 1
6
cos(2t)
(
2J± + 4J±± + 16
√
2Jz± + Jzz
) (2J1 + J2) cos2(t)− (J2 + J3 − 2J4) sin2(t)
+
√
2J3 sin(2t)
aT1B′
1
6
(6J± + 12J±± − 3Jzz)
+ 1
3
sin(2t)
(
2
√
2J± + 4
√
2J±± − 4Jz± +
√
2Jzz
)
− 1
6
cos(2t)
(
2J± + 4J±± + 16
√
2Jz± + Jzz
) (2J1 + J2) sin2(t)− (J2 + J3 − 2J4) cos2(t)
−√2J3 sin(2t)
aT2 2(J± − 2J±±) −J2 + J3 − 2J4
TABLE V. Coefficients of the classical magnetic order parameter Hamiltonian in eqn. (19).
denotes the symmetry between the up pointing and down
pointing tetrahedron under inversion.
The transformation of the spin operators under thees
symmetries can be worked out95 which forms the basis
for understanding the transformation of the partons and
hence the mean-field decoupling channels χ¯ij and E¯
α
ij .
1. Symmetry transformation of the parton bilinears
The transformations of the parton singlet and triplet
operators under the above symmetry transformations
give (in the local basis)
Ey12 →
√
3Ex12, χ12 → 0 (C1)
Ey13 → −
√
3Ex12, E
x
13 → −Ex12, Ez13 → −Ez12, χ13 → 0
Ey14 → 0, Ex14 → −2Ex12, Ez14 → Ez12, χ14 → 0
Ey23 → 0, Ex23 → −2Ex12, Ez23 → Ez12, χ23 → 0
Ey23 → 0, Ex23 → −2Ex12, Ez23 → Ez12, χ23 → 0
Ey34 →
√
3Ex34, E
x
34 → Ex12, Ez34 → Ez12, χ34 → 0
These relations shows that there are only two inde-
pendent singlet/triplet operators which can have non-
zero mean field value. Under inversion symmetry, an
up-pointing tetrahedron are mapped to a down point-
ing tetrahedron. For the action of inversion on singlet
and triplet operators, consider the tetrahedron in fig 1.
On inversion about site 1; Eα1,j → Eα1,j′andχ1,j → χ1,j′ ;
where j′ is the site that j site maps to under inversion.
2. G-matrices in global basis
In local basis gaµν is g − tensor given by the diagonal
matrix
Diag{gxy, gxy, gzz} (C2)
for all a. The G matrices in global basis, obtained by
doing the basis transformations for various sublattice
sites as Gaαβ = R
a
αγg
a
γδ(R
a
δβ)
T , are as given below, with
g1 =
2gxy
3 +
gzz
3 , g2 = − gxy3 + gzz3 .
G1 =
 g1 g2 g2g2 g1 g2
g2 g2 g1
 , G2 =
 g1 g2 −g2g2 g1 −g2
−g2 −g2 g1

G3 =
 g1 −g2 g2−g2 g1 −g2
g2 −g2 g1
 , G4 =
 g1 −g2 −g2−g2 g1 g2
−g2 g2 g1
 .
Appendix D: Details of the parton mean field theory
1. Details for eqn. (13) and eqn. (24)
Here we provide the expressions of the terms of the
Hamiltonian Habσ1σ2 in eqn. (13). In the equations below
Rij ≡ (Ri −Rj)/2.
H12↑↑ = F cos(k.R12) = −H12↓↓ (D1)
H12↑↓ = G cos(k.R12) = −(H12↓↑)∗
H13↑↑ = −F cos(k.R13) = −H13↓↓
H13↑↓ = G
∗ cos(k.R13) = −(H13↓↑)∗
H14↑↑ = F cos(k.R14) = −H14↓↓
H14↑↓ = H cos(k.R14) = H
14
↓↑
H23↑↑ = F cos(k.R23) = −H23↓↓
H23↑↓ = H cos(k.R23) = H
23
↓↑
H34↑↑ = F cos(k.R34) = −H34↓↓
H34↑↓ = G cos(k.R34) = −(H34↓↑)∗
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where
F =
i
4
(8ExJz± + Ez(4J± + Jzz)) (D2)
G =
i+
√
3
4
(4ExJ±± + 2EzJz± − ExJzz)
H = − i
2
(4ExJ±± + 2EzJz± − ExJzz)
To obtain eqn. (24), we need to add the magnetic decou-
pling channels to the pure QSL in eqn. (13). Keeping in
mind eqn. (23), the additional matrix elements for the
augmented parton mean field theory is given by
H11↑↑ = −H11↓↓ = −H33↑↑ = H33↓↓ = 4αI (D3)
H11↑↓ = 4αJ, H
33
↑↓ = 4αK
H22s1s2 = H
11
s1s2 , H
44
s1s2 = H
33
s1s2
where {s1, s2} ≡ {↑, ↓} and
I = m¯T1A′ aT1A′
(
sin(t)
4
√
6
+
cos(t)
8
√
3
)
(D4)
J =
(√
3
16
− i
16
)
m¯EaE +
(√
3
16
+
i
16
)
m¯T2 aT2
+ m¯T1A′ aT1A′
((
1
4
√
6
− i
4
√
2
)
cos(t)
−
(
1
8
√
3
− i
8
)
sin(t)
)
K =
(√
3
16
− i
16
)
m¯EaE −
(√
3
16
+
i
16
)
m¯T2 aT2
− m¯T1A′ aT1A′
((
1
4
√
6
− i
4
√
2
)
cos(t)
−
(
1
8
√
3
− i
8
)
sin(t)
)
2. Minimization
In order to search for the mean-field ground state by
minimizing EMF (say eqn. (14)) we first scan the para-
metric E¯x − E¯z plane for bounded mean-field solutions.
The condition for a bounded minimum in EMF is given
in TABLE VI, where Q is the stability matrix given in
eqn. (D5); obtained by expressing the quadratic part of
EMF (eqn. (14)) as
(
E¯zE¯x
)
Q
(
E¯z
E¯x
)
.
Q =
(
2(Jzz + 4J±) 16Jz±
16Jz± 8(−Jzz + 4J±±)
)
(D5)
For a particular point in the phase space(given by
{J1, J2, J3, J4} or {Jzz, J±, J±±, Jz±}) if the conditions
in TABLE VI suggests that a bounded mean field mini-
mum of EMF is located in E¯x − E¯z plane, we search for
Det(Q) > 0 Tr(Q) ≤ 0 no bounded mean field
ground state
Det(Q) > 0 Tr(Q) > 0 mean field ground state
in E¯x − E¯z plane
Det(Q) ≤ 0 Tr(Q) ≤ or > 0 mean field ground state in
E¯x(E¯z) line
TABLE VI. Conditions for a bounded minima in EMF
the minimum by an adaptive grid search method, where
we first split the 2-dimensional parametric search space
in an uniform grid and locate all the minima; followed
by which we search in a small window in the parametric
space around each of the minimum (obtained in the first
step) with a finer grid. If the conditions in TABLE VI
suggests a bounded mean field solution is located along
a line E¯x(E¯z), we first identify the the unstable direction
in phase space by noting that one of the eigenvalues of Q
is ≤ 0. We set the corresponding eigenvector of Q to zero
to find the bounded direction in phase space and then we
apply the same adaptive grid search along that direction.
At each step of the grid search we set the chemical po-
tential µ by solving eqn. (15) using standard bi-section
method.
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