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Resümee/Abstract
Ioonsete vedelike uurimine arvutuskeemia meetoditega
Ioonseid vedelikke on viimaste aastakümnete jooksul laialdaselt uuritud, et kasutada ära
nende unikaalseid ja varieeritavaid füsikokeemilisi omadusi. Kuna ioonsete vedelike hind on
kõrge ja võimalikke ioonide kombinatsioone on väga palju, siis on nad ahvatlevaks objektiks
arvutuskeemiale. Samas on ioonsete vedelike simuleerimine keerukas, sest ioonses vedelikes
esineb palju erinevaid interaktsioone, mida rakendatav metoodika peab suutma adekvaatselt
kirjeldada. Antud töös võrdlesime tihedusfunktionaali teooria meetodite PBE, M06-L, SCAN,
SCAN0 ning B2PLYP võimet kirjeldada ioonseid vedelikke. Referentsmeetodina kasutati
DLPNO-CCSD(T) meetodit, mis ekstrapoleeriti täieliku baasfunktsioonide komplektini.
Käesolevas töös on lisaks koostatud tihedusfunktionaali teoorial põhinev mudel ioonsete
vedelike stabiilsuse ja viskoossuse hindamiseks. Antud robustne kuid efektiivne mudel
võimaldab korreleerida kvantkeemia arvutustulemusi makroskoopiliste omadustega.
CERCS: P410 Teoreetiline ja kvantkeemia; P400 Füüsikaline keemia; P401 Elektrokeemia
Märksõnad: ioonsed vedelikud, kvantkeemia, arvutuskeemia, tihedusfunktsionaali teooria,
suuremahuline uurimine, elektrokeemiline stabiilsus, viskoossus
Computational investigation of ionic liquids
Ionic liquids have been extensively studied over the past few decades to take advantage of
their fine-tunable physicochemical properties. Due to the high cost of synthesis as well as
a large number of ion combinations, it is beneficial to investigate them using computational
chemistry methods. At the same time, it is also challenging to find a suitable computational
approach that captures the whole variety of different types of interactions present in ionic
liquids. In this work, we have compared the performance of PBE, M06-L, SCAN, SCAN0,
and B2PLYP density functionals when describing ionic liquids. DLPNO-CCSD(T) method
extrapolated to the complete basis set limit is used as a reference. In addition, we have constructed
a density functional theory-based model to evaluate the electrochemical stability and viscosity
of ionic liquids. This simple yet efficient model correlates the macroscopic properties to our
computational results.
CERCS: P410 Theoretical chemistry, quantum chemistry; P400 Physical chemistry; P401
Electrochemistry
Keywords: ionic liquids, quantum chemistry, computational chemistry, density functional
theory, high-throughput computation, electrochemical stability, viscosity
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1 Introduction
The so-called room-temperature ionic liquids (salts with melting points below 100–150°C)
have been extensively studied over the past few decades to take advantage of their fine-tunable
physicochemical properties. Ionic liquids possess many advantages over the traditional aqueous
and organic solutions such as higher electrochemical and thermal stability, negligible vapor
pressure and high charge density [1, 2].
However, high cost inhibits the investigation and the widespread commercial utilization of room-
temperature ionic liquids, especially when a reasonable degree of purity is required [3]. Thus,
it is beneficial to incorporate computational chemistry methods into the design of novel ionic
liquids, which allows evaluating the desired properties before synthesis [4]. High-throughput
computational screening of ionic liquids as well as other components of the energy storage
systems have been succesfully conducted before [5–9].
1.1 Problem overview
Accurate simulations of condensedmatter, especially of soft matter such as ionic liquids, demand
large amounts of computational power to describe itsmesoscopic structure [10,11]. The quantum
chemistry “gold standard” – the coupled cluster method with single and double excitations with
perturbative triple excitations (CCSD(T)) – is not applicable to such systems. As the CCSD(T)
speed scales as the 7th order of the number of employed basis functions, it is commonly applied
to single molecules, while soft matter models usually consist of dozens of molecules [12, 13].
In calculations of ionic liquids, density functional theory (DFT) methods offer a good trade-off
between accuracy and cost [10, 14, 15]. In DFT the electronic density is considered instead of
wavefunctions and calculations scale as the 3rd order of employed basis functions. For this
reason, the DFT methods are widely employed in chemistry [16,17]. They can tackle condensed
systems and can even be used for DFT-based molecular dynamics (MD) simulations. However,
there are many flavors of DFT within a hierarchy of DFT methods that is often referred as
Jacob’s ladder [18]. Thus, DFT calculations can be carried out with different levels of accuracy
and speed depending on the needs of a particular task.
In certain cases, instead of the DFT-based calculations, one could even resort to those methods
that employ classical mechanics (e.g. molecular mechanics, molecular dynamics, Monte Carlo),
thus completely neglecting the electronic structure and simulating larger systems. Of course,
electronic effects are not captured implicitly in these methods; therefore they require empirical
parametrization and are not guaranteed to yield relevant results for “irregular” systems, . different
than the systems used in developing in the method’s parametrization [10].
9
Depending on the task at hand, the employed computational model and method need to be
chosen appropriately and pre-tested to fit the required criteria of speed and accuracy. In the case
of ionic liquids, the selected method should be accurate enough to describe all of the complex
physical interactions between ions and yet be able to characterize small associates such as ionic
pairs as well as mesoscopic structures of ionic liquid bulk or even ionic liquid at interfaces. This
task is not trivial and requires the utilization of state-of-the-art methods, sophisticated models
as well as the combination of different approaches [10, 19, 20].
1.2 Goals
In the current work, we have investigated ionic liquids with DFT methods. As mentioned above,
DFT is more cost efficient than CCSD(T). Furthermore, DFT can be corrected to account for
some of the known systematic errors to improve its accuracy [21,22]. On the way to large-scale
DFT-based MD simulations for more specific case studies, we have evaluated the performance
of several DFT methods against domain-based local pair natural orbital CCSD(T) (DLPNO-
CCSD(T)) results for a wide variety of ionic liquids associates.
The first goal of this work was to compare the performance of widely used density functionals
PBE, M06-L, and B2PLYP with a novel SCAN density functional [23] on a set of 48 ionic
liquid pairs. The SCAN functional was previously shown to yield accurate results for diversely
bonded materials [24]. If SCAN performs as well on describing ionic liquids, then it could
be a valuable tool for condensed matter simulations and high-throughput ionic liquid design.
We have tested the fitness of SCAN for simulations of ionic liquids. In particular, we applied
Grimme’s dispersion correction (D3) [25], self-interaction error correction (through hybrid
SCAN0 functional) [26], and basis set superposition error (BSSE) correction with Counterpoise
(CP) scheme [27] to find the best performing combination. These corrections are known to
benefit other density functionals [14, 21, 22, 28], so as expected we show that they also improve
the results of SCAN.
The second goal of this work was to correlate energies extracted from the quantum chemical
computation to physicochemical properties such as electrochemical stability and viscosity, which
are both of the utmost importance in practical applications. Since our ionic liquid model
composes only of single ionic pairs in vacuo, the obtained values can not be compared to
experiment directly and require additional fitting. However, the results are still insightful, as
they provide the relative ranking of the studied 48 ionic liquids. We suggest that the developed
computational model can be employed to design novel ionic liquids with a desirable combination
of electrochemical stability and viscosity.
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2 Problem review
As stated in the previous chapter, we chooseDFTmethods to run electronic structure calculations
of ionic liquids due to a good trade-off between accuracy and cost [14]. The heart of the DFT
methods is the employed exchange–correlation functional. The exact form of which is not known
and is not expected to be simpler than the solution of the corresponding Schrödingers equation
in wavefunction theory (. analytically unsolvable for systems with more than one electrons) [16].
The exchange–correlation functional, by definition, is meant to include the portion of energy
that is not analytically obtainable from electron density. Those problematic energy terms are,
as the name suggests, exchange and correlation energy, which can only be found exactly for
uniform electronic gas. In short, exchange energy is the energy yielded in a quantummechanical
effect, where two degenerate particles exchange their wavefunctions, and correlation energy is
the interaction between particles (e.g. Coulombic repulsion between electrons) [29].
There are many different density functionals proposed throughout literature, while there is none
that is the most physically sound. Therefore, the choice of the employed density functional
is non-trivial and may depend on the task at hand, because they all operate under various
approximation.
2.1 DFT methods
In a pure DFT approach, there are no orbitals included whatsoever. Kohn and Sham incorporated
non-interacting one-electron orbitals to DFT to estimate the kinetic energy [30]. The resulting
method is not entirely accurate for finding kinetic energy, and it neglects the electron–electron
interaction completely. More advanced exchange–correlation functionals include terms to re-
capture those fundamental effects [29].
As mentioned, the exchange and correlation energy of non-uniform electron density cannot be
calculated exactly. However, any realistic system that is interesting for chemistry includes bonds
or at least atoms, where the electron density is hardly uniform. Thus, similarly to Hartree–Fock
theory, DFT also needs approximations to describe relevant models.
The first and most simple approximation is called the local density approximation. In local
density approximation, the energy of the electron density in point r is found as the energy of
a homogeneous electron gas of the same density [30]. This approximation is only accurate if
the electron density varies slowly, as the captured effect is of local nature.
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Another, a more viable approximation is called the gradient-generalized approximation (GGA).
In GGA the inhomogeneities in the electron density are partially accounted for by including
a factor, which depends on the local electron density gradient. Followingly, GGA density func-
tionals are much more efficient in describing chemical bonding [31].
To improve upon GGA, a second derivative of the electron density is additionally included.
Usually, the derivative of orbital kinetic energy is employed. The resulting functionals are
called meta-GGA, and they are better at describing more diffuse bonds, where the exchange and
correlation interactions are less localized [32, 33].
An alternative approach to improve aDFTmethod’s performance is tomix it with a wavefunction
theory method. The resulting functionals are the so-called hybrid functionals [34]. The most
common example is combining the exact exchange energy from Hartree–Fock with that of DFT.
There exist novel double hybrid methods, that also include perturbation theory in the exchange–
correlation functional to correct the correlation energy (e.g. B2PLYP which will be discussed
further in section 3.1.1) [35]. Hybridization improves the performance of computations. In re-
turn, hybrid functionals are slower (double hybrid evenmore so), because they have to incorporate
calculation steps that scale in 4th (or larger) order of the number of basis functions [14].
2.2 Estimated properties
The first property we estimated is the electrochemical stability of the ionic liquids corresponding
to the studied ionic pairs. Previously, Ong et al., Pandian et al. and others studied the
electrochemical stability of ionic liquids with the help of DFT [36,37]. The simplest approach is
to correlate the cathodic stability with the LUMO energy value and the anodic stability with the
HOMO energy value of ions forming an ionic liquid [36]. A more accurate approach relies on
the delta self-consistent field (∆SCF) method. In the ∆SCF method, the electron affinities (EA)
and ionization energies (IE) are calculated from the electronic energy differences of reduced and
oxidized species [36, 37].
The second property we estimated is viscosity. Viscosity is closely related to self-diffusion
coefficient and ionic conductivity. Borodin et al. reported a correlation between the heat
of vaporization (∆Hvap), Eint, molar volume (Vm), self-diffusion coefficient (D), and ionic
conductivity of 29 ionic liquids using molecular dynamics simulations [38]. In the following
study, they suggested ∆Hvap + 0.18Eint as a descriptor of cohesive energy in an ionic liquid,
which can be correlated to the average self-diffusion coefficient [39]. The proposed correlation
applied more accurately for ionic liquids with similar packing and diffusion mechanism.
Bernard et al. observed a correlation between the melting point of an ionic liquid and the ratio of
total Eint to its dispersion component. This relationship held true especially for the ionic liquids
which shared an anion. Bernard et al. also noted that the dispersion component of Eint correlated
betterwith viscosity and conductivity than the totalEint. The strong correlation between transport
properties and dispersion interaction was explained by dispersion being disturbed the most by
the diffusional movement of ions [40]. In this work we have correlated the viscosity of ionic
liquids to the Eint and its dispersion component.
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3 Methodology
In this chapter, the employed methods and models are discussed. First, the DFT functionals,
corrections, and the reference computational method are introduced. Second, the simulation
details are provided. Finally, the models used to estimate electrochemical stability and viscosity
of the studied ionic pairs are defined.
3.1 Employed DFT functionals
3.1.1 B2PLYP
We used the B2PLYP functional to optimize all geometries. We chose B2PLYP as it was shown
to be accurate for a variety of chemical systems [35]. However, being double hybrid means that
the calculation time scales as the 5th order of the number of employed basis functions. B2PLYP
uses Becke’s 1988 exchange functional (B88) [41], the correlation functional by Lee–Yang–Parr
(LYP) [34], Hartree–Fock exchange (HF), and the correlation from second-order perturbation
theory (MP2) [42]:
Exc = (1 − ax)EB88x + axEHFx + (1 − c)ELYPc + cEMP2c , (3.1)
where Ex denotes the exchange energy, Ec is the correlation energy, and the upper index
determines the corresponding method. ax and c are the scaling parameters, which are equal to
0.53 and 0.27 respectively. It is notable that the MP2 energy term is found directly using the
Kohn–Sham orbitals [35].
3.1.2 SCAN and SCAN0
A recently developed exchange–correlation functional called SCAN was shown to have good
accuracy when describing the energies and geometries of diversely bonded materials [24].
Furthermore, SCAN is the first meta-GGA functional that takes into account all 17 constraints
that a meta-GGA should satisfy [23]. For this reason, differently from many other popular
meta-GGA functionals, it is not fitted to experimental results. Thus, we decided to test for the
first time if SCAN is a viable candidate for high-throughput screening of ionic liquids.
To reduce errors due to self- and non-covalent interactions, Hui and Chai proposed SCAN-based
hybrid density functional called SCAN0. The functional mixes 75% of SCAN exchange energy
with 25% of exchange energy from Hartree–Fock method [26]:
ESCAN0xc = E
SCAN
c +
1
4
EHFx +
3
4
ESCANx . (3.2)
Further testing by Hui and Chai showed that SCAN0 gave better results than its parent semi-
local SCAN functional for a wide range of systems and therefore it can be categorized as
hyper-GGA [26].
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3.1.3 PBE and M06-L
To contrast the performance of SCAN we picked two popular non-hybrid functionals: PBE [31]
and M06-L [43]. PBE, developed by Perdew–Burke–Ernzerfoh is one of the most widely used
density functionals, which is known to yield acceptable results for most of chemical systems.
M06-L, on the other hand, is a meta-GGA functional from the Minnesota 06 functionals family.
After a systematic assessment by Zahn et al. they both were recommended for fast and accurate
studies of the energetics of ionic liquid associates [14].
3.2 Corrections to DFT
Local density functional methods cannot properly describe the dispersion interaction [22].
To alleviate this systematic shortcoming, we employed the Grimme’s long-range dispersion
correction [25]. Furthermore, we rescaled the α2 parameter for SCAN, as it has not been
previously done.
Basis set incompleteness is an unavoidable problem throughout the whole quantum chemistry.
Basis set is an arbitrary set of mathematical functions required to construct the electronic wave
functions. Basis set superposition error occurs when the wave function belonging to a fragment
is described by the wave function assigned to another fragment [44]. This effect is somehow
similar to partial charge transfer, but it is not of physical origin and therefore artificially stabilizes
the energy of the given fragments.
3.2.1 D3 dispersion correction
Grimme’s dispersion correction (D3) was applied to correct the density functional methods in
this work [25]. The London dispersion energy from the D3 scheme (Edisp) consists of the leading
atom-pair wise term with Becke–Johnson (BJ) damping: [45–47]
Edisp = −1/2
atoms∑
A
atoms∑
B,B,A
[
s6
CAB6
R6AB + (a1R
0
AB + a2)
6
+ s8
CAB8
R8AB + (a1R
0
AB + a2)
8
]
. (3.3)
In this equation, CABn denotes the nth-order dispersion coefficient for each atom pair AB, RAB
is their internuclear distance, and sn are the order-dependent scaling factors. The cutoff radii
R0AB =
√
CAB8 /C
AB
6 and a1 and a2 are fitting parameters, which depend on the employed
functional.
3.2.2 Rescaling the SCAN D3 parameters
Brandenburg et al. used α2 = 5.4200, s6 = 1, s8 = 0 D3 parameters for SCAN and fitted the α1
to be 0.5380 [48]. In our work, those parameters produced a systematic shift towards negative
interaction energy values for SCAN corrected with D3 and CP (see below) (Figure 3.1). Thus,
we rescaled both of the D3 damping parameters α1 and α2 to see whether we could eliminate the
systematic errors. For that purpose, we considered α1 values in the range of 0–1, and α2 values
in the range of 5–10 with a step of 0.05. The performance of SCAN+CP+D3 with different D3
parameters can be seen in Figure 3.1.
There is a clear linear dependence between α1 and α2 which is logical considering Equation 3.3.
14
Furthermore, Figure 3.1 does not reveal any steep energy minima, which made finding the
optimal parameter values a non-trivial task. For the sake of simplicity, we decided to employ
the α1 value as fitted by Brandenburg et al. and found a α2 value, which produces the lowest
average mean absolute deviation in combination with this α1.
Hence, the rescaled parameters are α1 = 0.5380, α2 = 6.80. Further D3 optimization was out
of the scope of the current work. For certain SCAN will benefit from a more rigorous D3
optimization with a diversely bonded test set.
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Figure 3.1: Averagemean absolute deviation (MAD) of a counterpoise (CP) and dispersion
(D3) corrected SCAN with varying Becke-Johnson damping parameters – α1 and α2 – for
dispersion correction. The deviation scale is natural logarithmic and limited to 1.86 for
better contrast. The pairs of α1 and α2 used in this work and by Brandenburg et al. are
marked.
3.2.3 BSSE correction
As the exact basis sets for systems with more than one electron can not be known, certain errors
stem from the incompleteness of the used basis sets. One of which is the BSSE, where the
basis functions of one fragment artificially stabilize another fragment and vice versa. We have
employed a Boys–Bernardi counterpoise scheme (CP) to reduce this error, which is defined as
follows [27]:
Ecounterpoise = Ecationcation + E
anion
anion − (E
pair
cation + E
pair
anion), (3.4)
where the lower index indicates the corresponding fragment and the upper index denotes the
employed basis set. In other words, Ecationcation denotes the energy of the cation computed using
the cation basis set, while Ecationpair denotes the energy of the cation computed using the basis set
of the whole pair. The same logic applies to the anion. Note that all the single ions are also
calculated on pair geometry throughout this work.
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3.3 Reference method
CCSD(T) is the “gold standard” for modern quantum chemistry. However, it is also very
expensive especially when paired with a large basis set. Thus, we have instead opted to use
DLPNO-CCSD(T), an approximation to CCSD(T)-based method that yields a nearly identically
accurate result [49].
The quality of wave function theorymethods dramatically increaseswith the size of the employed
basis set. As the basis set gets larger, the obtained energy converges to a limit [50–52]. To
extrapolate the energy towards the complete basis set limit we used basis sets of different sizes.
Herewith, we employed a cheaper SCS-MP2 method to extrapolate the energies, taking into
account that the energy of SCS-MP2 converges at a similar rate [53].
3.3.1 Domain-based local pair natural orbital CCSD(T)
One way to drastically speed up the performance of CCSD(T) method is to localize the orbitals,
which allows for faster electron correlation calculation. In local pair natural orbital CCSD(T)
(LPNO-CCSD(T)) method, the localization is achieved by using a pair natural orbital for every
electron pair. The pair natural orbitals are a highly compact set of orbitals that are different for
each electron pair. This approach captures 99.5–99.7% of the correlation of CCSD(T), while
the simplified orbitals improve the CPU scaling to the fifth power of system size [54].
The LPNO-CCSD(T) method was developed even further by Riplinger and Neese so that it
would take more advantage of its local nature [49]. In domain-based local pair natural orbital
CCSD(T) (DLPNO-CCSD(T)) each electron pair is assigned a domain of correlation, which
allows neglecting many interactions while maintaining practically the same accuracy as LPNO-
CCSD(T). Furthermore, in DLPNO-CCSD(T) the singles excitations energy is truncated [49].
The above approximations keep the DLPNO-CCSD(T) energies within one kcal/mol from those
of CCSD(T) but make the calculation time scale almost linearly with the system size [13].
According to Ref. 55, DLPNO-CCSD(T) with tight parameters has less than 1 kJ/mol standard
deviation from CCSD(T) for the FH dataset, [56] S66 database [57] and two datasets containing
conformational energies of butane-1,4-diol [58] and melatonin [59]. For these reasons, we used
DLPNO-CCSD(T) as a reference method in the current work.
3.3.2 Complete basis-set extrapolation
To obtain accurate electronic energies, one has to use large basis sets, which make even DLPNO-
CCSD(T) calculations time-demanding. Fortunately, as the size of the basis set increases,
the energies tend to converge smoothly towards complete basis set limit. This fact allows
extrapolating the energies found with smaller basis sets to a near complete basis set energy
[50–52]. We have extrapolated the correlation energy, and the self-consistent field (SCF) energy
to the complete basis set (CBS) limit using spin-component scaled second-order Møller–Plesset
perturbation theory (SCS-MP2) with Def2-TZVPP and Def2-QZVPP basis sets [60]:
ECBScorrelation =
3eETZcorrelation − 4
eEQZcorrelation
3e − 4e
,
ECBSSCF =
ETZSCF − E
QZ
SCFe
7.88(
√
4−
√
3)
1 − e7.88(
√
4−
√
3)
,
(3.5)
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where E XY denotes the energy of type X with basis set Y , and e stands for Euler’s number.
The factors 3 and 4 are derived from the amount of the split-valence basis functions used to
describe a single orbital (ζ) (in Def2-TZVPP it is 3 and in Def2-QZVPP 4). Effective core
potentials for iodine on the Def2-QZVPP level were employed [61]. The SCS-MP2 values
found with equation 3.5 are then used in conjunction with the DLPNO-CCSD(T)/Def2-TZVPP
results to extrapolate the latter towards the CBS limit:
ECBSCCSD(T) = E
CBS
SCF + E
CBS
correlation + (E
TZ
CCSD(T) − E
TZ
SCS-MP2). (3.6)
According to Ref. 51 a similar approach, which includes the DLPNO approximation and
uses MP2 results to extrapolate the DLPNO-CCSD(T) energies, has less than 2 kJ/mol mean
deviation and less than 3 kJ/mol mean average deviation from the honestly extrapolated pure
CCSD(T).
3.3.3 Spin-component scaled MP2
As described in the previous section, SCS-MP2 was employed instead of regular MP2 for ex-
trapolating the DLPNO-CCSD(T) energies to the CBS limit. SCS-MP2 is a method developed
from the second-order Møller–Plesset perturbation theory, where the correlation energy contri-
butions from antiparallel- and parallel-spin pairs are viewed separately [53]. The antiparallel-
and parallel-spin correlation energies in SCS-MP2 are scaled with two dimensionless factors
respectively – the former slightly larger and the latter slightly smaller than unity:
Escaled correlation = pSES + pTET, (3.7)
where ES and ET are the correlation energy contribution from parallel-spin components (αα, ββ)
and the antiparallel-spin components respectively (αβ, βα). The scaling factors were optimized
by fitting them to benchmark reaction energies in Ref. 53 and established to be pS = 1/3 and
pT = 6/5. The SCS-MP2 correlation energy is very similar to regular MP2, but the antiparallel-
spin pair, singlet state is preferred. The described approach alleviates the tendency of MP2 to
underestimate the extent to electron pairing [53].
3.4 Computation details
All calculations were run with Orca 3.0.3 unless stated otherwise [62]. The geometry optimiza-
tion was done with Ahlrichs’ type triple-ζ Def2-TZVPP basis set with polarization functions
on all atoms [63, 64]. Tight self-consistent field convergence parameters, SCF integration
grid 5 with final grid 6 and tight geometry optimization grids as defined in Orca 3.0.3 were
used. The resolution of identity approximation was employed to speed up the calculations with
approximations for Coulomb integrals, numerical Hartree–Fock exchange integrals, and MP2
correlation integrals. Grimme’s dispersion correction with Becke–Johnson damping was also
employed [25, 46, 47]. Most of the starting geometries were obtained from the Ref. 65 GitHub
repository.
All single-point DFT calculations were performed on the B2PLYP optimized geometries.
The single-point PBE,M06-L, and B2PLYP calculations were conducted using the Def2-TZVPP
basis set, tight SCF convergence parameters, SCF integration grid 7, and the resolution of the
identity approximation for Coulomb integrals as defined in Orca 3.0.3. For single-point B2PLYP
calculations, the same RI-approximations were used as for the optimization. The Grimme’s D3
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dispersion correction was added to the final energies with Becke–Johnson damping [25,46,47].
Additionally, the Boys–Bernardi counterpoise correction procedure was used to account for the
basis set superposition error (see sections 3.2.1 and 3.2.3 for details on the corrections) [27].
The SCAN calculations, as they were run with amodified version of Gaussian 03 code, employed
6-311++G(3df,3pd) basis set instead of Def2-TZVPP [66, 67]. Herewith, for iodine, the diffuse
functions were not included. Tight SCF convergence parameters and ultrafine SCF integration
grids were employed as defined in Gaussian 03. Additionally, we calculated the D3 correction
with parameters from Ref. 48 as well as with rescaled parameters (denoted D3*, rescaling is
described in section 3.2.2), and the Gaussian 03 built-in Boys–Bernardi counterpoise correc-
tion. For selected ionic pairs, the hybrid version of SCAN with 25% of Hartree–Fock exchange
(SCAN0) was also employed on the same basis set [26].
The DLPNO-CCSD(T) calculations are run with tight parameters (TCutPairs = 10−5,TCutPNO =
10−7,TCutMKN = 10−4) and Def2-TZVPP basis set. The resolution of identity approximation
was employed for the correlation integrals.
Spin-component scaled second-order Møller–Plesset perturbation theory (SCS-MP2) [53] cal-
culations were run with both triple-ζ and quadruple-ζ split-valence basis sets (Def2-TZVPP
and Def2-QZVPP), and resolution of the identity approximation for Coulomb and correlation
integrals. Effective core potentials for iodine on the Def2-QZVPP level were employed [61].
The SCS-MP2 energies were used to extrapolate the DLPNO-CCSD(T) energies to the complete
basis set limit.
3.5 Statistical methods
The main metrics for evaluating the performance of the functionals in this work are values of
interaction energies and dipole moments. Interaction energy of an ionic pair is defined as:
Eint = Eionic pair − (Ecation + Eanion), (3.8)
where Eionic pair denotes the electronic energy of the ionic pair, Ecation the electronic energy of
the cation and Eanion the electronic energy of the anion (all at the optimized pair geometry). In-
teraction energies calculated with the DFT functionals were compared against the corresponding
values obtained with the reference method – DLPNO-CCSD(T) extrapolated to the complete
basis set limit.
To evaluate the performance of the functionals we used the following statistical parameters:
maximum deviation (MAXD), mean absolute deviation (MAD), mean deviation or bias (MD),
the standard deviation of error of predictions (SDEP), and correlation coefficient (r):
MAXD = max |D |, MAD =
N∑
i=1
|Di |
N
, MD =
N∑
i=1
Di
N
,
SDEP =
√√
1
N
N∑
i=1
(Di − D̄i)2, r =
cov(Qi,QRef.i )
σ(Q)σ(QRef.)
, (3.9)
where N is the number of all ionic pairs in the dataset, Di = Qi − QRef.i stands for deviation,
Qi denotes a calculated quantity, while QRef.i represents the same quantity calculated using the
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reference method. In the equation defining correlation coefficient r , cov is the co-variance
between predicted and reference values, and σ stands for the standard deviation of the values.
The box-plot format is used for the presentation of results (Figures 4.2, 4.4A and 4.4B). In a box-
plot the first and the third quartiles of the given dataset are represented by lower and upper box
edges, the second quartile (. median) is represented by a horizontal line within a box, and the
whiskers extend to the minimum and the maximum values. Outliers beyond 1.5 interquartile
range of the box are portrayed separately, in which case the corresponding whisker is limited to
±1.5 interquartile range beyond the box.
3.6 Electrochemical stability
We have employed the ∆SCF method to estimate the electrochemical stability of ionic liquids
based on the corresponding ionic pairs. In the ∆SCF method, the stability is assessed using
the electron affinities (EA) and ionization energies (IE), which in turn are found from the
electronic energy difference of oxidation and reduction processes respectively. The ionization
energy (IEion) is mainly determined by the cation and thus defined as the difference between the
electronic energies of the cation and its reduced form. Oppositely, electron affinity (EAion) is
defined as the difference between the electronic energies of the anion and its oxidized form:
IEion = E(Cation+) − E(Cation•), EAion = E(Anion−) − E(anion•) (3.10)
A more accurate model would require the inclusion of the solvation shell – either explicit or
a continuummodel to calculate the solvation energies for a complete thermodynamic cycle [68].
More expensive molecular dynamics simulation have also been shown to yield accurate results
[37]. Furthermore, in molecular dynamics simulations, an electrode can be included in the
system, which creates a more realistic environment for the decomposition.
However, in this work, the aim was to develop a model for predicting experimental properties
with simple and robustDFT calculations, that can be scaled up to be employed in high-throughput
screening (e.g. for the design and discovery of novel ionic liquids). For this reason, we did
not consider molecular dynamics and used a modified ∆SCF method instead. Note, the ∆SCF
method, which considers only single ions (Equation 3.10) tends to underestimate the overall
electrochemical stability [37], because only ions in the vacuum are simulated, while important
inter-ionic and interfacial interactions are neglected [69].
The inter-ionic interactions can, at first approximation, be included by additionally conducting
the ∆SCF procedure with the whole ionic pair, which accounts for the solvation of an ion by its
counter ion:
IEpair = E(IP+) − E(IP•), EApair = E(IP−) − E(IP•) (3.11)
By combining 0.25·IEpair with 0.75·IEion and 0.25·EApair with 0.75·EAion, the EAs and IEs for
each ionic liquid were calculated. The scaling factors, 0.75 and 0.25, were obtained by fitting the
calculated results against the experimental electrochemical stabilities (Table 6 in Reference [70]).
The physical meaning of this scaling factor is closely related to the effective Madelung constant
in the environment of decomposition (discussed in the Appendices). The employed approach
includes an approximate solvation energy of the species involved in the redox reactions at the
interface.
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Found electron affinities and ionization energies of the ionic liquids are subsequently used to
predict the electrochemical stabilities of the corresponding ionic liquids as represented by the
electrochemical stability window (EW):
EW = −
EA + IE
e
(3.12)
3.7 Estimating viscosity
For energy applications of ionic liquids, one of the most interesting electrolyte properties is
conductivity. This property is interrelated to diffusion coefficient and viscosity, see Appendices.
In this study, we have estimated viscosity instead of diffusion coefficient or conductivity because
there are more available experimental data on the former. Viscosity can be estimated readily
with molecular dynamics simulations. However, the force fields in molecular dynamics do not
describe electronic effects such as the charge transfer between ions, thus resulting in underesti-
mated dynamics of ions and overestimated viscosity [71].
There are also three independent approaches for predicting viscosity: Quantum Structure–
Property Relationship (QSPR), a Conductor-like Screening MOdel for Realistic Solvation
(COSMO-RS), Volume-Based Thermodynamics (VBT) (see Refs. in [10]). All of them pro-
vide very good predictions, yet are extensively parametrized for specific families of anions and
cations. The use of these approaches requires explorative studies for parametrization against
very specific experimental data. Oppositely, the DFT-based model is used in this work to esti-
mate viscosity in a more general way.
To avoid a time- and resource-consuming studies, instead of QSPR, COSMO-RS or VBT ap-
proach, we mix DFT calculations with pseudolattice formalism and transition state theory of
reaction rates as follows.
In the 1940s Eyring et al. formulated viscosity as:
η =
NAh
Vm
exp
(
∆G
RT
)
, (3.13)
where NA is the Avogadro’s number, h is the Planck’s constant, Vm is molar volume, R is the
ideal gas constant, T denotes temperature, and ∆G is the energy of a diffusional jump [72].
More recently Han et al. further developed Eyring’s formula 3.13 by taking into account the
energy and the probability to create and occupy a hole in a liquid pseudolattice model [73].a For
a non-polar liquid they arrived at:
η =
Nah
Vm
exp
(
5.14ε
RT
−
f
2
)
, (3.14)
where ε is the maximal Lennard–Jones potential between the particles and f is the number
of degrees of freedom [73]. Lennard–Jones potential, however, is not sophisticated enough to
accurately describe all interactions in ionic liquids. Thus, in this work, we correlate viscosities
of ionic liquids to their interaction energies Eint and dispersion energies (Edisp) calculated with
aIn Ref. 74 Abbott suggested an application of a similar hole theory to the viscosity of ionic and molecular
liquids. His approach combines a formula for viscosity of an ideal gaseous medium with probability of finding
a hole for a diffusional jump.
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DFT. Furthermore, we neglect the factor f as it is expected to be of similar value for different
ionic pairs, yielding:
ln(η) = ln(A) + Eexpa /RT, (3.15)
where A is a factor that depends on Vm.
3.7.1 Correlating activation energy
Firstly, we derived the activation energies of viscosity (Eexpa ) and the pre-exponent factors A
from experimental viscosity–temperature dependencies for all of the ionic liquids that had said
data available. The aforementioned parameters were calculated by linearizing the experimental
viscosity (η) temperature dependence – according to Equation 3.15 the slope corresponds to
Eexpa and the intercept to A. Experimental viscosity–temperature dependence data were taken
from the references listed in Table 5.1.
The Eexpa were then correlated to the calculated Eint of corresponding ionic pairs. The latter were
scaled by a coefficient ai, which consists of a difference between two Madelung-type constants
(∆M = 0.165) and the square of effective charge:
Eesta = aiEint − bEdisp (3.16)
where the normalization coefficients ai and b are defined as follows:
ai = −∆Mq2i , b = −2∆M . (3.17)
The effective charge (q) for ionic pairs was fitted by minimizing the root-mean-square deviation
of the Eest−Eexp dependence. q was found to be 0.85e and 0.74e for the ionic pairs with smaller
and larger charge transfer (halides and cyanides, except [B(CN)–4]), respectively. The obtained q
values are in agreement with the ionic charge values estimated using the CHELPG method (see
Figure 4 in Ref. 75).
The dispersion energy (Edisp) was subtracted from the Eint, to describe the opposite effect of
the dispersion forces on the diffusional movement of ions. The dispersion was scaled with
coefficient b which was taken to be twice the ∆M value. In Ref. 75, b was originally half of ∆M ,
but the factor was increased to compensate for the fact that a portion of dispersion is included
within B2PLYP due to the inclusion of MP2 correlation energy.
3.7.2 Correlating the pre-exponent factor A
As follows from Equation 3.14, A is inversely proportionate to Vm. It can be taken that the
attractive component of dispersion interaction decays as the 6th power of distance and that the
calculated dispersion energy value is determined mainly by the attractive component.b Hence,
it can be roughly approximated that:
Edisp ∝ −r−6 ∝ −V−2m ⇒ Vm ∝
√
1
−Edisp
⇒ ln(A) ∝ ln
(√
−Edisp
)
. (3.18)
The experimental A values were used to determine the slope and intercept of a linear correlation
between ln(A) and ln(
√
−Edisp) (slope = 6.48, intercept = −24.91). The ionic pairs with
bCuriosly, Bernard et al. also found that the dispersion component correlates well with viscosity.
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larger partial charge transfer (halides and cyanides, except [B(CN)−4 ]) showed a different linear
dependence. That effect may originate from stronger intermolecular interactions which alter the
mechanism of diffusion. Alternatively, it could be related to the number of degrees of freedom
or the pseudolattice parameters. For the sake of simplicity, the Edisp values for ionic pairs with
larger partial charge transfer were multiplied by 2, which made them obey the same dependence
as other ionic pairs.
Conclusively, by employing the proposed correlations and computing Eint and Edisp, the viscosity
of ionic liquids that lack experimental data can be assessed. The degree of partial charge transfer
can be used in applying the above mentioned correction in calculating a and A. By substituting
Equation 3.16 and the solution from Equation 3.18 into Equation 3.15 we obtain:
ln(ηest) = 6.48 · ln
(√
−Edisp
)
− 24.91 +
aiEint − bEdisp
RT
. (3.19)
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4 Results
The studied set of 48 ionic pairs is composed of commonly used ionic liquid anions and cations.
The list of anions includes halide, cyanide, borate, sulphonate, phosphate, and imide-based
anions; the list of cations includes N,N,N-triethyl-N-propylammonium, 1-butylpyridinium, 1-
butyl-1-methylpyrrolidinium, 1-butyl-3-methylimidazolium cations (Figure 4.1).
Figure 4.1: 2D structural formulas of the anions and the cations used to
combine ionic pairs. From the top left: tetrafluoroborate, tetracyanobo-
rate, tricyanomethanide, dicyanamide, isothiocyanate, hexafluorophosphate, trifluo-
romethylsulfonate, bis-(fluorosulfonyl)imide, bis-[(trifluoromethyl)sulfonyl]imide, N,N,N-
triethyl-N-propylammonium, 1-butylpyridinium, 1-butyl-1-methylpyrrolidinium, 1-butyl-
3-methylimidazolium. Chloride, bromide and iodide ions were also employed but are not
shown in the Figure.
After the geometry optimization using B2PLYP functional, the anion and cation in each ionic
pair ended up relatively close to each other. The distances between the geometric centers of
the two are in the range between 2.7Å in the case of 1-butyl-3-methylimidazolium chloride,
and 5.1Å for N,N,N-triethyl-N-propylammonium bis[(trifluoromethyl)sulfonyl]imide. At the
DLPNO-CCSD(T) level of theory, the majority of the ionic pairs has dipole moment around 5 D.
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The smallest dipole moment of 2.8 D has 1-butylpyridinium chloride, while the largest dipole
moment of 7.3 D belongs to N,N,N-triethyl-N-propylammonium tetracyanoborate. As follows
from the DLPNO-CCSD(T) calculations, the majority of ionic pairs has the interaction energy
between −380 kJ/mol and −340 kJ/mol. The most weakly associated ionic pair in the dataset
is N,N,N-triethyl-N-propylammonium tetracyanoborate (Eint = −291 kJ/mol), while the most
strongly bound ionic pair is 1-butylpyridinium chloride (Eint = −410 kJ/mol). The ionic pair
interaction energy characterizes the cohesion of ionic liquids. It is related to properties such as
viscosity, diffusion coefficients, and surface tension [38, 40, 75]. It also serves as an attractive
benchmark metrics, since it is reasonable to suggest that DFT functionals capable of predicting
interaction energies of ionic pairs will be able to accurately predict the cohesion in bulk ionic
liquids and at interfaces.
Distributions of distances between the ions, dipole moments, and interaction energies are pro-
vided in the Appendices (Figure 5.1, Table 5.2). The whole dataset along with the optimized
geometries is available at GitHub (see Ref. 76). The DLPNO-CCSD(T) reference data have
been used to benchmark the performance of SCAN and other density functionals. The B2PLYP
results were used to estimate the stability and viscosity of the ionic liquids corresponding to
these ionic pairs.
4.1 Performance of the tested DFT functionals
The performance of the tested functionals for estimating the interaction energies is shown in
Figure 4.2. For the sake of clarity, we show only the best performing approach(es) for each
functional.
Figure 4.2: The distribution of errors in interaction energies (relative to the reference
method) for the employed DFT methods with the most relevant corrections.
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Interaction energies obtained with B2PLYP are very close to those of the reference method and
surpass all other employed methods in accuracy. B2PLYP, however, contains contributions from
MP2, so it is also considerably slower than the other methods. Furthermore, the fact that the
geometries were optimized on the B2PLYP/Def2-TZVPP level skews the results in its favor.
In Figure 4.2, one can also see that errors within SCAN+CP+D3* functional are quite systematic,
with the majority falling into −3 to 1 kJ/mol range. The other methods presented in Figure 4.2
also have smaller than 5 kJ/mol median error, but the distributions of errors are considerably
larger, with the most dramatic case, M06-L (within −10 to 20 kJ/mol range).
It is worth separately addressing the effects of employed corrections. The counterpoise (CP)
corrects the basis set superposition error (typically positive), while the dispersion correction
(D3) improves the inadequate description of dispersion interactions (typically negative). These
errors are common to the majority of the DFT methods. The functionals performance with and
without the different corrections is demonstrated in Table 4.1. When CP and D3 are applied,
they improve the mean absolute deviation (MAD) of both PBE and B2PLYP, as well as decrease
the standard deviation of error of prediction (SDEP) in the case of SCAN. Using D3* with the
rescaled parameters further decreases the deviations of CP-corrected SCAN.
Functional Basis set MAXD MAD MD SDEP
kJ/mol kJ/mol kJ/mol kJ/mol
PBE Def2-TZVPP 32.8 17.0 14.6 12.0
PBE+D3 Def2-TZVPP 32.5 7.0 −6.5 7.0
PBE+CP Def2-TZVPP 40.1 22.8 22.6 9.3
PBE+D3+CP Def2-TZVPP 15.1 4.7 1.6 5.8
M06-L Def2-TZVPP 27.6 7.6 3.7 9.5
M06-L+D3 Def2-TZVPP 85.3 31.3 −20.6 26.8
M06-L+CP Def2-TZVPP 75.7 33.7 −25.5 25.3
M06-L+D3+CP Def2-TZVPP 23.1 10.2 4.8 10.3
SCAN 6-311++G(3df,3pd) 21.7 4.9 −2.4 6.2
SCAN+D3 6-311++G(3df,3pd) 25.3 10.4 −10.1 5.3
SCAN+D3* 6-311++G(3df,3pd) 23.9 7.6 −7.2 5.4
SCAN+CP 6-311++G(3df,3pd) 16.0 4.9 2.9 5.2
SCAN+D3+CP 6-311++G(3df,3pd) 19.0 5.2 −4.9 3.9
SCAN+D3*+CP 6-311++G(3df,3pd) 17.7 2.9 −1.9 4.1
B2PLYP Def2-TZVPP 23.1 10.2 4.8 10.3
B2PLYP+D3 Def2-TZVPP 36.1 11.9 −11.9 7.5
B2PLYP+CP Def2-TZVPP 25.2 16.3 16.3 5.1
B2PLYP+D3+CP Def2-TZVPP 7.7 2.1 −0.5 2.7
Table 4.1: The performance of the studied functionals against the reference method. Bold
characters mark the smallest MAXD, MAD, MD and SDEP values for each functional.
4.1.1 Detailed evaluation of the SCAN results
As can be seen in Table 4.1, while SCAN+D3+CP shows smaller SDEP than the pure SCAN,
it is also slightly less accurate. In other words, SCAN+D3+CP is more precise, but interaction
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energies are systematically biased to bemore negative than the corresponding reference values as
described by the relatively large negative mean deviation (MD of −5 kJ/mol). It is possible that
D3 over-corrects the SCAN interaction energies. This effect might originate from the fact that
SCAN is ameta-GGA functional that implicitly includesmid-range dispersion interactions. Here
we used SCAN D3 parameters taken from the Ref. 48. However, the authors of that publication
optimized only a single D3 parameter, α1. Therefore, we rescaled damping parameters α1
and α2, which control how the dispersion interaction decays over distance (see section 3.2.2
for details). The rescaled D3* along with CP-correction eliminates the systematic shift and
produces significantly smaller deviations as can be seen in Table 4.1.
In Figure 4.3 the SCAN+CP+D3* interaction energies for each pair of ions are plotted against
their corresponding reference values; PBE+CP+D3 andM06-L data points are added for contrast.
A similar graph with distinguishable data-points for individual ionic pairs calculated with
SCAN+CP+D3* is given in the Appendices (Figure 5.2). While the overall agreement of the
corrected SCAN and the reference method is good, it can be seen that larger deviations occur
for some of the more strongly interacting ionic pairs. Note that the same outliers also appear for
PBE+CP+D3 and M06-L.
Figure 4.3: The performance of the tested functionals relative to the reference method.
The three biggest outliers for the SCAN+CP+D3* method are all 1-butylpyridinium halides
(chloride, bromide, and iodide) as specified in Figure 4.3. This likely occurs due to the self-
interaction error – an interaction of an electron with itself that is present in approximate DFT
methods [77]. To avoid this error, we have also calculated the halide anion-containing ionic pairs
with SCAN0 [26]. This hybrid functional includes a Hartree–Fock contribution that negates
the effects of the self-interaction error. In ionic associates, the self-interaction error leads to an
artificial increase of partial charge transfer between the ions [78]. That is why it is most severe
for ionic pairs with 1-butylpyridinium cation, as those ionic pairs have the largest partial charge
transfer due to the proximity of HOMO and LUMO (see Ref. 75). Increased partial charge
transfer directly leads to overestimated interaction energies and underestimated dipole moments.
However, application of SCAN0 for the halide anion-containing ionic pairs improves the results.
This can be judged by examining the distribution of obtained errors in interaction energies shown
in Figure 4.4A. Note that due to D3 being unparametrized for SCAN0, no D3 correction was
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added to the respective energies. It can be seen that compared to SCAN and SCAN+CP+D3*,
SCAN0 predicts the interaction energies for halide anion-containing ionic pairs more accurately.
We conclude that the hybridization with the exact exchange or self-interaction correction is
necessary for systems where there is a large extent of partial charge transfer.
For comparison, in Figure 4.4B we displayed the performance of the functionals for all ionic
pairs that do not contain halide anions. The results are similar to those seen in Figure 4.2A,
but with higher accuracy and without the outliers. These findings suggest that ionic liquids
excluding chlorides, bromides, and iodides can be effectively studied using the SCAN density
functional.
A B
Figure 4.4: The distribution of errors in interaction energies (relative to the reference
method) for the employed DFT methods. Plot a is for the halide-containing ionic pairs.
Plot B contains all but halides.
4.1.2 The comparison of the description of dipole moments
Table 4.2 provides a comparison of calculated dipole moments. Note that neither CP nor D3
corrections affect the electronic structure. For this reason, they are omitted. All predictions
are accurate in comparison to the DLPNO-CCSD(T) results, with r2 even for the worst method
exceeding 0.99. The table suggests that while SCAN functional predicts magnitudes of dipole
moments better than PBE, it gives slightly larger errors compared to M06-L and B2PLYP.
Comparison of the results obtained using the SCAN andM06-L functionals presents an interest-
ing contradiction: SCAN produces a greater error in the calculation of dipole moments but more
accurate interaction energies. This indicates that M06-L describes charge transfer better than
SCAN but incorrectly estimates its energetic effect. The relatively good performance of M06-L
even in comparison with hybrid functionals was seen in the work of Lage-Estebanez et al., [79]
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where authors related the charge transfer to the self-interaction error. So, we concluded that the
self-interaction error correction could be used to improve the overall SCAN performance.
Earlier Perdew suggested that there are two roads to follow to alleviate the self-interaction er-
ror [80]. One is to apply the Perdew–Zunger self-interaction error correction to a pure DFT
functional, [77] and the other one is to use hybrid functionals, such as SCAN0. In this work,
we tested the second road, leaving the first one for a separate study. It can be seen in Ta-
ble 4.3 that SCAN0 surpasses all of the studied non-hybrid functionals in accuracy and rivals
the double-hybrid B2PLYP.
Error PBE SCAN M06-L B2PLYP
MAXD −0.505 −0.381 −0.358 −0.108
MAD 0.216 0.131 0.110 0.043
MD −0.216 −0.131 −0.110 −0.036
SDEP 0.087 0.075 0.064 0.038
r2 0.993 0.994 0.995 0.998
Table 4.2: The deviations of the magnitude of dipole moments in Debye for the studied
functionals. The smallest error values among the non-hybrid functionals are marked by
bold.
Error PBE SCAN SCAN0 M06-L B2PLYP
MAXD −0.489 −0.325 −0.129 −0.282 0.109
MAD 0.331 0.120 0.056 0.150 0.033
MD −0.331 −0.120 −0.015 −0.150 0.021
SDEP 0.077 0.099 0.068 0.069 0.038
r2 0.996 0.995 0.996 0.996 0.998
Table 4.3: The deviations of the magnitude of dipole moments in Debye for the studied
functionalswhen describing halide containing ionic pairs. The smallest error values among
the non-hybrid functionals and SCAN0 are marked by bold.
4.2 Prediction of physicochemical properties
The electrochemical stability and viscosity were estimated for the same 48 ionic liquids.
Although high-throughput screeningwith B2PLYP is improbable, in this work, we used B2PLYP
results. Our main focus was on the development of the model for prediction of the physico-
chemical properties of ionic liquids. Our goal was to obtain the correct relative ranking of ionic
liquids rather than accurately reproduction of the experimental values per se. In future, we aim
to reproduce the estimations with SCAN functional as well as to use SCAN for high-throughput
screening in search for ionic liquids with desirable properties.
4.2.1 Electrochemical stability
Stability is one of the most important properties of ionic liquids in electrochemical applications.
The ∆SCF method, described in section 3.6, enables estimating the IE and EA values that can
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be used to estimate the electrochemical stability windows. EA and IE values were calculated for
48 ionic pairs; they are shown in Figure 4.5.
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Figure 4.5: Electron affinities and ionization energies of 48 ionic pairs, determined with
the∆SCFmethod. Each of the inner circles indicates a cation, and the surroundingmarker
indicates an anion of an ionic pair.
Figure 4.5 provides the relative stabilities of the studied ionic pairs – lower IE corresponds to
stability towards reduction and lower EA corresponds to stability towards oxidation. Therefore,
in Figure 4.5 the most stable ionic pairs reside in the bottom left. An approach that can reproduce
experimental stabilities on an absolute scale would require modeling of the interface as well as
explore all possible reaction pathways, which would make the simulations more complicated
and less scalable. However, the employed DFT method yields the relative stability ranking for
ions: [TEPA]+ ≈ [BMPyr]+ > [BMIm]+ > [BPy]+ and [PF6]− > [B(CN)4]− > [BF4]− > [TFSI]−
> [FSI]− ≈ [TFMS]−  [N(CN)2]− ≈ [C(CN)3]− > Cl− > Br− ≈ [SCN]− > I−, which is in
qualitative agreement with the experiment (see Refs in 1).
4.2.2 Viscosity
The computational and experimental activation energies of viscosity and coefficients A were
evaluated as described in Section 3.7. In Figure 4.6A the relation between the normalized
interaction energy (Eesta , Equation 3.16) and the activation energy of viscosity (E
exp
a , slope from
linearizing Equation 3.15) is shown. The r2 between Eesta and E
exp
a was 0.85; when deriving
Eexpa from the experimental viscosity–temperature dependences, the r2 values were all above
0.99. In Figure 4.6B the relation between the dispersion energy (Edisp, from Grimme’s disper-
sion correction) and the experimental coefficient A (intercept from linearizing Equation 3.15) is
shown. The r2 in Figure 4.6B is 0.90.
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Combined, the correlations to estimate A and Ea based on Eint and Edisp are used to compu-
tationally evaluate the viscosity. The developed DFT-based model (Equation 3.19), though
approximate, represents a quick and robust way of estimating the parameters necessary to
determine the viscosity of a pure ionic liquid.
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4.2.3 Stability–viscosity trend and future work
In Figure 4.7, the computationally estimated viscosity (Equation 3.19) is plotted against the
calculated electrochemical stabilitywindows (Equation 3.12) of the studied ionic pairs. Themore
stable ionic liquids, such as those containing the [BF4]− and [PF6]−, are known to be very
viscous, while the less stable ionic liquids (e.g. those with cyanide-based anions) appear to
have lower viscosities. Ionic pairs containing halide anions have higher viscosity due to their
strong interaction energy and are also quite unstable. The ionic pairs with [TFSI]−, [FSI]−, and
[TFMS]− anions appear to be moderately stable (unless paired with 1-butylpyridinium cation)
as well as moderately viscosity.
Ionic pairs with [C(CN)3]−, [N(CN)2]− anions give ionic liquids that are presumably less
electrochemically stable but have low viscosities. On the other hand, [B(CN)4]− containing
ionic pairs show the most promising results by being both among the most stable and the least
viscous of the considered ionic pairs.
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Wide electrochemical stability window and low viscosity as well as high conductivity are highly
desirable characteristics for batteries and supercapacitors. Subsequently, we conclude that the
ionic liquids with “good” predicted properties could be successfully utilized in various elec-
trochemical applications. Indeed, ionic liquids with [TFSI]−, [FSI]−, [C(CN)3]−, [N(CN)2]−,
and [B(CN)4]− anions were previously proposed and successfully tested as potential elec-
trolytes [1, 2].
For example, 1-ethyl-3-methylimidazolium tetracyanoborate as an electrolyte for the supercapac-
itor was shown to possess remarkable properties [81]. Moreover, under overvoltage conditions,
electrochemical energy storage device containing tetracyanoborate anions in the electrolyte does
not explode due to a self-blocking mechanism (formation of polycyanoborani polymer) [82].
Li[B(CN)4] in [BMPyr][B(CN)4] as an electrolyte for Li-ion batteries demonstrated better cy-
cling stability thanLi[BF4] salt [83]. Unfortunately, the lithium salt solubility in [BMPyr][B(CN)4]
is too low [83–85]. Yet, Li[N(CN)2] and Li[C(CN)3] as well as Na[B(CN)4] are soluble in the
corresponding pyrrolidinium-based ionic liquids [83, 84]. Note, that Li+ is well soluble in
ionic liquids containing [TFSI]−, [FSI]−, and [TFMS]− anions due to the presence of oxygen
atoms which coordinates with lithium. However, the coordination has a disturbing effect on the
Li+ transport properties of the electrolytes. In this respect, non-fluorinated ionic liquids with
cyano-based anions possess lower viscosity and higher conductivity. They exhibit a fairly low
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toxicity [86], and can also be manufactured relatively inexpensively [84].
Thence, by analyzing stability–viscosity trend (as shown in Figure 4.7) it is possible to choose
the most suitable candidates for a given practical application. We believe that the developed
DFT-based model can be used in the high-throughput screening of ionic liquids even before their
experimental evaluation. In the future work, we plan to test this hypothesis by broadening the
dataset of ionic liquids. We also plan to enlarge the studied models from ionic pairs to larger
associates to predict melting point values using pseudolattice formalism as described in Ref. 87.
Finally, we are planning to utilize novel SCAN functional (instead of B2PLYP) to speed-up all
related calculations.
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5 Summary
In this work, we have evaluated the performance of the recently proposed strongly constrained
and appropriately normed (SCAN) density functional on a set of 48 ionic liquid pairs. The main
focus was on the interaction energies and dipole moments; their predictions with SCAN have
been compared to the values of DLPNO-CCSD(T) and other DFT methods. Our key findings
are the following:
• More accurate interaction energies for SCAN are obtained in combination with Grimme’s
D3 dispersion correction and Boys–Bernardi counterpoise (CP) corrections. The mean
absolute deviation of the SCAN+D3+CP functional for our dataset is 2 kJ/mol.
• SCAN+D3+CP is a fast and accurate method for evaluating interaction energetics of
ionic liquid associates. It can be utilized in both high-throughput screenings as well as
DFT-based molecular dynamics simulations.
• SCANmight be sensitive to the self-interaction error, which is demonstrated in the example
of ionic pairs containing chloride, bromide, and iodide anions.
Next, we report a correlation between the interaction energy of an ionic pair and the viscosity
of the corresponding ionic liquid. This correlation serves as an example of how DFT can be
utilized to predict not only the static but also the dynamic properties. Furthermore, with the
help of DFT, we evaluated the relative electrochemical stability of ionic liquids. In sum, we
have developed a DFT-based model allowing a quick yet efficient screening of ionic liquids for
desirable viscosity and electrochemical stability values. The model can be used for qualitative
assessment of large datasets. Thus, it can help in searching for promising candidates among
diverse classes of ionic liquids for energy applications.
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Appendices
On the Madelung constant
For the interpretation of the diffusional behavior of ionic liquids, the Bahe–Varela pseudolattice
formalism proves to be useful [88]. Because of the long-range nature of ionic interactions, the
longer-range order, ., pseudolattice, is expected in ionic liquids than in other types of electrolyte
solutions. Among some assumptions of this simple model approach, we will highlight that the
energy calculation errors, stemming from the approximation of a liquid by an ordered lattice,
are expected effectively canceled. Therefore, the free energy difference coming from strong
Coulomb and van der Waals interactions can be approximated:
∆Gion = −
MCoulomb
r
−
MvdW
r6
, (5.1)
where MCoulomb and MvdW aremultiplications ofMadelung-like constants forCoulomb (E ∝ r−1)
and van derWaals (E ∝ r−6) interactions, respectively, by a number of specific physical variables
and constants which are omitted to retain clarity; r is the pseudolattice constant. The Madelung
constant relates the structural features of a crystal with the interaction energy of the neighboring
ions in the unit cells to give the corresponding lattice energy. As was shown by Izgorodina
et al. it can be also applied to organic salts [89]. Within the pseudolattice formalism, we
use the Madelung-like constants to define the free energy difference for an ion in both stable
and transition states (Equation 5.1), when jumping from one cage to another (illustrated in
Figure 4.6). The rate of the successful jumps (ω) over the rate-limiting energy barriers (E#) can
be quantified:
ω =
kBT
h
P exp (−E#/RT), (5.2)
where kB is the Boltzmann’s constant, h is the Planck’s constant, P is the probability of a cavity
formation with a radius larger than r/2, and r is the jump-length proportional to the anion–
cation distance. Note, for the self-diffusion coefficient (D) applies: D ∼ ω/r2. Experimentally
it was confirmed that ω is proportional to the conductivity (σ) for a set of 14 ionic liquids [90].
In simulations of 29 ionic liquids it was shown that the ion pair lifetime (t ∼ ω−1) is inversely
proportional to the conductivity [91]. As shown in the next section, through the Stokes–Einstein
andNernst–Einstein equations the conductivity is related to the diffusion coefficient and viscosity
of an ionic liquid as σ ∼ D and σ ∼ η−1, respectively. Therefore, the interaction between the
cation and anion plays a significant role in controlling the ion dynamics in ionic liquids. We
suggest that the activation energy can be expressed as the difference between Madelung-like
constants (∆M) for ion in a stable and transition states. Consequently, under the approximations
described above, the interaction energy of an ionic pair is theoretically related to the activation
energy and the probability for the ion jump between two pseudolattice cages. The elegance
of such approach is that ∆M serves as proportionality coefficient in Equation 3.16, and is
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roughly the same for the investigated set of data. Moreover, taking into account that during the
vaporization an ionic pair evaporates from the ionic liquid surface, the heat of vaporization can
be approximated as: ∆Hvap ≈ (M − 1)Eint. The latter expression provides an explanation to
a number of derived D vs. ∆Hvap relations, discussed in Refs [38–40,40].
The relation between viscosity and diffusion coefficient
In this work, we operate with viscosities instead of the diffusion coefficients, because there are
more experimental data on the former. Ren et al. investigated ionic liquids with ultrafast two-
dimensional IR spectroscopy [92]. Their results suggested that breaking up of the local ion-cage
is the key event for activating translational diffusion and hence viscosity in ionic liquids. More
generally, in substance with no chemical or electrical gradients (i.e., pure ionic liquid at potential
of zero charge) the viscosity (η) is inversely proportional to the self-diffusion coefficient (D):
η =
kBTλ1
λ2λ3D
, (5.3)
where λ1 and λ2 are the pseudo-lattice constants in the plane parallel to where the observed
diffusional movement takes place and λ3 is the pseudo-lattice constant normal to the diffusional
plane [93], kB is the Boltzmann constant, and T is absolute temperature. When describing
classical electrolyte solutions, the mobile charge carrier is related to its diffusion coefficient (D)
through the Nernst–Einstein equation:
Λ =
z2e2NAD
kBT
, (5.4)
where, z is the valence of the charge carrier, e corresponds to the elementary charge, NA is the
Avogadro’s number. Also, the diffusion coefficient of a model spherical species of an effective
radius r is inversely proportional to the medium viscosity, according to the Stokes–Einstein
equation:
D =
kBT
6πrη
. (5.5)
The Nernst–Einstein relation was derived for non-interacting ions, such as in an infinitely
dilute electrolyte solution. In real ionic liquids mass, momentum, charge, and energy transport
processes which involve correlated collisions, caging, and vortex motions can also be taken into
account [94]. In fragile ionic liquids where the structure is dominated by packing effects, the
structural relaxation, which determines the transport properties, is that of the cage around each
particle [95]. Nevertheless, from Equations 5.4 and 5.5 the following equation can be derived
when taking into account that N = nNA and σ = Λn ÷ V :
Λ =
z2e20
6Vπr
N
σ
. (5.6)
Therefore, the conductivity (σ) of a classical electrolyte solution is inversely proportional to the
medium viscosity. The same applies to the ionic liquids, thus can be used in high-throughput
calculations to evaluate conductivity values from the estimated viscosity values.
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The experimental viscosity references
Ionic pair T range (K) η 298K (Pa · s) ηest (Pa · s)
[BMIm][B(CN)4] 283.40 − 351.99 0.069 [96] 0.0234
[BMIm][BF4] 278.15 − 338.15 0.106 [97] 0.2751
[BMIm][C(CN)3] 298.15 − 363.15 0.02784 [98] 0.0172
[BMIm][N(CN)2] 293.15 − 343.15 0.03005 [99] 0.0509
[BMIm][SCN] 313.15 − 353.15 0.0322 (313K) [100] 0.0803
[BMIm][PF6] 288.15 − 373.15 0.274 [97] 0.1620
[BMIm][TFMS] 293.15 − 343.15 0.0897 [99] 0.3763
[BMIm][TFSI] 278.15 − 373.15 0.0516 [97] 0.1210
[BMPyr][C(CN)3] 308.15 − 358.15 0.0206 [101] 0.0100
[BMPyr][N(CN)2] 293.15 − 343.15 0.0346 [102] 0.0327
[BMPyr][SCN] 298.15 − 348.15 0.109 [103] 0.0456
[BMPyr][TFMS] 293.15 − 363.15 0.164 [104] 0.2284
[BMPyr][TFSI] 283.15 − 353.15 0.0749 [105] 0.0604
[BPy][BF4] 298.15 − 343.15 0.145 [106] 0.1437
[BPy][TFMS] 298.15 − 338.15 0.127 [106] 0.1318
[BPy][TFSI] 303.15 − 328.15 0.04915 (303K) [106] 0.0844
Table 5.1: The range of temperatures (T) of the fitted experimental viscosities, experimental
viscosities (η) at 298 K, and the estimated viscosities (ηest).
DLPNO-CCSD(T) results
Figure 5.1: The distributions of distances between the geometric centers of cation and
anion (left), cation and anion interaction energies (center), and dipole moments (right).
The geometry of the pairs was obtained using the B2PLYPmethod and interaction energies
and dipole moments are taken from DLPNO-CCSD(T) calculations.
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COM (Å) Eint (kJ/mol) µ (Debye)
[BMIm][B(CN)4] 3.740 −312.506 6.008
[BMIm][BF4] 3.268 −375.182 4.640
[BMIm]Br 2.891 −395.738 3.746
[BMIm][C(CN)3] 2.980 −337.239 4.723
[BMIm]Cl 2.701 −408.563 3.386
[BMIm][FSI] 3.333 −354.762 4.342
[BMIm]I 3.043 −374.361 3.939
[BMIm][N(CN)2] 2.718 −366.636 3.841
[BMIm][PF6] 3.392 −355.486 4.981
[BMIm][SCN] 2.929 −379.105 4.107
[BMIm][TFMS] 3.901 −370.449 4.331
[BMIm][TFSI] 3.609 −351.285 4.330
[BMPyr][B(CN)4] 4.457 −298.408 7.046
[BMPyr][BF4] 3.873 −361.537 5.432
[BMPyr]Br 4.755 −386.698 5.231
[BMPyr][C(CN)3] 3.740 −321.222 5.859
[BMPyr]Cl 4.565 −400.431 4.837
[BMPyr][FSI] 3.968 −338.548 5.566
[BMPyr]I 4.942 −359.732 5.596
[BMPyr][N(CN)2] 3.462 −354.141 4.859
[BMPyr][PF6] 4.248 −336.801 6.235
[BMPyr][SCN] 3.521 −363.222 5.056
[BMPyr][TFMS] 4.675 −358.533 5.127
[BMPyr][TFSI] 4.800 −331.784 5.393
[BPy][B(CN)4] 4.693 −315.280 5.632
[BPy][BF4] 4.005 −362.608 4.726
[BPy]Br 3.083 −388.812 3.493
[BPy][C(CN)3] 4.055 −337.470 4.381
[BPy]Cl 2.928 −410.101 2.796
[BPy][FSI] 4.326 −343.253 4.393
[BPy]I 3.530 −379.889 3.388
[BPy][N(CN)2] 3.708 −359.228 4.073
[BPy][PF6] 4.452 −341.103 5.412
[BPy][SCN] 2.740 −369.828 3.973
[BPy][TFMS] 4.045 −348.481 4.628
[BPy][TFSI] 4.709 −340.659 4.752
[TEPA][B(CN)4] 4.790 −290.772 7.306
[TEPA][BF4] 3.963 −346.857 5.837
[TEPA]Br 4.231 −377.996 5.125
[TEPA][C(CN)3] 3.794 −317.788 5.408
[TEPA]Cl 4.036 −391.353 4.728
[TEPA][FSI] 4.110 −333.423 5.252
[TEPA]I 4.428 −352.217 5.491
[TEPA][N(CN)2] 3.779 −336.935 5.451
[TEPA][PF6] 4.468 −331.974 6.309
[TEPA][SCN] 3.776 −357.415 5.165
[TEPA][TFMS] 4.933 −338.791 5.690
[TEPA][TFSI] 5.127 −321.754 5.733
Table 5.2: Distances between cation and anion center of masses (COM), their interaction
energy computed with the reference method (Eref) and the dipole moment of the ion pair
(µ).
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SCAN plot with specified ions
Figure 5.2: Theperformance of the correctedSCAN(withD3*andCP) versus the reference
method. This Figure is similar to Figure 4.3 in the main article but contains additional
information about the ionic pairs.
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