Abstract -The application of the numerical functional integration method to the solution of differential equations in quantum physics is discussed. We have developed a method of numerical evaluation of functional integrals in abstract complete separable metric spaces, which proves to have important advantages over the conventional Monte Carlo method of path integration. One of the considered applications is the investigation of open quantum systems (OQS), i.e., systems interacting with their environment. The density operator of OQS satisfies the known Lindblad differential equation. We have obtained the expression for matrix elements of this operator in the form of the double conditional Wiener integral and considered its application to some problems of nuclear physics. Another application is the solution of the Scrödinger equation with imaginary time and anticommuting variables for studying many-fermion systems. We have developed a numerical method based on functional integration over ordered subspaces. The binding energies of some nuclei are computed using this method. Comparison of the results with those obtained by other authors and with experimental values is presented.
Introduction
The relation between the functional integrals and the differential equations of quantum physics was revealed by R.Feynman in his works on the construction of a new approach to quantum mechanics [6, 7] . Thus, the solution of the Scrödinger equation can be written in the form of the Feynman path integral. The study of functional integrals with countable-additive measures was launched by N.Wiener [17] and the formulation of quantum mechanics using Wiener integrals was given by M.Kac [10] . According to these works, the solution of the Scrödinger equation in imaginary time, or the Green function of the corresponding secondorder parabolic differential equation can be expressed in terms of the functional integral with respect to the conditional Wiener measure. Namely, the solution of the following problem (see [8] Some quantities are invariant with respect to Wick's rotation (transfer to the imaginary time β in Euclidean space) and in some cases this procedure is even necessary (e.g. for studying instantons and effects related to them). This approach gives an opportunity to study quantum mechanics by statistical methods and reveals the relation between quantum and statistical physics, where the valuẽ
is treated as the statistical sum if one takes into consideration that β = (kT ) −1 , where k is the Boltzmann factor and T is Kelvin temperature. We have found [18] that after an appropriate change of variables, the functional integral Z(x, x, β) can be written in the form of the standard integral with the conditional Wiener measure in the space
Expressions for the Helmholz free energy f (β), the ground state energy E 0 , the propagator G(τ ), the wave function |Ψ(x)|, and the energy gap between the ground and the first excited states ∆E can be found in the form of functional integrals with the conditional Wiener measure according to (1) , (2) as follows [18] : The wide scope of applications of functional integrals stimulated the development of their theory and methods of numerical evaluation. For a long time the most study had been given to the Wiener integrals, but recently primary consideration has been given to their generalization and to the study of functional integrals with other measures in appropriate spaces [4] . For the functional integrals with respect to measures of the Gaussian type in complete separable metric spaces, we have developed a method of approximate calculation that does not require preliminary discretization of the space and time [11, 18] . Our method allows one to use the deterministic (instead of the probabilistic Monte Carlo methods) algorithms of calculation in quantum physics. As shown in [11] , our method offers a significant economy of computer time and memory compared to the conventional Monte-Carlo method in the problems of quantum mechanics which we have considered. In the present paper, we apply this method to the numerical study of open quantum systems and to some problems of nuclear physics.
Open quantum systems
The investigation of open quantum systems, i.e., systems interacting with their environment (OQS) is an important problem, since the nonequilibrium irreversible processes accompanied by energy dissipation can be studied with their help. In turn, it finds applications in various areas of quantum physics and chemistry, including nuclear physics.
To describe OQS, the density operatorρ(t) is used, which makes it possible to find values of the physical quantities characterizing a quantum system. In the case of Markov systems, this operator satisfies the known Lindblad master equation
HereĤ is the Hamiltonian of the quantum system; the operatorsL µ define the interaction of this system with the environment. Generally speaking, the process of evolution of OQS is not Markovian, however, in a number of cases this approach can be utilized successively.
In particular, in some papers it was shown that in nuclear reactions the memory time of the environment is short enough, so the Markovian approximation is valid. The matrix elements of the density operator in the coordinate representation for some time t > 0 can be expressed in terms of the matrix elements at the initial time t = 0 by means of the equality [16] 
where the propagator J describes the transition between the initial and final states of the system. Functional integrals appear to be a convenient tool for studying OQS [5] . Within the formulation of quantum mechanics on basis of path integrals Feynman and Vernon offered a model, where the propagator J is expressed in terms of the double integral
Here
is the action functional for the considered system in a field with potential V (x); F inf l is some functional describing the interaction of this system with its environment. Here, the integration is over the set of functions x(τ ) and x (τ ) satisfying
Using the transition to the Euclidean metrics t = −iβ with the help of Wick's rotation on a complex plane, we obtained the expression for the propagator J in the form of a double functional integral with a conditional Wiener measure. 
where
When σ = 1, under certain conditions on F [x(τ )] the sequential Wiener integral coincides with the ordinary Wiener integral. On the other hand, for pure imaginary σ 2 the expression in r.h.s. (7) can be considered as a modification or interpretation of Feynman's definition of the path integral [3] .
Using the following property of expression (8):
where p is a positive number, Cameron obtained the equation
and proved that under certain conditions on F this equation remains valid when p is complex. Thus, for σ = 1 and
This equality expresses the Feynman integral (in Cameron's definition) in terms of the Wiener integral and it was considered by Cameron as the basic computation formula for the Feynman integral.
It should be noted that the expression in the r.h.s. (10) has a rigorous mathematical meaning, so it can be treated as a self-consistent definition of the Feynman integral. The relation with Feynman's original reasoning becomes not explicit in such a definition, but the possibility of applying the developed theory of the Wiener measure to the Feynman integral appears, which makes this integral a well defined mathematical object. The generality of this approach is restricted to the class of functionals for which such a definition is valid.
In propagator (5), integration is over the space C 0,x 0 ,t,x × C 0,x 0 ,t,x , where C 0,a,t,b is a set of continuous functions x(τ ) such that x(0) = a, x(t) = b. We can define the sequential Wiener integral for the set C 0,x 0 ,t,x .
Definition 2.2. The sequential conditional Wiener integral is defined as follows:
It readily follows from (12) that for positive p
Taking into account this property, we can write integral (11) in the form similar to (9)
In order to eliminate the parameter σ from the limits of the integration, we employ the formula for the change of variables in the Wiener integral [8] 
Solution of some differential equations of quantum physics 565 wherex(τ ) is a fixed function from C 0,
. From (13) and (14) forx(τ ) = [(x − x 0 )τ /t + x 0 ]/σ we get the following formula:
The class of potentials for which this equation is valid, was studied in [9] . Based on the above considerations, we can formulate the following relation between the Feynman and Wiener integrals: Proposition 2.1 [12] . The Feynman kernel
where S[x(τ )] is defined in (6), can be expressed in terms of the conditional Wiener integral
This expression follows from (15) with
Using (15), we can find the expression for the propagator of the open quantum system.
Theorem 2.1. The Feynman propagator J of the open quantum system defined in (5) can be written in the form of the double integral with respect to the normalized conditional Wiener measure in the space
Proof. We can generalize (15) for the case of a multiple functional integral so that each integration variable x
,
. Then for propagator (5) with parameters σ 1 = i /m and σ 2 = −i /m we obtain
We can write this integral for the normalized conditional Wiener measure W (x) with the time interval [0, 1] . This measure is connected with the non-normalized measureW (x) by the equality [8] C 0,0,1,0
One can scale the time interval using the following property of expression (12):
The assertion of theorem follows from (17), (18) and (19).
This theorem enables us to use our numerical methods of computation of functional integrals with respect to the normalized conditional Wiener measure in the space C 0 to study open quantum systems.
Corollary 2.1. In particular, for the potential V (x) = 0 from (2.1), (18) and (19) the known expression [7] for a free particle follows:
For operatorsL µ = β µx + γ µp , where β µ and γ µ are complex numbers,x andp are the operators of the coordinate and impulse of a quantum particle, Strunz obtained [16] the following expression for the influence functional:
The energy dissipation in OQS is determined by the parameter Γ defining the friction in the system. We use these expressions in practical computations.
Examples of the propagator calculation
In order to find the double functional integral in (16), we will use our formula for approximate evaluation of multiple conditional Wiener integrals, which is given by the following theorem: Theorem 3.1 [13] . Let F [x] be arbitrarily integrable with respect to the conditional Wiener measure functional. Then the following approximation formula:
where R N (F ) is the remainder term,
is exact for every polynomial functional of the total degree 2m + 1 on
This theorem allows one to reduce the calculation of the m-fold functional integral to the evaluation of the (N + 1)-dimensional Riemann integral. Under certain conditions we proved the convergence of the approximations obtained using (21) to the exact value of the integral as n → ∞ and estimated the remainder R N (F ) [13] .
The outcomes of our calculation of the real J r and imaginary J im parts of the propagator by means of formula (16) and the approximation formula (21) with n 1 = n 2 = 1 are presented in Table 1 It is seen from Table 1 that we have a good accuracy of the approximation formula (21) even for N = 2 when it was necessary to calculate a Riemann integral of multiplicity 3. 
the following explicit expression for the diagonal elements of the density matrix has been obtained on the basis of Strunz's results
Forx(0) =p(0) = 0 and |γ| 2 =ω = 0, the first momentx(t) vanishes and the second moment is of the form The agreement between the numerical results and the theoretical estimates is good. It should also be noted that the potential in the given example is not bounded from below, which is a common requirement in a number of papers.
It is seen from Table 1 and Fig. 1 that the error of calculations grows with increasing time t. The accuracy of calculations can be improved with the help of the iteration procedure. The idea of iterations consists in that the outcome of some calculations can be used as the initial value for the next step of similar calculations. Formula (4) can be written in a more general form if the initial time t 0 = 0 According to (23), for each of these parts it is possible to write
Replacing the initial density matrix x t 1 |ρ(t 1 )|x t 1 in (24) into the expression in the right side of (25), we get
From the matching equalities (23) and (26) it follows that
The intervals [0, t 1 ] and [t 1 , t] are not necessarily to be short. It depends on the accuracy of the approximation formula used for each of these intervals. The described procedure can be repeated again and every division of the interval increases the integral multiplicity by 2. Fig. 2 show that the use of the iterative formula (27) can provide a substantial increase in the accuracy of calculations.
Let's consider the application of our method to the calculation of the physical characteristics within the framework of the dinuclear system model [1] . This model presents the mechanism of creation of a compound nucleus in a deeply inelastic collision of heavy ions. According to this model, at the initial state of reaction, after complete dissipation of the kinetic energy of interacting nuclei, a specific object called the dinuclear system (DNS) is formed. The nuclear fusion is considered as an evolutionary process, in which the nucleons of one nucleus of the system are sequentially transmitted to another nucleus. The time evolution of DNS is determined by its potential energy, being the function of the mass asymmetry of the system η, the angular momentum J, and the distance R between centers of nuclei. During the evolution, as a result of the diffusion, along the coordinate η complete nuclear fusion and the formation of a compound nucleus take place. At the same time, the tunneling along the axis R results in a quasi-fission, i.e., in a decay of the DNS. The competition between the processes of complete fusion and quasi-fission is an important element of the concept of the dinuclear system model [1] . The given approach allows one to correctly evaluate the probability of creation of a compound nucleus, which is important for the preparation of experiments on the synthesis of superheavy elements. In this case, there are no explicit expressions for the propagator and the density matrix. Fig. 3 shows the outcomes of the calculations of the density matrix ρ(x, t) by formulas (4) and (16) 
Many-fermion quantum systems
When studying nuclear many-body problems, one needs the representation for the manyfermion evolution operator e
−β H
, where H is a Hamiltonian operator [14] . The functional integral approach makes it possible to solve the Scrödinger equation in the case of anticommuting variables for studying many-fermion systems. A number of alternative functional integral representations exist for such systems, including the many-particle generalization of the path integral, an integral over an auxiliary field, integrals over overcomplete sets of boson coherent states, determinants and Grassman variables (see [15] ). Following the idea proposed in [15] , in our work we use the method based on the insertion of a complete set of antisymmetrized many-particle states |x 1 , . . . x A > (A is the number of particles) at each time step of the discretized segment [0, β]. As shown in [15] ,the matrix element of the evolution operator for the infinitesimal time ε is equal to
where the superscripts denote the time labels and the subscripts denote the particle,
. . , A and the potential of interaction V (x) depends on the interparticle spacing
The sign of the matrix element at each step arising from the determinant is just the sign of the permutation required to bring the x n into the same order as the x n−1
. Hence the cummulative sign after any number of steps is path-independent and is the sign of the permutation required to make the final order equal to the initial order [15] . It does not affect the matrix elements of the evolution operator with antisymmetrized states or the trace of the evolution operator times a symmetric operator. The antisymmetry completely specifies the nodal points, and a positive definite result may be obtained evolving the wavefunction in the ordered subspace x 1 < x 2 < x 3 < . . . < x A . In this domain the determinant may be replaced by the following product in the limit ε → 0 [15] :
, so that the matrix element Z(x, x, β) can be written as follows [15] :
We can make a straightforward passage to the continuum limit in (29). Namely, we have found that the following statement takes place:
Lemma 4.1. Under the condition
for the determinant
in the continuum limit ε → 0 the following relation is valid:
Proof. We can represent S N in the form
where (
Expanding the expression in l.h.s. of this inequality, we obtain
+ (−1)
S N , from where we get
Since c
where c = const > 0, we have
so the proof of the lemma is complete.
We have proven the theorem that enables one to express the matrix element (29) in the form of the conditional Wiener integral over the ordered subspace. 
Proof. In order to find a continuum limit in (29), we shall use the definition of conditional Wiener integral as a limit of n-dimensional Riemann integrals as n → ∞, given in [8] 
is the value of the functional F [x(τ )] when its argument is the piecewise linear function x N (τ ), coinciding with x(τ ) in the nodal points
It is clear, that the product of differentials, multiplied by the first exponent in (30) tends to the product of Wiener measures as ε → 0
The argument of the second exponent is the integral sum, it tends to the corresponding integral as ε → 0
while the determinant S N → 1 as ε → 0 according to the lemma. So, we obtain that in continuum limit ε → 0 (or N → ∞), β fixed, in the domain x i (τ ) > x j (τ ), i > j the following expression takes place
Now, using the normalized conditional Wiener measure dW (x) in the space C 0 by introducing the normalization factor, scaling of time interval and making the corresponding change of the functional variables according to (14) we obtain (32). Thus, the proof of the theorem is complete.
Using these results, we computed some quantities in nuclear physics taking into account that nucleons satisfy the Fermi-Dirac statistics. We have studied the following nuclear model proposed in [15] : the particles are interacting via potential MeV. Applying our numerical method to the system of two nucleons (deuteron) we obtained the binding energy E d = 2.4 MeV which can be compared with the experimental data E ex = 2.2 MeV and with the prediction of the semi-empirical formula [2] E se = 3.5 MeV. Our results can be considered as satisfactory and it provides the basis for study of the more realistic types of interaction. For the system of four nucleons (α-particle) we computed the binding energy with result E F = 27.6 MeV which is close to the experimental value E ex = 28.3 MeV. The prediction of the semi-empirical formula is E se = 18.8 MeV. We compare our results with those obtained in [15] by means of the lattice Monte Carlo simulations in the framework of the same model. Since the results of [15] are given in a graphical form, we reproduce them in Fig. 4 . It shows the binding energy of 4 particles in the dimensionless units E/E 0 , where E 0 = 2 /(ml 2 0 ) = 11.6 MeV, as a function of the lattice spacing ε, obtained in [15] by simulation of 10 4 events. E T and E N denote the trial energy and the normalization energy respectively, and E M are the values obtained by the Metropolis algorithm [15] . The problem of extrapolation of results to the continuum limit (ε → 0) has been discussed in [15] and found to be not simple. In contrast, in our approach we do not have such problems since we do not introduce the lattice discretization and consider the quantities directly in continuum limit. Our functional-integral result E F /E 0 is shown in Fig. 4 at the point ε = 0.
Conclusions
The analysis of the obtained numerical values shows, that the method of approximate functional integration based on our approximation formulas enables one to obtain physical results with a good accuracy by calculation of usual (Riemannian) integrals of a small multiplicity (by few orders of magnitude less than in the Monte Carlo method). This advantage can be of high importance in case of the multidimensional problems. The common difficulty in the majority of numerical methods for finding the density matrix from equation (3), consists in, that the volume of computations grows with increase of dimension so fast, that it becomes a difficult task even for high performance computers. The method developed by us allows one to solve this problem. If the initial density matrix contains narrow peaks, knowing a precise position of these peaks, it is possible to fairly easily integrate them numerically with the help of the offered method. Usually it is a difficult task for other numerical methods. The results of computations show that our method works well also in a case of non-bounded from below potentials of interaction. Moreover, V (x) can depend on its components arbitrarily, because there is no need to invert the densely filled high-order matrices. All these considerations make this method to be a promising tool for solving many-body problems in quantum physics.
