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Abstract 
Laurie, D.P., Solving the inverse eigenvalue problem via the eigenvector matrix, Journal of Computational and 
Applied Mathematics 35 (1991) 277-289. 
A numerical algorithm for the inverse eigenvalue problem for symmetric matrices is developed, based on 
continually updating the eigenvector matrix using plane rotations. A fundamental tool in the algorithm is a 
matrix formed from the Rayleigh quotients of the eigenvectors with respect to each of the basis matrices 
involved, with the basis orthonormalized with respect to the Frobenius inner product. Two criteria of closeness 
to a solution are defined, either of which makes it possible to monitor progress towards a solution. The 
computational questions involved in this approach are examined in detail. Numerical examples are given for 
Toeplitz and centrosymmetric tridiagonal matrices. The new algorithm is much more robust than Newton’s 
method. 
Keywords: Inverse eigenvalue problem, eigenvector matrix, Jacobi rotations, Rayleigh quotients. 
0. Notation 
SYN n > 
Orth( n ) 
Diag( n ) 
d, Jfl 
diag( A) 
4j 
eJ 
114 II 
11 G iI 2, II A II F 
7 
real symmetric matrices of order n, 
real orthogonal matrices of order n, 
real diagonal matrices of order n, 
subspaces of Sym( n), 
vector formed by extracting the diagonal of matrix A, 
jth column of matrix Q. Similar for other matrices, except: 
jth column of identity matrix, 
vector norm is always Euclidean, 
matrix norms are specified, 
machine tolerance. 
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1. ‘Introduction 
The homogeneous inverse eigenvalue problem for symmetric matrices is: given M E Diag( n), 
find A E&’ and Q E Orth( n) such that A Q = QM, where _B? is a given n-dimensional subspace 
of Sym( n). The literature on the numerical solution of this problem is small. The pioneering 
paper [2] gives a summary of applications giving rise to homogeneous and inhomogeneous 
inverse eigenvalue problems, and analyzes four locally quadratically convergent algorithms. The 
approach taken in all four algorithms is to think of the equation AQ = QM as a system of n 
nonlinear equations in n unknowns, as follows. One may assume that a basis { A,, A,, . . . , A, } 
for .B? is known. Let f : R” + R” be the function that maps a given x E R” onto the eigenvalues 
of A = C~=I~,Ai in nondecreasing order. Then the inverse eigenvalue problem is seen as the 
problem of solving 
(1) 
where y = diag( M). 
Each function evaluation in the numerical solution of (1) involves finding the eigenvalues of a 
matrix. One of the algorithms analyzed in [2] is Newton’s method for solving the system (l), 
which can be formulated in terms of the eigenvector matrix Q of the current approximation A, 
to the matrix A. The Newton iterate A k + 1 is that for which diag( QTA k+ ,Q) = y. Each step in the 
numerical solution by Newton’s method of the system (1) therefore involves the explicit 
computation of A and the solution of its complete eigenproblem. Two of the other methods 
analyzed in [2] are motivated as modifications to Newton’s method in which computing time is 
saved by approximating the eigenvectors when the current A changes, rather than recomputing 
them. The fourth method considered in [2] seems to be included there for reasons of complete- 
ness only. All four algorithms think of the current A as the quantity which is being computed, 
and of the current Q as the eigenvector matrix associated with the current A, or some 
approximation thereof. 
Our approach is fundamentally different in that we regard the eigenvector matrix Q as the 
quantity which is continually updated, and the actual matrix A as a necessary consequence of 
whatever Q is currently available. We suggest two ways of associating a particular A with a given 
Q, both based on projections between subspaces of Sym(n). In general, only at the end of the 
computation (and possibly at the very beginning, because of the initial value chosen) can we be 
sure that the current orthogonal matrix Q is an eigenvector matrix of some element of &‘. Unlike 
Method II in [2], where the current matrix Q is only an approximation to the eigenvector matrix, 
we take pains to ensure that Q remains an orthogonal matrix. 
In effect, we think of the homogeneous inverse eigenvalue problem as a generalization of the 
usual eigenvalue problem, where the equation to be solved is also A Q = QM, but A is known 
and M is to be found. One can solve the eigenvalue problem by starting with an initial guess Q,, 
(usually the identity matrix) for the eigenvector matrix, and at each stage updating the current 
iterate Q, by an elementary similarity transformation. A particularly interesting method from 
this point of view is the Jacobi method [6], which has the property of minimizing 
11 diag( R’Q’HQR) I( at each step, where R is a rotation matrix in the currently selected rotation 
plane. It is therefore possible to observe progress towards the solution as the monotonically 
decreasing value of a computable function whose minimum is known to be zero. 
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In order to be able to update the approximation to the eigenvector matrix in a similar way in 
the case of the inverse eigenvalue problem, we need a similar criterion with which to measure 
progress. Two possibilities are suggested in Section 2. We examine computational questions in 
Section 3 and heuristics for making the algorithm practical in Section 4. Numerical examples are 
given in Section 5. 
2. Criteria for progress 
We shall examine two ways of mapping a matrix of the form QMQT onto &. The 
presentation is simpler if the problem is generalized to arbitrary subspaces .& and .A&’ of Sym( n). 
Let {A,, AZ,..., A,+} be a basis for ~8 and {M,, A&,..., MI} be a basis for 4, where k and 1 
need be equal neither to each other nor to n. Without loss of generality one may assume that 
both bases are orthonormal with respect to the Frobenius inner product 
(A, B)F:= trace(ABT). (2) 
In practical cases, orthogonality is already present because the basis matrices typically have 
disjoint patterns of nonzeros: scaling only is required. 
We can write down the projection of an arbitrary matrix onto either of the spaces &’ and A&’ 
in the standard way in terms of inner products. In particular, the projection onto A? of a matrix 
of the special form QMQT, where M = C$=,M, is an element of A, is given by A = C~=ixIAj 
with 
xi= C Y,(AiQ, QM,),- (3) 
j=l 
This equation can be written as x = Gy where G(Q) = ( gZj) is the matrix with entries 
g,j = (‘iQ> QMj),. (4) 
Unless required, we shall normally suppress the explicit dependence of G on Q in the notation. 
For reasons that will become apparent later, we call the matrix G the generalized payleigh 
quotient matrix of Q with respect to the bases & and _A&!. 
By virtue of symmetry, the projection onto A! of a matrix of the special form QTAQ, where 
A = Cf=ixiAi is an element of &, is given by M = C),, y,M, with y = GTx. When the matrices 
A, M and Q are such that the equation A Q = QM is satisfied, we must have 
x= Gy, y=GTx (5) 
holding simultaneously. We say that the triple (Q, x, y) is a solution to the main equation. 
We can establish the following properties of the generalized Rayleigh quotient matrix. 
Theorem 1. Let the matrix G = G(Q) be defined as in (4). Then: 
(a) For any y E [w’, 11 Gy 11 < 11 y 11 with equality iff (Q, x, y) is a solution to the main equation. 
(b) If k = 1 and G is nonsingular, then for any y E Iw’, II GeTy 11 > II y II with equality iff 
(Q, x, y) is a solution to the main equation. 
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Proof. To establish (a), we recall that Gy is the coefficient vector in an orthonormal base of the 
projection of QMQT onto ~8. Therefore, 
IIGYII G IIQw2TIlF= IIMII,= II Yll, (6) 
with equality iff QMQT ES?. 
To establish (b), we reverse the roles of Se and A in (a) to obtain 11 GTx 11 6 1) x 11 for any 
XElP, and choose x = G-‘y. 0 
Remark 2. Theorem 1 implies that 11 G 11 2 < 1 and (when G is nonsingular), 11 G IIT1 3 1. 
The generalized Rayleigh quotient matrix also offers a solution to what one may call the 
inverse eigenvector problem, which is to find nonzero A E Se and M E &’ satisfying AQ = QM 
when the eigenvector matrix Q is given. 
Theorem 3. The inverse eigenvector problem AQ = QM can be solved iff the generalized Rayleigh 
quotient matrix has 1 as a singular value. 
Proof. The equations (5) are the defining equations for the left and right singular vectors x and 
y of G corresponding to the singular value 1. q 
Remark 4. One can extend Theorem 3 to the inhomogeneous case when for some A,, A - A, is 
required to be in &. In this case we replace J&’ by .~4+ { A, } , and if the left singular space of the 
resulting generalized Rayleigh quotient matrix contains an element with a nonzero component of 
A,, the inhomogeneous problem can be solved. 
Theorem 1 gives us two criteria with which to test the quality of a given Q as an eigenvector 
matrix for the inverse eigenvalue problem: 
l minimize h(Q) = 1 - II GY II/II Y II ; 
. minimize &(Q) = 11 G-‘y [l/l1 y 11 - 1. 
Both criteria give a dimensionless nonnegative quantity which is zero iff a solution has been 
found. 
We have derived the coefficient vectors GJ and GeTy by considering projections between the 
spaces ~2 and ~2’ = span{ QM,QT, j = 1,. . . , I}. Gy is the coefficient vector of the projection of 
QMQT onto ~2, and G-‘y is the coefficient vector such that the projection of the corresponding 
A E&onto &” is y. It is also possible to obtain them by considering projections between the 
spaces J? and A!‘= span{ QAiQT, i = 1,. . ., k}. Now Gy is the coefficient vector of the 
projection of M onto A’, and GeTy is the coefficient vector such that for its corresponding 
A ~a?, the projection of QTAQ onto A is y. It therefore corresponds to Newton’s method, as 
noted above. See [5]. 
3. Updating the Rayleigh quotient matrix 
We now turn our attention to the special case of interest to the main topic of this paper, which 
occurs when A! is the space of diagonal matrices and dim( &‘) = n. The basis for AZ is then 
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M, = e,e,‘, j= l,..., n, and the entries of the generalized Rayleigh quotient matrix simplify to 
gj, = (4Q, Qe,e& = trace(d,Qe,qf) = qTAiqj, (7) 
which is simply the Rayleigh quotient of the vector qj with respect to the matrix Ai. Therefore 
we call G in this case the Rayleigh quotient matrix of Q. 
When gij is calculated by the formula (7), one needs two multiplications for each nonzero 
element of Ai. The computation of the entire column g, therefore requires two multiplications 
for each nonzero in all the matrices { A,, A *, . . . , A,} combined: normally there are somewhere 
between n and n2 of these nonzeros. The calculation of G from scratch thus involves 0( n2) to 
0( n 3, operations. 
When Q is modified by a rotation matrix in the (j, k)-plane, i.e., Q + QR, only columns j 
and k of G are affected. Let 
(4, 4k > ++ (4j d( :;p* sin e j. cos 8 
Then 
g,,+cos2BqfAiqj+sin28q,Siiq,-2sinBcosOqfA,q,, (8) 
and we obtain 
(g, g&-(g, g/J+@ -d), (9) 
where 
d= sin20 (g, -g,) - 2sinfIcos8h, (LO) 
where h is the vector defined by 
hi = qfAiqk. 01) 
The computation of h costs the same as one column of G, and one could equally well in practice 
compute g, directly from the updated Q, and g, from the fact that the sum g, + g, remains 
unchanged. 
We are naturally interested in what happens to 11 Gy 11 when G is updated. Since G + G + 
d(ej - ek)T, it follows that Gy + Gy + ( yj - y,)d. Note that, as one may expect, when y, = yk, 
Gy remains unchanged. Putting x = Gy, we have 
IIGYII’+ ll~l12+~~Y~~Y~~~T~+~Y~~Y~~II~l12~ 02) 
which can be differentiated to yield the necessary condition 
(x+ (yj-yJd)Td,=O 
for )I x + ( y, - yk)d )I 2 to be a maximum. Solving this equation for B is equivalent to finding the 
zeros of a polynomial of degree 4, and can in principle be done exactly, but in practice 
numerically. 
Because the change to G is a rank-l change, it is possible to use the Sherman-Morrison 
formula [3] to obtain a formula of the form 
G-T + G-T + uvT, 03) 
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from which one can obtain a similar expression for the change in 11 GpTy II*, and a similar 
equation for the improvement to be optimal. 
We are therefore in a position to find the best rotation angle once the plane of rotation is 
fixed. One could proceed as in the case of Jacobi methods for eigenvalue problems, where all 
possible rotation planes are examined in some fixed sequence, possibly ignoring rotations 
through angles that are too small. When it is relatively expensive (i.e., O(n2) operations) to 
update G, there is a good reason for investing some time in finding a good rotation plane. 
4. Heuristics for selecting a good rotating plane 
Consider the matrix H= QTAQ, where A = CfzlxiAi, and x is either Gy or GpTy, depending 
on which criterion we are applying. We shall refer to the former as Phase 1 and to the latter as 
Phase 2. When we have reached a solution, QTAQ should be a diagonal matrix (M, in fact). If 
we took into account that a change in Q induces a change in A, and tried to minimize the 
transformed h$, we would in the case of x = Gy arrive at the same equation for the optimum as 
before. It is, of course, much simpler to ignore the change in A, because it is in general 
impossible after a change in A to compute an updated matrix H more cheaply than by forming 
it from scratch. In that case, the Jacobi rotation which annihilates the transformed hi, is a 
reasonable approximation to the “best” rotation. 
This procedure can become risky, because we are not using the true A past the first iteration. 
We can, however, by continually updating G and computing +i in Phase 1, or by updating GpT 
and computing & in Phase 2, check whether progress is still being made. As soon as this check is 
negative, it becomes necessary to recompute H. 
If we intend updating the Rayleigh quotient matrix G at each step, at a cost of up to 2n2 
multiplications, there is no longer any cogent reason to replace the search for a largest 
off-diagonal element by something faster. This argument becomes stronger when GpT is also 
updated. 
The choice between Phase 1 and Phase 2 is dictated by whether the current coefficient vector x 
is close to the solution or not. The former, being akin to the steepest-descent method, is to be 
preferred when the approximation is as yet inaccurate; the latter, being quadratically convergent, 
is to be preferred when the approximation is good. We have followed the following strategy: as 
long as the value of +i at the start of the outer iteration (i.e., immediately before computing the 
new H) is larger than some threshold 8, we apply Phase 1, until +i > 8. We then switch to Phase 
2, and continue doing so, unless not even one inner iteration can be performed without 
increasing +*. In that case, we decrease 6 by a factor of 10, and once more apply Phase 1. 
Algorithm 1. 
(0) Given an initial eigenvector matrix Q: set Phase = 1 and 6 = 1, and compute the Rayleigh 
quotient matrix G. 
(1) If Phase = 1, compute x = Gy, + = @i(Q). If + < 6, set Phase = 2. 
(2) If Phase = 2, compute GpT, x = GpTy, + = +*(Q). If + < 7, stop. 
(3) Form the matrix H = QTAQ, where A = CfzlxiAi. 
(4) Select a rotation plane ( j, k) by finding the absolutely largest off-diagonal element h,, find 
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the Jacobi rotation R which drives h,, to zero. If the application of this rotation would cause 
an increase in +rhase, go to step (6). 
(5) Q t QR, H t RTHR. Update G, and if Phase = 1, also G-T. 
(6) If step (5) has been executed at least once since the previous computation of H, go to step 
(1). 
(7) If Phase = 1, exit, reporting failure. If Phase = 2, set 6 + a/10, and Phase = 1. Go to step 
(I). 
It is instructive to compare this algorithm with Newton’s iteration applied to (l), when 
Jacobi’s method with preconditioning is used to solve the required eigenproblems. We have used 
the results of Section 2 to reformulate Newton’s method, in order to facilitate the comparison. 
Algorithm 2 (Newton’s method). 
(0) Given an initial eigenvector matrix Q. 
(I) Compute G(Q), x = G-‘y and + = &(Q). If + < 7, stop. 
(2) Form the matrix H = QTAQ, where A = CF=ix,A,. 
(3) Select a rotation plane ( j, k) by finding the absolutely largest off-diagonal element h,,, and 
find the Jacobi rotation which drives hJk to zero. If 1 sin 19 1 < 7, go to step (1). 
(4) Q+QR, H+RTHR. 
Go to step (3). 
It will be seen that Newton’s method has faster inner iterations, because the updating of G 
(possibly 0( n2) operations) is not performed. On the other hand, a new G is needed in step (1) 
by Newton’s method, whereas there is no recomputation required for Algorithm 1. Moreover, 
Algorithm 1 will use fewer inner iterations, because the exit criteria are more readily satisfied. 
The main advantage over Newton’s iteration claimed for Algorithm 1 is, however, not 
efficiency but robustness. The disastrous divergence that could arise when the initial values are 
not very close to the solution is avoided, because progress towards the solution is continually 
monitored, and because Phase 1 is selected whenever Phase 2 threatens to diverge. 
We close this section with a third possible algorithm, which is an attempt to reap the 
advantages of a two-state method without incurring the computational burden necessary for 
monitoring progress towards convergence. 
Algorithm 3. 
(0) Given an initial eigenvector matrix Q and threshold 6: set Phase = 1, and compute the 
Rayleigh quotient matrix G. 
(1) If Phase = 1, compute G(Q), x = Gy, 4 = @i(Q). If + -C 6, set Phase = 2. 
(2) If Phase = 2, compute G(Q), x = Gy, GAT, x = GeTy, + = G2(Q). If + < 7, stop. 
(3) Form the matrix H = QTAQ, where A = CF=,x,Ai. 
(4) Select a rotation plane ( j, k) by finding the absolutely largest off-diagonal element hjk, and 
find the Jacobi rotation which drives hj, to zero. If 1 sin 8 1 -C r, go to step (1). 
(5) Q +-- QR, H + RTHR. 
Go to step (4). 
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Of course, this algorithm reduces to Newton’s method as soon as Phase 2 is reached. 
Note. Certain trivial points of algorithmic economy, such as the fact that G is already available 
when Phase 2 is entered for the first time in Algorithm 3, have for the sake of clarity been 
omitted from the descriptions of Algorithms 1 and 3. 
5. Numerical examples 
We present numerical results illustrating the application of our algorithm to two cases. In both 
cases the problem considered is to find a matrix A from the specified subspace with eigenvalues 
(1 - j_l, 4 - p, 9 - /..l, n2 - p }, where p is so chosen that Cr=ipi = 0. This subtractive constant is 
used to minimize cancellation effects in the calculation of the test quantity +, but does not 
theoretically affect the decisions made by the program, since Z ES@ in both cases, We report 
computations with n = 20. The computations were done in double precision (about 16 decimal 
digits) on a microcomputer equipped with an Intel 8087 processor, and the tolerance r was taken 
to be 10-13. The threshold 6 was initially taken to be 1. 
5.1. Toeplitz matrices 
These matrices are constant along diagonals running in the direction NW-SE, e.g., 
The 
an-1 
an 
orthonormal base 
a2 
al 
a2 
a3 
a2 
a1 
. . . a3 
a,_, .a. 
is: 
0 0 
1 0 
0 1 
. . . 0 
0 . . 
i 0  1 0 1
. . * a n-l 
a3 *.. 
a2 a3 
a2 a1 
a3 a2 
. . . 0 
0 . . . 
0 0 
0’ 1’ 
0 0 
0 . . . 
1 0 
0 1 
an 
a,-1 
a2 
a1 
9 
0 0 
. . . 0 
0 : 
> 
0’ 1 
1 o_ 
etc. This problem is theoretically interesting because no analytical solution has been shown for 
n > 4, but no counterexample is known either [l]. A convergence proof for a numerical method 
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Table 1 
Algorithm 1 for Toeplitz matrices 
II GY II 
0.9957801370486772 
II G-‘Y II 
1.0046478181030931 
1.0000007999968195 
1.0000000000023332 
1.0000000000000020 
Rotations Last Isin 1 
102 5.10-’ 
91 6.10-’ 
78 2.10p9 
CPU-time: 43.9 seconds. 
Table 2 
Newton’s method for Toeplitz matrices 
II GY II II G-‘Y II Rotations Last I sin 0 1 
0.9957801370486772 1.0046478181030931 257 2.10-‘3 
1.0000007273450184 177 4.10-‘3 
1.0000000000010998 95 2.10F13 
1.0000000000000011 
CPU-time: 36.3 seconds. 
would therefore settle a theoretically open question. (We hasten to add that we do not have such 
a proof for our algorithm.) We use the eigenvectors of A, as starting values for Q. These starting 
values, suggested in [5], are very good, as can be seen from the high value of ]I x I]. 
In Table 1 we show the behaviour of Algorithm 1. Note the success of the convergence 
criterion in aborting the Jacobi process at a relatively early stage when the approximation to the 
eigenvector matrix is not yet particularly close. In Table 2 we show Newton’s method, which on 
this example converges given such good initial values. This method is slightly faster than 
Algorithm 1. 
5.2. Centrosymmetric tridiagonal matrices 
Centrosymmetry is symmetry relative to the SW-NE diagonal of a matrix, e.g., 
b, 
a2 
b2 
b2 
62 
b2 
a2 
b, 
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The orthonormal base is: 
1 0 
00 0 
Ai=& 0 . . _I *. .*. o ? 
0’ 0 0 
0 l_ 
r 0 1 
1 0 0 
A2=+ 0 . . _j .*. *. o 
0’ 0 1 
1 0 
0 
1 
0 
0 
0 
0 
1 
0 
2 
0 
O_ 
etc. This problem has an analytical solution [6], which requires subtlety for its stable computa- 
tion [4], but is not easy to solve numerically by a general-purpose method. We use the same 
initial values as in the previous example. The starting values are still good, but not nearly as good 
as in the previous case. 
In Table 3 we show the behaviour of Algorithm 1. Note that the threshold S needed to be 
reduced to 10F3 before any Phase 2 step could succeed, and even then a further reduction to 
lop5 was necessary. Newton’s method diverges violently on this example; we suppress the ugly 
details. In Table 4 we present the performance of Algorithm 3 with 6 taken to be 10e2. This is 
somewhat faster than Algorithm 1, but the comparison is an invidious one, since the choice of 6 
is quite critical (8 = 10-l diverges, S = 10e5 is slower than Algorithm l), and there is no way of 
knowing in advance what a good value for 6 might be. 
6. Conclusions and further work 
This paper makes the following contributions. 
. The eigenvector matrix is updated continually using plane rotations only. 
. Projections are used to find the best coefficient vector from a given eigenvector matrix. 
. Efficient computational procedures are developed to keep track of whether progress towards 
the solution is still being made, and to abort the process of updating the eigenvector matrix as 
soon as it is no longer useful. 
l An algorithm is developed that allows cautious steepest-descent steps until the approximation 
is good enough for a Newton-like procedure to converge. 
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Table 3 
Algorithm 1 for centrosymmetric tridiagonal matrices 
II GY II IIG-T~ll Rotations Last ( sin 0 1 
0.9365561095830156 2.2309875502769043 0 
0.9365561095830156 
0.9461477641156191 
0.9584461732288142 
0.9714735135345559 
0.9823794763622805 
0.9896917431421285 
0.9940978330298318 
0.9940978330298318 
0.9965673407361821 
0.9979339908999952 
0.9987043642034320 
0.9991543278587854 
0.9990619494800864 
0.9997208143522743 
0.9998248140396323 
0.9998828193577725 
0.9999168172450617 
0.9999168172450617 
0.9999372423807202 
0.9999512175607226 
0.9999612633071604 
0.9999687725576895 
0.9999745216840583 
0.9999790115621852 
0.9999825691538229 
0.9999854255858843 
0.9999877414465980 
0.9999896354496055 
0.9999911958774089 
CPU-time: 161.7 seconds. 
1.0276406080082394 
1.0047928301997395 
1.0029353223890822 
1.0025488102597826 
1.0006718595967958 
1.0001149390125428 
1.0000535090601599 
1.0000037000646269 
1.0000000009985270 
1.0000000000000024 
71 
60 
52 
58 
25 
23 
0 
66 
64 
71 
81 
6 
1 
0 
22 
14 
24 
44 
0 
46 
58 
54 
73 
80 
89 
65 
76 
88 
90 
83 
6 
18 
89 
91 
1.10-3 
1.10-2 
2.10-3 
1.10p3 
3.10-3 
8.10-4 
3.10-4 
7.10-5 
3.10-5 
9.10-6 
2.10-l 
l.lOK’ 
3.10-2 
8.10-3 
2.10-3 
5.10-4 
2.10-4 
5.10p5 
7.10-s 
2.10-S 
1.10p5 
3.10-5 
2.10-5 
6.1O-‘j 
3.10-6 
7.10-’ 
2.10-6 
3.10-2 
5.10-3 
1.10-4 
1.10-s 
The insurance against divergence that is built into Algorithm 1 is not free, but on the other 
hand, this relatively robust algorithm is not much slower than the other two algorithms. 
The following areas offer scope for future work. 
l It is possible that when the rotation on the largest off-diagonal element is unproductive, some 
other rotation might work. This will reduce the number of cases in which it is necessary to return 
to Phase 1, as well as the number of cases where Phase 1 reports failure. 
l When the initial Q is not good, there may exist a permutation matrix P such the QP is a 
better initial matrix. Theorem 3 may be helpful in this regard: it seems plausible to choose P 
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Table 4 
Two-stage algorithm for centrosymmetric tridiagonal matrices 
II GY II 
0.9365561095830156 
0.9461440199097854 
0.9584751378510816 
0.9714577137794105 
0.9822973419215514 
0.9896969574553368 
0.9941097005769701 
II G-'Y II 
1.0274443056087388 
1.0005262896475995 
1.0000482066428016 
1.0000002468074620 
1.0000000000055367 
0.9999999999999992 
Rotations Last I sin 0 1 
238 1.10-‘3 
231 2.10-‘3 
208 3.10-13 
193 2.10-13 
183 4.10-‘3 
169 2.10-13 
234 2.10-13 
191 2.10-13 
187 1 .10-13 
159 3.10-13 
114 7.10-13 
CPU-time: 101.0 seconds. 
such that the right singular vector to the largest singular value of G( QP) has its elements in the 
same order as y. 
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Note added in proof 
After this paper had already been sent to the printer’s, I received a most thorough and helpful 
referee’s report which has led to some improvements in the text, but also necessitates a more 
substantial additional comment. The main point is that Method III of [2] is more closely related 
to the method described here than I realized, since it also updates the eigenvector matrix at each 
point by an orthogonal transformation. Their updating formula is Q +- Q( Z + : Y)(Z - : Y)-‘, 
where Y is a skew-symmetric matrix so chosen that for the updated Q and A, QTA Q = M + 
0( Y 2). The entries of the matrix Y are given by the formula 
q,TAqj 
Y!,= Xj- 
1 
where { h, } are the required eigenvalues. The updated A, not surprisingly, is the same as the 
Newton update. 
An obvious drawback of this approach is that it is not applicable to multiple eigenvalues since 
Y is then undefined; in fact, no fewer than five pages of [2] are devoted to modifications for 
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treating this case. The methods of the present paper are not affected at all by the presence of 
multiple eigenvalues. 
The idea of using a best approximation in the Frobenius norm to define A for a given Q is not 
new: it appears in a 1972 method cited in [2, p.6441, and is such an obvious thing to do that it 
must be even older. However, the convenient relationship between the first- and second-order 
methods involving the same matrix G, and the result of Theorem 3, seem to be new. 
I was also asked to comment on the tractability of proving convergence for the hybrid method 
of this paper. It is obvious that the method will stop when +i or &, as the case may be, cannot 
be further reduced. When no solution exists, the value of C$ reached will be nonzero. I can see no 
easy way of showing that if a solution exists, it will always be reached: one could become bogged 
down in a local minimum of +. 
References 
[l] P. Delsarte and Y. Genin, Spectral properties of finite Toeplitz matrices, in: P.A. Fuhlmann, Ed., Mathematical 
Theory of Networks and Systems (Springer, Berlin, 1984) 194-213. 
[2] S. Friedland, J. Nocedal and M.L. Overton, The formulation and analysis of numerical methods for inverse 
eigenvalue problems, SIAM J. Numer. Anal. 24 (1987) 634-667. 
[3] G.H. Golub and C.F. Van Loan, Matrix Computations, Johns Hopkins Ser. in Math. Sci. 3 (Johns Hopkins Univ. 
Press, Baltimore, MD, and London, 2nd ed., 1989). 
[4] W.B. Gragg and W.J. Harrod, The numerically stable reconstruction of Jacobi matrices from spectral data, Numer. 
Math. 44 (1984) 317-335. 
[5] D.P. Laurie, A numerical approach to the inverse Toeplitz eigenproblem, SIAM J. Sci. Statist. Comput. 9 (1988) 
401-405. 
[6] B.N. Parlett, The Symmetric Eigenvalue Problem (Prentice-Hall, Englewood Cliffs, NJ, 1980). 
