Seismic noise includes the information that comes from crust of earth and hypocenter. The study of seismic noise is an essential topic for earthquake predictability and investigation of crustal structure. In this paper we analyze the seismic noise from 46 stations in all around Japan of Full Range Seismograph Network of Japan (F-net). To investigate the influence from earthquake we analyze two types of seismic noise data, one is the data after earthquake shake, which from 2,000 seconds after the max shake of an earthquake, and others are without any earthquake effects. We find that (i) the magnitude of seismic noise values follows a log-normal distribution and (ii) the conditional mean growth rate and the standard deviation of the growth rate of the magnitude value both obey power-law with the magnitude value. Furthermore we also find that the Hurst exponent depends on the max amplitude of earthquake, and shows a linear correlation with logarithmic max amplitude. §1. Introduction Many physical, physiological, biological, and social systems are characterized by complex interactions between a large number of individual components, which manifest in power-law correlations. 1)-14) For example, in financial field, several stylized facts have been found for the equity price data in temporal field, such as 1, the distribution of the stock price changes (return) has a power-law tail. 2, the absolute value of stock price change (volatility) is long-term power-law correlated. 3, The spectral density of stock price is well described by power-law function. 15) In seismology temporal and spatial clustering are considered to be important properties of seismic occurrences and, together with the Omori law (dictating aftershock timing) and the Gutenberg-Richter law (specifying the distribution of earthquake size), comprise the main starting requirements to construct reasonable seismic probabilistic models. Analyzing the timing of individual earthquakes, Ref. 5) introduces the scaling concept to statistical seismology. The recurrence times are defined as the time intervals between consecutive events, τ i = t i − t i−1 . In the case of stationary seismicity, the probability density P (τ ) of the occurrence times was found to follow a universal scaling law
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where f is a scaling function and R is the rate of seismic occurrence, defined as the mean number of events with M ≥ M c . 16) References 17) and 18) have demonstrated how the structure of seismic occurrence in time and magnitude can be treated within the framework of critical phenomena. For seismic wave, there exit many articles which indicate that part of the spectral density follow a power-law function. 19)-22) This property is very similar to the spectral density of stock price. Thus it might be interesting to see whether other properties in financial markets can also be observed for temporal seismic wave, e.g. long-term correlations in the absolute value of seismic wave series and power-law tails of the distributions of the seismic wave series. In order to reveal the statistical regularities of seismic wave we analyze the broad-band seismic wave from Full Range Seismograph Network of Japan (F-net) and aim to understand the physical dynamics of seismic wave. 5), 16)-18), 23)- 28) The paper is organized as follows: In §2 we introduce the database and investigate the distribution of the magnitude of seismic noise magnitude values. We find that the distribution follows a log-normal function. In §3 we investigate the conditional mean growth rate and the conditional standard deviation of the growth rate. We find power-law correlations for both. Section 4 deals with the long-term correlations in the time series of the magnitude of seismic noise analyzed by using detrended fluctuation analysis (DFA) method which is characterized by the Hurst exponent H. We find the Hurst exponents H = 0.66 ± 0.05 for none-earthquake data and H = 0.69 ± 0.1 for after-earthquake data. We also find that the relation between exponent β in the growth rate and Hurst exponent H does not follow the expected function H = 1 − β. Furthermore we also show that the Hurst exponent H is linearly correlated with logarithmic max amplitude. In §4 we summarize our findings. §2. Data and PDF of magnitude In this study we use the seismic waveform database from the National Research Institute for Earth Science and Disaster Prevention (NIED) F-net, which records continuous seismic waveform data w i (where i is the time accurate to seconds) by using broadband sensors in 46 selected stations in allover Japan. Seismic signals are recorded in three directions: (1) U (up-down with up positive), N (north-south with north positive), and E (east-west with east positive). 29) We report results from the vertical dimension only (U data), since the results for the horizontal data (N and E) data are expected to be similar. We study two types of time series, one is surface wave data without earthquake called "none-earthquake data", and the other is surface wave data after a earthquake called "after-earthquake data" (see Fig. 1 ). Sampling intervals have five recording frequencies: 80 Hz, 20 Hz, 1 Hz, 0.1 Hz, and 0.01Hz. We study surface wave data with 1Hz sampling interval for the year 2003, together with 11 March, 2011. We note that because of the interaction between earthquakes, not all earthquake data can be used in our analysis (see Appendix A). The data from 11 March, 2011 is selected because it contains the notable 2011 Tohoku earthquake ("Great East Japan Earthquake") which resulted in the tsunami that caused a number of nuclear accidents.
For after-earthquake surface wave series data, we analyze the data as follows.
For the raw seismic acceleration waveform data of each selected earthquake (Appendix A), denoted as w t , we create a new time series-the normalized waveform
Then we define a new sub-series fixed length (here the length = 5,000) series w t = |w norm |, starting at time coordinate 2,000 seconds after the amplitude of signal reaches maximum. Here in order to avoid large errors which come from highly non-stationary signals, we do not analyze the series immediately after the maximum amplitude occurs, but instead analyze the data of the magnitude series 2,000 seconds after the amplitude of the signal reaches maximum. Then, we calculate the time series of the magnitude V t ≡ abs(w t ). (Fig. 1 (b) ) For none-earthquake series data, we select the data with the time length ≥ 30000 seconds which do not include any earthquakes. Then we calculate the magnitude series V t ≡ abs(w t ).
We first examine the distributions of the magnitude. In Fig. 2 , we plot the probability density function (PDF) of earthquake series of all earthquakes (M ≥ 3) and none earthquake series of all none earthquake periods. The distribution of earthquake series is in the right of none earthquake series.
Both have a similar shape and can be well fitted by a log-normal function (as shown by the dashed line in Fig. 2) ,
1) Fig. 1 . Samples of seismic noise (a) noneearthquake data (b) after-earthquake data 2,000 seconds after maximum amplitude occurs. Fig. 2 . Distributions of the magnitude of seismic noise. The solid lines plot the probability density functions of the seismic noise magnitude value, left one is from noneearthquake data and right one is from afterearthquake data. Both can be well fitted by a log-normal distribution (as shown by the dashed line). These results suggest that the seismic noise magnitude value follows a log-normal distribution.
where δ and μ are fitting parameters. Here, the δ does not represent the standard deviation and μ does not represent the average. This result supports that the distribution of the magnitude values of surface waves follows before equation. §3. Power-law of growth rate
The growth rate is often used to characterize the dynamics of the financial markets in econophysics and economics. Since the surface wave time series are very similar to the price return time series and the magnitude series are also similar to the volatility of price, it is suggested that the growth rate may also be used for our study of the surface wave magnitude series. To avoid huge fluctuations we define the growth rate at time t, g(t) as the logarithmic change of two consecutive cumulative values. 36) 
where the V (t) stands for the magnitude value at time t. For simplicity, we denote the initial magnitude value of the growth rate, V (t − 1) as V i in the following.
In this study, we examine two features of memory by calculating the growth rate:
(i) the conditional mean growth rate g|V i , which quantifies the average growth rate of the magnitude value given at the initial magnitude value. and the exponent β = 0.51 is obtained. The slope of shuffled data also takes the same value. These results suggest that no long-term correlations at temporal field of seismic noise exist.
(ii) the conditional standard deviation of growth rate σ(g|V i ) = g 2 |V i − g|V i 2 , which characterizes the fluctuation of the growth rate conditional on a given initial magnitude value V i . In Fig. 3(a) we plot the conditional mean magnitude value g|V i as a function of initial magnitude value V i . We analyze all time series data at once. Interestingly, both after-earthquake data and none-earthquake data show similar power-low behavior. The curves of shuffled value are also shown in the figure and they are almost parallel to the curves form the original data.
Next we plot the conditional standard deviation σ(g|V i ) as a function of V i in Fig. 3(b) . The curves are similar to g|V i and well fitted by a power-law function,
where the exponent β can be used to describe the memory of time series. 35) We find that both after-earthquake and none-earthquake data show similar scaling behavior for the growth rate. The scaling exponent is found to be β = 0.51 ≈ 0.5 which means that there is no definite long memory for the seismic time series. §4.
Long-term memory and dependence on max amplitude
Many physical time series have memory, where a value in the sequence depends on the previous values. Thus, the temporal structures in the seismic noise are also interesting. Figure 3 shows the scaling exponent β in the growth rate for seismic noise, which indicates the temporal correlations. From Eq. (3·1) we can find that the growth rate can only reflect the correlation of the closest following two data, though in many cases the correlation may be influenced by much more remote values. However the β value seems to show that there is no long-term memory in seismic surface data, it is necessary to check the long-term memory by other method. For further test the long-term memory in the seismic noise, we employ the DFA, a wide-used method to examine the long-range correlations in the magnitude time series. 30)-32) In the DFA method, the time series is partitioned into pieces of equal size n. For each piece, the local trend is subtracted and the resulting standard deviation over the entire series is obtained. In general, the standard deviation F (l) of the detrended fluctuations depends on n, with smaller n resulting in trends that more closely match the data. The dependence of F on n can generally be represented as a power law such that
where H is as the Hurst exponent. DFA therefore can conceptually be understood as characterizing the motion of a random walker whose steps are given by the time series. F (n) gives the walker's deviation from the local trend as a function of the trend window. Because the root mean square displacement of a walker with no correlations between his steps scales like √ n, we can expect a time series with no autocorrelations to yield an H of 0.5. Similarly, long-range power-law correlations in the signal (i.e. large values follow large values and small values follow small values) manifest as H > 0.5. Power-law anti-correlations within a signal will result in H < 0.5. Additionally, DFA can be related to the autocorrelation as follows: if the autocorrelation function C(L) can be approximated by a power law with exponent
where L indicate the lag-time, γ is related to α by 30) Figure 4 plots the PDF of scaling exponent H values (a) is from none earthquake data H = 0.66 ± 0.05 (b) is from after earthquake data H = 0.69 ± 0.01. Similar to PDF of β, none earthquake and after earthquake data shows similar probability density function, but not as β the H value from shuffled data and original data shows completely different PDFs. Almost all scaling exponents H are bigger than 0.5, it indicates definite long-range correlated correlations. Because Hurst exponent H 0.5 that means correlated correlation, it suggests that seismic surface wave data show a definite long-range correlated correlations. Previous studies have indicated that the relation between the scaling in the growth rate and the long-range correlation is consistent with β = 1 − H in Human interaction 35) and Equity market activity. 36) This equation is based on a series of physical assumptions, such as stationarity of time series, power-law attenuation of autocorrelation, uniform distribution of Growth rate, etc, for details refer to Ref. 35) . The β and H of seismic noise do not satisfy the equation that is founded in human interaction activity.
As we know, the long-range correlations may be affected by many factors, such as the trading value, size, activity, risk and return of the stock. 11), 15), 36) In after earthquake data, we note that the max amplitude varies in a very huge field. Therefore we test the relation between H and the max amplitude. Figure 5 plots the correlation of H vs logarithmic max amplitude. The plot shows that the H is correlated with max amplitude, and shows a linear correlation with logarithmic max amplitude. Since the max amplitude refers to the energy contained in an earthquake that means the size of earthquake, the results also indicate that Hurst exponent H depends on the size of earthquake. §5. Summary
We studied the seismic noise from 46 station of F-net. We found that the distribution of magnitude of surface noise follows a log-normal function for both noneearthquake and after-earthquake data. We also found that the conditional standard deviation of growth rate has a power-law dependence on the initial magnitude value. The scaling exponent of growth rate is found to be β = 0.51, which indicates that no significant autocorrelations exist in seismic surface noise data. On the other hand most of the Hurst exponents H of seismic surface noise data are close to 0.7, which indicates the existence of long-memory. This result does not satisfy the linear correlation function β = 1−H as seen in financial data and human interaction data. 35), 36) Therefore there must be some differences between the seismic noise data and others, e.g. some assumptions needed for the relation of β = 1 − H might not be fulfilled. Since this is the unique features of seismic wave, in order to understand the dynamics of the seismic noise more comprehensive studies are needed.
By using DFA method we find that both none-earthquake data and afterearthquake data show similar long-term correlation behaviors. We also find that the Hurst exponents are logarithmically dependent on the Max amplitude in afterearthquake surface wave data. 
