This paper studies change point detection on networks with community structures. It proposes a framework that can detect both local and global changes in networks e ciently. Importantly, it can clearly distinguish the two types of changes. The framework design is generic and as such several state-of-the-art change point detection algorithms can t in this design. Experiments on both synthetic and real-world networks show that this framework can accurately detect changes while achieving up to 800X speedup.
INTRODUCTION
Anomaly detection on networks is a problem arising in various areas: from intrusion detection [10] to fraud detection [6] , from email network [17] to fMRI image [13] . One problem of particular interest is change point detection on dynamic social networks [1, 19] . Social networks are known to have the hierarchical structure, where the most well-known one is the community structure [9] . Similar nodes are densely connected and form a community, while dissimilar nodes reside in di erent communities and are less likely to be connected. The interactions (or edges) among nodes can be classi ed as inter-community interactions and intra-community interactions. The intra-community interactions are more likely to be present (in unweighted networks) or have more weight (in weighted networks) than the inter-community interactions.
Most state-of-the-art change point detection approaches [6, 10, 13, 14, 21] do not consider the hierarchical structure in a network, but treat the network structure as at. Hence they can hardly distinguish changes in those two kinds of interactions (intra and inter). If there is an event associated with a particular community, the change happens within that community only, and may not a ect Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. change on a two-community graph. The edges removal within c 1 has only local impact, and hence is a local change; the edge removal across c 1 and c 2 has global impact (to disconnect the graph), and hence is a global change.
For example, consider the email network of a very big computer science department. If a speci c lab is approaching a paper submission deadline, the frequency of email exchange within this lab might outburst. Since the whole department is very big and the daily email throughput of the whole department is high, it is unlikely to detect the change associated with that lab at the global level using the aforementioned algorithms.
On the other hand, if a single community is signi cantly larger than the others, a signi cant change in that community will dominate over the other smaller communities. Therefore, regardless of whether there is any change to the rest of the network, the aforementioned algorithms will classify this as a change point. That is, the above algorithms do not answer where the change comes from, neither can they answer if the change comes from within a huge community or from the inter-community interaction.
Continuing with the previous email network example, if a lab consists of half the people in the department (either a big group or a small department), then the outburst of emails within this lab is highly likely to be detected as a global event. Meanwhile, if several groups are jointly working on a funding proposal, it will lead to the email burst between communities, and can also be detected as a global event. The above algorithms can not distinguish between these two global events. Here we see that the existing algorithms either miss minor and local changes, or fail to distinguish between strong local changes and global changes. A recent work ( [15] ) can answer which pairs of nodes result in change, but it fails to account for the community structure.
Intuitively, the intra-community interaction captures local information while the inter-community interaction captures global information. Hence, we expect to see the former one evolves di erently from the global evolution pattern while the latter one should be similar to the global evolution pattern [2] .
In this paper, we show that the network evolution pattern can be decomposed into inter-community evolution and intra-community evolution. We show that running change point detection algorithms at the global level could miss changes associated with a community, and that change can be detected when we run the algorithms within that community. We also show that the inter-community interaction can be approximated by a hyper-network in which each hyper-node is a contracted community [3] . And this contraction also gives us computational bene ts. This paper is organized as follow: we rst review the related work, then describe the proposed framework. After that, we introduce the experiments and provide the analysis. Finally, we conclude the paper and discuss future works.
RELATED WORK
There are two recent surveys [1, 19] on change point detection. Most state-of-the-art works [13, 21] do not consider the hierarchical structure in a network; Other works [4, 16, 17] mention the hierarchy in their papers, and they all make speci c assumption about the underlying generative model: Moreno's work [16] assumes a network is generated from a mixed Kronecker product graph model (mKPGM), which is generated recursively from a seed matrix. The block of the matrix at each level resembles the community. Peel's work [17] assumes a network is generated from a generalized hierarchical random graph model (GHRG), which organizes the network as a tree of which the leaves are nodes in the network and the internal nodes are communities. Bridges's work [4] assumes a network is generated from the generalized block two-level Erdős-Rényi (GBTER) model, which posits the inter-community and intra-community edges are formed in di erent ways. Although they mention the hierarchical structure, they fail to distinguish between the change associated to a community and the change associated to the whole network. We design a framework that provides a systematic way to detect and distinguish between local and global changes. Our framework is generic and supports several state-of-the-art change point detection algorithms. Another drawback of these network hypothesis test based approaches is their low e ciency due to bootstrapping: Peel's work does not scale very well in our experiments, and its e ciency is improved up to 60 times when superimposed by our framework.
Community detection [9] is also a time-consuming task. The Louvain method [3] alternatively contracts and detects communities on the networks, and has been one of the most e cient community detection algorithm for several years. Its e ciency comes from the network size reduction via contracting. We use the same idea for e cient change point detection.
Another recent work ( [15] ) considers attributing the global change score to node pairs. It de nes change scores at edge level, ags out the top ranked edges and their neighbors as changed regions. That work does not consider the community structure, and its focus is on visualization. Our work distinguishes between inter-community interaction and intra-community interaction, and shows the former one can approximate the global evolution. Moreover, our framework reduces the running time of the state-of-the-art algorithms [13, 17, 21] .
METHODOLOGY
We follow the Type 4, "Event and Change Detection", in [19] , which is to nd snapshots from a network snapshot sequence that are "signi cantly" di erent from their predecessors. Like [21] , we also assume each snapshot is generated from a generative model. Snapshots from the same generative model resemble each other, although they are not identical due to randomness. The change of the generative model leads to "signi cant change" of the snapshots. This assumption can be illustrated as a Markov network (Figure 2 ). are latent generative models, and G t s are observed snapshots. G t is assumed to be a sample (generated) from L t . "Signi cant" change points are {t | L t L t −1 }. Note that graph snapshots and latent models can represent both local structure as well as global structure.
Our work di ers from [21] in that we study networks with the community structure, where each snapshot observation consists of multiple components, corresponding to communities and their interactions. In Figure 2 , the generative models are latent and we can only observe the generated snapshots. Existing approaches have two directions: to estimate the generative model from multiple snapshots and then compare the estimated model [4, 17, 21] ; or to compute the di erence of the snapshots directly [13] . Our framework supports both types of approaches. In both cases, the problem and the solution can be generalized as [19] : given a network snapshot sequence {G t } and a dissimilarity function (outlier score) f : {G t } × {G t } → R, a change is de ned as a time point t, such that f (G t , G t −1 )>th 0 , where th 0 is some pre-speci ed threshold. Change point detection is to nd all time stamps ts at which changes occur. All the aforementioned works run on the original network, and hence detect changes at the global level.
We de ne intra-community change and inter-community change in a similar fashion: let C it be the community i at time t, the intracommunity change point is de ned as a time point t such that f l (C it , C i,t −1 ) > th 1 . By contracting the community C it in the network G t into a hyper node n i , one gets a contracted network G c t . The inter-community change point is de ned as a time point t such that f c (G c t , G c t −1 ) > th 2 . Our goal is to nd both the intracommunity change (local change) as well as the inter-community change (global change). Problem De nition Given a network sequence {G t } T t =1 , its community assignment {th i } k i=1 , and dissimilarity functions
)>th 2 for some pre-speci ed threshold th 1 , th 2 .
Framework Description
We propose the following framework (Algorithm 1) which reveals both the local change as well as the global change. In Line 1, we rst partition communities on the rst snapshot. We assume the community assignment does not change over time. If there really is a severe change in community assignment, the event will be detected as a global change. Between global changes, the community assignment will remain constant. Hence one can apply the local change detection part of the framework to the subsequences in which community assignment remains similar. One may argue that it is more robust to partition communities on the aggregated network from the rst couple of snapshots. Our reasoning is that if no global change happens during the rst couple of snapshots, the community assignment/structure should remain the same; otherwise we ag out that snapshot as abnormal (to be investigated), and redo the community partition on the new snapshot. The for-loop from Line 2 to Line 12 scans over all the snapshots. The original snapshot is contracted in Line 3 into a weighted (hyper-)network in which each hyper-node corresponds to a community in the original snapshot (Figure 3) . If the original network is unweighted, the weight of the hyper-edge is the number of actual inter-community edges divided by the number of all possible inter-community edges. Otherwise the weight of the hyper-edge is the summation of the inter-community edge weights divided by the sizes of the two communities. The contraction operation is widely used in hierarchical community partition algorithms [9, 12] . The for-loop from Line 4 to Line 8 iterates over all the communities. The provided change point detection algorithm runs on the community level, and returns the dissimilarity score between two consecutive (sub-)networks. The branch in Line 9 detects the global change by running the detection algorithm on the contracted (hyper-) network.
Algorithm 1 Hierarchical Change Point Detection Framework
Input: network sequence {G t } t 1 , any change point detection algorithm IsChanged(·,·) Output: global change points chan eSet , local change points chan eSet i in community i 1:
; {Below: local change detection} 4: for i = 1 to k do 5: if IsChanged (c i t , c i, t −1 ) then 6: chan eSet i = chan eSet i ∪ {t }; 7: end if 8: end for {Below: global change detection} 9: if IsChanged (G c t , G c t −1 ) then 10: chan eSet = chan eSet ∪ {t };
11:
end if 12: end for Community partitioning gives us e cacy while network contraction gives us e ciency: each community is a ne-grained subnetwork, and running detection algorithm on each community can avoid uctuation and noises from neighboring communities, and hence the detected change points are solely associated with this particular community; contraction signi cantly reduces network size, and in turn, reduces the running time of the algorithms whose complexity is proportional to the network size. On the other hand, network size reduction also implies information loss, and therefore the quality of change points detected on the contracted network is inferior to that on the original network. Fortunately, our experiments show that the ranking of outlier scores on the contracted network is similar to that on the original network, which implies that the inter-community evolution can indeed capture global evolution pattern.
Algorithms
We superimpose the framework on three state-of-the-art algorithms [13, 17, 21] , 3.2.1 DeltaCon. DeltaCon [13] computes the outlier score from the snapshots directly. It extracts a feature vector from each snapshot using personalized PageRank, and computes the rooted Euclidean distance of two consecutive feature vectors.
LetoChange.
LetoChange [17] assumes the network is generated from GHRG model in which the network has a tree-like structure: leaves correspond to nodes while internal tree nodes correspond to communities. The network sequence is partitioned into equal sized sliding windows, and the model parameters are estimated within a window. The outlier is agged out if the model parameters estimated change greater than a threshold. It bootstraps networks from the generative model to calculate a proper threshold. To sample multiple networks from a generative model is timeconsuming. We bootstrap outlier scores for threshold determination, which gains much computational bene t (detailed at the end of this section).
EdgeMonitoring.
EdgeMonitoring [21] follows LetoChange's fashion: rst estimate the model parameters from a window (several snapshots), then detect change points based on model
EdgeMonitoring estimates the edge probability directly from each window (for the unweighted network) and calculates the Kullback-Leibler divergence of the sequences of two consecutive windows. We modify it to account for weighted networks: we normalize the weights at each snapshot, and average over snapshots within a window. This averaged weight is used as the probability estimate in the above KL divergence calculation.
Algorithm 2
Hierarchical Change Point Detection Framework with Threshold Determination Input: network sequence {G t } t 1 , any change point detection algorithm IsChanged(·,·) Output: global change points chan eSet , local change points chan eSet i in community i 1: {c i } k 1 = partition(G 1 ); {community partition} 2: for t = 2 to T do 3: G c t =contract( {c i } k 1 ); {Below: local change detection} 4: for i = 1 to k do 5: Outlier Scor e i, t = IsChanged (c i t , c i, t −1 ) 6: end for {Below: global change detection} 7: Outlier Scor e t = IsChanged (G c t , G c t −1 ) 8: end for 9: for i = 1 to k do
10:
T hr eshold i = Bootstrap(Outlier Scor e i ).percentile(0.95) 11: chan eSet i = {t | Outlier Scor e i, t > T hr eshold i } 12: end for 13: T hr eshold = Bootstrap(Outlier Scor e ).percentile(0.95) 14: chan eSet = {t | Outlier Scor e t > T hr eshold } Although DeltaCon and LetoChange have their own threshold determination strategies, the former one's normality assumption does not hold while the latter one's network bootstrap is too timeconsuming. We use an e cient, permutation test based strategy. All the three algorithms use the same way to determine outlier scores:
rst, run the algorithm on the whole snapshot sequence and obtain an outlier score sequence; then, use bootstrap to compute the 0.95 con dence level of the outlier scores. The rationale of this threshold determination is essentially the same as that of the permutation test [18] . The modi ed framework is displayed in Algorithm 2, in which the IsChanged (, ) function again returns the dissimilar score.
EXPERIMENTS AND EVALUATION 4.1 Data
We apply the framework to two synthetic networks and one real world network. For the synthetic networks, we test our framework on the Stochastic Block Model (SBM [11] ) and the Block Two-Level Erdős-Rényi (BTER [20] ) model. SBM assumes edge probability a function of the community membership of the two incident nodes; BTER model assumes the intra-community edges are sampled from Erdős-Rényi model [7] , while the inter-community edges are sampled from Chung-Lu model [5] . For both experiments, we do not change community membership (as discussed in Section 3.1), and inject either global or local changes at di erent time stamps (Table 1).
The SBM experiment has 1k nodes and 8 communities ranging from size 50 to size 300. The edge probability is determined by a symmetric stochastic block matrix whose entries are sampled from Uniform(0, 1) with the restriction that main diagonal entries greater than o -diagonal entries. The BTER experiment has 100 nodes and 5 communities whose sizes are sampled from power a law distribution [23] , and range from 15 to 25. ER probability is sampled from a beta distribution [4] , while CL sequence is sampled from another power law distribution [8] . Each snapshot is a weighted network where the edge weight is a sample from a binomial distribution and normalized to the range [0,1]. Since LetoChange does not support weighted network, we unweight each network by retaining the edges with probability equal to the edge weight. For the real world network, we use the international trade network 1 from the year 2001 to the year 2014. We select 90 countries/economies and represent them as nodes. The network is directed and weighted, where the direction speci es import/export and the weight is the trade volume. The network is near a clique since almost every two countries have bilateral trade between them.
There are six ground truth communities in the network, corresponding to free trade zone and/or geopolitics alike nations: Asia-Paci c Economic Cooperation (APEC), black sea economic cooperation (BSEC), fteen developed western European countries (EU15), Latin American Integration Association (LAIA) and Southern African Development Community (SADC), Organization of Islamic Cooperation (OIC). The Louvain [3] community partition algorithm is also applied to this network and returns consistent partitions.
Experiments and Results

Synthetic Network.
We apply our framework with the three aforementioned detection algorithms on the synthetic networks. The generation process is described in the previous subsection. We present both quality and time e ciency of our framework. We report time e ciency in Table 2 , and use both qualitative and quantitative methods to validate the quality. Figure 4 shows the change points detected on the SBM network. Figure 4a is the result on the global (original) network, and Figure 4b is the result on the contracted network; the curves are outlier scores for various change point detection algorithms and the horizontal bars are corresponding thresholds. LetoChange can not nish within 48 hours (Table 2) on the original network, and hence is not displayed in Figure 4a . We can see that EdgeMonitoring correctly captures two global changes and a local change in the largest community of the original network (Figure 4a ). After contraction (Figure 4b ), EdgeMonitoring only captures the two global changes. This is what we can expect since inter-community interaction re ects the global pattern, and contraction only preserves this global pattern. Although DeltaCon does not capture both the global changes, the quality of DeltaCon on the contracted network is the same as on the original network while achieving 830 times e ciency improvement! Note that the quality of change point detection on the original network is totally determined by the detection algorithm itself. Applying our framework (i.e. to contract the network) does not deteriorate the quality. A similar observation holds for LetoChange.
We note that it is the outlier score ranking (say, top α s % as in [21] ), rather than the absolute values, that matters in change point determination. Hence we use the Normalized Discounted Cumulative Gain (NDCG [22] ) scores to evaluate how good the contracted one approximates the original one. NDCG score quanti es the di erence between two rankings, and perfect match results in NDCG = 1.0.
DCG is calculated on the contracted network, while IDCG (reference) is calculated on the original network. The outlier scores from two networks are sorted in descending order respectively. r i is the number of matches between the target ranking and the reference ranking within rst i scores, and T is the number of snapshots. The NDCG scores for EdgeMonitoring and DeltaCon are 0.832, 0.666 respectively, indicating reasonably good approximation. Figure 5 shows the change points detected on the largest community. All three algorithms detect the local change ( 1 in Table 1 ) that edge probability reduces at time stamp 16 in C0. It's interesting to note that EdgeMonitoring detects the local change 1 on the original network (Figure 4a ). This is because the change occurs in the largest community (consisting of 30% of all the nodes), and the node pairs in that community are more likely to be tracked. If we only run the algorithm on the original network, we would not be able to tell if the change corresponds to a global event or a local event. DeltaCon is more conservative in terms of agging out change points: it not only misses the local event 1 in Figure 4a , but also misses the global event 2 . Yet it is still able to detect the local change in Figure 5 . Similarly, running algorithms within community c 6 , c 7 reveals local event 3 . This result is not included for brevity. Figure 6 shows the change points detected on the BTER network. We see that all three algorithms capture the global events 2 , 4 on the original network.EdgeMonitoring and LetoChange in addition capture the local event 3 , which corresponds to edge probability increase in the two smallest communities (Table 1) . Although both 1 and 3 are local events, the largest community consists of 23% of all the nodes while the two smallest communities together consist of 35% of all the nodes. Intuitively, the latter should have more impact on the global network than the former. And from the algorithmic perspective, the node pairs of the latter have higher chance to be tracked than the former. Figure 6b shows that after contraction, all three algorithms only capture the global events. Running the algorithms within each community detects the local change and we do not include the result for brevity. The NDCG scores for EdgeMonitoring, DeltaCon and LetoChange are 0.832, 0.666 and 0.832 respectively. The snapshots before and after the global event 4 are visualized in Figures 7 and 8 . We can see from Figure 7 that the inter-community interaction between the red community and the others is enhanced after the event, which is also revealed in the contracted network in Figure 8 . 2 Total time = community time × number of communities. 3 The program runs for 120 hours, but still has no sign of nish, so we kill it. 4 LetoChange takes 110 hours to obtain the result in Figure 5 . The two synthetic experiments above show that superimposing our framework on top of the aforementioned change point detection algorithms can indeed distinguish global and local change, and hence gives us ner granularity knowledge of the evolution of a dynamic network.
Real
World Network. Figure 9 shows the result of change point detection on the original network and the contracted network using the international trade network. It can be seen that the majority algorithms on both the networks reveal the year 2009 as the most signi cant outlier. The year 2009 is a year immediately after the global nancial crisis, and the term "The Great Recession" is applied to the global recession which started in that year. 2 It is pretty clear that the global trade volume drops signi cantly during that year. The NDCG scores for EdgeMonitoring, LetoChange and Figure 7 is nicely captured by the contracted network.
DeltaCon are 0.960, 0.654 and 0.909 respectively, which suggests great approximation for EdgeMonitoring and LetoChange, and good approximation for DeltaCon. The speedup of the framework is reported in Table 2 . Figure 10a is the result of running the detection algorithms on the original network. Figure 10b is the result of running the detection on the APEC community (AsiaPaci c region). We see that the two (sub-)networks have similar outliers: the 2009 recession is detected on both the networks. This is not surprising since this APEC community contributes 44% of the world trade, 3 which can also be observed from the similarity of the two background trade volume bar charts. Here we see the impact of a "big", in terms of edge weight, community to the global network. Two detection algorithms also ag out the year 2010 as a local change point, which could be explained by the GDP growth rebound of the major economies in this region. 4 Figure 11 visualizes the APEC trade network. We can see that the bilateral trade volume drops signi cantly post crisis, and several economics ip from trade surplus to trade de cit within the region. Comparing Figure 11c and Figure 11b , we see trade volume jumps among several economics, which is a sign of recovery. Figure 10c shows the result of local change point detection on the Middle East-North Africa community. Its evolution pattern (the trade volume bar chart, as well as the outlier score ranking distribution) is clearly di erent from that of the global network. This can also be expected given its relatively small scale economy size and relatively homogeneous economic structures. The year 2005 is agged as an outlier by EdgeMonitoring, which coincides with Iraq's purple revolution. 5 The year 2012 is agged as an outlier by both EdgeMonitoring and DeltaCon, which coincides with ISIS's rise in Syria. 6 LetoChange ags the years 2013 and 2014 as outliers, we conjecture that might be due to the escalation of the situation with increasing international involvement.
Both change points and outlier ranking distribution re ect network evolution pattern. From Figure 10 we see that while the evolution pattern of a major community might approximate that of the global network, the evolution patterns of other communities di er from that of the global network. We will miss the change points or events associated with a particular community if we only run the detection algorithm on the global network.
CONCLUSION
In this paper, we study hierarchical change point detection on dynamic social networks. We distinguish the intra-community evolution and the inter-community evolution. Our framework detects global change points on the inter-community network, and local change points on the intra-community networks. This framework is compatible with several state-of-the-art change point detection algorithms. Extensive empirical evaluation on several networks (both synthetic and real world) show this framework has not only quality advantages but also signi cant computational bene ts. 
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