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Abstract
The superconformal index is an important invariant of superconformal field the-
ories. In this note we refine the superconformal index by inserting the charge
conjugation operator C. We construct a matrix integral for this charged index for
N = 4 SYM with SU(N) gauge group. The key ingredient for the construction
is a “charged character,” which reduces to Tr(C) for singlet representations of the
gauge group. For each irreducible real SU(N) representation, we conjecture that
this charged character is equal to the standard character for a corresponding repre-
sentation of SO(N +1) or SP (N −1), for N even or odd respectively. The matrix
integral for the charged index passes tests for small N and for N → ∞. Like the
ordinary superconformal index, for N = 4 SYM the charged index is independent
of N in the large-N limit.
1 Introduction
In recent years, the superconformal index [1] has been a central object for investiga-
tions of dualities for superconformal field theories. The superconformal index gives a
weighted counting of BPS states, and this topological invariant is equal for theories re-
lated by dualities. In four dimensions, this index has been used to study the AdS/CFT
correspondence, Seiberg duality, and S-dualities. [1] confirmed the matching of the super-
conformal indices for large-N N = 4 SYM and the dual supergravity in AdS5×S5, and a
similar agreement exists for supergravity theory in AdS5× T 1,1 [2] and the dual conifold
gauge theory [3]. The computation of the index for N = 1 superconformal field theories
arising as IR fixed points [4], recently justified rigorously [5], has enabled many tests of
Seiberg duality [6] and yielded rich connections to the theory of elliptic hypergeometric
integrals [7, 8], including new conjectured identities [9]. The superconformal index also
has been studied for a large class of non-Lagrangian N = 2 superconformal gauge theo-
ries introduced in [10]. In this case, due to S-duality, the index can be computed using
a two-dimensional topological QFT [11], which has been identified in various limits [12].
The importance of the superconformal index motivates us to consider refinements
to it that will enable further probes of superconformal theories. While the supercon-
formal index of [1] includes all information about protected short representations that
follows from superconformal symmetry alone, when additional symmetries are present
further refinements of the index may be possible. For example, for theories with charge
conjugation symmetry, we can modify the index by inserting the charge conjugation
operator C, and we call this refined index the charged (superconformal) index or IC .
Such a refinement of the closely-related Witten index was first considered many years
ago [13]. Because C acts on the gauge group representations, the matrix integral for
the superconformal index [1] does not apply to IC , and this note focuses on finding and
testing a matrix integral for the charged superconformal index. We use N = 4 SYM
with SU(N) gauge group as our example, but we do not expect obstacles to generaliz-
ing our approach to other superconformal gauge theories (with C symmetry and with a
weak-coupling limit or dual).
The integrand of the matrix integral for the superconformal index expands in products
of gauge group characters, where the characters correspond to the gauge group represen-
tations of the fundamental letters of the theory. Integration over the gauge group then
projects onto gauge group singlet states, due to the orthonormality of characters. We
use a similar approach for computing IC for SU(N) gauge group. This requires the in-
troduction of a “charged character” that is the trace of an operator KC(z1, z2, . . . z[N/2]).
KC is an exponential multiplied by C. The argument of the exponential is a weighted
sum of mutually commuting raising operators for the su(N) algebra, and the zi appear
in the coefficients of the raising operators. Importantly, KC then reduces to C for singlet
representations. The key identity that we conjecture relates the charged character to
ordinary characters of orthogonal or symplectic groups as
TrdKC(z1, z2 . . . z[N/2]) = χ
G(N)
p(d) (z1, z2 . . . z[N/2]), (1.1)
where G(N) is SO(N+1) for even N and SP (N−1) for odd N . The left side is the trace
of KC over a real SU(N) irreducible representation with the Dynkin labels d. On the
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right side, we have the ordinary character for the G(N) irreducible representation that
has Dynkin labels p(d), where p is a simple one-to-one map between Dynkin labels for
real irreducible representations of SU(N) and for irreducible representations of G(N).
Because of the relation (1.1) to ordinary characters, the charged characters for different
irreducible representations are orthonormal with respect to the G(N) Haar measure.
Therefore, in analogy to the ordinary superconformal index, it is straightforward to
construct the matrix integral that gives IC for adjoint letters using this charged character
in place of ordinary characters and integrating over G(N) rather than SU(N).
The remainder of this note is organized as follows. Section 2 reviews the character
derivation of the matrix integral for the ordinary superconformal index, and then gives
the analogous construction for IC using the charged character. We describe tests that
the construction passes for small and large N in Sections 3 and 4 respectively. Some open
problems are discussed in Section 5. Appendix A includes useful formulas for characters
and measures, and Appendix B and Appendix C give data for some tests at small N .
2 Calculating the charged index
This section starts with a review of the superconformal index and of its computation
using characters. We give many basic details of this character calculation to prepare for
the second part of the section, where we introduce a charged character that can be used
to compute the charged superconformal index in a similar way.
2.1 Review of the character calculation of the superconformal index
The superconformal index [1] is defined for superconformal field theories on S3 × R as
Tr
(
(−1)F eµiqi), (2.1)
where F is the fermion number, and the µi are chemical potentials for the conserved
charges qi that commute with a Hermitian conjugate pair of supercharges. The trace is
over all physical (gauge-invariant) states of this radially quantized theory.
For N = 4 SYM with gauge group SU(N), using the notation of [1], (2.1) becomes
Tr
(
(−1)F e−β∆t2(E+j1)y2j2vR2wR3). (2.2)
Here ∆ is twice the anticommutator of the above-mentioned conjugate pair of super-
charges, E is the energy, j1 and j2 are the representation labels for the SO(4) symmetry
of S3, and R2 and R3 are Cartan charges of the SU(4) R-symmetry group. t, y, v, w are
exponentials of the chemical potentials. The index is independent of β since the contri-
butions from states with ∆ 6= 0 cancel in boson-fermion pairs. The trace over physical
states requires us to count singlet representations of SU(N).
Since the index is invariant under continuous deformations that preserve supercon-
formal invariance, we can evaluate the index using free N = 4 SYM with ‘t Hooft
coupling λ = 0. Then the states are simply SU(N) singlet (linear) combinations of the
single-excitation “letters,” where these letters correspond to the excitation modes on
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S3 (decoupled harmonic oscillators for the free theory). These letters transform in the
adjoint representation of SU(N). As we will review below, after doing this counting, we
find that the index depends on the letters only through the (∆ = 0) single-letter index f,
f =
∑
letters
(−1)F t2(E+j1)y2j2vR2wR3 . (2.3)
[1] evaluated f , obtaining
f(t, y, v, w) =
t2(v + 1
w
+ w
v
)− t3(y + 1
y
)− t4(w + 1
v
+ v
w
) + 2t6
(1− t3y)(1− t3
y
)
(2.4)
and
1− f = (1− t
2/w)(1− t2w/v)(1− t2v)
(1− t3y)(1− t3/y) , (2.5)
which is always positive for the allowed values of chemical potentials1.
In preparation for counting gauge-invariant states, we will review characters for
SU(N). First, we parameterize the Lie algebra su(N) by N2 JAB (A,B = 1, 2 . . .N)
that satisfy
[JAB, J
C
D] = δ
A
D J
C
B − δCB JAD,
N∑
A=1
JAA = 0, J
A
B = (J
B
A)
†. (2.6)
We also choose a basis for the N − 1 Cartan generators Ji as
Ji = J
i
i − Ji+1i+1, i = 1, 2 . . .N − 1, (2.7)
where we do not sum over i on the right side. The JAB for A 6= B are the raising
and lowering operators; the remaining (N2 − N) non-Cartan Hermitian generators are
proportional to the symmetric and antisymmetric combinations (JAB+J
B
A) and i(J
A
B−JBA)
for A 6= B. We label irreducible representations of SU(N) as Rd, where the Dynkin labels
d are given by
d = [d1, d2, . . . dN−1], di = Ji, (2.8)
and Ji is the Cartan generator Ji eigenvalue of the highest-weight element of the repre-
sentation.
We parameterize an element of the Cartan subgroup using zi, i = 1, 2 . . . (N − 1),
K(zi) = exp
( N−1∑
j=1
iθj(J
j
j − JNN)
)
, eiθj = zj . (2.9)
Then the character χd of an irreducible representation Rd is simply the trace over the
representation of K(zi)
χd(zi) = TrRdK(zi). (2.10)
1Convergence of the index requires that every letter has weight of absolute value less than one, and
this requirement for the scalars and derivatives implies that all factors for 1− f are positive.
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The Weyl character formula leads to a simple determinant formula for χd(zi), (A.2)
2.
For our counting problem, χd has three key properties. The first two are its additive
and multiplicative properties, which follow immediately from its definition as a trace:
χd1⊕d2 = χd1 + χd2 , χd1⊗d2 = χd1 · χd2 . (2.11)
Here χd1⊕d2 is the character for the representation Rd1 ⊕ Rd2 and similarly for χd1⊗d2 .
The third property is the orthonormality of the characters with respect to the Haar
measure for SU(N). The Haar measure dµ(zi) is given in (A.10). In particular, we have∫
SU(N)
dµ(zi)χd(zi) = δ0,d, (2.12)
where the right side is one when Rd is the singlet representation and 0 otherwise.
Working toward the complete evaluating of the index for N = 4 SYM (2.2), let us
first consider a model with a single bosonic letter transforming in the adjoint, and with
weight xB. The index (or partition function) I for such a model is simply [14]
I(xB) =
∫
SU(N)
dµ(zi)
1
detadjoint
(
1− xB K(zi)
) . (2.13)
The integrand accounts for repeated letters appearing in totally symmetric representa-
tions. A short derivation can be found in Appendix A of [14]. For later application, it is
important to note that this determinant formula could be used similarly for any operator
K ′ that can be represented by a (N2−1)×(N2−1) complex matrix, and does not require
that K ′ be a group element. The integration in (2.13) projects to the physical singlet
states.
We can rewrite the integrand in a useful way. First label the (N2 − 1) eigenvalues of
the adjoint representation of K as ki. Then the integrand becomes
1
detadjoint
(
1− xB K(zi)
) = N2−1∏
i=1
1
1− xBki . (2.14)
We can further simplify the the right side as
N2−1∏
i=1
1
1− xBki =
N2−1∏
i=1
exp
(− log(1− xBki)) = N
2−1∏
i=1
exp
( ∞∑
m=1
(xBki)
m
m
)
= exp
( ∞∑
m=1
xmB
m
( N2−1∑
i=1
kmi
))
= exp
( ∞∑
m=1
xmB
m
χadjoint(z
m
i )
)
. (2.15)
2As explained in Appendix A, it will turn out to be useful to instead write SU(N) characters as
homogeneous functions of N zi. Setting zN = (z1z2 . . . zN−1)
−1 in such expressions yields the form
described here.
4
The last equality follows since the eigenvalues ki are monomials in the zi, and since the
sum of the ki is simply TrK = χ. Then we have
I(xB) =
∫
SU(N)
dµ(zi)
1
detadjoint
(
1− xB K(zi)
)
=
∫
SU(N)
dµ(zi) exp
( ∞∑
m=1
xmB
m
χadjoint(z
m
i )
)
. (2.16)
Similarly, for a single fermionic letter with weight xF we have
I(xF ) =
∫
SU(N)
dµ(zi) detadjoint
(
1− xF K(zi)
)
=
∫
SU(N)
dµ(zi) exp
( ∞∑
m=1
−xmF
m
χadjoint(z
m
i )
)
, (2.17)
where the integrand corresponds to the antisymmetric products of adjoint representations
appropriate for fermions, and also includes the appropriate sign for the (−1)F factor.
Using the product property of characters of (2.11), it follows that for each bosonic
(fermionic) letter of N = 4 SYM with weight xB (xf ) we have a factor of the same form
as the integrand of (2.16) ((2.17)). The full index is then given by the SU(N) integration
of the product of these factors for all (∆ = 0) letters of N = 4 SYM. This simplifies to
depend only on f (2.3 - 2.4) as
I(t, y, v, w) =
∫
SU(N)
dµ(zi) exp
( ∞∑
m=1
f(tm, ym, vm, wm)
m
χadjoint(z
m
i )
)
. (2.18)
2.2 Computing the charged index using a charged character
For a superconformal field theory with C symmetry, we define the the charged super-
conformal index IC as
IC = Tr
(
(−1)FC eµiqi). (2.19)
The qi must commute with the charge conjugation operator C. Since C commutes with
the supersymmetry generators, the same arguments as for the ordinary index imply that
IC is in fact an index. For N = 4 SYM with SU(N) gauge group, charge conjugation
acts simply as complex conjugation of SU(N) representations. So C commutes with
all global symmetries, and IC can include all of the same chemical potentials as the
superconformal index. In terms of the JAB parameterizing su(N) we have
C JAB C = −JBA . (2.20)
The letters of N = 4 SYM transform in the adjoint representation. Acting on a letter
corresponding to a particular su(N) generator, C returns minus the letter corresponding
to the Hermitian conjugate generator, which equals minus the transpose. For example,
the adjoint representation of C for SU(2) and SU(3) is given in Appendix B. It follows
that we can no longer use SU(N) characters to compute the trace over physical states.
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Nonetheless, we can compute IC in an analogous way, once we define a charged character
for SU(N).
In analogy to the group element K(zi) (2.9) whose trace gives the SU(N) character,
we define an operator
KC(z1, z2 . . . z[N/2]) = exp
( [N/2]∑
i=1
(z
1/2
i + z
−1/2
i )J
2i−1
2i
)
C. (2.21)
[N/2] is the greatest integer less than or equal to N/2. Since we will only use the
trace of KC over representations, we have lots of freedom to pick the [N/2] raising or
lowering operators and obtain the same results below. Here we choose J2i−12i , but we
could use any set of [N/2] raising or lowering operators such that each operator and its
Hermitian conjugate commute with all the other operators and their conjugates. Also,
note that for any (necessarily finite-dimensional) representation the exponential expands
as a finite sum since it is built from raising or lowering operators (this is why zi rather
than θi appears in the exponential). KC is clearly not a group element, but it still can be
represented by a d× d complex matrix for any d-dimensional representation of SU(N).
We conjecture that KC has the following essential property. For irreducible real
representations, the trace of KC is equal to the character of an irreducible representation
of an orthogonal or symplectic group. Therefore, we call Tr(KC) the charged character.
To state this relation precisely, we introduce a projector that maps (N − 1)-dimensional
Dynkin labels to [N/2]-dimensional ones as
p(d) = [d1, d2 . . . d[N/2]]. (2.22)
Note that Tr(KC) vanishes for a representation that is a direct sum of a complex repre-
sentation and its complex conjugate, since C then maps elements from one representation
to the complex conjugate one. According to our conjecture, the charged character for
the real SU(N) representation Rd is
3
TrdKC(z1, z2 . . . z[N/2]) =
{
χ
SO(N+1)
p(d) (z1, z2 . . . zN/2) (N even),
χ
SP (N−1)
p(d) (z1, z2 . . . z(N−1)/2) (N odd).
(2.23)
Explicit expressions4 for χ
SO(N+1)
p(d) (zi) and χ
SP (N−1)
p(d) (zi) are given in (A.5) and (A.7). We
now recognize p as a one-to-one map from Dynkin labels of real SU(N) representations
3When considering possible representations of SU(N) in the abstract, we are free to choose an overall
sign for the action of C. For an irreducible real representation, C could map the highest-weight element
of the representation to the lowest-weight element, or to minus the lowest-weight element, and this fixes
how C acts on the entire representation. (2.23) makes a convenient canonical sign choice. For N = 4
SYM, the overall sign for C is fixed since, as explained above, C acts on letters as minus the transpose.
Importantly, as we will see below, the resulting action of C on tensor products of letters can include an
extra minus sign relative to the canonical sign choice of (2.23).
4We use the convention that SP (N − 1) has the Lie algebra C(N−1)/2, which is consistent since
characters of SP (N − 1) appear for N odd. Also, note that since the characters of SO(N + 1) appear
for N even, this corresponds to the Lie algebra BN/2.
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to Dynkin labels of orthogonal/symplectic group representations5. Inspection of KC
reveals that it is a real symmetric function of the zi (for zi = e
iθi), as necessary to match
χSO(N+1) or χSP (N−1). Additionally, since the J2i−12i in (2.21) are mutually commuting,
the exponential factor of KC factorizes into [N/2] pieces that are a function of a single zi.
Similarly, χSO(N+1) or χSP (N−1) can be written as a trace of an orthogonal or symplectic
group element that factorizes into [N/2] pieces that are a function of a single zi. In the
following two sections, we show that (2.23) passes many tests. For the remainder of this
section we assume (2.23) holds.
Since the charged character is a trace, it satisfies the same additive and multiplicative
properties of ordinary characters (2.11). As for ordinary characters, for each (adjoint)
letter with weight xB or xF , we take into account Bose or Fermi statistics using factors
1
detadjoint
(
1− xB KC(zi)
) or detadjoint(1− xF KC(zi)). (2.24)
Note that these determinants are evaluated in the adjoint representation of SU(N), but
due to (2.23) they expand in terms of orthogonal/symplectic group characters. Therefore,
because of the orthonormality of orthogonal/symplectic characters, the product of these
factors integrated over the appropriate orthogonal or symplectic group give Tr(KC) over
SU(N) singlet states6. On these singlet representations, we have
Trsinglet
(
(−1)FKC(zi)eµiqi
)
= Trsinglet
(
(−1)FC eµiqi), (2.25)
as we need for computing the charged superconformal index. Putting all this together
we have
IC =
∫
G(N)
dµ(zi)
∏
F detadjoint
(
1− xF KC(zi)
)
∏
B detadjoint
(
1− xB KC(zi)
) , G(N) =
{
SO(N + 1) (N even),
SP (N − 1) (N odd).
(2.26)
dµ is the Haar measure for the group G(N), and the products are over all bosonic and
fermionic letters with weights xB or xF .
Straightforward evaluation of the determinants for SU(N) for N = 2, 3 . . . 7 leads us
to conclude that
detadjoint
(
1− xKC
)
= u(x, zi)(1− x2)[N/2]
[N/2]∏
i=1
(1− xzi)(1− x
zi
)
∏
1≤i<j≤[N/2]
v(x, zi, zj),
v(x, zi, zj) = (1− x2 zi
zj
)(1− x2 zj
zi
)(1− x2zizj)(1− x
2
zizj
),
u(x, zi) =
{
(1 + x)−1 (N even),∏(N−1)/2
i=1 (1 + x
2zi)(1 + x
2z−1i ) (N odd).
(2.27)
5For N even, a real representation has Dynkin labels d = [d1, d2, . . . dN/2−1, dN/2, dN/2−1, . . . 1] so p
just keeps the first N/2 labels. The inverse map simply appends [dN/2−1, dN/2−2, . . . 1] to p(d). The
only changes for N odd follow from d[N/2] appearing twice in d.
6Here we are also using that p maps Dynkin labels for the singlet representation of SU(N) to Dynkin
labels for the singlet representation of the corresponding orthogonal/symplectic group.
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See Appendix B for the N = 2, 3 cases. The explicit calculations for N ≤ 7 and the
large-N tests of Section 4 provide convincing confirmation of (2.27), though an analytic
calculation of this determinant should be possible. This expression shows that this
determinant for the charged index is very different than the determinant one would use
for evaluating the ordinary index for N = 4 SYM with G(N) gauge group.
We now substitute (2.27) into (2.26) and apply this for the letters of N = 4 SYM. To
simplify the resulting expression, we write the factors of (2.27) in terms of exponentials of
series expansions of logarithms, that is in plethystic form. Then, like the superconformal
index, the matrix integral for IC can be written in terms of the single-letter index f
(2.4),
IC(t, y, v, w) =
∫
G(N)
dµ(zi) exp
( ∞∑
m=1
(f(xm)
m
Vm(zk) +
f(x2m)
m
Wm(zk)
))
, (2.28)
f(xm) = f(tm, ym, vm, wm), G(N) =
{
SO(N + 1) (N even),
SP (N − 1) (N odd),
Vm(zk) =
[N/2]∑
i=1
(zmi + z
−m
i )− (−1)mδ+N , δ±N = 12(1± (−1)N),
Wm(zk) =
∑
1≤i<j≤[N/2]
(zmi + z
−m
i )(z
m
j + z
−m
j ) + (−1)mδ−N Vm(zk) + [N/2].
While this expression is given as an integral over G(N), the integrand shows clearly that
IC is different than the index for N = 4 SYM with G(N) gauge group. Also, due to the
integration being over G(N), there does not seem to be any advantage to considering the
index of positive/negative C-charge states, 1
2
(I ± IC). These positive/negative charge
indices are simply linear combinations of the matrix integrals over SU(N) and over
G(N).
It is often useful to write the matrix integrals for the superconformal index in terms
of the elliptic Gamma function, defined as
Γ(z; p, q) =
∏
j,k≥0
1− z−1pj+1qk+1
1− zpjqk . (2.29)
For N = 4 SYM examples see [11, 15]. While we will not take advantage of special
properties of such elliptic integrals in this work, for completeness we now write the
charged index in terms of elliptic Gamma functions. First we define the q-Pochhammer
symbol,
(a; b) = (a; b)∞ =
∞∏
k=0
(1− abk). (2.30)
Also, we use a standard abbreviation for products of elliptic Gamma functions. Each
factor of z±i in the first argument means that we include a factor of the elliptic Gamma
function using zi and another factor using z
−1
i , so for example
Γ(αz±; p, q) = Γ(αz; p, q)Γ(αz−1; p, q),
Γ(αz±i z
±
j ; p, q) = Γ(αzizj ; p, q)Γ(αz
−1
i zj ; p, q)Γ(αziz
−1
j ; p, q)Γ(αz
−1
i z
−1
j ; p, q). (2.31)
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Finally, we change variables from (t, y, v, w) to (p, q, αA) for A = 1, 2, 3 as
p = t3y, q = t3y−1,
α1 = t
2v, α2 =
t2
w
, α3 =
t2w
v
. (2.32)
Then we have for N even,
IC(α, p, q) = 1
2N/2(N/2)!
(p2; p2)N/2(q2; q2)N/2
(−p; p)(−q; q)
3∏
A=1
ΓN/2(α2A; p
2, q2)
Γ(−αA; p, q)
×
∮ N/2∏
i=1
dzi
2piizi
N/2∏
i=1
∏3
A=1 Γ(αAz
±
i ; p, q)
Γ(z±i ; p, q)
∏
1≤i<j≤N/2
∏3
A=1 Γ(α
2
Az
±
i z
±
j ; p
2, q2)
Γ(z±i z
±
j ; p
2, q2)
, (2.33)
and for N odd,
IC(α, p, q) = 1
2[N/2][N/2]!
(p2; p2)[N/2](q2; q2)[N/2]
3∏
A=1
Γ[N/2](α2A; p
2, q2)
×
∮ [N/2]∏
i=1
dzi
2piizi
[N/2]∏
i=1
∏3
A=1 Γ(αAz
±
i ; p, q)Γ(−α2Az±i ; p2, q2)
Γ(z±i ; p, q)Γ(−z±i ; p2, q2)
∏
i<j
∏3
A=1 Γ(α
2
Az
±
i z
±
j ; p
2, q2)
Γ(z±i z
±
j ; p
2, q2)
.
(2.34)
The zi are integrated over unit circles. Also, the last product is for 1 ≤ i < j ≤ [N/2].
3 Checks for small N
The key equations of the previous section are the conjectures (2.23) and (2.27), from
which the matrix integral for IC (2.28) follows. One can directly test these key equations
for a specific SU(N) irreducible representation by finding the representation matrices
for the JAB and C. For example, Appendix B verifies these equations for the adjoint
representations of SU(2) and SU(3). In this section, we instead report on more efficient
consistency tests for small N that do not require us to construct the representation
matrices.
We first identify and perform a simple test of the charged character’s relation (2.23)
to characters of orthogonal or symplectic groups. Consider the tensor product of two
real SU(N) irreducible representations Rd1 and Rd2 ,
Rd1 ⊗ Rd2 =
∑
real Rdi
ni12Rdi ⊕ complex representations, (3.1)
where ni12 are the nonnegative integers that count the number of Rdi in the tensor product
Rd1 ⊗ Rd2 . Let us evaluate the charged character for the representations on both sides.
For the left side, assuming (2.23), the charged character is the product of characters of
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G(N) = SO(N + 1) or SP (N − 1) for N even or odd respectively. For the right side,
we have separated out complex representations (which come in complex conjugate pairs)
since they do not contribute to the charged character. Importantly, for the real Rdi
appearing in the sum, the charged character can be plus or minus the character of the
G(N) representation Rp(di). This is because the action of C on the Rp(di) follows from
its action on Rd1 and Rd2 , and need not match the canonical sign choice of (2.23). So
we have
χ
G(N)
p(d1)
· χG(N)p(d2) =
∑
i
mi12χ
G(N)
p(di)
, ni12 ≥ |mi12| and ni12 = mi12 mod 2, (3.2)
where the summation is over the same i as in (3.1). On the other hand, the left side
gives the character for the tensor product of G(N) representations7,
χ
G(N)
p(d1)
· χG(N)p(d2) =
∑
i
li12χ
G(N)
p(di)
, (3.3)
where li12 are the nonnegative integers that give the number of Rp(di) in the G(N) tensor
product Rp(d1) ⊗ Rp(d2). As before, the summation runs over all i such that Rdi is a
SU(N) real irreducible representation. The last two equations imply that li12 = m
i
12, and
this gives relations between SU(N) and G(N) tensor product coefficients ni12 and l
i
12,
ni12 ≥ li12 and ni12 = li12 mod 2. (3.4)
Using the computer algebra program LiE [16], we have verified (3.4) for8 3 ≤ N ≤ 7 for
random representations with Dynkin label components less than ten.
For a specific example, consider the tensor product of SU(5) representations with
Dynkin labels [1, 2, 2, 1] and [0, 1, 1, 0]. This tensor product expands as
[1, 2, 2, 1]⊗ [0, 1, 1, 0] = [1, 3, 3, 1]⊕ 2[2, 2, 2, 2]⊕ [3, 1, 1, 3]⊕ 2[0, 3, 3, 0]
⊕ 5[1, 2, 2, 1]⊕ 2[2, 1, 1, 2]⊕ 2[0, 2, 2, 0]⊕ [1, 1, 1, 1]⊕ complex representations. (3.5)
Dropping the complex representations and acting with the projector p on both sides,
(3.4) implies for a SP (4) or C2 tensor product,
[1, 2]⊗[0, 1] = [1, 3]⊕2[2, 2]⊕[3, 1]⊕2[0, 3]⊕5[1, 2]⊕2[2, 1]⊕2[0, 2]⊕[1, 1] mod 2, (3.6)
where “mod 2” refers to the coefficients of the representations (Dynkin labels). In fact,
the actual SP (4) tensor product is
[1, 2]⊗ [0, 1] = [1, 3]⊕ [3, 1]⊕ [1, 2]⊕ [1, 1], (3.7)
which is in agreement (mod 2) with (3.6).
7Recall that (2.22) implies that p is a one-to-one map between SU(N) real irreducible representations
and G(N) representations, so we write the Dynkin labels for a G(N) representation uniquely as p of the
Dynkin labels of a real SU(N) representation.
8The relation is trivial for N = 2 since the Lie algebras of SU(2) and SO(3) are isomorphic, which
matches the fact that all SU(2) representations are real.
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We now check the relation to orthogonal/symplectic characters (2.23) further while
also checking our expressions for the determinants (2.27). Let us compare the con-
tribution from a single bosonic or fermionic letter to the superconformal index (2.14,
2.17) to the single-letter contribution to the charged index (2.24). First, the single-letter
contribution to the superconformal index expands in SU(N) characters as
det±adjoint(1− xK(zi)) =
∑
real d
∞∑
j=0
n±j,dx
jχd(zi) ⊕ complex representations. (3.8)
For fermionic letters (positive power of the determinant), the n+j,d can be negative. It
is convenient to package this expansion in a generating function. For that purpose, we
define the generating function for characters of real irreducible representations of SU(N),
Φ(ai; zi) =
∑
real d
χd(zi)
[N/2]∏
k=1
adkk . (3.9)
For N even we restrict the sum to representations that have an even last Dynkin label
dN/2, since only these representations appear in (3.8). Then the generating function for
the n±j,d is
I±(x; ai) =
∫
SU(N)
dµ(zi) det
±
adjoint(1−xK(zi))Φ(ai; zi) =
∑
real d
∞∑
j=0
n±j,dx
j
[N/2]∏
k=1
adkk . (3.10)
The second equality follows from (3.8) and the orthogonality of SU(N) characters9. We
see that n±j,d is the coefficient of x
j
∏
adkk of I
±(x; ai).
Similarly, assuming (2.23), we have
det±adjoint(1− xKC(zi)) =
∑
real d
∞∑
j=0
m±j, p(d)x
jχ
G(N)
p(d) (zi). (3.11)
Now using orthogonality of G(N) characters, we can define a generating function for the
m±j, p(d) as
ΘG(N)(ai; zi) =
∑
real d
χ
G(N)
p(d) (zi)
[N/2]∏
k=1
adkk , (3.12)
I±C (x; ai) =
∫
G(N)
dµ(zi) det
±
adjoint(1− xKC(zi)) ΘG(N)(ai; zi) =
∑
real d
∞∑
j=0
m±j,dx
j
[N/2]∏
k=1
adkk .
As for Φ, for ΘG(N) for even N we only sum over even dN/2 since only representations
of this type (non-spinor representations of SO(N + 1)) appear in (3.11). By the same
reasoning as we used leading to (3.4), (2.23) implies that
|n±j,d| > |m±j, p(d)| and |n±j,d| = |m±j, p(d)| mod2, (3.13)
9Note that Φ(ai; zi) = Φ
∗(ai; zi).
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where we need absolute values for the n± only for the possibly negative fermionic coef-
ficients n+j,d. By computing the generating functions for n
± and m±, we have checked
this for N = 2, 3, 4, 5, and in all cases (3.13) is satisfied. Below we summarize the
computation for the N = 2, 3 cases, and Appendix C gives the results for N = 4, 5.
First we discuss some ways that we simplify the calculation of I±(x; ai). In our ex-
pression for Φ for SU(N), we substitute N ! times one of the N ! terms in the determinant
in the numerator of the character formula (A.2), since all other terms just follow from
permutations of the zi, and the remaining factors in the integrand are symmetric under
these permutations. Also, Φ can be written more compactly using the Vandermonde
determinant ∆(z),
∆(z) =
∏
1≤i<j≤N
(zi − zj). (3.14)
Instead of integrating over SU(N) using a δ(1−∏ zi) factor and the U(N) Haar measure,
we write the integrand as a homogeneous function of the N zi, that is a function which
is invariant under multiplying all zi by a common factor. As shown in Appendix A,
by integrating with the symmetric measure (A.10) we obtain the correct result for the
integral. With this method, the SU(N) integrals can be done easily by residues, using
|ai| < 1 and |x| < 1. Finally, we use the explicit formula
detadjoint(1− xK(zi)) = (1− x)N−1
∏
1≤i<j≤N
(1− xzi
zj
)(1− xzj
zi
). (3.15)
For the calculation of I±C (x; ai), symmetry allows us to replace [N/2]! terms in Θ
G(n)
with one term from the numerator of the character formulas for G(N) (A.5) and (A.7).
Additionally, symmetry under zi → z−1i allows us to use twice the positive exponent of
the z[N/2] factor from the numerator of the character formulas, dropping the negative
exponent contribution. Now the measures are given in (A.12 - A.13), and we use the
determinant formula (2.27), which is being tested. Again, we can do the integrations by
residues using |ai| < 1 and |x| < 1.
Applying the above for N = 2, first we compute the generating function for charac-
ters,
Φ(a1; z1, z2) =
∞∑
d1=0, even
ad11 χ[d1](z1, z2)→ 2!
z1z2
(z1 − z2)(z2 − a21z1)
. (3.16)
Then we multiply by the inverse of the determinant (3.15) and integrate over SU(2) (for
which ∆ = (z1 − z2)), obtaining
I−(x, a1) =
1
2
∮
dz1
2piiz1
∮
dz2
2piiz2
(z1 − z2)( 1
z1
− 1
z2
)
2z1z2
(z1 − z2)(z2 − a21z1)
(1− x)−1
(1− xz1
z2
)(1− xz2
z1
)
=
∮
dz1
2pii
∮
dz2
2pii
(z2 − z1)
(z2 − a21z1)
(1− x)−1
(z2 − x z1)(z1 − x z2)
=
∮
dz2
2pii
(z2 − x z2)
(z2 − a21xz2)
(1− x)−1
z2 − x2z2
=
1
(1− x2)(1− a21x)
. (3.17)
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The last two lines follow from evaluating the residues at z1 = x z2 and then at z2 = 0.
A similar calculation for the fermionic case of I+ gives
I+(x; a1) = 1− x a21 + x2a21 − x3. (3.18)
Next for G(2) = SO(3), we compute the generating function for characters,
ΘSO(3)(a1; z) =
∑
d1 even
ad11 χ
SO(3)
[d1]
(z)→ −2 z
(1− z)(1 − a21z)
. (3.19)
Then we multiply by the inverse of the determinant (2.27) and integrate over SO(3)
using the measure (A.12), obtaining
I−C (x, a1) = −
1
2
∮
(z + z−1 − 2)dz
2piiz
(−2) z
(1− z)(1 − a21z)
1 + x
(1− x2)(1− x z)(1 − x
z
)
=
1
(1− x2)(1− a21x)
. (3.20)
Evaluating the residue at z = x and simplifying yields the second line. Again repeating
for the fermionic generating function we find
I+C (x; a1) = 1− x a21 + x2a21 − x3. (3.21)
Since I±C (x; a1) = I
±(x; a1), the N = 2 case is (trivially) consistent with (3.13), with the
precise equality due to the fact that all SU(2) representations are real.
Repeating the same steps for SU(3) we compute
Φ(a1; z1, z2, z3) =
∞∑
d1=0
ad11 χ[d1,d1](z1, z2, z3)→ 3!
z21z2z3
∆(z)(z3 − a1z1) ,
I−(x, a1) =
1
(1− x2)(1− x3)(1− a1x)(1− a1x2) ,
I+(x, a1) = (1 + x
8)− (x+ x7)a1 + (x2 + x6)a1
− (x3 + x5)(1 + a1 + a21) + x4(2a1 + 2a21). (3.22)
We need to compare the last two lines to I±C for G(3) = SP (2). We find
ΦSP (2)(a1, z1) =
∑
d1
ad11 χ
C1([d1], z1)→ −2 z
2
1
(1− a1z1)(1− z21)
,
I−C (x, a1) =
1
(1− x2)(1 + x3)(1− a1x)(1 + a1x2) , (3.23)
I+C (x, a1) = (1− x8)− (x− x7)a1 + (x2 − x6)a1 − (x3 − x5)(1− a1 + a21).
Reading off the expansion coefficients n±j,d and m
±
j, p(d) from (3.22) and (3.23), we see that
(3.13) is satisfied. Appendix C reports the results of the similar calculations for N = 4, 5,
where the the I± and I±C are given by lengthier expressions but still are consistent with
(3.13).
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4 Checks at large N
Below we will use the saddle-point method to evaluate IC in the large-N limit. Then we
will show that this matches the planar limit of IC .
A useful simple example is given by the charged index (or partition function) for a
single scalar SU(N) adjoint field φ, with weight x. In the planar limit, the single-trace
charged index becomes
IC, s.t.(x) = x
2
1 + x
. (4.1)
This corresponds to the states Tr(φn) for n ≥ 2, including the fact that C acts as (−1)n
in the planar limit. The full (multitrace) planar charged index is then
IC(x) =
∞∏
i=2
1
1− (−1)ixi =
1
(x2;−x) . (4.2)
We will confirm that the results below reduce to this simple expression when the only
letter is φ, that is when then single-letter index is f = x 10.
4.1 The large-N limit of the matrix integral
To evaluate the large-N limit it is convenient to use the integration variables θi defined
by eiθj = zj . In these variables, the matrix integral for IC (2.28) becomes,
IC(t, y, v, w) =
∫
G(N)
dµ(θi) exp
( ∞∑
m=1
(f(xm)
m
Vm(θk) +
f(x2m)
m
Wm(θk)
))
, (4.3)
Vm(θk) =
[N/2]∑
i=1
2 cos(mθi)− (−1)mδ+N , δ±N = 12(1± (−1)N ),
Wm(θk) =
∑
1≤i<j≤[N/2]
4 cos(mθi) cos(mθj) + (−1)mδ−N Vm(θk) + [N/2].
dµ(θi), the Haar measure for the orthogonal or symplectic group G(N), is given in (A.12
- A.13).
We will evaluate the limit for even N . The odd-N calculation proceeds similarly. For
t, y, v, w = 0 (which we abbreviate as x = 0), IC is 1 for all N . Therefore, we will drop
some terms that are independent of the chemical potentials x and of θi, restoring the
correct normalization at the end of the calculation. Absorbing factors from the measure
10Another simple check that could be done is for a single fermion with f = −x (and f(xm) = −xm).
In this case, IC, s.t.(x) = x31+x2 , and IC(x) = 1/(x3;−x2).
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into an exponential, for even N IC becomes
IC(t, y, v, w)∝
∫
dθi exp
(−∑
i 6=j
V2(θi, θj)−
∑
i
V1(θi)− V0
)
,
V2(θ1, θ2) =
∞∑
m=1
1− f(x2m)
m
2 cos(mθ1) cos(mθ2),
V1((θ) =
∞∑
m=1
1− f(xm)
m
2 cos(mθ),
V0 = −
∞∑
m=1
N
2
f(x2m)
m
+ (−1)m f(x
m)
m
. (4.4)
To obtain this we used the following series expansions,
log((cos θ1 − cos θ2)2) = − log 4−
∞∑
n=1
4
n
cos(n θ1) cos(n θ2),
log sin2(θ/2) = − log 4−
∞∑
n=1
2
n
cos(n θ). (4.5)
As usual, to evaluate the large-N limit we replace the integral over the θi with an integral
over the Fourier modes of the eigenvalue density ρ. The eigenvalue density is normalized
so that ∫ 2pi
0
dθρ(θ) = 1. (4.6)
We normalize the Fourier modes as
ρn =
∫ 2pi
0
dθρ(θ) cos(n θ). (4.7)
To find the effective potential in terms of the Fourier coefficients we need to evaluate
(N
2
)2 ∫
dθ1dθ2 ρ(θ1)ρ(θ2)V2(θ1, θ2) +
N
2
∫
dθρ(θ)
(
− V reg.2 (θ) + V1(θ)
)
+ V0. (4.8)
At O(N), in addition to V1, there is an extra contribution to cancel the O(N) contri-
butions from V2(θi, θj) for i = j, which are not included in IC (4.3). However, since
V2 diverges when its arguments are equal, we define the regularized potential for equal
arguments as
V reg.2 (θ) =
M∑
m=1
1− f(x2m)
m
2 cos2(mθ), (4.9)
for some large M . Note that for M = ∞, V reg.2 (θ) = V2(θ, θ) (formally). As we will
see, the divergence for M → ∞ can be canceled by removing a term that is indepen-
dent of x and ρ, so this regularization allows us to find the large-N limit up to overall
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normalization. Substituting the expressions for the Vi (4.4) and simplifying we obtain
V (ρ,M) =
(N
2
)2 ∞∑
m=1
1− f(x2m)
m
2ρ2m −
N
2
M∑
m=1
1− f(x2m)
m
(ρ2m + 1)
+
N
2
∞∑
m=1
1− f(xm)
m
2ρm −
∞∑
m=1
N
2
f(x2m)
m
+ (−1)m f(x
m)
m
=
(N
2
)2 ∞∑
m=1
1− f(x2m)
m
2ρ2m +
N
2
2M∑
m=1, odd
1− f(xm)
m
2ρm (4.10)
+
N
2
∞∑
m=2M+1
1− f(xm)
m
2ρm − N
2
∞∑
m=M+1
f(x2m)
m
− N
2
M∑
m=1
1
m
+
∞∑
m=1
(−1)m f(x
m)
m
.
Dropping the ρ- and x-independent second-to-last term, and then sending M to infinity,
yields the regularized effective potential of
V (ρ) =
(N
2
)2 ∞∑
m=1
1− f(x2m)
m
2ρ2m+
N
2
∞∑
m=1, odd
1− f(xm)
m
2ρm+
∞∑
m=1
(−1)m f(x
m)
m
. (4.11)
Since 1 − f (2.5) is positive for all allowed chemical potentials, like the superconformal
index, IC has only a single saddle point. Here, ρm is O(N−1) at the saddle point.
Integrating over the ρm using the elementary Gaussian integral∫ ∞
−∞
dρ eαρ
2+βρ ∝ e
−β2/(4α)
√−α (4.12)
and normalizing as stated above so that IC(0) = 1, we finally obtain
lim
N→∞
IC(t, y, v, w) =
∞∏
m=1
1
(1− f(x2m))1/2
× exp
( ∞∑
m=1, odd
(1− f(xm))2
2m(1− f(x2m)) −
1
2m
)
exp
( ∞∑
m=1
(−1)m+1 f(x
m)
m
)
.
(4.13)
The similar calculation for N odd also yields (4.13).
As stated at the beginning of this section, we now confirm that for f = x (instead of
the N = 4 SYM single-letter index) (4.13) reduces to the large-N charged index for a
single adjoint scalar (4.2). Setting f = x and simplifying the second factor gives
lim
N→∞
IC(x) =
∞∏
m=1
1
(1− x2m)1/2 exp
( ∞∑
m=1, odd
− x
m
m(1 + xm)
)
exp
( ∞∑
m=1
(−1)m+1x
m
m
)
.
(4.14)
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For the second factor, we expand the summand as a geometric series, and also replace
the sum over odd m by a sum over all m with a factor of 1
2
(1 − (−1)m). We then find
that
exp
( ∞∑
m=1, odd
− x
m
m(1 + xm)
)
=
√
(x; x2)(−x2; x2)
(x2; x2)(−x; x2) =
√
(x;−x)
(−x;−x) . (4.15)
The first factor of (4.14) is 1/
√
(x2; x2) = 1/
√
(x;−x)(−x;−x) and the last factor is
(1 + x) = (−x;−x)/(x2,−x). Combining the three factors finally yields
lim
N→∞
IC(x) = 1
(x2;−x) , (4.16)
matching (4.2).
4.2 The charged index in the planar limit from Polya counting
In this section, we will first compute IC on single-trace states in the planar limit. After
comparing the result to the supersymmetric partition function for single-trace states [17],
we will evaluate the complete planar charged index that includes general multi-trace
states. We will see that this planar charged index equals the large-N limit (4.13) of the
proposed matrix integral for IC .
Counting the single-trace states is equivalent to counting words that are built from
the N = 4 SYM letters and that are identified under cyclic permutations. For IC this
counting needs to be graded by fermion number and C charge. As explained in Section
2.2, charge conjugation acts on each letter by giving minus the transpose. Therefore, in
the planar limit, charge conjugation reverses the order of letters inside each word and
multiplies by (−1)L, where L is the length of the word. Words that are mapped to
plus/minus themselves by C contribute to the single-trace planar IC , while those that
are mapped to a distinct word do not contribute (since we can make a ± doublet of
states from the original word and its image under C).
To count these states, we use Polya’s method, which was previously applied to cyclic
states in gauge theory in [18]. Polya’s method applies to words built from a set of
weighted letters that are invariant under a subgroup G of the permutation group Sk. We
introduce the sum of the weights
z(x) =
∑
α
xα, (4.17)
where α runs over the letters and the xα are the weights. In our case xα will include
the superconformal charges, fermion number, and an extra minus sign to account for
the (−1)L mentioned above, so we will later substitute −f(x) = −f(t, y, v, w) for z(x).
According to Polya’s theorem, the number of words Z(G)(k, z(x)) of length k built from
the weighted letters is
Z(G)(k, z(x)) =
1
|G|
|G|∑
l=1
( k∏
i=1
z(xi)n(k,gl)i
)
. (4.18)
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Here the sum is over the elements of G labeled gl, and n(k, gl)i is the number of cycles
of length i in the permutation gl of k elements. The permutation subgroup that includes
reflections and cyclic permutations is the Dihedral group Dk. Words that are mapped
to themselves by C are counted once both when we identify words under Dk and when
we identify words only under the cyclic permutation group Ck. However, pairs of words
that are mapped to each other by charge conjugation count as one word for Dk and as
two words for Ck. Therefore, the single-trace contribution for length k is
Z(s.t.)(k, z(x)) = 2ZDk(k, z(x))− ZCk(k, z(x)). (4.19)
Applying (4.18), we have
ZDk(k, z(x)) =
1
2k
k∑
l=1
( k∏
i=1
z(xi)n(k,l)i +
k∏
i=1
z(xi)n
′(k,l)i
)
. (4.20)
n(k, l)i gives the number of cycles of length i in a cyclic shift by l sites of k objects, and
n′(k, l)i gives the number of cycles of length i in a reflection followed by a shift by l sites
of k objects. The first term of the summand corresponds to the cyclic subgroup Ck of
the dihedral group. It follows that Z(s.t.)(k, z(x)) is given by twice the second term,
Z(s.t.)(k, z(x)) =
1
k
k∑
l=1
( k∏
i=1
z(xi)n
′(k,l)i
)
. (4.21)
So we need to evaluate n′(k, l)i.
Consider the action of a dihedral group element on (1, 2, . . . k). After a reflection and
shift by l, j is now at position (k + 1− j + l mod k) 11. Since (k + 1− j + l mod k) is
mapped to j, generically we have the two-cycles (j, (k+1−j+l mod k)). So n′(k, l)i = 0
for i > 2. However, when j = k + 1 − j + l mod k, this instead becomes a one-cycle.
So the number of one cycles n′(k, l)1 is given by the number of j between 1 and k such
that j = k+1− j+ l mod k. It is straightforward to find that this depends only on the
parity of k and l as
n′(k, l)1 =


0 : k, l even,
2 : k even, l odd,
1 : k odd.
(4.22)
It follows that
n′(k, l)2 =


k/2 : k, l even,
k/2− 1 : k even, l odd,
(k − 1)/2 : k odd.
(4.23)
11We write 0 mod k as k rather than 0.
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For even k we then have
Z(s.t.)(k, z(x))k even =
1
k
k∑
l=1
(
z(x)n
′(k,l)1z(x2)n
′(k,l)2
)
=
1
2k
k∑
l=1
(
(1 + (−1)L)z(x2)k/2 + (1− (−1)L)z(x)2z(x2)k/2−1
)
=
1
2
(
z(x2)k/2 + z(x)2z(x2)k/2−1
)
. (4.24)
Similarly, for odd k,
Z(s.t.)(k, z(x))k odd =
1
k
k∑
l=1
(
z(x)n
′(k,l)1z(x2)n
′(k,l)2
)
=
1
k
k∑
l=1
(
z(x)z(x2)(k−1)/2
)
= z(x)z(x2)(k−1)/2. (4.25)
Now we sum over the length k from one to infinity. For SU(N), the k = 1 contribution
is absent, but we temporarily include this single-letter contribution for comparison to
the U(N) supersymmetric partition function. We will subtract the k = 1 contribution
below. The sum simplifies as
Z(s.t.)(z(x)) =
∞∑
k=1
Z(s.t.)(k, z(x))
=
1
2
z(x2) + z(x)2
1− z(x2) +
z(x)
1− z(x2)
=
(z(x) + 1)2
2(1− z(x2)) −
1
2
. (4.26)
As explained above, to obtain IC, s.t. we substitute −f(x) for z(x),
IC, s.t. = (1− f(x))
2
2(1− f(x2)) −
1
2
. (4.27)
As a check, for the single scalar φ case of f = x
IC, s.t.(x) = − x
1 + x
, (4.28)
which agrees with the expression we found earlier (4.1) except that here Tr(φ) is included
since we are temporarily considering a U(N) rather than SU(N) theory. Returning to
N = 4 SYM, we substitute the expression for f (2.4) and find
IC, s.t. =
(y + 1
y
)(t3 + t7w + t
7
v
+ t
7v
w
)− (t2 + t8)(v + 1
w
+ w
v
+ t4)
(1 + t2v)(1 + t2/w)(1 + t2w/v)(1− t3y)(1− t3/y) . (4.29)
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It is interesting to compare this to the partition function of 1/16 BPS states. Janik and
Trzetrzelewski [17] wrote the partition in terms of oscillators [19]. To translate their
expressions into the variables of the index use the following dictionary,
a2 = t
3, b1 = y, b2 =
1
y
,
c2 =
t
v
, c3 =
tv
w
, c4 = tw. (4.30)
In these variables, the single-trace partition function for a U(N) theory, which is given
by equation (41) of [17], simplifies to
Z
1/16th
s.t. (t, v, w, y) =
(y + 1
y
)(t3 + t7w + t
7
v
+ t
7v
w
) + (t2 + t8)(v + 1
w
+ w
v
+ t4)
(1− t2v)(1− t2/w)(1− t2w/v)(1− t3y)(1− t3/y) . (4.31)
As noted in [17], this precisely agrees with the AdS5 × S5 single particle supergraviton
1/16th BPS partition function [19, 1], giving a nice confirmation of AdS/CFT. Here we
see that (4.31) agrees with IC, s.t. up to three sign changes in the denominator and one sign
change in the numerator. These sign changes reflect the charged index’s (−1)F factor and
its (−1)L factor due to C. We conclude that the planar single-trace charged index counts
all the the single-trace 1/16th BPS states graded according to fermion number and C
charge, with oscillator parameters replaced by chemical potentials as in (4.30). One can
check that the ordinary planar superconformal index follows from the supersymmetric
partition function in the analogous way. However, this is less superficially apparent due
to cancellations as the single-trace superconformal index is [1]
Is.t. =
∞∑
r=1
−φ(r)
r
log(1− f(xr)) (4.32)
=
t2/w
1− t2/w +
t2v
1− t2v +
t2w/v
1− t2w/v −
t3/y
1− t3/y −
t3y
1− t3y .
The first expression for Is.t. follows from Polya’s theorem. The Euler Phi function φ(r)
gives the number of positive integers less or equal to r that are relatively prime to r.
We conclude this section by computing the full planar charged index using the stan-
dard formula for a multi-particle partition function (or index) in terms of the single-
particle partition function. We have
log IC,N=∞ =
∑
n odd
IC, s.t.(xn)
n
+
∑
n even
Is.t.(xn)
n
−
∞∑
n=1
(−1)nf(x
n)
n
=
∞∑
n=1
1
2
(1− (−1)n)( (f(xn)− 1)2
2n(1− f(x2n)) −
1
2n
)
+
∞∑
n=1
∞∑
r=1
1
2
(1 + (−1)n)−φ(r)
rn
log(1− f(xrn))−
∞∑
n=1
(−1)nf(xn)/n.
(4.33)
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The first term on the right side of the first line corresponds to odd powers of traces,
which retain the sign with respect to C of the single trace. For the second term, which
corresponds to even powers of traces, the sign of the single trace with respect to C is
irrelevant since traces repeated even number of times contribute to IC in the same way
as they would contribute to the ordinary index. Finally, the last term subtracts the
single-letter traces to give the charged index for SU(N) instead of U(N). To reach the
second equality of (4.33), we substituted for IC, s.t. using (4.27), and substituted the
Polya-method expression for the ordinary single-trace index Is.t. (4.32). For the first
term on the last line of (4.33), we substitute n′ = nr/2 to obtain
∞∑
n=1
∞∑
r=1
1
2
(1 + (−1)n)−φ(r)
rn
log(1− f(xrn)) = −
∞∑
n′=1
∑
r|n′ φ(r)(log(1− f(x2n
′
)))
2n′
= −
∞∑
n′=1
1
2
log(1− f(x2n′)), (4.34)
where the second line follows from the identity∑
b|a
φ(b) = a, (4.35)
and the sum is over positive integers b that divide a. Now it is straightforward to
substitute this simplified term into (4.33) and exponentiate. We obtain
IC,N=∞ =
∏
n odd
exp
( (f(xn)− 1)2
2n(1− f(x2n)) −
1
2n
)
×
∏
n even
1
(1− f(xn))1/2
∏
n
exp
(
(−1)n+1f(x
n)
n
)
. (4.36)
This matches the large-N limit (4.13) of the conjectured exact matrix integral expression
for IC (2.28).
5 Conclusions
We have shown how to compute the charged superconformal index IC for N = 4 SYM
with SU(N) gauge group, and therefore, for general superconformal theories with all
fields transforming in the adjoint of SU(N). The matrix integral expression (2.28) for
IC follows from (2.23) and (2.27), which we have confirmed for small N and for the
large-N limit. Nonetheless, it would be good to prove these formulas. It would be
interesting to derive the matrix integral from a path integral approach too, as was done
for the partition function in four-dimensions [14], for the index of the three-dimensional
superconformal field theory of ABJM [20] in [21], and for the indices of three-dimensional
N = 2 superconformal field theories [22]. Also, we expect that there is a similar story for
IC for gauge group E6, with the charged character for E6 related to ordinary characters
of F4.
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We found that IC for N = 4 SYM is independent of N in the large-N limit. This is
not surprising since the ordinary superconformal index is also independent of N in this
limit. Nonetheless, this confirms that dynamics need to be taken into account to find the
gauge theory duals of 1/16th BPS black holes in AdS5 × S5 [23]. As suggested by [24],
it is possible that the dual states will only be “near-BPS,” with energies suppressed by
inverse powers of large charges.
Beyond N = 4 SYM, there are many other superconformal theories for which the
charged superconformal index can be computed. As one example, IC could be computed
for Seiberg dual N = 1 SQCD theories (with special unitary gauge groups). In this case,
the fundamental matter representations would contribute to IC only through the adjoint
and singlet representations formed by conjugate pairs of representations. Perhaps IC
can be related to interesting integral identities such as those of [8], as is the case for the
ordinary superconformal index.
The partition function for three-dimensional superconformal theories on S3 [25] has
been investigated recently as the dimensional reduction of four-dimensional superconfor-
mal indices [26]. It would be interesting also to consider the dimensional reduction of
the charged superconformal index.
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A Formulas for SU(N), SO(2M + 1) and SP (2M)
A.1 Characters
For SU(N), we introduce the N ×N matrix α(N)(d; zk) with the i-jth entry
α
(N)
ij (d; zk) = z
d′j+N−j
i , d
′
j =
N−1∑
j′=j
dj′. (A.1)
Note that α
(N)
iN (d; zk) = 1. Here the d
′
j are the partition labels corresponding to the
Dynkin labels d. Then the SU(N) character (2.10) is
χd(zi) = (
∏
zi)
−1
2
∑N−1
j=1 dj
detα(N)(d; zi)
detα(N)(0; zi)
, (A.2)
where 0 has all (N −1) entries equal to 0. The prefactor is just our convention to ensure
that the characters are homogeneous in the zi, that is χ is invariant when all zi are
multiplied by a common factor. This homogeneity is useful for simplifying integration
over SU(N). For all the (real) representations relevant for this work, the exponent for the
product of the zi is an integer. In the standard convention, this prefactor is not included
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and one sets zN = (z1 . . . zN−1)−1. Note that the powers of zi in χd(zi) correspond to
the partition labels as (after setting zN = (z1 . . . zN−1)−1)
χd(zi) =
∑
e
N−1∏
i=1
z
e′i
i . (A.3)
The sum is over all e in Rd, and the e
′
i and e are related in the same way as d
′ and d
are related in (A.1).
Similarly, for SO(2M+1) we introduce the M ×M matrix β(M)(d; zk) with the i-jth
entry
β
(M)
ij (d; zk) = z
d′j+M−j+
1
2
i − z
−(d′j+M−j+
1
2
)
i , d
′
j =
1
2
dM +
M−1∑
j′=j
dj′. (A.4)
Now we have
χ
SO(2M+1)
d
(zi) =
det β(M)(d; zi)
det β(M)(0; zi)
. (A.5)
For all of the (non-spinor) representations relevant for this work the d′j are integer, and
these characters then expand in integer powers of the zi. This gives a sum
χ
SO(2M+1)
d
(zi) =
∑
e
M∏
i=1
z
e′i
i , (A.6)
where the sum is over all e in the irreducible SO(2M +1) representation Rd, and the e
′
i
are related to the ei as the d
′
i and di are related in (A.4).
Finally, the analogous expressions for the characters of SP (2M) representation are:
γ
(M)
ij (d; zk) = z
d′j+M−j+1
i − z
−(d′j+M−j+1)
i , d
′
j =
M∑
j′=j
dj′,
χ
SP (2M)
d
(zi) =
det γ(M)(d; zi)
det γ(M)(0; zi)
, χ
SP (2M)
d
(zi) =
∑
e
M∏
i=1
z
e′i
i . (A.7)
A.2 Measures
First we show that integration over SU(N) of any homogeneous function f(zi) is equiva-
lent to integrating over U(N) with an inverse factor of (2pii)
∏
zi. f(zi) is homogeneous
if it is invariant under rescaling of all N zi by a common phase. As stated before, this
is convenient for the residue calculation of integrals of Section 3 and Appendix C. We
start with∫
U(N)
dµ(zi) δ
(
1−
∏
zj
)
f(zi) =
1
2pi
∫ 2pi
0
dφ
∫
U(N)
dµ(zi) δ
(
1−
∏
zj
)
f(zi)
=
1
2pi
∫ 2pi
0
dφ e−Niφ
∫
U(N)
dµ(z′i) δ
(
1− e−Niφ
∏
z′j
)
f(z′ie
−iφ). (A.8)
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The first equality is just multiplying and dividing by 2pi, while the second line we changed
variables as z′i = e
iφzi. Next we integrate out φ using the delta function, remembering
to include the Jacobian factor. Using that f is homogeneous and dropping the primes
on variables we obtain∫
U(N)
dµ(zi) δ
(
1−
∏
zj
)
f(zi) =
1
2pii
∫
U(N)
dµ(zj)∏
zj
f(zi). (A.9)
Substituting an explicit expression for the Haar measure of U(N) gives the Haar measure
dµ(zi) for SU(N) for a homogeneous integrand
dµ(zi) =
1
N !
N∏
j=1
dzj
2pii zj
∆(z)∆(z−1). (A.10)
The zi are integrated around unit circles and the Vandermonde determinants are
∆(z) =
∏
1≤i<j≤N
(zi − zj), ∆(z−1) =
∏
1≤i<j≤N
(z−1i − z−1j ). (A.11)
For SO(2M + 1) we have
dµ(zi) =
(−1)M
M ! 2M
M∏
j=1
(zj + z
−1
j − 2) dzj
2pii zj
∆(z + z−1)2,
∆(z + z−1) =
M−1∏
i=1
M∏
j=i+1
(zi + z
−1
i − zj − z−1j ). (A.12)
The measure for SP (2M) is very similar,
dµ(zi) =
(−1)M
M ! 2M
M∏
j=1
(z2j + z
−2
j − 2) dzj
2pii zj
∆(z + z−1)2. (A.13)
The only change is that the (zj+z
−1
j −2) factor for SO(2M+1) is replaced by (z2j+z−2j −2).
For Section 4, we also need the Haar measures in terms of the angular variables θj .
Then the measure for SO(2M + 1) becomes,
dµ(θi) =
1
M !
M∏
i=1
sin2(θi/2) dθi
pi
∆(θ)2,
∆(θ) =
M−1∏
i=1
M∏
j=i+1
2(cos θi − cos θj), (A.14)
and the measure for SP (2M) is
dµ(θi) =
1
M !
M∏
i=1
sin2(θi) dθi
pi
∆(θ)2. (A.15)
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B Direct tests for SU(2) and SU(3)
This appendix confirms the relations (2.23) and (2.27) by giving explicit matrices for the
adjoint representation of SU(2) and SU(3). First, for SU(2) the three independent JAB
are
J11 =

0 0 00 −1 0
0 0 1

 , J12 =

 0 0 −
√
2√
2 0 0
0 0 0

 , J21 =

 0
√
2 0
0 0 0
−√2 0 0

 , (B.1)
and the charge conjugation operator acts in the adjoint representation as
C =

−1 0 00 0 −1
0 −1 0

 . (B.2)
For this case, KC is a function of a single variable,
KC(z1) = exp
(
(z
1/2
1 + z
−1/2
1 )J
1
2
)
C. (B.3)
Direct evaluation than gives
TrKc(z1) = z1 + z
−1
1 + 1, det(1− xKc) = (1− x)(1− xz1)(1−
x
z1
), (B.4)
in agreement with (2.23) and (2.27) for N = 2.
Similarly, for SU(3), four of the JAB are
J11 =


0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0


, J12 =


0 0 0 − 1√
2
0 0 0 0
1√
2
0 0 0 −
√
3
2
0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0
0 0 0
√
3
2
0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0


,
J22 =


0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1


J23 =


0 0 0 0 0 0 0 − 1√
2
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −
√
3
2
1√
2
0 0 0
√
3
2
0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


.
(B.5)
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We can build the other four generators in terms of these four. We have J13 = [J
2
3, J
1
2],
and then the remaining generators are given by Hermitian conjugation (they are the
transpose matrices),
J
2
1 = (J
1
2)
†, J32 = (J
2
3)
†, J31 = (J
1
3)
†. (B.6)
Now the charge conjugation operator is represented by
C =


−1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1
0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0


. (B.7)
Again, KC is built from a single raising operator,
KC(z1) = exp
(
(z
1/2
1 + z
−1/2
1 )J
1
2
)
C, (B.8)
and again we find agreement with (2.23) and (2.27), this time for N = 3,
TrKc(z1) = z1+z
−1
1 , det(1−xKc) = (1−x2)(1−xz1)(1−
x
z1
)(1+x2z1)(1+
x2
z1
). (B.9)
C Further tests for small N
In this section we report the computations of I± and I±C for N = 4, 5, which provide
additional confirmation of the charged character relations (2.23) and the determinant
expression (2.27).
For SU(4) we have
Φ(a1, a2; z1, z2, z3, z4)→ 4! z
3
1(z2z3z4)
2
∆(z)(a1z1 − z4)(a22z1z2 − z3z4)
,
I−(x, a1, a2) =
(
(1− x2)(1− x3)(1− x4))−1(1 + a1a22x6)
(1− a1x)(1− a1x2)(1− a1x3)(1− a22x2)(1− a22x4)
,
I+(x, a1, a2) = (1− x)3
(
(1 + x12) + (x+ x11)(3− a1) + (x2 + x10)(6− 2a1)
+ (x3 + x9)(9− 4a1 − a21 − a22 − a1a22)
+ (x4 + x8)(12− 5a1 − a21 − a22 − a1a22 + a42)
+ (x5 + x7)(14− 7a1 − 2a21 − a31 − a22 − 3a1a22 + 2a42)
+ x6(15− 7a1 − a21 − a31 − 2a1a22 + a21a22 + 3a42)
)
. (C.1)
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Comparing to the results for G(4) = SO(5),
ΘSO(5)(a1, a2; z1, z2)→ −2(2!) (z1z2)
2
(z1 − z2)(1− z2)(1− z1z2)
×(−1− z1 + a1z1 − z
2
1 + a
2
2z1z2 + a1a
2
2z1z2)
(a1 − z1)(1− a1z1)(z1 − a22z2)(1− a22z1z2)
,
I−C (x, a1, a2) =
(
(1− x2)(1 + x3)(1− x4))−1(1 + a1a22x6)
(1− a1x)(1 + a1x2)(1− a1x3)(1− a22x2)(1− a22x4)
,
I+C (x, a1, a2) = (1− x)(1− x2)
(
1 + x12 + (x+ x11)(1− a1) + 2(x2 + x10)
+ (x3 + x9)(1− a21 − a22 + a1a22) + x6(3− a1 + a21 − a31 + a21a22 − a42)
+ (x4 + x8)(2 + a1 − a21 − a22 + a1a22 − a42)
+ (x5 + x7)(2− a1 − a31 − a22 + a1a22)
)
, (C.2)
again we find consistency with (3.13).
Finally, for N = 5 we report the results for I±,
I−(x, a1, a2) =
(1− a21a2x10)(1 + a22x10) + (1− a2x5)(a1a2(x6 + x7 + x8 + x9))
(1− a1x)(1 − a1x2)(1− a1x3)(1− a1x4)
×
(
(1− x2)(1− x3)(1− x4)(1− x5))−1
(1− a2x2)(1− a2x3)(1− a2x4)(1− a2x5)(1− a2x6) ,
I+(x, a1, a2) = (1− x)4
(
(1 + x20) + (x+ x19)(4− a1) + (x2 + x18)(10− 3a1)
+ (x3 + x17)(19− 7a1 − a21 − a2 − a1a2)
+ (x4 + x16)(31− 12a1 − 2a21 − 2a2 − 2a1a2 + a22)
+ (x5 + x15)(45− 19a1 − 4a21 − a31 − 4a2 − 6a1a2 − a21a2 + 3a22)
+ (x6 + x14)(60− 26a1 − 5a21 − 2a31 − 5a2 − 8a1a2 − a21a2 + 7a22 + a1a22)
+ (x7 + x13)(74− 34a1 − 8a21 − 4a31 − a41 − 7a2
− 14a1a2 − 4a21a2 + 9a22 + a1a22)
+ (x8 + x12)(86− 40a1 − 9a21 − 4a31 − 2a41 − 7a2 − 14a1a2 − 3a21a2
+ a31a2 + 13a
2
2 + 4a1a
2
2 + a
3
2)
+ (x9 + x11)(94− 45a1 − 11a21 − 5a31 − 3a41 − 8a2 − 19a1a2 − 7a21a2
+ a31a2 + 14a
2
2 + 3a1a
2
2 + 2a
3
2)
+ x10(97− 46a1 − 10a21 − 4a31 − 3a41 − 7a2 − 16a1a2 − 4a21a2 + 2a31a2
+ 17a22 + 6a1a
2
2 + a
2
1a
2
2 + 3a
3
2)
)
, (C.3)
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and for I±C ,
I−C (x, a1, a2) =
1− a2x5 + a1a2x6 − a1a2x7 + a1a2x8 − a1a2x9 + a21a2x10 − a21a22x15
(1− a1x)(1 + a1x2)(1− a1x3)(1 + a1x4)
×
(
(1− x2)(1 + x3)(1− x4)(1 + x5))−1
(1− a2x2)(1 + a2x3)(1− a2x4)(1− a2x6) ,
I+C (x, a1, a2) = (1− x2)2
(
1 + x20 − a1(x+ x19) + (x2 + x18)(2 + a1)
− (x3 + x17)(1 + a1 + a21 + a2 − a1a2) + (x4 + x16)(3 + 2a1 − a22)
− (x5 + x15)(1 + 3a1 + a31 − a21a2 − a22)
+ (x6 + x14)(4 + 2a1 + a
2
1 + a2 − 2a1a2 + a21a2 − a22 − a1a22)
− (x7 + x13)(2 + 2a1 + 2a21 + a41 + a2 − 2a1a2 − a22 − a1a22)
+ (x8 + x12)(4 + 4a1 − a21 + 2a31 − a2 − a21a2 + a31a2 − 3a22 − a32)
− (x9 + x11)(2 + 3a1 + a21 + a31 + a41 − a1a2 − a21a2 + a31a2 − 2a22 − a1a22)
+ x10(5 + 2a1 + 2a
2
1 + a
4
1 + a2 − 4a1a2 + 2a21a2 − a22
− 2a1a22 + a21a22 − a32)
)
. (C.4)
It is straightforward to check that the fermionic I+ and I+C satisfy (3.13). However, the
check for I− and I−C requires more work. First note that I
−
C expands with all positive
coefficients if we simply flip the signs of x and a1,
I−C (−x,−a1, a2) =
∏5
i=2(1− xi)−1
(1− a1x)(1− a2x3)(1− a2x4)
(
1
(1− a1x2)(1− a2x2)(1− a2x6)
+
x3a1
(1− a1x2)(1− a1x3)(1− a2x2) +
x4a1
(1− a1x2)(1− a1x4)(1− a2x6)
+
x7a21
(1− a1x2)(1− a1x3)(1− a1x4)
+
x5a2
(1− a1x4)(1− a2x2)(1− a2x6)
)
. (C.5)
Subtracting this from I− and simplifying leads to
I−(x, a1, a2)− I−C (−x,−a1, a2) = 2x6
∏5
i=2(1− xi)−1
(1− a1x2)(1− a1x3)
× a2
(1− a2x2)(1− a2x3)(1− a2x4)(1− a2x6)
×
(
a1
(1− a1x)(1− a2x5) +
a2x
4
(1− a1x4)(1− a2x5) +
a1(x+ x
2 + x3)
(1− a1x)(1− a1x4)
)
, (C.6)
which clearly expands with all even positive integer coefficients, as required.
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