Abstract. Let µ be a compactly supported absolutely continuous probability measure on R n , we show that L 2 (K, dµ) admits a Fourier frame if and only if its Radon-Nikodym derivative is bounded above and below almost everywhere on the support K. As a consequence, we prove that if µ is an equal weight absolutely continuous self-similar measure on R 1 and L 2 (K, dµ) admits a Fourier frame, then the density of µ must be a characteristic function of self-similar tile. In particular, this shows for almost everywhere 1/2 < λ < 1, the L 2 space of the λ-Bernoulli convolutions cannot admit a Fourier frame.
Introduction
Let H be a Hilbert space, a sequence of vectors {e i } i∈Z is called a frame if there exists A, B > 0 such that for any f ∈ H, A f 2 ≤ i∈Z | f, e i | 2 ≤ B f 2 .
(1.1)
The constants A and B are called the the lower frame bound and upper frame bound respectively. Frame is a natural generalization of orthonormal basis (where A = B = 1). It is easily seen from the lower bound that frame is complete in H. If {e i } i∈Z only satisfies the upper bound in (1.1), we call {e i } i∈Z a Bessel's sequence.
The study of frames on Hilbert space was first introduced by Duffin and Schaeffer [DS] in connection with the non-harmonic Fourier series, and has received a lot of attention. Nowadays, frames are regarded as "overcomplete bases" since they provide basis-like (though non-unique) expansion of vectors. Because of its redundancy, it provides better stability compared to orthonormal basis. For the Hilbert space of the L 2 space of functions, various kinds of frames such as Fourier frames, Gabor frames, and wavelet frames have been studied. They have close links with time-frequency analysis, sampling theory, and wavelets. One may refer to [Chr] and [G] for some excellent expositions.
In this paper, we will focus on the Fourier frame. Let µ be a compactly supported probability measure on R n . As we will deal with L 2 space of different measures on different supports, we use L 2 (K, dµ) to denote the L 2 space of the measure µ with suppµ = K. In particular, L 2 (K, dx) is the L 2 space of the Lebesgue measure supported on K. We say that a sequence of complex exponentials {e 2πi λ,· } λ∈Λ is a Fourier frame of L 2 (K, dµ) (or just µ) if it is a frame on the Hilbert space L 2 (K, dµ) and Λ is called a frame spectrum.
Traditionally, the studies of the Fourier frame focus on the case where µ is the Lebesgue measure supported on [0, 1] . The work of Landau, Jaffard, and Seip ([Lan] , [Ja] , [S] ) relates the frame spectrum of L 2 ([0, 1], dx) closely with the Beurling densities (see Section 2). Ortega-Cerdà and Seip recently completely characterized the frame spectrum L 2 ([0, 1], dx) using de Branges' theory of Hilbert space of entire functions [OS] .
The more recent study has discovered that some other probability measures can also admit exponential orthonormal bases. One of the surprising results is by Jorgensen and Pedersen [JP] , they discovered that the Cantor measures with even contractions ratio admit an exponential orthonormal basis, while those with odd contractions do not. It is still open whether the one-third Cantor measure will admit any Fourier frame ( [DHSW] , [DHW] ).
In the following, we study the existence of Fourier frame of absolutely continuous measures. We let µ be a compactly supported absolutely continuous probability measure on R n , so that one can write dµ(x) = ϕ(x)dx where ϕ is a compactly supported function in L 1 (R n , dx) and the support is K. Note that if ϕ satisfies 0 < m ≤ ϕ(x) ≤ M < ∞ almost everywhere on K, then by choosing R > 0 so that [−R, R) n contains the support and Λ is a frame spectrum of L 2 ([−R, R) n , dx), we can easily check that for any f ∈ L 2 (K, dµ), we have
Hence if there exists positive constants m, M such that m ≤ ϕ(x) ≤ M almost everywhere on the support of ϕ, then L 2 (K, dµ) admits Fourier frame. Our main result is to obtain the converse. Theorem 1.1. Let µ be a compactly supported absolutely continuous probability measure on R n with dµ(x) = ϕ(x)dx and K is its support. Then L 2 (K, dµ) admits a Fourier frame if and only if there exists positive constants m, M such that m ≤ ϕ(x) ≤ M almost everywhere on the support of µ.
We can apply the above theorem to characterize those equal weight absolutely continuous self-similar measures which admit a Fourier frame. Let {f j } ℓ j=1 be an iterated function system with f j (x) = λx + d j and 0 < λ < 1. It is well-known that there exists a unique Borel probability measure µ satisfying
for any Borel set E. Moreover, the support of the measure is the unique compact set K satisfying K = ℓ j=1 f j (K). When λ = 1/ℓ and K has positive Lebesgue measure, it is easy to see the invariant µ in (1.2) is the Lebesgue measure supporting on K. In this case, K is a translational tile in R 1 and K is called a self-similar tile. Details of the associated tiling theory can be found in [LW] . It is easy to see from Theorem 1.1 that if µ is the Lebesgue measure supported on the self-similar tile, then L 2 (K, dµ) will admit a Fourier frame. We will prove that the converse is also true. , K is a self-similar tile and the density of µ is χ K .
For the iterated function system consisting only of f 1 (x) = λx and f 2 (x) = λx + 1 − λ, then the unique self-similar measure ν λ defined by (1.2) is called the λ-Bernoulli convolution. If λ = 1/n, it reduces to the standard Cantor measures. It is known that for almost all 1 2 ≤ λ < 1, ν λ is absolutely continuous with respect to the Lebesgue measure [So] . We have the following corollary of Theorem 1.2. Corollary 1.3. Let ν λ be the Bernoulli convolution on R 1 with support denoted by K. If ν λ is absolutely continuous with respect to the Lebesgue measure and λ = 1/2, then L 2 (K, dν λ ) cannot admit any Fourier frame. In particular this is true for almost all λ ∈ (1/2, 1).
The question of the existence of orthogonal complex exponentials for the Bernoulli convolution has not been settled completely. Hu and Lau determined those contraction (i.e. λ) of the Bernoulli convolutions for which there are infinitely many such orthogonal sets [HL] . Dutkay, Han and Jorgensen showed that whenever λ > 1/2, there is no complete orthogonal complex exponentials [DHJ] . It is also conjectured that there are orthonormal complex exponentials if and only if λ = 1/2n [ LaW] .
For the organization of the paper, we first recall some basic properties of Fourier frame and the Beurling density in Section 2. We will also prove some general density results that will be used in our proof. We then prove Theorem 1.1 in Section 3. We then apply the result to prove Theorem 1.2 and Corollary 1.3 in Section 4. Finally, we conclude in Section 5 with some remarks and open questions.
General density results
In this section, we provide some basic properties of Fourier frame, particularly its connection with the Beurling densities. First, It is easy to see that Fourier frame on subset of R n has translational invariance property as in the following proposition.
Proposition 2.1. Let Ω be a bounded set on R n with positive Lebesgue measure. If Λ is a discrete set on R n and t ∈ R n . Then {e 2πi λ,· } λ∈Λ is a Fourier frame of L 2 (Ω, dx) if and only if it is a Fourier frame of L 2 (Ω + t, dx).
) be the cube centered at x. The upper and lower Beurling density of a discrete set Λ are defined as follows:
A set Λ is called separated if there exists δ > 0 such that inf x,y∈Λ |x − y| ≥ δ. It is known that D + Λ < ∞ if and only if Λ is a finite union of separated sequence [Chr, Lemma 7.1.3] .
The study of Fourier frame is closely tied with the density of discrete sets ( [Lan] , [GR] ). Landau gave an important necessary condition on the density for the frame spectrum [Lan] . There is also a sufficient condition on R 1 guaranteeing that Λ is a frame spectrum on an interval ( [Chr] , [S] ). We summarize them in the following theorem.
, where L denotes the Lebesgue measure.
(
The study of the Bessel's sequence is more tractable than the Fourier frame. We can actually determine the density criterion for Λ to be a Bessel's sequence on
for any bounded subsets Ω in R n with positive Lebesgue measure.
Proof. The idea of the proof is essentially the Plancherel-Polya inequality. The case for dimension one can be found in [Y, p.79-83] . The higher dimension case is also known in literature (see e.g. [GR] ). We give a short proof for completeness.
As Ω is bounded, we can find some
ξ,x dx. We see that F is an entire function (on C n ) of exponential type in the following sense.
where x = (x 1 , ..., x n ), y = (y 1 , ..., y n ) ∈ R n . One can apply the one dimensional Plancherel-Polya Theorem iteratively ( [Y,p.79] ) (See also [St, Lemma 4 .11] for a general statement), we obtain
Note that D + Λ < ∞ implies that Λ is a finite union of separated sequences. This means Λ = ℓ i=1 Λ i with Λ i are separated (i.e. λ n − λ m ≥ δ i > 0 for all m, n). We can apply a similar argument in [Y,p.82 ] to prove that
This is equivalent to Λ is a Bessel's sequence of exponentials on
The converse of the above proposition is also true. Indeed, it holds for more general measures.
Proposition 2.4. Let µ be a probability measure on R n with support K. Suppose
Proof. Let µ be the Fourier transform of µ. We suppose on the contrary that D + Λ = ∞. By Lemma 7.1.3 in [Chr] , for any h > 0 and for any N ∈ N, we can find some cubes Q h (x N ) such that
As µ is a probability measure, µ(0) = 1 and µ is a continuous function. Hence, there exists δ > 0, and ǫ > 0 such that whenever |x| < δ,
The expression tends to infinity as N tends to infinity. This is a contradiction. Hence, we must have
In the next section, we will need the following simple sufficient condition of a Fourier frame. The main idea of proof has its origin in the fundamental paper of Duffin and Schaeffer [DS] , a version of the proof in high dimension was due to [DHSW] .
Proof. By Proposition 2.3, the upper bound is satisfied for any ǫ > 0. It remains to prove the lower bound is satisfied for some sufficiently small ǫ > 0. For notational convenience, we only consider when n = 2 and high dimension case follows from the same method by considering projection.
For each λ k ∈ Λ, we write k = (k 1 , k 2 ) and
, we let ξ = (ξ 1 , ξ 2 ) and
Clearly F is analytic in both variables ξ 1 , ξ 2 and
For each k ∈ Z 2 , using the Taylor expansion at k 1 and the Cauchy-Schwarz inequality and |λ
, we have
We then also note that by the Parseval's identity and f ∈ L 2 (Q ǫ , dx),
This shows that
Take ǫ so small that the above constant on the right is small than 1/2. By the Minkowski's inequality, we have
Finally, by the Minkowski's inequality and (2.3), the {λ ′ k } k is a Bessel's sequence with bound B = (1 + ((e 1/4 − 1)(e 4π 2 ǫ 2 − 1)) 1/2 ) 2 . Hence, repeating the above argument with Taylor expansion with respect to λ ′ k , using the Minkowski's inequality and (2.4) shows that
We then choose ǫ > 0 even smaller to make the above constant positive, this shows that these λ k 's is a frame spectrum on some small cubes and hence the proof is completed. 2 3. Proof of Theorem 1.1
As indicated in the introduction, we only need to prove the necessity part of Theorem 1.1. We will first see that in order for a compactly supported absolutely continuous measure µ on R n to admit a Fourier frame, its density must be bounded below almost everywhere.
Proof of the lower bound. Let dµ = ϕ(x)dx, K = suppµ and K ⊂ [−R, R]
n for some R > 0. We also denote E 0 = {x ∈ K : ϕ(x) ≥ 1} and E k = {x ∈ K :
Suppose that ϕ does not have a lower bound on its support, then E k has positive Lebesgue measure for infinitely many k. By passing to subsequence if necessary, we may assume L(E k ) > 0 for all k.
By assumption, L 2 (K, dµ) has a Fourier frame {e 2πi λ,· } λ∈Λ , then D + Λ < ∞ and hence it is a Bessel's sequence of L 2 ([−R, R] n , dx) by Proposition 2.4 and 2.3. We now define
n , dx) and the Fourier frame lower bound assumption in L 2 (K, dµ), we obtain
Using (3.1), we find that
This implies that for all k > 0,
> 0, which is a contradiction. Hence, ϕ must be lower bounded almost everywhere.
2
For the upper bound in the necessity of Theorem 1.1, we need to prove several lemmas to compare the Fourier frames of L 2 (K, dµ) and L 2 (E, dx) with E is a subset of K. In the following, we will use ϕ| E to denote the restriction of ϕ on E and L ∞ (E, dx) to denote the set of functions that is bounded above almost everywhere on E with respect to the Lebesgue measure.
Lemma 3.1. Suppose that {e 2πi λ,· } λ∈Λ is a Fourier frame of L 2 (K, dµ), where dµ = ϕdx and K is the support of µ. Then
Proof. First, from the above, we know there exists m > 0 such that ϕ ≥ m almost everywhere on its support .
This establishes the upper frame bound. For the lower bound, as we have ϕ ≤ M almost everywhere on E, we have
We may assume that it holds for all k. Note that
Hence, by the Fourier frame assumption on L 2 (F, dx) and the Bessel's sequence assumption on L 2 (K, dµ), we obtain
This implies that
for all k which is a contradiction. 2
Proof. For k = (k 1 , ..., k n ), let I k,r be the dyadic cube [
2 r ). Then {I k,r : k ∈ Z n , r ∈ Z} is the set of all dyadic cubes in R n . To prove the statement, it suffices to prove that {e 2πi λ,· } λ∈Λ cannot be a Fourier frame on any dyadic cubes . By Proposition 2.1, it suffices to show that for each integer r, {e 2πi λ,· } λ∈Λ cannot be a frame on at least one dyadic cube with side length 2 −r . Let r be given, we note that K is compact, and thus K is covered by a finite number of dyadic cubes I k i ,r of length 2
Combining the above lemmas and the density results in Theorem 2.2, we can now prove the existence of the upper bound.
Proof of the upper bound. We argue by contradiction. Suppose that there does not exist M > 0 such that ϕ ≤ M almost everywhere on the support K and L 2 (K, dµ) still admits a Fourier frame {e 2πi λ,· } λ∈Λ . We let
then by Lemma 3.1(i), {e 2πi λ,· } λ∈Λ is a Fourier frame of L 2 (E N , dx). By the Landau's density theorem (Theorem 2.2), we have D − Λ ≥ L(E N ). As E N are increasing sequence of sets and N E N = K, we have
As dµ is absolutely continuous, so the support must have positive Lebesgue measure and hence D − Λ ≥ c > 0.
As
) n contains at least one point of Λ. Define Γ = LZ n , Then for any γ ∈ Γ, there exists λ γ ∈ Λ such that Moreover, by (3.2) and the definition of Γ, every cube k + [
) n and ǫ is sufficiently small. This implies that Λ will generate a Fourier frame of the L 2 space of a cube of side length
. This is a contradiction to Lemma 3.2. Thus, we conclude that ϕ must be bounded above almost everywhere. This completes the proof of the upper bound and hence Theorem 1.1. 2
Self-similar measures
In this section, we consider the iterated function system f j (x) = λx + d j , for j = 1, ..., ℓ and 0 < λ < 1. Let D = {d j : j = 1, ..., ℓ}, it is well-known that there exists a unique Borel probability measure µ = µ(λ, ℓ, D) satisfying
for any Borel set E. Moreover, the support of this measure is the unique compact set K satisfying K = ℓ j=1 f j (K). Explicitly, we can write
By a suitable translation, we can assume 0 = d 1 < d 2 < ... < d ℓ so that 0 is in the support K from (4.2). There are literatures determining whether such measures are absolute continuous (see e.g., [DFW] , [LLR] ). In Theorem 4.2, we characterize this kind of absolutely continuous measures which admits a Fourier frame. We start with a lemma.
Lemma 4.1. Let µ = µ(λ, ℓ, D) be the self-similar measure defined in (4.1) and µ is absolutely continuous with respect to the Lebesgue measure. Then λ ≥ 1/ℓ and
for some constant c.
Proof. Since µ is absolutely continuous, L(K) > 0. By taking the Lebesgue
Hence, λ ≥ 1/ℓ follows. To prove (4.3), we know from (4.2) that K lies in the non-negative real line, so we can take N so that
. By iterating the system N + n times and noting that d 1 = 0, it is easy to see that K ⊃ λ N +n K. Thus,
Taking the Lebesgue measure, we have
We now state the main theorem in this section.
Theorem 4.2. Let µ = µ(λ, ℓ, D) be the self-similar measure defined in (4.1) and is absolutely continuous with suppµ = K, the self-similar set. If L 2 (K, dµ) admits a Fourier frame, then λ = 1 ℓ , the density of µ is χ K and K is a self-similar tile.
Proof. We first consider µ[0, λ n ). By applying (4.1), we have
Taking N large enough so that for all n ≥ N, we have λ n−1 − d j λ < 0 for all j = 2, ..., ℓ. By (4.4) and noting that the support of ν λ lies in the non-negative real line, we conclude that for all n ≥ N,
where C is independent of n.
Let ϕ be the density of µ . As µ admits a Fourier frame, by Theorem 1.1, we have ϕ ≥ m > 0 almost everywhere on its support. By (4.5) and Lemma 4.1, for n large
This means that λ ≤ 1/ℓ. Combining with Lemma 4.1, λ = 1/ℓ. As L(K) > 0, K must be a self-similar tile on R 1 and the density is clearly χ K . 2
As a corollary, we consider the λ-Bernoulli convolution ν λ , which is the unique self-similar measure defined by the iterated function system f 1 (x) = λx and f 2 (x) = λx + 1 − λ as in (4.1).
Corollary 4.3. Let ν λ be the Bernoulli convolution. If ν λ is absolutely continuous with respect to the Lebesgue measure, then L 2 (K, dν λ ) cannot admit any Fourier frame if λ = 1/2. In particular, for almost all λ ∈ (1/2, 1), L 2 (K, dν λ ) cannot admit any Fourier frame.
Proof. By Theorem 4.2, if L 2 (K, dν λ ) admits a Fourier frame, then λ = 1/2. This shows the first statement. The second statement is a direct consequence of the fact that for almost all λ ≥ 1/2, ν λ is absolutely continuous [So] . 2
Remarks and open questions
Let µ be a Borel probability measure on R n and let µ be the Fourier transform of µ, then by putting e 2πi ξ,· into the definition of the Fourier frame, we obtain a necessary condition for the existence of a Fourier frame.
When the frame is an orthonormal basis, then A = B = 1 in (5.1). It is known that this identity is sufficient for completeness of the orthogonal set {e 2πi λ,· } λ∈Λ [JP] .
