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A Note from the Editor
.. .Intuition is not a new publication (2015 marks our 10th
anniversary!), but Volume IO Issue 2 mar ks both the culmination of
much change and the threshold of even more growth in the journal.
To me, this issue represents growth in the BYU Psychology student
body, as well.
The articles in this issue demonstrate the authors' engagement
in the psychological community. They show that even undergraduates can and should comment on the psychological community's
worldview (Greaves), follow up on their own previous research
(Ricks, Hamner, & Jensen), and discover answers to questions raised
by other undergraduate researchers (Romney; Bennett). The articles also address topics especially pertinent to much of the BYU
undergrad population, such as marriage and relationships (Herzog
et al.; Keddington), educational habits (Ferrin, Seletos, & Hansen;
Broud, Eichelberger, & Cotton), and treatments for depression (Bylund; Janis).
I'd like to express thanks to the authors for their incredible patience, perseverance, and professionalism as the journal has undergone numerous waves of changes, from almost entire staff turnover
to revamping and streamlining the editorial process to our attempts
to enact new policies. Your patience has paid off; we feel that the
changes we've made in the journal are good, and we feel that the
amount of polishing each article has received makes this into the
best issue yet-and I expect the ones to follow will be even better as
we build on this new foundation.

Thank you, and enjoy!
-Emily Cotton
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Defining Aut~m:
Social Influences and the Need for the New
Classification
by Madeline R. Greaves
The diagnosis of Autistic Spectrum Disorders (ASD) is rising, and the explanation is difficult to identify. Multiple factors play a role in diagnosis
beyond the presenting symptoms. First, society is simply more aware of
ASD than before, due to increased exposure. However, greater awareness
alone does not give the full picture. Second, having a child with ASD
within a community increases the likelihood of more diagnoses. Lastly,
despite parents' resistance to labeling their children, they may feel pressured to accept a diagnosis in order to receive services that teachers or
mental health professionals deem necessary. Despite the diagnostic criteria in the DSM-IV-TR, social influences could have had an effect on diagnosis. Moreover, the method of diagnosis may not depend solely on symptomology. Mental health professionals may consider other factors, such as
IQ, when deciding which subtype of autism best fits the child. As a result,
diagnostic labels for ASD have diminished meaning, as many children
could fit the criteria for multiple subtypes. This calls into question the
reliability of diagnosis and the real possibility that social pressure could
lead to the misdiagnosis of ASD, causing unnecessary stress for the children and their families. With the release of the DSM-5, the impact of societal influences should lessen.

2
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Defining Autism

H

aving a child diagnosed with a mental disorder can bring

great stress to the child and her or his family. Autism is a
particularly confusing diagnosis and is affecting more fam-

ilies with time. The incidence of autism diagnosis is on the rise. For

over a decade, the Centers for Disease Control and Prevention

(CDC) have tracked those diagnosed with autism spectrum disorders (ASD) every two years. In 2000, the CDC estimated that one in
150 children had an ASD; that number rose to one in 88 by 2008

(CDC,

2012).

Although the reasons for this dramatic rise are not

known, one theory is that parents feel pressured to accept an ASD

diagnosis in order to receive available services, despite their reservations over labeling the child (Hodge,

2005).

This pressure can

come from trusted individuals, such as schoolteachers, counselors,
and physicians. The diagnosis can cause both emotional and financial strain on a family that is seeking treatment for their child.

Thus, it is essential that the diagnosis be valid.
The diagnostic criteria for autism were previously listed in the
Diagnostic and Statistical Manual of Mental Disorders-IV-Text Revision
(DSM-IV-TR; American Psychiatric Association,

2000).

Despite its

wise usage, the term autism spectrum disorder is not listed in the
manual. Instead, the condition is split into multiple disorders, including Autistic Disorder and Asperger's Disorder. Some of these

disorders were not operationalized to allow for reliable diagnosis
(Mandy, Charman, Glimour, & Skuse,

2011).

As such, the ambiguity

resulting from these vague diagnostic criteria may have been susceptible to social pressures.

3
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The DSM-5 (American Psychiatric Association,

2013)

reclassifies

the multiple disorders into the spectrum known as ASD. With this
change, children with previous diagnoses are reevaluated when
treatment is renewed. Under the new guidelines, children who may
have been previously pressured into the diagnosis may no longer
qualify. This would, in theory, lessen ~he effects of social influences
on diagnosis. Although autism affects many children, the social
influences referred to above could have played a role in the diagnoses under the DSM-IV-TR criteria. The new classification of autism
in the DSM-5 may reduce the role of social pressure on diagnosis.

Possible Bxplana tions tor Increased ASD Diagnosis
A re-examination of the diagnostic criteria can be crucial as
more children are identified with some form of ASD. One must ask
about the reasons for the rise in diagnosis. Given that information
spreads rapidly, it is possible that the general public, as well as
mental health professionals, are simply more aware of the condition and are, therefore, more likely to consider the diagnosis than
before (Langan,

2011).

Nevertheless, this is not a sufficient explana-

tion to explain the increase in ASD prevalence. Indeed, mental
health professionals are not always the first to bring up the possibility that a child may have a form of autism.
Other, well-meaning people may share concerns with parents
about a child's development, especially if those people have
knowledge of ASD (Russell & Norwich,

2012).

Coming from indi-

viduals the family trusts, the comments may have greater impact.
Despite any doubts or qualms parents may have regarding an ASD
diagnosis, a certain amount of social pressure could lead to their

4
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Defining Autism
child being tested. Ultimately, this scenario can be problematic because of vague diagnostic criteria, as children may be unnecessarily
diagnosed.
Increased Awareness: Only Part of the Story
The current access to information in the Western world allows
knowledge to spread rapidly. At the same time, the range of autistic
disorders has been depicted in Western media. Langan

(2011)

ar-

gued that a cultural fascination with ASD has developed through

the popularity of various novels and films portraying the disorder,
such as Rain Man. Not surprisingly, parents who find their child's
behavior to be similar to that in a media portrayal may be persuaded to arrange for their child to be tested.

On the other hand, increased media exposure can perpetuate
false notions about ASDs. Consider the notion that an ASD is
caused by vaccinations (Wakefield et al., 1998). Although the study
originally linking the two has since been retracted, the belief persists. In a survey of parents living in Los Angeles County who had

children with autism, almost half believed that vaccinations had led
to the child's diagnosis (Bazzano, Zeldin, Schuster, Barrett, & Leh-

rer, 2012). Accordingly, it seems that increased awareness is only

effective when it involves accurate information. Still, mental health
professionals, not parents, are the ones who ultimately make the
diagnosis, and they presumably are aware of the true nature of the
spectrum of conditions. When the CDC noted the increase in children with autism, their officials concluded that increased awareness
alone did not fully explain the increase (CDC,

2012).

Therefore,

there would need to be another factor to explain this trend.

5
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Social Pressures and Parental Concerns
In addition to greater awareness, social influence could lead to
more diagnoses of ASD.

For example, as previously noted, the

comments made by professionals can push parents to pursue an
ASD diagnosis. Moreover, a child is more likely to be diagnosed
with a form of autism if she or he lives near another diagnosed child
(Liu, King, & Bearman,

2010).

Because ASD is not contagious, mere

proximity does not explain this trend. Rather, the presence of diagnosed ASD in the community may lead parents to specifically pursue the same diagnosis. Once one child is diagnosed, neighbors or
other community members may more readily notice developmental
delays in their own children or others. Eventually, a mental health
professional is consulted and another diagnosis is given. However,
not every parent actively pursues the diagnosis.
In a survey of parental perspectives, Russell and Norwich

(2012)

found that, despite access to reports in the media and in communities, many parents only consider seeking a clinical diagnosis for
their child after the idea is suggested by a professional. Additionally, Thomas et al.

(2012)

found a strong association between socioec-

onomic status and autism prevalence: the higher the status, the
higher the prevalence. The cases in higher-income households also
tended to be diagnosed at a younger age. Although families with
higher SES may have greater access to professionals, other factors
may be involved. Hodge

(2005)

pointed out that parents may seek

an ASD diagnosis in order to access services in schools that may
help the child.

6
Published by BYU ScholarsArchive, 2015

13

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Defining Autism
Despite the desire to access services, parents of children thought
to have ASDs tend to be reluctant to seek diagnosis. Russell and

Norwich

(2012)

noted that some parents recognize the possibility

that children who would simply be considered eccentric in other
contexts are more likely to be diagnosed with ASD.

Specifically,

the researchers reported that "parents of undiagnosed children ... differed sharply from those who had been through diagnosis ... in the language they used to describe diagnosis, frequently us-

ing terms that denoted a violation of the child" (p. 233). In other
words, hesitation to diagnosis could be due to the fact that labeling

a child as "autistic" may lead to rejection by peers, compounding
the social difficulties otherwise associated with ASD.
These concerns continue after diagnosis. Social problems are
one of the chief concerns of parents with diagnosed children, and
many do not feel their concerns are adequately addressed, at least
initially (de Alba & Bodfish,

2011).

However, the same researchers

found that a majority of parents were very interested in discussing
treatment options with physicians. Moreover, although the diagnosis may have led to many concerns, parents did not tend to question

the judgment of the professionals. With this lack of parental resistance to diagnosis, it is important that these diagnoses be valid.

Problems with the DSII-IV-TR Diagnostic Procedure
It can be difficult to understand how influences from society can
have such an effect on a condition with a clinical definition. However, despite having diagnostic criteria that are clearly listed, there
may still be ambiguity in the diagnostic procedure. Disorders may
be diagnosed differently as psychiatrists or other professionals try

7
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to make sense of the symptoms (Mazefsky et al., 2012). Consequently, this can create problems for reliable diagnosis. The DSM-IV lists
conditions considered to be part of ASD as separate disorders, although the separation may not be distinct (Tryon, Mayes, Rhodes, &
Waldo,

2006).

For the purposes of this review, the focus will be on

Autistic Disorder, Asperger's Disorder,_and Pervasive Developmental Disorder Not Otherwise Specified (PDD-NOS).

Diagnostic Issues with the DSM-IV-TR Criteria
Disorders commonly thought to be part of ASD fell under the
umbrella of pervasive developmental disorders. Both autistic and Asperger's disorders were accompanied by similar diagnostic criteria
in the DSM-IV-TR (Mayes, Calhoun, & Crites,
Rhodes, & Waldo,

2006).

2001;

Tyron, Mayes,

Both sets of criteria specified that the

child was impaired socially and follows an inflexible pattern of behaviors or interests. The main difference between the two diagnoses was language development: it was delayed in Autistic Disorder,
but not in Asperger's disorder (APA,

2000).

Thus, in the case of

conditions so similar, it could be difficult to distinguish them.
Sciutto and Cantwell

(2005)

suggest that, when dealing with high-

functioning children, other factors-such as IQ-often were considered in reaching the diagnosis, leading to diagnoses differing
from those stipulated in the DSM-IV-TR. In fact, several children
diagnosed with Asperger's Disorder could have also fit the criteria
for Autistic Disorder (Mayes et al.,

2001;

Tryon et al.,

2006),

which

was the precluding diagnosis (APA, 2000).
Meanwhile, children who did not fit either set of criteria or the
criteria for any other pervasive developmental disorder often re-

8
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ceived a PDD-NOS diagnosis. Although this diagnosis may have

been useful on an individual level as a qualification for receiving
services, confusion arose when looking at children with PDD-NOS
as a group.

Walker et al.

(2004)

reported that children failed to

meet the criteria for other disorders for several reasons, making the

POD-NOS label a difficult one to interpret for the purposes of
aeatment. Without clear requirements for this category, children

could more easily be put into it than other disorders, and it is very
possible that some children could have been misdiagnosed.
Case study of difficult autism diagnosis.

With the DSM-IV

process, a diagnosis for a child could be up for debate. Snyder, Mil-

ler, and Stein (2010) discuss Billy, a three-year-old boy diagnosed
with autism. Billy was unwilling to play with his pediatrician dur-

ing a well-child visit, and he does not speak to the teacher or other
dilldren in his preschool. In addition, Billy prefers repeating activi1ies, such as playing with the same few cars, over trying new experi-

ences. Despite this, Billy is outgoing in familiar situations, and

speaks clearly in complete sentences when with his parents. After a
developmental evaluation, he is diagnosed with autism.
When discussing Billy's case, Snyder et al. (2010) agreed that the
above information is not sufficient evidence for an Autistic Disor-

der diagnosis. They argue that increased knowledge of autism in
the general population has led to an over-simplification of the condition. Comparing the problem to a similar issue, they state, "As

hyperactivity is not sufficient for a diagnosis of AD/HD, limited social interaction does not always mean autism" (Synder et al., 2010, p.
S15).

Although Billy may have a disorder, the presented infor9
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mation is not enough to justify his given diagnosis. This example is
not unlike experiences many other parents have faced. As clearly
shown here, diagnoses are not always made with adequate information.

Issues with Reliability

It can be difficult to make sense of diagnostic labels that deal
with the autism spectrum. Considering the disagreement between
diagnoses in some cases, as well as the effect of social influences,
this is not surprising. Additionally, autism varies across individuals;
symptoms can manifest differently due to multiple factors, such as
family history (Mazefsky, Williams, & Minshew, 2008). With this in
mind, the task of classifying children into developmental disorders
is a difficult one.
Although mental health professionals can often tell if a child has
a disorder, the reliability of their judgment is not perfect. Although
professionals with more experience tend to be more reliable, reliability can drop when trying to distinguish between Autistic Disorder and another category of ASD (Klin, Lang, Cicchetti, & Volkmar,
2000).

Developmental disorders have overlapping symptoms, as

previously noted, making them difficult to distinguish (Buhler,
Bachmann, Goyert, Heinzel-Gutenbrunner, & Kamp-Becker,

2011).

If a mental health professional does not rely solely on criteria listed
in the DSM, this may allow other influences-including social influences-to push the diagnostic decision in one direction rather
than another.
Even when referring to diagnostic criteria, mental health professionals had problems when dealing with conditions within the au-

10
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tism spectrum. Snow and Lecavalier

(2011)

compared children di-

agnosed with Autistic Disorder and those with PDD-NOS and

i>und few differences. Similar findings have been found when
comparing Autistic Disorder to Asperger's Disorder (Mayes et al.,
1001).

Although the condition is varied, there is little difference be-

tween the established groups.

Considerations Leading to the DBK-5
As has been discussed, the previous method of diagnosis was in

need of revision. The disorders referred to in this article, as well as
Childhood Disintegrative Disorder, were incorporated into the new
category of Autism Spectrum Disorder (ASD) in the DSM-5 (APA,
2013). The criteria for ASD are stricter than in the DSM-IV-TR. In

other words, the subtypes of autism have been eliminated, and at

least some of the diagnostic issues resulting from the ambiguity of
subtypes may no longer exist. However, this does not suggest that
the new criteria will satisfy everyone.

Since this change will redefine autism, those currently receiving
treatment or other services for the condition may be required to be
reevaluated in order to continue to have access. For children considered to be on the severe end of the spectrum, this will most likely
not be an issue. In addition, children without the condition are far

less likely to be diagnosed. On the other hand, those with mild
forms, such as children formerly diagnosed with Asperger's disorder or PDD-NOS, may not re-qualify for services under the new
criteria (McPartland, Reichow, & Volkmar,
Chandler, Witzlsperger, and Smith

(2012)

2012).

Gibbs, Aldridge,

noted that children with

PDD-NOS are least likely to re-qualify for diagnosis.

Under the

11
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new criteria, fewer combinations of symptoms will lead to an autism diagnosis (McPartland et al.,

2012),

further reducing the inade-

quacy of a previous diagnosis of PDD-NOS.
With the new criteria in place, social influences should have a
diminished role in diagnosis. Although it will take time to determine the full impact the DSM-5 criteria, issues arising from deciding which ASD subtype a child fits have disappeared with the subtypes themselves. With the new dimensional approach, there is less
of a need to distinguish one group from another.

Higher-

functioning children may not qualify for ASD diagnosis, although
some may qualify for other diagnoses that better describe their
condition. Despite concerns, the DSM-5 criteria for ASD thus far
appear to be effective. The current model is efficient in diagnosis
and accurately excludes children without the condition (Frazier et
al., 2012). The stricter criteria may lessen social influence in diagnoses, thus reducing the incidence of superfluous diagnoses. The increased reliability and clarity of diagnostic labels may make ASD
easier for families to understand and remove unnecessary stress
caused by false diagnosis.
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A Hoarding Index for Adults
b7 Karie Ricks, Victoria Hamner, and Haydn Jensen
a..,.,Jing is defined in terms of four observable aspects: (a) accumulation,

41iJ collection, (c) lack of disposal, and (d) pathological attachment. Typio,lly, hoarding has an early age at onset and displays a progression of
dimcal symptoms. Early-stage detection and diagnosis in young and

-'dle-aged adults could allow a therapeutic response to hoarding sympllllls in a timely manner and prevent later-life hoarding trauma. We hy-

podaesized that the Hoarding Index for Adults (RIA) would reliably and
..Jidly measure two domains: (a) abnormally-intensified patterns of actyisition and (b) reduced patterns of disposal. To test our hypothesis, we

amted a IO-item online survey and used social networking to gather a

c.onvenience sample of adults from age 17 to 70+. We found that the RIA
a,as

IO

reliable and predictively valid. Future research could refine the RIA

effectively diagnose hoarding symptoms in young and middle-aged

adults, specifically.

Keywords: acquisition, clutter, collecting, disposal, dysfunction,
boarder,hoarding

17
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

24

et al.: Volume 10.2

Ricks, Hamner, & Jensen

H

oarding has been traditionally defined in terms of four
observable aspects: (a) excessive ·accumulation, (b) collec-

tion, (c) lack of capacity to discard, and (d) pathological

attachment to immaterial objects (Frost & Gross, 1993). Hoarding
behaviors generally appear during childhood or adolescence, and

severity levels have a tendency to increase_ with age (Ayers, Saxena,
Golshan, & Wetherell, 2010). Hoarding patterns are apparent in
mental disorders but are also evident in people with generally good
mental health (Steketee & Frost, 2003). Those who hoard exhibit "a
slow and steady progression [of hoarding] throughout their lives"
(Grisham, Frost, Steketee, Kim, & Hood, 2006, p. 684). According to
Ayers et al. (2010), hoarding behaviors and the personality traits associated with it typically results in the disruption of hoarders' lives
and causes potential health and safety issues, with subsequent societal consequences (Frost, Steketee, & Williams, 2000). Moreover,
severe hoarding has dangerous physical and psychological outcomes, including the increased hazard of falling, fire risks, food
contamination, and social isolation (Ayers et al., 2010). With the
passing of time, hoarding behaviors may become chronic as hoarders eventually amass an accumulation of items and exhibit personal
dysfunction to a degree necessitating professional intervention.
Chronic hoarding behaviors are difficult to treat successfully because most current interventions are initiated after hoarding behaviors have become deeply entrenched and the magnitude of clutter
has become overwhelming. Although researchers have examined
potential interventions, few have examined the implications of age
at onset and clinical-symptomatic progression (Ayers et al., 2010),
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ur

:,articularly with the goal of creating a measure of hoarding behav-

!IC-

•

:al

lloarding begins at an early age and progresses with each decade of

lg

lie, an effective diagnostic tool may play a key role in countering

d

linu.re chronic hoarding behaviors and the subsequent need for

a,

professional therapy (Muroff et al.,

for use with young and middle-aged people. If the onset of

2009).

n

For the purposes of this study, we operationally defined hoard-

d

ing within two domains: (a) excessive patterns of acquisition and

a

(b) minimal patterns of disposal. We further defined excessive pat-

•

terns

,

of acquisition as an accumulation of more items than a person

can normally use and defined minimal patterns of disposal as the

inability to discard items that are no longer necessary for a functional life. The first domain is evident in research indicating that
material deprivation during childhood accentuates the onset of
hoarding (Tolin, Meunier, Frost, & Steketee,

2010)

and is also asso-

ciated with possession-related events, such as family eviction from
an apartment or home, childhood traumas such as possessions taken by force, or the hoarding patterns of another family member
(Tolin et al.,

2010).

Other factors include "a childhood history of

parental psychiatric illness, home break-ins, and excessive physical
discipline" (Tolin et al.,

2010,

p. 830). In addition, the sheer volume

of inexpensive material goods that hoarders may acquire is greater
than any time in recent history, as it becomes easier to acquire more
than is useful and needed and to do so with minimal financial and
time investment. Hoarders tend to over-accumulate items without
subsequent discarding or usage. Many of the stored goods are in a
partially-used state or may constitute an addition to collections of
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similar items (Maycroft, 2009) that already have a secure place in
the home.
The second domain, which was initially called "minimal patterns of disposal," signifies that hoarders tend to view their possessions as extensions of themselves. A better term might be "personal
attachment to items." This proposal is supported by Koretz and
Guthiel's (2009) finding that possessions are so precious that hoarders frequently report that discarding them becomes like losing a
loved one. Often, a family environment that is overprotective and
highly demanding leads an individual to seek security elsewhere,
resulting in strengthened attachment to objects (Kortez & Guthiel,
2009). Consequently, hoarders do not practice disposal (Maycroft,

2009).

Given the two factors of excessive acquisition and minimal disposal practices, a hoarding index for young and middle-aged people
may have validity because of the clinically-challenging nature of
hoarding and typically poor response to treatment, which suggests
a need "for innovative psychosocial treatment methodologies"
(Muroff et al., 2009, p. 635), including a diagnostic tool. We hypothesized that a Hoarding Index for Adults (HIA) would reliably and
validly measure both abnormal patterns of acquisition and disposal
before these patterns became deeply entrenched and thus provide
an initial, early-stage diagnosis of potential hoarders.

llethod
Participants
We formed a convenience sample of 114 people. Of those who
responded to our survey, 93% were women, 111 were Caucasian, and
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one participant each indicated being African American, Asian, and
Other, respectively. The participants' ages ranged from 17 to over 70
years of age (M = 37, SD = 1.36).
Test construction
We originally constructed 30 items on a six-point Likert scale
that included: Strongly Agree, Agree, Somewhat Agree, Somewhat
Disagree, Disagree, and Strongly Disagree. These items were rated

by 22 undergraduate psychology students, and we selected IO items
for the HIA using the content-validity ratio (CVR) (see Appendix A
for the final questionnaire and Table I for the CVR results).

The

CVR ranged from 0.30 to 0.91 (M = .58, SD = 0.44). We reversescored three survey items (2, 6, and 7) to diminish the agreement-

bias effect. The items were presented in random order. A total of
IO

items, a face-validity question, and seven demographic items

composed the survey.

Test Administration
The survey was administered using the Qualtrics software
(www.qualtrics.com) to a convenience sample consisting of our fellow students, friends, and family members and other willing partic-

ipants.

We used social media outlets, such as Facebook

(www.facebook.com), Twitter (www.twitter.com), biogs (www.
houseoforder.blogspot.com), and newsletters (www.ymlp.com).
The survey was available for two weeks.
Data analysis

We used the statistical package SPSS

20.

We calculated internal

reliability using Cronbach's alpha and item consistency using the
Pearson bivariate correlation.

Factor analysis provided a data-

21
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

28

et al.: Volume 10.2

Ricks, Hamner, & Jensen
reduction technique and determined the factor structure of the
HIA, with the factors derived from eigenvalues greater than
one. Deflections in the scree plot were the basis for determining
the factors. We derived face validity from the item that asked participants what they thought the questionnaire was about.

Results
Validity
As measured by the CVR, five items had exceptional content validity (>.57), three items had high-content validity (0.48-0.57), and
two items had adequate content validity(= 0.30; see Table 1). In addition, face validity was maximal, as all the participants indicated
that the survey measured hoarding behaviors.
Reliability
Cronbach's alpha showed that the test had high internal consistency (a= .89; see Table 2). A Pearson bivariate analysis showed
that 44 of 46 correlations were significant at the p < .01 level, and the
remaining two were significant at the p < .05 level (see Table 3).
Factor Analysis
Principal-components analysis showed two factors with eigenvalues greater than 1.0 (5.05 and 1.20) that explained 62.47% of the
variance. Component

I

accounted for 50.50% of the variance and

Component 2 accounted for 11.97% (see Table 4). The scree-plot
deflection indicated one primary factor (see Table 5), and all items
had primary loadings only on the first factor (see Table 6). We interpreted these results as specifying only one primary factor in the
HIA.
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Discussion
The purpose of this study was to determine whether the HIA

-.Id reliably and validly measure the two domains of hoarding:

W patterns of excessive acquisition and (b) patterns of reduced
lisposal. Our results strongly supported the reliability and validity
•

the HIA in identifying hoarding propensities, but had several

weaknesses that will require further research in order to resolve.

The main limitation of this study was the conflict between the
IICl'ee

plot showing one primary factor and the factor analysis indi-

ating two factors. Several patterns of response to the disposal
ilems were too closely aligned with those to the acquisition items

...I thus did not directly address disposal. Also, it is clear the majority of these ambiguous items addressed hoarding factors not specific to this study, such as excessive saving, emotional attachment to

belongings, and clutter. These items need rewording in order to
become more discriminative. For example, the question "I like to
save

things that appear useless to others" could be changed to "I

like to save things that appear useless to others-instead of discard-

in9 them in a timely manner."

Moreover, the HIA should be reviewed

by experts for content validity. As a result of these challenges, we
concluded that the second primary domain should be re-entitled
·abnormally-intensified patterns of acquisition."
Other limitations of our study were the composition of the convenience sample, our lack of expertise in formulating the HIA questions, the use of negative wording of items, and participant bias.
The majority of participants were middle-aged Caucasian homeowners, making it difficult to generalize the findings. The CVR
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could also have been compromised by our lack of expertise in formulating test items.

Only three items were negatively worded,

which increased the possibility of agreement bias. Finally, because
all of the participants agreed that the study was about hoarding,
their responses may have been skewed by social desirability.
If revised appropriately, the HIA could be used in clinical thera-

peutic settings to diagnose hoarding. If it were used effectively, it
would have the potential to reduce the damaging, long-term,
health, psychological, and personal effects of hoarding.
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Appendix A
Questionnaire
Demographics
1-

What is your gender?

Male
2-

Female

What is your age?

Less than 18 18-20 21-30
3- What is your race?

31-40

African-American

Pacific Islander

Asian

Native American

White

41-50 . 51-60

61-70

70+

Hispanic

Other

4- What is your income?
Less than $rn,ooo $rn-$20,ooo
$40-$50,000

$20-$30,000

$30-$40,000

$50,000+

5- What is your highest education completed?
GED

High School

Post-graduate degree

College

Vocational School

Other

6- What is your marital status?
Single

Married

Divorced Widowed

Other

7- What is your type of housing?
Live with parents/guardians
Own condo Own house

Rent apartment/condo Rent house

Other Questions

I restrict my family members from entering my home/apartment because I have so many accumulated items.
1-

Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

I don't buy/collect any items past what I really need.
Strongly Agree
Agree
Somewhat Agree
Somewhat Disagree
Disagree
Strongly Disagree
2-
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3- I am afraid to throw items away because I might need them in the future.

Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

4- I experience difficulty discarding unneeded items.

Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

5- I have difficulty parting with my possessions.
Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

6- I am not overly attached to my belongings.

Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

-,.. I don't become distressed or anxious when throwing things away.
Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

8- I like to save things that appear useless to others.

Strongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

9- My accumulation habits have led to problems with neighbors, roommates, and/or my spouse.

Sttongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

IO-

My home is cluttered to the point that I cannot use all of the living

spaces effectively.

Sttongly Agree

Agree

Somewhat Agree

Somewhat Disagree

Disagree

Strongly Disagree

u- What do you think this test is measuring?
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Table1
Content Validity Ratio

Item

CVR

Restriction of family members

.74

Buy things I past what I need

.48

Afraid to throw things away

.74

Difficulty discarding unneeded items

.49

Difficulty parting with possessions

.91

Overly attached to belongings

.74

Distressed or anxious throwing things away

.57

Save things that appear useless to others

.48

Accumulation habits led to problems with neighbors,
roommates, etc.

.30

Home is cluttered to the point that space is not effectively
used

.30
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Cnwtbach'sAlpha

Cronbach's Alpha

.19

Cronbach's Alpha
Standardized
.89

N
IO
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Table3

Pearson Correlation Coefficient Results
Item

I

2

I

1.00

2

.37**

1.00

3

.44**

.64**

1.00

4

.42**

.69**

.78**

1.00

5

.34**

.36**

.43**

.46**

1.00

6

.41**

.33**

.43**

.39**

.48**

1.00

7

.47**

.23*

.42**

.34**

.43*

.52**

1.00

8

.25**

.38**

.43**

.48**

.30**

.33**

.23**

1.00

9

.35**

.59**

.64**

.80**

.47**

.39**

.33**

.52**

1.00

IO

.42**

.49**

.48**

.56**

.45**

.40**

.27**

.34**

.57**

3

4

5

6

7

8

9

IO

* Significant at 0.05 level (2-tailed)
** Significant at 0.01 level (2-tailed)
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T.ral Variance Explained

lllitial Eigenvalues
Total

% Variance

% Variance

Cumulative %

I

5.05

50.50

5.05

50.50

2

1.20

11.97

1.20

6247

J

0.73

7.32

4

o.66

6.61

s

0.61

6.12

6

0.50

4.95

7

0.44

4.39

8

0.36

3.58

9

0.31

3.06

10

0.15

1.49

Component

---

Extraction Method: Principal Component Analysis
" = Percentage
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Table5
Scree Plot

.
:I

;;;

.
>

C

3

a,

jjj

10

Component Number
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Table6
Component Matrix
Item

Component I

Component2

--

I

.86

2

.82

3

.82

4

.74

5

.71

6

.65

7

.64

.48

8

.61

.37

9

.60

IO

.57

-.34

.63
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Concussion Prevention and Treatment
in American Football for Professional
and Non-Professional Athletes
by Chelsea E. Romney
In the past few years, the National Football League (NFL) has dealt with
considerable controversy regarding the effects of head injury with its professional football players.

Head injuries suffered during hard contact

sports have now been connected to many psychological issues such as depression, dementia, substance abuse, changes in personality, and even
suicide. Concussions suffered in the NFL and at the collegiate level are not
the only concern; in fact, many high school and younger-aged athletes are
suffering from football-related injuries as well. In order to ensure the safety of professional and amateur football players, adjustments must be
made to current Return to Play (RTP) guidelines and their application,
including providing proper medical attention on the field and the overall
attitude toward protection against potentially harmful brain trauma.
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'F
"

ootball is a highly cherished and under-criticized part of
the American tradition. With over 111.5 million fans viewing the Super Bowl last year, it is clear that many Ameri-

-

consider football a part of our culture and enjoy watching this

lad contact sport. However, the dark side of player injury is rarely
aen through the distractions of tailgating, cheerleaders, and

illllnietown pride. In a recent autopsy diagnosis of an NFL star who,
piD£ to committing suicide, requested his brain be donated for

-1y, there were interesting effects. The disorder found in the re-

liRd player is described by Omalu, Hamilton, Kamboh, and
DeKosky (2010) as "representing the cumulative, long-term neuro, IDgic consequences of repetitive concussive and sub-concussive

Wows to the brain, which may be sustained in contact sports" (p.42)
-'erred to as Chronic Traumatic Encephalopathy (CTE). Some of
die symptoms of this diagnosis include early onset dementia, paraaoia, premature Alzheimer's, social reclusion, depression, domestic

wiolence, and, in extreme cases, suicide (McCrea & Powell, 2012).

The key discriminating factor for the development of this disorder

is not one concussion, but rather multiple concussive-like blows.
Sustaining multiple consecutive concussions is not uncommon for

NFL players. In fact, it is somewhat in the nature of the game. This
is unfortunate because it is the very plurality of concussions that
cause the aforementioned damaging neurological effects in football
players. If more steps were taken to reduce the number of concus-

sions suffered within short periods of time, the amount of psycho-
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logical damage suffered by NFL players would almost definitely
decrease.
It is imperative to note that the negative effects of footballrelated concussions do not affect only NFL players. Young athletes
can also suffer from a traumatic brain injury (TBI), and therefore
can be put at risk for the neurological, physical, and mental hardships that often accompany such an injury. Despite the potential
consequences and the increasingly widespread knowledge of football's risks, many children and young adults are still playing football. This is unfortunate because of the likelihood of brain injury in
these young athletes. Yard and Comstock (2009) report, "About 47
percent of high school football players sustain at least one concussion each season, and 35 percent of those who reportedly suffered
from a concussion actually sustained two or more in the same season" (p. 888). These numbers are disturbing when considering that
the effects of even a mild TBI in an adolescent include memory loss,
inability to concentrate and retain information, and even depression and suicidal thoughts (Elbin et al., 2012). These symptoms can
make it difficult for young athletes to perform well in school and
form healthy relationships with peers. It may not be worth the risks
when considering that only "approximately .08 percent of high
school senior boys playing interscholastic football will eventually
be drafted by an NFL team" (NCAA research, 2013, p. 2). With such
high percentages indicating the likelihood of head injury and considering the negative effects that often occur as a result, the current
methods of concussion treatment and prevention in nonprofessional football may be detrimental for young athletes.
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Fortunately, proper treatment and prevention of concussions is

1.-m,le, especially for adolescents. Yard and Comstock

(2009)

Llllale., "This complex issue should be a high priority for sports medilille professionals, parents, coaches and sports administrators, who
work together to improve concussions management" (p. 892).

-

'Ille concerns surrounding CTE and mild TBis in football will be
~

in the following literature review. The consequences of

, CTE will be analyzed using information derived mostly from peer-

ariewed journal articles. Some data will also be cited from mass
media articles and quotes drawn from topic-related interviews. The
illfonnation collected should provide an informed view of CTE in

NFL players as well as an in-depth look at concussions in younger

adaletes and finally propose a new, safer, more realistic mindset for
American football fans.

!BI Related to the National Football League
For the average individual, most brain-related injuries will result

ia hospitalization or medical attention. However, football players
4iffer in their typical treatment of head trauma in a few different
ways. The first is that treatment of head trauma differs between

'1otball and other hard-contact sports. In boxing, for example,
~

trauma that results in a temporary blackout or loss of con-

lCiousness is considered the end of a fight with only a matter of se-

conds before a winner is called. However, in football, when a play-

er regains consciousness they are often expected to return to the
game as quickly as possible (Dekosky, Iknomovic, & Gandy, 2010).

Secondly, athletes are expected to be playing, or ready to play
throughout the entire game, unless physically unable. Yard and
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Comstock (2009) explain this phenomenon by pointing out the difference between a "functional injury" and a "debilitating injury" (p.
890). Head trauma is considered a "functional injury" because, un-

like a sprained ankle or broken arm, a player who has suffered head
trauma may not appear physically hurt or be unable to perform the
movements necessary to continue playing in the current game. Due
to protection provided by helmets, the majority of head injuries in
football occur with no visible damage to the skull. However, head
injuries can most certainly be suffered without a skull fracture. A
concussion is, in fact, the unnecessary or violent movement of the
brain in the cerebral fluid (Bodin, Yeates, & Klamar, 2012). Because
mild traumatic brain injury is relatively invisible compared to other
physical injuries, it receives less attention and therefore often not
enough recovery time.
Return to Play Guidelines

Recovery time for athletes with a head injury is much more important than is often considered because of the negative effects that
specifically accompany successive concussions.

Injured athletes

who play immediately following a concussion experience "slowed
reaction times, which may result in an increased risk of re-injury"
(Yard & Comstock, 2009, p. 889). Studies concerning recovery time
resulted in the publication of official Return to Play (RTP) guidelines (Yard & Comstock, 2009). These include specific "grades" for
concussions and ideal amounts of time needed for recovery. They
are designed to protect players from the negative effects of successive head injuries. The publication ofRTP guidelines has improved
knowledge of the dangers of multiple concussions; unfortunately,
38
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• Casson, Pellman, and Viano (2008) write, the grading system for

CllllCUSSions can be prone to error, and any diagnostic missteps

amceming head injury come with a price. Failure to diagnose a
amcussion can cause an athlete to suffer more injuries, as the brain
lecomes more prone to movement within the skull.

Gronic Traumatic Encephalopathy

The culmination of the effects of successive concussive blows
cat

manifest into Chronic Traumatic Encephalopathy (CTE). With

ay nine confirmed cases, six of which are in retired football play- . this disorder can specifically apply to the unique head injury
c:aes that occur in NFL players. Omalu et al. (2010) describe this

axder as the "chronic neurodegeneration following repeated epi-

•ades of mild traumatic brain injury" (p. 41). CTE is a syndrome of
dllonic dementia characterized by impairment of intellectual func-

...,ing including language, visuospatial skills, personality, cogni-

lilm. emotion, and mood disorders (Yard & Comstock, 2009). The
. IIJIDptoms of CTE can be life-altering and in some cases, fatal. In

Ila. one of the most publicized results of CTE in retired NFL playID is suicide.

Suicidal tendencies of CTE patients. According to the Americai

Foundation for Suicide (2015), men belonging to the racial

poup 'Black' make up just 5.4% of suicides, whereas white males
-=count for 70% of suicides in the United States. These statistics
adicate that the typical NFL player does not fit the description of

dlose most prone to suicide, with NFL players being 68% African
American and approximately 20% white (Powell-Morse, 2014). Yet

Conely (2012) notes that there has been multiple suicides committed
:39
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by retired NFL players. This includes familiar names such as Dave
Duerson, Terry Long, Andre Waters, and, most recently, Junior
Seau of the San Diego Chargers. It is arguable that these cases of
depression resulting in suicide could be connected to the retired
player's career-end or a drastic change of lifestyle and salary. However, this may only be a small risk factor, whereas CTE is directly
caused by multiple concussions and may be more of the root cause
for the retired player's depression and various other psychological
symptoms, and suicidal tendencies.
Living and dying with CTE. Omalu et al.

(2010)

describe a case

study of a retired NFL player, who before committing suicide, requested his brain be studied. The autopsy revealed that the player's
brain tissue had components common to other cases of neurodegenerative disease diagnoses. A behavioral profile was also compiled to examine the player's symptoms. About five years after retirement, the patient began showing signs of dementia and was becoming less and less like his normal self. The authors believe that
these psychological hardships are a result of his numerous concussions. The deceased athlete reportedly lost count after his fifteenth
concussion and failed to report most of them to coaches, teammates, or physicians. This is not uncommon for NFL players. Retired Patriots linebacker, Ted Johnson, believes his current state of
depression, beginnings of dementia, and substance addiction can be
attributed to the countless hits he endured throughout his career.
As he stated, "Officially, I've probably only been listed as having
three or four concussions in my career, but the real number is closer to

30"

(quoted in MacMullan,

2007,

p.1). It is clear that the psy-
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·ca1 effects suffered by football players are not simply due to
.ions, but rather the frequency and poor treatment of con-

Concussion Treatment for High School Football

Players
Ahhough NFL players usually understand the risks involved and

-

a sizable salary to endure the mentioned hardships, there are

,-anger, non-professional athletes who are sometimes less in-

llnned and more at-risk than professionals. Unfortunately, the
aajority of concussion research has focused on college and profes-

lianal athletes, although high school players make up the single

lagest cohort of football players and account for the majority of
.-,rt-related concussions (Elbin et al.,

2012).

Johnson

(2012)

warns,

-rbere is a gap in the medical literature concerning the long-term

tftects of repetitive concussive and subconcussive brain trauma in

Ille population of youth athletes who do not go on to play at profeslional or collegiate levels of sport" (p.
JUllDg

180).

Because most of these

athletes will not make football their career, it is imperative

dlat while playing high school sports they are not put at risk for po-

am.tial neurological and psychological defects that could affect their
quality of life. Most parents would agree that high school athletics
promote self-discipline and build character in young players; however, these benefits are only advantageous if proper precautions are
taken to protect young athletes and their future.
RTP in High School Football

Fortunately, the aforementioned RTP guidelines seen in the
NFL also apply in most non-professional settings. However, ac-
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cording to Yard and Comstock (2009), "less than half of high school
athletes are actually abiding by RTP regulations" (p. 889). This fact
is shocking when you consider that "TBI is the leading cause of
mortality and disability among young individuals in high income
countries" (Kimbler, Murphy, & Dhandaphani, 20n, p. 797). To
help combat this statistic, it is import.ant that efforts are made to
reduce these risks effectively and to increase education on the actual neurologist-recommended guidelines for concussion treatment.
According to Casson et al. (2008), "Most reports of high school or
college athletes say they tend to take up to 7 days to recover from
head trauma whereas the average NFL recovery time is I to

2

days"

(p. 235). Although this demonstrates longer recovery times for these young athletes, a week is still short compared to the amount of
time that is actually needed. According to Henry et al. (20n), "Most
brain injuries are widely believed to take about IO days for recovery,
however research suggests that a full recovery can take up to three
months" (p. 16). Neurologists make it clear that proper treatment of
concussions is necessary, especially for young athletes. Furthermore, due to the commonality of concussion, safety precautions
should be taken seriously by students, athletic staff, and parents.

Discussion
It is apparent that the effects of head injuries due to football can
cause many negative side effects in an injured player's life. Because
of the recent lawsuits, retired player suicide, and harmful effects of
brain injury, the NFL has already begun to make strides in concussion treatment; however, there is still much to be done before players are truly protected from brain injury. In order to insure the
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safety of athletes, changes should be made to the current state of

llP guidelines and their reinforcement. Also, the overall attitude
IDWard head injury should be one of seriousness and caution. More
aeative methods for concussion reduction could also be imple-

mented, such as harsher penalties for hard head hits, proper start-

ing play position, and even new views on proper' padding and helmet use.

Neurologists on the Football Field

It is also important to consider the medical attention provided
ai

the field for injured athletes. Although the current medical aids

cm the sideline are required to have training in head injury and RTP
guidelines, it seems that due to the seriousness and low detection
rare of mild brain injury, it is necessary for a neurologist to be preRnt

at games. Currently, in the NFL and most collegiate teams, a

4octor and physical therapist are present to assess all injuries induding possible concussions. There are some issues with this. First
is that lower-grade concussions may be relatively hard to detect,
especially immediately after they are suffered, because of the lack
of symptoms they cause. Even doctors can have some difficulty in
cliagnosing a concussion on the field; this is demonstrated by the

large amount of players that return to games and are later tested to
prove that one or more concussions had indeed been suffered. In

lligh school, this situation becomes even more precarious with only

an athletic trainer fulfilling the role of on-field brain injury assesSOI".

Bias in sideline medical attention. Along with concussion diagnosis issues, bias can also prove to be an issue. The sideline med-

4:3
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ical team can often be emotionally invested in the result of games.
Being associated with a successful learn may prove to be a motivator for keeping concussed players in the game if it means a possible
win. Requiring a neurologist that has no association to the school
or athletic department to be on the field at all times would enable
this person to act as a referee wit? no team affiliation. Although
knowing a patient's history can be beneficial, the person treating
the concussion should not gain anything from a particular player
returning to a game.

Football organizations such as the NFL,

NCAA, and high school levels hire referees for games; this same
process should occur for hiring neurologists. To solve the issue of
player history, detailed files documenting past head injuries and
baseline test levels should be kept for neurologists to view if needed. The presence of a neurologist may not prove to be beneficial in
prevention of concussions suffered; however this may prove to be
effective in preventing athletes from suffering the uniquely damaging effects of multiple concussions in one game.

Adjustments to Football Rules and Play Methods
Alongside concussion treatment, more preventative methods
could be created, such as the use of penalties for head-related tackles in games and changes in starting positions. First, the starting
position of football is a bent over, headfirst stance. Much like a
runner's starting position, this stance is used so players are near to
the ground allowing them to acquire speed very quickly. However,
this stance increases the likelihood of a head-hit and, considering
that they are starting out with speed, may result in more severe
blows to the head. Theoretically, a standing-up beginning position
44
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like that used in many other sports would most likely result in a

slight decrease in head injury. Also, stricter rules and penalties
should be enforced discouraging the use of heads in tackling or the
targeting of other's player's heads in tackling. Furthermore, there
should be zero tolerance by coaches and referees for intentional
blows to the head or use of the head in tackling methods.

Changes to padding and protective gear. According to Farace
et

al

(2010 ),

there are more concussions in American football than

in rugby. This is surprising, considering the fact that rugby players

do not wear protective headgear like football players. Why, then, do
they experience significantly lower concussion rates? There are a

iew possible reasons for this. First, rugby differs from football in
that tosses are made underhand, therefore balls do not reach the

speed of balls in American football, decreasing the need for runners
., reach high speeds to catch them, which may result in lower impact collisions. However, rugby is similar to American football in

. Ille physical contact aspect: tackling is a large part of both sports.
When tackling, the helmet's key role is protecting the skull and not
aecessarily the brain. Mild brain injury is suffered because of the
Iain's movement inside the skull, not damage to the skull's actual
IIIIUCtllre. The hitting and moving of the brain against the skull is
..._ causes concussion. Due to the steady rate of regular concuslilns, it would appear that helmets currently being used in football
air not

getting the job done. If football continues to be a hard con-

laa sport, it would be wise for engineers to continue working on

- - helmet technology-and perhaps, someday, they may be able
•aeate a helmet that doesn't allow as many concussions to occur.
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Another solution, although it may be controversial and innovative,
is the discontinuation of helmets altogether. Paradoxically, the absence of helmets may prove to be highly effective in helping to decrease brain injuries. Simply, if there is no protection over one's
head, they will probably be more hesitant to use it in tackling. It is
very likely that all options, although pioneering and sometimes
mystifying, are necessary to consider in order to maintain the safety
of athletes that play the beloved sport of football. It is important
that we leave no stone unturned when it comes to the safety of
football players.

Conclusion
Based on the provided research, it is clear that innovative and
creative methods for protecting athletes against concussions are
necessary and long overdue. Clearly, the concern about sports concussion and its risk, whether at the professional, college, or youth
levels, continues to escalate by means of the controversy surrounding suicides and high school football tragedies. Fortunately, the
recognition of this public health issue is growing in intensity. Ironically, the evolution of youth sports is resulting in participation in
sports at earlier ages than ever before. This has led to an increase in
concussive events throughout the lives of children and teenagers
(Shatz & Moser,

2011,

p. 1057). Health care professionals, including

neuropsychologists, who are uniquely qualified to provide support
in this area of expertise, will be of great necessity in the coming
years for football players. Also, inventors and sports equipment
designers will be crucial in the safety innovation process which
football must undergo. Now more than ever, qualified individuals
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-.:I to step in, in order to fix the concussion problem facing prolmaional athletes, and-more importantly-our youth.
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Reduction of Traumatic Brain Injury
Through Helmet Education and Legislation
by Mason T. Bennett
Traumatic Brain Injury (TB!) is a leading cause of many of debilitating
injuries and even death. These injuries often occur in common athletic
activities, such as bicycling, snow skiing, snowboarding, football, and
skateboarding. TB! resulting from each of these activities can be reduced
by the proper use of certified helmets. Surveys have been conducted with
college-age students, neurosurgeons, and the general population, and the
results show that many believe in the efficacy of helmets as a means of
protection. However, cognitive dissonance is displayed in the limited helmet use reported in these samples. Among the reasons researchers have
found for this disparity include personal vanity and the lack of education.
Moreover, those who purchase helmets often select non-certified products.
After considering the efficacy of helmet use in the prevention of TB!, I offer suggestions for legislative policy and public education that could produce reduce the incidence of TB!.
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T

he human body is not made to move at high speeds. We
drive cars, ride bikes, and participate in fast-paced contact

sports, each of which poses a danger. However, proper pre-

cautions can be taken in order to optimize safety in the event of a

damaging accident.

Cause and Effects ot TBI
Damage produced by impacts to the head may cause a Traumatic Brain Injury (TBI). This occurs when the skull accelerates at a

high velocity and is suddenly decelerated by a surface, such as asphalt, and the bone stops moving, but the brain, which is floating in

cerebrospinal fluid, keeps moving. The brain will bounce against

the walls of the skull, causing a concussion or bleeding if the brain
(called a contusion) or both (Ryszard,
ruts and tearing (Corbo & Tripathi,

2011),

2004).

as well as brain-tissue

Although our skulls are

made to protect the brain, possibilities still exist for head trauma
and TBI, especially when we participate in potentially dangerous

activities.
TBI often results in deleterious consequences. Mild TBI may
cause loss of consciousness, headaches, disorientation, nausea,
vomiting, mood swings, blurred vision, or feelings of depression. A

moderate-to-severe TBI could cause an extended loss of consciousness, slurred speech, convulsions or seizures, loss of coordination,

memory loss, fluids draining from nose or ears, impairments of
brain function, or even death (Mayo Clinic Staff, 2012). The brain is
the command center of the body. A concussion or more serious
damage can cause problems not just in cognition but also in body
functioning for months and even years (Kowlakowsky-Hayner,
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Murphy, & Carmine, 2012). Some of these problems worsen with
age. The quality of life for an individual who survives TBI often is
greatly diminished.

Wearing a Helmet Increases Safety
Most helmets are designed so that, upon impact, the foam shell
crushes, allowing the head to decelerate at a slower speed and thus
reduces the force of impact between the skull and brain (Bicycle
Helmet Safety Institute, 2010). A study of 1,710 cases of bicycle
crashes showed that helmet use reduced risk of TBI by 45%
(McDermott, Lane, Brazenor, & Dehner, 1993). Head injury is the
leading cause of death in snow sports, but helmet use may reduce
head injury by up to 60% (Ackery, Hagel, Prowidenza, & Tator,
2007). Increased helmet use leads to decreased TBI, though other

factors play a role.
Some researchers (e.g., Curnow, 2006) believe that it isn't the
helmet itself that reduces injury but instead the cautious behaviors
of the kind of person who would wear a helmet. Perhaps people
who wear helmets are cautious and are less risk-taking, which leads
to less injury, including TBI.

However, other researchers (e.g.,

Hagel, 2006) have pointed out that, when proper experimental controls are used, the results show that people who wear helmets do
not exhibit less risk-taking behavior than those who don't.

Prevalence of TBI
The Centers for Disease Control and Prevention (2013) has estimated that, in the United States alone, 1.7 million people suffer
from TBI each year, and 52,000 of them die as a result of their injuries. This figure corresponds to 30.5% of all injury-related deaths in
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the U.S. Shaughnessy

(2009)

reported roughly

300,000

sports-

Rlated injuries each year. In which they were primarily bicycle re-

lated, with football second, baseball third, and skateboarding
birth.
TBI is a worldwide problem, with many other countries reporting similar statistics. A German report cited approximately

23,000

TBI-related bike injuries in one year. A German poll of two million
people reported that only 5% wore helmets while bicycling (Jung,
Zweckberger, Schick, & Unterberg,

2010).

A Canadian study

showed that there was one fatality every week due to cycling accidents and that they are among the leading causes of death in young
adults (Persaud, Coleman, Zwolakowski, Lauwers, & Cass, 2012).
Kakefuda

(2009)

examined the attitude of college students to-

wards helmets and the incidence of use. The results showed that,
akhough many students were aware that helmets increase safety,
die majority of them neglected to wear helmets. Similarly, the per-

antage of people who actually use helmets during athletic activi1ies is disturbingly low. In the German survey cited earlier (Jung et

al.

2010)

only 5% of respondents reported they wore helmets.

Among the reasons for this neglect are personal vanity and igno-

ance.
Vanity

Kakefuda's

(2009)

study was conducted at Colorado State Uni-

'ft1'Sity, where the author surveyed 315 students who acknowledged

knowing the importance of helmets, but only 37% of them actually
wore helmets in recreational activities, and only 9% wore helmets

i>r bike travel. Respondents reported three main reasons for not
53
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wearing helmets: worry that helmets could mess up their hair, helmets were uncomfortable, and helmets were inconvenient to carry
around.

These were students investing an average of almost

$23,000

a year in their education (see Appendix), but they seemed

to care more about their hairstyle than preserving their head.

Ignorance
Leathern and Body (1998) studied a group of adolescents with the
purpose of determining how knowledgeable they were on the subject of TBI. The authors found that those who had sustained a head
injury of some sort were much more aware of the risks and consequences than those who had not. Adolescents often do not know
the risks they are taking until it is too late, and they have suffered an
injury. This ignorance may lead to apathy, unsafe practices, and
injury.

Effective Preventive Education and Legislative
Initiatives
Despite the strong evidence for the benefits of helmet use, many
people still refuse to use them. For this reason, measures should be
taken to assist people in better understanding proper protective
measures and adopting them in order to prevent injuries.

Education and Exposure
As previously mentioned, research has shown that a person usually becomes cognizant of the risks of TBI after an injury occurs, not
before (Leathern & Body, 1998). The risks of failing to use a helmet
should become common knowledge, though how best to achieve
this goal is uncertain.
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Educational initiatives have tried to teach children and adolescents about the benefits of helmet use. Studies of one program

showed that, initially only 50% of children were persuaded to use
helmets. The program was in effect for six years, but helmet use
never exceeded 60% (Lee & Mann, 2003). In addition, despite their

knowledge about the brain and its vulnerability to damage, only

49.7% of neurosurgeons surveyed by Jung et al. (2010) wore helmets,
just slightly more than the 44.5% of the general public who wear
laelmets.

Education informs people about the dangers going with a helmet. but it needs to be mixed with an emotional factor in order to

l9e more successful. Jung et al. (2010) asserted that people are more
likely to wear a helmet if it viewed as attractive, comfortable, or
aecessary. When helmets are "cool" or desirable, more people may
wear them. The use of emotional components in educational propants

coincides with Kakefuda's (2009) finding that college stu-

41nts who wore helmets did so because they felt it important to do

When facts and emotions aren't enough to persuade someone to
1lllml' a

helmet, laws can be enacted to enforce helmet use. This has

f111Wen to be successful in reducing TBI. When helmet laws were

I

eci in Australia, the use of helmets increased from 31% to 78%,

a.I the incidence of injury was reduced by 48% (Persaud et al.,
i au). A study in California showed that laws mandating the use of
t

1lilllmets

for bicyclists under the age of 17 decreased the incidence of

"lal by 18.2% (Lee, Schafer, & Koppelman, 2005). In 1999 only 16
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states in the U.S. had laws enforcing helmet use for children and
adolescents. These states reported 20% fewer deaths from bicyclemotor vehicle accidents than the other 34 states (Meehan, Lee,
Fischer, & Mannix, 2013).
A study in Israel (Ginsberg & Don, 1994) showed that, whereas a
helmet usually costs about $50, the cost of medical care of TBL is
remarkably higher. If obligatory helmet-use laws were had been
enacted, the potential savings over five years could be as much as
$43.3 million, in addition to emotional and physical benefits. A sim-

ilar U.S. study estimated that the fees for TBI totaled $76.5 billion in
just one year (Finkelstein, Corso, & Miller, 2006). Although people
don't usually like laws telling them what to do, the benefits of mandatory helmet-use laws are hard to ignore. When certified football
helmets were made mandatory by the Nations Operating Committee on Standards for Athletic Equipment (NOCSAE), the occurrence of TBI decreased dramatically, and incidents of TBI related
death dropped by 74% (Savica, Parisi, Wold, Josephs, & Ahlskog,
2012).

A recent article published at Brigham Young University

(Hollingshead, 2013) reported a new type of foam that is being inserted into football helmets. Special sensors transmit impact energy
and other information directly to the coach and personal trainers,
thus assisting them in knowing when to take an athlete out of the
game.
Laws shouldn't just cover more activities but also a wider range
of ages. Currently, most laws mandate helmet use for those aged 16
and under (Meehan et al., 2013). However, 43% of persons hospitalized with TBI were 20 years and older.
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I
Mandating the use of helmets isn't enough if the helmets them-

ahes are not effective in protecting the skull and brain. Bicycle
Wmets are mandated by law to meet the Consumer Product Safety
C,,.,,mission (CPSC) standard. This is a test in which a 5-kg weight

a dropped from a height of 1.2 meters (Bicycle Helmet Safety Institme,

2010), thus simulating a human head falling from mounted-

llicycle-riding height. If the helmet prevents an impact of less than
)DO g of force,

it is considered safe. An impact above 300 g has been

shown to cause head injury e (S-1 Helmets, 2013).
As previously mentioned, skateboarding is the fourth most-

mmmon cause of TBI (Shaughnessy, 2009), yet there is no regulation for skateboard-helmet safety standards.

Many skateboard

laelmets are manufactured to pass the American Society for Testing

and Materials (ASTM) test. In this test, the helmet undergoes a 3i>ot drop or a 7 mph impact multiple times (ASTM Standard, 2003).
However, the test does not effectively measure the effect of an actual fall, which would frequently be from a height of more than three

feet. Also, although many regulatory agency and manufacturer
studies have examined bike helmets, there is a further need for
peer-reviewed research that demonstrates the comparative dangers

of soft-foam, or non-certified, helmets, which are frequently purchased because of convenience and comfort.

Discussion
TBI is a pervasive global health issue. It results in injury to and
the death of hundreds of thousands of people each year as well as
the expenditure of billions of dollars. Steps need to be taken to re-
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duce this tragic cost. Helmets are one means for reducing TBI. Increased helmet use can be achieved through preventative education
and legislation mandating the use of helmets.
There is presently a dearth of empirical research focusing on
sports such as skateboarding, which results in poorly informed consumers, as well as companies that sell unsafe products. Further research on helmet safety standards will help manufacturers to create
affordable but effective helmets. With confidence in helmet protectiveness, widespread knowledge ofTBI risks, and an emotional impetus to use helmets, their use may well increase, thereby reducing
the risk of TBI.
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Appendix
Cost of Attendance for the 2013-14 Academic Year
Source: Colorado State University (2013)
The following reflects the average cost of attendance for a fulltime student during the nine- month academic year. These are estimated expenses. Tuition and fees are direct costs while all other
expenses will vary based on living arrangements, major, marital
status and lifestyle. Charges for Technology, Special Course Fees
and Differential Tuition, and loan fees (if you are a Direct Loan borrower) are not included in these estimates. On-campus room and
board will raise your costs depending on your specific residence
hall and the meal plan you select.

Expenses for Undergraduate Resident
off campus

on campus

Tuition & General Fees

$9,266

$9,266

Housing & Meals

$8,982

$rn,504

Books & Supplies

$1,126

$1,126

Transportation

$674

$674

Other Educational Costs

$1,314

$1,314

Total

$21,362

$22,884

http://registrar.colostate.edu/students/tuitionfees/index.aspx
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Perceptions of Interracial Marriage
Through the Eyes of Individualistic and
Collectivist Cultu.res
by Stephanie R. Herzog, Samuel Major, Sunny Cho,

Eliza.beth Ammons, and Haeeun Lee
Author Note
We thank Dr. Milde South and Dr. Gregory Busath for aiding in the

development of the IMAM by providing feedback and suggestions in
regards to the IMAM psychometrics and its validity and reliability.

Recent increases in immigration and globalization show dramatically
augmented numbers of interracial marriages, especially in the United
States. This study examined the unique effects of ethnicity on attitudes
towards interracial marriages, particularly those with a collectivist (Eastern) and individualistic (Western) cultural background.

A combined

sample of 171 Caucasian and Asian college students responded to the Interracial Marriage Attitude Measure (IMAM) to measure acceptance rates of
interracial relationships. Findings suggest that race is an effective predictor of attitude, and Asians were significantly less favorable towards interracial marriages than Caucasians. The results supported our hypothesis
that Asian collectivist societies feel more strongly about keeping to tradi-

tional ideas than American individualist societies. These findings may be
useful to clinical and counseling psychologists in providing therapy to interracial couples.
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B

BC's television show Doctor Who is popular due to its recent widespread fame in America. This current popularity
is attributed to its fascinating storylines, intriguing charac-

ters, and heroic fanaticism. However, this show not only presents
well the stories of the lonely time traveler, but it is helpful in reveal-

ing a popular and rising trend in .Q.ot only the United States, but the
world: increased promotion of interracial relationships. For example, when the Doctor meets his first companion, Rose, she is dating
a man of a different race. Doctor Who is not the only media icon
where this trend appears: Big Bang Theory, Grey's Anatomy, Lost, ER,
Scrubs, and Psych are other examples. As observed by Lewis and

Ford-Robertson (2010), "the American society is undergoing unprecedented cultural changes in the 21st century," and one cannot
ignore the "tremendous increase in interracial dating and marriage
over the past several decades" (p. 405). This increase in interracial
relationships has brought forth a question we asked regarding this
movement: What cultures are affected by this movement? Are just
Western cultures influenced, or are Eastern cultures influenced as
well? In addition, we asked what influential factors continue to affect individuals' beliefs and attitudes about interracial romantic relationships.
Researchers have suggested that immigration is the reason for
the noticeable increase in the frequency of encounters with nonnative Americans in our daily lives (Jacobson & Heaton, 2008). The
increase in cross-cultural interaction in the U.S. has led to a steady
increase in interracial marriages in the United States, despite the
many differences between ethnicities (Lewis & Ford-Robertson,
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2010).

When studying the association between social settings and

interracial marriages, Johnson and Jacobson

(2005)

found that ap-

proval had a significantly larger influence on inclination than other
potential factors. In other words, marriage is not just a matter between the two individuals but also is bidirectionally influenced by

the individuals' cultural ecosystems, such as their family or society.
Therefore, it would make sense that if the society or culture from

which an individual comes is more approving of interracial marriage, then interracial marriage would occur more frequently.
As the trend of interracial marriages has increased, researchers

have studied factors, both cultural and social, that affect interracial

relationships. Such factors include interracial physical attraction,
aoss-cultural dating traits, and the influences of individualism and
collectivism on socio-sexuality (Fong & Aaron,

2010;

Wilkins, Chan,

Ii: Kaiser, 2011). Although many studies have established significant

relationships of collectivist and individualist dimensions with attinades, values, and behaviors (Bornstein et al.,
2010),

2007;

Fong & Aaron,

much of what has been done has examined very specific fac-

rors or has focused on attraction interracially. These studies have
not specifically addressed how well interracial marriages are ac-

cepted among cultures, and the general extent to which an individ-

ual's social origin affects how he or she will view interracial relationships.
Inspired by the results of previous studies, the purpose of this
study is to examine the influence of social origin on acceptance of

interracial marriage. For the purpose of the study, we defined social origin as being the type of social background in which an indi-
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vidual was raised in regards to decision-making concerning relationships. We examined two specific types of social origin: individualism and collectivism. Individualism is a culture where there is
an emphasis on advocating the liberty, rights, or action of the individual. In the context of relationships, individualism advocates that
every person has the right to choos.e whom they want to have a relationship with, independent of familial or social pressures. For this
study, we have chosen a sample of Caucasians from a large university campus to represent this type of social origin. The second social origin is collectivism, a culture where emphasis is placed on
familial and community interactions. This culture makes choices in
regards to marriage based on family and social pressures. We have
chosen a sample of Asian students from a large university campus
to represent this social origin. Acceptance rates are defined as the
extent to which individuals approve of or assent to interracial relationships.
In establishing a meaningful correlation between social origin
and acceptance, we hope to add to the general body of knowledge
concerning the subject of interracial marriage. We are also attempting to see if all of the factors already identified in previous
research can be condensed into the larger factor of social origin.
This work can be used to aid researchers, social workers, and psychologists alike.
We propose two hypotheses: first, we hypothesize that the participants from the collectivist (Asian) group will have significantly
lower acceptance with very little variance within the group; second,
we anticipate similar variance levels from the individualist (Cauca-
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sian) group, but with significantly higher acceptance of interracial

marriage. The difference in acceptance would point to the conclusion that social origin plays a significant role in an individual's acceptance of interracial marriage and relationships.

Method
Participants

We recruited a convenience sample of 187 participants. Participants who reported ethnicities other than Caucasian or Asian or
who did not complete the questionnaire were not included in our
analysis, which left 171 final participants (70 males and 101 females)

of either Caucasian (n=88) or Asian (n=83) race. The specific country
of origin was not taken into account for either race as specific variables in the statistical analysis. Participants were mostly college students within the age range of 18-30 years, with a mean age of 21.7
years and a standard deviation of 2.1 years. Of our participants,

61

were international students currently attending school in the Unit-

ed States; 109 were US citizens; I participant did not report citizenship information. Twenty-three participants reported they were
first-generation American, and 89 reported to be multi-generation
American. Slight discrepancies between totals are the result of reporting errors on the part of the participants and researchers.

Measures

We created the Interracial Marriage Attitude Measure (IMAM)

b this study (see Appendix). The questions were developed based
on previous research (Kim, 2011; Wilkins et al., 2011). This measure
was also given to two professors from the BYU Psychology depart-

ment, one of whom is considered an expert on the development of
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psychological tests, who rated it for face validity. Both found it to
be valid.

This questionnaire has eight demographic items and

twelve items about interracial marriage. Before administration, we
discarded two items (5 and 8) from our original questionnaire to
increase reliability, so our final questionnaire had

IO

items in a five-

point Likert scale format (I-strongly disagree, 2-slightly disagree, 3-

neutral, 4-slightly agree, and 5-strongly agree). The higher the total
score (out of 50) on the IMAM, the more accepting a person is of
interracial marriage.

Procedure
Over a two week period, we distributed the questionnaires to 187
students at two local universities and in student apartment complexes surrounding those universities. We assigned our Asian researchers to collect from the Asian population and the Caucasian
researchers to collect from the Caucasian population. Each participant was given a consent form to read and sign (if they agreed to
participate in the study) and the IMAM. Both the consent form and
the questionnaire were collected after the participant had finished
their responses. Each questionnaire was assigned an ID number to
protect the confidentiality of the participants and this ID number
was used in place of names from the point of administering the
questionnaire until the study was complete. All hard copy data was
shredded to protect the confidentiality of the participants.

Data Analysis
The post-administration statistical analyses were run in SPSS
using a one-way AN OVA to test the effects of culture on the overall
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attitudes toward accepting interracial marriage. We also calculated
a Cronbach's alpha to assess the reliability of our measure.

Results
The internal consistency (calculated using Cronbach's alpha) for

the IMAM was .87, demonstrating excellent reliability for the measare. Using a one-way ANOVA, we compared racial differences between Asians and Caucasians in acceptance of interracial marriage

anitudes as calculated from the IMAM measure. Asians expressed
lower levels of acceptance of interracial marriages than Caucasians

RI. 169)=27.83, p<.OOI, with a moderate to large effect size

(r/ =.14).

The mean IMAM score for Caucasians was m=42.2 and m=36.6 for
Asians, with a standard deviation of s=5.9 for Caucasians and s=7.8

b Asians (see Figure 1).
Discussion
As indicated by our results, we have shown a strong relationship

lletween social origin and interracial marriage acceptance. Using

die scores of the IMAM, we were able to gather quantitative support for our hypothesis-(1) the collectivist group had lower acaptance compared to the individualist group.

Additionally we

pl!dicted both groups would have little variance within the group.
However, the relatively large standard deviation, particularly for

Ille Asian sample, suggests that maybe those foreign born are more
cmllectivist relative to those born in the US. Nevertheless, the re-

alls of our research have provided evidence that social origin does
illpact individuals' acceptance of interracial marriage.

The large sample size and nearly even distribution of Caucasian
• Asian participants in our sample adds strength to our study and
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helps minimize potential biased results of the IMAM. Also, the use
of researchers collecting data from those of their same ethnicity also provided strength by decreasing potential barriers caused by stereotype threats that may have factored into how participants chose
to answer the questions on the IMAM. The excellent internal reliability of the IMAM is also a strength that contributed to such strong
results.
However, our study is limited in that we did not take into account whether the samples representing each culture were foreignborn or born in the United States. In other words, we assumed that
the culture is very similar for foreign-born Asians and Caucasians
and locally born Caucasians and Asians. Therefore, further research exploring these variables should be done in order to increase
the validity of our findings and show increased support for the importance of social origin on acceptance of interracial marriage. As
our study used a convenience sample, it would be ideal to repeat
the study with a more randomized sample. In addition, using an
electronic version of the IMAM may prove to be more useful than
distributing paper copies.
Our findings add to the theory pool of factors that influence the
development and sustaining of interracial romantic relationships.
Our research backs up similar findings from Bornstein et al. (2007)
and Fong and Aaron (2010) on the established and important relationship of culture (or, in our case, social origin) on attitudes and
behaviors. Similar to the findings of Jacobson and Johnson (2005),
our study implies the importance of cultural approval on one's in-
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clination towards interracial marriage, with an emphasis on one's
social origin.
The information that stems from this study can be used to aid
future research on this and similar topics regarding interracial marriage. The results of our study, as well as the IMAM, may also be
helpful for clinicians in the field who work with interracial couples
and families.

Knowledge gained through the use of the IMAM

about the impact of social origin on acceptance could generate ideas and potentially provide actionable feedback to clinicians who are

counseling interracial couples.

In conclusion, our research and the IMAM provide further evidence of the importance of understanding cultural and social influa1ees on the development of interracial relationships. While our

SIUdy has helped answer the questions we initially asked, it has also

prompted many more. For instance, it would be interesting to look

further into the potential reasons behind such a high standard deYiation of scores for the Asian sample in future research studies, or

., look at specific countries of origin and the response of IMAM
KOres, particularly the variance of scores within a particular racial

group. Moreover, continual use of the IMAM in further research
with both larger and more diverse samples (such as different age

groups or ethnicities) would increase the reliability and validity of
GUI'

measure, allowing for an enlarged generalization to the ever-

apanding, culturally diverse population of the United States.
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Figure 1. Average Interracial Marriage Attitudes Measure scores

for Caucasian and Asian students. Error bars indicate ±I standard
error.
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Appendix
Interracial Marriage Attitude Measure
Date: _ _ _ _ __
Instructions: Please answer the following questions about your demographics. Circle the correct response or fill in the space provided.

Are you an international student? Yes or No
Are you a citizen of the United States? Yes or No
Are you a first-generation American (you were raised here but both parents are from another country)? Yes or No
Are you a multi-generation American (your family has lived in the U.S. for

at least two generations)? Yes or No
What is your gender? Male or Female
What is your religious affiliation, if any? _____________
What is your race/ethnicity? ____________
How old are you? _ _ _ __

Instructions: Please rate how much you agree with each statement described below. Circle the corresponding number that best describes what
you think or how you feel.
1

=Strongly Agree

4 =Slightly Disagree

2

=Slightly Agree

3 =Neutral

5 =Strongly Disagree

My family does not accept interracial marriages
2

3

4

5

My religion does not accept interracial marriages
2

3

4

5

I feel comfortable dating someone of a different race/ethnicity.
2

3

4

5
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"'*1-racial Marriage Attitude Measure, contd.
I would marry someone of a different race/ethnicity.
I

2

3

4

5

My family would approve of me marrying someone of a different
iace/ethnicity.
I

2

3

4

5

I think it's acceptable for interracial couples to raise mixed children.
I

2

3

4

5

I have friends that are involved in relationships with someone of a differ-

em race/ethnicity.
I

2

3

4

5

I enjoy being around those friends who are in an interracial relationship.
I

2

3

4

5

rm physically attracted to those of a different race/ethnicity.
I

2

3

4

5

My friends would approve of my being in a relationship with someone of a
different race/ethnicity.
I

2

3

4

5

Developed by Stephanie R. Herzog, B.S., Sunny Cho, and Gregory Busath, Ph.D.,
X>U
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The Internet:
Changing the Face of Infidelity
by Krista Keddington
The ubiquity of the Internet in society has had a lasting impact on many
things, including the commonly accepted ideals concerning infidelity. This
paper reviews current literature on infidelity, beginning with the negative
consequences of infidelity and the characteristics most commonly associated with individuals involved in infidelity. Although there is extensive
knowledge gained from these studies, the advent of the Internet has
changed infidelity, including both the type of people involved and the actions that are considered to be unfaithful. This change in practice may
necessitate a change in the current definition of infidelity. Consequently,
advances in the research of fidelity need to be made so as to include these
changes and increase the effectiveness of prevention.
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W

hen most individuals enter into the marriage contract, im-

plied, if not outright specified, is an agreement of complete

fidelity (Lalaz & Weigel, 2011). Yet, according to Buss and

Shackelford (1997), 20%-60% of all married individuals, depending
,_ their gender, will be involved in an extramarital affair at some

.-nt in their marriage. The consequences of these behaviors are
M not only by the individuals who have direct participation in the
attamarital affair, but also by society as a whole. For example, in-

Melity is one of the leading causes of divorce (Shackelford & Buss,
11f97), which is associated with negative consequences such as high-

• increases in divorce rates for children of divorce and a society

1llaat places less emphasis on commitment (Brody, Neubaum, &

Forehand, 1988; Murray & Kardatzke, 2009; Roscoe, Cavanaugh, &
Kamedy, 1988). Even if the couple does not divorce as a consetpence of infidelity, emotional distress is increased (Gordon, Baua>m, & Snyder, 2004) and overall marriage quality decreases (Previ-

li & Amato, 2004).

Past Research on Infidelity
Predictors of Infidelity
Efforts toward preventing infidelity and divorce in the past often
include identifying individual characteristics linked to higher rates

of infidelity. Males are significantly more likely to participate in infidelity than females (Lalaz & Weigel, 2011), as are individuals who
rate high in extroversion and openness and low in agreeableness

and conscientiousness on Goldberg's Big-Five Personality Factors
(Orzeck & Lung, 2005). Other demographic variables associated
with higher infidelity include younger age when first married, a
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high level of education, and high income and work status (Atkins,
Baucom, & Jacobson, 2001). However, dimensions of sexuality characteristics and relationship factors have been found to be more predictive of infidelity than other demographic variables (Mark,
Janssen, & Milhausen, 2011).
Relationship factors associated with high rates of infidelity include low sexual satisfaction and a lack of positive communication
(Shackelford & Buss, 1997). Similarly, Maddox Shaw, Rhoades, Allen, Stanley, and Markman (2013) found that lower relationship satisfaction, negative communication, and lower dedication predicted
infidelity in unmarried opposite-sex relationships across

20

months, indicating that this effect is present in more relationships
than traditional marriage ones.
However, as the Internet has grown in popularity and accessibility, the nature of infidelity has changed. Because the Internet provides a more diverse and accessible way of communicating, the definition of infidelity has changed, and likely some of the characteristics of the individuals most likely to take part in it. Thus, the Internet has created a gap in the literature of infidelity, and consequently the applicability of the current knowledge in preventing infidelity is limited.
As I will demonstrate later, prevention of infidelity is important

because infidelity is often cited as a destructive influence to individuals, families, and societies in general. Redefining infidelity to
include online actions is the first step to identifying personal characteristics of individuals involved in infidelity, which can then be
used to aid in prevention of infidelity and its destructive conse-
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quences, including divorce and emotional distress for the individu-

als involved and their close relations.
Emotional Distress and Infidelity

Knowing that research has illustrated a link between infidelity
• a cause of marital distress and divorce, Previti and Amato (2004)
were interested in learning whether marital distress was also a

cause of infidelity. In their model, marital happiness and divorce
proneness were posited as both causes and consequences of infidelity. While divorce proneness at the first time point significantly

predicted infidelity, infidelity was a stronger predictor of both diwrce proneness and marital happiness at the second time point,

and divorce over time.
Emotional distress in the form of depression is common, along
with other symptoms of post-traumatic stress disorder, among indi-

Yiduals in relationships where infidelity has taken place. In addition
., the individual emotional stress, infidelity has a negative impact
cm the relationship between the partners, with trust, commitment,

and empathy all being severely decreased (Gordon et al., 2004).
Gordon and colleagues (2004) argued for a therapeutic treataaent that parallels treatment used when aiding recovery from an

interpersonal trauma. The conceptualization of the treatment in

mis way illustrates the serious and detrimental effect infidelity has
cm both the individuals involved, as well as the relationship between the individuals. Consistent with this idea, they found the
partner not directly involved in the extramarital affair experienced
more negative emotional distress, such as a decrease in personal
positive assumptions, than the other partner.
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In addition to the injuring partner experiencing less distress,
men have been found to experience ·less distress after an extramarital affair (Cramer, Abraham, Johnson & Manning-Ryan,

2001),

a

finding that is unsurprising given that men are found to engage in
extramarital affairs more often (Lalaz & Weigel,

2011).

Investigation

into the differences between reactions to extramarital affairs has
showed that in relationships where there had been a known extramarital affair, demand behaviors in communication were high, especially coming from the injured partner (Balderrama-Durbin, Allen, and Rhoades,

2012).

Surprisingly, there was little difference in

withdraw communication behaviors, which normally accompany
demand behaviors, between the partners. Despite only portraying
increase in one destructive communication behavior, these results
illustrate that infidelity has a negative impact on the relationship
itself, in addition to the emotional distress it brings to the individuals in the relationship.

Relationship Between Divorce and Infidelity
In

2008,

the number of divorces was approximately

40%

of the

number of marriages, a number that, while decreasing in recent
years, is still high (U. S. Department of Commerce,

2012).

In one

survey, a lack of commitment in the marriage was the most commonly cited reason for divorce (Johnson et al.,

2002).

Specifically, a

nationwide study found infidelity to be the highest reported cause
of divorce (Amato & Previti, 2003). Results from a 17-year-long study
suggest that while infidelity is cited as a major cause of divorce, it
appears that infidelity only has such a strong effect on already weak
relationships in which thoughts of divorced have previously been
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apressed (Previti & Amato, 2004). Still, as divorce has been associ-

ale<i with higher levels of depression, an increase in health problans, and lowered life satisfaction (Amato & Previti, 2003), for the

individuals involved, it is worth trying to prevent any major contri-

The individuals directly involved in the divorce are not the only
enes affected by it. Among the population experiencing the negative effects of divorce are the children of divorced parents. These

children have been shown to be at a higher risk for divorce themselves, even when controlling for various demographics, such as

income and education (Murray & Kardatzke, 2009). The impact on
children is magnified when there have been multiple divorces and
remarriages because the constant disruption of the family unit does
not as readily allow for positive adjustment (Brody et al., 1988). Fur-

lher, high divorce rates impact society, as younger individuals tend
IO be

more open to termination of relationships after infidelity than

older individuals (Roscoe, Cavanaugh, & Kennedy, 1988). These

findings suggest an overall decrease in commitment level of younger generations, which could lead to more casual attitudes about in-

fidelity and thus, increased rates of infidelity.

Defining Infidelity
In order to assess the negative consequences of infidelity, actions
that constitute infidelity must first be evaluated. While infidelity

has been defined in different ways, there are several characteristics
that are present in most definitions. Also consistent across studies
are many of the characteristics of individuals and relationships

found to predict infidelity.
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Current Definitions
While the definition of infidelity varies between studies, there
are features that are common to most, if not all definitions. The
basic definition of infidelity found in studies is the engagement in a
sexual interaction-ranging from kissing to sexual intercoursewith an individual outside of a primary marriage relationship (Allen et al.,

2008;

Amato & Previti,

rama-Durbin et al.,

2012).

2003;

Atkins et al.,

2001;

Balder-

Roscoe, Cavanaugh, & Kennedy

(1988)

extended this basic definition to also include long-lasting dating
relationships. Others have changed the definition of what actions
constitute infidelity to include the intention to be unfaithful (Lalaz
& Weigel, 2011) and sexual interactions that jeopardize or produce a

negative impact on the relationship (Mark et al.,

2011).

Surprisingly,

only studies looking at gender differences in reactions to emotional
verses physical infidelity include an emotional aspect in the definition of infidelity (Cramer et al.,

2001).

As the Internet provides

anonymous communication that allows for more free expression of
emotion, inclusion of emotional infidelity in the basic definition is
increasingly important.

Internet Infidelity
Despite extensive research in the field of infidelity in marital relationships, current knowledge of correlates of infidelity is insufficient because of the impact the Internet has had on the definition of
infidelity.
One of the most significant effects of the Internet on society is
the opportunity it provides people to create an alternate identity.
Gerson

(2011)

looked into how the Internet affects couples and
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'-nd that the Internet helps individuals to express aspects of
lllemselves that are otherwise suppressed. Expressing two different

illentities in different situations creates disconnect within individu-

als.

with only certain characteristics expressed in each situation.

lecause of disconnect between the two identities, it is easier for in,.&vicluals to form relationships online that are disconnected from

Ille relationships in their everyday life. As the Internet has become
aore prevalent, dating practices and standards of acceptability for

ailine behavior have changed as well (Gerson, 2011). Helsper and
Whitty (2010) found that married partners were more likely to agree
-

proper online etiquette than two people not in a relationship,

a.at this is unimportant in light of the fact that often members of the
Rlationship do not discuss the standards to begin with (Gerson,
mu). In addition to changing standards of online behavior, the Inlanet has also introduced completely new ways of being unfaithful.

Pornography, Hot Chatting, and Cybersex. Pornography use is

a unique form of infidelity because it does not fit in either of the two
most commonly created

categories (physical and emotional infideli-

ty). but seems to be a distinct category (Whitty, 2003). While por-

nography is not a new form of infidelity, the Internet has increased

the availability, anonymity, and affordability of pornography
CCooper, 1998). Online pornography consumption is high (Carroll et
al, 2008), a fact illustrated by the social acceptance of pornography

riewing evident today. Often, use of pornography is not considered

by researchers to be a type of infidelity, especially when partners

view it together. However, as the effects of one partner viewing
pornography without the presence of the other partner has effects
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similar to those of more traditional forms of infidelity, such as decreased sexual satisfaction (Morgan,

2011;

Yucel & Gassanov,

2010;

Zillmann & Bryant, 1988) and partner's feelings of betrayal (Manning,

2006),

it is reasonable to include it as a type of infidelity. Spe-

cifically, when included in the model predicting sexual satisfaction,
higher levels and more types of pornography used predicted lower
sexual satisfaction even when controlling for traditional infidelity
(Yucel & Gassanov,

2010).

That the partner is absent is important

here because it more closely imitates traditional infidelity, as well as
being the most common use of pornography.
In addition, pornography use is associated with less commitment (Lambert, Negash, Stillman, Olmstead, & Fincham.,

2012).

Replicating their results across multiple studies and methods (including cross-sectional, experimental, and behavioral), Lambert et
al.

(2012)

found individuals who consumed pornography at high

levels were less committed and more likely to engage in an infidelity. Additionally, they found commitment mediated the association
between pornography and infidelity. Pornography use also increases the likelihood of participating in other types of infidelity (Wright
& Randall,

2012).

Stack, Wasserman, and Kern

(2007)

found that in-

dividuals who use pornography were more likely to participate in
risky sexual behaviors, including having committed an infidelity
and engaging in paid sex.
Cybersex and hot chatting are two other actions introduced by
the Internet. While there are slight variations in these definitions
depending on the researcher, most people define cybersex in terms
of interacting with someone online with the purpose of gaining
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9!!Dlal gratification and hot chatting in terms of socializing online

daat goes beyond simple friendly or light-hearted flirting (Whitty,
:aoo3). Unlike pornography, cybersex and hot chatting involve inaaactions with another individual and, as such, are often viewed as

a greater infidelity (Whitty, 2003). However, as cybersex and hot
matting are newer forms of infidelity, more research needs to be
tlone in order to understand their full effects.

Online Versus Oflline Infidelity. To explore how the Internet

llas affected infidelity, Whitty (2003) had 1,117 males and females
between the ages of 17 and 70 complete a survey in which they were
given examples of negative relationship behaviors and were asked
ID rate
" ID be

on a 5-point Likert scale how much they perceived the action

considered an infidelity. Items included both offline actions-

with examples being "going to strip clubs," "engaging in inter-

course/sexual acts," and "sharing deep emotional and or intimate
information" (p. 573)-and online actions-with examples being
'"viewing pornographic pictures on websites", "engaging in hot
chat", "engaging in cybersex", and "maintaining a non-sexual rela-

tionship" (p. 573). All items specified that the behavior was done
without the presence of the respondents' partner. Situations in-

volving cybersex and hot chatting were most agreed upon as acts of
infidelity with only sexual intercourse rating higher. This finding
illustrates that not only has the Internet introduced new ways of
committing infidelity but that these acts have quickly usurped other, more physical infidelities in perceived seriousness. In interpret-

ing her results, Whitty stated that this data "suggests that people at
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least perceive online acts of infidelity as authentic and real as offline acts" (p. 576).

A More Inclusive Definition of Infidelity
Because the Internet increases the opportunity and ease of engaging in infidelity, often those involved in online infidelity are introverted and lack social skills, despite previous correlates of infidelity including extroversion and openness as personality characteristics (Orzeck & Lung, 2005). The availability of the Internet has
also opened the door for individuals to commit infidelity who otherwise would not have because of a lack of opportunities to engage
with other individuals (Gerson, 2011), a factor that has been found to
be associated with higher rates of infidelity (Atkins et al., 2001).
Based off of the results of her study, Whitty (2003) suggested that
one of the reasons Internet infidelities need to be included in research definitions is that infidelity often has less to do with the
physical act than with the fact that the partner feels the need to seek
sexual satisfaction from someone else. Her research also suggested
the need to create a unified definition of infidelity to be used in all
research as the data found illustrated the differing opinions among
people as to what constitutes an unfaithful act.
As argued by Zola (2007), the definition of infidelity used in research should include everything from sexual intercourse to financial betrayal. Specifically, she states that the definition should include any "act of an emotional and/or physical betrayal characterized by behavior that is not sanctioned by the other partner and
that has contributed to considerable, ongoing, emotional anguish in
the non-offending partner" (p. 27). While it might seem extreme to
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include financial betrayal in a definition of infidelity, using such a

hroad definition throughout all studies concerning infidelity would
help to update and increase knowledge concerning important correlates. This knowledge can then aid in reducing the incidence of
infidelity and its associated negative consequences.
The two current categories of infidelity used in research are
pliysical and emotional, although there is a much greater emphasis

flaced on physical infidelity. However, many of actions that could
'1e considered to be infidelities that are perpetrated on the Internet
•

not cleanly fall into the two categories. Because of the increased

aa:essibility and types of unfaithful interactions, the individual par-

ticipating in infidelity has changed with the growth of the Internet.

Thus, the current predictors of infidelity are not completely valid.
The possible invalidity of the current research illustrates the need

ha new, standardized definition of infidelity in research.
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Parents an4 Education:
Their Role in Influencing
Educational Outcomes in Children
by Calista Maas
Educational outcomes for children have recently decreased nationwide, in
part because of a decline in teachers' efforts to sufficiently educate students. Additionally, research indicates a decline in parents' contributions
to their children's learning. As a result, more students are failing to graduate from high school, and suggestions implemented to improve the situation do not appear to be effective. Parents are allotting less time to help
their children with schoolwork, which contributes in hindering the creation of a positive learning atmosphere at home. In addition, parents are
becoming less involved in school activities, which may pr~mpt social and
intellectual distress in children. Parents should provide a positive home
environment, create and maintain boundaries for their children, and strive
to participate in their children's academics to improve their children's
learning experience. This review will evaluate the current state of education and ascertain ways parents can assist in advancing their children's
learning.
Keywords: children, education, parent, involvement, school
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Parents and Education

T

here can be little doubt that in the last ten years there has
been a general decline in the educational outcomes for kin-

dergarten to

r2

th

grade students in the United States. Ana-

lional survey taken in 2009 by the Council on Foreign Relations

bmd that more than 25 percent of students fail to graduate from
ligh school in four years. Additionally, after taking the ACT, only

:a percent of students meet "college ready" standards (Klein, Rice,
a Levy, 2012). The deterioration of quality education is impacting

audents nationwide as they are expected to do less in class by their
-.:hers, while at the same time parental involvement in academia

ii diminishing. As Chawla (2012) declared, "there is a lot of importance of the home environment or family on pupil's/student's

academic performance" (p. 1). Parents and the family in general can
significantly alter the academic outcomes of their children.
Factors other than lack of parental involvement have also added
a,

the general decline in education quality. The achievement of a

audent is not solely dependent on what takes place in the classlDOm;

it is also affected by what takes place before and after school.

The influence of a parent has been identified as a key factor in their
audent's future achievement (Halawah, 2006). Child development
specialist Honig commented, "Family is the first school for young
children, and parents are powerful models" (Collins, Jordan, &
C.Oleman, 1999, p.140). Psychologist Balter (1988) added to this idea
when he remarked, "As a parent, you will often serve as an inadftrtent example to your child" (p. 30). A parent's attitude towards
education is extremely influential for their children for their future
achievement or failure in academia.
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When parents become preoccupied with their own careers and
motivations, this may contribute to the neglect of their children and
their children's educational potential. In order address this problem, one must remember that the home is the place where the moa
good can be accomplished. As professed by Chawla (2012), the family is essential to the overall development, protection, and wellbeing of its members, which includes the education of their children. Therefore, parents need to provide their children with a supportive and nurturing environment in which they can successfully
learn. As this review will explain, to improve and perpetuate the
academic success of children today, parents must create a positiYe
atmosphere in the home, establish necessary boundaries, and be
actively involved in their children's education.

Being Actively Involved in a Child's Bducation
The involvement of parents in their children's education is
something that has occurred across cultures and has been vjewed as
being beneficial for a child's education and overall well-being.
Chen and Ho (2012) commented that the "quality of the parent-child
relationship and the ... children's assumptions of their parents' educational values" (p. 315) increased the child's educational outcome
and resulted in the child continuing on to receive higher education
at a college or university. As parents care about their child's success, the child has a desire to meet the educational values held by
their parents. Correspondingly, studies have found a correlation
between parents' participation in their children's education and different positive educational outcomes for children and adolescents
as students (Gutman & Midgley,

2000).

Despite this evidence sup-
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porting that parent involvement is important, some parents are becoming less and less interested and engrossed in their children's
schooling.
Parents Helping with Homework

Research has shown that individuals who bond through common goals grow closer. Estlund (2003) stressed that "the process of

"working together'

both

depends

on

and

helps

to

pro-

duce... constructive intergroup relations" (p. 5). In the case of parents and children, if parents assist with their children's homework,

they are working towards the child's understanding while strength-

ening their relationship with one another. Clark (1993) asserted that

a parent's behavior towards their children can greatly influence

how a child studies at home as well as his or her achievement at
school, which is why parents need to be involved in their children's
academics. Another important point regarding how parents can

assist in increasing their children's academic potential is by moti-

nting them to engage in their studies. One way to accomplish this
aim is to help them with their homework.

The involvement of parents in their children's homework has

been studied by different researchers with different emphases over
the years. For instance, Cooper, Lindsay, and Nye (2000) measured

four ways parents can be involved in their children's homework:

autonomy support, direct involvement, elimination of distractions,
and parental interference. The students in higher grades were given more autonomy, or independence; elementary school children

were given more positive involvement, especially if they were

struggling; and "parents in poorer families reported less support for
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autonomy and more interference" (p. 464), or constant unnecessary
involvement, when their children did their homework. These re-searchers found that "more parental support for autonomy was associated with higher standardized test scores, higher class grades.
and more homework completed" (p. 464).

Evidently, if parents

show support and help their children when needed, their students
will do better academically.
In reality, parents often do not display positive or encouraging
attitudes towards homework because they may instead be caught
up in meeting their financial obligations, succeeding in their work
life, keeping their lives content, and a number of other matters. Unfortunately, as a result they do not spend quality and sufficient time
helping their children with schoolwork. In Sweden, the "parents
report[ed] that they [did] not spend more than approximately five
minutes a day on homework with their children" (Forsberg, 2007, p.
209). These children had lower academic performance even though

they did complete their homework. In addition, research h~s found
that children who are extrinsically motivated and who do worse in
school have parents who are over-involved or under-involved in
their children's lives, react negatively to grades, and give many material rewards to their children (Ginsburg & Bronstein, 1993). Studies regarding how parents can benefit and improve their children's
education are significant, yet the outcomes will not occur unless
parents implement them into their personal lives with their children.
Parental Involvement in a School Setting
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There are some parents who are so supportive of their children

e-

. _ they strive to find ways to be involved outside the home. This

l-

;alien means being involved in the Parent-Teacher Association

•'

9'TA), volunteering in the classroom, and chaperoning for field

•

llips. These examples are related to Epstein's six types of involveaent:

parenting, communicating, volunteering, learning at home,

41ecision-making, and collaborating with the community (Epstein &

•
•
~

Yan Voorhis,

2010).

These scholars described communicating as "de-

ligning and conducting effective forms of two-way communications

.

ahout school programs and children's progress" with teachers (p. 2)

If:

Khool, home, or in other locations to support the school and stu-

•

dents' activities" (p. 2). This information can help parents become

lie

involved directly in their children's school. However not every par-

~

.

ent has the desire or feels they can be involved in this way.

d

school students believed that the school, consisting of the teachers

•

and staff, did not want them to be involved in changing school poli-

n

cies to benefit their children and were, consequently, less likely to

-

be involved. This lack of parental involvement resulted in their

-

children facing more struggles socially and intellectually (Williams

s

& Sanchez, 2012). Although the parents wanted to be involved, they

S

felt like their efforts were not taken seriously and that they were not

-

welcome, resulting in them becoming removed from their child's

a:ad described volunteering as "recruiting and organizing help at

For instance, parents of inner-city Black and Hispanic high

education and their child suffering academically for this distance.
This outcome is supported by the longitudinal study done by Izzo,
Weissberg, Kaspro, and Fendrich (1999), who concluded that par-
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ents declined in school participation after three years because as
their children aged, there were fewer opportunities for the parents
to assist in the classroom. In addition, there were fewer parentteacher interactions because the parents assumed the teacher was
successfully teaching and fulfilling their child's intellectual needs.
The parents not only stopped participating in school and communicating with teachers, but they stepped away from their children's academic development and gave the responsibility to the
teachers. Clearly, many parents are complacent as their children's
educational standing declines, and no longer become directly involved in the learning process taking place at school.

Supportive and Nurturing Environment
Parents, in general, wish the best for their children and want
them to succeed in everything they encounter in life. There are
some parents who are actively involved in helping their children
with homework and participating in school functions, y~t others
dedicate a minimal amount of time to help their children with
schoolwork. Whether the parents are actively involved in their
children's academics or not, the opinions of parents regarding
coursework can greatly influence their children's achievement in
academics and in life because what they think matters to their children. Gniewosz and Noack (2012) affirmed that "parental behaviors
and communications of their beliefs ... [can] affect the child's academic outcomes" (p. 810), for better or worse. In order to counteract
the current decrease in quality education, parents need to dedicate
more time and energy to their children's education to improve their
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n's learning and increase their chances of success through-

··· e Home Environment
Possibly one of the simplest ways to promote academic

,:~ement for students would be to make sure they come home
•a positive environment. In some instances, children find they are

-

receiving the assistance and validation they need from their

, tmchers in order to succeed in school. They come home with the
apectation they will receive this support from their parents; that
where the teachers fail, their parents will make up the difference. If
parents wish to see their children achieve academic excellence, they
au.st

show their children the encouragement and acceptance they

aeed, not just in terms of their academics, but in all facets of their
daildren's lives. Children then know they can rely on and tum to
dleir parents in times of difficulty.

Another way parents may ensure a positive atmosphere at home
is to spend meaningful time with their children. This can occur

through working together, playing together, and simply talking together. One of the best ways for parents to grow closer to their

children is through open, honest, sincere communication. Ginott
(2003) asserted that "when children feel understood, their loneli-

ness and hurt diminish. When children are understood, their love
for the parent is deepened" (p. 8). Ultimately, the majority of par-

ents want to be loved and appreciated by their children and children want to depend on their parents. This relationship can occur

through communication which then perpetuates a positive home
environment that can assist in academic achievement for the chil-
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dren. As expressed by Foster, Lambert, Abbott-Shim, McCarty, and
Franze (2005), "the quality of the home environment is widely recognized as a strong contributor to young children's emergent literacy and social competence and to their subsequent educational success" (p. 13).

Need for Boundaries and Rules
To promote success and stability in a child's life, parents need to
establish necessary boundaries and rules for their children in many
different areas. For instance, many children benefit from curfews
set by their parents regarding how late they can stay out at night
(Adams, 2003). This rule protects the child and eliminates many
negative experiences that could possibly occur without the rule in
place. Another rule some parents implement is that fun activitiessuch as watching television, playing games, and hanging out with
friends-cannot occur until homework for the next day is completed. Although children may not always appreciate these n,iles and
boundaries set for them, these rules express that their parents care
and are concerned about their children's well-being. Without these
limitations, children might become involved in many activities that
may be severely detrimental to their futures, including teenage
pregnancy, drug addiction, and serving out a jail sentence. In addition, by having these rules in place, they help maintain consistency
throughout childhood. This consistency significantly benefits children in all aspects of their life, but it can specifically affect their
schooling. They know what is normal and what to expect when
they come home, making them feel comfortable and secure in the
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place where they spend most of their time and creating a positive
learning environment.

For children to succeed in gaining a quality education throughout their childhood years, one of the best things parents can do is be

actively involved in helping their children learn academically.

&ackensperger

(2012)

discovered that students who viewed home-

work as a challenge felt that with family-specifically parental in-

_,lvement-completing their homework was easier to manage with

mis extra assistance. To achieve this result, parents need to dedicate

a specific time every day when they are available to help with

homework. The time spent helping could consist of them physical-

ly sitting next to their children and going through homework as-

signments with them, or merely being in the immediate area where
they can be called upon if assistance is required. If students know
they can ask their parents, who are ready and willing to help, for

assistance with homework, it can significantly increase their performance in school.
In addition, parents can contribute to their children's education

by creating a learning atmosphere at home. Gottfried, Fleming, and
Gottfried (1998) emphasized that by encouraging academic learning
at home and having "a greater emphasis on learning opportunities

and activities [children] were more academically intrinsically moti-

vated" (p. 1448). Parents can provide these learning opportunities
by going to museums as a family or even starting a family book club

that relates to what the child is currently learning in school. It is
important for parents to maintain and continue to share their opin-
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ions about gaining a good education so their children constantly
understand and remember why they are striving to gain a quality
education.
In conclusion, if parents provide a positive home environment.
create and maintain boundaries for their children, and strive to participate in their children's academics, not only can their children
receive a valuable education, but they can have the opportunity to
discover what their education can do for them and others in the
future.
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Development and Validation of the

Student Readiness to Change Scale
by Thomas Ferrin, David Seletos, and Regan Hansen
Studies have found that most college students have ineffective study habits. Despite this fact, students may feel hesitant or even hostile to changes

ii study routines. To assist academic advisors in facilitating study-habit
illrprovement in students, we developed the Student Readiness to Change

Scale (STRETCH). This scale measures students' readiness to change in
drree domains: recognition of the need to change, a desire to change, and
dte perceived ability to change. We devised five Likert scale items for each
"1main, making 15 items in total. We distributed the scale to a sample of
J03 college students and received 94 completed responses. Analyses of the

results found that the STRETCH scale had both internal consistency (a=
-"19) and content validity (CVRs ranged from .50 to .94).

Principal-

component analyses revealed that, with the exception of four of the items,

dte items loaded onto three main components.
Keywords: readiness to change, study habits, academic performance, psychometric scale development, college students, academ-

ic advisement, academic counseling
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t some point in their college career students face one ines--

A

capable fact: Effective" studying is essential to academic

success. However, students often have difficulty changing

long-held study habits that are ineffective (Yuksel,

2012).

For th.is

reason, academic counselors typically offer study skills courses

to

help students improve their study habits.
In an effort to assist struggling students and their academic ad,isors, we developed the Student Readiness to Change Scale
(STRETCH) to measure students' readiness to change their study
habits. We propose that the new instrument will be useful to tutors,
mentors, and academic counselors by identifying attitudes that may
impede students in changing their study habits.
The central construct in the new scale is "readiness to change
study habits," which refers to how amenable a student is to improving his or her study habits. Readiness to change has been explored
mostly in contexts outside academics. Bradford
couples therapy and relationships.

(2012)

applied it to

The author noted 'that the

Stages of Relationship Change Questionnaire (Schneider, 2004) was
useful in assessing clients' readiness for intervention as well as in
selecting an intervention. Similarly, our scale was designed to assist in determining whether students are ready to change their
study habits and how best to help them achieve this change.
We operationally defined readiness to change as the total score
from each of three domains: Recognition of the problem, desire to
change, and perceived ability to change.

The first domain ad-

dressed the extent to which a student perceives a need for improvement in his or her study habits. Desire to change referred to
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bow much the student wants to improve those habits. Lastly, per-

ceived ability to change was defined as the student's perception of

bis or her capacity for study habit improvement.
Engle et al. (2010) discussed Ajzen's (1991) widely supported
model of planned behavior in which three beliefs influence a person's intention to engage in such behavior. The first belief, attitude
toward the planned behavior, expresses how one feels about engag-

ing in the behavior. Our domain of desire to change is closely
aligned with this belief. For example, if a student views studying in

a positive light, he or she may be more likely to seek better study

habits.
The second belief in the Ajzen model is subjective norms and refers to how a person is expected to act in her or his current social

situation. The social expectations of students generally involve
spending a lot of time studying and getting good grades. Students
who view their current study habits as lacking when compared to
these norms may recognize a problem with their study habits. Our
domain of recognition of the problem is related to this belief except
that recognition can be prompted by more than just social expectations.

The third belief in Ajzen's model is perceived behavioral control

and points to the extent to which a person considers herself or himself able to behave in a certain way. This belief fits very nicely with
our domain of perceived ability to change. That is, a student who

feels in control of his or her study habits may also feel that he or she
can improve them.

In Ajzen's model, a combination of attitude,

social expectations, and perceived control motivates planned be-
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haviors. In our model, readiness to change is motivated by desire.
recognition, and perceived ability. Students who want to change.
perceive that they need to change, and consider themselves able to
change will be readier for and more likely to change than those who
feel little desire to change, see little need to do so, or sense being
unable to change.
Other studies of readiness to change have involved domains
similar to ours. Ouimet, Brown, Bedard and Bergeron (2010) measured speeders' readiness to reduce their driving speeds. They separated drivers into three groups: Those who were ignorant of a need
to change, those who recognized a need, and those who both recognized and were willing to change. The researchers found that those
in the last group drove at slower speeds than those in the other two
groups. In another study, Knight, Richert, and Brownfield (2012)
explored a person's perceived ability to change by looking at the
role of clients in a client/therapist relationship. They asked clients
what they thought about their personal ability to change and
whether they understood how change in their personal life occurs.
The researchers found that those who felt stronger about their ability to change were more successful in therapy.
Similar to Ouimet et al. (2010), we assert that students will be
more likely to change their study habits when they recognize their
academic shortcomings and want to improve. Lacking such recognition of the need or a desire to do better may keep them from being ready to change. In addition, like Knight et al. (2012), we think
that the domain of perceived ability to change is also essential for
readiness to change.

108
Published by BYU ScholarsArchive, 2015

115

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Readiness to Change Scale

The STRETCH uses these three domains to measure students'
· ess to change. Students' total scores on this scale may inform
who advise them of how ready the students are to change
· study habits. We hypothesized that the STRETCH would re-

,M,ly and validly measure readiness to change.
11ethod

recruited

participants

103

through

Facebook

(www.facebook.com), a social networking site, and through email

tsee Table 1). Nine participants did not complete the scale, leaving
94 participants. The average age of the participants was

me sample consisted of 32 men and 62 women.

21.9,

and

The majority of re-

spondents (93%) were Caucasian. The remaining participants were

of another race or preferred not to answer the race question. Students' GPAs ranged from roughly

2.0

to

4.0.

All participants were

current college students, mainly upper class students. Although we
neglected to ask which college they attended, we assumed that most
attended Brigham Young University (BYU).
Item Construction
Initially, 53 items were constructed for use in the test, with 19
items addressing recognition, 17 addressing desire, and 17 addressing perceived ability. The 30 other students in our psychological
testing class acted as subject matter experts, rating whether each of
our items was essential for measuring its domain. Using their ratings, we calculated a Content Validity Ratio (CVR) for each of the
items. CVRs range from

-1

to 1, with I indicating that all experts rat-

ed the item as essential and

-1

indicating that none did. Our CVRs
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had a range of -.438 to .938, a mean of .335 and standard deviation of
.344. We selected the five items· in each domain which had the
highest CVRs. Five of the items (2, 8, IO, 12, & 13) were negative}}·
worded and reverse scored, and five demographic items were included along with one other item that measured face validity (see
Appendix A). Scale items used a four-point Likert scale.

Test Administration
The scale was administered using Qualtrics (www.qualtrics.com)
from October 1, 2012, through October 19, 2012. Participants were
directed to the scale via a link on Facebook or in an email.

Statistical Analysis
Data analyses were performed using SPSS. Internal consistency
between items was measured with Cronbach's alpha. The Pearson
bivariate correlation between items was calculated to further establish reliability (see Table 4). We applied a factor analysis with a
varimax rotation to identify principal factors.

Results
Content Validity
All 15 of the items (as evaluated by 30 classmates) had acceptable
content validity well above the critical value of .333 (see Ayre & Scally, 2014). Item 4 had the lowest CVR at .50, indicating that 75% of the
raters found the item essential. On our face validity item, 81% of the
94 participants were able to correctly identify the central construct

of the scale.

Reliability
To measure how closely related the items in our scale were, we
used Chronbach's alpha. This yielded a value of a = .79 (see Table
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JI, which is above the acceptable level of .70 (see UCLA: Statistical
Consulting Group, n.d.). Using a Pearson bivariate analysis, we

Aiund that 68 of 105 correlations were significant (p < .05; see Table

We found three principal components (eigenvalues = 1.48, 2.57,

and 4.15) that accounted for 59% of the variance (see Tables 5 & 6).
Although we anticipated having three components to match our

intended domains, our items did not load onto the components as

deanly as we had hoped. Items intended to address the first two
domains loaded onto the first two components almost as we had
anticipated (except for item 6), but for the third domain, three of the

ilems had mixed loadings across components, indicating that they

likely measured portions of the first two domains (see Table 5).

Discussion
To our knowledge, no other scale has been developed to measure students' readiness to change their study habits. The purpose of

this study was to develop a scale that reliably and accurately does
so. Nearly all of the items had superior content validity, meaning

that, for the most part, they accurately assessed the three domains
of a student's readiness to change. In addition, the scale has strong
internal reliability (a= .79).
Factor analysis showed that, with a few exceptions, the items
loaded strongly on three components, as we expected (see Table 5).
A fourth component also appeared, but the variance it accounted

for could be attributed to mixed loadings on three of the items.
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The first five items of the STRETCH were designed to measure
the first domain: recognition of the problem. All five items loaded
most strongly on the first component. Items 6- IO were designed to
measure the second domain, desire to change. With the exception
of item 6, they all loaded most strongly on component
loaded most strongly on component

1,

2.

Item six

and will be replaced should

the scale be revised.
The third domain, perceived ability to change, was measured using items
and

2,

items

11-15.

Items

II

and

12

loaded moderately on components 1

but item 13 failed to load on component 3 at all. In contrast,
14

and

15

loaded strongly and exclusively on component 3-

Items 14 and 15 asked the respondent to think about actual changes
she or he could make to improve, but items

II

and

12

only referred

to better study habits. Although item 13 failed to load on the third
component, it had small loadings on the first two components.
Items 11-13 will be rewritten or replaced should be scale be revised.
Because the CVRs were obtained from fellow students in a Psychological Testing course, the values may have been inflated beyond what they may have been had we obtained them from experts
in the psychology of study habits. This represents a limitation to
our scale's validity.
The main strength of our sample was that it was composed of
college students whose GPAs ranged from roughly 2.0 to 4.0, which
means they likely represented a wide range of study habit effectiveness. However, the STRETCH has limited generalizability at this
point because of several characteristics of our sample. The convenience sample of only 94 students came mostly from one university.
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Furthermore, our sample had far fewer freshmen and sophomores
than upper class students, which may be problematic, as college

freshmen and sophomores may be more in need of change in their
study practices. A random sample from several universities with
equal representation in each class would improve the scale's exter-

nal validity.

After revision of the scale, the next step might be to test its performance in a real-world setting involving academic counselors and
their students. Specifically, it may be of interest to use the scale to
measure students' attitudes during their first and second college

semesters in order to predict how well they will adapt to the academic demands of the remaining college years. Additionally, future
studies using a revised version of this scale could look at the useful-

ness of specific domain scores in assisting advisors to pinpoint ways
in which to help students become more ready to change.
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N

%

M

SD

21.9

3.8

3.35

0.46

>l
Freshman

13

13.8

Sophomore

14

14.9

Junior

30

31.9

Senior

25

26.6

Super-senior

12

12.8

Male

32

34.0

Female

62

66.o

Caucasian

87

92.6

Asian

I

I.I

Hispanic

3

3.2

Other

2

2.1

Prefer not to answer

I

I.I

94

l00

ltace

Total Respondents
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Table2
Item

CVR

-

0.69
2

0.69

3

0.69

4

0.50

5

0.56

6

0.94

7

0.81

8

0.75

9

0.63

IO

0.69

II

o.88

12

0.56

13

0.56

14

0.63

15

0.63
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Cronbach's Alpha No. of
Standardized

Items

0.80

15
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I
2

5

6
7

8
9
IO
II

1.00

1.00

1.00
1.00
1.00

4

.20
.38*
.47•
.62*
.59•
.30•

.25**

.38*

.06

.58*

3

2
.29•
.36*

.32•
.01
.05

.21**

.31*

-.02

-.13

.35*

Item

3
.41•
.44*
.So*
-.22**
-.23**
.24••

.48*

-.22**

-.05

.19

1.00

4
.57•
.46*
.09
-.36*
-.06

.33•

.03

-.33*

.25••

1.00

5
.24••
.15
-.04
-.07
0

.48*

-.05

.09

Q)

1.00

6
-.12
.03
.21•
-.19
.64*

.34*

.23••

.61*

7
-.29*
.II

.21•
.40*

.46*

.36*

1.00

8
-.25••
.09
.41*
.35•

.20

.18

.21••

.39•

1.00

9
-.16
.47•
.33•
.21••

-.13
.26**

12

.14

.16

.47*

.50*

.25**

.26**

.28*

.27*

.25**

1.00

13

.08

1.00

-.09

1.00

IO

.31*
.30•
.37•

.27•

,::

II
.II

.34*

.30*

~

o8
12
.06

.40•

~

.i
13

.17

.07

** Significant at 0.05 level (2-tailed).

.27*

.27*

.34•

.34*

.04

.15

d"

i
Cl)

,.Q

cu

E-< * Significant at 0.01 level (2-tailed).

15

14

s:t'

-

.02

•r-1

~
~

14

1.00

.69*

15

1.00

c:o

,--f
,--f
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Item

Component I

Component2

0.57

-0.36

Component3

0.38

0.51
0.85
o.68

-0.34

0.82
0.78

0.42
0.67
0.67
0.63
0.75

0.57

0.60

0.48

0.40

0.37

0.36
0.83
0.89

Note. Entries are factor loadings: correlations of items with the principal
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Table6
Total Variance Explained
Extraction Sums of Squared

Initial Eigenvalues

Loadings
Component

Total

%

Cumulative

Variance %

Total

%

Cumulatrn!

Variance

%

I

4.77

31.8

31.8

4.77

31.8

31.8

2

2.63

17.5

49.3

2.63

17.5

49.3

3

1.51

l0.0

59.4

1.51

IO.O

59.4

4

1.05

7.0

66.3

5

0.80

5.3

71.7

6

0.79

5.2

76.9

7

o.66

4.4

81.3

8

0.53

3.5

84.9

9

0.50

3.3

88.2

IO

0.48

3.2

91-4

II

0.46

3.1

94.4

12

0.27

1.8

96.2

13

0.26

1.7

98.0

14

0.18

1.2

99.2

15

0.13

o.8

l00.0
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Appendix A
CH scale survey
Age_
'llmse indicate your year in college (number of years in college, not num-

Freshman
_Sophomore
_ Junior
Senior
_ Super-senior
ladicate your gender.

Male
Female

Caucasian
African American
Asian
_Hispanic
Pacific Islander
Other
Prefer not to answer
ladicate the number closest to your overall GPA.

GPA (rounded to the nearest .5) _
Ew the following statements, please indicate your level of agreement with the
..rmce provided.

I feel my study habits are inadequate for college.
Agree

Somewhat agree

Somewhat disagree

Disagree

I don't think I need to improve my study habits.
Agree

Somewhat agree

Somewhat disagree

Disagree
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I need to start studying more.
Agree

Somewhat agree . Somewhat disagree

Disagree

Studying is a lower priority for me than it should be.
Agree

Somewhat agree

Somewhat disagree

Disagree

Somewhat disagree

Disagree

Somewhat disagree

Disagree

I don't feel like I study enough.

Agree

Somewhat agree

I want to improve my study habits ..
Agree

Somewhat agree

I am willing to work harder for better grades.
Agree

Somewhat agree

Somewhat disagree

Disagree

I would not be willing to pass on social activities in order to study more.
Agree

Somewhat agree

Somewhat disagree

Disagree

I am willing to go to bed earlier so I can focus better in my schoolwork.

Agree

Somewhat agree

Somewhat disagree

Disagree

I am not willing to spend more time studying.
Agree

Somewhat agree

Somewhat disagree

Disagree

I know I can study better than I do now.

Agree

Somewhat agree

Somewhat disagree

Disagree

I can't study any better than I do now.

Agree

Somewhat agree

Somewhat disagree

Disagree

I can't see myself being more studious than I am now.

Agree

Somewhat agree

Somewhat disagree

Disagree

I know I can make the changes I need to study better.

Agree

Somewhat agree

Somewhat disagree

Disagree

Somewhat agree

Somewhat disagree

Disagree

you

this

I can change my study habits.
Agree
What

do

think

test

was

measuring?
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Measuring a New Demographi~

The Swag Inventory 2012
by Adam Broud, Brooke Eichelberger,

and Emily Cotton
The new prevalence of the social phenomenon of "swag" merits attention

from psychological researchers. The published literature currently addresses related constructs, such as arrogance, narcissism, and male body

image, but there are no existing studies that specifically deal with swag.
We operationally defined swag as "arrogance rooted in physical appearance" and developed the Swag Inventory 2012 (SI). We hypothesized that

the SI would be a reliable and valid measure of swag in college-aged men.
Thirty items were constructed on a 5-point Likert scale and rated for content validity by a panel of undergraduate psychology students. Fifteen

items achieved acceptable levels of content validity (~

0.33),

and the

IO

with the highest content validity ratios were selected for the inventory.

This IO-item scale was administered through Qualtrics to a convenience

sample of men (N=IOI) recruited through Facebook and other social media. Analysis of the data revealed that the SI had acceptable content va-

lidity, low face validity, and questionable reliability (a= 0.67). Confirma-

tory factor analysis showed that the items loaded onto three components:
arrogance, physical appearance, and an unexpected third factor.

12:3
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he colloquialism swag, which comes from the word "s"-..g-

T

ger," is now a widely accepted term used to describe

~

viduals with overt confidence based on their self-perceptioa

of superior wealth, social status, and physical appearance. Popularly recognized examples of individuals with swag (or swaggernautst
include many entertainment moguls, fashion icons, and celebrities
known for their impeccable fashion as well as an attitude of selfimportance and excessive confidence (e.g. Kanye West, Jay-Z, and
Justin Bieber). Swag can also be observed in other less well-known
individuals, especially in the late teenage and college-age demo-graphic groups.
Men1 with swag are often labeled as "gangstas" or "bros" and are
consequently laden with a host of stigmas, stereotypes, and social
expectations that may not reflect their true character. In addition,
attitudes of superiority or arrogance-often seen in people with
swag-may inhibit their ability to form meaningful and successful
relationships, as well as frustrating others involved with them in
academic, professional, or personal environments (Haan, Britt, &
Weinstein, 2007). The published literature includes concepts relat-

1

Although women and girls may also display swag-like attitudes and be-

haviors, the authors' experience indicates that the term swag is most often
used to refer to men and carries a heavy connotation of masculinity, even
when applied to women. Thus, we chose to develop the current inventory
specifically for men. Future studies could work to develop an inventory to
measure parallel feminine traits or to expand the current inventory to apply to women.
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to swag,

ewalt,

such as arrogance (Haan et al., 2007), narcissism (Morf &
2001;

& Lefkowitz,

Watson, Jones, & Morris,
20n;

2004),

Martin & Govender,

20n),

body image (Giland self-esteem

& Lefkowitz, 2011). Due to the recency of the term, however,

is no empirical research dealing directly with swag as a conOur aim was to fill this gap by developing a concise and acmeasure of swag based on its major components.

for the purposes of this study, we operationally defined swag as
arrogance rooted in physical appearance." Arrogance refers

die degree to which individuals have a self-perception of superithat may or may not correlate with actual ability or achieveWe measured arrogance with items that explored subjects'
es about their own uniqueness and social competence in

Were arrogance the only component of swag, it would be sim-

··flest for researchers to use a previously established arrogance in'a!lltOry. However, what separates swag from arrogance in general

ii the fact that it is rooted primarily and overtly in physical appear~

Martin and Govender (2011) found that adolescent males tend

• base their self-esteem on their perception of their own body size
ad strength compared to what they believe to be the norm for
masculine men. In addition to body size and fitness, individuals

who appear to have swag are also visibly concerned with wearing
ainctive brand-name clothing and accessories. In our operational
~tion of swag, the physical appearance aspect was defined as

die degree to which individuals prioritize clothing style, accessories,

and body image. We measured physical appearance with items

125
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specific to money and time spent on fashion, personal hygiene, and
exercise, which, in our view, indicated subjects' overall investment
in their outward presentation.
Although swag may more immediately manifest itself in an individual's preoccupation with body image, clothing, and accessories,
at its core is an attitude of arrogance, which can manifest in othtt
ways as well. Past research has shown that arrogance in academia
is damaging to the social environment and can have negative consequences for the arrogant individuals in their future careers (Haan
et al., 2007). A well-designed swag inventory may prove useful

to

employers and admissions committees in identifying individuals
who could prove difficult to work with and teach. On the other
hand, employers and educators might utilize the inventory in order
to be better prepared to accommodate swaggernauts-for example,
by implementing counter-arrogance, "reality check" material into
their human relations and counseling programs in order to promote success in those respective settings.
We drew from measures of related constructs-especially narcissism-to develop the SI. The Narcissistic Personality Inventory
(NPI) (Raskin & Hall, 1979; see also Emmons, 1984; Kansi, 2003) and
its shortened revision, the NPI-21 (Svindseth, N0ttestad, Wallin,
Roaldset, & Dahl, 2008), were developed to detect narcissism in individuals and distinguish normal levels from levels indicating psychopathology. Arrogance, the core component of swag, was linked
to several related factors that are measured by the NPI and NPl-21.
Factors 2, 3, and 4 of the NPI-21-measuring Exhibitionism/Selfadmiration, Superiority/Arrogance, and Uniqueness/Entitlement,
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aspectively-specifically informed our development of the arro-

pnce domain of the SI. We hypothesized that the SI would be a
Rliable and valid measure of the level of swag in co Hege-aged men.

llethod
We recruited a convenience sample of 120 participants through
"· facebook (www.facebook.com), e-mail, and other social media. Data were discarded for 19 participants because of gender ineligibility

« incompletion, leaving a final sample size of IOI participants. Participants ranged in age from 13 to 49, with a mean age of 22 and a

saandard deviation of 4.41 (two participants did not indicate their
age). They were part-time and full-time students (4% and 84%, re-

spectively; 12% did not indicate their educational status) and parttime or full-time employees (51% and 18% respectively; 31% did not

indicate their employment status) with a mean annual income of
$14,800 (SD=19,800). (See Table AI for a summary of the participants' demographic information.)

Item Construction
As indicated previously, we constructed test items using our def-

inition of swag and referencing existing inventories. We distributed
the original scale of 30 items on a 5-point Likert scale through the
web-based survey engine, Qualtrics (www.qualtrics.com). A panel
of 28 undergraduate majors in psychology rated the items, producing a content-validity ratio (CVR) for each item. CVR ratings had a
mean of 0.20 and a range of 1.29. Items with a CVR lower than 0.33
were eliminated, leaving the final inventory with

IO

items (mean

12?
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CVR of 0.55 and a range of 0.43; see Table A2). Items 3, 6, and 7 weie
negatively worded and reverse scored (see Appendix B).
Test Administration

Tests were administered over a weeklong period using Qualtrics..
Online hyperlinks were sent to the authors' classmates and friends
via e-mail and the social media website Facebook.

Participants

clicked on the hyperlinks and were sent to a website where the survey was available.
Statistical Analysis

Content validity was measured by calculating CVRs, as described above. To test face validity, the last question on the SI
asked participants to state what they thought was being tested. To
measure reliability, we ran analyses for Cronbach's alpha and Pearson bivariate correlations, as well as a factor analysis with a Varimax rotation. The data were analyzed using IBM SPSS Statistics 20.

Results
Validity

A panel of 28 students completed CVR ratings, which set the
minimum value at 0.33 with p = 0.05. Of the 30 original questions, 15
met the 0.33 minimum value; three items had very high content validity (<!: 0.7), five items had high content validity (2: 0.5), and seven
items had adequate content validity (2: 0.33; see Table A2). Content
validity for the final IO-item test was high (mean CVR = 0.55; see
Table A2). Only two percent of participants were able to correctly
identify what construct the SI was designed to measure, although
38% came close with answers such as self-esteem, self-image, selfconfidence, and vanity, indicating low face validity.
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Cronbach's Alpha indicated that the scale was questionable in
tams of internal consistency (a =o .67; see Table A3). Pearson biva-

tiate correlations indicated that, of 45 correlations, six were significant at the .05 level and 12 at the .01 level, suggesting a weak linear

Rlationship between the majority of the items (see Table A4).
Factor Analysis
A confirmatory factor analysis showed three components with

eigenvalues greater than 1 (eigenvalues = 2.70, 1.69, and 1.20) that
accounted for 55.94% of the variance (see Tables A5 and A6). Component 1 (arrogance) had a greater loading than component 2 (phys-

ical appearance). A third factor seemed to address a sort of swag
aot characterized

by confidence in body image. Individuals whose

responses loaded onto this third factor were confident in their natu-

nl abilities (Item 9) and in their personal style of dress (Item 10).
llems 2 and 3 did not load significantly onto the third component (0.33 and 0.39, respectively; see Table A5). However, the fact that

these two items approached significance (±.40) indicated that this
durd factor was identifying individuals who felt that others admired them for their skills and abilities (Item 2) and who were simwltaneously averse to displaying their body to others (Item 3).

Discussion
Our purpose was to create a valid and reliable measure of swag,

which, to date, has received scant attention by psychological researchers. After distributing the SI online, we conducted a factor
analysis. The items loaded onto three factors. Most loaded onto

the components of arrogance and physical appearance, supporting
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our hypothesis that the SI would reliably and validly measure die
construct of swag as arrogance rooted in physical appearance. T1ll'
third component, which we labeled "mental swag," was identi.WI
by four of the items. We chose this label due to the responses of
some participants who displayed arrogance in accomplishing tasb
with ease but also low body image i:tnd the absence of exercise.

Strengths and Limitations
One limitation of our study was the poor generalizability of the
sample. Because administration of the SI was distributed through
Facebook, most participants were friends or relatives of those involved in the study. Most participants were also current or former
students at Brigham Young University (BYU), which further confounded the sample population by assuring low diversity in level of
education. In addition, there was presumably low diversity in respondents' religious beliefs and ethnicity. In Fall 2012 (the semester
this study was conducted), 98.5% of the student body were members
of The Church of Jesus Christ of Latter-day Saints, and only 14%
were ethnic minorities (Y Facts, 2012). Because the SI was intended
for college-aged men, the large age range (13- 49) and spread
(SD=4.41) of our sample was also a limitation.
The SI itself also presented confounds. Test construction was
completed using our definition of swag, and CVR ratings were produced by undergraduate psychology majors, rather than a panel of
experts. Several of the original items that we believed would be
valid of swag received CVR ratings too low to include in the SI,
while other items we considered less valid received very high CVRs.
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The strengths of the SI include its brevity. The total time taken

llf participants to open the link to qualtrics.com and complete the
leSt

(on average, about 3 minutes) did not produce fatigue or matu-

ration confounds. The standardization of administration through

Qualtrics (www.qualtrics.com) also ensured that every participant
Reeived the SI in the exact same fashion.

Low face validity can be either a strength or a weakness, depend-

ing on the social desirability of the trait being tested. Because
swag's desirability is currently ambiguous (we personally know

mme individuals who seek it and others who publicly ridicule it),
we counted the Si's low face validity as a strength: if participants

were ignorant of the test's target construct, they were less likely to

falsify answers in order to save face or "build face."
Future Directions and Conclusion

Further research could increase diversity by widening the pool
of participants. Item selection for a revised SI may be more accurate if a criterion-group approach were utilized in determining valid

items instead of CVR ratings-that is, instead of submitting the
items for rating by a panel of people who claim to know about swag,
researchers would administer them to a group of men who are
known to actually have swag.

Once the SI for college males is

honed, research on swag could extend to other populations, includ-

ing women and middle- and old-aged adults. With specific regards
to

swag in the female population, future studies could work to de-

velop an inventory to measure parallel feminine traits or to expand

the current inventory to apply to women.

131
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

138

et al.: Volume 10.2

Broud, Eichelberger, & Cotton
In addition, a revised SI could aid in studies of contemporary
conceptions of masculinity, the development of teenage boys' selfimages, and the relationships of such constructs to SES, religiosity.
and education. Ultimately, we want the SI to be a useful tool in the
psychological and sociological study of this unique and, as yet, unexamined demographic.
Finally, our unexpected finding of the "mental swag" factor
could lead to further research on yet another unexplored social
group. What distinguishes those with mental swag from the swaggernauts addressed in the current study?

What other defining

characteristics might they have? How does a man develop confidence in his intellectual prowess while simultaneously developing
insecurity (or apathy) about his physical condition and appearance?
How do these two swag groups compare in later life? Though admittedly imperfect, the SI shows promise as an impetus to the study
of swag and related directions for future research.
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Appendix A
Table Ai
Demographics of the Participants
Total number

101

Average age

22.70

Standard deviation of age

4.41

Average income in thousands

14.82

Full- or part-time student

81

Full- or part-time employee

64

Note: All participants were male
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CVR

0.64
0.36
0-43
0.71
0.57
0.36
0.50
0.71
0.43
0.79

lleanCVR

0.55

135
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

142

et al.: Volume 10.2

I~

II
Broud, Eichelberger, & Cotton
TableA3
Cronbach's Alpha Results
Cronbach's
Cronbach's

Alpha

Alpha

Standardized

N

.67

.67

IO
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TableA,4
lmrson Correlation Coefficient Results
2

3

4

5

6

7

8

9

IO

I

2

.35**

I

J

.16

.09

I

-.08

-.04

-.21*

I

s

-.IO

.20

.04

.23*

•

.II

.27**

.14

.01

.25*

.13

.21*

.21*

.32**

.26*

.20

I

.16

.34**

.16

.15

.33**

.40**

.35**

I

.18

.05

.36**

-.15

.15

.12

.34**

.23*

.08

.02

-.07

.38**

.31**

-.03

.26*

.35**

•

.,

.18

I

• p < 0.05, 2-tailed. ** p < 0.01, 2-tailed.

137
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

144

et al.: Volume 10.2

i
I
111
111

Broud, Eichelberger, & Cotton
TableA5
Factor Analysis Component Loading Matrix'

Item

Component I

Component 2

0I

,77

02

.74

-.33

03

.58

.39

04

.51

.35

05

.So

06

.67

07

.49

08

Component 3

.55
.51

09

.82

IO

.75

Note: Entries for each item are factor loadings, or the correlation between the item and the factor.
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Analysis Total Variance Accounted For

Total

% Variance

Cumulative %

2.70

27.02

27.02

1.69

16.90

43.93

1.20

12.01

55.94

0.98

9.81

65.76

0.78

7.83

73.59

0.67

6.75

80.34

1

0.60

6.07

86.41

I

0.59

5.92

92.34

•

0.40

4.02

96.37

0.36

3.63

100

.,

Note: The extraction method was principal component analysis.
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Appendix B
Swag Inventory 2012 Items
Occupational Status:
Student

Part-time Student

Part-time Employee

Full-time employee

Age:_
Gender:

M

F

Annual income in thousands:_
I.

I am an exemplary person.

Strongly

Somewhat

Disagree

Disagree

Neither
Agree Nor
Disagree

2.

Somewhat

Strong~-

Agree

Agree

I work out!

Strongly

Somewhat

Disagree

Disagree

Neither
Agree Nor

Disagree
3. Others don't think I'm special.
Strongly

Somewhat

Disagree

Disagree

Somewhat

Strongly

Agree

Agree

Neither
Agree Nor
Disagree

Somewhat

Strongly

Agree

Agree

4. I spend a lot of money improving my style.
Strongly

Somewhat

Disagree

Disagree

Neither
Agree Nor
Disagree

Somewhat

Strongly

Agree

Agree

5. When I walk into a room I think about which girls are into me.
Strongly

Somewhat

Disagree

Disagree

Neither
Agree Nor
Disagree

Somewhat

Strongly

Agree

Agree
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Swag Inventory 2012 Items continued
6. I am uncomfortable having my shirt off around people.

Neither
Somewhat

Agree Nor

Disagree

Somewhat

Strongly

Agree

Agree

Somewhat

Strongly

Agree

Agree

Somewhat

Strongly

Agree

Agree

Somewhat

Strongly

Agree

Agree

Somewhat

Strongly

Agree

Agree

Disagree

7- People are not jealous ofme.

Neither
Somewhat
Disagree

Agree Nor
Disagree

I. I find my own appearance impressive.
Neither
Somewhat
Disagree

Agree Nor
Disagree

.. Things just come easy to me.
Neither
, Slrongly

Somewhat
Disagree

ID-

Agree Nor
Disagree

I dress to impress.
Neither
Somewhat
Disagree

Agree Nor
Disagree

a What do you think this test is measuring?
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Diet Modifications to Treat Depression:
A Potential Supplement to Pharmacological
Medications
by Eric Bylund
Pharmacological drugs have become generally accepted as the pri111ilTJ
form of treatment for depression, but simple modifications to diet shozdi
be another option taken into consideration. Antidepressant drugs are oftm
expensive and have negative side effects, but some dietary supplements
and or changes in diet are less of a financial burden and less physically
detrimental. In studies of the role diet plays in depression, specific nutrients have been identified, including omega-3 lipids, zinc, folate, vitamin
B12,

and tryptophan, which shows particular promise in the treatment of

depression. Although combinations of nutrients or treatments could negatively interact, further research could identify those combinations as well
as combinations that most beneficial.
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&

Depression

epression is often characterized by a lack of joy in daily
activities, a diminished sense of self-worth, and an inability to function at a desired level. It is comorbid with high
of chronic disease and relapse, and with other mental disorIt is a widespread condition, found in developed countries as

as in developing and third-world countries (Bauer, TharmanaVolz, Moeller, & Freemantle, 2009). In the United States, the
,nal Health and Nutritional Examination Survey (NHANES)
:pleted between 2004 and 2008 showed that 20.1% of respondreported depressive symptoms (Ruth, Baltrus, Ye, & Rust, 2011) .

In the U.S., a culture that emphasizes Western medicine, the
~ e n t of depression focuses on pharmacological remedies.
enthal et al. (1999) reported that selective serotonin-reuptake
,itors (SSRis) had become the most widely used form of treatfor depression, followed by other anti-depressant medicasuch as monoamine oxidase inhibitors and tricyclic antide1R553nts.

Continued use of these drugs has been proven to be effective,
. . there are some areas of concern. Mainly, they can be a financial

laden for the patient, and they often have negative side effects.

Ia example, a Swedish study found that the cost of drugs for the
aatment of depression totaled the equivalent of $130 million in
JID05,

a dramatic increase from the $15 million spent in 1985 (Sob-

·edi. Lekander, Borgstrom, Strom, & Runeson, 2007). Similar findilgs for the U.S. were reported by Morey, Thacher, and Craighead
Caoo7). In addition, the side effects of anti-depressants include dry

mouth, bladder problems, sexual dysfunction, blurred vision, dizzi-
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ness, nausea, nervousness, and insomnia (Rachel, 2000). An altffnative form of treatment might reduce or eliminate both the finan..
cial burden associated with antidepressants as well as the adveiw
side effects.
The National Institute for Clinical Excellence (NICE, 2004) recommends careful consideration .by physicians before prescribing
anti-depressant drugs and specifically suggests that they should not
be used as the first option in the treatment of mild depression, but
rather reserved for cases of severe depression or when other forms
of treatment fail.
One alternative treatment for depression consists of simple
changes to diet in terms of the consumption of certain foods and
nutrient supplements. Specifically, research on omega-3 lipids, zinc,
folate, vitamin B12, and tryptophan has demonstrated their potential to reduce depressive symptoms. Although evidence also suggests that certain combinations of dietary treatments could have
adverse side effects, these might be identifiable in future research
and thus avoided.

General Dietary Habits and Depression
Several studies have examined the correlation between diet as a
whole and symptoms of depression. Jacka et al. (2010a) utilized a
healthy/unhealthy diet survey with a sample of Australian adolescents. The survey asked about their daily diet, such as whether they
had breakfast each day, the number of servings of fruit and vegetables they consumed, and how much unhealthy food, such as hamburgers, sausages, donuts, pie, or soft drinks, they consumed. In
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general, the findings showed that, the poorer the diet, the more
ikely the participants were to be depressed.

Another study by Jacka et al. (2010b) involving Australian women found that a "Western" diet (that is, one consisting of processed

• fried foods, refined grains, and sugar products) was associated
with a higher prevalence of depression and anxiety than a "tradilional" diet (one consisting of vegetables, fruit, meat, fish, and

The Australian studies suggest the possibility that depressive
symptoms could be treated using dietary changes. One weakness of

die studies involves the issue of which foods should be considered

laealthy and which ones unhealthy. For example, many foods, such
•

hamburgers, arguably affect health in negative and positive

ways. Studies of specific nutrients that are associated with depres-

sion, rather than general dietary habits, might be more helpful in
determining the specific changes to diet that reduce depressive
symptoms.

Vitamins and Nutrients Implicated in Depression
Harbottle and Schonfelder (2008) reviewed the extant literature

and identified specific nutrients and vitamins associated with depression, including omega-3 lipids, zinc, folate, vitamin B12, and

uyptophan.
Omega-3 Fatty Acids

Omega-3 fatty acids consist of a group of fats that cannot natu-

rally be synthesized by the body and must come from the diet,
commonly through marine sources (such as salmon, sardines, and
tuna; Hu et al., 2002) and plant sources (such as flaxseed, walnuts,
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and canola oil; Parker et al., 2006). For example, a general find:ilirji
that, as fish consumption goes up across populations, dep
rates go down (Harbottle & Schonfelder, 2008).
yses have further shown that depressed individuals generally
lower levels of omega-3 fatty acids than those who
pressed (Harbottle & Schonfelder, 2008).
Vitamin B12 and Zinc

Vitamin B12 is a water-soluble vitamin that plays a key role a
normal brain and nervous system functioning (Bilic, Bilic, Zagar.•
Juric, 2004). Zinc is an essential micronutrient and regarded hy
many to be the second most important metal for proper brain ~
tioning (Singla & Dhawan, 2013). Deficiencies in both vitamin Ba
and zinc have been found in depressed people (Harbottle & Scha.
folder, 2008). High levels of vitamin B12 have been found in tho.who have recovered from depression, and it has been shown to be a
beneficial supplement in the treatment of depression (Harbottle Ai:.
Schonfelder, 2008).
Folate

Folate is a water-soluble form of vitamin B9, is essential in synthesizing and repairing DNA, and is necessary for certain chemical
reactions within the body (Weinstein et al., 2013).

A study

(Tolmunen et al., 2003) of Finnish men grouped them according to
dietary-folate intake. The lowest third were more at risk for depressive symptoms than those in the highest third. This remained true
even after adjustments were made for potential confounding variables, such as smoking, alcohol consumption, socioeconomic status,
and fat consumption.
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Tryptophan and Protein
Tryptophan has received the most research attention and research in terms of its effect on depression and its potential as a dietary supplement to treat depression. It is a natural precursor to ser-

otonin, a neurotransmitter that has been closely linked to depression, as previously indicated. In addition, it is commonly found in
many sources of protein. Harbottle and Schonfelder

(2008)

identi-

fied several studies in which tryptophan supplements had a greater
effect on alleviating depression than placebo did.

Cortical spreading depression
One of the ways that depression is studied electrophysiologically
involves cortical spreading depression (CSD), which has been consistently observed in depressed patients (see de Aguiar, de Aguiar,
& Guedes,

2011).

The authors reported research utilizing CSD to

examine the interaction between nutrition and pharmacological
treatments for depression. One study (Tolmunen et al.,

2003)

in-

volved two groups of rats. One group was fed a protein-deficient
diet and the other a protein-enriched diet. Both groups then received a dose of lithium (pharmacological agent often used in the
treatment of depression). The lithium dose reduced CSD susceptibility in the protein-deprived rats. The same dose in the proteinsupplemented rats had no effect on CSD susceptibility (de Aguiar et

al 2011).

Conclusion
The potentially harmful side effects of anti-depressant drugs are
reason to search for alternative forms of treatment. I have summarized efforts to identify dietary components that are promising.
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Although findings thus far cannot be considered conclusive, th~
warrant further research. For example, although zinc has sho'<'-n
promise as a beneficial supplement (Harbottle & Schonfelder.
2008),

more remains to be learned about effective dosage and abo111

potential side effects, especially in combination with other potential
supplements.
Another potential direction for research is longitudinal studies
in which dietary supplements introduced at an early age may reduce or eliminate the symptoms of depression in later life. Finally,
certain combinations of drugs and nutrients could have beneficial
effects in the treatment of depression-another possibility that deserves further study.
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Computerized Cognitive Behavioral
Therapy for Depression
by Rebecca Janis
Depression goes untreated at high rates due to a variety of treatment barria's. Computerized Cognitive Behavioral Therapy (CCBT) provides an

alternative to face-to-face therapy that addresses those treatment barriers

t, reducing the cost of therapy, moving the location of therapy to the parlicipants' homes, and providing therapy for those who cannot be seen by a
"'1trapist due to excess demand for therapy. Although much research has

Im! done showing CCBT's effectiveness, there is a lack of literature des:ribing the actual implementation of computerized therapy. This review
-,Jines the integration of CCBT into therapeutic practice, including what

J,ctors determine its effectiveness. Finally it explores CCBT's effects on
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epression is one of the most common health condi ··

D

affecting over
(Levin et al.,

(2012),

21

million people in the United States

2011).

According to Mental Health America

this debilitating mental illness accounts for upwards of $JD

billion a year in lost productive time among workers and is the
cause of over

30,000

suicides ea~h year, among other detriment.al

effects. Additionally, it inhibits the body's natural ability to figbr
pain and combat disease, resulting in increased illness among de-pressed individuals (Stover, Fenton, Rosenfeld, & Insel,

2003) •

.Be-

cause of its prevalence and detrimental effects, depression is the
biggest existing concern in today's mental health field.
Despite its overwhelming prevalence, depression goes untreated
at an alarming rate. On average, only one-third of those suffering
from depression receive help (Mental Health America,

2012).

Man~-

people cite limited access to therapy due to long waitlists and lack
of therapists in their location as their main reasons for not seeking
treatment (NICE, 2006; Spence et al., 2011). Additional reasons cited
include cost, time commitments, and the perceived social stigma of
receiving therapy (Kaltenthaler, Parry, & Beverly,

2004).

This lack'

of treatment is a serious problem in the mental health field and requires an innovative reform to address it.
Cognitive behavioral therapy (CBT) is the most commonly used
and supported therapeutic technique for depression. CBT mainly
utilizes cognitive restructuring-a technique that involves identifying negative cognitive biases and teaching patients to replace these
distorted thought patterns with more accurate ones. There are
many published and empirically tested CBT manuals with session-
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ion outlines, so its established therapeutic techniques and
~iured format make it ideal to transfer to a computerized setting
other therapeutic techniques that are less structured. Trans.g established therapies to a computerized setting is an increas-

viable option as computers and the Internet have become an
illegral part of most people's daily lives (Spek et al., 2007). Com-

pterized cognitive behavioral therapy (CCBT) refers to any delivay of cognitive behavioral therapy via computerized interactions
tNJCE, 2006). It seeks to incorporate the traditional aspects of face-

a.face CBT, such as cognitive restructuring, with elements such as

aaltimedia presentation, and technology such as email and instant

Although each pilot program of CCBT has been slightly differmt in presentation and methods of patient interaction, several basic

CD111ponents are included across programs. Each session teaches

a,gnitive behavioral principles and builds on the information

learned in previous sessions. Computerized therapy typically also
mcludes a patient-generated answer portion, and either the program or a remote therapist gives feedback based on the patient's
RSponses, making it interactive. Patients receive homework at the

end of the session, which aims to increase retention across sessions
and application of techniques between sessions (Abeles et al., 2009;
Spence et al., 2008). Programs may be entirely self-guided or may

involve interaction with a therapist, usually through emails and periodic phone conferences.

Although computerized programs exist to treat depression, they
are not currently in widespread use in the United States, nor are
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D

epression is one of the most common health conditions,

affecting over 21 million people in the United States alone

(Levin et al.,

(2012),

2011).

According to Mental Health America

this debilitating mental illness accounts for upwards of $30

billion a year in lost productive time among workers and is the
cause of over

30,000

suicides ea~h year, among other detrimental

effects. Additionally, it inhibits the body's natural ability to fight
pain and combat disease, resulting in increased illness among depressed individuals (Stover, Fenton, Rosenfeld, & Insel,

2003).

Be-

cause of its prevalence and detrimental effects, depression is the
biggest existing concern in today's mental health field.
Despite its overwhelming prevalence, depression goes untreated
at an alarming rate. On average, only one-third of those suffering
from depression receive help (Mental Health America,

2012).

Many

people cite limited access to therapy due to long waitlists and lack
of therapists in their location as their main reasons for not seeking
treatment (NICE, 2006; Spence et al., 2011). Additional reasons cited
include cost, time commitments, and the perceived social stigma of
receiving therapy (Kaltenthaler, Parry, & Beverly,

2004).

This lack

of treatment is a serious problem in the mental health field and requires an innovative reform to address it.
Cognitive behavioral therapy (CBT) is the most commonly used
and supported therapeutic technique for depression. CBT mainly
utilizes cognitive restructuring-a technique that involves identifying negative cognitive biases and teaching patients to replace these
distorted thought patterns with more accurate ones. There are
many published and empirically tested CBT manuals with session-
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by-session outlines, so its established therapeutic techniques and
structured format make it ideal to transfer to a computerized setting
over other therapeutic techniques that are less structured. Trans-

ferring established therapies to a computerized setting is an increasingly viable option as computers and the Internet have become an
integral part of most people's daily lives (Spek et al., 2007). Com-

puterized cognitive behavioral therapy (CCBT) refers to any delivery of cognitive behavioral therapy via computerized interactions

(NICE, 2006). It seeks to incorporate the traditional aspects of face-

10-face CBT, such as cognitive restructuring, with elements such as

multimedia presentation, and technology such as email and instant
messaging.

Although each pilot program of CCBT has been slightly differmt in presentation and methods of patient interaction, several basic

components are included across programs. Each session teaches
mgnitive behavioral principles and builds on the information

lramed in previous sessions. Computerized therapy typically also

illcludes a patient-generated answer portion, and either the program or a remote therapist gives feedback based on the patient's

nsponses, making it interactive. Patients receive homework at the

4l!Dd of the session, which aims to increase retention across sessions
and application of techniques between sessions (Abeles et al., 2009;
Spence et al., 2008). Programs may be entirely self-guided or may

iaYolve interaction with a therapist, usually through emails and pe-

Although computerized programs exist to treat depression, they
~

not currently in widespread use in the United States, nor are
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they being used to their full potential. In this literature revie"·· I
outline the effectiveness and benefits of CCBT, as well as facton
that influence its effectiveness. I then outline the possible ways al
implementing CCBT by discussing several distinct applications,.
including as a stand-alone therapy, a therapy adjunct, and a preventative program.

Effectiveness and Benefits
Numerous studies show promising results on the efficacy of
CCBT for the treatment of depression (Newman, Consoli, & Taylor.
1999; NICE, 2006; Proudfoot et al., 2003; Spek et al., 2007). In a me-

ta-analysis, six out of eight studies showed it to be as or more effective than therapist-led cognitive behavioral therapy (TCBT) for a
clinically depressed population in an outpatient setting (Kaltenthaler et al., 2004). One pilot study on a CCBT program for adolescent depression showed a dramatic reduction in the number of participants meeting criteria for clinical depression after completion.
from 95% before treatment to 7% at a three-week follow-up after
completing the program (Abeles et al., 2009). These outcomes
match, and in some cases even surpass, results from TCBT.
Research on CCBT shows some benefits over TCBT, and several
of these benefits even address many of the earlier noted barriers to
traditional therapy.

These main benefits include convenience,

technological advantages, affordability, and increased patient control. Many people cite therapist inaccessibility as a main reason for
not being able to obtain treatment (Spence et al., 2011). Unlike traditional therapy, computerized programs require minimal therapist
time. Consequently, long waitlists for therapy appointments are
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aot

a hindering factor. While therapists are plagued with fatigue

ad burnout from seeing too many patients, computerized therapy
, pograms could treat an unlimited number of patients per day, even

aimultaneously (NICE,

2006).

As a result, computerized therapy

Wps eliminate the problem of therapist inaccessibility. Additionally, CCBT is significantly more convenient than TCBT. Patients
. can use the programs from their homes, receive therapy even in

"asnote locations, and participate in therapy sessions on their own
a:hedule instead of having to work around a therapist's schedule• invaluable added benefits (Griffiths & Christensen, 2007). Computerized therapy also minimizes the social stigma of receiving

tlaerapy by moving the therapeutic process to the privacy of one's

Technology allows for many additional components to be incorp,rnted into CCBT that are not present in TCBT. For example,

anline discussion groups and forums incorporated into computer-

iled programs would allow users to give and receive support and
advice on dealing with depression. An e-diary to record thoughts

' a,uld also be included in the program for users to write about their

aoughts and emotions. Writing on the computer may be easier

and more convenient for some people to complete this journaling
and may facilitate better outcomes, since writing is associated with
a decrease in depression (Krpan et al., 2013). Technology would also

aalce it easier for users to track their moods and recognize patterns
in what influences their mood, which is associated with greater
emotional self-awareness and better treatment outcomes (Kauer et

al. 2012). Since the therapeutic process is computer-based, it also

155
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

164

et al.: Volume 10.2

,,
,111

1,11

1
,

Janis
increases the ease of data collection and analysis, which would be al
great use in gauging therapeutic outcomes (Abeles et al., 2009; Roeertson, Smith, Castle, & Tannenbaum, 2006). This data could be
used to easily track the progress of a single patient or aggregate data
to obtain standardized treatment information across multiple patients.
One of the major barriers to traditional therapy is the percei\·ed
cost, which CCBT may be able to lower. Although CCBT may be
costly to initially implement and get running in the short term, m
the long term it has the potential to be economically beneficial
Computerized therapy relieves part of the monetary burden on
both the patient and the health care system (NICE, 2006). By reducing therapist time, computerized therapy could be offered at lower
rates than face-to-face therapy.

Patients could complete their

online sessions independently, and a remote therapist could review
their progress and reply with feedback, effectively seeing several
patients in the hour that they would traditionally only be able to see
one. Despite considerable debate among researchers as to just ho"much money CCBT would save, studies have suggested yearly savings of up to $630 per patient when compared to TCBT (Newman et
al., 1999). Additionally, using CCBT as a preventative program for
adolescents may decrease future costs by preventing potential depressive episodes (Landback et al., 2009). In a broader scope, CCBT
may also help cut down on the estimated $30 billion per year in lost
productive time among workers due to depression (Mental Health
America, 2012). Computerized therapy is potentially more cost-

156
Published by BYU ScholarsArchive, 2015

165

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Computerized Cognitive Behavioral Therapy
effective than face-to-face therapy for patients and may partially
alleviate the detrimental economic effects of depression.

Simply starting therapy has been shown to increase self-efficacy

by giving patients the feeling that they are in control. CCBT may
further enhance this effect because it places the mechanism for
change in patients' own hands and gives them more responsibility

for their improvement, as opposed to placing the responsibility on
the therapist (Ehrenberg, Cox, & Koopman, 1991). Confirming this,

one CCBT pilot study showed the greatest improvement in depression scores after the second session of treatment, which focused on
113.rting a therapy regimen and getting activated (Abeles et al.,
l!OOCJ). Researchers attributed this initial improvement to an inaeased sense of self-efficacy. After the completion of the program,

mis greater feeling of self-efficacy results in fewer relapses com-

pared to traditional therapy because patients feel more personally
asponsible for their change as opposed to attributing the change to
•

therapist (Tucker, Brust, Pierce, Fristedt, & Pankratz, 2004).

Starting a CCBT therapy program provides hope and a sense of

all-efficacy for many participants, which will enhance their thera-

piutic outcomes.
An important factor in the effectiveness of traditional therapy,

aad consequently CCBT, is the patient's desire for change (Ritter-

land. Thorndike, Cox, Kovatchev,

& Gonder-Frederick, 2009). The

tllerapeutic process requires active participation from the patient

aad not just the therapist acting on the patient. In the case of

CXJIT, users who are motivated to complete the sessions on their
eiwn

may be more suited to computerized therapy (Bendelin et al.,
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2011).

Because it is more self-directed, CCBT will require more pa-

tient initiative than TCBT in order for patients to see a change.
First and foremost, this means completing the sessions. In addition
to that, the patient must make an effort to apply the CBT principles
taught in the sessions by completing the provided homework. Although short-term symptom impr~)Vement is correlated with use of
the program and many other factors, only homework completion is
correlated with long-term improvement (de Graaf, Huibers, Riper,
Gerhards, & Arntz,

2009).

Those who begin therapy with an active

desire to see results from the CCBT program will likely benefit the
most from it.

Applica. tions
Studies clearly show that CCBT is effective for treating depression and has benefits beyond traditional therapy. These findings
beg the question of how best to integrate CCBT into therapeutic
methods already in practice and extend computerized treatment to
those who are not receiving treatment. There are several distinct
applications of CCBT: as a preventative program, in place of therapy, and as an adjunct to therapy.

CCBT as a Preventative Program
Beyond treating those already suffering from clinical depression,
CCBT programs can also be used as a preventative intervention
program (O'Kearney, Gibson, Christensen, & Kathy,

2006;

Land-

back et al., 2009). Such programs provide valuable cognitive behavioral coping techniques for dealing with stressful situations and can
teach people how to respond to future life events in ways that will
not lead to depression. Evidence shows that individuals who are
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prone to depression may have certain early indicators, and CCBT

preventative programs could target these vulnerabilities (Landback
et

al., 2009). Such early interventions have proven successful in a

TCBT setting and would likely translate well to a computerized setting. In one study on a non-clinically depressed population, adoles-

cents who received training in adaptive cognitive styles reported

less depressive symptoms a year after therapy than those in a con-

trol group who did not receive cognitive training (Cukrowicz &
Joiner, 2007). It equipped them to better handle difficult situations

in a constructive way. CCBT as a preventative program shows
promise for preventing symptoms of depression in those who are at

risk for developing depression, and its ease of accessibility would
allow more individuals to access it and use it for prevention than

TCBT.
One possible way to utilize CCBT is in place of TCBT through

anline programs without therapist interaction (Helgad6ttir, Men-

ues, Onslow, Packman,

& O'Brian, 2009). Users could access this

11.and-alone treatment by searching online or by referral from a
doctor. Therapists could also refer patients to a computerized program in order to accommodate patients requesting therapy in ex-

cess of what they can accommodate. This method would result in
the least amount of therapist interaction, requiring at most a refer-

nl from a therapist; additionally, it would provide more access to
therapy and solve the problem of therapist inaccessibility.

Although this would undoubtedly make therapy possible for
more people, the lack of therapist contact may result in lower pa-
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tient satisfaction and poorer outcomes. Computerized therapy as a
stand-alone treatment would like1y be more effective for mild cases
of depression or for those highly motivated individuals without se-vere initial pathology who are seeking to learn coping mechanisim
(Almlov et al.,

2011).

Without therapist support, CCBT offers a per-

fect solution for those individuals and would free up therapists

to

treat other, more severely affected, patients.
CCBT as an Adjunct to Therapy

A more practical application of CCBT is using it in conjunction
with therapist interaction. This has the dual benefit of making
therapy available to more people and reducing demand on therapists' time, allowing them to see more patients. Ideally, patients
would complete a majority of the therapy through the computerized program and have periodic check-ins or feedback from the
therapist. This interaction would take less time from the therapist
than a full session, while the patient still benefits from the interaction with the therapist.
The key to incorporating therapist interaction into CCBT lies in
finding a balance between making therapy readily available to the
masses and not completely losing the human aspect of therapy.
The seamless integration and balance of the two therapies can be
achieved through a variety of mediums that allow for therapistpatient interactions, both synchronous and asynchronous.

New

technologies such as instant messaging and Skype would allow the
patient to remotely interact with their therapist in addition to completing the computerized therapy sessions. Email also offers a way
for therapists to easily send messages to patients regarding their

160
Published by BYU ScholarsArchive, 2015

169

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Computerized Cognitive Behavioral Therapy
progress and to offer support. Both participating clinicians and users of one CCBT program reported that adding it to already occur-

ring face-to-face therapy enhanced their relationships (Robertson et
al, 2006). When used together, CCBT and therapist interactions

may provide a stronger therapeutic relationship than either one

alone. In order for the two to be successfully integrated, the computerized therapy sessions and the therapist involvement need to

complement each other and build on one another.

Conclusion
Although CCBT is a viable treatment for depression that can realistically be put into practice, many areas still need further research to ensure that it operates smoothly and effectively and has

One specific area that needs to be researched more is the optimal level of therapist involvement for
CCBT programs. Although studies have shown that CCBT with
therapist support yields better results than without therapist inter-

action, further studies have also shown that increasing therapist
lime beyond a certain threshold may not yield further gains. Studies comparing programs with varying levels of therapist involve-

ment would determine how much therapist interaction is needed to

produce a positive therapeutic outcome for patients. Additionally,
1111dies need to be performed to determine how well CCBT will operate in a primary care setting, since much of CCBT's dissemination

will be through general practitioners. Finally, because of CCBT's
relative newness, ethical and professional guidelines for its safe use
must be researched, developed, and enforced, including standardiz-

ing CCBT programs to maintain consistent therapeutic practices
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and quality. As with the release of new drugs, CCBT programs
should be tested for positive treatment outcomes based on empirical evidence and implemented only after being approved. Computerized therapy shows encouraging results, and it is undoubtedly a
field of psychology that will expand rapidly in the future with the
daily advent of new technology. _

References
Abeles, P., Verduyn, C., Robinson, A., Smith, P., Yule, W., & Proudfoot, J.
(2009).

Computerized

CBT

for

adolescent

depression

('stressbusters') and its initial evaluation through an extended case
series. Behavioural and Cognitive Psychotherapy, 37(2), 151-165.
Almlov, J., Carlbring, P., Kallqvist, K., Paxling, B., Cuijpers, P., &
Andersson, G. (2011). Therapist effects in guided Internetdelivered CBT for anxiety disorders. Behavioural and Cognitive
Psychotherapy, 39(3), 311-322.

Bendelin, N., Hesser, H., Dahl, J., Carlbring, P., Nelson, K., & Andersson, G.
(2011).

Experiences

of

guided

Internet-based

cognitive-

behavioural treatment for depression: A qualitative study. BMC
Psychiatry, II(I), 107-116.

Cukrowicz, K. C., & Joiner, T. R. (2007). Computer-based intervention for
anxious and depressive symptoms in a non-clinical population.
Cognitive Therapy and Research, 31(5), 677-693.

de Graaf, L., Huibers, M. H., Riper, H., Gerhards, S. H., & Arntz, A. (2009).
Use and acceptability of unsupported online computerized
cognitive behavioral therapy for depression and associations with
clinical outcome.Journal of Affective Disorders, n6(3), 227-231.

162
Published by BYU ScholarsArchive, 2015

171

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Computerized Cognitive Behavioral Therapy
Ehrenberg, M. F., Cox, D. N., & Koopman, R. F. (1991). The relationship
between self-efficacy and depression in adolescents. Adolescence,
26(102), 361-374.

Griffiths, K. M., & Christensen, H. (2007). Internet-based mental health

programs: A powerful tool in the rural medical kit. Australian

Journal of Rural Health, 15(2), 81-87.
Belgad6ttir, F., Menzies, R. G., Onslow, M., Packman, A., & O'Brian, S.
(2009). Online CBT I: Bridging the gap between Eliza and modem

online CBT treatment packages. Behaviour Change, 26(4), 245-253.
&altenthaler, E., Parry, G., & Beverley, C. (2004). Computerized cognitive

behaviour therapy: A systematic review. Behavioural and Cognitive

Psychotherapy, 32(1), 31-55.
Kauer, S. D., Reid, S.C., Crooke, A.H. D., Kohr, A., Hearps, S. J.C., Jorm, A.
F., ... Patton, G. (2012). Self-monitoring using mobile phones in the
early stages of adolescent depression: Randomized controlled
trial. Journal of Medical Internet Research, 14(3), 19-35.

Krpan, K. M., Kross, E., Berman, M. G., Deldin, P. J., Askren, M. K., &
Jonides, J. (2013). An everyday activity as a treatment for
depression: The benefits of expressive writing for people
diagnosed with major depressive disorder. Journal of Affective

Disorders, 150(3), 1148-1151.
Landback, J., Prochaska, M., Ellis, J., Dmochowska, K., Kuwahara, S. A.,
Gladstone, T., & ... Van Voorhees, B. W. (2009). From prototype to
product:

Development of a

primary care/Internet based

depression prevention intervention for adolescents (CATCH-IT).

Community Mental Health Journal, 45(5), 349-354.
Levin, W., Campbell, D. R., McGovern, K. B., Gau, J. M., Kosty, D. B.,
Seeley, J. R., & Lewinsohn, P. M. (2011). A computer-assisted
depression intervention in primary care. Psychological Medicine,
41(7), 1373-1383.

163
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

172

et al.: Volume 10.2

I I

1,11:

Janis

Mental Health America (2012). Ranking of America's Mental Health: .-\a
Analysis of Depression Across the States. Retrieved from
http://www.mentalhealthamerica.net/go/state-ranking.
National Institute for Health and Clinical Excellence (NICE).
Guidance on the use of computerized cognitive behavior thera~
for

anxiety

March.
pdf.

and

depression.

Technology

Appraisat

51.

http://www.nice.org.uk/nicemedia/live/u568/33185/3313>

Newman, M. G., Consoli, A.

J.,

& Taylor, C. (1999). A palmtop computer

program for the treatment of generalized anxiety disorder.
Behavior Modification, 23(4), 597-619.

O'Kearney, R., Gibson, M., Christensen, H., & Griffiths, K. M. (2006).
Effects of a
Depression,

Cognitive - Behavioural Internet Program on
Vulnerability

to

Depression

and

Stigma

in

Adolescent Males: A School - Based Controlled Trial. Cogni~
Behaviour Therapy, 35(1), 43-54.

J. J., Goldberg, D. D., Mann, A. A., Everitt, B. B., Marks, I. I., &
Gray, J. A. (2003). Computerized, interactive, multimedia

Proudfoot,

cognitive-behavioural program for anxiety and depression in
general practice. Psychological Medicine: A Journal of Research in
Psychiatry and The Allied Sciences, 33(2), 217-227.

Ritterband, L. M., Thorndike, F. P., Cox, D. J., Kovatchev, B. P., & GonderFrederick, L. A. (2009). A behavior change model for Internet
interventions.Annals of Behavioral Medicine,38(1), 18-27.

Robertson, L., Smith, M., Castle, D., & Tannenbaum, D. (2006). Using the
Internet to enhance the treatment of depression. Australasian
Psychiatry, 14(4), 413-417.
Spek, V., Cuijpers, P., Nyklicek, I., Riper, H., Keyzer,

J.,

& Pop, V. (2007).

Internet-based cognitive behaviour therapy for symptoms of

164
Published by BYU ScholarsArchive, 2015

173

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

..... l.menfeld, A., & lnsel, T. R. (.2003). Depression and
~

,,

i- al illness: The National Institute of Mental Health
&

I,- ol Psychiatry, 54(3), 184-186.

S.., 1>'1.e'l'.<:e, '? ., 'fnsteo.t, C.., & i>an\crat'L, 'f. \_2004).
~<c~,..<c~~~~ <:..~~\.~% ~0,..\,-1c'fu..<:..'o.O\ 'o.';!,
'\. 'o. ~'t'i!.~\.<:.'l.~'t di.. 't<i!.\.'o.~o;;.'i!.

anc,.. -i.

years following psychiatric hospital-basec\ treatment. Research and

Theory for Nursing Practice: An International Journal, 18(2-3), 261-275.

165
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

174

et al.: Volume 10.2

Computerized Cognitive Behavioral Therapy
depression and anxiety: A meta-analysis. Psychological Medicine: A

Journal of Research in Psychiatry and the Allied Sciences, 37(3), 319-328.
ce, S. H., Donovan, C. L., March, S., Gamble, A., Anderson, R.,
Prosser, S., & ... Kenardy, J. (2008). Online CBT in the treatment of
child and adolescent anxiety disorders: Issues in the development
of BRAVE-ONLINE and two case illustrations. Behavioural and

Cognitive Psychotherapy, 36(4), 4u-430.
's,ence, S. H., Donovan, C. L., March, S., Gamble, A., Anderson, R. E.,
Prosser, S., & Kenardy,

J. (20n). A randomized controlled trial of

online versus clinic-based CBT for adolescent anxiety. Journal of

Consulting and Clinical Psychology, 79(5), 629-642.
Sill,ver, E., Fenton, W., Rosenfeld, A., & Insel, T. R. (2003). Depression and

comorbid medical illness: The National Institute of Mental Health
perspective. Biological Psychiatry, 54(3), 184-186.

Tacker, S., Brust, S., Pierce, P., Fristedt, C., & Pankratz, V. (2004).
Depression coping self-efficacy as a predictor of relapse

I

and

2

years following psychiatric hospital-based treatment. Research and

Theory for Nursing Practice: An International Journal, 18(2-3), 261-275.

165
Published by BYU ScholarsArchive, 2015

175

Intuition: The BYU Undergraduate Journal of Psychology, Vol. 10 [2015], Iss. 2, Art. 14

Submission Guidelines
Those wishing to submit their work to Intuition should send an e-mail with
an electronic copy of their work attached to byupsychjoumal@gmail.com.

T,r,es of submissions accepted:
Brief or extended reports of theoretical development or original research (or both) from any field of psychology.
Topical reviews, book reviews, and essays.
Creative works, including poetry dealing with psychological concepts,
visual media for potential cover art, and personal narratives related

•
•
•

to research experience.

Wmissions should adhere to the following criteria:

•
•
•

•
•

Submissions cannot have been accepted for publication elsewhere.
Submissions (except for creative works) should be no less than 1,000
words and no more than II pages long (excluding abstracts, references, and appendices) and conform to APA style.
Manuscripts should be submitted in a Microsoft Word format (.doc
or .docx). All graphics or photos should be high resolution (300 dpi).

Upon submission, manuscripts will undergo a basic screening to determine their readiness for the journal's revision process before an
offer of acceptance is extended.
If your submission is accepted for review, you will have the opportunity to collaborate with our editorial staff. Publication in the journal is ultimately contingent upon your willingness to contribute to
the revision and polishing of your own work.

•
•
•

Volume II Issue 1 (Fall 2015): Already passed
Volume II Issue 2 (Winter 2016): May 15, 2015
Volume 12 Issue 1 (Fall 2016): November 15, 2015

Any questions, comments, or concerns may be directed to the Editor-in-

167
https://scholarsarchive.byu.edu/intuition/vol10/iss2/14

176

