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Resumen. Los estudios tridimensionales (3D) de espec´ımenes biolo´gicos a niveles subcelulares han
sido posible gracias a la tomograf´ıa electro´nica, al procesamiento de ima´genes y a las te´cnicas
de reconstruccio´n 3D. Para lograr la demanda de los requerimientos computacionales de grandes
volu´menes, se han aplicado estrategias de paralelizacio´n con descomposicio´n de dominio. Aunque
esta combinacio´n ya ha probado ser u´til para tomograf´ıa electro´nica de espec´ımenes biolo´gicos, un
modelo de prediccio´n de rendimiento au´n no ha sido descrito. Tal modelo deber´ıa permitir conocer
la aplicacio´n paralela y predecir su funcionamiento bajo diferentes para´metros o plataformas hard-
ware. Este art´ıculo describe un modelo anal´ıtico de prediccio´n de rendimiento para BPTomo, una
aplicacio´n paralela para reconstruccio´n tomogra´fica. El funcionamiento de la aplicacio´n es analizado
paso a paso para crear una formulacio´n anal´ıtica del problema. El modelo es validado comparando
los tiempos estimados para conjuntos de datos representativos con tiempos medidos en un cluster
tipo beowulf.
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1 Introduccio´n
Los modelos anal´ıticos de prediccio´n de rendimiento permiten tener un conocimiento profundo de las
aplicaciones paralelas, predecir su funcionamiento bajo diferentes para´metros o plataformas de hardware
y mejorar la explotacio´n de la potencia computacional de los sistemas paralelos. Estos modelos pueden
proporcionar respuestas a preguntas tales como ”que´ pasa con el rendimiento si el taman˜o de los datos y
el nu´mero de ma´quina son modificados?”, ”cua´ntas ma´quinas son necesarias para finalizar el trabajo en
un tiempo dado?”, ”que´ mejoras se pueden obtener cambiando los para´metros?”. La metodolog´ıa basada
en modelos de prediccio´n posibilita la evaluacio´n del rendimiento de la aplicacio´n sin la necesidad de su
implementacio´n.
La microscop´ıa electro´nica, el procesamiento de ima´genes y las te´cnicas de reconstruccio´n tridimensional
(3D) permiten el ana´lisis estructural de espec´ımenes biolo´gicos complejos a niveles subcelulares [1, 2,
3]. Esta informacio´n estructural es cr´ıtica para entender la funcio´n biolo´gica de los espec´ımenes [7]. La
reconstruccio´n de ima´genes determina estructuras 3D a partir de una serie de ima´genes bidimensionales
(2D). Estas ima´genes 2D son adquiridas rotando el espe´cimen sobre uno o ma´s ejes, mediante tomograf´ıa de
transmisio´n (electro´nica o de rayos X). Es importante remarcar que la metodolog´ıa de ana´lisis tomogra´fico
puede ser usada en diversas disciplinas que van desde ingenier´ıas hasta ciencias del sistema de la tierra [8].
Las te´cnicas de reconstruccio´n algebraicas (Algebraic Reconstruction Techniques - ART) introducidas
en los an˜os 70, se descartaron en aplicaciones pra´cticas en un primer momento debido al alto requerimiento
computacional. Los ficheros generados por la tomograf´ıa de transmisio´n generalmente son grandes y, en
consecuencia, el tiempo de procesamiento que se necesita es considerable. En la actualidad, las estrategias
de paralelizacio´n conjuntamente con la distribucio´n de los datos, prestan diversas soluciones a los problemas
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anteriormente planteados. Aunque existe un me´todo esta´ndar de reconstruccio´n en tomograf´ıa electro´nica
llamado retro proyeccio´n ponderada (Weighted Back Projection - WBP), hoy en d´ıa los investigadores le
brindan mayor atencio´n a los me´todos de expansio´n en serie (tambie´n llamados te´cnicas de reconstruccio´n
iterativas). Esto se debe a que e´stos u´ltimos me´todos mejoran la reconstruccio´n por medio del uso de otra
funcio´n base. Adema´s, no presentan problemas relacionados con la cantidad de a´ngulos de entrada o el
tratamiento de las condiciones de ruido.
Las cuatro ima´genes de la Fig. 1 ilustran las distintas calidades de una reconstruccio´n segu´n la eleccio´n
de los para´metros.
Fig. 1. La primera imagen muestra una reconstruccio´n de una imagen 2D casi perfecta. El rango de inclinacio´n es
+/- 90 con un incremento de 2. En la segunda imagen el rango de inclinacio´n es +/- 60. En la tercera y cuarta, el
rango de inclinacio´n es +/- 90 y +/- 60 respectivamente con un incremento de 5.
BPTomo es una aplicacio´n paralela para reconstruccio´n tomogra´fica en biolog´ıa estructural que sigue el
paradigma SPMD (Single Program Multiple Data). Trabaja con los me´todos de expansio´n en serie usando
blobs como funcio´n base. Existen trabajos previos sobre paralelizacio´n en reconstruccio´n de ima´genes, pero
muchos de e´stos trabajan con ima´genes de reconstruccio´n 2D [4] o tratan con reconstrucciones 3D usando
voxels como funcio´n base [8].
Este trabajo presenta un modelo anal´ıtico de rendimiento para BPTomo. Debido a su naturaleza y
regularidad, una prediccio´n anal´ıtica es ma´s apropiada que la utilizacio´n de te´cnicas de simulacio´n. As´ı,
de esta manera el tiempo necesitado para evaluar el rendimiento es reducido. El funcionamiento de la
aplicacio´n es analizado paso por paso para crear una formulacio´n anal´ıtica del problema. El modelo es
validado comparando los tiempos estimados con los tiempos medidos en un cluster de PCs.
El resto de este art´ıculo esta´ organizado como sigue. La seccio´n 2 analiza la aplicacio´n BPTomo. La
seccio´n 3 describe el modelo anal´ıtico para la aplicacio´n. La seccio´n 4 presenta la evaluacio´n del modelo y
la validacio´n experimental. La seccio´n 5 resume las conclusiones del trabajo.
2 Aplicacio´n BPTomo
BPtomo es una aplicacio´n paralela de reconstruccio´n tomogra´fica que trabaja con elementos de volumen
sime´trico esfe´rico (blobs) [6]. Los voxels y los blobs son funciones bases usadas en el campo de la recons-
truccio´n de ima´genes. Los blobs tienen una forma esfe´rica suave mientras que los voxels tienen una forma
cu´bica.
2.1 Funcionamiento
La Fig. 2 muestra el proceso completo de la tomograf´ıa electro´nica para la reconstruccio´n de un objeto
3D utilizando co´mputo paralelo. Para la adquisicio´n de datos se requiere el ingreso del a´ngulo de giro
y de la cantidad de tomas a realizar en el ordenador conectado al HVEM y, luego, la sintonizacio´n de
otros para´metros, ver Fig. 2(b). El principal objetivo de los HVEMs es registrar en forma automa´tica
las ima´genes 2D teniendo en cuenta las especificaciones realizadas por el usuario, ver Fig. 2(a). Una vez
registradas estas ima´genes se las almacena, en forma transitoria, en el ordenador conectado al HVEM.
Las etapas mencionadas pueden repetirse hasta que las ima´genes tengan la calidad deseada. Una vez que
las ima´genes se consideran ido´neas, se retransmiten a un cluster de PCs. Seguidamente, en el cluster se
procesan las ima´genes usando alguna te´cnica de reconstruccio´n iterativa con el fin de obtener el objeto 3D,
Fig. 2(c).
Fig. 2. Proceso BPTomo.
BPTomo implementa una Te´cnica de Reconstruccio´n Iterativa (IRT) que considera que el objeto 3D o
funcio´n f que debe ser reconstruido puede aproximarse por una combinacio´n lineal de un conjunto finito
J de funciones bases conocidas y fijas bj del siguiente modo:
f(r, φ1, φ2) ≈
J∑
j=1
xjbj(r, φ1, φ2) (1)
donde (r, φ1, φ2) son coordenadas esfe´ricas y el principal objetivo es estimar el desconocido vector xj . IRT
esta´ basado en un modelo de formacio´n de imagen donde las medidas dependen linealmente del objeto a





donde li,j define el valor de la i-e´sima medida de la j-e´sima funcio´n base. Bajo estos supuestos, el problema
de reconstruccio´n de ima´genes puede modelarse como el problema inverso de estimar los xj ’s desde los yi’s
resolviendo el sistema de ecuaciones lineales dado por la Eq. (2). Este puede dividirse en B bloques cada
uno de taman˜o S y, en consecuencia, el proceso iterativo puede describirse por sus propios pasos iterativos
desde el k estimado al k + 1 estimado utilizando la siguiente expresio´n:

















donde λk es el para´metro de relajacio´n, b = (k mod B) es el ı´ndice del bloque, i = bS + s es la ecuacio´n i
de todo el sistema y sbv es el factor de peso.
El Te´rmino (1) puede descomponerse en tres etapas: el ca´lculo de la proyeccio´n del objeto (FProj),
el ca´lculo del error entre las proyecciones experimentales y las proyecciones calculadas (EComp) y el














Luego la Eq. (3) puede reescribirse como la Eq. (7). El proceso pasa a trave´s de estas etapas para cada







2.2 Modelo computacional SPMD
La aplicacio´n ha sido disen˜ada siguiendo el paradigma SPMD. Debido a que los blobs se expanden ma´s alla´
de un u´nico slice, los slices adyacentes son interdependientes. Al distribuir los datos, los slices se reparten
entre tantos slabs como el nu´mero de nodos, segu´n se exhibe en la Fig. 3(a). Cada slab se compone de
su subdominio de slices que incluyen adema´s slices redundantes de los nodos vecinos. De este modo, cada
nodo ejecuta el mismo programa sobre su propio slab.
Los slices contenidos en cada slab se dividen en las siguientes categor´ıas, ver Fig. 3(b):
Halo Estos slices son necesarios so´lo para que el nodo pueda reconstruir algunos de sus propios slices. Son
slices redundantes y vienen de los nodos vecinos donde se reconstruyen.
Unique Estos slices se reconstruyen en el nodo. Se subdividen en:
Edge Slices que requieren informacio´n de los slices halo provenientes de los nodos vecinos.
Own Slices que no requieren informacio´n de los slices halo provenientes de los nodos vecinos. Estos
slices son independientes.
La interdependencia entre slices vecinos implica que, para calcular la proyeccio´n Eq. (4) o la retro
proyeccio´n del error Eq. (6) para un slab dado, debe haber un intercambio adecuado de informacio´n entre






















Fig. 3. (a) Distribucio´n de los slices en slabs. (b) Clasificacio´n de los slices en un slab. (c) Modificacio´n de los halo
slices con edge slices del vecino.
En consecuencia, dos nuevas etapas aparecen en el proceso IRT como se muestra en la Fig. 4. La primera
corresponde a la comunicacio´n de diferencias entre las proyecciones experimentales y las proyecciones
calculadas y la segunda a la comunicacio´n de slices reconstruidos que vienen de la etapa de retro proyeccio´n
del error. Estas nuevas etapas implican sincronizacio´n donde los nodos esperan por sus vecinos.
Fig. 4. Etapas de las te´cnicas de reconstruccio´n iterativas en la versio´n paralela siguiendo el paradigma SPMD.
2.3 Implementacio´n BPTomo
En BPTomo, se conjugan dos entornos dominantes de hoy en d´ıa, C y MPI. C es un lenguaje de progra-
macio´n de propo´sito general y si bien se lo asocia al sistema UNIX, no esta´ ligado a ningu´n sistema operativo
ni a ninguna ma´quina. C proporciona las instrucciones de control de flujo lineal que se necesitan en los
programas estructurados: condiciones, ciclos, agrupamientos y subprogramas, pero no multiprogramacio´n,
operaciones paralelas, ni sincronizacio´n. Todo esto u´ltimo es solucionado con la interfaz MPI, la cual per-
mite comunicaciones punto a punto, comunicaciones colectivas, sincronizacio´n, creacio´n de procesos, entre
otras cosas [9].
Al igual que cualquier otra aplicacio´n que trabaja con MPI, BPTomo posibilita las llamadas a funciones
MPI realizando una inicializacio´n del entorno mediante la primitivaMPI Init(). De modo similar, despue´s
de todas las llamadas a funciones MPI realiza una terminacio´n mediante la primitiva MPI Finalize().
A continuacio´n, BPTomo define un comunicador por defecto llamado MPI COMM WORLD que
incluye todos los procesos envueltos en la ejecucio´n paralela. Los comunicadores de MPI se usan para
las comunicaciones de paso de mensajes punto a punto o colectivas. Un comunicador es un dominio de
comunicacio´n que define un conjunto de procesos que se pueden comunicar entre s´ı. Un proceso tiene
un u´nico identificador id dentro de un comunicador (0 a n − 1), donde n es el nu´mero de procesos). En
BPTomo, los procesos cuyos identificadores van de 1 a n−2 env´ıan y reciben datos de los procesos id−1 e
id+1. El proceso 0 y el n−1 so´lo env´ıan y reciben datos del proceso 1 y del proceso n−2 respectivamente.
Cada declaracio´n de variable global se duplica en cada proceso debido a que la aplicacio´n sigue el
paradigma SPMD. Las variables que no necesitan duplicarse se declaran localmente dentro del co´digo del
proceso. La distribucio´n de para´metros y datos se hace mediante la primitiva MPI Bcast().
Para el paso de mensajes, BPTomo usa las primitivas de env´ıo y de recepcio´n no bloqueantes con el
fin de solapar el co´mputo y la comunicacio´n y as´ı lograr una mayor eficiencia. Las rutinas no bloqueantes
continu´an inmediatamente con la pro´xima instruccio´n a ejecutar. Es decir, la instruccio´n de env´ıo no blo-
queante, MPI Isend() (I se refiere a inmediato), retorna au´n antes que la direccio´n del buffer donde se
encuentran los datos a enviar este´ segura de modificacio´n. En cuanto a la instruccio´n de recepcio´n no
bloqueante, MPI Irecv(), retorna au´n si no hay mensaje de aceptacio´n [10].
El formato de la primitiva de env´ıo no bloqueante es:
MPI Isend( void ∗buf, int count, MPI Datatype datatype, int dest, int tag,
MPI Comm comm, MPI Request ∗request )
donde buf es la direccio´n del buffer donde se encuentran los datos a enviar, count es el taman˜o de los
elementos a enviar, datatype es el tipo de dato que se env´ıa, dest es el nodo destino, tag es la marca del
mensaje, comm es el comunicador y request es el que pide la comunicacio´n.
El formato de la primitiva de recepcio´n no bloqueante es:
MPI Irecv( void ∗buf, int count, MPI Datatype datatype, int source, int tag,
MPI Comm comm, MPI Request ∗request )
donde buf es la direccio´n del buffer donde se reciben los datos enviados, count es el taman˜o de los elementos
a recibir, datatype es el tipo de dato que se recibe, source es el nodo fuente, tag es la marca del mensaje,
comm es el comunicador y request es el que pide la comunicacio´n.
La completitud de las instrucciones de env´ıo-recepcio´n mencionadas anteriormente, es detectada por
medio de la primitiva MPI Wait() en BPTomo. Esta instruccio´n espera hasta que se termine una deter-
minada operacio´n. El formato de e´sta primitiva es:
MPI Wait( MPI Request ∗request, MPI Status ∗status )
donde request es el que ha pedido una comunicacio´n y espera por su completitud y status es el estado del
objeto.
La Fig. 5 exhibe un seudoco´digo de la aplicacio´n BPTomo conteniendo las primitivas mencionadas a lo
largo de esta seccio´n.
Fig. 5. Seudoco´digo de la aplicacio´n BPTomo.
3 Modelo anal´ıtico para BPTomo
El objetivo del modelo anal´ıtico es proporcionar una estimacio´n de la cantidad de tiempo de co´mputo y
de comunicacio´n por nodo, requerido para alcanzar la solucio´n de una aplicacio´n que es ejecutada en un
sistema paralelo. Este asume que el sistema paralelo es homoge´neo para los elementos hardware, la red y
el procesamiento.
El tiempo de ejecucio´n total estimado (TEst) puede aproximarse por el tiempo IRT para un nodo
(TIRT ) desprecia´ndose los tiempos de inicializacio´n, distribucio´n de datos, lectura y escritura por ser poco
significativos (TEst ≈ TIRT ).
Luego, de acuerdo con la Fig. 4, el TIRT para un nodo puede estimarse por:
TIRT = TFProj + TEComp + TCommDiff + TBProj + TCommRSlices (8)
donde TFProj es el tiempo para calcular la proyeccio´n del objeto, TEComp es el tiempo para calcular
el error entre las proyecciones experimentales y las proyecciones calculadas, TCommDiff es el tiempo de
comunicar las diferencias, TBProj es el tiempo de refinar el objeto por medio de la retro proyeccio´n del
error y TCommRSlices es el tiempo de comunicar los slices reconstruidos. TFProj , TEComp y TBProj son
valores estimados de tiempos de co´mputo, mientras TCommDiff y TCommRSlices son valores estimados de
tiempos de comunicacio´n.
En la Tabla 1 se da una descripcio´n de las variables usadas tanto para estimar los tiempos de co´mputo
como de comunicacio´n. Algunas de estas variables se delinean en la Fig. 6.
Tabla 1. Notacio´n usada en el modelo anal´ıtico y definiciones.
Var Significado
AbyB Nu´mero de ima´genes de proyeccio´n por bloque. En Eq. (3) denotada por S.
Blocks Nu´mero de bloques en que las proyecciones se subdivide.
Height Altura de un slice.
Iter Nu´mero de iteraciones. Relacionado con la calidad de la reconstruccio´n.
Nodes Nu´mero de nodos o procesadores.
NSlices Nu´mero total de slices a ser procesados.
SEdge Nu´mero de slices edge a ser comunicados.
SHeight Altura de una imagen de proyeccio´n.
SWidth Ancho de una imagen de proyeccio´n.
TComm Tiempo requerido para transmitir un pixel.
Width Ancho de un slice.
Fig. 6. Dimensiones del volumen a reconstruir por BPTomo y de la imagen de proyeccio´n.
3.1 Tiempo de co´mputo estimado
Con la notacio´n de la Tabla 1 y teniendo en cuenta las Eq. (4)-Eq. (7), en esta seccio´n se analiza la
estimacio´n del tiempo de ca´lculo requerido por nodo para evaluar la proyeccio´n (TFProj), el ca´lculo del
error (TEComp) y la retro proyeccio´n del error (TBProj).
El taman˜o de cada slice es Height ·Width y cada slice se proyecta AbyB veces por bloque. El taman˜o
de la imagen de proyeccio´n es SHeight · SWidth. En la pra´ctica, Height = Width = NSlices = SHeight =
SWidth. Hay tantos Nodos como slabs y NSlices/Nodes slices para cada slab. De acuerdo con la Eq. (3) las
expresiones son procesadas para cada bloque de ecuaciones (Blocks) y para cada paso iterativo (Iter). En
consecuencia, el tiempo para calcular la proyeccio´n del objeto para un nodo (TFProj), dado por Eq. (4),
puede estimarse como:
TFProj = Height ·Width ·AbyB · (NSlices/Nodes) ·Blocks · Iter · TPFProj (9)
donde TPFProj es el tiempo requerido para proyectar un pixel de un slice en la direccio´n de un a´ngulo.
El tiempo necesario de un nodo para calcular el error (TEComp), Eq. (5), debe tener en cuenta que
el nu´mero de pixels de una proyeccio´n (un a´ngulo) por nodo es SWidth · NSlices/Nodes y que hay AbyB
proyecciones por bloque. Nuevamente, esto se realiza para cada bloque de ecuaciones y para cada paso
iterativo. Entonces, el tiempo para calcular el error para un nodo, puede ser estimado por:
TEComp = SWidth ·AbyB · (NSlices/Nodes) ·Blocks · Iter · TPEComp (10)
donde TPEComp es el tiempo requerido para calcular el error de una proyeccio´n de un pixel de un slice.
El error de retro proyeccio´n Eq. (6) exhibe una complejidad computacional igual a la proyeccio´n; en
consecuencia, una estimacio´n del tiempo para evaluar el refinamiento del objeto por medio de la retro
proyeccio´n del error puede expresarse por medio de la siguiente ecuacio´n:
TBProj = Height ·Width ·AbyB · (NSlices/Nodes) ·Blocks · Iter · TPBProj (11)
donde TPBProj es el tiempo requerido para retro proyectar el error en una proyeccio´n de un pixel de un
slice.
Los tiempos TPFProj , TPEComp, y TPBProj tienen que evaluarse exactamente. Estos pueden ser medidos
ejecutando la aplicacio´n una vez o pueden ser ponderados de acuerdo con estad´ısticas previas obtenidas
en otros art´ıculos [6]. Los mismos son dependientes de la plataforma, de modo que para otro ambiente con
diferentes ma´quinas y red, estos valores deben ser ajustados.
3.2 Tiempo de comunicacio´n estimado
Antes de proporcionar las expresiones para estimar los tiempos de comunicacio´n, es esencial investigar co´mo
trabaja IRT cuando comunica. Para mejorar el rendimiento, las etapas de comunicacio´n son solapadas con
las etapas de co´mputo. En consecuencia, las comunicaciones son ocultadas de una forma total o parcial
debido al orden en que los slices son analizados. Como muestra la Fig. 7, en una primera etapa se procesan
los left-edge slices y se env´ıan inmediatamente al nodo vecino. La comunicacio´n de los left-edge slices se
solapa con el procesamiento de los right-edge slices. De manera similar, la comunicacio´n de los right-edge
slices se solapa con el procesamiento de los own slices. Esta estrategia es aplicada en ambos puntos de
comunicacio´n; antes y despue´s de la etapa de retro proyeccio´n del error [6].
La transmisio´n de las diferencias entre la proyeccio´n experimental y la proyeccio´n calculada de los
left-edge slices, para un nodo, implica la siguiente cantidad de datos:
DataDiffLeft = SWidth ·AbyB · SEdge ·Blocks · Iter (12)
De igual forma, la transmisio´n de las diferencias de los right-edge slices (DataDiffRight) para un nodo,
implica la misma cantidad de datos de la Eq. (12).
Mientras se realiza la comunicacio´n de las diferencias de los left-edge slices, el procesamiento de las
etapas de proyeccio´n y ca´lculo de error de los right-edge y own slices tiene lugar. De manera similar, la
comunicacio´n de las diferencias de los right-edge slices se realiza mientras tiene lugar el procesamiento de
Fig. 7. Solapamiento entre comunicacio´n y co´mputo. Las cajas continuas representan etapas del algoritmo iterativo,
las cajas punteadas denotan la transmisio´n de los datos ya procesados y las cajas con l´ıneas cortadas son las barreras
de sincronizacio´n.




TExpCommDiff si TExpCommDiff ≥ 0
0 si TExpCommDiff < 0
donde
TExpCommDiff = (DataDiffLeft +DataDiffRight) · TComm−
−Height ·Width ·AbyB · (NSlices/Nodes− SEdge) ·Blocks · Iter · TPFProj
−SWidth ·AbyB · (NSlices/Nodes− SEdge) ·Blocks · Iter · TPEComp
y TComm es el tiempo requerido para comunicar un valor a trave´s de la red.
La transmisio´n de los slices reconstruidos de los left-edge slices, para un nodo, implica la siguiente
cantidad de datos:
DataRSlicesLeft = Height ·Width · SEdge ·Blocks · Iter (13)
De igual manera, la transmisio´n de los slices reconstruidos de los right-edge slices implica la misma
cantidad de datos de la Eq. (13), (DataRSlicesLeft = DataRSlicesRight).
Mientras la comunicacio´n de los slices reconstruidos de los left-edge slices es realizada, el procesamiento
de la retro proyeccio´n del error de los right-edge y own slices tiene lugar. De modo similar, la comuni-
cacio´n de los slices reconstruidos de los right-edge slices es realizada mientras el procesamiento de la retro




TExpCommRSlices si TExpCommRSlices ≥ 0
0 si TExpCommRSlices < 0
donde
TExpCommRSlices = (DataRSlicesLeft +DataRSlicesRight) · TComm−
−Height ·AbyB ·Width · (NSlices/Nodes− SEdge) ·Blocks · Iter · TPBProj
4 Evaluacio´n del modelo
Para validar el modelo anal´ıtico obtenido en la seccio´n previa, BPTomo ha sido ejecutado para dos conjun-
tos de datos con diferentes taman˜os. Los taman˜os son representativos de los estudios biolo´gicos estructurales
actuales para tomograf´ıa de electrones. Posteriormente, los tiempos de ejecucio´n obtenidos han sido com-
parados con aquellos tiempos estimados por el modelo. El porcentaje de desviacio´n ha sido usado para
mostrar la precisio´n. Las tablas y los gra´ficos ayudan a concluir.
4.1 Conjunto de datos 1
Para validar el modelo anal´ıtico se ha utilizado, un primer conjunto de datos que consiste de 70 ima´genes
de proyeccio´n de 64×64 pixels tomadas del objeto girado en el rango [-70o, +68o] a intervalos de 2o. Con el
objeto de obtener los tiempos, es esencial dar valores a ciertos para´metros importantes. Se eligio´ trabajar
con 10 iteraciones, 1 bloque con 70 a´ngulos por bloque y 1 o 2 slices edge para ser comunicados entre nodos
vecinos (denotado por SEdge1 o SEdge2 respectivamente) para IRT.
Para obtener los tiempos TPFProj , TPEComp, TPBProj y TComm se ha ejecutado la aplicacio´n en un
nodo y se han medido aquellos tiempos, obtenie´ndose 8.39E-07 sec., 3.95E-08 sec., 8.48E-07 sec. y 3.05E-05
sec., respectivamente.
La Tabla 2 muestra la escalabilidad hardware de la aplicacio´n usando diferentes nu´meros de nodos
(primera columna): 1, 5, 10, 15, 20 y 25. La segunda, tercera y quinta columnas representan los tiempos de
ca´lculo estimados (TFProj , TEComp y TBProj) mientras que la cuarta y sexta columnas representan los tiem-
pos de comunicacio´n estimados (TCommDiff y TCommRSlices). Para los tiempos de comunicacio´n estimados,
hay dos subcolumnas que corresponden al nu´mero de edge slices (SEdge) transmitidos entre nodos adya-
centes. La u´ltima columna en la tabla, es el tiempo de ejecucio´n total estimado (TIRT ); suma de los valores
de las columnas que van de la segunda a la sexta (TFProj+TEComp+TCommDiff+TBProj+TCommRSlices).
Nuevamente, se tienen dos subcolumnas que se refieren al nu´mero de edge slices transmitidos entre nodos
adyacentes.
La principal observacio´n de la Tabla 2 es que los tiempos de ca´lculo estimados disminuyen a medida que
el nu´mero de nodos crece. Cuando el nu´mero de slices edge es 1, los tiempos de comunicacio´n estimados
son 0, significando que la comunicacio´n se solapa (oculta) completamente con el ca´lculo. En cambio, si
el nu´mero de slices edge es 2, en algunos casos los tiempos de comunicacio´n estimados son mayores a 0.
En consecuencia, la comunicacio´n no se oculta totalmente por el co´mputo. Como el tiempo de ejecucio´n
total estimado es la suma de los tiempos de co´mputo y comunicacio´n, cuando el nu´mero de slices edge es
1, los valores de TIRT decrecen. Con slices edge igual a 2, el TIRT deja de decrecer en un punto. Esto es
alrededor del nodo 15, donde la comunicacio´n juega un papel importante. En consecuencia, el rendimiento
deja de mejorar.
Tabla 2. Tiempos de ejecucio´n estimados para el conjunto de datos 1 (en seg.).
Nodes TFProj TEComp TCommDiff TBProj TCommRSlices TIRT
SEdge1 SEdge2 SEdge1 SEdge2 SEdge1 SEdge2
1 154.00 0.11 0.00 0.00 155.51 0.00 0.00 309.62 309.62
5 30.80 0.02 0.00 0.00 31.10 0.00 0.00 61.92 61.92
10 15.40 0.01 0.00 0.00 15.55 0.00 0.00 30.96 30.96
15 10.27 0.01 0.00 0.10 10.37 0.00 0.00 20.64 20.66
20 7.70 0.01 0.00 2.58 7.78 0.00 2.08 15.48 20.15
25 6.16 0.00 0.00 4.12 6.22 0.00 3.64 12.38 20.15
4.2 Conjunto de datos 2
Para continuar la validacio´n del modelo anal´ıtico, se ha utilizado un segundo conjunto que consiste de 70
ima´genes de proyeccio´n de 128×128 pixels tomadas del objeto girado en el rango [-70o, +68o] a intervalos
de 2o. Los para´metros y tiempos para TPFProj , TPEComp, TPBProj y TComm son los mismos que para el
conjunto de datos 1, con excepcio´n del nu´mero de iteraciones usado en las distintas comprobaciones.
Tabla 3. Tiempos de ejecucio´n estimados para el conjunto de datos 2 (en seg.).
Nodes TFProj TEComp TCommDiff TBProj TCommRSlices TIRT 10 TIRT 20 TIRT 30
1 1231.95 0.45 0.00 1244.14 0.00 2476.54 4953.08 7429.62
5 246.39 0.09 0.00 248.83 0.00 495.31 990.62 1485.93
10 123.20 0.05 0.00 124.41 0.00 247.65 495.30 742.95
15 82.13 0.03 0.00 82.94 0.00 165.10 330.20 495.30
20 61.60 0.02 0.00 62.21 0.00 123.83 247.66 371.49
25 49.28 0.02 0.00 49.77 0.00 99.06 198.12 297.18
El objetivo de usar este nuevo conjunto de datos es cuantificar la influencia del taman˜o de las ima´genes
de entrada y la influencia del nu´mero de iteraciones. En este conjunto de datos, los tiempos de comunicacio´n
estimados son 0 tanto eligiendo 1 o 2 como cantidad de slices edge a comunicar. La comunicacio´n se oculta
totalmente. Esto se debe a que el taman˜o de entrada del conjunto de datos 2 es mayor que el conjunto
de datos 1 y por ende se necesita ma´s tiempo de ca´lculo, siendo este tiempo suficiente para ocultar
completamente las comunicaciones (Tabla 3).
4.3 Validacio´n experimental
El modelo anal´ıtico ha sido validado con un cluster tipo beowulf de 25 nodos homoge´neos (Pentium IV
1.8GHz., 512Mb DDR266, fast Ethernet). El cluster dispone de una red de interconexio´n segmentada que
permite concurrencia de comunicaciones entre nodos diferentes.
La Fig. 8 muestra los tiempos estimados de la Tabla 2 y los tiempos de ejecucio´n medidos en BPTomo
para el conjunto de datos 1 usando los para´metros previamente descritos. De forma similar, la Fig. 9
muestra los tiempos estimados de la Tabla 3 y los tiempos de ejecucio´n medidos en BPTomo para el
conjunto de datos 2 usando los para´metros ya mencionados pero considerando 10, 20 y 30 iteraciones.
Fig. 8. Comparacio´n entre los tiempos estimados y medidos (seg.), conj. de datos 1.
Ba´sicamente, el tiempo total de ejecucio´n depende del nu´mero de procesadores en el cluster. Es evidente
que el tiempo de ejecucio´n disminuye a medida que el nu´mero de procesadores aumenta. Tambie´n, las
comunicaciones y la sobrecarga de la red crecen siendo inu´til ma´s procesadores activos en el cluster a
partir de un nu´mero dado. Encontrar este punto de inflexio´n es uno de los desaf´ıos ma´s importantes para
los usuarios de aplicaciones paralelas. Es claro que para nuestras pruebas dicho punto esta´ alrededor del
nodo 15 para el conjunto de datos 1. En consecuencia, la relacio´n entre el costo y el beneficio de tener ma´s
nodos no se justifica. Para el conjunto de datos 2, no se ha encontrado el punto de inflexio´n para el rango
de nodos que ha sido estudiado en este trabajo.
Como se puede observar en la Fig. 8, los tiempos totales de ejecucio´n medidos, esta´n cerca de los
estimados. La desviacio´n es inferior al 10% tanto para el env´ıo de 1 o 2 slices edge. Nuevamente, en la
Fig. 9, los tiempos de ejecucio´n estimados y medidos son bastante exactos. La desviacio´n es inferior al 10%
para los distintos nu´meros de iteraciones.
Fig. 9. Comparacio´n entre los tiempos estimados y medidos (seg.), conj. de datos 2.
5 Conclusiones
Obtener un buen rendimiento en aplicaciones paralelas distribuidas es definitivamente una tarea dif´ıcil.
Por ejemplo, muchas aplicaciones no escalan linealmente en el nu´mero de nodos y, en consecuencia, una
configuracio´n de cluster ma´s potente (por ej. ma´s nodos) puede no mejorar el rendimiento de la aplicacio´n
general. Adema´s, la ejecucio´n de sesiones de medicio´n puede ser compleja y consumir bastante tiempo.
Considerando lo antes expresado la habilidad de predecir el rendimiento es un trabajo u´til.
En este art´ıculo se ha descrito un modelo anal´ıtico de prediccio´n de rendimiento para una aplicacio´n
paralela distribuida de reconstruccio´n tomogra´fica, llamada BPTomo. Las caracter´ısticas y la regularidad de
la aplicacio´n permiten el uso de me´todos de prediccio´n anal´ıticos en lugar de simulacio´n; simulta´neamente
de esta manera el tiempo necesitado para evaluar el rendimiento se reduce.
La adopcio´n de expresiones anal´ıticas permite a los usuarios hacer ana´lisis complejos para diferentes
taman˜os de problemas y nu´mero de procesadores en so´lo unos minutos. Los tiempos estimados son bastante
exactos con una desviacio´n inferior al 10% en todos los casos. Esto hace posible, por ejemplo, seleccionar
el mejor nu´mero de procesadores para una dimensio´n de entrada dada. Adema´s, la ejecucio´n de ciertos
casos puede requerir horas o incluso d´ıas. Por esta razo´n, es esencial tener una idea del tiempo estimado
para diferentes para´metros con el fin de elegir la mejor opcio´n.
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