Abstract-We developed a scalable distributed computing system using the Berkeley Open Interface for Network Computing (BOINC) to align next-generation sequencing (NGS) data quickly and accurately. NGS technology is emerging as a promising platform for gene expression analysis due to its high sensitivity compared to traditional genomic microarray technology. However, despite the benefits, NGS datasets can be prohibitively large, requiring significant computing resources to obtain sequence alignment results.
First, we use it to optimize several alignment algorithms for simulated NGS data. Second, we apply it to align real NGS data and compare RNA-Seq gene expression to microarray gene expression.
Analyzing alignment output of NGS data from several NGS platforms (Helicos, lllumina, Roche, etc.) using different alignment software tools can help us gain more insight into alignment algorithm parameters. This is a key step before analyzing real patient sequence data. A distributed alignment system plays an important role in increasing the efficiency of NGS analysis. Each NGS platform produces data with different properties, including read length and error profile. For example, reads generated from Illumina systems tend to be fixed and short in length [3] [4] . On the other hand, sequence reads from Roche data are longer [5] [6] . Longer sequence reads generally increase alignment time due to the use of hash tables as opposed to seeded template positions [7] . Furthermore, longer sequence reads can negatively affect the alignment quality due to increased likelihood of natural variation, nucleotide polymorphism and sequencing experiment errors. However, longer sequence reads are more likely to align uniquely rather than ambiguously (i.e., alignment to multiple locations). Thus, each platform has its advantages and disadvantages as well as specific behavior with regard to alignment algorithms-i.e., the accuracy of alignment algorithms is affected by the data platform [8] .
In this work, we use four popular alignment software tools: BW A [9] [10] , Novoalign (http://www.novocraft.comD, Mosaik (http://bioinformatics.bc.edu/marthlab/Mosaik), and
SHRiMP [II] . These aligners index the template and then find the optimal locations for each sequence read based on measures such as alignment scores. The computational work for each read is comparable, so we can reduce the computation time by splitting the sequence reads file and aligning each file separately and independently. Each of these alignment software tools can be tuned using different sets of parameters, including nucleotide mismatch penalties, gap open and extension penalties, and hash-based parameters. Exploring the parameter space of each alignment software tool requires intense processing, which is often prohibitive given the complexity of the alignment algorithms. For example, for Novoalign, we have 3 parameters with 10 possible choices. Under this scenario, we need to run 10 3 trials to obtain statistics. If it takes 10 minutes for each run, then it would take several days to complete this simple analysis. Moreover, biomarker identification, which is a chief goal of NOS data analysis, also requires aligning a significant number of NOS reads to large genomic templates. Some datasets require days to process. Thus, computational time is a major constraint for NGS analysis to be of any realistic use in clinical applications.
To alleviate such computational issues, we propose using the Berkeley Open Interface for Network Computing (BOINC) platform to implement a distributed computing system for sequence alignment. BOINC is a volunteer computing scheme in which computationally intense, but modular, tasks can be split amongst any number of client machines, each of which is assigned subtasks according to project need and client resources [12] . We use this platform to divide large sequence reads datasets into smaller units, thereby running alignments in parallel and shortening the time required to finish a given job.
NGS is a recent development in gene sequencing. Thus, our understanding of the computational aspects of NGS analysis still needs to be improved compared to the more established microarrays. To further understand the potential of this technique, we need a useful tool to more efficiently align NGS data. Our implementation of a distributed system for sequence alignment is advantageous for processing NGS data because it allows us to more effectively explore optimal parameter combinations for sequence alignment software and provides a platform to analyze large datasets efficiently.
A. Overview
II.

METHODOLOGY
The distributed alignment application is divided into three tiers: the web interface, the BOINC server, and the client computers ( Figure I) . The user selects a sequence reads file, reference file (containing the sequence to which reads will be aligned), aligner, and specific aligner parameters via a simple web interface. These requests are stored in a SQL database for subsequent analysis, tracking, and archival. Each request is then queued into the BOINC system (described more fully in section IIC). The BOINC system splits the original sequence reads file into smaller files of a user-specified size before sending each work unit to a client CPU for processing. Result files are then returned and stored for further processing and archival.
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B. NGS Database
Each time a user enters a job via the online interface, the sequence reads file, reference file, aligner, and aligner parameters are stored in a SQL database ("alignments" table, Figure 2 ). The job record is linked to the specified input files via references to the applicable tables. Additionally, the aligner parameters are written to a job-specific file. Each job has a status bit, initialized to zero, signifying that it has not entered the BOINC processing queue. Each job's status changes first when the job is queued by BOINC, and then when the resultant files are complete. In this way, the user may track job progress.
C. Berkeley Open Interface fo r Network Computing
We use the Berkeley Open Interface for Network Computing (BOINC) to develop a distributed computing application that speeds the alignment process. As previously discussed, user-specified input files, alignment algorithm, and applicable parameter values are stored in a central SQL database. The BOINC application consists of a separate database, a server and distribution framework, and programs to facilitate data transfer and result validation. The general framework is shown in Figure 3 .
The BOINC application has four major components: a work generator, a client program, a validator, and an assimilator. The work generator continuously queries the NGS database for any alignments that have not been processed. When the incoming queue is occupied, the work generator copies the specified parameters from the NGS database to a common file and splits the specified reads file into smaller subfiles, each of a user-specified size. Each sequence reads subfile, paired with its associated parameter file, constitutes a work unit, and is submitted to the BOINC server for distribution to client computers.
The BOINC framework distributes work units to available machines that are "attached" to the BOINC project. Once the sequence reads subfile and parameter file are downloaded by the client, the client program parses the parameter file and runs the specified aligner via a series of system calls. Mter the alignment is complete, the client uploads results to the BOINC server. Subsequently, the validator program confirms that the results are in the correct format and the assimilator gathers the results from all subfiles associated with a particular alignment job and concatenates them for further processing, analysis, and archival.
NGS Database
I Job Submission
BOINe Server J �l Res� Once alignment is finished, post-alignment processing consists of parsing the output file and tabulating the number of ambiguous and unambiguous reads. We define an ambiguous read to be a read that aligns to multiple locations in the reference genome. Analogously, an unambiguous read is one that aligns to only a single location in the reference genome.
D. System Validation and Case Study
The distributed alignment system saves a tremendous amount of time when processing large NGS datasets. Here, we present a case study to illustrate the utility of the distributed application and to verify the correctness of the alignment results. The case study workflow is shown in Figure 4 .
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When aligning NGS sequence reads, it is important to tune the algorithm parameters to the data platform. We examine four well-known NGS data systems: lllumina, Helicos, Roche, and ABI. We use simulated read sequences from these four NGS platforms-generated with specific sequence lengths and error profiles-and tune the parameters for each of the four alignment algorithms: BW A, Novoalign, Mosaik, and SHRiMP.
Once the optimal parameters are obtained, we use these parameters to align real biological sequence reads using the BOINC distributed application. Finally, we verify the correctness of the alignment by correlating NGS read counts (also called digital gene expression) to corresponding microarray expression values.
1) Optimization of Alignment Parameters
The general procedure of NGS sequence alignment is as follows. The algorithm first indexes the reference genome template so that sequence reads can be quickly aligned. Second, the aligner constructs a hash table based on sequence reads to speed up the alignment process. Finally, the aligner calculates the alignment score for each possible alignment position of each read. The aligner can report one or more hits for each read based on user settings.
The alignment parameters mainly control the hash table construction and calculation of alignment scores. To find the best parameter sets suitable for a certain NGS platform, we need to determine which parameters are influential to output. Typically, these parameters include match/mismatch penalties, gap open and gap extension penalties, alignment score threshold, number of mismatches allowed, hash table size, and hash key selection, among others.
In this paper, we design experiments to find the best parameter subset for each sequencing platform and aligner. We gather statistics for uniquely and correctly mapped reads, uniquely but incorrectly mapped reads, reads with multiple hits, and unmapped reads. Based on these statistics, we construct a model describing the parameter relationships, and then apply them to real biological data.
2) Correlation of NGS and Microarray Data
After identifying optimal alignment parameters, we verify these parameters by computing the digital gene expression of an NGS dataset and correlating to microarray gene expression. We use a pair of publicly available NGS and microarray data from the GEO database (http://www.ncbi.nlm.nih.gov/geo/, GSE22004) [13] . We use the refseq homo sapiens genome from the National Center for Biotechnology Information (NCBI, http://www.ncbi.nlm.nih.gov/) as the reference sequence [14] . The microarray data was assayed using Affymetrix Human Genome U133 Plus 2.0 Array from a similar biological sample. We deterrnine the number of uniquely mapped reads for each gene in the template from NGS alignment outputs. We also extract the expression levels of each gene for the corresponding microarray data. To find a one-to-one mapping between microarray probes and genes in the template, we create a fasta file based on microarray probe sequences and determined the unique hits by aligning to the refseq template. We also filter out genes in refseq that align to more than one probe. There are only 1.34% (731154675) of probes in the microarray and 22.66% (731/3226) of genes in the template that satisfy our filtering criteria. We correlate expression values between NGS and microarray platforms for these 731 genes.
III .
RESULTS AND DISCUSSION
A. Distributed System Performance
We present results for alignment speed-up and data correlation using the Novoalign algorithm. The other aligners behave similarly with an approximately linear reduction in computation time (not shown). For this test case, we use a distributed system with only four compute clients. Table I lists processing times for various runs of Novoalign. Here we use different parameter sets to demonstrate that speed-up is generally not affected by aligner parameters. Distribution of the Novoalign jobs resulted in an average speed-up factor of 3.550. A perfect linear speed-up 4.0 (distributing to four client machines) does not occur because of some overhead in data processing and distribution. We observe that for these results, the parameter combination does not have an appreciable effect on the speed-up factor. This result is not surprising and serves as a simple verification of the distributed system. 
1) Optimization of Alignment Parameters
Each aligner contains its own specialized parameters, but the general procedure to tune these parameters is the same. The procedure is as follows. First, we determine parameters that most affect alignment accuracy. We isolate these parameters and find optimal values. Second, we optimize the remaining parameters jointly. This procedure, however, is not guaranteed to result in the same alignment accuracy for each aligner. We simply use this procedure to find optimal parameter sets for each alignment tool. The final results still depend on the sequence data as well as alignment software.
Here, we focus on Novoalign to show how we select optimal parameters with simulated data, and then apply them to real NGS data. Using this case study, we can demonstrate the utility of the system and verify that the data distribution and collection is sound.
In Novoalign, three parameters significantly influence alignment accuracy. They are threshold (or highest alignment score acceptable for the best alignment), gap open, and gap extension penalties. In our experimental design, we use a relatively large step size for threshold compared to the step size of the other two parameters. We also assume threshold has little interaction with gap open and extension penalties. Therefore, we can vary threshold first to obtain the 582 optimal value and then vary gap open and extension penalties together.
By counting the statistics of uniquely and correctly mapped reads, uniquely but incorrectly mapped reads, reads with multiple hits, and unmapped reads, we can conclude that the optimal threshold should be 120. We then vary gap open and extension penalties together and visualize the results using a heat map ( Figure 5) .
Generally, high gap extension penalty and low gap open penalty perform best. But this is true only under specific constraints. The gap extension penalty can be set to (1) where P gapl is the probability of a single base indel (insertion or deletion) and Pgap2 is the probability of a two base indel mutation. The gap open penalty can be set to (2) where Pgap is the probability of an indel mutation and Gextend is the gap extension penalty (http://www.novocraft.com/).
The high accuracy of parameters centered at the diagonal suggests that the aligner either prefers higher gap extension penalty combined with lower gap open penalty, or prefers lower gap extension penalty combined with higher gap open penalty. The overall optimum occurs at the combination of the first case-high gap extension penalty and low gap open penalty.
2) Correlation of NGS and Microarray Data
We have a relatively thorough understanding of microarray data and are generally confident in reported microarray gene expression values. Thus, we expect NGS gene expression values to roughly correlate with microarray gene expression [15] [16] . Figure 6 and Figure 7 are scatter plots of NGS data versus microarray data in the log scale. Each data point corresponds to a specific gene or microarray probe. By performing this correlation, we also validate the BOINC distributed alignment software.
Percentage of Unique and Correct H�s (-I 120) 11 14 -x: gap extension penally The positive correlation indicates that NGS expression values closely mirror microarray gene expression for these particular datasets. We found that increasing the threshold of the Novoalign software slightly increases correlation of NGS and microarray expression (from 0.716 to 0.750). This result was expected since increasing threshold leads to an increased number of unique hits in an alignment. This gives us more reliable results as the number of samples increases. Here we treat microarray data as a point of reference for comparison only because of the established use of microarrays in gene expression analysis. However, due to the known limitations of microarrays, other references may be used for comparison in the future.
IV. CONCLUSION
We developed a distributed system to efficiently analyze large next-generation sequencing datasets. This system is based on the Berkeley Open Interface for Network Computing (BOINC), a highly scalable volunteer computing system. The software system includes a web interface that simplifies alignment algorithm parameter selection, job management, and result interpretation. We validate the system by optimizing alignment parameters using simulated NGS data. Subsequently, we use the optimal parameters to align NGS data generated from real biological samples. Positive correlation of the NGS data to microarray samples from similar biological samples suggests that the software is correctly distributing data to and collecting alignment results from multiple parallel client machines. In our work, the distributed system can reduce the computation time by an approximately linear factor determined by the number of available compute clients. Compared to other related work [17] [18] that focus on multiple sequence alignment and DNA sequence similarity search, we obtain similar improvement in terms of job time reduction. In addition, the scalability of the BOINC platform will allow us to maintain computational efficiency even as the size of NGS data continues to grow. GEO Sample GSM546995 Figure 7 . Scatter plot comparing NGS reads counts and microarray expression levels using Novoalign with a more "optimal" threshold of 120. In this case, the correlation coefficient is 0.7503, which suggests good correlation. (NGS Platform: Illumina Genome Analyzer II (Homo sapiens);
Microarray Platform: Affymetrix Human Genome VB3 Plus 2.0 Array)
