Abstract. The problem of feature transformation arises in many fields of information processing including machine learning, data compression, computer vision and geoscientific applications. In this paper, we investigate the transformation of hyperspectral data to a coordinate system that preserves geodesic distances on a constant curvature space. The transformation is performed using the recently proposed spherical embedding method. Based on the properties of hyperspherical surfaces and their relationship with local tangent spaces we propose three spherical nearest neighbor metrics for classification. As part of experimental validation, results on modeling multi-class multispectral data using the proposed spherical geodesic nearest neighbor, the spherical mahalanobis nearest neighbor and the spherical discriminant adaptive nearest neighbor rules are presented. The results indicate that the proposed metrics yields better classification accuracies especially for difficult tasks in spaces with complex irregular class boundaries. This promising outcome serves as a motivation for further development of new models to analyze hyperspectral images in spherical manifolds.
Introduction
For several years, feature extraction methods in the form of best band combinations have been the most applied standards in the analysis of hyperspectral data. The best band approach relies on the presence of narrowband features which may be the characteristic of a particular category of interest or on known physical characteristics of broad classes of data, such as vegetation indices [4] . On the other hand, the underlying assumptions of feature extraction methods are that each pixel in a scene may be decomposed into a finite number of constituent endmembers, which represent the purest pixels in the scene. A number of algorithms have been developed and have become standards; these include the pixel purity index and iterative spectral unmixing [1] . Although the use of endmembers and indexes based on narrowband features have yielded very useful results, these approaches largely ignore the inherent nonlinear characteristics of hyperspectral data. There are multiple sources of nonlinearity. One of the more significant sources especially in land-cover classification applications, stems from the nonlinear nature of scattering as described in the bidirectional reflectance distribution function [15] . In land-cover applications, bidirectional reflectance distribution function effects lead to variations in the spectral reflectance of a particular category as a function of position in the landscape, depending on the local geometry. Factors that play a role in determining bidirectional reflectance distribution function effects include the optical characteristics of the canopy, canopy gap function, leaf area index, and leaf angle distribution. It has been observed that wavelengths with the smallest reflectance exhibit the largest nonlinear variations [15] . Another source of nonlinearity mostly in coastal environments such as coastal wetlands, arises from the variable presence of water in pixels as a function of position in the landscape. Water is an inherently nonlinear attenuating medium. Classification of hyperspectral image data that exhibits these nonlinearities poses a huge challenge to linear methods.
In this paper, we take a different approach from the feature extraction methods. We seek to exploit the nonlinear structure of hyperspectral imagery by using a feature transformation method. This new approach seeks a constant curvature coordinate system that preserves geodesic distances of a high-dimensional hyperspectral feature space. We then define nearest neighbor rules for classification on a spherical manifold on this basis. Manifold learning methods are commonly becoming a standard to embedding data onto their new transformed spaces. Many of the manifold learning methods embed objects into a lower dimensional vectorspace using techniques such as Multidimensional Scaling . Recently, a new method for embedding data onto a spherical manifold was proposed in [17] . The spherical embedding approach maps the dissimilarity of shape objects onto a constant curvature spherical manifold. It embeds data onto a metric space while optimizing over the kernel distance matrix of positional vectors. Each of these approaches represents an attempt to derive a coordinate system that resides on (parameterizes) the nonlinear data manifold itself. The methods represents a very powerful new class of algorithms that can be brought to bear on many high-dimensional applications that exhibit nonlinear structure, e.g., the analysis of remote sensing imagery. Once embedded in such a space, the data points can be characterized by their embedding coordinate vectors, and analyzed in a conventional manner using traditional tools. Models can be developed for the low dimensional embedded data. However the challenge is on the interpretation of the geometrical characteristics for the new space to enable decision making tools to take advantage of these properties. One common method for performing such an analysis is the classification of new points according to functions or set of rules that make their decisions based on the geometry of training data samples.
In a supervised classification problem, we are given C classes and N training examples. The training examples consists of d feature measurements x = (x 1 , . . . , x d ) ∈ R d and the known class labels L c , c = (1, . . . , C). The goal is to predict the class label for a given test point x 0 . The K-nearest neighbor (K-NN) classification method is a simple and appealing approach to this problem. It
