In this paper, we study the multiplicity of solutions of the motion problem. Given n point matches between two frames, how many solutions are there to the motion problem? We show that the maximum number of solutions is 10 when 5 point matches are available. This settles a question that has been around in the computer vision community for a while. We follow two tracks.
Introduction
Given two images taken at different times by a camera moving in a static environment, we want to estimate the position and orientation of the camera with respect to its first position. Many approaches are possible, and we consider in this paper only the approach consisting of identifying within the two images corresponding points, i.e., pairs of points that are images of the same physical point viewed from the two different positions.
Given a number of such pairs, the following questions may be asked: Partial answers to these questions have been known for a while in the computer vision community. For example, it is known that given a sufficient number of pairs (greater than or equal to 5), the position and orientation of the camera can be recovered. If 8 pairs or more are given, it can even be recovered by linear techniques [7] unless the 3D points and the optical centers of the cameras fall on some special second-degree surfaces. When they do fall on such surfaces, it is known [8, 10, 5] that the solution is not unique, and that there may not be more than three different solutions to the motion problem.
Not much is known so far on what happens when the number of pairs is between 5 and 7. We shed some light on these problems, and show in particular that when 5 pairs are given in general position, then the maximum number of solutions is 10. "In general position" means that although some sets of 5 pairs are not compatible with exactly 10 camera motions, such sets form a negligibly small part of the space of all sets of 5 pairs of image correspondences.
It might be thought that studying these problems is a bit remote from the harsh reality of applied computer vision, but we believe that their solution is essential to understanding the behavior (stability or instability) of algorithms for recovering motion from point matches. It is the mathematical structure of the set of solutions that governs this behavior, and only if we understand it thoroughly will we be able to design reliable systems for motion analysis.
In our investigation of the multiplicity of solutions to the motion problem we use two very different approaches. The first approach begins with a 3 ×3 matrix known as the essential matrix, which contains the information about camera motion recoverable from corresponding points in the two retinal planes. The set of essential matrixes can be described by polynomial equations; thus the problem of recovering camera motion can be investigated using algebraic geometry.
The second approach is an older one based on projective geometry. We begin with the epipoles, which are the points of intersection of a line joining the two optical centers with the retinal planes. Lines in the retinal planes containing an epipole are called epipolar lines. Corresponding points in the two retinal planes define a homography or projective correspondence between the two sets of epipolar lines, which forms the basis of a method for recovering camera motion. It is at first sight difficult to include the rigidity constraint in a natural way. It turns out that this can be done using the device of the absolute conic.
The projective geometric approach is based on ideas developed by Chasles [1] and Kruppa [6] . Kruppa was an Austrian mathematician who published his result in 1913. Unfortunately, he found 11 solutions, rather than 10; a computer implementation of the projective geometry-based approach allowed us to correct the error, and then to give a formal proof.
The second approach has two advantages over the first: the mathematics is more elementary, and it leads to more tractable polynomial constraints on the camera motion when only 5 image correspondences are given. However, these are early days, and it is not clear which approach will give the clearest insight into the motion problem.
L1 Organization of the Paper
In section 2 we describe the framework for the motion problem and give some more details about our two approaches. In section 3 we derive some new properties of the essential matrix, and show that the essential matrixes have to lie on a specific (real) algebraic manifold 0]Z defined by two equations of degrees 3 and 4 respectively. It turns out that in order to understand the problem, we have to abandon for a while the set of real numbers and deal with complex numbers. In section 4 we present some results recently obtained by Demazure [2] which completely characterize the structure of 9E over the complex numbers; 9E is defined by 9 equations of degree 3; we show how to solve the apparent contradiction in the number of equations and cite the main result, which is that the degree of 9E is 10. It follows that there are, in general, exactly 10 camera motions compatible with 5 pairs of corresponding points. We then show how the degree of the equations defining 9]Z can be used to derive very simply some results previously obtained by Longuet-Higgins [8, 9] Maybank [10, 11] , and Horn [5] on 3 being the maximum possible number of solutions when an infinite number of corresponding points are available.
In section 5 we develop the approach based on projective geometry, which allows us to compute explicitly the 10 solutions from the 36 intersections of two sextic plane curves. The remaining 26 intersections do not yield solutions to the motion problem. In section 6 we describe a computer implementation that makes heavy use of symbolic computation.
Some concluding remarks are made in section 7. We have two appendixes: appendix A summarizes some properties of polynomials, and appendix B summarizes the projective geometry necessary for Kruppa's method.
Notation
We use a, b, c .... for both column vectors and points in projective space (pn, n = 1, 2; and we use A, B, C .... for matrixes or for points in (p3 when no ambiguity is possible. The row vector corresponding to a is a r, and the transpose of A is A r. The trace of A is Tr (A) and the determinant of A is det (A).
The coordinates of a vector a in 3D space are (al, a2, a3)r; if a is regarded as a point in (p3 then the coordinates of a are (al, a2, a3, a4) r. The line joining two points a, b is denoted by <a, b >. The vector product of two vectors a, b is a A b, and the scalar or dot product of a, b is aXb. We write aXa = a 2 = IlalP. The tensor product of a, b is ab r. By definition, ab 3" is the 3×3 matrix with i, jth entry equal to aib).
We use {a, b; c, d} for the cross ratio of four points in (pi. A homography between points a, b of (pl is denoted by a A b. We use f~ for the absolute conic, and o~, ~0' for the images of fl in the two retinal planes (see appendix B). We use cI,, ~I, for quadratic transformations.
The symbol [] marks the end of a proof.
Statement of the Problem
We model our camera as a pinhole, as shown in figure  1 . Each point M in space gives rise to corresponding points m, m' in the first and second retinal, or image planes, where we assume that the correspondence m ,-. m' is known. Each camera has an associated coordinate frame, Yl, Y2, Y3, in which the positions of the image points are measured. The Y3 axis is the optical axis and the retinal plane is parallel to the y~, Yz plane.
We assume that the focal length IIC¢llis equal to 1.
In practice the camera projection is more complicated than the projection obtained from an ideal pinhole camera, however it is usually possible to calibrate the camera and thus find the image that would have been obtained from a pinhole camera. Thanks to this, the coordinates Yl, Y2, Y3 of a point M in 3D space are the projective coordinates of its image m. Points at infinity in the image plane are defined by Y3 = 0 (see appendix B). Indeed, when M is in the y~, Y2 plane (called the focal plane), <CM> is parallel to the image plane.
The problem is now to obtain the camera motion from the image correspondences. Probably the oldest example of this problem is the version given by the French mathematician Chasles [1] . We found a statement of the problem in a paper by Hesse [4] who also produced an analytical solution:
"On donne dans le m6me plan deux syst6mes de sept points chacun et qui se correspondent. Faire passer par chacun de ces syst6mes un faisceau de sept rayons, de telle sorte que les deux faisceaux soient homographiques. TM A detailed analysis and solution of Chasles' problem can be found in [14] . The final word on this is that there exist three solutions in general, real or complex, which can be found as a subset of the intersection of two planar cubics. Unfortunately this does not solve our particular ~We are given, in a plane, two sets of seven points, in correspondence. For each set, find a point such that the two sets of seven lines they define are related by a collineation.'" .-r Y~ Fig. 1 . Geometry of the motion problem.
problem since there is no guarantee that the corresponding transformation from the first camera to the second is a rigid displacement. In the following sections we describe two approaches to solving Chasles' problem which incorporate the rigidity constraint.
Approach based on Essential Matrixes
Let the rotation from the first camera position to the second be R, and let the translation be a vector t in the direction C to C', where C, C' are the optical centers of the two cameras. The vector t is assumed to be nonzero. To fix ideas, we think of the camera as first undergoing a rotation R and then undergoing a translation t.
A point M in 3D space gives rise to image points m and m' in the first and second retinal planes respectively. The problem is: given a number of corresponding pairs m ,-* m', to recover R and the direction of t.
Referring to figure 1, it is clear that m and m' are matches if and only if the three vectors m, m', and t are coplanar, which we can write in the second coordinate system as mT(t ARm ') = 0
We introduce the antisymmetric matrix T:
The matrix T is such that Tx = t A x for all vectors x. Letting E = TR, equation (1) can be rewritten as
The matrix E is the essential matrix, first introduced by Longuet-Higgins in [7] . There are in fact two rigid motions t, R and t ', R' such that E = TR = T 'R', where t and t' are parallel and R, R' differ by a rotation of 180 o about t. For the most part, we think of t, R and t', R' as constituting a single solution to the motion problem, however it is necessary to consider both t, R and t ', R' when checking the physical feasibility of solutions to the motion problem, as described in section 6.
Approach Based on Epipolar Geometry
When the problem of obtaining camera motion from image correspondences arose during the 19th century it was tackled using the projective geometry of the epipolar lines. We again refer to the camera geometry of figure 1. By definition, the epipoles x and x' are the intersections of < C, C'> with the retinal planes; these points play an important role in computer vision since they form the basis of the so-called epipolar constraint, heavily used in stereo, for example. The epipolar constraint simply states that given a point M in 3D space with an image m in the first retinal plane and m' in the second retinal plane then the epipolar plane < C, C', M > intersects the retinal planes along the lines < x, m > and < x ', m' >. Therefore, given a point m (m') in the first (second) image, its image m' (m) in the second (first) image lies on the corresponding epipolar line. The geometry of epipolar lines is shown in figure 2 .
The two sets of epipolar lines are pencils of lines around the epipoles x and x' (see appendix B) which are related by a linear projective transformation, a collineation.
We can prove linearity directly since corresponding epipolar lines arise from the intersection of a single M Fig. 2 . Epipolar geometry. epipolar plane with the two image planes. Alternatively, we can construct a proof using the rigid motion, R, t of the previous section which induces the correspondence between epipolar lines. It follows from the definition of R, t that x = t, and x' = -Rrt. On rotating the camera by R the epipolar lines through x are transformed linearly to epipolar lines through the point x'. On now translating the camera by t, the images of points move along lines passing through t, thus the translation acts as the identity on the lines through t. This is just the well-known property of the focus of expansion. It follows that the correspondence between epipolar lines is induced entirely by R, thus it is linear as claimed.
It follows from the linearity of the correspondence of epipolar lines that if we consider four epipolar planes ~I't, 't~2, ~3, ~4 and the corresponding epipolar lines 11, l~, 12, 12, 13, 13, and 14, 14, then the cross-ratios {l~, 12; 13, 14} and {1~, 12; I~, l~} are equal. For the definition of the cross-ratio of four lines see [12, ch. 4] and appendix B.
A correspondence between one-dimensional projective spaces preserving cross-ratio is known as a homography, and is denoted by A. If m ,-* m' are corresponding points then we write < m, x > /X < m', x'>.
In the original statement of Chasles' problem we are given 7 point correspondences in two planes from which we can deduce a number of pairs of epipoles. From each pair of epipoles we can infer a projective transformation of 3D space that brings the pair (C, II) onto (C', II'), where II, II' are the two retinal planes; however, there is no guarantee that this projective transformation is a rigid displacement. The introduction of the rigidity constraint enables us to solve the problem with 5 correspondences rather than 7 correspondences, but at the cost of obtaining 10 solutions rather than 3 solutions.
To enforce rigidity we can look at figure 3, and notice that by construction, in the case of a rigid camera motion, the plane angles (xCm, xCp) and (x'C'm', x'C~o~ are equal. According to the projective definition of the angle between two planes given in appendix B, we must introduce the absolute conic, fl (see section B.1). Considering the images o~ and ~o' of ~ in the two retinal planes, let u, v be the two tangents from x to oJ and let u', v' be the two tangents from x' to ~o'. If we want the equality of the two previous plane angles, a necessary condition is that the cross-ratios { <x, m>, <x,p>;u, v} and {<x',m'>, <x', p'>; u', v'} are equal. This implies that these tangents correspond to each other in the previous collineation. This is shown in figure 4 . It turns out that the precise correspondence of the tangents is immaterial, in that we could have either u A u', v A v' or u A v', v A u'. For this reason we will refer to corresponding pairs of tangents without making the correspondence explicit.
Define the lines I a, la,, ... by l a = <x, a>, l~, = <x', a'> .... the problem is then as follows:
Given five point correspondences in II and II' and the images w and w' of the absolute conic fl, find two points x and x' in II and II' respectively such that if we denote by w (resp. w') the pairs of tangents from x (resp. x') to w (resp. w'), the seven correspondences la ~ la,,lb ~ lb,,lc '-* lc,,ld ~ ld,,le *" le,,lw ~ lw , are homographic (lw ~" lw, includes both tangents). We 
Properties of the Essential Matrix
We begin with the approach to Chasles' problem based on essential matrixes. In this section we derive a number of results from which we obtain two polynomial constraints specifying exactly the set of essential matrixes with real entries. PROPOSITION 1. The essential matrix E = TR satisfies Ert= 0.
Proof. E I = RIT I = -RIT. Therefore EXt = -RI(Tt) = -RT(t A t) = 0 [] One consequence of proposition 1 is that the rank of the matrix E is less than or equal to 2, and therefore, det(E) = 0. PROPOSITION 2. The essential matrix E = TR is such that EE "r depends only on the translation vector t.
Proof Clearly, we have EE T = TRRIT 1 = -T:
We note that EE r = -T 2 = (trt)l -tt r An important consequence of proposition 2 is that the essential matrix E has two equal singular values [3] . In detail, let U be a rotation matrix such that Ut = (1, 0, 0) r (t can be assumed of unit length since we know that it can be recovered only up to a scale factor). Then Matrix F is therefore "almost" orthogonal. It is easy to construct an orthogonal matrix F' such that FF'T = A. Indeed, we can choose the row vectors f;l., f~l., and f~l. of F' such that f; = f2Af3
f~=f2 f~=f3
We can therefore write
F = AF'
We notice that matrix A can be written
where T' is an antisymmetric matrix and R' is a rotation matrix. We now have
The result follows since UI(aT')U is antisymrnetric, and UI.R'F' is a rotation matrix.
[]
We derive the conditions on the coefficients of EE l that imply (and are implied by) the equality of its two nonzero singular values. We define the coefficients a, b, c of the characteristic polynomial of EEl. by det (EE I'-XI) = -X 3 + aX 2 + bX + c Since c -det (EE I) = det 2 (E), we have c = 0. Therefore the condition we seek is equivalent to writing that the quadratic equation -X 2 + aX + b has two equal roots:
EEl.= b3 a2 bl bE bl a3
then it is easy to show that a = ai + a2 + a3
We combine equation (6) and theorem 1 to obtain the following result. Proof. Equation (7) is equivalent to det (E) = 0. On expressing the ai's and the bi's of (5) as functions of the el, equation (6) yields
Even though proposition 3 has a nice interpretation in terms of the row vectors of matrix E, it can be expressed differently: PROPOSITION 4. A 3X3 matrix E with row vectors e/l. can be decomposed as the product TR of an antisymmetric matrix T and a rotation matrix R if and only if
Proof The proof is simple; one notices that
It is clear from section 3 that the properties of essential matrixes can be described by polynomial equations. Following this line, Demazure has used the powerful tools of algebraic geometry to study the manifold Og of all essential matrixes [2] . Here 9E is regarded as a submanifold of (ps by identifying matrixes that differ by a nonzero scalar multiple, thus (ps is a quotient of the 9-dimensional space of all 3 ×3 matrixes. The manifold 0g is the range of an application which associates to each pair (R, t) the essential matrix E = TR. Demazure does not restrict R and t to be real, but R must be orthogonal, that is, RR r = I. He shows that a rank-2 matrix is an essential matrix if and only if it satisfies a certain set of 9 homogeneous polynomial equations of degree 3. He then shows that the intersection of 93Z with a codimension 5 subspace of (ps contains exactly 10 distinct points (a subspace of codimension n is one defined by n linear constraints). It follows that 9E has degree 10, and that there are, in general, exactly 10 essentially different camera motions compatible with 5 given image correspondences.
We derive the 9 equations defining 0g and obtain two interesting new results. The first one is the solution to a puzzle, the second one is a result on the number of ambiguous motions when a large number of matches is available.
The Equations of OE
Using proposition 2 we can write
TR(EET)I _ EE r = tt r 2
We multiply on the right by E and use proposition 1 to obtain
The components of (11) yield 9 homogeneous polynomial equations of degree 3 which must be satisfied by the coefficients of E. Conversely, any rank-2 matrix which satisfies (11) is an essential matrix [2] . Demazure shows that the equations of (11) are linearly independent, and that they define the algebraic manifold 9E of essential matrixes.
We remark that the condition det (E) = 0 follows from (11). Suppose, if possible, that E is a matrix satisfying (11), such that det (E) ;~ 0. Then E is invertible, thus (11) yields 1/2Tr(EE'r)I = EE r. It follows that 3/2Tr(EE r) = Tr(EEr), thus Tr(EE r) = 0. On substituting Tr(EE r) = 0 into (11) and taking determinants we obtain det (E) 3 = 0, contradicting the hypothesis that det (E) ;~ 0.
Resolving an Apparent Contradiction
There is an apparent contradiction since in proposition 4 we characterized the real points of the manifold 0g with two real equations, (9) and (10), and in (11) we have 9 equations which also characterize the real (as well as the complex) points of 93Z. This contradiction is resolved by demonstrating that a real matrix satisfies (11) if and only if it satisfies (9) and (10) . We begin with a definition. Let
We note that Tr[F(E)F(E) v] is the sum of the squares of the entries of the left-hand side of (11). We show that
We write:
Letting A = EE r, we can write two equations, F E,ET: I Tr,A, AIA
Taking the trace of the first equation, we obtain
where r~ = Tr(A), r2 = Tr(A2). Taking the trace of the second equation, we obtain
where 7" 3 = Tr(A3). We recall Newton's formula:
On combining equations (13), (14) , and (15), we obtain
(12).
It follows from (12) and the definition off(E) given in (10) that
If E is a real essential matrix, then F(E) = 0, det (E) = 0, and thereforef(E) = 0. Reciprocally, if f (E) = det (E) = 0 and E is real, we have ~F/j(E) 2 = 0. Since the Fu's are real, each one of them is equal to 0 and F(E) = 0, therefore E is an essential matrix [2] . This resolves the contradiction.
Properties of fiE
It can be shown that the dimension of the manifold 9E of essential matrixes is 5, since an essential matrix depends on five parameters, three arising from the rotation and two arising from the direction of the translation. The magnitude of the translation does not appear because it contributes only a scale factor, which has no effect since fie is embedded in (ps.
The degree of 9]Z is harder to obtain. It is, by definition, the number of intersections of ~ with a linear manifold of codimension 5. A linear manifold of codimension 5 can be considered as the intersection of 5 hyperplanes with equations mrEm ' = 0 (16) Therefore, the degree of ~ is precisely the answer to the question of how many solutions we obtain from 5 point matches, Demazure shows that the answer is 10. We prove the same result with a different approach in section 5. We remark that not every hyperplane in (p8 satisfies an equation like (16), however, each linear manifold of codimension 5 can be defined by the intersection of 5 hyperplanes defined by equations like (16), for appropriate choices of m and m'. This is because the number of degrees of freedom is 4 for each equation (2 each for m and m'), giving a total of 20 degrees of freedom. This is precisely the same as the number of degrees of freedom of a projective space of dimension 3 (codimension 5) in CP 8 [13] .
Ten Real Solutions
We can build on a result by Demazure to obtain sets of 10 real camera motions compatible with 5 image correspondences. We choose the points in the two retinas to be a=a'=f~ b=b'=f2 C:Ct=f3 d=e' e=d' (17) where the vectors fi form a standard basis. Then, according to Demazure [2] , there are 10 real camera motions compatible with these pairs. Although this example provides 10 distinct real camera motions, many of the reconstructed points are at infinity. This is because the matched points are very symmetric. But we can argue that by continuity, if we perturb the coordinates of the retina points "slightly," we should still find 10 distinct real solutions with the possibility that none of the reconstructed points are at infinity. Indeed, we have been able to generate an arbitrarily large number of 10-tuples of solutions by slightly perturbing the points of (17). An example is given in section 6.4.
Degenerate Cases
A very interesting result that can be obtained using essential matrixes is that of Longuet-Higgins, Maybank, and Horn [8, 10, 5] . The question they solved is that of determining how many different motions (essential matrixes) were possible given an arbitrary number of point matches. This is the same as asking how many essential matrixes E i can satisfy: Ti for i = 1, 2, 3, and let t i be the vector corresponding to the antisymmetric matrix T i. Then ~ is undefined at each ti. By hypothesis, the equations defining E have a common factor of degree 1. The ti are zeros of this common factor, thus they are collinear, and thus the Ti are linearly dependent. Hence the E i are linearly dependent as required.
If the equations defining ~ do not have a common factor of degree 1 then m ~ m' is quadratic. It follows from the symmetry between m and m' that E has an inverse, thus E is an example of a quadratic transformation, as defined in [12] (see also section B.1). Let n' be a fixed point of 6 ~2 such that E is defined at n'. Then Eln', E2n', E3n' are linearly dependent, thus there exist coefficients a~, a2, a3, possibly depending on n', such that [] It is a consequence of proposition 6 that the question of determining the maximum number of essential matrixes compatible with a given set of image correspondences is equivalent to asking how many intersection points a general line can have with 9E. Since we saw that the equations of fflZ are of degree 3, the number of intersections of a line with fig is at most 3, which corresponds to the result obtained by the previous authors.
Projective Geometry Approach
We now describe the second and older approach to Chasles' problem incorporating the rigidity constraint. This problem was solved in 1913 by Erwin Kruppa [6] who found that there were in general at most 11 solutions, real or complex. This appears to contradict Demazure's result, given in section 4, who proved that the number of solutions is 10 . In what follows we derive Kruppa's equations and show that in fact there are in general 10 solutions. The interest of Kruppa's method as compared to Demazure's is that it allows us to construct the solutions explicitly. We use the same notation for the second retinal plane II' by adding ' whenever required.
The idea is to consider the intersections of the epipolar lines with the lines <a, b> and <a', b'>, and to write down the conditions that these intersections are homographically related. In effect, < a, b >, < a', b' > provide a convenient set of coordinates for the two pencils of epipolar lines. We know 7 epipolar lines in each retinal plane, 5 from the image points and 2 from the tangents to the image of the absolute conic. We now have to express that there exists a homography between <a, h> and <a; b'> such that a S a', b Ab" ~A~" d Ad" 6A6', and (fi, f) A (fi" f3-Since a homography on a projective line is determined by three point correspondences and since we have seven, we obtain four equations. Since we have four unknowns, two for the (projective) coordinates of x and two for those of x' we should be able to solve the problem. The situation in the second i_mage plane is shown in figure 6 . The intersections C, d', 6' of the epipolar lines <x', c'>, <x', d'>, <x', e'> with the line at infinity <a', b'>. ti' and ~' are the intersections of the tangents u' and v' drawn from the epipole x' to the image ~o' of the absolute conic i2. Fig. 6 The situation in the image plane at the second time instant.
Intersections of the Epipolar

Writing the Equations
The homographic correspondence H between < a, b > and <a', bt> satisfies a S a', and b ~ b' therefore it has a very simple form: 
I v(x(e; -x;eO = ot(xle3 --x3el) v(x~e~ x~e~) fl(x2e ~ xaez)
Where X, ~t, u are nonzero unknowns. Taking ratios we eliminate c~, /3, X, /~, and ~: Applying H to the pairs (fi, ~7) and (fi', ~7) we start from:
A~Iy[ ~ + 2Alzy~y2 + ~22Y2 = 0
Using the definition of H (equation (23) A22 x x2 _ A~z × x~ (27) A~:
We have thus obtained our four equations. In [6] Kruppa obtains all four equations directly from crossratios (see appendix B). Our derivation is longer, but otherwise exactly equivalent.
3 Simplifying the Equations
We can simplify equations (24) to (27) by applying the changes of variables ~, cI,' defined by 
6~2u~2 + m3~2 + 26~u3u2 t t ! t t t t t t ~3UlU2 -~;2u~: -~u2u3 -62u~u3
On applying ,I, and ~' to (27) and canceling uluE, u3 and t t 2 t
UlU2 u3, we obtain ~2u~ + 623u~ + 2~2u~u3
~3UlU2 --612 u2 --~IU2U3 --62UlU 3
x, ,,,2 , , , 
"~-262UlU 3 t t p p t ! t t t ~3u~u2 -6(2u~ 2 -61u2u3 -~2u~u3
Finding the Solutions in One Retinal Plane
We must now find a way of eliminating u' from (28)-(31). We notice that (28) and (29) together define a transformation r. from the plane (ui, u2, u3) to the plane (u(, u~, u~). After some algebra, it can be shown that r~ is given by If we now use (32) to substitute for u~, u~, u~ in (30) and (31), we obtain two polynomial equations of degree 6 in u~, u2, u3, which we denote by A(u) = 0, B(u) = 0. Each equation represents a sextic curve in the plane (u~, u2, us), and the solutions for ~(x) are among the points of intersection of these two sextics.
I e~[eu]2[lu]3 --e~[eu]3[lu]2 ] u' = r,u = e~[eu]3[lu]l -e;[euh[lu]3 (32) e([eu]l[lU]2 -e~[eu]E[lUh
Algebraic geometry (12) tells us that the number of intersections of two algebraic curves of degrees m and n is mn, therefore we may have here as many as 36 solutions, real or complex. We are now going to see that not all these solutions are possible, and that 26 can be eliminated, leaving only 10.
Eliminating Impossible Solutions
There are three sources of impossible solutions:
1. those which make the products u~u2us and u~u~u~ by which we simplified our equations to obtain equations (30) and (31) equal to 0. Let us consider each case in turn.
Case 1.
In order for the product UlU2U3 to be equal to 0, at least one of the factors has to be equal to 0. If we assume u3 = 0, then we realize--using for example a system for symbolic computation (in our case MAPLE) that, in the equation of A, the coefficients of the terms in u~, u 5, and u 4 are equal to zero. This indicates that the point (1, 0, 0) is on A and has order 3 (see appendix A1). In addition, the point (0, 1, 0) is on A with order 1, since the coefficient of u~ is zero. Similarly, it can be shown that (1, 0, 0) is of order 1 and (0, 1, 0) is of order 3 on B. It can also be verified that the point (0, 0, 1) is of order 1 on both curves. We thus have the following The matrixes of X, Y are i0 11
and we have
Eu = Xu A Yu
The fundamental points are therefore those points u such that Yu = 0 or Xu = 0 or such that Xu and Yu are parallel. The case Xu = 0 corresponds to the fundamental point d = (1, 1, 1 ) r, the case ¥u = 0 corresponds to the fundamental point (1/e~, l/e2, l/e3) r, and the third case is solved as follows. Let ~ be a point such that
x~ = xY~
This is equivalent to (X -XV)p = 0
The values of 9~ for which the determinant of X -XY is equal to 0 are 3, = 0 (corresponding to X), h = oo (corresponding to ¥), and a third value, )~o, which can be computed, for example using MAPLE. For this value, it can be verified that the rank of X -~oY is, in general, 2 and that ~ is represented by any vector in the null space. Notice that the coordinates of ~ can be explicitly computed as functions of the coordinates of e and e'.
Using again the power of symbolic processing, it is easy to show that the three points d, 6, and ! i are points of order 2 on A and B:
These three points are included in the intersection of A and B, but they do not, in general, yield solutions to the motion problem. Counting the orders, we see that we have eliminated 12 solutions (this corresponds to the case of appendix figure A3) .
Case 3.
The curve D is a conic, and E-I(D ') is a quartic in u, since D'(u ') is of degree 2 in u' and u' = ~u is of degree 2 in u. These two curves have in general 8 intersections among which are included, as can be verified, the points (1, 0, 0) and (0, 1, 0) which have already been removed in case 1). Since each of the remaining 6 points is of order 1 on A and B, we have obtained six more solutions to eliminate.
On adding the impossible solutions obtained in cases 1, 2, and 3 we obtain a total of 25, thus there remain 11 intersections of A and B to consider.
Kruppa's Spurious Solution
It turns out that A and B not only intersect at (0, 0, 1), but that they are tangential at (0, 0, 1), since the coefficients of u 5 in A(u) and B(u) are equal. Again, this can be verified, in fact discovered would be the right word, using MAPLE. The equation of the common tangent at (0, 0, 1) is the coefficient of u~, a linear polynomial in ul and u2.
It follows that (0, 0, 1) must count twice in the intersection and not once (this corresponds to the case of appendix figure A2); this eliminates one further solution, thus the number of solutions is reduced from 36 to 10, real or complex, in agreement with Demazure's result.
Computer Implementation of Kruppa's Method
We have an implementation of Kruppa's method in MAPLE that can find all the real rigid motions compatible with 5 given image correspondences. The implementation follows the structure of Kruppa's method closely, as illustrated in figure 7 . 
The Implementation
We simulate a camera configuration such as the one represented in figure 1 . We choose 5 points Pi in space and a rigid motion R, t. We then compute the image coordinates of the Pi in the two retinal planes, and apply a linear transformation to each retinal plane such that relations (20) are satisfied. We then find the equations of ¢0 and ~o' in the transformed planes. We use the quadratic transformations cb and Eft' as shown in figure 3 to obtain the two sextic polynomial constraints onu, A = 0, B = 0. We eliminate u3 from A, B by computing the resul- R(A, B) . The factor of R(A, B) corresponding to these roots is described in section 6.2. We divide out this factor of R(A, B) to obtain a polynomial of degree 10 in ul, u2, C.
We find the 10 solutions of C(u~, u2) = 0, and for each solution we find the associated value of u3. Then ~u and ~q, 'u yield the coordinates of the two epipoles in the transformed retinal planes. On applying linear transformations we obtain the epipoles x, x' in the original retinal planes. Each pair x, x' corresponds to a unique essential matrix E in N'~ and E corresponds to a pair R, t and R', t of rigid motions in which R, R' differ by a rotation of 180 o about the axis t. We obtain R, t and R', t from x, x' using the method described in section 6.3. Fig. 8. An example of a polynomial C(ul, u2) .
We check to see if each camera motion R, t is physically feasible in that all the reconstructed points are in front of the camera in both positions. If the reconstructed points have coordinates Pi, Pi' with respect to the first and second camera positions respectively, then this is equivalent to showing that there exists a vector n such that nrpi > 0, nZp{ > 0 for 1 < i < 5. The image plane can then be placed normal to n. Feasibility is easily checked using the linear programming routines included in MAPLE.
We use rational numbers as far as possible, since this eliminates the rounding errors associated with real numbers. We are forced to switch to real numbers only in order to find the roots of C(u~, uz). Figure 8 is an example of a polynomial C(u~, Uz).
It should be noted that all integer coefficients of the polynomial C have no common divisor!
2 Factoring the Resultant of A and B
We write A and B as polynomials in u3 with coefficients ai, b i that are polynomials of degree i in u~, u2. We obtain
A --a~u] + a2u~ + ... + a6 B =-blu s + bEU] + ... + b6
The resultant R(A, B) obtained by eliminating u3 is a homogeneous polynomial in u~, u2 of degree 35, the roots of which give the ratios of u~ to uz at the intersections of A and B, excluding the intersection at (0, 0, 1). The resultant R(A, B) contains a factor of degree 25 arising from the known intersections of A and B.
It follows from case 1 and case 2 of section 5.5 that R (A, B) is divisible, as a polynomial in u~, u2, by each of 
Qulu2 = RID, E-I(D')]
Then Q is a homogeneous polynomial of degree 6 in ut and uz which divides R (A, B) .
An additional factor of R(A, B) arises from the tangency of A and B described in section 5.6. The coefficients a~, b~ are proportional, thus R (A, B) is divisible by al.
On dividing R (A, B) by all the above factors we are left with a polynomial of degree 10 in u~, uz, the roots of which yield the 10 solutions to the motion problem.
3 Recovering Rigid Motion from the Epipoles
We have seen that Kruppa's method yields pairs of epipoles x, x' compatible with a given set of 5 image correspondences. In this section we describe a method for recovering the rigid motion R, t from x, x'. In addition to x, x' we require one pair a ,-. a' of corresponding points.
It follows from the definitions of R, t and x, x' that x ---t and x' = -Rrt Let S be a rotation through 180° such that St = Rrt. To fix ideas, let the axis of S be the bisector of t and RTt. Let U = RS. It follows from the construction of S that U has a known axis t. The angle of rotation 0 of U is unknown.
We have a ,-. a', thus a"rEa = 0, where E = TR is the essential matrix associated with R, t. It follows that aaTRSSa = 0, thus
The vectors a'rT and Sa are both known, thus (33) yields an equation
where c~, 3 are known coefficients. There is no constant term in (34) because a'rT is normal to the axis of U. We solve (34) for 0. Two solutions are obtained, differing by 180 ° , corresponding to the fact the second camera can be rotated in two ways about t. Having found 0 and hence U, we recover R, using the equation R = US.
Experimental Results
In our experiments we look for sets of 5 pairs of image correspondences with 10 real solutions for which none of the reconstructed points are at infinity. When referring to the number of solutions we always mean the number of pairs of epipoles or equivalently the number of essential matrixes obtained. We begin with a set of image correspondences a ,-. a', b ~ b', c .-. c', d ~ d', e ,-. e', in which a, b, c and a', b', c'are two triads of mutually orthogonal vectors, and d --e', e = d '. As stated in section 4.4, these image correspondences are known to be compatible with 10 distinct rigid motions. We then subject the image points to a small perturbation. If the perturbation is sufficiently small then we still have 10 real solutions, and if it is at the same time sufficiently general then none of the reconstructed points is at infinity.
We then check to see how many of the solutions are feasible. Each solution gives rise to two rigid motions R, t and R', t in which R, R' differ by a rotation of 180 ° about t. The solution is feasible if either R, t or R', t yield 3D reconstructions in which all the points are in front of the camera for both camera positions.
We give two examples of our results. In the first we have 10 real solutions, 3 of which are feasible and in the second we have 8 real solutions all of which are feasible. These results have been obtained from the points shown in tables 1 and 2. The points in table 1 correspond to a perturbed Demazure's configuration (see section 4.4). Indeed, we have: arb = arc : bre = 0 ara = brb = crc This configuration of points yields 10 distinct real solutions among which 3 are feasible (table 3) .
In the second example, we apply a rigid motion to the camera (a 60.00145558 degrees rotation with respect to the Y3 axis, and a translation equal to (0.01, 0.01, -1) r. The resulting points are shown in table 3. In this table, the coordinates of the points appear as real numbers, in fact the internal representation is rational to allow exact computations in the field of rationals. This is achieved by representing the rotation rationally through quarternions. Our MAPLE program yields 8 real distinct solutions, all of them feasible. The results are shown in table 4.
In both examples, the recovered R and t yield very small values (less than 10 -6 ) of the error criterion: 
Conclusions
We have presented two very different approaches to the problem of finding the camera motions compatible with a given set of image correspondences, one method based on essential matrixes and algebraic geometry, the other method based on epipoles and projective geometry. Both approaches yield the result that there are, in general, exactly 10 camera motions compatible with 5 given image correspondences. The significance of the figure 5 is that it is the least number of image correspondences compatible with only a finite number of camera motions. The figure 10 is a fundamental measure of the complexity of the problem of finding the camera motions, analogous to the degree of an algebraic curve. In this context 10 is high, indicating that the problem is difficult.
We have seen that in certain cases the 10 solutions can all yield real-valued rotations and translations, however, we have carried out many experiments with our implementation of Kruppa's method that yield only 2, 4, 6, or 8 real solutions. It appears that in many cases 4 real solutions are obtained, in line with the evidence of [5] . Horn reports that the 4 real solutions often include only one feasible solution in which all the data points are in front of the camera. A concise and accessible description of the sets of image correspondences compatible with exactly one feasible camera motion would be of great interest; however, such a description may be hard to obtain.
It would also be of interest to explore more thoroughly the connections between the use of essential matrixes and the use of epipoles for finding the camera motion.
A notable feature of the second approach is that it is symmetric in the treatment of the two retinal planes, up to equations (30) and (31). In the first approach an asymmetry is introduced from the beginning since one must factor an essential matrix E either as E = TR or as E = RT.
The original motivation for this work is to characterize the stability of the problem of finding camera motion. The results obtained so far suggest two possible sources of instability, depending on the form of the manifold fflZ of essential matrixes. The image correspondences determine linear subspaces of the 8-dimensional projective space containing the manifold 9Y~ of essential matrixes. Solutions to the motion problem then arise from the intersections of ffl~ with these linear subspaces. The fact that as many as 10 solutions can arise from 5 image correspondences suggests either that 9]Z has a complicated shape with high curvature leading to multiple intersections in "unexpected" places, or that fflZ has low curvature and is "near parallel" to the linear subspaces. The currently available evidence leads us to favor the second view.
Stability and instability can also be considered in the context of Kruppa's method. The intersections of the two sextic plane curves may be unstable either because each sextic is individually unstable, or because the sextics are near parallel at their points of intersection. Bezout's theorem states that if f (x), g(x) are plane curves of degrees m and n respectively such that neither is contained in the other, then f(x) and g(x) intersect at exactly mn points. It is important to count the number of intersections correctly. For example, iff(x) and g(x) are tangent at a point then this counts 2 toward the total of mn intersections. If f (x) has a singularity of order h at a point, and g(x) has a singularity of order k at the same point, then this counts hk toward the total of intersections. Figure A1 shows the intersection of two curves at a regular point; figure A2 shows the intersection of two curves tangent at a regular point; and figure  A3 shows the intersection of two curves at a point of order 2. 
A.1 Plane Curves
A. 2 The Degree of an Algebraic Manifold
An algebraic manifold 9Z in projective space (P" is the set of common zeros of a family of polynomials defined on (pm. The dimension n of 9~ is the dimension of the tangent space to OZ at a general point. Intuitively, the dimension of ~ is equal to the minimal number of parameters required to define 9~. A plane curve is an example of an algebraic manifold of dimension 1. The manifold OlZ of essential matrixes is an algebraic manifold of dimension 5, since the rotations contribute 3 parameters and the translations, which are only defined up to scale, contribute 2 parameters.
The degree of a plane curve is equal to the degree of the polynomial defining the curve. The degree also has a geometric interpretation as the number of intersections of a general line with the curve. The geometrical definition of degree extends to algebraic manifolds. Let ff~ be an algebraic manifold in @m. A general linear subspace in (~)m of dimension m -n intersects 9~ at a finite number d of points, and this number d is defined to be the degree of ~Y~.
A.3 Resultants
The resultant of two polynomials arises naturally in connection with the problem of eliminating a common variable. Letf(x) and g(x) be two arbitrary polynomials of degrees m and n respectively, and let The fundamental property of Rff, g) is that it is equal to 0 if and only if a0 = bo = 0 orf(x) and g(x) have a nonconstant common factor.
Let f(x), g(x) be homogeneous polynomials of degrees m and n respectively in x = (x~, x2, x3) T, and let x = x3. Then the coefficients ai, b i of (35) are polynomials in x~, x2 and R(f, g) is a homogeneous polynomial inx~, x2 of degree mn. The roots of R(f, g) = 0 correspond to the intersections off, g.
Appendix B: Projective Geometry
We summarize the projective geometry required by Kruppa's method. For further information the reader may consult [12] .
B.I Projective Spaces
A point of n dimensional projective space, (~n, A (n + 1) × (n + 1) matrix A such that det (A) is different from 0 defines a linear transformation or collineation from (~n into itself. The matrix associated with a given collineation is defined up to a nonzero scale factor, which we usually denote by pY = Ax A projective basis is a set of n + 1 points of (W which are linearly independent. For example, the set e i = (0, .... 1 ..... 0), where 1 is in the ith position, is a projective basis, called the standard projective basis. Any point x of (W can be described as a linear combination of the standard basis:
The space 6 )1 is known as the projective line. Its standard projective basis is el = (1, 0), and e2 = (0, 1).
A point on the line is described by a parameter c~, -oo ~ot_< +oo:
The point represented by el is called the point at infinity of the line 6,1. It is defined by the linear equation x2 = 0. The reason for this terminology is that if we think of the projective line as containing the usual affine line under the correspondence c~ ~ c~el + e2; then the parameter t~ gives us a one-to-one correspondence between the projective and affine lines for all values of c~ different from oo. The values a = _+ oo correspond to the point el outside the affine line but which is the limit of points of the affine line with large values of a.
Let a, b, c, d be four points of 6,1 with coordinates (aa, 1), (Orb, 1), (Otc, 1), (Otd, 1), respectively. Then the cross-ratio {a, b; e, d} is defined to be {a, b; c, d} = (~a -a¢)(~b --ad)
The significance of the cross-ratio is that it is invariant under invertible linear transformations of 6,1. In particular, {a, b; c, d} is independent of the choice of coordinates in 6,1.
The space 6,2 is known as the projective plane. A point x in 6,2 is defined by three numbers, not all zero, (Xl, x2, x3). In 6)2, there are other objects than just points, for example lines. A line is also defined by a triplet of numbers (ul, u2, u3) , not all zero. The equation of this line is then:
in the standard projective basis (et, e2, e3) of 6,2 Among all possible lines, the one whose equation is x3 = 0 is called the line at infinity l~ of 6,2 Each line of equation (36) intersects l~ at the point with coordinates (-u2, Ul, 0) which is its point at infinity.
There are two further points of interest on l~, called the circular points i and j with coordinates (1, _i, 0), where i = x{ -1. They are the intersection of the conic curve c0 of equation x 2 + x, 2 + x] with l~. Their role is very important because they essentially define the metric of the affine plane embedded in 6)2.
Before we go into this, we need to generalize the notion of cross-ratio introduced for four points of 6,~ to four lines of 6,2 intersecting at a point. Given four lines I~, lz, 13, 14 of 6,2 intersecting at a point, their cross-ratio {ll, 12; 13,/4} is defined as the cross-ratio {Pl, P2; P3, P4} of their four points of intersection with any line l (see figure B1) , and this is of course independent of the choice of l. Now, the angle c~ between two lines 11 and 12 can be defined by considering their point of intersection a and the two lines i a and ja joining a to the circular points i and j (see figure B2 ). The angle is given by Laguerre's formula:
1
= ~ log ({/1, 12; i~, Ja})
The set of lines in (~2 passing through a fixed point forms a 1-dimensional projective space known as a pencil of lines. Collineations of 6,2 transform points, lines, and pencils of lines into points, lines, and pencils of lines, and preserve cross-ratios.
The space 6,3 is known as the projective space. A point x in 6 ,3 is defined by four numbers, (xl, x2, x3, x4), not all zero. In 6)3, there are other objects than just points and lines, for example planes. A plane is also defined as a four-tuple of number (ul, u2, u3, U4), not all zero. The equation of this plane is then 4 ~]j udci = 0 (37) i=l in the standard projective basis (el, e2, e3, e4) of 6 )3. Among all possible planes, the one whose equation is x4 = 0 is called the plane at infinity 7r~ of (p3. Each plane of equation (37) intersects the plane at infinity along a line which is its line at infinity.
A special conic f2 of 7r~ defined by the two equations: 4 
EX~=X4
=0 i=l plays a special role in 6)3 and is called the absolute conic. Just as the circular points define the metric of the affine plane embedded in 6 )2, the absolute conic fl defines the metric of the affine 3-space embedded in 6)3.
Before we go into this, we need to generalize the notion of cross-ratio introduced for four points of (P and four lines of 6 )2 intersecting at a point to four planes of 0? 3 intersecting at a line. Given four planes rl, 7r2, 7r3, 7r4 of (p3, intersecting at a line l, their cross-ratio {Trl, r2; 7r3, r4} is defined as the cross-ratio {ll, 12; 13, 14} of their four lines of intersection with any plane 7r (see figure B3) , and this is of course independent of the choice of 7r. Now, the angle a between two planes rl and 7r2 can be defined by considering their line of intersection l and the two planes it and Jl going through I and tangent to the absolute conic f~ (see figure B4 ). The angle is again a simple function of the cross-ratio {rl, 7r2; il, j/}: 1 c~ = ~ log ({Tr,, 7r2; il, Jr}) Similarly, in 6)3 the set of planes containing a fixed line forms a pencil of planes. Collineations of (p3 transform points, lines, planes, and pencils of planes into points, lines, planes, and pencils of planes, and preserve cross-ratios.
A quadratic transformation is an invertible transformation between projective planes defined by polynomials of degree two. Ifx ~ Ex is a quadratic transformation, then coordinates in the two projective planes can always be chosen such that Ex = (x2x3, x3xl, xlxz) T .'12S= ~ A quadratic transformation is undefined at exactly three noncollinear points, known as fundamental points. The fundamental points of ~ are (1, O, 0), (0, 1, 0), and (0, O, 1). A quadratic transformation has an inverse which is also a quadratic transformation. ~ is self-inverse.
B.2 The Role of the Absolute Conic in Kruppa's Method
One of the key points in Kruppa's method is the introduction of the rigidity constraint in a natural way using the device of the absolute conic f~ defined in the previous section. The effectiveness of Kruppa's method depends on the fact that the images o~, o~' of [2 determine and are determined by the camera calibration. To prove this, we show first that oJ (and c0') is independent of the camera position. Let a camera (c, II) undergo a rigid motion W, where c is the optical center and II the retinal plane. The new position of the camera is (W(c), W(II)). Let t0~ and o:2 be the images offi in 1"I and W(II) respectively. Then ~2, regarded as a conic in W(II), is the image of W(fl) = fl, thus o:, = ~ as required. It follows that o: is determined by the camera calibration since we can put the camera in any convenient position and calculate o: by using the known camera calibration and the known position of ft. We prove the converse, i.e., that o: determines the camera calibration. Let r, s be two projection rays meeting the retinal plane at ram, n~ and meeting the plane at infinity at m2n2, respectively. Let t and ¢ be the two intersections of < m2, n2 > with ft. Then the angle between r and s is given by the Laguerre formula (1/2i) log ({m2, n2; L, ¢}). The cross-ratio {m2, n2; L, ¢} is preserved under the projection M to the retinal plane, thus the angle between r and s is given by 1 log ({ml, nl; M(t), M(~)}) 2i
Now M(t) and M(¢) are the intersection points of < m~, nl > with 0:; thus o: determines the angle between r and s and thus the camera calibration.
