I. INTRODUCTION
What is exciting about the field of integrated sensors and actuators, also referred to as microelectromechanical systems (MEMS, or in Europe, "microsystems"), is that there is explosive growth of new process technologies, new device concepts and applications, and new markets [1] . Already, silicon pressure-sensing devices and microfabricated inkjet print heads have supported large families of products, and new acceleration and rotation sensors, micromechanical display devices, chemical microreactors, and microfluidic systems for biological and medical use are appearing almost daily. Much of that growth is documented elsewhere in this issue [2] .
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Where do computer-aided-design (CAD) tools enter the picture? First, for a given fabrication technology, CAD tools are essential for creating the physical parts. In the case of lithographic processes, mask layout tools are needed to design the masks. The mask data sets contain arrays of geometric features. The mask manufacturer converts these data sets into machine commands for the production of physical masks, and these masks are then used to create the final lithographic features in the physical part. In other technologies, for example, three-dimensional (3-D) printing [3] , laser etching [4] , laser deposition [5] , or precision machining, CAD tools are required to convert a geometric representation of the desired object shape into a set of commands that control the fabrication or cutting tool. These CAD tools, though essential, are not the subject of this paper, since in the case of lithographic technologies, they already exist and are well known, and in the case of other specialized fabrication processes, they are highly process specific and are developed primarily by the fabricator.
Of more general interest is the kind of CAD support needed by the MEMS-device or MEMS-system designer. The needs in this arena have been previously discussed by [6] - [10] . The ultimate requirements can be simply stated: accurate, easy-to-use behavioral models that capture all of the essential behavior, including parasitic effects, and permit predictable design modifications and optimization to be carried out. It sounds easy. It is actually very hard. Fig. 1 shows a photograph of a silicon micromachined accelerometer [11] , and Fig. 2 shows in schematic form a lumped-element behavioral model for a system that includes the accelerometer together with some elementary capacitive sense electronics and a two-port block element representing a feedback control circuit. The system designer must create the feedback controller and therefore needs this terminal-equivalent circuit for the MEMS device. The device designer, on the other hand, needs to know how to translate specific changes in device configuration, dimensions, or material properties into the circuit-equivalent behavioral model required by the system designer. This task is complicated by the fact that all MEMS devices involve 0018-9219/98$10.00 © 1998 IEEE multiple coupled energy domains. The device designer (referred to hereafter as "he," although gender neutrality is implied) also needs to understand how to project the proposed device structure back onto the process, both the masks (for lithographic-based fabrication) and the recipes for individual process steps.
Taken together, one can identify a host of modeling and simulation requirements at different levels, schematically illustrated in Fig. 3 :
• process modeling tools for all process steps [technology (T)CAD: process to geometry]; • process optimization tools to achieve a desired device geometry (TCAD: geometry to process); • physical simulation in multiple coupled energy domains;
• construction of designer-useful behavioral models from simulation (macromodels);
• device optimization tools to achieve desired device behavior;
• insertion of behavioral device models into system-level simulation tools;
• behavioral model optimization for desired system performance. The ultimate goal, of course, is that the first time the device and the associated system is fabricated, the system performs as desired. To the extent that issues can be anticipated through simulation and modeling (also called "computational prototyping"), costly fabrication experiments can be reduced in number and increased in effectiveness.
The strongest driving forces behind the development of CAD tools come from competitive industries, where timeand cost-efficient computational prototyping can reduce the total time for a device concept to be converted into a marketable product. The cost of the CAD tools is justified by the net reduction in aggregate development cost, timelier market entry, and improved understanding of device behavior and optimization through critical comparison between measured and simulated device performance. CAD tools can play an essential role here in understanding or identifying subtle second-order effects that can easily be missed in the first phases of product design. A second set of driving forces come from researchers working on advanced concepts, who need CAD tools to try out ideas, even if the primary interest is only to get estimates of device performance rather than the accurate simulations needed for product specifications. In other words, there are two rather different types of CAD requirements: in the first conceptual phase of a new device, to assist in finding practical configurations, and in the second product-level phase, to enable careful attention to physical behavior and parasitic phenomena. In this latter phase, there is a great benefit if the actual device masks and process description can be used as input to the simulations. Rendering of three-dimensional solid models from mask and process data, both to permit checking of geometries and as input to physical simulation, assures that the device being simulated is also the one being built.
The organization of this paper is as follows. The various modeling levels in Fig. 3 are discussed using bottom-totop order, accompanied by lists of references that identify relevant examples from the literature at each step. In practice, of course, the system designer will want to start at the top with system-level simulations using an approximate macromodel, and the device designer will want to start at the middle with a candidate device structure and associated simulations and macromodels, or perhaps with a candidate structure based on an established fabrication process. The design process itself is, of necessity, iterative and interactive between and among the various levels. CAD tools that can automatically transfer information from one modeling level to another, whether by automatic generation of macromodels from simulations or by automatic insertion of macromodels into system-level simulators, greatly strengthen the overall design environment.
II. TCAD FOR MEMS
This section surveys various TCAD tools that have particular applicability to MEMS devices (as opposed to microelectronic devices, which are already well served by a large host of commercial TCAD tool suites).
A. Physical Modeling of Micromachining Process Steps
MEMS device fabrication can differ from microelectronic device fabrication in several ways, notably in the use of specialized process steps generally referred to as "micromachining." The best known of these process steps is the anisotropic wet etching of a single-crystal substrate, such as silicon or quartz, to reveal specific crystal planes. This is often referred to as "bulk" micromachining, but that term should also be applied to any etching of the substrate, whether crystalline or not, and whether isotropic or directional. Equally important are the application and removal of sacrificial layers as parts of processes called "surface micromachining" and the creation of laminated patterned structures with "wafer-bonding" steps.
From the point of view of process modeling, one must distinguish between physically based modeling and geometric modeling. Typically, sacrificial-layer removal and wafer-bonding steps are treated geometrically (see the following section). Modeling of thin-film deposition and etch processes, however, can be significantly aided by physical modeling, and there is intense effort within the microelectronics community to create suitable simulators [12] - [16] .
Anisotropic etching of silicon and quartz, which is historically quite important in MEMS products, has received significant attention, and there have been several tools reported, some now available commercially [17] - [30] .
B. Geometric Modeling-Three-Dimensional Solid Models from Mask and Process Data
An alternative to TCAD based on simulation of physical processes, such as orientation-dependent etch rates, is to use a direct geometric description of a process step, and by catenation build up a geometric model of a device. This was the approach originally taken by Koppelman in his OYSTER program [31] and in the MEMCAD system developed by the Massachusetts Institute of Technology [32] , [33] , now represented commercially in at least three systems directed specifically toward the MEMS market: MEMCAD from Microcosm [34] , IntelliCAD from IntelliSense [35] , [36] , and SOLIDIS from ISE [37] , [38] . The advantage of this approach is that it can be quite fast and can handle such steps as sacrificial-layer removal and wafer bonding without difficulty. An example is the MemBuilder module developed by Osterberg [39] and now incorporated into the MEMCAD system. Other examples are [40] and [41] . MemBuilder implements a "coat-andetch" sequence, creating a three-dimensional solid model from mask data and a process description. The coatings can be of four types: conformal, planarizing, lamination, or a via fill, and etch profiles can be inserted by specification of side-wall offsets and slopes. Tools of this type represent a pragmatic compromise between accuracy and speed (full physical simulation in three dimensions is a computer-and data-limited task). Oxidation of silicon, for example, which adds different amounts of oxide to different parts of the wafer depending on the amount of exposed oxide already present, is poorly represented by direct geometric models without TCAD simulation support. However, solid models of complex geometric structures (like the accelerometer of Fig. 1 ), assuming uniform layer thicknesses or, where appropriate, perfect planarization, can be generated automatically from the original mask set in a few minutes. Further, the resulting solid models can be visualized, and then meshed for subsequent simulation. There is clearly an important role for these tools in MEMS design.
C. Process Synthesis and Optimization
It is often the case that a device designer knows what the final structure should look like but does not have in mind a specific process by which the device can be built. It would be extremely valuable if there were CAD tools that could design the process, given the structure. Mastrangelo's group has made an interesting start along this direction [42] , with tools that analyze a two-dimensional cross section, then, using graph-theory-based algorithms, sift out processes that could build the proposed structure, and then apply figure-of-merit tests to the candidate processes to identify "optimum" process sequences. The greatest merit of this approach is that it systematically sweeps the process-design space, given the unit process constraints specified for each step, and identifies alternative sequences that result in the same final structure. The device designer might prefer to do his own selection, however, having specific reasons for preferring one alternative based on material properties, the mechanical stability of intermediate structures, or anticipated cost/manufacturability issues. These reasons may prove difficult to capture accurately in a heuristic optimization code. Also, the extension of the method to three dimensions appears daunting. Nevertheless, a start has been made.
D. Device Synthesis and Optimization
There also has been some progress toward direct device synthesis in the form of a mask layout and associated device models [43] , provided that the ground rules for what types of device structures are allowed have been specified. And there are many examples of the use of finite-and boundary-element simulations, typically stress analyses or electrostatic field simulations, to optimize the design of a particular device type. The CAEMEMS system [44] , [45] is explicitly designed to support device optimization. In addition, individual reports of device-specific optimizations can be found in [46] - [50] .
III. MATERIAL PROPERTIES AND TEST STRUCTURES

A. Role of Test Structures
Because MEMS devices must execute some nonelectrical behavior (e.g., mechanical, optical, fluidic, thermal, chemical, etc.), both the electrical and nonelectrical properties of all of the materials in the device are important at the first-order device-design level. This is a marked contrast with conventional microelectronics, where the subset of important material properties is rather small, except when considering subtle reliability and performance issues. Further, constitutive properties of thin-film materials, such as elastic constants, residual stress, etch rates in specified chemistries, density, conductivity, and index of refraction, can vary significantly depending on the precise process sequence. Therefore, it is important for MEMS designers to have access to test data from appropriate test structures that document the constitutive properties of all of the critical materials, and these data, of necessity, must come from the actual process line where the devices are to be manufactured.
The integrated circuit community solved this problem long ago. So-called "drop-in" patterns were created with an array of test structures that could be used to determine the uniformity and repeatability of a particular process sequence and that, when supported by appropriate models, could be used to extract parameters of the device models (such as the threshold voltages of the transistors) and the constitutive properties themselves (such as resistivities).
In the case of MEMS, the problem is similar, but more complex, because the "drop-in" patterns must address a broad range of constitutive properties. Furthermore, there is a strong circularity that must somehow be broken. With reference to Fig. 4 , in order to develop the models needed to interpret the observed behavior of the test structures, one needs to have accurate simulations of the devices. Yet numerical simulation methods always require constitutive properties as inputs, and the accuracy of the models must be documented before the devices can be used for quantitative constitutive-property extraction. The cycle can be broken by using the test structures in two ways: to confirm the models and to extract constitutive properties. The basic method is to create suites of test structures with systematically varying geometry, and to use the variation of measured behavior with geometry simultaneously to justify the forms of the models and to determine a unique set of constitutive properties that support device behavior over a broad range of geometric variation.
There have been many suggested test structures and test methods for material property extraction. A comprehensive review is well beyond the scope of this article. However, if one concentrates specifically on elasticity, that is, on the determination of elastic constants and residual stress, the list of methods is more focused [51] - [69] . Many have been reviewed by Schweiz [63] , who finds that there is an astonishing lack of agreement among these various tests. It is this author's view that there are two primary reasons for the variation in results: insufficiently precise models used to interpret the data and metrology errors in establishing the geometry of the test devices. Where great care has been used in these two areas, the results are quite good, and consistent across methods within the 5% uncertainty that seems to be a practical limit on mechanical property determination in microstructures [66] - [69] .
Among the many possible test methods, there is special benefit in those that can be applied at the wafer level using ordinary wafer-probe test equipment. Waferfabrication facilities are already well equipped in terms of test equipment, data-handling infrastructure, and personnel training to perform these types of tests, log the results, and extract useful parametric information. The extracted parameters provide direct quality-control information, while the interpretation of the parameters in terms of constitutive properties provides the data needed by device designers. One type of measurement that is well adapted to this purpose is the measurement of the electrostatic pull-in voltage of suspended microstructures (fixed-end beams, cantilevers, and diaphragms). Originally proposed by Petersen [51] , and subsequently by others [55] , [56] , [58] , [61] , [62] , it has recently received intense attention from the author's group. Called "M-Test," in analogy to the "E-Test" measurements [67] , [68] , together with external circuit elements used in the measurement.
of electrical drop-in patterns, it is beginning to see use among MEMS developers and manufacturers [66] - [68] . The basic ideas are explained in the next section.
B. Example-M-Test
A parallel-plate capacitor with one moveable plate suspended by a linear (Hooke's law) spring exhibits a wellknown electromechanical instability called pull-in (or snapdown). The voltage at which this occurs, called the pull-in voltage, depends on the spring constant, the capacitance of the structure, and the capacitor gap. When the structure is a beam that can deform, giving rise to, in effect, a gap that varies with position, the detailed modeling is more complex, but the basic behavior is conserved: there is a sharp pull-in event that depends on a combination of device geometry and elastic properties of the structure, and the voltage at which this occurs can be readily measured. Fig. 5 shows a cross section of an M-Test structure, and Fig. 6 shows a die photo of arrays of fixed-fixed polysilicon beams suspended above a ground plane. Measurements of the pull-in voltage versus beam length (Fig. 7) , using the models developed initially by Osterberg [66] and revised by Gupta [67] , [68] to include several second-order effects, permit extraction of two parameters, a stress parameter and a bending parameter , given by where is the original biaxial stress in the film, is the Poisson ratio, is the elastic modulus [which varies between the Young's modulus and the plate modulus depending on the beam dimensions], is the beam thickness, and is the gap between the beam and the ground plane. Note that these parameters (which are loosely analogous to transistor threshold voltage extraction with ETest) depend on a combination of constitutive properties and device geometry. Accurate metrology is necessary to use these parameters for material property extraction. Nevertheless, with suitable care, residual stress and elastic modulus can be obtained with an accuracy of about 5%.
Some materials require their own simulators because of special properties. An example is shape-memory alloy (SMA), a titanium-nickel alloy that exhibits shape memory through a phase transition. Ikuta has developed modeling tools for the thermoelastic hysteretic behavior of SMA [70] .
C. Dynamic Behavior of Test Structures
Constitutive property extraction can usually be done with quasi-static observation of test-structure behavior. However, since MEMS devices are typically dynamic, there is also a need for test structures with which to assess dynamic behavior, including dissipative effects. Obvious things to measure include resonance frequencies and quality factors. Here, one often finds nonlinear-dynamical phenomena due to Duffing springs: amplitude stiffening due to mechanical tension at large amplitude, and amplitude softening due to the nonlinear force characteristic of parallel-plate capacitors. Just as with the quasi-static test devices, great care in measurements, in geometric metrology, and in modeling is required to permit confident assessment of experimental results and to confirm modeling accuracy. The problem becomes more acute when devices must undergo large-amplitude motions, giving rise both to geometric nonlinearities and physical nonlinearities, for example, due to squeeze-film damping or other fluid-structure interactions. We return to this subject later.
IV. COUPLED-DOMAIN SIMULATION
A. Simulators
There are many simulation codes available commercially and from various public-domain sources. For the purposes of this review, the important characteristic is the kind of simulation each code can perform. One example would be a commercial finite-element code that can simulate elastic and thermoelastic behavior of mechanical devices, both quasi-statically and dynamically. Another would be a fluid simulator that can solve the Navier-Stokes, continuity, and energy-flow equations, either in steady state or under time-varying conditions, given an appropriate set of boundary conditions. Simulators for electroquasistatic fields and magnetoquasi-static fields, and simulators that solve the semiconductor device equations (Poisson equation, the drift-diffusion equation, and the electron and hole continuity equations) are further examples. All of these have a place in the CAD-for-MEMS arsenal.
From a conceptual point of view, it is useful to separate these complex simulations into simpler units. Thus, we identify below a set of individual "energy domains" and classify the complexity of a problem in terms of the number of different energy domains required for device simulation, regardless of whether the energy domains involved can be handled by one particular commercial simulator or require results from more than one simulator.
B. Conservative Versus Dissipative Energy Domains
MEMS devices, whether sensors, actuators, or complete systems, always involve at least two energy domains. Energy domains can be classified, depending on the constitutive properties of the materials involved, into two main categories: energy conserving and dissipative. Examples of conservative energy domains relevant to MEMS devices are:
• displacement or rotation (kinetic energy); • elasticity;
• electrostatic fields;
• magnetostatic fields;
• lossless fluidics (hydraulics). Examples of energy domains or phenomena involving energy dissipation are:
• contact friction;
• viscous effects in fluids;
• electrical resistance;
• dielectric loss;
• internal elastic loss mechanisms (viscoelasticity and plasticity); • thermophysical effects (e.g., ideal-gas behavior); • heat flow and entropy production; • internal hysteretic constitutive properties (in magnetics, piezoelectrics, and shape-memory alloys). In the lists above, two energy types usually associated with a single "mechanical" energy domain, kinetic energy and elasticity, have been listed as separate energy domains. While this usage may depart from typical mechanicalengineering norms, there is a good reason for this separation when considering device modeling. Kinetic energy depends on the distribution of mass and on local velocities, while elastic energy is a potential energy depending on elastic stiffness and on local displacements. Therefore, one is inherently dynamic while the other is quasi-static, and this has huge implications in the construction of models.
For conservative energy domains, the forces are expressible as appropriate gradients of suitably constructed potential energy or coenergy functions, and these functions can be calculated quasi-statically. This means that if one also has knowledge of the mass distribution, and hence can assess accelerations and kinetic energy in response to these forces, one can construct complete dynamical models of device behavior using only quasi-static simulations in the potential-energy domain. In particular, when a device involves only rigid-body displacement or rotation of an object in response to applied loads, it is possible to calculate complete dynamical models using single-energy-domain quasi-static simulations, and these are the easiest kind of simulations to carry out.
C. Single-Energy-Domain Simulation Examples
The silicon electroquasi-static micromotor developments of the mid-1980's stimulated a number of electrostaticactuation analyses, in which capacitance of the structure is determined as a function of rotor position. Then, using the fact that the gradients of the electrostatic stored energy with respect to rotor angle or rotor displacement yield torques and forces, and knowing the mass distribution, undamped dynamical models for micromotors can be obtained. These analyses are of two types: either hand-built hybrids of analytical and numerical methods [71] - [76] or analyses using a 3-D capacitance simulator, such as FASTCAP [77] and related boundary-element solvers [78] - [81] , or 3-D electrostatic field simulation [82] .
Other examples of lossless devices that can be simulated with single-energy-domain simulations include the wellknown silicon pressures sensor (for which CAEMEMS even has an optimization module) [44] , [45] , magnetostatic actuators ("magnetostatic" as opposed to "magnetoquasistatic," which includes the skin effect; hence dissipation) [83] , [84] , and capacitive sensors that do not involve displacement [85] .
D. The Effect of Dissipation
Whenever there are dissipative effects present, because dissipative forces depend on velocities and not just on displacements, the explicit time dependence of the device is required to account for dissipative effects. In some cases, such as linear electrical resistivity and its analog in elastic materials, linear viscoelasticity, it may be possible to use DC steady state (time-independent) or sinusoidalsteady-state (hence, complex) variables to represent both the conservative and dissipative components within a single context and to develop simulators that incorporate both domains. An example is FASTHENRY [86] , a mixed boundary-element/finite-element inductance-extraction tool (for nonmagnetic materials) that self-consistently computes the sinusoidal-steady-state current distribution within conductors based on the skin effect, and the corresponding sinusoidal-steady-state -impedance matrix for the network. Another example is the use of semiconductor device simulators, enhanced with distributed Lorentz-force terms, to calculate the steady-state behavior of various semiconductor magnetic-sensing devices, such as Halleffect devices and magnetotransistors [87] - [91] .
Most MEMS devices, however, involve some form of nonlinearity: either geometric nonlinearity due to largeamplitude deflections compared to device dimensions, intrinsic nonlinearities due to governing equations (such as Navier-Stokes), or nonlinear (saturable) or even hysteretic constitutive properties. For these devices, the dissipative effects must either be approximated with suitable DC or sinusoidal-steady-state estimates, or must be calculated explicitly using actual time-dependent excitations. The computational costs in this latter case can be prohibitive, and the design of MEMS test structures with which simultaneously to prove the correctness of simulations and to extract nonlinear, even hysteretic constitutive properties, is largely an open field at this time.
We now examine several simulation strategies appropriate to, first, the problem of quasi-static coupled-energydomain simulation, and second, dynamic simulation.
E. Quasi-Static Coupled-Energy-Domain Simulation
The problem of quasi-static coupled-domain simulation for MEMS been reviewed by [92] . The problem can be represented as a coupled set of possibly nonlinear residual equations of the form where represents the vector of meshed coordinates in the th energy domain and for are the meshed coordinates associated with other energy domains. A single-domain solver, such as a finite-element code for elastic deformation, or a boundary-element code for capacitance extraction, can solve each equation for provided that for are specified and fixed. As noted above, many such single-domain solvers are available commercially, either in stand-alone form or as a subset of the capabilities of more complete packages, and are well supported. However, by itself, a single-domain solver cannot solve the coupled-domain problem for which the goal is to find a complete set of that simultaneously solve all problems. There are two well-known methods for approaching this problem: the relaxation method and the Newton method. In the relaxation method, schematically shown in Fig. 8 , each single-domain solver is called in turn, updating the values of its associated variables. After a convergence test, the sequence is called again. While very convenient, especially for the commercially available CAD-system architectures that connect together a variety of commercially available single-domain solvers (the so-called "black-box" architecture), relaxation will fail to converge at some point in the design space. Examples of the use of the relaxation method include [93] - [95] .
The Newton method, schematically shown in Fig. 9 , solves all equations simultaneously. It is known to have robust convergence properties. However, the Newton method requires knowledge of the Jacobian for the full system of equations. Commercial simulation packages do not generally make their Jacobians available, and even if they did, that would provide only the diagonal entries to the left-hand matrix of Fig. 9 . The cross terms, of the form for , depend on the coupling between energy domains. Unless one writes a solver that simultaneously solves the multidomain problem, the Newton method cannot be used. However, most commercial finiteelement codes have some degree of multidomain capability (especially thermomechanical effects), and some specialpurpose highly efficient full-Newton solvers have been developed for MEMS [96] .
Recently, several iterative schemes have been developed that permit the robust convergence properties of the New- ton method to be realized in black-box architectures that contain only single-domain solvers. The first of these, the surface-Newton method, has already been implemented in commercial versions for self-consistent quasi-static solution of coupled electrostatic-elastic problems, such as capacitive sensors or electrostatic actuators [97] - [99] . The more robust multi-Newton method appears extremely promising for expanding the set of coupled-domain problems that can be solved with good convergence properties [92] , [100] .
In addition to the specific examples cited above, which focus on algorithmic issues, there is a large body of work on coupled-domain solvers focused toward MEMS, some with CAD-system approaches [101] - [105] , others with a wide variety of specific examples of quasi-static coupled-domain simulation and analysis [106] - [125] .
F. Dynamic Coupled-Domain Simulation, with and Without Dissipation
Dynamic coupled-domain simulation requires the simultaneous solution of coupled partial differential equations in the time domain. As an example, consider the electrostatic pull-in of a beam above a ground plane (for example, the beams of Figs. 5 and 6). Four energy domains are involved: elastic deformation of the beam, electrostatic forces in the parallel-plate capacitor, kinetic energy of the beam, and squeeze-film damping due to the air film beneath the beam. Because the deformation can typically put the beam in the "large-deflection" regime, geometric nonlinearities and stress stiffening must be taken into account, which make the elasticity equation nonlinear. The electrostatic forces are nonlinear functions of the beam displacement, by virtue of the parallel-plate capacitor. The squeeze-film damping governing equation, the Reynolds equation [126] , [127] , is intrinsically nonlinear and, being dissipative, requires knowledge of velocities as well as displacements. And because MEMS gap sizes typically result in Knudsen numbers large enough to enter the transition regime (as opposed to the pure continuum regime), it is necessary to include slip-flow corrections into the fluidic simulation [128] - [130] .
An example of a parameter of interest is the time required to pull in the beam. This might be the switching time of a microrelay, hence, a primary design goal. The pull-intime problem is a large-amplitude transient and cannot be solved using steady-state approximations. Finite-difference or finite-element methods can be used to evaluate the distributed forces from this set of coupled nonlinear differential equations at each time step, and then a suitable look-ahead integration method can be used to propagate the solution in time. In simple geometries, such as relatively thin, relatively wide beams, where shell meshes can be used, the problem is tractable, as in [131] . Another example, an explicit dynamic simulation for a thermal device, is reported by Allegretto [132] .
When considering valve and pump operation, the coupled-domain dynamic simulation problems, of necessity involving viscous losses and large amplitudes, are typically handled by relaxation algorithms using separate structural and fluid solvers. Several groups have analyzed specific devices using this approach [133] - [138] . As the field of microfluid MEMS grows, this area will become increasingly important.
Generally, as geometries become more complex, requiring brick meshes and inclusion of 3-D effects, a typical workstation becomes rapidly overwhelmed by explicit dynamic simulations. As a result, there is a premium on methods that can reduce this cost. The next section examines basis-function methods, which appear to offer this benefit; we then return to examine various examples of dynamic simulations with and without dissipative effects.
G. Basis-Function Methods-Lossless
In linear problems, we are well acquainted with the use of basis-function expansions to represent time-dependent states. Superposition of basis functions is routinely used in mechanics, electromagnetism, even quantum mechanics. When the problem becomes nonlinear, there is still a benefit to basis-function methods, but because of the nonlinearities, superposition solutions are more complex.
We consider first a conservative coupled-domain problem [139] , then return to examine problems involving dissipation. Consider an elastic body that has been meshed into coordinates , where the appropriate mass and stiffnessmatrices have been calculated for the undeformed structure. The forces are represented on the right-hand side as functions of the coordinates (not the velocities; the velocities are required only if dissipative effects are included). If the structure is to undergo large-amplitude deformation, then we know a priori that the stiffness matrix must be recomputed as the amplitude changes. An alternate method is to retain the original stiffness matrix but add an additional force that represents the large-amplitude effects, such as stress stiffening of a beam. With these assumptions, the meshed simulation can be represented as where is a vector of mesh elements, is the finiteelement mass matrix, is the finite-element stiffness matrix, and is the total forcing function, which may depend on the state and inputs and explicitly on time . Note, however, the absence of a dependence of on , which would imply damping. The normal modes are the eigenfunctions of . If we arrange the normalized mode vectors as the columns of a matrix , and then make the coordinate transformation to modal amplitudes the dynamical equation becomes where both and are diagonal. And while there are normal modes for a system with degrees of freedom, in typical structures, only a few such modes, typically those of long spatial wavelength, are actually excited. Therefore, it is possible, without significant loss of accuracy, to truncate the problem when expressed in model coordinates to only a few modes (in our experience, five or fewer has always proved sufficient). The result is an immense speedup in solving the dynamical problem with arbitrary inputs. Note that the right-hand side still requires a conversion from modal coordinates back to the original meshed coordinates at each time point in order to evaluate the nonlinear right-hand-side force term, but the left-hand side of the equation is fully uncoupled. This conversion into and out of meshed coordinates involves a matrix, where is small; therefore, the dynamical behavior can be computed much more quickly than with explicit meshed dynamics.
It would be even more desirable if the right-hand side could be expressed directly in modal coordinates, rather than requiring this conversion into and out of meshed coordinates at each time step. One approach for achieving this goal, at least for conservative systems, is to use energy methods. The approach is outlined as follows.
• Find the linear modes for the elastic problem at zero applied load.
• Using quasi-static simulation driven over a design space that includes deformations describable by a superposition of modes, develop a suitable potential energy function for the other conservative forces (for example, electrostatic) and for large-amplitude elastic effects (for example, stress stiffening) and create analytic expressions for the variation of potential energy as a function of the selected mode set (this function is nonlinear, and thus must include products of modal amplitudes, etc.).
• Replace the right-hand side of the modal dynamic formulation with suitable derivatives of the potential energy functions with respect to modal amplitudes. The net result is a small coupled set of (two state variables per mode) ordinary differential equations that can be easily integrated forward in time, without requiring any conversions to and from the original meshed space. An important potential advantage of these modal methods is that they break open the coupled-domain problem. The original modal basis functions are obtained from a single energy domain, elasticity, together with the associated mass distribution, and the nonlinear potential energy functions can be computed one energy domain at a time. Therefore, it is no longer necessary to perform complex self-consistent coupled-domain simulations. Furthermore, the quasi-static self-consistent behavior emerges naturally from the modal solution by imposing DC steady state on the dynamic equations.
Because this approach requires many (single-energydomain) simulations plus fitting to analytic functions, it is very difficult to do manually. Gabbay [140] has now developed a simulation manager adapted for modal analysis of nonlinear conservative problems based on the above procedure, and has shown that modal analysis can be almost completely automated, except for the decision that the designer must make about how many modes to include and the range of modal amplitudes to be included in the simulation set. And he has shown that performing one coupled-domain quasi-static simulation provides the needed guidance on mode selection and amplitude limits.
There are limits to this basis-function approach. Thus far, it has proved difficult to calculate accurately the stress stiffening of an elastic body undergoing large-amplitude deformation using superpositions of modal coordinates [140] . And when the device involves a large geometric nonlinearity, such as contact, modal approaches clearly fail. However, the class of devices that can now be handled with this automated basis-function approach is large enough to be interesting.
H. Basis-Function Methods-Dissipative
When the problem involves dissipation, which is usually external to the elastic body, then the problem becomes substantially more complex because the right-hand-side forcing term involves both the displacements and velocities . Consider the very important case of fluid-structure interactions. The motion of the elastic body provides a moving boundary condition for the fluid, which in turn sets up a reaction force onto the elastic body. But the fluid is typically undergoing Stokes flow (low Reynolds number, hence, negligible inertia effects) and thus does not have any "normal modes" of its own that could be used for basis functions in combination with the elastic modes.
One obvious approach is to linearize the dissipative effect under an assumption of small motions. Once linearized, frequency-domain analysis can then be used, converting the time-dependent dissipation problem in the time domain into a time-independent frequency-domain calculation of amplitude and phase response. This approach was the basis for the early squeeze-film damping work involving rigid body motion [126] , [127] and has been widely used in the MEMS field [141] - [146] . Even when the moving body is flexible, it is possible to use the modal amplitude to create a moving boundary condition for the fluidic system and calculate the reaction force. This has been done for smallamplitude damped resonant motions of flexible microbeams and resonators [147] , [148] .
When the amplitudes are large, such as for the electrostatic pull-in of a beam, linearized modal solutions cannot be used. However, a new method [131] , which appears very promising, is to invest at the beginning in a few (meaning two or three) explicit dynamic coupled-domain simulations that are "typical" of the design space and then, using singular value decomposition of the resulting solutions, select a set of candidate basis functions not only for the elastic regimes but also for fluid regimes. Galerkin methods are then used to reformulate the original partial differential equations in terms of these basis-function amplitudes. When applied to the problem of the large-amplitude electrostatic pull-in of a beam, this approach achieved several orders of magnitude speedup in dynamical simulation without loss of accuracy, even though, as in the original modal formulation of nonlinear problems, some of the forcing terms did have to be evaluated in the original meshed space at each time step.
V. MACROMODELS
A macromodel is a low-order behavioral representation of a device that has the following attributes [9] :
• preferably analytical, rather than numerical, permitting the designer to reason about the effects of design changes;
• correct dependencies on device geometry and constitutive properties;
• correct explicit energy conservation and dissipation behavior (that is, contains no dependent sources with mysterious energy sources);
• covers both quasi-static and dynamical behavior;
• expressible in a simple-to-use form, either as an equation, a network analogy, or a small set of coupled ordinary differential equations;
• easy to connect to system-level simulators.
A. Lumped Network Macromodels
The most common form for macromodels-indeed, the "default" approach throughout most of the MEMS literature-is an interconnected set of lumped electrical network elements, as in the example of Fig. 2 . Once the circuit representation is constructed, commercially available circuit simulators, such as SPICE, can be used for a wide variety of system-level simulations. Alternatively, dynamical state equations can be extracted from the network and simulated using standard math packages such as MATLAB. This approach is so widespread that no attempt has been made to identify or select specific references from the literature; instead, we examine below the critical issues in constructing these kinds of models. In general, when using circuit elements for macromodels, it is necessary to establish a set of analogies among the various physical quantities. A standard approach is to classify efforts and flows as conjugate pairs, with the product of the effort and flow being power. The effort is the voltage analog and the flow is the current analog (hence, displacement is charge). With this convention, stored potential energy is represented by capacitors, kinetic energy is represented by inductors, dissipation by resistors, and transforms between energy domains by transformers and gyrators. Specific circuit elements appropriate to a wide range of linear MEMS sensor and actuator devices have been reviewed by Tilmans [149] . If the devices are nonlinear, such as the pull-in example discussed in this paper, then this author prefers the use of multiport capacitors (see Fig. 10 ) to Tilmans' use of transformers to connect a one-port capacitor to the two ports, because the transformer would have to become state dependent and nonlinear to capture the full actuator behavior correctly [150] . In the two-port capacitor example of Fig. 10 , the terminal variables in the electrical domain are voltage and current , while in the mechanical domain, the terminal variables are force and gap velocity . (Note that the gap velocity is the negative of the plate velocity in Fig. 2 , consistent with the idea that positive motion of the plate under the influence of electrostatic actuation tends to close the gap.) The terminal characteristics at each port are obtained by derivatives of the unique capacitor coenergy function (coenergy is used because a voltage drive is assumed in this example; if charge controlled, the energy would be used rather than the coenergy [151] ).
There are two major issues in creating lumped-element macromodels: how to partition the continuum device into a network of lumped elements and how to determine the parameter values for each element. The partitioning problem is particularly troublesome because, unlike purely electric circuits, general mechanical structures do not offer a clean mapping between geometry and corresponding network topology. For example, when considering the electrostatic pull-in of the beam, the moving beam simultaneously serves as the moving boundary of a capacitor used for actuation and sets a moving boundary condition at the bounding surface of a gas film. The lumped network (as in Fig. 2) , expressed using the peak amplitude of beam deflection as the analogy of charge (so that the beam velocity is analogous to current, and force is analogous to voltage), has an inductor representing the mass, a capacitor representing the elastic spring, and a resistor representing the squeezefilm damping (giving a force dependent on velocity), all connected in series with the mechanical port of a two-port capacitor representing the parallel-plate capacitor between the beam and ground plane. Voltage or current drive applied to the electrical port of the two-port capacitor provides the actuation. It is not a priori obvious from the geometry that this network configuration is the right one. The author is not aware of any CAD tool that automatically can construct an energetically correct lumped-element topology directly from an arbitrary device geometry. This step requires designer input.
Bond graphs 1 [152] , which explicitly show power-flow paths, offer some assistance because the junction structure of a bond graph identifies connections that share a common displacement (hence velocity, and hence a series connection since velocity is analogous to current) and other connections that share a common effort (hence force in this example, and hence a parallel connection since force is analogous with voltage). While bond graphs can assist the designer in constructing an appropriate network representation [9] , [153] , bond-graph CAD systems, the bond graphs themselves, or the state equations derived from bond graphs have thus far proved difficult to connect directly to circuit simulators, which has thus far limited their applicability in the overall MEMS modeling environment.
B. Use of Energy Methods
The lumped-element parameter values that go into a circuit-element-based macromodel ultimately must be obtained from a combination of analysis and numerical simulation, plus constitutive properties obtained from appropriate test structures. Simulation methods have already been addressed. To complete the picture, we comment briefly on the use of energy methods [154] .
The extraction of a lumped equivalent to represent a three-dimensional device requires a choice of descriptive variables. When only rigid bodies are involved, obvious choices are the positions and orientations of the objects. For deformable bodies, it is typically the amplitude of a deformation, given that the distributed shape of the deformation is determined by the structure and by the distributed loading. That is, if a folded beam spring is to be represented in a lumped network by a single lumped linear capacitor, what is needed is the load-displacement characteristic of the spring (including loads that appear as reaction forces from any moving parts to which the spring is connected). The load-displacement characteristic can be obtained either from direct simulation or from energy methods, in which a reasonable shape function 1 An extensive bibliography on bond graphs can be found on the World Wide Web at http://www.ece.arizona.edu/cellier/bg papers.html.
with one or more undetermined parameters is assumed, the total stored energy is calculated with that shape, and the stored energy is then minimized with respect to the parameters. The accuracy of energy methods depends on how good the shape function choice is and on how well the stored energy calculation is implemented. For firstorder estimates of behavior-including, very importantly, insight into the dependence of behavior on geometry and on material properties-energy methods are unmatched in terms of simplicity and speed.
Energy methods can also be used for low-order analysis of dynamical behavior. The Rayleigh-Ritz method of resonance-frequency estimation can be combined with a quasi-static estimate of stiffness to permit assignment of an equivalent device inertia. Thus, both the inertial and stiffness components of a particular mode of deformation can be estimated, even with quite approximate assumed shape functions.
A very valuable use of energy methods is as a starting point for more accurate macromodeling, in which an analytical functional form of a load-displacement characteristic is first obtained using energy methods. The resulting behavior is then parameterized with nondimensional numerical values that are varied so as to achieve a good fit with a range of simulation results. In this way, one combines the virtue of having explicit analytical dependence on geometry and material properties with the equally important virtue of agreement with meshed numerical simulation. The secondorder effects, which are typically ignored in energy methods but which appear at the simulation level, are "captured" into the energy-method functional form by the fitting parameters. Two examples of this kind of macromodeling are the models used for extraction of thin-film biaxial modulus and residual stress from membrane load-deflection behavior [57] and the pull-in voltage models used in MTest for the extraction of elastic properties, residual stress, and residual-stress gradients [66] - [68] . There are many other examples, which, in one form or another, depend on the use of energy methods to establish the functional form of the behavioral model, in conjunction either with simulations or with lumped-element circuit models. An interesting selection of examples covering a wide range of device types can be found in [155] - [174] .
A special case is the development of macromodels for resonators, in which, in effect, a single modal basis function is sought, with lumped parameters describing the effective mass, effective stiffness, and effecting damping of the mode. Examples of resonant macromodels are [175] - [177] .
C. Macromodels Using Coupled Ordinary Differential Equations (ODE's)
Since any lumped circuit model ultimately results in a set of coupled state equations (ODE's), one can also imagine constructing a macromodel directly in the form of a set of coupled ODE's without any underlying circuit representation. An example is the use of basis functions for dynamic modeling. For each dynamic basis function, there are two state variables: the basis-function amplitude and the basis-function velocity. Once a small set of basis functions is selected, using either the normal modes of vibration or some other procedure, the set of coupled ordinary differential equations represents the dynamical behavior. This set of differential equations, while typically not analytical, does constitute a useful macromodel in every other respect. Because of the relatively small number of state variables, the model can be quickly evaluated, and integrated over time. And using so-called "hardware description languages" [178] - [180] , 2 such models can be readily inserted into circuit simulators for behavioral simulation at the system level, including feedback effects around nonlinear devices.
Once we abandon the requirement of analytic representations, and allow purely numerical sets of coupled ordinary differential equations to function as a macromodel within a system-level behavioral simulation, then, at least for linear problems, the tools of automatic model-order reduction used in the integrated circuits community come into play.
While not yet demonstrated in the context of MEMS, the algorithms for model-order reduction are clearly relevant to meshed MEMS devices, and are now under investigation for this application [181] , [182] . Algorithmic methods are also being developed for top-down design [183] .
VI. SUMMARY AND CONCLUSIONS
It is clear that there has been enormous progress in CAD tools for microsensors and microactuators, including the establishment of a commercial base for these tools. The ultimate goal is an accurate dynamical device behavioral macromodel, expressed in a form that can be seamlessly coupled into system-level behavior models and configured to permit the designer to reason about design variations. Development of these models requires attention to device geometries that result from real fabrication processes, selfconsistent multienergy-domain simulations, efficient procedures for creating the macromodels, and test structures and associated test methods with which to confirm model correctness, study second-order effects, and extract required material properties.
Right now, macromodel construction must, for the most part, be done manually. The designer must decide on the form of the macromodel, perform the individual simulations or coupled simulations to determine the appropriate parameter values for each macromodel element, and must then construct the input file for the system-level simulator. The process is tedious and problem specific.
The entire field is ripe for automation, and for the development of algorithmic rather than ad hoc approaches. Some progress has already been made in automating the use of modal and basis-function methods for macromodel construction, and model-order reduction algorithms offer the promise of automatic macromodel construction for linear devices. As hardware-description languages become standardized for analog systems, general macromodel insertion may be amenable to automation as well.
Perhaps the most significant fact is that there is now an industry providing CAD tools to the MEMS community. The continuing interaction between CAD suppliers and their customers will drive the developments toward useful improvements and a broadening base of users.
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