ABSTRACT Feature selection plays an important role in preprocessing in pattern recognition and data mining, especially in large scale image, digital text, and biological data. Specifically, class label information is unavailable for conducting the selection of a minimal feature subset in unsupervised learning, which is full of challenging and interesting problems. In this paper, we present an unsupervised REPresentative Feature Selection (REPFS) algorithm based on information entropy and relevance analysis. The proposed method seeks to find a high-quality feature subset through feature clustering without using any learning algorithms. More importantly, the features' relevance will be computed based on an information metric of the relevance gain, which provides an information theoretical foundation for finding a minimum of the redundancy between features. Our results on nine benchmark data sets demonstrate that REPFS can significantly improve upon state-of-the-art unsupervised algorithms.
I. INTRODUCTION
Data mining is capable of finding meaningful information and patterns from datasets, and it has been widely applied in various fields, such as text/image retrieval engines, medical diagnosis support, machinery signal processing and financial markets [1] - [4] . A problem that has become increasingly serious is that traditional data mining and learning algorithms are incapable of rapidly and effectively handling the enlargement of datasets. Although theoretically they have more features and more discriminative power, it is not always authentic when an intrinsic manifold is relatively fixed in the datasets and the additional features are redundant and irrelevant [5] - [8] . One of the key solutions to this problem is identifying and removing the meaningless features and reducing the dimensionality of the dataset before further analysis [9] - [12] .
Dimensionality reduction can reduce the dataset's computational complexity while preserving, or even improving, the discriminative capability of the dataset [13] - [15] . It has been proven that dimensionality reduction can enhance learning efficiency, increase predictive accuracy, and reduce complexity of learned results in both theory and practice. In general, feature extraction and feature selection are two major ways to achieve dimensionality reduction. The former methods project the original data into a new subspace and acquire the reduced dimensionality of the data, where the original meanings of the features are changed [16] , [17] . The latter methods select a high-priority feature subset while removing redundant and irrelevant features [18] - [21] . More importantly, the original meanings of the features are preserved by the selected features.
Most supervised feature selection methods use the relevance between the features and the class labels to evaluate the importance of the features. However, unlabeled datasets can be easily obtained in practice, and the labeling work is time-consuming and expensive. Therefore, it is of great significance to develop an unsupervised feature selection method that can make full use of an unlabeled dataset. From the previous studies, we know that there are three challenges in unsupervised feature selection: the search strategy, multi-relevant features and incomplete labels [16] , [22] , [23] . First, the search strategy plays an important role in the process of feature selection. Selecting the best feature subset has been proven to be an NP-hard complete problem; however, heuristic algorithms, such as ant colony optimization, will acquire higher time complexity and be quadratic in terms of the dimensionality reduction. Second, multi-relevant features, which have two-way or complex multiway interactions, will make feature relevance ranking fail, since they can overlap on another. Finally, incomplete label information makes feature selection even more difficult when identifying the relevant features.
In this paper, we propose an unsupervised representative feature selection (REPFS) algorithm based on information entropy and relevance analysis, which aims to find a highquality approximate solution within an acceptable computational time. The proposed method applies the maximum entropy principle in the task of discriminating irrelevant features, and only the remaining relevant features are submitted to clustering by the directed acyclic feature-graph's construction and partition. Moreover, REPFS does not need any class labels or learning algorithms to select the final feature subsets, and it can be classified as a filter unsupervised feature selection method. Furthermore, the similarity between the features will be considered in the computation of the relevance gain, which leads to the minimization of the redundancy between features.
The remained of this paper is organized as follows. Section 2 represents an information metric of relevance gain that measure the features' relevance under unsupervised conditions. Section 3 explains the details of the unsupervised representative feature selection algorithm based on information entropy and relevance analysis. Experimental studies are given in Section 4. Finally, we provide the conclusions and our future work in Section 5.
II. AN INFORMATION METRIC OF RELEVANCE GAIN
With regard to the upcoming work, some notation used throughout this paper is given as follows:
represents the ith feature, and a feature subset S ⊂ F. A matrix dataset is X = {x 1 , x 2 , · · · , x N } T , which is size N × D, and each sample has D attribute values.
In information theory, the information entropy is one of the fundamental concepts and is a nonparametric and nonlinear correlation between the features. In contrast, most of the other metrics consider only a linear relationship. Since information theory is theoretically capable of quantifying the amount of information, no assumption about the distribution of data is made. Thus, the mutual information and information entropy have been now widely used in dimensionality reduction, especially in feature selection [12] , [19] - [21] . The information amount of F i can be measured by the information entropy H (F i ), where H (
and p(f i ) = Pr(F i = f i ) is the probability density function of F i . Further, the mutual information mainly describes the quantity of information that is shared between the features. For the random features F i and F j , their mutual information is I (F i ; F j ) = H (F i )−H (F i |F j ), where I (F i ; F j ) = 0 indicates that they are totally irrelevant to each other. Otherwise, they share more common information and are highly relevant. It is remarkable that the mutual information is symmetric. In other words, the order of two features F i , F j or F j , F i will not affect their value of mutual information.
Feature selection is a combinatorial optimization problem that selects the most relevant feature subset from the original features to increase the discriminant quality for different classes. In this task, most feature selection approaches are supervised, and they employ the class labels as a coach. The others are unsupervised feature selection approaches, which face a more difficult problem due to the absence of class labels. Compared with supervised feature selection, the unsupervised selection is missing the label information, which cannot use the mutual information between the class label and feature to measure the feature relevance. Xu et al. [24] proposed unsupervised feature selection based on information theory, in which the redundancy and relevance, respectively, use the mutual information to measure the dependence of the features and the dependence of the features on the latent class. However, this method fails to consider the correlations of candidate feature subsets. More importantly, the sequence forward feature selection greatly restricts the algorithm's performance.
The information metric of relevance gain not only measures the feature's relevance to the potential class, and the relevance gain between two features, but also proves the feasibility of the relevance gain framework in unsupervised conditions. Definition 1 (Relevance): In the dataset X , the relevance of feature F i is defined as its average mutual information with respect to all features, for which the formula is as follows:
The relevance represents that the larger the average mutual information between feature F i and all of the features is, the higher the relevance of feature F i in the dataset X . Under the naïve Bayes assumption, a lower bound of the mutual information between F i and latent class C is the relevance of F i , namely, I (F i ; C) ≥ UI (F i ) [24] . When the class label of dataset X is deficient in unsupervised, the feature's relevance UI (F i ) can be approximated to the mutual information I (F i ; C). In other words, the feature's relevance UI (F i ) can be used to measure the mutual information between the feature F i and the latent class C.
Definition 2 (Joint Relevance): In the dataset X , the joint relevance between feature F i and feature F j is defined as follows:
where the joint entropy between feature F i and feature
Definition 3 (Conditional Relevance): In the dataset X , the conditional relevance of feature F i relative to feature F j is defined as follows: UI (F
For features F i and F j , there is a correlation between the information entropies of F i , F j and the hypothetical class C. The joint entropy H (F i , F j ) can be presented as
(1)
In the naïve Bayes assumption, the features are not independent but are conditionally independent given the class C. The ratio of the entropy of F i to the joint entropy between F i and F j is not affected by the class C, whose formula is as follows
when Eq. 2 gives further restrictions on
Eq. 2 can also be derived by the following formula:
According to definition 1, Eq. 3 can be rewritten as
In the same manner, we can see that
Under the above assumptions, UI (F i ) is proportional to H (F i ), and there is the same relation for the joint relevance UI (F i , F j ) and joint entropy H (F i , F j ) and for UI (F i |F j ) and H (F i |F j ). Thus, the product of the feature's unit relevance and the conditional entropy is equal to the conditional relevance of feature F i relative to feature F j . The conditional relevance of feature F i relative to feature F j is not greater than its relevance if and only if feature F i and feature F j are independent.
Definition 4 (Relevance Gain): In the dataset X , the relevance gain of feature F i relative to feature F j is defined as follows UI (F
From the definition of the relevance gain, the value of UI (F i ; F j ) will be quite high if F i and F j are closely correlated with each other and UI (F i ; F j ) = 0 represents that the two features are independent. In addition, the relevance gain is interpreted as the decrease in the amount of uncertainty in F i after observing the values of F j . The intuitive meaning of the relevance gain can be represented as the amount of information that F j provides about F i . It is remarkable that the Relevance Gain is symmetric, that is, UI (
Compared with information theory, we can draw the following four properties in the relevance gain framework:
There are many similarities for the proof of the above properties, and the proof of property 6 is as follows:
Taking the property of the information entropy,
III. UNSUPERVISED REPRESENTATIVE FEATURE SELECTION ALGORITHM
In this Section, we present the details of unsupervised REPresentative Feature Selection (REPFS) algorithm based on the information entropy and relevance analysis. The objective of REPFS is to select the representative features to constitute a final feature subset S with size d.
A. THE FRAMEWORK OF REPFS
In supervised feature selection, the feature relevance is mainly classified into three disjoint categories: irrelevant, weakly relevant, and strongly relevant [19] , [21] . In general, an irrelevant feature provides no information to improve the prediction accuracy: it only enlarges the learning search space and makes the problem more complex. A weak relevant feature can be part of an optimal or suboptimal feature subset under certain conditions. A strong relevant feature plays an important role in an optimal or suboptimal feature subset, providing more discernment to improve the prediction accuracy. In other words, the following conclusions can be obtained that an irrelevant feature is not necessary at any time, a weak relevant feature is not always necessary, and a strong relevant feature is always necessary for an optimal or suboptimal feature subset. Therefore, the optimal feature subset should consist of all strongly relevant features, some weakly relevant features, and no irrelevant features. REPFS is an unsupervised filter feature selection based on information entropy and relevance analysis. Figure 1 gives a flow chart of its framework, for which the details are as follows. First, the irrelevant features are discriminated and directly removed. The class label is an essential part of computing the relevance of the feature to the class. The purpose of the maximum entropy principle is to look for the least informative probability distribution considering any previous information from the original dataset's distribution and, then, to find a maximally noncommittal probability distribution or least biased distribution with respect to the missing class label information. With respect to the unsupervised feature selection, the feature's entropy can be employed to appraise the original dataset probability distributions as well as to calculate the feature's relevance. When introducing this principle to unsupervised feature selection, a feature that has very high significant entropy also possesses a considerable probability of being a relevant feature.
Next, a directed acyclic feature-graph (DAG) is constructed and partitioned with the relevant features. Redundant features are those features that are removed from the original feature subset without affecting the classification capability for the dataset; in other words, when the information of all of the features is contained in one feature or a feature subset, then the remaining features are deemed to be redundant features. Although there are many methods that use the feature subset evaluation approach, which implicitly handles the feature redundancy with the feature relevance and can produce better feature subsets than those that do not handle the feature redundancy, the subset search will require high computational cost and is inefficient for high-dimensional datasets. In REPFS, the cluster of redundant features is the DAG's construction and the partitioning; the former takes the features and relevances as the DAG's nodes and edges, respectively, while the latter employs the Markov blanket to partition the DAG into a subgraph-set, and each subgraph represents a redundant feature cluster.
Third, representative features are selected from the redundant feature clusters. In the processing of the DAG's partitioning, redundant features are cluster into disjoint feature clusters. Features within the same cluster are similar while those from different clusters are not. Therefore, the selection of representative features for each redundant feature cluster can significantly reduce the data dimensionality and can acquire the optimal feature subset efficiently.
B. REPFS ALGORITHM IMPLEMENTATION AND ANALYSIS
In Section 2, the feature relevance and relevance gain in unsupervised conditions correspond to the feature correlation and mutual information under supervised conditions. It is worthwhile to note that the order of two features F i , F j or F j , F i will not affect the value of the relevance gain. Considering that the relevance gain is inclined to favor the features that have more discrete values, it should be normalized by means of their entropy. In the same way, the feature relevance is also normalizing. The Unsupervised Symmetric Uncertainty (USU) normalizes the relevance gain by the two features' information entropy, which form the Symmetric Uncertainty (SU) [19] . The formula for the USU is as follows:
where Eq. 7 compensates for the relevance gain's bias toward the features with more discrete values, and the USU's value of feature F i and feature F j is between 0 and 1. When 
(F-Relevance): In the dataset X, the F-Relevance of feature F i is defined as its information entropy, and the formula is as follows: F_Rel(F i ) = H (F i ).
When the value of F_Rel(F i ) is larger than a threshold value of feature relevance α, then F i is deemed to be a relevant feature. 
Definition 6 (F1-Relevance): In the dataset X, the relevance of F i is standardized by its entropy and is called the F1-Relevance of F i , and its formula is as follows: F1_Rel(F i ) = UI (F i )/H (F i ). Definition 7 (F2-Relevance): In the dataset X, the correlation of feature F i relative to feature F j is called the F2-Relevance of F i with respect to F j , and its formula is as follows: F2_Rel(F
Definition 9 (Representative): In the dataset X, feature if H (F i ) > α then 3.
Add F i to the relevant feature subset 4.
F1_Rel
Ordering the relevance feature in descending order by F1_Rel(F i ). //Part 2: Directed Acyclic Graph Construction and partition 6. DAG = {} 7. for each pair of features
Add < F i , F j > to DAG as a directed edge; //Part 3: Representative Feature Selection 10. S = {} 11. for each subgraph G i ∈ DAG do 12.
Rep= argmax
13. S = S ∪ {Rep} 14. return S dataset X with D features, the predetermined threshold of feature relevance is α, and the algorithm finds representative features S from clusters that are feature subsets. The first stage (lines 1-5) comprises calculating the information entropy for the features and selecting the relevant features, computing the features' F1-relevance, and ordering the remaining features in descending order based on the F1-relevance values. In the second stage (lines 6-9), the ordered feature subset is applied to construct and partition the DAG. If feature F j has an approximate Markov blanket form by feature F i (i < j) as in definition 8, then we add the directed edge < F i , F j > to the DAG. In the third stage (lines [10] [11] [12] [13] [14] , it selects a representative feature from each cluster, and DAG ∈ DAG represents a cluster that contains redundant features.
The largest amount of work in Algorithm 1 involves the calculation of the feature relevance, F1-Relevance and F2−Relevance, which have linear complexity in terms of the dataset's dimensionality. The time complexity of algorithm 1 contains three parts, for which the details are as follows. 
. For the D-dimensionality dataset, the REPFS's time complexity is not more than O(D 2 ).
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. BENCHMARK DATASETS
To evaluate the effectiveness of REPFS, there are four types of benchmark datasets employed, which can be obtained from the ASU Feature Selection Repository [25] and the UCI Machine Learning Repository [26] . Table 1 summarizes their basic information. They have nominal classes, and they differ greatly in data quantity ([100, 2000] ) and feature quantity ([166, 10305] ). More importantly, they cover a range of application domains such as image, text and biological data. Therefore, these datasets can provide a comprehensive testing and fit for feature selection methods under different conditions. Although some of datasets include continuous features, they will be discretized in the data preprocessing stage. The reason is that mutual information is difficult to estimate in the continuous space based on a limited number of instances. For simplicity, we only investigate the discrete features in experiments. Hence, the minimum description length (MDL) method [19] , [21] can be used to discretize those continuous features to nominal ones.
B. EXPERIMENTAL METHODOLOGY
In this section, we compared REPFS against four well known feature selection methods, including Laplacian Score (LS) [27] , Spectral Score (SPEC) [28] , Multi-Cluster Feature Selection (MCFS) [29] , and TRACK [30] . It can be seen from previous experiments that these methods have advantages in their respective fields. LS and SPEC are classical filter methods, which are independent from the subsequent learning algorithms. MCFS is one of the wrapper methods which can conserve the multicluster structure of the data and consider the relationship between the selected features and the data's intrinsic structure. TRACK is a novel unsupervised feature selection method that introduces structured sparsity-inducing norm regularization to unsupervised trace ratio formulation. In our experiments, the relevance threshold α is heuristically set to the entropy relevance value of the N / log 2 N th ranked feature for each dataset. LS, SPEC, MCFS and TRACK only give the feature's rank, and the optimal feature numbers of those methods can be determined by using the 10-fold cross-validation framework when less than or equal to N / log 2 N .
In addition, we have introduced the standard metrics that are used in existing studies on unsupervised feature selection problems, such as classification accuracy. To make a fair comparison in our experiments, we adopted two classifiers, K-nearest neighbor (KNN) [31] and decision tree (C4.5) [32] , as implemented in the Matlab Statistical Toolbox. Here the number of neighbors in the KNN classifier is set to K=1. To achieve impartial results, the data can be equally divided into 10-fold parts; in each run, the nine-fold parts are used as the training data, and the last one fold is reserved for evaluation purposes. To alleviate the effect of randomness, we ran each experiment 10 times, and we report the average accuracy as the result.
C. RESULTS AND DISCUSSION
In this section, the evaluation of the performance of REPFS is divided into the proportion of the selected features, the classification accuracy, and the sensitivity analysis of the feature relevance threshold. Figure 2 shows the proportion of selected features of the REPFS algorithm for each dataset. From these findings, we know that REPFS achieves a significant reduction of the dimensionality by selecting only a very small portion of the original features. The proportion of selected features ranges from 7.23% to 0.96%, and its average value is 3.68%. From Figure 2 , we can observe that the proportion of selected features decreases with the increase in the dimension of the dataset. For the most part, the intrinsic features of the dataset have a certain degree, and excessively increased data dimensionality contains only meaningless features. Table 2 and Table 3 show the experimental results of the classification performance on the datasets for 1NN and C4.5, with the features selected by the five feature selection algorithms. The ''Full'' column in each table denotes the classifier's performance over the original dataset without using any feature selection. The ''Avg. AC'' row represents the classifier's average accuracy with the corresponding feature selector. The ''W/D/L'' (win/draw/loss) represents the number of datasets on which the accuracy of the REPFS is higher (or equal to/incomparable to, lower) than that of the corresponding feature selector. The bold font value in each row represents the best performance among these feature selection methods and the original dataset in the same classifier. Table 2 shows the classification accuracy of the 1NN classifier. From this table, we can observe that the performance of REPFS is better than the others. REPFS gained the maximum number of highest values. Although the average accuracy of REPFS failed to achieve the highest among the feature selectors, the W/D/L shows that REPFS outperforms the original features and all of the compared feature selectors.
1) PROPORTION OF SELECTED FEATURES
2) CLASSIFICATION ACCURACY
According to the classification performance of the C4.5 classifier results reported in Table 3 , REPFS is superior to the comparison feature selectors in many respects, i.e., the number of REPFS's highest accuracy is more than that of the others, and the Avg. AC and W/D/L is the best among in the comparison feature selectors. When compared with the original data, the five selectors do not improve the average classification accuracy, which is because of the small proportion of original features attended to in the classification. The average accuracy of REPFS is improved by 2.15%, 2.25%, 0.98% and 0.06% in comparison to LS, SPEC, MCFS and TRACK, respectively.
The above results indicate that REPFS effectively discriminates a large number of irrelevant features in the first stage. Obviously, it reduces the possibility of improperly bringing meaningless features into the subsequent analysis. In the double stages, REPFS removes a mass of redundant features by selecting representative features from each subgraph of the redundant features clusters. Consequently, only a very small proportion of representative features is selected from the original feature set within the competitive running time.
3) SENSITIVITY ANALYSIS
The sensitivity analysis of the predetermined threshold of the feature relevance for the REPFS algorithm is an important problem. Similar to many existing feature selection algorithms, REPFS also requires a feature relevance threshold α. Different feature relevance thresholds are likely to get different classification performances. To explore which feature relevance threshold results in the best classification performances for a specific classification problem with a given classifier, a 10-fold 1NN strategy is used to reveal how the classification performances change with the value of the feature relevance threshold α. Considering α to be the entropy relevance value of the N / log 2 N th ranked feature for each dataset in REPFS, namely, the proportion range of the relevance feature from 7.50% to 13.56% for nine datasets, we mainly analyze the relevance threshold α, which includes 2%, 5% ,8%, 11%, 14%, 17%, 20%. Figure 3 shows the experimental results of sensitivity analysis of the relevance threshold α by the REPFS. The star symbol represents the average accuracy for the default values of α.
In most cases, the REPFS's default value α is not optimal. This means that the results presented in Table 4 are not the best, and the performance could be better. However, as shown in Figure 3 , the overall trend of classification accuracy of the datasets with different value for parameter α first increases and then declines after it reaches a certain critical point, and the REPFS's default value α can be seen to be suboptimal. Furthermore, when determining the value of α, in addition to the classification accuracy, the proportion of the selected features should be considered as well. The reason is an inappropriate proportion of the selected features could result in a small/larger number of features selected, which then affects the classification efficiency.
V. CONCLUSION
In this work, we propose an unsupervised REPresentative Feature Selection (REPFS) algorithm based on information entropy and relevance analysis for high dimensionality datasets. REPFS effectively filters out a large number of irrelevant features and thus reduces the possibility of having meaningless features in the subsequent analysis. Then, REPFS removes a large number of redundant features by selecting a representative feature from each redundant feature cluster. Finally, only a very small proportion of representative features is selected. Compared with the other selectors, REPFS replaces the representative features to represent each graph-theory-based feature cluster, in which the features are more redundant. Extensive experimental results show that REPFS is effective in unsupervised feature selection situations.
Finally, the relevance gain can estimate similar vectors in incompletely labeled information datasets, and then, it can find features that are weakly relevant but nonredundant with the concept of Markov blanket. The proposed methods could also be introduced to other efficient unsupervised feature selection methods and then applied to large unlabeled datasets. More importantly, the relevance gain is a significant step in exploring information theory in unsupervised conditions, and reducing the time complexity of high-dimensional relevance gain in these fields is expected.
