The relative merits of schematic faces for the communication of multivariate information have been explored in a number of disciplines. Existing studies in the financial environment suggest that they may be superior to conventional methods in both their communications and decision-making qualities.
INTRODUCTION
Very little attention has been paid by accounting academics to the question of improving the communicative ability of financial statements. Accounting data is essentially multivariate and its assessment depends on the simultaneous effect of several variables in different spheres of activity. Complex tabular presentations do not facilitate an integration of the key features of the accounts and a segmented multi-column format may leave an indication of separate aspects of performance rather than an overall assessment. An alternative means of presentation might provide a clearer and more efficient representation, complementing existing methods.
Conventional pictorial methods are extremely limited in their application. Traditional graphs and charts work well in only 2 or 3 dimensions and quickly become over-complicated when multivariate information is employed. Working within three dimensions is extremely advantageous from a communications point of view, but in many practical instances this is rarely possible if more than a superficial overview is to be conveyed. Many alternative pictorial methods have been employed in an attempt to facilitate the communication of information -ranging from the familiar bar and pie charts and pictograms to more obscure forms. The pie-chart, bar chart and trend graph, as detailed by Beattie and Jones (1992) , have become familiar and acceptable in the financial report as alternatives to the narrative and numerical form.
Pictorial methods, especially those able to represent several dimensions simultaneously in a form that may be perceived as a Gestalt, may potentially be useful in this regard. Valentine (1986) views the human face as a series of vectors in multidimensional space with dimensions corresponding to significant features. A matching of significant features with financial performance measures, therefore, provides the possibility of communicating multidimensional financial information in a simple, integrated and readily comprehensible form.
There has been limited study to date of the effectiveness of alternative methods of presenting accounting information for financial decision purposes. This paper explores empirically the usefulness of the schematic face as a communication device, in a particular decision context, compared with more conventional presentation formats.
The paper addresses the relative usefulness of schematic faces, financial ratios and accounting statements as information formats for decision making, together with the importance of the manner of the assignment of financial variables to facial characteristics in the usefulness of schematic faces. Chernoff (1971) initiated 'faces' whose features can be made to vary in size and shape according to the value of the assigned variable. The familiarity of faces and their ease of recognition and description makes them superior to other pictorial forms of representation. Wilkinson (1982) demonstrates that face-based icons outperform alternative formats in the judgement of similarities. Haig (1984) demonstrates the sensitivity of respondents to the smallest changes in facial features while Morton and Johnson (1989) note that faces are special since they can signal their intentions. Laughery, Alexander and Lane (1971) emphasise the importance of certain areas, namely the eye and mouth regions, which are more mobile than others and so convey more information about an individual's mood assisting us in comprehending what they are trying to communicate. McKelvie (1973) , comparing schematic faces suggests that the interaction of eyebrow slant and mouth curvature provides an effective force in the communication of meaning in facial expressions. These findings among others in the psychological literature provide evidence employed in the facial constructions in this study. Ryan and Schwartz (1956) , experimenting with caricatures, suggest that the highlighting or exaggeration of salient information facilitates the interpretation of the picture. Supporting evidence is supplied by Diamond and Carey (1986) who find respondents to prefer schematic cartoon faces to real faces in recognition exercises. Rhodes, Brennan and Carey (1987) show that facial caricatures are recognised more quickly than line drawings which are more accurate and potentially more informative, results consistent with a holistic theory of encoding.
Empirical evidence on the detection of facial cues and the interpretation of faces suggest that the assignment of appropriate variables to facial components is important. Bruckner (1978) , Moriarity (1979) and Stock and Watson (1984) describe studies involving random and author-selected assignments of variables to facial features paying insufficient attention to the relevant psychological literature on feature saliency. Smith and Taffler (1984) reference the appropriate literature but fail to suggest an optimal feature assignment; Smith and Taffler (1996) make no attempt to vary feature assignments. Everitt (1978) justifies a random assignment procedure as a means of reducing the problem of subjectivity caused by different observers using different features of the face to judge their similarity, but experimental evidence from Chernoff and Rizvi (1975) suggests that the use of random permutations in the assignment of facial parameters may effect classification task error rates using faces by a factor of as much as 25 per cent. Their results establish that certain facial features carry little significant information under certain conditions but the artificial situation does not permit a clear evaluation of the relative efficiency of different facial features.
Both of the empirical accounting applications published thus far are weak in terms of experimental design. Moriarity (1979) administers identical instruments to all members of his subject group rather than using a variety of treatments to avoid confounding subject effects with treatment effects. He does not attempt to manipulate eyebrow slant in the construction of schematic faces. Stock and Watson (1984) take a similar approach but employ judgementally determined bond ratings as their classification base. Their results are suspect in that they use ANOVA, rather than a logistic model, for binary data, and MANOVA with two time-related dependent variables. The lack of significance of their findings may, therefore, reflect the complexity of the task rather than the method of data presentation. In the assignment of facial features they employ a feature direction the inverse of that suggested by the literature, and accord the nose a prominent assignment role contrary to the suggestions of the relevant psychological evidence.
Neither study appropriately addresses the confounding problem of subject variability, nor do they consider the effect of differential priors or differential misclassification costs. Although the significance of the dimensionality of the data in influencing discriminatory ability remains in doubt, the need for a clear decision on the assignment of features is well established, and the psychological literature on saliency should be of great assistance here. In these respects and in the provision of an extensive sampling design, employing multiple treatments and varied order of presentation, the present study represents a distinct improvement over its predecessors.
Extant literature suggests that there will be some differences in classification efficiency employing alternative means of processing. But deficiencies in previous research designs and the chosen feature assignments make the conclusions drawn unsafe. A number of research issues are therefore presented for consideration:
The difference in processing times between the faces and conventional means of communicating accounting information.
2.
The difference in the number of misclassification errors resulting from the use of faces compared to those from financial ratios or accounting statements.
3.
The dependence of the number of misclassification errors resulting from the use of the faces on the assignment of financial variables to facial characteristics.
4.
The difference in the costs of misclassification associated with alternative feature assignments.
5.
The dependence of the number of misclassification errors on the response time for each of the processing media.
RESEARCH METHOD
An initial research sample is chosen comprising 33 pairs of failed and non-failed quoted industrial companies with annual accounting year ends between December 1978 and June 1985. These companies are selected and matched on a number of key criteria, in order to provide a set of companies which is large enough to encompass the whole range of performance possibilities, but small enough to allow the generation of efficient experimental designs consistent with the realistic administration of empirical work.
A matching principle is employed to sample pairs of companies with many matching attributes, but differing significantly in aspects of their financial performance. Five essential characteristics of the matched pair are specified:
the two companies comprise a failed/non-failed combination. Following Taffler (1983) , receivership, voluntary liquidation and compulsory liquidation are taken to be evidence of failure;
(b) the two companies display Z-scores of opposite sign. The failed company is predictable as "distressed" on the basis of its final published annual disclosure prior to failure, recording a negative Z-score based on Taffler (1983) , while the non-failed enterprise records a positive sign.
(c) the two firms are members of a common industrial sector ideally having common product areas.
(d) the firms are of the same "order" of size; ideally they have equivalent size, as measured by sales turnover, external to the organisation and net of sales taxes.
(e) the firms have common financial year ends to facilitate comparison and minimise the effects of external economic factors.
A sub-sample of 30 companies is selected from this matched major sample to provide a diverse set of financial profiles, based on only three financial ratios. Chernoff and Rizvi (1975) suggest that experiments of this type examine all of the alternative multiple combinations in view of the likely variation in results from alternative assignments. The specification of only three financial variables allows this process to take place within an efficient experimental design. A linear combination of these three financial ratios representing profitability, liquidity and financial gearing is sufficient to classify correctly all company cases. The resulting test instrument comprises all possible variations of feature assignment and provides the opportunity of varying the base rate for failed companies.
Accounting statement information is presented in a simplified form, both for content and format to comply with the principles advocated by Ehrenberg (1977) . A similar procedure is adopted for the financial ratios. Only one years' data, for failed companies is provided for analysis, being the last disclosure prior to failure. The means and standard deviations of financial ratio variables are provided, since they are implicitly employed in the construction of facial profiles. Schematic faces are computer generated using the program detailed in Wang (1978, p.115) .
A total of eight experimental tasks is considered simultaneously:
S: analysis of accounting statements R:
analysis of financial ratios A,B,C,D,E,F:
the six assignments possible of 3 financial variables to 3 facial variables.
Each subject has 5 tasks in all (S, R and 3 of A,B,C,D,E,F in some order) and generates three responses for each task:
(a) the time taken (b) the number of failed companies correctly detected (c) the number of non-failed companies correctly detected.
A group of 100 MBA Finance students at the City University Business School comprises the sample of respondents. This group is divided into 10 random sub-groups of equal size. The layout for each group of ten subjects is a 5 × 10 row-column design for the eight treatments, with the columns as subjects and the rows as time-periods, as shown in Table 1 . 
(a) each subject processes the accounting statements; (b) each subject processes the financial ratios; (c) each subject processes three sets of faces, so that each set of faces is processed five times.
Each of the two treatments (Statements and Ratios) occurs twice in each time period while every other treatment occurs once in each time period. The columns of the array form a balanced incomplete block design, ignoring time-periods, Statements and Ratios. In addition the treatments are allocated so that for any subject, the Statements and the Ratios tests are separated by at least one Feature Assignments test. Each sub-group's experimental materials comprise the same companies with, therefore, a common number of failed companies.
This design allows processing time and misclassification errors to be considered, allowing both the 'efficiency' and 'effectiveness' of decision performance to be appraised. This follows Bertin (1983) , who defines the most 'efficient' form of presentation as that which minimizes the effort, measured by time, which is expended in interpreting the relevant aspects of an information set, while providing a satisfactory answer to the given question, and Lusk (1979) who sees 'effectiveness' as the form of presentation which makes it easiest to generate the most accurate answer to a given set of questions.
Both processing time and misclassification errors are considered as a function of:
(a) the number of failed cases; (b) the order of processing; (c) the variable-feature assignment; (d) the alternative information source employed.
For the six alternative assignments of financial variables to facial characteristics respondents are provided with pictorial guidance as to which feature assignments have been employed in each set of faces with which they are provided. In each part of the exercise respondents process the financial information relating to ten companies sequentially with each case presented on a separate sheet of A4 paper.
Respondents are informed that the ten companies are different in each section, and random numbering systems ensure that cases cannot be compared meaningfully. Respondents are further informed that any number of their cases can be those of failed companies, but that it is most likely that the set comprises a mixture of failed and non-failed companies. In view of the potential effects of alternative failure probabilities, the design of this experiment incorporates sets of test materials containing, respectively, 1,3,5,7 and 9 failed cases. Sample experimental materials are available from the first author.
RESULTS
When a subject assesses ten different companies, the response-time and the numbers of errors of each type ("healthy when failed" or "failed when non-failed") are observed. We first analyse these separately and then examine how the response times and errors are related.
Analysis of Response-Times
The average observed response-times (in minutes) for each of the eight treatments (Statements (S), Ratios (R) and the six Feature Assignments (A,B,C,D,E,F)) for the different numbers of failed companies are given in Table 3 . The last line of Table 3 gives the average observed response times for the "Faces" method averaged over the six feature assignments. The average observed response times for Statements and for Ratios are each based on 20 observations for each number of failed companies, while those for each individual feature assignment are based on 10 observations. The results for each feature assignment are possibly subject to bias as the treatments are not orthogonal to the subjects. For each number of failed companies, each subject unavoidably assesses the same ten companies in each time-period, thus any comparisons between different numbers of failed companies are also comparisons between the five groups of subjects and between the different sets of companies used for the experiment. Table 3 suggests that (a) there is little difference in the response times for the different feature assignments and (b) the response-times for Statements are higher than those for Ratios, which in turn are higher than those for Faces. The longest response-times, for Statements, Ratios and Faces, are when there are five failed companies presented to the subjects.
Examination of the response-times suggests a log-transformation and for each separate number of failed companies a normal theory homoscedastic linear model of the form is fitted, where Y ijk is the response-time for time-period i, subject j and treatment k and µ, π i, ρ j , τ k represent the effects of the overall mean, the time-period, the subject and the treatment, respectively. A plot of residuals against expected normal order statistics produces a very satisfactory model fit, with the exception of three outliers which are removed from this part of the analysis.
The sum of squares for treatments (corrected for all other terms) is decomposed into three orthogonal components:
(a) one degree of freedom for the comparison between the two traditional methods and the Faces methods; (b) one degree of freedom for the comparison between the Statements and the Ratios methods; and (c) five degrees of freedom for comparisons between the six alternative feature assignments.
The Mean Squares for these components and for the Residual term are shown below in Table  4 . For each number of failed companies, the appropriate F-tests shows that the differences between the effects of the eight treatments are significant at the 1% level, while there is no evidence of any differences between the effects of the six Feature Assignments. The difference between the effects of the traditional methods and the Faces method is significant at the 1% level, as is the difference between the effects of the Statements and the Ratios methods. This is true irrespective of the number of failed companies.
The residual mean squares for the different numbers of failed companies are very similar allowing the fit of the following linear model for the log response-times of all 100 subjects:
where Y ijkl is the response-time for the j th subject to receive l failed companies, in time-period i and treatment k; φ l is the effect of l failed companies, ρ l(j) is the effect of the j th subject to receive l failed companies and π i and τ k are the effects of the time-period and the treatment respectively.
Appropriate F-tests indicate that the difference between the effects of the traditional methods (Statements and Ratios) and Faces is significant at the 1% level as is the difference between Statements and Ratios themselves. There is no significant difference between the effects of the different Feature Assignments.
The terms for time-periods, number of failed companies and for subjects within numbers of failed companies (corrected in each case for the fitting of the other terms) are all significant, but by far the most significant effect is that for Treatments. Another model based on the log response-times, fitted to investigate a possible interaction between Treatments and the number of failed companies, did not supply any evidence for such an interaction.
All the above analyses lead to the conclusion that subjects take longer to process companies using Accounting Statements than they do to process them using Ratios and that Ratios take longer than the Faces method, there being no significant differences between the alternative Feature Assignments. We may, therefore, conclude that faces may be processed significantly faster than by conventional means.
The residual mean square (0.147) from Model 2 is used to derive the standard errors of the average observed response times of Table 3 , which are shown in Table 5 . It appears that the response-times for the Faces method are subject to less variability than those of the other, traditional, methods.
Analysis of Errors
Each subject, in a particular time-period, is asked to assess ten different companies. In each case the response is binary (failed or non-failed). There are two types of error which a subject can make:
Type I: declaring a failed company to be non-failed Type II: declaring a non-failed company to be failed Let M 1 and M 2 be the numbers of errors of these two types. These will clearly depend on the subject, the time-period and the treatment. If f (= 1, 3, 5, 7 or 9) is the number of failed companies presented to the subject, then M 1 and M 2 have upper limits of f and 10-f respectively, and M = M 1 + M 2 is the total number of errors made by the subject, in one particular time-period. The average proportions of errors, of each type, for each treatment and for each number of failed companies is shown in Tables The proportion of Type I errors appears to rise when the number of failed companies reaches 7 or 9, whereas for Type II errors, the proportion of errors dips slightly when there is a high proportion of failed companies. When we combine the two types of error we find that the proportion of total errors rises when we have a high proportion of failed companies. An inspection of Tables 6(a), (b) and (c) does not indicate large treatment differences.
In order to model the errors made by the subjects, it is assumed in the first instance that a subject's assessments of the ten companies are independent and that each company is equally difficult for the subject to assess. With these assumptions, M 1 and M 2 have Binomial distributions with indices f and 10-f respectively. Generalised Linear Models (see McCullagh and Nelder, 1983 , Chapter 2), each with a logistic link function and Binomial errors, are fitted for each type of error (I and II) and for each number of failed companies. It is assumed that for each number of failed companies, and for a particular type of error,
where p ijk is the probability of an error (of that particular type) and µ, π i and ρ j are parameters for the effects of the overall mean, time-period, subject and treatment, respectively.
These models are fitted using GLIM 3.77. For each model, a measure of goodness of fit, the deviance, is produced. For any particular effect in a model (e.g. treatments, subjects) we can calculate the deviance with and without this effect. Under the null hypothesis that the effect is non-existent, the change in deviance so produced has asymptotically (as the total number of observations tends to infinity) a chi-squared distribution with degrees of freedom equal to those for the effect in question. McCullagh and Nelder, (1983, p.28) suggest that this chisquared approximation is often unreliable and particularly so if the expected numbers of errors is less than one. In this experiment, this is the case for Type I errors when f = 1, 3 or 5 and for Type II errors when f = 5, 7 or 9. It is useful to look at the changes in deviance due to different effects in these models and Table 7 gives the results for (a) Type I errors and (b) Type II errors for each number of failed companies. Similar models are also fitted to the proportions of total errors with the results shown in Table 7 (c). In each case, the changes in deviance due to: When Model 3 is fitted to the observations for a particular number of failed companies, we can assess the goodness of fit from the residual deviance, which should, if the model fits well, be from a chi-squared distribution with 69 d.f. The upper 1% point of this distribution is 99.2 and the upper 5% point is 89.4, so the only set of data providing a significant departure from the model is that for 3 failed companies and Type II errors.
While we should beware of using the raw deviances to assess significance, or otherwise, of certain model effects, Table 7 suggests that among the results for Type I errors (f = 7 or 9) and Type II errors (f = 1 or 3), the cases where the expected frequency is greater than or equal to one, the only deviance which exceeds the upper 5% point of the appropriate chi-squared distribution is that for "traditional vs new methods" for Type II errors and f = 3 (where deviance at 5.76 is greater than 3.84, the upper 5% point of χ 2 l ). None of the relevant results in Table 7 indicate any differences between the different Feature Assignments for either Type I or Type II errors. Amongst the deviances in Table 7 (c) for all errors, those which exceed the upper 5% point of the appropriate chi-squared distribution are for "traditional vs new methods" for f = 3 and for all the results (except the residual deviance) for f = 5. The results for all errors need to be viewed with some caution as we have seen (Table 6) that Type I and  Type II errors where p ijkl is the probability of an error in time-period i when the j th subject to receive l failed companies has treatment k, and µ, π i , τ k , φ l and ρ l(j) are parameters for the overall mean, the time-period, the treatment, the number of failed companies and the subject, respectively, is fitted for each error Type (I and II) and for all errors. The corresponding deviances are shown in Table 8 below. Since the residual deviances for this last model are very close to their degrees of freedom (389), the fit of Model 3 to the full set of data appears to be satisfactory. There is some suspicion that a subject might somehow detect that he/she was being presented with the same ten companies in each time-period and would use this information to assess the companies. The fact that the binomial models considered here fit so well seems to go some way to allaying this suspicion.
The results of Table 8 show that the deviances for "traditional vs new methods" for Type I errors, Type II errors and for all errors exceed 3.84, the upper 5% point of χ 2 l , indicating that the traditional methods may be less accurate than the Faces methods. In addition, the deviance for "Statements vs Ratios" for Type I errors also exceeds 3.84. All of these results suggest a significant superiority for the schematic faces as a processing medium. There is no evidence of any differences between the Feature Assignments.
A third set of Generalised linear models is fitted (for different values of f) in which the treatments are Statements, Ratios or Faces. These models are used to calculate the precision of the estimate of the error probabilities. The largest standard error of such an estimate is found to be 0.07.
Differential Misclassification Costs
Since Type I errors are more serious than Type II errors and Altman, Haldeman and Narayanan (1977) and Zmijewski (1984) suggest that a Type I misclassification error is of the order of 40 times more serious than a Type II misclassification error, we consider the following "scores", which reflect a different weighting attributable to different types of error.
Where M 1 = No. Type I Errors, M 2 = No. Type II Errors, f = No. Failed Companies (out of 10), the score is a weighted combination of the observed proportions of the two types of error and places 40 times as much weight on Type I errors as it does on Type II errors. Each score is scaled to lie between 0 and 1 with a low score representing an accurate response and a high score an inaccurate response. The average scores for different values of f and for different treatments are displayed in Table 9 .
For each number of failed companies, the best (i.e. lowest) "faces" result is starred (*). Table 9 suggests that where the incidence of failure is at its lowest, most closely corresponding with economic reality, relative misclassification costs of Type I and Type II errors show Assignment C to generate the optimum score.
Relationship Between Response-Times and Accuracy
Since the accuracy of a subject may well be influenced by the time taken to respond, Generalised Linear Models with logistic link functions and binomial errors, are fitted with an extra term for the response-time in the linear predictor, thus treating the response-time as an explanatory variable. The models fitted for each value of f are of the form
where t ijk is the response-time for the j th subject in time-period i, receiving treatment k and ß is an unknown parameter. The resulting deviances associated with the effects of responsetime, treatments and the residual indicate that the response time term makes very little difference to our logistic models, but it is instructive to examine how the response-times and the total number of errors (M) are related for different treatments. Table 10 shows the average observed response-times for different values of M and for Statements, Ratios and Faces. Numbers in brackets give the numbers of observations over which an average is taken and a dash denotes no observations. 
CONCLUSIONS
Evidence is provided that schematic faces are processed more quickly than either of the more traditional methods of information presentation, with no loss of accuracy. Repeated misclassifications are consistent with overemphasis on the profit figure. Where the facial profiles produce misclassifications not apparent with the other processing media, this is consistent with undue overemphasis on the mouth as a facial characteristic. Where profitability is assigned to the mouth such overemphasis is further amplified, although a simple strategy based on a unit-weighted linear model generates only two Type II errors.
Evidence is generated towards the provision of an optimum assignment of financial variables to facial characteristics consistent with the psychological evidence on the saliency of features. Preference between assignments C and D is ultimately dependent on the cost of a wrong decision in each alternative direction. If the cost of a missed-failure error is more than twice as much as that of a misclassified healthy company preference switches from D to C. Such a switch would be consistent with earlier empirical findings suggesting differential misclassification costs of the order of 40 times greater. Most notably, both alternatives C and D assign the liquidity ratio to the most prominent facial feature, the mouth.
Feedback from subjects suggests that knowledge of the actual feature assignments is unimportant, most decisions being made independent of a reference guide. This finding is consistent with that of Moriarity (1979) , suggesting that the facial profile is processed as a compromise between features within a facial context, without the necessity of referring to financial meaning. The use of faces, rather than the choice of a particular feature assignment, appears to be of paramount importance.
Feedback also suggests that very little use is made of the means and standard deviations of the financial ratios provided. This may be attributable to a lack of statistical education or a lack of facility with matters statistical. Either way a potentially powerful piece of information with which to gauge relative financial performance is largely ignored. This may contribute to faces outperforming financial ratios as an information source, since the former implicitly include mean and standard deviation measures in their construction ensuring that these potentially important items of information cannot be ignored entirely.
A research design is employed which overcomes the deficiences of earlier studies in this area, notably the use of multiple treatments to address the confounding problem of subject variability and the consideration of the effects of differential priors and differential misclassification costs. The results demonstrate the usefulness of schematic faces as a decision tool in the financial environment with the potential to have a significant impact on the work of bankers and financial analysts.
The outcomes of this work prompt a further discussion of those aspects which would facilitate improvements in the use of schematic faces as a communication and information processing medium. Further research should address an increased number of variables, and associated increases in levels of processing complexity, even though this increases the number of alternative combinations so much that only a sample may be contemplated; alternative pictorial representations might be introduced to provide a further standard for comparisons; the individual differences between users might be recognised by explicitly including gender, culture and personality variation in the variables to be tested. The outcomes of such extensions should help us further to match users with the information media which optimise their decision facility.
