Wadler's deforestation algorithm eliminates intermediate data structures from functional programs. To be suitable for inclusion in a compiler, deforestation must terminate on all programs. Several techniques exist to ensure termination of deforestation on all rstorder programs, but general techniques for higher-order programs were introduced only recently by rst Hamilton and then Marlow. We present a new technique for ensuring termination of deforestation on all higher-order programs that allows useful transformation steps prohibited in Hamilton's and Marlow's techniques. The technique uses a constraint-based higher-order control-ow analysis. We also relate our technique to previous approaches to termination of rst-and higher-order deforestation in some detail.
Introduction
Lazy, higher-order, functional programming languages lend themselves to an elegant style of programming which uses intermediate data structures 31] . However, this style also leads to ine cient programs.
Example 1 Consider the following program: letrec a = xs; ys: case xs of ]!ys; (t : ts)!t : a ts ys in us; vs; ws: a (a us vs) ws Program syntax is introduced o cially in Section 2; here we introduce some terminology useful for the informal introduction in the present section. The term us; vs; ws: a (a us vs) ws is the main term, and a = is a de nition with right hand side xs; ys: case xs of ] ! ys; (t : ts) ! t : a ts ys. In this case-expression, xs is the selector, and ys and t : a ts ys are the branches. In the call ats ys, ts and ys are arguments. We assume that the reader is familiar with the notions of free and bound variables, and the usual conventions to distinguish free and bound (as well as distinct bound) variables. A variable which occurs bound more than once in the main term, or in the right hand side of a de nition, is non-linear (in a case-expression we count only the occurrences in the branch with the most occurrences). Although the program containsabstractions, it is a rst-order program: abstractions are only used for the formal parameters of a, and all calls to a have exactly two arguments.
The term us; vs; ws: a (a us vs) ws appends the three lists us, vs, and ws. Appending us and vs results in an intermediate list to which ws is appended. Allocation and deallocation of the intermediate list at run-time is expensive. Sacri cing clarity for e ciency, we would prefer a program like the following. letrec da = xs; ys; zs: case xs of ]!a ys zs; (t : ts)!t : da ts ys zs a = ys; zs: case ys of ]!zs; (t : ts)!t : a ts zs in us; vs; ws: da us vs ws In Mark Jones' Gofer, the rst program uses approximately 13 percent more time and 7 percent more space to append three constant lists of equal length. 2
Ideally we should enjoy the bene ts of both elegance and e ciency by writing the rst version and have it translated to the second automatically, e.g., by our compiler. Some early techniques for this are due to Burstall This paper is about Wadler's deforestation 17, 66, 68] , an algorithm eliminating intermediate data structures from rst-order functional programs in which (i) no de nition contains an argument which is not a variable; (ii) no de nition contains a selector which is not a variable; (iii) no de nition nor the main term contains a non-linear variable.
We call a program treeless if it satis es (i-ii), and linear if it satis es (iii). In a treeless program the right hand sides do not construct intermediate data structures; this property guarantees termination of deforestation. In a linear program no duplication occurs; this ensures that the new program is at least as e cient as the original. For instance, the rst program in Example 1 is treeless and linear, and can be translated to the second automatically by deforestation.
Wadler also introduced blazed deforestation, a variant where the input program's main term and right hand sides have certain marks, and where the algorithm skips over marked subterms. The act of putting such marks on a program is blazing. The problem remains to blaze each program so that (i) blazed deforestation of the blazed program terminates; (ii) the resulting program is no less e cient than the original one.
A technique for blazing is termination-safe and e ciency-safe if it satis es (i) and (ii), respectively, for all programs, and safe if it satis es both (i) and (ii) for all programs. Since transformation skips over marked subterms, intermediate data structures produced by such subterms will not be removed. Thus, as few subterms as possible should receive marks, but enough subterms should receive marks to ensure safety.
Wadler blazes programs on the basis of types. For instance, a subterm of integer type does not produce as a result a data structure, so nothing is lost by marking the subterm. The type-based blazing is not generally safe (and was not mean to be). Chin 7, 8, 10, 11] safely blazes all rst-order programs by, roughly, marking all subterms violating the linear, treeless syntax:
(i) for every de nition, all arguments that are not variables; (ii) for every de nition, all selectors that are not variables; (iii) for every de nition and the main term, all non-linear variables.
Here (i-ii) and (iii) account for termination-safety and e ciency-safety, respectively. Chin also presents many extensions of this blazing scheme. For instance, he re nes (i) by not requiring that arguments of a non-recursive function be marked. He also notes that the syntactic non-linearity condition (iii) might be replaced by a semantic condition, stating that all terms evaluated more than once should be marked. More extensions were devised by Chin and Khoo 13].
Hamilton and Jones 25, 26] use static analyses to blaze rst-order programs, but in some cases blazed deforestation loops inde nitely on the blazed program. Later, Hamilton 22 ] describes a safe blazing scheme similar to Chin's (i-iii). In his thesis 21] he gives another safe blazing scheme, replacing (ii-iii) by similar semantic conditions, roughly:
(ii) all terms appearing as a case-selector after a number of evaluation steps; (iii) all terms that will be evaluated more than once.
Both of (ii-iii) are approximated by a usage counting analysis.
The safe blazing schemes by Chin and Hamilton are|at least partly|syntactic: they mark parts of the program that violate some version of the linear, treeless syntax, thereby failing to improve such subterms. In contrast, S rensen and Seidl 59, 50 ] compute a constraint-based control-ow analysis which approximates whether deforestation of a given program terminates. This information is used to blaze in a termination-safe way. The technique is conservative over Wadler's technique (and the core of Chin's and Hamilton's syntactic techniques) in the sense that for any treeless program the technique discovers that no marks are required. Moreover, for some non-treeless programs, it discovers that no marks are necessary.
What has been said so far concerns rst-order programs. However, languages like Haskell and Miranda include higher-order functions which should be transformed too. Along with the above mentioned techniques to ensure termination of rst-order deforestation came some attempts to reduce the problem of ensuring termination of higher-order deforestation to the rst-order case.
Wadler 68] considers programs with higher-order macros. Any such program typable in the Hindley- Milner 29, 38] type system can be expanded out to a rst-order program, and transformed with rst-order deforestation. These programs include applications of the fold and map functions, but exclude useful constructions, e.g., lists of functions. Chin 7, 8, 10, 11] starts out with a higher-order program and uses higher-order removal 7,9,12] to eliminate some higher-order parts, resulting in a program in a restricted higher-order form. He then adopts a version of deforestation applicable to blazed programs in the restricted higher-order form, and marks remaining higher-order parts, as well as rst-order parts violating the treeless syntax. While deforesting such a program, higher-order subterms may reappear, and these are removed by the higher-order removal algorithm along the way. The whole process terminates if the program is typable in the HindleyMilner type system, but a more e cient and transparent approach is desirable.
The rst formulation of deforestation applicable directly to higher-order programs is due to Marlow and Wadler 36] , who leave open the question of guaranteeing termination. Sands 44, 46] and Nielsen and S rensen 40] give other formulations of higher-order deforestation, but are concerned with other problems than ensuring termination.
The rst direct solution to the termination problem for higher-order deforestation is due to Hamilton 24] , who presents a blazed higher-order deforestation algorithm and introduces a notion of higher-order linear treelessness:
(i) no de nition contains an application with a non-variable argument; (ii) no de nition contains a case-expression with a non-variable case-selector; (iii) no de nition nor the main term contains a non-linear variable.
For rst-order programs (written in the higher-order style of Example 1) this is equivalent to rst-order linear treelessness. Hamilton's main result states that blazed higher-order deforestation of any Hindley-Milner typable program terminates with a program which is no less e cient than the original, if all parts of the program violating the higher-order treeless syntax are marked.
Hamilton's work inspired Marlow to re-evaluate his earlier research 37]. He had also discovered a version of blazed higher-order deforestation, similar to Hamilton's formulation, and now gave a very similar notion of higher-order treelessness and a proof that transformation of any Hindley-Milner typable higher-order program terminates, if all parts of the program violating the higher-order treeless syntax are marked. Marlow has implemented the technique in the Glasgow Haskell compiler, and reports substantial experiments.
The higher-order treeless syntax requires arguments of applications and selectors of case-expressions to be variables. This entails marking and thereby skipping over parts of programs that could have been improved. The term foldr c vs us is higher-order|it uses functions as arguments. The whole program is equivalent to the program in Example 1, and we would expect to be able to transform it into the e cient program in Example 1. This is indeed what happens when we deforest the program. However, the techniques by Hamilton and Marlow require that the argument foldr f azs in the de nition of foldr be marked, and this prevents the desired transformation. 2
There are many such examples. Chin 11] shows that some shortcomings of the treeless syntax can be avoided by ad-hoc extensions of deforestation. The necessity of such extensions stems from the fact that the blazing scheme is syntactic; it does not take into account what happens during deforestation. In contrast, Seidl and S rensen 52] give a single technique coping with many of these problems by generalizing their constraint-based control-ow analysis 59,50] to work for higher-order deforestation. The technique is partly conservative over the ones based on the higher-order treeless syntax: for a certain large class of higher-order treeless programs the technique discovers that no marks are required. Moreover, for some non-treeless programs, it discovers that no marks are necessary. The rest of this paper gives a fuller presentation of that technique. Section 2 describes a simple higher-order language and its rst-order fragment. Section 3 presents blazed higher-order deforestation. Section 4 describes the archetypes of the termination problems in rst-and higher-order deforestation. Section 5 introduces constraints, and Section 6 presents the constraint-based analysis for approximation of deforestation. Section 7 shows that the analysis is correct, and Section 8 uses it to ensure termination of deforestation. Section 9 is concerned with conservativity over methods based on the higher-order treeless syntax. Section 10 discusses related work, not mentioned above.
Language and notation
In this section we describe the higher-order language with which we shall be concerned throughout the paper, and its rst-order fragment.
De nition 3 (Higher-order language) Let The semantics of the language is call-by-need 1]. We do not assume that programs are typed.
As in 36], the let-construct is used instead of the marks mentioned in Section 1. Instead of marking parts of a program and letting deforestation skip over marked subterms, we transform these parts of the program into letexpressions and let deforestation skip over let-expressions. This yields less syntactic overhead than working with marks.
We shall occasionally be concerned with the rst-order fragment of our language, de ned next. Every rst-order term and program is also a higher-order term and program. On the other hand, -abstraction and application is used in the rst-order language only to allow functions to have arguments.
De nition 4 (First-order language) Let As is well-known, this algorithm hardly ever terminates. For instance, on the program letrecf = f inf the same term f is encountered over and over again.
To avoid this, the algorithm must incorporate folding, i.e., recall the terms it encounters and make repeating terms into recursive de nitions.
De nition 8 (Folding) Let It is interesting to note that on programs in the rst-order fragment, the algorithm is equivalent to the usual rst-order blazed deforestation algorithm. (4) of De nition 7 by (4'). The resulting algorithm can be proved to terminate whenever the one in De nition 7 encounters only nitely many di erent terms. However, in a number of situations, e.g. when the program is either linear or Hindley-Milner typable, this is not necessary. In what remains we simply assume that there is some way of folding such that if the algorithm in De nition 7 encounters only nitely many di erent terms then the algorithm extended with folding terminates. Our job, then, will be to make sure that the algorithm in De nition 7 encounters only nitely many di erent terms. 2
Apart from termination|the topic of this paper|there are two other aspects of correctness for deforestation: preservation of operational semantics and nondegradation of e ciency.
As for preservation of operational semantics, the output of deforestation should be semantically equivalent to the input. That each step of the transformation rules for deforestation preserves call-by-need semantics is easily proved, but extending rigorously the proof to account for folding is more involved. A technique due to Sands 45, 47] can be used to prove this for deforestation 44, 46] . It is beyond the scope of the present paper to explain this technique.
As for non-degradation in e ciency, the output of deforestation should be at least as e cient as the input. There are several aspects of this problem. First, transformation can change a polynomial-time program into an exponentialtime program by computation duplication. As mentioned, this may be avoided by considering only linear programs, or programs satisfying similar semantic conditions. Similar problems are addressed in partial evaluation 53, 4] . Second, unfolding may increase the size of a program dramatically by code duplication. In principle the size of a program does not a ect its running-time, but in practice this is not always true. Third, transformation steps can loose laziness and full laziness, as is described in detail by Marlow 37] . A proper development of these e ciency considerations is beyond the scope of this paper. This is not to suggest that these problems are not important; on the contrary, we believe that they are so important that they constitute separate problems.
Termination problems in deforestation
Even with folding, deforestation does not always terminate. In this section we present the three kinds of problems that may occur|we shall later see that these are the only problems that we have to consider. We show that deforestation of certain programs loops inde nitely, but with certain changes in the programs, deforestation terminates. These changes are called generalizations. at tfx := t 0 g; it occurs in variations in several transformation techniques. In Example 13, we generalized rr's second argument z : ys at the application rr zs(z : ys) in the body of the de nition for rr. In example 14, we generalized the call rxs at the case-expression in the body of the de nition of r. In example 15, we generalized f at the application f x in the body of the de nition of f. Generalizing should be thought of as blazing. Instead of putting marks on our programs we introduce let-expressions.
The syntactic techniques of Wadler, Chin, and Hamilton solve the two types of problems in rst-order deforestation|accumulating parameters and obstructing function calls|by requiring function arguments and case-selectors to be variables; this is what the treeless syntax enforces. In the higher-order case, the last type of problem|accumulating spines|is solved in the techniques by Hamilton and Marlow by assuming programs to be Hindley-Milner typable.
Constraint systems
In this section we review the necessary constraint terminology for the constraintbased approximation of higher-order deforestation.
Let D be a complete lattice and V a set of variables. We consider constraints for every constraint X w fX 1 : : : X n 2 S.
We use two instances of this scheme:simple constraints and integer constraints. In a set of simple constraints, a nite set A of objects is given. D is the powerset of A ordered by set inclusion. In our application we need no occurrences of variables or operators in right-hand sides of simple constraints (but we do in integer constraints|see below), so they are of the simple form X a for some a 2 A. One important special case of simple constraints is given by a one-element set A. Then 2 A is isomorphic to the 2{point domain 2 = f0 < 1g.
These constraints are called boolean.
In integer constraints D is the non-negative numbers N with their natural ordering and extended by 1. Right hand sides are built from variables and constants by means of certain operations, in our case \+" and \t" (maximum).
Example 16 Consider the integer constraints:
In the least model, S X = 1; S Y = S Z = 1. 2 N does not satisfy the ascending chain condition, so naive x-point iteration may not su ce to compute least models. Seidl 49, 51] presents algorithms that do compute such least models, 1 in our case in linear time.
The following result will be useful later on. First, the rules model individual steps of the deforestation process, i.e., expansion of function names and reduction of -redexes and caseexpressions with new bindings for substituted variables.
Second
Third, transformation of certain subterms of let-expressions and caseexpressions must be raised to the top-level. Also, the information involving must be propagated, re ecting rule (1).
Finally, information about the depth of contexts and arguments is recorded. Constraints with a :]-variables are generated when variables become bound by reductions of -redexes and case-expressions, and constraints with s :]-and d :]-variables are generated when passing control to the function part of an application or the selector of a case-expression. Computing set C (p) can be viewed as a control-ow analysis in the sense of 57, 58, 42, 43] resp. closure analysis in the sense of 54, 5] extended to a language with case-expressions and adapted to an outermost unfolding strategy. It is closely related to normalization of set constraints as considered by Heintze 27] for a call-by-value language. While performing control-ow analysis of program p, we keep track of the depth of applications and case-expressions in which unfolding occurs and the depth of arguments bound to formal parameters by means of integer constraints. Here (1-2) correspond to S rensen's 59,50] criteria in rst-order deforestation for accumulating parameters and obstructing function calls, respectively. In the higher-order case, (3) captures accumulating spines. In Section 9 we show that monomorphically typed programs never give rise to accumulating spines. Cubic time for normalization of set constraints is a merely theoretical worstcase estimation. For his applications, Heintze found his algorithm to behave much better in practice 27].
Example 19 The program in
Example 15 has constraints: p] f; x: f x x; f x x r x] w r f] w1 r f x] w1 r f x x] w1 r x: f x x]w1 x] x f] f; x: f x x f x] f x; f x x f x x] f x xx: f x x] x: f x x a x] a x] a f] 0 a f x] 1 + a x] a f x x] 2 + a x] a x: f x x] 3 d x] d f] d f]; d f x] d f x] d f x]; d f x x] d f x x] dExample 20 The program in Example 13 has integer constraints I including: a ys] a z : ys] 1 + a ys
PROOF. (Theorem 22(ii)
The rest of this section is devoted to the proof of part (i) of Theorem 22. Our methods extend those used in 50] to the higher-order case. First we set up a rewrite relation ) which gives a more convenient way to deal with the notion of transformation encountering terms (Def. 23). Then we rephrase this rewrite relation by means of stacks and environments to make substitutions explicit (Def. 26). The latter formulation is is well-suited for abstraction through sets of constraints (Def. 30). It is then proved that the set of constraints generated by our algorithm safely approximates the abstraction of every stack derivable from p (Prop. 34). Furthermore, we have to verify that the generated set of integer constraints indeed allows to extract information about termination of deforestation (Props. 33, 35, 37) . From this, we deduce the correctness of our analysis. These rules correspond to rules (0-8) of deforestation. Each of the rules except (1a,1b,6a,6b,7) correspond to the similar rule in deforestation; (6a,6b) together correspond to (6) . Rules (1a,1b,7) together correspond to (1,7) in deforestation; terms of form t 1 : : : t n are successively rewritten to by (1a) while the t i are raised to the top-level by (1b). This not only corresponds to rule (1) of deforestation but has the additional advantage that in our new rule (7), we only need to consider selector and not arbitrary selectors x t 1 : : : t m .
The following shows that the problem of ensuring 
PROOF. \if' is by induction on the de nition of :] ], and \only if" is by induction on the number of steps in ). 2
Instead of reducing terms as suggested by the deforestation algorithm, we prefer (just for the correctness proof of the analysis) to manipulate substitutions and call-by-name contexts explicitly by means of environments and stacks, respectively.
De nition 25 Let The length of a stack is de ned by j j(t; E) 1 : : : n j j = n. Also, ; is the empty environment, and E 1 + E 2 is the concatenation of environments E 1 ; E 2 . 2
On stacks we introduce \!" which simulates the relation \)" on terms.
De Rules (0a,1a-8) simulate the corresponding rules of De nition 23. The rule (0b) is necessary to obtain the binding of a variable from the environment, whereas (0c,0d) are necessary to descend into a context to reach the redex which is then transformed at the top of the stack. The depth of is 1, the maximal depth of the t i is 3, and the maximal value j ju E j (x)]j j is given by j ju E(z)]j j = j jI j j = 1. Thus, the upper bound computed by Proposition 35 equals 3 + 1 + 1 = 5. Now, j ju ]j j = 3 which is indeed less than or equal to 5. 2 Proposition 37 Given p letrec f 1 = t 1 ; : : : ; f n = t n in t init and I = I (p).
Let r = maxfj jt init j j; j jt 1 j j; : : : ; j jt n j jg, and let a, (1)- (3) are all false. It remains to compute appropriate generalizations in case one of the conditions are true, i.e., when deforestation may fail to terminate. In order to do so, we examine how in nity arises in the integer constraints generated by our analysis.
Given p and I = I (p). Any set of inequalities of form Y P in I, where P is a polynomial built from variables, constants, \+", \t", can be transformed into a set of constraints of the forms Y c + X and Y c, where c 0 is an integer, with the same minimal model. Hence, we may assume that all the constraints in I are of these forms.
Next we give a characterization of the variables X with I X = 1. Moreover, we make explicit how the set of these variables can be determined e ciently. The characterization is given in terms of strong components of the dependence graph of I. By Proposition 39 we can sharpen the formulations of criteria (2) and (3) For the reverse direction assume z 6 t 2 is a free variable of t 2 , and a t 2 ] and
The characterizations of statements (2) and (3) directly follow from the observations that the d :]-value is increased precisely when going from a caseexpression to its selector, and that the s :]-value is increased precisely when going from an application to its operator. 2
In view of Corollary 40, three types of generalizations are su cient to remove reasons for non-termination: generalization of the operator at an application, generalization of the argument at an application, and generalization of the selector at a case-expression. Speci cally, we propose the following strategy for computing generalizations. Note that generalizations never take place at let-expressions, individual variables, function names, constructor applications or lambda abstractions.
Our proposed strategy is non-deterministic. Termination of this strategy follows from Theorem 41 whereas correctness is the contents of Theorem 42.
Theorem 41 Given program p, then at most jpj generalizations are possible.
PROOF. Generalizations take place only at applications and case-expressions, and the number of each of these is not changed by any of the rules. Therefore, it su ces to verify that, if x is a let-bound variable, we do not generalize x (i) at an application t x;
(ii) at a case-expression case x of q 1 ! t 1 ; : : : ; q m ! t m ;
(iii) at an application x t.
Here (i) is true since we never generalize arguments that are variables.
For (ii), consider a case-expression t case xofq 1 ! t 1 ; : : : ; q m ! t m where the selector x is a let-bound variable. Then the only simple constraints generated for pattern variables z of t are z] . This has two consequences.
First, no integer constraint with left-hand side a z], where z is such a pattern variable, is generated. This implies that I a z] = 0 for all of these.
The second consequence is that no integer constraint is generated whose right hand side contains d z] or s z], z a pattern variable of t. Hence, none of these d z] can be contained in a strong component containing at least one edge.
Therefore, (ii) is true as well.
Finally, assume we are given an application x t where the operator x is a letbound variable. Again, x] is the only simple constraint generated for x. Therefore, s x] does not occur in the right-hand side of any integer constraint. This implies that s x] cannot be contained in a strong component with at least one edge. Consequently, no generalization according to rule (3) ), however, originates from the control-ow component of the analysis called in every iteration whereas the remaining jpj bounds the number of iterations. Of course, the crucial aspect of the algorithm mentioned in the preceding theorem is that the we introduce as few let-expression as possible. At the expense of possibly introducing unnecessary generalizations, the number of iterations can be reduced by generalizing more than one expression (per strong component) at a time.
Note that the output of deforestation is a higher-order treeless program with let-expressions; this means that the programs resulting from transformation construct no intermediate datastructures other than those that were retained for safety reasons.
9 Relation to higher-order treelessness As mentioned in the introduction, Hamilton 23] and later Marlow 37] generalize the notion of treeless programs to the higher-order case. Their generalizations are slightly di erent, but in both cases treeless terms require arguments in applications and case-selectors to be variables. The following de nition is Hamilton's version.
De nition 44 (Treeless programs) Let treeless terms, functional terms, and treeless programs, ranged over by tt, ft, and tp, respectively, be the subsets of general terms and programs de ned by the grammar: tt ::=x j c tt 1 : : : tt n j case xof q 1 !tt 1 ; : : : ;q k !tt k j x: tt j t x j f j let x=tt in tt 0 ft ::=x j f j ft ft tp ::=letrec f 1 = tt 1 ; : : : ; f n = tt n in x 1 ; : : : ; x m : ft 2
Note that we do not demand treeless terms to be linear. In general, as can be seen by Example 15, deforestation is not guaranteed to terminate on treeless programs. Hamilton and Marlow therefore impose the additional restriction that programs be Hindley-Milner typable.
For simplicity we consider programs that are monomorphically typable. We assume that each variable has a speci c type and consider simply typedcalculus a la Church 2] extended with inductive types and monomorphic recursion (see 39, 28] It remains to prove Claim 1. The proof proceeds by induction on the number of iterations of the constraint computation. The assertion clearly holds for the initial rules. For the induction step, it su ces to make a case distinction on the unfolding rules. Therefore, assume r t] w 1 2 C. In the rst-order case this trick is su cient to ensure that no generalizations are performed on treeless programs 59]. However, in the higher-order case, the problematic situation may arise after a number of transformation steps as in the program: The restriction on treeless programs that constructors may not have functional arguments is su cient to prevent this problem.
There are two reasons why the restriction may not be serious: rst, it is not clear how often programs actually make use of constructors with functional arguments; and second, it is only in some special cases that our analysis is confused by such constructors. 2
Another weakness in our analysis stems from the fact that there is an explicit bound on the nite values of variables in systems of integer constraints. More speci cally, for some program p and I = I (p), if I t] < 1 then I t] < jpj.
This implies that our analysis might be overly conservative on programs for which transformation unfolds in a context whose depth exceeds jpj. 10 Other related work
The formulations of deforestation considered so far may all be described as interpretive; the deforestation algorithm is essentially an interpreter modi ed so as to take terms with free variables into account. As a consequence, deforestation applied to a program may not terminate. Even applied to safely blazed programs, the blazed deforestation algorithm must maintain a list of all terms it has encountered and fold when possible, a possibly costly technique.
Another approach, which might be called algebraic, deals with programs in xed recursion schemes, and uses algebraic laws to transform programs, e.g., Wadler's Theorems for free 67]. Several lines of work use this approach.
Gill, Launchbury, and Peyton-Jones 19] remove intermediate lists explicitly produced and consumed by means of the primitives build and foldr within the same function. No unfolding or folding is required. The approach is simple and cheap, but less general because it only applies to explicit production and consumption of intermediate lists by means of build and foldr within the same function. However, this is not as bad as it sounds. First, many library functions can be written in terms of build and foldr, enabling optimizations on programs using these library functions. Second, some general function definitions can be automatically converted into the build-foldr form, as mentioned below. Finally, the technique can be generalized from lists to other data structures, as is also mentioned below. In a subsequent paper 20], it turned out that the technique needed additional transformation steps in order to give good results on many examples. This is elaborated in more detail in Gill's thesis 18], which also gives numerous practical experiments with an actual implementation of the technique in a Haskell compiler.
Sheard and Fegaras 55] independently invented a related technique which is not limited to lists, and extended it so as to apply to functions de ned inductively on several arguments 16], like the zip function. As Gill 18] points out, the build-foldr technique did not work well on such functions. Later, Launchbury and Sheard 33] show how some classes of functions can be transformed automatically into the form that explicitly produces and consumes data structures.
Takano and Meijer 61] extend these algebraic techniques to more general data types and recursion schemes. Their method is capable of some optimization that the build-foldr technique is incapable of, even when both are applied to programs constructing intermediate lists.
As mentioned, the algebraic approaches rely on functions being written in explicit recursion patterns, although some functions can be transformed into this form automatically. Hence, there are cases where interpretive deforestation applies and algebraic approaches fail. However, the opposite is also the case. Gill 18] gives one example, and Sheard and Fegaras 56] show that a variant of their technique can obtain e ects like tupling which are beyond deforestation. See also 37].
We end the paper by noting that introducing a technique to ensure termination of deforestation requires some motivation, since there are several transformers with similar aims and e ects as deforestation with known techniques for ensuring termination. Most notably, termination techniques exist for positive supercompilation 60], partial evaluation 30], and partial deduction 34]. The techniques for positive supercompilation and partial deduction are online; that is, the e orts taken to ensure termination are carried out during the transformation process. In contrast, the technique for deforestation described in this paper is o ine; it is applied before the transformation process. We believe that o ine techniques are to be preferred, since such techniques often lead to shorter transformation time. The technique for partial evaluation mentioned above is o ine, but relies crucially on the fact that the partial evaluator follows a call-by-value transformation strategy; that is, arguments of a function call are transformed before the function call itself. This is not the case in deforestation, and therefore the termination problem here is somewhat harder, see 40] .
