解説論文　RSA秘密鍵計算と素因数分解の決定的多項式時間同値性 by 神永 正博 & 深瀬 道晴
解説論文　RSA秘密鍵計算と素因数分解の決定的多
項式時間同値性








第52巻第 1号・2018年 2 月
解説論文
RSA秘密鍵計算と素因数分解の決定的多項式時間同値性
Deterministic Polynomial-Time Equivalence of Computing the
RSA Secret Key and Factoring
神 永 正 博*
Masahiro KAMINAGA
深 瀬 道 晴**
Masaharu FUKASE
Abstract: This note presents a lecture on the paper “Deterministic Polynomial-Time Equiv-
alence of Computing the RSA Secret Key and Factoring” by Coron and May. They present
the first deterministic polynomial-time algorithm that factors N given (d,N), provided that
e, d < φ(N). We also show several simulation results deriving prime facotrs of N from an RSA
secret key using the LLL algorithm.










RSA暗号系では,巨大な素数対 p, qに対し, N =
pq を公開モジュラス, ed ≡ 1 (mod φ(N))とな
る e, dをそれぞれ公開指数, 秘密指数と呼んでい
る. (e,N)を公開鍵とし, (d,N)を秘密鍵として,
C = M e mod N で暗号化, M = Cd mod N で復
号化を行う. 電子署名で用いる場合は, 文書など
のデータのハッシュ値に適当なパディング処理を
施したデータM に対し, S = Md mod N を電子
署名として用いる. ここで, φ(N) = (p−1)(q−1)
はオイラー関数である.
RSA暗号は, 公開モジュラスN = pqの素因数
分解の（平均的な）計算量的困難性を安全性の根
拠としている. 確かに, Nの素因数分解ができれば































がある. 前者は, 決定的, 後者は確率的なアルゴリ
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ズムと呼ばれる. ここで扱う多項式時間同値性の
問題は, N = pqの素因数 p, qから dを求める多項
式時間のアルゴリズムが存在し（拡張ユークリッ






を Victor Shoup7) による NTL(Number Theory
Library) ライブラリを用いて実装しシミュレーシ
ョンを行って計算時間を調べた. アルゴリズムの中




しており, 理解するためには, 線形代数, 数論, 不
等式, 関数の近似, 集合, 計算量（計算複雑性）に
ついての初歩の知識を必要とする.
2 問題の定式化
RSA暗号の公開モジュラスをN = pq, 公開指
数を e, 秘密指数を dとする. これらの間には, あ
る整数 kが存在して
ed = 1 + kφ(N) (1)
という関係がある. Coron-May2)で問題にするの
は, e, d,N を与えて p, qを求めることである. こ
の問題は一見すると簡単に思える. というのは,式
(1)は, (p− 1)(q − 1) = N = (p+ q) + 1より,
k(N − (p+ q) + 1) = ed− 1
から p + qを求めることに等しいからである. し
かし, 問題は見た目ほど簡単ではない. 難しい理
由は, この方程式には未知数が k, (p+ q)の 2つあ
り, 両者の積が現れることにある.
3 ed ≤ N 3/2の場合
最初に ed ≤ N3/2 という最も簡単な場合を考
える. ed ≤ N3/2 という条件は, インターネット
ショッピング等で用いられている SSL/TLSでデ














定理 1. N = pqとし, 素数 p, qは, 同じビットサイ
ズであると仮定する. e, dが, ed ≡ 1 (mod φ(N))
を満たすとする. もし, ed ≤ N3/2 であれば,
N, e, dから O(log2N) オーダーで N の素因数分
解を計算することができる.




q < 2p < 2
√
N がわかる. このとき,









がわかる. 但し, N > 36とする. RSA暗号では
N は 1024ビット程度の大きさがあり, これはもち
ろん不自然な仮定ではない. 仮定より, ある整数 k
が存在して,
ed = 1 + kφ(N) (2)








とする. この k˜ は, k の非常によい近似となる.
実際,





N(ed− 1)− (N − p− q + 1)(ed− 1)
φ(N)N
=










ここで, 仮定より, ed− 1 < N3/2であるから,
k − k˜ < 6N−3/2(ed− 1) < 6
となる. つまり, k − k˜ = 0, 1, 2, 3, 4, 5のいずれか
である. この 6つの候補から,






4 ed ≤ N 2の場合






ed ≤ N2 の場合を解くには, 一変数の
Howgrave-Grahamの補題が用いられる. 以下, φ
は一般の正の整数であるが, 後に, φ = φ(N)とし
て用いられるので, この記号になっている.
補題 2. (Howgrave-Graham) h(x) ∈ Z[x] を
高々ω 個の単項式の和であるとする. |x0| ≤ X
が h(x0) ≡ 0 (mod φm) を満たし, ∥h(xX)∥ <
φm/
√
φであれば, Z上で h(x0) = 0が成り立つ.

















































定理 3. (LLL) Lを,
⟨u1, u2, · · · , uω⟩(uj ∈ Zn, j = 1, 2, · · · , ω)
で張られる格子とし, maxj ∥uj∥ ≤ Bとする. こ
のとき, LLLは,
∥b1∥ ≤ 2(ω−1)/4 det(L)1/ω






定理 4. (L2 アルゴリズム) LLLと同じ上界を持
つベクトルをO(ω4n(ω+logB) logB)オーダーの
計算量で見つけることができる.
4.3 ed ≤ N2の場合の証明
定理 5. N = pqとし, 素数 p, qは, 同じビットサイ
ズであると仮定する. e, dが, ed ≡ 1 (mod φ(N))
を満たすとする. もし, ed ≤ N2であれば, N, e, d
から O(log9N) オーダーで N の素因数分解を計
算することができる.
証明. U = ed − 1, s = p + q − 1としておくと,
φ(N) = (p − 1)(q − 1) = N − sとなる. X を適
当な上界（Howgrave-Grahamの補題に出てくる
X）として, sを X で割ったときの商を s0, 余り
を x0とする. つまり, s = s0X + x0, 0 ≤ x0 < X
とする. 以下が成立する.
U ≡ 0 (mod φ)
x0 −N + s0X ≡ 0 (mod φ)
第二の式は, φが φで割り切れるという当たり前
の式である. 従って, 任意の 1以上の整数 kに対
して,
Uk ≡ 0 (mod φk)






すると, (x−N + s0X)jは, x = x0としたとき φj
の倍数であり, Um−j は, φm−j の倍数であるから,
gij(x0)は φmの倍数である. つまり,
gij(x0) ≡ 0 (mod φm)
が成り立つ. よって,これらの任意のZ係数の一次
結合でできる多項式h(x)は, h(x0) ≡ 0 (mod φm)
を満たす. i, jを以下のように選ぶ. k,mは定めら
れたパラメータである.
i = 0 0 ≤ j ≤ m
1 ≤ i ≤ k j = m
これは論文にあるものをそっくりそのまま書いた
ものであるが, 状況が分かりにくい. j = mのと
きは, (i, j) = (0,m), (1,m), (2,m), · · · (m,m)の
ように i = 0, 1, 2, · · ·m が全て現れる. 具体的に
m = 3, k = 3の場合に上記２つの条件を満たす
(i, j)の組み合わせを書き下してみると, (i, j) =
(0, 0), (0, 1), (0, 2), (0, 3), (1, 3), (2, 3), (3, 3) とな
る.
gij(xX) = (xX)
i(xX −N + s0X)jUm−j
を xの多項式として展開したときの係数を次数が
小さい方から並べてベクトルを作り, それらで張
られる格子を Lとする. 例えば, 2 + 3x + 5x2 +
4x3 + x4 + 3x5 + 6x6は,
(2, 3, 5, 4, 1, 3, 6)
というベクトルに対応する. これを行ベクトルと
して, m = 3, k = 3のときの格子を行列にすると,
次のような下三角行列になる. ∗は 0ではない何
らかのエントリであり, 空欄は 0を表す.





g02(xX) * * UX
2
g03(xX) * * * X
3
g13(xX) * * * X
4
g23(xX) * * * X
5
g33(xX) * * * X
6








(i, j) = (0, 0), (0, 1), (0, 2), · · · , (0,m)
= (1,m), (2,m), (3,m), · · · , (k,m)
である. 上の段が 0次から m次まで, 下の段が,

























































不等式 (6)の右辺を Γ(m, k)とおく. その下限が




m+k = (m + k + 1)
1
m+k < eがすぐにわかる.
N ≥ N0 のとき φ = N − s > cN0N となる定数









(m+k)(m+k+1) < Γ(m, k)





(m+k)(m+k+1) < Γ(m, k)











補題 6. m > 0 を固定したとき, k の関数
γ(m, k) = 2mk(k+m)(k+m+1)(k > 0) は, k = m 上
で最大値 m2m+1 を取る.
証明はやさしいので省略する. 代わりにm = 5
の場合のグラフ (図 1)を示す.









という条件で ω = m+ k + 1 = 2m+ 1次の格子
を LLLにかければ, 0 < x0 < X, s = s0X + x0
を満たす x0 が効率的に計算できる. X をこの上





















が得られる. m = ⌊logN⌋ とすれば, s0 は上か
ら定数でおさえることができる. そこで, この範
囲にある s0 の候補に対して上記アルゴリズムを
実行すればいい. 計算量は, LLLが O(ω6 log3B)
のオーダーで, ω = 2m + 1(m = ⌊logN⌋) か
つ, B = O(N2m)であるから, logB = O(log2N)
であり, 結局 LLLのルーチンは, O(ω6 log3B) =
O(log12N)のオーダーの計算量で短いベクトルを
計算する. L2 アルゴリズムを用いれば, 計算量
は, O(ω4n(ω + logB) logB) = O(ω5n logB) +
O(ω4n log2B) = O((log5N × logN × log2N) +




ず, 不等式 (7)を満たす最大の整数X を選ぶ. 次
に, m = ⌊logN⌋として, 不等式 (8)を満たす s0の
候補に対して, LLLまたはL2アルゴリズムを用い
て h(x) =∑i,j bijgij(x)の係数ベクトル bを決め,
Howgrave-Grahamの補題を用いて x0(|x0| < X)
を計算し, s = p + q − 1 = s0X + x0 を求める.
N = pqはわかっているので, p, qを解に持つ二次







アルゴリズム 4)が用いられた. ここでは, Coron-
May2) と同様に, NTLライブラリの LLLアルゴ
リズムによるシミュレーションを示す. 使用した
ライブラリはバージョン 9.6.2であり, 計算機につ




と, N が 512ビットや 1024ビットの問題に対し









10などの値に決定し, XをX ≤ 116N1/2−1/(4m+2)
を満たす最大の整数とし, Xと正解の s0とを用い
て, 格子の基底を生成した. そして, 得られた基
底を LLLによって簡約し, 基底の第一ベクトル b1
を h(x)の係数として, h(x) = 0の根を求め, 得ら
れた実数根のうちの少なくとも一つ x0について,
s = s0X + x0であることを確認した. このシミュ
レーションを, Coron-May2) と同様に, N が 512
ビットと 1024ビットの問題に対して実施した. 実
施したシミュレーションにおいては, 全ての場合
において, 目的の根 x0の求解に成功した. 以下に,
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図 1: γ(5, k)のグラフ
シミュレーション結果を表 1に示す. 表が示すよ
表 1: 格子の次元と計算時間
N(ビット) 次元 計算時間 (LLL) Coron等の結果
512 21 5s 70s
512 29 37s 7min
512 33 81s 16min
1024 21 29s 7min
1024 29 204s 40min
1024 33 438s 90min
うに, Coron-May2)のシミュレーションに対して,
LLLの計算時間が概ね 10倍以上短縮されている





m = 18, 20, 22, 24, 26 に設定してシミュレーシ
ョンを実施した結果, それぞれ, 167, 314, 568,
973,1613[sec]の時間を要した. 512ビットの問題
に対して,次元と計算時間の関係を両対数でプロッ
トした結果を図 2に示す. 回帰分析の結果, LLLの
計算時間は格子の次元の 6.1715乗に比例している








p, qが同じビット数を持つ場合 (balanced primes
case)を扱っている. この場合は, s = p+ q − 1が
高々N1/2のオーダーであるが, アンバランスな場






補題 7. (Howgrave-Graham) T (x, y) ∈ Z[x, y]を
高々ω個の単項式の和として表される多項式とす
る. ここで, T (x0, y0) ≡ 0 (mod e), |x0| < X,
|y0| < Y かつ ∥T (xX, yY )∥ < φm/
√
ω が成り立
てば, Z上で, T (x0, y0) = 0が成り立つ.
証明. T (x, y) =∑i,j tijxiyj とする.


































≤ √ω∥T (xX, yY )∥ < φm
となる. 下から 2行目で, Schwarzの不等式を用い
た. □
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た. □












図 2: 格子の次元と LLLの計算時間の関係 (両対数グラフ)
6.2 主定理と証明
定理 8. N = pqとし, 素数 p, qは, 0 < δ ≤ 1/2
となる δ に対し, p < N δ, q < 2N1−δ を満たす
ものとする. e, d は, ed ≡ 1 (mod φ(N)) を満
たし, かつ, 2βδ(1 − δ) ≤ 1を満たす β に対し,
1 < ed ≤ Nβ を満たすとする. このとき, N, e, d
から O(log9N) オーダーで N の素因数分解を計
算することができる.
証明. U = ed − 1, s = p + q − 1とおく. φ =
φ(N) = N − p − q + 1であるから, 以下が成立
する.
U ≡ 0 (mod φ)
p+ q − (N + 1) ≡ 0 (mod φ)
第二の式は, φが φで割り切れるという当たり前
の式である. 従って, 任意の 1以上の整数 kに対
して,
Uk ≡ 0 (mod φk)
(p+ q − (N + 1))k ≡ 0 (mod φk)
が成立する. この性質を考慮して, 次のような多
項式を考える. m ≥ 1, a ≥ 1, b ≥ 0を整数として,
gijk(x, y) = x
iyjUm−k(x+ y − (N + 1))k
i ∈ {0, 1}, j = 0, k = 0, 1, · · ·m,
1 < i ≤ a, j = 0, k = m
i = 0, 1 ≤ j ≤ b, k = m
と定める. ここで, xと y の積 xy が現れたらこ
れを N に置き換えることにすれば, gijk(x, y)は,
x, y それぞれの冪となる単項式の和となっている.
(p, q)は, gijk(x, y)の法 φm における根になって
いる. つまり, 上の条件を満たす全ての (i, j, k)に
対し,
gijk(p, q) ≡ 0 (mod φm)
が成り立つ. ここで, pをX で割った商を p0, 余
りを x0, qを Y で割った商を q0, 余りを y0とする.
つまり, p = p0X + x0(0 ≤ x0 < X), q = q0Y +
y0(0 ≤ y0 < Y ) とする. (x0, y0)を Howgrave-
Grahamの補題を用いて計算し, (p0, q0)は,ブルー
トフォースで探索する. ここで,
tijk(x, y) = gijk(p0X + x, q0Y + y)
とすれば, (x0, y0)は, tijk(x, y)の法 φmにおける
根になっている. すなわち,
tijk(x0, y0) ≡ 0 (mod φm)
が成り立つ. 小さなノルムを持つ係数ベクトルを
見つけ, 対応する h(x, y)を作れば, h(x0, y0) ≡ 0
(mod φm)から, Howgrave-Grahamの補題により,
Z上で h(x0, y0) = 0が成り立つ.
注意 2. 一般に 2変数の多項式の根を計算するに
は, 2つの多項式が必要になるが, x, y(p, q に対
応)は xy = N という関係があるので, このよう
な h(x, y)に対し, x0 を次のような１変数の多項
式 h′(x)の根として求めることができる.
h′(x) = (p0X + x)m+bh(x,N/(p0X + x)− q0Y )
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一見すると多項式に見えないが, tijk(x, y)の yに
関する次数が j+ kであり, jの最大値は b, kの最
大値はmであるから, h(x, y)の yに関する次数は
m+ bとなる. よって, h(x,N/(p0X + x)− q0Y )
の分母に現れる p0X + xの冪が (p0X + x)m+bで
約分されることがわかる.
tijk(xX, yY )の係数を並べたベクトルからなる
格子Lを構成する. 先にも述べたように, xy = N
と置き換えられるため, x, yそれぞれの冪のみで
構成されることに注意する.
1, x, y, x2, y2, x3, y3, x4, x5, y4, · · ·
のように並べることによって下三角行列ができる.
m = 3, a = 2, b = 1の場合の格子を表 6.2に示
す. ∗は 0ではない何らかのエントリであり, 空欄
は 0を表す.
□
補題 9. 格子のサイズ ω = dimLは, ω = 2m +
a+ b+ 1となる.
証明.
i ∈ {0, 1}, j = 0, k = 0, 1, · · ·m,−(1)
1 < i ≤ a, j = 0, k = m− (2)
i = 0, 1 ≤ j ≤ b, k = m− (3)
であるから, (1)の場合が, 2(m+1)通り, (2)の場
合が, a− 1通り, (3)の場合が, b通りであるから,
2(m+ 1) + (a− 1) + b = 2m+ a+ b+ 1
となる. □
次に, tijk(xX, yY )の xl, ylの係数を求める.
tijk(xX, yY )
= gijk(p0X + xX, q0Y + yY )
= (xX)i(yY )jUm−k(p0X + xX
+q0Y + yY − (N + 1))k
である. まず, (1)に対応する部分の係数を計算す
る. i = 1, j = 0とおけば, t10k(xX, yY )の xk+1
（xに関して最高次）の項は,
(xX)Um−k(xX)k = Um−kXk+1xk+1
となる. 次に i = 0, j = 0とおけば,
t00k(xX, yY )
= g00k(p0X + xX, q0Y + yY )
= Um−k(p0X + xX
+q0Y + yY − (N + 1))k
となるが, この yk（yに関して最高次）の項は,
Um−k(yY )k = Um−kY kyk
となる. (2)に対応する部分は,
ti0m(xX, yY )
= gi0m(p0X + xX, q0Y + yY )
= (xX)i(p0X + xX
+q0Y + yY − (N + 1))m
となる. この xi+mの項は,




= g0jm(p0X + xX, q0Y + yY )
= (yY )j(p0X + xX
+q0Y + yY − (N + 1))m
となる. この yj+mの項は,





















と書き換えることができるが, √ω ≤ 2ω−12 , φ >







ここで, 適当な実数 u, vを用いて
a = ⌊(u− 1)m− 1⌋
b = ⌊(v − 1)m− 1⌋
と表現しておくと, a ≤ (u − 1)m − 1, b ≤ (v −
1)m − 1が成り立つから, (m + a)(m + a + 1) ≤
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一見すると多項式に見えないが, tijk(x, y)の yに
関する次数が j+ kであり, jの最大値は b, kの最
大値はmであるから, h(x, y)の yに関する次数は
m+ bとなる. よって, h(x,N/(p0X + x)− q0Y )
の分母に現れる p0X + xの冪が (p0X + x)m+bで
約分されることがわかる.
tijk(xX, yY )の係数を並べたベクトルからなる
格子Lを構成する. 先にも述べたように, xy = N
と置き換えられるため, x, yそれぞれの冪のみで
構成されることに注意する.
1, x, y, x2, y2, x3, y3, x4, x5, y4, · · ·
のように並べることによって下三角行列ができる.
m = 3, a = 2, b = 1の場合の格子を表 6.2に示
す. ∗は 0ではない何らかのエントリであり, 空欄
は 0を表す.
□
補題 9. 格子のサイズ ω = dimLは, ω = 2m +
a+ b+ 1となる.
証明.
i ∈ {0, 1}, j = 0, k = 0, 1, · · ·m,−(1)
1 < i ≤ a, j = 0, k = m− (2)
i = 0, 1 ≤ j ≤ b, k = m− (3)
であるから, (1)の場合が, 2(m+1)通り, (2)の場
合が, a− 1通り, (3)の場合が, b通りであるから,
2(m+ 1) + (a− 1) + b = 2m+ a+ b+ 1
となる. □
次に, tijk(xX, yY )の xl, ylの係数を求める.
tijk(xX, yY )
= gijk(p0X + xX, q0Y + yY )
= (xX)i(yY )jUm−k(p0X + xX
+q0Y + yY − (N + 1))k
である. まず, (1)に対応する部分の係数を計算す
る. i = 1, j = 0とおけば, t10k(xX, yY )の xk+1
（xに関して最高次）の項は,
(xX)Um−k(xX)k = Um−kXk+1xk+1
となる. 次に i = 0, j = 0とおけば,
t00k(xX, yY )
= g00k(p0X + xX, q0Y + yY )
= Um−k(p0X + xX
+q0Y + yY − (N + 1))k
となるが, この yk（yに関して最高次）の項は,
Um−k(yY )k = Um−kY kyk
となる. (2)に対応する部分は,
ti0m(xX, yY )
= gi0m(p0X + xX, q0Y + yY )
= (xX)i(p0X + xX
+q0Y + yY − (N + 1))m
となる. この xi+mの項は,




= g0jm(p0X + xX, q0Y + yY )
= (yY )j(p0X + xX
+q0Y + yY − (N + 1))m
となる. この yj+mの項は,





















と書き換えることができるが, √ω ≤ 2ω−12 , φ >







ここで, 適当な実数 u, vを用いて
a = ⌊(u− 1)m− 1⌋
b = ⌊(v − 1)m− 1⌋
と表現しておくと, a ≤ (u − 1)m − 1, b ≤ (v −
1)m − 1が成り立つから, (m + a)(m + a + 1) ≤
表 2: L, m = 3, a = 2, b = 1
1 x y x2 y2 x3 y3 x4 x5 y4
t000(xX, yY ) U
3
t100(xX, yY ) * U
3X
t001(xX, yY ) * * U
2Y
t101(xX, yY ) * * * U
2X2
t002(xX, yY ) * * * * UY
2
t102(xX, yY ) * * * * * UX
3
t003(xX, yY ) * * * * * * Y
3
t103(xX, yY ) * * * * * * * X
4
t203(xX, yY ) * * * * * * * * X
5
t013(xX, yY ) * * * * * * * * Y
4
(um−1)um ≤ u2m2, (m+b)(m+b+1) ≤ (vm−
1)vm ≤ v2m2 となる. X = N δx , Y = N δy とお





























(m+ a)(m+ a+ 1)
2
+ δy


















= mω log2N − 2ω(ω − 1)































不等式 (11) の左辺は, u, v に関する二次関数で
あるので, 平方完成して最大化することができる.
左辺は, u = 1/δx, v = 1/δy のときに最大となる.
u, vは右辺にもあるので, 同時に動くのであるが,
不等式 (11)は勝手な u, vに関して成立するので,





















X = N δx , Y = N δy を (12)を満たすように取る.
次に, 与えられた p0, q0 に対し, p = p0X + x0,
q = q0X + y0に対応する (x0, y0)を既に述べたア
ルゴリズムで求める. よって, 問題となるのは, 最
初に与える p0, q0の上限である.
補題 10. 0 < ϵ ≤ δ/2のとき, 次の不等式が成り
立つ.
1
δ − ϵ +
1















































δ − ϵ +
1















































δ − ϵ +
1









さらに, 0 < ϵ ≤ δ/2, δ < 1/2より,
1






























m = ⌊log2N⌋とすれば, 十分大きな N に対して
条件 (16)が常に成立する. また, ϵ = O(1/ log2N)




≤ N δ−δx = N ϵ ≈ 2(log2N)ϵ ≤ C
q0 ≤ q
Y
≤ 2N1−δ−δy = 2N ϵ ≈ 2 · 2(log2N)ϵ ≤ 2C
C > 0は適当なN に依存しない定数である. この
範囲の p0, q0を探索すればよいことになる.
7 おわりに
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