I. INTRODUCTION
The Partially Separable Functions (PSF) model is a powerful tool for representing spatiotemporal signals [1] , and it has been successfully applied to real-time cardiac MRI to visualize the anatomy of rat hearts [2] , [3] . These dynamic imaging methods have practical advantages over gated cardiac imaging including robustness to arrhythmia, imaging without breath holding, and elimination of the measurement of physiological signals. In contrast to gated imaging, MRI data are acquired continuously and are reconstructed into a time series of images representing the actual cardiorespiratory motion instead of average images of the heartbeat.
An important application of cardiac MRI is first-pass perfusion imaging where a bolus of contrast agent is injected, and its first-pass through the heart is imaged [4] , [5] , [6] . This type of perfusion imaging can be used in the diagnosis of coronary artery disease [6] , and it has potential for use in the study of acute rejection of transplanted hearts [7] , [8] , [9] . The main idea for studying acute heart rejection is that the perfusion characteristics may reveal deterioration within the heart caused by the immune response. These deteriorations are expected to be spatially inhomogeneous [7] , [8] , so high spatial resolution is required to make the measurements (less than 1 mm 2 in plane). Also, for the imaging to be performed while the subject is breathing without gating, high temporal resolution is required (20 ms or better).
A number of dynamic imaging methods have been applied to the first-pass perfusion cardiac imaging problem including
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The authors thank Justin Haldar for many useful discussions related to this work. TSENSE [10] , k-t SENSE [11] , and k-t PCA [12] ; however, these applications used gating, and it is not clear that any of these methods are usable in the context of the rat heart without gating. The rat's heart rate is 5 times higher than that of a human, so temporal undersampling on the order of 100 times must be tolerated while these methods are known to function in the undersampling range from 2 to 8. In comparison, methods taking advantage of the PSF model [1] have been shown to produce reliable reconstructions with temporal undersampling as high as a factor of 200 [2] , [3] .
This paper describes the application of a new PSF model based dynamic imaging method to first-pass perfusion cardiac MRI. The new method increases the PSF model order in the heart region to allow for the representation of more complex spatiotemporal signals than is possible with lower model orders. These higher order terms are determined using an (x, f )-space support constraint, a generalized support constraint, and sparsity in the (x, f )-space. The result is a dynamic imaging method that can tolerate temporal undersampling at factors over 100 and that can track the first-pass of a bolus of contrast agent. An experimental example of first-pass perfusion imaging of a healthy rat heart is given in this paper.
II. THEORY
The L th -order PSF model [1] of a dynamic image can be expressed in the spatiotemporal domain as
where ρ psf (x, t) is the model of the dynamic image; {α ℓ (x)} are the spatial basis functions; and {ϕ ℓ (t)} are the temporal basis functions. In MRI it is possible to design the data acquisition scheme to directly estimate {ϕ ℓ (t)} [1], so {α ℓ (x)} are the unknowns in the dynamic imaging reconstruction problem. The next step for applying the PSF model is to define the relationship between its unknowns and the acquired data. The acquired data in MRI are related to the dynamic image by the Fourier Transform [13] 
so the forward data model, E, defining the relationship between s(k, t) and {α ℓ (x)} can be formed by combining Eq. 1 and Eq. 2. The result can be written in matrix form as where Φ is a matrix of the PSF temporal basis functions whose product with α gives a vector containing the (x, t)-space reconstruction. S represents the coil sensitivities, and F x→k is a Fourier transform to the k-space. U is the sampling operator that retains only those data actually acquired in the (k, t)-space. In practice, the sampling operator, U , is designed so that training data are acquired with high temporal resolution in addition to the sparse samples of s(k, t) (see Fig. 1 for one example). The training data are used to determine the temporal basis functions, Φ, using a Singular Value Decomposition (SVD) [1] , so the dynamic image reconstruction process reduces to fitting the temporal basis functions to the sparse samples of s(k, t) to find the spatial basis functions [1] .
Previous work incorporated (x, f )-space support constraints into the PSF model fitting process [3] , and this work adds a generalized support constraint in the spatial-principal component domain by introducing a matrix M that restricts the contribution of higher order PSF terms to a certain spatial region. For example, in this work the cardiac region has a model order of L = 32, while the remainder of the spatial domain has a model order of 16. To aid the PSF model fitting process, a sparsity constraint on the (x, f )-space of the higher order PSF terms in the cardiac region is used where the higher order terms are those with ℓ = 17, 18, . . . , 32 in this example. The PSF model fitting is then performed by solving
where
and
The definitions of W 1 and W 2 deserve additional explanation. W 1 converts the higher order PSF model terms to the (x, f )-space, and the ho subscript refers to the higher order terms located in the cardiac region. The choice of the higher order terms defines both M and α ho . W 2 incorporates spatial-spectral information about the location of the cardiac and respiratory motions. In W 2 , P is an (x, f )-space penalty defined to give no penalty to the cardiac region, penalize high frequencies in the respiratory region, and penalize all frequencies in the empty region [3] . In general, P is tailored to the subject based on their average heart and respiratory rates and an approximate location of the heart. An example of the definition of the 3 spatial regions for the constraints is given in Figure 2 . These regions are defined by first forming a time averaged imaged, thresholding the average image to find the empty regions, and then defining a polygon containing the heart.
The optimization problem in Eq. 4 seeks a solution with a sparse (x, f )-space from the higher order PSF model in the cardiac region that is also data consistent. The data The reader should note that the training data has been restricted to a single phase encoding for the sake of efficiency since this training data has proven adequate for most cardiac MRI tasks using the PSF model; however, extended k-space coverage of the training data is encouraged when the overhead can be tolerated since it will improve the accuracy of the temporal basis functions [1] . This figure is adapted from [2] .
consistency constraint is regularized using two ℓ 2 norms. The first term is based on W 2 and M, so it incorporates both the spatial-spectral and generalized support constraints. The second term is based on W 1 and serves to stabilize the FOCUSS iterations to avoid blowing up of the solution in the presence of noise as well as modeling errors [14] .
III. METHODS

A. Animal Model
The animal used in the study was a healthy, Brown Norway rat as in reference [8] . All animals received humane care in compliance with the Guide for the Care and Use of Laboratory Animals, published by the National Institutes of Health, and the animal protocol was approved by the Carnegie Mellon University Institutional Animal Care and Use Committee.
B. Data Acquisition
All experimental data in this paper were collected using a Bruker (Billerica, MA) Avance DRX 4.7 T, 40 cm equipped with a 12 cm, 40 G/cm shielded gradient set. A 5.5 cm custom built surface coil was used for the collections. An ungated FLASH pulse sequence with T R = 7.5 ms, T E = 2.4 ms, and the (k, t)-space sampling pattern shown in Fig. 1 was used to acquire the MRI data over a 5 minute time period. The example shown here used 128 x 102 encodings over a 50 x 40 mm field of view with a 1.5 mm slice thickness. A bolus of a gadolinium contrast agent was injected 30 seconds after the start of the data acquisition into the tail vein of the rat. The concentration used in the example in this paper was 0.025 mmol / ( kg of body mass ). 
C. Image Reconstruction and Analysis
The PSF model was fit to the measured data by solving Eq. 4 using the FOCUSS algorithm [14] where λ 2 = 1, λ 1 = 100, and the maximum k-space values were on the order of 10 5 . L = 32 was used within the cardiac region, while 16 was used outside. The 3 spatial regions needed to define P and M are shown in Fig. 2 where the cardiac region is white, the respiratory region is gray, and the empty region is black. The cutoff frequency for the respiratory region was 3.75 Hz in P, while the rat has a respiratory rate of 1 Hz and a cardiac rate of approximately 5 Hz.
IV. RESULTS AND DISCUSSION
A. Simulation Results
The proposed method's performance has been compared to previous PSF model-based methods in simulation, and representative results are given in Table 3 . The proposed method better reconstructs the dynamic images than previous methods when driving the model order to a high value (L = 32). The performance of PSF model-based methods is lower bounded by the error of the SVD approximation of the phantom, and the proposed method comes to within a couple of percent of the maximum performance.
B. Experimental Results
The PSF model fitting process specified by Eq. 4 produces clean dynamic images as seen by the samples in Fig. 4 . Ungated cardiac imaging using the PSF model is an important result since the method is applicable to a wider variety of scenarios than gated cardiac imaging. Signal-intensity curves from first-pass perfusion cardiac MRI are shown in Fig. 5 .
C. Effects of Constraints
The PSF model fitting to the sparse (k, t)-space samples is a critical part of the method, and this process is driven by the choices of P, M. Well defined P and M reduce the number of degrees of freedom in the solution which improves the robustness of the PSF model fitting; however, incorrect definitions of P and M can cause problems. For example, if P incorrectly defines an empty region within some region of tissue and λ 2 is chosen aggressively enough, then that y y Ref. [1] , [2] Ref. [3] y y t t SVD Eq. 4 region will be falsely dark. Also, if the temporal bandwidth is chosen to be too small, the reconstruction will suffer from temporal blurring. To work around these two issues, the spatial regions are defined so that they underestimate the amount of empty space and overestimate the size of the cardiac region. An estimate of the noise in the average image is used to threshold the image by finding all pixels with an absolute value less than the mean noise plus 4 standard deviations. The result is then manually corrected to eliminate false empty pixels from the tissues and blood. Due to flow artifacts, this manual correction is almost always necessary in the blood pool. The cardiac region is manually determined by drawing a polygon on the average image, and the cardiac region is purposely overestimated. The temporal bandwidths for P are defined based on a combination of physiological information and analysis of the spectrum of the training data. The fundamental frequencies of the heartbeat and respiration are visible as high energy peaks in the temporal Fourier transform of the training signal, so the respiratory bandwidth is chosen to capture the majority of the energy below the cardiac frequencies.
D. Regularization Parameter Selection
The choices of λ 2 and λ 1 also have an influence on the PSF model fitting. λ 2 has essentially 3 regimes of operation. λ 2 too large over smooths the solution. λ 2 too small has no impact on the solution (typically leaving motion artifacts), and an appropriate λ 2 eliminates motion artifacts caused by poor fitting of the PSF model. λ 1 also has 3 characteristic zones. λ 1 too large drives the higher order terms to zero, while λ 1 too small allows the higher order terms to blow up to very large values. λ 1 in an appropriate range results in higher order terms that quickly converge to non-zero values within about 10 iterations of the numerical solver. The appropriate zone for each regularization parameter was determined iteratively.
E. Parallel Imaging
While the new method has been demonstrated using a single coil, it is compatible with phased array coils. The definition of the forward data model, E, contains a matrix to represent the phase array coil sensitivities, and the extension is essentially the same as the most general form of SENSE [15] . Therefore, parallel imaging can be seen to have the same advantages for this method as in other dynamic imaging methods [16] . Using a phased array coil will allow for the number of (k, t)-space samples to be reduced, so the data acquisition duration can be reduced or the spatial resolution can be increased compared to the single coil case. Of course, a phased array coil may have practical limitations due to penetration depth, loss of SNR, and non-uniform amplitude weighting across the region of interest, so these potential drawbacks must be evaluated for each application of the imaging method.
V. CONCLUSION The PSF model-based dynamic imaging method described in this paper is most useful when the desired model order is too high for previously proposed methods to successfully reconstruct the dynamic images. The method works by estimating the lower order terms via data consistency and spatial-spectral support information, while the higher order terms are determined by adding spatial-eigenbasis support and spectral sparsity constraints in conjunction with the data consistency and spatial-spectral support information. The method may find use in scenarios where real-time, ungated cardiac MRI is desirable.
