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The quantum simulation of quantum chemistry, as one
of the most compelling applications of quantum comput-
ing, is potential importance in many areas ranging from
materials science to biochemistry and condensed phys-
ics. Here, we propose a quantum gradient decent al-
gorithm, served as a Full Quantum Eigensolver, to cal-
culate molecular ground energy and electronic structure.
Our method achieve a faster convergence speed and re-
move the classical optimizer, compared with the vari-
ational quantum eigensolver(VQE). Moreover, an approx-
imate quantum method of finding ground energy based
on perturbation theory is given. Without multi-time it-
erations and complicated controlling operation, it can be
implemented on near-term quantum computer. With the
onrushing tendency of quantum computing, our work
provide alternatively efficient approaches to solve the
quantum chemistry problem.
Quantum chemistry, which study the application of
quantum mechanics in physical models and experiments of
chemical systems, primarily focus on the calculation of mo-
lecular energy and electronic structure that determine most
of its chemical properties. The molecular energy and elec-
tronic structure can be calculated by solving the correspond-
ing Schro¨dinger equation within chemical precision. How-
ever, the computational resources for the energy of molecules
scales exponentially with system size on a classical computer,
making it intractable in high-dimension.
Quantum computers, originally envisioned by Feynman1,
have emerged as promising tools for tackling this chal-
lenge with polynomial overhead computational resource by
quantum algorithms. Efficient quantum simulations of clas-
sically intractable instances of the associated electronic struc-
ture problem promise breakthroughs in our knowledge for
basic chemistry and revolutionize research in new materials,
pharmaceuticals, and industrial catalysts.
In particular, the universal quantum simulation method2
and the first quantum algorithm for simulating fermions3 con-
struct the fundamental block in quantum chemistry simula-
tion field. Based on these techniques and quantum phase
estimation(PEA) algorithm4, Aspuru-Guzik et al. presented
a quantum algorithm for preparing ground states undergoing
adiabatic evolution in quantum chemistry5. Many theoretical
and experimental work6–18 have been developed since then.
Next, We focus on the review of development of quantum
simulation of electronic structure via representing fermions
by systems of qubits. In 2002, Somma et al. proposed a
scalable quantum algorithm for the simulation of molecu-
lar electron dynamics via Jordan-Wigner transformation19.
The Jordan-Wigner transformation directly maps the fermi-
onic occupation state of a particular atomic orbital to a state
of qubit. Then, an improved algorithm, Bravyi-Kitaev (BK)
transformation20–23, was presented by Bravyi and Kitaev, en-
coding both locality of occupation and parity information onto
the qubits, which is more efficient in operation complexity. In
2014, Peruzzo and McClean et al developed the variational
quantum eigensolver (VQE)13, finding the best variational ap-
proximation to the ground state of a given Hamiltonian for a
particular choice of ansatz. Compare to PEA and trotterization
of the molecular Hamiltonian, VQE requires lower number
of controlled operations and coherent time. The combination
of these technologies, makes the quantum simulation of mo-
lecular electron dynamics under the reach of current quantum
devices, such as photon system24,25, trapped iron26, super-
conducting system27,28. The quantum simulation of quantum
chemistry, has undergone a flurry of developments as a rising
hope to demonstrate an advantage even quantum supremacy
in near-term quantum computer17,29,30. A molecular or mater-
ials system, contains a collection of nuclear charges Zi and a
number of electrons. The fundamental problem of theoretical
chemistry is to solve the ground-state and its energy of the
molecular electronic structure Hamiltonian. The eigenstates
of this many-body interacting Hamiltonian determine the dy-
namics of the electrons in a molecular hence almost all of the
properties of interest. To find optimal energetic configuration
of electrons or ground state one has to solve the Schro¨dinger
equation of this many-body quantum system.
In the non-relativistic case, the corresponding original
Hamiltonian of the system, can be expressed in first quant-
ization as
Ho = −
∑
i
∇2Ri
2Mi
−
∑
i
∇2ri
2
−
∑
i, j
Zi
|Ri − r j|
+
∑
i, j>i
ZiZ j
|Ri − R j| +
∑
i, j>i
1
|ri − r j|
(1)
in atomic units (~ = 1). where Ri,Zi,Mi and ri represent
the positions, charges, masses of the nuclei and the posi-
tions of the electrons respectively. To convert this form of
the Hamiltonian into a practical computational problem, real-
space discretization is often performed. The antisymmetry of
electrons is enforced in the wavefunction. Nevertheless, sev-
eral methods have been proposed to handle this form of the
problem on a quantum computer directly. As most quantum
computing research, we focuses on second quantization.
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2Under the Born-Oppenheimer approximation, where as-
sumes that the nuclei is a fixed classical point, due to their
much greater mass compared with electrons, we get the fol-
lowing second-quantized formulation of Hamiltonian formu-
lated as
H =
∑
i j
hi ja
†
i a j +
1
2
∑
i jkl
hi jkla
†
i a
†
jakal, (2)
in which the anti-symmetry nature is enforced through the
anti-commutation relations of the fermion operators a†i and
a j.The parameters hi j and hi jkl are the one- and two-particle
integrals for a specific, basis functions φi. In Galerkin for-
mulation, the scalar coefficients in Eq. (2) can be calculated
by
hi j = 〈ψi|
−∇2i2 −∑
A
ZA
|ri − RA|
 |ψ j〉 (3)
hi jkl = 〈ψiψ j| 1∣∣∣ri − r j∣∣∣ |ψkψl〉
Quantum devices utilize qubits to process information task.
Hence, we need to perform a map between fermionic and
qubit operators. The most prominent schemes achieving this
task are the J-W transformation and the B-K transformation,
which both map the fermionic creation and annihilation op-
erators to Pauli matrices. The J-W transformation represents
a fermionic operator by O(n) qubit operations and B-K trans-
formation reduces the simulation cost to O(log n) qubit oper-
ations for one fermionic operation, where n is single-electron
atomic orbitals. Although B-K transformation is more effi-
cient, we prefer J-W transformation to illustrate our algorithm
due to its straightforward expression.
These two map transform Eq. (2) into a qubit Hamiltonian
form
H =
∑
i,α
hiασ
i
α +
∑
i, j,α,β
hi jαβσ
i
ασ
j
β + . . . (4)
where Roman indices i, j denote the subsystem on which the
operator acts, and Greek indices α, β identify the Pauli oper-
ator, such as σiα=x,y,z are the Pauli matrices acting on a single
qubit at site i. Now, the original electronic structure problem
has been encoded in this qubit Hamiltonian and the following
methods solving the molecular ground-state and its energy all
based on it.
In this work we present a quantum algorithm as a Full
Quantum Eigensolver to find the molecular ground-state en-
ergy by gradient descent iterations. As one of the most fun-
damental way to solve the optimization problems, it prom-
ises the molecular energy value to move along the direction of
steepest descent. We give an explicit quantum circuit to im-
plement our algorithm and exhibit the procedure by calculat-
ing the ground-state energy of four molecules, H2, LiH,H2O
and NH3. We present the error tolerance of our computational
results. Taking H2O and NH3 as examples, a comparison of
iteration steps between our method and VQE is given. Then,
to avoid multi-time iterations, harness perturbation theory, we
describe a quantum method to approximately achieve the low-
est energy. By starting with a simple Hamiltonian for which a
mathematical solution is known, and add an additional ”per-
turbing” Hamiltonian to close the exact solution. We present
results for the same four molecules, H2, LiH,H2O and NH3.
Finally, we conclude by computation complexity analysis of
our algorithm and possible future work.
I. METHOD
A. quantum gradient iteration
In this part, we describe the method of finding the molecu-
lar ground-state energy by gradient decent iterations. Clas-
sically, the gradient descent algorithm are usually employed
to obtain the minimum of an objective function. Ones set an
initial point X(0) ∈ RN then move to next point along the dir-
ection of the gradient of the function iteratively. Note that
X(t+1) = X(t) − γ ∇ f (~X(t)), (5)
where γ is a positive learning rate. In the case of searching
lowest energy of qubit Hamiltonian, the objective function
could reduce to a quadratic optimization problem in the form
of f (x) = XTHX. At the point X, the gradient operator of the
objective function can be expressed as
∇ f (X) = HX, (6)
Then, the gradient process can be regarded as an evolution of
X under operator H
|X(t+1)〉 =
(
|X(t)〉 − γH|X(t)〉
)
, (7)
Vectors X can be described by quantum states |X〉 =∑
j X j/‖X‖| j〉 and, where X j is the j-th elements of these
vectors, | j〉 is the N-dimensional computational basis, and
‖.‖ is the modulus operation. Define a new Hamiltonian as
Hg = I − γH = ∑Mi=1 βiHgi , where M is Pauli terms number
consist of Hg. The gradient process can be rewritten as
|X(t+1)〉 = Hg|X(t)〉 =
M∑
i=1
βiHgi |X(t)〉, (8)
where Hg is still a linear combination of unitary
operators(LCU)31–35. The evolution for this gradient
process described by Eq. (8) is non-unitary. To make it
implementable in a unitary quantum circuit, we add ancillary
qubits to transform it into evolution unitary in a larger space.
We perform the evolution described by Eq. (8) with the
following steps.
Create superposition: The work system and the ancillary re-
gisters construct a composite system. Firstly, the initial point
X = (x1, . . . , xN)T is efficiently mapped as a initial state |x(t)〉
3of work system, and the ancillary registers evolving from the
initialization state |0〉m, m = log2M to a specific superposition
state |ψs〉
|ψs〉 = 1
C
M−1∑
i=0
βi|i〉 (9)
where C =
∑M−1
i=0 β
2
i . Several approaches to prepare specific
state have been developed. Here we adopt the quantum ran-
dom access memory (qRAM) approach to prepare |x(t)〉 and
|ψs〉, which consume O(logN) and O(logM) basic steps or
gates respectively after qRAM cell is established. We denote
the whole state of the composite system as |ψ〉 = |ψs〉|x(t)〉.
Entanglement: After the ancillary system superposed, a
series of controlled operations are performed. The ancillary
system controlled operations
∑M−1
i=0 |i〉〈i|⊗Hgi are implemented
on the work qubits.The work qubits and the ancilla registers
are now entangled together, and the whole state is transformed
into
|ψ〉 → 1
C
( M−1∑
i=0
βi|i〉Hgi |x(t)〉
)
. (10)
The corresponding physical picture is that different unitary
operations are implemented simultaneously on the work sys-
tem in different subspace.
Combination: We perform m Hardmad gates on ancillary
registers to combine all the information in different subspaces.
We merely focus on the final result in a subspace where the
ancillary system is in state |0〉. The state of the whole system
in this subspace is
|ψ〉 = 1
C
(|0〉 M−1∑
i=0
βiH
g
i |x(t)〉
)
. (11)
Measurement: Measuring the ancillary register. If we
obtain |0〉, our protocol successes and we have the state
1
C
(|0〉∑M−1i=0 βiHgi |x(t)〉), which is proportional to the next iter-
ative state |x(t+1)〉 = Hg|x(t)〉. The probability of detecting the
ancillary state |0〉 is
Ps =‖ Hg|x(t)〉 ‖2 /C2
. Alternatively, we can adopt the robust obvious amplitude
amplification to amplify the amplitude of the desired term up
to a deterministic order with O(
√
M) repetitions before the
measurement. If the next iterative state |x(t+1)〉 does not hit our
pre-set threshold, this output |x(t+1)〉 will be regard as the new
input state |x(t)〉 and run the next iterative cycle. Otherwise,
the iteration can be terminated and state |x(t+1)〉 is the final
result |x f 〉 as one candidates of the ground state. The ground
energy can be calculated by 〈x f |H|x f 〉, the observable value
of Hamiltonian in this state. The gap between the final result
and the ground state depends on the choice of initial point. If
we choose an ansatz state with large overlap with the ground
state, the iterative results will converge to the the ground state.
Figure 1: Quantum circuit for gradient descent. |x〉 and |ψs〉 denotes the
initial state of the work system and ancilla syetem respectively. The con-
trolled operations acted on work system are
∑M−1
i=0 |i〉〈i| ⊗ Hgi . HM denotes
m = log2M number Hadamard gates. At the end of the circuit, we measure
the state vector of the work system in the subspace where all ancilla qubits
are |0〉.
Figure 2: (a), (b), (c) and (d) shows the gradient descent iteration process
for convergence of ground state energy of H2, LiH H2O and NH3 respect-
ively. The numerical simulations for four molecular with fixed interatomic
distance are plotted along with the exact value corresponding to Hamiltonian
diagonalization energy (green line). The initial state is Hartree-Fock product
state in all four cases. The final values of the lines for exact ground state
energy and for the two iteration results, gradient descent (blue line)and noisy
gradient descent (orange line), almost overlap together with iteration increase.
Usually, the classical mean-field state which represents a good
classical approximation to the ground state of Hamiltonian H,
such as a Hartree-Fock(HF) product state, is prepared as an
initial state.
Next, to demonstrate the feasibility of this gradient descent
iteration method, we carried out calculations on the ground
energy of two simple molecular H2, LiH and two relative
complex molecular H2O, NH3. We used a common molecu-
lar basis set, the minimal STO-3G basis set, via J-W trans-
formation, yielding the qubit-Hamiltonian of these molecu-
lar. The Hamiltonian of H2, LiH H2O and NH3 contains 15
, 118, 252, and 3382 Pauli terms respectively. In all of the
four simulations described above, the ancillary registers was
initialized to the HF state |ψh〉. After about 120 iterations,
the electronic energy of H2O is converge to -74.94 a.u, only
0.001% discrepancy with respect to the standard value -74.93
a.u. via Hamiltonian diagonalization. And the NH3 calcu-
lation (-55.525 a.u.) matched diagonalization (-55.526 a.u.)
by 80 iterations. In the considering of atomic and molecu-
lar structure and ordinary chemical reactions, the results suf-
ficiently accurate.
4(a) (b)
H2O NH3
Figure 3: (a), (b) shows the comparison of gradient descent algorithm
(orange line) and VQE (blue line) for searching ground state energy of H2O
and NH3 respectively.
As shown in the Fig.(2), we set a random noise with
2.5%,0.4%,2% and 1% fluctuations in each iteration for H2,
LiH H2O and NH3 respectively, and it still converges to the
theory value. It proves that our method is robust to certain
noise , which is important in the implementation of quantum
simulation in near term quantum devices. In Fig.(3), a com-
parison with VQE is shown with H2O and NH3. Our method
converges faster than VQE and the advantage will be more
obvious in more complex molecular.
B. perturbation theory
The above method involves muti-time iterations to obtain
accurate result, especially for the complex molecular. Here,
we provide an approximate method to find ground state and
energy by combining gradient descent algorithm and perturb-
ation theory. Mathematically, perturbation theory is a set
of schemes approximately describing a complicated quantum
system in terms of a simpler one. In quantum mechanics,
perturbation theory play an important role in describing real
quantum systems, as the fact that it is impossible to find exact
solutions to the Schrodinger equation for Hamiltonians even
with moderate complexity. We apply it on finding ground state
of the molecular. The Hamiltonian described by Eq. (4) can
be divided into two classes H0 and H′. H0 is consist of Pauli
terms only containing σiα=z and identity matrixes, and Pauli
terms σiα=x,y belongs to H
′. H0 is a diagonal matrix which we
know exact solutions, that can be regarded as a simple sys-
tem. H′ usually is usually smaller compared with H0, work-
ing as an additional ”perturbing” Hamiltonian representing a
weak disturbance to the simple system. The energy levels and
eigenstates associated with the perturbed system can be ex-
pressed as ”corrections” to those of the simple system. We
begin with an time-independent Schrodinger equation of the
whole system:
H|ψn〉 = (H0 + H′)|ψn〉 (12)
= En|ψn〉
where En and |ψn〉 are the n-th energy and eigenstates re-
spectively. Unperturbed Hamiltonian H0, satisfies the time-
independent Schrodinger equation: H0|n〉 = E(0)n |n〉. Our goal
is to express En and |ψn〉 in terms of E0n and |n〉, the lowest
energy level and corresponding eigenstate of H0, and the ele-
ments of ”perturbing” Hamiltonian H′. We give the first-order
and second-order approximation in the following. If add first
order correction, energy and eigenstate are expressed as
En = E(0)n + H
′
nn (13)
|ψn〉 = |n〉 −
∑
m,n
H′mn
E(0)m − E(0)n
|m〉 (14)
If we further consider second-order correction, they can be
expressed as
En = E(0)n + H
′
nn +
∑
m,n
|H′mn|2
E(0)m − E(0)n
(15)
|ψn〉 = |n〉 −
∑
m,n
H′mn
E(0)m − E(0)n
|m〉 − 1
2
∑
m,n
|H′mn|2
(E(0)m − E(0)n )2
|n〉
(16)
+
∑
m,n
 −H′nnH′mn(E(0)m − E(0)n )2 +
∑
k,n
H′mnH′kn
(E(0)m − E(0)n )(E(0)k − E(0)n )
 |m〉
The first and second-order approximation can be calculated by
one time and two times iterations of gradient descent method
mentioned above respectively. Denote expectation value of
H′ as H′nn = 〈n|H′|n〉. Considering the fact H′ contains Pauli
terms σiα=x,y, expected value 〈n|H′|n〉 is zero. First order cor-
rections can be simplified as
En = E(0)n (17)
|ψn〉 = |n〉 −
∑
m,n
H′mn
E(0)m − E(0)n
|m〉 (18)
and second-order corrections can be rewritten as
En = E(0)n +
∑
m,n
|H′mn|2
E(0)m − E(0)n
(19)
|ψn〉 = |n〉 −
∑
m,n
H′mn
E(0)m − E(0)n
|m〉 − 1
2
∑
m,n
|H′mn|2
(E(0)m − E(0)n )2
|n〉
(20)
+
∑
m,n
∑
k,n
H′mnH′kn
(E(0)m − E(0)n )(E(0)k − E(0)n )
 |m〉
Specifically, first order approximation only involves H′mn, a
series of probabilities of the final state after H′ implemented
on state |n〉, that can be obtained by performing the quantum
circuit of Fig.(1) directly. When it comes to second order ap-
proximation, value |H′mn|2, a series of probabilities of the final
state after H′2 implemented on state |n〉, can be calculated by
two times gradient descent iterations. Consequently, we ob-
tained approximate ground energy and ground state employed
5Distance(Å)
Energy value(au)
exact value zero-order value first-order value second-order value
H2(0.7314) -1.1373 -1.1171 -1.1372 -1.1372
LiH(1.5065) -7.8637 -7.8634 -7.8637 -7.8637
H2O(1.0812) -75.0038 -74.9622 75.0013 75.0032
NH3(0.4033) -55.5247 -55.4530 -55.5193 -55.5237
Table I: Energy value of our algorithm in the distance corresponding to lowest ground energy.
H2 LiH
H2O NH3
Figure 4: Theory results (blue lines), zero-order (orange lines), first-
order(red lines),second-order(purple lines) and second-order(green lines) en-
ergy plots of outcomes from numerical simulations, for several interatomic
distances for H2(a), LiH(b) , H2O(c), and NH3(d).
perturbation theory, only involve up to two times iterations. In
Figure 3, four examples are given to illustrate the performance
of our method. To obtain the potential-energy surfaces for H2,
LiH, H2O and NH3, we search for the ground-state energy of
their molecular Hamiltonians in variational interatomic dis-
tances. As shown in the picture, the second order approxim-
ation has already quiet close to theory value which obtained
from Hamiltonian diagonalization. We give the energy val-
ues up to second-order correction compared with exact value
at the interatomic distance corresponding to lowest energy in
Table.1.
II. RESULTS
Here we analyze the complexity of our algorithm. Usually,
a quantum algorithm complexity involves two aspects: ancilla
resources and gate complexity. For ancilla resources, the num-
ber of ancilla qubits is logM, where M is the number of Pauli
terms in qubit-Hamiltonian. For gate complexity, the ’Creat
superposition’ part needs O(logN+ logM) basic steps for state
preparation. the dominate factor is the number of controlled
operations in ’Entanglement’ part in Fig. 1. Controlled Hgi
can be decomposed into O(MlogMlogN) basic gates36,37. The
’combination’ part is just logM Hardmad gates. Totally, our
algorithm in each iteration requires about O(MlogMlogN) ba-
sic gates for implementation( ignoring smaller terms and con-
stants). In the circumstances, the wavefunction expressed
by O(n) Gaussian orbitals, that leads to Fermion Hamiltoni-
ans with O(n4) second-quantized terms, consequently qubit
Hamiltonians with O(n4) Pauli terms. The qubit resource and
gate complexity can be reduced to O(n) and O(n4) respect-
ively. Moreover, adopting perturbation theory up to second
order, only with two times iterations, we obtained an approx-
imated results in chemical precisions.
Summary – An efficient quantum algorithm of calculating
ground state and ground energy based on gradient descent was
proposed and implemented in some molecular as examples.
In our method, the complexity of required basic operations
is polylogarithmical to the number of single-electron atomic
orbitals, achieving an exponential speedup compared with its
classical counterparts. In summary, we provide an alternative
protocol to find ground state and ground energy of molecu-
lar which could be exceptionally useful in quantum chemistry
simulation. Specifically, the approximate method based on
perturbation theory without amount of iterations promises an
application in near-term quantum devices.
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