Abstract-It has been generally recognised that in its early stages the human visual system comprises a set of independent subsystems, or channels, acting in parallel. There is general agreement that the receptive fields of neurones constituting the channels overlap considerably, making the task of selectively stimulating individual channels nontrivial. Since such a task is important for estimating the spatio-temporal characteristics of these channels, a method for determining a set of spatial patterns which stimulate multiple channels independently, irrespective of how their receptive fields overlap, is presented here. As an example such patterns were calculated for Wilson and Bergen's model (Wilson and Bergen, 1979, Vision Res. 19, 19-32). Using the modification of the subthreshold summation technique (Logvinenko, 1995, Biol. Cybernet. 73, 547-552) it is shown that in reality these stimuli are not processed independently. It follows that Wilson and Bergen's model involves a set of channels which is inappropriate or incomplete or both.
INTRODUCTION
In 1968 Campbell and Robson suggested that the human visual system detects spatial patterns using separate subsystems, now called analysers (or channels). The analysers act in parallel and they each have different spatial-frequency characteristics. Many attempts have been made to reveal the characteristics of Campbell and Robson's hypothetical analysers. At first glance, some progress has been made and a number of multi-channel models have been developed to account for the experimental data on pattern detection amassed over the last two decades (for review see Graham, 1989; Wilson et al., 1990 ), but there is still no general agreement even on the number of the analysers, let alone their spatial characteristics.
The problem is that a multi-channel model's predictions of stimulus detectability depend not only on the characteristics of its analysers, but also on the way the analysers' outputs are combined in the model.
Most detection models have a cascade structure (Luce and Green, 1974; Graham, 1989) . At the first stage, here called a preprocessor, a set of linear analysers is often assumed to carry out preliminary processing. The preprocessor is followed by the decision stage where the multiple outputs from the analysers comprising the preprocessor are combined in some way and a decision is made on whether or not a signal was present.
Usually the second stage consists of non-linear transducer functions followed by some pooling function (Fig. 1) .
One well-known example is the 'vector magnitude' model originally proposed by Quick (1974) and modified by others (Legge and Foley, 1980; Wilson, 1983 Wilson, , 1991 in which the pooling function is assumed to be the p-norm]. When p = I we have a linear summation decision rule. When p = oo, the decision is based solely on the greatest output -the maximum-of-outputs decision rule. The latter implies complete independence whereas the former is probably the ultimate case of interdependence. It was soon recognised that multi-channel detection based on different sets of linear analysers coupled with different decision rules may predict the same experimental results. For example, narrow-band spatial-frequency analysers in conjunction with the p-norm decision rule p # 6) produce the same threshold curves as the broadband analysers with the maximum-of-outputs decision rule (Graham, 1977 (Graham, , 1989 .
Further, Nachmias ( 1991 ) has pointed out that his 'template model' predicts the same results as Peli's model (Peli, 1985) . Thus, even if a detection model comprising certain analysers is in agreement with a set of experimental data, it does not necessarily follow that the visual system is adequately represented as containing these analysers. As a consequence a general belief has developed that analysers' characteristics cannot be tested separately from a decision rule in an experiment on detection. However, this is not always the case. It will be shown subsequently that, for example, the preprocessor of the generalised Quick model comprising linearly independent analysers can be examined despite the interaction between analysers at the decision-making stage.
THEORY
The ability to separate the preprocessor from the decision stage comes from the fact that for any linearly independent family of linear analysers ... , ({In there exist stimuli r j , ... , XII such that a stimulus r; selectively activates only analyser ({Ji. More
