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JACOBSTHAL SUMS AND PERMUTATIONS OF
BIQUADRATIC RESIDUES
HAI-LIANG WU AND YUE-FENG SHE
Abstract. Let p ≡ 1 (mod 4) be a prime. In this paper, with the
help of Jacobsthal sums, we study some permutation problems involving
biquadratic residues modulo p.
1. Introduction
Let p be an odd prime, and let k be a positive integer with k | p− 1. For
every integer a with p ∤ a, we say that a is a k-th power residue modulo p
if there is an x ∈ Z such that xk ≡ a (mod p). When k = 2, the law of
quadratic reciprocity is one of the most beautiful results in number theory.
Along this line, many mathematicians investigated the higher reciprocity
laws. For example, Gauss formulated and discovered the law of biquadratic
reciprocity. Later G. Eisenstein gave the first complete proofs of cubic and
biquadratic reciprocity. In general, as an application of class field theory,
we have the following elegant general reciprocity law for k-th power
residues (cf. [8, Theorem 8.3, p. 415]).
Let K be a number field containing the group of k-th roots of unity, and
let O denote the ring of algebraic integers in K. Let a, b ∈ K×. Suppose
that the principle ideals aO and bO are relatively prime and that the ideals
abO and kO are prime to each other. Then we have(
a
b
)
k
(
b
a
)−1
k
=
∏
p|k∞
(
a, b
p
)
k
,
where (
p
)k is the k-th power residue symbol and (
,
p
)k is the Hilbert symbol.
On the other hand, many mathematicians focused on the rational reciprocity
laws. For each a ∈ Z we define the rational 4-th power residue symbol
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as follows.
(
a
p
)
4
=


0 if p | a,
1 if a is a 4-th power residue modulo p,
−1 otherwise.
K. Burde [2] in 1969 obtained the following elegant rational quartic reci-
procity law.
Let p = a2+ b2 and q = A2+B2 be odd primes with a ≡ A ≡ 1 (mod 4).
Suppose that p is a quadratic residue modulo q. Then we have(
p
q
)
4
(
q
p
)
4
= (−1) q−14
(
aB − bA
q
)
2
.
For more details on rational reciprocity laws readers may consult [6, 7].
On the other hand, k-th power residues modulo p have close relations with
the permutations in the finite field Fp. We first introduce some previous
work in this area. In [12] the well-known Zolotarev’s Theorem shows that
the Legendre symbol (a
p
) coincides with the sign of the permutation of Z/pZ
induced by multiplication by a. With the help of this, G. Zolotarev obtained
a simple proof of the law of quadratic reciprocity. Later W. Duke and K.
Hopkins [4] extended G. Zolotarev’s result to any finite groups. They also
generalized the law of quadratic reciprocity on finite groups. In [10] L.-Y
Wang and the first author studied some permutation problems induced by
quadratic permutation polynomials in Fp. In 2019, Z.-W Sun posed the
following permutation problems involving quadratic residues modulo p. Let
c1, · · · , cn be a sequence of all the n = (p− 1)/2 quadratic residues among
1, · · · , p− 1 in the ascending order. The sequence
{12}p, · · · , {n2}p. (1.1)
is a permutation σp on
c1, · · · , cn, (1.2)
where {a}p denotes the least nonnegative residue of a modulo p. Z.-W Sun
[9] first investigated this permutation and he obtained that
sgn(σp) =
{
1 if p ≡ 3 (mod 8),
(−1)(h(−p)+1)/2 if p ≡ 7 (mod 8),
where h(−p) is the class number of Q(√−p) and sgn(σp) is the sign of σp.
Inspired by Z.-W Sun’s work, the first author [11] studied the following
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permutation problem. Let g ∈ Z be a primitive root modulo p. Then the
sequence
{g2}p, {g4}p, · · · , {gp−1}p (1.3)
is a permutation of the sequence (1.1). The first author determined the sign
of this permutation in the case p ≡ 1 (mod 4).
We consider the following problem involving biquadratic residues. Let
p ≡ 1 (mod 8) be a prime. Let 0 < a1 < a2 < · · · < a(p−1)/4 <
p/2 be all quadratic residues modulo p in the interval (0, p/2). Clearly
{a21}p, {a22}p, · · · , {a2(p−1)/4}p are exactly all biquadratic residues modulo p
in the interval (0, p). Let g ∈ Z be a primitive root modulo p. Consider the
following sequences.
{a21}p, {a22}p, · · · , {a2(p−1)/4}p, (1.4)
{g4}p, {g8}p, · · · , {gp−1}p. (1.5)
b1, · · · , b(p−1)/4. (1.6)
Clearly (1.5) and (1.6) are permutations of (1.4) and we call these permu-
tations τp(g) and ρp respectively. The signs of τp(g) and ρp are denoted
by sgn(τp(g)) and sgn(ρp) respectively. In this paper, we mainly focus on
some congruences and some permutation problems induced by 4-th power
residues modulo p. Before the statement of our first result, we introduce
the following notations. We let
Ω1 := {0 < x < p/2 : x(p−1)/4 ≡ 1 (mod p)},
and let
Ω−1 := {0 < x < p/2 : x(p−1)/4 ≡ −1 (mod p)}.
With the above notations, we define Ap =
∏
t∈Ω1 t and Bp =
∏
t∈Ω
−1
t. We
will see in Lemma 2.2 that
A2p ≡ (−1)
p+7
8 (mod p),
and
B2p ≡ (−1)
p−1
8 (mod p).
From this, when p ≡ 9 (mod 16), we let βp ∈ {0, 1} satisfying
(−1)βp ≡ Ap (mod p).
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Let g ∈ Z be an arbitrary primitive root modulo p. When p ≡ 1 (mod 16),
we let δp(g) ∈ {0, 1} satisfying
(−1)δp(g) ≡ Ap/g(p−1)/4 (mod p).
For each prime p with p ≡ 1 (mod 4), it is known that p can be uniquely
written as
p = a2 + 4b2
with a ≡ −1 (mod 4) and b > 0. Clearly (2b/a)2 ≡ −1 (mod p). This shows
that 2b/a (mod p) is a primitive 4-th root of unity in the field (Z/pZ)×.With
these notations, when p ≡ 9 (mod 16), we let γp ∈ {0, 1} satisfying
(−1)γp ≡ 2bBp/a (mod p).
For each primitive root g modulo p, when p ≡ 1 (mod 16), we let µp(g) ∈
{0, 1} satisfying
(−1)µp(g) ≡ 2bBp/(ag
p−1
4 ) (mod p).
We also let χ4(·) denote the rational 4-th power residue symbol. To state
our result, we let
λp =
{
0 if Up > 0,
1 if Up < 0,
where Up denotes the product∏
1≤i<j≤(p−1)/4
sin
2pi(a2j − a2i )
p
.
We also let #S denote the cardinality of a finite set S and use the symbol
χ4(·) to denote the rational 4-th power residue symbol.
Now we are in the position to state our first result.
Theorem 1.1. Let p ≡ 1 (mod 8) be a prime of the form a2 + 4b2 with
a ≡ −1 (mod 4) and b > 0. Then we have the following results.
(i) If p ≡ 9 (mod 16), then sgn(τp(g)) is independent on the choice of g.
And we have
sgn(τp(g)) =
{
(−1)λp+βp+ 3p+11−2a+8b32 if χ4(2) = +1,
(−1)λp+γp+ 3p−21−2a+8b32 if χ4(2) = −1.
(ii) If p ≡ 1 (mod 16), then we have
sgn(τp(g)) =
{
(−1)λp+δp(g)+ 3p−5−2a+8b32 if χ4(2) = +1,
(−1)λp+µp(g)+ 3p+27−2a+8b32 if χ4(2) = −1.
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In this case, if we let
P = {0 < g < p : g is a primitive root modulo p},
then we have
#{g ∈ P : sgn(τp(g)) = 1} = #{g ∈ P : sgn(τp(g)) = −1}.
To state our second result, we let
εp = #{(x, y) : 0 < x, y, x+ y < p/2,
(
x
p
)
4
=
(
y
p
)
4
= 1}.
Theorem 1.2. Let p ≡ 1 (mod 8) be a prime. Then we have
sgn(ρp) = (−1)λp+εp.
Remark 1.1. It is clear that sgn(ρp) = 1 if and only if∏
1≤i<j≤(p−1)/4
({a2j}p − {a2i }p) > 0.
From this, we immediately obtain
#{(i, j) : 1 ≤ i < j ≤ p− 1
4
, {a2i }p > {a2j}p} ≡ λp + εp (mod 2).
We will prove Theorem 1.1 in Section 2. The proof of Theorem 1.2 will
be given in Section 3.
2. Proof of Theorem 1.1
We first introduce the definition of Jacobsthal sums. Readers may see [1]
for details.
Let m ∈ Z with p ∤ m. For all k ∈ Z+, the Jacobsthal sums φk(m) and
ψk(m) are defined by
φk(m) =
p−1∑
x=1
(
x
p
)(
xk +m
p
)
,
ψk(m) =
p−1∑
x=1
(
xk +m
p
)
.
We need the following result concerning Jacobsthal sums.
Lemma 2.1. Let p ≡ 1 (mod 4) be a prime of the form a2 + 4b2 with
a ≡ −1 (mod p) and b > 0. For all m ∈ Z with p ∤ m we have
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(i) ([1, Theorem 6.2.9]) The explicit value of φ2(m) is given by
φ2(m) =


2a if m
p−1
4 ≡ 1 (mod p),
4b if m
p−1
4 ≡ 2b/a (mod p),
−2a if m p−14 ≡ −1 (mod p),
−4b if m p−14 ≡ −2b/a (mod p).
(ii) ([1, Theorem 6.1.13]) The following equality holds.
ψ2k(m) = ψk(m) + φk(m).
To state the following Lemma, for all t ∈ Z we define
Np(t) = #{(x, y) : 0 < x < y < p
2
,
(
x
p
)
=
(
y
p
)
= 1, y2 − x2 ≡ t (mod p)}.
We have the following result.
Lemma 2.2. Let p ≡ 1 (mod 8) be a prime of the form a2 + 4b2 with
a ≡ −1 (mod p) and b > 0. For all t ∈ Z with p ∤ t, we have
Np(t) +Np(−t) =
{
(p− 3− 2a+ 2φ2(t))/16 if ( tp) = −1,
(p− 7 + 2a+ 2φ2(t)− 4χ4(t))/16 if ( tp) = 1.
Proof. It is clear that
Np(−t) = #{(x, y) : 0 < y < x < p
2
,
(
x
p
)
=
(
y
p
)
= 1, y2−x2 ≡ t (mod p)}.
Hence we see that Np(t) +Np(−t) is equal to np(t)/4, where
np(t) = #{(x, y) : 0 < x, y < p,
(
x
p
)
=
(
y
p
)
= 1, y2 − x2 ≡ t (mod p)}.
It follows from definition that
np(t) =
1
4
p−1∑
x=1
p−1∑
y=1
(1 +
(
x
p
)
)(1 +
(
y
p
)
)(1−
(
y2 − x2 − t
p
)2
).
To obtain np(t), we consider the following sums respectively. We first con-
sider
S1 =
p−1∑
x=1
p−1∑
y=1
(1−
(
y2 − x2 − t
p
)2
).
Clearly
S1 = #{(x, y) : 0 < x, y < p, y2 − x2 ≡ t (mod p)} = p− 3− 2
(
t
p
)
.
We next consider the sums
S2 =
p−1∑
x=1
p−1∑
y=1
(
x
p
)
(1−
(
y2 − x2 − t
p
)2
),
JACOBSTHAL SUMS AND PERMUTATIONS OF BIQUADRATIC RESIDUES 7
and
S3 =
p−1∑
x=1
p−1∑
y=1
(
y
p
)
(1−
(
y2 − x2 − t
p
)2
).
Suppose first that t is a quadratic non-residue modulo p. Then we have
S2 =
p−1∑
x=1
(
x
p
) p−1∑
y=1
(1−
(
y2 − (x2 + t)
p
)2
) =
p−1∑
x=1
(
x
p
)
(1 +
(
x2 + t
p
)
)
= φ2(t).
Suppose now that −t ≡ t20 (mod p) for some t0 ∈ Z. Then we have
S2 =
∑
x 6≡±t0 (mod p)
(
x
p
) p−1∑
y=1
(1−
(
y2 − (x2 + t)
p
)2
)
=
∑
x 6≡±t0 (mod p)
(
x
p
)
(1 +
(
x2 + t
p
)
) = φ2(t)− 2χ4(t).
The last equality follows from(
t0
p
)
= χ4(−t) = χ4(t).
With the essentially same method, we can also get the explicit value of S3
and obtain
S2 = S3 =
{
φ2(t) if (
t
p
) = −1,
φ2(t)− 2χ4(t) if ( tp) = 1.
Now we consider the sum
S4 =
p−1∑
x=0
p−1∑
y=0
(
xy
p
)
(1−
(
y2 − x2 − t
p
)2
).
Let (
x
y
)
=
(−1/2 1/2
1/2 1/2
)(
u
v
)
.
Clearly this is a Fp-linear bijection from Fp × Fp onto Fp × Fp. Hence
S4 =
p−1∑
u=0
p−1∑
v=0
(
u2 − v2
p
)
(1−
(
uv − t
p
)2
)
=
p−1∑
u=1
(
u2 − t2/u2
p
)
=
p−1∑
u=1
(
u4 − t2
p
)
= ψ4(−t2).
By Lemma 2.1 we have
ψ4(−t2) = ψ4(t2) = ψ2(t2) + φ2(t2) = −2 + 2
(
t
p
)
a.
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The last equality follows from ψ2(t
2) = −2 (cf. [5, p. 63]). Clearly we have
np(t) =
1
4
(S1 + S2 + S3 + S4).
By the explicit values of Si for i = 1, 2, 3, 4, we get the desired result. 
Recall that 0 < a1 < a2 < · · · < a(p−1)/4 < p/2 are all quadratic residues
modulo p in the interval (0, p/2). Now we consider the following product
Wp :=
∏
1≤i<j≤ p−1
4
(a2j − a2i ). (2.1)
Lemma 2.3. Let p ≡ 1 (mod 8) be a prime of the form a2 + 4b2 with
a ≡ −1 (mod 4) and b > 0. Then we have the following results.
(i) If 2 is a biquadratic residue modulo p, then we have
Wp ≡
{
(−1)λp+ p−3−2a+8b32 · Ap (mod p) if p ≡ 9 (mod 16),
(−1)λp+ p+29−2a+8b32 · Ap (mod p) if p ≡ 1 (mod 16).
(ii) If 2 is not a biquadratic residue modulo p, then we have
Wp ≡
{
(−1)λp+ p−3−2a−8b32 · 2bBp/a (mod p) if p ≡ 9 (mod 16),
(−1)λp+ p+29−2a−8b32 · 2bBp/a (mod p) if p ≡ 1 (mod 16).
Proof. We first set
dp := #{(x, y) : 0 < x < y < p
2
,
(
x
p
)
=
(
y
p
)
= 1, {y2 − x2}p > p
2
}.
It follows from definition that
Wp ≡
∏
0<t<p
tNp(t) ≡ (−1)dp
∏
0<t<p/2
tNp(t)+Np(−t) (mod p).
The last congruence follows from∑
0<t<p/2
Np(−t) = dp.
Since
{y2 − x2}p > p/2⇔ sin 2pi(y
2 − x2)
p
< 0,
we have
(−1)λp = (−1)dp .
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Recall that Ω1 and Ω−1 are defined as in Section 1. We also define the
following sets.
ΩR : = {0 < x < p/2 : x(p−1)/2 ≡ 1 (mod p)},
Ω2b/a : = {0 < x < p/2 : x(p−1)/4 ≡ 2b/a (mod p)},
Ω−2b/a : = {0 < x < p/2 : x(p−1)/4 ≡ −2b/a (mod p)}.
By Lemma (2.2) the product Wp (mod p) is equal to
(−1)λp
∏
t∈Ω1
t
p−11+6a
16
∏
t∈Ω
−1
t
p−3−2a
16
∏
t∈Ω2b/a
t
p−3−2a+8b
16
∏
t∈Ω
−2b/a
t
p−3−2a−8b
16 (mod p).
Simplifying the above congruence, we obtain
Wp ≡ (−1)λp
(
p− 1
2
!
) p−3−2a−8b
16 ∏
t∈Ω1
t
a+b−1
2
∏
t∈Ω
−1
t
b
2
∏
t∈Ω2b/a
tb
≡ (−1)λp
(
p− 1
2
!
) p−3−2a−8b
16 ∏
t∈ΩR
t
b
2
∏
t∈Ω1
t
a−1
2
∏
t∈Ω2b/a
tb (mod p).
We claim ∏
t∈Ω2b/a
t2 ≡ (−1) p+78 · 2b/a (mod p), (2.2)
and ∏
t∈Ω1
t2 ≡ (−1) p+78 (mod p), (2.3)
and ∏
t∈Ω
−1
t2 ≡ (−1) p−18 (mod p). (2.4)
In fact, we first have
x
p−1
4 − 2b/a ≡
∏
t∈Ω2b/a
(x− t)(x+ t) (mod pZ[x]).
This gives
(−1) p−18
∏
t∈Ω2b/a
t2 ≡ −2b/a (mod p).
Hence (2.2) holds. With the same method, (2.3) follows from
x
p−1
4 − 1 ≡
∏
t∈Ω1
(x− t)(x+ t) (mod pZ[x]),
and (2.4) follows from
x
p−1
4 + 1 ≡
∏
t∈Ω
−1
(x− t)(x+ t) (mod pZ[x]).
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Since p ≡ 1 (mod 8), we have 2 | b. In view of the above, we obtain
Wp ≡ (−1)λp+
p+7
8
· a+2b−3
4
(
p− 1
2
!
) p−3−2a−8b
16
(2b/a)
b
2
∏
t∈ΩR
t
b
2
∏
t∈Ω1
t (mod p).
It is known that 2 is a 4-th power residue modulo p if and only if the equation
x2 + 64y2 = p
has integral solutions. With our notations, this is equivalent to 4 | b. Read-
ers may consult [3] for details. Now we divide the remaining proof into two
cases. Recall that Ap and Bp are defined as in Section 1.
Case I. 2 is a 4-th power residue modulo p, i.e., 4 | b.
In this case, we first have a ≡ (p − 3)/2 (mod 16). By computation we
obtain
Wp ≡
{
(−1)λp+ p−3−2a+8b32 · Ap (mod p) if p ≡ 9 (mod 16),
(−1)λp+ p+29−2a+8b32 · Ap (mod p) if p ≡ 1 (mod 16).
Case II. 2 is not a 4-th power residue modulo p, i.e., b ≡ 2 (mod 4).
In this case, we first have a ≡ (p+ 13)/2 (mod 16). Via computation we
get
Wp ≡
{
(−1)λp+ p−3−2a−8b32 · 2bBp/a (mod p) if p ≡ 9 (mod 16),
(−1)λp+ p+29−2a−8b32 · 2bBp/a (mod p) if p ≡ 1 (mod 16).
In view of the above, we complete the proof. 
We now turn to some results involving primitive roots modulo p. For
each 2-adic integer n, the 2-adic order of n is denoted by ν2(x). And we use
the symbol ζ to denote the number e2pi
√−1/(p−1).
Lemma 2.4. For each positive integer k with k | p − 1. Let P (x) =∏
1≤i<j≤n(x
kj − xki), and let n = (p− 1)/k. Then we have
P (ζ) =


(−1)(n−2)/4 · nn/2 if ν2(n) = 1,
(−1)(n−4)/4 · √−1 · nn/2 if ν2(n) > 1,
(−1)(n−1)/4 · nn/2 if n ≡ 1 (mod 4),
(−1)(n+1)/4 · √−1 · nn/2 if n ≡ 3 (mod 4).
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Proof. One can verify the following identities.
P (ζ)2 =
∏
1≤i<j≤n
(ζkj − ζki)2 = (−1)n(n−1)2 ·
∏
1≤i 6=j≤n
(ζkj − ζki)
= (−1)n(n−1)2
∏
1≤j≤n
xn − 1
x− ζkj
∣∣∣
x=ζkj
= (−1)n(n−1)2 · nn ·
∏
1≤j≤n
ζ−kj
= (−1)n
2+n+2
2 · nn.
The last equality follows from the identity
∏
1≤j≤n(x− ζkj) = xn− 1. From
the above, it is enough to determine Arg(P (ζ)), where Arg(z) denotes the
argument of a complex number z. Via computation, we have
P (ζ) =
∏
1≤i<j≤n
ζ
k(i+j)
2 (ζ
k(j−i)
2 − ζ −k(j−i)2 )
=
∏
1≤i<j≤n
ζ
k(i+j)
2 · 2√−1 · sin pi(j − i)
n
.
Since sin pi(j−i)
n
> 0 for all 1 ≤ i < j ≤ n, we have
Arg(P (ζ)) ≡ pi
2
· n(n− 1)
2
+
pi
n
·
∑
1≤i<j≤n
(i+ j)
≡ pi
2
· n(n− 1)
2
+
pi
2n
· (
∑
1≤i,j≤n
(i+ j)−
∑
1≤i≤n
2i) (mod 2piZ).
By computation we obtain that
Arg(P (ζ)) ≡ pi · n(n + 1)
2
+
pi
2
· n
2 − 3n− 2
2
(mod 2piZ). (2.5)
Then (2.5) implies
P (ζ) = (−1)n(n+1)2 · (√−1)n
2
−3n−2
2 · nn2 .
Now we can easily get the desired result. 
From Lemma 2.4, we immediately obtain the following result.
Lemma 2.5. Let G(x) be an integral polynomial defined by
G(x) =
{
(−1)(n−2)/4 · nn/2 if ν2(n) = 1,
(−1)(n−4)/4 · nn/2 · x(p−1)/4 if ν2(n) > 1.
Then Φp−1(x) | P (x)−G(x).
Proof. It is sufficient to show P (ζ) = G(ζ). Hence our desired result follows
from Lemma 2.4. 
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Now we are in the position to prove our main result.
Proof of Theorem 1.1. It follows from definition that
sgn(τp(g)) =
∏
1≤i<j≤ p−1
4
{a2j}p − {a2i }p
g4j − g4i ≡
Wp∏
1≤i<j≤ p−1
4
(g4j − g4i) (mod p).
By Lemma 2.2 we get the explicit value of Wp (mod p).
Now we turn to the denominator. By [8, Proposition 10.3, p.61] we see
that p totally splits in Q(ζ). Hence by the Kummer Theorem (cf. [8,
Proposition 8.3, p.47]) we know that Φp−1(x) (mod pZ[x]) also totally splits
in Z/pZ[x]. And the set of primitive (p− 1)-th roots of unity of Q(ζ) maps
bijectively onto the set of primitive (p − 1)-th roots of unity of (Z/pZ)×.
We therefore have
Φp−1(x) ≡
∏
g∈P
(x− g) (mod pZ[x]),
where
P = {0 < g < p : g is a primitive root modulo p}.
By Lemma 2.5 we have∏
1≤i<j≤ p−1
4
(g4j − g4i) ≡ G(g) (mod p).
Via computation, we obtain
∏
1≤i<j≤ p−1
4
(g4j − g4i) ≡
{
(−1)⌊ p16 ⌋+1 · χ4(2) (mod p) if p ≡ 9 (mod 16),
(−1)⌊ p16 ⌋ · χ4(2) · g p−14 (mod p) if p ≡ 1 (mod 16),
where ⌊·⌋ denotes the floor function. By Lemma 2.2 and the above, we can
get the explicit value of sgn(τp(g)).
When p ≡ 9 (mod 16), it is clear that sgn(τp(g)) is independent on the
choice of g.
In the case p ≡ 1 (mod 16), we claim that for each g ∈ P we have
sgn(τp(g)) · sgn(τp(g−1)) = −1,
where g−1 ∈ P satisfies g · g−1 ≡ 1 (mod p). In fact, we have
sgn(τp(g)) · sgn(τp(g−1)) ≡
∏
1≤i<j≤ p−1
4
g4j − g4i
g−4j − g−4i ≡
G(g)
G(g−1)
≡ g p−12 ≡ −1 (mod p).
From this we obtain
#{g ∈ P : sgn(τp(g)) = 1} = #{g ∈ P : sgn(τp(g)) = −1}.
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In view of the above, we complete the proof. 
3. Proof of Theorem 1.2
We begin with the following Lemma.
Lemma 3.1. For each 1 ≤ m ≤ p− 1, we let
Am := {1 ≤ x ≤ p− 1 :
(
x
p
)
=
(
x+m
p
)
= 1}.
Then we have
#Am = (p− 3− 2
(
m
p
)
)/4.
Proof. It follows from definition that
#Am =
1
4
∑
0<x<p
x 6≡−m (mod p)
(1 +
(
x
p
)
)(1 +
(
x+m
p
)
)
=
1
4
(p− 2− 2
(
m
p
)
+
∑
0<x<p
(
x2 +mx
p
)
)
=
1
4
(p− 3− 2
(
m
p
)
).
The last equality follows from (cf. [5, Exercise 8, p. 63])∑
0<x<p
(
x2 +mx
p
)
= −1.

Lemma 3.2. Let Am be defined as in Lemma 3.1. Let p ≡ 1 (mod 8) be a
prime of the form a2 + 4b2 with a ≡ −1 (mod 4) and b > 0. Then we have∑
x∈Am
(
x2 +mx
p
)
4
=
1
2
(−1 + a
(
m
p
)
).
Proof. It is easy to see that
∑
x∈Am
(
x2 +mx
p
)
4
=
1
4
p−1∑
x=0
p−1∑
y=0
(
x2y2
p
)
4
(1−
(
y2 − x2 −m
p
)2
)
=
1
4
p−1∑
x=0
p−1∑
y=0
(
xy
p
)
(1−
(
y2 − x2 −m
p
)2
) =
1
4
S4,
where S4 is defined as in the proof of Lemma 2.2. Then our desired result
follows from the proof of Lemma 2.2. 
We also need the following result.
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Lemma 3.3. Let Am be defined as in Lemma 3.1, and let p ≡ 1 (mod 8)
be a prime of the form a2 + 4b2 with a ≡ −1 (mod 4) and b > 0. Then we
have the following results.
(i) If (m
p
) = −1, then
#{x ∈ Am :
(
x
p
)
4
= 1} =
{
(p− 1 + 4b)/8 if m p−14 ≡ 2b/a (mod p),
(p− 1− 4b)/8 if m p−14 ≡ −2b/a (mod p).
(ii) If (m
p
) = 1, then
#{x ∈ Am :
(
x
p
)
4
= 1} =
{
(p− 7 + 2a)/8 if χ4(m) = 1,
(p− 3− 2a)/8 if χ4(m) = −1.
Proof. We divide our proof into the following two cases.
(i) (m
p
) = −1. It is easy to see that
#{x ∈ Am :
(
x
p
)
4
= 1} = 1
8
p−1∑
x=1
(
(
x2
p
)
4
+ 1)(
(
x2 +m
p
)
+ 1)
=
1
8
(p− 1 + φ2(m)).
Then our desired result follows from Lemma 2.1.
(ii) (m
p
) = 1. Here we set m20 ≡ −m (mod p). It is easy to see that
#{x ∈ Am :
(
x
p
)
4
= 1} = 1
8
∑
1≤x≤p−1
x 6≡±m0 (mod p)
(1 +
(
x2
p
)
4
)(1 +
(
x2 +m
p
)
)
=
1
8
(p− 5− 2
(
m
p
)
4
+ φ2(m)).
Then Lemma 2.1 implies our desired result. 
We are now in the position to prove our main result.
Proof of Theorem 1.2. For all 1 ≤ m ≤ p− 1, we first let
Lm := {1 ≤ x ≤ p− 1−m :
(
x
p
)
=
(
x+m
p
)
= 1}.
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We also let
r++m = #{x ∈ Lm :
(
x
p
)
4
=
(
x+m
p
)
4
= 1},
r−−m = #{x ∈ Lm :
(
x
p
)
4
=
(
x+m
p
)
4
= −1},
r+−m = #{x ∈ Lm :
(
x
p
)
4
= 1,
(
x+m
p
)
4
= −1},
r−+m = #{x ∈ Lm :
(
x
p
)
4
= −1,
(
x+m
p
)
4
= 1}.
Using the map x 7→ p−m− x, it is easy to see that
r+−m = r
−+
m .
Clearly we have the following equalities:
r++m + r
−−
m + r
+−
m + r
−+
m = #Lm,
r++m + r
−−
m − r+−m − r−+m =
∑
x∈Lm
(
x2 +mx
p
)
4
,
r++m + r
+−
m = #{x ∈ Lm :
(
x
p
)
4
= 1},
r−−m + r
−+
m = #Lm −#{x ∈ Lm :
(
x
p
)
4
= 1}.
From the above, by computation we obtain
r++m = #{x ∈ Lm :
(
x
p
)
4
= 1} − 1
4
#Lm +
1
4
∑
x∈Lm
(
x2 +mx
p
)
4
. (3.1)
Replacing m by p−m, we get
r++p−m = #{x ∈ Lp−m :
(
x
p
)
4
= 1} − 1
4
#Lp−m +
1
4
∑
x∈Lp−m
(
x2 −mx
p
)
4
.
Using the map x 7→ p− x, we have
#Lp−m = #{p + 1−m ≤ x ≤ p− 1 :
(
x
p
)
=
(
x+m
p
)
= 1}.
We therefore get
#Lm +#Lp−m = #Am = (p− 3− 2
(
m
p
)
)/4.
The last equality follows from Lemma 3.1. Using the same method, we also
have ∑
x∈Lm
(
x2 +mx
p
)
4
+
∑
x∈Lp−m
(
x2 −mx
p
)
4
=
∑
x∈Am
(
x2 +mx
p
)
4
.
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From Lemma 3.2 we have∑
x∈Lm
(
x2 +mx
p
)
4
+
∑
x∈Lp−m
(
x2 −mx
p
)
4
=
1
2
(−1 + a
(
m
p
)
).
As −1 is a 4-th power residue modulo p, we can verify that
#{x ∈ Am :
(
x
p
)
4
= 1}
is equal to
#{x ∈ Lm :
(
x
p
)
4
= 1}+#{x ∈ Lp−m :
(
x
p
)
4
= 1}.
By Lemma 3.3 we can easily get the explicit value of
#{x ∈ Lm :
(
x
p
)
4
= 1}+#{x ∈ Lp−m :
(
x
p
)
4
= 1}.
Let bi be defined as in (1.6) for i = 1, · · · , (p− 1)/4. We clearly have
Sp :=
∏
1≤i<j< p−1
4
(bj − bi) ≡ (−1)
∑
0<m<p/2 r
++
p−m
∏
0<m<p/2
mr
++
m +r
++
p−m (mod p).
It is easy to verify that∑
0<m<p/2
r++p−m =
∑
0<m<p/2
#{1 ≤ x ≤ m− 1 :
(
x
p
)
4
=
(
m− x
p
)
4
= 1}
= εp.
In view of the above, via computation, we obtain
Sp ≡ (−1)εp
(
p− 1
2
!
) p−3−2a−8b
16 ∏
m∈ΩR
m
b
2
∏
m∈Ω1
m
a−1
2
∏
m∈Ω2b/a
mb (mod p).
It follows from definition that
sgn(ρp) ≡ Sp
Wp
(mod p),
where Wp is defined as in (2.1). Recall that in the proof of Lemma 2.3 we
obtain
Wp ≡ (−1)λp
(
p− 1
2
!
) p−3−2a−8b
16 ∏
t∈ΩR
t
b
2
∏
t∈Ω1
t
a−1
2
∏
t∈Ω2b/a
tb (mod p).
Hence we finally obtain
sgn(ρp) = (−1)λp+εp.
This completes the proof. 
JACOBSTHAL SUMS AND PERMUTATIONS OF BIQUADRATIC RESIDUES 17
Acknowledgments This research was supported by the National Natural
Science Foundation of China (Grant No. 11971222).
References
[1] B. C. Berndt, R. J. Evans and K. S. Williams, Gauss and Jacobi Sums, Wiley, New
York, 1998.
[2] K. Burde, Ein rationales biquadratisches Reziprozita¨tsgesetz, J. Reine Angew. Math.
235 (1969), 175–184.
[3] D. A. Cox, Primes of the form x2 + ny2, John Wiley & Sons, 1989.
[4] W. Duke and K. Hopkins, Quadratic reciprocity in a finite group, Amer. Math.
Monthly 112 (2005), 251–256.
[5] K. Ireland and M. Rosen, A Classical Introduction to Modern Number Theory
(Graduate Texts in Math.; 84), 2nd ed., Springer, New York, 1990.
[6] E. Lehmer, Rational Reciprocity Laws, Amer. Math. Monthly 85 (1978), 467–472.
[7] F. Lemmermeyer, Reciprocity laws from Euler to Eisenstein, Springer-Verlag, Berlin
Heidelberg, 2000.
[8] J. Neukirch, Algebraic Number Theory, Springer-Verlag, Berlin Heidelberg, 1999.
[9] Z.-W Sun, Quadratic residues and related permutations and identities, Finite Fields
Appl. 59 (2019), 246–283.
[10] L.-Y Wang and H.-L Wu, Applications of Lerch’s theorem to permutations of qua-
dratic residues, Bull. Aust. Math. Soc. 100 (2019), 362–371.
[11] H.-L Wu, Quadratic residues and related permuations, Finite Fields Appl. In press.
[12] G. Zolotarev, Nouvelle de´onstration de la loi de re´ciprocite´ de Legendre, Nouvelles
Ann. Math. 11 (1872), 354–362.
(Hai-Liang Wu) Department of Mathematics, Nanjing University, Nan-
jing 210093, People’s Republic of China
E-mail address : whl.math@smail.nju.edu.cn
(Yue-Feng She) Department of Mathematics, Nanjing University, Nan-
jing 210093, People’s Republic of China
E-mail address : she.math@smail.nju.edu.cn
