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Abstract
We describe a numerical method with guaranteed accuracy to enclose a double turning point for a radially
symmetric solution of the perturbed Gelfand equation. We use Nakao’s method and a system of equations
de1ned on an extended space to enclose a double turning point. We describe veri1cation procedures in detail
and give a numerical example.
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1. Introduction
We consider a radially symmetric solution of the perturbed Gelfand equation,
−:u= f(u; ) in ;
u= 0 on @; (1.1)
where = {x∈Rn | |x|¡ 1} (n¿ 3), f(u; )=exp{u=1 + u}, ∈R and ¿ 0. This equation arises
in the theory of combustion and was proposed by Frank-Kamenetskii [3]. As Fig. 1 indicates, the
bifurcation diagram possesses turning points for a certain range of values of .
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Fig. 1. Numerically obtained solutions of Eq. (1.1).
Of particular interest are the values =0 and = 0, at which two simple turning points coalesce
into a single nonsimple turning point. This point is often called a “double turning point”. To construct
a procedure for approximating a double turning points, we regard (1.1) as a nonlinear problem
depending on two parameters.
Eq. (1.1) has been investigated by several authors [1,8,9,14,15]. Recently, numerical veri1cation
methods for the treatment of simple turning points and continua of solutions of (1.1) have been
constructed and applied [6,9]. However, no method has yet been proposed for computing with
guaranteed accuracy the values of the parameters  and  at the double turning points of (1.1).
The main purpose of this paper is to apply an existing numerical veri1cation method to the
problem of enclosing the values 0 and 0 corresponding to the double turning point of (1.1). We
use Nakao’s method [7,16] and apply it to a system of equations for u related to (1.1) that exists
in an extended parameter space.
In the following section, we reduce, assuming a radially symmetric solution, and transform (1.1)
into the form we study. Then, we introduce a system of equations whose solution represents a
possible double turning point. In Section 3, a fundamental theorem that contains the veri1cation
conditions used in our method is presented. In Section 4, we give a numerical example and our
conclusions.
2. Problem and xed point formulation
If we assume that u is a radially symmetric function, then (1.1) is reduced to the following
ordinary diLerential equation in r = |x|:
−urr − n− 1r ur − f(u) = 0 in J ≡ (0; 1);
ur(0) = u(1) = 0: (2.1)
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Moreover, (2.1) can be transformed into the following integral equation:
u(r) =

n− 2
∫ 1
r
(1− sn−2)sf(u) ds+ 
n− 2
∫ r
0
(
1
rn−2
− 1
)
sn−1f(u) ds
= : Fˆ(u; ; ): (2.2)
Here, we give some of the de1nition and the main result about turning points [2,14], to clear the
essential points of our problem. We consider the two parameter nonlinear problems of the form
F(u; ; ) = 0; (2.3)
where , ∈R, u∈V , a Banach space, and F is a C3 mapping from V × R × R to V . For 1xed
= 0, we use the notation Fu(a), F(a), Fu(a), Fuu(a); : : : ; to denote the partial FrNechet derivatives
of F at a= (u; ; 0)∈V × R× R.
Denition 1. A solution a0 = (u0; 0; 0)∈V ×R×R of (2.3) is a turning point of F (with respect
to ) if the following properties hold:
Ker Fu(a0) = {w0 | ∈R}; w0 ∈V; w0 	= 0; (2.4)
RangeFu(a0) = {y∈V | 〈 0; y〉= 0};  0 ∈V ∗;  0 	= 0; (2.5)
F(a0) 	∈ Range(Fu(a0)); (2.6)
where 〈 0; y〉 is the duality pairing of  0 ∈V ∗ and y∈V .
Denition 2. A turning point a0 = (u0; 0; 0) of F is double (with respect to ) iL
〈 0; Fuu(a0)w0w0〉= 0; (2.7)
〈
 0; 16 Fuuu(a0)w0w0w0 + Fuu(a0)w0v0
〉 	= 0; (2.8)
where v0 is a solution of
Fu(a0)v0 =− 12 Fuu(a0)w0w0: (2.9)
Caluwaerts proposed the following system (2.10) of equations (de1ned in an extended parameter
space) to compute a double turning point of the nonlinear equation (2.3):
F(u; ; ) = 0; (2.10a)
Fu(u; ; )w = 0; w 	= 0; (2.10b)
Fu(u; ; )v+ 12 Fuu(u; ; )ww = 0; (2.10c)
k(w)− 1 = 0; (2.10d)
l(w; v) = 0: (2.10e)
Here k : V → R and l : V ×V → R are arbitrary functions that satisfy kw(w)w 	= 0 and lv(w; v) 	= 0.
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If a turning point (u0; 0; 0) of F is double, that is, the conditions from (2.3) to (2.9) holds, the
point (u0; 0; 0) satis1es (2.10a)–(2.10c). Eqs. (2.10d) and (2.10e) are needed to determine w and
v uniquely. This means that system (2.10) is a necessary condition for a double turning point.
Let V = {v∈C[0; 1]|v(1) = 0} and F(u; ; ) := Fˆ(u; ; ) − u. Using this system, we can obtain
a 1xed point form x=G(x) that represents a necessary condition for a double turning point, where
Fˆ(u; ; ) is that given in (2.2), x = (u; w; v; ; ) and G(x) = (Fˆ(u; ; ), Fˆu(u; ; )w; Fˆu(u; ; )v +
1
2 Fˆuu(u; ; )ww; + k(w)− 1; + l(w; v)).
3. Numerical verication method
The arguments outlined in this section are very similar to those given in Refs. [7,16]. We include
this outline to make the present paper self-contained.
3.1. Veri4cation condition
Let Sh ⊂ V be a 1nite-dimensional space, depending on the parameter h, which has the hat
functions j (j = 0; 1; : : : ; M − 1) as a basis. Then, we de1ne a linear interpolation operator "h0 :
V → Sh by
(rj) ="h0(rj) j = 0; 1; : : : ; M − 1:
Now, we de1ne the product spaces # and #h by # := V × V × V ×R×R and #h := Sh × Sh ×
Sh × R× R. Also, we de1ne the operator "h : # → #h by
"h(u; w; v; ; ) := ("h0u;"h0w;"h0v; ; ) for (u; w; v; ; )∈#:
Let xh = (uh; wh; vh; h; h) be an approximate solution of x = G(x), with G(x) as de1ned in the
previous section. We introduce the “residual” 1xed point form that corresponds to (2.10) by
x˜ :=


u˜
w˜
v˜
˜
˜


=


Fˆ(u; ; )− uh
Fˆu(u; ; )w − wh
Fˆu(u; ; )v+ 12 Fˆuu(u; ; )ww − vh
˜+ k(w)− 1
˜+ l(w; v)


= : G˜(x˜); (3.1)
where (u; w; v; ; ) = (uh + u˜; wh + w˜; vh + v˜; h + ˜; h + ˜)∈#. This equation can also be written as
"hx˜ ="hG˜(x˜);
(I −"h)(x˜) = (I −"h)G˜(x˜); (3.2)
where I represents the identity map on #.
We now make the following assumption.
Assumption 1. We denote the FrNechet derivative by D and de1ne DG˜(0) as the FrNechet derivative
of G˜ at 0. Then, we assume that the restriction to #h of the operator "h[I −DG˜(0)] : # → #h has
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the inverse
[Ih − A′h]−1 : #h → #h;
where Ih ="hI and A′h is a linear operator on #h, an approximation of "hDG˜(0).
Under this assumption, we can de1ne the operator "hN in (3.3). This means that we can construct
the set K de1ned by (3.6) which appears in Theorem 1. The existence of such a 1nite-dimensional
operator can be checked as the usual invertibility problem of a matrix corresponding to the restriction
operator [11,12].
We apply a Newton-like method to the 1rst equation in (3.2). For this purpose, we de1ne the
operator "hN as follows:
"hN ≡ "h − [Ih − A′h]−1"h(I − G˜): (3.3)
Then we obtain
x˜ = T (x˜); (3.4)
where T is the operator on # de1ned by T ≡ "hN +(I −"h)G˜. It is easy to see that x˜= T (x˜) and
x˜ = G˜(x˜) are equivalent.
We now expand the operator T at 0 and describe the veri1cation condition using Banach’s 1xed
point theorem. Setting x=(u; w; v; ; )=("h0u+(I−"h0)u;"h0w+(I−"h0)w;"h0v+(I−"h0)v; ; ),
we write
"h0u=
M−1∑
i=0
uii; "h0w =
M−1∑
i=0
wii; "h0v=
M−1∑
i=0
vii
and de1ne
(x)i ≡ |ui|; (x)M+i ≡ |wi|; (x)2M+i ≡ |vi| (i = 0; 1; 2; : : : ; M − 1)
(x)3M ≡ ||; (x)3M+1 ≡ ||;
(x)3M+2 ≡ ‖(I −"h0)x‖# = ‖(I −"h0)u‖C[0;1] + ‖(I −"h0)w‖C[0;1] + ‖(I −"h0)v‖C[0;1];
where ‖v‖C[0;1] ≡ maxr∈[0;1] |v(r)| for v∈C[0; 1] and ‖x‖# ≡ ‖u‖C[0;1]+‖w‖C[0;1]+‖v‖C[0;1]+ ||+ ||
for x=(u; w; v; ; )∈#. Then, choosing a positive vector X˜=(X˜ 0; X˜ 1; : : : ; X˜ 3M+2)t ∈R3M+3, we de1ne
the set X by
X ≡ {x˜∈# | (x˜)i6 X˜ i; i = 0; 1; : : : ; 3M + 2}: (3.5)
Next, we choose the vectors
(Y˜ 0; : : : ; Y˜ 3M+2)t ∈R3M+3; Y˜ i ¿ 0 (i = 0; 1; : : : ; 3M + 2);
(Z˜0; : : : ; Z˜3M+2)t ∈R3M+3; Z˜ i ¿ 0 (i = 0; 1; : : : ; 3M + 2)
such that
(T (0))i6 Y˜ i (i = 0; 1; : : : ; 3M + 2);
(DT (x˜1)x˜2)i6 Z˜ i (i = 0; 1; : : : ; 3M + 2) ∀x˜1; x˜2 ∈X;
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and we de1ne the set K in # by
K ≡ {v∈#|(v)i6 Y˜ i + Z˜ i; i = 0; 1; : : : ; 3M + 2}: (3.6)
Then, the veri1cation condition is described as follows:
Theorem 1. If K ⊂ X (that is, if Y˜i + Z˜i6 X˜i), then there exists a solution to
x˜ = T (x˜)
in K , and it is unique within the set X .
Proof (Outline): First, we de1ne a scaling norm ‖ · ‖X by
‖x‖X ≡ max
06i63M+2
(x˜)i
X˜ i
∀x˜∈#:
Second, we obtain the two relations
T (X ) ⊂ X and ‖T (x˜2)− T (x˜1)‖X 6 k‖x˜2 − x˜1‖X ∀x˜1; x˜2 ∈X
from the de1nition of this norm, for some k satisfying 0¡k ¡ 1. Then Banach’s 1xed point theorem
(see, e.g., Ref. [17]) gives the desired result.
3.2. Numerical algorithm
In this section, we present a numerical algorithm for obtaining the set K appearing in Theorem
1, after de1ning the set X . For the set K , we must estimate T (0) and DT (x˜1)x˜2 for any x˜1; x˜2 ∈X .
To this end, we 1rst note
T (0) = [Ih − A′h]−1"hG˜(0) + (I −"h)G˜(0):
Then, we denote the 1nite and in1nite parts of T (0) by Th(0) and T⊥(0), respectively, and consider
the vector −→gh ∈R3M+2 whose elements [gh]i are given as follows:
[gh]i ="h0Fˆ(uh(ri); h; h)− uh(ri); i = 0; 1; : : : ; M − 1;
[gh]M+i ="h0Fˆu(uh(ri); h; h)wh(ri)− wh(ri);
[gh]2M+i ="h0Fˆu(uh(ri); h; h)vh(ri) +
1
2 "h0Fˆuu(uh(ri); h; h)wh(ri)wh(ri)− vh(ri);
[gh]3M = k(wh)− 1;
[gh]3M+1 = l(wh; vh):
In order to compute the vector −→Th(0), whose elements are (Th(0))i, i = 0; 1; : : : ; 3M + 1, we solve
the equation
Gh
−→Th(0) =−→gh : (3.7)
Here Gh is a (3M +2)× (3M +2) matrix which corresponds to [Ih−A′h]. In order to solve (3.7) for−→Th(0), it is 1rst necessary to obtain −→gh . However, it is diRcult to do this exactly, and for this reason,
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we estimate −→gh by interval computation. Using this interval solution of (3.7), we can determine Y˜ i
satisfying
(Th(0))i6 Y˜ i; i = 0; 1; : : : ; 3M + 1: (3.8)
Next, to obtain an upper bound on T⊥(0), we use the following error estimation for the linear
interpolation.
Proposition 1 (Error estimation for linear interpolation, Schultz [13]): The relation
‖(I −"h0)v‖C[0;1]6 h
2
8
∣∣∣∣
∣∣∣∣ d
2v
dr2
∣∣∣∣
∣∣∣∣
∞
holds for all v∈C[0; 1] ∪ C2;∞(0; 1), where C2;∞(0; 1) := {v∈C2(0; 1) | ‖d2v=dr2‖∞¡∞} and
‖v‖∞ := supr∈J |v(r)| for v∈C(0; 1).
From the above proposition we have
‖T⊥(0)‖# = ‖(I −"h)G˜(0)‖#
6
h2
8
(∣∣∣∣
∣∣∣∣ d
2
dr2
Fˆ(uh; h; h)
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣
∣∣∣∣ d
2
dr2
Fˆu(uh; h; h)wh
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣
∣∣∣∣ d
2
dr2
Fˆu(uh; h; h)vh
∣∣∣∣
∣∣∣∣
∞
+
1
2
∣∣∣∣
∣∣∣∣ d
2
dr2
Fˆuu(uh; h; h)whwh
∣∣∣∣
∣∣∣∣
∞
)
= : Y3M+2:
On the other hand, the operator DT (x˜1) is de1ned by
DT (x˜1) x˜2 = [Ih − A′h]−1"h(DG˜(x˜1)x˜2 − A′h"hx˜2)
+ (I −"h)DG˜(x˜1)x˜2 x˜1; x˜2 ∈X:
Using (x˜)i6 X˜ i (i = 0; 1; : : : ; 3M + 2) for x˜∈X , we can estimate (DT (x˜1)x˜2)i by solving certain
interval linear equations in a similar manner as in the case of Y˜ i.
We now describe how to obtain a set X which is speci1ed by X˜ . First, we set the initial values
X˜ i;0 of X˜ i as
X˜ i;0 = Y˜ i i = 0; 1; : : : ; 3M + 2
and apply the following procedure. Noting that DT (x˜1)x˜2 depends on X˜ , we denote (DT (x˜1)x˜2)i by
Z˜ i(X˜ ) (i = 0; 1; : : : ; 3M + 2) for any x˜1; x˜2 ∈X . Then, we carry out the following:
(i) Check the conditions
Y˜ i + Z˜ i(X˜ k)6 X˜ i; k (i = 0; 1; : : : ; 3M + 2);
where k indicates the iteration number. If these conditions are satis1ed, then stop. This means
that veri1cation is completed.
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(ii) Otherwise, compute X˜ i; k+1 as
X˜ i; k+1 = (1 + 1)(Y˜ i + Z˜ i(X˜ k)) (i = 0; 1; : : : ; 3M + 2);
for some small positive number 1, and return to (i), after using this new X˜ i; k+1 to compute a
new Z˜ i(X˜ k).
4. Numerical example and conclusions
4.1. Numerical example
We list the results of a numerical example in Table 1 in the case n=3. Here, X and X represent
the bounds |− h| and |− h|, respectively. In the actual computation, we used the interval library
PROFIL [4], which supports the interval linear system solvers proposed in [11]. The functionals k
and l are given by
k(w) =
∫ 1
0
w2(r) dr; l(w; v) =
∫ 1
0
w(r)v(r) dr;
which appear in (2.10).
From the above result, we can conclude that there is a possible double turning point located near
(; )=(h; h)=(0:238797; 5:041111). In order to con1rm the existence of this double turning point,
we apply the method we proposed in Ref. [6] to obtain solutions of the perturbed Gelfand equation.
The results are plotted in Fig. 2. There it is seen that the bifurcation diagram possesses two turning
points when = 0:238, while it possesses no turning point when = 0:2396.
4.2. Conclusions
We numerically obtained veri1ed parameter values  and , representing a solution to necessary
conditions for a double turning point for radially symmetric solutions of the perturbed Gelfand
equation. We then numerically obtained continua of solutions on either side of the error bounds on
h and h (see Fig. 2). It is seen that one of these continua contains two simple turning points and
the other contains no turning point. Noting the fact that the two simple turning points coalesce in a
double turning points [10,14] and Fig. 2, it may be therefore reasonable to conclude that the values
of h and h (along with their error bounds) we computed correspond to a double turning point.
As a future work, it remains to derive a suRcient condition for a double turning point that can
be con1rmed numerically within a reasonable computation time. Since this is a lot of extra work
Table 1
Numerical results
h 0.238797
h 5.041111
X 0.0003056
X 0.028762224
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Fig. 2. Bifurcation diagram for (2.2) when  = 0:238 (the solid curve) and  = 0:2396 (the dotted curve).
involving aspects very diLerent from those treated in this paper, details on how this can be done
will be discussed in a separate paper [5].
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