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Abstract
Research on understanding and predicting systemic financial risk has been of increasing importance in the recent
years. A common approach is to build predictive models based on macro-financial vulnerability indicators to
identify systemic risk at an early stage. In this article, we
outline an approach for identifying different systemic risk
states through possibilistic fuzzy clustering. Instead of directly using a supervised classification method, we aim at
identifying coherent groups of vulnerability with macrofinancial indicators for pre-crisis data, and determine the
level of risk for a new observation based on its similarity
to the identified groups. The approach allows for differentiating among different possible pre-crisis states, and
using this information for estimating the possibility of systemic risk. In this work, we compare different fuzzy clustering methods, as well as conduct an empirical exercise
for European systemic banking crises.

1

Introduction

Recent episodes of financial turmoil have illustrated the
real economic costs of systemic financial crises. A financial crisis is a state in a financial system that causes
economic, social, and political costs [24] with disastrous
effects on the affected economies. For this reason, developing various methods for the purpose of crisis prediction has been an important research focus in recent
years. Among many other methods, machine learning algorithms and computational intelligence approaches are
increasingly used in this context [5]. In this article, we
describe an application of a specific class of clustering
methods, namely possibilistic clustering, to crisis prediction.
Clustering is one of the most important methods ap-
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plied in pattern recognition and data mining and aims
at partitioning a set of data points into groups of “similar” observations. Fuzzy clustering methods rely on settheoretical notions introduced by Zadeh [28], motivated
by the imprecision present in many (if not all) real life
phenomena. The main idea behind fuzzy sets (degree
of belonging to sets) naturally translates to clustering algorithms: elements can belong to several (overlapping)
fuzzy clusters specified by a membership value. In fuzzy
clustering, the fuzzy c-means (FCM) clustering algorithm
[1] is the best known and used method. Since the FCM
memberships do not always explain the degrees of belonging for the data well, Krishnapuram and Keller [9]
proposed a possibilistic approach to clustering to correct
this weakness of FCM.
In this paper we focus on a subset of fuzzy clustering methods (objective function-based algorithms) that
include the most widely applied variants [6]. Following
[13], we apply fuzzy clustering approaches to indicators
of financial crises, but extend our numerical study toward
several directions. First, we perform a performance comparison of several fuzzy clustering methods that particularly includes possibilistic approaches. Second, rather
than identifying overall financial stability states, we aim
at identifying natural clusters in pre-crisis data as to provide more descriptive probabilities representation through
different states and membership degrees. Third, we tackle
European systemic banking crises in the past decades in
contrast to their focus on excessive exchange-rate pressure in the 1990s in Asia. In a numerical study, this paper applies the chosen method as the basis of predicting
whether a country at a given time is in a pre-crisis state
or not based on the membership and typicality degrees of
belonging to different clusters. This allows for not only
differentiating among different possible pre-crisis states,
but also provides a possibilistic measure of severity for
each type of systemic risk.
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The rest of the paper is structured as follows. Section
2 presents the preliminaries and in Section 3 (possibilistic) fuzzy clustering algorithms are discussed. The main
focus is on describing how the method presented in [14]
can be used as the basis of crisis prediction. The numerical analysis is presented in Section 4 to offer a novel
approach utilizing possibilistic clustering as the basis of
systemic risk analysis. Finally, Section 5 provides conclusions and future research directions.

In the following we recall relevant literature and preliminary notations used in the article and related to: (i) crisis
prediction, specifically focusing on systemic risk analytics, utilizing machine learning methods, (ii) the application of fuzzy sets in machine learning, and (iii) mathematical basics of different fuzzy clustering approaches.

diction was given by Lin et al. [11]. Additionally to the
above mentioned two groups, they found statistics-based
learning methods, for example logistic regression [24] or
discriminant analysis [18], and other methods, such as genetic algorithms [19], as widely used in the crisis prediction literature.
Unsupervised learning methods, in particular clustering, have been used less frequently compared to other
methodologies, especially when compared to supervised
learning methods, and the contributions mainly originate
from the domain of individual’s credit evaluation. Additionally, it is important to observe that most of the contributions are restricted to a handful of clustering methods,
mainly utilizing c-means clustering. Kuo et al. [8] present
an evaluation of clustering algorithms for financial risk
analysis. They choose six clustering algorithms for the
study: c-means, expectation-maximization (EM), COBWEB, repeated-bisection approach, graph-partitioning algorithm, and density-based method.

2.1

2.2

2

Preliminaries

Machine learning in financial risk analysis

When utilizing machine learning, the main goal is to build
algorithms that can learn from the available data and utilize the results of the learning process, typically for predictions. Various machine learning methods can be classified in different ways, with the two most widely used
categories being the following:
• Supervised learning: in a general supervised learning algorithm, there is an attribute of particular interest (e.g. indicator of crisis period, credit score of
a customer), and the aim is to identify patterns in
the other attributes that influence the target attribute.
The target variable can be continuous (typically a
general prediction problem and usually approached
by a type of regression model) or categorical (classification problem). The most widely used methods
belonging to this group include decision trees [29],
neural networks [19] and support vector machines
[26].
• Unsupervised learning: methods belonging to this
group are applicable to problems with datasets with
out without target variables, and aim at identifying
underlying structures in the data. While in case of
the problem of crisis prediction, a class variable is
usually present, unsupervised learning methods can
still offer an important tool, with the most frequently
used methods belonging to this group include selforganizing maps [23] and c-means clustering [12]
In a recent and literature review, a complete picture of
the application of machine learning in financial crisis pre-

The role of fuzzy sets in machine learning

In the last decades, the tools of fuzzy set theory has been
increasingly applied to develop new machine learning
approaches and address various practical problems with
these tools. As it was pointed out by Hüllermeier [7],
the main reason behind this lies in the paradigm change
of model development: from knowledge-based to datadriven fuzzy modelling. While the traditional applications of fuzzy sets relied on the manual design of fuzzy
systems by utilizing the knowledge of human experts
(for example in approximate reasoning in control applications), this is in contrast with the automatic development of such systems by refining fuzzy models based on
available data.
Hüllermeier [7] specified the three most important potential advantages of fuzzy sets in machine learning,
present also in clustering models, as:
• creating models defined in terms of fuzzy concepts,
e.g. using fuzzy similarity measures to define the
distance among observations or using complex aggregation operators in model building;
• the use of non-inductive inference, e.g. applying
knowledge learnt in a different context;
• representation of uncertainty (partial truth), e.g. representing linguistic expressions or imprecision (nonrandom uncertainty) present in the data.
Fuzzy clustering, as one of the most popular applications of fuzzy sets in machine learning, has been addressed in several articles focusing on both model devel-
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opment and practical applications. From the modelling
perspective, there exist several families of models [20],
for example hierarchical cluster analysis or fuzzy c-shell
algorithm; still the most widely used variant, the objective
function-based clustering dominates the literature.

extending the possible values for the cluster memberships, µi j , to the [0, 1] interval as follows:
µi j ∈ [0, 1], 1 ≤ i ≤ c, 1 ≤ j ≤ n
c

∑ µi j = 1, 1 ≤ j ≤ n

i=1

2.3

Clustering

n

In clustering, the general input data consists of n observations: xi = [xi1 , xi2 . . . xim ] for i = 1, . . . , n, where every
observation includes measurement by m variables. The
following representation can be used:


x11 x12 . . . x1m
x21 x22 . . . x2m 


X = .
..
..
.. 
 ..
.
.
. 
xn1 xn2 . . . xnm
While the process of utilizing clustering does not require the availability of a target or class variable, in many
applications, as it is the case with this study, there is a
class variable xc , assigning one of a predefined classes
to each observations. The obtained clustering structure
can afterwards also aid in estimating class information for
new observations; this will be discussed later in the paper.
The output of a clustering algorithm is a partition of
the datapoints. Observations that are more similar to each
other in terms of a predefined distance measure, are assigned to the same partition subset or cluster. The traditional approach assumes that each observations is assigned to a single cluster. Formally, if we denote the number of clusters with c, a crisp partition can be described by
the matrix U = [µi j ]c×n , where
µi j ∈ {0, 1} , 1 ≤ i ≤ c, 1 ≤ j ≤ n
c

∑ µi j = 1, 1 ≤ j ≤ n

i=1

n

0<

∑ µi j < n, 1 ≤ i ≤ c

j=1

For example, in the traditional c-means clustering, the
partition is determined by assigning an observation to the
cluster with the cluster center minimizing the distance
from the observation.
As it was reasoned the first time in [21] using the famous “butterfly” example, in many cases it is reasonable
to release the assumption of an observation belonging to
a single cluster to assign observations on the boundary of
clusters to several clusters to some degree. This observation lead to the development of various fuzzy clustering
approaches [4].
The classical, usually termed as probabilistic, fuzzy
partition can be described with the same constraints with

0<

∑ µi j < n, 1 ≤ i ≤ c

j=1

Furthermore, a possibilistic fuzzy partition releases the
normalization constraint on the membership values and it
is replaced by
∃µi j > 0, 1 ≤ j ≤ n,
which ensures that every observation belongs to at least
one cluster to some degree.
While probabilistic fuzzy clustering can improve clustering based on crisp partitions from various perspectives,
it has an inherent limitation regarding the assumption requiring the sum of membership values to be equal to 1
for every observation. This property forces each point to
belong to at least one cluster to a large degree, which can
lead to misleading results when dealing with outliers. To
tackle this problem, possibilistic partitions as the basis of
clustering can be defined as in [9], by modifying the definition of a possibilistic fuzzy partition into
µi j ∈ [0, 1], 1 ≤ i ≤ c, 1 ≤ j ≤ n
µi j > 0, 1 ≤ j ≤ n
n

0<

∑ µi j < n, 1 ≤ i ≤ c

j=1

This type of partition, while ensures that each datapoint
belongs to at least one cluster, does not constrain an observation to necessarily belong to a high degree to clusters
overall. While in case of probabilistic fuzzy clustering µi j
is termed as membership value, in possibilistic clustering
this assignment value is termed as typicality value, and
denoted by ti j , a notation and terminology we will also
employ in the paper. An important example of the usefulness of typicality values arises when we deal with outliers. While traditional c-means clustering would force an
outlier to belong to at least one cluster to a high degree,
possibilistic clustering allows for low typicality values associated to all the clusters.

3

Possibilistic clustering for crisis
prediction

In the following, the mathematical preliminaries necessary to formulate various clustering methods are presented. Our main goal is to apply (fuzzy/possibilistic)
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clustering as the basis of a classification task with binary
outcomes. The presented method summarized in the second part of this section utilizes and adapts the general approach described in [14, 15] to the problem of crisis prediction.

3.1

Objective function-based possibilistic
fuzzy clustering for classification

Based on the above discussed types of partitions, there are
numerous clustering methods proposed in the literature.
The most widely applied methods belong to one of two
groups of approaches [20]: (i) objective function-based
methods aiming to find the optimal partition using optimization techniques, and (ii) methods generalizing the
objective function-based approach by specifying update
equations for the cluster centers and membership degrees
and perform iterative updates. In this work, we focus on
the more frequently utilized group of methods, the objective function-based approach. In these methods, a set of
variables, usually the membership values, are optimized
holding the other group (e.g., the cluster centers) fixed
and vice versa following an iterative updating scheme. A
general objective function, incorporating many of the proposals from the literature was formulated in [14, 15] as

c n 
J(X, U, B) = ∑ ∑ aµimj + btiλj d 2 (xi , c j )+
i=1 j=1
c
n

c

(1)

c

1
2 (c , c )
ζ
d
i j
j=1, j6=i

∑ ηi ∑ (1 − ti j )λ + ∑ γi ∑

i=1

j=1

i=1

where µi j is the membership, ti j is the typicality, and
the other parameters modify the distance measure in the
model and the shape of the resulting clusters. The special cases of this function include the ones used in: (i) the
fuzzy c-means [1] (a = 1, b = 0, ηi = 0, γi = 0); (ii) possibilistic fuzzy clustering in [9] (a = 0, b = 1, γi = 0); (iii)
mixed c-means clustering model [16] (a = 1, b = 1, ηi =
0, γi = 0) (iv) possibilistic c-means clustering model [17]
(γi = 0); (v) the extended possibilistic clustering model
[25] (a = 0).
In this work, we only focus on fuzzy c-means clustering and the original possibilistic clustering methodology.
In the first case, the algorithm uses the update formulas
1

µi, j =
∑ck=1

cj =



d(xi ,c j )
d(xi ,ck )



∑ck=1 µk,m j xk
∑ck=1 µk,m j

2
m−1

(2)

(3)

while in the possibilistic case, the typicality values and
the cluster centers are calculated in every iteration as
1

ti, j =
∑ck=1
cj =



d(xi ,c j )
ηk



(4)

2
m−1

∑ck=1 tk,m j xk
∑ck=1 tk,m j

(5)

The fuzzy exponent value m > 1 specifies the extent of
overlapping between clusters, with the two extreme being
the classical c-means (when m approaches 1) and completely overlapping clusters when m → ∞.
In applying clustering approaches, a crucial issue is to
determine the appropriate number of clusters. For this
purpose, there are several cluster validity measures proposed to asses cluster configurations, with many of them
specific to fuzzy clustering as traditional measures evaluating hard clusterings are not applicable. As it was
pointed out by Wang and Zhang [27], there is not a single
validity measure that shows good performance in every
situation, it is always recommended to consider several
measures as the basis of evaluating the optimal number
and structure of clusters. Typical measures defined for
fuzzy clustering approaches include the partition coefficient [1] and the separation index [6]. In this article, as it
will be described later in more details, we use a measure
of classification performance to select the optimal number
of clusters.

3.2

Fuzzy clustering for crisis prediction

In the following, we describe how the obtained clusters
can be utilized as the basis of crisis prediction with the
main focus on describing the case of possibilistic clustering and typicality values. Our basic setting is that we have
a set of datapoints with several components representing
specific financial indicator measures characterizing an entity at a given time point, and a binary class value specifying whether the entity experienced a pre-crisis period at
that time point. The task is to predict the pre-crisis class
based on the information from the indicator values.
To utilize the output of fuzzy clustering as a basis of
solving a classification problem, the following steps need
to be performed: (i) specifying a hard clustering; and (ii)
assigning a class to each cluster. In case of traditional
fuzzy c-means clustering, the associated hard clustering is
obtained by assigning the observation to the cluster with
the highest corresponding membership value. While this
first step is trivial to perform, the second step of assigning
a class to each cluster that results in optimal classification accuracy requires determining the optimal threshold
value on the required percentage of observations in a crisis state assigned to a cluster. This threshold can be found
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by sorting the clusters based on the frequency of observations in crisis state, and evaluate the accuracy when the
top k clusters are assigned the crisis class, for k = 1, . . . , c,
where c is the number of clusters.
Possibilistic clustering can be applied in a conceptually
different way as motivated in [14]. Namely, the clustering is applied only to the data points classified as being in
a pre-crisis state, termed as positive cases from now on.
When the clusters are created, the new observations are
assigned to some (or none) of the clusters in terms of the
typicality values. As initially every cluster contains only
crisis cases, one would expect observations being in a
tranquil state to have large distance from all the specified
clusters, meaning that all the associated typicality values
are low. Formally, we calculate the minimum of the typicality values for each point, and if it is smaller than a
specific threshold value, then the observations is assigned
to the tranquil class. The threshold can be identified with
the Usefulness measure (i.e., a preference weighted average of type I and II errors [22]).
As a summary, the following steps capture the most
important components of the approach. These steps are
based on the specifications of the general possibilistic
clustering approaches described in [14, 15] applied to the
context of crisis prediction. Our main contribution lies in
the way we combine membership and typicality degrees
compared to the original paper.
• Initialize the clustering process with the membership
values generated by a run of fuzzy c-means clustering. This step is necessary, because as it was mentioned previously, with random initialization of typicality values possibilistic clustering tends to result
in identical cluster centers. Additionally, the clustering parameters (i.e., maximum number of iterations, range for the possible number of clusters to be
tested) are defined.

2:

3:
4:
5:
6:
7:
8:
9:
10:
11:

12:

4

Initialize ti j values through a run of traditional cmeans clustering using crisis observations from the
dataset
for c ∈ [2, cmax ] do
while iteration number is less than n do
Update ti j
Recalculate the cluster centers
end while
Assign the non-crisis cases to the clusters using the average of membership and typicality
Determine a threshold value for belonging to
clusters based on usefulness measure
end for
return c, the optimal number of clusters and the
assignment of the observations to one of the two
classes
end procedure

Predicting European banking
crises with possibilistic clustering

In the following we present the numerical experiment: the
data used, the classification accuracy measures employed,
and the results.

4.1

Data

• Predict the class for new observations by comparing
the minimum of typicality values among all the clusters to a specified threshold.

The dataset used in this paper covers as many European economies as possible on a quarterly frequency and
spans from 1976Q1 to 2014Q3. The sample is an unbalanced panel with 15 European Union countries: Austria,
Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, the Netherlands, Portugal,
Spain, Sweden, and the United Kingdom. In total, the
sample includes 15 crisis events, which cover systemic
banking crises. The dataset consists of two parts: crisis events and vulnerability indicators. The crisis events
cover country-level distress in the financial sector with
systemic implications and rely on the IMF’s crisis event
initiative by [10]. The second part of the dataset consists of country-level macro-financial vulnerability indicators. In most cases, we have relied on the most commonly used transformations, such as ratios to GDP or income, growth rates, and absolute and relative deviations
from a trend. We include the following measures in the
analysis (in parenthesis the mean and standard deviation
of the variables):

A pseudo code capturing the main steps of the algorithm
can be specified as follows.

• House prices to income (mean: 86.86, standard deviation: 24.42)

procedure P OSSIBILISTIC CLUSTERING FOR CRI SIS PREDICTION (X, m, cmax , n)

• Current account to GDP (mean: −0.13, standard deviation: 5.79)

• Update the typicality values based on the formulas
specified above, and calculate the center of the clusters.
• When a specified stopping criterion is reached (in
terms of the number of iterations or change in the
typicality values), stop the updating and record the
final cluster centres.

1:
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• Government debt to GDP (mean: 60.96, standard deviation: 33.29)
• Debt to service ratio (mean: 22.28, standard deviation: 16.31)
• Loans to income (mean: 114.71, standard deviation:
57.86)
• Credit to GDP (mean: 127.20, standard deviation:
61.70)
• GDP growth (mean: 2.53, standard deviation: 3.26)
• Bond yield (mean: 2.93, standard deviation: 3.34)
• Credit growth (mean: 4.83, standard deviation:
5.99)
• Inflation (mean: 5.78, standard deviation: 11.08)
• House price growth (mean: 1.88, standard deviation:
8.53)
• Stock price growth(mean: 6.37, standard deviation:
28.94)
• Credit to GDP gap (mean: 3.78, standard deviation:
13.63)
• House price gap (mean: 1.30, standard deviation:
13.72)
The above measures cover asset prices (e.g., house and
stock prices), leverage (e.g., mortgages, private loans and
household loans), business cycle indicators (GDP and inflation), measures from the EU Macroeconomic Imbalance Procedure (e.g., current account deficits and government debt), and the banking sector (e.g., loans to deposits). In most cases, we have relied on the most commonly used transformations, such as ratios to GDP or income, growth rates, and absolute and relative deviations
from a trend. A more detailed description of the data can
be found in [5]

4.2

Experiment design

The numerical experiment utilizes the procedure described in the previous section. As the objective of the
models in this paper is to support systemic risk analysis,
we have a set-up that strictly follows the use of data in a
real-time manner. The ultimate objective is two-fold: to
identify systemic risk states (clusters) and their possibilistic likelihood (membership/typicality degree). To achieve
this, we make use of the following analysis procedure according to the general approach described above:

• Identify optimal number of clusters and apply possibilistic clustering to pre-crisis data (i.e., solely observations representing systemic risk or vulnerability
states).
• Compute typicality values for all data to the clusters,
in which data distant to all cluster centroids exhibits
low typicality values to all clusters.
• Identify optimal thresholds on the possibilistic likelihood with the Usefulness measure (i.e., a preference
weighted average of type I and II errors).
We apply the above in multiple ways. The first differentiation is in-sample vs out-of-sample analysis. In this
work, we start with in-sample analysis, and also target
out-of-sample analysis by splitting the data into train and
test sets at a specific year. While in-sample analysis can
illustrate the usefulness of the method, relying only on
this in an evaluation process can result in various drawbacks, mainly in the problem of overfitting. For this reason, it is important to employ also out-of-sample analysis, where the model built on a specific part of the dataset
(training set) is evaluated on a different part (test set) not
used in building the clusters. This also reflects the main
intended use of the proposed method, namely using it to
predict pre-crisis state for a country, as a prediction in
real-time can only rely on already observed data.

4.3

Classification performance measures

The traditional way of evaluating binary classification
problems is through the confusion matrix which is specified through the following four values: (i) true positive
(T P), i.e. positive cases classified correctly as positive;
(ii) true negative (T N), i.e. negative cases classified correctly as negative;(i) false positive (FP), i.e. negative
cases classified incorrectly as positive;(iv) false negatives
(FN), i.e. positive cases classified incorrectly negative.
Based on these notations, one can define type I error as
T1 = FN/(FN + T P) (the share of misclassified positive
cases to the total number of positive cases), and type II
errors T2 = FP/(T N + FP) (the share of misclassified
negative cases to the total number of negative cases). By
specifying the preference between making type I and type
II errors as µ and using the notations P1 and P2 for the
probabilities of positive and negative cases, respectively,
the loss function can be defined as L(µ) = µT1 P1 + (1 −
µ)T2 P2 . The absolute usefulness of a classification model
can be defined by comparing the loss function to using
the model of assigning every observation to the most frequent class: Ua (µ) = min(µP1 , (1 − µ)P2 ) − L(µ). Relative usefulness compares absolute usefulness with a per-
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fect model (model with loss function value 0)
Urel (µ) =

min(µP1 , (1 − µ)P2 ) − L(µ)
.
min(µP1 , (1 − µ)P2 )

The optimal threshold for the classification problem is
chosen as the value which results in maximal relative usefulness.
A basic measure of prediction performance is accuracy
(T P + T N/(T P + T N + FP + FN)): the proportion of
correctly classified cases. A popular performance measure is the area under the curve (AUC), which is based on
the Receiver Operating Characteristic (ROC). The ROC
curve [2] depicts the true positive and false positive rates
based on the threshold chosen in case of a probabilistic
classifier output to determine the output class, and AUC
measures the area under the ROC curve. The maximum
value of AUC is 1, and the closer the value is to 1, the
higher the probability that the classifier assigns the right
class to the data point. It is important to note that the
value of AUC can be misleading in the case of a dataset
with imbalanced classes, but still this is one of the most
widely used evaluation measures.

4.4

Results

In the following, the results of the numerical experiment
are presented. In [14], some preliminary results were
presented using various fuzzy clustering methodologies,
but with inconclusive results regarding the suitability of
the approaches for different datasets. In the considered
dataset, we have 238 positive (crisis) and 1129 negative
observations, resulting in an unbalanced dataset with 17.4
% of positive cases. The small amount of datapoints puts
a limitation on the capability of the possibilistic clustering methodology to result in very high accuracy and AUC
values, especially when we consider out-of-sample analysis. The problem of working with imbalanced datasets in
general is discussed for example in [3]. Considering this,
instead of purely focusing only on overall classification
accuracy, in the analysis we decided to pay specific attention to checking the effect of utilizing typicality values
together with memberships in the clustering model, analyse the impact of the sample being unbalanced, and offering some basic guidelines on how to utilize the output
of clustering in a more descriptive type of analysis while
always paying special attention to reducing the number of
false negatives, as a misclassification of a pre-crisis state
is much more costly than a false alarm.
As the first exercise, we performed in-sample analysis.
In this step, we utilized all the 238 positive observations to
perform fuzzy clustering, then we identified the optimal
number of clusters based on the usefulness measure. The
number of clusters tested in the experiment ranged from

2 to 25. We have tried several combinations of model
parameters, and the presented results are obtained with
setting a = 1, b = 1, m = 2, and η = 2. Here we note that
without initializing the algorithm with values from an initial run of the traditional fuzzy c-means, we always obtain
identical cluster centers, which implies that the classification part of the approach results in either each observation classified as positive or as negative, depending on the
parameter of the usefulness measure. The results of the
analysis are presented in Table 1. In all the tables presenting the results, the percentage values are specified in
a way that T P + FN = T N + FP = 100%. As one can
observe, while classification accuracy is not particularly
high, the usefulness value shows that the approach offers
improvements compared to the baseline model. Additionally, the number of false negatives is less than 2%, emphasizing the important result that the likelihood of missing a
crisis is very low. Lastly, we can observe that by combining the information from the typicality and membership
degrees as the minimum of the two values can slightly
improve the performance of the algorithm.
In order to check the effect of the dataset being unbalanced, we performed an in-sample analysis focusing
on the years after 2000, where the class frequencies are
237 positive and 563 negative. As we can see from Table (2), the results are better, especially considering the
50% improvement in usefulness. This results combined
with the observations of higher accuracy for more balanced datasets in [14] indicate that the initial class distribution can significantly affect the quality of the output of
the algorithm.
In the out-of-sample analysis, we divided the dataset
into training and test set. The training set consists of the
years preceding 2007, resulting in approximately 70-30%
division of the positive cases into the training and test set,
respectively. The results can be seen in Table (3). As
one can observe, while the accuracy regarding only the
positive cases decreased, which is a natural tendency in
out-of-sample analysis, the usefulness and overall accuracy have improved.
To exemplify the additional use of clustering, we
looked at the output of the out-of-sample analysis for
two countries, Portugal and Germany, for the years 20072014 (31 quarters). The following discussion presents
an analysis that could be performed for any of the countries present in the dataset, we chose these two cases because they reflect two specific general behaviours as described below. Both countries have been in a pre-crisis
state from 2007 Q1 until 2008 Q3, and the cluster structure built based on data before 2007 correctly identified
all but one (Portugal in 2007 Q1) of this observations as
being in a pre-crisis state. However, when we look at the
remaining datapoints, we obtain very distinct results for
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ti j
min(ti j , µi j )

c
15
13

TN
269 (24%)
283 (25%)

FP
860 (76%)
846 (75%)

TP
233 (98%)
233 (98%)

FN
5 (2%)
5 (2%)

AUC
0.63
0.65

Acc
0.37
0.38

Urel
0.20
0.21

AUC
0.67
0.68

Acc
0.52
0.56

Urel
0.29
0.32

Table 1: Results of the in-sample analysis

ti j
min(ti j , µi j )

c
15
8

TN
185 (33%)
224 (40%)

FP
378 (67%)
339 (60%)

TP
230 (97%)
221 (93%)

FN
7 (3%)
16 (7%)

Table 2: Results of the in-sample analysis based on data after 2000

the two countries. In case of Portugal, only 5 out of the
remaining 24 tranquil quarters are misclassified as being
in a pre-crisis state (2008 Q4 and 2009Q2-2010Q1, all of
them just after the true pre-crisis periods), while in case
of Germany we find 17 false positive cases. One possible explanations for this can be found when we look
at the original structure of the clusters created based on
the training set to which the test set observations of these
two countries are assigned. We found that pre-crisis states
of Portugal were assigned to clusters which additionally
contained several observations from other countries, in
this sense representing a set of datapoints being in crisis independently of the country specific features. On the
other hand, many pre-crisis observations from Germany
belong to clusters that almost exclusively contain observations from Germany, indicating a set of observations in
pre-crisis state together with the unique features of the
German economy. Considering this, the misclassification
in case of Germany can be mainly attributed to the tranquil states being similar to the pre-crisis states in terms of
the specific attributes of Germany. At the same time in
case of Portugal, the structure of clusters containing precrisis states of this country are not so much affected by
the unique features of Portugal, but by general features of
a country being in a pre-crisis state. This reasoning shows
an example of discovering an underlying structure in the
clusters that would not be possible with other methodologies.

5

Conclusions

In the literature, there are numerous proposals to predicting systemic risk. In this article, we outlined a possible
approach using different vulnerability measures as a basis
of clustering. We propose to use possibilistic fuzzy clustering as it has various benefits compared to traditional
clustering approaches that better allow for describing the
(dis)similarity to systemic risk states. We outlined the approach for systemic risk analysis, and offer some prelim-

inary results in a numerical experiment focusing on crisis
prediction.

This study extends previous work in [13] along several directions. First, we tackle European systemic banking crises in the past decades, in contrast to their focus
on excessive exchange-rate pressure in the 1990s in Asia.
Additionally, rather than identifying overall financial stability states, we aim at identifying natural clusters in precrisis data in order to provide more descriptive representations through different states and membership degrees.
The proposed approach can provide, beyond a crisis probability provided by standard early-warning models, more
descriptive output that allows coupling the characterization of and membership to different systemic risk states
with concrete policy actions. As the most important future research direction, this angle of the study will be extended, with a special focus of the visualization of the
resulting clusters. This could offer a structured way of
performing analysis similar to the one presented in the
end of Section 4. Another main future goal would be to
obtain a descriptive profile of various possible crisis scenarios in terms of distinct clusters and use it to obtain
a more qualitative type of understanding (an example of
this is the discussion on the case of Germany and Portugal). While the classification performance is sufficiently
good in terms of positive cases, it is nearly not as good
for tranquil states, consequently, in its form the method
would not be used (and this was not our original intention either) as an early warning model per se, but as a
support tool to provide a more detailed understanding on
crisis states, and we can see that for those cases the model
works very well. Additionally, in the future the approach
can be utilized in systemic risk analytics with various extensions of the classical possibilistic clustering algorithm,
incorporating various, higher-level families, of fuzzy sets.
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ti j
min(ti j , µi j )

c
13
14

TN
247 (67%)
251 (68%)

FP
124 (33%)
120 (32%)

TP
55 (62%)
54 (61%)

FN
34 (38%)
35 (39%)

AUC
0.66
0.67

Acc
0.65
0.66

Urel
0.26
0.27

Table 3: Results of the out-of-sample analysis
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