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Abstract
The roundoff errors in computer simulations of continuous dynamical systems, which
are caused by finiteness of machine arithmetic, can lead to qualitative discrepancies be-
tween phase portraits of the resulting spatially discretized systems and the original systems.
These effects can be modelled on a multidimensional integer lattice by using a dynamical
system obtained by composing the transition operator of the original system with a quan-
tizer representing the computer discretization procedure. Such model systems manifest
pseudorandomness which can be studied using a rigorous probability theoretic approach.
To this end, the lattice Zn is endowed with a class of frequency measurable subsets and a
spatial frequency functional as a finitely additive probability measure describing the limit
fractions of such sets in large rectangular fragments of the lattice. Using a multivariate ver-
sion of Weyl’s equidistribution criterion and a related nonresonance condition, we introduce
an algebra of frequency measurable quasiperiodic subsets of the lattice. The frequency-
based approach is applied to quantized linear systems with the transition operator R ◦ L,
where L is a nonsingular matrix of the original linear system in Rn, and R : Rn → Zn
is a quantizer (in an idealized fixed-point arithmetic with no overflow) which commutes
with the additive group of translations of the lattice. It is shown that, for almost every
L, the events associated with the deviation of trajectories of the quantized and original
systems are frequency measurable quasiperiodic subsets of the lattice whose frequencies
are amenable to computation involving geometric probabilities on finite-dimensional tori.
Using the skew products of measure preserving toral automorphisms, we prove mutual in-
dependence and uniform distribution of the quantization errors and investigate statistical
properties of invertibility loss for the quantized linear system, thus extending the results
obtained by V.V.Voevodin in the 1960s. In the case when L is similar to an orthogonal
matrix, we establish a functional central limit theorem for the deviations of trajectories
of the quantized and original systems. As an example, these results are demonstrated for
rounded-off planar rotations.
∗This work is a slightly edited version of two research reports: I.Vladimirov, “Quantized linear systems on
integer lattices: frequency-based approach”, Parts I, II, Centre for Applied Dynamical Systems and Environmental
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1 Introduction
The roundoff errors in computer simulations of continuous dynamical systems, which are caused
by finiteness of machine arithmetic, can lead to dramatic discrepancies between phase portraits
of the resulting spatially discrete systems and the original systems [2, 9, 11]. A model class
of these spatially discretized systems is provided by dynamical systems on multidimensional
integer lattices, obtained by composing the transition operator of the original system with a
quantizer which represents the computer discretization procedure [4, 13, 17]. Trajectories of
such model systems exhibit pseudorandomness. This suggests that their statistical properties
can be studied from a probability theoretic point of view by equipping the integer lattice with
a probability measure so as to quantify the discretization effects for a sufficiently wide class of
dynamical systems.
The present study is concerned with those “events” on the lattice which are associated with
the deviation of trajectories of the discretized and original systems. We develop a rigorous
probabilistic approach to quantized linear systems on the n-dimensional integer lattice Zn with
the transition operator R ◦ L, where L is a nonsingular matrix of the original linear system in
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Rn, and the map R is a quantizer in an idealized fixed-point arithmetic with no overflow. To
this end, the lattice Zn is endowed with a class of frequency measurable subsets and a spatial
frequency functional as a finitely additive probability measure on such sets. We introduce an
algebra of quasiperiodic subsets of the lattice, which are frequency measurable under a non-
resonance condition, and apply this frequency-based approach to the quantized linear systems.
We show that almost every matrix L satisfies the nonresonance condition, and the events asso-
ciated with the deviation of trajectories of the quantized and original systems over a bounded
time interval are representable as frequency measurable quasiperiodic subsets of the lattice. The
frequencies of these sets are amenable to computation which involves geometric probabilities
on finite-dimensional tori. In particular, for the generic matrices L, satisfying the nonresonance
condition, we prove the mutual independence and uniform distribution of quantization errors,
and investigate the statistical properties of the invertibility loss for the transition operator. In the
case where L is similar to an orthogonal matrix, this allows a functional central limit theorem
to be established for the deviations of trajectories of the quantized and original systems. As
an illustration, we apply these results to a two-dimensional quantized linear system associated
with the problem of rounded-off planar rotations.
Given the length of this report, we will now outline its structure and main results. In Sec-
tion 2, the n-dimensional integer lattice Zn is endowed with a frequency functional F. The
frequency F(A) of a set A ⊂ Zn is defined as the limit fraction of points of the set in unbound-
edly increasing rectangular fragments of the lattice. The class S of frequency measurable sets,
for which this limit exists, is closed under the union of disjoint sets and the complement of a
set to the lattice, and F is a finitely additive probability measure on the class S os such subsets
of the lattice. The frequency F is defined in Section 2.2 as an average value of the indicator
function of a set, with the average value functional A on a class of averageable functions being
introduced in Section 2.1. Since S is not a σ-algebra, and F is not a countably additive measure,
the triple (Zn,S,F) can be regarded as an unusual probability space (where the average value
functional A plays the role of expectation) which does not satisfy Kolmogorov’s axioms [14].
Nevertheless, this probability space allows a random element with values in a metric space X
to be defined as a map g : Zn → X for which there exists a countably additive probability mea-
sure D such that the preimage g−1(B) of every D-continuous [1] Borel set B ⊂ X is frequency
measurable with frequency F(g−1(B)) = D(B). Any such map g is called D-distributed and
generates an algebra Sg ⊂ S of events related to the behaviour of g. The distributed maps
are discussed in Section 2.3. The averagability of a function, the frequency measurability of
a set and the property of a map to be distributed are closely related to each other and can be
formulated in terms of the weak convergence of probability measures in metric spaces [1].
Section 3 introduces a class of quasiperiodic objects which are nontrivial examples of av-
erageable functions, frequency measurable sets and distributed maps. Section 3.2 describes
quasiperiodic subsets of the lattice Zn. Any such set is specified by a Jordan measurable set
G ⊂ [0, 1)m and a matrix Λ ∈ Rm×n, and is denoted by Qm(G,Λ). The set Qm(G,Λ) is formed
by those points x ∈ Zn for which the m-dimensional vector Λx, whose entries are considered
modulo one, belongs to G. The resulting class Qm(Λ) of Λ-quasiperiodic sets is an algebra
with respect to set theoretic operations. Furthermore, Section 3.3 shows that if the matrix Λ is
nonresonant in the sense that the rows of the matrix
[
In
Λ
]
are rationally independent (with In the
identity matrix of order n), then every Λ-quasiperiodic set Qm(G,Λ) is frequency measurable
and its frequency coincides with the m-dimensional Lebesgue measure mesmG of the set G.
Similarly, a Λ-quasiperiodic function on Zn is defined as the composition f ◦ Λ of the linear
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map, specified by a matrix Λ ∈ Rm×n, and a mesm-continuous bounded function f : Rm → R,
unit periodic in its m variables. In a similar vein, Section 3.4 defines a Λ-quasiperiodic map
from Zn to a metric space X as the composition g ◦ Λ of the linear map Λ with a unit peri-
odic mesm-continuous map g : Rm → X . It is shown that if the matrix Λ is nonresonant,
then every Λ-quasiperiodic function f ◦ Λ is averageable, with A(f ◦ Λ) = ∫
[0,1]m
f(u)du,
and any Λ-quasiperiodic map g ◦ Λ is distributed, with the algebra Sg◦Λ consisting of of Λ-
quasiperiodic sets. It turns out that mesmn-almost all matrices Λ ∈ Rm×n are nonresonant, and
the corresponding algebras Qm(Λ) of Λ-quasiperiodic sets are parameterized by Jordan mea-
surable subsets of [0, 1)m. Therefore, a typical matrix Λ leads to sufficiently rich classes of
Λ-quasiperiodic frequency measurable sets, averageable functions and distributed maps, which
can be studied in the framework of the probability space (Zn,S,F). The above properties of
quasiperiodic objects are established by using a multivariate version of what is known as the
method of trigonometric sums in number theory [16] and Weyl’s equidistribution criterion in
the theory of weak convergence of probability measures [1]. The quasiperiodic sets are then
extended to infinite dimensional matrices Λ. More precisely, for a matrix L ∈ R∞×n, the class
Q∞(L) of L-quasiperiodic sets is defined as the union of the algebras Qm(Λ) over all positive
integers m and all submatrices Λ ∈ Rm×n of the matrix L. The class Q∞(L) is also an al-
gebra and consists of frequency measurable subsets of the lattice Zn, provided L ∈ R∞×n is
nonresonant in the sense that all its submatrices Λ ∈ Rm×n are nonresonant. The discussion
of quasiperiodic objects in Sections 3.2–3.4 employs the notion of a cell in Rm, which extends
that of a space-filling polytope [3] and is given in Section 3.1.
Section 4 applies the results of Section 3 to a frequency-based probabilistic analysis of quan-
tized linear systems, which is the main theme of the present report. A quantized linear system
is defined in Section 4.1 as a dynamical system in Zn with the transition operator T := R ◦ L,
where L ∈ Rn×n is a nonsingular matrix, and R : Rn → Zn is a quantizer which commutes
with the additive group of translations of Zn and such that R−1(0) is a Jordan measurable set.
An example of a quantizer is the roundoff operator R∗ with R−1∗ (0) = [−1/2, 1/2)n. The quan-
tized linear (R,L)-system is a model of the spatial discretization of a linear dynamical system
in fixed-point arithmetic with no overflow. Section 4.2 defines an associated algebra Q of L-
quasiperiodic subsets of Zn, with the matrix L ∈ R∞×n formed from nonzero integer powers
of L. By splitting L into two submatrices L− and L+ formed from negative and positive integer
powers of L, respectively, we define a backward algebraQ− of L−-quasiperiodic subsets of Zn
and a forward algebra Q+ of L+-quasiperiodic sets. It turns out that the associated algebra Q
is invariant with respect to both the transition operator T and its set-valued inverse T−1, and
that the backward and forward algebras Q− and Q+ are invariant with respect to T and T−1,
respectively. Section 4.3 shows that a mesn2-almost every nonsingular matrix L ∈ Rn×n is iter-
atively nonresonant in the sense that its positive and negative integer powers form a nonresonant
matrix L := (Lk)k∈Z\{0} ∈ R∞×n. Hence, for any such matrix L, the associated algebra Q (in-
cluding its subalgebras Q− and Q+) consists of frequency measurable subsets of the lattice Zn.
Moreover, it turns out that for an iteratively nonresonant matrix L, the corresponding transition
operator T is not only Q+-measurable, but also preserves the frequency F on the forward alge-
bra Q+, thus allowing the quadruple (Zn,Q+,F, T ) to be regarded as a dynamical system with
an invariant finitely additive probability measure F. Section 4.4 is concerned with quantization
errors which are defined as the compositions Ek := E ◦ T k−1 for k = 1, 2, 3, . . ., where the
first quantization error E maps a point x ∈ Zn to the vector E(x) := Lx − T (x) ∈ R−1(0). It
is shown that, under the condition that the matrix L is iteratively nonresonant, the quantization
errors E1, E2, E3, . . . are mutually independent, uniformly distributed on the set R−1(0) and
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are Q+-measurable in the sense that for any positive integer N and any Jordan measurable set
G ⊂ (R−1(0))N , the following set is an element of the forward algebra Q+ and its frequency is
mesNnG: {
x ∈ Zn : (Ek(x))16k6N ∈ G
} ∈ Q+. (1.1)
These properties of the quantization errors, which extend V.V.Voevodin’s results of [18], are
closely related to the property that the transition operator T is not only Q+-measurable and
preserves the frequency F on the forward algebra Q+, but is also mixing. Hence, the quadruple
(Zn,Q+,F, T ) can be regarded as an ergodic dynamical system. Using the property that the
quantization errors are uniformly distributed over R−1(0), we define a supporting dynamical
system in Rn with the affine transition operator T∗(x) := Lx − µ, where µ :=
∫
R−1(0)
udu
is the mean vector of the uniform distribution. It is more convenient to study the deviation of
trajectories of the quantized linear system from those of the supporting system whose phase
portrait is qualitatively similar to that of the original linear system. Section 4.5 shows that
the vector (T k∗ (x) − T k(x))16k6N ∈ RNn, which describes the deviation of positive semi-
trajectories of the quantized linear and the supporting systems during the first N steps of
their evolution from a common starting point x ∈ Zn, is an affine function of the quantiza-
tion errors E1(x), . . . , EN(x), thus clarifying the role of the latter. Moreover, the sequence
(T k∗ (x)− T k(x))k>1, driven by the quantization errors, is a homogeneous Markov chain on the
probability space (Zn,Q+,F). Therefore, in view of the results of Sections 4.4 and 4.5, for any
iteratively nonresonant matrix L, the events, which pertain to the deviation of positive semitra-
jectories of the discretized system and the original linear system in a finite number of steps of
their evolution, are representable as frequency measurable quasiperiodic subsets of the lattice
in (1.1) which belong to the forward algebra Q+.
In contrast to the original linear system, the nonlinear transition operator T is, in general,
neither surjective nor injective. There are “holes” x ∈ Zn in the lattice, which are not reach-
able for T , that is, T−1(x) = ∅, and there also exist points x ∈ Zn for which the set T−1(x)
consists of more than two elements. Therefore, the negative semitrajectory (T−k(x))k>1 of
the quantized linear system is a set-valued sequence with values from the class of finite (pos-
sibly, empty) subsets of the lattice. Section 4.6 defines a compensating system as the quan-
tized linear (R˜, L−1)-system with the transition operator T˜ := R˜ ◦ L−1, where the quantizer
R˜ is given by R˜(u) := R(u + (In + L−1)µ). This allows the preimage T−N(x) to be repre-
sented as the Minkowski sum T˜N(x) + ΣN (x) of the singleton T˜N(x) and a finite (possibly,
empty) set ΣN(x) ⊂ Zn. The set ΣN (x) is completely determined by the quantization errors
E˜1(x), . . . , E˜N(x) for the compensating system which are defined similarly to the quantiza-
tion errors of the quantized linear (R,L)-system. Under the assumption that the matrix L is
iteratively nonresonant, the quantization errors of the compensating system are mutually in-
dependent, uniformly distributed on the set R˜−1(0) and Q−-measurable in the sense that, for
any positive integer N and any Jordan measurable set H ⊂ (R˜−1(0))N , the following set is an
element of the backward algebra Q− and its frequency is mesNnH:{
x ∈ Zn : (E˜k(x))16k6N ∈ H
} ∈ Q−. (1.2)
Due to these properties, the set-valued sequence (T−k∗ (x)−T−k(x))k>1 consists of the Minkow-
ski sums of the corresponding elements of the sequence (T−k∗ (x)−T˜ k(x))k>1 and the set-valued
sequence (−Σk(x))k>1, with the last two sequences being homogeneous Markov chains on the
probability space (Zn,Q−,F). As a corollary, a martingale property [14] is established for
the sequence (| detL|k#T−k(x))k>1 which describes the cardinality structure of the set-valued
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negative semitrajectory of the quantized linear system. In view of the results of Section 4.6,
under the assumption that the matrix L is iteratively nonresonant, any event, pertaining to the
deviation of negative semitrajectories of the discretized and linear systems in a finite number of
steps of their evolution, is representable as a frequency measurable quasiperiodic subset of the
lattice in (1.2) which belongs to the backward algebra Q−.
Therefore, Section 4 can be summarized as follows. The phase portrait of the original linear
system with a nonsingular matrix L ∈ Rn×n is distorted when the system is replaced with the
quantized linear (R,L)-system. This distortion can be described in terms of the deviations of
positive and negative semitrajectories of the quantized linear system from those of the original
linear system. For an iteratively nonresonant matrix L (such matrices are typical), these devia-
tions can be studied in the framework of the probability space (Zn,Q,F), since all the events,
related to the deviations in a finite number of steps of system evolution, are representable as
frequency measurable quasiperiodic subsets of the lattice belonging to the associated algebra
Q.
Section 5 considers a particular class of neutral quantized linear (R,L)-systems on the lat-
tice Zn of even dimension n = 2r, with a matrix L being similar to an orthogonal matrix with a
nondegenerate spectrum. This class of systems is specified in Section 5.1. The special structure
of the matrix L is used in Section 5.2 in order to establish a functional central limit theorem
for the deviation of positive semitrajectories of the quantized linear system and the supporting
system. Section 5.3 applies the above results to quantitative analysis of the phase portrait of a
two-dimensional neutral quantized linear system with which the problem on rounded-off pla-
nar rotations is concerned [2, 4, 11]. We compute the frequencies of some events pertaining
to the phase portrait of the system and compare these theoretical predictions with a numerical
experiment on a moderately large fragment of the lattice.
The results of this report (some of them were partially announced in [9]) can be used for
rigorous justification of ad hoc models [5] for spatial discretizations of dynamical systems. The
apparatus of frequency measurable quasiperiodic sets, proposed in the present study, is also
applicable to quantitative analysis of aliasing structures [7, 8].
2 A probability structure on the integer lattice
2.1 Averageable functions
In what follows, Zn denotes the integer lattice in the real Euclidean space Rn of n-dimensional
column-vectors with the standard inner product xTy and Euclidean norm |x| :=
√
xTx, where
(·)T is the transpose. Let M denote the linear space of bounded functions f : Zn → R with the
uniform norm
‖f‖ := sup
x∈Zn
|f(x)|.
Denoting the class of nonempty finite subsets of the lattice Zn by
Π := {P ⊂ Zn : 0 < #P < +∞} , (2.1)
with #(·) the number of elements in a set, we define a functional W : M ×Π→ R which maps
a function f ∈M to its average value over a set P ∈ Π:
W (f, P ) :=
1
#P
∑
x∈P
f(x). (2.2)
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This quantity is also representable as the expectation Ef(ξ), where ξ is a random vector with
uniform probability distribution over the set P . For any vectors a := (ak)16k6n ∈ Zn and
ℓ := (ℓk)16k6n ∈ Nn, with N the set of positive integers, let
Pa,ℓ :=
{
x := (xk)16k6n ∈ Zn : ak 6 xk < ak + ℓk for all 1 6 k 6 n
} (2.3)
denote a discrete parallelepiped which consists of
∏n
k=1 ℓk points of the lattice. For any given
N ∈ N, we also define a class
PN :=
{
Pa,ℓ : a, ℓ ∈ Zn, min
16k6n
ℓk > N
}
(2.4)
of sufficiently large parallelepipeds whose edge lengths are bounded below by N . These sets
form a decreasing sequence: P1 ⊃ P2 ⊃ . . ., with the class
P := {PN : N ∈ N} (2.5)
specifying a topological filter base on the set Π in (2.1). For any function f ∈ M , consider the
lower and upper limits of the average W (f, P ) in (2.2) as the set P tends to infinity in the sense
of (2.5):
A∗(f) := lim inf
Pր∞
W (f, P ) := sup
N>1
inf
P∈PN
W (f, P ), (2.6)
A
∗(f) := lim sup
Pր∞
W (f, P ) := inf
N>1
sup
P∈PN
W (f, P ). (2.7)
Definition 1 For a given function f : Zn → R, the limits (2.6) and (2.7) are called the lower
and upper average values of the function, respectively. If these limits coincide, their common
value is written as A(f) and is called the average value of f , and the function is called aver-
ageable.
Therefore, the average value of an averageable function f is the limitA(f) := limPր∞W (f, P ).
Constants are trivial examples of averageable functions. In particular, the identically unit func-
tion 1 : Zn → {1} is averageable, and its average value is A(1) = 1. Less trivial averageable
functions will be studied in Section 3.
Lemma 1
(a) The functionals A∗,A∗ : M → R are concave and convex on the space M , are mono-
tone with respect to the set M+ of nonnegative-valued bounded functions, are positively
homogeneous and satisfy a Lipschitz condition,
|A∗(f)−A∗(g)|, |A∗(f)−A∗(g)| 6 A∗(|f − g|) 6 ‖f − g‖; (2.8)
(b) the class of averageable functions M is a linear subspace of M;
(c) the functional A : M → R is linear, positive [10] with respect to the set M+ of
nonnegative-valued averageable functions and satisfies |A(f)| 6 A∗(|f |) 6 ‖f‖.
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Proof. From (2.2), it follows that for any given nonempty finite set P ⊂ Zn, the functional
W (·, P ) : M → R is linear, positive with respect to the cone M+ and satisfies |W (f, P )| 6
W (|f |, P ) 6 ‖f‖. These properties imply the assertion of the lemma. 
The average value functional A is extended in a standard fashion to the complex linear space
M + iM as A(f) := A(Ref) + iA(Imf). Furthermore, if f : Zn → X is a map with values
in an r-dimensional real linear space X , given by f :=
∑r
k=1 fkbk, where fk : Zn → R are
averageable functions and b1, . . . , br is a basis in X , then the corresponding average value is
defined to be A(f) :=
∑r
k=1A(fk)bk. This definition does not depend on a particular choice
of the basis in X .
2.2 Frequency measurable sets
For any set A ⊂ Zn, let
F∗(A) := A∗(IA) = lim inf
Pր∞
#(A
⋂
P )
#P
, (2.9)
F
∗(A) := A∗(IA) = lim sup
Pր∞
#(A
⋂
P )
#P
(2.10)
denote the lower and upper average values of the indicator function IA(x) :=
{
1 for x ∈ A
0 for x 6∈ A
of the set. In (2.9) and (2.10), use is made of the equality
W (IA, P ) = #(A
⋂
P )
#P
(2.11)
for the relative fraction of points of the set A in (a discrete parallelepiped) P , which follows
from (2.2). Note that
0 6 F∗(A) = 1− F∗(Zn \ A) 6 F∗(A) 6 1.
Definition 2 For a given set A ⊂ Zn, the quantities F∗(A) and F∗(A) in (2.9) and (2.10) are
called the lower and upper frequencies of the set, respectively. If they coincide, then their com-
mon value is denoted by F(A) and is called the frequency of A, and the set is called frequency
measurable.
Therefore, the frequency measurability of a set A is equivalent to the averagability of its indi-
cator function IA. The frequency F(A) of a frequency measurable set A is the limit of the ratio
(2.11) in the sense of (2.5)–(2.7):
F(A) := lim
Pր∞
#(A
⋂
P )
#P
.
That is, F(A) is the limit fraction of points of a given set A in unboundedly increasing rectan-
gular fragments of the lattice. A straightforward example of a frequency measurable set is Zn,
with F(Zn) = 1. Also note that any finite subset of Zn has zero frequency. A class of non-
trivial frequency measurable sets, relevant to the context of spatial discretizations of dynamical
systems, will be considered in Section 3.
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Lemma 2
(a) For any disjoint setsA,B ⊂ Zn, their lower and upper frequencies satisfy the inequalities
F∗(A
⋃
B) > F∗(A) + F∗(B), F∗(A
⋃
B) 6 F∗(A) + F∗(B).
Furthermore, F∗(A) 6 F∗(B) and F∗(A) 6 F∗(B) hold for any sets A ⊂ B ⊂ Zn;
(b) the class S of frequency measurable subsets of Zn contains the lattice and is closed under
the union of disjoint sets and complement of a set to the lattice;
(c) the frequency functional F : S → [0, 1] is a finitely additive probability measure, which
satisfies F(Zn) = 1 and F(A⋃B) = F(A) + F(B) for any disjoint sets A,B ∈ S;
(d) if the symmetric difference A△B of sets A,B ⊂ Zn is frequency measurable with zero
frequency F(A△B) = 0, then A is frequency measurable if and only if so is B, with
F(A) = F(B) in the case of frequency measurability.
Proof. The assertion (a) of the lemma follows from the concavity, convexity, monotonicity
and positive homogeneity of the functionals A∗ and A∗ (see the assertion (a) of Lemma 1) and
from the equality
IA⋃B = IA + IB (2.12)
for any disjoint sets A,B ⊂ Zn. The assertions (b) and (c) of the lemma follow from the
linearity of the space M and of the functional A (see the assertions (b) and (c) of Lemma 1),
and from the equality (2.12) for disjoint sets. The assertion (d) of the lemma is established by
using the inequalities
|F∗(A)− F∗(B)|, |F∗(A)− F∗(B)| 6 F∗(A△B)
which follow from (2.8) and from the identity IA△B = |IA−IB|, thus completing the proof of
the lemma. 
The assertions (b) and (c) of Lemma 2 show that the triple (Zn,S,F) can be regarded as a
probability space, with the average value functional A : M → R playing the role of expec-
tation. In view of Lemma 2(d), this probability space is complete. However, this space does
not satisfy the axiomatics of A.N.Kolmogorov [14] since S is not a σ-algebra and F is not
a countably additive measure. Despite this pathology, frequency measurable sets and the fre-
quency functional on them possess geometric properties which correspond to those of Lebesgue
measurable sets and the Lebesgue measure in Rn.
Theorem 1 For any set A ∈ S, any nonsingular matrix F ∈ Zn×n and any vector z ∈ Zn, the
set FA+ z is also frequency measurable, with
F(FA + z) =
F(A)
| detF | . (2.13)
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Proof. We will first verify the equality (2.13) for the identity matrix F = In of order n. This
is equivalent to that the translated set A+ z inherits frequency measurability from A ∈ S, with
F(A + z) = F(A) (2.14)
for any z ∈ Zn. Note that Pa,ℓ + z = Pa+z,ℓ for any a ∈ Zn and ℓ ∈ Nn, where Pa,ℓ is the
discrete parallelepiped defined by (2.3). Hence, each of the classes PN in (2.4) is invariant
under translations of the constituent parallelepipeds:
PN + z := {P + z : P ∈ PN} = PN .
In combination with the identities #((A + z)
⋂
P ) = #(A
⋂
(P − z)) and #(P − z) = #P ,
the translation invariance implies that
inf
P∈PN
#((A+ z)
⋂
P )
#P
= inf
P∈PN
#(A
⋂
P )
#P
,
sup
P∈PN
#((A+ z)
⋂
P )
#P
= sup
P∈PN
#(A
⋂
P )
#P
.
From the arbitrariness of N ∈ N in the last two equalities and from the assumption that A ∈ S,
it follows that F∗(A + z) = F∗(A + z) = F(A), which implies (2.14). Therefore, it now
remains to prove the property (2.13) for z = 0. More precisely, we will show that the set FA is
frequency measurable and
F(FA) =
F(A)
| detF | (2.15)
for any A ∈ S and nonsingular F ∈ Zn×n. To this end, for every ν ∈ N and α := (αk)16k6n ∈
Zn, consider a discrete cube
P (ν)α := {x := (xk)16k6n ∈ Zn : ναk 6 xk < ν(αk + 1) for all 1 6 k 6 n} (2.16)
which consists of νn points. For any given ν, the cubes P (ν)α belong to the class Pν in (2.4) and
form a partition of Zn. Therefore, the sets Aν,α = A
⋂
P
(ν)
α , α ∈ Zn, form a partition of the set
A ⊂ Zn, and for any nonempty finite set P ⊂ Zn,
F
⋃
α∈Φν(P )
Aν,α ⊂ (FA)
⋂
P ⊂ F
⋃
α∈Ψν(P )
Aν,α, (2.17)
where
Φν(P ) :=
{
α ∈ Zn : FP (ν)α ⊂ P
} ⊂ Ψν(P ) := {α ∈ Zn : (FP (ν)α )⋂P 6= ∅} .
In view of the assumption that detF 6= 0, it follows from (2.17) that
νn#Φν(P ) inf
Q∈Pν
#(A
⋂
Q)
#Q
6 #((FA)
⋂
P ) 6 νn#Ψν(P ) sup
Q∈Pν
#(A
⋂
Q)
#Q
. (2.18)
We will now prove that the limits
lim
Pր∞
νn#Φν(P )
#P
= lim
Pր∞
νn#Ψν(P )
#P
=
1
| detF | (2.19)
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in the sense of (2.5)–(2.7) hold for any ν ∈ N. To this end, consider the Minkowski sums
P˜a,ℓ := Pa,ℓ + V and P˜ (ν)α := P (ν)α + V of the discrete parallelepipeds Pa,ℓ, P (ν)α ⊂ Zn with
the cube V := [−1/2, 1/2)n ⊂ Rn. By using the matrix norm |||F ||| := max16j6n
∑n
k=1 |fjk|,
which is induced by the Chebyshev norm in Rn, with fjk denoting the entries of the matrix F ,
it follows that
P˜a,ℓ
∗ ((2ν − 1)|||F |||+ 1)V ) ⊂
⋃
α∈Φν(Pa,ℓ)
(FP˜ (ν)α ) (2.20)
and ⋃
α∈Ψν(Pa,ℓ)
(FP˜ (ν)α ) ⊂ P˜a,ℓ + ((2ν − 1)|||F ||| − 1)V (2.21)
where G ∗ H = {u ∈ Rn : u+H ⊂ G} denotes the Minkowski subtraction of sets G,H ⊂ Rn.
The inclusions (2.20) and (2.21) imply that
inf
P∈PN
νn#Φν(P )
#P
>
1
| detF |
(
1− (2ν − 1)|||F |||+ 1
N
)n
,
sup
P∈PN
νn#Ψν(P )
#P
6
1
| detF |
(
1 +
(2ν − 1)|||F ||| − 1
N
)n
.
These inequalities lead to the limits in (2.19). Now, from (2.18) and (2.19), it follows that for
any ν ∈ N,
1
| detF | infQ∈Pν
#(A
⋂
Q)
#Q
6 F∗(FA) 6 F∗(FA) 6
1
| detF | supQ∈Pν
#(A
⋂
Q)
#Q
,
and hence,
F∗(A)
| detF | 6 F∗(FA) 6 F
∗(FA) 6
F
∗(A)
| detF | .
The last inequalities and the assumption A ∈ S imply (2.15), thereby completing the proof of
the theorem. 
A geometric interpretation of (2.13) is that the frequency functional F is translation invari-
ant, and a linear transformation of a frequency measurable set A with an integer matrix F ,
satisfying | detF | > 1, leads to a “sparser” set FA.
2.3 Distributed maps
Suppose X is a metric space equipped with the Borel σ-algebra B, and let D be a countably
additive probability measure on the measurable space (X,B). Recall that a map g : X → Y
with values in another metric space Y is said to be D-continuous [1] if the discontinuity set
of g has zero D-measure. Accordingly, a set B ∈ B is called D-continuous if its boundary
∂B (which is the set of discontinuity points of the indicator function IB of the set B) satisfies
D(∂B) = 0.
Definition 3 Suppose g : Zn → X is a map with values in a metric space X , and D is a
countably additive probability measure on (X,B). The map g is said to be D-distributed if the
preimage
g−1(B) := {x ∈ Zn : g(x) ∈ B}
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of any D-continuous set B ∈ B under the map g is frequency measurable and its frequency
satisfies
F(g−1(B)) = D(B). (2.22)
In this case, the algebra
Sg :=
{
g−1(B) : B ∈ B, D(∂B) = 0} ,
which consists of frequency measurable sets, is referred to as the algebra generated by the map
g.
Lemma 3 Suppose g : Zn → X is a map with values in a metric space X , and let D be a
countably additive probability measure on (X,B). Then the following properties are equiva-
lent:
(a) for any bounded continuous function f : X → R, the composition f ◦ g : Zn → R is
averageable, with
A(f ◦ g) =
∫
X
f(x)D(dx); (2.23)
(b) for any bounded D-continuous function f : X → R, the composition f ◦g is averageable
and (2.23) holds;
(c) the map g is D-distributed.
Proof. For any nonempty finite set P ⊂ Zn, consider a countably additive probability measure
UP on (Z
n, 2Z
n
) defined by
UP (A) := W (IA, P ) = #(A
⋂
P )
#P
,
where use is made of (2.2). Any such set P and any map g : Zn → X generate a countably ad-
ditive probability measure UP ◦ g−1 on (X,B). The expectation of a Borel measurable function
f : X → R, interpreted as a random variable on the probability space (X,B, UP ◦ g−1), takes
the form ∫
X
f(x)(UP ◦ g−1)(dx) =W (f ◦ g, P ). (2.24)
In particular, application of the equality (2.24) to the indicator function f = IB of a set B ⊂ X
yields
(UP ◦ g−1)(B) = #(g
−1(B)
⋂
P )
#P
. (2.25)
Now, we assume the map g to be fixed but otherwise arbitrary, and, similarly to (2.4) and (2.5),
define a topological filter base
D := {DN : N ∈ N}, DN := {UP ◦ g−1 : P ∈ PN}, (2.26)
on the class of countably additive probability measures on (X,B). The existence of a limit D in
the sense of (2.26) in the topology of weak convergence [1] of probability measures on (X,B)
means that
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(a’) for any bounded continuous function f : X → R,
lim
Pր∞
∫
X
f(x)(UP ◦ g−1)(dx) =
∫
X
f(x)D(dx). (2.27)
By the well-known criteria for the weak convergence, the last property is equivalent to each of
the following ones:
(b’) the convergence (2.27) holds for any bounded D-continuous function f : X → R;
(c’) for any D-continuous set B ∈ B,
lim
Pր∞
(UP ◦ g−1)(B) = D(B). (2.28)
The properties (a’)–(c’) are equivalent to the corresponding properties (a)–(c) stated in the
lemma. Indeed, in view of (2.24), the left-hand side of (2.27) is A(f ◦ g), and by (2.25),
the left-hand side of (2.28) is F(g−1(B)). Hence, the equivalence of the properties (a’)–(c’) im-
plies that (a)–(c) are also equivalent to each other, thereby completing the proof of the lemma.

From the proof of Lemma 3, it follows that for any map g : Zn → X with values in a metric
space X , there exists at most one countably additive probability measure D on (X,B) such that
g is D-distributed.
Lemma 4 Suppose X1 and X2 are two metric spaces with Borel σ-algebras B1 and B2, respec-
tively. Also, let g1 : Zn → X1 and g2 : X1 → X2 be two maps which satisfy the following
conditions:
(a) g1 is D1-distributed, with D1 a countably additive probability measure on (X1,B1);
(b) g2 is D1-continuous.
Then the composition of the maps g2 ◦ g1 : Zn → X2 is D2-distributed, with the probability
measure D2 on (X2,B2) given by
D2(B) = D1(g
−1
2 (B)), B ∈ B2, (2.29)
and the generated algebras satisfy the inclusion
Sg2◦g1 ⊂ Sg1. (2.30)
Proof. Let ϕ : X2 → R be a bounded continuous function. Then, by the assumption (b) of
the lemma, the function
f := ϕ ◦ g2 : X1 → R (2.31)
is bounded and D1-continuous. Hence, by the assumption (a) of the lemma and by the criterion
(b) of Lemma 3, the function f ◦ g1 : Zn → R is averageable and
A(f ◦ g1) =
∫
X1
f(x)D1(dx) =
∫
X2
ϕ(y)D2(dy), (2.32)
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where D2 is the probability measure given by (2.29). Since the function ϕ is otherwise arbitrary,
then, in view of the criterion (a) of Lemma 3, it follows from (2.31) and (2.32) that the map
g2 ◦ g1 is D2-distributed. It now remains to prove the inclusion (2.30). From the assumption
(b) of the lemma and from (2.29), it follows that D2(∂B) = D1(∂g−12 (B)) for any B ∈ B2,
and hence, g−12 (B) is a D1-continuous Borel subset of X1 for any D2-continuous set B ∈ B2.
Therefore,
{g−11 (g−12 (B)) : B ∈ B2, D2(∂B) = 0} ⊂ {g−11 (B) : B ∈ B1, D1(∂B) = 0}.
Since the left-hand side of this inclusion is the algebra Sg2◦g1 , whilst the right-hand side is Sg1 ,
the inclusion (2.30) follows. 
3 Quasiperiodic objects on the integer lattice
3.1 Cells
In what follows, we will use an extension of the notion of a space-filling polytope [3] given
below.
Definition 4 A set V ⊂ Rm is called a cell if its translations V + z, considered for all z ∈ Zm,
form a partition of Rm.
An example of a cell in Rm is provided by the cube [0, 1)m. Recall that any unimodular matrix
(that is, a square integer matrix with determinant ±1) describes a linear bijection of the integer
lattice.
Lemma 5
(a) For any unimodular matrix F ∈ Zm×m, any u ∈ Rm and any cell V ⊂ Rm, the set
FV + u is a cell in Rm;
(b) a set V ⊂ Rm is a cell if and only if there exists a partition
{Ωz : z ∈ Zm} (3.1)
of [0, 1)m satisfying
V =
⋃
z∈Zm
(Ωz + z). (3.2)
Moreover, such a partition is unique;
(c) any Lebesgue measurable cell V ⊂ Rm has a unit measure, mesmV = 1;
(d) for any cells V1 ⊂ Rm1 and V2 ⊂ Rm2 , the set V1 × V2 is a cell in Rm1+m2 .
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Proof. To establish the assertion (a), note that any unimodular matrix F ∈ Zm×m determines
a linear bijection of Zm. Hence, for any cell V ⊂ Rm, any u ∈ Rm and any z ∈ Zm \ {0}, the
set G := FV + u satisfies
G+ Zm = u+ F (V + F−1Zm) = Rm,
G
⋂
(G+ z) = u+ F
(
V
⋂
(V + F−1z)
)
= ∅
which means that G is also a cell. In order to prove the assertion (b), we associate with a given
but otherwise arbitrary set V ⊂ Rm the sets
Ω0z := [0, 1)
m
⋂
(V − z), z ∈ Zm, (3.3)
in terms of which the set V is representable by (3.2), that is, V = ⋃z∈Zm(Ω0z + z). Indeed, for
any z ∈ Zm,
Ω0z + z = ([0, 1)
m + z)
⋂
V, (3.4)
and hence, ⋃
z∈Zm
(Ω0z + z) =
( ⋃
z∈Zn
([0, 1)m + z)
)⋂
V = V.
On the other hand, the sets Ω0z in (3.3) partition the cube [0, 1)m if and only if V is a cell in
R
m
. This proves the first part of the assertion (b). We will now prove that the sets Ω0z in (3.3)
provide a unique partition of [0, 1)m such that a given cell V ⊂ Rm is represented by (3.2). To
this end, let (3.1) describe an arbitrary partition of the cube [0, 1)m satisfying (3.2). Then for
any z ∈ Zm,
Ωz + z = ([0, 1)
m + z)
⋂
V,
which, in view of (3.3), implies that Ωz = Ω0z, thus proving the uniqueness of the partition. The
assertion (c) follows from the relations
mesmV =
∑
z∈Zm
mesm(Ω
0
z + z) =
∑
z∈Zm
mesmΩ
0
z = mesm[0, 1)
m = 1
which hold for any Lebesgue measurable cell V ⊂ Rm and are based on (3.3), (3.4) and the
translation invariance of the Lebesgue measure. The assertion (d) of the lemma follows from
the identities Zm1+m2 = Zm1 × Zm2 and Rm1+m2 = Rm1 × Rm2 . 
Lemma 5 shows that there exist more complicated cells in Rm than the cube [0, 1)m. This is
illustrated by Fig. 1 which provides an example of such a cell in R2.
Lemma 6
(a) Let f : Rm → R be a locally integrable function, unit periodic with respect to its m
variables:
f(u+ z) = f(u) for all u ∈ Rm, z ∈ Zm. (3.5)
Then
∫
V
f(u)du =
∫
[0,1]m
f(u)du for any Lebesgue measurable cell V ⊂ Rm;
(b) any translation invariant set G ⊂ Rm (under the group of translations of Zm in the sense
that G + Zm = G) is representable as G = (V ⋂G) + Zm where V is an arbitrary cell
in Rm;
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✲✻
−1 0 1 2−1
0
1
2
Figure 1: An example of a cell in R2 which is obtained by cutting the square [0, 1)2 into pieces
and translating them by two-dimensional integer vectors.
(c) Let G ⊂ Rm be a translation invariant and Lebesgue locally measurable set. Then, for
any Lebesgue measurable cell V ⊂ Rm,
mesm
(
V
⋂
G
)
= mesm
(
[0, 1]m
⋂
G
)
.
Proof. The assertion (a) of the lemma is proved by the following equalities for any unit peri-
odic and locally integrable function f : Rm → R:∫
V
f(u)du =
∑
z∈Zm
∫
Ωz+z
f(u)du =
∑
z∈Zm
∫
Ωz
f(u)du =
∫
[0,1]m
f(u)du,
which employ a partition (3.1) from Lemma 5(b) for a Lebesgue measurable cell V ⊂ Rm
and the translation invariance of the Lebesgue measure. The assertion (b) of the lemma is
established by the relations(
V
⋂
G
)
+ Zm =
⋃
z∈Zm
(
(V + z)
⋂
(G+ z)
)
= (V + Zm)
⋂
G = G
which hold for any cell V ⊂ Rm and any translation invariant set G ⊂ Rm. The assertion (c) of
the lemma follows from the assertion (a) and from the property that the indicator function IG
of any translation invariant set G ⊂ Rm is unit periodic with respect to its m variables. 
3.2 Quasiperiodic sets
With any positive integer m ∈ N, any set G ⊂ Rm and any matrix Λ ∈ Rm×n, we associate a
set
Qm(G,Λ) := {x ∈ Zn : Λx ∈ G+ Zm} (3.6)
The following lemma provides a useful formalism for set theoretic operations with such subsets
of the lattice Zn which will play an important role in the subsequent sections.
Lemma 7 The subsets of Zn, defined by (3.6), possess the following properties:
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(a) for any m ∈ N, any Λ ∈ Rm×n, any G ⊂ Rm and any cell V ⊂ Rm,
Qm(G,Λ) = Qm
(
V
⋂
(G+ Zm),Λ
)
;
(b) for any m ∈ N, any Λ ∈ Rm×n, any cell V ⊂ Rm and any G,H ⊂ V ,
Qm(V,Λ) = Z
n,
Z
n \Qm(G,Λ) = Qm(V \G,Λ),
Qm(G,Λ)
⋂
Qm(H,Λ) = Qm
(
G
⋂
H,Λ
)
,
Qm(G,Λ)
⋃
Qm(H,Λ) = Qm
(
G
⋃
H,Λ
)
;
(c) for any m ∈ N, G ⊂ Rn+m and Λ ∈ Rm×n,
Qn+m
(
G,
[
In
Λ
])
= Qm(H,Λ), (3.7)
where
H :=
{
v ∈ Rm : there exists u ∈ Zn such that
[
u
v
]
∈ G
}
; (3.8)
(d) for any m ∈ N, any G ⊂ Rm, any Λ ∈ Rm×n and any unimodular F ∈ Zm×m,
Qm(FG, FΛ) = Qm(G,Λ);
(e) for any m1, m2 ∈ N, G1 ⊂ Rm1 , G2 ⊂ Rm2 , Λ1 ∈ Rm1×n, Λ2 ∈ Rm2×n,
Qm1+m2
(
G1 ×G2,
[
Λ1
Λ2
])
= Qm1(G1,Λ1)
⋂
Qm2(G2,Λ2);
(f) for any m ∈ N, Λ ∈ Rm×n, G ⊂ Rm and z ∈ Zn,
Qm(G,Λ) + z = Qm(G+ Λz,Λ).
Proof. Since the set G + Zm is translation invariant, then, in view of Lemma 6(b), it can be
represented as
G+ Zm =
(
V
⋂
(G+ Zm)
)
+ Zm
for any cell V ⊂ Rm. In view of (3.6), this implies the assertion (a) of Lemma 7. The assertion
(b) follows from the property immediately below. For any given cell V ⊂ Rm, the map K :
2V → 2Rm , defined by K(G) = G + Zm, satisfies K(V ) = Rm and preserves the set theoretic
operations in the sense that
R
m \K(G) = K(V \G),
K(G)
⋂
K(H) = K
(
G
⋂
H
)
,
K(G)
⋃
K(H) = K
(
G
⋃
H
)
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for any G,H ⊂ V . In order to prove the assertion (c), we note that a point x ∈ Zn belongs
to the set on the left-hand side of (3.7) if and only if there exist u ∈ Rn, v ∈ Rm, y ∈ Zn,
z ∈ Zm satisfying x = u + y, Λx = v + z and
[
u
v
]
∈ G. The last three relations hold if and
only if x belongs to the set on the right-hand side of (3.7), with the set H given by (3.8). The
assertion (d) follows from the property that (FG) + Zm = F (G + Zm) for any unimodular
matrix F ∈ Zm×m and any set G ⊂ Rm. The assertion (e) of the lemma follows from the
equality (G1 × G2) + Zm1+m2 = (G1 + Zm1) × (G2 + Zm2) for any sets G1 ⊂ Rm1 and
G2 ⊂ Rm2 . Finally, the assertion (f) is proved by noting that for any z ∈ Zn, a point x ∈ Zn
satisfies Λx ∈ G+ Zm if and only if Λ(x+ z) ∈ G+ Λz + Zm. 
By Lemma 7 (a), we can restrict ourselves, without loss of generality, to considering the
sets Qm(G,Λ) in (3.6) only for G ⊂ V , where V is a fixed but otherwise arbitrary cell in Rm.
For any matrix Λ ∈ Rm×n, we define the class of sets
Qm(Λ) := {Qm(G,Λ) : G ⊂ [0, 1)m is Jordan measurable} . (3.9)
From Lemma 7(b) and the property that Jordan measurable subsets of [0, 1)m form an algebra,
it follows that Qm(Λ) in (3.9) is an algebra of subsets of Zn.
Definition 5 The algebra Qm(Λ), defined by (3.9) for given m ∈ N and Λ ∈ Rm×n, is called
the algebra of Λ-quasiperiodic subsets of Zn.
Lemma 8 The algebra (3.9) possesses the following properties:
(a) for any unimodular matrix F ∈ Zm×m, Qm(FΛ) = Qm(Λ);
(b) if Λ1 ∈ Rm1×n is a submatrix of Λ2 ∈ Rm2×n, then Qm1(Λ1) ⊂ Qm2(Λ2);
(c) for any m ∈ N and any Λ ∈ Rm×n,
Qn+m
([
In
Λ
])
= Qm(Λ); (3.10)
(d) the algebraQm(Λ) is translation invariant in the sense that A ∈ Qm(Λ) implies A+ z ∈
Qm(Λ) for any z ∈ Zn.
Proof. In order to prove the assertion (a), we note that, in view of the assertions (a) and (d) of
Lemma 7,
Qm(G,FΛ) = Qm(K(G),Λ)
holds for any unimodular matrix F ∈ Zm×m and any set G ⊂ [0, 1)m. Here, the set K(G) ⊂
[0, 1)m is given by
K(G) = [0, 1)m
⋂
(F−1G+ Zm).
The map K is a bijection on the algebra of Jordan measurable subsets of [0, 1)m, whence the
assertion (a) of the lemma follows. In order to establish the assertion (b), it suffices to consider
the case where
Λ2 =
[
Λ1
Λ3
]
,
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with Λ3 ∈ R(m2−m1)×n. Indeed, this structure can always be achieved by permuting the rows
of the matrices Λ1 and Λ2, which, in view of the assertion (a) of the lemma, does not affect the
corresponding algebras of quasiperiodic sets Qm1(Λ1) and Qm2(Λ2). By using the assertions
(b) and (e) of Lemma 7, it follows that any Λ1-quasiperiodic set Qm1(G,Λ1) (with a Jordan
measurable set G ⊂ [0, 1)m1) is representable as
Qm1(G,Λ1) = Qm2(G× [0, 1)m2−m1 ,Λ2).
The right-hand side of this equality is a Λ2-quasiperiodic subset of Zn, thus establishing the
assertion (b) of the lemma. In order to prove the assertion (c), we note that, since Λ ∈ Rm×n is
a submatrix of
[
In
Λ
]
, then, in view of the above assertion (b), the algebraQm(Λ) is a subalgebra
of the algebra on the left-hand side of (3.10). On the other hand, by applying Lemma 7(c), it
follows that any
[
In
Λ
]
-quasiperiodic set is representable as a Λ-quasiperiodic set. Hence, these
two algebras also satisfy the opposite inclusion and the equality (3.10). The assertion (d) of the
lemma follows from Lemma 7(f). 
For what follows, we need an extension of the algebra of quasiperiodic sets (3.9) to infinite-
dimensional matrices Λ. More precisely, for a given matrix
L := (λjk)j∈Z, 16k6n ∈ R∞×n, (3.11)
we define
Q∞(L) := {Qm(G,Λ) : G ∈ [0, 1)m is Jordan measurable,
Λ ∈ Rm×n is a submatrix of L, m ∈ N}
=
⋃
m>1
⋃
Λ is an (m×n)−submatrix of L
Qm(Λ) (3.12)
which is also an algebra of subsets of the lattice Zn.
Definition 6 The algebra Q∞(L), defined by (3.12) for a given matrix L ∈ R∞×n, is called an
algebra of L-quasiperiodic sets.
3.3 Frequency measurability of quasiperiodic sets
With any ω ∈ Rn, we associate an elementary trigonometric polynomial Tω : Rn → C defined
by
Tω(x) := e
2πiωTx, (3.13)
where i :=
√−1 is the imaginary unit.
Lemma 9 For any ω ∈ Rn, the function Tω in (3.13) is averageable and its average value is
A(Tω) = IZn(ω).
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Proof. If ω ∈ Zn, then Tω(x) = 1 for all x ∈ Zn, and hence, A(Tω) = 1 = IZn(ω) holds for
such vectors ω. Now, suppose ω := (ωk)16k6n 6∈ Zn, that is, the indices of noninteger entries
of ω form a nonempty set
K := {1 6 k 6 n : ωk 6∈ Z} . (3.14)
The function Tω in (3.13) has the following average value (2.2) over the discrete parallelepiped
Pa,ℓ in (2.3):
W (Tω, Pa,l) = exp
(
2πi
n∑
k=1
ωk
(
ak +
ℓk − 1
2
)) n∏
k=1
ψ(ℓk, ωk), (3.15)
where the function ψ : N× R→ [−1, 1] is defined by
ψ(u, v) =

(−1)(u−1)v for v ∈ Z
sin(πuv)
u sin(πv)
for v 6∈ Z
. (3.16)
From (3.15) and (3.16), it follows that for any N ∈ N,
sup
P∈PN
|W (Tω, P )| 6 1
N#K
∏
k∈K
1
| sin(πωk)| , (3.17)
where PN is the class of sufficiently large parallelepipeds given by (2.4). Since the set K in
(3.14) is not empty (and hence, #K > 0), then the right-hand side of (3.17) converges to zero
as N → +∞. This convergence implies that, for any vector ω ∈ Rn \ Zn, the function Tω in
(3.13) is averageable, with A(Tω) = 0 = IZn(ω), thus completing the proof of the lemma. 
Definition 7 A matrix Λ ∈ Rm×n is said to be nonresonant if the rows of the matrix
[
In
Λ
]
∈
R(n+m)×n are linearly independent over the field of rationals.
Note that nonresonant matrices do exist. Moreover, resonant matrices Λ ∈ Rm×n (which are
not nonresonant) form a set of mn-dimensional Lebesgue measure zero. Indeed, since the
nonresonance property is equivalent to
ΛTu 6∈ Zn for all u ∈ Zm \ {0}, (3.18)
then the set of all resonant matrices Λ ∈ Rm×n can be represented as a countable union⋃
u∈Zm\{0}, v∈Zn
Γu,v
of (m− 1)n-dimensional affine subspaces Γu,v := {Λ ∈ Rm×n : ΛTu = v}, each of which has
zero mn-dimensional Lebesgue measure.
Theorem 2 Suppose Λ ∈ Rm×n is a nonresonant matrix, and a function f : Rm → R satisfies
the conditions
(a) f is unit periodic with respect to its m variables;
(b) f is mesm-continuous;
(c) f is bounded.
Then the function f ◦ Λ : Zn → R is averageable, and its average value is computed as
A(f ◦ Λ) =
∫
[0,1]m
f(u)du. (3.19)
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Proof. We will follow a standard scheme which is known as the method of trigonometric sums
in number theory [16] and as Weyl’s equidistribution criterion in the theory of weak convergence
of measures [1]. More precisely, the proof will be carried out in three steps: we will establish
(3.19) for trigonometric polynomials f , then for continuous functions f and finally, for arbitrary
functions f satisfying the assumptions (a)–(c) of the theorem. Throughout the proof, Λ ∈ Rm×n
is a nonresonant matrix in the sense of (3.18).
Step 1. Suppose f : Rm → C is a trigonometric polynomial, that is, a linear combination
of functions Tω from (3.13):
f :=
∑
ω∈Ω
cωTω. (3.20)
Here, cω are complex coefficients, and Ω is a finite subset of Zn, which, without loss of gener-
ality, is assumed to contain the zero vector. Then
c0 =
∫
[0,1]m
f(u)du. (3.21)
The composition f ◦ Λ of the function f with the linear map specified by the matrix Λ is also a
trigonometric polynomial:
f ◦ Λ =
∑
ω∈Ω
cωTΛTω.
By using Lemmas 1 and 9, it follows that the function f ◦ Λ is averageable with the average
value
A(f ◦ Λ) =
∑
ω∈Ω
cωA(TΛTω) =
∑
ω∈Ω
cωIZn(ΛTω). (3.22)
Under the nonresonance condition (3.18) for Λ, the relation (3.22) reduces to A(f ◦ Λ) = c0,
which is equivalent to (3.19) in view of (3.21).
Step 2. Suppose f : Rm → R is a unit periodic continuous function. By the Weierstrass
approximation theorem, for any ε > 0, there exists a trigonometric polynomial fε : Rm → C,
defined by (3.20), such that
max
u∈[0,1]m
|f(u)− fε(u)| 6 ε.
Therefore, by using the Lipschitz continuity of the upper average value functional (see Lemma 1(a))
and Step 1,
A
∗(f ◦ Λ) 6 A(fε ◦ Λ) + ε =
∫
[0,1]m
fε(u)du+ ε 6
∫
[0,1]m
f(u)du+ 2ε. (3.23)
In view of the arbitrariness of ε > 0, it follows from (3.23) that
A
∗(f ◦ Λ) 6
∫
[0,1]m
f(u)du. (3.24)
A similar reasoning leads to
A∗(f ◦ Λ) >
∫
[0,1]m
f(u)du. (3.25)
The inequalities (3.24) and (3.25) imply the averagability of the function f ◦Λ, with the average
value given by (3.19).
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Step 3. Now, let f : Rm → R be an arbitrary function satisfying the conditions (a)–(c) of
the theorem. Consider the functions f−, f+ : Rm → R defined by
f−(u) = min
(
f(u), lim inf
v→u
f(v)
)
, f+(u) = max
(
f(u), lim sup
v→u
f(v)
)
.
Both functions f− and f+ are unit periodic in their m variables, and are lower and upper semi-
continuous, respectively. Also, they satisfy the inequalities
f−(u) 6 f(u) 6 f+(u)
which turn into equalities for mesm-almost all u ∈ [0, 1)m in view of the mesm-continuity of
the function f . Hence, there exists a decreasing sequence of unit periodic continuous functions
f+k : R
m → R which converge to the function f+ point-wise in the cube [0, 1)m and hence, to
the function f almost everywhere in [0, 1)m as k → +∞. Therefore, by using Step 2, it follows
that
A
∗(f ◦ Λ) 6
∫
[0,1]m
f+k (u)du. (3.26)
Application of the Lebesgue dominated convergence theorem to the right-hand side of (3.26)
leads to the upper bound (3.24). The lower bound (3.25) is verified similarly. As before, (3.24)
and (3.25) imply the avaragability of the function f ◦ Λ together with (3.19), thus completing
the proof of the theorem. 
Theorem 3 For any nonresonant matrix Λ ∈ Rm×n and any Jordan measurable set G ⊂
Rm, the Λ-quasiperiodic set Qm(G,Λ) in (3.6) is frequency measurable, and its frequency is
computed as
F(Qm(G,Λ)) = mesm
(
V
⋂
(G+ Zm)
)
, (3.27)
where V ⊂ Rm is an arbitrary Lebesgue measurable cell.
Proof. The Jordan measurability of the set G ⊂ Rm ensures that the indicator function
f := IG+Zm satisfies the conditions (a)–(c) of Theorem 2. Hence, if the matrix Λ ∈ Rm×n
is nonresonant, then Theorem 2 implies that the function
f ◦ Λ = IG+Zm ◦ Λ (3.28)
is averageable, and
A(f ◦ Λ) =
∫
[0,1]m
f(u)du = mesm
(
[0, 1)m
⋂
(G+ Zm)
)
. (3.29)
Therefore, since the right-hand side of (3.28) is the indicator function of the set Qm(G,Λ) in
(3.6), then this set is indeed frequency measurable, and, in view of (3.29), its frequency is given
by (3.27) for any Lebesgue measurable cell V ⊂ Rm, with the last property following from
Lemma 6(c). 
According to Theorem 3, if Λ ∈ Rm×n is a nonresonant matrix, then all the Λ-quasiperiodic
sets, which form the algebra Qm(Λ) in (3.9), are frequency measurable subsets of the lattice
Z
n
. This result can be generalised to infinite-dimensional matrices L in (3.11) by appropriately
extending Definition 7.
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Definition 8 A matrix L ∈ R∞×n is said to be nonresonant if all its submatrices Λ ∈ Rm×n
are nonresonant in the sense of Definition 7 for any m ∈ N.
The existence of nonresonant matrices L ∈ R∞×n is established similarly to that in the case of
finite-dimensional matrices.
Theorem 4 Suppose a matrix L ∈ R∞×n is nonresonant. Then the algebra Q∞(L) of L-
quasiperiodic sets in (3.12) has the following properties
(a) Q∞(L) consists of frequency measurable subsets of Zn;
(b) for anyN ∈ N and any collection ofN pairwise nonoverlapping submatricesLk ∈ R∞×n
of the matrix L, the corresponding algebras Q∞(Lk) are mutually independent in the
sense that
F
(
N⋂
k=1
Ak
)
=
N∏
k=1
F(Ak)
for any Ak ∈ Q∞(Lk).
Proof. The assertion (a) follows from Theorem 3 and from the property that for any A ∈
Q∞(L), there exists a finite-dimensional submatrix Λ ∈ Rm×n of the matrix L such that A ∈
Qm(Λ). In order to prove the assertion (b), we note that for any sets Ak ∈ Q∞(Lk) described
in the theorem, there exist finite-dimensional submatrices Λk ∈ Rmk×n of the corresponding
matrices Lk (and hence, Λ1, . . . ,ΛN are also non-overlapping submatrices of the matrix L),
and Jordan measurable sets Gk ⊂ [0, 1)mk such that Ak = Qmk(Gk,Λk). Therefore, repeated
application of Lemma 7(e) yields
N⋂
k=1
Ak = Qm1+...+mN
G1 × . . .×GN ,
Λ1...
ΛN

 . (3.30)
Since the matrixL is nonresonant, then the right-hand side of (3.30) is a quasiperiodic set (asso-
ciated with a nonresonant matrix) whose frequency measurability is guaranteed by Theorem 3,
with
F
(
N⋂
k=1
Ak
)
=
N∏
k=1
mesmkGk =
N∏
k=1
F(Ak),
thus completing the proof of Theorem 4. 
3.4 Distributed quasiperiodic maps
Theorem 5 Suppose a matrix Λ ∈ Rm×n is nonresonant in the sense of Definition 7. Also, let
g : Rm → X be a map with values in a metric space X such that
(a) g is unit periodic with respect to its m variables;
(b) g is mesm-continuous.
23
Then the composition g◦Λ : Zn → X is D-distributed, with D a probability measure on (X,B)
given by
D(B) := mesm
(
V
⋂
g−1(B)
)
, (3.31)
where V ⊂ Rm is an arbitrary Lebesgue measurable cell. Furthermore, the algebra Sg◦Λ,
generated by the map g ◦ Λ, consists of Λ-quasiperiodic sets:
Sg◦Λ ⊂ Qm(Λ). (3.32)
Proof. For what follows, let modm : Rm → [0, 1)m denote the map which sends a vector
u := (uk)16k6m to the vector
modm(u) := ({{uk}})16k6m,
where {{·}} denotes the fractional part of a number. The map modm is unit periodic with respect
to its m variables and identically maps the cube [0, 1)m onto itself. We will now prove that if
Λ ∈ Rm×n is a nonresonant matrix, then the composition modm ◦ Λ : Zm → [0, 1)m is mesm-
distributed. To this end, note that, for any bounded continuous function ϕ : [0, 1)m → R, the
function f := ϕ ◦modm satisfies the conditions (a)–(c) of Theorem 2 and hence, the function
f ◦ Λ is averageable, with
A(ϕ ◦modm ◦ Λ) =
∫
[0,1]m
f(u)du =
∫
[0,1]m
ϕ(u)du. (3.33)
Since the function ϕ is otherwise arbitrary, then, in view of the criterion (a) of Lemma 3, it
follows from (3.33) that the map modm ◦ Λ : Zn → [0, 1)m is mesm-distributed. Furthermore,
application of Definition 3 yields
Smodm◦Λ = Qm(Λ). (3.34)
Now, suppose a map g : Rm → X with values in a metric space X satisfies the assumptions (a)
and (b) of the theorem. In particular, the unit periodicity of g implies that
g ◦ Λ = g ◦modm ◦ Λ. (3.35)
Since the map g is mesm-continuous, and modm ◦ Λ has been proved above to be mesm-
distributed, then, in view of Lemma 4, the map g ◦ Λ is D-distributed, where D is a probability
measure on (X,B) given by
D(B) = mesm
(
[0, 1)m
⋂
g−1(B)
)
. (3.36)
Due to the unit periodicity of g, the preimage g−1(B) of any set B ⊂ X is a translation invariant
subset of Rm. Hence, in view of the assertion (c) of Lemma 6, the right-hand side of (3.36) co-
incides with that of (3.31) for any Lebesgue measurable cell V ⊂ Rm. Moreover, by Lemma 4,
it follows from (3.35) that Sg◦Λ ⊂ Smodm◦Λ. The latter inclusion, combined with (3.34), implies
(3.32), thus completing the proof of the theorem. 
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4 Quantized linear systems: general case
4.1 Definition of a quantized linear system
Suppose R : Rn → Zn is a map which commutes with the additive group of translations of the
lattice Zn:
R(u+ z) = R(u) + z for all u ∈ Rn, z ∈ Zn. (4.1)
Such a map R is completely specified by the set R−1(0) which is a cell in Rn in the sense of
Definition 4. Indeed, in view of (4.1), the preimages
R−1(z) := {u ∈ Rn : R(u) = z} = R−1(0) + z,
considered for all z ∈ Zn, form a partition of Rn. Moreover, for a given set V ⊂ Rn, there
exists a unique map R : Rn → Zn, satisfying (4.1) with R−1(0) = V , if and only if V is a cell
in Rn.
Definition 9 A map R : Rn → Zn is called a quantizer if it satisfies (4.1) and the set R−1(0) is
Jordan measurable.
There is a one-to-one correspondence between quantizers and Jordan measurable cells in
Rn. An example of a quantizer is as follows.
Definition 10 The quantizer R∗ : Rn → Zn, with R−1∗ (0) = [−1/2, 1/2)n, is called the round-
off quantizer.
The roundoff quantizer R∗ maps a vector u := (uk)16k6n ∈ Rn to a nearest node of the
lattice Zn given by
R∗(u) :=
(⌊
uk +
1
2
⌋)
16k6n
,
with ⌊·⌋ the floor function. This is an idealised model of discretization in fixed-point arithmetic
(with no overflow taken into account). In the framework of this model, there are more compli-
cated quantizers R whose cells R−1(0) are different from the cube [−1/2, 1/2)n, as discussed
in Section 3.1.
Definition 11 Suppose R : Rn → Zn is a quantizer and L ∈ Rn×n is a nonsingular matrix.
The dynamical system in the state space Zn, with the transition operator T : Zn → Zn given by
T := R ◦ L, (4.2)
is called a quantized linear (R,L)-system.
The map T , defined by (4.2), provides a model for the spatially discretized dynamical system
which arises in simulating a linear system in Rn (specified by the matrix L) on a computer with
fixed-point arithmetic.
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4.2 Associated, backward and forward algebras
The following lemma shows that the class of quasiperiodic subsets of the lattice, introduced
in Section 3.2, is closed under the dynamics of the quantized linear system in the sense that
quasiperiodic sets are transformed to quasiperiodic sets.
Lemma 10 For any m ∈ N, any set G ⊂ Rm and any matrix Λ ∈ Rm×n, the quasiperiodic set
Qm(G,Λ) in (3.6) is transformed by the transition operator T in (4.2) and its set-valued inverse
T−1 as
T−1(Qm(G,Λ)) = Qn+m
(
{0} ×G+
[
In
Λ
]
R−1(0),
[
In
Λ
]
L
)
, (4.3)
T (Qm(G,Λ)) = Qm+n
(
G× {0} −
[
Λ
In
]
L−1R−1(0),
[
Λ
In
]
L−1
)
. (4.4)
Proof. The definition (3.6) implies that a point x ∈ Zn belongs to the set on the right-hand
side of (4.3) if and only if there exist
u ∈ G, v ∈ R−1(0), y ∈ Zn, z ∈ Zm (4.5)
satisfying [
In
Λ
]
Lx =
[
0
u
]
+
[
In
Λ
]
v +
[
y
z
]
.
In terms of the corresponding subvectors, the last equality is equivalent to
Lx = v + y, Λ(Lx− v) = Λy = u+ z. (4.6)
On the other hand, in view of (4.5), the leftmost equality in (4.6) is equivalent to T (x) = y,
whereas the rightmost equality in (4.6) is equivalent to y ∈ Qm(G,Λ). Therefore, the fulfillment
of (4.5) and (4.6) is equivalent to T (x) ∈ Qm(G,Λ), that is, x ∈ T−1(Qm(G,Λ)). Since the
point x in the above considerations was arbitrary, the set on the right-hand side of (4.3) indeed
coincides with T−1(Qm(G,Λ)). Although the proof of the representation (4.4) is similar, we
will provide it for completeness of exposition. A point x ∈ Zn belongs to the set on the right-
hand side of (4.4) if and only if there exist
u ∈ G, v ∈ R−1(0), y ∈ Zn, z ∈ Zm (4.7)
satisfying [
Λ
In
]
L−1x =
[
u
0
]
−
[
Λ
In
]
L−1v +
[
z
y
]
.
The last relation is equivalent to
Ly = v + x, Λ(L−1x+ L−1v) = Λy = u+ z. (4.8)
On the other hand, in view of (4.7), the leftmost equality in (4.8) is equivalent to T (y) = x,
whilst the rightmost equality in (4.8) is equivalent to y ∈ Qm(G,Λ). Therefore, the fulfillment
of (4.7) (4.8) is equivalent to x ∈ T (Qm(G,L)). Hence, by the arbitrariness of the point x, it
follows that the set on the right-hand side of (4.4) is equal to T (Qm(G,Λ)), thus completing
the proof of the lemma. 
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Lemma 10 shows that the action of the transition operator T of the quantized linear system
or its inverse T−1 on a quasiperiodic set Qm(G,Λ) modifies the matrix Λ, thus leading to a set
with a qualitatively different quasiperiodicity pattern. However, an algebraic closedness can be
achieved here by restricting Λ ∈ Rm×n to submatrices of an infinite matrix L ∈ R∞×n which
satisfies the property
Λ≪ L =⇒
[
In
Λ
]
L≪ L and
[
Λ
In
]
L−1≪ L, (4.9)
where A≪ B signifies “A is a submatrix of B” for matrices with the same number of columns
n. In particular, (4.9) implies that such a matrix L must contain L and L−1 as submatrices.
Hence, by induction, the minimal matrix L, which satisfies (4.9), is formed from integer powers
of L. Moreover, in view of Lemma 8(c), the zeroth power L0 = In is redundant and can be
discarded without affecting the algebras of quasiperiodic sets. Thus, for what follows, we define
the matrix
L :=

.
.
.
L−2
L−1
L
L2
.
.
.

=
[L−
L+
]
∈ R∞×n, (4.10)
which is obtained by “stacking” nonzero integer powers of L one underneath the other and is
partitioned into the submatrices
L− :=
 ...L−2
L−1
 , L+ :=
 LL2
.
.
.
 . (4.11)
Also, we denote by
Q := Q∞(L), (4.12)
Q− := Q∞(L−), Q+ := Q∞(L+) (4.13)
the algebras of quasiperiodic subsets of the lattice Zn generated by the matrices (4.10) and
(4.11), so that Q− and Q+ are subalgebras of Q.
Definition 12 For a given quantized linear (R,L)-system, the algebra Q of L-quasiperiodic
sets in (4.12), generated by the matrixL in (4.10), is called an associated algebra. The algebras
Q− and Q+ of L−- and L+-quasiperiodic sets in (4.13), generated by the matrices L− and L+
in (4.11), are called backward and forward algebras, respectively.
In order to clarify the structure of the associated, backward and forward algebras Q, Q− and
Q+, we define, for any a, b ∈ N, the matrix
La,b :=

L−a
.
.
.
L−1
L
.
.
.
Lb

=
[L−a
L+b
]
∈ R(a+b)n×n (4.14)
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which is partitioned into submatrices L−a and L+b given by
L−N :=
L
−N
.
.
.
L−1
 , L+N :=
 L...
LN
 (4.15)
for any N ∈ N. We will now consider the corresponding algebras of quasiperiodic subsets of
the lattice Zn:
Qa,b := Q(a+b)n(La,b), (4.16)
Q−N := QNn(L−N), Q+N := QNn(L+N). (4.17)
These algebras are monotonically increasing with respect to the corresponding subscripts in the
sense that
Qa,b ⊂ Qa+1,b, Qa,b ⊂ Qa,b+1, Qa,b ⊂ Qa+1,b+1, Q−N ⊂ Q−N+1, Q+N ⊂ Q+N+1
for all a, b, N ∈ N. Furthermore, the algebras Q, Q− and Q+ in (4.12) and (4.13) are repre-
sentable in terms of (4.16) and (4.17) as
Q =
⋃
a,b>1
Qa,b, Q− =
⋃
N>1
Q−N , Q+ =
⋃
N>1
Q+N .
Lemma 11 The algebrasQa,b, Q−N and Q+N in (4.16) and (4.17) are transformed by the transi-
tion operator T in (4.2) and its set-valued inverse T−1 as follows:
(a) for any a, b ∈ N,
T−1(Qa,b) ⊂ Qa−1,b+1, T (Qa,b) ⊂ Qa+1,b−1; (4.18)
(b) for any N ∈ N,
T−1(Q+N ) ⊂ Q+N+1, T (Q−N) ⊂ Q−N+1. (4.19)
Proof. We will first prove the assertion (a). Suppose a, b ∈ N, and let A be a quasiperidoc set
A := Q(a+b)n(G,La,b) ∈ Qa,b, where G ⊂ R(a+b)n is a Jordan measurable set. Then application
of Lemma 10 yields
T−1(A) = Q(a+b+1)n
(
G+,
[
In
La,b
]
L
)
, T (A) = Q(a+b+1)n
(
G−,
[La,b
In
]
L−1
)
, (4.20)
where the sets G−, G+ ⊂ R(a+b+1)n are given by
G+ := {0} ×G+
[
In
La,b
]
R−1(0), G− := G× {0} −
[La,b
In
]
L−1R−1(0)
and inherit Jordan measurability from G and R−1(0). The definition of the matrix La,b in (4.14)
implies that [
In
La,b
]
L = F+
[
In
La−1,b+1
]
,
[La,b
In
]
L−1 = F−
[
In
La+1,b−1
]
, (4.21)
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where F+, F− ∈ {0, 1}(a+b+1)n×(a+b+1)n are permutation matrices
F+ :=

0 0 In 0
0 I(a−1)n 0 0
In 0 0 0
0 0 0 Ibn
 , F− :=

Ian 0 0 0
0 0 0 In
0 0 I(b−1)n 0
0 In 0 0
 .
Hence, by using the assertions (c) and (d) of Lemma 7, it now follows from (4.20) and (4.21)
that
T−1(A) = Q(a+b)n(H+,La−1,b+1), T (A) = Q(a+b)n(H−,La+1,b−1), (4.22)
where the sets
H+ :=
{
v ∈ R(a+b)n :
[
u
v
]
∈ F+G+ for some u ∈ Zn
}
,
H− :=
{
u ∈ R(a+b)n :
[
u
v
]
∈ F−G− for some v ∈ Zn
}
are Jordan measurable. Therefore, the representations (4.22) imply that T−1(A) ∈ Qa−1,b+1
and T (A) ∈ Qa+1,b−1, thus establishing the inclusions (4.18) in view of the arbitrariness of the
set A ∈ Qa,b. We will now prove the assertion (b) of the lemma. Suppose N ∈ N and A ∈ Q+N ,
that is,
A := QNn(G,L+N) (4.23)
for a Jordan measurable set G ⊂ RNn. Then application of Lemma 10 leads to
T−1(A) = Q(N+1)n
(
H,
[
In
L+N
]
L
)
, (4.24)
where the set H ⊂ R(N+1)n is given by
H := {0} ×G+
[
In
L+N
]
R−1(0). (4.25)
Since
[
In
L+N
]
L = L+N+1 in view of (4.15), then it follows from (4.24) and the Jordan measura-
bility of the set H in (4.25) that
T−1(A) = Q(N+1)n(H,L+N+1) ∈ Q+N+1. (4.26)
This representation implies the first of the inclusions in (4.19) due to the arbitrariness of A ∈
Q+N . The second of the inclusions (4.19) can be established in a similar fashion by using the
relations
T (QNn(G,L−N)) = Q(N+1)n(G× {0} − L−N+1R−1(0), L−N+1) ∈ Q−N+1
which hold for any N ∈ N and any Jordan measurable set G ⊂ RNn, which completes the proof
of the lemma. 
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Theorem 6 The associated, backward and forward algebras Q, Q− and Q+ in (4.12) and
(4.13) are transformed by the transition operator T in (4.2) and its set-valued inverse T−1 as
follows:
(a) the associated algebra Q is invariant under the maps T and T−1:
T−1(Q) ⊂ Q, T (Q) ⊂ Q;
(b) the forward algebra Q+ is invariant under the map T−1:
T−1(Q+) ⊂ Q+;
(c) the backward algebra Q− is invariant under T :
T (Q−) ⊂ Q−;
(d) for any A ∈ Q, there exists N ∈ N such that T−k(A) ∈ Q+ and T k(A) ∈ Q− for all
k > N .
Proof. The assertions (a), (b) and (c) of the theorem follow from Lemma 11. The assertion
(d) can be proved by using the inclusions
T−(a+c)(Qa,b) ⊂ Q+a+b+c ⊂ Q+, T (b+c)(Qa,b) ⊂ Q−a+b+c ⊂ Q−
(which hold for all a, b, c ∈ N and follow from Lemma 11) and the property that for any A ∈ Q
there exist a, b ∈ N satisfying A ∈ Qa,b. 
By Theorem 6(b), the transition operator T is measurable with respect to the forward algebra
Q+. The assertion (d) of the theorem can be interpreted as an absorbing property of Q+ with
respect to the map T−1 and the absorbing property of the backward algebra Q− with respect to
the transition operator T .
4.3 Frequency preservation on the forward algebra
We will need the following enhancement of the nonresonance property for the matrix L of the
quantized linear (R,L)-system.
Definition 13 A nonsingular matrix L ∈ Rn×n is said to be iteratively nonresonant if the cor-
responding matrix L ∈ R∞×n, associated with L by (4.10), is nonresonant in the sense of
Definition 8.
Since the matrix L is nonsingular, then the iterative nonresonance property is equivalent to the
rational independence of the rows of the matrix
[
In
L+N
]
=

In
L
.
.
.
LN
 ∈ Rn(N+1)×n
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for every N ∈ N, where L+N is the matrix given by (4.15). Therefore, L is iteratively nonres-
onant if and only if so is L−1. Also note that iteratively nonresonant matrices L ∈ Rn×n do
exist. Moreover, iteratively resonant matrices L (which are not iteratively nonresonant) form a
set of zero n2-dimensional Lebesgue measure. Indeed, the set of such matrices L ∈ Rn×n can
be represented as a countable union⋃
N>1
⋃
u∈ZNn\{0}, v∈Zn
ΥN,u,v
of the following sets
ΥN,u,v :=
{
L ∈ Rn×n : detL 6= 0 and
N∑
k=1
(LT)kuk = v
}
,
where u :=
u1..
.
uN
 is an Nn-dimensional vector partitioned into n-dimensional subvectors
u1, . . . , uN . Each of the sets ΥN,u,v has zero n2-dimensional Lebesgue measure which can
be verified as follows. By assuming, without loss of generality, that |uN | = 1, the Hilbert
space Rn×n (endowed with the Frobenius inner product of matrices [6]) can be split into the
orthogonal sum Rn×n = span(Z)⊕Z⊥ of the one-dimensional subspace spanned by a nonzero
idempotent matrix Z := uNuTN and the corresponding orthogonal complement Z⊥ := {Y ∈
Rn×n : Tr(Y TZ) = uTNY uN = 0} which is an (n2 − 1)-dimensional hyperplane in Rn×n.
Now, by considering an Rn-valued polynomial h(X) :=
∑N
k=1X
kuk − v for X := Y + λZ,
with Y ∈ Z⊥, it follows that h(Y + λZ) is a polynomial of degree N with respect to λ ∈ R,
with the leading coefficient ZNuN = uNuTNuN = uN 6= 0 in view of the idempotence of Z.
Therefore, the following integral with respect to the (n2 − 1)-dimensional Lebesgue measure
over the hyperplane Z⊥ vanishes,
mesn2ΥN,u,v 6 mesn2
{
X ∈ Rn×n : h(X) = 0}
=
∫
Z⊥
mes1
{
λ ∈ R : h(Y + λZ) = 0}dY = 0
because the set, involved in the integrand, is finite (consisting of at most N values of λ) and,
thus, has zero one-dimensional Lebesgue measure for every matrix Y ∈ Z⊥.
Theorem 7 Suppose the matrix L ∈ Rn×n of the quantized linear (R,L)-system is iteratively
nonresonant. Then:
(a) the associated algebraQ in (4.12) consists of frequency measurable subsets of the lattice
Zn;
(b) the backward and forward algebras Q− and Q+ in (4.13) are independent in the sense
that
F
(
A
⋂
B
)
= F(A)F(B)
for all A ∈ Q−, B ∈ Q+;
(c) the transition operator T in (4.2) preserves the frequency F on the forward algebra Q+:
F(T−1(A)) = F(A) for all A ∈ Q+. (4.27)
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Proof. The assertion (a) of the theorem follows from Theorem 4(a). The assertion (b) is a
corollary from Theorem 4(b) since the matrices L− and L+, defined by (4.11), are nonoverlap-
ping submatrices of the matrix L given by (4.10). We will now prove the assertion (c). Suppose
A ∈ Q+ is a fixed but otherwise arbitrary set from the forward algebra, and hence, A is repre-
sentable by (4.23) for N ∈ N and a Jordan measurable set G ⊂ [0, 1)Nn. Then, as was obtained
in the proof of Lemma 11(b), the set T−1(A) is given by (4.26), where H ⊂ R(N+1)n is a Jordan
measurable set defined by (4.25). Therefore, application of Theorem 3 (under the assumption
that L is iteratively nonresonant) yields
F(A) = mesNnG, (4.28)
F(T−1(A)) = mes(N+1)n
(
V
⋂
(H + Z(N+1)n)
)
, (4.29)
where V is an arbitrary Lebesgue measurable cell in R(N+1)n. It will be convenient to use the
set
V := R−1(0)× [0, 1)Nn (4.30)
which is a cell in R(N+1)n in view of Lemma 5(d). From (4.25) and (4.30), it follows that the
set on the right-hand side of (4.29) is representable as
K := V
⋂
(H + Z(N+1)n) =
{[
u
v
]
: u ∈ R−1(0), v ∈ Wu
}
,
where
Wu := [0, 1)
Nn
⋂
(L+Nu+G+ ZNn). (4.31)
Hence,
mes(N+1)nK =
∫
R−1(0)
mesNnWudu. (4.32)
Here, the integrand is identically constant since (4.31) and the above assumption that G ⊂
[0, 1)Nn imply that mesNnWu = mesNnG for all u ∈ Rn. In combination with the equality
mesnR
−1(0) = 1, this reduces the integral in (4.32) to mes(N+1)nK = mesNnG, and hence,
(4.29) takes the form
F(T−1(A)) = mesNnG. (4.33)
In view of arbitrariness of the set A ∈ Q+, comparison of (4.28) with (4.33) establishes (4.27),
thus completing the proof of the theorem. 
Theorems 6 and 7 are illustrated by Fig. 2. In particular, in view of Theorem 7(b) (under the
assumption that the matrix L is iteratively nonresonant), F(A) ∈ {0, 1} for all A ∈ Q−⋂Q+.
Indeed, any set A ∈ Q−⋂Q+ is self-independent in the sense that F(A) = F (A⋂A) =
(F(A))2 and hence, F(A) equals either zero or one. This is a version of Kolmogorov’s zero-one
law [14].
Theorem 6(b) and Theorem 7(c) show that, under the iterative nonresonance assumption
on L, the quadruple (Zn,Q+,F, T ) can be regarded as a dynamical system with an invariant
finitely additive probability measure F, which can be studied from the viewpoint of ergodic
theory. In particular, Theorem 11 in the next section establishes a mixing property for this
quadruple.
An ergodic theoretic result is provided by Theorem 8 below. Note that the transition operator
T preserves the frequency F on the forward algebra Q+, and this property does not necessarily
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Figure 2: The associated algebra Q is invariant under the transition operator T and its set-
valued inverse T−1. The backward algebra Q− and the forward algebra Q+ are invariant under
T and T−1, respectively. Under the assumption that the matrix L is iteratively nonresonant, the
algebra Q is contained by the class S of frequency measurable subsets of Zn. The map T is
frequency preserving and mixing on Q+. The algebra Q−⋂Q+ consists of trivial sets whose
frequencies are either zero or one.
hold for the associated algebra Q. It turns out that the restriction F|Q+ can be extended to a
finitely additive probability measure on the whole associated algebra Q in such a way that the
extended measure is preserved under the transition operator.
Theorem 8 Suppose the matrix L ∈ Rn×n of the quantized linear (R,L)-system is iteratively
nonresonant. Then:
(a) for any element A ∈ Q of the associated algebra Q in (4.12), there exists a limit
F̂(A) = lim
k→+∞
F(T−k(A)); (4.34)
(b) the functional F̂ : Q → [0, 1] is a finitely additive probability measure on (Zn,Q) and
satisfies
F̂(T−1(A)) = F̂(A) 6 F̂(T (A)) for all A ∈ Q; (4.35)
(c) the measures F̂ and F coincide on the forward algebra (4.13),
F̂(A) = F(A) for all A ∈ Q+. (4.36)
Proof. In order to prove the assertion (a) of the theorem, we fix an arbitrary A ∈ Q. The
absorbing property of the forward algebra Q+ with respect to T−1 from Theorem 6(d) implies
that there exists N ∈ N such that T−k(A) ∈ Q+ for all k > N . Hence, from the frequency
preservation property of the transition operator T onQ+, established in Theorem 7(c), it follows
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that F(T−k(A)) = F(T−N(A)) for all k > N , which implies the convergence (4.34). In order
to prove the assertion (b), we note that the property that F̂ is a finitely additive probability
measure on (Zn,Q) follows from that of the functional F ◦ T−k : Q → [0, 1] for any k ∈ N.
The equality in (4.35) follows from the definition of F̂. The inequality in (4.35) can be obtained
by using the inclusion A ⊂ T−1(T (A)) for any A ⊂ Zn. Indeed, by combining this inclusion
with the properties of F̂ established above, it follows that
F̂(A) 6 F̂(T−1(T (A))) = F̂(T (A))
for any A ∈ Q. Finally, the assertion (c) is proved by noting that (4.36) follows from the
measurability and frequency preservation properties of the transition operator T with respect to
the forward algebra Q+ (see Theorem 6(b) and Theorem 7(c)), which completes the proof of
the theorem. 
4.4 Independence and uniform distribution of quantization errors
We will now apply the frequency-based analysis on quasiperiodic subsets of the lattice Zn to
the deviation of trajectories of the quantized linear (R,L)-system from those of the original
linear system with a nonsingular matrix L ∈ Rn×n. In one step of the system dynamics, such
deviation is described by a map E : Zn → R−1(0) defined by
E(x) := Lx− T (x) (4.37)
More generally, for any k ∈ N, the deviation of trajectories of the systems in k steps of their
evolution can be expressed as
LNx− TN(x) =
N∑
k=1
LN−kEk(x) (4.38)
in terms of maps Ek : Zn → R−1(0) defined by
Ek := E ◦ T k−1. (4.39)
Definition 14 The map Ek : Zn → R−1(0), defined by (4.37) and (4.39), is called the kth
quantization error.
Also, for any N ∈ N, we define a map EN : Zn → (R−1(0))N which is formed from the
first N quantization errors as
EN :=
E1...
EN
 . (4.40)
Lemma 12 For any N ∈ N, there exists a map gN : RNn → (R−1(0))N such that
(a) the map EN in (4.40) is representable as
EN = gN ◦ L+N , (4.41)
where the matrix L+N ∈ RNn×n is given by (4.15);
(b) the map gN is unit periodic with respect to its Nn variables;
(c) gN is mesNn-continuous;
(d) gN is a mesNn-preserving bijection of the set (R−1(0))N onto itself.
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Proof. We will carry out the proof by induction on N . By recalling (4.2), it follows that the
first quantization error E1 = E in (4.37) is representable as
E1 = E = g ◦ L, (4.42)
where the map g : Rn → R−1(0) is given by
g(u) = u−R(u). (4.43)
In view of the commutation property (4.1) and Jordan measurability of the set R−1(0), the map
g is unit periodic with respect to its n variables and is mesn-continuous. Furthermore, g maps
the set R−1(0) identically onto itself and hence, preserves the n-dimensional Lebesgue measure
on this set. Therefore, the map g in (4.43) indeed satisfies the conditions (a)–(d) of the lemma
for N = 1. Now, assume that the assertion of the lemma holds for some N ∈ N. Consider the
next map EN+1 : Zn → (R−1(0))N+1 in (4.40):
EN+1 =
[ EN
EN+1
]
. (4.44)
From (4.38), it follows that
TN(x) = LNx−
N∑
k=1
LN−kEk(x),
which, in combination with (4.42) and (4.43), leads to
EN+1(x) := E(T
N(x)) = g(LN+1x− FNEN(x)), (4.45)
where the matrix FN ∈ Rn×Nn is given by
FN :=
[
LN . . . L
]
.
In view of (4.41), the representation (4.45) implies that
EN+1 = hN ◦ L+N+1, (4.46)
where the map hN : R(N+1)n → R−1(0) is defined by
hN(u) := g
uN+1 − FNgN

u1...
uN


 , u :=
 u1...
uN+1
 , (4.47)
where the vector u ∈ R(N+1)n is partitioned into subvectors u1, . . . , uN+1 ∈ Rn. By substituting
(4.46) into (4.44) and recalling (4.41), it follows that EN+1 = gN+1 ◦ L+N+1, where the map
gN+1 : R
(N+1)n → (R−1(0))N+1 is given by
gN+1(u) :=

gN

u1...
uN


hN(u)
 . (4.48)
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Note that the map gN+1 is the skew product [12, 15] of the maps gN and hN . From the properties
of the map g in (4.43), it follows that the map hN in (4.47) is unit periodic with respect to
its (N + 1)n variables (which are the entries of the vectors u1, . . . , uN+1) and is mes(N+1)n-
continuous. Moreover, for any fixed subvectors u1, . . . , uN ∈ Rn, the map
hN


u1
.
.
.
uN
•

 : Rn → R−1(0),
which is obtained in (4.47) from g by translating the argument, is unit periodic in its n variables,
mesn-continuous and bijectively maps the set R−1(0) onto itself, preserving the n-dimensional
Lebesgue measure on this set. Therefore, the map gN+1 in (4.48) is unit periodic in its (N+1)n
variables, mes(N+1)n-continuous and bijectively maps the set (R−1(0))N+1 onto itself. The
property that gN+1 preserves the (N + 1)n-dimensional Lebesgue measure is established by a
similar reasoning as for the skew products of measure preserving automorphisms. This com-
pletes the induction step and the proof of the lemma. 
Theorem 9 Suppose the matrix L is iteratively nonresonant. Then the quantization errors Ek
in (4.39) are mutually independent, uniformly distributed on the set R−1(0) and are measurable
with respect to the forward algebra Q+. More precisely, for any N ∈ N, the map EN in (4.40)
is mesNn-distributed over the set (R−1(0))N , and the algebra SEN , generated by this map,
coincides with the algebra Q+N given by (4.17).
Proof. For a fixed but otherwise arbitrary N ∈ N, let gN : RNn → (R−1(0))N be the map
satisfying the conditions (a)–(d) of Lemma 12 and constructed in the proof of the lemma. Then
(4.41) implies that
E−1N (B) =
{
x ∈ Zn : L+Nx ∈ g−1N (B)
} (4.49)
for any set B ⊂ (R−1(0))N . For what follows, B is assumed to be Jordan measurable. Now,
since R−1(0) is a Jordan measurable cell inRn, then, in view of Lemma 5(d), the set (R−1(0))N
is a Jordan measurable cell in RNn. In combination with the condition (b) of Lemma 12, this
implies that g−1N (B) is a translation invariant subset of RNn which, in view of Lemma 6(b), is
representable as
g−1N (B) = G+ Z
Nn, (4.50)
with
G := (R−1(0))N
⋂
g−1N (B). (4.51)
Due to the condition (c) of Lemma 12, the set G is Jordan measurable. Therefore, from (4.49)
and (4.50), it follows that
E−1N (B) = QNn(G,L+N), (4.52)
and hence, this set is L+N -quasiperiodic. By Theorem 3 under the iterative nonresonance as-
sumption on L, the set E−1N (B) is frequency measurable, with
F(E−1N (B)) = mesNnG. (4.53)
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By recalling (4.51) and the mesNn-preserving property of the map gN (see the condition (d) of
Lemma 12), it follows that mesNnG = mesNnB and hence, (4.53) takes the form
F(E−1N (B)) = mesNnB.
Since the last equality holds for an arbitrary Jordan measurable set B ⊂ (R−1(0))N , then the
map EN is indeed mesNn-distributed (that is, uniformly distributed) over the set (R−1(0))N ).
Finally, by using the property that gN bijectively maps the set (R−1(0))N onto itself (see the
condition (d) of Lemma 12), it follows that for any Jordan measurable setG ⊂ (R−1(0))N , there
exists a Jordan measurable set B ⊂ (R−1(0))N which represents G by (4.51). In combination
with (4.52), this implies that the inclusion SEN ⊂ Q+N is, in fact, an equality SEN = Q+N , which
completes the proof of the theorem. 
Theorem 10 Suppose the matrix L ∈ Rn×n of the quantized linear (R,L)-system is iteratively
nonresonant. Then the algebras SEk , generated by the quantization errors Ek in (4.39), are
representable as
SEk = T−(k−1)(Q+1 ) ⊂ Q+k for all k ∈ N, (4.54)
and are mutually independent in the sense that for any N ∈ N and any sets Ak ∈ SEk , 1 6 k 6
N ,
F
(
N⋂
k=1
Ak
)
=
N∏
k=1
F(Ak). (4.55)
Proof. The equality in (4.54) is obtained by using the definition (4.39) and the relation SE =
Q+1 which was established in the proof of Theorem 9. The inclusion in (4.54) follows from
Lemma 11(b). We will now prove the mutual independence of the algebras generated by the
quantization errors. To this end, suppose N ∈ N, and let Ak ∈ SEk be arbitrary elements of the
corresponding algebras, representable as
Ak = E
−1
k (Gk) = E−1k ((R−1(0))k−1 ×Gk), k = 1, . . . , N, (4.56)
where Gk are Jordan measurable subsets of R−1(0), and use is made of the maps Ek defined by
(4.40). Then application of Theorem 9 leads to
F(Ak) = meskn((R
−1(0))k−1 ×Gk) = mesnGk, (4.57)
where the rightmost equality also follows from the frequency preservation property of the tran-
sition operator T on the forward algebra Q+. On the other hand, the intersection of the sets Ak
in (4.56) is representable as
N⋂
k=1
Ak = E−1N (G1 × . . .×GN)
and hence, by Theorem 9, its frequency takes the form
F
(
N⋂
k=1
Ak
)
= mesNn(G1 × . . .×GN) =
N∏
k=1
mesnGk. (4.58)
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A comparison of (4.58) with (4.57) leads to (4.55), which completes the proof of the theorem.

In addition to extending the results of [18] on the asymptotic distribution of roundoff er-
rors, Theorems 9 and 10 clarify the role of the forward algebra Q+. More precisely, under the
assumption that L is iteratively nonresonant, Q+ is the minimal algebra containing all the mu-
tually independent algebras SEk of frequency measurable quasiperiodic subsets of the lattice,
generated by the quantization errors for k ∈ N. Equivalently, the forward algebra describes
events which pertain to the deviation of positive semitrajectories of the quantized linear sys-
tem from those of the original system over finite time intervals (which will be considered in
Section 4.5).
The following theorem is a corollary from Theorem 9 and develops an ergodic theoretic
point of view for the quantized linear (R,L)-system, for which, as mentioned before, the re-
striction of the frequency F to the forward algebraQ+ is an invariant finitely additive probability
measure.
Theorem 11 Suppose the matrix L ∈ Rn×n is iteratively nonresonant. Then the quadruple
(Zn,Q+,F, T ) satisfies the mixing property
lim
k→+∞
F
(
T−k(A)
⋂
B
)
= F(A)F(B), A, B ∈ Q+. (4.59)
Proof. Let A,B ∈ Q+ be fixed but otherwise arbitrary elements of the forward algebra. Then
there exists N ∈ N such that A,B ∈ Q+N , where the algebra Q+N is defined by (4.17). Hence, in
view of Theorem 9, the sets A and B are representable as
A = E−1N (G), B = E−1N (H) (4.60)
for some Jordan measurable sets G,H ⊂ (R−1(0))N . From the definitions (4.39) and (4.40), it
follows that
EN ◦ T k =
Ek+1...
Ek+N

for any k > 0. In combination with the first of the equalities in (4.60), this implies that the set
T−k(A) = (EN ◦ T k)−1(G) =
x ∈ Zn :
Ek+1(x)..
.
Ek+N(x)
 ∈ G

belongs to the algebra
∨N
i=1 SEk+i generated by the quantization errors Ek+1, . . . , Ek+N . Since
for every k > N , the maps EN and
Ek+1...
Ek+N
 are formed from nonoverlapping sets of quantiza-
tion errors, they induce mutually independent algebras. Hence, by recalling the second equality
from (4.60), it follows that
F
(
T−k(A)
⋂
B
)
= F(T−k(A))F(B) = F(A)F(B).
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Since the last two equalities hold for any k > N , they imply the convergence (4.59), thus
completing the proof. 
Note that the proof of Theorem 11 establishes a stronger result: under the assumption that
L is iteratively nonresonant, the algebras Q+N and T−k(Q+N) are mutually independent for all
N ∈ N and k > N , and hence, by the version of Kolmogorov’s zero-one law of Section 4.3, the
algebra Q+N
⋂
T−k(Q+N) consists of trivial subsets of the lattice whose frequencies are either
zero or one.
4.5 Distribution of the deviation of positive semitrajectories of the quan-
tized linear and supporting systems
For what follows, we define an affine map T∗ : Rn → Rn by
T∗(x) := Lx− µ, (4.61)
where
µ :=
∫
R−1(0)
udu (4.62)
is the mean vector of the uniform probability distribution over the cell R−1(0).
Definition 15 For the quantized linear (R,L)-system, the dynamical system in Rn with the
transition operator T∗ given by (4.61) is referred to as the supporting system.
For every N ∈ N, we introduce a deviation map δN : Zn → Rn, which describes the
deviation between the N th iterates of the quantized and supporting systems as
δN(x) := T
N
∗ (x)− TN(x) =
N∑
k=1
LN−k(Ek(x)− µ). (4.63)
Also, we define another map ξN : Zn → Rn by
ξN(x) := x− T−N∗ (TN(x)) =
N∑
k=1
L−k(Ek(x)− µ). (4.64)
The maps δN and ξN are related to each other by a linear transformation
δN = L
NξN (4.65)
and satisfy recurrence equations
δN = LδN−1 + EN − µ, ξN = ξN−1 + L−N (EN − µ) (4.66)
for all N ∈ N, with initial conditions δ0 = ξ0 = 0.
For every N ∈ N, the map ξN in (4.64) is an affine function of the first N quantization
errors. Hence, in view of Lemma 4 and Theorem 9 for any iteratively nonresonant matrix L, a
map ΞN : Zn → RNn defined by
ΞN :=
 ξ1...
ξN
 =
L
−1 0
.
.
.
.
.
.
L−1 · · · L−N

E1 − µ...
EN − µ
 ,
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is uniformly distributed over the setL
−1 0
.
.
.
.
.
.
L−1 · · · L−N
 (R−1(0)− µ)N
with constant probability density function (PDF) | detL|N(N+1)2 with respect to mesNn. More-
over, the corresponding algebra SΞN coincides with the algebra Q+N defined by (4.17).
Therefore, the maps δN and ξN can be regarded as Rn-valued random vectors on the prob-
ability space (Zn,Q+,F). From (4.66) and the mutual independence and uniform distribution
of the quantization errors, it follows that the sequence (δN )N>1 has the structure of a homo-
geneous Markov chain, whilst (ξN)N>1 is a non-homogeneous Markov chain with independent
increments (whose average values are zero since A(Ek) = µ in view of (4.62)). We will use
these properties in Section 5.2 in order to establish a functional central limit theorem for the
sequence (ξN)N>1 for a class of quantized linear systems.
4.6 Distribution of the deviation of negative semitrajectories of the quan-
tized linear and supporting systems
For any k ∈ N, the preimage
T−k(x) :=
{
y ∈ Zn : T k(y) = x}
of a point x ∈ Zn is a finite (possibly empty) subset of the lattice Zn. The set-valued sequence
(T−k(x))k>1 describes a negative semitrajectory of the quantized linear (R,L)-system, and its
fragment
T−1(x), . . . , T−N(x) (4.67)
is a basin of attraction of depth N for the point x. The aim of this subsection is to study
the deviation of negative semitrajectories of the quantized linear (R,L)-system from those of
the supporting system introduced in the previous section. To this end, we define yet another
dynamical system on Zn with the transition operator T˜ : Zn → Zn given by
T˜ (x) := R(µ+ T−1∗ (x)), (4.68)
where µ is the mean vector from (4.62), and T∗ is the transition operator of the supporting
system in (4.61) with the inverse
T−1∗ (x) = L
−1(x+ µ).
Therefore, the map T˜ in (4.68) is representable as
T˜ = R˜ ◦ L−1, (4.69)
where R˜ : Rn → Zn is a quantizer given by
R˜(u) := R(u+ (In + L
−1)µ). (4.70)
Definition 16 For the quantized linear (R,L)-system, the quantized linear (R˜, L−1)-system
with the quantizer R˜ in (4.70), is called the compensating system.
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Note that the map (R,L) 7→ (R˜, L−1) is an involution in the sense that the compensating
system for the quantized linear (R˜, L−1)-system coincides with the quantized linear (R,L)-
system.
We will now define quantization errors E˜k : Zn → R˜−1(0) for the compensating system
in a similar fashion to the quantization errors Ek for the quantized linear (R,L)-system in
Section 4.4:
E˜k := E˜ ◦ T˜ k−1, k = 1, 2, 3, . . . , (4.71)
where
E˜(x) := L−1x− T˜ (x). (4.72)
The quantization errors E˜k of the compensating system take values in the cell R˜−1(0) which, in
view of (4.70), is given by
R˜−1(0) = R−1(0)− (In + L−1)µ. (4.73)
Theorem 12 Suppose the matrix L ∈ Rn×n is iteratively nonresonant. Then:
(a) the quantization errors E˜k of the compensating system in (4.71) are mutually independent,
uniformly distributed on the cell R˜−1(0) in (4.73) and are measurable with respect to
the backward algebra Q− given by (4.13). More precisely, for any N ∈ N, the map
E˜N : Zn → (R˜−1(0))N , defined by
E˜N :=
 E˜1...
E˜N
 , (4.74)
is mesNn-distributed, and the algebra SE˜N , generated by this map, coincides with the
algebra Q−N defined in (4.17);
(b) the algebras, generated by the quantization errors of the compensating system, are rep-
resentable as SE˜k = T˜−(k−1)(Q−1 ) ⊂ Q−k for all k ∈ N, and are mutually independent.
Proof. It was remarked in Section 4.3 that if the matrix L is iteratively nonresonant then so
is its inverse L−1. Therefore, the assertions of the theorem can be established by applying
Theorems 9 and 10 to the compensating system. 
Now, for any N ∈ N, we define a set-valued map ΣN : Zn → 2Zn by using the transition
operator T˜ of the compensating system as
ΣN (x) := T
−N(x)− T˜N(x). (4.75)
This allows the preimage T−N(x) of a point x ∈ Zn to be represented as the translation of the
set ΣN (x) ⊂ Zn by the vector T˜N(x) ∈ Zn:
T−N(x) = T˜N(x) + ΣN (x). (4.76)
In particular, for N = 0, the definition (4.75) implies that the set Σ0(x) is a singleton consisting
of the origin:
Σ0(x) = {0}. (4.77)
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In view of this initial condition, it follows by induction that the sets ΣN (x) in (4.75) satisfy the
recurrence equation
ΣN (x) = Z
n
⋂
(E˜N(x) + L
−1(ΣN−1(x) +R−1(0))), N ∈ N. (4.78)
Indeed, by using (4.75), (4.76) and recalling the first quantization error E˜ from (4.72), it follows
that
ΣN(x) =
(
Z
n
⋂
(L−1(T−(N−1)(x) +R−1(0)))
)
− T˜N(x)
=
(
Z
n
⋂(
L−1(T˜N−1(x) + ΣN−1(x) +R−1(0))
))
− T˜N(x)
=
(
Z
n
⋂(
L−1T˜N−1(x)− T˜N(x) + L−1(ΣN−1(x) +R−1(0))
))
=
(
Z
n
⋂(
E˜(T˜N−1(x)) + L−1(ΣN−1(x) +R−1(0))
))
= Zn
⋂(
E˜N(x) + L
−1(ΣN−1(x) +R−1(0))
)
for any N ∈ N. For what follows, we add the empty subset of the lattice to the class Π in (2.1)
and denote by
Π˜ := {A ⊂ Zn : #A < +∞} = Π
⋃
{∅} (4.79)
the class of finite subsets of Zn. Also, we define a function ∆ : Π˜2 → [0, 1] which maps a pair
of such sets A and B to
∆(B | A) = mesn
{
u ∈ R˜−1(0) : Zn
⋂(
u+ L−1(A +R−1(0))
)
= B
}
. (4.80)
Note that
∑
B∈Π˜∆(B | A) = 1 for any A ∈ Π˜, and hence, the function ∆(· | A) : Π˜ → [0, 1]
describes a conditional probability mass function on the class Π˜ (which is a denumerable set).
Theorem 13 Suppose the matrix L is iteratively nonresonant. Then the sequence of the set-
valued maps ΣN : Zn → Π˜ defined by (4.75) is a homogeneous Markov chain with respect to
the filtration {Q−N}N>1 formed from the algebras in (4.17) with the transition kernel ∆(· | ·) in
(4.80). More precisely, for any N ∈ N and any finite subsets B1, . . . , BN of the lattice Zn (that
is, elements of the class Π˜ in (4.79)),
N⋂
k=1
Σ−1k (Bk) =
{
x ∈ Zn : Σk(x) = Bk for all k = 1, . . . , N
} ∈ Q−N
and
F
(
N⋂
k=1
Σ−1k (Bk)
)
=
N∏
k=1
∆(Bk | Bk−1)
with B0 := {0}.
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Proof. From (4.77) and (4.78), it follows by induction that for any N ∈ N, the map ΣN in
(4.75) is representable as
ΣN = ρN ◦ E˜N . (4.81)
Here, E˜N is the map defined by (4.74) and ρN : (R˜−1(0))N → Π˜ is a mesNn-continuous map
satisfying the recurrence equation
ρN(u) = Z
n
⋂uN + L−1
ρN−1

 u1..
.
uN−1

+R−1(0)

 , (4.82)
where the vector u :=
u1..
.
uN
 ∈ (R˜−1(0))N is partitioned into n-dimensional subvectors
u1, . . . , uN ∈ R−1(0), and the initial condition ρ0 = {0} is used. The assertions of the the-
orem can now be obtained from the representation (4.81) and the recurrence relation (4.82) by
using Lemma 4 and Theorem 12. 
The relation (4.76) implies that
T−N(x)− T−N∗ (x) = ΣN (x)− δ˜N(x), (4.83)
where the maps δ˜N : Zn → Rn are defined by
δ˜N := T
−N
∗ − T˜N =
N∑
k=1
Lk−N(E˜k + L−1µ)
and satisfy the recurrence equation
δ˜N = L
−1δ˜N−1 + E˜N + L−1µ, N = 1, 2, 3, . . . ,
with the initial condition δ˜0 = 0. This equation is similar to the first of the recurrence relations
(4.66).
Therefore, the importance of Theorems 12 and 13 consists in representing the deviation
(4.83) as the Minkowski sum of two sequences driven by mutually independent and uniformly
distributed quantization errors of the compensating system: the n-dimensional sequence δ˜N(x)
and the set-valued sequence ΣN (x) which are homogeneous Markov chains with respect to the
filtration {Q−N}N>1 formed from the algebras (4.17).
This clarifies the role of the backward algebra Q− defined by (4.13): while the forward
algebra Q+ is formed from events which pertain to the deviation of positive semitrajectories
of the quantized linear (R,L)-system and the supporting system (see Section 4.5), the back-
ward algebra Q− describes events related to the deviation of negative semitrajectories of these
systems.
Now, for any k ∈ N, we define a function νk : Zn → Z+ by
νk(x) := #T
−k(x) = #Σk(x) (4.84)
The corresponding map NN :=
 ν1..
.
νN
 : Zn → ZN+ describes the cardinality structure of
the basin of attraction (4.67). From Theorem 13 (under the assumption that the matrix L is
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iteratively nonresonant), it follows that for any N ∈ N, the map NN is distributed and SNN ⊂
Q−N .
Theorem 14 Suppose the matrix L is iteratively nonresonant. Then the following functions,
obtained by rescaling (4.84) as
ν˜N := | detL|NνN : Zn → R+, (4.85)
form a martingale [14] with respect to the filtration {Q−N}N>1 of the algebras (4.17) in the
sense that
A(ν˜N+1IA) = A(ν˜NIA) for all N ∈ N, A ∈ Q−N . (4.86)
Proof. Since, by Theorem 13, the sequence (ΣN)N>1 of the set-valued maps (4.75) is a homo-
geneous Markov chain with respect to the filtration {Q−N}N>1 with the transition probabilities
(4.80), the statement of Theorem 14 will be proved if we show that∑
B∈Π˜
∆(B | A)#B = #A| detL| for all A ∈ Π˜. (4.87)
To this end, we will first prove that if V,G ⊂ Rn are Lebesgue measurable and V is a cell, then∫
V
#
(
Z
n
⋂
(u+G)
)
du = mesnG. (4.88)
Indeed, ∫
V
#
(
Z
n
⋂
(u+G)
)
du =
∫
V
∑
z∈Zn
Iu+G(z)du
=
∑
z∈Zn
∫
V
IG(z − u)du =
∑
z∈Zn
mesn(G
⋂
(z − V ))
= mesn
(
G
⋂(
Z
n − V )) = mesnG.
A combination of (4.80) and (4.88) allows the sum on the left-hand side of (4.87) to be repre-
sented as∑
B∈Π˜
∆(B | A)#B =
∫
R˜−1(0)
#
(
Z
n
⋂(
u+ L−1(A+R−1(0))
))
du
= mesn(L
−1(A+R−1(0))) =
mesn(A+R
−1(0))
| detL| . (4.89)
Since R−1(0) is a cell in Rn and A is a finite subset of Zn, then mesn(A + R−1(0)) = #A.
Hence, the right-hand side of (4.89) leads to that of (4.87), which completes the proof of the
theorem. 
The martingale property (4.86) of the rescaled functions (4.85) established by Theorem 14
implies that (under the assumption that L is iteratively nonresonant) the average values of the
functions (4.84) can be computed as A(νk) = | detL|−k for all k ∈ N.
In order to provide another corollary from Theorem 13, we will now consider the set TN(Zn)
of those points of Zn which are reachable in N iterates of the transition operator T . These
reachability sets satisfy
TN+1(Zn) ⊂ TN(Zn) = {x ∈ Zn : νN(x) > 0} for all N ∈ N. (4.90)
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Theorem 15 Suppose the matrix L is iteratively nonresonant. Then for any N ∈ N, the fre-
quency of the N th reachability set in (4.90) can be computed as
F(TN (Zn)) = HN({0})
in terms of functions HN : Π → [0, 1] which are governed by the following linear recurrence
equation
HN(A) =
∑
B∈Π
∆(B | A)HN−1(B)
for all A ∈ Π, with the initial condition H0 = 1, where ∆(· | ·) is the Markov transition kernel
from (4.80).
Proof. The assertion of the theorem follows from Theorem 13 and from the property that ∅
is an absorbing state of the set-valued Markov chain (ΣN )N>1 in its state space Π˜ defined by
(4.79). 
From Theorem 15, it follows that, under the assumption that the matrix L is iteratively
nonresonant,
F(T (Zn)) = H1({0}) = 1−∆(∅ | {0}), (4.91)
where
∆(∅ | {0}) = mesn
{
u ∈ R˜−1(0) : Zn
⋂(
u+ L−1R−1(0)
)
= ∅
}
(4.92)
is the frequency of the set Zn \ T (Zn) of “holes” in Zn (not reachable for T ) which quantifies
nonsurjectivity of the transition operator T . Moreover, since the relation (4.91) involves only the
first iterate of T , it remains valid if the nonsingular matrix L is resonant (that is, not necessarily
iteratively nonresonant), with T (Zn) being a frequency measurable L−1-quasiperiodic subset
of Zn.
5 Quantized linear systems: neutral case
5.1 The class of quantized linear systems being considered
We will now consider a particular class of quantized linear (R,L)-systems on the integer lattice
Zn of even dimension n := 2r, with the matrix L ∈ Rn×n being similar to an orthogonal matrix:
L :=
r∑
k=1
UkJkVk. (5.1)
Here, Uk ∈ Rn×2 and Vk ∈ R2×n are the blocks of a nonsingular matrix U ∈ Rn×n and its
inverse,
U :=
[
U1 . . . Ur
]
, U−1 :=
V1...
Vr
 , (5.2)
and
Jk :=
[
cos θk − sin θk
sin θk cos θk
]
(5.3)
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are the matrices of planar rotation by angles θk ∈ (0, 2π). The matrix L, given by (5.1)–
(5.3), has r two-dimensional invariant subspaces UkR2. For what follows, we assume that the
spectrum of L is nondegenerate, that is, its eigenvalues e±iθk , 1 6 k 6 r, are all pairwise
different.
Note that, for any given nonsingular matrix U ∈ Rn×n, those vectors θ := (θk)16k6r ∈
(0, 2π)r, for which the corresponding matrix L in (5.1)–(5.3) is iteratively resonant, form a set
of r-dimensional Lebesgue measure zero. Indeed, the set of such vectors θ is representable as a
countable union ⋃
N>1
⋃
u∈ZNn\{0},v∈Zn
ΘN,u,v
of the sets
ΘN,u,v := Θ
(1)
N,u,v × . . .×Θ(r)N,u,v,
where
Θ
(k)
N,u,v :=
{
θk ∈ (0, 2π) :
N∑
ℓ=1
J−ℓk U
T
k uℓ = Ukv
}
.
Here, the vector u is partitioned into n-dimensional subvectors u1, . . . , uN . For any N ∈ N,
u ∈ ZNn \{0} and v ∈ Zn, there exists at least one value of the index k = 1, . . . , r such that the
set Θ(k)N,u,v consists of real roots of a nonconstant trigonometric polynomial and hence, is finite.
Therefore, each of the sets ΘN,u,v has zero r-dimensional Lebesgue measure and so does their
countable union.
Hence, for any given nonsingular matrix U ∈ Rn×n, the matrix L, described by (5.1)–
(5.3), is iteratively nonresonant and has a nondegenerate spectrum for mesr-almost all vectors
θ ∈ (0, 2π)r of rotation angles.
Since the eigenvalues of the matrix L have unit modulus (and hence, the linear dynamical
system x 7→ Lx is marginally stable), the corresponding quantized linear (R,L)-system will be
called neutral.
5.2 A functional central limit theorem for the deviation of positive semi-
trajectories of the quantized linear and supporting systems
In what follows, we will need a technical lemma which is given below for completeness of
exposition.
Lemma 13 Suppose the matrixL ∈ Rn×n, given by (5.1)–(5.3), has a nondegenerate spectrum.
Then, for any real positive definite symmetric matrix Ψ of order n, the following convergence
holds:
Φ := lim
N→+∞
(
1
N
N∑
ℓ=1
L−ℓΨ(L−ℓ)T
)
=
1
2
r∑
k=1
σ2kUkU
T
k , (5.4)
where
σk :=
√
Tr(VkΨV Tk ). (5.5)
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Proof. For any N ∈ N, let
ΦN :=
1
N
N∑
ℓ=1
L−ℓΨ
(
L−ℓ
)T (5.6)
denote the matrix whose convergence is considered in (5.4). By using (5.1)–(5.2), this matrix
can be represented as
ΦN =
r∑
j,k=1
UjΦ
(N)
j,k U
T
k , (5.7)
where
Φ
(N)
j,k :=
1
N
N∑
ℓ=1
J−ℓj Ψj,kJ
ℓ
k, (5.8)
and
Ψj,k := VjΨV
T
k . (5.9)
Each of the planar rotation matrices in (5.3) is representable as
Jk =W
[
eiθk 0
0 e−iθk
]
W ∗, (5.10)
where (·)∗ denotes the complex conjugate transpose, and
W :=
1√
2
[
1 1
−i i
]
. (5.11)
Substitution of (5.10) into (5.8) leads to
Φ
(N)
j,k =W (F
(N)
j,k ⊙ (W ∗Ψj,kW ))W ∗, (5.12)
where ⊙ denotes the Hadamard product of matrices [6], and
F
(N)
j,k =
1
N
N∑
ℓ=1
[
e−iℓθj
eiℓθj
] [
e−iℓθk
eiℓθk
]∗
. (5.13)
Under the assumption that the spectrum of the matrix L is nondegenerate, the following con-
vergence holds:
lim
N→+∞
F
(N)
j,k =
{
I2 for j = k
0 for j 6= k . (5.14)
A straightforward verification leads to the property of the matrix W in (5.11) that
W (I2 ⊙ (W ∗FW ))W ∗ = TrF
2
I2 (5.15)
for any real symmetric (2× 2)-matrix F . Now, from (5.7) and (5.12)–(5.15), it follows that
lim
N→+∞
ΦN =
1
2
r∑
k=1
UkU
T
k TrΨk,k. (5.16)
In view of (5.5), (5.6) and (5.9), the convergence (5.16) is equivalent to (5.4), which completes
the proof of the lemma. 
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Note that the matrix Φ, given by (5.4) and (5.5), is symmetric, positive definite and satisfies
LΦLT = Φ. The latter property implies the orthogonality of the matrix Φ−1/2L
√
Φ, where√
Φ ∈ Rn×n is a (not necessarily symmetric) matrix square root of Φ (satisfying √Φ(√Φ)T =
Φ) with the inverse Φ−1/2 := (
√
Φ)−1. It will be convenient to use the following matrix square
root of Φ: √
Φ :=
1√
2
[
σ1U1 . . . σrUr
] (5.17)
which satisfies
Φ−1/2L
√
Φ =
J1 0. . .
0 Jr
 = J. (5.18)
Now, let the matrix Ψ ∈ Rn×n in Lemma 13 be the covariance matrix of the uniform
distribution over the set R−1(0):
Ψ :=
∫
R−1(0)
(u− µ)(u− µ)Tdu, (5.19)
where µ is the mean vector from (4.62). The matrix Ψ is symmetric and positive definite. Its
nonsingularity follows from the property that R−1(0) is a cell in Rn and hence, can not be
contained by an (n− 1)-dimensional hyperplane.
By using the matrix Φ ∈ Rn×n expressed through (5.4) in terms of the matrix Ψ in (5.19),
and recalling (4.64), we will now define, for arbitrary N ∈ N and t ∈ [0, 1], a map WN,t : Zn →
Rn by
WN,t :=
1√
N
Φ−1/2
(
ξ⌊Nt⌋ + {{Nt}}
(
ξ⌈Nt⌉ − ξ⌊Nt⌋
))
. (5.20)
Here, ⌈·⌉ denotes the ceiling function, and t plays the role of a continuous time variable. For
any fixed N ∈ N and x ∈ Zn, the map WN,•(x) : [0, 1] → Rn is a continuous piecewise linear
function which satisfies
WN, k
N
(x) =
1√
N
Φ−1/2ξk(x), k = 0, . . . , N.
Hence, the map WN,t in (5.20) generates a map W˜N : Zn → C which maps a point x ∈ Zn to
the function WN,•(x) belonging to the complete separable metric space
C := C0([0, 1],R
n) (5.21)
of continuous functions f : [0, 1] → Rn satisfying f(0) = 0. The space C is endowed in a
standard fashion with the uniform norm ‖f‖ := maxt∈[0,1] |f(t)| and the corresponding Borel
σ-algebra BC .
Under the assumptions that the matrix L is iteratively nonresonant and has a nondegenerate
spectrum, the family {WN,t : t ∈ [0, 1]} of the maps (5.20) can be regarded, for any given
N ∈ N, as an Rn-valued random process on the probability space (Zn,Q+,F). This follows
from the property (which can be obtained by using Theorem 9) that for any p ∈ N and any reals
0 < t1 < . . . < tp 6 1, the map
℧N,t1,...,tp :=
WN,t1...
WN,tp
 : Zn → Rpn (5.22)
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is distributed with a countably additive probability measure DN,t1,...,tp on (Rpn,Bpn) (with Bpn
the σ-algebra of Borel subsets of Rpn), and the algebra induced by this map is contained by
the algebra Q+N given by (4.17). The probability measures DN,t1,...,tp satisfy the compatibility
conditions of A.N.Kolmogorov [14] and are the finite-dimensional distributions of the process
(5.20).
On the other hand, under the above mentioned assumptions on matrix L, for any N ∈ N, the
map W˜N : Zn → C, specified by by (5.20), is distributed with a countably additive probability
measure D˜N on (C,BC), and the algebra induced by this map is again contained byQ+N . There-
fore, the map W˜N can be regarded as a random element on the probability space (Zn,Q+,F)
with values in the metric space C. The relationship between the probability measures D˜N and
DN,t1,...,tp is described in terms of the cylinder sets as
DN,t1,...,tp(B) = D˜N
f ∈ C :
f(t1)...
f(tp)
 ∈ B

for all B ∈ Bpn.
We will now establish a functional central limit theorem for the map W˜N , that is, the weak
convergence of the probability measure D˜N as N → +∞, to the countably additive prob-
ability measure W on (C,BC) corresponding to the n-dimensional standard Wiener process.
This will be carried out using the standard scheme [1]: first, the weak convergence of the
finite-dimensional distributions DN,t1,...,tp of the random process (5.20) to those of the standard
Wiener process will be proved; then it will be shown that the sequence of probability measures
(D˜N)N>1 satisfies the Prokhorov criterion of relative compactness in the topology of weak con-
vergence of probability measures on (C,BC).
Lemma 14 Suppose the matrix L in (5.1)–(5.3) is iteratively nonresonant and has a nondegen-
erate spectrum. Then the finite-dimensional distributions of the random process (5.20) weakly
converge to those of the n-dimensional standard Wiener process as N → +∞. More precisely,
for any p ∈ N, any reals
t0 := 0 < t1 < . . . < tp 6 1 (5.23)
and any Jordan measurable setB ⊂ Rpn, the distribution of the map℧N,t1,...,tp in (5.22) satisfies
lim
N→+∞
F
{
x ∈ Zn : ℧N,t1,...,tp(x) ∈ B
}
=(2π)−pn/2
p∏
k=1
(tk − tk−1)−n/2
×
∫
B
exp
(
−1
2
p∑
k=1
|uk − uk−1|2
tk − tk−1
)
du1× . . .×dup,
(5.24)
where u0 := 0.
Proof. Let the numbers p ∈ N and t1, . . . , tp in (5.23) be fixed but otherwise arbitrary. Then,
for any N > 1
min16k6p(tk−tk−1) , the distribution DN,t1,...,tp of the map ℧N,t1,...,tp in (5.22) is
absolutely continuous with respect to mespn. Hence, for any such N , the following equality
holds for any Jordan measurable set B ⊂ Rpn:
F
{
x ∈ Zn : ℧N,t1,...,tp(x) ∈ B
}
= DN,t1,...,tp(B).
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Therefore, the assertion of the lemma will be proved if we establish the weak convergence
of the probability measure DN,t1,...,tp to the joint distribution of the values of the n-dimensional
standard Wiener process at the moments of time (5.23). In view of the property that the sequence
(ξk)k>1 of the maps (4.64) has independent increments, this task reduces to proving the weak
convergence of the distribution DN of the map
WN,1 =
1√
N
Φ−1/2ξN =
1√
N
Φ−1/2
N∑
k=1
L−k(Ek − µ) : Zn → Rn (5.25)
to the n-dimensional Gaussian measure D with zero mean vector and the identity covariance
matrix. The probability measure DN can be uniquely recovered from its characteristic function
ϕN : R
n → C defined by [14]
ϕN(u) :=
∫
Rpn
eiu
TvDN(dv). (5.26)
From Theorem 9 and (5.25), it follows that
ϕN (u) =
N∏
k=1
ϕ
(
1√
N
(Φ−1/2L−k)Tu
)
, (5.27)
where ϕ : Rn → C is the characteristic function for the uniform distribution over the set
R−1(0)− µ:
ϕ(v) :=
∫
R−1(0)
eiv
T(w−µ)dw. (5.28)
Note that the function (5.28) is infinitely differentiable with respect to v ∈ Rn and its asymptotic
behaviour near the origin is
ϕ(v) = 1− 1
2
‖v‖2Ψ + o(|v|2) as v → 0, (5.29)
where ‖v‖Ψ :=
√
vTΨv denotes the Euclidean norm in Rn associated with the covariance
matrix Ψ in (5.19). By using (5.29), (5.27) and Lemma 13, it follows that
lim
N→+∞
lnϕN(u) = −1
2
lim
N→+∞
(
1
N
N∑
k=1
∥∥(Φ−1/2L−k)Tu∥∥2
Ψ
)
= −1
2
uTΦ−1/2 lim
N→+∞
(
1
N
N∑
k=1
L−kΨ(L−k)T
)
(Φ−1/2)Tu = −|u|
2
2
holds for any u ∈ Rn, and hence, limN→+∞ ϕN(u) = e− |u|
2
2 . The latter limit implies that DN
converges weakly to the standard normal distribution D in Rn as N → +∞, and the lemma is
proved. 
In order to formulate the functional central limit theorem below, we will now define the
subalgebra
B˜C :=
{
B ∈ BC : W(∂B) = 0 and D˜N(∂B) = 0 for all sufficiently large N ∈ N
}
(5.30)
of the algebra of W-continuous Borel subsets of the metric space (5.21) (as before, W denotes
the Wiener measure on (C,BC)).
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Theorem 16 Suppose the matrix L in (5.1)–(5.3) is iteratively nonresonant and has a nonde-
generate spectrum. Then, for any B ∈ B˜C ,
lim
N→+∞
F
{
x ∈ Zn : W˜N(x) ∈ B
}
=W(B). (5.31)
Proof. For any element B ∈ B˜C of the algebra (5.30) and for all sufficiently large N ∈ N, the
set W˜−1N (B) =
{
x ∈ Zn : W˜N(x) ∈ B
}
is frequency measurable, and its frequency is given
by F(W˜−1N (B)) = D˜N(B). Since every B ∈ B˜C is a W-continuous Borel subset of C, the
relation (5.31) will follow from the weak convergence of the measure D˜N to W as N → +∞.
Therefore, in view of Lemma 14, it remains to show that the sequence (D˜N)N>1 satisfies the
Prokhorov criterion of relative compactness in the topology of weak convergence of probability
measures on (C,BC). The latter task reduces to verifying the following condition (see, for
example, [1, Theorem 8.4]):
inf
λ>1
(
λ2 lim sup
N→+∞
max
06j6N
F
{
x ∈ Zn : max
j6k6N
∣∣∣WN, j
N
(x)−WN, k
N
(x)
∣∣∣ > λ}) = 0. (5.32)
To this end, let N ∈ N, 0 6 j 6 N and λ > 1 be fixed but otherwise arbitrary. Since,
under the assumption that L is iteratively nonresonant, the sequence of the maps (4.64) has
mutually independent increments with zero average value, then a multidimensional version of
[1, inequality (10.7)] leads to
F
{
x ∈ Zn : max
j6k6N
∣∣∣WN, j
N
(x)−WN, k
N
(x)
∣∣∣ > λ}
= F
{
x ∈ Zn : 1√
N
max
j6k6N
∣∣∣∣∣Φ−1/2
k∑
ℓ=j+1
L−ℓ(Eℓ(x)− µ)
∣∣∣∣∣ > λ
}
6 2F
{
x ∈ Zn : 1√
N
∣∣∣∣∣Φ−1/2
N∑
ℓ=j+1
L−ℓ(Eℓ(x)− µ)
∣∣∣∣∣ > λ−√2
}
. (5.33)
By applying the Chebyshev inequality [14] to the right-hand side of (5.33), it follows that, for
any λ >
√
2,
F
{
x ∈ Zn : 1√
N
∣∣∣∣∣Φ−1/2
N∑
ℓ=j+1
L−ℓ(Eℓ(x)− µ)
∣∣∣∣∣ > λ−√2
}
6
1
N2(λ−√2)4 A
∣∣∣∣∣Φ−1/2
N∑
ℓ=j+1
L−ℓ(Eℓ − µ)
∣∣∣∣∣
4
 . (5.34)
The fourth moment on the right-hand side of (5.34) can be estimated by using the mutual in-
dependence and uniform distribution of the quantization errors over the set R−1(0). From the
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orthogonality of the matrix (5.18) and from (5.19), it follows that
A
∣∣∣∣∣Φ−1/2
N∑
ℓ=j+1
L−ℓ(Eℓ − µ)
∣∣∣∣∣
4
 =A
∣∣∣∣∣
N∑
ℓ=j+1
J−ℓΦ−1/2(Eℓ − µ)
∣∣∣∣∣
4

=(N − j)
∫
R−1(0)
∣∣Φ−1/2(u− µ)∣∣4 du
+ (N − j)(N − j − 1)(TrΥ)2
+ 2
∑
j+16ℓ 6=m6N
Tr
(
ΥJ ℓ−mΥJm−ℓ
)
6 N
∫
R−1(0)
∣∣Φ−1/2(u− µ)∣∣4 du+N2K, (5.35)
where the parameter K := (TrΥ)2 + 2Tr(Υ2) is associated with an auxiliary matrix Υ :=
Φ−1/2Ψ(Φ−1/2)T. The relations (5.33)–(5.35) lead to the inequality
lim sup
N→+∞
max
06j6N
F
{
x ∈ Zn : max
j6k6N
∣∣∣WN, j
N
(x)−WN, k
N
(x)
∣∣∣ > λ} 6 2K
(λ−√2)4 (5.36)
which holds for any λ >
√
2. Since the right-hand side of (5.36) is o(λ−2) as λ → +∞, this
inequality establishes (5.32), which, in view of the above discussion, implies the assertion of
the theorem. 
Theorem 17 Suppose the matrix L in (5.1)–(5.3) is iteratively nonresonant and has a nonde-
generate spectrum. Then the distribution of the map
1√
N
Φ−1/2δN : Zn → Rn (5.37)
(where use is made of (4.63), (5.4) and (5.19)) weakly converges to the n-dimensional Gaus-
sian measure with the zero mean vector and identity covariance matrix as N → +∞. More
precisely, for any Jordan measurable set B ⊂ Rn,
lim
N→+∞
F
{
x ∈ Zn : 1√
N
Φ−1/2δN (x) ∈ B
}
= (2π)−n/2
∫
B
e−
|u|2
2 du. (5.38)
Proof. The linear bijection (4.65) between the maps (4.63) and (4.64) allows the map (5.37)
to be represented as
1√
N
Φ−1/2δN =
1√
N
Φ−1/2LNξN = JNWN,1, (5.39)
where use is made of (5.18) and (5.25). Therefore, the map in (5.37) is DN ◦ J−N -distributed,
where DN is the distribution of the map WN,1. Hence, for any Jordan measurable B ⊂ Rn, the
frequency of the set on the left-hand side of (5.38) coincides with DN (J−NB). Therefore, the
assertion of the theorem can be proved by establishing the weak convergence of the probability
measure DN ◦ J−N to the n-dimensional Gaussian measure D with the zero mean vector and
identity covariance matrix as N → +∞. For this purpose, we will use the weak convergence of
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DN to D as N → +∞ (which was established in the proof of Lemma 14), and the invariance
of the probability measure D with respect to orthogonal transformations (since standard normal
PDFs are isotropic). With any given bounded Lipschitz continuous function f : Rn → R, we
associate the functions
fN := f ◦ JN , N ∈ N. (5.40)
Due to orthogonality of the matrix J in (5.18), the functions fN have the same Lipschitz con-
tinuity constant as the function f . Therefore, in view of the Arzela-Ascoli theorem, for any
ε > 0, the restrictions of these functions to a ball Bε := {u ∈ Rn : |u| 6 1ε} form a totally
bounded set {
fN |Bε : N ∈ N
} (5.41)
in the Banach space C(Bε,R) of continuous functions on the ball. Hence, there exist Nε ∈ N,
a surjective map νε : N→ {1, 2, . . . , Nε} and a finite ε-net
{f (ε)k : 1 6 k 6 Nε} ⊂ C(Bε,R) (5.42)
for the set (5.41) satisfying
sup
N>1, u∈Bε
∣∣fN (u)− f (ε)νε(N)(u)∣∣ 6 ε. (5.43)
Now, recalling (5.39) and (5.40), consider the following integrals
A
(
f
(
1√
N
Φ−1/2δN
))
=
∫
Rn
f(u)(DN ◦ J−N)(du)
=
∫
Bε
fN(u)DN(du) +
∫
Rn\Bε
fN(u)DN(du). (5.44)
In view of the weak convergence of DN to D, the rightmost integral in (5.44) can be bounded
asymptotically as
lim sup
N→+∞
∣∣∣∣∫
Rn\Bε
fN (u)DN(du)
∣∣∣∣ 6 (1−D(Bε)) ‖f‖, (5.45)
where ‖f‖ := supu∈Rn |f(u)| is the uniform norm of f . A combination of the same weak
convergence with (5.43) leads to
lim inf
N→+∞
∫
Bε
fN(u)DN(du) > min
16k6Nε
∫
Bε
f
(ε)
k (u)D(du)− ε. (5.46)
On the other hand, from (5.43) and the rotational invariance of the Gaussian measure D, it
follows that
min
16k6Nε
∫
Bε
f
(ε)
k (u)D(du) > min
N>1
∫
Bε
fN(u)D(du)− ε =
∫
Bε
f(u)D(du)− ε. (5.47)
A combination of (5.46) with (5.47) yields lim infN→+∞
∫
Bε
fN(u)DN(du) >
∫
Bε
f(u)D(du)−
2ε. Hence, in view of (5.45), it follows that
lim inf
N→+∞
∫
Rn
fN(u)DN(du) >
∫
Rn
f(u)D(du)− 2
(
ε+ (1−D(Bε)) ‖f‖
)
.
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The arbitrariness of ε > 0 in the latter inequality and the property limε→+0D(Bε) = 1 imply
that
lim inf
N→+∞
∫
Rn
fN (u)DN(du) >
∫
Rn
f(u)D(du).
A similar reasoning leads to the inequality
lim sup
N→+∞
∫
Rn
fN(u)DN(du) 6
∫
Rn
f(u)D(du).
A combination of the last two inequalities leads to the following convergence for the left-hand
side of (5.44):
lim
N→+∞
∫
Rn
f(u)(DN ◦ J−N)(du) =
∫
Rn
f(u)D(du). (5.48)
Since f : Rn → R is an arbitrary bounded Lipschitz continuous function, then, in view of the
well-known criterion [14] of the weak convergence of probability measures, (5.48) implies that
DN ◦ J−N weakly converges to D as N → +∞, whence the assertion of the theorem follows.

Theorem 18 Suppose the matrix L in (5.1)–(5.3) is iteratively nonresonant and has a nonde-
generate spectrum. Then for any Jordan measurable set B ⊂ Rr+,
lim
N→+∞
F
{
x ∈ Zn :
√
2
N
(
max16k6N |Vjδk(x)|
σj
)
16j6r
∈ B
}
=
∫
B
r∏
k=1
τ(uk)du1 × . . .× dur, (5.49)
where use is made of (4.63), (5.4) and (5.19), and τ(·) denotes the PDF for the largest Euclidean
deviation of the two-dimensional standard Wiener process from the origin over the time interval
[0, 1].
Proof. By using (5.17) and (5.18), it follows that, for any 1 6 j 6 r and 1 6 k 6 N ,√
2
N
σ−1j Vjδk = J
k
j ΠjWN, k
N
, (5.50)
where
Πj :=
[
02×2(j−1) I2 02×(n−2j)
] ∈ R2×n (5.51)
with 0p×q denoting the zero (p×q)-matrix. Since each of the rotation matrices Jj is orthogonal,
(5.50) implies that √
2
N
σ−1j |Vjδk| =
∣∣∣ΠjWN, k
N
∣∣∣ . (5.52)
Note that the vector WN,t(x) in (5.20) depends on the auxiliary time variable t ∈ [0, 1] in a
continuous piece-wise linear fashion (it is a linear function of t ∈ [(k − 1)/N, k/N ] for any
1 6 k 6 N). Therefore, it follows from (5.52) that√
2
N
max16k6N |Vjδk|
σj
= max
t∈[0,1]
|ΠjWN,t|. (5.53)
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Now, consider the vector-valued map
αN :=
√
2
N
(
max16k6N |Vjδk|
σj
)
16j6r
=
(
max
t∈[0,1]
|ΠjWN,t|
)
16j6r
: Zn → Rr+ (5.54)
whose entries are described by (5.53). For any N ∈ N, this map is representable as the compo-
sition αN = ϕ ◦ W˜N of the map W˜N : Zn → C defined above and a Lipschitz continuous map
ϕ : C → Rr+ on the space (5.21) given by
ϕ(f) :=
(
max
t∈[0,1]
|Πjf(t)|
)
16j6r
. (5.55)
The preimage ϕ−1(B) of any Jordan measurable set B ⊂ Rr+ belongs to the algebra (5.30),
and hence, application of Theorem 16 leads to limN→+∞F(α−1N (B)) = W(ϕ−1(B)). The lat-
ter convergence implies (5.49) in view of (5.51), (5.54) and (5.55). Here, we have also used
the property that the projections of the 2r-dimensional standard Wiener process onto r pair-
wise orthogonal two-dimensional subspaces are mutually independent two-dimensional stan-
dard Wiener processes). 
5.3 An application to the rounded-off planar rotations
We will now apply the above results to a dynamical system on the two-dimensional lattice Z2,
with which a celebrated problem on the rounded-off planar rotations [4, 11] is concerned. More
precisely, consider the quantized linear (R∗, L)-system, where R∗ : R2 → Z2 is the roundoff
quantizer with
R−1∗ (0) = [−1/2, 1/2)2 (5.56)
(see Section 4.1), and
L :=
[
cos θ − sin θ
sin θ cos θ
]
(5.57)
is the matrix of rotation by angle θ ∈ (0, 2π). This dynamical system, whose transition operator
is given by
T = R∗ ◦ L,
is a particular case of the neutral quantized linear systems described in Section 5.1. Indeed,
the matrix L in (5.57) is of the form (5.1)–(5.3), with r = 1 and U = I2. Note that the
assumption for the matrix L to have a nondegenerate spectrum is equivalent to θ 6= π which
holds, for example, if θ ∈ (0, π/2). Furthermore, it is assumed throughout this subsection that
the rotation angle θ belongs to the set
Θ :=
{
θ ∈ (0, π/2) : the matrix L in (5.57) is iteratively nonresonant}; (5.58)
see Section 4.3. As discussed in Section 5.1, the set Θ is of full Lebesgue measure, and more-
over, the set (0, π/2) \ Θ of “pathological” values of the rotation angle is countable. Also, θ/π
is irrational for any θ ∈ Θ.
The following theorem provides corollaries from the corresponding results of the previous
subsection and Section 4. For its formulation, we note that, in view of (5.56) and (5.57), the
mean vector µ in (4.62) vanishes,
µ =
∫
[−1/2,1/2)2
udu = 0,
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and hence, the supporting system with the transition operator in (4.61) coincides with the origi-
nal linear system. Also note that the matrix Φ in (5.4) and the covariance matrix Ψ in (5.19) for
the uniform distribution over the square in (5.56) take the form
Φ = Ψ =
∫
[−1/2,1/2)2
uuTdu =
I2
12
. (5.59)
Theorem 19 Suppose the rotation angle θ belongs to the set Θ in (5.58). Then the quantized
linear (R∗, L)-system, specified by (5.56) and (5.57), satisfies the following properties:
(a) the quantization errors Ek given by (4.39) are mutually independent and uniformly dis-
tributed over the square [−1/2, 1/2)2. In particular,
F
(
N⋂
k=1
E−1k (Bk)
)
=
N∏
k=1
mes2Bk
holds for any N ∈ N and any Jordan measurable subsets B1, . . . , BN of the square;
(b) for any Jordan measurable set B ⊂ R2,
lim
N→+∞
F
{
x ∈ Z2 :
√
12
N
(LNx− TN(x)) ∈ B
}
=
1
2π
∫
B
e−
|u|2
2 du. (5.60)
In particular, for any α > 0,
lim
N→+∞
F
{
x ∈ Z2 :
√
12
N
|LNx− TN(x)| > α
}
= e−
α2
2 ; (5.61)
(c) for any α > 0,
lim
N→+∞
F
{
x ∈ Z2 :
√
12
N
max
16k6N
|Lkx− T k(x)| > α
}
=
∫ +∞
α
τ(u)du,
where τ : R+ → R+ is the PDF of the largest Euclidean deviation of the two-dimensional
standard Wiener process from the origin over the time interval [0, 1];
(d) the cardinality of the preimage of a point under the transition operator T takes values
0, 1, 2 with the following frequencies
F
{
x ∈ Z2 : #T−1(x) = k} =

β for k = 0
1− 2β for k = 1
β for k = 2
, (5.62)
where
β := 1− F(T (Z2)) = (cos θ + sin θ − 1)2 (5.63)
is the frequency of “holes” in the lattice Z2 which are not reachable for the system.
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Proof. The assertion (a) of the theorem is a corollary from Theorem 9. The assertion (b) is
established by noting that (5.60) follows from (5.59) and Theorem 17. The relation (5.61) can
be obtained from (5.60) by using the fact that the squared Euclidean norm of a two-dimensional
Gaussian random vector with zero mean and identity covariance matrix has the χ2-distribution
with two degrees of freedom:
1
2π
∫
u∈R2: |u|2>α
e−
|u|2
2 du = e−
α
2 for all α > 0.
The assertion (c) follows from Theorem 18. The assertion (d) is a corollary from Theorems 13
and 15. Indeed, by using (4.80), it follows that
F
{
x ∈ Z2 : #T−1(x) = k}
= mes2
{
u ∈ [−1/2, 1/2)2 : #
(
Z
2
⋂
(u+ L−1[−1/2, 1/2)2)
)
= k
}
. (5.64)
In combination with (4.91) and (4.92) (see also Fig. 3), the relation (5.64) leads to (5.62) and
(5.63). 
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Figure 3: Calculation of the frequency F(Z2 \ T (Z2)) of “holes” in the two-dimensional lattice
Z
2 which are not reachable for the rounded-off planar rotation with a generic angle θ. This
frequency is equal to the area (cos θ + sin θ − 1)2 of the shaded square.
Unlike the statements (a)–(c) of Theorem 19, its assertion (d) involves only the first iterate
of the transition operator T and remains valid for nonresonant (that is, not necessarily iteratively
nonresonant) matrices L in (5.57); see Section 4.6. Since for the orthogonal (2 × 2)-matrices,
the nonresonance property is equivalent to irrationality of eiθ, then Theorem 19(d) holds, in
particular, for θ = π
6
. In this case, the rational independence of the rows of the corresponding
matrix [
I2
L
]
=

1 0
0 1√
3
2
−1
2
1
2
√
3
2

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Figure 4: A fragment {−50, . . . , 50}2 of the lattice Z2, with the grey pixels depicting the image
T (Z2) of the lattice under the rounded-off planar rotation with angle θ = π
6
. The white pixels
represent the complement Z2\T (Z2) consisting of “holes” in the lattice which are not reachable
for the discretized system.
can also be verified directly. For this rotation angle, a fragment of the reachability set T (Z2) is
shown in Fig. 4. This is an example of a frequency measurable L−1-quasiperiodic subset of the
lattice, which is not spatially periodic. According to (5.63) of Theorem 19(d), the frequency of
the reachability set is
F(T (Z2)) = 1−
(
cos
π
6
+ sin
π
6
− 1
)2
=
√
3
2
= 0.8660... (5.65)
The relative fraction of reachable points in the moderately large fragment of the lattice under
consideration is 0.8659..., with the relative error of the theoretical prediction in (5.65) being
0.015%.
Also note that, by Theorem 19(d), the frequency β of “holes” for the rounded-off planar
rotation in (5.63) asymptotically achieves its largest value (√2 − 1)2 = 0.1716... for generic
rotation angles θ approaching π
4
. For such rotation angles, the transition operator T manifests
“minimal surjectivity”.
A comparison of the above discussed theoretical predictions with experimental results can
also be found in [9], where the relative fraction of points in sufficiently large rectangular frag-
ments of Z2 were calculated (along with their frequencies) for other events relevant to the phase
portraits of the rounded-off planar rotations. That comparison also demonstrates close proxim-
ity of the numerical experiment and the predictions provided by the frequency-based approach.
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