n n × S-permutation matrices. In the described algorithm, the bitwise operations are substantially used.
INTRODUCTION
Binary (or boolean, or (0,1)-matrix) is called a matrix whose elements belong to the set = {0,1}  . Let n and m be positive integers. With n m ×  we will denote the set of all n m × binary matrices, while with = n n n ×   we will denote the set of all square n n × binary matrices.
A square binary matrix is called a permutation matrix, if there is just one 1 in every row and every column. Let us denote by n  the group of all n n × permutation matrices, and by n  the symmetric group of order n , i.e. the group of all one-to-one mappings of the set
{ }
[ ] 1, 2, n n =  in itself. In effect is the isomorphism n n ≅   .
As it is well known [4, 5] the multiplication of an arbitrary real or complex matrix A from the left with a permutation matrix (if the multiplication is possible) leads to dislocation of the rows of the matrix A , while the multiplication of A from the right with a permutation matrix leads to the dislocation of the columns of A .
Let n be a positive integer and let n A∈  be a (1)
In [2] Roberto Fontana offers an algorithm which randomly gets a family of 2 2 n n × mutually disjoint S-permutation matrices, where 2,3 = n . In 3 = n he ran the algorithm 1000 times and found 105 different families of nine mutually disjoint S-permutation matrices. Then using (1) he obtained 400 102 38 = 105 9!⋅ Sudoku matrices. Bipartite graph is the ordered triplet = , , ,
, the elements of which will be called vertices.
-the set of edges.
Repeated edges are not allowed in our considerations. If 
We will say that the graphs g′ and g ′ ′ are isomorphic and we will write
. In this paper we consider only bipartite graphs up to isomorphism.
Analyzing the works of G. Dahl [1] and R. Fontana [2] , the question of finding a general formula for counting disjoint pairs of 2 2 n n × S-permutation matrices as a function of the integer n naturally arises. This is an interesting combinatorial problem that deserves its consideration. The work [7] solves this problem. To do that, the graph theory techniques have been used. It has been shown that to count the number of disjoint pairs of 2 2 n n × S-permutation matrices, it is sufficient to obtain some numerical characteristics of the set of all bipartite graphs considered to within isomorphism of the type = , ,
is the set of vertices, and g E is the set of edges of the graph Thus, the combinatorial problem to obtain and enumerate all of n n × binary matrices up to a permutation of columns or rows having exactly k units naturally arises. The present work is devoted to this problem. 
SEMI-CANONICAL AND CANONICAL BINARY MATRICES

In other words A B
 if A is received from B after dislocation of some of the rows and the columns of B .
Obviously, the introduced relation is an equivalence relation. Therefore, to find all bipartite graphs of type = , ,
is the set of vertices, and g E is the set of edges of the graph
, g E k = , up to isomorphism, it suffices to find all canonical matrices with k 1's from the set n n ×  .
With n n ⊂   we denote the set of all transpositions in n  , i.e. the set of all n n × permutation matrices, which multiplying from the left an arbitrary n m × matrix swaps the places of exactly two rows, while multiplying from the right an arbitrary k n × matrix swaps the places of exactly two columns. According to the induction assumption from 

Obviously in effect is also the dual to Theorem 1 statement, in which everywhere instead of the sign ''<'' we put the sign ''>''. . From Theorem 1 it follows that ( ) ( ), r A r A ′ < which contradicts the minimality of ( ) r A .
In the next example, we will see that the opposite statement of Corollary 2 is not always true. From example 1 immediately follows that in a given equivalence class it is possible to exist more than one semi-canonical element.
ROGRAMME CODE OF AN ALGORITHM FOR FINDING ALL SEMI-CANONICAL MATRICES
