Abstract. We consider very general "random integers" and prove that many multiplicative and additive functions of such integers have limiting distributions. These integers include, for instance, the curvatures of Apollonian circle packings, trace of Frobenius elements for elliptic curves, the Ramanujan tau-function, Mersenne numbers, and many others.
Introduction
A well-known result, first proved by Schoenberg in 1928 [23] , states that many multiplicative functions (such as the arithmetic function n → ϕ(n)/n) have a limiting distribution when n is taken "at random" among integers in {1, . . . , N} and N → +∞. Through the work of Erdős and Wintner [9] , and many others, this result was extended in an essentially definitive way (see, e.g., the account in Tenenbaum's book [27, §III.4] , and Section 7). Extensive work has been further devoted to the fine study of the properties of the limiting distributions.
The goal of this paper is to complement these results in two directions:
• Extend the result to the distribution of multiplicative functions evaluated at random integers, taken in a very broad sense.
• Give a very simple probabilistic proof of the existence of limiting distributions which also identifies the resulting random variables in a natural way. Neither of these two aspects is completely new. The formulas for the limiting random variables (in the classical case above) are implicit in many previous works (although the author is not aware of previous papers that state them explicitly in the same form), and limiting distributions have been shown to exist, e.g., for multiplicative functions evaluated at shifted primes p − 1 in the work of Katai [11] . However, some of the random integers we consider, such as curvatures of Apollonian circle packings, have not been previously studied in this respect.
For any prime p, we denote by v p the p-adic valuation function on non-zero integers. We consider only non-zero multiplicative functions f , so that f (1) = 1. We express such a multiplicative function in the form
for some function α defined on prime powers. We define α(1) = 0, so that the formula can also be written
On the other hand, we extend α to integers d 2 by multiplicativity, namely
It is also convenient to extend f to Z by defining f (n) = f (−n) if n −1, and f (0) = 1.
1
The formula (1.2) remains valid for all n = 0 with these conventions.
Remark 1.1. The function α is not a multiplicative function, but satisfies multiplicativity for arguments which are coprime and 2. For primes p, we have f (p) = (α 1)(p), in terms of Dirichlet convolution, but the equality does not extend to higher powers of p in general.
By a random integer, we will simply mean a sequence X = (X N ) N of Z-valued random variables. It will be convenient to allow the possibility that X N is defined on a probability space Ω N that depends on N; when that is the case, we write P N (· · · ) and E N (· · · ) for the associated probability measure and its expectation operator.
Given a multiplicative function f expressed in the form (1.1) and a random integer X = (X N ) N , our results are of the following type:
(1) We assume that the random infinite valuation vectors (v p (X N ) p ) converge in law as N → +∞, in the sense of finite distributions, to a family (V p ) p of random variables, where V p takes values in the set of non-negative integers. This family only depends on the random integer X, and this assumption is both natural and true in most interesting cases. (2) For suitable multiplicative functions f (the assumptions, in our generality, will necessarily not always be as precise as in the classical case), the random variables f (X N ) converge in law as N → +∞ to the random product p (1 + α(p Vp )), which itself converges in law (but, in our generality, does not always converge almost surely.) This formula mimicks exactly the "deterministic" formula (1.1). (3) In many cases (but certainly not all), there exists a finite set S of primes (depending only on the random integer) such that the random variables (V p ) p / ∈S are independent, and such that the two random sequences
are also independent. Moreover, the random product (1 + E(α(p Vp ))).
We now give precise definitions for the two assumptions we introduced in this discussion.
Definition 1.2 (Good valuations, disantangled integers)
. Let X = (X N ) N be a random integer.
(1) The random integer X has good valuations if there exists a sequence (V p ) p of random variables, indexed by primes, such that the sequences (v p (X N )) p converge in law as N → +∞, in the sense of finite distributions.
(2) The random integer X is disentangled if it has good valuations and if there exists a finite set of primes S such that the sequence (V p ) p / ∈S is independent, and is independent of the random vector (V p ) p∈S . We then say also that X is disentangled outside S.
Convergence in the sense of finite distributions in (1) means that for any finite set of primes S, the vector (v p (X N )) p∈S converges in law to (V p ) p∈S ; this is in turn equivalent to the fact that, for every S and every family (k p ) p∈S of non-negative integers, we have
There is an equivalent formulation of the existence of good valuations that is in the style of "sieve axioms" and is often easier to check. Lemma 1.3. Let X = (X N ) N be a random integer. Then X has good valuations if and only if, for any integer d 1, there exists (d) 0 such that
and if
for all primes p. When X has good valuations, the valuation (V p ) p and the function are related by the formulas
for all primes p and integers k 0, and
Proof. If X has good valuations, then for d 1, we have
which converges by assumption as N → +∞ to
Let p be a prime. As a special case of the formula, we get
for k 0, which implies (1.4). Moreover, since
we obtain (1.3).
Conversely, suppose that the function exists. We note first that (1) = 1. For any finite set of primes S, and any non-negative integers (k p ) p∈S , we have
which converges to p∈S p kp .
It follows (using inclusion-exclusion) that for any non-empty finite set S of primes, there exists a finite positive measure µ S on Z S + such that, for any (k p ) ∈ Z S + , we have lim
as N → +∞. However, in general the measure µ S might not be a probability measure. We now check that this is the case if (1.3) holds. It is enough to check that each measure µ p is a probability measure (because each µ S has total mass 1, and a measure of this type on a product of two or more spaces is a probability measure if any one of its image to a factor space is a probability measure). But we have
Now we conclude that the valuations (v p (X N )) p converge in law, in the sense of finite distributions, to a vector (V p ) p determined by the condition that (V p ) p∈S has law µ S for any finite set of primes S.
Proof. Indeed, picking an arbitrary auxiliary prime p and an integer k 1, we have
which tends to 0 as k → +∞ according to the lemma. Remark 1.5.
(1) To illustrace condition (1.3), consider the random integer X = (X N ) N defined on the probability space {1, . . . , N}, with uniform probability measure, by X N (n) = ϕ(n). Then lim
for all integers d 1 (in other words, "almost all" values of ϕ are divisible by d). Indeed, integers with d ϕ(n) are integers not divisible by any prime p ≡ 1 (mod d), and by elementary sieve methods, the number of such integers N is o(N). Hence the function exists, and is identically equal to 1 (so (1.3) definitely fails).
In this case, the valuation vectors (v p (X N )) p fail to converge in law because of escape of mass, but the measures µ S in the proof exist. In fact, for any finite set of primes S and any non-negative integers (k p ) p∈S , we have simply
One could attempt to include definitions and results where the limiting valuations take values in Z + ∪ {+∞}, but for simplicity, we haven't considered this generalization.
(2) In the language of this lemma, the condition that X is disentangled is equivalent to the existence of a finite set of primes S such that the function is "multiplicative outside S", i.e., for any integer d 1, writing d = d S d S where d S (resp. d S ) has only prime factors in S (resp. outside S), we have
, and moreover if d 1 and d 2 are coprime integers with no prime factors in S, then
One type of multiplicative functions turns out to be somewhat easier to handle in some respects. We say that f is of uniform type if f (p
) for all primes p and all integers k 1 (such functions are sometimes called strongly multiplicative, for instance by Rényi [19] ). Example 1.6. The function f (n) = ϕ(n)/n is of uniform type.
Our general convergence statement shows that, for a restricted class of multiplicative functions, convergence in law of bounded multiplicative functions holds in great generality concerning the random integers.
Let f be a multiplicative function represented in the form (1.1). Assume that f is bounded and that the series
converges.
(1) The sequence (f (X N )) N converges in law to the random product
which exists as the limit in law as M → +∞ of the partial products over primes p M.
(2) We have
As we mentioned above, the key observation is that (1.7) mimicks the deterministic formula (1.2). Remark 1.8. (1) The assumption that f is bounded can be relaxed sometimes; for instance, if f does not vanish and 1/f is bounded, then a convergence result follows by composing with the continuous function z → 1/z. An example is f (n) = n/ϕ(n).
(2) In Theorem 1.7, there is no assumption that the random integer X is disentangled, which means that (d) is not always multiplicative (or S-multiplicative for some finite set of primes S). This means that the assumption of convergence of (1.6) cannot be expressed in terms of the convergence of an Euler product. For the same reason, it is not necessarily the case that the limiting random product exists almost surely, nor is there any reason for the "mean value"
lim
to be expressible in a simpler way than the expectation of the limiting random product. However, in disentangled cases, the independence property of the valuations (V p ) p implies a corresponding factorization of the mean-value as a product over primes; see Section 6.
(3) Many classical arguments (see, e.g., [27, 11] ) deduce the existence of limiting distributions for multiplicative functions from the case of additive functions, and the latter from mean-value estimates for bounded multiplicative functions (via the Fourier-theoretic criterion of P. Lévy for convergence in law). Our approach is more direct. Of course, one can also be interested in convergence in law for additive functions of random integers, and we discuss this in Section 5.
(4) If f is of uniform type then the condition (1.6) can be relaxed to
and the sequence (f (X N )) N converges to the product
where B p is the Bernoulli random variable which is the indicator function of the event {V p 1}. Example 1.9. The standard random integer S = (S N ) N is defined as follows: for N 1, we denote by Ω N the set {1, . . . , N}, with the uniform probability measure P N (· · · ), and we put S N (n) = n for n ∈ Ω N .
It is elementary that (S N ) N has good valuations and is disentangled. Indeed, the valuations (v p (S N ) p ) converge in the sense of finite distributions to a sequence of independent geometric random variables (V p ) P such that
for p prime and k 0 (independence follows from the Chinese Remainder Theorem 
where (ε p ) are "random" signs, so that the first series in (1.8) converges. However, in the absence of independence (which leads to certain compensations from distinct primes), it is unclear whether Theorem 1.7 can be similarly improved in general (see Section 7 for comments about this).
If we consider as prototype the multiplicative function f (n) = ϕ(n)/n, then we have
for all p and k 1. Let B p be the indicator of the event {V p 1}, so that (B p ) p is a sequence of independent Bernoulli random variables, with
Then we deduce that f (S N ) converges in law to the almost-surely convergent product
This natural formula for the limiting distribution is not stated explicitly by Schoenberg [23, 24] , but is implicit, for instance in [2, Exercise 25.15] . The mean-value formula, in that case, is the formula
which is of course an elementary exercise in Möbius inversion in that case.
for all p and k 1, but with an arbitrary random integer X = (X N ) N with good valuations. Theorem 1.7 applies as soon as the function satisfies
which is an extremely general condition, as it requires only a very moderate amount of decay of (d) as d → +∞. 
as suggested (using independence of primes) by (1.7) and the law of (V p ) in the case of standard integers, although it is not the case that (1.7) always converges in law. The case of complex-valued (bounded) multiplicative functions is the topic of Halász's Theorem; in that case, the "probabilistic" mean-value formula does not always hold. It would be interesting to understand this phenomenon from a more probabilistic point of view. For instance, consider f = µ, the Möbius function, in which case the fact that the mean value is 0 is (elementarily) equivalent to the Prime Number Theorem. The product (1.7) does not converge in law. However, the sequence µ(S N ) does have a limit, namely the random variable M with values in {−1, 0, 1} such that
.
Notation. The variable p will always designate a prime number, unless specified otherwise. The notation f g and f = O(g) are used synonymously.
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Preliminaries
We will use a variant of a standard argument for convergence in law.
Proposition 2.1. Let (X n ) n 1 and (X n,m ) n m 1 be complex-valued random variables, with X n,m defined on the same space as X n for all m n. Define E n,m = X n − X n,m . Assume that:
(1) For each m 1, the random variables (X n,m ) n m converge in law to a random variable Y m .
Then the sequences (X n ) and (Y m ) converge in law as n → +∞, and have the same limit distribution X.
Assume moreover that:
The random variables X, (X n,m ) and (Y m ) are all integrable.
(4) For any m 1, we have
Then we have
Proof. We begin by proving that (X n ) converges in law. Let f : C → R be a bounded Lipschitz function, and let C be a Lipschitz constant for f . We will first show that E(f (X n )) converges. For any n 1 and any m n, we have
By the first assumption, the expectations E(f (X n,m )) converge to E(f (Y m )) as n → +∞. Then these inequalities imply that, for any m 1, we have lim sup
(because any limit of a convergent subsequence of E(f (X n )) will lie in an interval of length at most the right-hand side). Letting m go to infinity, the second assumption allows us to conclude that lim sup
so that the sequence (E(f (X n ))) n 1 converges. By linearity, the sequence (E(f (X n ))) n also converges for all complex-valued Lipschitz functions f . Now consider the map µ defined on bounded Lipschitz functions on C by
It is elementary that µ is linear, and that it is positive (in the sense that if f 0, we have µ(f ) 0) and satisfies µ(1) = 1. By the Riesz representation theorem, it follows that µ "is" a probability measure on C. It follows then that (X n ) converges in law to a random variable X with probability law µ, since it is another standard fact that convergence in law can be tested with bounded Lipschitz continuous functions.
It remains to prove that the sequence (Y m ) also converges in law with limit X. We again consider a real-valued Lipschitz function f , with Lipschitz constant C, and write
For a fixed m, we let n → +∞. Since we have proved that (X n ) converges to X, we deduce by the first assumption that
Since the right-hand side converges to 0 by the second assumption, we conclude that
and finally that (Y m ) converges to X.
We now assume that conditions (3), (4) and (5) hold, and we will prove (2.2). We may assume that X n and X n,m are all real-valued. For any m n, we have
hence, fixing m and letting n → +∞, we obtain using (4)
Now letting n → +∞ and using (2) and (5), we obtain
(1) In many cases, the convergence of (Y m ) to X will be clear from an explicit formula for these random variables (e.g., because they will correspond to sums of independent random variables); in that case, the result is also a consequence of [3 where the norm may be for instance the sup norm. By the triangle inequality, this condition can indeed by checked coordinate by coordinate, and one can use (2.3) instead of (2.1) for some coordinates.
Examples of random integers
We present in this section some of the random integers that we will consider, and identify (as precisely as possible) the limiting distribution of the valuation vectors. We omit a number of easy arguments in doing so (the fact that these random integers have good valuations is also an easy corollary of Lemma 1.3, and can also often be explained by the result of Appendix A).
Except in special examples like Examples 3.7 and Example 3.8 (which we construct for this purpose), these random integers are all disentangled. This random integer (S N ) N was already mentioned in Example 1.9; it has good valuations, converging to the sequence of geometric random variables described in this example, and is disentangled.
Example 3.2. (Polynomial values of standard random integers)
Here, denoting by S = (S N ) N the standard random integer on Ω N = {1, . . . , N}, we fix a non-constant integer polynomial P ∈ Z[T] and define random integers X N on Ω N by putting X N (n) = P(n) for n ∈ Ω N , i.e., we put X N = P(S N ).
This random integer also has good valuations and is disentangled. Precisely, for q 1, let γ P (q) be the number of roots of P modulo q. The valuations (v p (X N )) N converge in law, in the sense of finite distributions, to a sequence (W p ) p of independent random variables such that
for p prime and k 0 (the independence follows again from the Chinese Remainder Theorem).
For p not dividing the discriminant of P, we have γ P (p k ) = γ P (p) for all k 1, hence
For application to uniform multiplicative functions, we record that the indicator functions of the events {W p 1} are independent Bernoulli random variables which take value 1 with probability γ P (p)/p. For N 2, we let Ω N denote the set of primes N, and use the uniform probability measure P N (· · · ) on Ω N . Fix a non-constant integer polynomial P ∈ Z[T], and assume that P(0) = 0. We define random integers (P N ) N by P N ( ) = P( ) for ∈ Ω N . The case of P = T − 1 is the case of shifted primes, studied by Katai [11] .
The random integer (P N ) N has good valuations (W p ) p and is disentangled. More precisely, for a suitable finite set of primes S, the random variables (W p ) p / ∈S are independent with
with the same notation for γ P (q) as in Example 3.2. These random variables are close to, but not the same as, geometric random variables.
Example 3.4. (Orbits of group actions) Let m 2 be an integer and let Γ ⊂ GL m (Z) be a finitely generated group. Let α be a linear action (defined by polynomials with integral coefficients) of GL m on C M for some M 1. Let moreover g be a non-constant polynomial function on C M with integral coefficients. Fix v 0 ∈ Z M . As in the theory of sieve in discrete groups (see the survey [13] ), we can construct random integers of many different kinds from such data:
• Let Ω N be the set of matrices γ ∈ Γ with norm γ N, and define
• Fix a symmetric finite generating set F of Γ, and let (γ N ) N 0 be the (left-invariant) random walk on Γ with steps taken uniformly and independently at random from F; then, on the same probability space Ω on which the random walk is defined, let
Let G ⊂ GL m be the the Zariski closure of Γ; this is a linear algebraic group over C. If the connected component of the identity of G is a simply connected semisimple linear algebraic group (e.g., if Γ is Zariski-dense in SL m , so that G = SL m ), then a consequence of the Strong Approximation Theorem is that "many" of the random integers (X N
]).
As an example, let Γ ⊂ GL 4 (Z) be the Apollonian group, and let v 0 ∈ Z 4 be an initial vector for the curvature vectors Γ · v 0 of an Apollonian circle packing (we refer to [10] for basic information about Apollonian circle packings). Let g be the function (
) N for the random walk based on the "standard" generating set F of Γ) have values (taking all N 0) equal to the set of curvatures of this packing.
In that case, Fuchs [10] has computed precisely the image of Γ under reduction modulo all integers; using either the archimedean counting results of Kontorovich and Oh [12] , or basic Markov chain results, it follows that these curvatures have good valuations with (d) = 1/d for all d 1 coprime to 6. We therefore deduce, for instance, that ϕ(X N )/X N converges in law, for X N given by the curvatures of an Apollonian circle packing, and the limiting distribution differs from that of ϕ(S N )/S N only by the Euler factors at p = 2 and p = 3. 
where Z is the profinite completion of Z. We assume that π is unramified outside a finite set of primes, and that for every prime p, the trace a p of the action of the Frobenius conjugacy class at p on the subspace invariant under the inertia subgroup (which is the whole space except for finitely many primes) belongs to Z. Consider the random integers defined on Ω N (i.e., on primes N, see Example 3.3) by R N (p) = a p for p prime N.
For every integer d, let π d be the "reduction modulo d" of π, namely the composition
Let d 1 be an integer. We have R N ≡ 0 (mod d) if and only if the trace of the Frobenius at p under π d is 0 modulo d; by the Chebotarev Density Theorem, we deduce that the limit of P N (R N ≡ 0 (mod d)) exists, and is equal to 
for all primes p. Since the image G (p) of the p-adic representation
is a compact p-adic Lie group, and its intersection C (p) with the matrices of trace zero is a p-adic analytic manifold, we have dim(C (p) ) < dim(G (p) , and hence
(for a given prime p) unless there is a connected component of G (p) contained in the set of matrices of trace zero. This last possibility may happen, although it is of course not generic. For instance, if G (p) is finite and non-abelian, a classical theorem of Burnside (see, e.g., [14, Prop. 4.7.11]) implies that there exists an element of trace zero in G (p) . But this may also happen if, for instance, m = 2 and G (p) is the normalizer in GL 2 (Z p ) of the diagonal matrices, i.e.,
(for related discussions, see the paper of Serre [26, §3,4] ). Thus applications of Theorem 1.7 to particular Galois representations (and multiplicative functions) require some minimal information on the image of the representations π d to check that (1.3) holds, and to check the convergence of (1.6).
Consider for instance the 2-dimensional Galois representation π E attached to the Galois action on torsion points of an elliptic curve E/Q with no complex multiplication (see Serre's paper [25] for the setting and the following statements).
Serre proved that, in this case, the random integer (R N ) N is disentangled and that the image of π E,d is equal to GL 2 (Z/dZ) for all d not divisible by primes in a finite set S E . Thus, for such d, we have
This function is comparable (but not equal) to 1/d; in particular, for any prime p, we have (p k ) p −k for k 1 (which proves (1.3), and it is elementary that
as X → +∞ for some constant c > 0. From Lemma 1.3, we deduce that this random integer has good valuations, and from Theorem 1.7 that the random variables ϕ(R N )/R N converge in law as N → +∞ (from Proposition 6.1, it will also follow that the limiting distribution of ϕ(R N )/R N is totally singular, see Remark ??).
Example 3.6. (Modular form coefficients) Let f be a classical primitive cusp form of weight k 2 for Γ 0 (q) with integral Fourier coefficients. Let a f (n) be the Fourier coefficients of f at infinity. For instance, a f (n) could be the Ramanujan τ -function τ (n) defined by
Define R N on the probability space of primes p N by R N (p) = a f (p). It follows from the construction of Galois representations associated to modular forms (due to Deligne [6] ), and to the computation of their images (due to Ribet [20] in general, following work of Serre and Swinnerton-Dyer in level 1), that the random integer (R N ) N has good valuations, is disentangled, and satisfies (p k ) p −k for p prime and k 1. In particular, we conclude that ϕ(τ (n))/τ (n) has a limiting distribution.
The last two examples are of entangled integers. One is quite classical, but is supported on a rather sparse set of integers. The second is an attempt at constructing a relatively dense set of integers.
Example 3.7. (Mersenne numbers) Consider the random variable X N (n) = 2 n − 1 for n ∈ Ω N = {1, . . . , N}. This is a random integer, and it has good valuations. Indeed, using Lemma 1. The existence of a limiting distribution of f (X N ) for certain multiplicative functions, such as f (n) = ϕ(n)/n, has already been noticed, e.g. by Luca [16] . This can be deduced from Theorem 1.7, as do many similar results, because a result dating back to Romanoff [21, p. 673] implies that the series
converges; see also [17] for generalizations of this fact, and see (among others) the paper of Aivazidis and Sofos [1] for similar results related to the order of elements in finite linear groups.
Example 3.8. (Dense entangled integers) Consider a partition of the set of primes into pairs {p, p + } with p < p + (for instance, take successive pairs of primes, {2, 3}, {5, 7}, {11, 13}, etc, in which case p ranges over odd-indexed primes in increasing order). Let W be the set of all integers n 1 such that, for any of the pairs (p, p + ), if n is divisible by p, then it is also divisible by p + . (E.g., if we looked only at a single pair (2, 3) , the elements would be odd numbers and multiples of 6).
The set W is infinite (it contains all primes p + , for instance). For N 1, let W N be the set of elements of W which are N, with the uniform probability measure, and let X N be the identity random variable on W N . We then obtain a random integer.
The reader can then easily check the following facts:
(1) The random integer (X N ) has good valuations (V p ); (2) The (V p ) are not independent in general, although the family of pairs ((V p , V p + )) are independent; (3) For each pair (V p , V p + ), the distribution of indicator functions (B p , B p + ) of the events {V p 1} and (V p + 1) is given by
For instance, applying Theorem 1.7, we obtain the existence of a limiting distribution for the function ϕ(X N )/X N as N → +∞, and (using independence by pairs and the distribution of (B p , B p + )) the formula For any fixed pair (p, p + ), the density of the set of integers that satisfy the defining condition for this pair is
, and this suggests (using sieve by pairs) that the order of magnitude of Ω N might be about N/ log N. Figure 1 has a graph of the counting function of elements of W for N 50000, normalized by N/ log(N).
Existence of limiting distributions
We now prove Theorem 1.7. Let X = (X N ) N be a random integer with good valuations (V p ) p . Let f be a multiplicative function, expressed in the form (1.1).
First of all, since P N (X N = 0) → 0 as N → +∞ by Corollary 1.4, we may (for N large enough so that P N (X N = 0) > 0) replace the probability spaces by the events {X N = 0} with the normalized probability measure on this event (i.e., we condition on the event that X N is non-zero), and this way we may assume that X N is always non-zero.
It is indeed elementary that this conditioning does not change the existence and limiting distribution of the good valuations, and that the existence of limiting distribution after conditioning implies it for the original sequence. We assume from now on that this modification has been done.
We write F N = f (X N ). In order to apply Proposition 2.1, we decompose F N = F N,M + E N,M , where for 1 M N, we define Fix M 1. Since the product is finite and the random integer X has good valuations, the sequence (F N,M ) N converges in law as N → +∞ to the random variable
Let C be such that |f (d)| C for all d 1. For N M, we have
where P − (d) is the smallest prime factor of an integer d. Since we have in fact d > M in the inner sum, we deduce the basic estimate
By definition of good valuations, for any fixed integer d 1, we have
as defined in (1.5). Hence, by the monotone convergence theorem, the basic estimate implies that lim sup
Under the assumption that the series (1.6) converges, we deduce that
which is Condition (2) in Proposition 2.1. Hence the proposition implies that (F M ) converges in law, and that (X N ) N converges in law to the same limit.
Remark 4.1. Note that if f is uniform, then (4.1) can be replaced by
i.e., the sum is restricted to squarefree numbers d. This justifies the assertion in Remark 1.8,
Additive functions of random integers
We can easily adapt the argument of the previous section to additive functions g evaluated at random integers (X N ). Some cases follow from Theorem 1.7 by considering the multiplicative function f = exp(g), but the results are not as sharp as those we can prove directly.
Theorem 5.1. Let (X N ) N be a random integer with good valuations (V p ) p . For primes p and integers k 1, let (p k ) = P(V p = k). Let g be an additive function such that the series
(1) The sequence (g(X N )) N converges in law to the random series
which is itself convergent in law.
(2) If in addition the function g is bounded, then we have
Proof. For any integer d 1, we have
We proceed as in the proof of Theorem 1.7, writing G N = g(X N ), and
By the existence of good valuations, for M 1 fixed, the random variables G N,M converge in law as N → +∞ to
According to Proposition 2.1, it is therefore sufficient to prove that
We have
From the existence of good valuations, it follows that lim sup
hence the first assertion follows. Part (2) is again a direct consequence of convergence in law. 
Disentangled random integers
If X = (X N ) N is a disentangled random integer, and f a bounded multiplicative function, then the convergence of the series (1.6) is equivalent to the convergence of the series
For instance, the function f (n) = ϕ(n)/n has a limiting distribution for a random disentan-
and this limit distribution is the law of the random variable
where (B p ) p are Bernoulli random variables, independent for p / ∈ S, with
for all primes p. Note that this product converges almost surely (by application of Kolmogorov's Three Series Theorem). If (p) = 1/p for all but finitely many primes, then this differs only by a finite product from the limiting distribution for the standard random integer (S N ) N . In particular, by the result of Erdős [8] , the probability law is a non-discrete singular measure. We include a generalization of this result. Proposition 6.1. Let X = (X N ) N be a disentangled random integer and let f be a real-valued uniform multiplicative function. Assume that:
(1) There exists M 0 1 such that
(2) There exists X 0 1 such that we have
Then the sequence (f (X N )) N converges in law, and the law of the limiting random variable F is purely singular, i.e., it has no atoms and there exists a measurable set N ⊂ R with Lebesgue measure 0 such that P(F ∈ N) = 1.
Proof. The convergence in law of (f (X N )) N follows from Theorem 1.7 since
Let S be a finite set of primes such that X is disentangled outside S. We may assume that M 0 in assumption (1) is large enough so that all primes in S are M 0 .
It suffices to prove that the probability law of the random series over primes
is purely singular. This series has independent summands, and is almost surely convergent (by the Three Series Theorem). By a theorem of P. Lévy (see, e.g., [27, p. 330] ), Assumption (4) implies that the limiting distribution of G is continuous. By the Jessen-Wintner purity theorem (see, e.g. [5, Th. 3.26] ), it is therefore enough to prove that the law of G is not absolutely continuous with respect to the Lebesgue measure. To prove this, it suffices to find a constant α > 0 and, for any ε > 0, a Borel set I ε such that P(G ∈ X ε ) α for all ε small enough, and such that the Lebesgue measure of I ε tends to 0 as ε → 0. (This is a standard fact concerning absolutely continuous finite measures.)
We proceed to construct such sets. For M 2, let G M be the partial sum
We make two observations:
the Lebesgue measure tends to 0. And this is easily done: pick (for instance) δ = M −κ/2 , and select
so that the cardinality of T M is M κ/4 (by the fundamental theorem of arithmetic). Thus the Lebesgue measure of I M is 2M −κ/4 , whereas we have 1 log M
by assumption (2), which gives
for M large enough. As previously indicated, this concludes the proof.
Example 6.2. Note that, whereas Assumptions (3) and (4) concern the multiplicative function f , the first two are related to the random integer X. These conditions are quite restrictive; they hold essentially if (p) is of size 1/p on average. It would be interesting to understand to what extent one can in fact generalize the singularity result in terms of properties of . Nevertheless, the statement applies for instance to f (n) = ϕ(n)/n evaluated at the random integers R N associated to elliptic curves over Q without CM (Example 3.5).
Quantitative estimates
For many common random integers, strong asymptotic formulas for the congruence probabilities P N (X N ≡ 0 (mod d)) are available, giving quantitative information rather than the simple existence of the limit as N → +∞. Such formulas might hold for individual d, or possibly on average over d (for instance, this follows by the Bombieri-Vinogradov theorem for the polynomial values of primes). We can then relax some of the assumptions of Theorem 1.7.
We first illustrate this for the standard random integer S, in which case we recover the sufficiency part of the Erdős-Wintner Theorem [9] (which is due to Erdős [7] ). The key quantitative property is the easy estimate
Theorem 7.1 (Erdős). Let g be an additive function such that the series
where (V p ) p is a sequence of independent geometric random variables with
Proof. We write g = g + g where both summands are additive functions, and
Thus g (p) = 0 for a prime p unless |g(p)| > 1. We denote by (B p ) the Bernoulli random variable indicator function of the event {V p = 1}; we have
We will prove that the vectors
The desired conclusion then follows by composing with the continous addition map C 2 → C. We will apply Proposition 2.1 to the vectors G N = (g (S N ), g (S N )) with the approximations
For M 1 fixed, the random vectors G N,M converge in law as N → +∞ to
by the existence of good valuations and composition. According to Remark (4) after Proposition 2.1, it is then enough to verify the Assumption (2) of that proposition for each coordinate of the vector separately.
We begin with the second coordinate. For any δ > 0, and 2 M < N, we have
1 p which converges to 0 as M → +∞ by assumption. This verifies that the variant (2.3) of the assumptions of Proposition 2.1 holds.
We next handle g . We denote by B N,p the indicator function of v p (S N ) = 1, and define
We also write (p) = P(B p = 1). Note that
We will prove that lim
which will conclude the argument (the use of the mean-square is the difference with Proposition 6.1).
By expanding the square, we have
The contribution of the diagonal terms
and moreover E N (B N,p 1 B N,p 2 ) = 0 unless p 1 p 2 N, so that the non-diagonal terms become (7.3)
The first term S 1 in this sum is
Next, since |g (p)| 1 for all primes, the second term S 2 in (7.3) satisfies
simply by Chebychev'es estimates. Hence
which tends to 0 as M → +∞ by the convergence assumptions. This concludes the proof.
Remark 7.2. The estimate (7.1) is easy but extremely restrictive, and few random integers are known to have such a strong quantitative form of "level of distribution". It is therefore not obvious at all which random integers will satisfy an analogue of Theorem 7.1. However, we have already mentioned that Katai [11] has proved this for shifted primes − 1 (the key tool is the Bombieri-Vinogradov Theorem).
We nevertheless discuss briefly some more general examples. A multiplicative function like
where χ 4 is the non-trivial multiplicative character modulo 4, is non-negative, but neither f nor 1/f is bounded. We could handle it by considering the logarithm, which is an additive function, but we illustrate another approach. In the notation of Section 4, we assume now that:
• We have α 1/p, say |α(p)| C/p for some C 1; • The random variables X N are almost surely bounded for all N, and X N ∞ → +∞ as N → +∞. We then write
With our assumption concerning the size of α, the first term has limsup as N → +∞ bounded by
and this converges to 0 as M → +∞ under very general conditions concerning , e.g.
The second term is similarly bounded by
This converges to 0 as N → +∞. It follows by applying Proposition 2.1 that (f (X N )) N converges in law, with the same limit as described in Theorem 1.7.
Appendix A. Profinite integers
We consider here a different approach of random integers that is more conceptual. Let X = (X N ) N be a random integer. We can view all random variables X N as taking values in the subset Z of the compact topological ring Z. Let Z * denote the set of elements x ∈ Z such that, when we identify Z with the direct product over primes of the rings Z p , the p-component of x are all non-zero. (This is a set that is strictly bigger than the group of units.) We then say that the random integer X is ordinary if the sequence (X N ) converges in law to a Z-valued random variable X such that P(X ∈ Z * ) = 1.
Using the identification already mentioned, we have a continuous valuation map
sending x to the family of p-adic valuations (where the product of the integers is given the product of the discrete topologies). By composition, we see that an ordinary random integer always has good valuations, namely the sequence v(X).
In the context of Lemma 1.3, we have
Conversely, it is not true that existence of good valuations implies that X is ordinary. However, the topological space Z is compact and metrizable, and hence the set of probability measures on Z is also compact and metrizable for the topology of convergence in law. In particular, we may always find a subsequence of an arbitrary random integer (X N ) N that converges in law in Z. It may be that the limit of such a subsequence is not almost surely Z * -valued (e.g., for the values of the Euler function at S N , the limit is the Dirac mass at 0 ∈ Z). Nevertheless, assuming that a random integer is ordinary should be considered to be very natural.
Remark A.1. Novoselov [18] has also used probability theory in Z in relation with certain problems of probabilistic number theory, but mostly concerning the standard random integers.
We can further say that an ordinary random integer (X N ) N (with limit X in Z) is disentangled if there exists a finite set of primes S, and random variables (X S ) with values in p∈S Z p and X p with values in Z p for p / ∈ S, such that (X S , (X p ) p / ∈S ) are all independent, and X "is" equal to (X S , (X p ) p / ∈S ). It then follows formally that the random integer X is also disentangled in the sense of Definition 1.2.
All examples of Section 3, except Examples 3.7 and 3.8, are disentangled ordinary random integers. This is another explanation of the existence and independence of their valuations.
In the spirit of Lemma 1.3, we have a more concrete characterization of ordinary random integers that can be used as a criterion to check that random integers are ordinary. Finally, let p be a prime. We have
by assumption, so that the random integer X is ordinary. (2) From the lemma (or direct arguments), we deduce for instance that if X = (X N ) N is an ordinary random integer with limiting random variable X on Z, then for any nonzero polynomial P ∈ Z[T], the sequence (P(X N )) N is also an ordinary random integer, with limiting distributon P(X). It is easy to see that this property does not hold in general for random integers even with good valuations (because in that case one has only control of P N (X N ≡ 0 (mod d)), instead of the more general probabilities P N (X N ≡ a (mod d)) for any a ∈ Z/dZ.) (3) In the case of the standard random integer (S N ) N , the limit random variable S is distributed according to the probability Haar measure on the additive group Z. Indeed, we apply the Weyl criterion for convergence to the Haar measure. Any non-trivial continuous unitary character χ of Z restricts to a continuous character of Z viewed as a discrete group, which is non-trivial on the positive integers since these are dense in Z. Hence there exists α ∈ R, not an integer, such that χ(n) = e(αn) for all integers n. 
