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Summary
The fierce competition in the global market pressurizes manufacturers to improve pro-
ductivity, quality and other performance for financial survival. Improving manufactur-
ing performance is a challenging task due to the complex configurations of multistage
systems and the existence of various uncertainties. Uncertainties such as machine break-
downs and random processing times substantially undermine the performance. Quality
failures, the scrap of defects, inspection strategies, and rework loops further compli-
cate system modeling and performance prediction. This thesis incorporates the study of
these uncertainties into the analysis of multistage manufacturing systems, and proposes
an integrated quantity and quality approach for evaluating the performance. Using the
proposed approach, several managerial problems, which are often encountered in manu-
facturing plants, are solved for improving both quantitative and qualitative performance
simultaneously.
This thesis first investigates manufacturing systems with continuous sampling plans.
This is a critical inspection strategy often adopted in industrial factories. An analytical
method is proposed for modeling single-stage, two-stage and multistage systems and
predicting both quantitative and qualitative performance. Using the proposed method,
the effects of sampling parameters pertaining to various performance measures are stud-
ied quantitatively in numerical experiments. This method is further used as a mathe-
matical tool in determining the best sampling plan for maximizing the performance of
manufacturing systems. Experimental results also demonstrate the computational effi-
ciency of the proposed method compared to simulation.
vii
Analysis of manufacturing systems with uncertainties in both operational and quality
failures is another major study of this thesis. Using Markov chains to represent both
types of failures, an integrated quantity and quality method is proposed for evaluating
the performance of such systems. This model also characterizes the roles of an inspec-
tion station in real manufacturing systems, i.e., to detect defective parts as well as to
monitor the quality status of a processing machine. Manufacturers may use this model
to optimize system configurations such as buffer capacities.
In systems with imperfect product quality, when defective parts are detected by inspec-
tion, these defects may then be delivered back to various stages for rework. Analytical
modeling of such multiple rework loop systems is lacking in the published literature.
This thesis proposes an analytical method for the performance analysis of rework sys-
tems. This model is capable of identifying various bottlenecks and studying bottleneck
migration characteristics in rework systems. Such bottleneck analysis benefits industrial
practitioners in continuously improving the system performance.
In addition, developing analytical models using Markov chains requires a large number
of states to characterize various uncertainties such as operational and quality failures
in manufacturing systems. Much computational effort is involved in solving the bal-
ance equations of these analytical models. The thesis also develops a mathematical
method for reducing the computational effort in obtaining the solution. Experimental
results demonstrate that this method leads to greater computational efficiency compared
to simulation.
Keywords: Multistage Manufacturing Systems; Performance Evaluation; Markov Chains;
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The effect of globalization and the easy accessibility of world markets has created tur-
bulence in the business environment, thereby pressurizing manufacturers to enhance
manufacturing performance for financial survival (Anand and Kodali, 2009). In the
past decades, manufacturers of many industries have made relentless efforts to improve
throughput and quality as well as manage inventory (Gerold, 2004). This industrial need
has also motivated many researchers in academia to study the performance of various
manufacturing systems. However, it is challenging to predict the performance of manu-
facturing systems as they are subjected to substantial uncertainties, such as:
• Machines in the system may fail after operating for some periods.
• Defects may be produced randomly.
• Processing times of each machine may vary.
• Delay in job arrival and departure may occur frequently.
These uncertainties significantly affect the performance of manufacturing systems. For
example, machine breakdowns cause much unwanted interruption to production thereby
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leading to frequent delay in delivering finished products (Mok, 2009). These uncertain-
ties complicate modeling manufacturing systems and optimizing system configurations
for achieving the best performance.
Manufacturing systems with such uncertainties have been successfully studied using
stochastic theories such as Markov chains. Markov models have been proposed for
production lines with unreliable machines (Buzacott and Shanthikumar, 1993; Li and
Meerkov, 2009). These models are utilized as quick tools for estimating various per-
formance measures such as throughput and WIP. Such tools can also benefit industrial
practitioners in improving performance by reconfiguring manufacturing systems. For
example, these models have been used to determine appropriate buffer spaces (Shi and
Gershwin, 2009; Matta et al., 2005a) and allocate workforce (Altiok, 1997) in multi-
stage systems for maximizing throughput. These models have also been extended to
study production lines where the system WIP is monitored by various control policies,
viz., Kanban, CONWIP (CONstant Work-In-Process), etc. (Matta et al., 2005b; Bonvik
et al., 2000; Zhao et al., 2002; Gershwin, 2000).
Although much progress has been made in analytical research on throughput maximiza-
tion and WIP reduction, other important performance regarding quality has been studied
limitedly in the performance analysis of multistage manufacturing systems (Price et al.,
1994). It has been widely acknowledged that quality is critical to manufacturing in-
dustries, and losses of quality may significantly undermine profit and competitiveness
of manufacturers (Colledani and Tolio, 2006). For instance, the number of automo-
bile recalls due to quality problems has increased globally (Aoyama and Koga, 2009),
and recently Toyota Motors has recalled millions of vehicles at the loss of more than
$2 billion (Haq, 2010). In recent years it is becoming increasingly imperative to con-
trol and improve the quality in manufacturing systems. Unfortunately, it has been long
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treated separately with throughput improvement and WIP control of manufacturing sys-
tems(Tempelmeier and Burger, 2001; Inman et al., 2003). Research indicates that quali-
tative performance measures, e.g., yield and outgoing quality of manufacturing systems
are highly coupled with quantitative performance measures, viz., production rate, inven-
tory, etc (Li and Meerkov, 2009). For example, in multistage manufacturing systems,
placing more inspection stations may improve quality but slow down production (Van
Volsem et al., 2007). Another example is that higher inventory in the line may increase
production rate but affect quality control (Khouja, 2003). It is necessary to incorporate
quality control into quantity control of manufacturing systems for simultaneously im-
proving performance measures. Therefore, this thesis proposes an integrated quantity
and quality approach for performance analysis of multistage manufacturing systems,
and the outline of this approach is described in Fig. 1.1.
As illustrated in this figure, this thesis investigates the performance of multistage manu-
facturing systems with various uncertainties. In addition to the uncertainties in machine
failures, processing times, etc., this research also characterizes the uncertainties in im-
perfect quality such as defects, inspection, etc., of manufacturing systems. This research
provides quantitative analysis of the impact of production reliability, quality failures,
inspection strategies, rework loops, etc., on the system performance. Based on the pro-
posed integrated quantity and quality approach, analytical methods are also explored
for improving the quantitative and qualitative performance of multistage systems. In
the following subsections, the author shall elaborate on the major quality characteristics
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Figure 1.1: Integrated quantity and quality modeling of manufacturing systems
1.1.1 Quality failures
Although the manufacturing philosophy ‘doing it right the first time’ is pursued in every
industry, real manufacturing systems are subjected to defects (Shina, 2002). After oper-
ating for a certain time period, a machine may experience quality failures and generate
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defects. The defective boards found in PCB manufacturing industries range from 1-30%
of the total production (Agnihothri and Kenett, 1995). These defects significantly de-
crease the system throughput and thereby undermine the profitability of the system (Li
and Meerkov, 2009).
Manufacturing system with quality failures have been studied using statistical process
control (Montgomery, 2009). Usually only qualitative performance has been analyzed,
while throughput and WIP have seldom been studied in statistical quality control. How-
ever, as mentioned in the previous section, the quality of manufacturing systems are
highly coupled with quantitative performance measures (Li and Meerkov, 2009). For
example, the occurrence of quality failures not only cause reduction in throughput but
also lead to higher scrap rate (Colledani et al., 2010). Buffer capacities may increase
throughput but also affect quality improvement (Kim, 2005). Therefore, developing
an integrated quantity and quality approach for analyzing manufacturing systems with
quality failures is one of the major contributions of this thesis.
1.1.2 Sampling plans
In manufacturing systems with imperfect product quality, inspection machines are placed
in the system to detect defective parts. An inspection machine in multistage systems usu-
ally have two roles: one is to inspect and identify defective parts from flowing down-
stream, and the other is to trigger the stoppage and repair of a processing machine if
a part out of this processing machine is found to be defective (Cao and Subramaniam,
2009). An inspection machine may check all parts (i.e., screening inspection) in the
production line, and this leads to high accuracy in detecting defective parts. However,
screening inspection may significantly slow down the production and increase inspec-
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tion cost. Industrial practitioners often adopt continuous sampling plans to reduce in-
spection efforts as well as monitor process quality (Veatch, 2000). A typical sampling
plan begins with screening inspection. When a certain number (i.e. clearance num-
ber) of consecutive parts are found clear of defects, screening inspection is discontinued
and only a fraction of the parts are inspected. Sampled inspection continues until a
defective part is detected, at which time screening inspection is resumed. Continuous
sampling plans have advantages over screening inspection in reducing inspection cost
and improving production rate. Therefore, continuous sampling plans have been used
in various manufacturing industries, e.g., wafer fabrication lines (Anthony, 2004), func-
tional board plants (Antila et al., 2008), etc.
Driven by industrial needs, much research has been devoted to finding the best sampling
plan for minimizing inspection costs with satisfactory requirements on quality (Chen
and Chou, 2003). Unfortunately, other performance measures such as throughput and
WIP which may be substantially affected by sampling plans, have not been considered
in the research works published in the literature. There is a lack of quantitative stud-
ies on the effects of sampling plans on throughput and WIP (Mandroli et al., 2006).
Few analytical models have been proposed for determining the best sampling plan to
simultaneously improve both quantitative and qualitative performance of a manufactur-
ing system. Therefore, analyzing manufacturing systems with sampling plans is another
major focus of this thesis.
1.1.3 Rework loops
Real manufacturing systems may experience substantial defects. These defects generate
waste in the form of yield loss, additional material handling costs, excessive produc-
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tion delays, etc (Hadjinicola, 2010). The costs resulting from defects may amount to
10-25% of total sales in the electronics industry (Agnihothri and Kenett, 1995). These
defective parts may be either scrapped or reworked (Chern and Yang, 1999). Scrap
(scrapped items may also be returned to vendor) results in the removal of material from
the production system and thereby cause financial losses. To salvage the value of de-
fects, defective parts may be reworked in many industries such as semiconductor, steel,
pharmaceutical, food, etc (Liu et al., 2009; Lee et al., 2008). In a system with rework
loops, a defective part if detected, is delivered back to the station which caused the de-
fects and the station once again processes the defective part (Liu and Yang, 1996). In
a multistage system environment, multiple rework loops usually exist as one inspection
machine may be designed to detect defects produced by several machines (Sarker et al.,
2008; Kim, 2005). This is a common feature in garment production lines, automotive
paint shops, metal industries such as drill collar manufacturing (Vasudevan et al., 2008;
Li, 2004).
The existence of rework loops in manufacturing systems complicates performance anal-
ysis. For example, improving the performance of a bottleneck in rework systems may
lead to sophisticated phenomena such as bottleneck migration (Li and Meerkov, 2009).
The performance of rework systems vary significantly depending on the number and the
location of rework loops in the multistage system (i.e., inspection station allocation).
However, there are limited analytical studies on modeling manufacturing systems with
rework loops. Few research has addressed issues such as bottleneck identification and
inspection allocation for improving performance of rework systems (Cao et al., 2012).
Therefore, the development of a model for analyzing multiple rework loop systems and
evaluating various performance measures i.e., throughput, WIP and quality is also one
of major focuses of this thesis.
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1.2 Performance improvement of manufacturing systems using the
proposed integrated quantity and quality approach
The analytical methods proposed in this thesis are capable of predicting both quantita-
tive and qualitative performance measures of multistage manufacturing systems. These
methods may be used as quick and viable tools for improving the performance by recon-
figuring manufacturing systems. As shown in Fig. 1.1, the applications of the proposed
methods are illustrated through solving the following managerial problems:
1.2.1 Determining suitable continuous sampling plans
As mentioned previously, a continuous sampling plan has several advantages over screen-
ing inspection (i.e., 100% inspection) (Montgomery, 2009). Continuous sampling plans
may reduce the inspection cost as well as improve the production rate, as there is less
inspection involved. In addition, when inspection activities may cause damage to the
product, a continuous sampling plan may also reduce the unnecessary damage.
Researchers have studied the economic design of sampling plans, i.e., finding the sam-
pling parameters to minimize total cost consisting mainly of inspection and penalty costs
due to delivering defects to customers (Chen and Chou, 2003; Haji and Haji, 2004).
However, these sampling plans are determined based on outgoing quality and average
inspection fraction. Quantitative performance such as throughput and WIP which may
be significantly affected by sampling plans, have not been explored in these researches.
In addition, to find the best sampling parameters, it is necessary to evaluate and compare
the performance of systems with a large number of sampling combinations, and thus a
quick mathematical tool is required for estimating the performance.
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The proposed analytical method provides reliable estimates of both quantitative and
qualitative performance measures in a short time. It is applicable for performing quan-
titative analysis of the effects of sampling plans on throughput and WIP. Thus, it may
be used for determining the best sampling plans to meet system requirements on both
qualitative and quantitative performance.
1.2.2 Allocating appropriate buffer capacities in the system
Allocating buffer capacities in a production line is a way of improving the system perfor-
mance using structural reconfigurations (Colledani et al., 2010). As the material flow in
multistage systems may be disrupted by machine failures or variable processing times,
buffers are placed between machines to mitigate the propagation of disruptions through-
out the line and limit the effect of blockage and starvation phenomena. Inclusion of
buffers benefits manufacturers in improving system throughput, while it also leads to
higher WIP in the system. In addition, buffers require additional capital investment
and floor space, which may be expensive (Gershwin, 2000). If the capacities of buffers
are too large, the WIP holding and capital costs incurred will outweigh the benefit of
increased productivity. If the buffer capacities are too small, the machines in the sys-
tem will be underutilized or demand will not be met. It is essential to determine buffer
capacities to achieve the desired performance.
A number of methods have been proposed for solving buffer allocation problems for
maximizing throughput with limited total buffer spaces (Shi and Men, 2003; Nahas et
al., 2006; Shi and Gershwin, 2009). Recent research demonstrates that buffer capacities
not only affect the throughput and WIP of multistage systems but are also tightly related
with quality. Larger buffer capacities may increase throughput and WIP (Kim, 2005).
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When quality issues are considered in the system, higher WIP may cause late detection
of defects which leads to a decline in outgoing quality (Khouja, 2003; Bulgak, 1992).
Therefore, solving buffer allocation problems of imperfect production system requires
an analytic model for evaluating both quantitative and qualitative performance measures.
The proposed model in this thesis provides an ideal tool for solving buffer allocation
problems.
1.2.3 Identifying bottleneck machines of multistage systems
The bottleneck machine of a multistage manufacturing system is the machine that im-
pedes the system’s performance (e.g., throughput) in the strongest manner (Lawrence
and Buss, 1995). Generally, improving performance of the bottleneck machine results
in a significantly higher system throughput as compared to improving the performance
of non-bottleneck machines (Li et al., 2009). When a machine is recognized as the bot-
tleneck, managers may then concentrate continuous improvement activities and allocate
resources for improving the performance of the bottleneck machine (Chiang et al., 1998;
Lawrence and Buss, 1995). For example, manufacturers may allocate more space for
the buffers before and after the bottleneck. However practitioners should be mindful that
any improvements to a bottleneck may result in new bottlenecks appearing in the system
(bottleneck shifting or migration). Therefore, bottleneck analysis is of high interest in
manufacturing operations.
Analytical methods have been proposed for identifying up-time and down-time bottle-
neck machines in a serial production line with perfect product quality (Kuo et al., 1996;
Chiang et al., 1998). For systems with imperfect quality, Li and Meerkov (2009) pro-
posed an analytical method for identifying the bottleneck in a production line with single
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rework loop. The results of this research demonstrate that changes in quality of parts
may cause bottlenecks in the system to shift. However, the influences of inspection ma-
chines and multiple rework loops on the bottleneck in the system have not been analyzed
in the published literature.
As quality parameters such as defective rates of machines, may also significantly affect
the system throughput (Kim and Gershwin, 2005), it is also necessary to identify the
quality bottleneck in the system in addition to up-time and down-time bottlenecks. The
proposed integrated quantity and quality approach in this thesis is capable of detecting
these three types of bottlenecks. It also benefits manufacturers in studying bottleneck
migration characteristics of rework systems and improving system performance through
bottleneck analysis.
1.2.4 Positioning of inspection machines in multistage systems
In multistage manufacturing environments, each machine may generate defects ran-
domly, and this results in substantial yield losses, wasted machine resources, additional
material handling costs, etc (Heredia-Langner et al., 2002). It is common practice for
industrial practitioners to place inspection machines at different stages to detect these
defects and improve product quality. A suitable inspection allocation scheme also leads
to considerable reduction in the cost of production and is of benefit to the profitability
and competitiveness of manufacturers.
A number of analytical models have been proposed for determining the exact position of
inspection machines in imperfect production systems. In these research studies, inspec-
tion is usually allocated for minimizing the total cost per finished part (Lee and Unnikr-
ishnan, 1998; Shiau, 2002). The total cost (consisting mainly of processing, inspection,
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and penalty costs) is usually developed based on the qualitative performance measures
such as the quality of parts in the system (Heredia-Langner et al., 2002). However,
positioning of inspection machines in the system may substantially affect the system
throughput, WIP levels, and thereby the inventory holding cost and profit of the system
(Penn and Raviv, 2007; Drezner et al., 1996). Thus, the determination of inspection
allocation necessitates incorporating all these performance measures into consideration.
The analytical tool proposed in this thesis is capable of providing both quantitative and
qualitative performance and may be used to solve the inspection allocation problem.
1.3 Thesis outline
The remainder of this thesis is organized as follows: a literature review pertaining to
performance analysis of multistage manufacturing systems is presented in Chapter 2. In
Chapter 3, the manufacturing systems with continuous sampling plans are investigated.
An analytical model is formulated for performance evaluation of such systems and sub-
sequently used to determine the best sampling plans for improving system performance.
In Chapter 4, an integrated quantity and quality model is developed for multistage man-
ufacturing systems with both machines failures and quality failures. Allocation of buffer
capacities is explored using the proposed model. In Chapter 5, the author analyzes mul-
tistage manufacturing systems with multiple rework loops. This analytical model is then
used to solve problems such as inspection allocation and bottleneck identification in re-
work systems. Finally, this thesis concludes with a summary of the key findings and
provides several future research opportunities.
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Chapter 2
Performance analysis of manufacturing systems: state of
the art
The major objective of modeling manufacturing systems is to predict the system per-
formance (e.g., production rate, WIP, quality, etc.) and conduct what-if analysis for
performance improvement. Analytical modeling methods, i.e., Markov theories and
decomposition have been used for performance estimation of multistage systems with
unreliable machines. However, quality issues (such as quality failures, sampling plans,
defect scrap and rework) have been studied limitedly in these analytical modeling meth-
ods. This chapter details a literature review of performance analysis of manufacturing
systems, especially systems with quality issues. The difficulties and problems in im-
proving the performance of such systems are reviewed in this chapter. Specifically,
the fundamental modeling methods are discussed in Section 2.1. Section 2.2 discusses
studies on manufacturing systems where parts are inspected using continuous sampling
plans. Section 2.3 presents a review of analytical methods for systems with machines
having both operational and quality failures. Finally, analytical studies on multistage
systems with rework loops are surveyed in Section 2.4.
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2.1 Fundamental modeling approaches
The performance measures of multistage systems such as production rate, WIP and qual-
ity are important for manufacturing companies or factories to achieve production plan-
ning and control (Altiok, 1997). It is difficult to estimate these performance measures as
manufacturing systems may suffer from much randomness and idleness, e.g., machine
failures, blockage and starvation, defects, etc (Li and Meerkov, 2009). Simulation and
analytical models are the two broad classes of methods that are commonly used in the
analysis of manufacturing systems (Buzacott and Shanthikumar, 1993). Although sim-
ulation can provide a high degree of accuracy, it is generally time-consuming to obtain
the results (Gershwin, 1994). Analytical methods on the other hand, are computation-
ally efficient in performance evaluation. This is important when designing multistage
systems where a large number of possible design alternatives may have to be evaluated
(Kim, 2005).
The exact analysis of manufacturing systems is usually based on Markov theory (Buza-
cott and Shanthikumar, 1993). However, exact analytical results are only available for
short production lines and these consist of mainly two machines in tandem with a finite
intermediate buffer (Altiok, 1997; Tolio et al., 2002; Gershwin, 1994). As building exact
models for long lines may be mathematically intractable or too limited to be of inter-
est (Dallery and Gershwin, 1992), approximate modeling methods have been proposed,
and these methods generally fall into two categories: aggregation and decomposition
(Altiok, 1997).
The basic idea of aggregation is to replace a two-machine line with a single equivalent
machine (Chiang et al., 2000; Li et al., 2009). By repeating this procedure, a long line
can be aggregated into a unique equivalent machine, from which the production rate may
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be calculated. Aggregation has also been used to estimate the throughput of a multistage
rework system (Li, 2004).
In the decomposition approach, the analysis involves decomposing the original multi-
stage system into a series of 2M1B lines, as shown in Fig. 2.1. The state of a 2M1B
line is defined as (x,αu,αd), where x is the number of parts in the buffer; αu (or αd)
represents the status of the upstream (or downstream) machine, i.e., it may be either op-
erational or not-operational (Gershwin, 1994; Burman, 1995; Dallery et al., 1988). Each
2M1B line is represented by a Markov model, based on which the steady state probabil-
ities of the states are calculated. Using these values, common quantitative performance
measures, such as production rate and inventory of the multistage system can be esti-
mated (Dallery and Le Bihan, 1999; Le Bihan and Dallery, 2000). Decomposition for
systems with machines having multiple failure modes has also been developed similarly
(Levantesi et al., 1999, 2003; Tolio and Matta, 1998).










Figure 2.1: Decomposition of multistage manufacturing systems
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In the literature, various 2M1B Markov models (as shown in Fig. 2.2) have been pub-
lished for modeling manufacturing systems with different characteristics. These Markov
models may be classified into three groups as follows:
Figure 2.2: A 2M1B Markov model
• Continuous material flow, deterministic processing time Markov models
Continuous material flow Markov models are also referred to as fluid flow Markov
models (Akar and Sohraby, 2004; Levantesi et al., 2003). These models are devel-
oped for studying systems with continuous flow of material, e.g. chemical plants
and oil refining systems (Tan, 2001). In addition to representing systems with con-
tinuous material flow, these Markov models have also been used to approximate
high volume discrete part manufacturing systems, e.g. integrated circuit factories
(Altiok, 1997).
The advantages of this modeling approach are that it is capable of analyzing un-
reliable manufacturing systems with deterministic processing times. However,
this approach may not be suitable for studying imperfect manufacturing systems
where defective parts are rejected and removed from the line (Colledani et al.,
2010).
• Discrete material flow, stochastic processing time Markov models
The flow of discrete parts exist in many manufacturing systems of automotive,
semiconductor, electronic industries. Discrete material flow Markov chains have
been used to model 2M1B short lines of such systems. A simple model has been
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proposed for 2M1B lines with discrete parts, unreliable machines and exponen-
tially processing times (Gershwin, 1994). It permits the estimation of production
rate and WIP for systems with uncertain machine failures. Other discrete material
flow Markov models have also been proposed to analyze various manufacturing
systems, e.g., systems with machines having multiple failure modes (Tolio et al.,
2002), systems with split/merge material flow (Diamantidis et al., 2004), and sys-
tems under preventive maintenance (Chen and Subramaniam, 2012), etc.
The advantages of this modeling approach are that it is capable of analyzing im-
perfect manufacturing systems where discrete parts are scrapped or reworked. It
is also applicable to production lines with stochastic processing times, such as
labor intensive industries where many manual operations are involved in the pro-
duction (Cao and Subramaniam, 2012). The limitation of this model is that when
the variation of processing times is low in manufacturing systems, more states
(other distributions such as phase-type) may be used to characterize the process-
ing time (Dallery and Le Bihan, 1999). This increases the modeling complexity
in studying manufacturing systems.
• Discrete material flow, deterministic processing time Markov models
Discrete material flow and deterministic processing time Markov models have
been used in studying highly automated production lines with discrete parts and
zero variation in processing times. The disadvantage of this modeling approach
is that it is rather limited to systems where all machines have fixed and identical
processing times (Gershwin, 1994). Thus, it is inflexible in modeling systems
with various uncertainties.
Solution methodologies of the Markov models
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For both discrete and continuous material flow Markov models, a large number
of states are involved in representing manufacturing systems with various char-
acteristics. Solution methods for obtaining the steady state probabilities of all
states in a short time are required in these Markov models (Dallery and Gershwin,
1992). The solution methods for discrete (Senanayake and Subramaniam, 2012)
and continuous (Tan and Gershwin, 2009; Cao and Subramaniam, 2010) material
flow Markov models have been proposed in the literature. The development of
these solution methods have facilitated analytical modeling of manufacturing sys-
tems with complex configurations, such as systems with additional quality fail-
ures, systems producing multiple part types, etc. These analytical methods are
also computationally more efficient than simulation.”
2.2 Analytical studies on manufacturing systems with sampled in-
spection
The analytical models as surveyed in Section 2.1 are developed based on the assumption
that production is without defects. However, a machine or workstation may deteriorate
and produce defective parts after operating for some time, and this causes quality losses
in manufacturing systems (Li et al., 2008). To incorporate quality issues into the analysis
of manufacturing systems, a number of integrated quantity and quality models have been
proposed.
Kim (2005) proposed a continuous 2M1B line Markov model, which was then used
as building blocks in the decomposition for long lines with quality failures (Kim and
Gershwin, 2008). This model permits the calculation of both quantitative and qualita-
tive performance measures such as production rate, WIP and system yield. However,
in this model the defective parts detected at inspection machines are not removed and
18
are assumed to accumulate at the end of the line. Colledani and Tolio (2009, 2011) pro-
posed an analytical method for the performance analysis of multistage systems, where
the quality status of processing machines is monitored by inspection stations. In this
model, the material flow is characterized as discrete parts, which is useful for studying
the scrap of individual defects in the system. Meerkov and Zhang (2010) studied pro-
duction lines with defects and inspection, where the identification of bottlenecks in such
lines is also addressed. Li and Huang (2007) proposed an analytical method to calcu-
late outgoing quality of a flexible manufacturing system with multiple stations. In this
model, buffers are not considered, and hence the performance measures such as WIP are
not calculated. The performance evaluation of bufferless production lines is also studied
by Liberopoulos et al. (2007), who analyzed the effects of system parameters such as
failure rates on performance measures such as yield and scrap rate.
Although the above researches indicate the progress made in the integrated quality and
quantity analysis of manufacturing systems, much work has yet to be pursued. For
example, continuous sampling plans, which are critical inspection strategies used for
on-line quality control in various industries (Montgomery, 2009), have not yet been
considered in the research on performance analysis of manufacturing systems. In the
integrated quantity and quality models available in the literature, screening inspection
(i.e., 100% inspection, all parts are inspected) is usually assumed for inspection ma-
chines (Kim, 2005; Meerkov and Zhang, 2010). However, screening inspection may
significantly slow down production and increase inspection cost. Industrial practitioners
often adopt continuous sampling plans to reduce inspection efforts as well as monitor
process quality.
The first and most popular continuous sampling plan was proposed by Dodge (1943).
This plan begins with screening inspection, as described in Fig. 2.3. When a certain
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number c (i.e. clearance number) of consecutive parts are found clear of defects, screen-
ing inspection is discontinued and only a fraction f (i.e. sampling rate) of the parts are
inspected. Sampled inspection continues until a defective part is detected, at which time
screening inspection is resumed. A number of other continuous sampling plans have
also been developed for quality control, for example, sampling plans with two sampling
fractions or multiple sampling fractions (Montgomery, 2009). Despite higher probabil-
ities of accepting defective parts, a continuous sampling plan has several advantages
over screening inspection (Montgomery, 2009). For example, a continuous sampling
plan may reduce the inspection cost as well as improve the production rate, as there is
less inspection involved. In addition, when inspection activities may cause damage to
the product, a continuous sampling plan may also reduce the unnecessary damage.
c
f
Figure 2.3: A continuous sampling plan
Due to these advantages, continuous sampling plans have been used in various man-
ufacturing industries, for example, floor beam production of the Boeing 777 aircraft
(Hoppes, 1995), wafer fabrication lines of Intel Corporation (Anthony, 2004), functional
board of telecommunication products (Antila et al., 2008), etc. Researchers have studied
the economic design of sampling plans, i.e., finding the sampling fraction and clearance
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number to minimize total cost consisting mainly of inspection and penalty costs due to
delivering defects to customers (Bebbington et al., 2003; Chen and Chou, 2003; Haji and
Haji, 2004). However, these sampling plans are determined based on outgoing quality
and average inspection fraction. Quantitative performance such as throughput and WIP
which may be significantly affected by sampling plans, have not been explored in these
researches.
Previous research on the performance analysis of manufacturing systems is not exten-
sible for incorporating continuous sampling plans. As mentioned previously, 100% in-
spection or a fixed fraction is assumed for inspection in these models. Hence, the mod-
els become unsuitable for studying systems with continuous sampling plans. Due to the
lack of such models, one may not determine the best sampling plans to meet system
requirements on both qualitative and quantitative performance (Mandroli et al., 2006).
To the best of the author’s knowledge, this is the first research to incorporate continuous
sampling plans into integrated quality and quantity analysis of manufacturing systems.
2.3 Performance analysis of systems with both operational and qual-
ity failures
Quality failures of manufacturing systems may be classified into two categories, viz.,
assignable and common cause quality failures (Montgomery, 2009). The strategies of
quality control and quality improvement may vary depending on the type of quality
failures (Kim, 2005).
Common cause quality failure (also known as Bernoulli type quality failures) may be
inherent in the design of the process and cannot be eliminated. It may result from factors
such as poor design, poor maintenance of machines, lack of clearly defined standing op-
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erating procedures, poor working conditions, etc (Montgomery, 2009). Thus machines
can produce defective parts in a “good” (or in-control) state. No additional states for
machines or workstations are required to describe this type of quality failure. In mul-
tistage systems with common cause quality failures, inspection machines are used to
identify the defective parts and prevent them from flowing downstream (Panagiotidou
and Tagaras, 2008). Analytical methods have been proposed for performance analysis
of production lines with such quality failures (Helber, 2000).
Assignable cause quality failures (also known as persistent type quality failures) may be
caused by changes in machine status, e.g., tool wear, fixture malfunction, etc. When a
machine experiences an assignable cause quality failure, it is in an “out-of-control” state
and produces defective parts (Montgomery, 2009). This “out-of-control” state may be
detected by inspecting the parts. The machine is then stopped for repair and maintenance
so that the reason for the quality failure may be identified and subsequently rectified.
For assignable cause quality failures, additional states are required for characterizing
quality failures. As mentioned in Section 2.1, Kim (2005) proposed a Markov process
model incorporating quality failure states for unreliable machines. It is then used as
building blocks in the decomposition method for long lines (Kim and Gershwin, 2008).
However, this 2M1B model is developed using a continuous material flow Markov chain,
which assumes that the defective parts are not removed from the line. This may affect
the calculation of performance measures, viz., production rate and inventory of long
lines (Helber, 1999). For this type of quality failure, usually ubiquitous inspection is
used, that is, each processing machine is followed by an inspection machine (Yu and
Bricker, 1993). Fig. 2.4 depicts such a multistage system, in which M1, M3, ..., M2k−1
are processing machines, and M2, M4, ..., M2k are inspection machines. The inspection
machine in multistage systems (as described in Fig. 2.4) has two roles: one is to inspect
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and identify defective parts from the upstream processing machine, and the other is to
trigger the processing machine to transit to quality breakdown state if a defective part is
detected (Cao and Subramaniam, 2009).




… ... M2k-1 B2k-1 M2kM2
Figure 2.4: A multistage system with ubiquitous inspections
Wang et al. (2010) proposed an analytical method to estimate the qualitative perfor-
mance of a batch production system with assignable cause quality failures, where each
machine in the system is modeled with “good” and “defective” states. However, ma-
chine breakdown and inspection are not studied in this model. When a machine is
detected to be in a defective state by inspecting the parts out of the machine, it will be
stopped for quality failure repair (Panagiotidou and Tagaras, 2008). This mechanism for
controlling assignable cause quality failures is not incorporated in the model of Wang et
al. (2010), and hence this model is not useful for studying the impact of inspection and
machine failures on system performance.
2.4 Analysis of manufacturing systems with rework loops
As mentioned in the previous section, analytical modeling of manufacturing systems
with imperfect production and inspection has emerged as an important research area in
recent years (Lee et al., 2007). When considering quality issues, there may be different
treatments for the defective parts, viz., scrap, repair and rework (Rau et al., 2005). Scrap
(scrapped items may also be returned to vendor) results in the removal of material from
the production system. Helber (1999) proposed a decomposition technique for multi-
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stage systems with scrap, using the 2M1B model (Gershwin, 1994) as building blocks.
Systems with a scrap policy have also been studied by several authors (Colledani and
Tolio, 2009; Meerkov and Zhang, 2010). Scrapping may result in financial losses, and
the value of defects is usually salvaged through repair or rework in industries (Liu et al.,
2009). As for repair, the detected defective parts are transferred to a dedicated repair
station, and are then sent downstream after repair (Rau et al., 2005). In a system with
rework loops, a defective part if detected, is delivered back to the station which caused
the defects and the station once again processes the defective part (Liu and Yang, 1996).
Compared with systems with repair or scrap, the rework material flow in the system
complicates analytical modeling and makes it more challenging to study rework systems
(Li and Meerkov, 2009). Analytical models for rework systems may also be extended
to incorporate repair or scrap by modifying the decomposition technique (Helber and
Jusic, 2004). In addition, in industries such as garment production plants, most detected
defective garments are sent back for rework. There is no dedicated repair operation in
the system due to additional equipment and processing costs caused by repair stations.
Therefore, in this thesis, the author also studies the analytical modeling of manufactur-
ing systems with rework loops.
A typical multistage manufacturing system with a single rework loop is described in
Fig. 2.5. In such a system, processing machines may randomly generate defects during
production. In this figure, machine M5 is an inspection machine, and defective parts
detected at M5 are sent back directly to buffer B2 for rework. Small production sys-
tems with rework have been studied in the literature (Liu and Yang, 1996; Kang et al.,
2003). For the decomposition analysis of systems as in Fig. 2.5, some researchers have
proposed alternate building blocks to the 2M1B model to better represent the rework
flow. Diamantidis et al. (2004) proposed a Three-Machine One-Buffer (3M1B) model
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for representing systems with merging flow of material similar to rework. Other 3M1B
models have also been developed in the literature (Tan, 2001; Helber and Mehrtens,
2003). However, the rework flow information (defective parts may be sent back to var-
ious stages for rework) is not characterized in these models. Thus these models are not
extensible to multistage systems with multiple rework loops (Fig. 2.6).





Figure 2.5: Multistage manufacturing systems with a single rework loop
The extension of analytical models to multistage rework systems has been studied lim-
itedly. Li (2004) proposed an approximate method for the performance analysis of a
single rework loop system. This model was used to estimate the production rate of the
system only, and other performance measures regarding inventory and quality were not
analyzed. Helber and Jusic (2004) proposed a decomposition approach for a multistage
manufacturing system with merging flow of material. It is possible to use this model for
the throughput analysis of rework systems. However, in this model, it is assumed that
defective parts are sent back to the same stage for rework, and thus it is not applicable
for evaluating the performance of systems with multiple rework loops. Fig. 2.6a shows
a multiple rework loop system with a single inspection machine placed at the end of the
system. Additional inspection machines may also be placed to prevent defective parts
from flowing to downstream machines and consuming valuable machine capacity, as de-
picted in Fig. 2.6b. To the best of the author’s knowledge, there has been no published
literature on the analysis of systems described in Fig. 2.6.
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(a)  Multiple rework loop systems with a single downstream inspection machine
(b)  Multiple rework loop systems with two inspection machines
Figure 2.6: Multiple rework loop systems
There have been limited studies on performance enhancement strategies related to in-
spection allocation in rework systems. In the inspection allocation problem, one decides
where to place inspection machines for maximizing the profit of the system (Penn and
Raviv, 2007). Although some authors have studied the inspection allocation problem
in rework systems (Bai and Yun, 1996), there is a lack of research on the allocation of
inspection machines for simultaneously improving qualitative and quantitative perfor-
mance measures. Similarly, bottleneck analysis of rework systems has received little
attention. Li and Meerkov (2009) proposed an analytical method for identifying the
bottleneck machines in a production line with a single rework loop, and have demon-
strated that changes in the quality of parts may cause bottlenecks in the system to shift.
However, the analysis of inspection allocation and bottleneck identification has not been
conducted for multiple rework loop systems.
2.5 Chapter summary
This chapter presents a survey of relevant literature on performance analysis of man-
ufacturing systems, especially the analytical modeling methods. This literature review
reveals that much research has yet to be pursued for integrating quality issues into per-
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formance analysis. Specifically, there are limited analytical studies on systems under
continuous sampling plans, systems with machines having both operational and quality
failures, and systems with rework loops. In the following three chapters, the author will
propose analytical methods for performance analysis of these systems respectively.
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Chapter 3
Analysis of manufacturing systems with continuous sam-
pling plans
3.1 Overview
Researchers and industrial practitioners increasingly realize the necessity of integrat-
ing quality modeling into performance analysis of manufacturing systems. A number
of integrated quantity and quality models were briefly described in Chapter 2. How-
ever, critical quality control strategies, such as continuous sampling plans, which are
commonly adopted in various industries, have not yet been addressed in the published
literature on performance analysis of manufacturing systems.
In this chapter, the author proposes an integrated quantity and quality model for study-
ing manufacturing systems with continuous sampling plans. Single-stage, two-stage and
multistage systems are analyzed in this chapter. In Section 3.2, a continuous time and
discrete part flow Markov model is proposed for a single stage system with sampled
inspection. This model is capable of calculating both quantitative and qualitative per-
formance measures, e.g., throughput, outgoing quality level and average fraction of in-
spection. Section 3.3 presents a method for performance analysis of two-stage systems,
and the experiments for validating this method. In this section, quantitative analysis is
also conducted on the effect of sampling fraction and clearance number (parameters of
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sampling plans) on the various performance measures. This quantitative analysis ben-
efits industrial practitioners in improving performance by varying sampling plans. In
Section 3.4, a decomposition method of multistage systems is studied. This section also
presents case studies for applying the proposed model for determining the best sampling
plan of multistage systems. Finally, a summary of this chapter is provided in Section
3.5.
3.2 Modeling a single stage manufacturing system with continuous
sampling plans
As mentioned in the literature review, there are several types of Markov models for
studying manufacturing systems with various uncertainties. These models are catego-
rized into:
• Continuous part flow and deterministic processing time models. These models are
proposed for systems with continuous part flow. These models have limitations in
studying systems where defective parts are scrapped and removed.
• Discrete part flow and deterministic processing time models. These models are
only applicable to systems with all machine having fixed and identical processing
times.
• Discrete part flow and exponential processing time models. These models are
applicable to systems subjected to variable processing times. They are also capa-
ble of studying discrete part flow systems where defective parts are scrapped and
removed.
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This thesis focuses on modeling discrete part flow systems with various uncertainties
such as quality failures, scrap, rework, random processing times, etc. Discrete part flow
and exponential processing time models are most suitable for studying these systems as
in Chapters 3, 4 and 5.
In this section, the author first studies a single stage manufacturing system with sampled
inspection as shown in Fig. 3.1. Parts out of the processing machine are inspected using
the continuous sampling plan as described in Chapter 2. The following assumptions are
adopted for the development of the model:
• Raw materials are without defects.
• Parts classified as defective by inspection are rejected and scrapped.
• The processing machine is subject to persistent-type quality failures, i.e., once the
processing machine transits to quality failure state, all subsequent parts produced
are defective until it is repaired. The processing machine may transit to quality
failure state only when it is working, i.e., operation-dependent quality failure.
Such quality failures may substantially affect both productivity and quality (Li and
Huang, 2007). In this chapter, the author also focuses on modeling systems with
such quality failures. (Note: non-quality-related machine failures may also exist
in manufacturing systems (Gershwin, 1994), and it may affect productivity only.
In next chapter, the author will study manufacturing systems where machines have
both quality and non-quality-related failures.)
• The inspection machine is reliable. However, it experiences inspection errors:
type I error (classifying good parts as bad parts) and type II error (classifying bad
parts as good parts).
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• Parts are inspected using the continuous sampling plan (Dodge, 1943) as de-
scribed in Fig. 2.3. In this plan, sampling fraction SF switches between two
levels. Screening inspection is the higher sampling fraction (i.e. f H = 1), and the
lower sampling fraction f L is 0 < f L < 1.
• The processing time of a machine in the line is independent with the other ma-
chines.
• Blocking before service is used for the processing machine.
Figure 3.1: A single stage system with sampling inspection, where MP is a processing
machine and MI is an inspection machine
The following notations are used in this section for developing the model:
αP,α I: The states of processing and inspection machines respectively.
µP,µ I: The processing and inspection rates respectively.
pq,rq: The quality failure and repair rates of the processing machine respectively.
f H , f L: Higher and lower sampling fractions respectively. f H = 1 and 0< f L <1
for the sampling plan as described in Fig. 2.3.
cg: The clearance number of good parts, i.e., the clearance number as described
in Fig. 2.3.
ig : The good part counter, 06 ig < cg.
cb: The clearance number of bad parts. When cb bad parts are detected con-
secutively, the processing machine is stopped for quality maintenance. Al-
though this is not modeled in the continuous sampling plan, it is useful for
31
studying machine stop policies (Kim, 2005). If cb = 1, the processing ma-
chine is stopped immediately after one bad part is detected. However, when
there are inspection errors, wrong decision in accepting bad parts may re-
sult in frequent machine stoppage. In this case, manufacturers may stop the
processing machine when two bad parts are detected consecutively. Hence,
the author considers cb = 2 in this thesis.
ib : The bad part counter, 06 ib < cb.
φ I,φ II: Type I and II errors respectively.
SF: Sampling fraction.
For the single stage system as described in Fig. 3.1, (αP,α I, ig, ib) is defined as the sys-
tem state. P(αP,α I, ig, ib) represents the steady state probability of state (αP,α I, ig, ib).
The states of processing and inspection machines are described as follows:
• Processing machine
In real manufacturing systems, a machine may deteriorate and produce defec-
tive parts after operating for some time. Once the quality failure is detected, the
machine is stopped for repair. The processing machine is modeled as a Markov
process with the following three states:
1: The machine is up and producing good parts.
-1: The machine is up and producing bad parts. The machine is in quality failure
state, however, it has not been detected yet.
0: The machine is down for quality repair.
• Inspection machine
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As mentioned previously, the inspection machine may sample parts at higher frac-
tion, f H = 1 (i.e., screening inspection), or lower fraction f L (0 < f L < 1). The
inspection machine may also be idle when no part is sampled or it is waiting for
the processing machine to complete a part. The states of inspection machines are
then defined as:
1: SF is f H , and the inspection machine is inspecting a part.
2: SF is f L, and the inspection machine is inspecting a part.
3: SF is f H , and the inspection machine is idle.
4: SF is f L, and the inspection machine is idle.
In addition, when a part is being sampled at the inspection machine, the processing
machine waits for the inspection result (Anthony, 2004). If a defective part is
detected and cb is reached, the processing machine is immediately stopped for
repair. Otherwise, the processing machine starts the next part. Therefore, when
the inspection machine is busy (i.e., in states 1 and 2), the processing machine
must be idle, and vice versa.
The sampling fraction SF switches between f H and f L depending on whether a defective
part is found and whether the clearance number cg is reached. For example, if the current
SF is f L and a defective part is found, SF then transits to f H . If the current SF is f H ,
and the inspection machine detects a good part and cg is reached, then SF switches to
f L. This sampling mechanism is elaborated in Table 3.1.
For each state (αP,α I, ig, ib), one balance equation is obtained. The balance equations
of this model are listed in Appendix A, based on which all steady state probabilities
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Table 3.1: State transition for the continuous sampling plan
SF part inspection SF transition
if ig < cg
SF remains at f H
detect a good part else
(ig++) SF switches to f L
f H reset ig = 0
(screening inspection) SF remains at f H
detect a bad part if ib = cb
(ib++) trigger machine repair
reset ib = 0
f L
detect a good part SF remains at f L
detect a bad part
SF switches to f H
ib =1
no part is sampled SF remains at f L
P(αP,α I, ig, ib) are calculated. The following performance measures of the single stage
system are then calculated:
• Flow rate into the system PRin(including the rejected parts), i.e., production rate
of the processing machine.






P(αP,α I, ig, ib) (3.1)
where α I = 3,4 indicates that the inspection machine is idle (i.e., the processing
machine is busy).
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• Flow rate out of the system PRout(not including the rejected parts), i.e., throughput




















P(αP,α I, ig, ib)ΦII
(3.2)






















P(αP,α I, ig, ib)(1−ΦI)]
(3.4)
• Average Fraction of Inspection, AFI, i.e., probability of a part is inspected. It is











P(αP,α I, ig, ib) (3.5)
Among these performance measures, PRin, PRout and RF are commonly used in inte-
grated quality and quantity analysis of manufacturing systems (Li and Meerkov, 2009).
In addition to these performance measures, q and AFI are useful for studying continuous
sampling plans (Montgomery, 2009).
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3.3 Modeling two stage systems: building blocks for decomposition
analysis of multistage systems
In a multistage system with imperfect production, each processing machine may gener-
ate defective parts. Each processing machine may be followed by an inspection machine,
i.e., ubiquitous inspection (Kim, 2005) to identify and remove these defects from the
line. This thesis studies a multistage system with ubiquitous inspection and continuous
sampling plans as described in Fig. 3.2. As explained in Section 2, the performance of
multistage systems may be estimated analytically using decomposition, in which 2M1B
line Markov models are used as fundamental building blocks (Dallery and Gershwin,
1992). To employ the decomposition approach for multistage systems with sampled in-
spection, the author first simplifies the single stage system as a single machine shown in
Fig. 3.3. The multistage system may then be decomposed into a series of 2M1B lines
as shown in Fig. 3.4.
M 1 B1 B3
...
B2 B4P M 2P M 3P M 4P
M 1I M 2
I M 3I M 4I





Figure 3.3: Single stage system simplification
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Figure 3.4: Decomposition of multistage systems
As described in the previous section, a large number of states are involved in character-
izing a single stage system. It is mathematically untractable to directly build a Markov
model for two stage systems with sampled inspection. In the literature, there are two
commonly used Markov models for two stage systems, which may then be utilized as
building blocks in the decomposition of long lines. These two models are single failure
mode (Gershwin, 1994) and multiple failure mode (Levantesi et al., 1999) models. In
this thesis, the author will develop analytical methods to apply these two models for
performance analysis of two stage systems with sampling plans. The basic idea of these
methods are described in the following steps:
(1) Use the single stage Markov model proposed in this thesis to evaluate the perfor-
mance of single stage systems.
(2) Calculate the machine parameters in the single and multiple failure mode models
respectively, based on the results of step 1.
(3) Calculate the performance of two stage systems with sampled inspections.
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The following two subsections will present the analytical methods using single and mul-
tiple failure mode models respectively.
3.3.1 Performance evaluation using single failure mode model
In the single failure mode 2M1B model, each machine is characterized by the following
parameters: failure rate pi, repair rate ri and processing rate µi, i = 1 or 2. In addition
to these parameters, two more parameters, i.e., outgoing quality qi and reject fraction
RFi are incorporated to study quality performance. These two parameters are calculated
using Eqns 3.4 and 3.3 respectively. pi, ri and µi of machine Mi are obtained as follows:
• pi. It is approximated as pqi of the processing machine in the single stage system
as described in Fig. 3.1. In addition, an inspection machine may classify good












i is the probability that type I errors occur in cbi parts consecutively.




• µi. As µi× ripi+ri is equal to total production rate of Mi, then





where PRini is calculated using Eqn 3.1.
3.3.2 Performance evaluation using multiple failure mode model
In the multiple failure mode 2M1B model, each machine is characterized by the follow-
ing parameters: failure rate pi, j, repair rate ri, j and processing rate µi, where i (i = 1,2)
and j are the stage and failure mode indices. In addition to the failure analyzed in the
single failure mode model, the state when a part is being inspected at the inspection
machine is considered as failure mode 2, i.e., “inspection failure mode”. The state tran-
sition chart of such a machine Mi, is shown in Fig. 3.5.
ri, 1
pi, 1 ri, 2
pi, 2
Figure 3.5: State transition chart of Mi using the multiple failure mode model
pi,1 and ri,1 are the failure and repair rates for the first failure mode, and are calculated
using Eqns 3.6 and 3.7. pi,2, ri,2 and µi are calculated as follows:
• pi,2 is the failure rate that Mi transits to the “inspection failure mode”. Mi transits
to the “inspection failure mode” when a part is finished by processing machine
MPi and gets sampled by inspection machine M
I
i . Thus,
pi,2 = µPi AFIi (3.9)
where AFIi is the average fraction of parts sent to inspection machine MIi . It is
calculated using the single stage model proposed in Section 3.2 (Equation 3.5).
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• ri,2 is the repair rate of “inspection failure mode”. Mi is “repaired” when inspec-
tion machine MIi completes inspecting the part. Thus, ri,2 is the inspection rate of
MIi ,
ri,2 = µ Ii (3.10)
• µi, i.e., the processing rate of MPi ,
µi = µPi (3.11)
3.3.3 Validation of the proposed methods for evaluating the perfor-
mance of two stage systems
Using the two analytical methods based on single and multiple failure modes, the per-
formance measures (total production rate PRin, throughput PRout and WIP) of two stage
systems are calculated. In addition to these performance measures, the average outgoing
quality AOQ of the system can also be calculated as follows:
AOQ = (1−q1)(1−q2) (3.12)
where q1 and q2 are obtained using Eqn 3.4.
Numerous experiments were performed to validate the accuracy of the proposed meth-
ods in evaluating the two stage systems with sampling plans. A Personal Computer with
Intel Core 2 Duo CPU (2.80 GHz) and 4GB RAM was used to perform the numerical
experiments for the analytical methods and simulation. Each simulation was run for 1
million time units with a warm up period of 0.1 million time units. In each example,
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ten simulation runs are performed to ensure that the 95% confidence intervals of all
performance measures are less than 0.2% for each point estimate.
In this subsection, the author shall elaborate on 40 cases of the numerical experiments.
The parameters of these 40 cases(varying in clearance numbers, sampling fractions,
inspection rates, failure rates and buffer sizes) are presented in Table 3.2. The errors of
the performance measures are calculated using error = Ana−SimSim ×100%, where Ana and
Sim are the results from the analytical methods (i.e., single and multiple failure modes)
and simulation respectively.
Table 3.3 presents the simulated performance measures and the 95% confidence inter-
vals of all performance measures. As shown in this table, the confidence intervals may
vary depending on the performance measures. However, all confidence intervals are less
than 0.2% for each point estimate.
The errors of PRin, PRout , AOQ and WIP are plotted in Fig. 3.6. From this figure, it is
observed that all performance errors of both analytical methods are quite small (all less
than 3%), and hence the author concludes that the proposed methods are of sufficient
accuracy.
In addition, as observed from Fig. 3.6, the PRin, PRout and WIP errors of the analytical
method using multiple failure modes are generally smaller for most cases than the single
failure mode (Note: both methods have the same error in outgoing quality, as it is cal-
culated using Eqn 3.13). Thus, in the next section a decomposition method based on the
multiple failure mode model (Levantesi et al., 1999) will be used for the performance
analysis of multistage systems with sampling plans.
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Table 3.2: Experiment parameters of two stage systems














2 N ΦI ΦII
1 0.01 0.5 1 1.0 0.01 0.5 1 1.0 20 0.01 0.01
2 0.01 0.5 1 1.0 0.01 0.5 1 1.0 40 0.01 0.01
3 0.01 0.2 1 1.0 0.01 0.2 1 1.0 20 0.01 0.01
4 0.01 0.7 1 2.0 0.01 0.7 1 2.0 40 0.01 0.01
5 0.01 0.2 1 2.0 0.01 0.5 1 1.0 20 0.01 0.01
6 0.01 0.5 5 1.0 0.01 0.5 5 1.0 40 0.01 0.01
7 0.01 0.2 10 2.0 0.01 0.5 10 1.0 20 0.01 0.01
8 0.01 0.7 1 1.0 0.01 0.5 1 1.0 40 0.01 0.01
9 0.008 0.2 1 1.0 0.012 0.5 5 1.0 20 0.01 0.01
10 0.008 0.3 5 2.0 0.012 0.5 1 2.0 40 0.01 0.01
11 0.008 0.4 10 5.0 0.012 0.2 5 4.0 20 0.01 0.01
12 0.008 0.2 1 4.0 0.012 0.5 10 5.0 40 0.01 0.01
13 0.02 0.5 1 1.0 0.005 0.3 1 1.0 40 0.01 0.01
14 0.02 0.2 1 1.0 0.005 0.5 1 2.0 40 0.01 0.01
15 0.02 0.5 5 2.0 0.005 0.5 5 1.0 40 0.01 0.01
16 0.02 0.5 5 2.0 0.005 0.5 5 1.0 20 0.01 0.01
17 0.005 0.2 1 1.0 0.01 0.5 5 1.0 40 0.01 0.01
18 0.005 0.3 1 4.0 0.01 0.5 1 4.0 40 0.01 0.01
19 0.005 0.4 1 5.0 0.01 0.2 5 5.0 40 0.01 0.01
20 0.005 0.2 5 5.0 0.01 0.5 10 5.0 40 0.01 0.01
21 0.008 0.2 1 1.0 0.012 0.5 5 1.0 20 0.01 0.02
22 0.008 0.3 5 2.0 0.012 0.5 1 2.0 40 0.01 0.02
23 0.008 0.4 10 5.0 0.012 0.2 5 4.0 20 0.01 0.02
24 0.008 0.2 1 4.0 0.012 0.5 10 5.0 40 0.01 0.02
25 0.01 0.2 1 2.0 0.01 0.5 1 1.0 20 0.02 0.01
26 0.01 0.5 5 1.0 0.01 0.5 5 1.0 40 0.02 0.01
27 0.02 0.5 1 1.0 0.005 0.3 1 1.0 40 0.02 0.01
28 0.02 0.2 1 1.0 0.005 0.5 1 2.0 40 0.02 0.01
29 0.02 0.5 5 2.0 0.005 0.5 5 1.0 40 0.02 0.01
30 0.02 0.5 5 2.0 0.005 0.5 5 1.0 20 0.02 0.01
31 0.005 0.2 1 1.0 0.01 0.5 5 1.0 40 0.02 0.01
32 0.005 0.3 1 4.0 0.01 0.5 1 4.0 40 0.02 0.01
33 0.005 0.4 1 5.0 0.01 0.2 5 5.0 40 0.02 0.01
34 0.005 0.2 5 5.0 0.01 0.5 10 5.0 40 0.02 0.01
35 0.01 0.5 1 1.0 0.01 0.5 1 1.0 20 0.02 0.02
36 0.01 0.5 1 1.0 0.01 0.5 1 1.0 40 0.02 0.02
37 0.01 0.2 1 1.0 0.01 0.2 1 1.0 20 0.02 0.02
38 0.01 0.7 1 2.0 0.01 0.7 1 2.0 40 0.02 0.02
39 0.01 0.2 1 2.0 0.01 0.5 1 1.0 20 0.02 0.02
40 0.01 0.5 5 1.0 0.01 0.5 5 1.0 40 0.02 0.02
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Table 3.3: Simulation results of the two stage systems
Case # PRin PRout AOQ WIP
1 0.585±0.0006 0.557±0.0007 0.981±0.0006 9.73±0.012
2 0.603±0.0007 0.574±0.0007 0.981±0.0005 17.66±0.015
3 0.702±0.0006 0.673±0.0008 0.924±0.0004 9.93±0.010
4 0.668±0.0006 0.634±0.0007 0.992±0.0005 17.48±0.013
5 0.622±0.0008 0.594±0.0007 0.953±0.0004 16.81±0.026
6 0.589±0.0005 0.561±0.0008 0.982±0.0005 18.03±0.027
7 0.653±0.0006 0.625±0.0005 0.932±0.0006 10.03±0.014
8 0.542±0.0009 0.515±0.0008 0.992±0.0007 17.10±0.021
9 0.600±0.0006 0.573±0.0007 0.959±0.0002 16.23±0.009
10 0.723±0.0011 0.689±0.0010 0.971±0.0004 27.43±0.013
11 0.784±0.0008 0.749±0.0010 0.946±0.0007 9.93±0.014
12 0.804±0.0004 0.768±0.0005 0.960±0.0003 26.39±0.023
13 0.580±0.0007 0.548±0.0007 0.970±0.0005 4.70±0.008
14 0.695±0.0010 0.659±0.0008 0.923±0.0003 11.38±0.016
15 0.636±0.0003 0.600±0.0004 0.978±0.0002 23.19±0.024
16 0.614±0.0008 0.579±0.0006 0.978±0.0004 11.66±0.009
17 0.614±0.0009 0.592±0.0011 0.971±0.0005 36.00±0.023
18 0.812±0.0010 0.782±0.0012 0.979±0.0005 27.26±0.023
19 0.845±0.0013 0.815±0.0011 0.956±0.0004 20.06±0.008
20 0.821±0.0011 0.791±0.0009 0.972±0.0006 28.24±0.039
21 0.599±0.0010 0.572±0.0006 0.959±0.0004 16.25±0.009
22 0.727±0.0010 0.694±0.0008 0.971±0.0008 27.09±0.022
23 0.788±0.0008 0.753±0.0010 0.946±0.0005 9.88±0.015
24 0.804±0.0007 0.768±0.0008 0.960±0.0007 26.49±0.013
25 0.620±0.0007 0.588±0.0007 0.953±0.0004 16.83±0.023
26 0.583±0.0009 0.549±0.0011 0.982±0.0006 17.61±0.011
27 0.577±0.0012 0.541±0.0008 0.970±0.0004 4.54±0.008
28 0.693±0.0004 0.652±0.0005 0.924±0.0003 11.63±0.008
29 0.630±0.0008 0.588±0.0009 0.978±0.0007 23.14±0.029
30 0.607±0.0007 0.566±0.0008 0.978±0.0004 11.57±0.016
31 0.608±0.0008 0.582±0.0009 0.972±0.0006 36.12±0.013
32 0.811±0.0009 0.775±0.0012 0.979±0.0003 26.99±0.017
33 0.842±0.0007 0.808±0.0010 0.957±0.0004 19.53±0.011
34 0.811±0.0012 0.775±0.0008 0.973±0.0006 28.42±0.018
35 0.583±0.0009 0.549±0.0008 0.981±0.0002 9.54±0.009
36 0.600±0.0005 0.565±0.0004 0.980±0.0003 17.55±0.012
37 0.702±0.0007 0.670±0.0006 0.927±0.0005 9.86±0.015
38 0.667±0.0004 0.623±0.0003 0.992±0.0004 17.31±0.019
39 0.621±0.0008 0.589±0.0005 0.951±0.0003 16.70±0.022
40 0.585±0.0003 0.550±0.0004 0.982±0.0004 17.54±0.025
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Single failure mode Multiple failure modes
Figure 3.6: Performance comparison of the analytical methods for two-stage systems
with continuous sampling plans
3.3.4 Quantitative analysis on the effects of sampling plans on sys-
tem performance
In this subsection, numerical results will be presented for analyzing the quantitative
effects of varying the clearance number and sampling fraction with respect to the system
performance. The two-stage systems studied in this experiment are with the following
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parameters: µP1 = 1.0, µ
I
1 = 1.0, p
q
1 = 0.002, r
q
1 = 0.1, c
g
1 = 1, f
L
1 = 0.5, µ
P
2 = 1.0,
µ I2 = 1.0, p
q
2 = 0.01, r
q
2 = 0.1, f
L
2 = 0.5, c
g
2 = 1 and N = 20.
In this experiment, the performance measures are calculated using the proposed ana-
lytical method. The effect of increasing sampling fractions ( f L1 and f
L
2 ) and clearance
numbers (cg1 and c
g


















































































Figure 3.7: The effect of varying sampling fractions f L1 and f
L
2 on system performance
As observed in Fig. 3.7, PRin and PRout decrease and AOQ increases, as sampling
fractions f L1 and f
L
2 increase. This indicates that inspecting more parts (more inspection
efforts) may improve production quality but slow down production. From Fig. 3.7, it
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is also observed that increasing f L2 results in more significant change in all performance
measures compared to increasing f L1 . In this experiment, machine M2 has larger quality
failure rate (pq2 = 0.01) than M1 (p
q
1 = 0.002), thus an increase in sampling fraction f
L
2















































































Figure 3.8: The effect of varying clearance numbers cg1 and c
g
2 on system performance
In Fig. 3.8, it is observed that there is no significant change in performance measures
PRin, PRout and AOQ when clearance numbers cg1 and c
g
2 increase. The change in the
performance measures in Fig. 3.8 are much less pronounced than that in Fig. 3.7.
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3.4 Determining the best sampling plan of multistage systems
This section starts with the decomposition of multistage systems with sampling plans.
This decomposition is used as a mathematical tool to estimate the performance of mul-
tistage systems with various sampling parameters, i.e., sampling fraction and clearance
numbers. The best sampling parameters of multistage systems are then determined for
maximizing profit (Note that profit is a function of the various performance measures).
Finally, a gradient descent method is proposed for finding the best sampling parameters.
3.4.1 Decomposition of multistage systems with sampling plans
As mentioned in the previous section, a multistage system with sampled inspection may
be decomposed into a series of 2M1B lines L(1), L(2), ..., as shown in Fig. 3.9. The
2M1B Markov model with multiple failure modes are used as building blocks and ap-
plied to the decomposition algorithm of Levantesi et al. (1999) for calculating perfor-
mance measures of multistage systems with sampling plans. The detailed algorithm is
not presented in this thesis and can be found in the literature (Levantesi et al., 1999).
The decomposition algorithm starts with the initialization of machine parameters, i.e.,
failure and repair rates of each failure mode, and processing rates. As described in
Section 3.2, there are two failure modes for systems with sampling plans. Parameters
pi,1 ri,1, pi,2, ri,2 and µi which are calculated using Eqns 3.6, 3.7, 3.9, 3.10 and 3.11
respectively, are the input of the algorithm. With knowledge of these parameters, the
algorithm may then be executed to calculate throughput, PR, and WIP of the system.
In addition to these performance measures, the average outgoing quality AOQ is also
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where K is number of stages in the system and qi is obtained using Eqn 3.4.
Numerous experiments with various configurations were also performed to validate the
accuracy of the analytical method in evaluating the performance of multistage systems.
Among these experiments, 20 cases will be highlighted as examples in the thesis. The
parameters of these cases were constructed systematically, by varying buffer sizes, num-
ber of machines, clearance numbers, sampling fractions, defective rates and other pa-
rameters. For each of these parameters, higher and lower values may be chosen in sev-
eral cases, respectively. Such a factorial method for constructing simulation experiments
are often used in the literature (Dallery and Le Bihan, 1999; Li, 2004). The parameter
settings and the rationale for choosing these cases are further elaborated as follows:
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• Cases 1, 2, 5, 6, 8, 9, 10, 11 and 12 are for homogeneous production lines, where
all machines have identical parameters. All other cases are for nonhomogeneous
production lines.
• Cases 3, 4, 13, 14, and 20 are for production lines with heavy bottlenecks. For
example, in Case 3, the failure rate of machine M2 is much higher than other
machines.
• Case 1 is also performed for smaller buffer size while Case 2 is for larger buffer
size.
• Cases 7, 13 and 15 are also for production lines with lower inspection rate, while
in comparison, Cases 8, 14 and 16 are for lines with higher inspection rate.
• Cases 7 and 8 are also for production lines with smaller clearance numbers, i.e.,
1. In comparison, Cases 5 and 6 are for line with higher clearance numbers, i.e.,
10.
• Cases 1, 2, 3 and 4 are also for shorter production lines with 3 machines, while
Cases 19 and 20 are for longer lines with 10 machines.
• Cases 3, 4, 17 and 18 are also for production lines with machines having different
sampling fractions and clearance numbers.
Other parameters are: µPi = 1.0, r
q
i = 0.1, c
b
i = 2, Φ
I = 0.01, ΦII = 0.01, i = 1,2, ...,K.
The same computer as in Section 3.2 was used to perform the numerical experiments
for the analytical method and simulation of multistage systems. The computational
time of the analytical method is much shorter than that of simulation. The proposed
model provides results in less than one second as shown in Table 3.5. In comparison, it
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Table 3.4: Parameters of multistage systems
Case # K µ Ii Ni c
g
i {pq1,pq2,...,pqK} { f L1 , f L2 , ..., f LK}
1 3 2.0 20 10 {0.01, 0.01, 0.01} {0.5, 0.5, 0.5}
2 3 2.0 40 10 {0.002, 0.002, 0.002}
3 3 2.0 20 3 {0.005, 0.02, 0.01} {0.4, 0.6, 0.6}
4 3 2.0 40 10
5 6 2.0 20 10 {0.01, 0.01, 0.01, 0.01, 0.01, 0.01} {0.5, 0.5, 0.5, 0.5, 0.5,
6 6 4.0 20 10 0.5}
7 6 2.0 20 1 {0.01, 0.01, 0.01, 0.01, 0.01, 0.01} {0.5, 0.5, 0.5, 0.5, 0.5,
8 6 4.0 20 1 0.5}
9 6 2.0 20 1 {0.01, 0.01, 0.01, 0.01, 0.01, 0.01} {0.1, 0.1, 0.1, 0.1, 0.1,
10 6 4.0 20 1 0.1}
11 6 2.0 30 10 {0.001, 0.001, 0.001, 0.001, {0.1, 0.1, 0.1, 0.1, 0.1,
12 6 2.0 30 5 0.001, 0.001} 0.1}
13 6 2.0 30 10 {0.01, 0.02, 0.011, 0.013, 0.015, {0.3, 0.3, 0.5, 0.1, 0.1,
14 6 4.0 20 10 0.017} 0.3}
15 8 2.0 30 3 {0.001, 0.003, 0.005, 0.001, {0.4, 0.7, 0.6, 0.4, 0.4,
16 8 4.0 20 10 0.001, 0.003, 0.004, 0.004} 0.5, 0.3, 0.3}
17 8 4.0 20 3
{0.005, 0.007, 0.009, 0.015,
0.005, 0.007, 0.008, 0.008}
{0.2, 0.7, 0.6, 0.5, 0.5,
0.5, 0.4, 0.4}
18 8 4.0 30 10
{0.004, 0.007, 0.006, 0.006,
0.003, 0.004, 0.007, 0.003}
{0.4, 0.7, 0.6, 0.4, 0.4,
0.5, 0.3, 0.3}
19 10 4.0 10 5
{0.005, 0.005, 0.005, 0.005,
0.005, 0.005, 0.005, 0.005, 0.005,
0.005}
{0.5, 0.5, 0.5, 0.5, 0.5,
0.5, 0.5, 0.5, 0.5, 0.5}
20 10 4.0 10 5
{0.004, 0.003, 0.01, 0.005, 0.008,
0.01, 0.006, 0.02, 0.004, 0.007}
{0.5, 0.5, 0.5, 0.5, 0.5,
0.5, 0.5, 0.5, 0.5, 0.5}
takes more than one hundred seconds to complete one simulation run, and ten runs are
required for each experiment.
In each case, the analytical results are compared with the results obtained through sim-
ulation. The errors in performance measures i.e., PR, AOQ and WIP are listed in Table
3.5. They are calculated as in Section 3.2. Based on the results of Table 3.5, it is ob-
served that the errors in the performance measures are generally less than 5%. This
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Table 3.5: Comparison of results from the analytical model and simulation
Case # 1 2 3 4 5 6 7 8 9 10
PR error(%) 1.6 0.4 -0.4 0.4 0.0 -1.6 -4.2 0.5 -1.7 -1.7
AOQ error(%) -0.2 -0.2 -0.2 -0.2 -0.3 -0.4 0.1 0.2 0.2 0.0
WIP error(%) 3.9 3.6 2.3 2.1 -2.5 -1.2 -1.5 0.0 3.4 4.1
CPU Ana 0.19 0.23 0.23 0.24 0.28 0.27 0.28 0.29 0.27 0.27
time(s) Sim 112 115 116 118 192 193 191 192 193 191
Case # 11 12 13 14 15 16 17 18 19 20
PR error(%) -1.1 0.5 0.2 1.9 -2 0.7 -1.0 2.0 1.2 0.8
AOQ error(%) -0.2 -0.1 -0.4 -0.1 -0.3 -0.2 -0.1 0.4 -0.2 0.2
WIP error(%) 3.7 4.4 -1.2 4.4 3.2 4.8 4.5 4.6 4.1 3.6
CPU Ana 0.45 0.45 0.44 0.36 0.48 0.35 0.34 0.48 0.55 0.53
time(s) Sim 201 202 214 199 327 308 291 314 413 421
demonstrates that the proposed model is of satisfactory accuracy and provides reliable
estimates of performance measures of multistage systems.
3.4.2 Determining the best sampling plan for maximizing profit
Based on the proposed model, the determination of continuous sampling plans for a
multistage system may be formulated as an optimization problem to maximize profit.
Profit is defined as follows:










Subject to : 0 < f Li < 1,c
g
i ≥ 1, i = 1,2, ...,K
(3.14)
Where
Price ·PR : the revenue;
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CPenalty : the penalty cost for shipping a defective part to the customer;
CWIP : the WIP holding cost;
CPi , C
I
i : the processing and inspection costs of Mi respectively.







l = 1,2. γ1i and γ2i represent sampling fraction f Li and clearance number c
g
i respectively.
Define ∆γ li as a small increment of γ
l
i . Additionally, a vector ∆Γ
l
i = [0, ...,0, ∆γ
l
i , 0, ..., 0]
is also defined, where all elements are 0 except the ith element is ∆γ li . At Γ
l , the search


















where D is a 1×K vector.
In the direction D, the golden section search (Kiefer, 1953) is applied to identify the
next Γl , which maximizes the increment of Profit(Γl). This procedure is repeated until
no better Γl is found. As mentioned in Section 3.2, change in sampling fractions have a
more significant effect on the system performance than clearance numbers. Therefore,
the algorithm first optimizes the sampling fraction and then the clearance number of
each machine. The algorithm is summarized as:
Loop 1: find sampling fractions Γ1 (i.e., [ f L1 , f
L
2 , ..., f
L
K])
Calculate D from Eqn 3.15. Perform a golden section search in the direction
of D to maximize Profit(Γ1+A ·D), where A is a step size that maximizes
profit.
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if Profit(Γ1+A ·D)−Profit(Γ1)> ε , Γ1 = Γ1+A ·D, go to Loop 1. Other-
wise, go to Loop 2.





Calculate D from Eqn 3.15. Perform a golden section search in the direction
of D to maximize Profit(Γ2+A ·D).
if Profit(Γ2+A ·D)−Profit(Γ2)> ε , Γ2 = Γ2+A ·D, go to Loop 2.
if Γ2 remains unchanged in loop 2, terminate. Otherwise go to loop 1.
3.4.3 Case studies
In this subsection, Cases 1 and 3 as presented in Table 3.4 (three stage systems) are used
as examples to demonstrate the application of the proposed method in determining the
sampling plans. In addition to the parameters of Table 3.4, the following parameters are
also used: Price = $100/part, CWIP = $0.1/part, CPenalty = $200/part, CPi = $5/hour,
CIi = $5/hour, i = 1,2,3.
Using the proposed algorithm, the sampling parameters, i.e., sampling fractions and
clearance numbers, are obtained for both cases 1 and 3. The results are summarized in
Table 3.6. To validate the proposed method, the sampling parameters using two addi-
tional methods will also be found. One is complete enumeration, in which the profit for
f Li = 0.1+0.01J(J = 1,2, ...,80) and 1≤ cgi ≤ 3, i = 1,2,3 is enumerated. The other is
the single stage optimization method, where the sampling parameters of each machine
are optimized separately. The results of these two methods are also presented in Table
3.6. The following conclusions may be obtained:
(1) The sampling parameters and the profit obtained using the proposed algorithm
are very close to the results obtained through complete enumeration. For Case
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Table 3.6: The best sampling plans of cases 1 and 3
The best sampling plan
Profit($) CPU time(min){ f L1 , f L2 , f L3 } {cg1,cg2,cg3}
Case 1
PA {0.44 0.43 0.42} {2 2 2} 45.09 2.2
CE {0.44 0.43 0.42} {2 2 2} 45.09 1421.7
SSO {0.21 0.21 0.21} {2 2 2} 40.38 0.1
Case 3
PA {0.36 0.57 0.44} {2 2 2} 44.71 2.1
CE {0.36 0.59 0.42} {2 2 2} 44.77 1408.2
SSO {0.14 0.30 0.21} {2 2 2} 39.13 0.1
Note: PA: the proposed algorithm, CE: complete enumeration, SSO: single stage optimization method
1, the same sampling parameters and profit are obtained using the two methods.
For Case 3, the difference in the profits obtained using these methods is only
about 0.1%. It may be concluded that the proposed method is capable of finding
appropriate sampling plans for multistage systems.
(2) The CPU time using the proposed algorithm is much less than complete enu-
meration. The proposed method is therefore an ideal candidate for optimizing
continuous sampling plans for manufacturing systems.
(3) The sampling plan optimized for single stage systems may not be useful for mul-
tistage systems. Although the CPU time of the single stage optimization method
is the shortest as shown in Table 3.6, the profit obtained using this method is much
less than the proposed algorithm.
(4) For Case 1, the sampling fraction f L1 is highest while f
L
3 is lowest for using both
the proposed algorithm and the complete enumeration. In this example, all three
machines have equal quality failure rates. This indicates that more inspection
efforts should be allocated to upstream machines when machines in multistage
systems have similar quality failure rates.
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(5) For Case 3, the highest sampling fraction is at the second machine. This is be-
cause, the quality failure rates (pq1 = 0.02) of M2 are much larger than the other
two machines (pq1 = 0.005, p
q
3 = 0.01). Higher sampling fraction for M2 may
significantly improve outgoing quality and thus the profit of the system.
In addition, Cases 19 and 20 in Table 3.4 (ten stage systems) are used as examples to
further evaluate the proposed methods for longer lines. These two cases are evaluated
using the following parameters: Price = $200/part, CWIP=$0.1/part, CPenalty=$400/part,
CPi =$5/hour, C
I
i =$5/hour, i = 1,2, ...,10.
In this experiment, the complete enumeration requires evaluating the system perfor-
mance for more than 8010 instances. Therefore, to shorten the CPU time for the com-
plete enumeration, the author only evaluates the system with sampling parameters in
the vicinity of the parameters obtained using the proposed method, i.e. f Li = f
L∗
i ±
0.01J(J = 0,1 and f L∗i is obtained using the proposed method). The results are summa-
rized in Table 3.7.
From Table 3.7, similar conclusions are also obtained as from the experimental results
for the three stage systems (Cases 1 and 3). The sampling parameters and the profit ob-
tained using the proposed algorithm are also very close to the results obtained through
complete enumeration. The proposed algorithm is also more computationally efficient
than the complete enumeration. Therefore, the proposed method is an ideal mathemati-
cal tool for determining the best sampling plans for multistage manufacturing systems.
In addition, as mentioned previously, decomposition is used to calculate the perfor-
mance measures in the proposed algorithm. Since the convergence of the decomposition
method has not been proved in the literature (Dallery and Le Bihan, 1999; Gershwin,
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Table 3.7: The best sampling plans of Cases 19 and 20
The best sampling plan
Profit($) CPU time(min){ f L1 , f L2 , ..., f L10} {cg1,cg2,..., cg10}
Case 19
PA
{0.44 0.43 0.42 0.42 0.42
0.41 0.41 0.41 0.42 0.40}
{2 2 2 2 2 2 2
2 2 2} 56.25 9.3
CE*
{0.44 0.43 0.42 0.41 0.42
0.42 0.41 0.42 0.42 0.40}
{2 2 2 2 2 2 2
2 2 2} 56.36 1582.8
SSO
{0.14 0.14 0.14 0.14 0.14
0.14 0.14 0.14 0.14 0.14}
{2 2 2 2 2 2 2
2 2 2} 17.67 0.2
Case 20
PA
{0.53 0.41 0.63 0.46 0.52
0.57 0.48 0.81 0.63 0.62}
{2 2 2 2 2 2 2
2 2 2} 44.41 8.2
CE*
{0.53 0.41 0.62 0.47 0.52
0.56 0.48 0.80 0.64 0.62}
{2 2 2 2 2 2 2
2 2 2} 44.57 1571.3
SSO
{0.14 0.13 0.21 0.14 0.19
0.21 0.16 0.31 0.13 0.17}
{2 2 2 2 2 2 2
2 2 2} 8.13 0.2
Note: PA: the proposed algorithm, CE*: complete enumeration near the vicinities of solution obtained
using PA, SSO: single stage optimization method
1994; Helber, 1999), there is no theoretical proof that the proposed algorithm will al-
ways converge. However, all the tested examples in this thesis had converged.
3.5 Chapter summary
In this chapter, the author incorporated the study of continuous sampling plans into
performance analysis of manufacturing systems. Since sampling plans are commonly
adopted in various manufacturing industries to improve product quality as well as to re-
duce inspection efforts, incorporating this issue in the model is desirable. An important
application of the proposed model, i.e., the determination of the best sampling plans for
manufacturing systems, has also been illustrated in this chapter.
This chapter studied manufacturing systems where machines are subjected to quality
failures and sampled inspection. As mentioned in the Section 3.2, machines in real
production lines may also experience non-quality-related failures. In the next chapter,
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the author will analyze the performance of manufacturing systems with machines having
both quality and operational failures.
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Chapter 4
Analysis of systems with machines having both opera-
tional and quality failures
4.1 Overview
Machines in real manufacturing systems may be subjected to operational (non-quality-
related) failures as well as quality failures. This complicates system modeling and per-
formance optimization. For example, the occurrence of operational failures at one ma-
chine may cause blockage and starvation of upstream and downstream machines, which
may further propagate throughout the line (Yamashita and Altiok, 1998). To dampen
the propagation of such effects, large buffer capacity between two machines is often
required. However, for the early detection of quality failures, less WIP and hence small
buffer capacity between two machines is preferred. In this chapter, the author will in-
corporate both types of failures into the performance analysis of manufacturing systems,
and also study the methods for improving both quantitative and qualitative performance
by altering system configurations such as buffer capacities.
To this end, an integrated quantity and quality model for evaluating the performance of
multistage systems with machines having both operational and quality failures is devel-
oped in this chapter. In Section 4.2, a continuous time discrete material flow Markov
model is presented for a machine-buffer-inspection system. An analytical method is
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also proposed for solving the balance equations of this model, which significantly re-
duces the computational time for obtaining the solution. Subsequently, in Section 4.3, a
decomposition algorithm is developed for long lines for evaluating the performance of
production lines in which defective parts are removed. Based on the numerical exper-
iments performed, the author is able to demonstrate the accuracy of both the machine-
buffer-inspection model and the decomposition algorithm. It outperforms simulation
in computational time, and this advantage becomes more pronounced as the number of
machines in the production line increases. Section 4.4 illustrates applications of the
proposed model for designing multistage manufacturing systems. For example, using
the model one may determine appropriate buffer sizes for maximizing profit. Sensitivity
analysis of the effects of buffer sizes on various performance measures is also conducted
using the proposed model. Finally, a chapter summary is presented in Section 4.5.
4.2 Modeling of two-machine, one-buffer lines with both operational
and quality failures
For attempting to model a multistage manufacturing line with both operational and qual-
ity failures, such as that presented in Fig. 2.4, a model will be first developed for a 2M1B
line. It consists of a processing machine, a buffer and an inspection machine (machine-
buffer-inspection system for short) as described in Fig. 4.1. A machine is modeled using
a discrete state, continuous time Markov process, and the material flow in the system is
assumed to be of discrete parts. The model for a machine-buffer-inspection system will
be developed in the following subsections.
As mentioned in Chapter 2, the inspection machine in this model has two roles: one
is to inspect parts and identify defective parts from the upstream processing machine,
and the other is to trigger the processing machine to transit to quality breakdown state
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Figure 4.1: A machine-buffer-inspection system
if a defective part is detected. The rates of both the processing and inspection machine
are assumed to follow exponential distributions. Machine failures are assumed to be
operation-dependent (occur only when a machine is working on a part). Other assump-
tions for this model are as follows:
• Bad parts detected by inspection machines are rejected.
• The processed parts of each machine arrive at the downstream buffer under the
First In First Out (FIFO) policy, and the inspection machine also inspects these
parts from the upstream buffer using the FIFO policy. Based on these assumptions,
when a bad part is detected at the inspection machine, all parts in the upstream
buffer will be defective and hence are removed.
• The inspection machine can only detect defective parts resulting from the quality
failure of the immediately upstream processing machine.
• Inspection is 100% reliable, that is, there are no type I and type II inspection errors
(Montgomery, 2009).
• 100% inspection: all parts will be inspected at every inspection machine.
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4.2.1 Inspection machine model
An inspection machine is assumed to be free of inspection errors. However, it may
experience operational failures, which can be modeled using a two-state Markov process
(Gershwin, 1994), described in Fig. 4.2.
Figure 4.2: A Markov model for an unreliable machine, where p and r are the transition
rates of operational failure and repair respectively.
4.2.2 Processing machine model
The role of the processing machine is to complete an operation. It has two different fail-
ure modes, viz., operational and quality failure modes. In an operational failure mode,
the machine stops producing parts due to failures such as motor burnout. On the other
hand, in a quality failure mode, the machine ceases producing good parts and begins
producing defective parts due to failures such as tool wear or tool damage. Therefore,
for the processing machine there are three basic states: 1 (operational and producing
good parts), -1 (operational and producing defective parts), and 0 (not operational). Be-
sides these states, three additional states are also introduced, namely 01, 02 and 03. In
these additional states, the machine is not operational. The detailed transition diagram














Figure 4.3: State transition of a processing machine
• In state 1 (i.e., operational and producing good parts):
(1) The processing machine may fail due to an operational failure and transit to
state 0. The operational failure and repair rates are p and r respectively.
(2) A quality failure may occur and the processing machine begins to produce
defective parts. In this case, it goes to state -1 with transition rate of pq.
• In state -1 (i.e., operational and producing defective parts, but the quality failure
has not yet been detected by the inspection machine):
(1) The inspection machine may detect a defective part with transition rate η∗
(depends on the states of the system). In this case, the processing machine
transits to state 01 and is stopped for repairing the quality failure with repair
rate rq.
(2) An operational failure may occur and the processing machine goes to state
02.
• In state 02, the processing machine is not operational and produces defects. The
quality failure has not yet been detected.
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(1) The processing machine waits for the repair of the operational failure. Thus
it transits to state -1 with rate r.
(2) A defective part may be detected by the inspection machine, and it goes to
state 03 with rate η∗.
• In state 03, the processing machine is not operational and produces defects, how-
ever the quality failure has been detected by the inspection machine. In this state,
the processing machine still waits for the repair of the operational failure as in
state 02. After the repair, it transits to state 01. (Note: Compared with the other
states, the transition rates of the machine reaching states 02 and 03 are very small
(in the order of p · pq). These states are identified in Fig. 4.3 with dashed circles.)
The processed parts of each machine arrive at the downstream buffer under the FIFO
policy, and the inspection machine also inspects these parts from the upstream buffer
using the FIFO policy. The transition η∗ from state -1 to 01 and from state 02 to 03
in Fig. 4.3 occurs only when all the parts in the buffer are defective (because of the
assumed FIFO policy). This transition is characterized by the number of good parts in
the buffer and inspection rate of the inspection machine. This will be further elaborated
in the following subsection.
4.2.3 Machine-buffer-inspection model
The following notations will be used in the development of the machine-buffer-inspection
model.
N: The size of the buffer, including the part capacity of the immediately down-
stream machine.
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x: The number of parts in the buffer, x = 0,1, ...,N.
xb: The number of defective parts in the buffer, xb = 0,1, ...,x.
α1, α2: The states of M1 and M2 respectively, where α1∈{1,0,−1,01,02,03}, α2∈{1,0}.
µ1, µ2: The processing rates of M1 and M2 respectively.
p1, p2: The operational failure rates of M1 and M2 respectively.
r1, r2: The operational failure repair rates of M1 and M2 respectively.
pq, rq: The quality failure and repair rates of the processing machine M1 respec-
tively.
In this machine-buffer-inspection model, only the inspection machine can determine
whether the upstream processing machine is producing good parts or bad parts. Let
(x,xb,α1,α2) denote the state of the system, and P(x,xb,α1,α2) denote the steady state
probability that the system is in state (x,xb,α1,α2). The balance equations are then
derived for the Markov process model of the machine-buffer-inspection system. These
balance equations are classified into 10 groups based on the different states of M1 and
M2, as shown in Table 4.1.
Table 4.1: Balance equation groups
Group 1 α1 = 0 α2 = 0 Group 2 α1 = 0 α2 = 1
Group 3 α1 = 1 α2 = 0 Group 4 α1 = 1 α2 = 1
Group 5 α1 = 02 α2 = 0 Group 6 α1 = 02 α2 = 1
Group 7 α1 =−1 α2 = 0 Group 8 α1 =−1 α2 = 1
Group 9 α1 = 01 α2 = 1 Group 10 α1 = 03 α2 = 1
In this table, two groups for (α1 = 01,α2 = 0) and (α1 = 03,α2 = 0) are not included,
since these two groups of states are transient states, which cannot be reached from any
other states. The steady state probabilities of these states are zero. In this model, when
the inspection machine detects a defective part, the processing machine is stopped for
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quality failure repair and the buffer is cleared. The inspection machine is idle and does
not break down due to the assumption of operation-dependent failures. Thus, these two
groups of states are transient states, and P(x,xb,01,0) = 0 and P(x,xb,03,0) = 0.
In the following paragraphs, the derivation of balance equations of groups 4 and 9 are
illustrated. The balance equations of the other groups are also obtained similarly and are
listed in Appendix B. In group 4, the processing machine M1 is producing good parts
(α1 = α2 = 1), and hence there are no bad parts in the buffer (i.e. xb = 0). The transition




























Figure 4.4: Transition diagrams of Group 4 (α1 = 1, α2 = 1): (a) internal transition; (b)
lower boundary transition; (c) upper boundary transition
Internal transition is said to occur when the buffer is neither full nor empty (i.e. 1≤ x≤
N− 1). The transition diagram for internal state (x,0,1,1) is presented in Fig. 4.4(a).
From the diagram, the balance equation (i.e. in steady state, the transition rate out of
state (x,0,1,1) is equal to the transition rate into this state) is obtained as follows:
P(x,0,1,1)(p1+ p2+µ1+µ2+ pq) = P(x−1,0,1,1)µ1+P(x,0,1,0)r2
+P(x+1,0,1,1)µ2+P(x,0,0,1)r1, 1≤ x≤ N−1
(4.1)
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When x = 0, the system is in a lower boundary state, and the transition diagram is as
presented in Fig. 4.4(b). The balance equation for state (0,0,1,1) is:
P(0,0,1,1)(p1+µ1+ pq) = P(1,0,1,1)µ2+P(0,0,0,1)r1+P(0,0,01,1)rq (4.2)
Similarly, when x = N, the system is in an upper boundary state, and the transition
diagram is presented in Fig. 4.4(c). The balance equation for state (N,0,1,1) is:
P(N,0,1,1)(p2+µ2) = P(N−1,0,1,1)µ1+P(N,0,1,0)r2+P(N,0,0,1)r1 (4.3)
Group 9 (α1 = 01 α2 = 1) describes the rejection of defective parts. When a defec-
tive part is detected, all parts in the buffer are defective (because the quality failure is
of persistent-type, and a FIFO policy for parts leaving the buffer for inspection is as-
sumed). The buffer is cleared immediately. The transition diagram for this occurrence














As mentioned previously, the balance equations for the other groups are similarly ob-
tained, and summarized in Appendix B. The summation of all steady state probabilities










P(x,xb,α1,α2) = 1 (4.5)
4.2.4 A method for solving the balance equations
The steady state probabilities can be calculated by solving the balance and normaliza-
tion equations. These equations are linear equations, and the total number of equations
of this model is 2(N+1)(N+4)+3. Although solving this number of equations is pos-
sible, much mathematical effort is involved, especially when the buffer size is large. The
computational complexity grows exponentially as the buffer size increases. For exam-
ple, when N = 50, there are 5511 equations to be solved. One may choose a number of
basic variables, and the other variables are referred to as non-basic variables. The basic
variables are the variables used to express the non-basic variables. Then, the computa-
tional complexity is reduced to solving for these basic variables. Based on this idea, the
author proposes a lower-boundary-based solution method as described in Fig. 4.6. It
consists of the following steps:
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2.1  Find the balance equations with only one non-basic variable.
2.2  Use these balance equations to express the non-basic variables in 
       Step 2.1 in terms of the basic variables.
2.4  All non-basic 




3  Use the normalization and the balance equations which have not  
    been used in Step 2 to solve for the basic variables chosen in Step 1.
Start
1   Choose basic variables: the steady state probabilities of the states
     in the lower boundary balance equations. 
N
2   Express all non-basic variables in terms
     of the basic variables. 
2.3  Use the expressions obtained in Step 2.2 to substitute the 
       corresponding non-basic variables in all balance equations.
Figure 4.6: A flow chart of the lower-boundary-based solution method
Step 1 The steady state probabilities of the states in the lower boundary balance
equations are chosen as basic variables. These basic variables include the
steady state probabilities of the lower boundary states (for instance, in
Eqn(B-5), states (0,0,0,1) and (0,0,1,1)) and states which may transit
to the lower boundary states (for instance, in Eqn(B-5), state (1,0,0,1)).
The steady state probabilities of all other states are referred to as non-basic
variables.
Step 2 Express all non-basic variables in terms of the basic variables.
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Step 2.1 Find the balance equations with only one non-basic variable.
Step 2.2 Use these balance equations to express the non-basic variables
in Step 2.1 in terms of the basic variables.
Step 2.3 Use the expressions obtained in Step 2.2 to substitute the corre-
sponding non-basic variables in all balance equations (Hence,
these non-basic variables are removed from the balance equa-
tions).
Step 2.4 If all non-basic variables have been expressed in terms of basic
variables, go to Step 3; otherwise, go to Step 2.1.
Step 3 Use the normalization equation and the balance equations which have not
been used in Step 2 to solve for the basic variables. Substitute these values
into the other equations to obtain the non-basic variables.
The lower-boundary-based solution method is an exact method for solving balance equa-
tions of Markov models. It is based on the close observation of the characteristics of the
balance equations. For all discrete material flow 2M1B Markov models without batch
processing, the upstream and downstream machine can only process one part each time.
Therefore, the buffer level (i.e., number of parts in the buffer) can either increase (or
decrease) by 1 or remains unchanged in the balance equations of all states. Therefore,
there exist a way to express the steady state probabilities with higher buffer levels in
terms of the steady state probabilities with lower buffer levels. Through a recursive
procedure (the lower-boundary-based solution method), all steady state probabilities are
finally expressed in terms of the steady state probabilities of the lower-boundary states.
Using this method, the author has solved several Markov models available in the litera-
ture, i.e.,
(1) the 2M2B multiple part type model of Senanayake and Subramaniam (2012).
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(2) the 3M1B model of Cao et al. (2012) for rework systems.
(3) the 2M1B model of Chen and Subramaniam (2012) for systems under preventive
maintenance.
(4) the 2M1B model of Gershwin (1994) for unreliable production lines.
(5) the multiple failure mode 2M1B model of Levantesi et al. (1999).
4.2.5 Performance measures
The following performance measures for the machine-buffer-inspection system may be
calculated with the knowledge of steady state probabilities of all the states:











• The total production rate, i.e., the flow rate out of the processing machine:



























• The defective production rate:
PD = PT −PE (4.10)
Among these performance measures, the effective production rate, the system yield and
the defective production rate are qualitative performance measures.
4.2.6 Model validation
To validate the machine-buffer-inspection model, a large number of numerical experi-
ments were performed. The analytical results obtained from the model are compared
with simulation. For the experiments in this section, the programs for simulation and
analytical methods were run on the same Pentium(R) D computer with 2.80GHz CPU
and 2GB RAM. One of these numerical experiments is elaborated. The values of the pa-
rameters in this experiment are as follows: p1 = p2 = 0.01, r1 = r2 = 0.1, µ1 = µ2 = 1.0,
pq = 0.01, and rq = 0.1. The buffer size N varies from 2 to 30. The errors of effective
production rate (PE) and average inventory (x¯) are provided in the comparison. The er-
rors are calculated using error = Ana−SimSim × (100%), where Ana and Sim are the results
from the analytical model and simulation respectively.
The errors of PE and x¯ are plotted as a function of buffer size, as presented in Fig. 4.7 (a)
and (b) respectively. As observed from this figure, the errors in effective production and
average inventory are found to be quite small (all less than 1%), and hence the author
concludes that the proposed model is of sufficient accuracy.
To validate the computational efficiency of the proposed method, the CPU time of the
proposed method, the method of directly solving all balance equations and simulation
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Figure 4.7: Performance error
are listed in Table 4.2. Both analytical methods are much shorter than that of simulation.
Specifically, the results using the proposed method are obtained in the shortest time
period, i.e., less than 0.1 seconds, while the simulated results are obtained from ten long
runs, and each run requires about 20 seconds as shown in Table 4.2. The CPU time
of the proposed method and the method of directly solving all balance equations are
similar when buffer size is small, i.e., 2 and 3. However, as buffer size N increases,
the advantage of the proposed method is much pronounced in CPU time compared to
directly solving all the balance equations. For example, when N = 30, the proposed
method is 70 times faster than directly solving all the balance equations. Therefore,
the proposed method may significantly reduce the computational time in obtaining the
solutions of the model.
The total production rate, the effective production rate, the system yield and the average
inventory as a function of buffer size are presented in Fig. 4.8. As observed, the effective
production rate and the total production rate increase with an increase in the buffer size.
However, when the buffer size is large enough, the total production rate and the effective
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Table 4.2: CPU time comparison of analytical methods and simulation
N tLBS (s) tDS (s) tDS/tLBS tSimulation (s)
2 0.0004 0.0004 1.0 18.7
3 0.0007 0.0007 1.0 18.6
4 0.0010 0.0014 1.3 18.2
5 0.0015 0.0024 1.6 17.9
6 0.0021 0.0040 1.9 18.5
7 0.0028 0.0063 2.3 16.9
8 0.0036 0.0099 2.8 18.8
9 0.0046 0.0150 3.3 18.3
10 0.0057 0.0223 3.9 17.5
11 0.0070 0.0333 4.8 17.8
12 0.0088 0.0479 5.5 17.2
13 0.0114 0.0673 5.9 17.7
14 0.0126 0.0944 7.5 17.3
15 0.0149 0.1369 9.2 17.0
16 0.0172 0.1833 10.6 17.9
17 0.0206 0.2511 12.2 17.2
18 0.0232 0.3455 14.9 17.3
19 0.0266 0.4685 17.6 17.2
20 0.0306 0.6409 21.0 17.4
21 0.0341 0.8565 25.2 17.0
22 0.0385 1.1346 29.4 17.1
23 0.0439 1.4598 33.3 17.2
24 0.0481 1.8937 39.3 17.7
25 0.0538 2.3525 43.7 17.2
26 0.0596 2.9326 49.2 17.4
27 0.0661 3.5492 53.7 17.3
28 0.0731 4.3962 60.1 17.5
29 0.0808 5.2811 65.4 17.0
30 0.0890 6.2857 70.6 17.1
Note: tLBS: CPU time using the proposed solution method (lower-boundary-based method), tDS:
CPU time for directly solving all balance equations, tSimulation: CPU time for one simulation run.
production rate do not increase significantly. It shows that the system yield increases
with smaller buffer sizes. Moreover, increasing the buffer size results in higher average
inventory, which is similar to the results of the 2M1B line with perfect product quality
(Gershwin, 1994). Similar results were also obtained for the performance measures
for four different values of quality failure rate pq, as shown in Fig. 4.8. This figure














































































































Figure 4.8: System performances as a function of buffer size
Therefore, the buffer size may be determined to achieve a proper balance among the
performance measures (Wright and Mehrez, 1998).
4.3 Decomposition of multistage systems with both operational and
quality failures
In this section, the decomposition of multistage systems will be investigated. A multi-
stage system may be decomposed into a series of 2M1B systems, as described in Fig.
4.9. As shown in this figure, there are two types of decomposed 2M1B line segments:
one is machine-buffer-inspection (MBI) segment (e.g., L(1), L(3)), and the other is
Inspection-buffer-machine (IBM) segment (e.g., L(2), L(4)). The notations used in the
decomposition are as follows:
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Figure 4.9: Decomposition process of a multistage production line
K: The number of machines in the multistage system.
i: The index of machines in the multistage system.
L(i): The decomposed 2M1B line segment with the intermediate buffer Bi.
Mu(i), Md(i): The upstream and downstream machines in the decomposed 2M1B line
segment L(i) respectively.
αu(i), αd(i): The state of machines Mu(i) and Md(i) respectively.
pu(i), pd(i): The operational failure rates of machines Mu(i) and Md(i) respectively.
ru(i), rd(i): The operational repair rates of machines Mu(i) and Md(i) respectively.
ei,eu(i),ed(i): The efficiencies of machines Mi, Mu(i) and Md(i) respectively. The
efficiency of a machine is the fraction of time the machine is operational
(i.e., it is not down).
µu(i), µd(i): The processing rates of machines Mu(i) and Md(i) respectively.
pqu(i), r
q
u(i): The quality failure and repair rate of machine Mu(i) respectively. If







d(i): The quality failure and repair rate of machine Md(i) respectively. If





Pi: The production rate of machine Mi in the multistage system.
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Pu(i), Pd(i): The production rate of machines Mu(i) and Md(i) in the decomposed
2M1B line segment L(i), which are respectively equal to Pi and Pi+1 in
the long line.




i : The quality failure and repair rates of machine Mi in the line respec-





Multistage systems may be decomposed into a series of 2M1B lines. As mentioned in
the literature review, the decomposition of multistage systems with perfect product qual-
ity has been reported in the literature (Gershwin, 1994; Dallery et al., 1988). However,
in production lines with additional quality failures and inspections, two types of 2M1B
line segments are involved in the decomposition analysis.
(1) MBI line segments (e.g., L(1), and L(3) in Fig. 4.9)
(2) IBM line segment (e.g., L(2), and L(4) in Fig. 4.9)
The machine-buffer-inspection model developed in the previous section is used for for
the former line segment, and the 2M1B model (Gershwin, 1994; Dallery et al., 1988)
for the latter line segment.
4.3.1 Decomposition model
As presented in Fig. 4.3, the processing machine is operational when it is in states 1 and
-1. When it is in state -1, the material flow is the same as in state 1, except that the parts
are defective and that quality failure has not yet been detected. Therefore, states -1 and
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1 are equivalent in the sense that the machine is operating on a part, and are considered
as up states. Similarly, states 0 and 02 are equivalent in the sense that the machine is
stopped for repairing operational failures, and these two states are considered as down
states. Let P(i;x,xb,αu,αd) denote the steady state probability of the decomposed line
segment L(i). For both MBI and IBM line segments, using the definitions for up and
down states of upstream and downstream machines (Gershwin, 1994), the parameters




where ps(i−1) is the probability that Bi−1 is empty and Md(i−1) is up and Mu(i−
























At machine Mi, Pi = Pu(i) = Pd(i− 1). Based on the analysis presented in (Gershwin,







































time to quality failure (Kim, 2005). Since µi is the processing rate of Mi, µipqi
is the
expected number of good parts that Mi finishes between two quality failures. If an ob-
server is placed at buffer Bi in the long line, as demonstrated in Fig. 4.10, he will see
µi
pqi
number of good parts flowing into the buffer during this time period. In the decomposed
line segment L(i), if the quality failure rate pqu(i) of Mu(i) is chosen appropriately, it can
be observed that the same expected number of good parts flow into buffer Bi during the



























Figure 4.10: An observer at buffer Bi in the decomposed line segment and the long line
The decomposition algorithm for multistage manufacturing lines with both operational
and quality failures is described in the following steps.















i , i= 1, ...,K−1.
Step 2. Forward iteration
for(i = 2;i≤ K−1;i++):
Case 1: if Mi is an inspection machine
• The decomposed line segment L(i−1) is a MBI line: use machine-
buffer-inspection model to calculate Pd(i−1). ps(i−1) is calculated
using Eqn 4.12. Then update pu(i),ru(i), and µu(i) using Eqns 4.11,
4.13, and 4.17.
Case 2: if Mi is a processing machine
• The decomposed line segment L(i−1) is an IBM line: use 2M1B
model to calculate Pd(i−1). ps(i−1) is calculated using Eqn 4.12.
Then update pu(i),ru(i), µu(i), and pqu(i) using Eqns 4.11, 4.13, 4.17
and 4.20;
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• The quality repair of the processing machine Mu(i) is also the qual-
ity repair of the processing machine Mi in the primitive line, hence,
rqu(i) = r
q
i (initialized in Step 1), and it does not require updating.
Step 3. Backward iteration
for(i = K−2;i≥ 1;i−−):
Case 1: if Mi is an inspection machine
• The decomposed line segment L(i+1) is a MBI line: use machine-
buffer-inspection model to calculate Pu(i+1). pb(i+1) is calculated
using Eqn 4.15;
• Since L(i) is an IBM segment, there are no material rejections in this
segment. pqd(i) does not require updating;
Case 2: if Mi is a processing machine
• The decomposed line segment L(i+1) is an IBM line: use 2M1B
model to calculate Pu(i+1). pb(i+1) is calculated using Eqn 4.15;
Update pd(i),rd(i), and µd(i) using Eqns 4.14, 4.16, and 4.18.
Step 4. Go back to Step 2 until one of the following termination conditions is sat-
isfied:
• Convergence of flow rates Pi, i = 1,2, ...,K:
Max(∆P1,∆P2, ...,∆PK)< ε
where ∆Pi is the change in Pi in the iteration;
• The limit on the number of iterations is reached.
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4.3.2 Validation
In this subsection, a few examples will be presented for illustrating the characteristics of
the decomposition. In each example, the decomposition results are compared with the
results obtained through simulation. Each simulation was run for 1 million time units
with a warm up period of 0.1 million time units. In each example, 10 simulation runs are
performed, which assure that the 95% confidence intervals of all performance measures
of long lines are less than 0.2% for each estimate.
Two groups of six numerical experiments are performed: one group is for a six-machine
line and the other for a twenty-machine line. In the experiments, µi of all machines
are set equally at 1.0 and rqi for processing machines are also set equally at 0.1. Tables
4.3 and 4.4 summarize the parameters for the group of experiments for the six-machine
(Cases 1-6) and the twenty-machine (Cases 7-12) production lines, respectively.
The performance measures for the long line include:
(1) The throughput of the line (PE), which is equal to the flow rate of the last machine;
(2) The defective flow rate of the line (PD);
(3) The total inventory of the line (WIP).
The errors of PE , PD, and WIP are calculated using error = Dec−SimSim × (100%), where
Dec and Sim are the results from the decomposition and simulation respectively, and are
presented in Table 4.5.
Based on the results of Table 4.5, the author also observes that the errors of the perfor-
mance measures PD, PE , and WIP are generally small. The maximum error is 5.17% in
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Table 4.3: Parameters for a six-machine production line (group 1)
Machine 1 2 3 4 5 6
Case 1
p1 = 0.01 p2 = 0.01 p3 = 0.01 p4 = 0.01 p5 = 0.01 p6 = 0.01
r1 = 0.1 r2 = 0.1 r3 = 0.1 r4 = 0.1 r5 = 0.1 r6 = 0.1
N1 = 10 N2 = 10 N3 = 10 N4 = 10 N5 = 10
pq1 = 0.001 p
q




p1 = 0.01 p2 = 0.01 p3 = 0.01 p4 = 0.01 p5 = 0.01 p6 = 0.01
r1 = 0.1 r2 = 0.1 r3 = 0.1 r4 = 0.1 r5 = 0.1 r6 = 0.1
N1 = 10 N2 = 10 N3 = 10 N4 = 10 N5 = 10
pq1 = 0.002 p
q
3 = 0.003 g5 = 0.004
Case 3
p1 = 0.01 p2 = 0.01 p3 = 0.01 p4 = 0.01 p5 = 0.01 p6 = 0.01
r1 = 0.1 r2 = 0.1 r3 = 0.1 r4 = 0.1 r5 = 0.1 r6 = 0.1
N1 = 10 N2 = 10 N3 = 10 N4 = 10 N5 = 10
pq1 = 0.01 p
q




p1 = 0.01 p2 = 0.01 p3 = 0.01 p4 = 0.01 p5 = 0.01 p6 = 0.01
r1 = 0.1 r2 = 0.1 r3 = 0.1 r4 = 0.1 r5 = 0.1 r6 = 0.1
N1 = 25 N2 = 20 N3 = 15 N4 = 10 N5 = 10
pq1 = 0.001 p
q




p1 = 0.01 p2 = 0.01 p3 = 0.01 p4 = 0.01 p5 = 0.01 p6 = 0.01
r1 = 0.1 r2 = 0.1 r3 = 0.1 r4 = 0.1 r5 = 0.1 r6 = 0.1
N1 = 3 N2 = 10 N3 = 3 N4 = 10 N5 = 3
pq1 = 0.002 p
q




p1 = 0.01 p2 = 0.02 p3 = 0.015 p4 = 0.005 p5 = 0.01 p6 = 0.008
r1 = 0.1 r2 = 0.15 r3 = 0.08 r4 = 0.2 r5 = 0.15 r6 = 0.2
N1 = 15 N2 = 12 N3 = 10 N4 = 8 N5 = 6
pq1 = 0.002 p
q
3 = 0.003 p
q
5 = 0.004
WIP for case 11. This error is comparable to the results obtained for the decomposition
of long lines with perfect product quality (Kim, 2005; Le Bihan and Dallery, 2000).
In the rest of this section, the results obtained for Cases 5 and 8 are highlighted. The re-
sults obtained for the other cases lead the author to make the same observed conclusions
as those for Cases 5 and 8. Odd numbered machines are processing machines while
even numbered machines are inspection machines. In Case 5, a much smaller buffer of
size 3 is used in the line. In Case 8, different quality failure rates pq are used for the
processing machines of the twenty-machine line. The detailed performance measures
for these two lines are presented in Figs. 4.11 and 4.12, respectively. Subfigures (a) and
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Table 4.4: Parameters of a twenty-machine production line (group 2)
Machine 1 2 3 4 5 6 7 8 9 10
Case 7
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Case 8
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.0014 0.006 0.003 0.001 0.01
Case 9
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.005 0.005 0.005 0.005 0.005
Case 10
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 15 15 15 15 12 12 12 12 10 10
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Case 11
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 3 10 3 10 3 10 3 10 3 10
pqi 0.0014 0.006 0.003 0.001 0.01
Case 12
pi 0.01 0.02 0.015 0.009 0.01 0.013 0.02 0.008 0.009 0.007
ri 0.1 0.11 0.15 0.09 0.1 0.13 0.15 0.18 0.1 0.11
Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Machine 11 12 13 14 15 16 17 18 19 20
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Case 7 ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
(Cont’d) Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Case 8 ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
(Cont’d) Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.002 0.005 0.0009 0.001 0.0005
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Case 9 ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
(Cont’d) Ni 10 10 10 10 10 10 10 10 10 10
pqi 0.005 0.005 0.005 0.005 0.005
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Case 10 ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
(Cont’d) Ni 10 10 8 8 8 8 5 5 5
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Case 11 ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
(Cont’d) Ni 3 10 3 10 3 10 3 10 3
pqi 0.002 0.005 0.009 0.001 0.005
pi 0.009 0.01 0.02 0.009 0.01 0.012 0.01 0.011 0.012 0.009
Case 12 ri 0.09 0.1 0.12 0.09 0.1 0.12 0.1 0.11 0.12 0.1
(Cont’d) Ni 10 10 10 10 10 10 10 10 10
pqi 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
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1 1.10 2.03 1.47
2 1.08 2.00 1.65
six-machine 3 4.16 4.57 0.39
lines 4 0.18 0.99 1.17
5 -0.24 -1.10 4.26
6 0.47 2.25 0.20
7 3.77 4.93 1.96
8 0.80 3.20 0.10
twenty-machine 9 2.59 4.95 -0.18
lines 10 4.90 1.73 3.66
11 0.20 3.13 5.17
12 -0.52 4.80 3.83
(b) in these figures are the comparison of the flow rate of each machine and the average
inventory at each stage, respectively. A buffer and its immediately downstream machine
is referred as a stage. Hence, the stage inventory is the sum of the inventory in a buffer
and its immediately downstream machine.
As observed in these figures, the plots of the results using the decomposition model are
very similar to that obtained using simulation. This indicates that the decomposition
model is able to estimate the inventory and flow rate at every stage accurately. There-
fore, the author concludes that the error of the decomposition algorithm is satisfactory,
and that it can be used to approximate the performance of production lines with both
operational and quality failures.
In addition, the computational time of the decomposition model is much shorter than
that of simulation. For the six-machine line of Case 5, the computational time for the
decomposition approach is about 0.05 seconds, while the computational time for sim-
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1 2 3 4 5
Stage index
(b)Average inventory of every stage
Decomposition
Simulation
Figure 4.11: Flow rate and average inventory (Case 5)
ulation is about 80 seconds in one run. For the twenty-machine line of Case 11 with
similar machine parameters as Case 5, the computational time for simulation is about
340 seconds for one run, and that of the decomposition approach is 0.17 seconds.
The decomposition model is computationally efficient compared to simulation, and this
advantage becomes very significant when the number of machines in the production line
increases. To further study the advantage of the decomposition in computational time,
the author conducts an additional study on the relationship between the computational
time of the decomposition (and simulation) and the number of machines in the produc-
tion line. The production line of Case 1 is used in this study. The author enumerates the
computational time against the number of machines in the production line, as shown in
Table 4.6:
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1 3 5 7 9 11 13 15 17 19
Stage index
(b)Average inventory of every stage
Decomposition
Simulation
Figure 4.12: Flow rate and average inventory (Case 8)
Table 4.6: Computational time against the number of machines in the production line
Number of machines 4 6 8 10 12 14 16 18 20
Decomposition (s) 0.03 0.06 0.09 0.13 0.18 0.21 0.28 0.34 0.42
Simulation (s) 61.4 92.5 121.1 150.5 187.6 221.0 258.2 290.5 330.6
As shown in Table 4.6, as the number of machine increase, both the computational
times for decomposition and simulation increase. Compared with simulation, the com-
putational time required for decomposition is much shorter. This advantage is much
significant when the number of machines in the production line increases.
Additional experiments on the computational time
The author has also completed additional numerical experiments to compare the pro-
posed method and simulation. In this experiment, the simulation time period is reduced
to 10000 time units, which is 1/100 of the simulation experiment as in Table 4.5. Case 5
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is used as example in this experiment. The results of simulation and decomposition are
presented in Table 4.7. As shown in this table, the errors in both performance measures
obtained using decomposition is similar with simulation. However, for five replications,
the total computational time of simulation is about 100 times of decomposition. There-
fore, the advantage of the proposed method is still pronounced even when the simulation
time period is shortened.
Table 4.7: Comparison of simulation and decomposition
Simulation Decomposition
Simulation time period 10000 -
Number of replications 5 1
PE









Computational time per replication (s) 1.1 0.05
Total computational time (s) 5.7 0.05
# As calculated in Table 4.5.
Additional experiments on the warm up period of simulation
In the simulation, the initial states of all buffers are empty and all machines are up. Each
simulation was run for 1 million time units with a warm up period of 0.1 million time
units. In this paragraph, the author shall explain the warm up period in simulation. In the
literature, there are various methods on finding appropriate warm up period (Law and
Kelton, 2000). The simple and commonly used method is based on the graphic method,
i.e., the observation of the plot of the performance measures against the simulation time
period. As the simulation time period increases, the plot of the performance measures
becomes flat. The warm up period is then selected at the point at which the plot becomes
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flat (Law and Kelton, 2000). In this experiment, Case 8 (i.e., a 20-machine line) is used
an example. The author plots the production rate and WIP against the simulation time
period (which varies from 1000 to 0.2 million time units), as in Figure 4.13.























Figure 4.13: Performance measures against simulation time period
As demonstrated in Figure 4.13, when the simulation period exceeds about 105 (i.e., 0.1
million) time units, both the plots of PE and WIP are quite flat. Therefore, 0.1 million
time units are used as the warm up period in the example considered in the thesis. (Note:
the warm up period is usually obtained using approximation methods such as the graphic
method (Law and Kelton, 2000). It also varies when different methods are used to find
the warm up period. For simplicity, 0.1 million time units is used for the simulation
experiments throughout this thesis. )
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4.4 Applications
This proposed model is capable of estimating the performance measures of production
lines with both operational and quality failures. This model facilitates simultaneous
improvement of both quantitative and qualitative performance. In addition, it is more
efficient than simulation in computational time. These characteristics are ideal in the
design of multistage manufacturing systems where a large number of design alternatives
are evaluated.
The author will illustrate the use of the proposed model for one such problem when
designing manufacturing systems. Buffer size affects the performance of production
lines (as demonstrated in Fig. 4.8). The determination of the buffer sizes (also known
as buffer allocation in the literature) is a difficult problem (Nahas et al., 2006). Consider
a production line as shown in Fig. 4.9. The author will formulate the determination of
buffer sizes (N1,N2, ...,NK−1) as an optimization problem for maximizing profit:




Cpi ·Pi−Ch ·WIP (4.21)
Subject to : 1≤ Ni ≤ Nmax, i = 1,2, ...,K−1
Where the notations are defined as follows:
Pro f it: The profit per unit time.
Price: The price of a finished part (unit revenue).
Cpi : The processing cost (or inspection cost if Mi is an inspection ma-
chine) per part in Mi (unit processing or inspection cost).
Ch: The holding cost per part (unit holding cost).
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Nmax: The maximum buffer size.
The performance measures i.e., the flow rate of machine Mi (Pi), the throughput of the
line (PE) and the total inventory of the line (WIP) can be calculated using the proposed
decomposition model.
Next, a simple example is used to illustrate the determination of buffer sizes for maximal
profit. This example is a six-machine production line, having the same machine param-
eters as Case 6 (Table 4.3). The other parameters of costs and price are listed in Table















1.0 0.5 2.0 0.8 2.2 1.5 50 0.2
The buffer sizes N1, N2, ..., N5 are the parameters to be determined. The profit of all
configurations of these buffer sizes is enumerated. The buffer sizes with maximal Pro f it
are found to be N1 = 8, N2 = 17, N3 = 21, N4 = 20 and N5 = 12.
The proposed model can also be used for sensitivity analysis, i.e., analyzing the effects
of varying the parameters on the optimal buffer sizes and the performance measures.
These parameters can be quality failure rates, unit processing cost, etc. The unit process-
ing cost of machine M3 (C
p
3 ) is used as an example to illustrate the sensitivity analysis.
All the other parameters are chosen as in the above example. The optimal buffer sizes
vs Cp3 are plotted in Fig. 4.14(a). Additionally, the costs, revenue and profit are plotted
in Fig. 4.14(b), the throughput in Fig. 4.14(c), and the yield in Fig. 4.14(d).
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(b)Costs, revenue and profit vs Cp3
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Cp3
(d)Yield vs Cp3
Figure 4.14: Sensitivity analysis of unit processing cost Cp3
As Cp3 increases, the optimal buffer sizes and the profit of the line decrease, as observed
from Fig. 4.14(a) and (b) respectively. Smaller buffer sizes may lead to:
• WIP reduction, which is indicated from lower holding cost as shown in Fig.
4.14(b).
• Throughput and revenue reduction, as reflected in Fig. 4.14(c) and Fig. 4.14(b)
respectively.
• Yield improvement, as reflected in Fig. 4.14(d).
When Cp3 increases, more processing cost is wasted at M3 due to producing defective
parts. Yield improvement is expected to reduce the wasted processing cost. Smaller
91
buffer N3 may lead to lower WIP at this buffer, which may enable the downstream
inspection machine to detect defective parts earlier after the processing machine M3
transits to a quality failure state. Since the time to detect defective parts is shortened,
the processing machine produces fewer defective parts. The yield is thus improved.
When N3 becomes smaller, the throughput of the line decreases. In this case, large sizes
for other buffers are not necessary. These buffer sizes are also reduced, and this leads to
lower WIP and hence a reduction in the holding cost.
The results reflect the fact that smaller buffer sizes result in better quality of produc-
tion. The results of this experiment also indicate that the quantitative and qualitative
performance measures are coupled.
4.5 Chapter summary
In this chapter, an integrated quantity and quality model has been proposed for pro-
duction lines with both operational and quality failures. Machines in real systems may
experience non-quality-related and quality failures, which necessitates the research of
this chapter. A continuous time discrete material flow Markov model was developed
for a machine-buffer-inspection system. A large number of states are involved in the
model for representing both operational and quality failures. Solving the balance equa-
tions for all the states of the model requires much computational effort. Therefore, a
lower-boundary-based method was also proposed, which significantly reduced the com-
putational effort in solving the balance equations. This method is also applicable to
other continuous time discrete material flow Markov models of manufacturing systems.
The machine-buffer-inspection model was further used as the basis for a decomposition
algorithm for long lines where defective parts detected are removed. The experimental
results demonstrate that the decomposition algorithm is of good accuracy. With sig-
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nificantly shorter computational time, this model can be utilized as a more efficient
alternative to simulation in the optimization and design of production lines.
In this chapter and Chapter 3, the author studied production lines where defective parts
detected are scrapped and removed from the line. In real systems, scrapping defective
parts may result in a waste of materials, machine capacities, etc. Defective parts may be
reworked in manufacturing plants, thus the values of these parts can be salvaged. The




Analysis of manufacturing systems with rework loops
5.1 Overview
Product defects are undesirable and occur commonly in real manufacturing environ-
ment. These defects result in substantial yield losses, wastes of raw materials, excessive
production delays, etc. Scraping these defects causes financial losses to manufacturers.
Rework is often performed to salvage the value of defects. Manufacturing systems with
rework loops can be found in many industries such as semiconductor, steel, pharmaceu-
tical, food, etc. Improving the performance (such as production rate, quality, WIP, etc.)
of rework systems, plays an important role in increasing the profit and competitiveness
of manufacturers. Although a number of analytical models have addressed the perfor-
mance analysis of rework systems, much research remains to be pursued in this field.
For example, multiple rework loop systems, a common feature in various production
plants as mentioned in Chapter 1, have not been studied analytically. Another example
is the bottleneck analysis of rework systems. When improving the performance of a
bottleneck machine, industrial practitioners should be mindful that new bottleneck may
appear in the system (i.e., the bottleneck may shift or migrate to other machines). Re-
work systems may exhibit different migration characteristics of bottlenecks compared to
systems without rework loops, as studied in this chapter. Understanding the bottleneck
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migration characteristics benefits industrial practitioners in continuously improving the
performance of rework systems.
In this chapter, the author proposes an analytical model for performance analysis of mul-
tistage manufacturing systems with rework loops. Due to the existence of rework loops,
the decomposition analysis of multistage rework systems requires the development of a
3M1B model (three-machine and one-buffer line) in addition to the 2M1B models. In
Section 5.2, a 3M1B model is developed specifically for rework systems, and is capable
of characterizing multiple rework loops. In order to estimate qualitative performance, in
Section 5.3 the quality of material flow in the system is studied. Based on this analysis
and using the 3M1B and 2M1B models as building blocks, a decomposition method for
multistage rework systems is developed. Section 5.4 presents numerical experiments to
validate the proposed model for evaluating performance such as throughput and WIP.
This section also illustrates the applications of the proposed model in solving problems
such as bottleneck identification and inspection allocation. In Section 5.5, a further ex-
tension of the model is investigated for studying rework systems with inspection errors.
Finally, a summary of this chapter is provided in Section 5.6.
5.2 A 3M1B Markov model for rework systems
In the decomposition analysis of multistage rework systems, both 2M1B and 3M1B lines
are used as building blocks, as illustrated in Fig. 5.1. The 2M1B lines are evaluated
using existing 2M1B Markov models (Gershwin, 1994). For 3M1B lines, a suitable
Markov model is necessary for the performance analysis. In addition, the decomposition
analysis involves two types of 3M1B lines as shown in Figs. 5.2a and 5.2b respectively
(based on whether machine M1 is an inspection machine or not). In this section, the
author will develop a Markov model of 3M1B lines to be used specifically in the analysis
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of rework systems. The model is developed using continuous time discrete state Markov
chains, and the notations necessary for the development of the model are as follows:

















Figure 5.2: Two possible 3M1B lines
C: The storage capacity of the physical buffer B.
N: The extended buffer size. This includes the storage capacity of the physical
buffer and the storage capacity of the three machines shown in Fig. 5.2
(each machine has space for one part only). As C is the capacity of the
physical buffer, the extended buffer is of size N =C+3.
x: The number of parts in the extended buffer. For reasons of mathematical
tractability, x is defined as the sum of the number of parts in the physical
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buffer, M2 and any completely processed parts in M1 and M3, x= 0,1, ...,N.
As M2 is assumed to be never blocked (see assumption 2), when x>0 (i.e.,
the extended buffer is not empty), M2 is always operating on a part. This
part is included in x. When M2 completes a part, it leaves the system and
x decreases by one. In addition, when machine M1 or M3 completes a part
but finds buffer B to be full, the completed part will remain in the respective
machine and this part is also included in x. However, a part that has not
been completed by M1 or M3 is not included in x (Note: this is to prevent
the part from being simultaneously included in the inventory calculation of
two buffers).
αi The states of machine Mi, αi ∈ {0(down),1(up)} (see assumption 1), i =
1,2,3.
µi: The processing rates of machine Mi, i = 1,2,3.
pi, ri: The failure and repair rates of Mi respectively, i = 1,2,3.
h3: The rework fraction to buffer B, i.e., the probability that a part is sent back
to buffer B for rework after inspection at machine M3.
l1: The probability of a part entering buffer B after processing or inspection at
machine M1. If M1 is an inspection machine (in Fig. 5.2a), l1 < 1. On the
other hand, if M1 is a processing machine (in Fig. 5.2b), l1 = 1.
Let (x,α1,α2,α3) denote the state of the system, and P(x,α1,α2,α3) denote the steady
state probability that the system is in state (x,α1,α2,α3). The assumptions regarding
the 3M1B model are as follows:
(1) Both processing and inspection machines are unreliable and subject to operation-
dependent failures: when a machine is up and processing (or inspecting) a part, it
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may fail and transit to a down state (characterized by a failure rate); similarly when
it is in a down state, it may be repaired and transit to a up state (characterized by
a repair rate). Therefore, in this model two state Markov chains are used to model
such unreliable machines.
(2) Upstream machines M1 and M3 are never starved and downstream machine M2
is never blocked. This is consistent with the assumption that the first machine is
never starved and the last machine is never blocked in multistage systems (Gersh-
win, 1994; Li and Meerkov, 2009). In the decomposition of multistage systems,
the upstream machine of a short line L(i) represents the system upstream of buffer
Bi, and it is therefore never starved. Similarly, a downstream machine represents
the system downstream of buffer Bi, and it is also never blocked.
(3) Deadlock avoidance is considered in the 3M1B model. In the rework system
shown in Fig. 2.5, deadlock occurs when buffers B2, B3 and B4 are full, and
inspection machine M5 detects a defective part. In this case, M5 cannot unload the
part to buffer B2, and since M3 and M4 are also blocked, the system is in deadlock.
To avoid such deadlock situations, in the 3M1B system shown in Fig. 5.2, a part
space in the buffer is reserved for M3, i.e., when only one space is available in the
buffer, M3 has priority over M1 to unload the completed part.
(4) Blocking after service (Gershwin, 1994) is assumed for machines M1 and M3 in
the 3M1B lines.
Due to the above assumptions, machines M3 and M1 may be in different blocked states
as listed in Tables 5.1 and 5.2 respectively. In these two tables, α2 ∈ {0,1}, and C is the
capacity of the buffer only (C = N−3). The blocking analysis for machines M3 and M1
are as follows:
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Table 5.1: Blocked states of machine M3
State
Completed part Part Number of parts
x
in M1 in M3 in M2 in the buffer
(N,1,α2,1) 1 1 1 C N
(N−1,0,α2,1) 0 1 1 C N−1
Table 5.2: Blocked states of machine M1
State
Completed part Part Number of parts
x
in M1 in M3 in M2 in the buffer
(N,1,α2,1) 1 1 1 C N
(N−1,1,α2,1) 1 0 1 C N−1
(N−1,1,α2,0) 1 0 1 C N−1
(N−2,1,α2,1) 1 0 1 C−1 N−2
(N−2,1,α2,0) 1 0 1 C−1 N−2
• M3 is blocked with a completed part when there is no space available in the buffer,
i.e., states (N,1,α2,1) and (N−1,0,α2,1) (α2 ∈ {0,1}) as shown in Table 5.1. In
this table, for example, in state (N−1,0,α2,1) α2 ∈ {0,1}, there is a part in M2
and a completed part in M3, and the number of parts in the buffer is C (i.e., no
space is available). Hence, M3 is blocked.
• M1 is blocked with a completed part when there is only one or no space available
in the buffer, i.e., when x≥ N−2, as shown in Table 5.2.
Note: States (N,0,α2,0), (N,1,α2,0), (N,0,α2,1) and (N−1,0,α2,0) (α2 ∈ {0,1}) are
not included in Tables 5.1 and 5.2. These states are transient states, which cannot be
reached from any other states except transient states. The steady state probabilities of
these states are zero.
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Table 5.3: Balance equation groups
Group 1 α1 = 0 α2 = 0 α3 = 0 Group 2 α1 = 0 α2 = 0 α3 = 1
Group 3 α1 = 0 α2 = 1 α3 = 0 Group 4 α1 = 0 α2 = 1 α3 = 1
Group 5 α1 = 1 α2 = 0 α3 = 0 Group 6 α1 = 1 α2 = 0 α3 = 1
Group 7 α1 = 1 α2 = 1 α3 = 0 Group 8 α1 = 1 α2 = 1 α3 = 1
The balance equations can then be derived for the Markov model of the 3M1B system.
The balance equations may be classified into eight groups based on the different states
of M1, M2 and M3, as shown in Table 5.3.
In the following paragraphs, the author will illustrate the derivation of balance equations
of Group 5. The balance equations of the other groups are also obtained similarly, as

















































Figure 5.3: Transition diagrams for Group 5
Internal transition is said to occur when neither M1 nor M3 are blocked and M2 is not
starved (i.e. 1 ≤ x ≤ N − 3). The transition diagram for internal state (x,1,0,0) is
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presented in Fig. 5.3a. A balance equation describes the equality of the transition rate
out of state (x,1,0,0) and the transition rate into this state in steady state. From Fig.
5.3a, one may write
P(x,1,0,0)(p1+ r2+ r3+µ1l1) = P(x,0,0,0)r1+P(x,1,1,0)p2
+P(x,1,0,1)p3+P(x−1,1,0,0)µ1l1, 1≤ x≤ N−3
(5.1)
The left side of Eqn (5.1) represents the transitions out of state (x,1,0,0), including:
• M1 may break down with transition rate p1.
• M2 and M3 may be repaired with rates r2 and r3 respectively.
• M1 may deliver a part to buffer B with rate µ1l1.
The right side of Eqn (5.1) describes the transitions from other states to state (x,1,0,0),
including the repair of M1 from the down state, the failures of M2 and M3 from respective
up states, and part arrival.
When x = 0, M2 is starved and the system is in lower boundary states. The transition
diagram is presented in Fig. 5.3b. The balance equation for state (0,1,0,0) is obtained
as follows:
P(0,1,0,0)(p1+ r2+ r3+µ1l1) = P(0,0,0,0)r1+P(0,1,0,1)p3 (5.2)
When x = N−2, N−1 and N, M1 is blocked as mentioned previously, and the system is
in upper boundary states. The transition diagrams for states (N−2,1,0,0), (N−1,1,0,0)
and (N,1,0,0) are presented in Fig. 5.3c, 5.3d and 5.3e respectively, and the balance
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equations for these three states are Eqns (5.3), (5.4) and (5.5) respectively.
P(N−2,1,0,0)(r2+ r3) = P(N−2,0,0,0)r1+P(N−2,1,1,0)p2
+P(N−2,1,0,1)p3+P(N−3,1,0,0)µ1l1
(5.3)
P(N−1,1,0,0)(r2+ r3) = P(N−1,0,0,0)r1+P(N−1,1,1,0)p2
+P(N−1,1,0,1)p3
(5.4)
P(N,1,0,0)(r2+ r3) = P(N,1,1,0)p2+P(N,0,0,0)r1 (5.5)
As mentioned previously, the balance equations for the other groups are similarly ob-
tained. The lower-boundary-based method, as proposed in Chapter 4, was used to solve
the balance equations and the normalization equation (i.e., the sum of all probabilities
equals one). With knowledge of the steady state probabilities of all the states, the fol-
lowing important performance measures for the 3M1B system may be calculated:






























5.3 Decomposition of multistage systems with rework loops
In multistage manufacturing systems with imperfect production, the quality of material
flow is defined as the fraction of parts without defects in the material flow. Processing
machines may randomly generate defective parts, and this reduces the quality of material
flow in the system. The lower the quality of material flow in the system, the more
defective parts are detected by an inspection machine, and therefore more parts are sent
back for rework, while higher quality of material flow leads to lower rework fraction
(fraction of parts in the system that are reworked).
In this section, the author first investigates the quality of material flow and the calcula-
tion of the rework fractions in the various stages of a multistage manufacturing system.
A decomposition method is then developed for multistage rework systems.
5.3.1 Quality of material flow
In a multiple rework loop system, an inspection machine may detect defective parts
generated by several upstream processing machines. Once detected, the defective parts
are sent to the respective upstream buffers of these processing machines for rework.
For example, Fig. 5.4 shows a section of a multistage rework system that includes an
inspection machine MJ and all the upstream stages to which it sends defective parts
for rework. In this figure, inspection machine MJ may detect defective parts produced
by processing machines M j, M j+1, ..., MJ−1, and the defective parts are sent back to
buffers B j−1, B j, ..., BJ−2 for rework respectively. The subsystem beginning from buffer
B j−1 and ending with inspection machine MJ is referred to as the rework subsystem of
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inspection machine MJ . For example, in Fig. 2.6b, the subsystem consisting of B4, M5,






Figure 5.4: The rework subsystem of inspection machine MJ
The following assumptions are adopted for the rework subsystem of inspection machine
MJ as shown in Fig. 5.4:
(i) A processing machine generates defective parts randomly at a constant rate, i.e.,
it experiences Bernoulli-type quality failures. Since this type of quality failure is
common in practice (Montgomery, 2009), the analysis of such quality failures is
of importance to the quality control of manufacturing systems (Bai and Yun, 1996;
Li and Meerkov, 2009), and it is also the focus of this chapter.
(ii) There is no inspection error at inspection machine MJ , i.e., parts proceeding down-
stream of MJ are without defects.
(iii) Parts entering the rework subsystem are without defects, i.e., parts that enter buffer
B j−1 from its upstream system are free from defects (because of assumption (ii)).
(iv) All defective parts detected at MJ are reworkable.
(v) A processing machine is unable to differentiate between the good parts sent from
its upstream machine and parts requiring rework. Hence, the defective rate for
these different streams of parts will be identical. However, in practice, there may
be a lower probability of a reworked part becoming defective and this model can
be easily extended to incorporate this feature.
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Fig. 5.5a illustrates the material flow in the rework subsystem of Fig. 5.4. Figs. 5.5b
and 5.5c illustrate the quality of material flow of a processing machine and the inspec-
tion machine respectively. The following notations are used to describe the quality of
material flow in the rework subsystem of inspection machine MJ .
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flow to BJMi MJ
To BJ
* At an inspection machine, all defective parts are identified and sent back upstream for rework. 
Hence, the flow from MJ to BJ is only of good parts and therefore θJ=1.
Figure 5.5: Material flow in the rework subsystem of inspection machine MJ
Mi: A machine ( j ≤ i≤ J) in the subsystem shown in Fig. 5.4.
qi: Defective rate of machine Mi, i.e., the probability that a part becomes de-
fective after processing at Mi. The inspection machine does not experience
inspection errors (see assumption ii above). Therefore, qJ=0.
hi: The rework fraction from inspection machine MJ to buffer Bi. It is the
fraction of material flow out of MJ that is sent to Bi for rework.
θi: Outgoing quality of machine Mi, i.e., the fraction of good parts in the ma-
terial flow from Mi to its downstream buffer Bi. For processing machine Mi
(i.e., i < J), all parts in the material flow out of Mi enter Bi, and θi < 1 as
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reflected in Fig. 5.5b. For inspection machine MJ , θJ = 1, as explained in
Fig. 5.5.
li: The fraction of material flow out of machine Mi that enters downstream
buffer Bi. For i < J, li = 1 (i.e., all parts leaving processing machine Mi
enter buffer Bi). When i = J, due to assumption (ii), after inspection at
MJ only good parts enter buffer BJ , and the defective parts are sent back
upstream for rework. Since the inspection machine does not contribute to
defective parts, the fraction of good parts in the material flow out of MJ is
the same as MJ−1, i.e., lJ = θJ−1.
ai: The material flow out of machine Mi. ai is used in the calculation of pa-
rameters such as θi and hi. As these parameters are defined as fractions of
material flow, the final expressions of these parameters will not contain ai.
γi: The ratio of rework material flow into buffer Bi to the material flow out of
machine Mi. It is introduced to express the rework material flow into Bi
in terms of the material flow out of Mi, i.e., ai. Hence, aiγi is the rework
material flow into Bi. In steady state, the average amount of material in Bi
is constant, and thus ai+1 = ai+aiγi = ai(1+ γi) as shown in the Fig. 5.6.
γi is directly related to the defective rate qi+1 of machine Mi+1. Since inspection is
free of inspection errors, the defective parts in the rework loop to buffer Bi are the
defective parts generated by Mi+1, i.e., aiγi = ai+1qi+1 as indicated in Fig. 5.6. Using
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Figure 5.6: The calculation of γi
As ai+1 = ai(1+ γi), then
γi = (1+ γi)qi+1 (5.10)




• The outgoing quality θi for each machine in the rework subsystem of inspection
machine MJ is summarized in Table 5.4.
Table 5.4: Outgoing quality of each machine in the rework subsystem of MJ
Machine in the subsystem Outgoing quality
M j (1st machine) θ j = 1− q j. Due to assumption (iv), the material
flow to B j−1 from the previous rework subsystem is
without defects, i.e., θ j is influenced by the defects
produced by machine M j only.
M j+1 (2nd machine) θ j+1 =
(γ j+θ j)(1−q j+1)
1+γ j , as indicated in Fig. 5.7.
Mi, j+1<i<J
(an intermediate machine) θi =
(γi−1+θi−1)(1−qi)
1+γi−1


















good material flow out of Mj+1
θj+1 total material flow out of Mj+1
(θj+γj)(1-qj+1)
1+γj
Figure 5.7: Outgoing quality of machine M j+1
• The rework fraction to buffer Bi, hi( j− 1 ≤ i ≤ J− 1) is the fraction of material
flow out of inspection machine MJ that is sent to buffer Bi for rework, i.e.,
hi =
rework material flow to Bi
total material flow out of MJ
(5.12)
The total material flow out of MJ is aJ , and the rework material flow to Bi is aiγi (see the





As mentioned previously, the material flow out of each machine can be calculated in
terms of its upstream machine, i.e., ai+1 = ai(1+ γi). Thus, aJ may be calculated in















5.3.2 Decomposition analysis of multistage rework systems
In this section, using the proposed 3M1B model (Fig. 5.8a) and the 2M1B model (Fig.
5.8b, Gershwin, 1994) as building blocks, a decomposition method is proposed for eval-
uating the performance of multistage systems with multiple rework loops. Besides the
notations listed in the previous subsection, the following notations are also used in the




Figure 5.8: 3M1B and 2M1B models
K: The number of machines in the multistage rework system.
L(i): The short line with intermediate buffer Bi.
Mu(i), Md(i), Mt(i): The upstream, downstream, and third(inspection) machine in the
3M1B line L(i) respectively. If L(i) is a 2M1B line, only Mu(i)
and Md(i) are applicable.
αu(i), αd(i), αt(i): The states of Mu(i), Md(i) and Mt(i) respectively.
pu(i), pd(i), pt(i): The failure rates of Mu(i), Md(i) and Mt(i) respectively.
ru(i), rd(i), rt(i): The repair rates of Mu(i), Md(i) and Mt(i) respectively.
µu(i), µd(i), µt(i): The processing rates of Mu(i) and Md(i), and the inspection rate
of Mt(i) respectively.
PRi: The production rate of Mi in the multistage system.
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pi,ri,µi: The failure, repair and processing rates of Mi in the multistage
system respectively.
Depending on the type of a machine, the decomposition analysis of multistage rework
systems is presented as follows:
Analysis of a processing machine
When machine Mi is a processing machine, the decomposition model is illustrated in
Fig. 5.9. This figure shows the two building blocks (i.e., 3M1B lines L(i) and L(i−1))


















Figure 5.9: Decomposition of multistage rework systems where Mi is a processing ma-
chine
In the decomposed 3M1B line L(i), Mu(i) is a pseudo machine representing the sys-
tem upstream of buffer Bi, while Md(i) is a pseudo machine representing the system
downstream of buffer Bi. From Fig. 5.9, the author also observes that the rework ma-
terial flow to buffers B j−1, B j, ..., BJ−2 are from the same inspection machine MJ in
the original system. Thus, in the 3M1B line L(i), pseudo machine Mt(i) is assumed
to represent machine MJ and its upstream system. However, the building block L(J)
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(Not shown in the figure) is composed of buffer BJ and its upstream and downstream
systems, thus the upstream pseudo machine of BJ , Mu(J), also represents machine MJ
and its upstream system. Therefore, in the 3M1B line L(i) ( j−1≤ i≤ J−2) Mt(i) has
the same parameters as Mu(J) (i.e., pt(i) = pu(J), rt(i) = ru(J)).
In decomposition, a major step is to obtain expressions for the parameters of the pseudo
machines in the building blocks. It is first necessary to define the down states of ma-
chines Mu(i) and Md(i−1). The author follows the procedure of Gershwin (1994) to
analyze the down states of these machines.
• Mu(i) is down when:
(a) Mi is down, or
(b) Mi is up and Mu(i−1) is down and buffer Bi−1 is empty, and consequently Md(i−1)
is starved.





where ps(i−1) is the probability that Mu(i−1) is down and buffer Bi−1 is empty. For




The repair of Mu(i) involves repairing Mi when Mu(i) is down due to condition (a), or
repairing Mu(i−1)when Mu(i) is down due to condition (b), then ru(i)may be calculated
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as
ru(i) = (1−X)ri+Xru(i−1) (5.18)
where X is the probability that Mu(i) is down due to condition (b) given that Mu(i)
is down, and X is calculated using the following equation (the parameter ru(i) in this
equation is obtained from the previous iteration of the decomposition):
X =
ps(i−1)ru(i)µu(i)
PRi · pu(i) (5.19)
• As previously, Md(i−1) is down when:
(c) Mi is down, or
(d) Mi is up and Md(i) is down and buffer Bi is full and consequently Mu(i) is blocked.
Then,
pd(i−1) = pi+ pbu(i)rd(i)µd(i−1)PRi (5.20)
where pbu(i) is the probability that Md(i) is down and Mu(i) is blocked (see the blocking







The repair of Md(i−1) involves repairing Mi when Md(i−1) is down due to condition
(c), or repairing Md(i) when Md(i−1) is down due to condition (d). rd(i−1) may be
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calculated as
rd(i−1) = (1−Y )ri+Y rd(i) (5.22)
where Y is the probability that Md(i−1) is down due to condition (d) given that Md(i−1)
is down, and Y may be calculated as follows (the parameter rd(i−1) in this equation is
obtained from the previous iteration of the decomposition):
Y =
pbu(i)rd(i−1)µd(i−1)
PRi · pd(i−1) (5.23)
Analysis of an inspection machine
When Mi is an inspection machine, L(i−1) is a 2M1B line as illustrated in Fig. 5.10.
The calculation of pu(i) and ru(i) is based on the 2M1B model (Gershwin 1994, pp.168).
In this case, the blockage of rework loops (i.e., buffer Bk, k = j−1, j, ..., i−2) may also
cause machine Md(i−1) to stop working. Thus, Md(i−1) is down when:
(e) Mi is down, or
(f) Mi is up, and Md(i) is down, and Mu(i) is blocked because Bi is full, or
(g) Mi is up, and Md(k) is down, and Mu(i) is blocked because Bk is full, where
k = j−1, j, ..., i−2.
Hence, the failure rate pd(i−1) may be approximated as





































Figure 5.10: Decomposition of multistage rework systems where Mi is an inspection
machine
where pbu(i) is calculated using Eqn (5.21), pbt(k) is the probability that Md(k) is down




The repair of Md(i−1) involves repairing Mi when Md(i−1) is down due to condition
(e), or repairing Md(i) when Md(i−1) is down due to condition (f), or repairing Md(k)
when Md(i−1) is down due to condition (g). Then,









where Y is calculated using Eqn (5.23), and Yk is the probability that Md(i−1) is down
due to condition (g) given that Md(i−1) is down. Yk may be calculated as follows (the
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PRi · pd(i−1) (5.27)
The decomposition algorithm for multistage systems with rework loops is then presented
in the following steps:
Step 1. Initialize pu(i) = pi, ru(i) = ri, µu(i) = µi, i= 1, ...,K; pd(i) = pi+1, rd(i) =
ri+1, µd(i) = µi+1, i = 1, ...,K−1.
Step 2. Forward iteration
for(i = 2;i≤ K;i++):
• evaluate line L(i−1) to calculate all steady state probabilities and
production rate PRi.
• if Mi is a processing machine, update pu(i), X and ru(i) using Eqns
(5.16), (5.19) and (5.18) respectively.
• if Mi is an inspection machine, update pu(i), X and ru(i) using Eqns
(4.47), (4.48), (4.49) (Gershwin, 1994) respectively.
• update µu(i) using Eqn (4.51) (Gershwin, 1994).
Step 3. Backward iteration
for(i = K−1;i≥ 2;i−−):
• evaluate line L(i) to calculate all steady state probabilities and pro-
duction rate PRi.
• if Mi is a processing machine, update pd(i−1), Y , rd(i−1) using Eqns
(5.20), (5.23) and (5.22) respectively.
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• if Mi is an inspection machine, update pd(i−1), Yk, rd(i−1) using
Eqns (5.24), (5.27) and (5.26) respectively.
• update µd(i−1) using Eqn (4.56) (Gershwin, 1994).
Step 4. Go back to Step 2 until one of the following termination conditions is sat-
isfied:
• Convergence of production rates PRi, i = 1,2, ...,K:
Max(∆PR1,∆PR2, ...,∆PRK)< ε
where ∆PRi is the change in PRi in the current iteration;
• The limit on the number of iterations is reached.
Using the decomposition algorithm, the following performance measures can be ob-
tained:
• The throughput of the multistage system can be calculated using the production
rate of the last machine PRK
PR = PRKlK (5.28)
where lK is the fraction of material flow out of the last machine (MK) that enters
the finished goods buffer.






where x¯i is the average inventory of line L(i), as calculated using Eqn (5.7) in
Section 5.2.
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5.4 Results and Discussion
In this section, the author will first validate the accuracy of the proposed model by com-
paring the analytical results with those obtained through simulation. The applications
of the model for performance improvement are explored in Section 5.4.2
5.4.1 Model validation
Numerous experiments with various configurations were performed to validate the ac-
curacy of the proposed model in evaluating the performance of rework systems. Among
these experiments, 16 cases are highlighted as examples shown in Table 5.5. As men-
tioned previously, practical manufacturing systems vary differently in system configu-
rations. A small sized system may consist of only several machines, for example, a drill
collar production line (Vasudevan et al., 2008) as shown in Figs. 5.11a and 5.11b. A
slightly larger system for a medical stent catheter production line (Interfaceusa, 2010)
is described in Figs. 5.11c and 5.11d. A garment production line with more processing
stations (Chen, 2010) is shown in Figs. 5.11e and 5.11f.
Real systems may also vary in the location of inspection machines. The stent catheter
line (as in Figs. 5.11c and 5.11d) consists of eight important production stages: hub at-
tachment, hypotube bonding, marker band swaging, proximal bonding, distal tip bond-
ing, ultrasonic cleaning, stent pre-crimping and final crimping. Major quality issues are
air leakage, large crimping profile, etc. In production, a final inspection station is usu-
ally used to check these quality failures, as in Fig. 5.11c. After inspection, the defective
stent catheters are sent back to the respective stages for rework. Manufacturers may also
adopt other strategies of inspection allocation to improve product quality. For example,
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M2M1 M3 M5 M7M4 M6 M10M9 M11 M13 M15M12 M14M8 M16
(f)  Rework system configuration: cases 15-16 
M2M1 M3 M5 M7M4 M6 M10M9 M11 M13M12 M14M8 M15
(e)  Rework system configuration: cases 13-14 
M2M1 M3 M5 M8M4 M6 M10M9M7
(d)  Rework system configuration: case 12 
M2M1 M3 M5 M7M4 M6 M9M8
(c)  Rework system configuration: case 11 
M2M1 M3 M5 M8M4 M6 M7
(b)  Rework system configuration: cases 7-10 
M2M1 M3 M5M4 M6 M7
(a)  Rework system configuration: cases 1-6 
Figure 5.11: Rework system configurations for the 16 cases (buffers exist between ma-
chines and are not depicted in this figure)
another inspection station may also be placed in the middle of the line as shown in Fig.
5.11d.
The system may also vary in other configurations such as buffer sizes, defective rates,
etc. For example, buffers with different capacities may be used for WIP reduction and
throughput improvement in manufacturing systems. Hence, to validate the model for
evaluating the performance of rework systems with these various configurations, the
cases shown in Table 5.5 are chosen as examples in this section. In addition to the
parameters in Table 5.5, the other parameters in these examples are as follows:
• Processing or inspection rate: 1 part/min (for each machine)
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• Failure rate: 0.01 min−1 (for each machine)
• Repair rate: 0.1 min−1 (for each machine)
Table 5.5: Experiment parameters
Case Number of Inspection Buffer Defective rate
# machines K machine size {q1, q2, ..., qK}
1 7 M7 10 {0.01, 0.01, 0.01, 0.01,
2 7 M7 20 0.01, 0.01, 0}
3 7 M7 10 {0.01, 0.01, 0.01, 0.1,
4 7 M7 20 0.01, 0.01, 0}
5 7 M7 10 {0, 0, 0, 0.05, 0, 0, 0}
6 7 M7 20
7 8 M4, M8 10 {0.01, 0.01, 0.01, 0, 0.01,
8 8 M4, M8 20 0.01, 0.01, 0}
9 8 M4, M8 10 {0.01, 0.01, 0.1, 0, 0.01,
10 8 M4, M8 20 0.01, 0.01, 0}
11 9 M9 20
{0.001, 0.03, 0.02, 0.003,
0.004, 0.04, 0.004, 0.005, 0}
12 10 M7, M10 20
{0.001, 0.03, 0.02, 0.003,
0.004, 0.04, 0, 0.004, 0.005, 0}
13 15 M15 20
{0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0}
14 15 M15 20
{0.01, 0.001, 0.05, 0.01, 0.01,
0.01, 0.01, 0.02, 0.04, 0.01,
0.01, 0.02, 0.01, 0.01, 0}
15 16 M8, M16 20
{0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0}
16 16 M8, M16 20
{0.01, 0.001, 0.05, 0.01, 0.01,
0.01, 0.01, 0, 0.02, 0.04, 0.01,
0.01, 0.02, 0.01, 0.01, 0}
A Personal Computer with Intel Core 2 Duo CPU (2.33 GHz) and 4GB RAM was
used to perform the numerical experiments for the analytical model and simulation.
Each simulation was run for 1 million time units with a warm up period of 0.1 million
time units. In each example, ten simulation runs are performed to ensure that the 95%
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confidence intervals of all performance measures of multistage rework systems are less
than 0.2% for each point estimate.
The computational time of the proposed model is much shorter than that of simulation.
The proposed model provides results in less than two seconds as shown in Table 5.6.
In comparison, it takes more than one hundred seconds to complete one simulation run,
and ten runs are required for each experiment.
In each case, the analytical results are compared with the results obtained through sim-
ulation. The errors in performance measures i.e., throughput (PR) and WIP are listed in





where Ana and Sim are the results from the analytical model and simulation respectively.
Table 5.6: Comparison of results from the analytical model and simulation
Case # 1 2 3 4 5 6 7 8
PR error(%) 0.02 2.18 0.21 1.53 -1.12 0.91 0.17 2.28
WIP error(%) 0.36 -0.09 1.99 1.21 2.69 3.41 -2.01 -1.96
CPU time (s)
Ana 0.11 0.23 0.10 0.21 0.10 0.19 0.12 0.28
Sim 117 110 112 111 117 128 126 125
Case # 9 10 11 12 13 14 15 16
PR error(%) 1.03 1.99 2.45 2.71 3.12 2.89 2.57 3.36
WIP error(%) -0.95 0.97 1.81 1.52 1.15 -1.21 3.21 3.02
CPU time (s)
Ana 0.12 0.29 0.37 0.41 1.21 1.23 1.34 1.41
Sim 126 133 145 161 272 293 287 309
Based on the results of Table 5.6, the author observes that the errors in the performance
measures are generally less than 4%. This demonstrates that the proposed model is
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of satisfactory accuracy and provides reliable estimates of performance measures of
multistage rework systems.
5.4.2 Applications of the model
Inspection allocation for performance improvement
A major advantage of the proposed model is that it not only provides qualitative perfor-
mance measures as discussed in Section 5.3 but also quantitative performance measures
such as throughput and WIP. However, the quantitative performance measures have sel-
dom been addressed in previous models for allocating inspection machines in multistage
systems. Placing an inspection machine at different locations of the system may sub-
stantially affect throughput as well as WIP.
The nine-machine line of Case 11 in Table 5.5 are chosen as an example. It consists of
eight processing machines and one inspection machine placed at the end of the line. The
purpose of this numerical study is to determine if an additional inspection machine will
improve the performance of the line and if it does, where should this inspection machine
be placed for best performance. The author exhaustively enumerates the performance of
the line by placing the additional inspection machine after each processing machine in
the line. The performance measures i.e., throughput (PR) and WIP are plotted in Figs.
5.12a and 5.12b respectively.
As observed from this figure, throughput and WIP are substantially affected by the loca-
tion of the inspection machine in the system. Using the proposed model in this chapter,
the author is able to determine the optimal location of the additional inspection machine
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Location of the inspection machine (after ith processing machine)
Figure 5.12: Performance of the rework system of Case 11 where an additional inspec-
tion machine is placed after the ith processing machine, i = 1,2, ...,7
maximum throughput is after the third processing machine. For minimum WIP, there is
no significant difference when placing the inspection machine after the third or fourth
processing machine, as indicated in Fig. 5.12b. Therefore, the best location of the
inspection machine is after the third processing machine for optimal performance.
The above example provides insights for allocating inspection machines in rework sys-
tems. A common inspection allocation heuristic used for imperfect production systems
is to place the inspection machine immediately after the processing machine with the
highest defective rate (Bai and Yun, 1996). If this heuristic is applied to the example,
the best location would be after the sixth processing machine (with highest defective
rate 0.04 as shown in Table 5.5). However, it was shown that the best location of the
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inspection machine is after the third processing machine (with defective rate 0.02 as
shown in Table 5.5). Therefore, the heuristic for inspection allocation has to be mod-
ified for rework systems, and the proposed model may be used in the development of
such heuristics.
Bottleneck identification of rework systems
The bottleneck machine of a multistage manufacturing system is the machine that im-
pedes the system’s performance (e.g., throughput) in the strongest manner (Chiang et
al., 1998). Generally, improving the performance of the bottleneck machine results
in significantly higher throughput as compared to improving the performance of non-
bottleneck machines (Li et al., 2009). Based on the sensitivity analysis of the through-
put to the parameters of machines in the line, analytical methods have been proposed for
identifying the up-time and down-time bottlenecks in systems with perfect production
quality (Chiang et al., 1998). For systems with imperfect quality and rework, quality pa-
rameters such as defective rates of machines, may also significantly affect the through-
put (Kim, 2005). Thus it is necessary to identify the quality bottleneck in addition to
up-time and down-time bottlenecks.
The model of the previous section provides an integrated quantity and quality approach
for the performance analysis of rework systems. It is capable of characterizing machine
unreliability and imperfect quality in rework systems. Thus, this model can be used to
identify up-time, down-time and quality bottlenecks. (Note: In manufacturing systems,
there may be other bottlenecks in terms of machine capacity, material shortages, labor
issues, etc. These issues are not modeled in this research, and the identification of these
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bottlenecks have not yet been considered in this model. However, modeling systems
with these issues is among the future research work.)
As mentioned previously, the quality, down-time and up-time bottlenecks may be iden-
tified based on the sensitivity analysis of the throughput (PR) to the machine parameters
qi, pi and ri respectively. The sensitivity of throughput to parameter ζi (representing qi,







In this equation, ∆PRi is the change in throughput due to a change in parameter ζi (i.e.,
∆ζi) of Mi, and the author sets ∆ζi to 0.1ζi (Chiang et al., 1998). (Note: ∆PRi may also
be calculated as PRi(ζi)−PRi(ζi−∆ζi) in addition to the definition in Eqn (5.31). When
∆ζi is small, e.g., ∆ζi = 0.1ζi, the resulting ∆PRi using both definitions are similar.)
The quality, down-time, and up-time bottlenecks are then the machines for which the




∆r is largest respectively. For example, machine Mi is the




∣∣∣∣ , ..., ∣∣∣∣∆PRK∆qK
∣∣∣∣) (5.32)
where ∆qi (1≤ i≤ K) is set to 0.1qi as in Eqn (5.31).
Next, a few examples are used to illustrate the identification of bottleneck machines
in rework systems with different configurations. Both Cases A and B are of a seven-
machine line with a single downstream inspection machine (M7). As shown in Table
5.7, Case A has identical parameters (i.e., pi,ri,qi, and Ni), and the defective rates qi of
all processing machines are zero (i.e., systems with perfect production quality). Case B
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represents a rework system similar to Case A, except that qi of all processing machines
are set to 0.02 (Inspection machines are free of inspection errors, i.e., q7=0). The bot-
tleneck machines for Cases A and B have been identified as shown in Table 5.8. Case A
has no quality bottleneck machine as the defective rates are 0.
Table 5.7: Parameters of Cases A and B
M1 M2 M3 M4 M5 M6 M7
pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ri 0.1 0.1 0.1 0.1 0.1 0.1 0.1
qi
Case A 0 0 0 0 0 0 0
Case B 0.02 0.02 0.02 0.02 0.02 0.02 0
Ni 10 10 10 10 10 10
Table 5.8: Bottleneck identification of Cases A and B
M1 M2 M3 M4 M5 M6 M7
Case A
∆PRi
∆pi 1.024 2.005 2.552 2.736 2.575 2.049 0.509
∆PRi
∆ri 0.155 0.262 0.319 0.341 0.321 0.261 0.084
Case B
∆PRi
∆pi 0.463 1.100 1.884 2.495 2.697 2.367 1.482
∆PRi
∆ri 0.038 0.089 0.153 0.215 0.246 0.231 0.156
∆PRi
∆qi 0.235 0.230 0.208 0.162 0.109 0.055
As illustrated in Table 5.8, the up-time and down-time bottlenecks of Case B have shifted
downstream to M5 from M4 compared to Case A. This can be explained as follows. In
systems with perfect production quality, material flow out of each machine is equal
(Gershwin, 1994), while in rework systems, due to the rework material flow there will
be a higher workload for downstream machines than upstream machines. This may
cause the up-time and down-time bottlenecks to shift downstream.
Table 5.8 also shows that the quality bottleneck of Case B is the first machine in the
line. As the machine index increases (i.e., approaches the end of the line), the sensi-
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tivity of throughput to the defective rate decreases. This is because the defective rate
of a machine may affect the quality of material flow of all its downstream machines as
analyzed in Section 5.3.2. Thus, a small improvement to the defective rate of an up-
stream machine may positively influence the quality of the material flow (and therefore
the throughput) in the line, more significantly compared to downstream machines.
Cases C and D have non-identical parameters of failure and repair rates, and buffer sizes,
as shown in Table 5.9. The parameters for both Cases C and D are similar, except that
in Case D the defective rate of M5 is set to a much higher value than the other machines.
Table 5.9: Parameters of Cases C and D
M1 M2 M3 M4 M5 M6 M7
pi 0.01 0.012 0.01 0.011 0.013 0.009 0.01
ri 0.11 0.08 0.09 0.12 0.12 0.1 0.13
qi
Case C 0.008 0.025 0.02 0.03 0.01 0.015 0.0
Case D 0.008 0.025 0.02 0.03 0.06 0.015 0.0
Ni 9 14 18 18 15 10
The sensitivity of throughput to the machine parameters for Cases C and D is shown in
Table 5.10. As observed from this table, the quality bottleneck of Case C turns out to be
M2, and not the machine with highest defective rate (i.e., M4). As observed in the results
of Case B, reducing defective rates of upstream machines may be more significant than
reducing defective rates of downstream machines. Hence, the quality bottleneck may
not always be the machine with the highest defective rate.
Migration characteristics of bottlenecks in rework systems
As observed in Table 5.10, in Case D the up-time, down-time and quality bottlenecks
migrate to M5 compared to Case C. This indicates that changes in one system parameter
(in this case, the defective rate q5) may cause all three types of bottlenecks to shift. In
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Table 5.10: Bottleneck identification of Cases C and D
M1 M2 M3 M4 M5 M6 M7
Case C
∆PRi
∆pi 1.475 3.098 3.286 2.007 1.671 0.963 0.577
∆PRi
∆ri 0.140 0.463 0.479 0.247 0.250 0.114 0.069
∆PRi
∆qi 0.041 0.357 0.155 0.198 0.012 0.013
Case D
∆PRi
∆pi 0.876 1.995 2.331 1.897 2.635 1.907 1.334
∆PRi
∆ri 0.082 0.280 0.325 0.226 0.357 0.201 0.136
∆PRi
∆qi 0.040 0.358 0.184 0.315 0.971 0.033
the following experiment, the author uses Case D as an example, and varies the defective
rates of M5 and M2 to analyze the effects on all three types of bottlenecks. Specifically,
the sensitivity of throughput to parameters pi,ri and qi are plotted in Figs. 5.13 and 5.14
by increasing q5 and q2 from 0.01 to 0.08 respectively.
Fig. 5.13 shows the migration of the quality, down-time and up-time bottlenecks. As
defective rate q5 increases, more defective parts are sent to M5 for rework, and this will
increase the blockage of buffer B4. As B4 is more likely to be blocked, the throughput
becomes less sensitive to the parameters of the upstream machines of B4, and there is
an increase in the sensitivity of throughput to the parameters of the downstream ma-
chines of B4. Thus, this may cause the down-time and up-time bottlenecks to migrate
downstream as shown in Figs. 5.13b and 5.13c. (Note: The migration of the quality,
down-time and up-time bottlenecks occurs at approximately q5=0.042, 0.053 and 0.055
respectively. Thus, when q5 is larger than these values respectively, the corresponding
bottleneck shifts to M5.)
However, Fig. 5.14 shows that although the quality bottleneck shifts from M5 to M2 (at
q2 '0.040) due to an increase in the defective rate of M2, the down-time and up-time
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(b)  Migration of the down-time bottleneck as the defective rate of M5 is increased

















(c)  Migration of the up-time bottleneck as the defective rate of M5 is increased 
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Figure 5.13: The effects of the defective rate of M5 on the bottlenecks for Case D
tive rate of M2 increases, this increases the rework material flow to M2. This amount
of material has to be processed in the downstream machines also, and it increases the
workload at the bottleneck machine M5. Therefore, as shown in Figs. 5.14b and 5.14c,
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(c)  Migration of the up-time bottleneck as the defective rate of M2 is increased
∆PRi
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Figure 5.14: The effects of the defective rate of M2 on the bottlenecks for Case D
Continuous improvement
As mentioned previously, improving the performance of a bottleneck machine results in
significantly higher throughput compared with other machines. Thus, bottleneck iden-
tification and migration are essential enablers for continuous improvement of manufac-
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turing systems. The proposed model can also be used for continuous improvement of
rework systems, and the procedure (Li and Meerkov, 2009) can be described as follows:
(1) Evaluate system measures, viz., throughput, WIP, etc., using the proposed model;
(2) Identify system bottlenecks using the proposed method;
(3) Conduct performance improvement actions on the bottleneck and then return to
step 1. The improvement actions may be increasing the repair rate by assigning
higher corrective maintenance priority, increasing the capacity of the buffers be-
fore and after the bottleneck, improving machine reliability by allocating more
preventive maintenance crew, etc.
The continuous improvement process is an iterative procedure from step 1 to step 3.
During this process, the bottleneck may migrate to other machines. The performance
improvement actions should always be performed primarily on the bottleneck.
5.5 Extending of the model to systems with inspection errors
In real manufacturing systems, there may be two types of inspection errors, i.e., type
I error (φ I: probability of classifying good parts as defective parts) and type II error
(φ II: probability of classifying defective parts as good parts) (Montgomery, 2009). The
proposed model can be extended to study systems with both types of errors. When
inspection errors are considered, the equations for the following parameters (as defined
in Section 5.3.1) are revised as below:
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1− [qi+1(1−φ II)+(1−qi+1)φ I] (5.33)
lJ: The fraction of material flow out of inspection machine MJ that enters its down-
stream buffer BJ . As the material flow to BJ may include defective parts, the
previous calculation of lJ in Section 5.3.1 does not hold. The parts out of MJ are






where hi is the rework fraction to Bi and is calculated as in Section 5.3.1.
θJ: Outgoing quality of inspection machine MJ . Due to type II error, there are defec-
tive parts in the material flow out of MJ to the downstream buffer. θJ is therefore
calculated as follows:




The decomposition for multistage systems with inspection errors is the same as in Sec-
tion 5.3.2.
A large number of numerical experiments were also conducted to validate the model
for evaluating the performance of rework systems with inspection errors. The 16 cases
described in Table 5.5 are chosen as examples to illustrate these experiments. Various
values of type I and II errors are included in these experiments. The author will elaborate
an experiment for a set of typical values of inspection errors, i.e. φ I=0.01 and φ II=0.02
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in manufacturing systems (Montgomery, 2009). Similar results are also obtained in the
experiments for other values of inspection errors. The analytical results are compared
with the results obtained through simulation. The errors in throughput and WIP are




















Figure 5.15: Performance comparison of analytical model and simulation for systems
with inspection errors
As observed from Fig. 5.15, the errors in throughput and WIP are less than 4%. This is
similar to the results obtained for systems without inspection errors (see Table 5.6). This
demonstrates that the proposed model can also provide reliable estimates of performance
measures for rework systems with inspection errors.
5.6 Chapter summary
In this chapter, the author proposed a decomposition method for evaluating the perfor-
mance of manufacturing systems with imperfect production and multiple rework loops.
A new 3M1B model was developed, which is capable of characterizing the rework flow
in multiple rework loop systems. This 3M1B model was then used in combination with
the traditional 2M1B model as building blocks in the decomposition analysis of multi-
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stage rework systems. In addition, this model is not limited to rework systems where
inspection stations are free of errors. Further studies show that the model may be easily
extended for the analysis of systems with inspection errors.
To illustrate the applications of the model, several numerical studies were presented. In
particular, the application of this model for allocating inspection machines in rework
systems was elaborated. Moreover, various types of bottlenecks (i.e., quality, up-time
and down-time bottlenecks) in rework systems were identified, and the effects of re-
work and changes in system parameters on the migration characteristics of the bottle-
necks were also analyzed. Additionally, a procedure was also proposed for conducting
continuous improvement activities in rework systems using the proposed model.
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Chapter 6
Conclusions and future research work
In manufacturing systems, uncertainties such as machine failures and variable process-
ing times cause much disruption to material flow. Such uncertainties also propagate
along the production line in the multistage manufacturing environment, and this results
in blockage and starvation of the machines throughout the line. These uncertainties
significantly undermine system performance. Hence, manufacturing systems rarely per-
form as expected. In addition to machine failures, the occurrence of defects, the imple-
mentation of various inspection strategies and the inclusion of possible rework loops in
real systems further complicate modeling and make it more challenging to predict the
performance. This thesis has proposed analytical methods for evaluating and improv-
ing both quantitative and qualitative performance of multistage manufacturing systems
with imperfect production quality. In this chapter, the author will first conclude the ma-
jor contributions and key findings of this thesis and then highlight several promising
research opportunities that are relevant to extending the work reported in this thesis.
6.1 Conclusions
The major contributions of this thesis are as follows:
(1) An analytical method for evaluating the performance of manufacturing systems
with continuous sampling plans.
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To the best of the author’s knowledge, this is the first analytical research that incor-
porates the study of a critical inspection strategy, i.e., continuous sampling plans,
into the performance analysis of manufacturing systems. Since sampling plans
are commonly adopted in various manufacturing systems for improving quality as
well as reducing inspection cost, incorporating this issue in the model is desirable.
As illustrated in Chapter 3, a major advantage of this model is that it provides
reliable estimates of various performance measures such as throughput, quality,
WIP and AFI (Average Fraction of Inspection). This model is indispensable in
understanding the quantitative effects of sampling parameters (i.e., sampling frac-
tion and clearance number) on these performance measures. Results of numerical
experiments demonstrate that the sampling fraction has a more significant effect
on the performance of a manufacturing system than the clearance number.
This model may be used as a fast mathematical tool in determining the best sam-
pling plans for a manufacturing system. The determination of sampling plans was
formulated as a profit maximization problem. An algorithm for solving this prob-
lem was also presented in Chapter 3. Numerical results indicate that the proposed
algorithm is capable of finding the best sampling parameters in a relatively short
time compared to simulation.
(2) An analytical model for integrated quantity and quality control of manufacturing
systems with machines having both operational and quality failures.
Machines in real manufacturing systems may not only be subjected to operational
failures, but also produce defective parts after operating for some time. In these
systems, inspection machines may be used to detect defective parts as well as
to monitor the quality status of processing machines. To study such systems,
in Chapter 4, the author first proposed a building block model for a machine-
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buffer-inspection system. As a large number of states are involved in representing
the operational and quality failures, solving the balance equations of the model
requires much computational effort. Therefore, the author also proposed a lower-
boundary-based solution method, which significantly reduced the computational
time in solving the balance equations as illustrated in Chapter 4. This method has
also been applied to other continuous time discrete material flow Markov models
of manufacturing systems.
The machine-buffer-inspection model was further used as the basis for the decom-
position of long lines where defective parts are removed, as proposed in Chapter
4. This model permits the calculation of both qualitative and quantitative per-
formance measures, which is important for the successful implementation of si-
multaneous quantity and quality control. The experimental results demonstrated
that the decomposition algorithm is of good accuracy. Due to significantly shorter
computational time, this model can be utilized as a more efficient alternative to
simulation in the optimization and design of production lines, e.g., the determina-
tion of buffer sizes.
(3) An analytical method for performance analysis of manufacturing systems with
rework loops.
The model proposed in Chapter 5, is capable of analyzing systems where rework
loops are included to reprocess defective parts. It is assumed that defective parts
could be sent back to various stages of the line for rework, i.e., multiple rework
loops. In order to characterize the rework flow, a new building block model was
developed. This model was then used in combination with the traditional building
block models for the decomposition analysis of multistage rework systems. As
demonstrated in the numerical experiments, the decomposition method provides
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accurate estimates of various performance measures. In addition, this model is not
limited to rework systems where inspection stations are free of errors. Moreover,
this model may also be easily extended for the analysis of systems with inspection
errors.
A major advantage of the proposed model is that it provides an integrated quantity
and quality approach for improving the performance of rework systems. In Chap-
ter 5, numerical experiments were performed to illustrate the applications of the
model. In particular, it may be used to determine the optimal location for placing
inspection machines in rework systems. Numerical studies showed that placing
an inspection machine immediately after the processing machine with the highest
defective rate may not lead to the best performance in rework systems.
The proposed model may also be used to identify various types of bottlenecks (i.e.,
quality, up-time and down-time bottlenecks) in rework systems. Using the model,
the effects of rework and changes in system parameters on the migration charac-
teristics of the bottlenecks were also analyzed. Experimental results demonstrated
that the quality bottleneck in rework systems may not always be the machine with
the highest defective rate. The results also showed how rework causes up-time
and down-time bottlenecks to shift downstream as compared to systems without
rework. Understanding these migration characteristics of bottlenecks will benefit
industrial practitioners in continuously improving the performance of manufac-
turing systems.
6.2 Future research work
In this research, the author has developed analytical methods for integrated quantity
and quality control of multistage manufacturing systems with imperfect product quality.
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Chapters 3, 4, and 5 demonstrated that the proposed models may be used to investi-
gate several managerial problems, such as deciding suitable sampling plans, identifying
various types of bottleneck machines, allocating inspection machines, and determining
appropriate buffer sizes. In addition, there are many other research problems in this area
that remain to be explored. Solving these problems may require further extension of the
proposed models. In the remainder of this chapter, several promising research problems
relevant to this study are highlighted.
6.2.1 Incorporating vendor selection into performance analysis of
imperfect production systems
Purchasing raw materials and components from external vendors (or suppliers) are indis-
pensable in today’s manufacturing systems (Hopp and Spearman, 2008). Each process
in a manufacturing system may require materials, machine tools, components, etc., from
various vendors. Costs of components and parts from external vendors may account for
more than 50% of total costs (Webber and Current, 2008). Vendor selection is one of the
most important decisions which may determine the profit of manufacturers. Choosing
the right vendor is critical for manufacturers, and the following aspects are considered
in the process:
• Price of materials, machine tools, components, etc. These are directly related to
the product cost, and hence the profit.
• Quality properties (e.g., dimension, hardness, shape, strength, etc.) of the materi-
als, machine tools and components. These properties may significantly affect the
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performance (i.e., throughput, reliability, outgoing quality, inspection cost, etc.)
of machines in the production line.
• On-time delivery. Late delivery of materials to the production line will disrupt
production through starvation and reduce system throughput.
Manufacturers often weight each of the above factors differently for the selection of
vendors (Hoshyar and Lyth, 1992). However, there is a lack of quantitative analysis of
the effects of these factors on the performance of the production system such as qual-
ity, throughput, WIP, etc. Such quantitative analysis requires an integrated quantity and
quality approach to evaluate the performance of manufacturing systems where materi-
als may be received from various vendors. Thus, it is valuable to incorporate vendor
selection into the performance analysis of manufacturing systems.
6.2.2 Manufacturing systems with machines having multiple qual-
ity failures
In manufacturing systems, each process may have several quality characteristics, and a
machine may have different quality failure modes, as shown in Fig. 6.1. For example, in
a manufacturing process producing plastic balloons for medical catheters, the balloons
have several critical quality requirements on diameters, thickness, length, softness and
neck angle (Machinesolutions, 2011). The balloon-forming machine producing such
balloons may fail into various quality failure modes, i.e., producing thinner balloons,
shorter balloons, over-soft balloons, etc. Repairing each quality failure mode requires
suitable adjustment of balloon fixture, temperature, heating time, extrusion speed, etc.
The repair times of these quality failures may also be different.
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Figure 6.1: Multiple quality failure modes
To improve systems with machines having multiple quality failure modes, manufactur-
ers may invest in replacing critical components or upgrading the machine, which may
lead to the elimination of one or several failure modes. It is then necessary to determine
how much the system performance can be improved by making such an investment. It
is inappropriate to invest if the investment is costly and the performance improvement
is trivial. In order to make such a decision, it is necessary to analyze the effects of elim-
inating each failure mode on the system performance. Therefore, an integrated quantity
and quality model may be developed for evaluating the performance of manufacturing
systems with multiple quality characteristics.
6.2.3 Workforce planning
Although automatic machines and intelligent robots are becoming increasingly popu-
lar, manual labor is still required in many manufacturing plants. Proper planning and
scheduling of the workforce can save product cost and improve system performance.
However, workforce planning for a manufacturing system is a complex problem, as it
requires allocating various types of workforce for different tasks. Two major types of
workforce are often involved in production lines, i.e., operators and maintenance crew,
























Figure 6.2: Workforce planning for a production line
An operator may be assigned to one (or several) machine(s) in production plants. A
single operator can significantly influence manufacturing performance. For example,
the cycle time highly depends on the skills of operators in manual operations in many
garment production lines. In Total Quality Management, an operator also shares the
responsibility in detecting production defects and monitoring machine status.
The maintenance crew are further classified into preventive maintenance and repair crew.
The objective of preventive maintenance is to prevent the machine from failing by per-
forming regular maintenance activities such as machine calibration (Chen and Subrama-
niam, 2012; Kuo, 2006). A repair crew is assigned to repair and fix machines as soon as
they fail. Allocating appropriate maintenance crew for the manufacturing system also
significantly affects the system performance. Allocating too much workforce results
in higher labor cost, while an insufficient workforce substantially undermines system
performance. Since analytical modeling of manufacturing systems provides estimates
of both quantitative and qualitative performance, it is desirable to explore the impact
of workforce planning on performance and determining suitable schemes for allocating
labor in manufacturing systems.
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6.2.4 Integrated quantity and quality analysis of flexible systems
Manufacturing systems are becoming increasingly flexible in order to satisfy the rapidly
changing markets and varying customer demands. Many manufacturers produce mul-
tiple products or part types in a single production line. Substantial research has been
devoted for studying flexibility measurement, investment cost and throughput analysis
(Li and Huang, 2007). Much more work has yet to be pursued:
• The impact of flexibility on machine reliability:
When switching from one part type to another part type, changing part fixture and
resetting machine parameters may be necessary in flexible systems (Inman et al.,
2003). Frequent switching of part types in a machine may cause the machine to
be more vulnerable to failures.
• The impact of flexibility on quality:
In a laser-cutting machine producing various types of small metal tubes, each
part type has a corresponding fixture (Theta, 2012). Changing part types requires
changing the tube fixture, which may significantly affect the dimensions of tubes.
This leads to a relatively long process for adjusting machine parameters such as
power, speed, temperature, fixture position, etc., to produce the desired tubes.
• The impact of flexibility on WIP management:
Dedicated buffers may be required for storing products of each part type which
complicates the WIP management in multiple part type flexible systems.
Thus, having more flexibility (i.e., producing multiple part-types, having various fix-
tures, etc.) on every machine will inevitably result in more variability in quality and de-
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grade the repeatability of the production line. Therefore, it is valuable to quantitatively
analyze the tradeoffs between cost, flexibility, throughput, and quality for manufacturing
systems.
6.2.5 Developing a single model for studying real systems with vari-
ous issues such as sampling plans, rework and quality failures
A real manufacturing system may involve various issues such as sampling plans, rework
and quality failures simultaneously. Integrating all these issues into a single model may
be more practical and useful for studying real systems. It is also one of our most impor-
tant future research directions. The contributions and challenges of developing such a
model are described as follows:.
• Integrating all these issues will drastically increase the number of states and bal-
ance equations in the model. Modeling systems with such a large number of states
will also drastically increase the CPU time in solving the balance equations of the
building blocks and executing the decomposition.
• A better solution method is required for solving the balance equations of the build-
ing block model. It is necessary to develop higher performance computing tech-
niques such as cloud computing and distributed computing to faster solving the
balance equations and executing the decomposition.
• When decomposing long lines with such complex configurations, the calculation
of the parameters of upstream and downstream machines may involve more sim-
plification and approximation. This will lead to higher errors in predicting the
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performance measures of long lines. In this case, it is necessary to develop other
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Appendices
Appendix A: Balance equations for the single stage model with sam-
pling plans
In Section 3.2, a Markov model was proposed for a single stage manufacturing sys-
tem with continuous sampling plans. The balance equations of this model are listed as
follows:
State (1,1,ig,0) 0≤ ig < cg
P(1,1, ig,0)µ I = P(1,3, ig,0)µP f H ,0≤ ig < cg (A-1)
State (1,2,0,0)
P(1,2,0,0)µ I = P(1,4,0,0)µP f L (A-2)
State (1,3,0,0)
P(1,3,0,0)(µP f H + pq) = P(0,3,0,0)rq (A-3)
State (1,3,1,0)




State (1,3,ig,0) 2≤ ig < cg
P(1,3, ig,0)(µP f H + pq) = P(1,1, ig−1,0)µ I(1−ΦI),2≤ ig < cg (A-5)
State (1,4,0,0)




P(1,1,0,1)µ I = P(1,3,0,1)µP f H (A-7)
State (1,2,0,1)
P(1,2,0,1) = 0 (A-8)
State (1,3,0,1)




P(1,1, ig,0)µ IΦI+P(1,2,0,0)µ IΦI (A-9)
State (1,4,0,1)
P(1,4,0,1) = 0 (A-10)
State (-1,1,ig,0) 0≤ ig < cg
P(−1,1, ig,0)µ I = P(−1,3, ig,0)µP f H ,0≤ ig < cg (A-11)
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State (-1,2,0,0)
P(−1,2,0,0)µ I = P(−1,4,0,0)µP f L (A-12)
State (-1,3,0,0)
P(−1,3,0,0)µP f H = P(1,3,0,0)pq (A-13)
State (-1,3,1,0)
P(−1,3,1,0)µP f H = P(1,3,1,0)pq+P(−1,1,0,0)µ IΦII
+P(−1,1,0,1)µ IΦII
(A-14)
State (-1,3,ig,0) 2≤ ig < cg
P(−1,3, ig,0)µP f H = P(1,3, ig,0)pq+P(−1,1, ig−1,0)µ IΦII,2≤ ig < cg (A-15)
State (-1,4,0,0)




P(−1,1,0,1)µ I = P(−1,3,0,1)µP f H (A-17)
State (-1,2,0,1)
P(−1,2,0,1) = 0 (A-18)
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State (-1,3,0,1)








P(1,4,0,1) = 0 (A-20)
State (0,3,0,0)
P(0,3,0,0)rq = P(1,1,0,1)µ IΦI+P(−1,1,0,1)µ I(1−ΦII) (A-21)
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Appendix B: Balance equations for the machine-buffer-inspection model
As discussed in Section 4.2, the balance equations for the machine-buffer-inspection
model are classified into 10 groups as in Table 4.1. These balance equations are as
follows:
Group 1. α1 = 0, α2 = 0
P(x,0,0,0)(r1+ r2) = P(x,0,1,0)p1+P(x,0,0,1)p2, 1≤ x≤ N−1 (B-1)
P(0,0,0,0) = 0 (B-2)
P(N,0,0,0) = 0 (B-3)
Group 2. α1 = 0, α2 = 1
P(x,0,0,1)(r1+µ2+ p2) = P(x,0,0,0)r2+P(x,0,1,1)p1
+P(x+1,0,0,1)µ2, 1≤ x≤ N−1
(B-4)
P(0,0,0,1)r1 = P(0,0,1,1)p1+P(1,0,0,1)µ2 (B-5)
P(N,0,0,1) = 0 (B-6)
Group 3. α1 = 1, α2 = 0
P(x,0,1,0)(p1+µ1+ r2+ pq) = P(x−1,0,1,0)µ1
+P(x,0,0,0)r1+P(x,0,1,1)p2, 1≤ x≤ N−1
(B-7)
P(0,0,1,0) = 0 (B-8)
P(N,0,1,0)r2 = P(N−1,0,1,0)µ1+P(N,0,1,1)p2 (B-9)
Group 4. α1 = 1, α2 = 1
P(x,0,1,1)(p1+ p2+µ1+µ2+ pq) = P(x−1,0,1,1)µ1+P(x,0,1,0)r2
+P(x+1,0,1,1)µ2+P(x,0,0,1)r1, 1≤ x≤ N−1
(B-10)
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Group 5. α1 = 02, α2 = 0
P(x,xb,02,0)(r1+ r2) = P(x,xb,−1,0)p1+P(x,xb,02,1)p2,
1≤ x≤ N−1,0≤ xb ≤ x
(B-13)
P(0,0,02,0) = 0 (B-14)
P(N,xb,02,0) = 0, 0≤ xb ≤ N (B-15)
Group 6. α1 = 02, α2 = 1
P(x,xb,02,1)(r1+µ2+ p2) = P(x,xb,02,0)r2+P(x,xb,−1,1)p1
+P(x+1,xb,02,1)µ2, 1≤ x≤ N−1,0≤ xb ≤ x
(B-16)
P(0,0,02,1)r1 = P(0,0,−1,1)p1+P(1,0,02,1)µ2 (B-17)
P(N,xb,02,1) = 0, 0≤ xb ≤ N (B-18)
Group 7. α1 =−1, α2 = 0
P(x,0,−1,0)(p1+µ1+ r2) = P(x,0,1,0)pq+P(x,0,02,0)r1
+P(x,0,−1,1)p2, 1≤ x≤ N−1
(B-19)
P(x,xb,−1,0)(p1+µ1+ r2) = P(x,xb,−1,1)p2+P(x,xb,02,0)r1
+P(x−1,xb−1,−1,0)µ1, 1≤ x≤ N−1,1≤ xb ≤ x
(B-20)
P(0,0,−1,0) = 0 (B-21)
P(N,0,−1,0) = 0 (B-22)
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P(N,xb,−1,0)r2 = P(N,xb,−1,1)p2
+P(N−1,xb−1,−1,0)µ1, 1≤ xb ≤ N
(B-23)
Group 8. α1 =−1, α2 = 1
P(x,0,−1,1)(p1+ p2+µ1+µ2) = P(x,0,1,1)pq+P(x,0,−1,0)r2
+P(x+1,0,−1,1)µ2+P(x,0,02,1)r1, 1≤ x≤ N−1
(B-24)
P(x,xb,−1,1)(p1+ p2+µ1+µ2) = P(x−1,xb−1,−1,1)µ1
+P(x+1,xb,−1,1)µ2+P(x,xb,−1,0)r2





P(N,0,−1,1) = 0 (B-27)
P(N,xb,−1,1)(p2+µ2) = P(N−1,xb−1,−1,1)µ1
+P(N,xb,−1,0)r2, 1≤ xb ≤ N
(B-28)













Appendix C: Balance equations for the 3M1B model
In Section 5.2, a 3M1B Model is proposed for manufacturing systems with rework loops.
The balance equations of this model are classified into 8 groups as in Table 5.3. These
equations are listed as follows:
Group 1. α1 = 0, α2 = 0, α3 = 0
P(0,0,0,0)(r1+ r2+ r3) = P(0,1,0,0)p1+P(0,0,0,1)p3 (C-1)
P(x,0,0,0)(r1+ r2+ r3) = P(x,1,0,0)p1+P(x,0,1,0)p2
+P(x,0,0,1)p3, 1≤ x≤ N−3
(C-2)
P(N−2,0,0,0)(r1+ r2+ r3) = P(N−2,0,1,0)p2
+P(N−2,0,0,1)p3
(C-3)
P(N−1,0,0,0)(r1+ r2+ r3) = P(N−1,0,1,0)p2 (C-4)
P(N,0,0,0)(r1+ r2+ r3) = P(N,0,1,0)p2 (C-5)
Group 2. α1 = 0, α2 = 0, α3 = 1
P(0,0,0,1)(r1+ r2+ p3+µ3h3) = P(0,1,0,1)p1+P(0,0,0,0)r3 (C-6)
P(x,0,0,1)(r1+ r2+ p3+µ3h3) = P(x,1,0,1)p1+P(x,0,1,1)p2
+P(x,0,0,0)r3+P(x−1,0,0,1)µ3h3, 1≤ x≤ N−3
(C-7)
P(N−2,0,0,1)(r1+ r2+ p3+µ3h3) = P(N−2,0,1,1)p2
+P(N−2,0,0,0)r3+P(N−3,0,0,1)µ3h3
(C-8)
P(N−1,0,0,1)(r1+ r2) = P(N−1,0,1,1)p2+P(N−1,0,0,0)r3
+P(N−2,0,0,1)µ3h3
(C-9)
P(N,0,0,1)(r1+ r2) = P(N,0,1,1)p2+P(N,0,0,0)r3 (C-10)
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Group 3. α1 = 0, α2 = 1, α3 = 0
P(0,0,1,0)(r1+ r3) = P(0,1,1,0)p1+P(0,0,1,1)p3
+P(1,0,1,0)µ2
(C-11)
P(x,0,1,0)(r1+ p2+ r3+µ2) = P(x,1,1,0)p1+P(x,0,0,0)r2
+P(x,0,1,1)p3+P(x+1,0,1,0)µ2, 1≤ x≤ N−3
(C-12)
P(N−2,0,1,0)(r1+ p2+ r3+µ2) = P(N−2,0,0,0)r2
+P(N−2,0,1,1)p3+P(N−1,0,1,0)µ2
(C-13)
P(N−1,0,1,0)(r1+ p2+ r3+µ2) = P(N−1,0,0,0)r2
+P(N,0,1,0)µ2
(C-14)
P(N,0,1,0)(r1+ p2+ r3+µ2) = P(N,0,0,0)r2 (C-15)
Group 4. α1 = 0, α2 = 1, α3 = 1
P(0,0,1,1)(r1+ p3+µ3h3) = P(0,1,1,1)p1+P(0,0,0,1)r2
+P(0,0,1,0)r3+P(1,0,1,0)µ2
(C-16)
P(x,0,1,1)(r1+ p2+ p3+µ2+µ3h3) = P(x,1,1,1)p1
+P(x,0,0,1)r2+P(x,0,1,0)r3+P(x+1,0,1,1)µ2
+P(x−1,0,1,1)µ3h3, 1≤ x≤ N−3
(C-17)









P(N,0,1,1)(r1+ p2+µ2) = P(N,0,0,1)r2+P(N,0,1,0)r2 (C-20)
Group 5. α1 = 1, α2 = 0, α3 = 0
P(0,1,0,0)(p1+ r2+ r3+µ1l1) = P(0,0,0,0)r1+P(0,1,0,1)p3 (C-21)
P(x,1,0,0)(p1+ r2+ r3+µ1l1) = P(x,0,0,0)r1+P(x,1,1,0)p2
+P(x,1,0,1)p3+P(x−1,1,0,0)µ1l1, 1≤ x≤ N−3
(C-22)
P(N−2,1,0,0)(r2+ r3) = P(N−2,0,0,0)r1+P(N−2,1,1,0)p2
+P(N−2,1,0,1)p3+P(N−3,1,0,0)µ1l1
(C-23)
P(N−1,1,0,0)(r2+ r3) = P(N−1,0,0,0)r1+P(N−1,1,1,0)p2
+P(N−1,1,0,1)p3
(C-24)
P(N,1,0,0)(r2+ r3) = P(N,1,1,0)p2+P(N,0,0,0)r1 (C-25)
Group 6. α1 = 1, α2 = 0, α3 = 1
P(0,1,0,1)(p1+ r2+ p3+µ1l1+µ3h3) = P(0,0,0,1)r1
+P(0,1,0,0)r3
(C-26)
P(x,1,0,1)(p1+ r2+ p3+µ1l1+µ3h3) = P(x,0,0,1)r1
+P(x,1,1,1)p2+P(x,1,0,0)r3
+P(x−1,1,0,1)(µ1l1+µ3h3), 1≤ x≤ N−3
(C-27)
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Group 7. α1 = 1, α2 = 1, α3 = 0
P(0,1,1,0)(p1+ r3+µ1l1) = P(0,1,0,0)r2+P(0,0,1,0)r1
+P(0,1,1,1)p3+P(1,1,1,0)µ2
(C-31)
P(x,1,1,0)(p1+ p2+ r3+µ1l1+µ2) = P(x,1,0,0)r2
+P(x,0,1,0)r1+P(x,1,1,1)p3+P(x+1,1,1,0)µ2
+P(x−1,1,1,0)µ1l1, 1≤ x≤ N−3
(C-32)








P(N,1,1,0)(p2+ r3+µ2) = P(N,0,1,0)r1+P(N,1,0,0)r2 (C-35)
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Group 8. α1 = 1, α2 = 1, α3 = 1
P(0,1,1,1)(p1+ p3+µ1l1+µ3h3) = P(0,1,0,1)r2
+P(0,0,1,1)r1+P(0,1,1,0)r3+P(1,1,1,1)µ2
(C-36)
P(x,1,1,1)(p1+ p2+ p3+µ1l1+µ2+µ3h3) = P(x,1,0,1)r2
+P(x,0,1,1)r1+P(x,1,1,0)r3+P(x+1,1,1,1)µ2
+P(x−1,1,1,1)(µ1l1+µ3h3), 1≤ x≤ N−3
(C-37)




P(N−1,1,1,1)(p2+ p3+µ2+µ3h3) = P(N−1,0,1,0)r2
+P(N−1,0,1,1)r1+P(N−1,1,1,0)r3
+P(N,1,1,1)µ2+P(N−2,1,1,1)µ3h3
(C-39)
P(N,1,1,1)(p2+µ2) = P(N,1,0,1)r2+P(N,0,1,1)r1
+P(N,1,1,0)r3+P(N−1,1,1,1)µ3h3
(C-40)
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