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Abst rac t - -We consider product integrals of the form 
f I(kf) := k(x)f(x) dx, 1 
where kf E L1 but f is unbounded inthe integration i terval. We shall approximate f by a sequence of
quasi-interpolatory splines Qnf involving only function values and study the convergence of I(kQnf) 
to I(kf). It turns out that we can ignore an endpoint singularity but must, in general, avoid an 
interior singularity. 
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1. INTRODUCTION 
In this paper we shall study the theory underlying the application of quasi- interpolatory (q-i) 
splines to product integration, and in particular, to product integration of singular integrands. 
Now, q-i splines are of the form 
where p is the order of the spline space @,,~n of dimension determined by a vector of knots II~ := 
(t~j; i = 1, . . .  ,n + p; t~n <_ t~+l,n), o~ij are a set of coefficients depending on the knots t~,~ and 
the quasi- interpolation (q-i) points {Tik : k = 1 , . . .  ,~}, g is a positive integer < p, [~1,.. . ,  r~j]f 
is the usual (j - 1) th divided difference based on the q-i points {Tik : k = 1, . . .  , j}  and the B~n 
are the set of n normalized B-splines which form a basis for the spline space $p,,~ . The c~ij are 
chosen such that  Qng = 9 for all g E Pc, the set of polynomials of order ~ or degree g - 1. In 
our applications, we shall require that  the divided differences depend only on function values so 
that  the r~k must be distinct for any particular value of i. In Section 2, we shall describe the 
construction of the spline spaces 3p,,,,~ in detail and give more information on q-i splines. 
A special case of q-i splines was discussed in [1], namely approximating splines of the form 
n 
Snf(x) := E f (r/ i)BPn(x), (2) 
i=1  
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where Ti: E Jip := [tin, ti+p,n]. This is so since c~i: - 1 for all i, all spline spaces, and all choices 
T~: [2] so that S~f is of the form (1) with £ = 1. Furthermore, for a special choice of T~:, namely 
t i+ l ,  n -3r . . .  - - [ - t i+p_ l ,  n 
Ti: = ¢in := , (3) 
p -1  
it is shown in [2], that ai2 - 0, so that the approximating spline 
ff,~f(x) := f i  f ((i,~) BPn(x), (4) 
i=1 
known as the Schoenberg variation-diminishing spline, is a q-i spline with ~ = 2. We see here that 
the performance of the approximating splines S,,f is enhanced by a particular choice of q-i points. 
We shall see later in Section 3, that certain choices of q-i points give better esults when q-i splines 
are applied to product integration of singular functions. In fact, one of the main purposes of this 
paper is to point out the importance of a proper choice of q-i points. Certain choices of q-i points 
yield a more efficient numerical computation, while others have better convergence properties. 
Thus, when using q-i splines in numerical computation, one should be aware of the uses to which 
these splines will be put to enable one to select the proper sets of q-i points. 
Returning now to the splines Snf, we recall that among the applications studied in [1] was the 
numerical integration of product integrals of the form 
I(kf) := k(x)f(x) dx, 
1 
(5) 
where kf  E LI(J) and J := [-1,1]. The first case considered was when f E C(J) where 
convergence of I(kSnf) to I(kf) followed from the convergence of Snf to f .  The convergence of
I(kS~f) to I(kf) was then shown for the case when f E R(J), the set of all Riemann-integrable 
functions on J ,  for which convergence of Snf to f need not hold. Finally convergence to the 
product integral I(kf) was studied when f had a singularity at a point ~ in J .  It turned out 
that one has in general to impose the condition of local uniformity on the spline spaces as well as 
certain conditions on the points Til. As in many other situations of integration in the presence 
of a singularity, one could ignore an endpoint singularity so that I(kSnf) converges to I(kf) 
whereas one must avoid an interior singularity by modifying I(kS, ff) in some manner. 
The situation for the general q-i splines is more complicated since even convergence 
0nf  ~ f as n --~ oo (6) 
for all f E C(J), does not hold for arbitrary choices of q-i points, even when ~'ij E Jip for all i 
and j.  Thus, we must first choose a set of q-i points so that (6) holds. It turns out that there 
are many such choices, with each choice having certain advantages and disadvantages. Once (6) 
holds, the convergence 
I(kQnf) --~ I(kf) as n --* cxD (7) 
follows for all f E C(J), and the extension of (7) to all f ~ R(J) follows as in [3]. The situation 
for singular integrands is more complex, depending both on the spline spaces and the q-i points. 
However, if we restrict our q-i points ~'ik to be in Jip, things become simpler and we have a theory 
for Q,~f similar to that in [1] for Snf. In fact, with one choice of q-i points, we can dispense with 
the requirement of local uniformity and get a very simple and general convergence theory with 
no additional conditions, which ignores the singularity for endpoint singularities and avoids the 
singularity for interior singularities. We shall discuss this choice together with other choices in 
Section 3. 
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We conclude this paper in Section 4 with some remarks about the advantages and disadvantages 
of the different classes of q-i points studied here, and indicate an application of the theory 
developed here in the numerical solution of weakly singular Predholm integral equations of the 
second kind. 
2.  QUASI - INTERPOLATORY SPL INES 
As in [1], we start with an integer p, an increasing set Xm of points in J ,  
X m : X, Om :-~ -1  < X lm < "'" < Xmm < Xm+l ,m :-'~ 1, 
and a set of positive integers {vj : j = 0 , . . . ,  m + 1} with vj < p, j ~- 1 , . . . ,  m and vj : p, 
j=0 ,  m+l .  We now set 
m 
j=0 
and let IIn := (tin : i = 1 , . . . ,n  + p) be the nondecreasing sequence such that  xjm occurs 
exactly vj times in Hn, j = 0 , . . . ,  m + 1. The points tin are the knots defining the spline space 
Sp ..... and vj is the multiplicity of the point Xjm. Any spline space based on the set X,~ is said 
to be locally uniforvn (1.u.) if 
h~,m ___ K, K > 1, (8) 
h j ,m 
for all i and m, and all j = i -t- 1, where hi,,~ := xi+l,m - xi,~. 
A basis for Sp,=., is given by the set of normalized B-splines {Bi p : i = 1 . . . .  , n}. Hence, any 
spiine S belonging to Sp,~, can be written as 
Bp S = "Yin in, 
i=l  
and since vj < p, j = 1 , . . . ,  m, it follows that  S E C( J). 
The properties of the B-splines are well known and are given, for example, in [2]. For our 
purposes, we need only the property that  0 < BPn(x) < 1, if x C (tin,ti+p,n) and BPn = 0 
otherwise, with the exceptions that  BPn(-1)  = BPn(1 ) -- 1. The norm An of the set Fin is 
defined by 
A n := max All ~ 
l<i<n--1 
where Ask := ti+k,n - tin. We shall assume throughout his paper that  An -~ 0 as n --* cx~. To 
connect the knots of I-in with the points of Xm, we define a function g(i) in such a way that  
Xg(i),~n -~ ~in" 
Now, following [2], if we are given an integer ~ such that 1 < t < p - vj + 1, for all 1 <_ j < m, 
we define the q-i spline Qnf  by (1). The ai j  are defined by 
OZil :~  1 
(p 
ai j  . -  (p_  1)! 
j = 2 , . . . ,&  
(9) 
where the sum is taken over all choices of distinct r l , . . .  , r j  from i + 1, . . .  ,i +p  - 1. This is a 
sum of (p - 1)!/(p - j)t terms. It is shown in [2] that  Qng = g for all g e P~. 
For good convergence results, we must restrict the Tij as we see from the following theorem 
which is a special case of [2, Theorem 5.3], with r = 0, d = s = 1 and q = o~. 
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THEOREM A. Let f 6 C(J), then if Tij 6 Jip, j = 1,. . .  ,~, 
Ilf - Qnflloo < Knw (f;  An) ,  
where w is the modulus of continuity of f and 
[ - 
K :=p , 
j=2 
with Pn := maxl<i<~ Aiv/ai l  and 
cril = min ITi,~-- Ti,[. l<~<v_<e' r 
This theorem implies that if Pn is uniformly bounded for all n, then (6) holds for ali f 6 C( J) 
since we assume that A n --* 0 as n --* oc. 
By a suitable choice of the Tij, we can insure that  Pn is uniformly bounded. In [2], it was 
suggested to choose 
j -1  
vii := tin ~- ~ Alp, i = 1 , . . . ,  n; j = 1 , . . . ,  g. (10) 
This choice, which we shall denote by T1, was also made in [3]. Clearly, for vii E T1, Pn = g - 1 
for all n. A second choice, similar to T1, is T2 given by 
j - 1 /2  
T~j :=t in+~Aip ,  i= l , . . . ,n ;  j= l , . . . ,~ ,  (11) 
for which Pn = g for all n. In both of these cases, (6) holds for all f E C(J)  for any arbitrary 
sequence of spline spaces Sp:,, for which An --* 0 as n ~ c~. 
Different choices for the Tij were suggested in [4] which can be used when the Sp:,, are l.u. 
with simple knots in which case it makes sense to choose ~ = p. The Tij are chosen here to be a 
subset of the set of knots N~ := {tin,. •., ti+v,n} except near the endpoints when the knots are 
not all distinct, in which case the rij are given by (10) for i = 1, n where we recall that  g = p. For 
i = 2 , . . .  ,p -  1 and i = n -p+ 1, . . .  ,n -  1, the Tij are chosen to include the distinct knots in Ni 
augmented by some of the points T U or Tnj as the case may be. Since Ni contains p + 1 points 
and there are only p values Tij, it is suggested in [4] to choose either ~'ij = ti+j-l,n, j = 1,. . .  ,p 
which we shall denote by T3 or ~-~j = ti+j,n, j = 1, . . .  ,p which we call T4. Since these two sets 
are asymmetr ic and since, as one shall see, it is better to keep the 7-ij away from the endpoints 
tin, ti+p,n, we suggest a third symmetric set 
1 
T5 : ~-ij = -~(t i+ j - l ,n  +t i+ j ,n ) ,  j = 1 , . . . ,p ;  i =p , . . . ,n -p ,  
and ~-i3 as in the definition of T3 for the remaining values of i. 
When Tij E T3-Ts, and the Sv:r~ are 1.u., then Pn is also uniformly bounded since, for i = 
1 . . . .  ,n, Asp <_ Klai l  where K1 := 1 + K + ...  + K p-1 and K is given in (8). 
We now show that  when we rewrite Qnf  in the form 
Qn: = v J  (12) 
i=1 j=l  
then the vii are uniformly bounded for all i, j and n whenever we choose the T~j from one of the 
sets TI-Ts. To this end, we recall that 
J 
:=  - 
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so that  
vij = I-[~=~ (~-~3 --T~)" (13) 
s#j  
Now from (9), la~,l < A~p -1 _< (Klai l )  "-1. Hence, since tT~j -- ~-i~l >-- a~l, [V~j[ < pK p-~. From 
this, we can proceed as in [1,3] to show that (7) holds for all k • L I ( J )  and all f • R(J). 
To summarize, for any k • L I ( J )  and any arbitrary sequence of spline spaces Sp,~ .... and the 
corresponding sequence of q-i splines Q~f of precision g, 1 < g < p, with the T~j given by (10) 
or (11), then (7) holds for all f • R(J), provided of course that A~ --~ 0 as n -~ ~.  If the 
8p .... are 1.u. with simple knots and the q-i splines Qnf of precision p are based on T3-Th, then 
again (7) holds for all f • R(J). In the next section, we study convergence when f is unbounded 
in J. 
3. S INGULAR INTEGRANDS 
We now discuss the convergence ofI(kQnf)  to I (k f )  when f is unbounded in J but k f  • LI(J). 
To this end, we start by defining a family of functions Md(~,~?; k), -1  _< ~ < 7/ _< 1 which is a 
generalization of the family Md(~; k) studied in [1]. 
Md(~,77;k):={f :3a, b, with~<a<b<~andF_>0onJ~ l f l<_Fon J ,  
F = 0 on [-1,~1U [~, 1], f and F • C(~,a] N C[b,~?) AR[a,b], (14) 
F is nonincreasing in (~, a] and nondecreasing in [b, ~?), kF • LI( J )} • 
If f is bounded at ~ = -1  (7 = 1) we shall set ~ = -1 -  (7 = 1+), in which case a = -1  (b = 1) so 
that Md(~, 1+; k) is essentially the same as Md({; k) defined in [1], and Md(--1-, 1+; k) = R(J). 
For functions in Md(~, f]; k), we have the following generalization of [1, Lemma 4]. 
LEMMA B. Let -1 -  <_ { < r /< 1 +, f • Md(~,~;k ) and assume that 
lira Rag = I(kg) 
for all g • PC(J) ,  the set of all piecewise continuous functions on J so that PC(J)  c R(J), 
where Rag is any numerical integration rule of the form 
P~g := f i  uing (zin), z~ • J. 
4=1 
Then a necessary and sut~cient condition that Rnf  --~ I (k f )  is that given e > 0, there exists 
no = no (e), ~31 • ((, a] and ~2 E [b, 7) such that 
IP~ (51,~2; f) l  < e (15) 
for ali n >_ no, where 
:=  
B2_<zln<~ 
We shall apply this lemma for the case Rnf  = I(Q~f) as well as for several modified rules we 
shall define below. The first result is for endpoint singularities, i.e., when ~ = -1  (or -1 - )  and 
= 1 (or 1+). In this case, we shall show that we can ignore the singularity, i.e., that (7) holds 
provided that k satisfies one of the two following conditions, similar to those in [1]. 
(A) There exists 5 > 0 such that Ik(x)l < K(x) in (~,~ + 5] U [7 - 5,7) where K is positive 
nonincreasing in (~,~ + 6] and positive nondecreasing in [77- &~?), and KF • LI ( J )  
where F is defined in (14). 
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(B) Given q0 E (0, 1), there exist positive numbers 5 and D (possibly depending on q0) such 
that for all q C [q0, 1], 
fc ~+h Ik(x)l dx <_ hD Ik(c + qh)l 
for all c and h satisfying ~ < c < c + h _< ~ + 5, and 
~ c Ik(x)l dx <_ hDIk(c-qh)l 
-h  
for all c and h satisfying 7-5 < c-h < c < 7. Also [k(x)f(x)l < G(x) in (~,~+5] U [7-5, 7) 
where G is a positive L1 function, nonincreasing in (~, ~+5 ], and nondecreasing in [7-5, 7). 
THEOREM 1. Assume that f E Md(~,7; k) where ~ < -1  and 7 > 1, and that k satisfies (A) 
or (B). Then, if Tij E T2 for any arbitrary sequence of spline spaces $p,~ or KTij E T1, T3, T4, T5 
for any sequence of l.u. Sp,~, (7) holds. 
REMARK. The theorem remains true if k satisfies the relevant part of (A) at, say, ~ and the 
relevant part of (B) at 7. 
PROOF. The proof is similar to that in [1], so we omit many details. Since (7) holds for all 
f C R(J) and all k E L I ( J ) ,  we need only prove that (15) holds for all n > no. It suffices to 
consider only the case ~ = -1,  7 = 1+ since the other cases are similar. 
Now, since under the assumptions on the Tij, IVij] is uniformly bounded for all i, j and n, it 
suffices to show that 
E E wm(k)f (T,j) < el, (16) 
where the sum is over all rij _< 131 and win(k) := I(kBP,~). 
We consider now the case when k satisfies (A). Then, as in the proof of [1, Theorem 5] we need 
only consider Y~j := wi,~(k)f(Tij) for a particular j ,  1 _< j _< ~. Now, for T2, we have that 
T Ti l Yij <_ C1 K(x)F(x) dx, 
9(1),m 
while for T1 
~X Ti2 
Ylj <- C2 K(x)F(x) dx, 
Om 
-- ;Xg(1),,,~ 
Y~j < C3 K(x)F(x) dx, 
d 2Cg(i)-- l ,m 
i>1 .  
(17) 
(18) 
For T3-T5, (18) also holds, and either (17) if wu = -1  or 
j~ T11 Ylj < C4 K(x)Y(x) dx, 
olr~ 
if wu > -1.  
Thus, in all cases, 
E E win(k)f (rij) <- Cs /~l  K(x)F(x)dx, 
where the sum is as in (16), and since KF E L1 (J), we can choose/31 sufficiently small to insure 
that (16) holds. 
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A proof similar to that of [1, Theorem 6] holds when k satisfies (B). 
We now consider the case when { > -1  and/or 7 < 1. Here, as in [1], we must define a new 
integration rule I* (Q~f) since the value of k(x) outside of ({, 77) does not affect he value of I (k f )  
and can be arbitrary, subject only to the condition that k 6 LI( J ) .  Hence, we define 
A 
I* (Qnf) := E E v~jwin(k)f (TiO), 
i=~ j= l  
(19) 
where the indices ~ and A are defined by the requirements hat t~n is the smallest knot > ~ and 
t~+e,,~ is the largest knot < 7. We also define 
i (Qnf) := I* (Qnf) - W~lf  (r~l) -- WAg/(TAg), (20) 
where 
wA := 
Tij ~T~S Tij ~T2~& 
Thus in [(Q,~f), we avoid the singularity. We now have the following convergence r sult. 
THEOREM 2. Let f C Ma({,7; k) where ~ > -1  and/or 7 < 1. Then, i l k  satisfies (A) or (B), 
I* (Q~f) -4 I (k f )  as n -4 c~, (21) 
when Tij E T2. 
f (Qn/ )  I (kf)  as n -4 (22) 
when vq E T1 and the spline space Sp,n~ is 1.u. (21) holds when Tij E T5 and Sp,~ is 1.u. (21) 
holds when r 0 E T3 and Sp,~ is 1.u. if ~ < -1; otherwise (22) holds. (21) holds when rij E T4 
and S v .... is l.u. if 71 >_ 1; otherwise (22) holds. 
PROOF. The only problematic contributions to I* (Qnf) are the terms W~lf(Z~l) and WAef(vAe). 
This is so, since %1 can be close to ~ so that f(r~l) may be large, whereas W~I need not be 
correspondingly small, and similarly with rag and 7- Hence, we must drop these terms from the 
sum for certain of the sets T~, a case of avoiding the singularity, while for the other sets, the 
problem does not arise so that we can ignore the singularity in the context of the modified rules. 
We point out on this occasion that when ( > -1,  say, the "initial" values of rij for T3-T5 are 
irrelevant since for sufficiently large n, t2p,n < ~ so that all relevant Tq are knots of the q-i spline. 
If we wish to use I (Qnf)  rather than I*(Qnf), then we must restrict k in [-1,~] and [7, 1] as 
well as in (~, 7). To this end, we introduce the conditions (.~) and (/~) similar to those in [1]. 
(A) (A) holds and in addition, ]k~(x)l < K(x) in (~,~ + 6), Ik~(x)[ _< K(x)  in (7 -  6, 7) where 
k~ E L l (2~-  1,2~ + 1) is defined by k~(~ + y) := k (~-  y) and ks C L~(2V- 1,27 + 1) is 
defined by k~(7 - y) := k(7 + y). 
(B) (B) holds and so does (B) with k replaced by k~ in (~, ~ + 5) and by k v in (7 - 6, ~). 
With these definitions, we have the following theorem. 
THEOREM 3. Let f E Md(~, 7; k) with ~ > -1  and/or 7 < 1. Assume that k satisfies (A) or (B) 
and define 
I '(Qnf) := I (Qnf) - W~u/ (r~u) -- WAvf (rAy), (23) 
where r~ u is the value of rij > ~, closest o ~, and rA, is the value of rij < 7, closest o 7. Then 
"I(Qn/) -4 I (k / )  as n -4 oo, (24) 
for all cases considered in Theorem 1. If, in addition, ~ and~or 7 are such that r~, - ~ > ehg(~),,~ 
and~or 7 - r~  > ch~(A),m, then (5) holds. 
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PROOF. As in the proofs of [1, Theorems 5 and 6]. 
To summarize our results, the strongest result holds when Tij E T2 in that for endpoint singu- 
larities we can always ignore the singularity and for interior singularities we can also ignore the 
singularity if we use the modified rule (19). And only in the case when (.4) or (B) hold need we 
modify the original rule and use (23) to avoid an interior singularity. This is in addition to the 
fact that there are no restrictions on the spline spaces Sp,~rn" 
The other choices of Tij all require that the splines be 1.u., in which case we can also ignore 
the singularity when it is at an endpoint. However, for interior singularities, we can ignore the 
singularity using (19) only when Tij E Th. Using Tx, T3 or T4, we must avoid the singularity 
using (20) if there are singularities at both ends. If there is only one interior singularity, then we 
can ignore the singularity with (19) when using T3 or T4, depending on whether the singularity 
is to the right or to the left. Finally, if we impose on k the stronger conditions (.4) or (B), then 
in all cases, we must avoid the singularity using (23) except in special circumstances when we 
can ignore the singularity. 
4. CONCLUDING REMARKS 
In this paper, we have tried to extend the results in [1] based on approximating splines to the 
case of q-i splines. The results here are nicer than those in [1] since there is some regularity 
in the points Tij at which the integrand f is evaluated, whereas in [1] the points Til appearing 
in (2) are much less restricted. Of course, if we restrict 7-il in (2) and set Til = (ti+p,n -- tin)/2, 
we get results as good as when using T2 in (1), but for general Til, the results using (2) are 
poorer. However, the number of function evaluations i much larger in the most favorable case. 
Thus, when using the set T2 we may need as much as ng function evaluations to compute I (Qnf) .  
Using T1 reduces this to at most n (g -1)  -2p÷ 3. This maximum goes down sharply to n + 2 p -2  
when using T3-T5 but here we are restricted to 1.u. splines with simple knots, in contrast o T1 
which allows multiple knots but 1.u. splines and T2 which imposes no restrictions on the spline 
spaces. 
If f has a two-sided singularity at an interior point ~, for example, f (x)  = Ix-~1 ~, -1  < c~ < 0, 
then we write f = f l  + f2 where f l  E Md(--1-, ~; k) and f2 E Md(~, 1+; k). In this case, the 
sets T2 and T5 yield the best convergence r sults as can be seen by inspecting Theorem 2. This 
again highlights the superiority of T2 for general spline spaces and T5 for 1.u. spaces with simple 
interior knots. 
Our final remarks concern the motivation for the above theory. In principle, product integration 
is called for when we can factor our integrand into two components, k and f ,  where k is the difficult 
part of the integrand but can be handled analytically and f is a relatively smooth function which 
must be treated numerically. Hence it does not appear easonable to discuss a product integral 
where f is unbounded since one would normally incorporate the singularity in k. However, the 
picture changes when we are dealing with weakly singular Fredholm integral equations ay, of the 
form // f (x)  - A [x - y['~ f(y) dy = g(x), -1  < a < 0, (25) 
1 
which has an L1 solution ifg C LI( J ) .  Now, in one method for solving (25) by product integration, 
we replace the integral in (25) by a product integration rule of the form 
n 
(26) 
i=1  
and then collocate at the points xin to get a system of linear equations for the unknowns f(xin). 
For this process to converge, it is necessary that the sequence of rules (26) converge to the product 
integral of the unknown function f. Now, if g is unbounded in J,  f will also be unbounded so that 
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we can come across a s i tuat ion where we use product  integrat ion for an unbounded integrand. 
Furthermore,  if g has, in addit ion,  discontinuit ies in some of its derivatives at certain known 
points in J ,  it makes sense to assume that  the corresponding derivatives of f will also have 
discontinuit ies at these same points. Hence, approximat ions by a sequence of suitable splines is 
called for. The results in this paper  will then insure that  the sequence of rules (26) will converge 
to the integral in (25). 
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