We explore the cosmological implications of anisotropic clustering measurements in configuration space of the final galaxy samples from Data Release 12 of the SDSS-III Baryon Oscillation Spectroscopic Survey. We implement a new detailed modelling of the effects of non-linearities, galaxy bias and redshift-space distortions that can be used to extract unbiased cosmological information from our measurements for scales s 20 h −1 Mpc. We combined the galaxy clustering information from BOSS with the latest cosmic microwave background (CMB) observations and Type Ia supernovae samples and found no significant evidence for a deviation from the ΛCDM cosmological model. In particular, these data sets can constrain the dark energy equation of state parameter to w DE = −0.996 ± 0.042 when assumed time-independent, the curvature of the Universe to Ω k = −0.0007 ± 0.0030 and the sum of the neutrino masses to m ν < 0.25 eV at 95 per cent CL. We explore the constraints on the growth rate of cosmic structures assuming f (z) = Ω m (z)
INTRODUCTION
Measurements of the large-scale clustering of galaxies offer a powerful route to obtain accurate cosmological information (Davis & Peebles 1983; Maddox et al. 1990; Tegmark et al. 2004; Cole et al. 2005; Eisenstein et al. 2005; Anderson et al. 2012 Anderson et al. , 2014a . Two-point statistics such as the power spectrum, P (k), and its Fourier transform, the two-point correlation function ξ(s), have been the preferred tools for analyses of the large-scale structure (LSS) of the Universe. The shape of these measurements can be used to constrain the values of several cosmological parameters, providing clues about the nature of dark energy, potential deviations from the predictions of general relativity (GR), the physics of inflation, neutrino masses, etc. (Percival et al. 2002 (Percival et al. , 2010 Tegmark et al. 2004; Sánchez et al. 2006 Sánchez et al. , 2009 Sánchez et al. , 2012 Blake et al. 2011; Parkinson et al. 2012) .
A particularly important source of cosmological information contained in the large-scale galaxy clustering pattern is the signature of the baryon acoustic oscillations (BAO), which are the vestige of acoustic waves that propagated through the photon-baryon fluid prior to recombination. The BAO signature was first detected by Eisenstein et al. (2005) in the correlation function of the luminous red galaxy sample of the Sloan Digital Sky Survey (SDSS, York et al. 2000) , where it can be seen as a broad peak on large scales (Matsubara 2004) , and by Cole et al. (2005) in the power spectrum of the Two-degree Field Galaxy Redshift survey (2dF-GRS, Colless et al. 2001 Colless et al. , 2003 , where it appears as a series of wiggles (Eisenstein & Hu 1998; Meiksin et al. 1999 ). The position of the peak in the correlation function and the wavelength of the oscillations in the power spectrum closely match the sound horizon scale at the drag redshift, r d 150 Mpc. This means that the BAO scale inferred from the clustering of galaxies in the directions parallel and perpendicular to the line of sight can be used as a standard ruler to measure the Hubble parameter, H(z), and the angular diameter distance, DM(z), through the Alcock-Paczynski (AP) test (Alcock & Paczynski 1979; Blake & Glazebrook 2003; Linder 2003) .
As the AP test cannot be applied to angle-averaged clustering measurements, the full power of the BAO signal can only be exploited by means of anisotropic clustering measurements. That means measurements of the full twodimensional correlation function or power spectrum (Wagner et al. 2008; Shoji et al. 2009 ), their Legendre multipole moments (Padmanabhan & White 2008) or the clustering wedges statistic (Kazin, Sánchez & Blanton 2012) . These measurements are affected by redshift-space distortions (RSD) due to the peculiar velocities of the galaxies along the line of sight, which are significantly larger than the geometric distortions due to the AP effect and must be accurately modelled to avoid introducing systematic errors in the obtained constraints. However, more than a complication for the application of the AP test, RSD provide additional cosmological information, as they can be used to constrain the growth rate of cosmic structures (Guzzo et al. 2008) . In this way, thanks to the joint information from BAO and RSD, anisotropic clustering measurements can provide information on the expansion history of the Universe and the growth rate of density fluctuations, which is essential to distinguish between dark energy and modified gravity as the driver of cosmic acceleration.
Previous analyses of anisotropic clustering measurements based on data from the SDSS-III (Eisenstein et al. 2011 ) Baryon Oscillation Spectroscopic Survey (BOSS, Dawson et al. 2013 ), clearly illustrated their constraining power (Anderson et al. 2014a,b; Reid et al. 2012; Samushia et al. 2013 Samushia et al. , 2014 Chuang et al. 2013; Beutler et al. 2014a ). In particular, Sánchez et al. (2013 Sánchez et al. ( , 2014 explored the cosmological implications of the full shape of measurements of two clustering wedges based on the galaxy samples of BOSS DR11. In this paper we extend these analyses to the final galaxy samples from BOSS, corresponding to SDSS DR12 (Alam et al. 2015) . The volume probed by DR12 is only ∼ 10 per cent larger than that of DR11. For this reason, we focus on improving our analysis methodology in order to maximize the cosmological information extracted from the sample. We make use of the joint information of the LOWZ and CMASS galaxy samples into the combined BOSS sample described in Reid et al. (2016) , increasing the effective volume of the survey with respect to the separate analysis of these samples (Alam et al. 2016) . We also use state-of-theart models of the effect of non-linearities, bias and redshiftspace distortions that allow us to extend our analysis of the full shape of the clustering wedges to smaller scales. We perform extensive tests of the performance of our methodology on N -body simulations and mock catalogues and find precise and accurate constraints.
Our analysis is part of a series of papers examining the information in the anisotropic clustering pattern of the combined sample of BOSS DR12. Salazar-Albornoz et al. (2016) perform a tomographic analysis of the clustering properties of this sample by means of angular correlation functions in thin redshift shells. Grieb et al. (2016) use the same description of non-linearities, bias and RSD used in our analysis to extract cosmological information from the full shape of three clustering wedges measured in Fourier space. Satpathy et al. (2016) use a model based on convolution Lagrangian perturbation theory (Carlson et al. 2013; Wang et al. 2014) and the Gaussian streaming model (Scoccimarro 2004; Reid & White 2011) to fit the full shape of the monopole and quadrupole of the two-point correlation function, ξ0,2(s). Beutler et al. (2016a) apply a model based on Taruya et al. (2010) to the power spectrum multipoles P (k) for = 0, 2, 4. Tinker et al. (2016) present a comparison of the results of different RSD analysis techniques. Ross et al. (2016) and Beutler et al. (2016b) perform BAO-only fits to the Legengre multipoles of order = 0, 2 of the two-point functions in configuration and Fourier space obtained after the application of the reconstruction technique (Eisenstein et al. 2007; Padmanabhan et al. 2012) as described in Cuesta et al. (2016) . The potential systematics of these BAO-only measurements are discussed in Vargas-Magaña et al. (2016) . Alam et al. (2016) use the methodology described in Sánchez et al. (2016) to combine the results presented here with those of the other full-shape and BAO-only analyses into a final set of BOSS consensus constraints and explore their cosmological implications.
The outline of this paper is as follows. In Section 2 we describe our galaxy sample, the procedure we follow to measure the clustering wedges, and the mock catalogues used to compute our estimate of their covariance matrices. Our model of the full shape of the clustering wedges is described in Section 3.1, together with the tests we have performed by applying it to N -body simulations and mock catalogues. In Section 4 we study the cosmological implications of our clustering measurements. After describing our methodology to obtain cosmological constraints in Section 4.1, Sections 4.2 to 4.6 describe the results we obtained from different combinations of data sets and parameter spaces. In Section 5 we compress the information of the BOSS clustering wedges into geometric constraints and measurements of the growth of structure. Finally, we present our main conclusions in Section 6.
THE BARYON OSCILLATION SPECTROSCOPIC SURVEY

Galaxy clustering measurements from BOSS
We use the final galaxy samples of BOSS, corresponding to SDSS DR12 (Alam et al. 2015) . The catalogue is divided into two samples, called LOWZ and CMASS, which were selected on the basis of the SDSS multicolour photometric observations (Gunn et al. 1998 (Gunn et al. , 2006 to cover the redshift range 0.15 < z < 0.7 with a roughly uniform comoving number density n 3 × 10 −4 h 3 Mpc −3 (Eisenstein et al. 2011; Dawson et al. 2013) . After identifying the galaxies with previous spectroscopic observations from the SDSS I/II surveys (York et al. 2000) , the remaining redshifts were measured from the spectra obtained with the BOSS spectrographs (Smee et al. 2013) as described in Aihara et al. (2011) and Bolton et al. (2012) .
The CMASS sample is approximately complete down to a limiting stellar mass of M 10 11.3 M for z > 0.45 (Maraston et al. 2013) , with a ∼10 per cent satellite fraction Nuza et al. 2013) . Although it is dominated by early type galaxies, ∼26 per cent of this sample consist of massive spirals showing star formation activity in their spectra (Masters et al. 2011; Thomas et al. 2013 ). The LOWZ sample consists primarily of red galaxies located in massive haloes, and has ∼12 per cent satellite fraction (Parejko et al. 2013) . As described in Reid et al. (2016) , a few regions of the LOWZ sample in the northern galactic cap (NGC) were targeted using different photometric cuts, leading to a reduction of the galaxy number density. The obtained galaxy samples, which cover approximately 1000 deg 2 , are labelled LOWZE2 and LOWZE3. Previous clustering analyses of BOSS data have made use of the LOWZ and CMASS samples separately, excluding the LOWZE2 and LOWZE3 regions. Here we use the full BOSS data set by combining all these samples as described in Reid et al. (2016) . We follow Alam et al. (2016) and split this combined sample into three overlapping redshift bins of roughly equal volume defined by 0.2 < z < 0.5, 0.4 < z < 0.6 and 0.5 < z < 0.75.
We study the clustering properties of the combined BOSS galaxy sample by means of the clustering wedges statistic , ξ µ 2 µ 1 (s), which corresponds to the average of the full two-dimensional correlation function ξ(µ, s), where µ is the cosine of the angle between the separation vector s and the line-of-sight direction, over the interval ∆µ = µ2 − µ1, that is
(1) Sánchez et al. (2013 Sánchez et al. ( , 2014 used two wide clustering wedges, dividing the µ range from 0 to 1 into two equal-width intervals. Here we measure three wedges, which we denote by ξ3w(s) and refer to each individual wedge as ξ3w,i(s) for the intervals (i − 1)/3 < µ < i/3. In practice, the value of µ of a given galaxy pair is estimated as the cosine of the angle between the separation vector, s, and the line-of-sight direction at the midpoint of s. The observed galaxy redshifts are converted into distances using the same fiducial cosmology as in our companion papers, a flat ΛCDM model with a matter density parameter Ωm = 0.31. This choice is taken into account in our modelling as described in Section 3.2. We compute the full two-dimensional correlation function ξ(µ, s) of the combined sample in each redshift bin using the estimator of Landy & Szalay (1993) . We employ a random catalogue following the same selection function as the combined sample but containing 50 times more objects. We compute the clustering wedges by averaging the full ξ(µ, s) over the corresponding µ intervals. As in our companion papers, we use a bin size of ds = 5 h −1 Mpc. We assign a series of weights to each object in our catalogue. First, we apply a weight designed to minimize the variance of our measurements (Feldman, Kaiser & Peacock 
1994) given by
wheren(x) is the expected number density of the catalogue at a given position x and Pw is a scale-independent parameter, which we set to Pw = 10 4 h −3 Mpc 3 . We also include angular weights to account for redshift failures and fibre collisions. The LOWZE2, LOWZE3 and CMASS samples require additional weights to correct for the systematic effect introduced by the local stellar density and the seeing of the observations, as described in detail in Ross et al. (2016) . Figure 1 shows the resulting wedges ξ3w(s) of the DR12 combined sample in our three redshift bins as a function of the pair separation expressed in Mpc and Mpc/h in the lower and upper axes, respectively. These measurements and their corresponding covariance matrices (see Section 2.2) will be made publicly available 1 . The signature of the BAO is clearly visible in all wedges at s 150 Mpc. The anisotropic clustering pattern generated by redshift-space distortions leads to significant differences in the amplitude and shape of the three wedges. The solid lines in the same figure correspond to the best-fitting models obtained as described in Section 5.
Covariance matrix estimation
We assume a Gaussian likelihood function for our BOSS clustering measurements given by
where ξ is an array containing the measured clustering wedges and ξ theo (θ) corresponds to our theoretical modelling of these data for the cosmological parameters θ. The 1 The final URL will appear in the revised version of this paper.
evaluation of the likelihood function requires the knowledge of the inverse of the covariance matrix, Ψ = C −1 , also known as the precision matrix, which we estimate using the Multidark-Patchy ( MD-Patchy) BOSS mock galaxy catalogues described in Kitaura et al. (2016a) . These mocks consist of a set of Nm = 2045 independent realizations of the full BOSS survey, corresponding to the best-fitting ΛCDM cosmology to the Planck 2013 CMB measurements (Planck Collaboration et al. 2014) . We computed the wedges ξ3w(s) of each mock catalogue in the same way as for the real BOSS data, and used these measurements to obtain an estimate of the full covariance matrixĈ of our clustering measurements. The error bars in Figure 1 correspond to the square root of the diagonal entries ofĈ.
As a test of the robustness of our results with respect to the details in the estimation of the covariance matrix we also used an independent set of 1000 Quick Particle Mesh (QPM, White et al. 2014 ) mock realizations of the BOSS combined sample. The covariance matrices inferred from the QPM and MD-Patchy mocks are consistent and lead to similar results. However, as the MD-Patchy mock samples give a somewhat better match to the clustering properties of the BOSS combined sample than QPM (Kitaura et al. 2016a) and have a significantly larger number of realizations, we based our final constraints on the covariance matrices inferred from these mock catalogues.
Our estimates of the covariance matrix are affected by sampling noise due to the finite number of mock catalogues. Recent studies have provided a clear description of the dependence of the noise in the estimated covariance matrix on the number of mock catalogues used (Taylor, Joachimi & Kitching 2013) , its propagation to the derived parameter uncertainties (Dodelson & Schneider 2013; Taylor & Joachimi 2014) and the correct way to include this additional uncertainty in the obtained constraints (Percival et al. 2014 ).
The first effect that must be taken into account is that when the covariance matrix is estimated from a set of independent realizations, the uncertainties inĈ and its inverse follow the Wishart and inverse-Whishart distributions (Wishart 1928) , respectively. As the inverse-Whishart distribution is asymmetric, the inverse ofĈ provides a biased estimate of Ψ. This can be corrected for by including a prefactor in the estimate of the precision matrix as (Kaufman 1967; Hartlap, Simon & Schneider 2007) 
where N b corresponds to the total number of bins in our measurements. We restrict our analysis to 20 h −1 Mpc < s < 160 h −1 Mpc with a bin-width of ds = 5 h −1 Mpc, leading to N b = 84 for our three clustering wedges. As our estimates of the covariance matrix are based on the Nm = 2045 MDPatchy mock catalogues, the factor of equation (4) is equal to 0.96.
Although the estimate of the precision matrixΨ of equation (4) is unbiased, it is still affected by noise, which should be propagated into the obtained cosmological constraints. Percival et al. (2014) derived formulae for their impact on the errors of the cosmological constraints measured by integrating over the likelihood function. They demonstrated that, to account for this extra uncertainty, the recovered parameter constraints must be rescaled by a factor that depends on N b , Nm and the number of parameters included in the analysis, Np (see equation 18 in Percival et al. 2014) . Depending on the parameter space, our choice of range of scales and binning leads to a modest correction factor of at most 1.6 per cent for the results inferred from the clustering wedges. The additional uncertainty due to the finite number of mock catalogues could be reduced by implementing techniques such as covariance tapering (Paz & Sánchez 2015) but, as the impact on our constraints is small, we simply include these correction in our results.
THE MODEL
3.1 Modelling non-linear gravitational evolution, bias and RSD
The prediction of the clustering wedges for a given cosmology requires a model of the full two-dimensional correlation function ξ(µ, s). It is convenient to express ξ(µ, s) as a linear combination of Legendre polynomials, L (µ), as
where the multipoles ξ (s) are given by
In order to obtain a description of the multipoles ξ (s), it is useful to work with the two-dimensional power spectrum, P (µ, k). This quantity can also be decomposed in terms of Legendre polynomials, with multipoles given by
from which the multipoles ξ (s) can be obtained as
where j (x) is the spherical Bessel function of order . An accurate model of the full shape of P (µ, k) must take into account the effects of the non-linear evolution of density fluctuations, galaxy bias and RSD. We now describe how each of these distortions is taken into account in our model.
Non-linear Dynamics
The accurate modelling of the effects of the non-linear evolution of density fluctuations has been the focus of significant work over the last decade or so. In Renormalized perturbation theory (RPT; Crocce & Scoccimarro 2006 ) and subsequent developments in terms of the multi-point propagator expansion (Bernardeau et al. 2008 Taruya et al. 2012; Bernardeau et al. 2012a; Crocce et al. 2012a; Taruya et al. 2013 ) the matter power spectrum is written as
where the propagator G(k) corresponds to a resummation of all the terms in the perturbation expansion that are proportional to the linear spectrum PL(k), and PMC(k) contains mode-coupling contributions (which at N loops involve convolutions over N linear spectra). To an excellent approximation for CDM spectra, the propagator describes the damping of the BAO, while the mode-coupling power describes the shift of the BAO scale Seo et al. 2010) . Using e.g. the one-loop approximation to the mode-coupling power in this approach has a limited reach in k (see e.g. Crocce et al. 2012a ) which is mainly set by the breaking of Galilean invariance (Scoccimarro & Frieman 1996) due to the fact that the propagator is resummed while the mode-coupling power is not. Here we follow the approach of Crocce, Blas & Scoccimarro (in prep.) , who uses Galilean invariance to find a resummation of the mode-coupling power consistent with the resummation of the propagator. With this approach, dubbed gRPT, it is possible to obtain an improved description down to smaller scales, k 0.25 h Mpc −1 for the uncertainties involved in our measurements, see Section 3.3 below.
Galaxy bias
To describe the clustering of galaxies, we write the bias relation between the matter density fluctuations δ and the galaxy density fluctuations, δg, as in Chan et al. (2012) 
where at cubic order the only term that contributes to the one-loop galaxy power spectrum through the first two multipoint propagators has been written down. The operators G2 and ∆3G are defined as,
and
where Φ and Φv are the normalized density and velocity potentials ∇ 2 Φ = δ and ∇ 2 Φv = θ. A few points about the bias relation in Eq. (10) are worth making here. First, under local-Lagrangian bias, the non-local bias parameters are related to the linear bias b1 as (Fry 1996; Catelan et al. 1998 Catelan et al. , 2000 Chan et al. 2012) 
Second, while there is no compelling argument for the validity of local Lagrangian bias (Sheth et al. 2013 ), a bispectrum analysis of dark matter halos shows that the γ2(b1) relation in Eq. (13) is at least a reasonable first approximation (Chan et al. 2012; Baldauf et al. 2012; Sheth et al. 2013; Saito et al. 2014; Bel et al. 2015) . In our context here this is particularly relevant given that in this work we use two-point statistics alone, which do not constrain γ2 that well. Therefore, we assume the γ2(b1) relation in Eq. (13). We have in fact checked using CMASS-type galaxies in the Minerva simulations discussed below by relaxing this assumption that it does not bias our results. Finally, the situation is somewhat different for the γ − 3
parameter, and we do not assume the γ − 3 (b1) relation in Eq. (14) for a number of reasons. First, the linear bias b1 is the only bias parameter that receives significant signal to noise over a broad range of scales, as opposed to the rest of the terms in Eq. (10) that only enter through loop corrections for our two-point function only analysis. Therefore one should in principle include the running of b1 with scale which corresponds to adding a ∇ 2 δ term in Eq. (10). However, such term is fairly degenerate with the contribution coming from γ Saito et al. 2014; Biagetti et al. 2014 ) and thus provided we let γ − 3 (and b2 as well) be free one can absorbe such contributions given the range of scales considered in our analysis. The same holds for stress tensor contributions to dark matter clustering (Pueblas & Scoccimarro 2009; Pietroni et al. 2011; Carrasco et al. 2012; Baumann et al. 2012 ) that are fully degenerate with the running of the linear bias.
Summarizing, our bias model has three free parameters corresponding to b1, b2, γ − 3 , with γ2 given in terms of b1 by the local Lagrangian bias relation in Eq. (13). For detailed expressions of the galaxy power spectrum that follow from the equations above, see Appendix A.
Redshift-space distortions
We base our description of the redshift-space power spectrum on (Scoccimarro et al. 1999 )
where λ = if kµ, W (λ, r) = e λ∆uz c is the generating function of velocity differences, and Ds ≡ δg + f ∇zuz, with a prime denoting a quantity at x instead of x, and r = x−x .
In the Gaussian approximation, the generating function can be written as
where
In the large-scale limit WG(λ, r → ∞) = e λ 2 σ 2 v becomes scale-independent. However, as pointed out in Scoccimarro (2004) it is necessary to include non-linear corrections to this factor, which correspond mostly to fingers-of-God (FOG) or virial motions, since the large-scale limit of the velocity distribution function is not Gaussian. Therefore instead of WG(λ, r → ∞) we use,
where avir is a free parameter that describes the contribution of small-scale velocities and characterizes the kurtosis of the velocity distribution, while σv is predicted as above. This is thus the form of our FOG factor, which can be obtained by resumming quadratic nonlinearities as advocated in Scoccimarro (2004) . To calculate the expression in square brackets (whose Fourier transform corresponds roughly to a "no-virial" power spectrum) we use the one-loop approximation,
Therefore, the result for the redshift-space power spectrum is given by
and multipoles can be obtained directly by integrating this equation against Legendre polynomials L (µ) as in equation (7). We now briefly describe how we calculate each of the terms in equation (19) . A more detailed description of the involved terms can be found in Appendix A. The first term involving DsD s c is simply the nonlinear version of the well-known Kaiser formula (Kaiser 1987) ,
Assuming that there is no velocity bias, P θθ (k) can be obtained directly from the predictions of gRPT. Appendix A contains explicit formulae for Pgg(k) and P gθ (k).
The term involving ∆uzDsD s c in equation (19) is to leading order given by the tree-level bispectrum between densities and velocities as
with the bispectra given by standard tree-level PT for densities and velocities in terms of the F2 and G2 kernels and bias parameters b1, b2, γ2.
The term ∆uzDs c ∆uzD s c in equation (19) is already quadratic in the power spectrum, so this can be evaluated using linear perturbation theory. We then have, The closest redshift-space model in the literature to ours (Taruya et al. 2010; Beutler et al. 2014b ) also starts from equation (15). Our approach has three main differences, namely, we include nonlinear bias contributions coming from b2 and γ2 to the bispectra in Eq. (22), our FOG factor Eq. (18) is non-Gaussian, we let γ − 3 be a free parameter (instead of being fixed to its local Lagrangian bias value), and we use gRPT to calculate matter loops instead of RegPT (which is not Galilean invariant). In summary, note that our redshift-space model has a single free parameter, avir. It can be considered as the large-scale limit to a more complete model in which the velocity dispersion is scale-dependent and other small-scale effects are included (Scoccimarro in prep.) . The main reason for these simplifications is that the model as presented here can be numerically evaluated very efficiently for cosmological parameter estimation.
The Alcock-Paczynski effect
As described in Section 2, clustering measurements from real galaxy catalogues depend on the assumption of a fiducial cosmology used to transform the observed redshifts into comoving distances. Assuming a fiducial cosmology that deviates from the true underlying one leads to a rescaling of the components parallel and perpendicular to the line-ofsight, s and s ⊥ , of the total separation vector s between two galaxies as (Padmanabhan & White 2008; Kazin et al. 2012 )
where the primes denote the quantities in the fiducial cosmology and the scaling factors are given by the ratios of the angular diameter distance and the Hubble parameter in the true and fiducial cosmologies at the mean redshift of the sample, zm, as
Equations (24) and (25) are the basis of the the AlcockPaczynski test (Alcock & Paczynski 1979) , which allows for anisotropic BAO measurements (Hu & Haiman 2003; Blake & Glazebrook 2003; Linder 2003) . In terms of s and µ, these equations can be written as (Ballinger et al. 1996) 
The scaling factors of equations (26) and (27) are often denoted α ⊥, . However, we will reserve that notation for the combination of these purely geometric quantities with the sound horizon ratios in the fiducial and true cosmology, as described in Alam et al. (2016) . For historical reasons, most clustering measurements are expressed in units of h −1 Mpc. As the value of h of a given cosmological model will in general be different from that of the fiducial cosmology, the ratios of equations (26) and (27) must also be computed in these units.
Before comparing the predictions of a given cosmological model with our BOSS clustering measurements we use equations (28) and (29) to transform our model of ξ(µ, s) to the fiducial cosmology assumed in their estimation by expressing the integral in equation (1) as
3.3 Performance of the model
Minerva simulations
To evaluate the performance of the model described in Sec. 3.1 we used a set of 100 N-body simulations called Minerva, which are described in more detail in Grieb et al. (2016) . These simulations represent different realizations of the same cosmology, corresponding to the best-fitting flat ΛCDM model to the combination of CMB data and the wedges of the CMASS sample from SDSS DR9 from Sánchez et al. (2013) . This model is characterized by a matter density of Ωm = 0.285, a baryon physical density of ω b = 0.02224, a Hubble constant of H0 = 69.5 kms −1 Mpc −1 , a scalar spectral index of ns = 0.968 and an amplitude of density fluctuations of σ8 = 0.828. Each simulation traces the evolution of the dark-matter density field with Npart = 1000 3 over a box of side length L box = 1.5 Gpc/h. The initial conditions were generated with second-order Lagrangian perturbation theory (2LPT) at a starting redshift of zini = 63. Figure 2 shows a comparison of the mean dark-matter real-space power spectrum of the Minerva simulations at z = 0.57 with the predictions of RPT (dashed lines) computed using MPTBreeze , and oneloop gRPT (solid lines). The shaded regions corresponds to The error bars correspond to the square root of the diagonal entries of the covariance matrices computed using the Gaussian recipes of Grieb et al. (2016) . The solid lines correspond to the model described in Section 3.1, which gives an excellent description of the simulation results. a 2% uncertainty in the value of P (k). The prediction from RPT is in good agreement with the simulation results up to k 0.15 h Mpc −1 , and describe accurately the damping of the first BAO peaks. Using gRPT, the description of the simulation results can be extended up to modes as high as k 0.25 h Mpc −1 . As our model of the full shape of the clustering wedges is based on gRPT, we can expect to be able to extend the range of scales included in our analysis with respect to the analyses of Sánchez et al. (2013 Sánchez et al. ( , 2014 .
In order to extend these models to real galaxy clustering measurements it is necessary to include the effects of bias and RSD. We model galaxy and halo bias including both local and non-local contributions given by the parameters b1, b2, γ2 and γ − 3 defined in Section 3.1.2. As our two-point clustering measurements are not significantly sensitive to γ2 we use the local-Lagrangian relation of equation (13) its value in terms of b1 and treat the remaining quantities as free parameters.
We used the snapshots at z = 0.57 of the Minerva simulations, corresponding to the mean redshift of the CMASS sample, in which we identified bound halos using a friendsof-friends algorithm. The resulting sample was later postprocessed with Subfind (Springel et al. 2001 ) to eliminate spurious unbound objects, leading to a final halo catalogue with a minimum mass of Mmin = 2.67 × 10 12 h −1 M . Grieb et al. (2016) populated the Minerva halo catalogues at z = 0.57 with galaxies following a halo occupation distribution (HOD) model parametrized as in Zheng et al. (2007) , in order to match the monopole correlation function of the CMASS sample. The values of the parameters characterizing this HOD are similar to those used by Manera et al. (2013) , but the mass resolution of the Minerva simulations allows us to resolve the halos of the low-mass tail of the distribution. The clustering properties of the resulting HOD galaxy samples closely match those of the CMASS sample of BOSS. We use these HOD catalogues to test if our full model of equation (20) correctly describes the effect of non-linear evolution, bias and RSD, including the impact of the FOG effect, on a sample that contains both central and satellite galaxies.
The points in Fig. 3 correspond to the mean wedges from the HOD galaxies of all Minerva realizations for two (upper panel) and three µ-bins (lower panel) configurations. As the 100 Minerva realizations are not enough to obtain a robust estimate of the covariance matrix of these measurements, we use the Gaussian recipes of Grieb et al. (2016) , computed using the multipoles of the non-linear power spectrum model of Section 3.1 as input. The error bars in Fig. 3 correspond to the square root of the diagonal entries of Figure 5 . Difference between the values of α ⊥ , α and f σ 8 obtained from the measurements of two (squares) and three (circles) wedges from each of the HOD boxes (labelled A to G) of the RSD challenge of Tinker et al. (2016) . The dashed lines correspond to the mean differences over all boxes. The shaded regions indicate the uncertainties associated with the constraints on these parameters inferred from the real BOSS sample (see Section 5).
the resulting covariance matrices. As shown by Grieb et al. (2016) , these Gaussian formulae give an excellent description of the results inferred from the Minerva simulations. Using these covariance matrices, we fitted for the nuisance parameters of the model using the measurements of two clustering wedges, while fixing all cosmological parameters to their true values. The solid lines in Fig. 3 correspond to the model described in Section 3.1, computed using the resulting values for the nuisance parameters, which show an excellent agreement with the results from the Minerva simulations up to small scales.
In order to test the ability of our model to provide unbiased cosmological constraints we treated the quantities q ⊥ , q and f σ8 as free parameters and fit for them using the mean clustering wedges from the Minerva simulations, varying simultaneously the nuisance parameters of the model while fixing all cosmological parameters to their correct values (i.e. fixing the shape of the linear-theory power spectrum). Fig. 4 shows the obtained constraints for the cases of two (squares) and three (circles) wedges as a function of the minimum scale included in the fits, smin. The points indicate the mean values of these parameters derived from our MCMC while the error bars correspond to their respective 68% confidence levels (CL). In all cases the maximum scale was set to smax = 160 h −1 Mpc. The dashed lines in the same Figure correspond to the true values of these parameters.
The constraints obtained using both configurations are in perfect agreement with the true underlying values of these parameters, but the 68% C.L. obtained with three clustering wedges are significantly smaller than those recovered from the analysis of two µ-bins. This clearly illustrates the power of the additional information recovered from three clustering wedges, with respect to that of using only two. These re- sults are consistent with those of the Fourier-space analysis of Grieb et al. (2016) , which is based on the same underlying model of non-linearities, bias and RSD. As smin is reduced, the allowed ranges for all parameters decrease. The results from this test indicate that the application of the model described in Section 3.1 to a measurement of three clustering wedges can give unbiased cosmological constraints even when including scales as small as smin 15 h −1 Mpc. As this limit might depend on the details of the cosmological model, we fixed the value of smin = 20 h −1 Mpc for our analysis of the clustering wedges from the BOSS combined galaxy sample.
The BOSS RSD challenge
Our companion paper Tinker et al. (2016) presents the results of a comparison or "challenge" of various RSD models and methodologies to extract cosmological information from the full shape of anisotropic clustering measurements. This challenge consisted of two different tests: an ensemble of 83 mock catalogues of the NGC CMASS sub-sample, and a series of seven simulation boxes corresponding to different cosmologies and HOD parametrizations. A more detailed description of these data sets and the results obtained by the different methods can be found in Tinker et al. (2016) . Here we summarize the results obtained by applying the model described in Section 3.1 to the measurements of three clustering wedges in configuration space obtained from these data sets. Figure 5 shows the difference between the values of α ⊥ , α and f σ8 recovered from the measurements of ξ3w(s) from each of the seven HOD boxes, labelled A to G (see Tinker et al. 2016 , for details on the HOD applied in this case). The dashed lines correspond to the mean differences over all boxes. A covariance matrix derived from a set of 1000 quick particle mesh (QPM, White et al. 2014 ) simulations with a box size of 2.5 h −1 Gpc and an HOD matching the clustering of the CMASS sample was used for all the fits. As these results correspond to different cosmologies and HODs, it is not possible to derive a general conclusion about the expected deviation between the true and obtained results. However, with the exception of the value of f σ8 recovered from box F, the obtained deviations are always smaller than the uncertainties with which these parameters can be recovered from the BOSS sample (see Section 5), which are indicated by the grey shaded regions. Figure 6 summarizes the constraints on q ⊥ , q and f σ8 obtained from the set of 83 CMASS mock catalogues. The points in the off-diagonal panels correspond to the recovered values of these parameters from each individual realizations, while the histograms in the diagonal panels show the distribution of the obtained results from the full set of mocks. The red solid lines correspond to the Gaussian fit to the obtained distribution. The constraints obtained using our methodology are in excellent agreement with the true underlying values of these parameters indicated by the dotted lines.
The MD-Patchy mock catalogues
As a final test of our model we applied to the measurements of ξ3w(s) from each of the 2045 MD-Patchy mocks of the BOSS DR12 combined sample described in Section 2.2. Besides providing another test for possible systematic errors in our constraints, the obtained values can give us an idea of the uncertainties we can expect to obtain from the analysis of the real BOSS data. These constraints are also used in Sánchez et al. (2016) to compute the cross-correlation coefficients between the results inferred from ξ3w(s) and those of our companion papers. Table 1 lists the mean and dispersion of the difference between values of α ⊥ , α and f σ8 obtained from the MDPatchy mocks and their correct values in each of our three redshift bins. Deviations of the order of 0.3σ and 0.2 σcan be seen in the value of f σ8 obtained using data from the low-and intermediate-redshift bins, respectively. Although this might indicate the presence of a small systematic error in these measurements, as these differences are much smaller than their associated statistical errors we do not include a systematic uncertainty in our results. Figure 7 shows the distributions of the marginalized 68% C.L. on the values of α ⊥ , α and f σ8 obtained from the Patchy mocks in the low-(upper panels), intermediate-(middle panels) and high-redshift (lower panels) bins. The vertical dashed lines indicate the uncertainties on these parameters obtained from the real BOSS clustering wedges as described in Section 5, which are in good agreement with the distributions obtained from the MD-Patchy mocks.
COSMOLOGICAL IMPLICATIONS
Methodology for parameter constraints
We derive cosmological constraints from our BOSS clustering measurements following the same methodology as in Sánchez et al. (2014) , with small modifications. To avoid the complication of including the covariance between our clustering measurements in this section we use only the information from the wedges measured in our low and high redshift bins, and refer to these data sets as 'BOSS ξ3w'. We use our BOSS ξ3w data set in combination with the latest CMB temperature and polarization power spectra from the Planck satellite (Planck Collaboration et al. 2015) , to which we refer simply as 'Planck'. We do not include CMB lensing information. We also use the information from the joint SDSS-II and Supernova Legacy Survey (SNLS3) LightCurve Analysis type Ia supernovae (SN) sample (JLA Betoule et al. 2014).
We use the July 2015 version of CosmoMC (Lewis & Bridle 2002 ), which in turn uses CAMB to compute the linear-theory CMB and matter power spectra (Lewis et al. 2000) , modified to compute the model of non-linearities, bias and RSD described in Section 3.1. We constrain the cosmological parameters listed in Table 2 by directly comparing the theoretical predictions obtained for a given model with the galaxy clustering measurements themselves. Note that this approach is different from the one followed in Alam et al. (2016) , where the combined growth and geometric constraints of the various BOSS clustering analyses (including those derived in Section 5) are used as a proxy for these measurements and compared with the predictions from different cosmological models. In Section 4.2 we explore the parameter space of the standard flat ΛCDM model, where the dark energy component is characterized by an equation of state parameter wDE = pDE/ρDE = −1, by varying the six parameters of the upper section of Table 2 . In Sections 4.3 to 4.6 we constrain a number of possible extensions of the ΛCDM model by allowing for variations on the parameters presented in the middle section of Table 2 . We consider more general dark energy models, non-zero curvature, varying contributions from massive neutrinos, and possible deviations from general relativity. Table 3 summarizes the constraints on these cosmological parameters obtained from the combination of the Planck CMB measurements with the full shape of the clustering wedges from BOSS, and when this information is combined with the JLA SN data. When it is not treated as a free parameter, we assume a non-zero massive neutrino component with a total mass mν = 0.06 eV. For all parameter spaces we also follow the constraints on the derived quantities listed on the final part of Table 2 
The ΛCDM parameter space
In this section we focus on the constraints on the parameters of the standard ΛCDM model. The dashed lines in Fig. 8 show the two-dimensional marginalized constraints in the Ωm-h plane obtained using Planck data alone. As described in (Percival et al. 2002) , CMB-only results follow a narrow degeneracy that can be well described by a constant value of Ωmh 3 . The solid lines in Fig. 8 show the result of combining the Planck data set with the configuration space clustering wedges of BOSS. The low-redshift information provided by our measurements of ξ3w(s) leads to a significant improvement of the obtained constraints, with Ωm = 0.3054±0.0087 and h = 0.6798 ± 0.0065. These results represent constraints at the 2.8 and 1 per cent level and are essentially unchanged by the inclusion of the information from SN measurements. The fact that these data sets can constrain the basic parameters of the ΛCDM model to this precision is a clear illustration of the constraining power achieved by current CMB and LSS measurements. Appendix B gives a summary of the constraints on the full set of cosmological parameters of the ΛCDM model.
The best fitting ΛCDM model gives a good description of our measurements of the clustering wedges, with χ 2 values of 90 and 82 for the low and high-redshift bins, respectively, for 84 bins. This model is also very close to the parame- ters values that best describe the Planck CMB data alone, showing the consistency between these data sets.
The dark energy equation of state
In the ΛCDM model the dark energy component can be described as vacuum energy, which behaves analogously to a cosmological constant. In this section we explore the constraints on more general dark energy models. We start by treating the redshift-independent value of wDE as an additional parameter. The dashed lines in Fig. 9 correspond to the two-dimensional marginalized constraints in the Ωm-wDE plane obtained from the Planck CMB measurements, which follow a degeneracy that spans a wide range of values of these parameters. The solid lines in the same figure correspond to the constraints obtained when the Planck data is combined with the clustering wedges ξ3w(s) of the BOSS combined sample. The information encoded in these measurements provides much tighter constraints than in the previous case, leading to Ωm = 0.308
−0.012 and wDE = −0.991
−0.047 . This result is in excellent agreement with the standard ΛCDM model value of wDE = −1, indicated by a dotted line in Fig. 9 . The dot-dashed contours correspond to the results obtained by including also the information from the JLA SN data, leading to our final constraints of Ωm = 0.306 ± 0.011 and wDE = −0.996 ± 0.042.
In more general dark energy models the equation of state parameter might be a function of time. To explore this possibility we use the linear parametrization of Chevallier & Polarski (2001) and Linder (2003) given by where a is the scale factor and w0 and wa are free parameters. The dashed lines in Fig. 10 show the marginalized constraints in the w0-wa plane obtained using Planck data alone, which cover a large fraction of the parameter space. The solid lines show the effect of including the information from the BOSS ξ3w(s) in the analysis. Although the LSS information leads to a significant reduction of the allowed region for these parameters, the resulting constraints on w0 and wa exhibit a strong degeneracy that allows for models whose behaviour can be significantly different to a cosmological constant. Additionally including information from the JLA SN sample helps to reduce the allowed region of the parameter space even further, leading to our final constraints of w0 = −0.92 ± 0.10 and wa = −0.32
−0.36 , in good agreement with the ΛCDM values indicated by the dotted lines in Fig. 10 .
The curvature of the Universe
In this section we focus on non-flat models and extend the ΛCDM parameter space to models with Ω k = 0. The dashed lines in Fig. 11 show the constraints in the Ωm-Ω k plane obtained by the Planck CMB measurements alone, which allow for significant deviations from a flat universe due to the well-known geometric degeneracy (Efstathiou & Bond 1999) . The information from the clustering wedges from BOSS efficiently breaks this degeneracy, reducing the allowed region of the parameter space to a small area centred on the flat Universe value Ω k = 0, which is shown by the dotted line. As indicated in Table 3 , these data sets can constrain the curvature of the Universe to Ω k = −0.0001
−0.0030 . Additionally including the JLA SN does not significantly improve the results over those obtained using the Planck+BOSS ξ3w combination, with a final constraint of Ω k = −0.0007 ± 0.0030 obtained from the combination of all datasets.
When Ω k and wDE are varied simultaneously, the geometric degeneracy extends to a two-dimensional sheet in the parameter space, degrading even more the constraints obtained from CMB information alone. This is shown by in the dashed contours in Fig. 12 , which correspond to the 68 and 95 per cent CL in the wDE-Ω k plane derived from the Planck CMB measurements. The information in the full shape of the wedges ξ3w(s) is still very effective at reducing the allowed region for these parameters, which shrinks to a small area around the standard ΛCDM values indicated by the dotted lines. In this case we find Ω k = 0.0016 
Massive neutrinos
The combination of CMB and galaxy clustering measurements offers one of the best observational windows into neutrino masses. In the previous sections we assumed a total neutrino mass of mν = 0.06 eV, the minimum value allowed by neutrino oscillation experiments under the assumption of a normal hierarchy (Otten & Weinheimer 2008) . We now explore the constraints obtained when the total neutrino mass is allowed to vary freely. Fig. 13 shows the 68 and 95 per cent constraints in the Ωm-mν plane obtained when the ΛCDM parameter space is extended by treating mν as a free parameter. The dashed lines correspond to the results obtained using the Planck CMB data alone. A higher total neutrino mass leads to an increase in the redshift of matter-radiation equality, which can be compensated by an increase in Ωm in order to leave the CMB power spectrum unaffected. This is the origin of the degeneracy followed by the CMB-only constraints. Including the low redshift information from the BOSS clustering wedges helps to break this degeneracy, significantly improving the constraints. In this case we find a limit of mν < 0.25 eV at the 95 per cent CL, which is almost unchanged by additionally including the JLA SN data.
Consistency with GR
In the context of GR the redshift evolution of the structure growth-rate parameter can be accurately computed as
with γ = 0.55 with a small correction depending on the value of wDE (Linder & Cahn 2007) . This means that measurements of f (z) as those obtained from anisotropic clustering Figure 14 . The one-dimensional marginalized posterior distribution of the value on the value of the power-law index of the structure growth-rate parameter γ derived from the combination of the CMB measurements from Planck and the clustering wedges ξ 3w (s) of the final BOSS sample (solid lines). These results are consistent with the value of γ = 0.55 predicted by GR, which is indicated by the dotted line.
measurements can be used as a test of the predictions of GR. This information is essential to distinguish between the dark energy and modified gravity scenarios for the origin of the current phase of accelerated expansion of the Universe (Zhang et al. 2007; Guzzo et al. 2008) . The measurements of f (z) obtained from anisotropic clustering measurements could be directly compared with the predictions of specific modified gravity models (e.g. Wyman et al. 2013; Raccanelli et al. 2013; Taruya et al. 2014; Song et al. 2015; Barreira et al. 2016 ). Here we follow a simpler approach and treat γ in equation (33) as a free parameter. In this way, the information on the growth of structure contained in our galaxy clustering measurements can be used as a consistency test of GR. Assuming wDE = −1, a detection of a deviation from γ = 0.55 can be interpreted as an indication that the growth of density fluctuations is not consistent with the predictions of GR. We tested the consistency of our clustering measurements with GR by extending the ΛCDM parameter space using equation (33) to compute f (z) and treating γ as a free parameter. The solid line in Fig. 14 corresponds to the onedimensional marginalized constraints on γ obtained from the combination of the Planck CMB measurements with the full shape of the clustering wedges ξ3w(s) from BOSS. In this case we find γ = 0.609 ± 0.079, in good agreement with the GR prediction of γ = 0.55 indicated by the vertical dotted line. Additionally including the JLA SN data does not improve this result.
If the growth of structure is assumed to follow the predictions of GR of equation (33) with γ = 0.55, the measurements of the redshift evolution of f (z) obtained from RSD can be translated into constraints on the matter density parameter. When this assumption is relaxed by allowing γ to vary freely this information is lost, leading to weaker constraints on wDE (Amendola et al. 2005) . To test this we extended the ΛCDM parameter space by allowing for simultaneous variations of wDE (assumed time independent) and γ. 
BAO AND RSD CONSTRAINTS
In most anisotropic clustering analyses, the cosmological information contained in the full shape of the clustering measurements is compressed into constraints on the parameter combinations DM(z)/r d , H(z)r d and f σ8(z) and their respective covariance matrix. Alternatively, these constraints are often expressed in terms of the analogous combinations DV(z)/r d , where and the Alcock-Paczynski parameter
This information is then used as a proxy for the LSS measurements when deriving constraints on cosmological parameters. Here we use the model described in Section 3.1 to derive constraints on these parameters from the clustering wedges ξ3w of the final BOSS combined galaxy sample. To this end, we fixed the values of ω b , ωc and ns to match the best-fitting ΛCDM model to the CMB measurements from Planck (fixing in this way the shape of the lineartheory power spectrum) and treated the values of α ⊥ , α and f σ8 as free parameters using separately the clustering wedges of each redshift bin. The nuisance parameters of the model, b1, b2, γ − 3 and avir, are also included in our MCMC and marginalized over. This reproduces the analysis of the Patchy mock catalogues described in Section 3.3.3 on the real clustering measurements from BOSS. The lines in Fig. 1 correspond to the best-fit models obtained in this way for each of our redshift bins.
The solid lines in Fig. 16 show the two-dimensional marginalized posterior distributions of DV(z)/r d , FAP(z) and f σ8(z) for each of our three redshift bins. The dotted lines in the same figure correspond to the Gaussian approximation of these constraints, which give a good description of the full distributions. The corresponding mean values and their covariance matrices are listed in tables 4 and 5, respectively. A comparison of our results with those of our companion papers is presented in Alam et al. (2016) , where they are combined into a final set of BOSS consensus constraints using the methodology described in Sánchez et al. (2016) . The dashed lines in Fig. 16 correspond to the constraints inferred from the Planck CMB measurements under the assumption of a ΛCDM model. The agreement between these results and the ones obtained from the BOSS clustering wedges indicates the consistency between these data sets and their agreement with the ΛCDM model.
CONCLUSIONS
We have analysed the cosmological implications of the measurements of three clustering wedges ξ3w(s) of the final galaxy samples from BOSS corresponding to SDSS-DR12. We make use of the BOSS combined sample described in Reid et al. (2016) , containing the joint information of the LOWZ and CMASS samples that were analysed separately in former studies, including also the Early regions that were previously excluded.
We have focussed on adjusting our analysis methodology to maximize the information extracted from the BOSS data. We implemented a state-of-the-art description of the effects of the non-linear evolution of density fluctuations, bias and RSD that allowed us to extract information from the full shape of our clustering measurements including smaller scales than in previous analyses. We performed extensive tests of this model using various N-body simulations and BOSS mock catalogues, showing that it can be used to extract cosmological information from our measurements of three clustering wedges for scales s 20 h −1 Mpc without introducing any significant systematic errors.
We used the information from our clustering measurements in combination with the latest CMB measurements from Planck and the JLA SN sample to constrain the parameters of the ΛCDM model and a number of its potential extensions, including more general dark energy models, nonflat universes, neutrino masses and possible deviations from the predictions of GR. Our results are completely consistent with the standard ΛCDM plus GR cosmological paradigm. When this model is extended by allowing one additional parameter to vary freely, the combination of the CMB data from Planck and our BOSS LSS measurements is enough to put tight constraints on the additional variable, with the SN data leading only to marginal improvements. The SN information is most useful when more than one additional parameter is included in the analysis, leading to final constraints in agreement with the canonical ΛCDM values. The full data set combination can constrain the dark energy equation of Table 5 . Covariance matrices associated with the constraints on D V (z)/r d , F AP (z) and f σ 8 (z) obtained from the clustering wedges of the final BOSS combined sample in each of our three redshift bins. state parameter to wDE = −0.996 ± 0.042 when assumed time-independent, with no indication of a departure from this value when it is allowed to evolve according to equation (32). The simultaneous variation of additional cosmological parameters does not affect this limit significantly. Our results are also completely consistent with the flat-Universe prediction from the most simple inflationary models, with Ω k = −0.0007 ± 0.0030. We derive tight constraints on the total sum of neutrino masses to mν < 0.25 eV at 95 per cent CL. We also test the agreement of our clustering measurements with the predictions of GR by assuming the parametrization of equation (33) for the growth-rate of cosmic structure and find γ = 0.609 ± 0.079, in agreement with the GR value of γ = 0.55.
The information of our clustering measurements can be compressed into constraints on the parameter combinations DV(z)/r d , FAP(z) and f σ8(z) at the mean redshifts of each of our three redshift bins with their respective covariance matrices. These results are in excellent agreement with the predictions of the best-fitting ΛCDM model to the CMB measurements from Planck, highlighting the consistency between these data sets. Our results are combined with those of our companion papers into a final set of consensus constraints in Alam et al. (2016) using the methodology described in Sánchez et al. (2016) .
Our results show that anisotropic clustering measurements have become one of the most powerful available cosmological probes. By exploiting the BAO and RSD signals imprinted in these measurements, the BOSS galaxy samples have significantly improved our knowledge of the basic cosmological parameters. The application of the methodology presented here to galaxy samples from future surveys such as the Dark Energy Spectroscopic Instrument (DESI; Levi et al. 2013 ) and the ESA space mission Euclid (Laureijs et al. 2011 ) will help to push our tests of the ΛCDM paradigm to even higher accuracies. A joint analysis of two-point statistics with higher-order measurements such as the three-point correlation function or the bispectrum (Gil-Marín et al. 2015) , a detailed study of redshift-space distortions on small scales including the impact of effects such as velocity or assembly bias , or the advancement of methods to reconstruct the underlying density field (Kitaura et al. 2016b) are strategies that could help to further increase the information extracted from LSS data sets, which will continue shaping our understanding of cosmic history in terms of the linear density fluctuations.
The galaxy auto power spectrum can be written as usual, to one-loop Pgg(k) = b Each of these contributions are given by (in the following all powers inside integrands are linear)
P b 2 γ 2 (k) = 2K(k − q, q)P (k − q)P (q)d
Pγ 2 γ 2 (k) = 2K(k − q, q) 2 P (k − q)P (q)d
Out of these there are two terms that can be reduced to 1D integrals, they are the propagator-type integrals, 
The term P b2b2 does not go to zero at low-k therefore we renormalize that limit as (McDonald 2006)
which now goes to zero as k 2 . This constant low-k limit enters as an additional shot noise
in practice we marginalize over shot noise for power spectrum analysis (Grieb et al. 2016 ), and we can ignore shot noise renormalization for the two-point function analysis. Similarly, we have to one-loop for the cross spectrum between galaxy fluctuations and velocity divergence that,
and note that P 
APPENDIX B: CONSTRAINTS ON THE ΛCDM PARAMETER SPACE
In this appendix we summarize the constraints on the cosmological parameters of the ΛCDM model analysed in Section 4.2. Table B1 list the 68% confidence limits obtained in this parameter space. The upper section of the table lists the constraints on the main parameters included in the fits, while the lower section contains the results on the parameters derived from the first set.
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