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1. INTRODUCTION 
In [1], the first author has proved some properties of the normal cone to the level set of a quasi- 
convex locally Lipschitz function f on a separable Banach space. He obtained necessary and 
sufficient optimality conditions in quasi-convex programming for such functions f.  We extend 
these results in Sections 2 and 3, respectively, to the case of a lower semicontinuous (lsc) quasi- 
convex function defined on an arbitrary Banach space. 
Hereafter, X denotes a real Banach space, X* its dual, and (.,-) the duality pairing. Also, 
[a,b] = {a + t (b -  a); t e [0,1]} and [a,b[ is the set [a,b]\{b}. The open ball centered at x 
with radius r is denoted by B(x,r). When f : X --~ R U {+c~} is lsc, the Clarke-Rockafellar 
generalized erivative at x in the direction v is defined by 
f / (x ,v )=sup limsup inf t-l[f(y+tu)- f(y)], 
e>0 y-* ix,  tx,~O uEB(v,e) 
where y --*I x means that y --~ x and f(y) -~ f(x). And the Clarke-Rockafellar subdifferential 
of f at x is 
Of(x) = {x* E X* : (x*,v) <_ f / (x ,v ) ,  Vv e X}, 
with the convention that Of(x) is empty if f is not finite at x. 
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We will need the following fundamental lemma, established in a more general form in [2] and 
refined by Luc [3] to the following. 
LEMMA 1.1. Assume that f is lsc and defined on a Banach space X and that f(a) < f(b). Then 
there exists a sequence xn in X converging to some xo E [a, b[ and a sequence x*~ E Of(x,~) such 
X* that for any c = a + t(b - a) with t _> 1 and for every n E N, we have { n, c - xn) > O. 
2. QUASI-CONVEX FUNCTIONS AND 
QUASI-MONOTONE MULTIFUNCTIONS 
We recall the characterization of a quasi-convex function by the quasimonotonicity of its sub- 
differential as in Theorem 3.2 of [3]. 
Indeed, for f : X ~ R U {+co}, denote 
Sf(A) = {x E X : f (x)  < A}. 
f is quasi-convex if and only if S$(A) is a convex set for all A E IR. And a multifunction 
A : X ~ X* is said to be quasi-monotone if for every pair of distinct points x ,y  E X,  the 
following implication holds: 
3x* c A(x) : (x* ,y -  x) > O ~ Vy* E A(y), (y* ,y -  x) > O. 
THEOREM 2.1. (See [3].) Let f : X --* R U {+oo} be an Isc function, f is quasi-convex if and 
only if Of is quasi-monotone. 
For x0 E X,  denote L(xo) = {x E X :  f (x)  = f(x0)}. Then we extend Proposit ion 3.2 in [1]. 
PROPOSITION 2.1. Let f : X --~ R U {+oo} be an lsc quasi-convex function and xo E X such 
that there exists r > 0 with 
0 ¢ Of(x), for all x E B(xo, r) n L(xo). 
Then, we have 
Cl(R+Of(xo)) C N(Sf( f (xo)) ;  xo), 
where N(Sf ( f (xo) ) ;  Xo) is the normal cone to the level set Sf( f (xo))  at Xo. 
PROOF. Arguing by contradiction and without loss of generality, we can suppose that  there is 
x o E Of(xo), such that  ' * • x o ~ N(Sf ( f (xo) ) ;  Xo). Then, there exists xl E Sf( f (xo))  such that  
<x;,xl -x0}  > 0. (1) 
We claim that  f(xo) = f(xx).  Otherwise, by Lemma 1.1 there exists c E [xl,x0[ and two 
sequences Cn --+ c, and c n E Of(c~) with (c~, x0 - cn) > 0. From Theorem 2.1, we can see that 
Of is quasi-monotone. Hence, (x;,xo -c~} >_ O. Then, letting n --+ +oc,  we get (x;,xo -c}  > O, 
and then (x~,xo - xl} _> 0. A contradiction with (1), thus f(xo) = f (x l ) .  Now, set Vxl = {x E 
X : {x;, x -  x0) > 0}. Vxl is an open neighborhood of Xl and using the same arguments as above 
we can check that  xl is a minimum of f in VxI, and that 
:CA = :CO -[- "~(Xl -- :CO) E Vxl and f(xA) = f(xo), for any I E]0, 1[. 
Then, there exists r > 0 and A El0, 1[ such that xj, is a global minimum of f on B(xo, r) N V~. 
Therefore, 0 E Of(xi) ,  which is impossible, l 
We give next a sufficient condition that allows us to obtain the equality in Proposit ion 2.1. 
This gives a geometric interpretation of quasimonotonicity using normal cones to level sets of f .  
PROPOSITION 2.2. Let f : X -~ R U {+oo} be an lse quasi-convex function and x0 E X.  I f  
Of(xo) is nonempty and there ex/sts r > 0 such that 
0 ¢ Of(x), for all x • B(xo, r) n L(x0), 
then, N(S$(f(xo)) ;  xo) = Cl(]R+Of(zo)). 
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PROOF. From Proposit ion 4 of [4], we have 
{v e X :  . f / (x0 ,v )  _< O} C T(Sf ( f (xo)) ; : ro) ,  
where T(Sf ( f (xo) ) ;  xo) is the tangent cone of Sf(f(a'o)) at :r0. Then, we get 
{v E X : (x*,v) _< 0, Vx* E Cl(R+0f(:r0))} C T(Sf( f (xo)) ;x , , ) .  
Hence, by the bipolar theorem one has 
Cl(R+Of(xo)) D N(Sf ( f (xo) ) ;  x0). 
And by the former proposition, we have the equality. | 
Consider the mult i function F : X = X*, F(x) = N(df ( f (x ) ) ;x ) .  We have the following 
proposit ion. 
PROPOSITION 2.3. Let f : X -+ RU {+oo} be an lsc such that Of(x) is nonempO." and (} ~ Of(x)  
for a11 x E X.  I f  f is quasi-convex, then the multiflmction F is quasi-monotone. 
PROOF. By Proposit ion 2.2, N(S I ( f (x ) ) ;  x) = Cl(R+/).f(x)). Since f is quasi-conw, x, 1,5 The- 
orem 2.1, Of is quasi-monotone, and hence, x ~-, R+Of(.r) is quasi-monotone. Therefore, its 
closure is quasi-monotone, and we conclude then that  F is also qu~si-inonotone. | 
3. OPT IMAL ITY  CONDIT IONS AND 
VARIAT IONAL INEQUAL IT IES  
We will exploit some abstract  variational inequalities from [1] to give conditions of opt imal i ty 
in nonlinear programming and necessary and sufficient conditions in quasi-convex programming.  
Let F be a nmltifunction from X to X*, S asubset  of X, and :? ¢ S. According to [11, F 
satisfies the variational inequality (D) if and only if 
Vx E S, (7(x), x - ,~} >_ 0, V=.(x) ~ C(,,'). (D) 
Using (D), we will give a sufficient opt imal i ty condition for an lsc functional, extending what was 
done in [1] for locally Lipschitz functions. Indeed, let f : X + R U {+oc} be an lsc. and consider 
the nonlinear program 
rnin f (x) .  ('P) 
mE S 
Then, if N is a convex open neighborhood of x, we have the following. 
PROPOSITION 3.1. I f  Of satisfies (D), the following assertions hold. 
(i) I f  S = X ,  then ~ is a global minimum of f .  
(ii) I f  S = N,  then 2 is a local minimum of f . 
PROOF. It is enough to prove (ii). If by contradiction ~ is not a solution of (7)), then there exists 
x E S such that  f (x )  < f(~).  By Lemma 1.1, there are c E [x. ~'[, c,~ ---+ c, and ('; E i)f(c,,) with 
( ( ,~ ,d -cn)  >0foranyd=x+t(~-x)  wheret>_ 1. 
Since S is a convex open neighborhood of 2, then Ix, ~] C S and for n large enough c,, ¢ H. 
For d = ~, we have (G*~,,~ - c~) > 0, which contradicts inequality (D). Thus . . ?  is a local 
nf inimum of .f. | 
Consider now the quasi-convex minimization problem 
rain f (x ) ,  (Q) 
.rES 
where f : X --+ R U {+oc} is allowed to be lsc and quasi-convex. Let 2 and N as abow< Then a 
necessary and sufficient condition to obtain a solution of (.Q) is given. 
I'IIP3OREM 3.1. I f  S = N or S = X ,  then tlie tbllo~iny; assortions are equivalent: 
(i) ~ is an optimal solution of (Q), 
(ii) Of satisfies (D). 
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PROOF. (ii) ==~ (i) is obtained by Proposition 3.1. For (i) ==~ (ii), assume that 2 is a strict 
minimum of (Q). Then for all x E S such that x # 2, we have f(x) > f(2). According to 
Lemma 1.1, there are c E [2, x[, c~ --* c, and c~ C Of(c,~) such that <Cn,d - Cn) > 0 for all 
d = ~ + t (x -  2) where t > 1. 
For d = x, we obtain that 
<cL z - > 0. 
Since f is quasi-convex, by Theorem 2.1, Of is quasi-monotone. Then 
(x*, x - 2) > 0, for all x* C Of(x). 
Hence, Of satisfies the variational inequality (D). 
Suppose that 2 is not a strict minimum of (Q) and consider the function h defined by 
h(x) = { ~',max{f(x)' f(2)}, forf°r xX =¢ 2,2' (2) 
where u < f(2). We check easily that h is lsc, quasi-convex, and that 2 is a strict local minimum 
of h. Then, we have 
Vx¢2,  (x* ,x -  2) > O, Vx* c Oh(x). 
Since Of(x) depends only on the values of f in some neighborhood of x, Of(x) = Oh(x). I 
When 0 e int(0f(2)), the interior of Of(2), we get as in [1] a more precise result. 
PROPOSITION 3.2. IfO E int(0f(~)), then Of satisfies the variational inequality (D) on the whole 
space X and • is an optimal solution of(Q) with S = X. Moreover, 5c is a global minimum of f .  
PROOF. Assume that 0 E int(Of(x)), then 
3 e > 0 such that Bx* (0, e) C Of(x). 
Let d E X\{O}. By the open mapping theorem, we have 
(Bx* (0, e), d) C (Of(x), d). 
Since f is quasi-convex, Of is quasi-monotone. By Definition 2.1 of [1], the multifunction Ofx,d 
defined by 
Ofx,d(A) = (Of(z + Ad), d) 
is quasi-monotone. And then (Ad, Of(x + Ad)) C R+, for all A c R and d E X\(0}.  Thus, Of 
satisfies (D). I 
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