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Resumen
Una serie de temporal es estacionaria si conserva sus descriptores constantes a lo largo del
tiempo. Por lo cual, los modelos y análisis de series temporales clásicos basan sus modelos en
procesos estocásticos que necesitan de manera indispensable que las series sean estacionarias.
Sin embargo, la mayoŕıa de los fenómenos de la vida real se caracterizan por dinámicas
dependientes del tiempo, por lo cual no son estacionarias. Debido a esto, se han creado
diferentes metodoloǵıas para el análisis efectivo de estas señales, ya que requieren métodos de
representación apropiados capaces de describir con precisión la dinámica de la señal mientras
evoluciona en el tiempo. Además, estudios anteriores han demostrado que los métodos de
análisis clásicos de tiempo y frecuencia no pueden representar efectivamente las caracteŕısticas
de las señales, ya que los espectros de las de las mismas vaŕıan con el tiempo. Por esta razón,
se han presentado nuevos métodos de análisis como la entroṕıa, los cuales se enfocan en
modelar las caracteŕısticas que son capaz de medir la aleatoriedad y las dinámicas no lineales
existentes en series de tiempo no estacionarias.
Las mediciones basadas en entroṕıa se usaron en un principio para cuantificar la cantidad
de información generada por un sistema, pero en la actualidad se han creado variaciones que
permiten caracterizar la complejidad del mismo. Además, sirven para revelar anormalidades
que no son detectables para los estad́ısticos tradicionales, ya que de otra forma no serian
aparentes. En este trabajo, se propone una metodoloǵıa clasificación de señales no estacio-
narias basada en una caracterización de medidas de Entroṕıa de Permutación Multiescalar
(MPE), las cuales permiten detectar las dinámicas no lineales de series de tiempo. Además,
la caracterización se combina con diferentes técnicas de selección de caracteŕısticas y cla-
sificadores automáticos. Lo anterior se quiere lograr con la implementación de la MPE la
cual maneja parámetros de retardo y dimensión para identificar comportamientos intŕınsecos
de las señales, con el objetivo de lograr un nivel de separabilidad que permita implementar
clasificadores de bajo consumo computacional sin afectar la precisión.
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El desempeño de la metodoloǵıa se evalúa con diferentes bases de datos que contienen señales
no estacionarias de diferentes naturalezas como electroencefalogramas y vibraciones mecáni-
cas. Los resultados se comparan con metodoloǵıas del estado del arte usando métricas de
validación como precisión. Esta investigación demuestra que la MPE es un método de ca-
racterización apto para identificar dinámicas no lineales de señales no estacionarias y es
equiparable a las establecidas en la literatura para procesos de clasificación.
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Abstract
Most real-life systems are characterized by time-dependent dynamics, while their resulting
dynamic response is not stationary. Due to this, different methodologies have been created for
the effective analysis of these signals, since they require appropriate representation methods
capable of accurately describing the dynamics of the signal as it evolves over time. In addition,
previous studies have shown that classical methods of time and frequency analysis can not
effectively represent the characteristics of the signals, since the spectra of the signals vary with
time. Therefore, new methods of analysis such as entropy have been presented, which focus
on modeling the characteristics that are capable of measuring randomness and the nonlinear
dynamics existing in non-stationary time series. Entropies were initially used to quantify the
amount of information generated by a system, but variations have been created to characterize
the complexity of the system. In addition, they serve to reveal abnormalities that are not
detectable for traditional statistics, since otherwise they would not be apparent. In this paper,
we propose a non-stationary signal classification methodology based on a characterization
of Multiscalar Permutation Entropy (MPE) measurements, which allow detecting the non-
linear dynamics of time series. In addition, the characterization is combined with different
characteristics selection techniques and automatic classifiers. The work is to be achieved with
the implementation of the MPE which handles delay and dimension parameters to identify
intrinsic behavior of the signals, with the aim of achieving a level of separability that allows
the implementation of low computational consumption classifiers without affecting accuracy.
The performance of the methodology is evaluated with different databases that contain non-
stationary signals from different disciplines such as electroencephalograms and mechanical
vibrations. The results are compared with state of the art methodologies using validation
metrics such as accuracy and kappa coefficient. This research demonstrates that the MPE is
a feasible characterization method to identify non-linear dynamics of non-stationary signals
and surpasses those established when using it in classification processes.
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1. Planteamiento del problema
El Procesamiento de Señales (PS) trata la representación, transformación y manipulación de
señales a la vez que pretende revelar información relevante contenida en ellas [Platero, 1999].
El PS se encuentra presente en una gran gama de aplicaciones tecnológicas usadas en un
inmenso conjunto de disciplinas entre las que se encuentran medicina, telecomunicaciones,
exploración espacial, entre otras. En la actualidad, el PS cobra incluso mayor importancia
puesto que d́ıa a d́ıa se hace más necesaria la interacción entre los usuarios y los sistemas
encargados de procesar información. El PS puede aplicarse a señales tanto analógicas como
digitales pero con la diferencia del sistema con que se procesan. El Procesamiento de Señales
Analógicas (ASP) se realiza mediante circuitos electrónicos, mientras que el Procesamiento
de Señales Digitales (DSP) se realiza mediante un algoritmo en un computador [Vignolo,
2008]. En las últimas décadas se ha producido una migración cada vez mayor desde el ASP
hacia DSP gracias a los enormes avances computacionales. Al mismo tiempo, han surgido
muchas aplicaciones y técnicas nuevas, que nunca existieron en el mundo análogo.
Tanto las señales digitales como análogas se deben aśı misma una división natural en las cate-
goŕıas de estacionarias y no estacionarias. La principal diferencia entre las mismas radica en
que las señales estacionarias mantienen constantes sus parámetros estad́ısticos sobre tiempo.
Además, las señales no estacionarias poseen una gran cantidad de caracteŕısticas y dinámicas
no lineales, por lo cual se han desarrollado una serie de técnicas de DSP para analizarlas. Un
primer enfoque y aun muy utilizado se basa en el análisis caracteŕısticas temporales y espec-
trales [Hugh et al., 1995] [Heng et al., 1998]. Sin embargo, los análisis en dominios tiempo,
frecuencia y tiempo-frecuencia se ven seriamente afectados por la longitud de las señales y la
frecuencia de muestreo de la captura [Wei et al., 2017]. Para solucionar este problema otro
enfoque se ha presentado en los últimos años, el cual está basado en entroṕıas de diferentes
naturalezas, como lo son la Entroṕıa Simple (ApEn) [Jenifer et al., 2000], Entroṕıa Aproxi-
mada (SampEn) [Pincus, 1991], Entroṕıa Multiescalar (MSE) [Costa et al., 2001], Entroṕıa
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de Permutación (PE) [Bandt and Pompe, 2002] y la Entroṕıa de Permutación Multiescalar
(MPE) [Aziz et al., 2005]. Todas las anteriormente mencionadas se han usado con éxito para
la caracterización de señales de diferentes naturaleza. Por ejemplo, en [Jenifer et al., 2000] se
utiliza la ApEn para el diagnóstico y monitoreo cĺınico de señales fisiológicas. En [Ke et al.,
2018] se usa la PE para la clasificación de pacientes a partir de señales EEG. Por último,
en [Zheng et al., 2018] y [Costa et al., 2001] usan la MPE y la MSE para la identificación
y diagnóstico de fallas en sistemas de rodamiento a partir de señales de vibración. Cabe
resaltar que, la MPE es una evolución de la MSE y la PE ya que da una medida mucho más
completa de los parámetros dinámicos no lineales de un sistema. Lo anterior se basa en que,
la MPE incluye una combinación de diferentes escalas y retardos de tiempo, lo cual identifica
particularidades no perceptibles para otras entroṕıas [Aziz et al., 2005]. Todos los enfoques
mencionados conllevan una gran cantidad de caracteŕısticas las cuales contienen información
del sistema que se está analizando. Sin embargo, al momento de clasificar muchas de estas
caracteŕısticas pueden ser redundantes o poco relevantes, lo cual hace que resulte más dif́ıcil
detectar patrones significativos y aumente el tiempo de procesamiento. Para solucionar dicho
problema, se implementan técnicas de selección de caracteŕısticas, las cuales alteran el orden
de las caracteŕısticas mejorando la calidad y eficiencia del modelo. En las aplicaciones de
DSP, se usan generalmente técnicas como Varianza basada en Análisis de Relevancia (VRA)
[Zheng et al., 2018], Laplacian Score(LS) [Daza et al., 2009] y Relief (REL) [Wei et al., 2017].
Gracias a las técnicas de selección caracteŕısticas, el DSP obtiene una mejora en una de sus
principales aplicaciones que se basa en la clasificación basada en aprendizaje de máquina.
Para la clasificación se usan generalmente Máquinas de Soporte Vectorial Múltiple (SVMM)
[Zheng et al., 2018] [Zhang et al., 2015] [Minghong and Jiali, 2015] [Zheng et al., 2013],
Cadenas Ocultas de Markov (HMM) [Yuwono and Qin, 2016] y Redes Neuronales (ANN)
[Muruganatham et al., 2013] [Jaouherl et al., 2015] [William and Hoffman, 2011]. Sin em-
bargo, estos clasificadores poseen un grado elevado de complejidad, tiempo de ejecución y
parámetros iniciales que deben optimizarse. Pocos trabajos han intentado explotar el poten-
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cial de clasificadores convencionales menos complejos, tales como K-Vecinos mas Cercanos
(KNN) [Liang et al., 2016], [Vencalek and Pokotylo, 2018], Árboles de decisión (TREE),
[Penny et al., 2017] o Naive Bayes (BAYES) [Vencalek and Pokotylo, 2018].
De lo anterior se puede concluir que los métodos clásicos de procesamiento de señales se han
quedado cortos para analizar señales no estacionarias, por lo cual las entroṕıas se han pre-
sentado como una buena alternativa. Además, no se ha intentado combinar las mediciones de
entroṕıa con técnicas de selección de caracteŕısticas y clasificadores supervisados de bajo cos-
to computacional para solucionar problemas de clasificación. Por lo cual, se crea la pregunta
de investigación: ¿Que implicaŕıa el desarrollo de una metodoloǵıa para la caracterización
y clasificación de señales no estacionarias usando mediciones de Entroṕıa de Permutación
Multiescalar?
Mej́ıa-Hernández, Juan Camilo 12
Justificación
2. Justificación
A continuación, se presenta la relevancia de este trabajo comenzando en la sección 2.1, donde
se expresa la importancia en cuanto al procesamiento de señales. Luego, la sección 2.2 y 2.3
dan a conocer el impacto y la viabilidad de esta investigación respectivamente.
2.1. Procesamiento de señales
Gran parte de la tecnoloǵıa que utilizamos y confiamos en nuestra vida cotidiana (compu-
tadoras, radios, video, teléfonos celulares) basan su funcionamiento en el Procesamiento de
Señales (PS). El PS es una rama de la ingenieŕıa eléctrica que modela y analiza las repre-
sentaciones de datos de eventos f́ısicos [Goldsworthy, 2019]. Actualmente, el PS es una parte
esencial del Aprendizaje de Máquina (AP) donde se busca construir sistemas autónomos
que cambien su comportamiento dependiendo de su entorno. Muchas metodoloǵıas de PS
se aplican en el ámbito del AP, ayudando en problemas de análisis de señales principal-
mente mediante clasificaciones o regresiones. El proceso de clasificación mediante PS es una
aplicación que se ha usado exitosamente en casi todos los campos de la ciencia, mediante
caracterizaciones realizadas con diferentes enfoques como tiempo, frecuencia, entroṕıas, en-
tre otros. Espećıficamente, las mediciones de entroṕıa han ayudado a resolver problemas en
campos como metaf́ısica o economı́a [Mesquita et al., 2004], procesamiento de lenguaje natu-
ral [Berger et al., 1996], alineamiento de imágenes médicas [Studholme et al., 1999], análisis
polifacético (f́ısica, qúımica y bioloǵıa) [Martyushev and Seleznev, 2006], estimaciones finan-
cieras [Pengbo et al., 2017], estudios descriptivos en sistemas dinámicos [Bandt and Pompe,
2002], diagnóstico y monitoreo cĺınico de señales fisiológicas [Jenifer et al., 2000] clasificación
de pacientes a partir de señales EEG [Costa et al., 2001] e identificación y diagnóstico de
fallas en sistemas de rodamiento [Zheng et al., 2018].
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2.2. Viabilidad
La caracterización de señales es una etapa cŕıtica para procesos de clasificación, ya que se
debe garantizar la dispersión y separación de los datos. Los métodos clásicos para caracterizar
señales pueden ser insuficientes para resolver los retos que han surgido en la actualidad, espe-
cialmente por las dinámicas no lineales que presentan los fenómenos que se quieren estudiar.
Muchos esfuerzos se han desarrollado en la actualidad para mejorar los enfoques clásicos de
procesamiento de señales y adaptarlos a diferentes dominios, como los trabajos presentados
por: Zhang [2019], Shai et al. [2019], Sohail et al. [2018]. Sin embargo, se hace necesario
mejorar los sistemas de adquisición, puesto que son muy sensibles a parámetros de captura.
Estudios recientes han buscado métodos de análisis más completos y adaptables a cualquier
tipo de datos, como el desarrollado en [Seung et al., 2019] en donde se propone un esquema de
análisis que se ha aplicado a señales de electroencefalogramas y electrocardiogramas. Aunque
el método propuesto ofrece resultados más precisos que los obtenidos con métodos clásicos,
existe un caso particular donde ninguno de los métodos propuestos permite obtener resulta-
dos satisfactorios. Este caso se refiere a señales que son no estacionarios, es decir, aquellos en
donde las propiedades de las señales cambian de manera abrupta sobre el espacio. En parti-
cular, en las entroṕıas básicas, la caracterización de las señales solo pueden hacerse en una
escala y sin combinaciones que permitan descifrar comportamientos at́ıpicos no perceptibles.
El enfoque del método propuesto en este trabajo está orientado al uso de una entroṕıa que
puede configurar su escala y añadir retardos para la identificación de dinámicas no lineales,
la cual se complementa con algoritmos de AP para ser adaptable a cualquier señal.
2.3. Impacto
Con el desarrollo de este trabajo de investigación, se busca contribuir con las metodoloǵıas
orientadas a la caracterización y clasificación de señales no estacionarias de diferentes campos
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de la ciencia. Los clasificadores usados en este tipo de metodoloǵıas poseen una gran comple-
jidad matemática y un alto tiempo de ejecución, sin contar los problemas básicos de sobre
entrenamiento y falta de independencia de los datos [Martyushev and Seleznev, 2006]. Tam-
bién, se debe resaltar que las metodoloǵıas de análisis clásico dependen de parámetros como
la longitud de las señales, frecuencias de muestreo y resolución, lo cual aumenta los costos de
los sistemas de adquisición. El principal aporte de este trabajo es la implementación de un
método de caracterización basado en Entroṕıas de Permutación Multiescalar para señales no
estacionarias, el cual permite analizarlas a un nivel bastante profundo dificilmente alcanzado
con otro método. Además, este se combina con diferentes técnicas de selección de caracteŕısti-
cas y algoritmos de clasificación, lo cual permite no solo optimizar el proceso sino asegurar
la robustez de la metodoloǵıa de análisis de datos. Se espera que los resultados encontrados
verifiquen la hipótesis de la adaptabilidad de la metodoloǵıa, logrando consolidar un sistema
que se pueda aplicar a áreas como la medicina, mecánica, multimedia y telecomunicaciones
[Zheng et al., 2018].




Desarrollar una metodoloǵıa para la caracterización y clasificación de señales no estacionarias
a partir de mediciones de Entroṕıa de Permutación Multiescalar.
3.2. Objetivos Espećıficos
Implementar un método de caracterización basado en mediciones de Entroṕıa de Per-
mutación Multiescalar, con el fin de identificar la dinámica no lineal de señales no
estacionarias.
Emplear diferentes técnicas de selección de caracteŕısticas establecidas en la literatura,
para mejorar la eficiencia y eficacia de la metodoloǵıa propuesta.
Aplicar múltiples estrategias de aprendizaje de máquina que sean capaces de identificar
las clases a partir de los métodos de caracterización estudiados en el primer objetivo
espećıfico.
Realizar una validación de la metodoloǵıa propuesta mediante la comparación cuanti-
tativa de los resultados experimentales y los establecidos en la literatura.
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A continuación, se presentan algunos conceptos necesarios para desarrollar la metodoloǵıa
para la caracterización y clasificación de señales no estacionarias usando mediciones de En-
troṕıa de Permutación Multiescalar propuesta en este trabajo. La sección 4.1 da una corta
explicación de lo que son las señales no estacionarias. La sección 4.2 presenta una breve
descripción de los principios y variaciones de las medidas de entroṕıa que se usan en el proce-
samiento de señales. La sección 4.3 presenta algunas técnicas de selección de caracteŕısticas
aplicadas al campo del procesamiento de señales. Finalmente, la sección 4.4 permite dar un
vistazo a los clasificadores basados en algoritmos de aprendizaje de máquina.
4.1. Señales no estacionarias
Una señal es una cantidad f́ısica que se puede medir y en el procesamiento de señales se
le conoce como serie de tiempo. Una serie de tiempo se produce a partir de un sistema y
dependiendo de su naturaleza se clasifica en varios tipos, según algún criterio. Algunas de las
clasificaciones incluyen continuo y discreto, periódico y aperiódico, determinista y aleatorio,
estacionario y no estacionario, entre otras. Espećıficamente, una serie de tiempo estacionaria
es aquella cuyas propiedades no dependen del momento en que se observa, es decir que las
series temporales con tendencias a la estacionalidad (variación del periodo), no son estacio-
narias: la tendencia y la estacionalidad afectarán el valor de la serie de tiempo en diferentes
momentos. Por otro lado, una serie de ruido blanco es estacionaria: no importa cuando la
observe, debeŕıa verse muy similar en cualquier momento. Algunos casos pueden ser confu-
sos: una serie temporal con comportamiento ćıclico (pero sin tendencia ni estacionalidad) es
estacionaria. Esto se debe a que los ciclos no son de una longitud fija, por lo tanto, antes de
observar la serie, no podemos estar seguros de dónde estarán los picos y valles de los ciclos. En
general, una serie de tiempo estacionaria no tendrá patrones predecibles a largo plazo, por lo
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cual son más fáciles de analizar. Sin embargo, pocos fenómenos se pueden representan en este
tipo de series, tales como los procesos económicos, acústicos, geof́ısicos, biológicas, fisiológi-
cas, etc. Existen diferentes pruebas para comprobar si una seria de tiempo es estacionaria y
se pueden agrupar en dos enfoques. El primer enfoque utiliza una hipótesis nula de que la
serie temporal observable estacionaria en torno a una tendencia determinista, la prueba más
usada es la deKwiatkowski−Phillips−Schmidt−Shin(KPSS) [Chen and Pun, 2019]. El
segundo enfoque es basado en soluciones de ráız unitaria y su función es encontrar las ráıces
de la ecuación caracteŕıstica de la serie, las pruebas más usadas son Dickey − Fuller(DF )
[Arvanitis, 2017] y Phillips− Perron(PP ) [Escobari et al., 2017].
4.2. Mediciones de entroṕıa
La entroṕıa es una poderosa herramienta capaz de medir la irregularidad e incertidumbre en-
tre el conocimiento predictivo y las series temporales dadas [Yimei et al., 2019]. Debido a esto,
las mediciones de entroṕıa se han ido posicionando como una fuerte y adaptable herramienta
para caracterizar series de tiempo que posean dinámicas dif́ıciles de identificar. Gracias a
sus cualidades, las mediciones de entroṕıa se han usado en diferentes campos especializados
de la ciencia como procesamiento de lenguaje natural [Berger et al., 1996], alineamiento de
imágenes médicas [Studholme et al., 1999], análisis polifacético (f́ısica, qúımica y bioloǵıa)
[Martyushev and Seleznev, 2006], estimaciones financieras [Pengbo et al., 2017], entre otros.
Sin embargo, las necesidades de análisis han evolucionado y aśı mismo lo ha hecho la en-
troṕıa, creándose diferentes variaciones de la misma. Una de las variaciones de la entroṕıa
más importante es la Entroṕıa de Permutación (PE) [Bandt and Pompe, 2002], la cual basa
su análisis en la comparación de elementos conjuntos para ayudar a reducir los efectos del
ruido externo. La PE, a su vez fue la predecesora de mediciones de entroṕıa ampliamente
utilizadas como lo son Entroṕıa Aproximada (ApEN) usada principalmente en fisioloǵıa [Pin-
cus, 1991] y su predecesora la Entroṕıa Simple [Jenifer et al., 2000] usada para análisis de
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grandes volúmenes de datos.
Otra variación importante es la Entroṕıa Multiescalar (MSE), la cual introduce el parámetro
de escala para poder realizar un análisis más completo y fue desarrollado para examinar
señales de electrocardiogramas [Costa et al., 2001]. Por último, trabajos recientes unieron
las cualidades de la MSE y la PE creando la Entroṕıa de Permutación Multiescalar (MPE),
la cual combina parámetros de escala y retardo para analizar las señales. La MPE es usa-
da principalmente para clasificar señales de electroencefalogramas [Gaoxiang et al., 2013] e
identificación de fallos en sistemas de rodamiento [Zheng et al., 2018], sin embargo dichos
autores no vaŕıan la escala y retardo. Lo anterior, permite entender la MPE como un método
de análisis completo, adaptable y fiable para señales de diferentes campos que se caracterizan
por tener dinámicas no lineales.
4.3. Selección de caracteŕısticas
Las técnicas de selección y extracción de caracteŕısticas son usadas en todo tipo de Proce-
samiento de Señales (PS), puesto que conlleva beneficios como facilidad de visualización y
entendimiento, reducción de requisitos de medición y almacenamiento, reducción de tiempos
de entrenamiento y utilización, mejoramiento de rendimiento y predicción en casos de cla-
sificación [Guyon et al., 2003]. Las técnicas de selección de caracteŕısticas más usadas en el
PS son Relief [Sikonja and Kononenko, 2003], Laplacian Score [Zheng et al., 2018], Varian-
za basada en análisis de relevancia [Daza et al., 2009], Factorización de matriz no negativa
[Liang et al., 2016], Ranking de auto-peso [Wei et al., 2017] y Ranking de peso por Distancia
[Yang et al., 2004].
Mej́ıa-Hernández, Juan Camilo 19
4.4 Clasificadores basados en aprendizaje de máquina
4.4. Clasificadores basados en aprendizaje de máquina
Los algoritmos de aprendizaje automático se pueden dividir en tres grandes categoŕıas: apren-
dizaje supervisado, aprendizaje no supervisado y aprendizaje de refuerzo. El aprendizaje
supervisado es útil en los casos en que una propiedad (etiqueta) está disponible para un
determinado conjunto de datos (conjunto de entrenamiento), pero debe predecirse para otras
instancias. El aprendizaje no supervisado es útil en los casos en que el desaf́ıo consiste en
descubrir relaciones impĺıcitas en un conjunto de datos no etiquetado (los elementos no están
asignados previamente). El aprendizaje de refuerzo cae entre estos dos extremos: hay alguna
forma de retroalimentación disponible para cada paso o acción predictiva, pero no hay eti-
queta precisa o mensaje de error. Los clasificadores supervisados que destacan en el PS son
K-Vecinos más Cercanos [Philip et al., 2018], Naive Bayes [Vencalek and Pokotylo, 2018],
Árboles de Decisión [Penny et al., 2017] y Máquinas de Soporte Vectorial [Yang et al., 2004].
Mej́ıa-Hernández, Juan Camilo 20
Materiales y métodos
5. Materiales y métodos
A continuación, se presentan los conceptos matemáticos y especificaciones de todos los ma-
teriales y métodos usados en el marco del desarrollo de esta investigación. Espećıficamente,
en la sección 5.1 se puede apreciar una descripción matemática y un ejemplo claro de la
MPE. En la sección 5.2 se explican los conceptos matemáticos de las técnicas de selección de
caracteŕısticas usadas. Luego, en la sección 5.3 se detallan los clasificadores implementados
en este trabajo. Por último, las bases de datos para confirmar la eficacia de la metodoloǵıa
planteada pueden ser encontradas en la sección 5.4.
5.1. Entroṕıa de Permutación Multiescalar
La entroṕıa se define como una cantidad f́ısica capaz de interpretar el desorden, información
positiva, falta de información o ignorancia, entre otros [Brissaud, 2005]. Gracias a esto, la
entroṕıa se considera una cantidad fundamental de la f́ısica moderna y aparece en áreas tan
diversas como la bioloǵıa, metaf́ısica o economı́a [Mesquita et al., 2004]. Espećıficamente,
cuando se trata de contenido de información, la entroṕıa de Shannon a menudo se considera
la fundamental y la más natural [Zanin et al., 2012] y se ha usado en la caracterización de
gran variedad de sistemas. Sin embargo, la entroṕıa de Shannon es muy sensible a condiciones
como la estacionaridad, la longitud de las series temporales, la variación de los parámetros,
el nivel de contaminación por ruido, entre otros [Zanin et al., 2012]. Para sobrellevar este
problema se han desarrollado multiples variaciones de la entroṕıa de Shannon como la En-
troṕıa Multiescalar (MSE), Entroṕıa de Permutación (PE) y la Entroṕıa de Permutación
Multiescalar (MPE).
La MSE es una técnica de análisis aplicable a series de tiempo biológicas en especial de
control fisiológico [Costa et al., 2001]. La PE ha sido ampliamente utilizada en aplicaciones
de ingenieŕıa, especialmente en el análisis de propiedades estad́ısticas para el desarrollo de
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estudios descriptivos en sistemas dinámicos [Bandt and Pompe, 2002]. Por último, la MPE
es una optimización de la PE al combinarla con la MSE, la cual se usa como medida para
detectar los cambios dinámicos de las series de tiempo y se basa en la comparación de los
valores vecinos sin tener en cuenta el tamaño de los valores y, por lo tanto, tiene un cálculo
simple y rápido [Yinhe et al., 2004]. Debido a esto, la MPE se posiciona como herramienta
particularmente útil y robusta en presencia de ruido dinámico y su definición empieza desde




p(xi) ln p(xi) (1)
Donde xi ∈ R y p(xi) es la probabilidad marginal del valor xi sobre toda la serie de tiempo.
Las entroṕıas son una medida de información por lo cual se ve como la sumatoria de la
probabilidad marginal de cada punto multiplicado con el logaritmo natural de cada proba-
bilidad. El logaritmo natural se implementa con el objetivo de darle mayor peso a las bajas
probabilidades, debido a que los valores que menos se repiten son los que más información
conllevan. Ahora, si se considera una serie de tiempo [xt]
T
t=1, donde T es la longitud de la
misma, ésta se puede representar con un retardo de tiempo y dimensión, como lo muestra la
ecuación 2:
Xm,τj = xj, xj+τ , ..., xj+(m−1)τ (2)
Donde m es la dimensión, τ el retardo y j = 1, 2, ..., T − (m − 1)τ es la nueva longitud
en términos del retardo y dimensión. Con el objetivo de encontrar información oculta en
las series de tiempo se busca revisar múltiples combinaciones de la misma, debido a eso se
pasa de un espacio de caracteŕısticas a un espacio de permutaciones. El proceso comienza
haciendo un truncamiento de la serie de tiempo en N = T − (m − 1)τ diferentes vectores.
A cada vector se le realiza el cálculo de la Entroṕıa de Shannon pero representada en un




, aśı como lo
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muestra la ecuación 3.
H(m, τ) = −
∑
i:πm,τi ∈
∏ p(πm,τi ) ln p(πm,τi ) (3)
En la ecuación 3, se puede apreciar el cambio del espacio de caracteŕısticas al de permuta-








Donde 1A(u) = 1 si u ∈ A y 1A(u) = 0 si u 6∈ A. La MPE puede tomar valores entre los rangos
[0,ln(m!)] y es invariante bajo transformaciones monotónicas no lineales (reordenamiento de
la señal). En conclusión, la MPE realiza N combinaciones posibles de la serie de tiempo y
calcula una probabilidad marginal de un punto sobre todas las permutaciones posibles de la
escala. La operación logaŕıtmica opaca elementos de las series que se repitan y realza los que
no. Lo anterior es la base de la entroṕıa misma, la cual supone que los elementos at́ıpicos son
los que más información contienen.
A continuación se da un ejemplo claro de cómo funciona la MPE. Sea x() el siguiente vector
finito, cuyos elementos pertenecen a los números reales:
x = (4, 7, 9, 10, 6, 11, 3)
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Ahora, existen 6, es decir 3! posibles permutaciones de dimensión 3, las cuales se denotan
como π012, π021, π102, π120, π201, y π210 respectivamente. Luego, se busca verificar a qué
permutación pertenece cada uno los espacios truncados. Lo anterior se realiza organizando
de menor a mayor los componentes del espacio. Dicho procedimiento se puede apreciar a
continuación usando como ejemplo el espacio x34.
P → 0 1 2
E → 10 6 11
→ Reorganizando→
NP → 1 0 2
NE → 6 10 11
Donde P es la posición que ocupan los componentes, E es el espacio truncado, el cual se
reorganiza de menor a mayor generando un nuevo espacio NE con unas nuevas posiciones
NP . La nuevas posiciones NP se buscan dentro de las posibles permutaciones. Por lo cual, los
espacios truncados x31 y x
3
2 pertenecen a la permutación π012, el espacio x
3
4 a la permutación




5 pertenecen a la permutación π201. Por lo tanto, la




, p(π021) = 0, p(π102) =
1
5
, p(π120) = 0, p(π201) =
2
5
, p(π210) = 0. (5)
La MPE de m = 3 y τ = 1 para el vector x se calcula como lo muestra la ecuación 6.















) ≈ 1,0549 (6)
5.1.1. MPE en el procesamiento de señales
La MPE define su complejidad dependiendo de N , la cual a su vez depende directamente de
m y τ . Para la elección de dichos parámetros se tienen en cuenta las caracteŕısticas intŕınsecas
de las señales. Si los valores son demasiado pequeños, el valor N es igual a la longitud y no
se logran las combinaciones necesarias para que las caracteŕısticas no lineales de las señales
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se analicen de manera efectiva. Pero si los parámetros son demasiado grandes, se eliminará
información útil que dará como resultado una falla en el análisis. En la literatura es habitual
definir estos m = 3 y τ = 1 para diferentes señales [Zheng et al., 2018], lo cual lo realizan
debido a que trabajan con señales de una sola disciplina. Por otro lado si se desea trabajar
con diferentes tipos de señales se debe realizar experimentos variando dichos parámetros.
Para elegir los intervalos de dichos parámetros, se creó una señal artificial de 1000 muestras
con una media de 1 y varianza de 0.5. A dicha señal se le calculó la MPE con valores de m
y τ de 1 hasta 10 y los resultados se pueden apreciar en la figura 1.






















Figura 1: Variación de la MPE variando m y τ .
Los valores de la MPE para m = 1 son 0 debido a que los rangos deben estar entre 0 y ln(1!),
lo cual es 0. Además, cuando m > 8 los valores de la MPE tienden a no presentar cambios
y por lo tanto a no aportar información, lo cual ocurre debido a que N es reducido y no se
va tener información nueva. Por último, los valores de τ se estabilizan después de 4 debido
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a que la varianza es baja, aunque afectan de igual medida el valor de N , por lo cual se deja
establecida en el mismo nivel m. En conclusión, la metodoloǵıa propuesta usa mediciones de
MPE con valores de m que vaŕıan de 2 a 8 y valores de τ de 1 a 8.
5.2. Técnicas de selección de caracteŕısticas
Las técnicas de selección de caracteŕısticas (TSC) se han convertido en una pieza funda-
mental de todos los algoritmos de aprendizaje de máquina. Las TSC son una combinación
de estrategias para la búsqueda óptima de conjuntos o subconjuntos de caracteŕısticas que
permiten mejorar la eficacia y eficiencia de los algoritmos. Las TSC basan su funcionamiento
en los siguientes aspectos:
Reorganizar y seleccionar las caracteŕısticas por relevancia para ahorrar tiempo y me-
moria.
Mejorar la precisión de los algoritmos a través de representaciones más estables, dismi-
nuyendo la posibilidad de sobre entrenamiento.
Facilitar la visualización y comprensión de los datos reduciendo la dimensionalidad.
A continuación se explicarán y detallarán matemáticamente las 6 diferentes TSC que se
implementan en el marco de este proyecto.
5.2.1. Análisis de relevancia basado en varianza (VRA)
Se basa en el Análisis de Componentes Principales (PCA) y es una técnica utilizada para
describir un conjunto de datos en términos de nuevas variables (“componentes”) no correla-
cionadas. Los componentes se ordenan por la cantidad de varianza original que describen, por
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lo que la técnica es útil para reducir la dimensionalidad de un conjunto de datos [Daza et al.,
2009]. Su implementación comienza con la suposición de un vector aleatorio x = [x1, x2, ..., xp],








Para una matriz simétrica, como la matriz de covarianza, es posible calcular una base orto-
gonal dada por sus valores propios λj y vectores propios. La nueva base ortogonal se crea con
el primer vector propio que apunta a la dirección de la mayor varianza de los datos [Daza
et al., 2009]. De esta forma, se pueden seleccionar los primeros vectores propios (m < p) y
se puede construir la matriz de transformación para que:
y = ATx (8)
Donde y es el vector de caracteŕısticas proyectadas en un nuevo sub-espacio con una menor
dimensionalidad. La proyección es lineal.
5.2.2. Relief (REL)
Relief basa su funcionamiento en la búsqueda de pesos de predictores para una variable
categórica multiclase. El algoritmo penaliza los predictores que otorgan valores diferentes a
los vecinos de la misma clase, y recompensa a los predictores que otorgan valores diferentes
a los vecinos de diferentes clases [Sikonja and Kononenko, 2003].
Relief primero establece todos los pesos Wj en 0. Luego, el algoritmo de manera iterativa
selecciona observaciones aleatoriamente xr, encuentra las observaciones k-cercanas a xr para
cada clase y los actualiza para cada vecino cercano xq, para todos los pesos para los predictores
Fj, de la siguiente manera:
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Si xr y xq son de la misma clase:






Si xr y xq son de diferentes clases:









Donde W ij son los pesos del predictor Fj en la iteración i. Pyr es la probabilidad de la clase a
la que pertenece xr y Pyq es la probabilidad de la clase a la que pertenece xq. m es el número
de iteraciones. ∪j(xr, xq) es la diferencia en el valor del predictor Fj entre las observaciones
xr y xq.
5.2.3. Laplacian Score (LS)
Laplacian Score (LS) se basa fundamentalmente en Eigenmaps Laplaciano y su idea básica es
evaluar las caracteŕısticas de acuerdo a su localidad conservando poder [Zheng et al., 2018].
Si se tiene m señales, cada una con n caracteŕısticas se debe construir primero una matriz G




t si los nodos están conectados
0 Otra manera
(11)
Donde xi y xj representan cada señal o nodo. Luego, para cada caracteŕıstica, se define
fr = (fr1, fr2...frm)
T , I = (1, 1, ...., 1)T , D = diag(SI) y L = D − S. Donde, L es llamada la
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donde





Self-Weight es un método de agrupamiento, donde los centros de agrupamiento se encuentran
maximizando la suma del grado de similitud entre las muestras y el centro de agrupamiento
más cercano [Wei et al., 2017]. Se crea la matriz de similitud de N puntos de datos S y
se establece las preferencias P. Las similitudes pueden establecerse a mano para diferentes
situaciones. Normalmente, el valor de P podŕıa ser la mediana de las similitudes de entrada.
S = −‖Xr,m −Xr+i,m‖2 P = 2.median(S) (14)
5.2.5. Distance-Weight(DW)
Distance-Weight (DW) es un método de agrupamiento que a diferencia del SW encuentra
similitudes entre caracteŕısticas teniendo en cuenta las condiciones (clases) [Yang et al., 2004].
Primero se calcula la distancia media individual entre las caracteŕısticas de la misma clase:
Dc,j =
√√√√ 1
Mc ∗ (Mc − 1)
Mc∑
l,m=1
(pm,c,j − pl,c,j)2 l,m = 1, 2...,Mc, l 6≡ m (15)
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C ∗ (C − 1)
C∑
c,e=1
(ae,j − ac,j)2 c, e = 1, 2, ..., C (19)






; c, e = 1, 2, ..., C (20)
































El valor Ej que oscila entre 0 y 1 permite apreciar el ranking de las caracteŕısticas.
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5.2.6. Factorización de matriz no negativa (NMF)
La factorización de matriz no negativa es un algoritmo de análisis multivariado y álgebra lineal
donde una matriz V se factoriza en (normalmente) dos matrices W y H, con la propiedad
de que las dos matrices no tienen elementos negativos [Jedlinski and Jonak, 2017]. Esta no
negatividad hace que las matrices resultantes sean más fáciles de inspeccionar. Las matrices














Lo anterior se debe repetir hasta que el W y H estén estables.
Cabe resaltar que, k de REL y VRA es el único parámetros dinámicos dentro de las TSC y
se busca de forma iterativa hasta que se llega a la máxima eficiencia. Los otros parámetros
libres se dejan establecidos de forma automática por el mismo algoritmo.
5.2.7. Prueba de las técnicas de selección de caracteŕısticas
En las aplicaciones de clasificación con algoritmos de aprendizaje de máquina, las TSC per-
miten jerarquizar las caracteŕısticas de una base de datos y aśı mejorar múltiples aspectos
del clasificador. Para dar un ejemplo, se aplica las TSC a una base de datos sintética de 2500
señales y cada una con 10 caracteŕısticas. Los pesos dados por las TSC para organizar las
caracteŕısticas están normalizados de 0 a 1 y se aprecian en la figura 2.
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Figura 2: Pesos dados por las TSC en una base de datos sintética.
Exceptuando a DW y LS, todas las TSC tienen una tendencia homogénea en cuanto a indicar
a la caracteŕıstica número 7 como la de mayor peso y a la caracteŕıstica número 8 como la
de menor peso. En cuanto a las demás caracteŕısticas no existe una tendencia fija, lo cual
hace que alguna de las variaciones presentadas puede mejorar la de clasificación, ya que el
hecho de jerarquizar con modelos diferentes las caracteŕısticas incrementa la posibilidad de
encontrar un orden ideal en ellas.
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5.3. Clasificadores basados en aprendizaje de máquina
El aprendizaje de máquina tiene el objetivo principal de desarrollar sistemas que puedan de
manera automática cambiar su comportamiento basándose en conocimientos previos. Una de
sus principales aplicaciones son los clasificadores automáticos, los cuales mediante diferentes
modelos matemáticos se adaptan a un conjunto de datos y son capaces de catalogarlo de
manera efectiva. En esta sección, se explicarán los fundamentos de 4 clasificadores que se
implementaron en la metodoloǵıa propuesta.
5.3.1. Naive Bayes
Naive Bayes (BAYES) es un algoritmo de clasificación que ha sido ampliamente utilizado
a través de los años. BAYES es muy apropiado cuando la dimensión (p) del espacio de
caracteŕısticas es bastante alta, lo cual hace que el calcular los parámetros del modelo de
clasificación (estimadores de densidad fjk para cada clase) sea bastante complejo. El modelo
de este clasificador asume que, dada una clase j y el conjunto de caracteŕısticas Xk son
independientes, por lo cual se puede calcular los estimadores de densidad del modelo a partir





Generalmente la suposición de independencia de las caracteŕısticas en una alta dimensio-
nalidad no es cierta, pero simplifica en gran medida la estimación de la densidad debido a
que:
Las densidades marginales de cada clase fjk se pueden estimar por separado utilizando
estimaciones de densidad unidimensionales. De hecho, esto es una generalización de los
procedimientos originales de BAYES, que usaban procesos gaussianos univariados para
representar a estos marginales.
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Si un componente Xj de X es discreto, entonces se puede usar una estimación de histo-
grama apropiada. Esto proporciona una manera perfecta de mezclar tipos de variables
en un vector de caracteŕısticas.
Gracias a lo anterior, los clasificadores BAYES a menudo superan a las alternativas mucho
más sofisticadas. Lo anterior, se debe a que aunque las estimaciones de densidad de cada
clase pueden estar sesgadas, el calculo individual no da lugar a la variación. Dicha variación
da a lugar una resistencia del modelo a un sesgo considerable, por lo cual no se afecta en
gran medida las probabilidades posteriores, especialmente las que se encuentran cerca de las
regiones de decisión [Hastie et al., 2008].
5.3.2. K-vecinos más cercanos
El método de los K-vecinos más Cercanos (KNN) es un método de clasificación supervisada
y no paramétrico que estima la probabilidad posteriori que un elemento x pertenezca a
la clase Cj a partir de un conjunto de información proporcionada [Philip et al., 2018]. Un
punto en el espacio es asignado a la clase Cj, esta es la clase más frecuente entre los k
ejemplos de entrenamiento más cercano. Suponiendo, a p como la dimensión del conjunto de
caracteŕısticas y Xi = (x1i, x2i, ..., xpi) un vector de caracteŕısticas ∈ X, se hace el cálculo
de las probabilidades usando generalmente la distancia euclidiana. Dicho procedimiento se





KNN basa su funcionamiento en dos fases, la primera, de entrenamiento consiste en almacenar
los vectores de caracteŕısticas y las etiquetas de las clases del grupo de entrenamiento. En la
fase de clasificación, la evaluación del grupo que no se conoce su clase es representada por un
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vector en el espacio caracteŕıstico. Se calcula la distancia entre los vectores almacenados y el
nuevo vector, y se seleccionan los k ejemplos más cercanos. Cabe resaltar que la elección de
k se basa fundamentalmente en la naturaleza de los datos, puesto que a valores grande de k
reduce efectos de ruido pero crea ĺımites entre clases parecidas. Lo anterior se puede apreciar
en la figura 3.
Figura 3: Funcionamiento de un clasificador KNN. Fuentepropia
En la figura 3, se desea clasificar el ćırculo verde dentro de la clase Estrella roja o la clase
Cuadraro azul. En este ejercicio se realizará una variación del factor k para ejemplificar su
sensibilidad. Si k = 1 el circulo es clasificado en la clase Estrella roja, puesto que en el
circulo se encuentran presente solamente el circulo verde y una estrella roja. Ahora, si se
establece k = 3, sube a dos el cuadrados y solamente una estrella, por lo cual el circulo verde
cambia su clase a Cuadraro azul. Por último, cuando se cambia a k = 7 la clase del circulo
cambia de nuevo a Estrella roja, puesto que se tienen 3 cuadrados azules y 4 estrellas rojas.
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Generalmente k se establece en 1, puesto que es muy probable que el objeto a clasificar tenga
cercano a objetos de la misma clase. Sin embargo, en este trabajo se realiza un barrido de
diferentes valores de k con el objetivo de ajustar el clasificador a la naturaleza de los datos de
entrada. Lo anterior, se realiza en la etapa de calibración del clasificador donde se encuentran
los mejores parámetros. Cabe resaltar que este clasificador puede ser severamente afectado
por caracteŕısticas irrelevantes, por lo cual se hace necesario realizar una combinación con
diferentes técnicas de selección de caracteŕısticas.
5.3.3. Máquinas múltiples de vectores de soporte
Las Máquinas múltiples de vectores de soporte son usadas para tareas de clasificación y
regresión, cuyos resultados las han posicionado como una herramienta bastante eficaz. Ac-
tualmente, se usan con éxito en campos como visión artificial, reconocimiento de caracteres,
clasificación de texto e hipertexto, clasificación de protéınas, procesamiento de lenguaje na-
tural, análisis de series temporales, etc. [Zheng et al., 2018].
Para entender su funcionamiento, se comienza definiendo un conjunto separable de dos cla-
ses S = ([x1, y1], [x2, y2], ..., [xn, yn]), donde xi ∈ R y representa las caracteŕısticas de cada
instancia y yi ∈ (+1,-1) representa las posibles clases a las que pertenece cada elemento xi,
se puede definir un hiperplano de separación como una función lineal que es capaz de separar
dicho conjunto sin error, como lo muestra la figura 4 y la ecuación 28:
D(x) = (w1, x1.....(wn, xn)) + b =< w,X > +b (28)
donde w y b son coeficientes reales que determinan los parámetros del hiperplano.
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Figura 4: Posibles rectas para separar en un espacio bidimensional dos clases.
La figura 4, permite ejemplificar la distribución de dos clases (circulo (1) y cuadrado (-1))
en un plano de dos dimensiones ficticias (x,y), en la cual son separadas mediante múltiples
rectas. La recta de separación debe cumplir las siguientes restricciones para todos los xi del
conjunto de ejemplos:
yi(< w, xi > +b) ≥ 0, i = 1, ...., n (29)
o de forma más compacta
yiD(xi) ≥ 0, i = 1, ...., n (30)
Tal y como se puede deducir fácilmente de la figura 4, el hiperplano que permite separar
los ejemplos no es único, es decir, existen infinitos hiperplanos separables, representados
por todos aquellos hiperplanos que son capaces de cumplir las restricciones impuestas por
cualquiera de las expresiones equivalentes 29 y 30. La mejor recta de separación o recta
óptima es la que esté equidistante del ejemplo más cercano de cada clase. Por geometŕıa, se
sabe que la distancia entre una recta de separación D(x) y un ejemplo x′ viene dada por la
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Siendo ||.|| el operador norma de un vector y w el vector que, junto con el parámetro b, define
la recta D(x) y que, además, tiene la propiedad de ser perpendicular a la recta considerada.




≥ τ, i = 1, ...n (32)
De la expresión anterior se deduce que calcular la recta óptima se debe encontrar el valor
de w que maximiza el margen. Todo lo anterior se puede extrapolar a múltiples dimensiones
con hiperplanos y a múltiples clases mediante la implementación de una metodoloǵıa One−
V ersus−All (uno contra todos), en la cual se juntan todas las clases contra una y se realiza
el proceso de clasificación. Luego, la clases que se juntaron se vuelven a dividir y se repite el
procedimiento anterior [Cortes et al., 1995].
5.3.4. Árboles de decisión
Dentro del área de aprendizaje automático se encuentran los Árboles de Decisión (TREE),
son utilizados principalmente en la clasificación. Además, los Árboles de decisión son útiles
para descubrir caracteŕısticas ocultas. Por este motivo, los árboles de decisión son importan-
tes tanto en aplicaciones de clasificación como de mineŕıa de datos. Un Árbol de decisión es
en esencia un modelo predictivo, esto es, permite que las observaciones acerca de las carac-
teŕısticas de un elemento conduzcan a conclusiones acerca de un valor objetivo [Luke and
Panait, 2001]. Los Árboles de decisión están compuestos de nodos internos y nodos hojas
donde se hace la predicción, como se muestra en la figura 5.
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Figura 5: Componentes de los Árboles de decisión.
La idea es bastante simple, si desea predecir una respuesta o clase Y a partir de las entradas
X1, X2, ..., Xp. Primero se hace crecer el árbol binario, donde en cada nodo interno del árbol,
se aplica una prueba a una de las entradas y dependiendo del resultado de la prueba se decide
que camino seguir (Derecha o Izquierda). Finalmente, se llega a una un nodo hoja, donde se
hace una predicción, la cual agrega o promedia todos los puntos de datos de entrenamiento
que alcanzan esa hoja. Espećıficamente, en este trabajo, los predictores que decide que camino
seguir se calculan mediante la ecuación 33




Donde wj es el peso de cada observación j y T es el set de todos los ı́ndices de observaciones
sobre el nodo interno. Si no se especifican los pesos, entonces wj =
1
n
, donde n es el tamaño
de las muestras de entrada [Breiman and Friedman, 1984].
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La metodoloǵıa que se propone en este trabajo tiene la ventaja de poder clasificar distintos
tipos de señales. Se buscaron diferentes bases de datos que se han usado en la literatura para
evaluar metodoloǵıas de clasificación. La primera base de datos descrita en la sección 5.4.1
pertenece al Centro de Salud de la Universidad Estatal de Nueva York y contiene señales
de electroencefalogramas de 5 pacientes con diferentes enfermedades. La segunda base de
datos que esta descrita en la sección 5.4.2 fue hecha por el MIT-Beth Israel Hospital y
contiene 5 tipos de arritmias plasmadas en señales de electrocardiograma. La tercera base de
datos que esta descrita en la sección 5.4.3 pertenece a la Case Western Reserve University,
la cual contiene señales de vibración de rodamientos con diferentes fallos y velocidades. La
cuarta base de datos que esta descrita en la sección 5.4.4 pertenece al Grupo de Investigación
Procesos de Manufactura y Diseño de Máquinas de la Universidad Tecnológica de Pereira
e incluye señales de vibraciones mecánicas y acústicas de un motor de combustión interna
con diferentes condiciones de trabajo. Cabe resaltar que, la elección de las bases de datos
para validar la metodoloǵıa también se basó en las pertinencia de las mismas con las áreas
de investigación del autor. El autor se especializa en el área de procesamiento de señales,
formando parte del Grupo de Investigación en Automática, Grupo de Investigación Procesos
de Manufactura y Diseño de Máquinas y el Grupo de Investigación en Análisis de Datos y
Socioloǵıa Computacional, todos pertenecientes a la Universidad Tecnológica de Pereira. En
dichos grupos, el autor trabajó en proyectos los financiados por Colciencias, tales como:
Diseño y desarrollo de un sistema prototipo en ĺınea para el diagnóstico de motores de
combustión interna diesel en servicio con base en vibraciones mecánicas. Aplicación a
los sistemas de transporte público masivo. Código 1110-669-46074.
Desarrollo de un sistema de monitoreo para el análisis energético y de condición de
emisiones en motores de combustión interna diésel con base en técnicas no intrusivas.
Código 1110-776-57801.
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Herramienta de apoyo al diagnóstico del TDAH en niños a partir de múltiples carac-
teŕısticas de actividad eléctrica cerebral desde registros EEG. Código 1110-807-63051.
5.4.1. Electroencefalograma
Las señales de electroencefalograma (EEG) desempeñan un papel importante en el diagnósti-
co cĺınico y la neurociencia cognitiva. El Centro de Salud de la Universidad Estatal de Nueva
York recolectó una base de datos [Blake and Merz, 1998]. La base de datos contiene 5 sujetos
y cada uno contiene 100 secciones de señales EEG, las cuales son divididas de grabaciones
continuas de múltiples canales EEG después de realizar movimientos oculares o musculares.
Los pacientes poseen las siguientes caracteŕısticas:
A es un voluntario saludable con los ojos abiertos.
B es un voluntario saludable con los ojos cerrados.
C, D y E son voluntarios con diferentes enfermedades cerebrales y sus ojos cerrados.
Cada sección de EEG se adquirió con una frecuencia de muestreo de 256 Hz durante 16
segundos y señales t́ıpicas de cada paciente se pueden visualizar en la figura 6.
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Figura 6: Señales t́ıpicas de los sujetos A, B, C, D y E.
5.4.2. Electrocardiograma
En los electrocardiogramas (ECG), las arritmias card́ıacas (ritmos card́ıacos anormales) re-
presentan una grave amenaza para los pacientes que se están recuperando de un infarto
agudo de miocardio. Algunos tipos de arritmias son potencialmente mortales, capaces de
provocar un paro card́ıaco y muerte súbita. Por lo tanto, la detección y clasificación au-
tomática temprana de los patrones de ECG es fundamental para diagnosticar a los pacientes
[Mathews et al., 2018]. En este orden de ideas, el MIT-Beth Israel Hospital (BIH) creó una
base de datos de arritmias, la cual incorpora 48 grabaciones de ECG de media hora[MIT,
1998].Cada sección de ECG se adquirió con una frecuencia de muestreo de 360 Hz durante
16 segundos y las señales tipicas de distintas patoloǵıas se pueden visualizar en la figura 7.
Las señales corresponden a 5 clases diferentes de arritmias etiquetadas por expertos de la
siguiente manera:
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La Clase N corresponde a latidos normales.
La Clase S corresponde a latidos ectópicos supraventriculares (SVEBs).
La Clase V corresponde a latidos ectópicos ventriculares (VEB).
La Clase F corresponde a los latidos que resultan de la fusión normal y VEBs.
La Clase Q corresponde a latidos desconocidos, incluidos latidos estimulados.























Figura 7: Señales EEG t́ıpicas de las arritmias N, S, V, F y Q.
5.4.3. Case Western Reserve University
El monitoreo del estado de salud de las máquinas rotativas es una tarea crucial para garantizar
la confiabilidad en los procesos industriales. En particular, los rodamientos son componen-
tes mecánicos utilizados en la mayoŕıa de los dispositivos giratorios y representan la fuente
principal de fallas en dichos equipos; razón por la cual han aumentado las actividades de
investigación para detectar y diagnosticar sus fallas [Cerrada et al., 2018]. Debido a lo ante-
rior, la Case Western Reserve University [CRO, 2002] recolectó una base de datos mediante
el montaje de la figura 8. En dicha base de datos, se adquirieron señales de rodamientos
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normales (Norm), con fallas en tren interno (IR1), tren externo (IR2) y bola (BE). Las fallas
también se encuentran en orden de severidad, 0.007 pulgadas de diámetro a 0.040 pulgadas
de diámetro y a velocidades variables del motor de 1720 a 1797 RPM.
Figura 8: Montaje experimental para la adquisición de la base de datos Case Western Reserve
University.(Fuente propia)
Cada experimento se repitió 3 veces y los datos se recolectaron a 12 kHz durante 5 segundos.
Una señal para cada fallo se puede visualizar en la figura 9.
5.4.4. Motor de combustión interna
Actualmente, muchos de los sistemas dedicados al desplazamiento basan su operación en
alguna versión del Motor de Combustión Interna (MCI). Debido a esto, se han desarrollado
diferentes metodoloǵıas para detección y diagnóstico de estados de sus componentes [Zheng
et al., 2018]. En este orden de ideas, el Grupo de Investigación Procesos de Manufactura y
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Figura 9: Señales de la base de datos Case Western Reserve University.
Diseño de Máquinas de la Universidad Tecnológica de Pereira ha desarrollado una base de
datos proveniente de un MCI con diferentes condiciones de trabajo. La base de datos cuenta
con un gran número de mediciones, entre las que vale la pena resaltar señales acústicas y
vibraciones mecánicas. Las mediciones se repitieron 3 veces durante 10 segundos con una
frecuencia de muestreo de 51000 muestras por segundo. Los montajes de los sistemas de
adquisición de las señales se pueden apreciar en la figura 10 Los experimentos se realizaron
cambiando la velocidad (1800 RPM, 2400 RPM y 3000 RPM) y la carga (baja, media y alta)
del MCI. Un ejemplo de las señales acústicas y señales de vibración se visualizan en la figura
11.
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Figura 10: Montaje de la base de datos MCI. Izquierda señal acústica. Derecha señal de
vibración





















Figura 11: Señales t́ıpicas de la base de datos MCI.
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En esta sección se presentan los resultados del desarrolló una metodoloǵıa para la carac-
terización y clasificación de señales no estacionarias a partir de mediciones de Entroṕıa de
Permutación Multiescalar. En la sección 5.4 se describieron las bases de datos multidisci-
plinarias que se usaron para validar la metodoloǵıa. En segundo lugar, en la sección 6.1 se
explican los procedimientos de preprocesamiento que se le realizan a las bases de datos. En
tercer lugar, los resultados se presentan de acuerdo a los objetivos espećıficos planteados.
En la sección 6.2 se implementa la MPE y se calcula con diferentes escalas y retardos. En
la sección 6.3 se aplican las diferentes TSC y en la sección 6.4 se combinan con los múlti-
ples algoritmos de aprendizaje de máquina para realizar procesos de clasificación. Luego, en
la sección 6.5 se compara la eficiencia de la metodoloǵıa propuesta con los resultados pro-
puestos en la literatura. Por último, en la sección 6.6 se detallan resultados adicionales que
demuestran diferentes ventajas de la metodoloǵıa propuesta.
6.1. Preprocesamiento y validación
En esta sección se explicarán los diferentes procedimientos realizados para acondicionar las
bases de datos para realizar el proceso de clasificación. A continuación, se detalla el proceso
de validación realizado para que la clasificación se considere estad́ısticamente viable.
Preparación de las bases de datos
Todas las señales de las bases de datos deben ser preparadas para poder ser procesadas y
clasificadas. El preparamiento comienza con la división de las señales originales en segmentos
más pequeños, con el objetivo de trabajar con trozos de la señal que tengan comportamientos
más estacionarios, como lo muestra la figura 12. Lo anterior, se realiza con el objetivo de poder
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comparar los marcos experimentales de este trabajo con los establecidos en la literatura.
Además, conlleva una ventaja de reducir el tiempo de ejecución y aumentar la cantidad de
señales por clase. Cabe resaltar que los comportamientos no estacionarios representan un
fenómeno que no afecta a la metodoloǵıa propuesta gracias a las caracteŕısticas MPE, puesto
que no dependen de la frecuencia y esto se puede apreciar en la sección 6.6.
Figura 12: Preprocesamiento de las bases de datos.
Donde:
M es el número de señales.
N es el número de muestras de cada señal.
R es la cantidad de señales después de la división, donde R > M .
P es la cantidad de muestras de las señales divididas, donde P <.
La cantidad de divisiones que se deben hacer para cada señal depende de la naturaleza de
la misma. Para la clasificación, se realiza una selección establecida en la literatura como se
muestra a continuación:
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Señales de vibración y acústicos: 4096 muestras por señal [Zheng et al., 2018].
Señales de electrocardiograma: 289 muestras por señal [Mathews et al., 2018].
Señales de electroencefalograma: 1024 muestras por señal [Ren and Han, 2018]
Validación de la clasificación
La validación se hace mediante una validación cruzada para evaluar los resultados de la
clasificación y aśı garantizar que son independientes de la partición de datos de entrenamiento
y prueba. Cada base de datos se divide de la forma que se visualiza en la figura 13.
La base de datos se divide de manera aleatoria en un set de entrenamiento (80 %) y un
set de prueba (20 %). El 80 % de entrenamiento, se divide en un 70 % para entrenamiento
base y 10 % para calibración, el cual permite escoger los mejores parámetros del modelo y
aumentar la precisión de la clasificación. Los mejores parámetros son los cuales ajustan el
modelo y se logra una mayor cantidad de aciertos con una menor cantidad de caracteŕısticas.
Finalmente, el modelo se entrena con el set de entrenamiento y se ajusta con los parámetros
de la calibración, luego se realiza la clasificación del 20 % de prueba. Todo el proceso se repite
5 veces intercalando el set de prueba y la precisión del modelo será la media de los procesos
de clasificación.
6.2. Resultados objetivo espećıfico 1
Implementar un método de caracterización basado en mediciones de Entroṕıa de Permutación
Multiescalar, con el fin de identificar la dinámica no lineal de señales no estacionarias.
En esta etapa se muestran la caracterización realizada con la MPE para cada una de las
bases de datos. Cabe resaltar que, en esta sección solo se muestran los beneficios de las
mediciones basadas en MPE, por otra parte en las secciones posteriores los procesos de
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Figura 13: Validación cruzada de k = 5 para todas las bases de datos.
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selección, clasificación y validación. Caber resaltar que, los valores de τ se establecieron de 1
a 8 y los de m de 2 a 8 (ver 5.1), por lo cual se tiene un arreglo de 56 caracteŕısticas como
lo muestra la tabla 1.
τ\m 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7
2 8 9 10 11 12 13 14
3 15 16 17 18 19 20 21
4 22 23 24 25 26 27 28
5 29 30 31 32 33 34 35
6 36 37 38 39 40 41 42
7 43 44 45 46 47 48 49
8 50 51 52 53 54 55 56
Tabla 1: Set de caracteŕısticas de MPE.
Por ejemplo, la caracteŕıstica número 25 hace referencia a una caracterización MPE con τ = 4
y m = 5, lo cual es muy relevante para analizar resultados detallados más adelante. Además,
para analizar los beneficios de la MPE se usa el Análisis de Componentes Principales (PCA),
el cual se usa en diferentes disciplinas para realizar representaciones que permiten comprender
el comportamiento de las señales [Guowen et al., 2019]. PCA se usa en esta etapa del trabajo
para encontrar las 3 caracteŕısticas más importantes y visualizarlas en un nuevo espacio de
representación. Se estableció el valor en 3 caracteŕısticas ya que es la máxima dimesionalidad
que se puede visualizar y generalmente es suficiente para alcanzar el 90 % de separabilidad
de los datos.
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Electroencefalograma:
Los EEG son señales no invasivas de naturaleza no lineal y sus interpretaciones pueden ser
propensas a variaciones entre observaciones. Muchos trabajos se han enfocado al uso de
distintas técnicas para su análisis tales como los métodos estad́ısticos, de frecuencia, tiempo-
frecuencia y no lineales [Ren and Han, 2018]. En este trabajo se caracterizan las señales EEG































Figura 14: Representación espacial de las caracteŕısticas más relevantes de acuerdo a PCA
en la base de datos de Electroencefalogramas.
Cabe resaltar que en la figura 6.4, solamente se muestran las clases A, D, E que se usan
normalmente en los retos de clasificación. El espacio PCA permite visualizar la dispersión
de los datos que puede lograr la MPE, lo cual será beneficioso al momento de realizar una
clasificación ya que las clases tienden a separarse con algunos casos at́ıpicos. Por último, la
figura 6.4 permite concluir que se necesitan pocas componentes para lograr una alta precisión
al momento de clasificar.
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Electrocardiograma:
Un ECG es una señal eléctrica que representa los potenciales de acción de varios tejidos
card́ıacos, derivados de los electrodos colocados en diferentes partes del cuerpo. Debido a esto,
las señales ECG poseen un ruido intŕınseco y morfoloǵıas diversas que hacen de su análisis
una tarea exhaustiva y compleja [Kandala and Ravindra, 2018]. Diferentes metodoloǵıas de
análisis se han propuesto para sobrellevar este problema, entre las cuales se han impuesto
fuertemente las entroṕıas [Tiebing et al., 2017]. A continuación, se caracterizan las señales
ECG con la MPE y para poder entender las ventajas se realiza una representación con PCA



































Figura 15: Representación PCA de la base de datos Electrocardiograma.
Al igual que con las señales EEG, la MPE logra una concentración de las caracteŕısticas de
acuerdo a su clase. Cabe resaltar que, se identifican que muchas muestras se sobreponen lo
cual se verá plasmado es una disminución de la precisión al momento de clasificar. Por último,
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la representación en PCA permite concluir que las clases F y Q serán las que más errores de
clasificación presentarán.
Case Western Reserve University:
Las vibraciones mecánicas presentan dinámicas no estacionarias que tiene su origen en los
efectos de fabricación, rozamientos, fuerzas desequilibradas en elementos en rotación, el con-
tacto entre elementos que están rodando, balanceando o deslizando, etc. [Liang et al., 2016].
Las dinámicas no estacionarias representan uno de los principales problemas para poder ana-
lizar las señales de vibración mecánica, por lo cual se han desarrollado metodoloǵıas como las
entroṕıas que sobrellevan este problema. En este trabajo, se caracterizan las señales vibración
mecánica con la MPE y para poder entender las ventajas se realiza una representación con







































Figura 16: Representación PCA de la base de datos Case Western Reserve University.
La MPE logra una separar las clases de una manera más clara que trabajos realizados con
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6.2 Resultados objetivo espećıfico 1
caracterizaciones espectrales [Muruganatham et al., 2013]. Las únicas clases con las que se
tendŕıa problemas para realizar una proceso clasificación serian la clase 0 (Normal) y clase 1
(Fallo Interno), pero otras caracteŕısticas que no se visualizan aportaŕıan a la separación de
las mismas.
MCI con señales acústicas:
Las señales acústicas se han usado satisfactoriamente para realizar diagnósticos de diferentes
MCI. Dichas señales contienen información relevante del MCI y tienen una relación muy
estrecha con las vibraciones mecánicas pero con la ventaja de no necesitar un contacto f́ısico
[Prakash et al., 2012]. Sin embargo, todos las investigaciones que usan señales acústicas para
la detección de estados de un MCI se basan en análisis espectrales y no son mediciones de
información. Por lo cual, en este trabajo se caracterizan las señales acústicas de un MCI con































Figura 17: Representación PCA de la base de datos MCI con señales acústicas.
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Las clases se logran separar pero con múltiples sobreposiciones. Lo anterior puede ocurrir
por usar solamente un micrófono, lo cual es contradictorio a lo establecido para este tipo
de trabajos [Wieczorkowska et al., 2018]. Sin embargo, las tres clases presentan una gran
dispersión que puede ser aprovechada por clasificadores que realizan agrupaciones como el
KNN.
MCI con señales de vibración mecánica:
El monitoreo de los MCI facilita que las operaciones del sector industrial moderno sean más
rentables. En este sentido, las señales de vibración comúnmente son empleadas como un
enfoque no invasivo para el análisis de MCI [Hernández et al., 2017]. Estas señales presentan
propiedades altamente dinámicas y no estacionarias, sin mencionar las diversas fuentes de
ruido presentes durante el proceso de combustión. Debido a esto, la MPE se presenta como
una metodoloǵıa de caracterización capaz de medir las dinámicas no lineales de las señales de
vibración mecánica. La figura 18 representa las 3 caracteŕısticas de la MPE más importantes
en el espacio PCA.
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Figura 18: Representación PCA de la base de datos MCI con señales de vibración
mecánica.
Al igual que con la base de datos de rodamientos, se evidencian agrupaciones muy concen-
tradas con respecto a cada clase. Esto se debe a que las vibraciones del MCI son producidas
en gran parte por los elementos rotativos [Ahirrao et al., 2018]. Aunque se puede apreciar un
fuerte sobreposicionamiento de varias señales de todas las clases en un punto, este se puede
corregir mediante la incorporación otras caracteŕısticas.
6.3. Resultados objetivo espećıfico 2
Emplear diferentes técnicas de selección de caracteŕısticas establecidas en la literatura, para
mejorar la eficiencia y eficacia de la metodoloǵıa propuesta. En esta etapa se detalla como
las TSC jerarquizan las caracteŕısticas MPE para cada una de las bases de datos y mediante
el cálculo del promedio(T̄ ) se determina la caracteŕıstica de mayor relevancia. El cálculo de
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T̄ se realiza como lo muestra la ecuación 34.
T̄ =
V RA+ SW +DW + LS +NMF +REL
5
(34)
Donde, Ninguna técnica de selección de caracteŕısticas (NN). Análisis de relevancia basado en
varianza (VRA). Relief (REL). Puntuación Laplaciana (LS).Autopesos (SW). Pesos basados
en distancia (DW). Factorización de matriz no negativa (NMF). Se debe resaltar que en esta
etapa se mide solamente la convergencia de la jerarqúıa de las caracteŕısticas. En el proceso
de clasificación no se usa la ecuación 34 puesto que los clasificadores y las TSC se combinan
de manera individual.
Electroencefalograma:
La base de datos de EEG se caracterizó con MPE y se le hizo una selección de caracteŕısticas
a partir de unos pesos dados por diferentes TSC. En la tabla 2, se detallan los pesos dados
por las TSC.
Mej́ıa-Hernández, Juan Camilo 58
6.3 Resultados objetivo espećıfico 2

























Figura 19: Caracteŕısticas más relevantes para la base de datos EEG.
Cada TSC maneja una metodoloǵıa diferente para asignar los pesos con los cuales se reorga-
nizan las caracteŕısticas. La tendencia del promedio se puede apreciar en la figura 19 y en la
tabla 2. Basándose en la tabla 1 se puede apreciar que las caracteŕısticas de menor relevancia
son aquellas en las que se maneja una escala menor a 3 y las de escala 5 se posicionan como
las más importante. En cuanto al retardo, se evidencia una tendencia de que cuando este
sube la importancia baja. Las dos premisas anteriores tienen explicación en los cambios no
tan rápidos que presentan las señales EEG, lo cual hace necesario un retardo y una escala
grande para encontrar una caracteŕıstica importante.
Electrocardiograma:
La base de datos de ECG se caracterizó con MPE y se le hizo una selección de caracteŕısticas
a partir de unos pesos dados por diferentes TSC. En la tabla 3, se detallan los pesos dados por
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# VRA SW DW LS NMF REL # VRA SW DW LS NMF REL
1 0.000 0.000 0.031 0.004 0.109 -1.032 29 0.000 0.000 0.000 0.002 0.110 -1.034
2 0.120 0.034 0.025 0.436 0.091 1.000 30 0.120 0.009 0.095 0.070 0.251 0.060
3 0.257 0.159 0.632 0.100 0.056 0.661 31 0.257 0.063 0.233 0.212 0.378 -0.300
4 0.401 0.397 0.763 0.114 0.016 0.604 32 0.401 0.229 0.262 1.000 0.492 -0.602
5 0.542 0.690 0.919 0.107 0.000 0.584 33 0.542 0.428 0.327 0.531 0.617 -0.548
6 0.670 0.919 0.611 0.052 0.016 0.466 34 0.670 0.315 0.228 0.012 0.814 -0.626
7 0.777 1.000 0.380 0.211 0.095 0.338 35 0.777 0.144 0.118 0.047 0.973 -0.861
8 0.000 0.000 0.025 0.002 0.109 -1.102 36 0.000 0.000 0.012 0.001 0.110 -0.729
9 0.145 0.021 0.901 0.019 0.153 -0.558 37 0.145 0.006 0.159 0.024 0.261 0.027
10 0.314 0.108 0.936 0.071 0.184 -0.500 38 0.314 0.050 0.187 0.023 0.400 -0.988
11 0.499 0.304 0.958 0.148 0.204 -0.444 39 0.499 0.187 0.214 0.095 0.530 -0.892
12 0.679 0.579 1.000 0.071 0.242 -0.401 40 0.679 0.347 0.293 0.111 0.673 -0.432
13 0.827 0.719 0.809 0.051 0.352 -0.661 41 0.827 0.262 0.232 0.039 0.853 -0.547
14 0.924 0.586 0.413 0.019 0.543 -0.649 42 0.924 0.125 0.142 0.016 0.988 -0.489
15 0.000 0.000 0.018 0.003 0.109 -1.080 43 0.000 0.000 0.013 0.000 0.110 -0.500
16 0.163 0.017 0.575 0.031 0.198 -0.330 44 0.163 0.005 0.129 0.031 0.263 -0.059
17 0.355 0.095 0.750 0.060 0.271 -0.417 45 0.355 0.044 0.158 0.041 0.410 -1.091
18 0.567 0.308 0.764 0.217 0.328 -0.480 46 0.567 0.158 0.203 0.089 0.560 -1.194
19 0.767 0.606 0.719 0.180 0.405 -0.545 47 0.767 0.305 0.280 0.180 0.707 -0.591
20 0.907 0.597 0.397 0.309 0.583 -0.139 48 0.907 0.238 0.240 0.008 0.876 -0.220
21 0.978 0.354 0.123 0.156 0.793 -0.244 49 0.978 0.112 0.164 0.140 1.000 -0.422
22 0.000 0.000 0.016 0.000 0.109 -1.149 50 0.000 0.000 0.018 0.008 0.111 -0.023
23 0.171 0.012 0.236 0.096 0.231 0.235 51 0.171 0.005 0.013 0.061 0.263 -0.890
24 0.375 0.081 0.323 0.112 0.335 -0.721 52 0.375 0.042 0.094 0.089 0.415 -0.818
25 0.599 0.280 0.396 0.416 0.428 -0.682 53 0.599 0.145 0.166 0.050 0.574 -0.927
26 0.806 0.547 0.423 0.023 0.532 -0.352 54 0.806 0.292 0.249 0.066 0.714 -0.701
27 0.935 0.444 0.244 0.008 0.726 -0.293 55 0.935 0.224 0.234 0.032 0.875 -0.493
28 0.995 0.207 0.093 0.050 0.919 -0.474 56 0.995 0.100 0.199 0.031 0.998 -0.030
Tabla 2: Pesos otorgados por las TSC a la base de datos de Electroencefalogramas.
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# VRA SW DW LS NMF REL # VRA SW DW LS NMF REL
1 0.000 0.000 0.869 0.053 0.088 0.402 29 0.000 0.000 0.154 0.050 0.292 0.590
2 0.188 0.033 0.863 0.718 0.098 -0.446 30 0.188 0.057 0.785 0.169 0.501 0.706
3 0.396 0.176 0.738 1.000 0.066 -0.139 31 0.396 0.296 0.776 0.336 0.753 0.182
4 0.600 0.455 0.730 0.531 0.015 0.068 32 0.600 0.715 0.738 0.419 0.985 -0.063
5 0.770 0.775 0.674 0.421 0.000 -0.050 33 0.770 0.913 0.616 0.158 1.105 0.143
6 0.889 0.951 0.613 0.383 0.052 0.016 34 0.889 0.802 0.473 0.048 1.126 0.345
7 0.962 0.950 0.549 0.349 0.174 0.300 35 0.962 0.614 0.359 0.011 1.111 0.631
8 0.001 0.000 0.518 0.034 0.089 -0.400 36 0.001 0.000 0.119 0.082 0.294 0.745
9 0.210 0.054 0.618 0.264 0.077 0.239 37 0.210 0.057 0.555 0.277 0.514 0.218
10 0.452 0.297 0.666 0.342 0.044 0.433 38 0.452 0.289 0.619 0.603 0.778 0.515
11 0.677 0.662 0.845 0.322 0.129 0.388 39 0.677 0.703 0.553 0.647 1.035 0.188
12 0.844 0.949 0.859 0.270 0.279 0.154 40 0.844 0.888 0.431 0.264 1.174 0.137
13 0.944 1.000 0.686 0.089 0.390 0.072 41 0.944 0.774 0.325 0.077 1.200 0.269
14 0.999 0.886 0.734 0.021 0.458 0.067 42 0.999 0.584 0.293 0.051 1.178 0.737
15 0.001 0.000 0.332 0.071 0.090 -0.784 43 0.001 0.000 0.236 0.075 0.293 0.611
16 0.223 0.046 0.747 0.173 0.127 0.112 44 0.223 0.051 0.412 0.214 0.514 1.000
17 0.461 0.228 1.000 0.153 0.291 -0.051 45 0.461 0.269 0.505 0.240 0.783 0.588
18 0.690 0.631 0.177 0.290 0.477 0.273 46 0.690 0.634 0.454 0.568 1.027 0.235
19 0.850 0.923 0.841 0.159 0.615 0.091 47 0.850 0.770 0.333 0.284 1.140 0.170
20 0.942 0.885 0.808 0.060 0.666 0.023 48 0.942 0.642 0.204 0.074 1.145 -0.027
21 0.998 0.718 0.713 0.000 0.690 0.089 49 0.998 0.466 0.183 0.054 1.112 0.618
22 0.001 0.000 0.168 0.046 0.091 0.169 50 0.001 0.000 0.364 0.093 0.292 0.250
23 0.219 0.039 0.914 0.288 0.215 0.119 51 0.219 0.038 0.398 0.222 0.472 0.281
24 0.469 0.236 0.959 0.382 0.382 0.219 52 0.469 0.216 0.373 0.188 0.699 0.141
25 0.695 0.624 0.862 0.461 0.577 0.050 53 0.695 0.526 0.279 0.494 0.915 0.298
26 0.849 0.859 0.769 0.254 0.709 0.073 54 0.849 0.642 0.145 0.264 1.028 0.350
27 0.942 0.785 0.633 0.071 0.761 0.135 55 0.942 0.529 0.000 0.068 1.041 0.499
28 1.000 0.613 0.480 0.078 0.772 0.384 56 1.000 0.377 0.049 0.036 0.822 0.762
Tabla 3: Pesos otorgados por las TSC a la base de datos de ECG.
las TSC. Mediante la ecuación 34 se hizo un promedio de pesos dados por las TSC para cada
caracteŕıstica MPE y los resultados se pueden ver reflejados en la figura 20. La tabla 3 y la
figura 20 permiten concluir que al igual que con la base de datos EEG, las TSC organizan las
caracteŕısticas MPE con una concordancia de escala y retardo como lo muestra la tabla 1. A
medida que va aumentando la escala igual su importancia, generalmente con un pico máximo
en 6 o 7. Para esta base de datos en particular, no se notan diferencias drásticas en cuanto
el cambio de retardo. Lo anterior se puede explicar debido a que los eventos relevantes de
estas señales ocurren en intervalos muy grandes, por lo cual los retardos escogidos no tienen
mucha transcendencia en los resultados.
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Figura 20: Caracteŕısticas más relevantes para la base de datos ECG.
Case Western Reserve University:
La base de datos de fallos en rodamientos se caracterizó con MPE y se le hizo una selección
de caracteŕısticas a partir de unos pesos dados por diferentes TSC. En la tabla 4, se detallan
los pesos dados por las TSC. Mediante la ecuación 34 se hizo un promedio de pesos dados
por las TSC para cada caracteŕıstica MPE y los resultados se pueden ver reflejados en la
figura 21.
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# VRA SW DW LS NMF REL # VRA SW DW LS NMF REL
1 0.709 0.767 0.043 0.744 0.000 -0.020 29 0.709 0.001 0.151 0.748 1.049 0.849
2 1.000 1.000 0.072 0.744 0.000 0.255 30 1.000 0.000 0.051 0.745 1.200 1.000
3 0.362 0.027 0.061 0.744 1.000 0.112 31 0.362 0.000 0.042 0.752 1.160 0.960
4 0.111 0.171 0.097 0.744 0.000 0.018 32 0.111 0.000 0.130 0.576 1.167 0.967
5 0.122 0.015 0.118 0.744 0.346 -0.007 33 0.122 0.000 0.090 1.000 1.161 0.961
6 0.001 0.000 0.062 0.744 0.000 -0.017 34 0.001 0.000 0.055 0.802 1.160 0.960
7 0.001 0.000 0.078 0.745 0.000 -0.024 35 0.001 0.000 0.127 0.760 1.148 0.948
8 0.002 0.000 0.123 0.744 0.000 -0.012 36 0.002 0.000 0.122 0.755 1.144 0.944
9 0.004 0.002 0.131 0.744 0.000 -0.012 37 0.004 0.000 0.042 0.753 1.130 0.930
10 0.006 0.003 0.129 0.744 0.000 -0.016 38 0.006 0.000 0.087 0.746 0.639 0.439
11 0.008 0.004 0.131 0.744 0.000 -0.015 39 0.008 0.000 0.262 0.744 0.255 0.055
12 0.011 0.007 0.096 0.744 0.000 -0.008 40 0.011 0.000 0.385 0.745 0.285 0.085
13 0.014 0.010 0.076 0.744 0.000 -0.001 41 0.014 0.000 0.189 0.764 0.306 0.106
14 0.000 0.000 0.035 0.746 0.000 -0.006 42 0.000 0.000 0.204 0.749 0.306 0.106
15 0.000 0.000 0.038 0.745 0.000 -0.011 43 0.000 0.000 0.082 0.923 0.307 0.107
16 0.001 0.000 0.053 0.745 0.000 0.021 44 0.001 0.000 0.164 0.000 0.319 0.119
17 0.002 0.000 0.057 0.745 0.000 0.073 45 0.002 0.000 0.208 0.748 0.335 0.135
18 0.003 0.001 0.057 0.745 0.000 0.017 46 0.003 0.000 0.171 0.747 0.483 0.283
19 0.004 0.001 0.055 0.745 0.000 -0.005 47 0.004 0.000 0.071 0.744 0.191 -0.009
20 0.004 0.001 0.046 0.744 0.000 0.106 48 0.004 0.000 0.457 0.744 0.172 -0.028
21 0.005 0.001 0.058 0.745 0.000 0.257 49 0.005 0.001 0.205 0.745 0.214 0.014
22 0.000 0.000 0.094 0.756 0.000 -0.001 50 0.000 0.000 0.002 0.744 0.209 0.009
23 0.000 0.000 0.089 0.739 0.000 0.036 51 0.000 0.001 0.027 0.747 0.255 0.055
24 0.001 0.000 0.073 0.745 0.000 0.464 52 0.001 0.000 0.189 0.745 0.293 0.093
25 0.001 0.000 0.048 0.744 0.000 0.747 53 0.001 0.001 0.222 0.748 0.242 0.042
26 0.002 0.000 0.007 0.744 0.000 0.779 54 0.002 0.000 0.310 0.746 0.147 -0.053
27 0.002 0.000 0.058 0.746 0.000 0.832 55 0.002 0.003 0.113 0.744 0.211 0.011
28 0.003 0.001 0.110 0.747 0.000 0.844 56 0.003 0.003 0.207 0.744 0.091 -0.026
Tabla 4: Pesos otorgados por las TSC a la base de datos de Case Western Reserve Uni-
versity.
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Figura 21: Caracteŕısticas más relevantes para la base de datos Case Western Reserve
University.
En esta base de datos, las TSC priorizan las señales de baja dimensión y retardo, tal como
lo muestra la figura 21. Esto se debe a que la información relevante del sistema se encuentra
analizando sectores grandes de información. Basándose en la tabla 1 se puede apreciar que los
valores de τ de 1 y m de 3 se posicionan como los valores más importantes para caracterizar
con la MPE. Lo anterior se puede explicar debido a que las señales de rodamientos tienden
a mostrar comportamientos estacionarios y por lo tanto una baja escala y retardo logran
descifrar la información más relevante. Por último, es de destacar que esto tiene concordancia
con lo establecido en el estado del arte, donde autores como [Zheng et al., 2018] han utilizado
variaciones de la MPE estableciendo m = 3 y τ = 1.
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# VRA SW DW LS NMF REL # VRA SW DW LS NMF REL
1 0.000 0.088 0.278 0.000 0.000 1.000 29 0.000 0.000 0.209 0.993 0.077 0.110
2 0.082 0.122 0.393 0.560 0.000 0.383 30 0.082 0.008 0.413 0.959 0.198 0.017
3 0.175 0.198 0.389 0.713 0.016 0.118 31 0.175 0.037 0.589 0.901 0.356 -0.015
4 0.275 0.304 0.415 0.823 0.046 0.109 32 0.275 0.135 0.740 0.833 0.539 0.002
5 0.381 0.481 0.407 0.877 0.066 0.093 33 0.381 0.401 0.613 0.730 0.730 0.024
6 0.492 0.737 0.398 0.872 0.079 0.195 34 0.492 0.507 0.707 0.738 0.887 -0.132
7 0.603 1.000 0.395 0.871 0.110 0.281 35 0.603 0.114 0.961 0.962 0.993 0.141
8 0.003 0.010 0.214 0.725 0.050 0.498 36 0.003 0.000 0.221 1.000 0.078 -0.078
9 0.120 0.063 0.527 0.635 0.072 0.089 37 0.120 0.008 0.380 0.961 0.201 0.031
10 0.251 0.170 0.577 0.700 0.099 -0.048 38 0.251 0.049 0.544 0.886 0.350 0.004
11 0.399 0.422 0.545 0.685 0.103 -0.155 39 0.399 0.175 0.654 0.813 0.513 -0.022
12 0.558 0.714 0.524 0.691 0.146 -0.121 40 0.558 0.466 0.843 0.722 0.674 0.055
13 0.717 0.940 0.493 0.692 0.239 -0.151 41 0.717 0.545 0.895 0.765 0.815 -0.008
14 0.855 0.936 0.477 0.699 0.399 -0.078 42 0.855 0.118 0.687 0.974 0.963 0.099
15 0.004 0.002 0.209 0.906 0.068 0.252 43 0.004 0.000 0.215 0.995 0.079 -0.168
16 0.141 0.026 0.506 0.828 0.138 -0.130 44 0.141 0.008 0.428 0.956 0.205 0.029
17 0.303 0.169 0.489 0.748 0.160 -0.186 45 0.303 0.049 0.567 0.884 0.359 -0.159
18 0.490 0.380 0.526 0.680 0.240 -0.281 46 0.490 0.168 0.793 0.802 0.540 -0.063
19 0.686 0.662 0.511 0.617 0.355 -0.293 47 0.686 0.449 0.996 0.723 0.705 0.244
20 0.862 0.832 0.584 0.622 0.528 -0.276 48 0.862 0.519 0.977 0.731 0.842 0.156
21 0.970 0.422 0.694 0.798 0.787 -0.193 49 0.970 0.106 0.797 0.947 0.985 -0.094
22 0.004 0.001 0.219 0.970 0.074 0.173 50 0.004 0.000 0.209 0.980 0.078 -0.126
23 0.148 0.010 0.475 0.917 0.183 -0.020 51 0.148 0.008 0.486 0.930 0.206 -0.018
24 0.327 0.051 0.000 0.866 0.315 -0.078 52 0.327 0.045 0.647 0.863 0.364 0.053
25 0.531 0.158 0.292 0.794 0.485 -0.156 53 0.531 0.154 0.929 0.780 0.545 0.168
26 0.746 0.415 0.372 0.677 0.655 0.012 54 0.746 0.408 1.000 0.708 0.700 0.122
27 0.920 0.544 0.412 0.710 0.839 -0.019 55 0.920 0.449 0.961 0.772 0.853 -0.070
28 0.998 0.144 0.649 0.930 0.981 -0.022 56 0.998 0.092 0.824 0.985 1.000 0.148
Tabla 5: Pesos otorgados por las TSC a la base de datos MCI con señales acústicas.
MCI con señales acústicas:
La base de datos de MCI con señales acústicas se caracteriza con MPE y se le hace una
selección de caracteŕısticas a partir de unos pesos dados por diferentes TSC. En la tabla 5, se
detallan los pesos dados por las TSC. Mediante la ecuación 34 se hizo un promedio de pesos
dados por las TSC para cada caracteŕıstica MPE y los resultados se pueden ver reflejados en
la figura 22.
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Figura 22: Caracteŕısticas más relevantes para la base de datos MCI con señales acústicas.
La base de datos de MCI con señales acústicas se adquirió con una frecuencia de muestreo
de 51 kHz, lo cual permite tener una muy buena representación del fenómeno debido a que
permite añadir múltiples armónicos. Gracias a lo anterior, se tienen ventanas de análisis
optimas por lo cual la MPE logra encontrar información relevante con escalas y retardos
altos. Basándose en la tabla 1, la figura 22 permite apreciar que cuando se establece un
m = 8 y un τ = 5 se encuentra la caracteŕıstica más importante. Cabe resaltar que, las
caracteŕısticas obtenidas con τ mayores a 5 tienden a estabilizarse los pesos y en las menores
a disminuir.
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MCI con señales de vibración mecánica:
La base de datos de MCI con señales de vibración se caracterizó con MPE y se le hizo una
selección de caracteŕısticas a partir de unos pesos dados por diferentes TSC. En la tabla 6,
se detallan los pesos dados por las TSC.
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# VRA SW DW LS NMF REL # VRA SW DW LS NMF REL
1 0.000 0.000 0.255 1.000 0.092 -0.963 29 0.000 0.000 0.367 0.969 0.292 -0.162
2 0.141 0.006 0.363 0.736 0.163 0.134 30 0.141 0.000 0.425 0.914 0.430 -0.078
3 0.318 0.071 0.453 0.452 0.147 0.030 31 0.318 0.005 0.675 0.822 0.585 -0.018
4 0.520 0.255 0.551 0.281 0.102 0.318 32 0.520 0.034 0.564 0.716 0.724 0.188
5 0.738 0.652 0.643 0.092 0.005 0.218 33 0.738 0.148 0.668 0.558 0.852 0.499
6 0.920 1.000 0.632 0.000 0.000 -0.154 34 0.920 0.295 0.929 0.425 0.968 1.000
7 0.995 0.306 0.468 0.446 0.558 -0.221 35 0.995 0.069 1.000 0.723 1.175 -0.043
8 0.000 0.000 0.325 0.983 0.092 -0.891 36 0.000 0.000 0.506 0.972 0.292 0.636
9 0.142 0.002 0.503 0.879 0.200 -0.135 37 0.142 0.000 0.189 0.909 0.426 -1.063
10 0.320 0.020 0.546 0.703 0.298 0.098 38 0.320 0.005 0.629 0.860 0.586 -0.978
11 0.524 0.078 0.514 0.574 0.391 0.190 39 0.524 0.020 0.768 0.778 0.757 -0.257
12 0.744 0.233 0.289 0.442 0.452 -0.283 40 0.744 0.082 0.938 0.662 0.905 -1.018
13 0.928 0.405 0.086 0.390 0.535 -0.731 41 0.928 0.185 0.829 0.556 1.002 -1.077
14 0.999 0.111 0.050 0.688 0.866 -0.795 42 0.999 0.050 0.644 0.768 1.184 -1.178
15 0.000 0.000 0.573 0.963 0.092 -0.399 43 0.000 0.000 0.501 0.977 0.292 -0.716
16 0.142 0.000 0.583 0.911 0.231 -0.584 44 0.142 0.000 0.281 0.959 0.430 -0.557
17 0.320 0.004 0.514 0.860 0.383 0.224 45 0.320 0.008 0.639 0.887 0.578 -0.132
18 0.526 0.023 0.437 0.784 0.537 -0.202 46 0.526 0.045 0.997 0.830 0.736 0.451
19 0.746 0.096 0.315 0.664 0.661 0.091 47 0.746 0.171 1.000 0.687 0.866 0.267
20 0.931 0.213 0.000 0.578 0.760 -0.270 48 0.931 0.300 0.931 0.658 0.968 -0.707
21 1.000 0.062 0.284 0.792 0.967 -0.891 49 1.000 0.071 0.721 0.811 1.179 -0.030
22 0.000 0.000 0.363 0.993 0.092 -0.873 50 0.000 0.000 0.403 0.970 0.292 -0.346
23 0.142 0.000 0.591 0.975 0.233 -0.739 51 0.142 0.000 0.087 0.932 0.430 -0.815
24 0.321 0.002 0.301 0.935 0.395 0.145 52 0.321 0.003 0.208 0.863 0.590 -0.553
25 0.526 0.012 0.116 0.847 0.564 -0.435 53 0.526 0.017 0.438 0.773 0.755 -0.918
26 0.747 0.072 0.658 0.750 0.701 -0.267 54 0.747 0.078 0.774 0.653 0.897 -0.813
27 0.931 0.189 0.828 0.658 0.815 -0.117 55 0.931 0.181 0.734 0.619 1.007 -0.174
28 1.000 0.051 0.724 0.809 1.000 -0.042 56 1.000 0.047 0.449 0.800 0.998 -0.742
Tabla 6: Pesos otorgados por las TSC a la base de datos de MCI con señales de vibración.
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Mediante la ecuación 34 se hizo un promedio de pesos dados por las TSC para cada carac-
teŕıstica MPE y los resultados se pueden ver reflejados en la figura 23.


























Figura 23: Caracteŕısticas más relevantes para la base de datos MCI con señales de vi-
bración.
Las señales acústicas y las señales de vibración fueron adquiridas con la misma frecuencia de
muestreo y tienen una estrecha relación en su comportamiento. Por lo tanto, era de esperarse
que las caracteŕısticas más significativas también se encontraran en parámetros similares.
Basándose en la tabla 1, cuando se establece m = 7 y τ = 5 se encuentra la caracteŕıstica
más importante. Se debe resaltar que las señales ECG, EGG y acústicas presentaron un
comportamiento ćıclico en la convergencia de los pesos entregados por los TSC. Para las
señales ECG y EEG el comportamiento ćıclico se explica en los cambios lentos dentro de las
mismas, por lo cual los retardos seleccionados no logran generar cambios significativos en el
calculo de las MPE. En cuanto a las señales acústicas, se ha demostrado que la información
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relevante se encuentra a bajas frecuencias y por lo tanto periodos grandes [Delvecchio et al.,
2018]. Lo anterior conlleva a que los retardos seleccionados para el calculo de la MPE sean
insuficientes.
6.4. Resultados objetivo espećıfico 3
Aplicar múltiples estrategias de aprendizaje de máquina que sean capaces de identificar las
clases a partir de los métodos de caracterización estudiados en el primer objetivo espećıfico.
En esta etapa se muestran los resultados del proceso de clasificación de las bases de datos
hecho a partir de la caracterización realizada con la MPE y las TSC. Los 4 clasificadores
se unen con las 6 TSC y se comparan en cuanto a precisión para encontrar la combinación
más adecuada para cada base de datos. Cabe resaltar que el intervalo de confianza de las
precisiones son del 95 % de confianza.
Electroencefalograma:
En la base de datos de EEG se realizan dos experimentos de clasificación. En el primero se
realiza la clasificación de señales de EEG para 5 clases y en la tabla 7 se puede apreciar el
porcentaje de precisión de las combinaciones de los clasificadores con las TSC.
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BAYES KNN SVMM TREE
NN 56.61 ± 2.81 67.76 ± 2.64 69.81 ± 2.59 66.01 ± 2.68
LS 50.21 ± 2.83 70.86 ± 2.57 69.21 ± 2.61 68.86 ± 2.63
SW 57.65 ± 2.79 70.31 ± 2.58 70.55 ± 2.57 64.25 ± 2.71
DW 56.05 ± 2.81 60.05 ± 2.62 69.15 ± 2.61 64.96 ± 2.69
NMF 45.81 ± 2.81 64.21 ± 2.71 65.65 ± 2.68 60.25 ± 2.76
VRA 67.35 ± 2.66 72.71 ± 2.52 72.55 ± 2.52 69.31 ± 2.61
REL 61.25 ± 2.75 72.76 ± 2.51 67.51 ± 2.65 67.7 ± 2.64
Tabla 7: Porcentaje de precisión para la clasificación de 5 clases para la base de datos EEG.
Todos los clasificadores logran una precisión por encima del 50 %, pero se debe resaltar
los resultados de KNN y SVMM que superan el 70 %. Los mejores resultados de cada
clasificador se comparan en cuanto a precisión y se pueden apreciar en la figura 24.
















Figura 24: Mejores resultados de la clasificación de 5 clases en la base de datos EEG.
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KNN combinado con REL supera por poco en precisión al SVMM combinado con VRA,
sin embargo no se presentan diferencias significativas. Por otro lado, KNN + REL tiene
diferencias con BAY ES + REL pero a su vez dicha combinación no tiene diferencias con
SVMM+V RA. Lo anterior se debe a que la MPE logra una dispersión de las caracteŕısticas
que vuelve eficaz las agrupaciones de KNN y los hiperplanos de SVMM . Lo anterior permite
confirma porqué la MPE se considera en la actualidad una de las principales técnicas de
caracterización en señales EEG. Por otro lado, en la tabla 8 se aprecia el segundo experimento
donde se detalla la precisión de la clasificación de la base de datos para las clases A, D y
E. Este experimento se realizó con el objetivo de realizar una comparación con trabajos
establecidos en la literatura. Los resultados de las comparaciones se pueden apreciar en la
tabla 17 de la sección 6.5.
BAYES KNN SVMM TREE
NN 77.83 ± 2.35 88.51 ± 1.81 90.58 ± 1.65 87.51 ± 1.87
LS 74.33 ± 2.47 85.66 ± 1.98 85.02 ± 2.02 83.75 ± 2.08
SW 83.16 ± 2.11 90.51 ± 1.65 93.33 ± 1.41 89.33 ± 1.74
DW 79.66 ± 2.27 88.83 ± 1.78 91.51 ± 1.57 88.75 ± 1.78
NMF 73.33 ± 2.51 77.02 ± 2.38 76.66 ± 2.39 75.15 ± 2.45
VRA 92.08 ± 1.52 92.08 ± 1.52 94.41 ± 1.29 90.41 ± 1.65
REL 86.33 ± 1.94 95.33 ± 1.67 89.33 ± 1.75 88.33 ± 1.81
Tabla 8: Clasificación de 3 clases para la base de datos EEG.
Todos los clasificadores logran una precisión por encima de del 74 %, pero se debe resaltar los
resultados de VRA que superan el 90 % al combinarla con cualquier clasificador. Los mejores
resultados de cada clasificador se comparan en cuanto a precisión y se pueden apreciar en la
figura 25.
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Figura 25: Mejores resultados de la clasificación de 3 clases en la base de datos EEG.
Al igual que en el primer experimento, los mejores resultados son las combinaciones KNN +
REL y SVMM+V RA con una leve superación en cuanto a precisión por parte de la primera.
Cabe resaltar que, aunque las combinaciones KNN + REL y SVMM + V RA no poseen
diferencias significativas entre ellas, KNN + REL śı supera a los otros clasificadores y se
posiciona como la mejor opción para solucionar esta tarea. Los resultados son claramente
mejores que los de la tarea de cinco clases, puesto con se vio en la imagen las clases A, D y E
son más separables. En cuanto a los clasificadores KNN supera a SVMM gracias a la forma
en que la MPE genera caracteŕısticas, es decir la dispersión lograda por la MPE se ajusta a
la metodoloǵıa de agrupación de KNN . Los resultados de otros autores con respecto a este
problema de clasificación se pueden encontrar en la tabla 17 de la sección 6.5.
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Electrocardiograma:
En la base de datos de electrocardiogramas se realiza la clasificación de señales de ECG para
5 clases y en la tabla 9 se puede apreciar la precisión de las combinaciones de los clasificadores
con las TSC.
BAYES KNN SVMM TREE
NN 70.45 ± 0.96 83.75 ± 0.92 81.42 ± 0.94 80.03 ± 0.94
LS 68.95 ± 0.96 80.52 ± 0.94 80.96 ± 0.94 78.42 ± 0.95
SW 71.07 ± 0.96 82.07 ± 0.93 80.36 ± 0.94 81.45 ± 0.94
DW 71.08 ± 0.96 81.92 ± 0.93 82.35 ± 0.93 79.04 ± 0.95
NMF 68.54 ± 0.96 81.89 ± 0.93 80.49 ± 0.94 77.13 ± 0.95
VRA 82.36 ± 0.93 86.18 ± 0.91 86.21 ± 0.91 84.99 ± 0.92
REL 72.73 ± 0.96 88.72 ± 0.89 80.98 ± 0.94 84.71 ± 0.92
Tabla 9: Clasificación de 5 clases para la base de datos ECG.
La base de datos ECG tiene una gran cantidad de instancias, lo que lleva a que los intervalos
de confianza no tenga muchas variaciones, aun aśı se continúa con la misma tendencia de
tener una mejor precisión el algoritmo KNN . En casi todos los casos V RA se consolida como
la mejor TSC excepto para KNN . Los mejores resultados de cada clasificador se comparan
en cuanto a precisión y se pueden apreciar en la figura 26.
Mej́ıa-Hernández, Juan Camilo 74
6.4 Resultados objetivo espećıfico 3



















Figura 26: Mejores resultados de la clasificación de 5 clases en la base de datos ECG.
Al igual que en la clasificación de EEG, la mejor combinación es KNN+REL con diferencias
significativas con los otros clasificadores. Por otro lado, SVM+V RA y TREE+V RA llegan
al 85 % pero no tienen diferencias significativas entre śı. Por último, BAY ES + V RA es la
combinación con la menor precisión y se puede explicar en la incompatibilidad de BAY ES
y los cambios lentos del fenómeno presentado en este tipo de señales. Los cambios lentos de
los ECG no son problema para la MPE, ya que al truncar las señales y medir la información
de las mismas, la hace robusto a cambios lentos o rápidos [Ke et al., 2018]. Los resultados de
otros autores con respecto a este problema de clasificación se pueden encontrar en la tabla
18 de la sección 6.5.
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Case Western Reserve University:
En la base de datos de fallos en rodamientos se realizan dos experimentos de clasificación.
En el primero se realiza la clasificación para 4 clases. En la tabla 10, se puede apreciar la
precisión de las combinaciones de los clasificadores con las TSC.
BAYES KNN SVMM TREE
NN 72.01±3.74 96.83±0.63 86.92±2.48 92.75±1.21
LS 85.25±6.35 99.17±0.51 87.08±8.71 95.12±2.68
SW 81.58±2.95 98.02±1.19 95.05±1.14 94.42±3.53
DW 78.91±5.99 98.65±1.02 94.83±3.28 97.58±0.34
NMF 79.75±1.20 98.85±0.66 89.08±2.15 94.42±2.71
VRA 95.05±2.65 96.35±0.68 98.08±1.91 97.51±0.78
REL 90.08±4.52 99.75±0.56 98.83±1.07 97.08±1.36
Tabla 10: Clasificación de 4 clases en la base de datos Case Western Reserve University.
La clasificación de 4 clases de fallos de rodamientos es un claro ejemplo de la ventaja que
presenta la implementación de las TSC. Para este experimento se logra con varias combina-
ciones del KNN precisiones superiores al 99 % generando una poderosa herramienta para la
solución de esta tarea. Los mejores resultados de cada clasificador se comparan en cuanto a
precisión y se pueden apreciar en la figura 27.
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Figura 27: Mejores resultados de la clasificación de 4 clases en la base de datos Case Western
Reserve University.
Los mejores resultados dan precisiones mayores al 95 %, lo cual indica que la MPE logra
generar caracteŕısticas que permiten que todos los clasificadores logren de manera óptima
separar las clases. Además, KNN + REL logra la mejor precisión con una baja dispersión
aunque sin diferencias significativas con SVMM +REL pero śı con los otros clasificadores.
Por otro lado, en la tabla 11 se aprecia el segundo experimento donde se detalla la precisión de
la clasificación de la base de datos para 10 clases. Dichas clases se obtienen de la combinación
de estado de los rodamientos y revoluciones. Este experimento se realiza con el objetivo de
corroborar la precisión de la metodoloǵıa con una mayor cantidad de clases.
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BAYES KNN SVMM TREE
NN 85.75±1.42 96.75±0.35 91.5±0.75 92.58±1.62
LS 92.92±3.65 98.33±0.88 92.08±4.99 96.25±2.99
SW 92.75±3.51 96.51±1.68 93.75±1.79 92.16±3.24
DW 93.92±1.16 98.03±1.81 93.66±3.39 94.02±1.21
NMF 83.92±0.86 95.51±1.85 90.41±0.83 90.83±2.91
VRA 96.17±0.91 97.92±0.66 97.67±1.41 97.25±0.47
REL 95.58±3.59 99.42±0.69 94.25±1.71 96.83±1.81
Tabla 11: Clasificación de 10 clases en la base de datos Case Western Reserve University.
La metodoloǵıa propuesta tiene un buen comportamiento con 10 clases diferentes, dado que
las precisiones en su mayoŕıa se mantienen por encima del 95 %. Cabe resaltar que al tener
más clases se tiene un menor número de muestras, aunque en los resultados se refleja que no
afecta a los clasificadores. Los mejores resultados de cada clasificador se comparan en cuanto
a precisión y se pueden apreciar en la figura 28.
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Figura 28: Mejores resultados de la clasificación de 10 clases en la base de datos Case
Western Reserve University .
Al igual que con 4 clases, la mejor combinación es KNN +REL pero sin diferencias signifi-
cativas con SVMM + V RA. Aunque BAY ES + V RA mejora su precisión, aun se posiciona
como el de menor precisión. Ya sea para 4 o 10 clases, la MPE es capaz de ofrecer carac-
teŕısticas que permiten una precisión superior al 99 % en la combinación KNN + REL. La
MPE mide la información de una señal buscando muchas combinaciones de la misma, lo cual
permite descubrir comportamientos ocultos. Lo resultante, son señales de clases diferentes
dispersas y señales de igual clases muy concentradas, lo cual facilita la clasificación para
clasificadores como KNN . Los resultados de otros autores con respecto a este problema de
clasificación se pueden encontrar en la tabla 16 de la sección 6.5.
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MCI con señales acústicas:
En la base de datos de estados de un MCI con señales acústicas, se realizan dos experimentos
de clasificación. En el primero se realiza la clasificación para 3 clases correspondientes al nivel
de velocidad del motor. En la tabla 12, se puede apreciar la precisión de las combinaciones
de los clasificadores con las TSC.
BAYES KNN SVMM TREE
NN 70.82 ± 2.27 78.52 ± 2.05 72.34 ± 2.23 67.71 ± 2.33
LS 78.05 ± 2.06 82.88 ± 1.88 75.58 ± 2.14 71.93 ± 2.24
SW 74.15 ± 2.18 71.09 ± 2.26 63.21 ± 2.41 73.51 ± 2.24
DW 67.45 ± 2.34 67.96 ± 2.33 56.69 ± 2.47 62.87 ± 2.41
NMF 66.53 ± 2.35 67.45 ± 2.34 55.67 ± 2.48 63.67 ± 2.46
VRA 81.85 ± 1.92 76.16 ± 2.13 78.19 ± 2.06 78.77 ± 2.04
REL 85.28 ± 1.77 87.49 ± 1.65 75.26 ± 2.15 70.56 ± 2.27
Tabla 12: Clasificación de 3 velocidades diferentes en la base de datos MCI con señales
acústicas
Todas las combinaciones superan el 50 % de precisión, aunque para este tipo de bases de datos
los SVM se ven afectados drásticamente, incluso las TSC se vuelven contraproducentes. Lo
anterior, las metodoloǵıas de las TSC no logran seleccionar las caracteŕısticas MPE necesarias
para que los vectores de soporte de las SVM logren separar de manera correcta las clases,
muestra de esto se puede apreciar en la figura 17 donde se observa el solapamiento de las
clases. KNN se consolida nuevamente con los mejores resultados sobrepasando el 87 % de
precisión. Los mejores resultados de cada clasificador se comparan en cuanto a precisión y se
pueden apreciar en la figura 29.
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Figura 29: Mejores resultados de la clasificación de 3 velocidades diferentes en la base de
datos MCI con señales acústicas.
KNN +REL es la mejor opción para solucionar esta tarea, pero cabe resaltar que no tiene
diferencias significativas con BAY ES + REL. Por otro lado, en la tabla 13 se aprecia el
segundo experimento donde se detalla la precisión de la clasificación de la base de datos para
3 clases que hacen referencia a la carga que está expuesto el MCI.
BAYES KNN SVMM TREE
NN 52.60 ± 2.49 61.13 ± 2.43 44.79 ± 2.48 49.87 ± 2.51
LS 59.76 ± 2.45 66.86 ± 2.35 44.72 ± 2.48 49.93 ± 2.52
SW 55.92 ± 2.48 55.53 ± 2.48 47.39 ± 2.49 49.02 ± 2.51
DW 59.04 ± 2.45 68.22 ± 2.32 48.62 ± 2.49 49.86 ± 2.53
NMF 51.24 ± 2.49 49.54 ± 2.51 47.71 ± 2.49 50.32 ± 2.55
VRA 54.55 ± 2.49 57.02 ± 2.47 61.45 ± 2.43 55.99 ± 2.48
REL 63.47 ± 2.40 67.91 ± 2.33 45.63 ± 2.49 50.58 ± 2.53
Tabla 13: Clasificación de 3 cargas diferentes en la base de datos MCI con señales acústicas
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El nivel de carga de un MCI es dif́ıcil de identificar mediante señales acústicas ya que no se
ve reflejada tan fácilmente como la velocidad. Lo anterior se pudo predecir desde la represen-
tación de las señales con PCA y se confirma al observar que ninguna combinación alcanza
el 70 %. Los mejores resultados de cada clasificador se comparan en cuanto a precisión y se
pueden apreciar en la figura 30.




















Figura 30: Mejores resultados de la clasificación de 3 cargas diferentes en la base de datos
MCI con señales acústicas.
Para esta tarea KNN + DW se posiciona como la mejor combinación sobre los otros clasi-
ficadores. Cabe resaltar que, en este tipo de señales los clasificadores básicos como BAY ES
superan a las SVMM , las cuales incluso continúan siendo afectadas por las TSC.
MCI con señales de vibración mecánica:
En la base de datos de estados de un MCI con señales de vibración mecánica, se realizan dos
experimentos de clasificación. En el primero se realiza la clasificación para 3 clases corres-
pondientes al nivel de velocidad del motor. En la tabla 14, se puede apreciar la precisión de
las combinaciones de los clasificadores con las TSC.
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BAYES KNN SVMM TREE
NN 45.30 ± 1.08 87.22 ± 0.73 77.28 ± 0.91 82.23 ± 0.83
LS 57.65 ± 1.08 90.72 ± 0.63 83.35 ± 0.81 87.96 ± 0.71
SW 66.67 ± 1.03 92.19 ± 0.58 83.64 ± 0.81 89.35 ± 0.67
DW 63.98 ± 1.05 87.10 ± 0.73 82.63 ± 0.83 83.32 ± 0.81
NMF 54.54 ± 1.08 86.59 ± 0.74 81.59 ± 0.84 82.67 ± 0.82
VRA 82.67 ± 0.82 91.77 ± 0.60 84.88 ± 0.78 90.14 ± 0.65
REL 62.68 ± 1.05 92.32 ± 0.58 78.80 ± 0.89 89.58 ± 0.67
Tabla 14: Clasificación de 3 cargas diferentes de la base de datos MCI con señales de
vibración mecánica.
Nuevamente, KNN se mantiene como el mejor clasificador y se SW proporciona la segunda
mejor opción en casi todos los clasificadores. Los mejores resultados de cada clasificador se
comparan en cuanto a precisión y se pueden apreciar en la figura 31. La MPE logra nueva-
mente tener un excelente acoplo con la combinación KNN + REL, logrando una precisión
de clasificación superior a 92 % y con diferencias significativas con las otras combinaciones.
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Figura 31: Mejores resultados de la clasificación de 3 velocidades diferentes de la base de
datos MCI con señales acústicas.
Por otro lado, en la tabla 15 se aprecia el segundo experimento donde se detalla la precisión
de la clasificación de la base de datos para 3 clases que hacen referencia a la carga a la que
está expuesto el MCI.
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BAYES KNN SVMM TREE
NN 44.89 ± 1.08 83.75 ± 0.80 41.56 ± 1.07 73.16 ± 0.97
LS 41.44 ± 1.07 84.14 ± 0.80 50.51 ± 1.09 77.36 ± 0.91
SW 43.48 ± 1.08 83.22 ± 0.81 49.95 ± 1.09 75.15 ± 0.94
DW 38.41 ± 1.06 79.54 ± 0.88 42.30 ± 1.08 70.47 ± 0.99
NMF 41.73 ± 1.07 82.11 ± 0.83 48.52 ± 1.09 73.16 ± 0.97
VRA 49.79 ± 1.09 80.53 ± 0.86 51.65 ± 1.09 76.49 ± 0.92
REL 41.35 ± 1.07 82.25 ± 0.83 39.70 ± 1.07 77.48 ± 0.91
Tabla 15: Clasificación de 3 cargas diferentes de la base de datos MCI con señales acústicas
Nuevamente KNN se posiciona como el clasificador que mejor se adapta a las caracteŕısticas
MPE, incluso duplicando los resultados de SVMM y BAY ES. Los mejores resultados de
cada clasificador se comparan en cuanto a precisión y se pueden apreciar en la figura 32.
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Figura 32: Mejores resultados de la clasificación de 4 cargas diferentes de la base de datos
MCI con señales acústicas.
LS se combina con KNN y se posiciona como la mejor opción para solucionar esta tarea, con
diferencias significativas si se compara con los otros clasificadores. TREE+REL sorprende al
ser la segunda mejor combinación para clasificar este tipo de señales. Lo anterior se considera
una de las habilidades de esta metodoloǵıa, pues aunque SVMM no logre la clasificación
otro clasificador como TREE si puede.
6.5. Resultados objetivo espećıfico 4
Realizar una validación de la metodoloǵıa propuesta mediante la comparación cuantitativa de
los resultados experimentales y los establecidos en la literatura.
Los resultados de este objetivo espećıfico se presentan para todas las bases de datos excepto
para la de estados de un MCI debido a que no es una base de datos pública.
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Case Western Reserve University:
La base de datos de fallos en rodamientos se ha utilizado ampliamente en la literatura para
validar metodoloǵıas de clasificación relacionadas con esta investigación. En la tabla 16 se












[Zhang et al., 2015] 3 PE+EMD - SVM 12 97.75
[Yuwono and Qin, 2016] 3 WPT - HMM 12 95.8
[Jaouherl et al., 2015] 7 TP+FR+EMD - ANN 10 93
[Keheng et al., 2014] 10 EJ+SE+MSE - SVM+PSO 9 97.75
[Minghong and Jiali, 2015] 14 SE+LDM - SVM - 100
[Zheng et al., 2013] 7 EF - ANFIS 4 99.29
[Zhiwen et al., 2013] 4 TP-FR - WPT+SVM+PSO 81 97.5
[Tiwari et al., 2015] 4 MPE - ANFC 16 92.5
[William and Hoffman, 2011] 4 ZC - ANN 10 97.13
[Ocak and Loparo, 2005] 3 LPM - HMM 30 99.6
[Wei et al., 2017] 6 FR+WPT Relieff AP 18 96
[Shao et al., 2017] 16 DAE+CAE LPP Softmax 19 95.23
[Zheng et al., 2018] 6 GCMPE LS SVM+PSO 2 98.81
[Liang et al., 2016] 4 TP+FR NMF KNN 3 92.86
[Muruganatham et al., 2013] 4 SSA EMD ANN 10 95.14
Este trabajo 4 MPE REL KNN 11 99.75
Este trabajo 10 MPE REL KNN 10 99.42
Tabla 16: Comparación de la metodoloǵıa propuesta en la base de datos Case Western Reserve
University.
La metodoloǵıa propuesta con el clasificador MPE+REL+KNN , realiza mejora la precisión
de clasificación pero con un mayor número de caracteŕısticas. Sin embargo, la metodoloǵıa
se compensa al tener un modelo mucho más simple que SVMM , l son los más utilizados en
la literatura. Lo anterior, se basa en que los SVMM suelen ser optimizados con diferentes
técnicas que aumentan su complejidad y tiempo de ejecución. Autores como Keheng et al.
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[2014] y Tiwari et al. [2015] usaron mediciones de entroṕıa para resolver este problema pero
no usaron técnicas de selección de caracteŕısticas, lo cual hizo que su precisión fuera menor
a la esperada. Por último, aunque el autor Zheng et al. [2018] usó una metodoloǵıa que
incorporá técnicas de selección de caracteŕısticas fijó los valores de m = 3 y τ = 1.
Electroencefalograma
La mayoŕıa de las actuales interfaces cerebro-computadora (BCI) basadas en electroencefalo-
graf́ıa (EEG) se basan en algoritmos de aprendizaje automático. Existe una gran diversidad
de clasificadores que se utilizan en este campo. Por eso la base de datos del MIT-BIH se ha
convertido en un reto para probar metodoloǵıas de clasificación relacionadas con el tema. En
la tabla 18, se exponen los mejores resultados y las herramientas usadas:
Autor Clases Caracterización Clasificador Precisión
[Derya, 2008] A/D/E DWT Mixture of experts 93.17
[Yuedong and Pietro, 2010] A/D/E Sample entropy ELM 95.67
[Umut et al., 2011] A/D/E WT+ k-means MLPNN 96.67
[Guler et al., 2005] A/D/E Exponentes Lyapunov KNN 96.79
[Acharya et al., 2012] A/D/E Entroṕıa Fuzzy 98.10
[Rajendra et al., 2012] A/D/E WPD+PCA GMM 99.00
[Musa et al., 2016] A/D/E DTCWT CVANN-1 99.30
[Ren and Han, 2018] A/D/E Caracteŕısticas h́ıbridas LDA EELM 99.43
Este trabajo A/D/E MPE + REL KNN 95.33
Tabla 17: Comparación de la metodoloǵıa propuesta en la base de datos de Electroencefalo-
gramas.
La metodoloǵıa propuesta con el clasificador MPE+REL+KNN , realiza una clasificación
mayor al 95 % y comprueba que es efectiva para resolver retos relacionados en esta disciplina,
aunque con una precisión menor a varios autores. Cabe resaltar que autores como Ren and
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Han [2018] tienen una precisión mayor que la presentada en este trabajo, sus procedimientos
de validación no evidencian que se realice una cambio en los grupos de entrenamiento o
prueba, por lo cual no se garantiza una independencia del modelo y los datos. Por otro lado,
autores como Guler et al. [2005] y Acharya et al. [2012], presentar metodoloǵıas basadas en
mediciones de entroṕıa que superan a las propuestas en este trabajo, pero no se aclaran en
sus art́ıculos los porcentajes usados para entrenamiento, prueba y validación.
Electrocardiograma
En términos generales, las arritmias pueden ser potencialmente mortales y en algunos casos
requieren tratamiento inmediato con un desfibrilador. La detección de estas arritmias debe
estar perfectamente implementada, por lo cual la base de datos creada por el Centro de Salud
de la Universidad Estatal de Nueva York se ha convertido en un reto para probar metodoloǵıas
de clasificación relacionadas con el tema. En la tabla 18, se exponen los mejores resultados y
las herramientas usadas:
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Autor Clases Caracterización Clasificador Precisión





[Chazal et al., 2004] 5 Morfoloǵıa Lineal 96.5
[Yakup and Damla, 2011] 5 Descomposición WPD KNN 95.46
[Yakup and Damla, 2012] 5 HOS+WPD KNN 92.56
[Ye et al., 2012] 3 DWR + ICA SVM 86.4
[Kumar and Samit, 2014] 5 ST+DWT MLP-NN 97.5
[Fatin et al., 2016] 5 DWT+PCA SVM-RBF 98.91




[Kandala and Ravindra, 2018] 5 ICEEMD+mRMR AdaBoost 97.9
Este trabajo 5 MPE + REL KNN 88.72
Tabla 18: Comparación de la metodoloǵıa propuesta en la base de datos de Electrocardiogra-
ma.
La metodoloǵıa propuesta con MPE+REL+KNN logra clasificar las señales superando el
88 %, posicionándose en el penúltimo lugar en cuanto a precisión. Sin embargo, se debe aclarar
que la base de datos poseé clases desbalanceadas y autores como Chazal et al. [2004] ó Kumar
and Samit [2014], realizan el proceso de clasificación sin corregir dicha cuestión. Lo anterior
conlleva un problema, ya que el usar una medida como la precisión no es representativa del
desempeño real del modelo propuesto. Autores como Ye et al. [2012], balancean los datos y
son superados por la metodoloǵıa propuesta en este trabajo. Se debe aclarar que es innovador
intentar clasificar las ECG con mediciones de Entroṕıa, pues hasta el momento no se han
encontrado estudios relacionados. Las señales ECG, poseen eventos significativos separados
por muchas muestras entre śı, por lo que se debeŕıa tener escalas o retardos de mayor valor
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que los expresados en este trabajo. Aunque los resultados dados por esta metodoloǵıa superan
el 88 %, se debe pensar en otro tipo de metodoloǵıas para la clasificación debido a lo preciso
que deben ser estos diagnósticos.
6.6. Otros Resultados
Durante el desarrollo de esta investigación se realizaron otras pruebas relevantes que no
encajan directamente con los objetivos espećıficos. Dichas pruebas muestran en primer lugar
resultados la variación de la precisión cambiando la longitud de las señales. Luego, permiten
apreciar los requerimientos en cuanto a tiempo de cómputo de las diferentes combinaciones
entre clasificadores y técnicas de selección de caracteŕısticas. Por último, se logra verificar
la no estacionariedad de las señales elegidas para comprobar la eficiencia de la metodoloǵıa
propuesta.
Longitud de las señales
La división de las bases de datos se realiza con el objetivo de buscar tramos de señal esta-
cionarios, como lo describe la sección 6.1. Sin embargo, una de las principales premisas de
la metodoloǵıa propuesta es la capacidad de clasificar señales no estacionarias, por lo que el
preprocesamiento no debe influir en gran medida en los procesos de clasificación. Muestra de
eso se puede apreciar en la figura 33.
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Figura 33: Resultados de la clasificación cambiando la longitud de las sub señales para la
base de datos Case Western Reserve University.
El experimento de la figura 33, representa la precisión de la clasificación de la base de datos de
rodamiento provenientes de la Case Western Reserve University. La base de datos se clasificó
con la combinación MPE + V RA + KNN , variando la cantidad de muestras por subseñal
de 1 a 8000 en escalas de 100. La MPE es una técnica de caracterización no convencional,
no depende en gran medida de la longitud de las señales. Prueba de esto son resultados
que permiten apreciar que después de 300 muestras ya se supera el 90 % de precisión. Di-
chos resultados son variantes a los mostrados en estudios similares en el tema como los de
[Zhang et al., 2017] y [Nayana and Geethanjali, 2017]. Lo cuales permitieron concluir que sus
metodoloǵıas basadas en técnicas clásicas de caracterización tiempo-frecuencia necesitaron
longitudes de señales superiores a las 3000 muestras para tener precisiones superiores al 90 %.
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Tiempos de cómputo
La metodoloǵıa propuesta está compuesta por técnicas de selección de caracteŕısticas y clasifi-
cadores automáticos. Pensando en la implementación, se realizó un estudio de las necesidades
de cómputo para su ejecución. En la tabla 19, se pueden apreciar los tiempos de ejecución en
segundos de las combinaciones en un computador con procesador i7 y 16 Gb de ram. Cada
experimento se repitió 10 veces.
KNN TREE BAYES SVMM
NN 2.973±0.006 5.649±0.191 5.013±0.096 109. 441±0.713
REL 85.097±0.541 87.546±0.208 98.337±1.192 186.313±2.018
LS 25.819±0.152 28.563±1.595 38.206±0.861 125.184±1.401
SW 28.751±0.074 32.594±1.735 39.751±0.560 134.990±3.119
DW 12.884±0.0297 15.576±0.221 25.455±0.405 120.854±1.407
VRA 3.297±0.035 7.181±0.321 15.232±0.0578 108.822±3.503
NMF 6.089±0.089 8.893±0.114 18.114±0.232 113 .671±2.637
Tabla 19: Tiempo de ejecución en segundos requerido por cada combinación FT y CL.
Los resultados permiten apreciar que cuando no se usan técnicas de selección de caracteŕısti-
cas (NN) los tiempos de cómputo son los menores sin importar el clasificador. En cuanto a
las técnicas de selección, REL conlleva un tiempo de cómputo con diferencias significativas
con las otras técnicas sin importar el clasificador. En un caso opuesto, VRA que siempre se
posicionó como un alternativa muy llamativa por sus altas tasas de precisión, tiene el me-
nor tiempo de cómputo en todos los clasificadores con diferencias significativas con las otras
técnicas. Por último, en cuanto a los clasificadores, los SVMM tienen el más alto consumo
computacional superando a KNN hasta por 50 veces. Debido a lo anterior, KNN se posiciona
como la mejor opción en cuanto a clasificación y tiempo de computo.
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Verificación de la no estacionareidad
El objetivo principal de este trabajo es verificar la eficiencia de la MPE para caracterizar
señales no estacionarias y aśı mejorar procesos de clasificación. Las señales elegidas para lo-
grar dicho objetivo son de diferente naturaleza y representan un gran reto de clasificación en
sus respectivos campos. En esta sección se verifica la no estacionareidad de dichas señales me-
diante los test de Dickey−Fuller(DF ), Phillips−Perron(PP ), Kwiatkowski−Phillips−
Schmidt−Shin(KPSS). Para verificar su funcionamiento se cuenta con dos señales de prue-
ba, la primera es una señal sinusoidal de una sola frecuencia (50Hz) y la segunda es una señal
sinusoidal de cuatro frecuencias alternadas en el tiempo (10, 25, 50 y 100Hz). Las señales se
pueden visualizar en la figura 34
Figura 34: Izquierda - Señal sinusoidal. Derecha - Señal sinusoidal diferentes frecuencias.
La señal de varias frecuencias claramente no conserva sus propiedades estad́ısticas en el
tiempo, por lo cual se considera no estacionaria y es un ejemplo ampliamente utilizado en
la literatura para realizar experimentos de no estacionariedad [Coomonte, 2006]. A las dos
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señales se les aplica los test y los resultados se pueden apreciar en la tabla 20.
KPSS DF PP
h coeficiente p h coeficiente p h coeficiente p
Señal sinusoidal de un frecuencia 0 0.112 0 0.978 0 0.433
Señal sinusoidal de múltiples frecuencias 1 0.035 1 0.001 1 0.001
Tabla 20: Resultados entregados por los test de estacionariedad.
Los test realizan análisis estad́ıstico de las señales y entregan un coeficiente p que se com-
para con un nivel de significancia fundamental 0,05. Si el coeficiente p es superior al nivel
de insignificancia fundamental, se puede sugerir que la señal es estacionaria y el valor de
h se establece en 0. Por otro lado, si el coeficiente p es inferior al nivel de insignificancia
fundamental se reconoce a la señal como no estacionaria y el valor de h queda en 1 [Stypka
and Wagner, 2019]. Los resultados son contundentes y todos los test confirman la no estacio-
nariedad de la señal de varias frecuencias. El anterior experimento se repite con las señales
que componen esta investigación, por lo cual se escogieron señales t́ıpicas de cada base de
datos y se les aplica los test. Los resultados se pueden apreciar en la tabla 21.
KPSS DF PP
h coeficiente p h coeficiente p h coeficiente p
Señales de vibración en rodamientos 1 0.012 1 0.001 1 0.001
Encefalogramas 0 0.124 1 0.001 1 0.001
Electrocardiogramas 0 0.245 1 0.001 1 0.001
Señales acústicas mecánicas 1 0 1 0.001 1 0.001
Señales de vibración mecánica 1 0 1 0.001 1 0.001
Tabla 21: Resultados entregados por los test de estacionariedad en las bases de datos.
Los resultados son generalizados para todas las bases de datos, por lo que se concluye que
todas las señales usadas en esta investigación son no estacionarias. Cabe resaltar que, KPSS
clasifica a las señales ECG y EEG como estacionarias debido a que presentan cambios lentos
y sectores estacionarios.
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7. Conclusiones y trabajos futuros
En este trabajo se presenta una metodoloǵıa para la clasificación y la caracterización de
señales no estacionarias usando mediciones de Entroṕıa de Permutación Multiescalar (MPE).
Espećıficamente, la MPE es una variación de la Entroṕıa de Shannon en la cual se incorporan
parámetros de retardo (m) y escala (τ) para encontrar caracteŕısticas no perceptibles para
otros métodos. En este trabajo, la MPE se combinó con 6 diferentes Técnicas de Selección
de Caracteŕısticas (TSC) y 4 clasificadores automáticos, con el objetivo de clasificar señales
de bases de datos de diferentes oŕıgenes y naturaleza.
Los resultados de esta metodoloǵıa posiciona a la MPE como un método de caracterización
efectivo para encontrar dinámicas no lineales de señales no estacionarias gracias a la variación
de la escala y el retardo. Dependiendo de la velocidad y longitud de la señal se encuentran
caracteŕısticas relevantes a diferentes τ y m, como se mostró en la sección 6.2. Sin embargo,
muchas caracteŕısticas pueden ser redundantes y causar baja precisión o sobre entrenamiento
en los clasificadores. Por lo cual, la implementación de las técnicas de selección de caracteŕısti-
cas ayudan a mejorar la eficacia y eficiencia como lo muestra la sección 6.3. Cabe resaltar
que las facultades de las TSC REL y VAR son generalmente las que mejor se acoplan a las
caracteŕısticas MPE, mejorando en algunos casos la precisión hasta en 35 %.
El desempeño de esta metodoloǵıa se puede garantizar mediante la implementación de clasi-
ficadores de diferente naturaleza (BAY ES,KNN, SVMM,TREE). Varios ejemplos de esta
ventaja se pueden apreciar en la sección 6.4, donde SVMM tiene una buena precisión para
EEG o ECG y TREE lo supera para vibraciones mecánicas. Aunque se debe resaltar las
precisiones logradas por el clasificador KNN , el cual fue superior en todas las bases de datos
usadas en este trabajo. Lo anterior se puede explicar en la forma que la MPE concentra a las
clases, lo cual permite una buena combinación al usar KNN ya que basa su funcionamien-
to en agrupaciones. Por último, se debe resaltar que la metodoloǵıa propuesta se desarrolló
inicialmente para señales de vibración pero su versatilidad permitió extrapolarla a diferentes
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señales como EEG, ECG y acústicas, como lo muestra la sección 6.4. Gracias a esto, se rea-
lizaron diferentes experimentos de clasificación donde se lograron precisiones de 95 % para
EEG, 85 % para ECG y 89 % para acústicas.
Existen diferentes trabajos futuros que son pertinentes para darle continuidad a esta inves-
tigación y aunque no fueron objeto de estudio de este trabajo pueden ser alcances de la
metodoloǵıa propuesta. En primer lugar, los valores o intervalos de escala y retardo de la
MPE son esenciales para una correcta caracterización y en este trabajo se dejaron predeter-
minados. Dichos parámetros se podŕıan seleccionar basándose en diferentes caracteŕısticas
intŕınsecas de las señales. Por otro lado, la mayor continuidad que se le debeŕıa dar a esta
investigación es la aplicación de la metodoloǵıa propuesta a bases de datos que representan
fenómenos diferentes que los aqúı descritos. Los campos más interesantes de la ciencia donde
se propone en un futuro aplicar la metodoloǵıa propuesta son: audioloǵıa, marketin digi-
tal, cardioloǵıa, radioloǵıa, desempeño de conducción, reconocimiento facial, fitopatoloǵıa,
segmentación multitudinaria, entre otros.
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Durante el desarrollo de esta metodoloǵıa se han realizado las siguientes publicaciones:
Instrumentación para la captura y transmisión de señales de vibración. XIII Congreso
Internacional en Electrónica, Control y Telecomunicaciones. 2017
Instrumentación para la captura y transmisión de señales de vibración. Visión Electróni-
ca: algo más que un estado sólido. 2018
Embedded electronic remote system for the acquisition, conditioning and transmission
of vibration signals. XII Congreso Colombiano de Computación. 2017
Desarrollo de un banco de instrumentación para la captura de señales provenientes de un
motor de combustión interna diésel. Cuarto Congreso Internacional Sobre Tecnoloǵıas
Avanzadas de Diseño, Mecatrónica y Manufactura. 2018
Banco de instrumentación para el acondicionamiento y adquisición de señales prove-
nientes de un motor de combustión interna diésel.Revista Colombiana de Tecnoloǵıas
de Avanzada. 2018
Banco de instrumentación para el acondicionamiento y adquisición de señales prove-
nientes de un motor de combustión interna diésel.IX Congreso Latinoamericano de
Ingenieŕıa Mecánica. 2018
Detección de fallos en rodamientos a partir de vibraciones usando mediciones de en-
troṕıa y algoritmos de aprendizaje de máquina. XIV Congreso Iberoamericano de In-
genieŕıa Mecánica. 2019
Entroṕıa de Permutación Multiescalar y aprendizaje de máquina para la identificación
de enfermedades cerebrales. Congreso Internacional de Ingenieŕıa Biomédica y Bioin-
genieŕıa. 2019
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