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a b s t r a c t
In this paper, a new spectral PRP conjugate gradient algorithm has been developed for
solving unconstrained optimization problems, where the search direction was a kind of
combination of the gradient and the obtained direction, and the steplengthwas obtained by
theWolfe-type inexact line search. It was proved that the search direction at each iteration
is a descent direction of objective function. Undermild conditions, we have established the
global convergence theorem of the proposed method. Numerical results showed that the
algorithm is promising, particularly, compared with the existing several main methods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following unconstrained optimization problem:
min f (x), x ∈ Rn, (1)
where f : Rn → R is continuously differentiable. For solution of (1), one of the best algorithms in numerical performance is
the PRP conjugate gradient algorithm (see, for example, [1–3]). Let g(x) denote the gradient of f at x, and x0 be an arbitrary
initial approximate solution of (1). Then, in a standard PRP conjugate gradient algorithm, the search direction is determined
by
dk =
−gk, if k = 0,
−gk + βkdk−1, if k > 0, (2)
where
βk = βPRPk =
gTk (gk − gk−1)
‖gk−1‖2 . (3)
Hence, a sequence of solutions will be generated by
xk+1 = xk + αkdk, k = 0, 1, . . . , (4)
where αk is the steplength along dk chosen by some kind of line search method. Actually, for different rules to choose a
steplength, the algorithms are different.
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Recently, for different versions of PRP conjugate gradient algorithm, the global convergence has gained a lot of attention.
For example, one can find the relevant main contributions in [1,4–8,2] and the references therein.
In [9], Bergin and Martinez proposed another kind of conjugate gradient method, called spectral conjugate gradient
method. Let yk−1 = gk − gk−1 and sk−1 = xk − xk−1. Then, the search direction dk in this method was defined by
dk = −θkgk + βkdk−1, (5)
where
βk = (θkyk−1 − sk−1)
Tgk
dTk−1yk−1
,
and
θk = s
T
k−1sk−1
sTk−1yk−1
.
However, the above direction (5) must not always be a descent direction.
In this paper, we are going to develop a new PRP spectral conjugate gradient algorithm, where the search direction at
each iteration is a kind of combination of the gradient and the obtained direction, and always is a descent direction of the
objective function. We are also going to establish the global convergence of the proposed algorithm with the Wolfe-type
line search.
2. New spectral PRP conjugate gradient algorithm
In this section, we will firstly study how to determine a descent direction of objective function.
Let xk be the current iterate. Let dk be defined by
dk =
−gk, if k = 0,
−θkgk + βPRPk dk−1, if k > 0, (6)
where βPRPk is specified by (3) and
θk = d
T
k−1yk−1
‖gk−1‖2 −
dTk−1gkg
T
k gk−1
‖gk‖2‖gk−1‖2 . (7)
It is noted that dk given by (6) and (7) is different from those in [9,10,2], either for the choice of θk or for that of βk. In
the next section, we will prove that dk always is a descent direction of the objective function for any k. So, a new descent
algorithm can be presented as follows.
Algorithm 1 (Modified Spectral PRP Conjugate Gradient Algorithm).
Step 0 Given constants 0 < ρ < σ < 1, δ1, δ2 > 0, ϵ > 0. Choose an initial point x0 ∈ Rn. Let k := 0.
Step 1 If ‖gk‖ ≤ ϵ, then the algorithm stops. Otherwise, compute dk by (6)–(7), and go to Step 2.
Step 2 Determine a steplength αk > 0 to satisfy that
f (xk)− f (xk + αkdk) ≥ ρα2k‖dk‖2,
g(xk + αkdk)Tdk ≥ −2σαk‖dk‖2. (8)
Step 3 Set xk+1 := xk + αkdk, and k := k+ 1. Return to Step 1.
3. Global convergence
In this section, we come to study the global convergence of Algorithm 1. For this, firstly we are going to verify that
Algorithm 1 is well defined. For the proof of global convergence, the following assumptions are needed.
Assumption 1. The level setΩ = {x ∈ Rn | f (x) ≤ f (x0)} is bounded.
Assumption 2. In some neighborhood N of Ω, f is continuously differentiable and its gradient is Lipschitz continuous,
namely, there exists a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ N. (9)
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Remark 1. If {f (xk)} is decreasing, then the sequence {xk} generated by Algorithm 1 is contained in a bounded region from
Assumption 1. So, there exists a convergent subsequence of {xk}. Without loss of generality, it can be supposed that {xk} is
convergent. On the other hand, Assumption 2 implies that there is a constant γ1 > 0 such that
‖g(x)‖ ≤ γ1, ∀x ∈ Ω. (10)
Hence, the sequence { gk } is bounded.
Assumption 3. For k large enough, the inequalities
0 < gTk gk−1 ≤ 2gTk gk (11)
hold.
Remark 2. In (11), the first inequality requires that the angle between the gradient gk and gk−1 is acute for k large enough.
If gk is an approximation to gk−1, it is trivial for this inequality to hold. Particularly, for a quadratic objective function
f (x) = 1
2
xTQx,
because gk = gk−1 + αk−1Qdk−1, we have
gTk gk−1 = (gk−1 + αk−1Qdk−1)Tgk−1 = ‖gk−1‖2 + αk−1dk−1Qgk−1,
hence, the first inequality implies that
αk > −‖gk‖
2
dTkQgk
. (12)
Especially, if Q is a scalar matrix λ0E where λ0 is a positive constant scalar and E is a unit matrix, then from the subsequent
Lemma 1, (12) is equivalent to that αk > 1λ0 for k large enough.
For the second inequality in (11), it is easy to prove that gTk gk−1 ≤ 2gTk gk is equivalent to that
‖gk‖ ≥ 12‖gk−1‖ cosϕk, (13)
where ϕk is the angle between gk and gk−1. So, if for k large enough,
‖gk‖ ∈
[
1
2
‖gk−1‖, ‖gk−1‖
]
,
then it is obvious that (13) holds. Furthermore, if π/2 > ϕk ≥ π/3 and
‖gk‖ ∈
[
1
4
‖gk−1‖, ‖gk−1‖
]
,
then Assumption 3 also holds.
It is sure that, if gk ≈ gk−1 for k large enough, then the second inequality in (11) holds.
The following lemma states that the search direction is descent without any assumption.
Lemma 1. Suppose that dk is given by (6) and (7). Then, the following result
gTk dk = −‖gk‖2 (14)
holds for any k ≥ 0.
Proof. Firstly, for k = 0, it is easy to see that (14) is true since d0 = −g0.
Secondly, assume that
dTk−1gk−1 = −‖gk−1‖2,
holds for k− 1 when k ≥ 1. Then, from (3), (6) and (7), it follows that
gTk dk = −θk‖gk‖2 +
gTk (gk − gk−1)
‖gk−1‖2 d
T
k−1gk
= −d
T
k−1(gk − gk−1)
‖gk−1‖2 g
T
k gk +
dTk−1gkg
T
k gk−1
‖gk‖2‖gk−1‖2 g
T
k gk +
gTk (gk − gk−1)
‖gk−1‖2 d
T
k−1gk
= d
T
k−1gk−1
‖gk−1‖2 g
T
k gk =
‖gk‖2
‖gk−1‖2 (−‖gk−1‖
2) = −‖gk‖2, (15)
hence, (14) is also true with k− 1 replaced by k. Therefore, the desired result holds. 
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From Lemma 1, it is known that dk is a descent direction of f at xk. Furthermore, if the exact line search is used, then
gTk dk−1 = 0, hence
θk = d
T
k−1yk−1
‖gk−1‖2 −
dTk−1gkg
T
k gk−1
‖gk‖2‖gk−1‖2 = −
dTk−1gk−1
‖gk−1‖2 = 1. (16)
In this case, the proposed spectral PRP conjugate gradient method reduces to the standard PRP method. However, it is often
that the exact line search is time-consuming, and sometimes is unnecessary. So, the Wolfe-type inexact line search in this
paper is useful in practice.
The next lemma shows the existence of the stepsize αk at each iteration.
Lemma 2. With Assumption 2, there must exist αk > 0 to satisfy the two inequalities in (8).
Proof. Similar to the proof of Lemma 1 in [8], the above result can also be proved. 
Based on Lemmas 1 and 2, we know that Algorithm 1 is well defined. Furthermore, from Lemmas 1 and 2 and
Assumption 1, we can prove the following result.
Lemma 3. Under Assumptions 1 and 2, we have−
k≥0
‖gk‖4
‖dk‖2 <∞. (17)
Proof. From the line search rule (8) and Assumption 1, it follows that
(2σ + L)αk‖dk‖2 = 2σαk‖dk‖2 + Lαk‖dk‖2
≥ −gTk+1dk + (gk+1 − gk)Tdk
= −gTk dk.
Hence,
αk‖dk‖ ≥ 12σ + L
−gTk dk
‖dk‖

.
Therefore,
α2k‖dk‖2 ≥

1
2σ + L
2
(−gTk dk)2
‖dk‖2 .
From the rule of line search and Assumption 1, we have
∞−
k=1
(−gTk dk)2
‖dk‖2 ≤ (2σ + L)
2
∞−
k=1
α2k‖dk‖2
≤ (2σ + L)
2
ρ
∞−
k=1
{f (xk)− f (xk+1)}
< +∞.
From Lemma 1, it is easy to complete the proof of (17). 
In the end of this section, we come to establish the global convergence theorem for Algorithm 1.
Theorem 1. Under Assumptions 1–3, we have
lim
k→∞ inf ‖gk‖ = 0. (18)
Proof. Suppose that there exists a positive constant ϵ > 0 such that
‖gk‖ ≥ ϵ (19)
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for all k. Then, from (6), it follows that
‖dk‖2 = dTkdk
= −θkgTk + βPRPk dTk−1)(−θkgk + βPRPk dk−1
= θ2k ‖gk‖2 − 2θkβPRPk dTk−1gk + (βPRPk )2‖dk−1‖2
= θ2k ‖gk‖2 − 2θk(dTk + θkgTk )gk + (βPRPk )2‖dk−1‖2
= θ2k ‖gk‖2 − 2θkdTkgk − 2θ2k ‖gk‖2 + (βPRPk )2‖dk−1‖2
= (βPRPk )2‖dk−1‖2 − 2θkdTkgk − θ2k ‖gk‖2.
Dividing by ‖gk‖4 in the both sides of this equality, then from (3), (11), (14) and (19), we obtain
‖dk‖2
‖gk‖4 =
(βPRPk )
2‖dk−1‖2 − 2θkdTkgk − θ2k ‖gk‖2
‖gk‖4
= (g
T
k gk − gTk gk−1)2
‖gk−1‖4
‖dk−1‖2
‖gk‖4 −
(θk − 1)2
‖gk‖2 +
1
‖gk‖2
= ‖dk−1‖
2
‖gk−1‖4 −
‖dk−1‖2
‖gk−1‖4
(2gTk gk − gTk gk−1)gTk gk−1
‖gk‖4 −
(θk − 1)2
‖gk‖2 +
1
‖gk‖2
≤ ‖dk−1‖
2
‖gk−1‖4 +
1
‖gk‖2
≤
k−1
i=0
1
‖gi‖2
≤ k
ϵ2
.
The last inequality implies−
k≥1
‖gk‖4
‖dk‖2 ≥ ϵ
2
−
k≥1
1
k
= +∞,
which contradicts the result of Lemma 3. Therefore,
lim
k→∞ inf ‖gk‖ = 0.
The proof of the desired result has been completed. 
4. Numerical experiments
In this section, we report the numerical performance of Algorithm 1. We test Algorithm 1 by solving the ten problems
from CUTE test problem library, and compare its behavior with that of the other similar methods. For this comparison,
all of the different algorithms chosen by us should have global convergence with their respective inexact line search. The
algorithms include the standard steepest descent algorithm, the modified FR conjugate gradient algorithm in [10], the
modified PRP conjugate gradient algorithm in [2] and the developed algorithm in this paper.
All codes of the computer procedures are written in MATLAB 7.4.0, and are implemented on PC with 2.20 GHz CPU
processor, 1 GB RAMmemory and XP operation system. In Table 1, the numerical performance of the above algorithms are
reported for the solutions of the different problems.
When these algorithms are implemented, the relevant parameters are specified as follows. In ‘‘steep’’, δ1 = 0.45, ρ =
0.75 and ϵ = 10−6; In ‘‘mprp’’, δ1 = 0.75, ρ = 0.75 and ϵ = 10−6; In ‘‘mfr’’, δ1 = 0.45, δ2 = 0.75, ρ = 0.75, and ϵ = 10−6;
In ‘‘msprp’, ρ = 0.45, σ = 0.75 and ϵ = 10−6. From the numerical results in Table 1, it is shown that the proposed algorithm
in this paper is promising.
5. Conclusion
In this paper, a kind of new PRP spectral conjugate gradient method has been proposed for the solution of unconstrained
minimization problems. The global convergence theoremof the developed algorithmhas been establishedwith someWolfe-
type line search rule. Compared with the other similar algorithms, the numerical performance of the proposed method is
fine.
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Table 1
Comparison of efficiency with other algorithms.
Functions Algorithm x(0) NI NF CT (s)
Rosenbrock
steep (−1.2, 1)T 1240 25003 0.7190
mprp (−1.2, 1)T 68 1579 0.0630
mfr (−1.2, 1)T 373 8001 0.2660
msprp (−1.2, 1)T 48 1103 0.0470
Cube
steep (−1.2,−1)T 22832 546207 15.6400
mprp (−1.2,−1)T 188 4991 0.1870
mfr (−1.2,−1)T 615 13641 0.4690
msprp (−1.2,−1)T 89 2241 0.1090
Wood
steep (−3,−1,−3,−1)T 5880 129646 3.7660
mprp (−3,−1,−3,−1)T 313 7245 0.2650
mfr (−3,−1,−3,−1)T 1635 57309 1.8910
msprp (−3,−1,−3,−1)T 408 9870 0.3600
Powell
steep (3,−1, 0, 1)T 216090 3588963 114.8120
mprp (3,−1, 0, 1)T 10313 167106 5.9530
mfr (3,−1, 0, 1)T 5263 17373 0.8590
msprp (3,−1, 0, 1)T 5729 84374 3.2500
Three-hump
steep (1,−1)T 14 165 0.0150
mprp (1,−1)T 50 547 0.0310
mfr (1,−1)T 12 136 0.0160
msprp (1,−1)T 65 687 0.0310
unc_n1_treccani
steep (−1.6, 0)T 6 54 0.0160
mprp (−1.6, 0)T 16 117 0.0160
mfr (−1.6, 0)T 8 78 0.0150
msprp (−1.6, 0)T 17 123 0.0150
Six-hump
steep (1,−1)T 13 129 0.0320
mprp (1,−1)T 39 367 0.0310
mfr (1,−1)T 415 8007 0.2970
msprp (1,−1)T 56 535 0.0470
unc_n1_came16
steep (−0.1, 10)T 16 215 0.0150
mprp (−0.1, 10)T 37 405 0.0320
mfr (−0.1, 10)T 14 199 0.0160
msprp (−0.1, 10)T 54 569 0.0460
unc_n1_branin
steep (3, 2)T 24 175 0.0160
mprp (3, 2)T 20 163 0.0160
mfr (3, 2)T 21 152 0.0150
msprp (3, 2)T 20 140 0.0310
unc_n1_eason
steep (2.8, 3)T 4 24 0.0160
mprp (2.8, 3)T 9 40 0.0150
mfr (2.8, 3)T 11 72 0.0150
msprp (2.8, 3)T 22 106 0.0160
The items in each row and column in Table 1 have the following meanings:
NF : the number of function evaluation.
NI: the number of iterations.
CT : CPU time.
steep: the steepest descent method with the standard Armijo line search.
mfr: the modified FR method with some Armijo-type line search.
mprp: the modified PRP method with some Armijo-type line search.
msprp: the modified spectral PRP method with the Wolfe-type line search.
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