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Abstract
For a polytopeP , theChvátal closure P ′ ⊆P is obtained by simultaneously strength-
ening all feasible inequalities cx ≤ β (with integral c) to cx ≤ ⌊β⌋. The number of
iterations of this procedure that are needed until the integral hull of P is reached
is called the Chvátal rank. If P ⊆ [0,1]n , then it is known that O(n2 logn) iterations
always suffice (Eisenbrand and Schulz (1999)) and at least (1+ 1
e
−o(1))n iterations
are sometimes needed (Pokutta and Stauffer (2011)), leaving a huge gap between
lower and upper bounds.
We prove that there is a polytope contained in the 0/1 cube that has Chvátal rank
Ω(n2), closing the gap up to a logarithmic factor. In fact, even a superlinear lower
boundwasmentioned as an open problemby several authors. Our choice ofP is the
convex hull of a semi-randomKnapsack polytope and a single fractional vertex. The
main technical ingredient is linking the Chvátal rank to simultaneous Diophantine
approximationsw.r.t. the ‖ ·‖1-norm of the normal vector defining P .
1 Introduction
Gomory-Chvátal cuts are among the most important classes of cutting planes used to
derive the integral hull of polyhedra. The fundamental idea to derive such cuts is that
if an inequality cx ≤ β is valid for a polytope P (that is, cx ≤ β holds for every x ∈ P)
and c ∈Zn , then cx ≤ ⌊β⌋ is valid for the integral hull PI := conv(P ∩Z
n). Formally, for a
polytope P ⊆Rn and a vector c ∈Zn ,
GCP (c) :=
{
x ∈Rn | cx ≤ ⌊max{c y | y ∈P }⌋
}
is the Gomory-Chvátal Cut that is induced by vector c (for polytope P). Furthermore,
P ′ :=
⋂
c∈Zn
GCP (c)
is the Gomory-Chvátal closure of P .
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Let P (i ) := (P (i−1))′ (and P (0) = P) be the i th Gomory-Chvátal closure of P . The Chvá-
tal rank rk(P) is the smallest number such that P (rk(P )) = PI .
It is well-known that the Chvátal rank is always finite, but can be arbitrarily large
already for 2 dimensional polytopes. However, if we restrict our attention to polytopes
P ⊆ [0,1]n contained in the 0/1 cube the situation becomes much different, since the
Chvátal rank can be bounded by a function in n. In particular, Bockmayr, Eisenbrand,
Hartmann and Schulz [BEHS99] provided the first polynomial upper bound of rk(P) ≤
O(n3 logn). Later, Eisenbrand and Schulz [ES99, ES03] proved that rk(P) ≤O(n2 logn),
which is still the best known upper bound. Note that if P ⊆ [0,1]n and P ∩ {0,1}n = ;,
then even rk(P) ≤ n (and this is tight if and only if P intersects all the edges of the hy-
percube [PS11a]). Already [CCH89] provided lower bounds on the rank for the polytopes
corresponding to natural problems like stable-set, set-covering, set-partitioning, knap-
sack, maxcut and ATSP (however, none of the bounds exceeded n). The paper of Eisen-
brand and Schulz [ES99, ES03] also provides a lower bound rk(P) > (1+ ε)n for a tiny
constant ε> 0, which has been quite recently improved by Pokutta and Stauffer [PS11b]
to (1+ 1
e
−o(1))n. However, as the authors of [PS11a] state, there is still a very large gap
between the best known upper and lower bound. In particular, the question whether
there is any superlinear lower bound on the rank of a polytope in the 0/1 cube is open
since many years (see e.g. Ziegler [Zie00]).
There is a large amount of results on structural properties of the CG closure. Already
Schrijver [Sch80] could prove that that the closure of a rational polyhedron is again de-
scribed by finitely many inequalities. Dadush, Dey and Vielma [DDV11a] showed that
K ′ is a polytope for all compact and strictly convex sets K ⊆ Rn . Later, Dunkel and
Schulz [DS10] could prove the same if K is an irrational polytope, while in parallel again
Dadush, Dey and Vielma [DDV11b] showed that this holds in fact for any compact con-
vex set.
In the last years, automatic procedures that strengthen existing relaxations became
more andmorepopular in theoretical computer science. Singh andTalwar [ST10] showed
that few CG rounds reduce the integrality gap for k-uniform hypergraph matchings.
However, to obtain approximation algorithms researchers rely more on Lift-and-Project
Methods such as thehierarchies ofBalas, Ceria, Cornuéjols [BCC93]; Lovász, Schrijver [LS91];
Sherali, Adams [SA90] or Lasserre [Las01a, Las01b]. One can optimize over the t th level
in time nO(t ). Moreover, all those hierarchies converge to the integral hull already af-
ter n iterations. In contrast, the membership problem for P ′ is coNP-hard [Eis99]. We
refer to the surveys of Laurent [Lau03] and Chlamtácˇ and Tulsiani [CT11] for a detailed
comparison.
In this paper, we prove that there is a polytope contained in the 0/1 cube that has
Chvátal rank Ω(n2), closing the gap up to a logarithmic factor. Specifically, our main
result is:
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Figure 1: (a) Polytope P = P(c ,ε) in n = 2 dimensions andwith c = (1,1). (b) Visualization
of the Gomory Chvátal cut c˜x ≤ β for a critical vector c˜. Note that max{c˜x | x ∈ P } =
c˜x∗(ε).
Theorem 1. For every n, there exists a vector c ∈ {0, . . . ,2n/16}n such that the polytope
P = conv
{{
x ∈ {0,1}n :
n∑
i=1
ci xi ≤
‖c‖1
2
}
∪
{(3
4
, . . . ,
3
4
)}}
⊆ [0,1]n
has Chvátal rankΩ(n2).
Here ‖c‖1 :=
∑n
i=1
|ci | and ‖c‖∞ :=maxi=1,...,n |ci |.
2 Outline
In the following, we provide an informal outline of our approach.
(1) The polytope. Our main result is to show that the polytope
P(c ,ε) := conv
{{
x ∈ {0,1}n : cx ≤
‖c‖1
2
}
∪ {x∗(ε)}
}
has a Chvátal rank ofΩ(n2), where x∗ := x∗(ε) := (1
2
+ε, . . . , 1
2
+ε) (see Figure 1.(a)).
We can choose ε := 1
4
and each ci will be an integral coefficient of order 2
Θ(n) —
however, we postpone the precise choice of c for now. Intuitively spoken, P is a
Knapsack polytope defined by inequality cx ≤ ‖c‖1
2
plus an extra fractional vertex
x∗. Observe that the vector x∗(0)= (12 , . . . ,
1
2 ) satisfies that constraint with equality.
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(2) The progress of the GC operator.Wewill measure the progress of the Gomory Chvá-
tal operator by observing how much of the line segment between 1
2
1 and 3
4
1 has
been cut off. Consider a single Gomory Chvátal round and that Chvátal cut c˜x ≤
⌊β⌋ that cuts off the longest piece from the line segment. In other words, c˜x ≤ β
is valid for P , but c˜x∗ > ⌊β⌋. Of course, a necessary condition on such a vector c˜
is that the objective function c˜ is maximized at x∗. Let us call any such a vector
critical (see Figure 1.(b)). Secondly, the point x∗(ε′) ∈ P ′ with maximum ε′ must
have c˜x∗(ε′)= ⌊β⌋. But that means
1≥ c˜x∗(ε)− c˜x∗(ε′)= c˜1 · (ε−ε′)=‖c˜‖1 · (ε−ε
′)
and we can bound the progress of the Gomory Chvátal operator by ε−ε′ ≤ 1
‖c˜‖1
. In
other words, in order to show a high rank, we need to prove that all critical vectors
must be long.
We will later propose a choice of c such that any critical vector c˜ has ‖c˜‖1 ≥Ω(
n
ε )
(as long as ε ≥ (12 )
O(n)). This means that the number of GC iterations until the
current value of ε reduces to ε/2 will beΩ(n); thus it will takeΩ(n2) iterations until
ε= (1/2)Θ(n) is reached.
(3) Critical vectors must be long. Why should we expect that critical vectors must be
long? Intuitively, if ε is getting smaller, then x∗ is moving closer to the hyperplane
defined by c and the cone of objective functions that are optimal at x∗ becomes
very narrow. As a consequence, the length of critical vectors should increase as ε
decreases.
Recall that we termed c˜ ∈Zn critical if and only if
max{c˜x | x ∈PI }≤ c˜x
∗.
One of our key lemmas is to show that under some mild conditions, the left hand
side can be lowerbounded by 1
2
‖c˜‖1+Θ(‖c˜−
c
λ
‖1), whereλ> 0 is some scalar. As we
will see, an immediate consequence is that for a critical vector c˜ it is a necessary
condition that there is a λ> 0 with
‖λc˜ −c‖1 ≤O(ε‖c‖1).
In other words, it is necessary that c˜, if suitably scaled, well approximates the vec-
tor c . In fact, this problem is well studied under the name simultaneous Diophan-
tine approximation. Thus, if we want to show that critical vectors must be long,
it suffices to find a vector c that does not admit good approximations using short
vectors c˜. The simple solution is to pick c at random from a suitable range; then
‖λc˜ −c‖1 will be large with high probability for all λ and all short c˜ .
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3 A general strategy to lower bound the Chvátal rank
We focus now on the polytope P := P(c ,ε) defined above and properties of critical vec-
tors. We want to define Lc (ε) as the ‖ · ‖1-length of the shortest vector, that is x
∗(ε)-
critical. Formally, let
Lc (ε) := min
c˜∈Zn
≥0
{
‖c˜‖1 | c˜x
∗
≥max
x∈PI
c˜x
}
= min
c˜∈Zn
≥0
{
‖c˜‖1 | ‖c˜‖1 ·
(
1
2
+ε
)
≥max
x∈PI
c˜x
}
By definition, the function L is monotonically non-increasing in ε and Lc(0)≤ ‖c‖1.
For example, if c = (1, . . . ,1), it is not difficult to show that Lc(ε) ≥
n
2
for all 0 < ε < 1
2
(see Appendix B). In fact, for all c and ε, one can show a general upper bound of Lc (ε)≤
n
ε
(see Appendix A). Laterwewill see that for some choice of c this bound is essentially tight
— for a long range of ε, and this will be crucial to prove our result.
Observe that, in the definition of Lc (ε), we only admit non-negative entries for c˜ . But
it is not difficult to prove that since P is amonotone polytope (that is, x ∈P , 0≤ y ≤ x =⇒
y ∈P), the shortest critical vectors will be non-negative.
Lemma 2. Let c˜ ∈Zn be x∗-critical. Then also the vector c˜+ ∈Zn
≥0 with c˜
+
i
:=max{c˜i ,0} is
x∗-critical. Moreover ‖c˜+‖1 ≤ ‖c˜‖1.
Proof. One has
c˜+x∗ ≥ c˜x∗
c˜ critical
≥ max{c˜x | x ∈PI }=max{c˜
+x | x ∈PI },
thus c˜+ is critical. Here we used for the last equality that the optimum solutions for both
expressions max{c˜x | x ∈ PI } and max{c˜
+x | x ∈ PI } would w.l.o.g. have xi = 0 whenever
c˜i < 0 (using themonotonicity of PI ).
How does the length of critical vectors relate to the Chvátal rank? The next lemma
answers this question. In fact, one iteration of the Gomory Chvátal closure, reduces ε by
essentially 1Lc (ε) .
Lemma 3. Suppose Lc (ε)≥
γ
ε
for all δ1 ≤ ε≤δ0 (with γ≥ 2). Then rk(P(c ,δ0))≥
γ
2
· ln(δ0
δ1
).
Proof. Abbreviate P := P(δ0,c). To measure the progress of the Chvátal operator, con-
sider εi :=max{ε : x
∗(ε) ∈ P (i )}. Let k be the index such that δ0 = ε0 ≥ ε1 ≥ . . . ≥ εk−1 ≥
δ1 > εk . Clearly rk(P)≥ k .
Consider a fixed i ∈ {0, . . . ,k −1}. We want to argue that the difference between con-
secutive εi ’s is very small, i.e.
εi+1
εi
≥ 1− 1
γ
. So assume that εi > εi+1, otherwise there
is nothing to show. Let c˜i x ≤ ⌊βi ⌋ be the Gomory Chvátal cutting plane that cuts fur-
thest w.r.t. the line segment defined by x∗(ε). In other words c˜i x ≤ βi is feasible for
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P (i ) with c˜i ∈ Z
n and c˜i x
∗(εi+1) = ⌊βi ⌋ (similar to Figure 1.(b)). Since εi > εi+1, we have
c˜ix
∗(εi )> ⌊βi ⌋. Combining this with the fact that P(c ,εi )⊆ P
(i ), we know that c˜i is criti-
cal w.r.t. x∗(εi ) and by assumption ‖c˜i‖1 ≥ Lc (εi )≥
γ
εi
. Writing down what we obtained,
we see that
1≥ c˜ix
∗(εi )︸ ︷︷ ︸
≤βi
− c˜ix
∗(εi+1)︸ ︷︷ ︸
=⌊βi ⌋
= c˜i ·1 · (εi −εi+1)=‖c˜i‖1 · (εi −εi+1)≥
γ
εi
· (εi −εi+1)
which can be rearranged to εi+1
εi
≥ 1− 1
γ
as claimed. Finally,
δ1 > εk = δ0 ·
k−1∏
i=0
εi+1
εi
≥ δ0 ·
(
1−
1
γ
)k
≥δ0 ·e
−2k/γ
using that 1−x ≥ e−2x for 0≤ x ≤ 12 . Rearranging yields k ≥
γ
2 ln(
δ0
δ1
).
4 Constructing a good Knapsack solution
In order to provide a lower bound on Lc (ε), we inspect the knapsack problem max{c˜x |
x ∈ PI } for a critical vector c˜ . The crucial ingredient for our proof is to find a fairly tight
lower bound on this quantity.
In the following key lemma (Lemma 5), we are going to show that (under some con-
ditions on c) we can derive the lower bound: max{c˜x | x ∈PI }≥
1
2‖c˜‖1+Ω
(∥∥c˜− cλ∥∥1 ) for
some λ > 0. Intuitively the vector x = (12 , . . . ,
1
2 ) is already a (fractional) solution to the
above knapsack problem of value ‖c˜‖1/2, but if c and c˜ have a large angle, than one ac-
tually improve over that solution; in fact one can improve by the “difference” ‖c˜ − c
λ
‖1.
Before the formal proof, let us describe, how to derive this lower bound in an ideal world
that’s free of technicalities.
Sort the items by their profit over cost ratio so that c˜1c1 ≥ . . .≥
c˜n
cn
. Since we are dealing
with a knapsack problem, we start taking the items with the best ratio into our solution.
Suppose for the sake of simplicity that we are lucky and the k items with largest ratio
fit perfectly into the knapsack, i.e.
∑k
i=1 ci = ‖c‖1/2. Then J := [k] must actually be an
optimum knapsack solution. Next, choose λ > 0 such that 1λ is the profit threshold, i.e.
c˜1
c1
≥ . . .≥
c˜k
ck
≥
1
λ ≥
c˜k+1
ck+1
≥ . . .≥
c˜n
cn
. Using that
∑
i∈J ci =
∑
i∉J ci , we can express the profit of
our solution as
∑
i∈J
c˜i =
1
2
‖c˜‖1+
1
2
∑
i∈J
(
c˜i −
ci
λ
)
︸ ︷︷ ︸
≥0
−
1
2
∑
i∉J
(
c˜i −
ci
λ
)
︸ ︷︷ ︸
≤0
=
1
2
‖c˜‖1+
1
2
∥∥∥c˜ − c
λ
∥∥∥
1
proving the claimed lower bound on max{c˜x | x ∈ PI }. In a non-ideal world, the greedily
obtained solution would not perfectly fill the knapsack, i.e.
∑k
i=1 ci < ‖c‖1/2. To fill this
gap, we rely on the concept of additive basis.
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Definition 4. Let I = [a,b]∩Z≥0 be an interval of integers. We call subset B ⊆ Z≥0 an
additive basis for I if for every k ∈ I , there are numbers S ⊆B such that
∑
s∈S
s = k .
In other words, we can express every number in I as a sum of numbers in B . For
example {20,21,22, . . . ,2k } is an additive basis for {0, . . . ,20 + 21 + . . .+ 2k }. The geomet-
ric consequence for a knapsack polytope Q = {x ∈ Rn
≥0 | cx ≤ ‖c‖1/2} is the following: if
c1, . . . ,cn are integral numbers that contain an additive basis (with atmost n/2 elements)
for {0, . . . ,‖c‖∞} and, let’s say ‖c‖∞ ≤ O(
‖c‖1
n ), then the face cx = ‖c‖1/2 contains 2
Ω(n)
many 0/1 points. The reason for this fact is that we can extend any subset of items I ⊆ [n]
that does not exceed the capacity and that does not contain any basis element, to a solu-
tion that fully fills the knapsack. In the following, we abbreviate as usual c(J) :=
∑
i∈J ci .
Lemma 5. Let c ∈Zn
>0, c˜ ∈R
n
>0 and 3 disjoint index sets B1,B2,B3 ⊆ [n] such that each set
{ci | i ∈ Bℓ} is an additive basis for the interval I = {0, . . . ,‖c‖∞} with ‖c‖∞ ≤ δ‖c‖1 and
c(Bℓ) ≤ δ · ‖c‖1 for all ℓ = 1,2,3 with δ :=
1
100
. Then there is a scalar λ := λ(c , c˜) > 0 such
that
max
{
c˜x | x ∈ {0,1}n ; cx ≤
‖c‖1
2
}
≥
1
2
‖c˜‖1+
1
16
·
∥∥∥c˜ − c
λ
∥∥∥
1
Proof. Since we allow c˜i ∈ R, there lies no harm in perturbing the coefficients slightly
such that the profit/cost ratios c˜i
ci
are pairwise distinct. We sort the indices such that
c˜1
c1
> . . .>
c˜n
cn
. Choose λ> 0 such that
∑
i :c˜i /ci>1/λ
ci ∈
[
‖c‖1
2
−‖c‖∞,
‖c‖1
2
]
and there is no i with c˜i
ci
=
1
λ
(recall that c˜i
ci
>
1
λ
⇔λc˜i−ci > 0). In other words,
1
λ
is a profit
threshold and ideally we would like to construct a solution for our knapsack problem
by selecting the items above the threshold. Let q ∈ {1, . . . ,n} be the number such that
c˜i
ci
>
1
λ ⇔ i ≤ q , i.e.
c˜1
c1
> . . .>
c˜q
cq
>
1
λ >
c˜q+1
cq+1
> . . .>
c˜n
cn
. For every item i we define the relative
profit wi := c˜i −
ci
λ . Note that
wi
ci
=
c˜i
ci
−
1
λ and wi > 0⇔ i ≤ q , but the values wi are not
necessarilymonotonically decreasing. Theway howwedefinedw yields ‖w‖1 = ‖c˜−
c
λ‖1.
Since the Bℓ’s are disjoint, one has
∑3
ℓ=1
∑
i∈Bℓ |wi | ≤ ‖w‖1. Thus we can pick one of the
sets B :=Bℓ such that
∑
i∈B |wi | ≤
1
3‖w‖1.
We are now going to construct a knapsack solution that fully fills the knapsack. Let
k ∈ [n] maximal be such that ∑
i∈{1,...,k}\B
ci ≤
‖c‖1
2
In other words, if we take items {1, . . . ,k}\B into our knapsack, we have capacity at most
‖c‖∞ left. Next, construct an arbitrary solution J
′ ⊆ B that perfectly fills the remaining
7
c˜i
ci
‖c‖1
1
2
‖c‖1
1
λ
c1 c2
∈B
∈ J
∈B ∩ J
item k
item q
c([k]\B )∈
[
‖c‖1
2 −‖c‖∞,
‖c‖1
2
]
(1
2
−δ)‖c‖1 (
1
2
+δ)‖c‖1
Figure 2: Visualization of the construction of J : Take items with best profit/cost ratio
(skipping items in the basis B ) as long as possible. Then fill the remaining gap with arbi-
trary items from B .
capacity, i.e. for J := ({1, . . . ,k}\B )∪ J ′ we have c(J)= ‖c‖12 . Observe that
c([k])≤ c([k]\B )︸ ︷︷ ︸
≤‖c‖1/2
+ c(B )︸︷︷︸
≤δ‖c‖1
≤
(
1
2
+δ
)
· ‖c‖1. (1)
Moreover,
c([k])≥ c([k]\B )≥
‖c‖1
2
−‖c‖∞ ≥
(
1
2
−δ
)
· ‖c‖1 (2)
We call an item i central if (12 −δ)‖c‖1 ≤ c([i ])≤ (
1
2 +δ). We cannot be sure appriori
whether central items are selected into J or not. However, we can prove that due to
the sorting they have a small |wi |-value anyway. Let us abbreviateW
+ :=
∑
i≤qwi and
W − :=
∑
i>q |wi | (so that ‖w‖1=W
++W −).
Claim 6.
∑
i : ( 1
2
−δ)‖c‖1≤c([i ])≤(
1
2
+δ)‖c‖1
|wi | ≤ 9δ‖w‖1.
Proof of claim. We abbreviate I+ := {i | wi > 0} and I− := {i |wi < 0}. Furthermore I
δ
+ :=
{i ∈ I+ | c([i ])≥ (
1
2
−δ)‖c‖1} and I
δ
− := {i ∈ I− | c([i ])≤ (
1
2
+δ)‖c‖1}. Note that c(I+),c(I−)≥
1
2‖c‖1− 2‖c‖∞ ≥
1
3‖c‖1 (since ‖c‖1 ≥ 6‖c‖∞) and c(I
δ
+),c(I
δ
−) ≤ δ‖c‖1+ 2‖c‖∞ ≤ 3δ‖c‖1
(since ‖c‖∞ ≤δ‖c‖1).
Recall that the items are sorted such that the values
wi
ci
=
c˜i
ci
−
1
λ decrease and I
δ
+ is a
set ofmaximal indices within I+, thus the average of
wi
ci
over items in Iδ+ cannot be higher
than the average over I+. Formally
w(I δ+)
c(Iδ+)
≤
W +
c(I+)
, thus
w (Iδ+)≤
c(Iδ+)
c(I+)
·W + ≤
3δ‖c‖1
‖c‖1/3
W + = 9δ ·W +. (3)
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Analogously
∑
i∈Iδ−
|wi |
c(Iδ−)
≤
W −
c(I−)
, and hence
∑
i∈I δ−
|wi | ≤
c(Iδ−)
c(I−)
·W − ≤
3δ‖c‖1
‖c‖1/3
·W − ≤ 9δ ·W −. (4)
Adding up (3) and (4) yields the claim
∑
i∈I δ+∪I
δ
−
|wi | ≤ 9δ · (W
++W −)= 9δ‖w‖1. ♦
Claim 7. w (J)−w ([n]\J)≥ 1
8
· ‖w‖1.
Proof of claim. We call an index i ∈ [n] correct, if i ∈ J ⇔ wi > 0. In other words, in-
dices with wi > 0 that are in J are correct and indices with wi < 0 and i ∉ J are cor-
rect – all other indices are incorrect. A correct index i contributes +|wi | to the sum
w (J)−w ([n]\J) and an incorrect index contributes −|wi |. Thus if all indices would be
correct, we would have w (J)−w ([n]\J) = ‖w‖1. From this amount, we want to deduct
contributions for incorrect indices. An index can either be incorrect if it is in B (for those
we have
∑
i∈B |wi | ≤
1
3
‖w‖1) or if it lies in the central window, i.e. c([i ]) ∈ (
1
2
±δ)‖c‖1
(for those items we have
∑
i : ( 1
2
−δ)‖c‖1≤c([i ])≤(
1
2
+δ)‖c‖1
|wi | ≤ 9δ‖w‖1 according to Claim 6).
Subtracting these quantities, we obtain
∑
i∈J
wi −
∑
i∉J
wi ≥
(
1−2 ·9δ−2 ·
1
3
)
· ‖w‖1 ≥
1
8
‖w‖1 (5)
for δ= 1
100
. ♦
Finally, we note that the vector x˜ ∈ {0,1}n with x˜i := 1 if i ∈ J and 0 otherwise, satisfies
the claim.
c˜ x˜ =
1
2
‖c˜‖1+
1
2
∑
i∈J
c˜i −
1
2
∑
i∉J
c˜i
∑
i∈J ci=
∑
i∉J ci
=
1
2
‖c˜‖1+
1
2
∑
i∈J
(
c˜i −
ci
λ
)
−
1
2
∑
i∉J
(
c˜i −
ci
λ
)
=
1
2
‖c˜‖1+
1
2
∑
i∈J
wi −
1
2
∑
i∉J
wi
Claim (7)
≥
1
2
‖c˜‖1+
1
16
‖w‖1
=
1
2
‖c˜‖1+
1
16
∥∥∥c˜ − c
λ
∥∥∥
1
Here we use that
∑
i∈J ci =
∑
i∉J ci .
Now, we can get a very handy necessary condition on critical vectors. Namely, if the
conditions on c (see Lemma5) are satisfied, then any critical vectormust have ‖λc˜−c‖1 ≤
O(ε) · ‖c‖1. To prove that critical vectors must be long, it remains to find a vector c such
that ‖λc˜−c‖1 is large for all short vectors c˜ .
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5 Randomnormal vectors
In this section, we will see now, that a random vector a cannot be well approximated by
short vectors; later this vector a will be essentially the first half of the normal vector c . In
the following, for any vector a ∈Rm , and any index subset I ⊆ [m], we let (a)I ∈R
|I | be the
vector (ai , i ∈ I ). ForD := 2
m/8, pick a1, . . . ,am ∈ {D, . . . ,2D} uniformly and independently
at random.
We first informally describe, why this random vector a is hard to approximate with
high probability. Let us fix values of λ and ε and call an index i good, if there is an in-
teger a˜i ∈ {0, . . . ,o(
1
ε )} such that |λa˜i − ai | ≤ O(εD). Since we choose ai from D many
possible choices, we have Pr[i good]≤ o(1ε ) ·O(εD) ·
1
D = o(1). For the event “∃a˜ : ‖a˜‖1 ≤
o(m
ε
) and ‖λa˜−a‖1 ≤O(mεD)” one needsΩ(m) many good indices and by standard ar-
guments the probability for this to happen is o(1)m . Finally we can argue that the num-
ber of distinct values of ε and λ that need to be considered is 2O(m). Thus by the union
bound, the probability that there are any ε, λ and a˜ ∈ {0, . . . ,o(m
ε
)}m with ‖λa˜i − a‖1 ≤
O(εmD)=O(ε‖a‖1) is still upper bounded by o(1)
m .
We will now give a formal argument.
Lemma 8. There is a constant α> 0 such that form large enough,
Pr
[
∃(ε,λ, a˜)∈ [ 1
D
, 1
4
]×R>0×Z
m : ‖a˜‖1 ≤
m
αε
and ‖λa˜−a‖1 ≤ 100εm ·D
]
≤
(
1
2
)m
(6)
Proof. We want to bound the above probability in (6) by using the union bound over all
λ> 0 and all ε> 0. First of all, ‖λa˜−a‖1 is a piecewise linear function in λ. Therefore, we
can restrict our attention to the values λ=
ai
a˜i
for some ai ∈ {D, . . . ,2D} and a˜i ∈ {0, . . . ,
m
αε }.
That is, assuming ε≥ 1D , the number of different λ values that really matter are bounded
by (D +1) · ( mαε +1) ≤ (2D)
3. Moreover, we only need to consider those ε, where at least
one of the bounds ‖a˜‖1 ≤
m
αε or ‖λa˜−a‖1 ≤ 100εm ·D is tight
1. But ‖a˜‖1 attains at most
2mD ≤ (2D)2 many values and ‖λa˜−a‖1 attains at most (2D)
4 many values. In total the
number of relevant values of pairs (λ,ε) is bounded by (2D)9 ≤ 22m . Thus, by the union
bound it suffices to prove that for every fixed pair λ> 0 and ε, one has
Pr
[
∃a˜ ∈Zm≥0 : ‖a˜‖1 ≤
m
αε
and ‖λa˜−a‖1 ≤ 100εm ·D
]
≤ 2−3m (7)
for α> 0 large enough. Note that, for any vector a˜ ∈Zm
≥0 : ‖a˜‖1 ≤
m
αε
there exists a subset
of indices I ⊂ [m] with |I | ≥ m
2
such that ‖(a˜)I‖∞ ≤
2
αε
. If not, then ‖a˜‖1 >
m
2
· 2
αε
leading
to a contradiction. Similarly, we can say that there exists a subset of indices J ⊆ I , with
|J | ≥ |I |/2 such that ‖(λa˜−a)J‖∞ ≤ 400ε ·D. If not, then ‖(λa˜−a)I‖1 >
m
4
·400ε ·D again
leading to a contradiction. It follows that the left hand side of (7) is bounded by
Pr
[
∃a˜ ∈Zm≥0 and J ⊆ [m], |J | =
m
4
: ‖(a˜)J‖∞ ≤
2
αε
and ‖(λa˜−a)J‖∞ ≤ 400ε ·D
]
(8)
1The reason is that ε and ε′ with ⌊m/(αε)⌋ = ⌊m/(αε′)⌋ and ⌊100εmD⌋ = ⌊100ε′mD⌋ belong to identical
events.
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For a fixed index i ∈ [m], we have
Pr
[
∃a˜i ∈Z : a˜i ≤
2
αε
and |λa˜i −ai | ≤ 400ε ·D
]
≤
1
D
2/(αε)∑
a˜i=0
|Z∩ [λa˜i −400εD,λa˜i +400εD]|
≤
(
2
αε
+1
)
·
800εD+1
D
≤
1800
α
.
Here, we use that ε≥ 1D and every number λa˜i is at distance 400εD to at most 800εD+1
many integers. Moreover, we upperbound the number of all different index subsets of
cardinalitym/4 by 2m . It follows that (8) can be bounded by
2m ·
(1800
α
)m/4
≤
(1
2
)3m
for α> 0 large enough.
6 AΩ(n2) bound on the Chvátal rank
Now we have all tools together, to obtain a quadratic lower bound on the Chvátal rank of
a 0/1 polytope. Letm := n
2
and let a be anm-dimensional vector according to Lemma 8
(i.e. a vector satisfying the event in (6)). Let b = (20,21,22, . . . ,2m/8+1) be a basis for
{0, . . . ,2D} (recall that D = 2m/8). We choose c := (a,b,b,b,0) ∈ Zn
≥0 (note that m + 3 ·
(m8 +2)≤ n, so that we can indeed fill the vector c with zero’s to obtain n many entries).
Theorem 9. The Chvátal rank of P := P(c , 1
4
) isΩ(n2).
Proof. By Lemma 3, the statement follows if we show that for all 1D ≤ ε ≤
1
32 one has
Lc (ε)≥Ω(
n
ε
).
Hence, fix an ε and let c˜ be the x∗(ε)-critical vector with minimal ‖c˜‖1. Obviously, c
contains 3 disjoint bases for the interval {0, . . . ,‖c‖∞}. Moreover:
‖c‖∞ ≤‖b‖1 ≤ 4D
n large enough
≤
1
100
‖c‖1.
Therefore, we can apply Lemma 5 to obtain
(1
2
+ε
)
‖c˜‖1 = c˜x
∗(ε)
c˜ critical
≥ max
{
c˜x | x ∈ {0,1}n ; cx ≤
‖c‖1
2
}
Lem. 5
≥
1
2
‖c˜‖1+
1
16
·
∥∥∥c˜− c
λ
∥∥∥
1
Subtracting 12‖c˜‖1 fromboth sides andmultiplyingwithλ > 0 yields
1
16‖λc˜−c‖1 ≤ ε‖λc˜‖1.
We claim that ‖λc˜‖1 ≤ 2‖c‖1, since otherwise by the reverse triangle inequality ‖λc˜ −
c‖1 ≥ ‖λc˜‖1−‖c‖1 >
1
2‖λc˜‖1 ≥ 16ε‖λc˜‖1, which is a contradiction. Thus we have ‖λc˜ −
c‖1 ≤ 32ε‖c‖1. Now, let a˜ be the firstm entries of c˜, then
‖λa˜−a‖1 ≤ ‖λc˜−c‖1 ≤ 32ε‖c‖1 ≤ 64εnD
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But inspecting again the properties of vector a (see Lemma 8), any such vector a˜ must
have length ‖a˜‖1 ≥Ω(
m
ε
). Sincem = n/2, this implies ‖c˜‖1 ≥‖a˜‖1 ≥Ω(
n
ε
). Eventually, we
apply Lemma 3 and obtain that rk(P)≥Ω(n · log(1/32
1/D
))=Ω(n2).
We close the paper with a remark. A vector d is called saturated w.r.t. P if it has
an integrality gap of 1, i.e. max{dx | x ∈ P } =max{dx | x ∈ PI }. Of course, if d ∈ Z
n is
saturated, then the GC cut induced by d does not cut off any point, i.e. GCP (d )∩P = P .
With this definition, one could rephrase the statement of Theorem 9 as: The vector c
needs Ω(n2) many iterations to be saturated. Note that [ES03] prove that any vector
c ∈Zn is saturated afterO(n2+n log‖c‖∞) many iterations, which gives the tight bound
ofO(n2) for our choice of c .
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A A general upper bound on Lc(ε)
Our quadratic lower bound on the Chvátal rank uses that we can find a normal vector
c such that Lc (ε) ≥Ω(
n
ε
) for a large range of ε. We want to show here that this bound is
asymptotically tight.
Lemma 10. For any c ∈Zn
≥0 and any 0< ε<
1
2
we have Lc(ε)≤
n
ε
.
Proof. We provide a simple choice for c˜. Let δ := n
‖c‖1·ε
be a scalar, then pick c˜ := ⌊δ · c⌋ ∈
Z
n
≥0. We have to verify that indeed c˜x
∗ > c˜x for every point x ∈ PI . In fact, it is not
difficult to prove, using that cx∗ ≥ cx+ε‖c‖1 (since no point in PI is better than (
1
2
, . . . , 1
2
)
for objective function c) and 1
δ
c˜ ≈ c . In more detail, we have
c˜x∗− c˜x ∼
1
δ
c˜x∗−
1
δ
c˜x
= cx∗−cx∗︸ ︷︷ ︸
=0
+
1
δ
c˜x∗−
1
δ
c˜x+cx−cx︸ ︷︷ ︸
=0
= cx∗−cx︸ ︷︷ ︸
≥ε‖c‖1 since x∈PI
− (x∗−x)︸ ︷︷ ︸
∈[−1,1]n
·(c −
1
δ
c˜)︸ ︷︷ ︸
∈[0, 1
δ
]n︸ ︷︷ ︸
≤n/δ
≥ ε · ‖c‖1−
n
δ
δ= n
ε‖c‖1
= 0
In other words, c˜ is indeed maximized at x∗ and our choice for c˜ was valid. Now let us
inspect the length of that vector:
‖c˜‖1 =‖⌊δc⌋‖1 ≤ δ‖c‖1 =
n
ε‖c‖1
· ‖c‖1 =
n
ε
.
and the claim follows.
B Critical vectors for c = (1, . . . ,1)
Lemma 11. Let c = (1, . . . ,1). Let c˜ ∈ Zn be a vector that is x∗ = (12 +ε, . . . ,
1
2 +ε)-critical
with 0< ε< 12 . Then ‖c˜‖1 >
n
2 .
Proof. Let c˜ be a vector such that c˜x∗ ≥max{c˜x | x ∈ PI }. Assume for the sake of contra-
diction that |supp(c˜)| ≤ n
2
. It suffices to find a vector x˜ ∈ PI so that c˜ x˜ > c˜x
∗ and we have
our contradiction. We know from Lemma 2, that the shortest x∗-critical vectors will be
non-negative, so we assume c˜ ≥ 0. Define x˜ ∈ {0,1}n with
x˜i :=
{
1 c˜i 6= 0
0 otherwise
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Then ‖x˜‖1 = |supp(c˜)| ≤
n
2
hence x˜ ∈ PI . Moreover c˜ x˜ = ‖c˜‖1. On the other hand c˜x
∗ =
(1
2
+ε)‖c˜‖1. Thus c˜ does not attain the maximum at x
∗ and the claim follows by contra-
diction.
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