Abstract-This paper presents algorithms for the temporal parallelization of Bayesian filters and smoothers. We define the elements and the operators to pose these problems as the solutions to all-prefix-sums operations for which efficient parallel scanalgorithms are available. We present the temporal parallelization of the general Bayesian filtering and smoothing equations, and the specific linear/Gaussian models, and discrete hidden Markov models. The advantage of the proposed algorithms is that they reduce the linear complexity of standard filtering and smoothing algorithms with respect to time to logarithmic.
I. INTRODUCTION
P ARALLEL COMPUTING is rapidly transforming from a scientists' computational tool to a general purpose computational paradigm. The availability of affordable massivelyparallel graphics processing units (GPUs) as well as widelyavailable parallel grid and cloud computing systems [1] - [3] drive this transformation by bringing parallel computing technology to everyday use. This creates a demand for parallel algorithms that can harness the full power of the parallel computing hardware.
Stochastic state-space models allow for modeling of timebehaviour and uncertainties of dynamic systems, and they have long been used in various tracking, automation, communications, and imaging applications [4] - [8] . More recently, they have also been used as representations of prior information in machine learning setting (see, e.g., [9] ). In all of these applications, the main problem can be mathematically formulated as a state-estimation problem on the stochastic model, where we estimate the unknown phenomenon from a set of noisy measurement data. Given the mathematical problem, the remaining task is to design efficient computational methods for solving the inference problems on large data sets such that they utilize the computational hardware as effectively as possible.
Bayesian filtering and smoothing methods [6] provide the classical [10] solutions to state-estimation problems which are computationally optimal in the sense that their computational complexities are linear with respect to the number of data points. Although these solutions are optimal for single central processing unit (CPU) systems, due to the sequential nature of the algorithms, their complexity remains linear also in parallel multi-CPU systems. However, genuine parallel algorithms are often capable to perform operations in logarithmic number of steps by massive parallelization of the operations. More precisely, their span-complexity [3] , that is, the number of computational steps as measured by a wall-clock is often logarithmic with respect to the number of data points although the total number of operations, the work-complexity, is still linear as all the data points need to be processed.
Despite the long history of state-estimation methods, the existing parallelization methods have concentrated on parallelizing the subproblems arising in Bayesian filtering and smoothing methods, but there is a lack of algorithms that are specifically designed for solving state-estimation problems in parallel architectures. There are, however, some existing approaches for parallelizing Kalman type of filters as well as particle filters. One approach was studied in [11] and [12] is to parallelize the corresponding batch formulation, which leads to sub-linear computational methods, because the matrix computations can be parallelized. If the state-space of the Kalman filter is large, it is then possible to speed up the matrix computations via parallelization [13] , [14] . Particle filters can also be parallelized over the particles [15] , [16] the bottleneck being the resampling step. In some specific cases such as in multiple target tracking [17] it is possible to develop parallelized algorithms by using the structure of the specific problem.
The contribution of this article is to propose a novel general algorithmic framework for parallel computation of Bayesian filtering and smoothing solutions for state space models. Our approach to parallelization differs from the aforementioned approaches in the aspect that we replace the whole Bayesian filtering and smoothing formalism with another, parallelizable formalism. We replace the Bayesian filtering and smoothing equations [4] , [6] with another set of equations that can be combined with so-called scan or prefix-sums algorithm [2] , [18] - [20] , which is one of the fundamental algorithm frameworks in parallel computing. The advantage of this is that it allows for reduction of the linear O(n) complexity of filtering and smoothing algorithms to logarithmic O(log n) spancomplexity in the number of data points. Based on the novel formulation we develop parallel algorithms for computing the filtering and smoothing solutions to linear Gaussian systems and discrete-state hidden Markov models with the logarithmic span-complexity. As this parallelization is done in temporal direction, the individual steps of the resulting algorithm could further be parallelized in the same way as Kalman filters and particle filters have previously been parallelized [13] - [17] .
The organization of the article is the following. In Section II
Smoothing pass O(n) Fig. 1 . Sequential solution for statistical inference on probabilistic state-space models is based on forward filtering and backward smoothing passes, which both take O(n) time.
we review the classical Bayesian filtering and smoothing methodology as well as the parallel scan algorithm for computing prefix sums. In Section III we present the general framework for parallelizing Bayesian filtering and smoothing methods. Section IV is concerned with specializing the general framework to linear Gaussian systems and Section V is with the special case of hidden Markov models. In Section VI we show how to compute marginal likelihoods when the normalization constants of predictive likelihoods are not available and in Section VII we discuss alternative algorithms for computing prefix sums. Numerical examples of linear/Gaussian systems and hidden Markov models are given in Section VIII and finally Section IX concludes the article.
II. BACKGROUND A. Bayesian filtering and smoothing
Bayesian filtering and smoothing methods [6] are algorithms for statistical inference in probabilistic state-space models of the form
with x 0 ∼ p(x 0 ). Above, the state x k ∈ R nx at time step k evolves as a Markov process with transition density p(x k | x k−1 ). State x k is observed by the measurement y k ∈ R ny whose density is p(y k | x k ).
The objective of Bayesian filtering is to compute the posterior density p(x k | y 1:k ) of the state x k given the measurements y 1:k = (y 1 , . . . , y k ) up to time step k. Given the measurements up to a time step n, the objective is smoothing is to compute the density p(x k | y 1:n ) of the state x k for k < n.
The key insight of Bayesian filters and smoothers is that the computation of the required densities can be done in linear O(n) number of computational steps by using recursive (forward) filtering and (backward) smoothing algorithms (see Fig. 1 ). This is significant, because a naive computation of the posterior distribution would typically takes at least O(n 3 ) computational steps.
The Bayesian filter is a sequential algorithm, which iterates the following prediction and update steps:
Given the filtering outputs for k = 1, . . . , n, the Bayesian forward-backward smoother consists of the following backward iteration for k = n − 1, . . . , 1:
The computational complexity of the filter and the smoother is O(n) as they perform n sequential steps in forward and backward directions when looping over the data. The Kalman filter and Rauch-Tung-Striebel smoother [21] , [22] are the solutions to these recursions when the transition densities are linear and Gaussian. The filtering and smoothing equations can also be solved in closed form for discrete-state hidden Markov models [7] . In this paper, we show how to parallelize the previous recursions using parallel scan-algorithm, which is reviewed next.
B. Parallel scan-algorithm
The parallel scan algorithm [20] is a general parallel computing framework that can be used to convert sequential O(n) algorithms with certain associative property to O(log n) parallel algorithms. The algorithm was originally developed for computing prefix sums [18] , where it uses the associative property of summation. The algorithm has since been generalized to arbitrary associative binary operators and it is used as the basis of multitude of parallel algorithms including sorting, linear programming, and graph algorithms. This kind of algorithms are especially useful in GPU-based computing systems and they are likely to be fundamental algorithms in a many future parallel computing systems.
The problem that the parallel scan-algorithm [20] solves is the all-prefix-sums operation, which is defined next. Definition 1. Given a sequence of elements (a 1 , a 2 , . . . , a n ), where a i belongs to a certain set, along with an associative binary operator ⊗ on this set, the all-prefix-sums operation computes the sequence
For example, if we have n = 4, a i = i, and ⊗ denotes the ordinary summation, the all-prefix-sums are (1, 3, 6, 10) . If ⊗ denotes the subtraction, the all-prefix-sums are (1, −1, −4, −8). It should be noted that the operator is not necessarily commutative so we use a product symbol, as matrix products are not commutative, instead of a summation symbol.
The all prefix-sums operation can be computed sequentially by processing one element after the other. However, this direct sequential iteration inherently takes O(n) time. We can now see the analogy of the iteration to the Bayesian filter discussed in previous section -both of the algorithms have linear O(n) complexity, because they need to loop over all the elements in forward direction. A similar argument applies to the Bayesian smoothing pass.
Fortunately, the all-prefix-sum sums operation can be computed in parallel in O(log n) span-time by using up-sweep and down-sweep algorithms [20] shown in Fig. 2 . These algorithms // Save the input: Fig. 2 . Parallel scan algorithm for in-place transformation of the sequence (a i ) into its all-prefix-sums in O(log n) span-complexity. Note that the algorithm in this forms assumes that n is a power of 2, but it can easily be generalized to an arbitrary n. correspond to up and down traversals in a binary tree which are used for computing partial (generalized) sums of the elements. A final pass is then used for construct the final result. The algorithms can be used for computing all-prefix-sums (5) for an arbitrary associative operator ⊗. Fig. 3 illustrates the operation of the scan-algorithm in computing the prefix sums using integer numbers and ordinary summation. In this work, we explain how to define the elements and the operators to be able to perform the following procedures in parallel: Bayesian filtering and smoothing, Kalman filtering and smoothing, and filtering and smoothing in finite state hidden Markov models. The resulting algorithms end up in processing the data in parallel as illustrated in Fig. 4 as opposed to sequential processing as in Fig. 1 , which drops the span-complexity from O(n) to O(log n).
. Parallel solution to Bayesian filtering and smoothing using the parallel scan-algorithm can be seen as O(log n) span-complexity algorithm operating in a binary tree.
III. PARALLEL BAYESIAN FILTERING AND SMOOTHING
In this section, we explain how to define the elements and the binary operators to be able to perform Bayesian filtering and smoothing using parallel scan algorithms.
A. Bayesian filtering
In order to perform parallel Bayesian filtering, we need to find the suitable element a k and the binary associative operator ⊗. As we will see in this section, an element a consists of a pair (f, g) ∈ F where F is the set of pairs of functions defined as
where f is a function f :
Definition 2. Given two elements (f i , g i ) ∈ F and (f j , g j ) ∈ F, the binary associative operator ⊗ for Bayesian filtering is
where
The proof that ⊗ has the associative property is given in Appendix A.
Theorem 3 is proved in Appendix A. Theorem 3 implies that we can parallelise the computation of all filtering distributions p (x k | y 1:k ) and the marginal likelihoods p (y 1:k ), of which the latter ones can be used for parameter estimation [6] .
Remark 4. If we only know p (y k | x k−1 ) up to a proportionality constant, which means that
we can still recover the filtering density p (x k | y 1:k ) by the above operations. However, we will not be able to recover the marginal likelihoods p (y 1:k ). We can nevertheless recover p (y 1:k ) by an additional parallel pass, as will be explained in Section VI.
B. Bayesian smoothing
The Bayesian smoothing pass requires that the filtering densities have been obtained beforehand. In smoothing, we consider a different type of element a and binary operator ⊗ than those used in filtering. As we will see in this section, an element a is a function a : R nx × R nx → R that belongs to the set
Definition 5. Given two elements a i ∈ S and a j ∈ S, the binary associative operator ⊗ for Bayesian smoothing is
The proof that ⊗ has the associative property is included in Appendix B.
Theorem 6. Given the element a k = p (x k | y 1:k , x k+1 ) ∈ S, with a n = p (x n | y 1:n ), we have that
Theorem 6 is proved in Appendix B. Theorem 6 implies that we can compute all smoothing distributions in parallel form. However, it should be noted we should apply the parallel scan algorithm with elements in reverse other, that is, with elements b k = a n−k+1 , so that the prefix-sums b 1 ⊗ · · · ⊗ b k recover the smoothing densities.
IV. PARALLEL LINEAR/GAUSSIAN FILTER AND SMOOTHER
The parallel linear/Gaussian filter and smoother are obtained by particularising the element a and binary operator ⊗ for Bayesian filtering and smoothing explained in the previous section to linear/Gaussian systems. The sequential versions of these algorithms correspond to the Kalman filter and the Rauch-Tung-Striebel smoother.
We consider the linear/Gaussian state space model
where F k−1 ∈ R nx×nx and H k ∈ R ny×nx are known matrices, u k−1 ∈ R nx and d k ∈ R ny are known vectors, and q k−1 and r k are zero-mean, independent Gaussian noises with covariance matrices Q k−1 ∈ R nx×nx and R k ∈ R ny×ny . The initial distribution is given as x 0 ∼ N(m 0 , P 0 ). With this model, we have that
In this section, we use the notation N I (·; η, J) to denote a Gaussian density parameterised in information form so that η is the information vector and J is the information matrix. If a Gaussian distribution has mean x and covariance matrix P , its parameterisation in information form is η = P −1 x and J = P −1 . We also use I nx to denote an identity matrix of size n x .
A. Linear/Gaussian filtering
We first describe the representation of an element a k ∈ F for filtering in linear and Gaussian systems by the following lemma.
Lemma 7. For linear/Gaussian systems, the element a k ∈ F for filtering becomes
where the parameters of the first term are given for k > 1 as
and for k = 1 as
The parameters of the second term are given as
are obtained by applying the Kalman filter update with measurement y k , distributed according to (8) , applied to the density p (x k | x k−1 ) in (7) and matching the terms. For the first step we have applied the Kalman filter prediction and update steps starting from x 0 ∼ N (m 0 , P 0 ) and matched the terms.
Therefore, an element a k can be parameterised by (A k , b k , C k , η k , J k ), which can be computed for each element in parallel. Also, it is relevant to notice that if the system parameters (F k , u k , Q k , H k , d k , R k ) do not depend on the time step k, the only parameters of a k that depend on k are b k and η k , as they depend on the measurement y k . Proposition 8. Given two elements (f i , g i ) ∈ F and (f j , g j ) ∈ F, with parameterisations
the binary operator ⊗ for filtering becomes
The proof is provided in Appendix C.
B. Linear/Gaussian smoothing
We first describe the representation of an element a k ∈ S for smoothing in linear and Gaussian systems by the following lemma.
Lemma 9. For linear/Gaussian systems, the element a k ∈ S for smoothing becomes
and
Above, x k and P k are the filtering mean and covariance matrix at time step k, such that p (
Lemma 9 is obtained by performing a Kalman filter update on density p (x k | y 1:k ) with an observation x k+1 , whose distribution is given by (7) . Element a k for smoothing with linear/Gaussian systems can be parameterised as
Proposition 10. Given two elements a i ∈ S and a j ∈ S with parameterisation
the binary operator ⊗ for smoothing becomes
V. HIDDEN MARKOV MODELS
The previous operators and algorithms have been obtained when x k ∈ R nx , but they can also be applied when the state x k is discrete. The resulting model is referred to as hidden Markov model (HMM). We provide the resulting equations in this section for completeness.
We consider that target state x k belongs to a discrete, finite space X, and the measurement y k belongs to a discrete or continuous space. In this case, the integration of the Bayesian filtering and smoothing equations are replaced by sums over X, and the probability density functions by probability mass functions.
A. Filtering in HMMs
In HMMs, an element a consists of a pair of functions (f, g) ∈ F d , where F d is a set that includes the pairs of functions f : X × X → R, g : X → R such that
We should note that function f can be parameterised as a matrix of size |X| × |X| and g as a vector of length |X|.
Corollary 11. Given two elements (f i , g i ) ∈ F d and (f j , g j ) ∈ F d , the binary associative operator ⊗ for Bayesian filtering in HMMs is
This corollary is a direct consequence of Definition 2 applied to discrete state spaces.
Corollary 12. Bayesian filtering in HMMs is done as in Theorem 3 by using the elements and operator ⊗ in F d instead of F.
We should note that for a discrete and finite state space, the elements f and g above can be parameterised as a matrix of size |X| × |X| and a vector of length |X|, respectively.
B. Smoothing in HMMs
In HMM, an element a is a function a : X × X → R that belongs to the set
An element a can be parameterised as a matrix of size |X| × |X|.
Corollary 13. Given two elements a i ∈ S d and a j ∈ S d , the binary associative operator ⊗ for Bayesian smoothing in HMMs is
This corollary is a direct consequence of Definition 5 applied to discrete spaces. Corollary 14. Bayesian smoothing in HMMs is done as in Theorem 6 by using the elements and operator ⊗ in S d instead of S.
VI. COMPUTATION OF THE MARGINAL LIKELIHOOD
In Section III, it was indicated that the marginal likelihood p (y 1:n ) is directly available from the parallel scan algorithm if g k (x k−1 ) = p (y k | x k−1 ). However, sometimes we only know p (y k | x k−1 ) up to a proportionality constant so g k (x k−1 ) ∝ p (y k | x k−1 ), as in Section IV. In this case, the parallel scan Bayesian filtering algorithm provides us with the filtering densities but not the marginal likelihood p (y 1:n ). In this section, we explain how to obtain p (y 1:n ) using the filtering results computed using the parallel scan algorithm. We first run the parallel filtering algorithm to recover all filtering distributions p (x k | y 1:k ) for k = 1 to n and then, we perform the following decomposition for p (y 1:n ) for i ← 1 to n by 2 d+1 do Compute in parallel 8 :
ρ i ← ρ i ρ j 10:
end for 11: end for Fig. 5 . Parallel algorithm for computing the likelihood from the filtering results. The final result is stored in ρ 1 . The algorithm in this forms assumes that n is a power of 2, but it can easily be generalized to an arbitrary n.
Each factor p (y k | y 1:k−1 ) can be computed in parallel using the predictive density p (x k | y 1:k−1 ) and the likelihood p (y k | x k ). We can then recover all p (y 1:k ) by O(log n) parallel recursive pairwise multiplications of the adjacent terms. This algorithm is shown as Algorithm 5. We could also alternatively use the up sweep of the scan-algorithm with multiplication as the operator.
VII. ALTERNATIVE ELEMENT COMBINATION STRATEGIES
Although in this article we have restricted our consideration to specific types parallel-scan algorithms, it is also possible to use other kinds of algorithms for computing the prefix sums corresponding to the Bayesian filtering and smoothing solutions. For example, we can select algorithms for given computer or network architectures, for minimizing the communication between the nodes, or for minimizing the energy consumption [23] , [24] .
Even when using the present parallel scan algorithm, we do not need to assign each single-measurement element to a single computational node, but instead perform initial computations in blocks such that a single node processes a block of measurements before combining the results with order blocks. The results of the blocks can then be used as the elements in the parallel-scan algorithm. This kind of procedure corresponds to selecting the elements for the scan algorithm to consist of blocks of length l:
in filtering and
in smoothing instead of the corresponding terms with l = 1. A practical advantage of this is that we can more easily distribute the computations to a limited number of computational nodes while still getting the optimal speedup from parallelization. (12) and (13) 
VIII. NUMERICAL EXPERIMENTS A. Linear tracking model
In order to illustrate the benefit of parallelization we consider a simple tracking model (see, e.g., [5] , [6] ) with the state x = u vuv , where (u, v) is the 2D position and (u,v) is the 2D velocity of the tracked object. From noisy measurements of the position (u, v) we now aim to solve the smoothing problem in order to determine the whole trajectory of the target.
The model has the form
where q k ∼ N(0, Q), r k ∼ N(0, R), and 
In our simulations we used the parameters σ = 0.5, ∆t = 0.1, q = 1, and started the trajectory from a random Gaussian initial condition with mean m 0 = 0 0 1 −1 and covariance P 0 = I 4 . Fig. 6 shows a typical trajectory and measurements from the model defined by Eqs. (12) and (13) along with the Kalman filter (KF) and Rauch-Tung-Striebel (RTS) smoother solutions. As the parallel algorithms produce exactly the same filter and smoothing solutions as the classic sequential algorithms, this result also illustrates the typical result produced by the proposed algorithms.
We now aim to evaluate the required number of floating point operations (flops) for generating the smoothing solution for this model. In order to do that, we run the sequential filter and smoothing methods (KF and RTS) as well as the proposed parallel algorithms (PKF and PRTS) over simulated data sets of different sizes and evaluate their span and work flops. The span flops here refers to the minimum number of floating point steps when the parallelizable operations in the algorithm are done in parallel -this corresponds to the actual execution time required to do the computations in a parallel computer. The work flops refers to the total number of operations that the parallel computer needs to performit measures the total energy required for the computations or equivalently the time required by the algorithm in a single-core computer. As the classic sequential KF and RTS algorithms are not parallelizable, their span and work flops are equal. The flops have been computed by estimating how many flops each of the matrix operations takes (multiplication, summation, LUfactorization) and incrementing the flops counter after every operation in the code. Fig. 7 shows the flops required by the sequential Kalman filter (KF) along with the span flops and work flops required by the parallel Kalman filter algorithm. As expected, with small data set sizes the number of span flops required by the parallel KF is larger than that of the sequential KF, but already starting from time step count of around 20, the span flops is lower for the parallel KF. The logarithmic growth of the span flops in the parallel algorithm can be clearly seen while the number of flops for the sequential KF grows linearly. However, the work flops required by the parallel KF is approximately 8 times the flops of the sequential KF. This means that although the execution time for the parallel algorithms is smaller than for the sequential algorithms, they need to perform more floating point operations in total.
The flops required by the sequential Rauch-Tung-Striebel (RTS) smoother along with the span flops and work flops required by the parallel Rauch-Tung-Striebel (RTS) smoother are shown in Fig. 8 . In this case the parallel algorithm reaches the sequential algorithm already with data set of size less than 10. Furthermore, the total number of floating point operations required by the parallel algorithm is approximately 4 times the operations required by the sequential algorithm. 
B. Discrete-state hidden Markov model
In this example we consider the smoothing problem on a Gilbert-Elliot model (see, e.g., [7] , Sec. 1.3.1). The model consists of a binary input sequence {b k : k = 1, . . . , n} to be transmitted and a binary channel regime signal {s k : k = 1, . . . , n}. The binary measurements are given as y k = b k ⊕v k , where v k is a Bernoulli sequence, and ⊕ denotes the exclusive or (i.e., xor) operation.
The regime signal s k defines the probability of an error (i.e., p(v k = 1)) such that when s k = 0, then the probability of error has a small value q 0 and then s k = 1, the probability of error has a larger value q 1 . The sequence {s k : k = 1, . . . , n} is modeled as first order Markov chain and the probability of moving from state s k = 1 from state s k−1 = 0 is given by p 0 and the probability of moving from state. We modeled the input signal {b k : k = 1, . . . , n} as a first order Markov chain with state-switching probability p 2 .
The joint model for the state x k = (b k , s k ) is a 4-state Markov chain for the pair consisting of the states { (0, 0), (0, 1), (1, 0), (1, 1)} which are encoded states 1, . . . , 4 in the Markov chain respectively. The corresponding state transition matrix Π and measurement model matrix O are given in Eq. (15) . In order to evaluate the performance of the present algorithms we simulated state and measurement sequences of varying lengths from the model. We ran both sequential filter and smoother on the measurement sequences along with parallel filters and smoothers proposed in the article and computed the required floating point operations for each of the methods. Fig. 9 shows an example of smoothing result for a measurement sequence of length 256.
Figs. 10 and 11 show the flops required by the sequential filter and smoother (HMMF and HMMS, respectively) as well as the span and work flops (see discussion in the previous section) required by the parallel filter and smoother (PHMMF and PHMMS, respectively). As can be seen from the figures, the span flops of the parallel algorithm again starts as larger than that of the sequential algorithm, but when the data set becomes larger, the span flops of the parallel algorithm grow strictly slower than the flops of the sequential algorithm. The curves cross approximately at 50 in the filter and at 15 in the smoother. In this case the work complexity of the parallel algorithms are approximately 15 and 6 times larger than of the sequential counterparts -although these numbers slightly depend on the implementation details.
IX. CONCLUSION AND DISCUSSION
In this article we have proposed a novel general algorithmic framework for parallel computation of Bayesian filtering and smoothing solutions for state space models. The framework is based on formulating the computations in terms of associative operations between suitably defined elements such that the all-prefix-sums operation computed by a parallelscan algorithm exactly produces the Bayesian filtering and smoothing solutions. The advantage of the framework is that the parallelization allows for performing the computations in O(log n) span complexity, where n is the number of data points, while sequential filtering and smoothing algorithms have an O(n) complexity. Special cases of the framework were derived for linear/Gaussian and discrete-state hidden Markov models (HMM), which resulted in parallel versions of Kalman filters and smoothers and HMM filters and smoothers. The computational advantages of the framework were illustrated in numerical simulations.
The framework could be extended to non-linear and nonGaussian models by replacing the exact Kalman filters and smoothers with iterated extended Kalman filters and smoothers [25] , [26] or their sigma-point/numerical-integration versions such as posterior linearization filters and smoothers [27] - [29] . Possible future work also includes developing particle filter and smoother methods (see, e.g., [6] ) for the present framework along with various other Bayesian filter and smoother approximations proposed in literature.
The present formulation of the computations in terms of local associative operations is likely to have other applications beyond parallelization. For example, in decentralized systems it is advantageous to be able to first perform operations locally and then combine them to produce the full stateestimation solution. As the algorithms allow for processing of measurements in basically any order, the formulation also provides the means to process out-of-sequence measurements (cf. [30] ) without an additional correction pass on the stateestimates.
APPENDIX A
In this appendix, we prove the required results for Bayesian filtering: the associative property of the operator in Definition 2 and Theorem 3.
A. Associative property
In order to prove the associative property of ⊗ for filtering, we need to prove that for three elements (f i , g i ), (f j , g j ), (f k , g k ) ∈ F , the following relation holds
We proceed to perform the calculations on both sides of the equation to check that they yield the same result. 1) Left-hand side: We use Definition 2 in the left-hand side of (16) and obtain
2) Right-hand side: We first use operator ⊗ to the elements with indices j and k in the right-hand side of (16), see Definition 2,
Then, the right-hand side of (16) becomes
In (17), (18), it is met that f ijk (x | z) = f ijk (x | z) and g ijk (z) = g ijk (z), which proves the associative property of ⊗ in Definition 2.
B. Proof of Theorem 3
In this appendix, we prove Theorem 3. We first prove by induction that
for l < k + 1. Relation (21) holds for l = 0 by definition of a k . Then, assuming that
holds, we need to prove that (21) holds. We calculate the first element of a k−l ⊗ b k−l+1 , denoted by f ab , where
Function f ab corresponds to the first element of (21), as required. We further get
Function g ab corresponds to the second element of (21), as required.
We now calculate the first element of
, where a 1 is given in Theorem 3:
The second element of
Results (24) and (25) finish the proof of Theorem 3.
APPENDIX B
In this appendix, we prove the required results for Bayesian smoothing: the associative property of the operator in Definition 5 and Theorem 6.
A. Associative property
In order to prove the associative property of ⊗ for filtering, we need to prove that, for three elements a i , a j , a k ∈ S , the following relation holds:
We proceed to perform the calculations on both sides of the equation to check that they yield the same result. 1) Left-hand side: We apply the operator in Definition 5 on the left-hand side of (26) to obtain a ij ⊗ a k = a ijk , where a ijk (x | z) = a ij (x | y) a k (y | z) dy = a i (x | y ) a j (y | y) a k (y | z) dydy .
2) Right-hand side: We first calculate a j ⊗ a k using the operator in Definition 5 which gives a jk (x | z) = a j (x | y) a k (y | z) dy.
Then, we calculate the right hand side of (26) we have that a i ⊗ a jk = a ijk , where a ijk (x | z) = a i (x | y) a jk (y | z) dy = a i (x | y) a j (y | y ) a k (y | z) dy dy.
We can see that a ijk in (27) is equal to a ijk in (28) , which proves the associative property of the operator in Definition 5.
B. Proof of Theorem 6
In this appendix, we prove Theorem 6. We first prove by induction that
for l < n − k. Relation (29) holds for l = 0 by definition of a k . Then, assuming that
holds, we need to prove that (21) holds.
We use a k+l in Theorem 6 to calculate This proves (29) . If l = n − k − 1 and a n as in Theorem 6, we have [a k ⊗ · · · ⊗ a n−1 ] ⊗ a n = p (x k | y 1:n−1 , x n ) p (x n | y 1:n ) dx n = p (x k | y 1:n , x n ) p (x n | y 1:n ) dx n = p (x k | y 1:n ) .
This result finishes the proof of Theorem 6.
APPENDIX C
In this appendix, we prove Proposition 8. We have the following easily verifiable identities: 
