Abstract. We exhibit cocycles representing certain classes in the cohomology of the algebraic group GLn with coefficients in the representation Γ * (gl (1) n ). These classes' existence was anticipated by van der Kallen, and they intervene in the proof that reductive linear algebraic groups have finitely generated cohomology algebras [18] .
Let be a field of positive characteristic, let A be a finitely generated -algebra, and let G be a reductive linear algebraic group defined over and acting rationally on A by algebra automorphisms. Then the rational cohomology H * (G, A) is an algebra, and one can wonder if it is finitely generated. In degree 0, the finite generation of the subalgebra A G = H 0 (G, A) is part of Hilbert's fourteenth problem and was solved positively by the work of Nagata [13] and Haboush [9] . The finite generation of the whole cohomology algebra remained unsolved in general, though much progress had been made in recent years [7, 20] .
In [20] , van der Kallen proved (under some restrictions on the characteristic of which were removed in [15] ) that the finite generation of H * (G, A) holds under the following condition: the group G embeds in GL n, for some integer n, and there exist universal cohomology classes in H * (GL n, , Γ * (gl (1) n )) satisfying some divided power algebra relations. He proved the existence of these universal cohomology classes for n = 2 [20, Th 4.4] , and for n = 3 in characteristic p = 2 [21] .
Later, van der Kallen mentioned that cohomological finite generation holds under a weaker condition, namely the existence of the so-called "lifted universal cohomology classes". Our main result is the existence of these lifted classes:
Theorem 0.1. Let be a field of positive characteristic and let n > 1 be an integer. There are cohomology classes c[d] ∈ H 2d (GL n, , Γ d (gl (1) n )) such that :
(1) c[1] ∈ H 2 (GL n, , gl which restrict nontrivially to H 2p r−1 ((GL n, ) (1) , gl (r) n ).
The proof of theorem 0.1 may be summarized as follows. In section 1, we remark that theorem 0.1 reduces to a stable cohomology statement, that is, it suffices to prove it for large values of n. Bifunctor cohomology [4] gives access to the stable rational cohomology of GL n, , and we translate theorem 0.1 in terms of (strict polynomial) bifunctors. More specifically, we show that theorem 0.1 reduces to theorem 1.4 , that is, to the computation of some classes in the cohomology of the strict polynomial bifunctors Γ d (gl (1) ).
The proof of theorem 1.4 is given in section 4. We use explicit coresolutions of the bifunctors Γ d (gl (1) ) to compute cocycles representing the classes c [d] .
Section 3 is devoted to building the explicit coresolutions of the Γ d (gl (1) ). We use the following strategy. First, the Γ d (gl (1) ) are bifunctors of the form F (gl), obtained by precomposing a functor F by the bifunctor gl(− 1 , − 2 ) := Hom (− 1 , − 2 ). We remark in section 3.1 that the cohomology of this kind of bifunctor may be computed via acyclic coresolutions obtained by precomposing an injective coresolution of F by the bifunctor gl. Thus, our seeking of the explicit coresolutions of the bifunctors Γ d (gl (1) ) reduces to the (combinatorially easier) seeking of injective coresolutions of the functors Γ d (I (1) ) obtained by precomposing the functors Γ d by the Frobenius twist I (1) . Second, we define in section 3.2 a class of injective coresolutions of strict polynomial functors called "twist compatible coresolutions". These coresolutions enjoy the following nice property: we may use an injective twist compatible coresolution J F of F to build an explicit injective coresolution of the functor F (I (1) ). Third, we build injective twist compatible coresolutions of the functors Γ d in section 3.3. When the characteristic p is odd, the combinatorics of the Frobenius twist bring the notion of p-complex into play. Section 2 contains the recollections about p-complexes needed in section 3.2, as well as a new result (proposition 2.4) which is the key point to identify cup products in section 4. 1. Reduction to a bifunctor cohomology computation
Let be a field of positive characteristic. Using functors is a classical way to build representations of (ordinary) groups: if a group G acts linearly on a -vector space V and if F is a functor from -vector spaces tovector spaces, then functoriality endows F (V ) with an action of G. To do the same in the framework of algebraic groups and rational representations, one has to use an algebraic modification of the notion of functor, namely the "strict polynomial functors" introduced in [7] . Classical functors such as the tensor products ⊗ d , the divided powers Γ d , the symmetric powers S d or the Frobenius twist I (1) are strict polynomial functors. Now the representations we are interested in are not given by strict polynomial functors but by strict polynomial bi functors, contravariant in the first variable and covariant in the second one, as introduced in [4] . Examples of such bifunctors are the bifunctor gl(− 1 , − 2 ) := Hom (− 1 , − 2 ) or postcompositions of gl by strict polynomial functors, such as gl (1) 
Thus, if B is a strict polynomial bifunctor over , then for all integer n the -vector space B( n , n ) is endowed with an action of GL n, . Such representations, with n big enough are called "stable" representations of GL n, . Let's specify what "big enough" means. The polynomial nature of strict polynomial bifunctors endows them with a notion of bidegree. For example, gl is a homogeneous bifunctor of bidegree (1, 1) and if F is a homogeneous strict polynomial functor of degree d then the composite F (gl) is a homogeneous bifunctor of bidegree (d, d). We denote by P d e, the abelian category (quite strangely denoted by P op d × P e in [4] ) of homogeneous strict polynomial bifunctors of bidegree (d, e), defined over , contravariant in the first variable and covariant in the second one. A stable representation is a representation of the form B( n , n ), with B ∈ P d e, and n ≥ max(d, e). Ext-computations in the strict polynomial bifunctor categories P d e, give access [4, Th 1.5] to the rational cohomology of GL n, with coefficients in stable representations. In this section we first prove a strengthening of this result, and next we use it to translate theorem 0.1 into the world of strict polynomial bifunctors.
1.1. Bifunctor cohomology and stable rational cohomology. Let be a field of positive characteristic. The rational cohomology of GL n, with coefficients in the rational GL n, -module M is defined as the extension groups in the category GL n, -mod of rational GL n, -modules :
where has a trivial GL n, -module structure. Similarly, the cohomology of a bifunctor B homogeneous of bidegree (d, d) is defined as the extension groups:
We already know [4, Th 1.5] that H * P (B) is isomorphic to the stable rational cohomology of GL n, with coefficients in B( n , n ). We give a more explicit description of this isomorphism which shows its compatibility with cup products.
If B is a bifunctor and if E is a m-fold extension of Γ d (gl) by B, we may evaluate it on the pair ( n , n ) and pull it back by the GL n, -equivariant morphism
This map is an isomorphism in the stable range. More specifically: Moreover B → H * P (B) and B → H * (GL n, , B( n , n )) are δ-functors which vanish on the injectives (for * > 0) and φ B,n is a morphism of δ-functors. Since φ 0 B,n is an isomorphism, φ * B,n must be an isomorphism [8, p. 140 ].
We now turn to examining the compatibility of the maps φ B,n with the cup products. We first recall the definition of cross products and (external) cup products. Let (A, ⊗) be an abelian category with enough injectives, equipped with a biexact monoidal product ⊗ which preserves the injectives. Then we may define a (associative, graded) "cross product" for Ext-groups in A:
This cross product may be computed in two ways. First, using Yoneda extensions. If B i ֒→ E • i , i = 1, 2, are two extensions representing classes e i ∈ Ext
Thus, if is a field of positive characteristic then the category (P (1, 1), ⊗) of strict polynomial bifunctors and the category (G -mod, ⊗) of rational modules over an algebraic group scheme G (both equipped with the usual tensor products) both have a cross product. Bifunctor cohomology is equipped with a (associative, graded) cup product:
where ∆ d,e is the map induced by the diagonal Γ d+e ֒→ Γ d ⊗ Γ e . Similarly, the rational cohomology of G is equipped with a cup product :
where ∆ is the isomorphism ≃ ⊗ , 1 → 1 ⊗ 1.
Lemma 1.2. The natural map φ B,n is compatible with the cup products:
Proof. Evaluation on the pair ( d , d ) is compatible with the cross products. Thus, the compatibility of φ B,n with the cup products comes from the commutativity of the diagram:
where the vertical morphisms are defined using the GL n, -equivariant maps
Putting all this information together we obtain the following strengthening of [ 
natural in B and compatible with the cup products: φ B⊗C,n (x∪y) = φ B,n (x)∪ φ C,n (y). Moreover, if n ≥ d then φ B,n is an isomorphism.
1.2.
Proof of theorem 0.1 assuming theorem 1.4. We now prove that theorem 0.1 is implied by the following bifunctor cohomology result:
In order to prove theorem 0.1, we first remark that it is in fact a stable rational cohomology statement: Lemma 1.5. Let n 0 be an integer greater or equal to the characteristic of . Suppose that theorem 0.1 is valid for n = n 0 . Then theorem 0.1 is valid for all n such that 2 ≤ n ≤ n 0 .
Proof. The inclusion of n into the first n coordinates of n 0 and the projection n 0 → n onto the first n coordinates induce a map gl n 0 → gl n . Together with the inclusion GL n, → GL n 0 , , M → [
n )). By naturality of the restriction maps, the classes c ′ [m] also satisfy condition 2 of theorem 0.1. To finish the proof, we have to check that c ′ [1] is not null. The class c [1] is not null, and by [7] H 2 (GL n 0 , , gl (1) n 0 ) is one dimensional, generated by the Witt vector class. As remarked in [20, remark 4.1] , this implies that the restriction of c [1] , and hence of c ′ [1] , to an infinitesimal one parameter subgroup G a1 is non trivial. Thus, c ′ [1] is non trivial.
proof of theorem 0.1. Let's suppose that theorem 1.4 is true. By lemma 1.5, it suffices to prove theorem 0.1 for n ≥ p. The maps φ Γ m (gl (1) ),n send the bifunctor cohomology classes c[i] of theorem 1.4 to rational cohomology classes still denoted by c [i] . By naturality of the φ Γ m (gl (1) ),n and compatibility with the cup products, the rational cohomology classes c[i] satisfy condition 2 of theorem 0.1. Since n ≥ p, φ Γ 1 (gl (1) ),n is an isomorphism. Thus the rational cohomology class c [1] is not null.
Complexes and p-complexes
Homological algebra for N -complexes has been developed in [11, 10] , and used for computations in quantum differential calculus. When N = p is a prime, p-homological algebra is also the natural framework for some combinatorics of representation theory over fields of characteristic p [19] . In this section, we recall the basic definitions and properties of N -complexes. When N = p, we prove a tensor product formula (proposition 2.4) which enable us to identify cup products in p-coresolutions in section 4. To avoid confusion, we denote the N -complexes by the letters C, D and the ordinary complexes by the letters K, L in this section.
2.1.
Contractions of N -complexes. Let A be an additive category and let N ≥ 2 be an integer. A N -complex in A is a graded object
by taking alternatively d s and d N −s as differentials :
On the reverse way, we can build N -complexes out of ordinary complexes. We define the N -complex K associated to an ordinary complex K
We now specify the link between N -complexes and ordinary complexes.
There is a morphism η C of N -complexes:
Proof. The first claim follows directly from the definitions. To define η C , we use the commutative diagram :
2.2.
Tensor product of p-complexes. In this section, p is a prime. We work in a p -linear additive category A equipped with a biexact monoidal product ⊗. Let C and D be two p-complexes. Since p is a prime, we have
If C, D are p-complexes, we have two ways of contracting and taking tensor products. First, we may take the tensor product of the p-complexes C and D, and take the ordinary complex (C ⊗ D) [1] associated to this pcomplex for s = 1. We may also consider the ordinary tensor product (with a sign!) C [1] ⊗ D [1] of the contracted complexes C [1] and D [1] . In general, the complexes (C ⊗ D) [1] and C [1] ⊗ D [1] are not equal. For example, if p = 3, the beginning of the complex (C ⊗ D) [1] has the form:
while the beginning of the complex C [1] ⊗ D [1] has the form:
However, these two complexes have some similarities. For example we have :
For all nonnegative integers k, ℓ, the object C kp ⊗ D ℓp appears once and only once in the complex (C ⊗ D) [1] (resp. in the complex C [1] ⊗ D [1] ). Moreover, it appears in degree 2(k + ℓ).
Definition 2.3. Let C, D be two p-complexes. We define p(C, D) * as the graded object which equals
We now come to the main result of this section, which compares the complexes (C ⊗ D) [1] and C [1] ⊗ D [1] . We need this result in section 4.
There is a morphism of ordinary complexes [1] with the following properties :
there is a commutative diagram of graded objects :
We prove proposition 2.4 in paragraph 2.4 below. But before this, we indicate why proposition 2.4 is useful.
2.3.
Homology of p-complexes and Künneth formulas. We still work in a p -linear category A with a biexact monoidal product ⊗, but we now assume furthermore that A is abelian. So, if C is a p-complex in A, the homology groups of the contracted complexes
The following weak Künneth formula is due to Troesch [19 
If C, D are p-complexes, we do not know any general Künneth formula relating the homology of (C ⊗ D) [s] and the tensor products of the homology of the contracted complexes C [s] and D [s ′ ] . Our proposition 2.4 is a substitute to the Künneth formula: at least we know a natural chain map h C,D which allows us to compare easily even degree cycles in (C [1] ⊗ D [1] ) and in (C ⊗ D) [1] . (If C, D are p-coresolutions, propositions 2.6 and 2.4 (2) show that h C,D is a quasi isomorphism).
Proof of proposition 2.4.
If the characteristic p equals 2, then the complexes C [1] ⊗ D [1] and (C ⊗ D) [1] are equal and there is nothing to prove. Therefore, we may suppose that p is odd.
By lemma 2.1, we have a morphism of complexes, natural in the pcomplexes C, D :
are identity maps, and which fits into a commutative diagram of graded objects :
Thus, to prove proposition 2.4, it suffices to build a map of complexes
natural in the complexes K, L, which is the identity in degrees 0 and 1, and which fits into a commutative diagram :
Indeed, if such a map H K,L exists, then we may define h C,D as the composite (η C ⊗ η D ) [1] • H C [1] ,D [1] . In the remainder of this section, we give an explicit construction of the map H K,L .
Description of the complexes
Lemma 2.7. Let K, L be two complexes. The objects of the complex K ⊗ L are given by the formulas :
. where the terms T 2n , T ′ 2n , T 2n+1 and T ′ 2n+1 are given by :
The differential d of the complex K ⊗ L is given by the formula :
Proof. This is just the classical definition of the usual tensor product of ordinary complexes.
Now we examine the ordinary complex ( K ⊗ L) [1] . If we draw the commutative diagram which defines the p-complex K ⊗ L, we see the following pattern. The big squares (like the one labelled "11") contains (p − 1) × (p − 1) objects and the small squares (like the one labelled "00") contains 1 × 1 objects. Within a given square or rectangle labelled "ij", the objects equal K i ⊗ L j and the p-differentials are identities. The differentials which go upwards from a rectangle or a square to another one equal 1 ⊗ d L , while the differentials which go towards the right equal d K ⊗ 1. We keep the notations of lemma 2.7. The objects contained in the vertical rectangles are the objects of the T 2n+1 , the objects contained in the horizontal rectangles are the objects of the T ′ 2n+1 , the objects contained in the small squares are the objects of the T 2n and the objects contained in the big squares are the objects of the T ′ 2n . Thus we have : [1] are given by the formulas :
with the terms T 2n , T ′ 2n , T 2n+1 and T ′ 2n+1 as defined in lemma 2.7.
In order to describe the differentials of the complex ( K ⊗ L) [1] we need one more notation. We let δ n be the "signed diagonal morphism"
of degree 2n to the element
Here, d is the differential of the complex K ⊗ L described in lemma 2.7. The differential ∂ sends an element
of degree 2n + 1 to the element
Proof. Let (x, δ n (x ′ )) be an element of degree 2n in the complex ( K ⊗ L) [1] . This element may be represented as an element of degree pn in the p-complex K ⊗ L:
The p-differentials in the big squares are identities. As a result, the component of ∂(x, δ n (x ′ )) in the upper diagonals T ′ 2n ⊕(p−2) of the big squares is null and ∂(x, δ n (x ′ )) equals:
Since x ∈ T 2n and x ′ ∈ T ′ 2n , lemma 2.7 asserts that this element equals
Let (x, 0, 0) ∈ T 2n+1 be a bihomogeneous element of degree 2n + 1 in the complex ( K ⊗ L) [1] . Then ∂(x, 0, 0) is a sum of p elements (y k ) 0≤k≤p−1 whose respective positions may be represented in the p-complex K ⊗ L:
Since the p-differentials within the big square and within the vertical rectangle are identities, we compute that
Moreover, the formula (d
p (x) = 0 implies the following p − 2 equalities: y p−1 + y p−2 = 0, . . . , y 2 + y 1 = 0 .
As a result, we have
The computation of ∂(0, x ′ , 0) is similar.
The graded map H * K,L is natural with respect to the complexes K and L. Moreover H * K,L is the identity in degrees 0 and 1, and it fits into a commutative diagram of graded objects:
The following lemma concludes the proof of proposition 2.4.
Proof. We have to show that H K,L commutes with the differentials. Let
The first and the third equalities hold by definition of H K,L while the second equality follows from lemma 2.9. Now let (x,
But lemma 2.9 tells us that this element equals ∂(x, x ′ , 0), which by defini-
). This concludes the proof that H • K,L is a chain map.
Building explicit coresolutions
In this section, we develop methods to build explicit coresolutions of bifunctors, in order to compute their cohomology. We first notice in section 3.1 that for bifunctors of the form F (gl), it suffices to build injective resolutions of the functor F . Keeping this result in mind, we turn to building explicit injective coresolutions in the category of strict polynomial functors. We are interested in functors of the form F (I (1) ), that is, in functors obtained by precomposing a functor F by the Frobenius twist I (1) . In section 3.2, we define the class of twist compatible coresolutions of strict polynomial functors. The name "twist compatible" is given after the following property: if J F is a twist compatible coresolution of F , we may build an explicit coresolution of the composite F (I (1) ) out of it. We don't know if all strict polynomial functors admit injective twist compatible resolutions, but we show in section 3.3 that the divided powers Γ d do.
3.1. Bifunctor cohomology via acyclic coresolutions. Let be a field of positive characteristic, let F ∈ P d, be a degree d homogeneous strict polynomial functor over and let J be an injective coresolution of F in P d, . We may precompose it by the bifunctor gl to obtain a coresolution J(gl) of the bifunctor F (gl) in P d d, . The objects of this coresolution are not injective, but the following lemma asserts that they are H * P -acyclic. Lemma 3.1. Let J be an injective object of
Proof. First, any injective J ∈ P d, is a direct summand of a direct sum of standard injectives of the form S d (gl( d , −)) (use [7, Th. 2.10] and duality [7, Prop 2.6]). Thus, it suffices to show the H * P -acyclicity of the bifunctor
We use a theorem of Akin, Buchsbaum, Weyman [1, Th. III. 1.4] . This theorem yields a filtration of the bifunctor S d (gl( d ⊗ − 1 , − 2 )) whose associated graded object is the direct sum
Here, S λ is the Schur functor associated to the partition λ and W λ = S 
The extension groups which appear on the right are null if * > 0 [3, Fact 2.1]. As a result, the graded object associated to the filtration of
Since the coresolutions of the form J(gl) have H * P -acyclic objects, we may use them to compute the cohomology of the bifunctors of the form F (gl) [ 
induces an isomorphism in homology.
We now specify how to compute cup products via H * P -acyclic coresolutions: Proposition 3.3. For i = 1, 2, let J i be an injective coresolution of F i ∈ P d i , , and let α i be a cocycle in the complex Hom(
is a cocycle representing the cohomology class
Proof. For i = 1, 2, let K i be an injective coresolution of the bifunctor F i (gl) and let f i : J i (gl) → K i be a morphism of coresolutions over the identity map
is a map of coresolutions over the identity map of
By proposition 3.2 and definition of the cup product the later cocycle represents
[α 1 ] ∪ [α 2 ] in the complex Hom(Γ d 1 +d 2 (gl), K 1 ⊗ K 2 ). By proposition 3.2 again, this means that (α 1 ⊗ α 2 ) • ∆ d 1 ,d 2 represents [α 1 ] ∪ [α 2 ] in the complex Hom(Γ d 1 +d 2 (gl), J 1 (gl) ⊗ J 2 (gl)).
Twist compatible coresolutions.
In this paragraph we work in the category P of strict polynomial functors over a field of positive characteristic p. Thanks to the work of Troesch [19] , we know explicit injective p-coresolutions of the twisted injectives of P . However, these coresolutions are not natural. To make them natural, we need to restrict to a combinatorial subcategory T P of P , called the twist compatible category. Finally we describe how to build an H * P -acyclic coresolution of a twisted functor F (gl (1) ) from a twist compatible coresolution of F , that is from a coresolution of F which lives in the twist compatible category. In order to define the twist compatible category, it is important not to use a categorical (ie: only 'up to isomorphism') definition of the direct sum. For us, 'the' direct sum of two strict polynomial functors F and G means the functor F ⊕ G which sends a vector space V to the set of couples (f, g) with f ∈ F (V ) and g ∈ G(V ).
The twist compatible category.
Let λ = (λ 1 , . . . , λ n ) be a n-tuple of positive integers. We denote by S λ the tensor product of symmetric powers:
Such strict polynomial functors are referred to as "symmetric tensors". They are injective objects of P . Let us denote by pλ the n-tuple pλ := (pλ 1 , . . . , pλ n ). The precomposition of S λ by the Frobenius twist I (1) yields a polynomial functor S λ (I (1) ) and we have a monomorphism :
Definition 3.4. Let (λ i ) and (µ j ) be two finite families of tuples of positive integers and let f : i S λ i → j S µ j be a morphism between two finite sums of symmetric tensors. We say that f is twist compatible if there exist a morphism f such that the following diagram commutes :
where the vertical epimorphisms are induced by the multiplications
Lemma 3.5. If f is twist compatible, the morphism f is uniquely determined. Moreover, we have a commutative diagram :
Lemma 3.6. Let f and g be twist compatible maps. The composite f •g and the linear combinations af + bg for all a, b in the field are twist compatible maps (resp. with f • g = f • g and af + bg = af + bg).
In general, one cannot say that the tensor product of two twist compatible maps is a twist compatible map. Indeed, tensors products of the form ( i S λ i ) ⊗ ( j S µ j ) are not equal to a direct sum of symmetric tensors, but only isomorphic to it. So, the precise statement for tensor products is: Lemma 3.7. Let f : i S λ i → k S γ k and g : j S µ j → ℓ S ν ℓ be two twist compatible maps, and let α : Remark. The comultiplication ∆ : S i+j → S i ⊗ S j is not twist compatible in general.
We are now ready to define the twist compatible category T P . We want this category to contain the direct sums of symmetric tensors and the twist compatible maps. We also want it to be stable under tensor products, so we have to introduce the "iterated symmetric tensors". A 0-iterated symmetric tensor is just a symmetric tensor, that is, a functor of the form S λ , where λ is a tuple of positive integers. For n ≥ 1, a n-iterated symmetric tensor is a functor F of the form F := k i=1 ℓ j=1 S i,j where the S i,j are (n − 1)-iterated symmetric tensors. If F is a n-iterated symmetric tensor then we have a canonical isomorphism
between F and a direct sum of (n − 1)-iterated symmetric tensors. Composing such isomorphisms, we may associate to each iterated symmetric tensor F an isomorphism ξ F : F → F 0 from F to a direct sum of symmetric tensors F 0 .
Definition 3.9. The twist compatible category T P is the subcategory of P whose objects are the iterated symmetric tensors and whose morphisms are the maps f : F → G such that the composite
Lemma 3.10. The twist compatible category T P is an additive subcategory of P , stable under tensor products.
Proof. By lemma 3.6, T P is an additive subcategory of P . By Lemma 3.7, it is stable under tensor products.
Natural injective p-coresolutions.
Thanks to the work of Troesch [19] , we know some explicit injective p-coresolutions of the twisted symmetric powers. These coresolutions generalize in characteristic p odd the coresolutions previously known in characteristic p = 2 [6] . Let's denote by I ⊕p the p-times iterated direct sum of the identity functor I (ie: I ⊕p sends a vector space V to V ⊕p ). Then we have [19 
is equipped with a p-differential d such that :
and the p-differential increases the cohomological degree by one.
(3) The canonical isomorphism :
is an isomorphism of p-complexes. B pµ is a p-coresolution of S µ (I (1) ), which equals S pµ in degree 0. 2. Let f : S µ → S ν be a map between symmetric tensors and let f :
S pµ → S pν be a map which fits into the commutative diagram :
, which agrees with f in degree 0.
Proof. The first point follows from theorem 3.11(2) and proposition 2.6. Let's prove the second point. If ψ is a multiplication ψ :
then the precomposition of ψ by I ⊕p induces a map of p-complexes thanks to theorem 3.11 (3) . Any map between symmetric tensors is built out of multiplications, permutations and comultiplications [3, p. 779]. As a result, if ψ : S γ → S δ is a map between symmetric tensors, the precomposition of ψ by I ⊕p induces a morphism of p-complexes ψ(I ⊕p ) :
Moreover, thanks to theorem 3.11 (1) , this map of p-complexes equals ψ : S γ → S δ in cohomological degree 0. Now suppose that γ = pλ, δ = pµ and ψ = f lifts f (I (1) ) : S µ (I (1) ) → S ν (I (1) ). Then the map of p-complexes f (I ⊕p ) : B pµ → B pν is a lifting of f (I (1) ).
By corollary 3.12, we may associate to each symmetric tensor S λ an injective p-coresolution S pλ (I ⊕p ) of S λ (I (1) ) and to each map f : S λ → S µ a map of p-coresolutions f (I ⊕p ) over f (I (1) ) : S λ (I (1) ) → S µ (I (1) ). Unfortunately, there is no natural choice of f in general. Indeed, let p = 2 and let τ be the transposition of S 2 which acts on ⊗ 2 by permutation of the factors of the tensor product. Then the map (1 + τ ) : ⊗ 2 → ⊗ 2 equals the composite
As a result we have at least two different liftings for the map (1 + τ ), namely (1 + τ )(S 2 ) : S 2 ⊗ S 2 → S 2 ⊗ S 2 and the composite
To obtain a natural choice of the lifting f we restrict to the twist compatible category T P . Proposition 3.13. There is an additive functor
from the twist compatible category to the category of (nonnegative) p-cochain complexes, which sends an object F to an injective p-coresolution of F (I (1) ) and a twist compatible map f to a map of p-coresolutions over
Proof. We first define T on direct sums of symmetric tensors: we send a direct sum of symmetric tensors i S λ i to the p-coresolution i B pλ i and a twist compatible map f to the map f (I ⊕p ). Thanks to lemma 3.5, this map f is unique. Lemma 3.6 shows the functoriality of T as well as its additivity. Now we extend T to the whole category T P . If F is a n-iterated symmetric tensor, we have a well defined isomorphism ξ F : F → F 0 onto a direct sum of symmetric tensors F 0 and we set T (F ) := T (F 0 ). If f : F → G is a map between iterated symmetric tensors, then
is a twist compatible map and we set T (f ) := T (f 0 ).
If F and G are iterated symmetric tensors, then ξ F ⊗G equals the compos-
As a particular case of the construction of the functor T , we record the description of the S d -module T (⊗ d ) for further use:
permuting the factors of the tensor product, then the map
Proof. The formula T (⊗ d ) = T (S 1 ) ⊗d follows from the definition of T on symmetric tensors. If σ ∈ S d , then σ is twist compatible and σ = σ(S p ). Thus, T (σ) = σ(I ⊕p ) = σ(T (S 1 )).
Twist compatible coresolutions.
If A is an additive category, we denote by Ch ≥0 (A) (resp. bi-Ch ≥0 (A)) the category of nonnegative cochain complexes (resp. bicomplexes) in A. Definition 3.15. A twist compatible complex is an object of Ch ≥0 (T P ). In particular, a coresolution J of F ∈ P is twist compatible if all its objects J k and all its differentials ∂ k : J k → J k+1 belong to the twist compatible category T P .
Let J be a twist compatible complex. We first apply objectwise the functor T to J. We obtain a commutative diagram
The rows of this diagram are ordinary complexes since T (∂) • T (∂) = T (∂ • ∂) = 0, while for all k, the k-th column T (J k ) is an injective p-coresolution of J k (I (1) ). Second, we apply the functor − [1] columnwise. Thus we obtain a bicomplex
If J is a twist compatible coresolution of F ∈ P , then the totalization of the bicomplex T (J) [1] is an injective coresolution of F (I (1) ).
Proof. We compute the homology of the bicomplex T (J) [1] in two steps: first along the columns and second along the rows. We obtain F (I (1) ) concentrated in bidegree (0, 0). Whence the result.
Finally we may precompose all the objects of the bicomplex T (J) [1] by the bifunctor gl.
Definition 3.17. We denote by A the functor
which sends a twist compatible complex J to the (first quadrant) bicomplex A(J) = T (J) [1] (gl).
The letter 'A' stands for 'acyclic' (coresolution). Indeed lemmas 3.1 and 3.16, and proposition 3.2 yield: Proposition 3.18. Let J • be a twist compatible coresolution of F ∈ P . Then the total complex associated to the bicomplex A(J) is an H * Pacyclic coresolution of F (gl (1) ). In particular, the homology of the complex H 0 P (Tot(A(J))) computes the cohomology of the bifunctor F (gl (1) ). Let's recall some classical examples associated with the reduced bar construction. Let V be a finite dimensional -vector space. Let S(V ), Λ(V ) and Γ(V ) be the symmetric, exterior and divided powers algebras over V . If we define the degree of an element v ∈ V to be respectively 0, 1, and 2 and the differential to be zero, then these algebras become CDGA-algebras. Moreover, the injective morphisms : 
are quasi isomorphisms.
Proof. To prove that the first two maps are quasi isomorphisms, use [2, 4 p . 02] to reduce to a one dimensional vector space and then compute. To prove that the composite is also a quasi isomorphism, use that B preserves quasi isomorphisms [12, X Th. 11.2] .
If X = S, Λ, Γ, then the multiplications
involved in the definition of the Hopf algebra structure on X * (V ) are actually maps of strict polynomial functors. As a consequence, we may interpret the reduced bar construction and the quasiisomorphism Γ * (V ) ֒→ B(B(S * (V )) in the category P of strict polynomial functors over . This category splits as a direct sum P = d≥0 P d, , where P d, is the subcategory of homogeneous strict polynomial functors of polynomial degree d. We want to examine more carefully the homogeneous part of polynomial degree d of the complex B(B(S * (−)).
In order to do this, we first recall the construction [12, X 10] of the chain complex B • (A). Let I • be the kernel of the augmentation ǫ : A • → and let (sI) • be the suspension of I • . That is, (sI) • is the complex defined by (sI) n = I n−1 and (sd) n = −d n−1 . We denote by [a 1 | . . . |a n ] an element a 1 ⊗ · · · ⊗ a n of the complex (sI) ⊗n . For each n ≥ 1, we define a chain map d E : s −n ((sI) ⊗n ) → s −(n−1) ((sI) ⊗n−1 ) by the formulas:
we have a (first quadrant) bicomplex:
The reduced bar construction B • (A) is the total complex associated to this bicomplex. We are now ready to prove: 
, where τ k ∈ S d is the transposition which exchanges k + 1 and k + 2.
Proof. We have B(S * ) = S n 1 ⊗· · ·⊗S n k , where the sum is taken over all ktuples (n 1 , . . . , n k ) of positive integers, for all k ≥ 0 (with the convention that the 0-tuple ( ) corresponds to the constant term ). An element [s 1 | . . . |s k ] ∈ S n 1 ⊗ · · · ⊗ S n k has degree k and polynomial degree n i . Let I be the kernel of the augmentation ǫ : B(S * ) → and let i I be the component of homogeneous polynomial degree i of the complex I. Then 0 I is null, 1 I equals S 1 concentrated in degree 1, and 2 I equals
with S 1 ⊗ S 1 placed in degree 2 and S 2 placed in degree 1. We first analyze the homogeneous component of polynomial degree d = 1 of B • (B(S * (−)). We recall that if F and G are strict polynomial functors homogeneous of polynomial degrees f, g then the tensor product F ⊗ G is homogeneous of polynomial degree f + g. Since 0 I is null, this implies that the polynomial degree 1 homogeneous part of s −n ((sI) ⊗n ) is null, except if n = 1. In the latter case, it equals 1 I. Thus the component of polynomial degree 1 of the bicomplex defining B • (B(S * (−)) equals S 1 concentrated in bidegree (1, 1) and we are done.
We perform a similar analysis in polynomial degree d ≥ 2. Since 0 I is null, the component of polynomial degree
. As a consequence, the component of homogeneous polynomial degree d of the bicomplex . . .
may be written as : 
where τ k ∈ S d denotes the transposition which exchanges k + 1 and k + 2.
Proof. The description of the beginning of the coresolution follows from lemma 3.20. It remains to show that the coresolution is twist compatible. By lemma 3.8, the maps which define the algebra structure of S * are twist compatible. Now, the differential in the double bar construction B(B(A)) of a CDGA-algebra A is defined using permutations, tensor products and linear combinations of the differential of A and the multiplication of A. Thus, by lemmas 3.8 and 3.10, the differentials of B(B(S * (−))) are twist compatible maps.
Proof of theorem 1.4
Let d be a positive integer. By proposition 3.21, the d-th divided powers Γ d admit a twist compatible coresolution J d . By proposition 3.18, the totalization of the associated bicomplex
is an H * P -acyclic coresolution of Γ d (gl (1) ), and the totalization of H 0 P (A(J d )) computes H * P (Γ d (gl (1) ). To prove theorem 1. Step 1 : choice of c [1] and z [1] . We first examine the case d = 1. We may choose a non-zero class c [1] in H 2 P (gl (1) ) ≃ H 2 (GL p, , gl Let ∆ (p,...,p) : Γ dp (gl) → (Γ p ) ⊗d (gl) be the evaluation of the diagonal Γ dp → (Γ p ) ⊗d on the bifunctor gl. We define:
• ∆ (p,...,p) ∈ Hom P dp dp, (Γ dp (gl), (A [1] , so that z[d] is an element of bidegree (0, 2d) of the bicomplex H 0 P (A(J d )) = Hom(Γ dp (gl), A(J d )).
Lemma 4.3. z[d]
is a cocycle of Hom P dp dp, (Γ dp (gl), Tot(A (J d )) ). ⊗d ) • ∆ (p,...,p) ∈ Hom P dp dp, (Γ dp (gl), (A in the complex H 0 P ((A ⊗d 1 ) [1] ). On the other hand, by proposition 3.3, the same formula (z [1] ⊗d ) • ∆ (p,...,p) represents the cup product c [1] ∪d but this time in another complex, namely H 0 P ((A 1 [1] ) ⊗d ). So, to finish the proof, we need to compare the two different H * P -acyclic coresolutions (A ⊗d 1 ) [1] and (A 1 [1] ) ⊗d of (gl (1) ) ⊗d . This is achieved by an iterated use of proposition 2.4: the identity map Id (gl (1) 
Proof

