ABSTRACT This paper reports a new 3-dimensional autonomous chaotic system with four nonlinearities. The system is studied with respect to its numerical solutions in phase space, including sensitive dependence on initial conditions, equilibrium points, bifurcation, and maximal Lyapunov exponent. It is shown that the system is dissipative and has a fractional Lyapunov dimension. Besides, a basin of attraction is determined by the Newton-Raphson's method. To show its practicality, the new system is implemented by means of an analog electronic circuit. Aperiodicity of the experimental signal is verified by means of an improved power spectral density estimator, viz., the Welch's method. Also, the correlation dimension is estimated from the experimental time series with the result confirming that the responses are deterministic chaos. Finally, an electronic design of a secure communication application is carried out, wherein a nontrivial square wave is modulated by a master chaotic signal. The modulated signal is subsequently recovered by a slave system, and the fast convergence to zero of the information recovery error substantiates the effectiveness of the design.
I. INTRODUCTION
There has been a surge of research interests in chaos theory for over four decades. This is primarily due to its potential benefits across disciplines [1] - [11] . With chaos control [12] - [17] , the window of applicability of chaos has widened. In the field of communication engineering for instance, chaos theory has been used in several communication techniques [18] - [25] including security of information [26] . Besides, the understanding of chaotic time series has shone more lights in the study of real world complex systems [27] . Moreover, other notable areas to which chaos theory has been applied include biological systems [28] , [29] , chemical systems [30] , [31] , nuclear reactor systems [32] , economic [33] and political [34] systems, ecology [35] , neural networks [36] , [37] , experimental data analysis [38] and so on.
This paper aims to report a new 3-dimensional autonomous chaotic system. Some novel qualities of the system include: 1) basic transformations on the system such as rotation or reflection can result in different algebraic systems, which are however, topologically equivalent to the original system. 2) the term a 8 x 2 1 x 2 , which is very vital to the chaotic system since without it, the system becomes unbounded as simulation shows.
3) easy and robust analog implementation cf. [39] . This is a good requirement for engineering applications. 4) proper retention of chaotic feature when the system's signal is used to modulate digital signals. 5) having two nearly counteracting parameters, which can be varied in opposite sense to have nearly opposite effects on the attractor. Due to some of these qualities, the system is easily implementable using analog electronic devices. Also, an electronic circuit design of a secure chaos-based digital signal transmission has been realized. To the best of our knowledge, there are very limited electronic circuit realization of chaos-based secure communication in the literature.
By the classification scheme in [40] , the Lü system [41] satisfies a 12 a 21 = 0, (a 12 = 0, a 21 = 0). The present system like the recently reported Zhou system [42] also satisfies a 12 a 21 = 0, (a 12 = 0, a 21 = 0). These systems reside at the intersection between the Lorenz-like and the Chenlike systems which respectively satisfy a 12 a 21 > 0 and a 12 a 21 < 0. The present system has in addition to the linear and nonlinear terms, the constant terms unlike the Lü's and the Zhou's. Moreover, all three systems in the first classification have unequal numbers of equilibrium points. Hence, they are distinct [43] .
II. SYSTEM DESCRIPTION
The new chaotic system is given bẏ
(1) Let x := {x i |i = 1, 2, 3} be a state vector of the system. a k (k = 1, 2, .., 9) are constant parameters. By probing the parameter space [44] of system (1) by means of a computer search [45] for a region where the system possesses a positive Lyapunov exponent while remaining numerically bounded, it can be established that this system presents a chaotic regime for the following values: a 1 = −0.1, a 2 = 0.15, a 3 = 0.18, a 4 = 3.9, a 5 = −1.5, a 6 = −4, a 7 = −4.9, a 8 = 2.5 and a 9 = 0. a 6 and a 9 have quite a counteracting effect on the attractor and produces nearly opposite bifurcation traces in their respective domains. With the other parameters defaulted, −6 < a 6 ≤ 0 and 0 ≤ a 9 < 8 suffice for chaos. Using the above specified default values for each a k , a variable-step size with a maximum step of 10 −4 , a relative tolerance of 10 −9 and an initial condition x(0) = (1, 3, 8), a unique solution of the system by the Runge-Kutta fifthorder method and fourth-order error estimates [46] , is plotted in Fig. 1 The stated solution algorithm can be achieved by the MathWorks ode45 function. Starting from the initial condition, it can be seen that the trajectory enters into some confined region of phase space and remains there as the system is unperturbed. On the bottom-right of the same figure, sensitivity to two slightly different initial points (1, 3, 8) and (1, 3, 8 .001), can be readily observed.
III. EQUILIBRIUM POINTS ANALYSIS
An equilibrium point E p ∈ R 3 , of system (1) is a point in phase space whereẋ = 0. To find such a point, we solve
By symbolic solution method, it can be seen that Eq. (2) has seven points for whichẋ = 0. Using the system parameters as stated in Section II, these points are computed to be: 
where
It can be noted that the system has five real equilibrium points and two complex equilibrium points.
In order to ascertain the stability property in the neighborhood of a real equilibrium point, we use the first Lyapunov's method, obtaining the system's Jacobian given by
Let λ p := {λ i,p |i = 1, 2, 3, p = 1, .., 5, λ i,p ∈ C} be a set of eigenvalues at the equilibrium point E p . Also, given that I is a 3 × 3 identity matrix, the following is true:
Eq. (5) is known as the characteristic equation. For each E p , Table 1 gives the elements of corresponding λ p . It can be seen that each set Re(λ p ), has at least an element in both the right-half and the left-half planes. Hence, the real equilibrium points are saddle points. The stability transition near E 4 for −6 ≤ a 6 ≤ 1 is shown in Fig. 2 
IV. BASIN OF ATTRACTION
A basin of attraction is a set of points from any of which the system's trajectory starts, it ultimately enters a confined region of phase space. The set of points in this confined region is called the attractor [47] , [48] . The system's dynamics remains in the attractor provided the system is unperturbed.
The basin of attraction of the present system is computed based on a root-finding algorithm, viz. the multidimensional Newton-Raphson's method [49] which can be expressed as:
where n = 0, 1, .., N iter , N iter is the number of iterations, f (x n ) =ẋ n , other terms are as previously defined. Fig. 3 is an excerpt of the attraction basin along the x 1 − x 2 plane with
which is an arithmetic sequence. The cardinalities of the sets x 1 (0) and x 2 (0) are each 150. Therefore, 150 2 × 50 = 1125000 confined points are used in succession as initial seed or x 0 . A point is designated by a cyan dot if it finds a root within an error of 10 −12 otherwise it is designated by a black dot. The black patches are regions of phase space from which the system's trajectory could become unstable or at the peripheries, have a prolonged transient before identifying the attractor. The cyan color is the system's attraction basin. 
V. ATTRACTOR TYPE
The attractor of a chaotic system can be self-excited or hidden [50] , [51] . An attractor is self-excited if when a trajectory approaches a small neighborhood of an equilibrium, it processes a transient before it ultimately reaches the attractor. On the other hand, an attractor is hidden if its basin of attraction does not contain neighborhoods of any unstable equilibrium points [52] , [53] . A stable equilibrium point of a chaotic system is not responsible for exciting the system's attractor, hence such an attractor is said to be hidden. Also, should a chaotic system have only complex equilibrium points, the associated attractor is hidden since the basin of attraction cannot contain a neighborhood of such points.
The system has two complex equilibrium points (E 6 and E 7 ), which may not contribute to the attractor's energy since they are unphysical. It also has five unstable real equilibrium points (namely E 1 ,.., E 5 ) which contribute to self-excitation of the attractor. Therefore, a trajectory in a small neighborhood of E 5 for example, processes a transient before identifying the attractor (see Fig. 4 ). Hence, the attractor is self-excited.
VI. BIFURCATION AND MAXIMAL LYAPUNOV EXPONENTS
Investigating bifurcation in a dynamical system can reveal a point where a qualitative change occurs in the system's behaviors. For instance, it can indicate a point where the system's solution transitions from a certain degree of periodicity to another. Also, the Lyapunov exponent presents an important characterization of a dynamical system. It reveals the average rate of separation of nearby orbits in phase space with a positive exponent indicating divergence of nearby orbits and a negative exponent indicating convergence of initially separated orbits. A chaotic system necessarily has a positive Lyapunov exponent. This is the principle behind the sensitive dependence on initial conditions of the chaotic dynamics.
The bifurcation and the maximal Lyapunov exponents were computed for a 6 varying from −10.0 to 2.0 and other parameters as earlier stated. An initial condition on the attractor, precisely x(0) = (2.6440, 1.2352, 4.8727) was used in the computations in order to eliminate transients. From the left, chaotic dynamics starts by period-doubling bifurcation (Fig. 5) . Fixing a 6 , at −4 for example, and varying a 9 from −2 to 10 produces a similar and nearly opposite bifurcation trace with a slightly wider domain for chaos. Fig. 5 indicates a domain for possible chaotic event. Fig. 6 is a close-in in view of the previous showing more clearly the initiation of chaos around a 6 = −5.5. Fig. 7 shows transition of the maximal Lyapunov exponents at every tiny step on a 6 . A good agreement can be seen between Figs. 5 and 7. Extrapolating to the horizontal axis, it can be seen that for chaos −6 < a 6 ≤ 0.
VII. LYAPUNOV SPECTRUM, DIMENSION, AND SYMMETRY
With a 6 = −2 since it is about a region of more intense chaos (see Fig. 7 ) and other parameters as previously stated, the Lyapunov spectrum of system (1) comprises L 1 = 0.459, L 2 = −0.000 and L 3 = −1.782 (see Fig. 8 ). These values can be calculated with the trajectory starting at x(0) = (2.6440, 1.2352, 4.8727) which lies on the attractor and performing 10 6 iterations. Convergence of elements of the spectrum is not dependent on initial conditions provided the initial conditions are in the attraction basin. Since L 1 > 0, the system can exhibit chaos. The Lyapunov dimension is given by 2 + ( 0.459 1.782 ) = 2.257, which is fractional and the sum of elements in the Lyapunov spectrum is negative, that is, 3 j=1 L j = −1.323 < 0. These imply that the system has a strange chaotic attractor that is dissipative. More precisely, the system decreases a volume in phase space by a factor of exp(−1.323) ≈ 0.266 per unit of time.
Furthermore, the system is not invariant with respect to rotation about any axes or with respect to reflection about any planes. However, the resultant system after such a transformation is equivalent to the original system. Moreover, provided the initial condition of the transformed system is correctly chosen, its solution only differs to the original system in accordance to the applied transformation.
VIII. REALIZATION AND PCB IMPLEMENTATION
In this section, the physical realization of the new chaotic system is presented to show its applicability. First, due to the limitations of electronic components, system (1) must be scaled. This can be achieved by the following VOLUME 7, 2019 FIGURE 8. Spectrum of the Lyapunov exponents.
transformation:
where each s i is a positive real constant. By substituting (8) into (1) and considering that a 9 = 0, the following is obtained:ẇ 
A possible realization of system (9) using operational amplifiers and analog multipliers is presented in Fig. 9 . By applying Kirchhoff's laws to the circuit (Fig. 9) , we get
where v 1 , v 2 , and v 3 are the output voltages of the operational amplifiers J 1A, J 1C and J 1D, respectively, and V denotes volts. In order to properly visualize the phase portraits on the oscilloscope, it is convenient to increase the frequency of oscillation of the system by a factor of κ without modifying its amplitude. This implies a scaling of time. Let us consider that this scaling has already been accomplished in Eq. (10).
If C = C 1 = C 2 = C 3 , then an algebraic manipulation can be done to rearrange Eq. (10) as follows. where R is a value of a resistor to be determined. It can be established that
Besides, the rescaling of time can be defined by means of the following relationship:
Finally, by substituting (13) into (11), the following dimensionless system can be obtained.
where W 1 , W 2 and W 3 correspond to the voltage signals v 1 , v 2 and v 3 , respectively. Let us consider that the frequency of oscillation of the chaotic system must be increased by a factor of κ = 2500. If we choose C = 1nF, then according to Eq. (12), R = 400k . It should be noted that for a higher frequency, a larger value of κ (or capacitors of smaller capacitances) can be used. However, κ may not be increased indefinitely due to device limitations. Besides, for ''too'' high frequencies, parasitic capacitance effect may set in. Also, let us consider that s 1 = s 2 = 1 and s 3 = 5. By taking the parametric values of system (1) as in Section II, if the corresponding coefficients of Eqs. (11) and (14) are compared, the following values of resistances can be gotten:
With these values and with the initial condition v 1 (0) = 1, v 2 (0) = 3, v(0) = 8/5, the circuit (Fig. 9 ) is simulated by PSpice and the phase planes are in good agreement with Fig. 1 . Implementation of the circuit (Fig. 9 ) was done on a printed circuit board (PCB), which is displayed in Fig. 10 . OrCADCapture was used for schematic layout and Netlist generation and then Allegro PCB Designer was used to lay out the footprints. Finally, a table-top CNC 1 machine was used for drilling and engraving a copper board to produce the PCB.
Some responses from the system's hardware are shown in Fig. 11 . It can be seen that the hardware circuit responses agree with the numerical Runge-Kutta solution of Fig. 1.   1 Computer Numerical Control
IX. WELCH SPECTRAL ANALYSIS OF THE EXPERIMENTAL DATA
The Welch method offers quite a reduced variance of the power spectral density (PSD) estimate. Hence, it is an estimator of choice over a number of others. It entails averaging of windowed periodograms derived from successive overlapping segments which are actually sequential subsamples of the data sequence of interest. The Welch's PSD estimate [55] for K segments, each of length M is given by
where w(m) is the window function, ν is frequency in Hz and Y k (ν) is a windowed discrete Fourier transform of the subsample y k . It can be expressed as
The collected experimental data has a record length of N = 2500 samples and a sample interval in seconds of T = 2 × 10 −5 . Hence, the data is sampled at 2500 samples per NT = 0.05 seconds. That is, the sampling frequency is 50kHz. Therefore, time can be expressed according to the following recurrence relation:
with t 0 = T . Based on this, the experimental data can be represented as a sequence y(t n ). This sequence is partitioned into K overlapping segments with the maximum length of a segment being M samples. The segments are used as inputs to the Welch's algorithm presented earlier in this section. A chaotic signal should have no periodicities. Instead, it should have a broad continuous spectrum. Hence, we analyze the experimental data using Welch spectral estimator in order to verify its aperiodicity. First, let us recall that the spectral density estimate of a noise-like signal bearing some welldefined periodic signals looks like Fig. 12 . The frequency components are distinct and have steady intensity with time. But for a chaotic signal, a distinct component is not observed in the frequency domain. Due to this property, a chaotic signal can be used as information shield in a communication application. In estimating the PSD of the experimental data, we choose a window with a side lobe attenuation parameter small enough to not mask any possible low amplitude periodicities and with size, large enough to give good frequency resolution. Hence, we choose a Kaiser window of length M = 500 and side lobe attenuation less than 21dB, and K = 5 segments. Each segment has the second half of its samples (i.e. 50 percent of M ) overlapping with the next segment. With y(t n ) = v 2 , that is, an experimental time series, Fig. 13 shows a PSD estimate and a spectrogram made using the above settings. No frequency peaks can be seen in the PSD plot nor a steady intensity in the spectrogram. The side lobes are clearly not masking any possible periodicities. Hence, the experimental data are intrinsically aperiodic. 
X. CORRELATION DIMENSION FROM EXPERIMENTAL DATA
Having deduced in the previous section that the experimental data is aperiodic, we now must ensure that it is of deterministic chaos. Therefore, we analyze the data as follows.
Let us suppose that an attractor A is covered by reasonably small hyperspheres of radii r = {r i |i = 1, 2 . . .}. If the number of data points N , on the attractor is large, then for every pair of points X j ∈ A ⊂ R n (j = 1, 2, .., N and n is the dimension of phase space), with a metric less than an r i is a measure (18) which is called the correlation sum, H is the Heaviside step function. For some small r and large N , it has been shown that [56] :
where is a measure of strangeness called the correlation dimension. Unfortunately, for relatively short data extract from say an experiment and for small length scales, the correlation sum presents a couple of challenges. Notably, the issue of temporal correlation of pairs entering the sums. If it exists, spurious effects in the correlation integral is present, which consequently undermines the integrity of the correlation dimension. To ameliorate the effect of correlated pairs, J. Theiler suggested discarding pairs of points whose temporal distances are less than a certain constant w, often called the Theiler window. With this consideration, the inner sums in Eq. (18) will be modified such that |j − k| > w. A space-time separation plot can help in the estimation of w. Next, we have to estimate a minimal embedding space D E ∈ Z + which can faithfully represent our data. Although the numerical timeseries by the method of false nearest neighbors [57] , indicates a D E = 3 as minimally sufficient, the experimental timeseries does not give a clear indication. Besides, we note that an attempt at reconstructing the physical phase space using the experimental data v 1 , v 2 and v 3 in succession gives the estimated embeddings 4, 3 and 3, respectively. If we decide that D E = 3 is a faithful embedding, embedology permits us to choose higher embedding spaces. And D 2 is expected to not significantly keep increasing with increasing D E . By the above understanding, the experimental data was collected for analysis. Fortunately, we do not have to use the reconstructed phase space since a vector of states are simultaneously available to us. In Fig. 14 (left) are plots from the experimental data. For the sake of comparison, on the right of same figure are the corresponding experimental signals plus 3 dB noise. Where η 1 and η 2 in the figure are noise corrupted data derived from v 1 and v 2 , respectively. Using the noise-corrupted data as input to the TISEAN d 2 binary [58] and after smoothening the output, Fig. 15 shows a lack of correlation for different embedding spaces. D * 2 in this case is invalid. For the case with minimal noise, the multivariate experimental data was input to the d 2 binary with a time lag τ = 3, and a Theiler window, w = 125, i.e. 5% of the sample length. As can be seen in Fig. 16 , a clear correlation exists for 0 ≤ log 10 (r) < 2.5 and for D E = 3, .., 7. Also, the loglog plots of the correlation sums versus the corresponding radii indicate power law behaviors (see Fig. 17 ). Following the "ref" line in Fig. 16 , it can be seen that D 2 < 3. In particular D 2 = 2.092 as can be estimated by the least squares method (see Fig. 18 ). Being less than n = 3, the observed behavior in the experimental data is of deterministic chaos [59] .
XI. INFORMATION MASKING BY THE CHAOTIC SIGNAL
Due to their sensitive dependence on initial conditions, chaotic systems' signals are information shield of innately high security integrity. The present system has yet another innate quality which makes its secure communication application simple. It has a property known as selfsynchronization. Let us take Eq. (10) to be a master system. In theory, the v 1 and the v 2 signals should synchronize respectively subsystems (u 2 , u 3 ) and (u 1 , u 3 ) of corresponding slave systems since they both have negative sub-Lyapunov exponents [60] . In particular, the sub-Lyapunov exponents are (−0.225659, −0.777087) and (−0.269054, −4.952959), respectively. Synchronization is aimed at making the slave system's trajectory to follow the master's as time approaches infinity for arbitrary initial conditions. Let us consider the slave subsysteṁ
where parameters such as resistances and capacitances are assumed equal to corresponding master system parameters. But initial charges on corresponding capacitors are in general unequal and may also be unknown. Since the system is chaotic, the signals of the master and the slave systems should become increasingly uncorrelated. However, this will not happen because the master signal v 1 , which has selfsynchronizing capability, is coupled to the slave system (see Fig. 19 ). Thus, the slave system's trajectory follows the master's after a short period of time (see Fig. 20 ).
With synchronization of the master-slave configuration achieved, information masking by a master chaotic signal and the subsequent recovery at the slave system becomes VOLUME 7, 2019 possible [54] . For example, let us assume an information source provided by the array of digital stimuli DSTM 1, .., DSTM 4 (see Fig. 21 and Table 2 ) which are XORed to give a nontrivial square wave m 0 which can represent a bit of information. For privacy of m 0 as it is been transmitted, it can be masked by a chaotic signal. Fig. 21 shows modulation of m 0 onto the v 2 chaotic signal. The unit gain element J 2D, in the figure serves as a buffer to the information source which changes between a 'high' and a 'low' states. Eq. (22) is the mathematical expression for the information modulation.
The result m 1 (Fig. 22) can be transmitted by any standard means to the slave system. By virtue of the established synchronization, the slave system signal u 2 has the necessary chaotic code to recover the masked information. Eq. (23) is the algebraic expression for the information demodulation (see Fig. 23 ).
In order to not lose a relevant part of the information before synchronization is achieved, the delay time t d of the message source can be extended appropriately. Presently, we have used t d = 5.0 millisecond. As can be seen in Fig. 24 , the slave system recovers the original signal m 0 with an error rm 0 −m 0 . In general, time evolution of the error is given by It can be seen in Fig. 25 that the information recovery error converges to zero in less than 5 millisecond. Thus, substantiating the effectiveness of the design.
XII. CONCLUSION
We have presented a new 3-dimensional autonomous nonlinear dynamical system. Simulation shows that the system has spatially bounded aperiodic orbits and exhibits sensitive dependence on initial conditions. Also, the system is dissipative and has a fractional Lyapunov dimension. Hence, the system possesses a chaotic strange attractor. Further, it is shown by means of PCB implementation that the system is viable for use in analog electronic application. In addition, the aperiodicity of the experimental data is confirmed by the Welch method. Moreover, experimental time series of the system is used to estimate a correlation dimension which turns out to be less than the system's degree of freedom thus confirming that the hardware system responses are of deterministic chaos. Finally an electronic circuit design of a secure communication application involving a slave-master configuration shows that a digital signal modulated by a master system signal can be recovered by the slave system within a period of 5 milliscond. Thus, confirming the effectiveness of the electronic realization. To obtain a greater flexibility, in a future work, this system will be implemented on FPGA as the basis of a secured software-defined radio.
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