Missing traffic data is an important issue for road administration. Although numerous ways can be found to impute them in foreign literature (inter alia, the most effective method, that is Box-Jenkins models), in Poland, still only proven and simplified methods are applied. The article presents the analyses including an assessment of the completeness of the existing traffic data and works related to the construction of SARIMA model. The study was conducted on the basis of hourly traffic volumes, derived from the continuous traffic counts stations located in the national road network in Poland (Golden River stations) from the years 2005 -2010. As a result, the proposed model was used to impute the missing data in the form of SARIMA (1.1,1)(0,1,1) 168 . The newly developed model can be used effectively to fill in the missing required days of measurement for estimating AADT by AASHTO method. In other cases, due to its accuracy and laboriousness of the process, it is not recommended.
INTRODUCTION
Continuous automatic recording of road traffic provides valuable information necessary for the planning, design and operation of road facilities, including the selection of types of intersections and their design, determining the peak hours in the morning and afternoon, planning short-term measurements and transposing their results into the daily volume, economic analysis of feasibility studies or road surface analysis and determining the level of noise.
indicator C (formula 1), which refers to the number of available data in relation to the expected volume (no universal classification of the indicator) is also recommended.
[%] 100
where:
nd -the available number of records (hourly volumes) or days with the correct data, no -the expected number of records (hourly volumes) or days.
WAYS TO IMPUTE DATA
It is possible to find different ways to impute the data in the foreign literature: from the simplest consisting of the manual replacement of missing data with historical data, or using simple computer programs (solutions analogous to the indicator method of estimating AADT based on short term measurements) described by S. Datla, S. Sharma [7] , M. Zhong, P. Lingras, S. Sharma [4, 8, 9] , for example:
-in Alabama, if fewer than six hours are missing, they are replaced with hours from the same period of the previous year or just another day of the same month of the current year. When there is more than 6 hours missing, the day is discarded,
-in Delaware Department of Transportation, DOT, the missing data are filled in on the principle of the simple average of the same hours and days of the previous and next month,
-in Dakota, DOT, they are replaced by the average of the previous three years of the period from which the data are missing,
-in Saskatchewan Highways and Transportation, they are replaced with the data from the same day of the week and the month of the previous year. The maximum duration of which they can be imputed in such a way is 21 days, -in France, the MELODIE computer system that imputes the data using the same hour and day of the week from the previous month is used,
-in the UK, two approaches are used, namely: By-eye, consisting of manual data imputing, and automatic, mainly based on simple moving average, weighted average, exponential smoothing or combination thereof. The missing data are imputed on the basis of the previous week,
-in the Netherlands, the INTENS computer system fills in missing data based on linear interpolation between the available and missing data. -and hybrid models such as genetic algorithms supporting neural networks (GA -TDNN)
proposed by P. Lingras, S. Sharma , M. Zhong [3, 4, 8, 13, 14, 15, 16] .
However, tests determining the effectiveness of these methods are not conducted. In the literature, it is hard to find statistical studies on their accuracy and the impact on the volumes determined on their basis (among other things, AADT, DHV). A few studies (S. Sharma, P. Lingras, M. Zhong [3, 13] ) suggest that, although hybrid models give the best accuracy, there is no need to use such a complicated method as comparable accuracy is obtained by using Box-Jenkins models (ARIMA, SARIMA). Unfortunately, at present, only simplified ways of imputing missing data are used in the country. According to foreign literature (S. Sharma, P. Lingras, M. Zhong [3] ), the impact of the data imputed by these methods on the estimated values of AADT and DHV is very big (estimation error, respectively: 13,5% and 18,5%). Therefore, the aim of this article is to develop, in Polish conditions, the algorithm of imputing the missing data from continuous recording, using SARIMA model.
DATABASE
For the analysis, the data from the Golden River station from the years 2005 -2010 was used.
Throughout the country, there are about 34 stations (depending on the year [1, 2] ). For the total length of the national roads, amounting to 17247 km in 2010, on average, there is one station for every 507.3 km length of the road. Unfortunately, very often the data is incomplete and, therefore, before the construction of the SARIMA model, the number of missing days of the week (in subsequent years, in relation to the total number of vehicles in the section of the road), the number of missing days in each month, and the number of missing hours were determined for each of the stations. According to the US guidelines [5, 6] , the lack of even one hour means the elimination of the whole day from the analysis. Table 1 The analyses were carried out for the road section in relation to all vehicles. 
φ1, φ2, ..., φp -process parameters, εt -random disturbance (random variable with normal distribution N(0, σε 2 ), p -the amount of delay.
In this process, the current values are the sum of a finite linear combination of previous values of the series and random disturbance (random variable žt is explained by regression due to its past value). The process of moving average of q, as indicated in the abbreviation MA(q) is as follows:
εt, εt-1, ..., εt-q -random disturbance in periods t, t -1, ..., t -q (random variables with normal distribution N(0,σε 2 ), θ1, θ2, ..., θq -model parameters, q -amount of delay.
Every observation consists of a random component and the linear combination of the random components of the past. SARIMA models can be used for modeling and forecasting stationary series (constant average in time, variance and autocorrelation) or non-stationary series which can be changed into the stationary ones by the operation of differentiation (d-fold calculation of the difference of neighboring words of the series) and logarithmic transformation (to stabilize the variance). All of these processes can be saved using a universal notation SARIMA(p, d, q)(P, D, Q)s where small letters denote not seasonal parameters but large seasonal ones, respectively:
autoregression (p, P), the operator's difference (the multiple of differentiation -d, D), the amount of delay of the moving average (q, Q) for a given delay (s). In the process of constructing an appropriate model, the following steps are distinguished (described in A. Sokołowski [17] and A.
Zeliaś, B. Pawełek, S. Wanat [18] ):
-identification -a model is pre-selected by determining p, d, q, P, D, Q, s based on data analysis and experience. The basic tool used in the identification phase is series graphs, the AutoCorrelation Function (ACF) and Partial AutoCorrelation Function (PACF),
-estimation -the value of the parameter estimates of the pre-selected model is calculated.
In general, in the phase of parameter estimation, the function minimization algorithm is used (minimization of the sum of squares of residuals) in order to maximize the reliability of receiving the observed series with the given values of the parameters,
-verification -on the basis of appropriate statistical tests and the evaluation of the quality of forecasts, it is checked whether the model meets the formulated requirements.
The correctness check consists of: deleting residues, looking for systematic trends and studying the autocorrelogram of the residues (there should not be any autocorrelation). If the model successfully passes the test, it is ready to be used (for forecasting), and if it does not, the procedure should be repeated.
In order to evaluate the model used, a comparison of theoretical and empirical values is conducted. 
CONSTRUCTION OF THE SARIMA MODEL
Due to the lack of publications concerning the imputing of traffic data with respect to the volume of traffic in the national literature, the analysis diagram was taken from the work on short-term forecasting of electricity demand proposed by A. Lichota [19] . In the first stage, individual components of the time series were separated, that is the cycle, trend and seasonality. To this end, The source data in Figure 2 for the period of 6 years (a longer period provides a better observation of the cycle) are incomplete, where AADT in each month was calculated without the missing days.
It can be seen that the volume of traffic varies to a small extent in the years 2007 -2009 (the AADT value in subsequent years, respectively: 8186 veh/24h, 8439 veh/24h, 9085 veh/24h). Since the purpose of the model are immediate and short-term forecasts, annual cycle can be omitted.
Nevertheless, annual cyclical fluctuations associated with the seasons are noticeable.
In order to detect the periodicity of the time series, graphs were drawn for a shorter period, namely for two weeks of October (Figure 3) . On their basis, the repetition of the weekly sequence (168 hours) and the daily sequence (24 hours) can be observed. In order to confirm the findings from the analysis of visual graphs, the correlogram (ACF) and partial autocorrelation (PACF) were performed. They showed that most of the residues of the autocorrelation process are: k = 1, or k = 24 hours (k is the delay of the analyzed time series). In view of this, the differentiation of the tested time series using these values was carried out (Figure 4) . The maximum number of delays (k) was chosen in such a way as to demonstrate clear seasonal variations. These analyses confirm the two main periods of seasonality, that is, k = 24 and k = 168 hours, which are so strong that they cannot be removed completely by differentiation. The next step in the analysis was to determine the optimal parameters of the SARIMA model.
For this purpose, a trial and error method was used based on checking (for the same data) alternative models.
Following the accuracy of the forecasts generated based on some data and equated to the real values and keeping in mind that the model must have the ability of generalization (regularity search), the selected model SARIMA (1,1,1)(0,1,1 )168 is as follows:
In order to check accuracy of the model used, its validation was performed on data derived from the station number 1 (national road no. 8, section Jeżewo -Choroszcz). Table 2 shows the results of exemplary one week forecast obtained based on data from the previous nine weeks.
The subsequent columns are as follows:
1. The number of week for which the forecast was performed, In addition, the table shows the average value of the average relative percentage error for all the weeks of the year and so-called improved average for data without weeks in which there were days of public holidays (marked in gray), or which were projected based on a few of such days (gray + bold). An exemplary analysis of the distribution of residues comprising the autocorrelation and partial autocorrelation plots and fitting to a normal distribution for the period 1-9 was shown in Figure 5 . Table 3 shows the statistical analysis and model parameters, while Figure 6 presents a graphical illustration of matching of the forecast for the tenth week to the original series. Despite the fact that the analysis of residues showed the correctness of the adopted model, and the result of validation study was positive, the accuracy of the forecast was inadequate. The biggest error (MAPE) was obtained in the weeks in which there are statutory holidays, used for calibration.
The highest accuracy is observed in March, during the period from July to October, in the second half of November and the first half of December. In order to increase the accuracy in the weeks for which the calibration of the model was based on data from a few days of public holidays (MAPE > 20%), the values of traffic volume on these days were replaced with data from the same but "non-holiday" day of the week in the same month. Thus, a reduction in error for the station number 20 was achieved on average of more than 16%.
CONCLUDING REMARKS
The conducted analyses showed that only a few of the stations of continuous automatic counts of traffic function properly and contain a complete set of data. Therefore, these data must be imputation. The article presents, as indicated by the literature, the most effective method of filling them in (the best ratio of the financial input to the resulting accuracy), that is the BoxJenkins method. Although the analyzes referred years 2005 -2010, because of established by M. Spławińska [20] stability traffic fluctuations in longer period of time, it can be concluded that the specified depending will also occur in other years.
The proposed SARIMA model due to the large number of days of public holidays is not suitable for the period from Easter to the end of June, and from the Christmas Eve to the end of the year.
Although the imputed data from the remaining period should not be used to aggregate statistics, they can be used for general analyses (for instance to determine the AADT). Moreover, it is not recommended to use the proposed model to impute missing data for determining the design volume (because of the low accuracy -MAPE for the station number 20 from 7,4% to 40,6%) and to estimate the AADT in absence of single, randomly selected days (because of the laboriousness of the process). As is apparent from T. Wright, P. S. Hu, J. A. Young, Lu [21] , in the absence of up to 50% of the days, a very high accuracy (error of less than 1,0%) is obtained.
The above model, despite its low efficiency, can be used to impute the missing required measurement days for estimating AADT according to AASHTO method (so-called average of the average described in [5, 6] and by A. Olma [22] ). Can also be used by road administration for databases updates. It should be remembered to respect the principle of Truth-in-date and set the completeness index C every time. This allows for assessing the reliability and statistical usefulness of values determined based on incomplete data in an easy way. In addition, the threshold of "completeness" should be determined, below which the imputed data would not be used for statistical analyses. This threshold should be determined on the basis of experience and empirical studies of traffic.
