ABSTRACT A lightweight evaluation system, which can be deployed on common user equipment in commercial mobile networks, is proposed for measuring the user experience of multimedia services. The user experience evaluation system can measure the key quality indicators of traditional and emerging services in different scenarios. In contrast to traffic models, this system models typical user behavior to construct complex scenarios of communication networks. In commercial network experiments, the proposed evaluation system achieves stable and efficient performance in complex scenarios, which consist of different types of services and typical user behaviors.
I. INTRODUCTION AND MOTIVATION
With the rapid technological improvement and infrastructure deployment in wireless communication technologies, including 4G (and later 5G) and high-speed Wi-Fi, there has been dramatic growth in the number of traditional mobile multimedia applications (i.e., mobile video, mobile social network, and VoIP) and emerging mobile applications (i.e., 3D video stream and Tactile Internet) [1] . These diverse content-rich multimedia applications lead to highly complex traffic patterns and face high user requirements on Quality of Experience (QoE). However, the inherent features of wireless communications, such as scarce bandwidth, interference, fading, error-prone channels, diverse access technologies and mobility, lead to a high level of dynamics of available communication resources that can severely deteriorate the quality of mobile multimedia applications with QoE constraints. There are bottlenecks in applying existing wireless techniques for ensuring wireless multimedia QoE. The mismatch between the multimedia quality requirements and the service that is offered by the underlying communication infrastructure makes it greatly challenging to develop mobile multimedia applications over wireless networks. Although network operators and service providers make large investments in improving the system availability, security and performance, mobile multimedia users still suffer from poor QoE frequently. Thus, new and efficient technologies are needed to improve the QoE for wireless multimedia applications. However, it is difficult to evaluate these new technologies from the viewpoint of end user experience.
In this paper, we propose a QoE evaluation system, which is capable to measure the QoE of different services in the commercial communication networks and the laboratory.
Differing from the traditional evaluation systems that employ the traffic model of network side to build communication scenarios, our proposed system simulate the user behaviors of end user side to recreate the real scenarios.
We first briefly introduce some analytical methods for QoE evaluation of multimedia service in this section. A few more-detailed structures of this lightweight system will be discussed in the next section and section three. In section four, the experimental results will be presented, which show that this lightweight system is easy to deploy in a common portable computer. The conclusions of the paper are presented in section five.
A. ANALYTICAL METHODS OF QoE
The concept of QoE (also called quality of user experience) in the field of communications is a product of the so-called experience economy era, in which ''experience'' is viewed as a sort of commodity, or at least determines a commodity value. In the European Qualinet community, QoE was defined as ''the degree of delight or annoyance of the user of an application or service. It results from the fulfillment of his or her expectations with respect to the utility and/or enjoyment of the application or service in the light of the user's personality and current state [2] .'' In the communication business, the strategies of Internet Service Providers (ISPs) are undergoing a shift from conventional Customer Relationship Management (CRM) to Customer Experience Management (CEM). CEM requires the service providers to pay more attention to the subjective experiences of their customers or end users, rather than simply the objective technological performance indicators of their communication services. Different from Quality of Service (QoS), which has unified objective evaluation standards, QoE is a subjective evaluation index, which varies from person to person and from time to time. Thus, evaluating QoE requires multidisciplinary investigations since not only engineering but also psychology, cognitive science, and economics affect the results. QoE depends on many technical and non-technical factors. To provide competitive multimedia services to retain existing customers and attract new customers, it is important for service providers to correctly evaluate QoE. Generally, there are two types of methods for assessing and analyzing QoE: subjective methods and objective methods.
Benefiting from existing research efforts, QoE can be partly quantified, and its value can be predicted at some level by using objective methodology and subjective projection models. Subject methods (see e.g., [3] , [4] ) rely on userrelated data and can be carried out by analyzing the responses from actual users toward a certain service, which are collected via polls or tests. In subjective assessment, testers specify services in a controlled environment and assign quality scores based on their own experiences. The results can be represented by metrics such as Mean Opinion Score (MOS). In general, the results more accurately reflect the actual user satisfaction level. Nevertheless, this assessment methodology is time-consuming and excessively costly, which makes it difficult to employ in a large-scale assessment. To reduce cost and promote objectivity, psychophysiology-based QoE measurements, such as electroencephalography and gaze tracking, provide valuable insight into internal physiological processes. A substantial body of research has emerged over the years, with earlier works focusing on auditory and visual quality perception. However, these methods can only be generalized to a limited number of applications [5] .
For large-scale commercial networks, objective assessment has been widely adopted by researchers and engineers from both academia and industry. Many such methods have been presented in the literature and target various multimedia services. The rationale behind objective methods is that it is possible to establish mathematical models that project subjective indicators to objective indicators. A structural connection between subjective and objective indicators, which respectively reflect QoS and QoE, is proposed in [6] . Various standardization organizations, including ISO, ITU and ETSI, have also published a series of recommendations that describe the objective QoE indicators [7] , [8] . In these objective assessments, QoE is modeled with objectively measurable factors such as input variables, and the value of QoE is the corresponding output. The hybrid assessment uses subjective methods to obtain accurate QoE measurements, establishes the model with respect to objective factors in a laboratory environment, and employs objective assessment methods to calculate QoE outside the laboratory [9] . To narrow the gap between the laboratory environment and the real world, crowd testing is developed to collect subjective experiences and objective indicators in commercial networks at the same time. In addition, a quality analysis of testers is proposed for filtering the feedback of users in large-scale commercial networks [10] .
To study the QoE modeling method in large-scale commercial networks, a lightweight QoE evaluation system must be designed to collect the real-time key quality indicators (KQIs) within different complex scenarios of commercial networks.
B. MAIN CHALLENGES
Because of the large perceptual differences among the many mobile services that are running in commercial networks, it is impossible to measure the user experience via a single method for all services. Among various mobile Internet applications, the multimedia services are especially important. For instance, based on the forecast by CISCO, by the year 2019, as one of the most important types of multimedia traffic, video (including TV, video on demand (VoD), Internet and Peer to Peer networks) will account for as much as 80-90% of global consumer traffic. Moreover, by then, traffic from wireless devices will be much higher than that from wired devices [11] . The range that is covered by multimedia services is quite broad since multimedia data basically refer to information in coded form, which is ready for transmission via multiple media rather than a single medium, including characters/text, graphics, still pictures, audio, video, and interactive data [12] . Typical multimedia services include web surfing, video streaming, voice over Internet protocol (VoIP), audio/video broadcasting, teleconferencing, and mobile online gaming.
In general, different multimedia services have various service requirements for different domains, such as the contextual domain, the technological domain and the business domain [13] . However, they can be generally categorized based on their demands on service latency and degrees of data symmetry. Depending on whether a strict latency requirement is imposed (i.e., whether it is time-sensitive), a service can be classified as either a real-time or a non-real-time service. Services can also be classified according to the method of user perception. A comprehensive evaluation system should be able to activate different main mobile services and measure their QoE performances via the corresponding methods.
II. FRAMEWORK OF QoE EVALUATION SYSTEM
For the validation of a QoE-driven network design and improvement, the QoE evaluation and analysis platform should be able to collect information at each key interface in the network. A framework for such a platform is illustrated in Fig. 1 . The information that is collected on both the network side and the end-user side will facilitate the identification by researchers of the connection between QoE and network performance, and the location of potential problems.
Currently, there are some well-designed evaluation systems on the core-side and the access-side of communications networks, which only need to evaluate the common key performance indicators (KPIs) of the underlying network. However, these indicators affect the user experience on the user side in very various ways. Thus, it is difficult to assess the QoE indicators using only the KPIs. The subjective experience is affected by a variety of factors from different fields. It has been widely accepted that QoE is a multi-disciplinary metric. Therefore, various information, such as network status, service type, and user type, should be collected in the end device. Then, these objective indicators in a data-driven method could be inferred to describe the user's subjective experience [9] .
Our proposed end-to-end evaluation system is implemented on the user side and the service side, which can automatically activate services according to the designed use case script and output their QoE performance based on the data that were collected from the user side. The structure of the evaluation system is illustrated in Fig. 2 . The client software is set up in the end user device, the controller send the scripts describing typical user behavior to the clients and server. According these scripts, the clients communicate with the server. At the same time the communication data are recorded in the clients. These data will be sent to the controller for QoE analysis. In this way, the proposed system can generate the network traffic in the end device to describe the characteristics of and user behaviors in communication networks. The network traffic in a large-scale network exhibits periodic change [14] . Thus, we can simply repeat some periodic user behaviors, which can be described by case scripts, to construct typical scenarios of communication networks.
In this system, the designed case scripts that describe the user behaviors are stored in the controller. The case scripts provide the original transmission data, the action frequency, the number of users and the order of execution for simulating real users in real scenarios. The controller activates the data flow between the user equipment and the virtual servers according to the case scripts about the typical habits of Internet users. By using the Application Programming Interfaces (APIs) of mobile services and the collected network packets from the user side, the controller computes the user perceptual indicators and transmits the analysis results to the servers.
A consistent user experience is expected in all types of scenarios, including in office towers, dense residential areas, stadiums, subways, and on highways. Since the key factors that affect QoE may vary over a wide range of scenarios, and users may have different expectations for their service experience in different scenarios, the system must be able to construct all kinds of complex scenarios and evaluate different services. Thus, the evaluation system consists of four subsystems, which can run in parallel on the end device.
III. STRUCTURE OF SUBSYSTEMS
According to the collected customer complaints and the perceptual characteristics of each service, the main mobile services are divided into four categories in the proposed evaluation system, which is illustrated in Fig. 3 . Four subsystems are designed, with one corresponding to each category, which can run in parallel to simulate complex real scenarios. The remainder of this section will describe the subsystems.
A. VOICE SUBSYSTEM
Speech transmission is probably the most traditional mobile communication service. The conventional circuit switch (CS) and packet switch (PS), which respectively originate from Public Switched Telephone Network (PSTN) and General Packet Radio Service (GPRS) technologies, are two main voice transportation methodologies that are implemented in 2G and 3G cellular networks. In 4G/LTE cellular networks, the overall mobile voice service is transported over the IP network. Furthermore, the Voice over LTE (VoLTE), which is based on the IP multimedia subsystem (IMS), will deliver both service and media planes as data flows within the LTE data bearer. E-model is a popular approach for estimating the experience quality of a VoIP user using KPIs. It maps the R-Factor to MOS. The expression for the R-Factor is:
(1) VOLUME 6, 2018 where R 0 is the signal-to-interference ratio, I s is a combination of different impairment factors, and I d is an impairment factor due to talk and listener echoes and delay contributions. I e,eff denotes the equipment factor, which represents the impairment that is caused by a low-bit-rate CODEC and packet loss. A denotes the expectation or advantage factor, and it assumes different values, from 0 to 20 [15] . Based on subjective assessment, the clarity of speech is still the major concern in mobile voice services. The most widely adopted subjective evaluation methods are absolute category rating (ACR), degraded category rating (DCR), and compared category rating (CCR). In these methods, the objective user perception is quantified as the mean opinion score (MOS), which is based on the mean rating for quality evaluation of encoded speech. MOS describes the difficulty levels that end-users have in hearing speech. Based on psychoacoustics, some objective reference methods, such as PESQ [16] and PAMS [17] , have been designed for predicting the MOS. To make the deployment more flexible, a non-reference evaluation method is recommended by ITU [18] . Because of the concern that PS cannot guarantee the delay requirement, the delay jitter becomes an important monitoring indicator for QoE in PS-based voice quality evaluation; e-model, which builds the relationship between the network performance indicators and user perception [19] . In addition to clarity, the disturbances of voice, such as noise and single pass, also significantly deteriorate the user experience. An objective evaluation method for such disturbances is proposed in [19] . The evaluation system uses (2) to check the noise:
where the ρ i is the asymmetrical factor of the ith frame, which is given by the P.862 algorithm; p j is the pitch of the jth frame; k , pre k and pos k are the potential noise frame, the previous temporal masking frame and the post-temporal masking frame, respectively; and ς is a threshold for determining whether the noise in area k is audible. For checking cross passing, we calculate the cosine distance between the original voice and degraded voice as:
where the C k and C k are the values of the frequency-domain sampling of the kth frame in the original and degraded voice samples, respectively. In (4), ∂ is the threshold for checking the cross-passing disturbance.
The single-passing disturbance is checked through voice activity detection.
In our proposed platform, the structure of the voice subsystem is illustrated in Fig. 4 . The controllers send original voice signal to the calling phones and obtain degraded voice data from the receiving phones. The case script will provide the information about calling duration, number of users and execution time. Firstly, the ''Voice Activity Detection'' algorithm is employed to check the single passing. If no voice activity area is detected, the single passing is reported. P.563 is used to decide whether the received signal is background noise or voice. If the received signal is only background noise, the single passing is also reported. P.862 and the algorithm for checking the disturbance are employed to evaluate the user experience. By computing the similarity of frequency spectrum between degraded signal and original signal, the inequality (4) is used to detect the cross passing and echo. The potential noise area is detected by asymmetrical factor of P.862. And then the time realignment algorithm and the inequality (2) are employed to detect the noise. At the same time the MOS of P.862 is also recorded. The controller collects these voice experience information for evaluating the performance of the communication system.
B. VIDEO SUBSYSTEM
Real-Time Streaming Protocol/Real-Time Transport Protocol (RTSP/RTP) [20] , HTTP progressive download, and HTTP live streaming are three main video streaming technologies. RTSP/RTP live streaming and HTTP live streaming support real-time video services and adaptive bit-rates. HTTP progressive download only supports non-real-time transport. Because of its lower bit-rate requirement and deployment cost, HTTP progressive download has been adopted by the most web-based video service providers, as a share of the global video service providers.
For mobile video services, the service type, video content and user expectation are important subjective factors that affect the user experience. Depending on different objective factors, the subjective indices influence the user experience in very diverse ways. Moreover, different services have different objective performance indices. For real-time video services, video quality (such as resolution, color rendition, motion portrayal, overall quality, and sharpness), voice quality and audio-video synchronization significantly affect user perceptions of the services. For non-real-time video services, such as HTTP progressive download, the main objective indices that are closely related to user experience include only the code rate, buffering time and interruption frequency because video quality is fixed in the transmission process. For both types of video services, the delay, jitter and loss rate are important network performance indices. In general, the QoE of video service can be formulated as an exponential function of some QoS indicators [21] . The exponential model can be formulated as:
where a, β and γ are coefficients and QoS is a function of a KPI parameter, such as jitter or delay. To include more QoS parameters, the model can be rewritten as:
QoE = e a 0 e a 1 QoS 1 +a 2 QoS 2 +...+a n QoS n .
For non-real-time video services, the key to evaluating the impacts of buffering and interruption time on user experience is to convert actual time to psychological time in different typical scenarios. Some projection models have been proposed that achieve over 90% correlation between actual waiting time and user-perceived time [22] , [23] . For the evaluation of video quality, ITU has published several recommendations. For example, ITU published ITU-R BT.500 [24] for the subjective assessment of the quality of television pictures. This recommendation has been revised several times and is still widely used. In 2007, ITU published ITU-R BT.1788 [25] for the subjective assessment of video quality in multimedia applications. There are also some objective assessment models for video services. However, there is no rigorous visual system model for accurately describing user perception. Therefore, the peak-signal-to-noise ratio (PSNR) is still widely used to evaluate video quality. Based on PSNR statistics, some machine learning approaches were proposed for evaluating the QoE of HTTP adaptive streaming services [26] .
To enhance the QoE, HTTP adaptive streaming has appealing advantages over conventional streaming technologies [27] . Currently, the HTTP adaptive streaming service has held most of the mobile video market share. The structure of the video subsystem is illustrated in Fig. 5 . The controller accesses the video service via the mobile equipment. A video player is implemented in the controller, which can play the video that is specified by the case scripts and recode the code rate, the buffering time and the interruption time. In this subsystem, the case script provides the execution order, maximum number of users, code rate and video duration, for simulating different real scenarios. The controller evaluates the quality of user experience by using the method that was proposed in [23] .
The formula for the video MOS that is used in this subsystem was proposed in [23] :
where α, β, γ , and ρ are the underflow time ratio, loss rate, initial playout delay (seconds), and normalized playout rate, respectively.
C. BURSTY DATA SUBSYSTEM
The bursty data services usually have a long online time, but its actual active time is relatively short compared to the online time. Users can use services of this type to browse web news, communicate with other users, and upload and download pictures and short videos/voices. Typical services include social network services (SNSs), instant messaging (IM) services, mobile office automatic (OA) services, and mobile finance services. Most bursty data services adopt round-trip communications. Therefore, the response time is an important factor that affects the user experience. However, the response time that users perceive is the duration of the whole interactive process, which usually includes one additional round trip in the transmission layer according to various proprietary application-layer protocols. Depending on different user behaviors, the tolerance levels for response latency are very different. Some latencies that users cannot directly perceive also influence the user experience. Since services of this type usually demand a constant online status for a long duration, the dropping rate should also be used as a performance indicator, even for the non-active duration.
Since different services have different characteristics, it is difficult to establish a unified QoE evaluation standard for bursty data services. Many research efforts focus on some VOLUME 6, 2018 common web-based services, and some analytical models have been proposed for projecting the actual waiting time to user experience [28] , [29] . Therefore, for other types of services (of which there are many), it is still necessary to explore the impact of waiting time on the psychologically expected and acceptable time.
The latency and success rate of human-perceived roundtrip processes in the services are closely related to user experience. We split the round-trip processes of bursty data services into two classes: (1) processes that can be perceived by users. The delay and success probabilities of some actions can be perceived by users, e.g., the delay of publishing a short video on a website and that of submitting a comment on a blog; (2) processes that cannot be perceived by users. Although delays of some actions cannot be directly perceived by users, delays that are too long will cause confusion among users. For instance, in the chat window of an IM service, users cannot perceive the latency of sending messages. However, long delays might cause the messages to arrive at the receivers in the wrong order, thereby leading to a terrible logical mess for the users. Note that since a high dropping rate might lead to a negative experience, the round-trip communications for maintaining a constant presence online also might influence the user experience. There are two key principles for identifying these human-perceived round-trip processes: (1) The whole human-perceived round-trip process should be identified as a basic element in QoE-driven scheduling. This process usually includes several round-trip communication processes in the application layer and network layer, which cannot be perceived by users. (2) Some processes deteriorate QoE with long response times, and some cause negative experiences through failed communications. There are different concerns for different types of processes. Moreover, different types of actions affect user behavior in different ways. For instance, some actions are delay-sensitive and some actions can tolerate relatively long delays. Therefore, the projection models from actual time to psychological time should be very different. Because most bursty data services have their own proprietary application-layer protocols between server and client, understanding those proprietary protocols is another key problem in computing the perceptual indicators. To identify the beginning packet and the end packet of a whole perceptual communication process and compute the user experience indicators, this subsystem requires a script that was proposed in [30] .
As illustrated in Fig. 6 , the server sends case scripts and commands to both a virtual server and virtual users, which simulate the real server and real users on the other side. The virtual users and virtual server simulate the communication behaviors of real users according to the case scripts. In this subsystem, the case scripts must give the order of the user actions, the action frequencies and the real data packets that result from the user actions. When a virtual user and the virtual server replay the user behavior according to the case script, the controller captures the data packets of the underlying-level networks on the user side and computes the perceptual indicators through analyzing the public and private protocols. In this subsystem, the case scripts are composed of real data packets, which are collected from real scenarios, and the action script, which describes the real user behaviors. The whole process of simulating real bursty data services is illustrated in Fig. 7 .
Most of the bursty services are latency-sensitive applications. According to the Weber-Fechner law [28] , the relationship between user experience and waiting time can be expressed by a general formula:
where T is the waiting time, η is the upper limit of the value of MOS and λ is the minimum perceptual delay. In our proposed evaluation system, ω and τ are used to adjust the time sensitivity for different services. For a simple web browsing VOLUME 6, 2018 service, the MOS is calculated by [29] :
where ST is the waiting time and Max is the maximum waiting time that the user can tolerate. A simpler formula is proposed in [31] :
D. FILE TRANSMISSION SUBSYSTEM
File transmission does not directly affect the user experience; however, it consumes some bandwidth at the edge of the network. To simulate real scenarios, a P2P subsystem is deployed in the user equipment. The controllers activate the P2P services in the smart terminals and the virtual P2P server according to the case scripts. The connection times, throughput and download success rate are collected in the end side and sent to the service to analyze the user experience. The structure of the P2P subsystem is illustrated in Fig. 8 . For file transmission services, the MOS can be calculated by [32] :
where u represents the data rate of the correctly received data, and b 1 and b 2 are obtained from the upper (u − ) and lower (u + ) rate expectations for the FTP services. 
IV. EXPERIMENTS AND ANALYSIS
For commercial network testing, the system must be deployed in the portable computer. The system needs to activate the service, capture the packet and analyze the QoE indicators. Thus, it is essential to determine how many virtual users the portable computer can simulate. In our experiments, we use a PC with 1.6 G Intel dual E2140 CPU and 2 G DDR memory, whose computing power is less than that of a common portable computer. The affordable maximum number of users for each service is listed in Table 1 . Fig. 9 shows the maximum, minimum and average percentages of CPU consumption for these test cases.
The CPU consumption of the portable computer is illustrated in Fig. 9 . The bursty data services and voice with offline QoE analysis result in low CPU consumption, even with many virtual users. The voice and video services occupy more CPU time. The experiment results of the Mix test case show that a common computer can simulate at least two users who are running all four of these services. Thus, this lightweight evaluation system is easy to deploy in commercial networks.
The system is verified in different environments for completeness. We observe the performances of the different services when using the "Mix" case script. For the bursty data service, we measure the success rate of MSN login for less than two additional connections in five environments. As expected, crowded and fast-moving environments deteriorate the performance. The results are illustrated in Fig. 10 . Fig. 11 shows the average MOS value and the number of disturbances of voice service. The test in the running subway cars yields the lowest MOS value, and audible noise occurs once in the subway cars.
The experiment results for video service show the same trend as in Fig. 12 . The fewer people that share the bandwidth, the more likely that the communication service obtains a higher score. The test results of this evaluation system are mostly consistent with our daily experience.
V. CONCLUSIONS
In this paper, the main mobile services of commercial networks are divided into four categories according to the perceptual indicators. An evaluation system is implemented to measure the user experiences for these four categories of services. Through a well-designed case script, the terminal system can replay real user behaviors to simulate real scenarios in commercial networks. Then, the terminal system analyzes the network performance in terms of user experience. The server collects the analysis results from the mobile test terminals, which are distributed across various geographies. A test of computational complexity is executed in commercial networks. The test results show that this system can run on a low-specification portable computer. Thus, it is easy to deploy in commercial networks. 
