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In t roduct ion  - 
The method f o r  estimating so lu t ions  t o  d i f f e r e n t i a l  equations 
k 
discussed here  i s  a numerical implementation of Picard i t e r a t i o n ,  It 
is s imi l a r  t o  a method given by Axelsson, and can a l s o  be regarded 
as an impl i c i t  Runge-Kutta method described by Butcher. 
(1) 
(2) 
The j u s t i f i c a t i o n ,  given here,  of t h e  scheme, e s t ab l i shes  no 
more than t h e  f a c t  t h a t  it de l ive r s  Runge-Kutta accuracy a t  t h e  cos t  
of i t e r a t i o n .  Experience, however, i nd ica t e s  t h a t  i n  many ins tances  
t h e  proposed method is more e f f e c t i v e  and e f f i c i e n t  than standard 
Runge-Kutta techniques. Examples t o  t h i s  e f f e c t  and da ta ,  f o r  use  i n  
implementing t h e  method, are given i n  t h e  appendix. 
Description of t h e  Method 
For t h e  purpose of exposit ion a f i r s t  order i n i t i a l  value 
problem w i l l  be used. Higher order equations are solved by repeated 
use of t h e  f i r s t  order method. 
L e t  y '(x) = F(x,y), (xo<xcxo+h), and y(xo) = ao. 
I f  y '(x) can be represented by a convergent Fourier series of ? 
t, 
4 Legendre polynomials and i f  Po(u), P,(u), P2(u) are t h e  Legendre 
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If F(x,y) satisfies a Lipschitz condition then a convergent , 
Picard iterative process is given by 
where yl(xo + hv) = ao. 
A numerical estimate to the solution of the differential equa- 
tion is obtained by truncatgng the above series and approximating the 
integrals by quadratures. 
have been tried. 
Two quadratures, Gauss and Gauss-Lobatto, 
If Gaussian quadrature is used, the series (2) 
truncated, and Pk ,(U)-P~+~(U) replacedby - 2O k(k+l) (u) (l-u)Pi(u) the 
the result is 
- 
' .  
3 
w and v -- a r e  the  Gaussian weights and the  zeros where w - - *  1 m 1 m 
of Pm(vj, respect ively.  
A change i n  the  order of summation y i e lds  
m 
where 
If  m = n+l the  inde f in i t e  i n t e g r a l  f (u)du i s  given exact ly  
m 
i=1 
Z,(x) f (v . )  when f ( u )  i s  a polynomial of degree less than o r  by c 1 1 
equal t o  n. 
of degree n+l. 
A least square approximation r e s u l t s  if f i s  a polynomial 
Also Zf(v.)  = tSij. Hence Z!(u) i s  the  polynomial l i (u)  = J 1 
P p  
associated with Lagrangian in te rpola t ion .  This f a c t  
(u-vi) P p i '  
could have been used t o  generate the  i t e r a t i v e  process (3 )  above. 
4 
I f  (3) converges t o  a function y (x +hu) and 9 i s  used t o  denote c o  
d i f f e r e n t i a t i o n  with respect to  (x +hu) it i s  seen t h a t  y (x +hu) is  
a polynonial such t h a t  
0 c o  
If h is sufficiently mall and F(x,y) s a t i s f i e s  a Lipschitz 
condition t h e  process (3) w i l l  converge because i f  aij = Z.(V 1 and 
A denotes the  m X m matrix {a . }  it i s  seen that IlAll is bounded. 
J i  
iJ 




F(xO+hu, y(xo+hu)) = F(xo+hu, yc(xo+hu)) 
+ [ Y (xo+hu) - Yc (xo+hu)lF2 (xo+hu, 8 (xo+hu) 
where F 
var iab le .  
denotes p a r t i a l  d i f f e r e n t i a t i o n  with respec t  t o  t h e  second. 
2 
I -  
* ' .  
4 
Subs t i tu t ing  i n  (4) y ie lds  
where g(x,v) = h j  F2(xo+ht,8(xo+ht))dt and 
V 
g(vj  = F(x +hv,yc(xotnvjj - jrc(xo+hvj. 0 
I f  $(v) has  m bounded der iva t ives  then 
dmF (xo+hv , yc (xo+hv) 
d(xo+hv)m 
where M, is  the  maximum of 
Thus 
5 
f o r  0 < x < 1. 
A higher order r e s u l t  can be obtained f o r  x = 1 i f  F(x,y(x)) is 
s u f f i c i e n t l y  well-behaved (has p a r t i a l  de r iva t ives  of s u f f i c i e n t l y  
high order) .  
then 
L e t  $l(xo+hv) = exp[g(l ,v)]  = ex 
6 
d 2m $2 (xo+hv) 
‘2m where M is a maximum of 
If Lobatto quadrature is used the series (2) is rearranged in the 
y(xo+hu) = y(xo) + h{f (1-V) F(xo+hv, Y(xO+hv))dv 
0 
m 
P (u) v(1-v) P~(v) F(xO+hv, Y(xO+hv))dv]. 
2k+l 
+ k(k+l) k h-v 
before truncation. 
Truncation and replacement of the integrals by quadrature results 
. e .  w and v 0 * 0  v are Lobatto weights and the zeros of “0 m 0 m 
v(1-v) P’ (v) respectively. m 
This is the previously referenced result of Axelsson. In this 
case W!(vi) = 6ij and the iterative process converges to a polynomial 
yc(xo+hv) such that 
J 
jrc(x0+hv.) = F(xo+hv y (xo+hv.)) where v is a zero of PA(V). J j’ c J j 
7 
However, i n  t h i s  instance y (x,) # y(xo) and order of error terms are 
computed for I y(xo+hu) - yc(xo+hu) - y(xo) + yc(xo) I .  
l a r g e  t h i s  discrepancy between y(x ) and y (x ) seems t o  be an advantage 
r a the r  than a disadvantage. 
f i t t i n g  of i n i t i a l  conditions r e s u l t s  i n  more accumulation e r ro r .  
C 
For m reasonably 
0 c o  
This may be due t o  t h e  f a c t  t h a t  exact 
Conclusion and Results. 
The pa r t i cu la r  methods used here  w e r e  se lec ted  s o  t h a t  classical 
forms f o r  in te rpola t ion  e r r o r  would apply. Computer t r i a l s  have given 
s a t i s f a c t o r y  r e s u l t s  when Gaussian quadrature w a s  used t o  evaluate  the  
i n t e g r a l s  involved i n  t h e  t runcat ion suggested €or use  with Lobatto 
quadrature and conversely. This suggests t h a t  e r r o r  ana lys i s  should be 
based on t runcat ion e r r o r  associated with Fourier series. Ef fo r t s  i n  
t h i s  d i r ec t ion  have not,  as yet,  yielded r e s u l t s  more s a t i s f a c t o r y  than 
those  given. 
I n  applying iterative schemes of t h e  na ture  discussed here  it is  
For t he  des i r ab le  to have a set of reasonably g& s t a r t i n g  values.  
f i r s t  s t e p  x o t o x  +h t h e  s t a r t i n g  values used w e r e  y(xi) = y(xo). 
For subsequent s t eps  s t a r t i n g  values  w e r e  obtained by ex t rapola t ing  
t h e  polynomial yc(x) t o  the  r igh t .  
w e l l ,  but it is  poss ib le  that o ther  methods of pred ic t ion  would serve  
b e t t e r .  
0 
I n  most cases t h i s  worked r a t h e r  
The Lobatto quadrature scheme w a s  used t o  obtain t h e  r e s u l t s  
reported here. The equations 
8 
w e r e  solved by Gauss S iede l  i t e r a t i o n .  
t h e  d i f f e r e n t i a l  equations used w e r e  solved by the  i t e r a t i v e  technique, 
based on a 9 poin t  Lobatto quadrature, with a s t e p  s i z e  h, and a given 
convergence c r i t e r i o n .  
solved using a f i f t h  order Runge-Kutta method with seve ra l  s t e p  s i zes .  
Of t h e  several Rmge-Kutta so lu t ions  t h e  one judged t o  be most near ly  
equivalent ( i n  accuracy and ef f ic iency)  t o  t h e  i terative so lu t ion  
For the  purpose of comparison 
"he same d i f f e r e n t i a l  equations w e r e  then 
w a s  se lec ted  for comparison. 
The program were written i n  Fortran and run i n  double prec is ion  
Elun times t h a t  are given w e r e  obtained through a c a l l  
The t r u e  answer 
on t h e  IBM 7094. 
clock command and do not include program compile time. 
as w e l l  as t h e  estimated answer w a e  computed and compared f o r  each 
point used i n  t h e  computational rou t ines  . 
Error values are given a t  se lec ted  poin ts .  The e r r o r s  given are 
t h e  computed value of the known so lu t ion  minus the ssc.itaated so lu t ion ,  
The s t e p  s i z e  h, t h e  run time t ,  i n  seconds, and t h e  convergence 
c r i t e r i o n  E are given. 
The iterative process w a s  discontinued when at the  rightmost 
po in t  v 
j 
became less than E .  
I n  each ins tance  reported a nine  poin t  Lobatto quadrature w a s  
9 
used with the i terat ive  process. 
The numbers 2.6.) aqd W.(x.) are given €or 5 ,  9 ,  and 13 point 
1 3  1 3  
Gauss and Gauss-Lobatto quadrature. 
precision on the IBM 7094 and can serve a s  input data for computer 
programs designed for using t h e s e  i terat ive  methods f o r  solving 
di f ferent ia l  equations. 
They w e r e  computed i n  double 
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APPENDIX I 
The following t a b l e s  give t h e  e r r o r s  i n  estimates t o  t h e  
so lu t ion  of sample d i f f e r e n t i a l  equations when obtained by a f i f t h  
order Runge-Kutta method (R K Error) as compared t o  t h e  e r r o r s  ob- 
ta ined  when an iterative process (I Error) was used. 
Table 1 
D i f f e r e n t i a l  equation 
1 3  2 2 3  - 1 < x I-+ 1 6.5 
e 
y'  = - [y +3xy +4x y*x 1 
3 e 
X 
X Y =  - x. 
44-2 log  x e 
Runge-Kutta 
Step s i z e  h = . W 5  
Run time t = 20.00 sec. 
I t e r a t i v e  Method 
Step s i z e  h = 0.05 
Run time t = 15.13 see. 
-11 
Convergence constant E = 1.0 x 10 
1 2  
Table 2 
D i f f e r e n t i a l  equation 
y' = -5Oy + y s i n  x + e - 8 ~  (42-sin x), 0 < x 5 1 
-8x y = e  
Piiii@2-kitts : 
Step s i z e  h = 0.001 
Run time t = 31.93 sec. 
I t e r a t i v e  method : 
Step s i z e ,  h = 0.05 
Run time t = 35.22 sec. 
Convergence constant E = 1.0 x 10 -13 
Table 3 
y" = 9y - 20 s i n  x, 0 < x 53.0 
-3x y = e  + 2 s i n x  
Runge-Kutta: 
Step s i z e  h = 0.01 
Run time t = 7.77 sec. 
I t e r a t i v e  method: 
Step s i z e  h = 0.25 
Run t i m e  t = 7.63 sec .  
Convergence constant E = 1.0 x 10 -11 
TABLE 1 
R K Error 
13  
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