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a  b  s  t  r  a  c  t
We  present  a new  method  for parallelization  of  adaptive  mesh  reﬁnement  called  Concurrent  Structured
Adaptive  Mesh  Reﬁnement  (CSAMR).  This  new  method  offers the  lower  computational  cost  (i.e. wall
time  ×  processor  count)  of  subcycling  in  time,  but  with  the  runtime  performance  (i.e. smaller  wall  time)
of  evolving  all  levels  at once  using  the  time  step  of  the  ﬁnest  level  (which  does  more  work  than  subcyclingvailable online 6 May  2016
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but  has less  parallelism).  We  demonstrate  our  algorithm’s  effectiveness  using  an  adaptive  mesh  reﬁne-
ment  code,  AMSS-NCKU,  and  show  performance  on  Blue  Waters  and  other  high  performance  clusters.
For the  class  of problem  considered  in  this  paper,  our  algorithm  achieves  a  speedup  of  1.7–1.9  when  the
processor  count  for a  given  AMR  run is  doubled,  consistent  with  our theoretical  predictions.
ublisarallel applications
daptive mesh reﬁnement
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. Introduction
Adaptive mesh reﬁnement (AMR) is useful when different levels
f accuracy are required in different regions of a computational
omain. Structured Adaptive Mesh Reﬁnement (SAMR) methods
ave been widely used in computation since Berger, Oliger, and
ollela pioneered the technique in 80’s [1,2]. A number of codes
nd frameworks have been developed around their idea.
For a variety of cutting-edge simulations, including but not
imited to astrophysical compact objects like black holes, neutron
tars, and collisions between black holes and neutron stars, the
umber of grid points is usually about the same on each level, e.g.
3–5]. An example grid setup for this type of application is shown in
ig. 1.
This arrangement is also common in many other areas, such as
limate modeling. In Fig. 2 we show the grid decomposition for
 simulation done with the Weather, Research, and Forecasting
odel (WRF). The simulation shown was taken from a presentation
t the American Meteorological Society [6], and uses mesh reﬁne-
ent with three levels, containing 230k, 305k, and 174k grid pointsespectively – reasonably similar numbers.
Simulations in this problem domain typically use subcycling
n time, even though subcycling has lower concurrency and
∗ Corresponding author at: Center for Computation and Technology, Louisiana
tate University, Baton Rouge, LA 70803, USA.
E-mail address: sbrandt@cct.lsu.edu (S.R. Brandt).
ttp://dx.doi.org/10.1016/j.jocs.2016.05.003
877-7503/© 2016 The Authors. Published by Elsevier B.V. This is an open access article uhed  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license
(http://creativecommons.org/licenses/by/4.0/).
therefore longer wall time (approximately 50% longer for WRF
which uses reﬁnement factor 3). The main motivation for
this is the substantially reduced computational cost (i.e. wall
time × processors used).
In any AMR  algorithm, the coarse level needs to updated every-
where using data from the ﬁne level (restriction), and the ﬁne level
needs to be updated on the boundary using data from the coarse
level (prolongation). This dependency, and the fact that in subcy-
cling levels take time steps of different sizes, means that levels
are usually distributed independently from each other and evolved
sequentially, e.g. level 1, then level 2, then level 3.
Even though SAMR is a sequential algorithm, parallel speed-up
is achieved by dividing the mesh within each level (see Fig. 3).
SAMR can scale until the sub-meshes reach a certain minimum
size, beyond which overheads for ghost zones and communication
become too costly.
This scaling limitation is one of the reasons why  many codes
eschew subcycling in favor of computing all levels at once in parallel
(non-subcycling), using the time step determined by the require-
ments on the ﬁnest level. This achieves much more parallelism and
has the advantage of being approximately twice as fast as typical
subcycling algorithms (for reﬁnement factor two  and a similar grid
size per process).
On the other hand, non-subcycling can be far more costly in
terms of computational cost. How much more expensive this option
is depends on many aspects, e.g. the number of levels, and the ratio
of grid points on each reﬁnement level. In cases where the number
of points on the ﬁnest level is much higher than on other levels
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Example of an AMR  grid hierarchy with nested levels of ﬁner resolution,
denoted by different shades of gray. (Although this example is 2D, in the case the
main application is in full 3D.) Two regions are highly resolved, each surrounded
by  levels of coarser resolution, which eventually merge and form one set of boxes
surrounding both ﬁne regions. Note that one reﬁnement level cannot be represented
by  just one or two boxes, but has to be split into three boxes to represent its shape.
We  show the whole structure on the left and a zoom of the inner levels on the right
hand side.
Fig. 2. Grids used to simulate Hurricane Ivan, produced using the Weather,
Research, and Forecasting model (WRF). The simulation shown was  taken from a
presentation at the American Meteorological Society, and has three levels of reﬁne-
ment containing reasonably similar numbers of grid points. Image courtesy of Sytske
Kimball, Professor of Meteorology Director, South Alabama Mesonet, Dept. of Earth
Sciences, University of South Alabama.
Fig. 3. (a) shows that all the different mesh levels can be divided into similar sub-
meshes so the calculation on each level can be executed in parallel on all its sub-
meshes (the example is 2D for simplicity, but in many applications, the meshes are
3D). The more sub-meshes can be divided into, the more processors can be used to
run  them in parallel, this often means the more performance improvement can be
achieved. (b) shows that each sub-mesh must include additional ghost zone and the
ghost zone will deﬁnitely introduce some overhead. The smaller the sub-mesh is,
the more overhead will be introduced. So the size of the sub-mesh cannot be too
small to improve the performance.onal Science 16 (2016) 79–88
subcycling cannot offer a huge beneﬁt. Henceforth, we will refer to
this non-subcycling version of AMR  as NSAMR.
In this paper, we  provide a new variant of the SAMR that adds
concurrency directly to the algorithm, called Concurrent Struc-
tured AMR  (CSAMR). CSAMR combines the speed, scaling, and
concurrency of the non-subcycling, or NSAMR, with the low com-
putational cost of subcycling structured AMR, or SAMR.
2. Related work
A multitude of packages exist that offer some AMR  capability.
Even limiting this to parallel AMR  produces a list too long to discuss
here. Therefore, we select a couple of cases which we believe to
be most relevant. For a survey of high level frameworks in block-
structured AMR  packages the reader is referred to [7].
Paramesh [8,9] is a package of Fortran 90 subroutines designed
to provide an application developer with an easy way  to extend
an existing serial code which uses a logically Cartesian structured
mesh into a parallel code with AMR. For many problems in the
domain of interest of most Paramesh users, the number of grid
points on the ﬁner levels is larger than at the coarser levels, and
the throughput beneﬁt of subcycling is not worth the time cost
[10]. Thus, Paramesh users prefer to use NSAMR. Indeed, as we
show below, in many cases of this nature, there is no beneﬁt in
throughput from SAMR.
Other packages require subcycling in time. One interesting
example of this is Enzo [11,12]. It only supports subcycling, but it
does not require that the ratios of cell sizes and time steps need to
be identical on all levels, while other codes often do. Packages that
allow users to choose between subcycling and not are, e.g. BoxLib
[13], Cactus [14,15] and Chombo [16]. Other notable packages are
Uintah [17,18], Jasmine [19] and SAMRAI [20,21], but many more
exist.
Nyx, a parallel AMR  code for computational cosmology, employs
“optimal subcycling”, and uses SAMR on some levels, and NSAMR
on others, adapting to the performance needs of the problem at
hand [22].
Diachin et al. [23] discuss a number of techniques for imple-
menting SAMR and UAMR (i.e. Unstructured Adaptive Mesh
Reﬁnement) in parallel, but do not mention any parallelism present
within the algorithm itself.
The paper from TACC on Extreme Scale AMR  [24] discusses their
parallel AMR  structure, but the focus is on the forest of octrees
methods they apply, not on parallelism within the AMR  algorithm
itself.
Dynamic parallelism schemes could achieve the scheduling
described in this work, i.e. schemes in which all the methods of
the program are scheduled as tasks capable of executing as soon
as inputs are ready. However, in order for the speedup to be real-
ized, the tasks for one group of processors need be assigned to the
ﬁnest grid, while the remaining tasks should be assigned to a second
group.
The Uintah Framework has a powerful dynamic task execution
system as well as SAMR capabilities, but they do not mention the
SAMR framework being able to take advantage of this parallelism
with AMR  itself [25].
Discussions of dynamic parallelism are mostly concerned with
load balancing the ﬁner grids, e.g. see Balsara [26]. In this paper
the Knapsack algorithm is applied to balancing the ﬁnest grid, the
coarser grids are seen as a perturbation. However, we also note that
for typical applications of the code used here, the sub-meshes are
often of very similar size. For problems like this, simpler algorithms
can be applied.
There is, however, one dynamic SAMR system that comes very
close to ours. The AstroBEAR Framework [27], recognizes the value
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f allowing the different levels of AMR  to advance independently,
nd in one of their ﬁgures they show an execution order identical
o the one we use. They discuss methods of load balancing, but do
ot mention the strategy of isolating the ﬁne grids on one group of
rocessors. Instead, they use an extended system of ghost cells to
ecouple advancement on their grids.
The authors are not aware of any other system, apart from
stroBEAR, that actually parallelizes the SAMR method itself. While
SAMR has some features in common with AstroBEAR, we  believe
SAMR still makes deﬁnite contributions in how to understand and
arallelize the algorithm.
. Description of the method
AMR  algorithms typically study hyperbolic equations where a
et of ﬁelds are evolved forward in time. The computational domain
s described by a set of nested grids with increasingly higher res-
lution. These grids may  be evolved together with a time step
ppropriate to the Courant condition of the ﬁnest grid, or with a
ime step that varies by level. In this latter case, the levels are typ-
cally evolved in an order described by the pseudo code given in
ig. 4, assuming a ﬁxed reﬁnement-factor of two  between levels.Note that here we assume that values for level run from 0 up to,
nd including max level-1, with 0 indicating the coarsest level and
ax level-1 the ﬁnest. The function one step(level) evolves
he speciﬁed level of reﬁnement by a time step of size (1/2)levelt.
ig. 4. Pseudo-code depicting the execution of a basic subcycling AMR  algorithm
ith traditional call ordering.onal Science 16 (2016) 79–88 81
If this is not the ﬁnest level, the boundary of the next ﬁner level
will be provided by prolongation, after which that level can make
two steps, performing another prolongation in between. After these
two steps, both levels are again at the same physical time, and
information from the ﬁner grid has to be restricted to the coarser
grid.
If the reﬁnement regions move, prolongation is used to initialize
any new patches that are created.
In the following, we  will use N as the number of levels in a
problem (corresponding to max level in pseudocode). We  will typ-
ically use  to identify a particular level (corresponding to level in
pseudocode).
For simplicity, we assume roughly the same number of grid
points for each level. Evolutions using subcycling take 2(N−1) time
steps on the ﬁnest level, and must evolve a total of 2N − 1 steps
in total. For a large number of levels, this is roughly a factor of
2 ≈ (2N − 1)/(2(N−1)) compared to the number of steps on the ﬁnest
level. Evolving the ﬁnest grid is about as expensive as evolving all
coarser grids combined in this case.
Alternatively, evolutions which do not use subcycling must
perform 2(N−1) steps on each of the N levels, resulting in a total
of N × 2(N−1) points. Compared to subcycling, this means non-
subcycling methods use approximately N × 2N−1/(2N − 1) ≈ N/2
more time steps (in the limit of large N, although ten is large in
this case).
Looking closely at data dependencies in above evolution scheme
reveals that the call to one step(level) on line 5 and the ﬁrst call
of recursive step(level+1) on line 6 of Fig. 4 are working on
different levels and do not depend on each other, and their order
can be inverted or parallelized. First, let us consider an inverted
form, see Fig. 5.
Fig. 5. Pseudo-code depicting the execution of a basic AMR  algorithm with an alter-
nate call ordering.
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Fig. 7. Pseudo-code for a parallel AMR  algorithm. The two steps on line 8 and 9 of
Fig. 6 are now run in parallel.
Fig. 8. The order in which different levels are evolved is shown in both diagrams. The
two columns indicate the two process groups in each case. Different shades of gray
indicate different levels: the lighter the color the ﬁner the level. Numbers indicate
the  evolved time on that level in units of the ﬁnest level’s time step. The left panel
shows the case of 2 levels, while the right shows the same for 3 levels. Within each
panel, the left side shows the coarser levels, the right side shows the ﬁnest level. In
both, wall time is meant to increase downward. Crosses indicate when one of the
process groups is idle. Red arrows (arrows originating on the left column of boxes)
indicate the ﬂow of data for prolongation, while blue arrows (arrows originating
on  the right column of boxes) indicate the same for restriction. Two full time stepsig. 6. Pseudo-code depicting the execution of an AMR  algorithm. The recursive
tep is broken into a shorter function which does not include the ﬁnal call to
ne step(max level).
Next we notice that the call to recursive step(level)
lways ﬁnishes with a call to one step(max level) (line 3,
or level = = max level).  We  can re-write this code to use a
horter recursive step, one that does not include this ﬁnal call to
ne step(max level). We  show this form in Fig. 6.
The opportunity for parallelism, by running lines 8 and 9 of Fig. 6
n parallel is now obvious. We  show the fully parallel code in Fig. 7.
The net effect of this is that there is only one parallel task out-
tanding at any time. The forked tasks only evolve the ﬁnest level,
he remainder of the tasks evolve a complete SAMR evolution with
 − 1 levels.
This is illustrated in the left panel of Fig. 8 for the simple case of
 levels. The ﬁrst iteration on both levels is performed in parallel.
he ﬁner level has to do one more iteration to arrive at the same
ime as the coarser level, during which processes owning the coarse
evel remain idle, as seen in Fig. 8. The same ﬁgure shows a similar
chema for the case of 3 levels as well, where we want to note that
n this case the relative amount of idle time is reduced by a factor
f 2. Indeed, each new level reduces it by this factor, giving the
mount of overhead from idle time as
idle =
1
2N
where N > 1 (1)
hich, starting with when the ﬁnest level falls below 1% (N = 7).
roblems with N ≥ 7 are not unusual. In fact, some types of problems
equire many more levels of reﬁnement.
The reason for the reduction of the idle time compared to two
evels is that within the second time step of the ﬁnest grid, when for
of  the coarsest level are shown in both cases. The explicit timing of prolongation
and  restriction is encoded in the pseudo code of Fig. 7. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web  version of
this article.)
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Fig. 9. Two  examples of states on an AMR  evolution using 4 levels, at different times (left panel: after 3 iterations, right panel: after 7 iterations). Simulation time is increasing
in  up-wards. Rectangles depict simulation times at which a given level was already evolved at that time. If these are ﬁlled, data for that time is currently available, while
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hich  data on a given level can be constructed by interpolation. It may happen dur
f  reﬁnement (e.g. levels one and four on the left panel).
wo levels one process group would be idle, the coarsest grid can
e evolved, ﬁlling the gap. The next time this happens, however,
he coarsest grid is already at the required time, and the process
roup will be idle. In this way, every second gap is ﬁlled with the
volution of the coarsest grid. This can be extended to more levels,
lways ﬁlling half of the gaps with evolutions of the new, coarser
evels, conﬁrming Eq. (1).
Restriction and prolongation might look complex in Fig. 8, but
he rules dictating when to perform them are relatively simple
nd determined by data ﬂow. Whenever a ﬁner grid needs bound-
ry data from the next coarser grid, the ordering ensures that this
oarser grid is already evolved to that point and can provide the
ata.
Restriction, on the other hand, cannot always be performed as
oon as the the ﬁner level is evolved, because the coarser level might
ot yet have been evolved to that point in time. This is in contrast to
AMR, where coarse levels are evolved ﬁrst and are always “ready”
o receive restricted data. Instead, the rule here is that restriction
as to be performed when the both levels are ready. An example
n Fig. 8 would be restriction from the middle level to the coarsest
evel in the 3-level case.
.1. Limitations
While better scalability by about a factor of two (for large num-
ers of levels) is certainly a big advantage, potentially reducing the
ime for a given simulation by a factor of a half, CSAMR also poses
 couple of limitations both to implementation and usage.
First, our method is not as well-suited to problems that have
any more grid points at the ﬁnest level than at the coarser ones. In
his situation, the performance beneﬁt compared to SAMR is small.
xamples of factors to consider here are the elimination of errors
rom time-interpolation necessary in (C)SAMR, but on the other
and coarse grids have to perform many more steps in NSAMR,
ccumulating error.
Second, it may  not always be possible to construct data from
ll reﬁnement levels at one speciﬁc simulation time using tem-
oral interpolation (depending on the number of time levels you
eep in memory). Within SAMR this is always possible because
oarse levels are evolved ﬁrst, and data from those levels can always
e used for interpolation should this be necessary. In contrast,
ithin CSAMR the necessary information for interpolation may
nly available at speciﬁc times. When, and how often this is pos-
ible depends on the total number of reﬁnement levels, and the
umber of timelevels that are kept for each reﬁnement level. Thetwo  levels are kept in memory). The hatched area depicts a range in time within
SAMR evolution that there is no temporal overlap for some pair (or pairs) of levels
problem is shown by an example in Fig. 9, for 4 reﬁnement levels
and 2 timelevels.
In general, time interpolation on the complete domain is only
possible once the coarsest level steps are ahead of the ﬁner levels in
simulation time. This happens about half-way through a complete
time step. At that moment, past timelevels on the ﬁner levels have
to be available for time interpolation, with the ﬁnest level requir-
ing the highest number. The total number of timelevels required
(Rlevels) on the ﬁnest grid depends on the maximum number of
reﬁnement levels (N), and is
Rlevels = 2N−2 + 1. (2)
Each coarser grid would only need half as many timelevels for
this purpose, so the total number of timelevels (the sum over all
reﬁnement levels) would be about twice the number given by Eq.
(2). While for a moderate number of reﬁnement levels N this is
manageable, and sometimes already exists due to other uses of
past timelevels (e.g. 3 timelevels on the ﬁnest grid of a 3-level
simulation), the cost becomes prohibitive for higher numbers of
reﬁnement levels, e.g. 257 timelevels of the ﬁnest grid must be
available in a 10-level simulation.
Only keeping some of these timelevels (e.g. always keeping the
one that aligns in time with the coarsest level in addition to the ones
needed for evolution) could be used to decrease the total number
of timelevels, but would lead to reduced accuracy in time inter-
polation. Similarly, extrapolation could be used whenever data for
interpolation is not available. Whether or not such approaches are
viable depends entirely on the purpose for requiring global data.
We will now consider several.
Courant factor: Calculations of the Courant factor are typically
whole grid operations. However, because one expects the ﬁne grid
to set the limit we  believe that this is not likely to be much of an
issue.
Elliptic solves: Since an elliptic solve is inherently a whole grid
operation, NSAMR is the only practical choice. However, such prob-
lems have been solved for some problems in a SAMR framework.
See Pretorius [28] as example of how this may  be done and how
complex it may  be.
Analysis: Each science problem has its own  special needs. For
black hole simulations that need to ﬁnd apparent horizons, the lack
of global data would limit the simulation to less frequent computa-
tions of the horizon. However, horizons typically ﬁt entirely within
only a few of the ﬁnest grids and so for this problem a full grid may
not be needed.
I/O: We  also note that the changed order of steps compli-
cates I/O. Output requiring interpolation is affected by the same
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imitations on interpolation that have already been mentioned.
ften, simulation data is not needed on every time step but it can
e saved until data on all levels is present simultaneously. Alterna-
ively, data can be reconstructed during post-processing.
Affected output types include common operations like extrema,
orms, or sums of variables. On the other hand, quantities like
orms or sums may  be too inaccurate when time-interpolation
s necessary to compute them. Because of this, even with SAMR,
valuating these is often done only at times that do not require
nterpolation in time.
The third limitation we  would like to consider is that reﬁnement
actors higher than 2 are either less efﬁcient with CSAMR, or more
ifﬁcult to implement, and in either case the increase in scaling is
maller.
Higher reﬁnement factors than 2 are certainly not exotic. Espe-
ially factors of 3 or 4 are often found in existing frameworks; e.g.
RF uses a factor of 3 for its horizontal mesh reﬁnement. However,
ost AMR  frameworks can and do use a factor of 2 for most of their
pplications.
In the following, we analyze the amount of idle-time for the case
f a reﬁnement factor of three. We  have already seen in Eq. (1), that
or a factor of 2 the amount of idle time tends to zero for a large
umber of levels. For the three steps a ﬁne level has to perform
ere, the next coarser level only does one, and it must complete
hat one simultaneously with the ﬁrst of the three ﬁne level steps.
his leaves two idle steps for the group of processors handling the
oarser levels.
Level  in general does 3 steps for each full time step. This
eans that the ﬁnest level will do 3(N−1) steps and the total number
f steps all other levels needs to perform is (3(N−1) − 1)/2, resulting
n a idle-step number of 3(N−1) − (3(N−1) − 1)/2 for one of the pro-
ess groups. The overall idle time assuming an identical size of both
roups is then (Fig. 10)
idle =
3N−1 − (3(N−1) − 1)/2
2 · 3N−1 =
1
4
+ 1
4 · 3(N−1) (3)
Thus, without further optimization CSAMR will leave one of the
wo process groups idle about half of the time. This amounts to a
peedup of only 1.5 compared to the speedup of 2 for a reﬁnement
actor of 2, and compared to a SAMR simulation using the same size
f grids but half the number of processors.
ig. 10. The order in which different levels are evolved is shown in both diagrams,
ith the same meaning of numbers, colors and arrows as in Fig. 8. The difference
ere, however, is a reﬁnement factor of 3, resulting in more idle time, and that the
ight  panel only shows one full time step. (For interpretation of the references to
olor in this ﬁgure legend, the reader is referred to the web  version of this article.)onal Science 16 (2016) 79–88
Despite this moderate speedup of 1.5, fewer SUs are wasted in
this manner than with NSAMR, and so the trade-off may  be worth
it. We  also note that the remaining idle time could be used for
other tasks, e.g. expensive analysis that otherwise would have to
temporarily pause evolution, or would be performed post runtime.
One possible way  to overcome this idle time problem for reﬁne-
ment factor three would be to divide the coarser step into two
equal and sequential steps (and therefore require only half as many
processors in the second group). The ﬁrst sequential step would
need to cover the boundary of the next ﬁner grid, so that pro-
longation is possible, the second step would cover the rest of the
grid. If we assume these two  steps are equal, then the idle time is
TN
idle
= (1/2)(1/3)N , where TN
idle
is the number of idle steps with N
levels and N > 1. A quantity which rapidly goes to zero as the number
of levels increases.
In fact, we can say generally, that for reﬁnement factor R our
method shows a speedup of R/(R − 1) using (R − 1)/R times as many
processors, provided the coarser step can be divided into R − 1 equal
parts, the ﬁrst of which covers the boundary for the reﬁned region
it contains. Thus, for reﬁnement factor two, the ﬁrst step is done as
a single part and covers the whole grid; for factor three it is done
in two  parts that cover half the grid each; for factor four 3 parts are
required that each cover 1/3 of the grid, and so on. As R increases,
the reﬁned region needs to ﬁt into smaller and smaller sub-regions
to avoid wasted time steps, diminishing the speedup. Thus, R = 2
remains an optimal case. We  note, that the above discussion is the-
oretical as only reﬁnement factor two  was implemented for the
code used in this paper.
The ﬁnal possible drawback we would like to mention is the
memory imbalance created by assigning the ﬁnest level to one pro-
cess group and all other levels across a second process group. This
imbalance is, assuming identical level sizes, only dependent on the
number of levels, and amounts to a factor of 1/(N − 1). This could be
a problem in cases where applications are limited by the amount
of node memory, e.g. if large amounts of data that cannot easily
be distributed, like equation of state tables, need to be stored in
memory on each node. However, for the extreme scaling this is
often not a problem. Here, scaling is usually limited by a certain
grain size below which the amount of work to be done on each
node becomes small compared to the overhead of communication
between the nodes.
3.2. Load balancing considerations
So far, we only considered the case of identical, or at least similar
numbers of grid points on each level. In this case the time it takes to
evolve each of the levels is about the same, making load-balancing
easy. However, practical grid setups might deviate from this ideal.
In the following we describe possible problems which may arise
with unequal numbers of points and how they may  be alleviated.
3.2.1. Finer grids have more points
Consider the situation in which each level has twice as many
grid points as the next coarsest level, e.g. the number of points on
level  is given by: S = 2S0. The total number of grid points is
ST =
N−1∑
=0
S = (2N − 1)S0 ≈ 2NS0. (4)
Let us assume that the time to perform a single step on a level 
is modeled by the formula:T ∝ max(G, S/P)  (5)
where P is the total number of processors and T is the time. This for-
mula dictates that there is an optimal “grain size” (G), the smallest
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nly  two levels SAMR performs better for fewer processes, CSAMR outperforms SAM
evels.
umber of points which a processor can efﬁciently handle. This ﬂat-
ening of the performance curve is expected, because of overheads
ntroduced by ghost zones, etc. Note that we do not necessarily
xpect the scaling curve to be this bad, and also that the inﬂuence
f bad scaling on coarser levels will be small for subcycling meth-
ds, and so we will compare with perfect scaling. The true result
ill likely lie somewhere in between. Note, however, that Eq. (5)
redicts behavior quite similar to what we see in our strong scaling
lots, e.g. see Fig. 11.
Note also that the actual value of G is not important here, it is
 quantity that will depend on details of the computer architec-
ure and the code being used. In all the calculations below, we  will
ssume that we run at maximum speed and give exactly G points
o each processor, unless otherwise stated.
For NSAMR, the total number of processes is, therefore,
total(NS) = ST/G = (2N − 1)S0/G ≈ 2NS0/G. (6)
he approximation is accurate to within 1% for N ≥ 7. Deﬁning T to
e the time to perform one step we have
runtime(NS) = 2(N−1)T, (7)
nd thus, a total cost in SUs of
SU(NS) ≈ (2(2N−1)S0/G)  · T. (8)
For SAMR levels are evolved sequentially, each using the same
umber of processors. Even for problems in which levels are of
qual size, ﬁner levels have to perform more work than coarser
evels for the same amount of physical time, because they must
pdate more frequently, and so they tend to be the most important.
his trend of more work on the ﬁner levels is even more true in this
xample, where the ﬁner grids are larger. It is, therefore, clear that
eeds of the ﬁnest level should determine the number of processors
sed.
T (S) = SN−1/G = 2(N−1)S0/G. (9)
ote that here we assume that on all levels coarser than the ﬁnest
here is not enough work available, i.e. grid points on which to
perate, and some processes are idle.runtime(S) = (2(N−1) + 2(N−2) + 2(N−3) + · · ·)  · T = 2 · 2(N−1)T, (10)
nd with this in a total SU cost of
SU(S) = 2 · (2(2N−1)S0/G)  · T. (11), 4, 6, and 8 evolved levels (top to bottom plot). It can be clearly seen that while for
every other case, especially for large numbers of processes and/or large number of
For comparison, if we have perfect scaling, then SAMR will have
no idle time and
Truntime(IS) =
(
2(N−1) + 1
2
2(N−2) + 1
4
2(N−3) + · · ·
)
· T = 4
3
· 2(N−1)T,
(12)
and with this in a total SU cost of
CSU(IS) =
4
3
· (2(2N−1)S0/G)  · T. (13)
For CSAMR, we have a better situation, in that the ﬁnest level
does not dictate our total process count. The next ﬁnest level, how-
ever, has a signiﬁcant impact. We  have two  groups of processors
for CSAMR, the ﬁnest level
PN−1 = 2(N−1)S0/G
and for the next coarsest level
PN−2 = 2(N−2)S0/G,
leading to a total of
PT (PS) =
3
2
· 2(N−1)S0/G. (14)
CSAMR needs the same time per coarse level time step as
NSAMR, so the total run time is identical to Eq. (7):
Truntime(PS) = 2(N−1)T, (15)
leading to a total SU cost of
CSU(PS) =
3
4
2(2N−1)S0/G · T. (16)
The following table summarizes the numbers of processes, run
time and computational cost for each of the three methods.
Method Procs Runtime Comp. cost.
Normalization PT/2N(S0/G) Trt/2N−1T CSU/(22N−1S0T/G)
NSAMR 1 1 1
SAMR 1/2 2 1
SAMR, ideal 1/2 4/3 2/3
CSAMR 3/4 1 3/4The SAMR calculation without perfect scaling has clearly no
advantage over any of the other methods, but as mentioned, this is
the worst possible case for SAMR. Not only does it take the longest
by far to compute, it fails to provide any speedup, because of the
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caling equation Eq. (5). This result supports the conclusion of the
aramesh group cited above, that subcycling does not help for grids
ith larger ﬁne grids.
Comparing perfect scaling with the other methods, however, the
untime of all three methods is almost identical. NSAMR and CSAMR
ave, using the criteria above for the numbers of processes, by
esign an identical runtime, while SAMR with ideal scaling is some-
hat slower because it has to evolve the coarser levels sequentially
o the ﬁnest level.
Differences, however, are clear in the number of used processes,
nd thus, in the total computational cost. SAMR uses only half the
rocesses and thus half the resources compared to NSAMR. CSAMR
ies between the two with 3/4 of the processes and cost of NSAMR.
This shows, that for this particular case, and with not too bad
caling around the grain size G, SAMR would be preferred when
ptimizing computational cost, but it would be at least 14% slower
han the other two methods. When interested in the fastest method,
SAMR would be preferred because while NSAMR has the same
untime, CSAMR would require less resources.
.2.2. Finer grids have fewer points
While black hole evolutions typically have approximately the
ame number of grid points per level, this is not always the case.
ometimes one of the coarser levels will have signiﬁcantly more
oints in order to provide better data for radiation extraction.
Consider a problem similar to the above, but assume a coarse
evel that has three times as many points than each of the other,
dentical levels. In this case, and unless the coarse level does not
ompletely dominate the evolution, the parallelization strategy of
ll three methods will stay the same, because while the coarse level
ay  be larger, the ﬁne grids still do many more steps. Because of
he latter reason also, the inﬂuence of this larger, coarse level on
he runtime of SAMR and CSAMR will be negligible, assuming a
arge number of levels. On the other hand, within NSAMR methods,
his large level takes the same number of steps as any other level,
igniﬁcantly adding to the overall runtime.
On the other hand, the large level might not be the coarsest one,
nd the limit of a large number of levels might not apply. In order
o shed light on this case, we assume only three levels in total in
he following, again with the coarsest level being the larger than
ny of the other, identical levels.
Let the size of all but the coarsest level be S ≡ (1/3)S0 = S1 = S2.
n this case, NSAMR will require PT = 5S/G processors and take time
qual to Ts = 4T to evolve. Note that we only have to do one analysis
or SAMR here, regardless of the assumed scaling, because here the
umber of processes is determined by the size of the ﬁne level, and
o other level is smaller.
SAMR will therefore require PT = S/G, and the evolution time will
e Ts = T0 + 2T1 + 4T2 = 3T + 2T + 4T = 9T.
CSAMR, on the other hand, will assign PT = 3S/G processors for
he coarser processor group to evolve the large level efﬁciently,
nd PT = S/G for the ﬁne evolution group, and thus the savings in
Us would be 4/5 relative to NSAMR.
We ﬁnd again that CSAMR is able to obtain the speed of NSAMR,
ith an SU performance midway between NSAMR and SAMR.
Method Procs Runtime Comp. cost.
Normalization PT/(N0/G) Truntime CSU/(TN0/G))
NSAMR 5 4T 20
SAMR 1 9T 9
CSAMR 4 4T 16However, CSAMR can be optimized further. Adding a 3rd pro-
essor group (of equal size to the other two) can assist with the
volution of the coarser grid. Let us call this group B (for “Big grid”).
he schedule for a CSAMR evolution would then look like this:onal Science 16 (2016) 79–88
Proc. B Proc. 1 Proc. 2
one step(0)/3 one step(1) one step(2)
one  step(0)/3 one step(0)/3 one step(2)
idle  one step(1) one step(2)
idle  idle one step(2)
The entry one step(0)/3 appears three times, and each time
it is invoked it performs 1/3 of the update required for the coars-
est level. This execution obtains a savings of 3/5 in SUs relative to
NSAMR, despite the fact that the additional processors are idle 25%
of the time. With this adjustment, the performance table now looks
like this:
Method Procs Runtime Comp. cost.
Normalization PT/(N0/G) Truntime CSU/(TN0/G)
NSAMR 5 4T 20
SAMR 1 9T 9
CSAMR 3 4T 12
4. Experimental results
4.1. Experimental environments
To evaluate the real speedup and effectiveness of our method,
we implemented CSAMR within a code evolving the general
relativistic vacuum equations, e.g. in order to simulate black
holes:AMSS-NCKU [29,30]. It is written in C++ and Fortran 90. All
the array calculations (e.g. the physics) are written in Fortran 90,
while the infrastructure uses C++. Prior to this work, AMSS-NCKU
could only use SAMR.
The CSAMR implemented in AMSS-NCKU was  tested on two  dif-
ferent platforms. The ﬁrst is SuperMike II at LSU. It is a 146 TFlops
Peak Performance 440 compute node cluster, each node contain-
ing two  8-Core Sandy Bridge Xeon 64-bit processors operating at a
core frequency of 2.6 GHz. The second is Blue Waters of NCSA. The
Blue Waters system is a Cray XE/XK hybrid machine composed of
AMD  6276 Interlagos processors and NVIDIA GK110 Kepler accel-
erators all connected by the Cray Gemini torus interconnect. Note
that these accelerators were not used for results within this paper.
4.2. Results
To test the performance of CSAMR, we  ran a series of binary
black hole simulations. Only 10 steps were evolved instead of the
more typical 10000. However, this should be adequate as 10 steps
is enough to show the performance of the method. In all tests, as
is typical for our evolutions, the number of grid points per level is
almost identical.
In our tests, we  initialized the mesh size of each level to
40 × 40 × 20, and performed simulations with different numbers
of mesh levels.
Fig. 11 shows the results on the ﬁrst machine. The scalability of
SAMR stops when the number of processes is about 32, but CSAMR
continues to 64 processes. We  can also see that when the num-
ber of levels is two, the performance of CSAMR is comparable but
slightly less than SAMR for small processor counts. However, for
larger numbers of levels, The grain size each processor has to evolve
is larger for CSAMR, and thus there is less overhead per processor.
This leads to better performance for CSAMR compared to SAMR
even with the same number of processes. Fig. 11 also clearly shows
the advantage of CSAMR when the number of levels is large.
Fig. 12 is the results on the second machine with the same input
setup and same software implementation. Beside the exact evolu-
tion time, we  can see that the trend is just like on the ﬁrst machine.
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een  that CSAMR outperforms CSAMR in all cases, especially for large numbers of p
The following tables are based on runs of AMSS-NCKU. In each
ase, we perform a binary black hole simulation using the SAMR
ethod, then perform the same run using the CSAMR method but
ith twice as many processors. In both runs we  partition the grid in
xactly the same way, giving the same number of zones to each pro-
ess. Ideally, the CSAMR run should be twice as fast (100% faster).
owever, in practice, measured speedups are between 70% and
0%.
We  theorized that the time spent in prolong/restrict operations
ere sequentializing the code, so we instrumented the code to
easure the fraction of time spent in this phase (s), then inserted
he fraction in Amdahl’s Law.
redicted Speedup = 1
s + (1 − s)/2 (17)
For the same size problem, AMSS-NCKU reported considerable
ariance in the fraction of time spent in the prolong/restrict phase
y each node. We report three times: a minimum speedup, which
ses the average time spent in prolong/restrict across all nodes
tavg); a maximum time, based on the minimum time spent in
rolong/restrict across all nodes (tmin); and an empirically cho-
en average of (tw = 0.80 × tavg + 0.20 × tmin). The results of these
xperiments (with the title “no barrier” below), show rough agree-
ent between the predicted and expected performance, but the
ariance is wide.
In an effort to improve the match between our experimental
nd predictions, we created a new version of the code with reduced
synchrony. We introduced an MPI  barrier both before and after the
rolong/restrict sections. Surprisingly, the introduction of barriers
id not impact the overall wall time of the code, but reduced the
ariance in time spent in prolong/restrict to virtually nothing and
astly improved the agreement with our predictions.40 × 40 × 20 no barrier
Procs Procs Measured
speedup
Min
speedup
Average
speedup
Max
speedup
PSAMR SAMR
32 16 1.65 1.65 1.69 1.86
64  32 1.74 1.69 1.73 1.92
128  64 1.68 1.60 1.66 1.95r 4, 6, and 8 evolved levels (top to bottom plot). Similar to Fig. 11, it can be clearly
es and/or large number of levels.
40 × 40 × 20 barrier
Procs Procs Measured
speedup
Min
speedup
Average
speedup
Max
speedup
PSAMR SAMR
16 8 1.83 1.84 1.84 1.84
32  16 1.72 1.73 1.73 1.73
64  32 1.63 1.68 1.68 1.68
128  64 1.63 1.66 1.66 1.66
32 × 32 × 16 no barrier
Procs Procs Measured
speedup
Min
speedup
Average
speedup
Max
speedup
PSAMR SAMR
16 8 1.84 1.80 1.82 1.89
32  16 1.82 1.78 1.81 1.94
32 × 32 × 16 barrier
Procs Procs Measured
speedup
Min
speedup
Average
speedup
Max
speedup
PSAMR SAMR
16 8 1.88 1.83 1.83 1.84
32  16 1.82 1.81 1.81 1.81
64 × 64 × 32 no barrier
Procs Procs Measured
speedup
Min
speedup
Average
speedup
Max
speedup
PSAMR SAMR
16 8 1.82 1.81 1.83 1.90
32  16 1.85 1.75 1.78 1.90
64  32 1.71 1.66 1.70 1.90
128  64 1.81 1.74 1.77 1.92
256  128 1.85 1.76 1.80 1.95
In the future, we plan to work on reducing the time spent in pro-
longation/restriction, in order to achieve a better parallel speedup.
5. ConclusionIn this work we  have introduced Concurrent Structured Adap-
tive Mesh Reﬁnement (CSAMR), an ofﬂine scheduling algorithm
that optimizes an adaptive mesh reﬁnement calculation. We
have shown that it offers the speed of non-subcycling, but uses
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igniﬁcantly fewer resources. This decrease can enable runs at
n increased problem size compared to usual subcycling, or
lternatively can substantially decrease the computational cost
f non-subcycling simulations, increasing the number of possible
imulations for a given allocation size.
We  have also noted that the CSAMR scheduling includes a cer-
ain, usually small, amount of idle time into the calculation. This
dle time might be re-purposed for analysis, in-situ visualization,
tc. If this idle time is well used, the result could lead to a shorter
all time relative to a non-subcycling code, which has no idle time
o spare for these (possibly necessary) tasks.
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