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Resumo
A presente dissertac¸a˜o apresenta uma soluc¸a˜o para o problema de modelizac¸a˜o tridi-
mensional de galerias subterraˆneas. O trabalho desenvolvido emprega te´cnicas provenien-
tes da a´rea da robo´tica mo´vel para obtenc¸a˜o um sistema auto´nomo mo´vel de modelizac¸a˜o,
capaz de operar em ambientes na˜o estruturados sem acesso a sistemas de posicionamento
global, designadamente GPS. Um sistema de modelizac¸a˜o mo´vel e auto´nomo pode ser
bastante vantajoso, pois constitui um me´todo ra´pido e simples de monitorizac¸a˜o das es-
truturas e criac¸a˜o de representac¸o˜es virtuais das galerias com um elevado n´ıvel de detalhe.
O sistema de modelizac¸a˜o desloca-se no interior dos tu´neis para recolher informac¸o˜es
sensoriais sobre a geometria da estrutura. A tarefa de organizac¸a˜o destes dados com vista
a` construc¸a˜o de um modelo coerente, exige um conhecimento exacto do percurso praticado
pelo sistema, logo o problema de localizac¸a˜o da plataforma sensorial tem que ser resolvido.
A formulac¸a˜o de um sistema de localizac¸a˜o auto´noma tem que superar obsta´culos que
se manifestam vincadamente nos ambientes underground, tais como a monotonia estrutural
e a ja´ referida auseˆncia de sistemas de posicionamento global.
Neste contexto, foi abordado o conceito de SLAM (Simultaneous Loacalization and
Mapping) para determinac¸a˜o da localizac¸a˜o da plataforma sensorial em seis graus de li-
berdade. Seguindo a abordagem tradicional, o nu´cleo do algoritmo de SLAM consiste
no filtro de Kalman estendido (EKF – Extended Kalman Filter). O sistema proposto
incorpora me´todos avanc¸ados do estado da arte, designadamente a parametrizac¸a˜o em
profundidade inversa (Inverse Depth Parametrization) e o me´todo de rejeic¸a˜o de outliers
1-Point RANSAC. A contribuic¸a˜o mais importante do me´todo por no´s proposto para o
avanc¸o do estado da arte foi a fusa˜o da informac¸a˜o visual com a informac¸a˜o inercial.
O algoritmo de localizac¸a˜o foi testado com base em dados reais, adquiridos no interior
de um tu´nel rodovia´rio. Os resultados obtidos permitem concluir que, ao fundir medidas
inerciais com informac¸o˜es visuais, conseguimos evitar o feno´meno de degenerac¸a˜o do factor
i
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de escala, comum nas aplicac¸o˜es de localizac¸a˜o atrave´s de sistemas puramente monocu-
lares. Prova´mos simultaneamente que a correcc¸a˜o de um sistema de localizac¸a˜o inercial
atrave´s da considerac¸a˜o de informac¸o˜es visuais e´ eficaz, pois permite suprimir os desvios
de trajecto´ria que caracterizam os sistemas de dead reckoning.
O algoritmo de modelizac¸a˜o, com base na localizac¸a˜o estimada, organiza no espac¸o
tridimensional os dados geome´tricos adquiridos, resultando deste processo um modelo em
nuvem de pontos, que posteriormente e´ convertido numa malha triangular, atingindo-se
assim uma representac¸a˜o mais realista do cena´rio original.
Abstract
This thesis presents a solution to the problem of underground galleries’ modelling. The
developed work employs techniques from the mobile robotics field to produce an autono-
mous mobile modelling system, able to operate in non-structured environments in which
global positioning systems, such as GPS, are not available. Autonomous mobile modelling
systems can become very useful to produce highly detailed virtual representations of the
galleries, as well as for monitoring purposes.
The proposed modelling system moves inside tunnels collecting geometric sensor data.
Organizing the data, in order to build a consistent model, requires precise knowledge
about the system’s trajectory inside the gallery, therefore the sensors’ localization must
be determined.
Formulating an autonomous localization system demands overcoming two main obsta-
cles imposed by underground environments: structural monotony and the lack of global
positioning systems.
In this context, we adopted the SLAM (Simultaneous Localization and Mapping) con-
cept to determine the platform’s localization in six degrees of freedom. Following the
traditional approach, we used the EKF (Extended Kalman Filter) as the core algorithm
to solve the SLAM problem. The system combines advanced state-of-the-art methods
such as Inverse Depth Parametrization, and the 1-Point RANSAC algorithm for outlier
rejection. Our most important contribution to the state-of-the-art consists on the fusion
between visual and inertial measurements.
The localization algorithm has been tested with real data acquired on a road tunnel.
The results show that the scale factor degeneration, a common phenomenon associated
with monocular localization applications, can be avoided by combining visual and inertial
measurements. We also proved that the introduction of visual measurements is an effective
strategy to correct the trajectory drift that characterizes inertial localization applications.
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The modelling algorithm organizes the geometric data in the three-dimensional space
based on the estimated localization. This process results in a point cloud model, that
is then converted into a triangular mesh, reaching a more realistic representation of the
original scene.
Agradecimentos
Aproveito para expressar os meus sinceros agradecimentos a todas as pessoas que me
proporcionaram as condic¸o˜es necessa´rias a` realizac¸a˜o deste trabalho. Deste grupo destaco
os membros da minha famı´lia e amigos pro´ximos, que sempre me apoiaram.
Manifesto a minha gratida˜o pela ajuda e pacieˆncia dispensada pelos membros do La-
borato´rio de Sistemas Auto´nomos. Dirijo ainda um reconhecimento especial aos meus
orientadores, pelo projecto extremamente aliciante que me reservaram e pelo acompanha-
mento atento durante todo o trabalho.
Anto´nio Joa˜o Almeida Bernardo Ferreira
v
Esta pa´gina foi intencionalmente deixada em branco.
“To copy others is necessary, but to copy oneself is pathetic.”
Pablo Picasso
vii
Esta pa´gina foi intencionalmente deixada em branco.
Conteu´do
1 Introduc¸a˜o 1
1.1 Aˆmbito da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Estrutura da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Estado da Arte 7
2.1 Sensores e Te´cnicas de Mapeamento Associadas . . . . . . . . . . . . . . . . 7
2.2 Ana´lise a Diversos Sistemas de Mapeamento . . . . . . . . . . . . . . . . . . 11
2.2.1 2x2D SLAM – Mapeamento de Minas . . . . . . . . . . . . . . . . . 11
2.2.2 Mapeamento de Minas com LRF 3D – Groundhog . . . . . . . . . . 13
2.2.3 Mapeamento Indoor Atrave´s de Caˆmaras e LRF 3D . . . . . . . . . 16
2.2.4 Mapeamento com LRF 3D Esta´tico . . . . . . . . . . . . . . . . . . 18
2.3 Conclusa˜o e Contextualizac¸a˜o com a Problema´tica de Mapeamento e Loca-
lizac¸a˜o em Tu´neis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Registo de Varrimentos de Sensores LRF 23
3.1 Scan Matching Denso (point-to-point Scan Matching) . . . . . . . . . . . . . 24
3.1.1 Iterative Closest Point (ICP) . . . . . . . . . . . . . . . . . . . . . . 24
3.1.1.1 Reduc¸a˜o da Complexidade Computacional . . . . . . . . . 26
3.1.1.2 Convergeˆncia para o Mı´nimo Global . . . . . . . . . . . . . 34
3.1.1.3 Eliminac¸a˜o de Outliers . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Iterative Dual Correspondence (IDC) . . . . . . . . . . . . . . . . . . 35
3.1.3 Metric-based ICP (MbICP) . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Feature-based Scan Matching (FBSM) . . . . . . . . . . . . . . . . . . . . . 39
3.3 Algoritmos que na˜o Estabelecem Correspondeˆncias . . . . . . . . . . . . . . 40
4 Fundamentos de Visa˜o Computacional 41
4.1 Extracc¸a˜o de Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.1 Detector de Harris . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.2 Scale-Invariant Feature Transform (SIFT) . . . . . . . . . . . . . . . 47
4.1.2.1 Detecc¸a˜o de Extremos ao longo do Espac¸o de Escala . . . . 48
4.1.2.2 Obtenc¸a˜o da Localizac¸a˜o dos Pontos . . . . . . . . . . . . . 51
4.1.2.3 Determinac¸a˜o da Orientac¸a˜o . . . . . . . . . . . . . . . . . 53
4.1.2.4 Construc¸a˜o do Descritor . . . . . . . . . . . . . . . . . . . . 54
4.2 Correspondeˆncia entre Imagens . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 Comparac¸a˜o de Descritores do Tipo SIFT . . . . . . . . . . . . . . . 55
4.2.2 Template Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Projecc¸a˜o Perspectiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
ix
x CONTEU´DO
4.4 Distorc¸a˜o Provocada pela Lente . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Visa˜o Stereo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.1 Geometria Epipolar . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5.2 Matriz de Homografia . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5.3 Rectificac¸a˜o Stereo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6 RANSAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.6.1 1–Point RANSAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Bundle Adjustment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Localizac¸a˜o 75
5.1 Visa˜o Geral Sobre Me´todos de Localizac¸a˜o Indoor . . . . . . . . . . . . . . 76
5.2 Navegac¸a˜o Inercial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.1 Mecanizac¸a˜o segundo o referencial de n´ıvel local . . . . . . . . . . . 80
5.2.2 Erros t´ıpicos das unidades de medic¸a˜o inercial . . . . . . . . . . . . . 82
5.2.2.1 Erros Caracter´ısticos dos Girosco´pios . . . . . . . . . . . . 83
5.2.2.2 Erros T´ıpicos dos Acelero´metros . . . . . . . . . . . . . . . 84
5.3 SLAM - Simultaneous Localization and Mapping . . . . . . . . . . . . . . . 84
5.3.1 SLAM Baseado em Filtro de Kalman Estendido . . . . . . . . . . . 84
5.3.1.1 Formulac¸a˜o do Problema de SLAM Segundo o EKF . . . . 86
5.3.1.2 Consisteˆncia dos Pontos Observados . . . . . . . . . . . . . 89
5.3.1.3 Requisitos Computacionais . . . . . . . . . . . . . . . . . . 90
5.3.2 SLAM Baseado em Filtro de Part´ıculas . . . . . . . . . . . . . . . . 90
5.3.3 SLAM por Registo de Varrimentos Laser . . . . . . . . . . . . . . . 92
5.3.4 Visual SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.4.1 Visual SLAM Monocular – Parametrizac¸a˜o Inverse Depth 93
5.3.4.2 Visual SLAM Stereo . . . . . . . . . . . . . . . . . . . . . . 101
5.4 Sistemas Multirobo´ticos de Localizac¸a˜o Cooperativa . . . . . . . . . . . . . 102
6 Representac¸a˜o de Modelos 3D 105
6.1 Nuvens de Pontos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Malhas Poligonais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7 Aquisic¸a˜o de dados 109
7.1 Plataforma Sensorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.1.1 IMU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.1.2 Inclino´metro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.1.3 Sensores LRF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.1.4 Caˆmaras CCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.1.5 Disposic¸a˜o dos Sensores . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.1.6 Transformac¸o˜es entre os Sistemas de Coordenadas dos Sensores . . . 115
7.1.7 Registo do Instante das Medidas . . . . . . . . . . . . . . . . . . . . 115
7.2 Aquisic¸a˜o do Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8 Implementac¸a˜o e Resultados 119
8.1 Projecto do Sistema de Localizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.1 Pre´-selecc¸a˜o de Features . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.2 Algoritmo de SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.1.2.1 Inicializac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.1.2.2 Fase de Previsa˜o . . . . . . . . . . . . . . . . . . . . . . . . 127
CONTEU´DO xi
8.1.2.3 Inicializac¸a˜o de Landmarks . . . . . . . . . . . . . . . . . . 128
8.1.2.4 Gesta˜o do Mapa . . . . . . . . . . . . . . . . . . . . . . . . 129
8.1.2.5 Previsa˜o de Observac¸o˜es . . . . . . . . . . . . . . . . . . . 130
8.1.2.6 1-Point RANSAC . . . . . . . . . . . . . . . . . . . . . . . 131
8.1.2.7 Fase de Update EKF . . . . . . . . . . . . . . . . . . . . . . 132
8.1.2.8 Recuperac¸a˜o de high-innovation inliers . . . . . . . . . . . 133
8.2 Resultados do Sistema de Localizac¸a˜o . . . . . . . . . . . . . . . . . . . . . 134
8.3 Construc¸a˜o do Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9 Concluso˜es e Trabalho Futuro 153
9.1 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
9.2 Trabalho Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Refereˆncias 166
A Ca´lculo dos jacobianos 167
A.1 Jacobianos do Modelo de Observac¸a˜o em Ordem aos Estados do Filtro . . . 167
A.1.1 Jacobianos do Modelo de Observac¸a˜o em Ordem aos Estados da
Localizac¸a˜o do Corpo . . . . . . . . . . . . . . . . . . . . . . . . . . 167
A.1.2 Jacobianos do modelo de observac¸a˜o em ordem aos estados das land-
marks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.2 Jacobiano Utilizado na Conversa˜o Inverse-Depth/Cartesianas . . . . . . . . 171
A.3 Jacobiano para Ca´lculo da Covariaˆncia Inicial de uma Landmark . . . . . . 172
A.4 Jacobianos da Mecanizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.4.1 Ca´lculo da matriz F . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.4.2 Ca´lculo da matriz G . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B Representac¸o˜es de orientac¸a˜o 179
B.1 Aˆngulos de Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
B.2 Quaternio˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
B.2.1 Operac¸o˜es sobre quaternio˜es . . . . . . . . . . . . . . . . . . . . . . . 181
B.2.2 Representac¸a˜o de quaternio˜es sob a forma de vector . . . . . . . . . 182
B.2.3 Rotac¸o˜es atrave´s de quaternio˜es . . . . . . . . . . . . . . . . . . . . 183
B.2.4 Conversa˜o de quaternio˜es noutras expresso˜es de rotac¸a˜o . . . . . . . 184
B.3 Matrizes de rotac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
C Desvio Padra˜o da Trajecto´ria de Refereˆncia 187
Esta pa´gina foi intencionalmente deixada em branco.
Lista de Figuras
2.1 Nu´vem de pontos registada por um sensor LRF, onde e´ evidente a perda de
resoluc¸a˜o originada pela diminuic¸a˜o do aˆngulo de incideˆncia. . . . . . . . . . 9
2.2 Exemplo de um sistema de aquisic¸a˜o de varrimentos tridimensionais baseado
na variac¸a˜o do aˆngulo vertical de incideˆncia de um sensor LRF 2D. . . . . . 9
2.3 Disposic¸a˜o dos quatro sensores LRF. . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Representac¸a˜o poligonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Modelo em formato VRML. . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Ve´ıculo de operac¸a˜o remota groundhog. . . . . . . . . . . . . . . . . . . . . . 14
2.7 Representac¸a˜o da nuvem de pontos originada por um varrimento 3D. . . . . 16
2.8 Vista elevada de uma galeria virtualmente reconstru´ıda pelo registo de
mu´ltiplos varrimento 3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.9 Ve´ıculo de mapeamento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.10 Estrutura de calibrac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.11 Modelo geome´trico em malha triangular. . . . . . . . . . . . . . . . . . . . . 18
2.12 Modelo final que incorpora dados geome´tricos e visuais. . . . . . . . . . . . 18
2.13 Vista exterior da Catedral de Beauvais. . . . . . . . . . . . . . . . . . . . . 19
2.14 Modelo exterior da Catedral de Beauvais. . . . . . . . . . . . . . . . . . . . 19
3.1 Divisa˜o por hiperplanos de um conjunto de pontos 2D e kd-tree correspon-
dente. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Regra da restric¸a˜o esfe´rica. . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Orientac¸a˜o das transformac¸o˜es ao longo de treˆs iterac¸o˜es. . . . . . . . . . . 32
3.4 Representac¸a˜o da aproximac¸a˜o linear e da interpolac¸a˜o parabo´lica. . . . . . 33
3.5 Correspondeˆncias respeitando a closest-point rule. . . . . . . . . . . . . . . 36
3.6 Matching-range-point rule. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Deslocac¸a˜o da janela no me´todo de Harris. . . . . . . . . . . . . . . . . . . . 43
4.2 Aspecto das derivadas da imagem segundo x e y e resultado da sua multi-
plicac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Elipse de covariaˆncia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Relac¸a˜o entre a forma da elipse e a feature em causa. . . . . . . . . . . . . . 45
4.5 Divisa˜o do espac¸o dos valores pro´prios para diferenciac¸a˜o entre pontos de
interesse e fronteiras. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.6 Efeito da variac¸a˜o de escala da imagem na classificac¸a˜o da feature. . . . . . 47
4.7 Exemplo de um espac¸o de escala. . . . . . . . . . . . . . . . . . . . . . . . . 49
4.8 Representac¸a˜o de quatro oitavas e espac¸os de escala correspondentes. . . . . 49
4.9 Ca´lculo da diferenc¸a de gaussianas. . . . . . . . . . . . . . . . . . . . . . . . 50
4.10 Imagens originadas por diferenc¸a de gaussianas ao longo de quatro oitavas. 51
xiii
xiv LISTA DE FIGURAS
4.11 Pontos considerados na pesquisa de extremos. . . . . . . . . . . . . . . . . . 51
4.12 Modelo pinhole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.13 Modelo pinhole com plano da imagem em frente do centro o´ptico . . . . . . 58
4.14 Projecc¸a˜o de rectas do mundo na imagem dependendo do tipo de distorc¸a˜o
causada pela lente. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.15 Geometria epipolar stereo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.16 Rectificac¸a˜o de um par de imagens stereo e representac¸a˜o das linhas epipolares. 67
4.17 Geometria apo´s rectificac¸a˜o – epipolos no infinito e planos da imagem pa-
ralelos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1 Map matching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Disposic¸a˜o dos diversos sistemas referenciais em func¸a˜o da Terra. . . . . . . 80
5.3 Esquema da mecanizac¸a˜o segundo o referencial de nivel local. . . . . . . . . 82
5.4 Determinac¸a˜o das coordenadas tridimensionais de um ponto pela inter-
cepc¸a˜o de segmentos de recta semi-infinitos. . . . . . . . . . . . . . . . . . 94
5.5 Princ´ıpio da parametrizac¸a˜o inverse depth. . . . . . . . . . . . . . . . . . . . 96
6.1 Exemplo de um modelo em nuvem de pontos. . . . . . . . . . . . . . . . . . 106
6.2 Exemplo de um modelo em malha poligonal. . . . . . . . . . . . . . . . . . 107
7.1 Sensor inercial iNAV-FMS-E. . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2 Inclino´metro 3DM-GX1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.3 Sensor laser range finder SICK LMS-200. . . . . . . . . . . . . . . . . . . . 112
7.4 Caˆmara JAI modelo CB-080GE. . . . . . . . . . . . . . . . . . . . . . . . . 113
7.5 Plataforma sensorial transportada sobre o ve´ıculo de mapeamento. . . . . . 113
7.6 Grande plano do sensor 3DM-GX1 posicionado sobre a caˆmara da esquerda. 114
7.7 Ve´ıculo de mapeamento na zona do tu´nel, instantes antes da recolha de dados.116
7.8 Diferenc¸a de iluminac¸a˜o entre uma imagem captada a` entrada do tu´nel e
outra adquirida ja´ no interior. . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.1 Filtragem de correspondeˆncias atrave´s do me´todo RANSAC tradicional. A`
esquerda, coorespondeˆncias pela comparac¸a˜o de descritores SIFT. A` direita
as correpondeˆncias aceites pelo me´todo de RANSAC. . . . . . . . . . . . . . 121
8.2 Distribuic¸a˜o das features observadas em func¸a˜o da sequeˆncia de frames. . . 122
8.3 Fluxograma do algoritmo de SLAM. . . . . . . . . . . . . . . . . . . . . . . 124
8.4 Representac¸a˜o da orientac¸a˜o dos sistemas de eixos dos sensores. . . . . . . . 125
8.5 Sequeˆncia de rotac¸o˜es que alinham o sistema referencial do sensor iNAV-
FMS-E com o sistema refrencial do sensor 3DM-GX1. . . . . . . . . . . . . 126
8.6 Diferenc¸a de orientac¸a˜o do referencial da caˆmara entre a soluc¸a˜o utilizada
neste trabalho (esquerda) e a versa˜o original da parametrizac¸a˜o em profun-
didade inversa (direita). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
8.7 Representac¸a˜o da janela de validac¸a˜o. . . . . . . . . . . . . . . . . . . . . . 133
8.8 Trajecto´ria tridimensional calculada por cada me´todo. . . . . . . . . . . . . 135
8.9 Posic¸a˜o final das va´rias trajecto´rias. . . . . . . . . . . . . . . . . . . . . . . 135
8.10 Vista superior dos percursos (unidades em metros). . . . . . . . . . . . . . . 136
8.11 Erros em posic¸a˜o segundo a direcc¸a˜o Norte. . . . . . . . . . . . . . . . . . . 137
8.12 Erros em posic¸a˜o segundo a direcc¸a˜o Este. . . . . . . . . . . . . . . . . . . . 138
8.13 Erros em posic¸a˜o segundo a direcc¸a˜o do centro da Terra. . . . . . . . . . . . 138
8.14 Erros em orientac¸a˜o segundo o eixo roll. . . . . . . . . . . . . . . . . . . . . 139
LISTA DE FIGURAS xv
8.15 Erros em orientac¸a˜o segundo o eixo pitch. . . . . . . . . . . . . . . . . . . . 140
8.16 Erros em orientac¸a˜o segundo o eixo yaw. . . . . . . . . . . . . . . . . . . . . 140
8.17 Erros em velocidade segundo a direcc¸a˜o do centro da Terra. . . . . . . . . . 142
8.18 Erros em velocidade segundo a direcc¸a˜o Norte. . . . . . . . . . . . . . . . . 143
8.19 Erros em velocidade segundo o a direcc¸a˜o Este. . . . . . . . . . . . . . . . . 144
8.20 Disposic¸a˜o do sistema de eixos do sensor LRF lateral. . . . . . . . . . . . . 145
8.21 Sequeˆncia de transformac¸o˜es que, quando aplicada aos ponto no referencial
do sensor LRF lateral, os define segundo o referencial do corpo. . . . . . . . 146
8.22 Nuvem de pontos do tu´nel visualizada a partir de uma das extremidades. . 147
8.23 Nuvem de pontos vista de outra perspectiva. . . . . . . . . . . . . . . . . . 147
8.24 Nuvem de pontos de toda a estrutura. . . . . . . . . . . . . . . . . . . . . . 148
8.25 Secc¸a˜o ampliada da nuvem de pontos. . . . . . . . . . . . . . . . . . . . . . 148
8.26 Secc¸a˜o convertida em malha poligonal. . . . . . . . . . . . . . . . . . . . . . 148
8.27 Malha poligonal com iluminac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . 149
8.28 Superf´ıcies resultantes da eliminac¸a˜o das fronteiras entre poligonos. . . . . . 150
8.29 Modelo final apo´s etapa de filtragem geome´trica. . . . . . . . . . . . . . . . 151
B.1 Ilustrac¸a˜o de uma rotac¸a˜o operada atrave´s de um quaternia˜o. . . . . . . . . 180
B.2 Exemplo de uma sequeˆncia de rotac¸o˜es para alinhamento entre dois sistemas
de coordenadas utilizando os Aˆngulos de Euler. . . . . . . . . . . . . . . . . 186
C.1 Desvio padra˜o nos estados de posic¸a˜o. . . . . . . . . . . . . . . . . . . . . . 187
C.2 Desvio padra˜o nos estados de orientac¸a˜o. . . . . . . . . . . . . . . . . . . . . 188











Ri Plano da imagem
Rc Ponto do centro o´ptico
Pw Ponto tridimensional no referencial global
Pc Ponto de projecc¸a˜o de Pw no referencial da caˆmara
Pu,v Ponto no referencial de p´ıxeis da imagem
Pi Ponto no sistema referencial me´trico da imagem
xi Coordenada x no referencial me´trico da imagem
yi Coordenada y no referencial me´trico da imagem
xc Coordenada x no referencial da caˆmara
yc Coordenada y no referencial da caˆmara
zc Coordenada z no referencial da caˆmara
xw Coordenada x no referencial do mundo
yw Coordenada y no referencial do mundo
zw Coordenada z no referencial do mundo
xd Coordenada x afectada pela distorc¸a˜o da lente
yd Coordenada y afectada pela distorc¸a˜o da lente
xu Coordenada x ignorando a distorc¸a˜o provocada pela lente
yu Coordenada y ignorando a distorc¸a˜o provocada pela lente
zu Coordenada z ignorando a distorc¸a˜o provocada pela lente
f Distaˆncia focal
fx Distaˆncia focal segundo a componente horizontal
fy Distaˆncia focal segundo a componente vertical
c.o. Centro o´ptico
u Coordenada horizontal na imagem
v Coordenada vertical na imagem
C Matriz de rotac¸a˜o
Cx Matriz de rotac¸a˜o em torno do eixo x
Cy Matriz de rotac¸a˜o em torno do eixo y
Cz Matriz de rotac¸a˜o em torno do eixo z
Cxyz Matriz de rotac¸a˜o em torno dos eixos x, y e z
C••• Matriz de rotac¸a˜o do referencial • para o referencial ••
xvii
xviii Lista de S´ımbolos
t Vector de translac¸a˜o
(tx, ty, tz) Componentes do vector de translac¸a˜o t
ku Factor de escala horizontal para conversa˜o entre o sistema referencial
me´trico da imagem e o sistema referencial em p´ıxeis da imagem
kv Factor de escala vertical para conversa˜o entre o sistema referencial
me´trico da imagem e o sistema referencial em p´ıxeis da imagem
κ Paraˆmetro de distroc¸a˜o da lente
u0 Coordenada horizontal no referencial em p´ıxeis da imagem onde se pro-
jecta o centro o´ptico
v0 Coordenada vertical no referencial em p´ıxeis da imagem onde se projecta
o centro o´ptico
K Matriz dos paraˆmetros intr´ınsecos
(Xw, Yw, Zw) Coordenadas de um ponto no referencial global
el Epipolo na imagem da esquerda
ed Epipolo na imagem da direita
pl Ponto de projecc¸a˜o no plano da imagem da esquerda






x(k) Vector de estados no instante k
xv(k) Estados do ve´ıculo no instante k
lN (k) Estado da landmark N no instante k
P (k) Covariaˆncia no instante k
xˆ(k|k − 1) Estado previsto
xˆ(k|k) Estado estimado
P (k|k − 1) Covariaˆncia prevista
P (k|k) Covariaˆncia estimada
zˆ Observac¸a˜o prevista
rn Posic¸a˜o da plataforma sensorial definida no referencial de n´ıvel local
qn Orientac¸a˜o da plataforma sensorial definida no referencial de n´ıvel local
vn Velocidade da plataforma sensorial definida no referencial de n´ıvel local
q() Conversa˜o para quaternio˜es
R Conversa˜o em matriz rotac¸a˜o
gn Acelerac¸a˜o da gravidade no referencial de navegac¸a˜o
•n Grandeza • definida no referencial de n´ıvel local




6 DoF Six Degrees of Freedom
AMOS Autonomous MObile Systems
BPA Ball-Pivoting Algorithm
CCD Charge-coupled device
CenSure Center Surround Extrema
DoG Diferenc¸a de Gaussianas
ECEF Earth Centered, Earth Fixed
FAST Features from Accelerated Segment Test
FBSM Feature-based Scan Matching
FIFO First In, First Out
GigE Gigabit Ethernet
GPIO General Pourpose Input/Output
GPS Global Positioning System
HAYAI High-speed and Yet Accurate Indoor/Outdoor Tracking
ICP Iterative Closest Point
ID3 Iterative Dichotomiser 3
IDC Iterative Dual Correspondence
IMU Inertial Measurement Unit
INS Inertial Navigation System
IPP Instituto Polite´cnico do Porto
ISEP Instituto Superior de Engenharia do Porto
Kd-tree K-dimensional tree
LoG Laplaciano de Gaussianas
LRF Laser Range Finder
LSA Laborato´rio de Sistemas Auto´nomos
MbICP Metric-based Iterative Closest Point
MEMS Micro Electro-Mechanical Systems
NCC Normalized Cross Correlation
NDT The Normal Distributions Transform
OpenGL Open Graphics Library
PPS Pulse per Second
RANSAC Random Sample Consensus
xix
xx Acro´nimos
RBPF Rao-Blackwellized Particle Filter
RTK Real Time Kinematic
SAD Sum of Absolute Differences
SBA Sparce Bundle Adjustment
SfM Structure from Motion
SIFT Scale-Invariant Feature Transform
SLAM Simultaneous Localization and Mapping
SSD Sum of Squared Differences
STCNN Spherical Triangle Constraint Nearest Neighbor
SVD Singular Value Decomposition
VRML Virtual Reality Modelling Language




1.1 Aˆmbito da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Estrutura da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . 4
1.1 Aˆmbito da Dissertac¸a˜o
Esta dissertac¸a˜o aborda o tema do mapeamento robo´tico dinaˆmico, que pode ser de-
finido como o processo de aquisic¸a˜o de modelos espaciais do ambiente f´ısico circundante,
por parte de um ou mais roboˆs mo´veis. Ao longo dos u´ltimos anos esta mate´ria tem
despertado grande interesse no seio da comunidade de robo´tica mo´vel, na medida em que
constitui uma etapa determinante no desenvolvimento de roboˆs com elevado grau de au-
tonomia, pois a execuc¸a˜o de tarefas evolu´ıdas requer conhecimentos robustos acerca das
caracter´ısticas do espac¸o envolvente. Inu´meros roboˆs fazem uso de mapas para desenvolver
processos como a localizac¸a˜o [1] [2] [3], o planeamento de movimento [4] e a detecc¸a˜o de
obsta´culos [5], [6], [4].
Recentemente o mapeamento robo´tico assumiu um enquadramento mais abrangente,
surgindo sistemas de aquisic¸a˜o de informac¸o˜es para usos extra-roboˆ. Embora em algumas
aplicac¸o˜es a locomoc¸a˜o auto´noma da plataforma de mapeamento seja crucial, devido a`
perigosidade ou inacessibilidade de humanos a`s zonas de interesse, uma das tendeˆncias
passa pela substituic¸a˜o do ve´ıculo robo´tico por uma plataforma controlada por um con-
dutor humano. Consequentemente logo a designac¸a˜o de mapeamento robo´tico deixa de
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fazer sentido, sendo mais adequado referir o processo como sistema de aquisic¸a˜o de mode-
los geome´tricos do ambiente. Com a introduc¸a˜o de um operador humano sa˜o facilmente
ultrapassadas algumas das dificuldades demonstradas por ve´ıculos auto´nomos, com eˆnfase
na operac¸a˜o em ambientes dinaˆmicos, que exigem estrate´gias robustas de planeamento
de movimento e detecc¸a˜o de obsta´culos. Deste modo, os investigadores podem dedicar-se
exclusivamente ao desenvolvimento das capacidades de mapeamento. Contudo os me´todos
de obtenc¸a˜o dos modelos sa˜o equivalentes aos empregues em sistemas robo´ticos, raza˜o pela
qual a maior parte dos estudiosos desta mate´ria pertence a` comunidade da robo´tica mo´vel.
Como evidenciado em [7] o processo de mapeamento torna-se bastante simples quando
a localizac¸a˜o do ve´ıculo e´ conhecida. No entanto, na generalidade dos casos a localizac¸a˜o
na˜o esta´ garantida a` partida e, em ambientes sem estruturas que facilitem esta tarefa,
ambos os processos sa˜o solucionados em simultaˆneo, o que implica um elevado acre´scimo
de complexidade. Actualmente, este e´ um dos problemas mais desafiantes no campo da
robo´tica mo´vel e toma a designac¸a˜o de mapeamento e localizac¸a˜o em simultaˆneo – SLAM
(Simultaneous Localization and Mapping). Este paradigma surgiu como resposta a` grande
dificuldade de localizac¸a˜o exacta de roboˆs em ambientes desconhecidos, desprovidos de
estruturas dedicadas ao fornecimento de informac¸o˜es de posic¸a˜o – beacons – e onde se ma-
nifesta a inacessibilidade a tecnologias de posicionamento global, designadamente GPS. A
estrate´gia de SLAM pode ser formulada do seguinte modo: um roboˆ largado num ponto ini-
cial arbitra´rio devera´ ser capaz de ganhar conhecimento sobre o ambiente, por interme´dio
exclusivo de sensores a bordo a` medida que se vai deslocando, as informac¸o˜es sensoriais
sa˜o interpretadas e, com fundamento nestas, e´ constru´ıdo um mapa relativamente ao qual
o roboˆ se localiza. Resumidamente o conceito de SLAM consiste numa simbiose entre os
processos de mapeamento e localizac¸a˜o, pois a construc¸a˜o do mapa depende dos dados de
localizac¸a˜o e vice-versa.
Os sistemas de mapeamento 3D diferenciam-se especialmente pelo ambiente em que
operam, existindo diferenc¸as considera´veis entre aqueles que exploram ambientes fechados
(indoor) e os que actuam em cena´rios a ce´u aberto (outdoor). A raza˜o desta divergeˆncia
deve-se especialmente aos me´todos de localizac¸a˜o favora´veis a um e outro cena´rio, por
exemplo em ambientes outdoor a localizac¸a˜o pode usufruir das vantagens dos sistema
GPS enquanto que em alguns ambientes interiores o piso pode corresponder a um plano
horizontal, o que tambe´m simplifica o problema de localizac¸a˜o. A construc¸a˜o de um mapa
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em ambientes na˜o estruturados, onde se salienta especialmente a irregularidade do piso ou a
sua inclinac¸a˜o, levam a que o ve´ıculo se mova num espac¸o tridimensional, logo a localizac¸a˜o
do mesmo passa a ser definida em seis graus de liberdade – 6 DoF (six degrees of freedom)
– treˆs deles reflectem a posic¸a˜o global, segundo as coordenadas x, y e z, enquanto que os
restantes definem a atitude, ou seja a orientac¸a˜o tridimensional usualmente representada
pelos aˆngulos roll, pitch e yaw.
Os modelos tridimensionais constru´ıdos pelos sistemas de modelizac¸a˜o sa˜o normal-
mente exibidos em suporte de realidade virtual. Este modo de apresentac¸a˜o contempla a
possibilidade de interacc¸a˜o por parte do utilizador, permitindo movimentar o modelo em
todas as direcc¸o˜es e escolher a melhor perspectiva de visualizac¸a˜o.
1.2 Objectivos
Esta dissertac¸a˜o incide sobre o desenvolvimento de um sistema de modelizac¸a˜o tri-
dimensional de estruturas do tipo tu´nel. O referido sistema sera´ montado num ve´ıculo
automo´vel e devera´ ser capaz de, atrave´s de sensores e equipamentos computacionais, co-
lher informac¸o˜es sensoriais a` medida que um ve´ıculo se desloca ao longo de um tu´nel. Os
dados adquiridos sera˜o usados para calcular com exactida˜o a localizac¸a˜o do ve´ıculo no
espac¸o tridimensional bem como produzir um modelo geome´trico do espac¸o.
As caracter´ısticas estruturais de um tu´nel sa˜o prop´ıcias a` manifestac¸a˜o severa do efeito
sensor aliasing [8], advindo da´ı uma contrariedade que po˜e em causa a viabilidade de
um sistema com estas pretenso˜es. O feno´meno de sensor aliasing caracteriza-se pela
monotonia das informac¸o˜es adquiridas pelos sensores, fruto da incideˆncia sobre ambientes
uniformes do ponto de vista estrutural. Nestas situac¸o˜es, a aquisic¸a˜o de informac¸o˜es em
zonas diversas resulta numa percepc¸a˜o sensorial ideˆntica, facto que introduz ambiguidade
no processo de localizac¸a˜o. Dentro de um tu´nel, a careˆncia de informac¸o˜es de posic¸a˜o e´
mais noto´ria no sentido da translac¸a˜o, pois segundo esta componente a estrutura e´ bastante
semelhante ao longo de toda a galeria.
Face a` auseˆncia de desenvolvimentos dirigidos para localizac¸a˜o auto´noma e mapea-
mento deste tipo de estruturas, os objectivos desta dissertac¸a˜o passam pelo cumprimento
dos seguintes pontos:
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1. Identificac¸a˜o e ana´lise das te´cnicas empregues em sistemas de mapeamento tridi-
mensional de ambientes com auseˆncia de estruturas de posicionamento global, como
sa˜o os underground ;
2. Aprofundamento de conhecimentos na a´rea da localizac¸a˜o auto´noma, incidindo espe-
cialmente em estrate´gias que possibilitem ultrapassar as dificuldades impostas pela
monotonia das estruturas em causa;
3. Avaliac¸a˜o das te´cnicas mais promissoras do estado da arte e formalizac¸a˜o de uma
arquitectura robusta, que permita atingir um sistema de localizac¸a˜o e mapeamento
tridimensional de elevada exactida˜o, com aplicac¸a˜o em tu´neis e minas;
4. Implementac¸a˜o da arquitectura e teste do sistema com base em dados adquiridos em
ambiente real.
1.3 Estrutura da Dissertac¸a˜o
No pro´ximo cap´ıtulo e´ apresentado um estudo do estado da arte, onde figuram sistemas
de modelizac¸a˜o tridimensional indoor. Foram seleccionadas soluc¸o˜es com caracter´ısticas
diferentes de modo a obter uma visa˜o sobre as diversas abordagens ao problema. Um as-
pecto transversal a todos os me´todos diz respeito a` aplicac¸a˜o de sensores laser range finder
(LRF) na aquisic¸a˜o das informac¸o˜es geome´tricas, a partir das quais se constro´i o modelo
tridimensional. Por esse motivo, precedendo a refereˆncia aos sistemas de modelizac¸a˜o tri-
dimensional, e´ feita menc¸a˜o aos va´rios tipos de sensores LRF e a`s etapas de tratamento
dos dados geralmente empregues na construc¸a˜o do modelo. Por fim, em jeito de conclusa˜o,
os estudos apresentados sa˜o enquadrados com a problema´tica de mapeamento de tu´neis.
Deste processo despertam alguns argumentos desfavora´veis, que po˜em em causa a aptida˜o
dos sistemas analisados a` operac¸a˜o no interior de estruturas em tu´nel.
O terceiro cap´ıtulo aprofunda conhecimentos ligados aos processos de registo de pontos
adquiridos por interme´dio de sensores LRF. O algoritmo ICP (Iterative Closest Point)
e´ estudado de forma mais completa, sendo referidas estrate´gias para melhoramento do
desempenho e da robustez.
No quarto cap´ıtulo sa˜o introduzidas te´cnicas de visa˜o computacional ligadas aos pro-
cessos de localizac¸a˜o.
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O cap´ıtulo quinto e´ voltado para a ana´lise de soluc¸o˜es de localizac¸a˜o aplicadas na a´rea
da robo´tica mo´vel, com o objectivo de identificar metodologias adequadas a` localizac¸a˜o
dentro de tu´neis.
O cap´ıtulo sexto versa sobre formas de representac¸a˜o de modelos tridimensionais de
estruturas de grande dimensa˜o.
O cap´ıtulo designado por “Aquisic¸a˜o de dados” incide sobre o sistema de aquisic¸a˜o de
informac¸o˜es sensoriais, destacando-se a apresentac¸a˜o dos sensores e suas caracter´ısticas.
Sa˜o abordadas questo˜es essenciais como a relac¸a˜o entre sistemas referenciais e o registo
do instante temporal de cada medida.
O oitavo cap´ıtulo desvenda a arquitectura escolhida para o sistema de localizac¸a˜o, bem
como a estrate´gia empregue na construc¸a˜o do modelo. Sa˜o ainda apresentados e analisados
os resultados obtidos.
Por u´ltimo, no cap´ıtulo nono, sa˜o tecidas algumas considerac¸o˜es finais e lanc¸adas ideias
para poss´ıveis melhoramentos do sistema, a implementar no futuro.
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2.1 Sensores e Te´cnicas de Mapeamento Associadas
Os me´todos de aquisic¸a˜o de modelos digitais fazem uso de uma grande variedade de
sensores, contudo os sensores Laser Range Finder e as caˆmaras encontram-se no topo das
prefereˆncias. Os sensores LRF representam o ambiente de forma densa por interme´dio
de um conjunto de pontos com coordenadas bem definidas segundo o sistema referencial
do sensor, o que os torna indicados para a percepc¸a˜o das caracter´ısticas geome´tricas do
cena´rio. As imagens produzidas pelas caˆmaras captam informac¸o˜es diversas como cor,
textura e geometria, todavia, a projecc¸a˜o de pontos do plano da imagem para o cena´rio e´
afectada por inu´meras fontes de erro como a ma´ calibrac¸a˜o, a sensibilidade a variac¸o˜es de
iluminac¸a˜o e o erro na atribuic¸a˜o de correspondeˆncias, sendo dif´ıcil atingir mapas densos
de profundidade com as preciso˜es exigidas por uma aplicac¸a˜o de mapeamento. Na maior
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parte dos casos esta condicionante afasta as caˆmaras da tarefa de percepc¸a˜o da geometria
da cena. Pore´m a representac¸a˜o realista do cena´rio leva a que o modelo na˜o seja apenas
constitu´ıdo por dados geome´tricos, passando a incorporar as informac¸o˜es relativas a` cor e
textura das superf´ıcies apreendidas pelas caˆmaras [9] [10] [11] [12].
Dentro da categoria dos sensores LRF e no contexto do mapeamento volume´trico e´
oportuno mencionar as diferenc¸as entre os dispositivos que executam varrimentos bidi-
mensionais e os que geram uma nuvem de pontos tridimensional em redor de si pro´prios.
Apesar das aplicac¸o˜es de mapeamento volume´trico terem como objectivo a construc¸a˜o de
um modelo tridimensional, verifica-se que os sensores LRF 2D sa˜o bastante populares, es-
pecialmente em ambientes indoor. Geralmente sa˜o instalados numa plataforma mo´vel com
o plano de varrimento na vertical, de modo a captar sucessivas secc¸o˜es de corte perpen-
diculares ao sentido de movimento que, com base na localizac¸a˜o do ve´ıculo, sa˜o dispostas
segundo um sistema de coordenadas global, de modo a formar uma nuvem de pontos [7]
[13] [14] [15] [16]. Segundo esta disposic¸a˜o, superf´ıcies paralelas ao plano de varrimento
na˜o sa˜o detectadas. Zhao e Shibasaki [15], numa abordagem em cena´rio outdoor, anulam
as ocluso˜es recorrendo a dois LRFs 2D dispostos com uma orientac¸a˜o angular relativa de
45◦.
Os sensores LRF 3D sa˜o menos prop´ıcios aos feno´menos de oclusa˜o, no entanto sa˜o
significativamente mais dispendiosos e possuem algumas caracter´ısticas que os tornam
menos interessantes para aplicac¸o˜es de mapeamento 3D de estruturas indoor. Uma carac-
ter´ıstica desfavora´vel diz respeito a` abertura limitada segundo o plano vertical [17] [18],
facto que impede a percepc¸a˜o de uma zona em forma de cone sobre e sob o sensor. Huber
e Vandapel [19] inclinam propositadamente o sensor para que incida sobre o piso e o tecto
na sua proximidade. Por outro lado, uma estrutura do tipo corredor digitalizada por in-
terme´dio de um LRF 3D perde resoluc¸a˜o a` medida que diminui o aˆngulo de incideˆncia do
feixe laser nas superf´ıcies.
Pore´m, um LRF 3D permite apreender de uma so´ vez um volume considera´vel logo,
no enquadramento desta dissertac¸a˜o, vislumbra-se um benef´ıcio relativo a` utilizac¸a˜o deste
face ao seu conge´nere 2D, pois a aquisic¸a˜o de uma secc¸a˜o volume´trica alargada num u´nico
varrimento podera´ significar uma maior toleraˆncia do sistema ao aumento de velocidade
do ve´ıculo de mapeamento.
Ao longo dos u´ltimos anos popularizaram-se as configurac¸o˜es que associam sensores
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Figura 2.1: Nu´vem de pontos registada por um sensor LRF, onde e´ evidente a perda de
resoluc¸a˜o originada pela diminuic¸a˜o do aˆngulo de incideˆncia.
LRF 2D a um mecanismo de orientac¸a˜o (figura 2.2), dotando assim o sistema de um grau
de liberdade adicional de modo a simular um sensor de varrimento tridimensional [20] [10]
[21]. O inconveniente mais relevante destas configurac¸o˜es prende-se com a morosidade da
etapa de aquisic¸a˜o de informac¸o˜es, que obriga a` imobilizac¸a˜o do ve´ıculo para que todos os
segmentos adquiridos a cada posic¸a˜o angular sejam relativos a uma localizac¸a˜o comum.
So´ assim e´ poss´ıvel garantir o agrupamento consistente de todas as secc¸o˜es num u´nico
conjunto de pontos 3D, cuja disposic¸a˜o espacial reproduza fielmente o espac¸o envolvente.
Figura 2.2: Exemplo de um sistema de aquisic¸a˜o de varrimentos tridimensionais baseado
na variac¸a˜o do aˆngulo vertical de incideˆncia de um sensor LRF 2D.
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A construc¸a˜o de um modelo pela integrac¸a˜o de mu´ltiplas imagens captadas por um
LRF 3D e´ normalmente decomposta em duas etapas, nomeadamente registo (registration)
e integrac¸a˜o (integration). O termo “registo” refere-se ao ca´lculo de uma transformac¸a˜o de
corpo r´ıgido1 que traduz o desalinhamento e afastamento entre duas imagens que, embora
parcialmente, devem representar uma zona comum. O processo de integrac¸a˜o ocorre apo´s
o registo e diz respeito a` manipulac¸a˜o dos dados por forma a atingir uma representac¸a˜o
u´nica da mesma a´rea, eliminando dados sobrepostos e redundantes. A precisa˜o conseguida
na fase de registo reflecte-se directamente na qualidade da junc¸a˜o das superf´ıcies, neste
campo os me´todos baseados em minimizac¸a˜o de distaˆncias [22] [23] sa˜o os mais utilizados.
Em sistemas onde o modelo e´ constru´ıdo a partir de medic¸o˜es de LRF, a nuvem de
pontos final sofre um processo de conversa˜o, do qual resulta uma representac¸a˜o sob a
forma de superf´ıcies poligonais. Nesta etapa sa˜o empregues estrate´gias [24] [12] [25] [26]
para indagar a nuvem de pontos de modo a formar grupos de pontos vizinhos, cujas
coordenadas ira˜o definir os ve´rtices da superf´ıcie poligonal. O tipo de superf´ıcie poligonal
relaciona-se directamente com a dimensa˜o dos conjuntos formados contudo, em aplicac¸o˜es
de mapeamento tridimensional, sa˜o mais comuns as superf´ıcies triangulares, pois a sua
formac¸a˜o implica uma perda mı´nima de informac¸a˜o [27].
Para produzir um cena´rio visualmente mais realista as superf´ıcies poligonais podem ser
preenchidas com informac¸o˜es de textura apreendidas atrave´s caˆmaras calibradas [9] [10]
[12]. Os ve´rtices de cada pol´ıgono sa˜o projectados no plano da imagem, pela aplicac¸a˜o
dos paraˆmetros intr´ınsecos, extr´ınsecos e coeficientes de distorc¸a˜o, permitindo desta forma
seleccionar o fragmento correspondente, que podera´ ser alvo de transformac¸o˜es de pers-
pectiva para se ajustar perfeitamente a` superf´ıcie. E´ necessa´rio assegurar que a disposic¸a˜o
das caˆmaras permite visualizar toda a a´rea de operac¸a˜o do sensor LRF, caso contra´rio na˜o
existem informac¸o˜es suficientes para preencher o modelo na totalidade.
1Uma transformac¸a˜o de corpo r´ıgido e´ definida por uma rotac¸a˜o e uma translac¸a˜o arbitra´rias aplicadas
a um determinado objecto. Caracteriza-se pela preservac¸a˜o das caracter´ısticas geome´tricas do corpo, tais
como aˆngulos e comprimentos. Assim, a transformac¸a˜o de corpo r´ıgido, produz consequeˆncias exclusiva-
mente na posic¸a˜o e orientac¸a˜o do objecto face ao mundo.
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2.2 Ana´lise a Diversos Sistemas de Mapeamento
Nesta secc¸a˜o sa˜o mensionados trabalhos de destaque no aˆmbito do mapeamento 3D
em ambientes indoor.
2.2.1 2x2D SLAM – Mapeamento de Minas
Em [14] e´ apresentado um me´todo para a aquisic¸a˜o de mapas tridimensionais por
parte de um ve´ıculo na˜o motorizado, cujos testes decorreram numa explorac¸a˜o mineira
subterraˆnea. Embora na˜o sejam divulgados valores espec´ıficos, devido a` inexisteˆncia de
ground truth com qualidade, e´ assegurado pelos autores que o sistema possui um grau
de precisa˜o satisfato´rio, atestado pela semelhanc¸a entre as plantas da infra-estrutura e os
mapas resultantes das experieˆncias. A aquisic¸a˜o de dados e´ levada a cabo por interme´dio
de quatro sensores SICK Laser Range Finder, dois deles especificamente dedicados a` es-
timac¸a˜o da localizac¸a˜o do ve´ıculo, sendo os restantes aplicados na tarefa de percepc¸a˜o da
estrutura da mina para efeitos de construc¸a˜o do mapa.
Figura 2.3: Disposic¸a˜o dos quatro sensores LRF.
Os sensores Laser Range Finder empregues na localizac¸a˜o encontram-se instalados na
parte dianteira do ve´ıculo e apontam em frente, todavia um deles executa um varrimento
horizontal enquanto o plano de acc¸a˜o do outro e´ vertical; configurac¸a˜o que aproxima de
forma incompleta a estimac¸a˜o da localizac¸a˜o em treˆs dimenso˜es, atrave´s de uma estrate´gia
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conhecida como scan matching. Os me´todos de scan matching calculam uma estimativa da
discrepaˆncia em posic¸a˜o e orientac¸a˜o entre dois varrimentos subsequentes, pelo estabeleci-
mento de correspondeˆncias entre ambos. Os valores calculados reflectem a movimentac¸a˜o
do ve´ıculo entre os dois instantes de amostragem, logo a sua integrac¸a˜o permite perceber
a trajecto´ria do ve´ıculo. A localizac¸a˜o 3D em [14] e´ decomposta em dois processos de scan
matching 2D a operar separadamente nos planos vertical e horizontal, abordagem a` qual
se da´ o nome de 2×2D SLAM. Apesar da incapacidade de estimac¸a˜o do grau de liber-
dade roll, esta estrate´gia confere a robustez necessa´ria a` construc¸a˜o de mapas de grande
escala, mantendo o erro em posic¸a˜o na ordem dos cent´ımetros para distaˆncias percorridas
de centenas de metros.
Na˜o existe uma independeˆncia total entre os processos de localizac¸a˜o, sendo trocadas
algumas informac¸o˜es com o objectivo de identificar situac¸o˜es excepcionais que podem
comprometer os mecanismos de scan matching. Tomemos como exemplo uma depressa˜o
no pavimento capaz de provocar a alterac¸a˜o do aˆngulo pitch do ve´ıculo, de tal forma que
o varrimento do sensor horizontal intercepte o solo. Neste caso a porc¸a˜o do varrimento
correspondente a` detecc¸a˜o do solo iria resultar na identificac¸a˜o de um obsta´culo fantasma
e prejudicar, sena˜o mesmo levar a` falha, do algoritmo de scan matching. Tendo em conta
que a depressa˜o no solo pode ser facilmente detectada pelo processo de localizac¸a˜o segundo
a dimensa˜o vertical, e´ leg´ıtima a utilizac¸a˜o destas informac¸o˜es pelo processo de localizac¸a˜o
complementar para evitar situac¸o˜es de ambiguidade deste tipo. Relativamente ao processo
de localizac¸a˜o vertical, podem surgir obsta´culos fantasma em locais onde se verifique um
elevado grau de curvatura das paredes e o varrimento vertical incida sobre essas superf´ıcies.
O modelo tridimensional do espac¸o e´ constitu´ıdo por secc¸o˜es de corte verticais, cap-
tadas sucessivamente pelos sensores com plano de varrimento vertical e perpendicular a`
direcc¸a˜o de movimento. Cada corte e´ projectado segundo um sistema referencial global,
por interme´dio dos valores de localizac¸a˜o, procedimento do qual resulta uma nuvem de
pontos. O conjunto de pontos e´ submetido a uma etapa de filtragem que agrupa num
u´nico elemento pontos representantes de uma a´rea comum. Posteriormente os pontos sa˜o
associados para formar pol´ıgonos, que proporcionam uma representac¸a˜o cont´ınua das es-
truturas. Finalmente, o modelo poligonal e´ convertido para o formato de realidade virtual
VRML (Virtual Reality Modelling Language) – um formato de ficheiro dedicado a` repre-
sentac¸a˜o de ambientes tridimensionais. A visualizac¸a˜o do modelo num software dedidcado
2.2 Ana´lise a Diversos Sistemas de Mapeamento 13
a` apresentac¸a˜o deste formato de dados permite ao utilizador interagir com o modelo e
explora-lo de forma virtual.
Figura 2.4: Representac¸a˜o poligonal. Figura 2.5: Modelo em formato VRML.
2.2.2 Mapeamento de Minas com LRF 3D – Groundhog
No artigo [28] sa˜o relatadas as caracter´ısticas de um sistema de mapeamento de minas,
que utiliza no processo de explorac¸a˜o um ve´ıculo de operac¸a˜o remota [16] com o nome
Groundhog. Ao contra´rio do me´todo apresentado no ponto anterior, este sistema garante
o ca´lculo da localizac¸a˜o em seis graus de liberdade. A aquisic¸a˜o de dados sensoriais fica a
cargo de dois sensores SICK LRF, cada qual colocado numa das extremidades do ve´ıculo
e montado numa estrutura que modifica a sua inclinac¸a˜o segundo o plano vertical. O
mecanismo proporciona uma abertura angular de 60◦, que a par da abertura horizontal
de 180◦ pro´pria do sensor, permitem registar imagens 3D com resoluc¸a˜o horizontal de
361 pontos por 341 pontos na vertical. Durante a aquisic¸a˜o de um varrimento o ve´ıculo
encontra-se imobilizado para que todos os pontos do conjunto partilhem uma localizac¸a˜o
comum, pois o algoritmo aplicado na etapa de registo assim o exige.
A soluc¸a˜o mais simples para registo de varrimentos 3D tem o nome de pairwise mat-
ching, segundo ela cada varrimento e´ alinhado relativamente ao conjunto que oferece a
maior superf´ıcie de sobreposic¸a˜o. Esta estrate´gia e´ perfeitamente va´lida em aplicac¸o˜es
onde a sobreposic¸a˜o de superf´ıcies ocorre apenas entre pares de varrimentos, pore´m a
possibilidade de existeˆncia de zonas de sobreposic¸a˜o em mais que dois varrimentos pode
resultar em mapas inconsistentes, pois os erros de registo acumulam-se e diminuem a pre-
cisa˜o das transformac¸o˜es. Por este motivo, os autores desenvolveram um algoritmo ao
qual atribuem o nome de simultaneous matching, baseado no predecessor proposto por
Pulli [29], que regista simultaneamente os va´rios varrimentos com zonas de sobreposic¸a˜o
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Figura 2.6: Ve´ıculo de operac¸a˜o remota groundhog. No canto inferior direito pormenor do
mecanismo de inclinac¸a˜o de um dos sensores LRF.
comuns, conseguindo assim minimizar o erro global e desse modo evitar a construc¸a˜o de
cena´rios inconsistentes.
O algoritmo simultaneous matching considera o primeiro varrimento como refereˆncia
– master scan – a este e´ atribu´ıda uma posic¸a˜o fixa. Para cada varrimento subsequente
esta´ prevista uma etapa inicial onde e´ executado um registo pouco rigoroso, com base no
algoritmo pairwise matching. Neste passo e´ considerada uma aproximac¸a˜o inicial dada
pela hodometria do ve´ıculo, o que acelera a convergeˆncia e diminui significativamente o
consumo de requisitos computacionais. Em seguida e´ criada uma fila FIFO constitu´ıda
unicamente pelo novo varrimento. Decorre enta˜o o registo de alta precisa˜o do novo var-
rimento, acompanhado da minimizac¸a˜o global do erro, pelo cumprimento da seguinte
sequeˆncia de acontecimentos, que se repete enquanto existirem elementos na fila:
1. O primeiro varrimento da fila e´ removido e sobre ele recai o processo de alinhamento;
2. Se o varrimento actual na˜o corresponder ao master scan procede-se a` pesquisa dos
varrimentos vizinhos – aqueles que possuem zonas de sobreposic¸a˜o comuns a este
com mais de 250 pontos. O conjunto de varrimentos vizinhos serve de refereˆncia ao
alinhamento do varrimento actual atrave´s da aplicac¸a˜o do algoritmo ICP [22].
3. Caso o varrimento actual sofra uma alterac¸a˜o de posic¸a˜o ou orientac¸a˜o pela aplicac¸a˜o
da transformac¸a˜o calculada no processo anterior, todos os varrimentos vizinhos que
ainda na˜o se encontrem na fila FIFO sa˜o adicionados a esta estrutura.
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De acordo com sequeˆncia de acontecimentos apresentada, um varrimento registado a`
posteriori pode produzir influeˆncias na disposic¸a˜o dos varrimentos anteriormente regis-
tados, permitindo assim usufruir do aumento de informac¸o˜es para minimizar o erro de
registo.
No trabalho em ana´lise e´ ainda proposta uma metodologia de reduc¸a˜o da densidade
de dados, com o intuito de melhorar o desempenho computacional do sistema sem causar
preju´ızos ao n´ıvel da precisa˜o do modelo. Esta abordagem contempla ainda a filtragem
de ru´ıdos gaussianos e do ru´ıdo conhecido como salt and pepper noise, este u´ltimo ocorre
especialmente em edges, quando o feixe laser incide sobre superf´ıcies distintas de forma
intermitente. A filtragem de ru´ıdo gaussiano e´ conseguida pela substituic¸a˜o da distaˆncia
Euclidiana de um determinado pontos pela me´dia registada numa vizinha de 7 pontos. O
ru´ıdo salt and pepper e´ minimizado atrave´s do mesmo procedimento, mas so´ tem efeito
quanto a diferenc¸a entre o valor me´dio e o valor do ponto for superior a um determi-
nado limite2. Por sua vez, a reduc¸a˜o da densidade de dados recai especialmente sobre os
pontos com menor distaˆncia face ao sensor, pois apresentam uma descric¸a˜o mais densa
da superf´ıcie. Nestes casos os pontos numa dada vizinhanc¸a sa˜o aglomerados num u´nico
elemento, processo que simultaneamente origina a diminuic¸a˜o do nu´mero de pontos e leva
a cabo a filtragem de ru´ıdo gaussiano. Como resultado da etapa de reduc¸a˜o de dados, a
distaˆncia relativa entre pontos vizinhos passa a ser no mı´nimo igual a 10 cm.
As preocupac¸o˜es com a diminuic¸a˜o da complexidade do algoritmo levaram ao emprego
de uma estrutura do tipo kd-tree na pesquisa das correspondeˆncias entre pontos necessa´rias
ao algoritmo ICP.
O modelo e´ apresentado sob a forma de uma nuvem de pontos por interme´dio de um
programa desenvolvido em OpenGL, que permite assim visualizar a estrutura de qualquer
perspectiva.
2E´ proposto pelos autores o valor de 200 cm
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Figura 2.7: Representac¸a˜o da nuvem de pontos originada por um varrimento 3D.
Figura 2.8: Vista elevada de uma galeria virtualmente reconstru´ıda pelo registo de
mu´ltiplos varrimento 3D.
2.2.3 Mapeamento Indoor Atrave´s de Caˆmaras e LRF 3D
O artigo [9] apresenta um me´todo de mapeamento indoor que integra de um sensor
Laser Range Finder 3D com oito caˆmaras CCD e sensores de dead reckoning. O sistema
produz um modelo 3D que incorpora caracter´ısticas geome´tricas e textura do ambiente,
percebida atrave´s das imagens de intensidade. As limitac¸o˜es computacionais da e´poca
impediram a implementac¸a˜o de um processo em tempo real e totalmente auto´nomo, con-
tudo a disposic¸a˜o f´ısica dos sensores e as te´cnicas de tratamento de dados sa˜o dignas de
refereˆncia.
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Numa fase antecedente a` missa˜o de mapeamento, o veiculo e´ posicionado sob uma
estrutura de calibrac¸a˜o constitu´ıda por alvos brancos esfe´ricos com posic¸a˜o global conhe-
cida, relativamente a` qual sa˜o adquiridas informac¸o˜es pelos sensores para determinar os
paraˆmetros que transformam medidas definidas no plano da imagem dos sensores para um
sistema referencial global.
Figura 2.9: Ve´ıculo de mapeamento. Figura 2.10: Estrutura de calibrac¸a˜o.
A etapa de mapeamento inicia-se com a movimentac¸a˜o do ve´ıculo pelo cena´rio para
aquisic¸a˜o de informac¸o˜es sensoriais. Ao longo do percurso sa˜o efectuadas paragens suces-
sivas, durante as quais os sensores realizam medic¸o˜es. A imobilizac¸a˜o do ve´ıculo durante
os per´ıodos de amostragem garante que os dados de todos os sensores sa˜o referenciados
segundo a mesma posic¸a˜o global, logo e´ assegurada a validade dos paraˆmetros obtidos
pela calibrac¸a˜o para transformac¸a˜o entre sistemas referenciais. Ao longo do percurso sa˜o
colocados alguns alvos visuais, com o intuito de proporcionar robustez e facilitar as tarefas
de visa˜o computacional.
Uma vez explorado o cena´rio da´-se a transfereˆncia de dados sensoriais para um equi-
pamento informa´tico externo, onde e´ executada a etapa de po´s-processamento que leva a`
construc¸a˜o do modelo tridimensional. Inicialmente corre um algoritmo de extracc¸a˜o de
features nas imagens recolhidas pelas caˆmaras CCD, devido sobretudo a erros de corres-
pondeˆncia o processo e´ supervisionado por um operador humano. A posic¸a˜o das features no
plano da imagem em conjunto com os paraˆmetros de calibrac¸a˜o sa˜o remetidos ao me´todo
de optimizac¸a˜o Bundle Adjustment, que calcula a posic¸a˜o e orientac¸a˜o das caˆmaras se-
gundo um sistema referencial global, o que permite inferir a localizac¸a˜o da plataforma.
Por sua vez os valores de localizac¸a˜o sa˜o utilizados para referenciar, segundo o sistema de
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coordenadas global, os pontos adquiridos pelo sensor LRF.
A nuvem de pontos resultante do processo anterior possui uma elevada densidade de
dados, o que na altura comprometia qualquer tentativa de representac¸a˜o geome´trica e
interacc¸a˜o com a mesma, devido aos custos computacionais inerentes. Por outro lado, a
distribuic¸a˜o de pontos pelo espac¸o na˜o e´ uniforme e as zonas de sobreposic¸a˜o de varrimen-
tos conteˆm informac¸o˜es redundantes, facto que na˜o acrescenta benef´ıcios ao modelo e o
torna mais complexo. Por estes motivos a nuvem de pontos e´ sujeita a` remoc¸a˜o dos pon-
tos redundantes, sendo em seguida convertida numa representac¸a˜o geome´trica em malha
triangular, o que facilita a tarefa de renderizac¸a˜o [30]. Tendo em considerac¸a˜o a posic¸a˜o
e orientac¸a˜o das caˆmaras calculada pelo me´todo Bundle Adjustment, e´ poss´ıvel preencher
os pol´ıgonos da representac¸a˜o geome´trica com a intensidade luminosa e textura apreen-
didas atrave´s das caˆmaras. Neste sentido os ve´rtices de cada pol´ıgono sa˜o projectados
no plano da imagem de modo a definir a secc¸a˜o correspondente, que em seguida sofre
transformac¸o˜es de perspectiva de modo a encaixar perfeitamente na a´rea do pol´ıgono. O
resultado consiste numa representac¸a˜o realista da geometria e textura do cena´rio.
Figura 2.11: Modelo geome´trico em
malha triangular.
Figura 2.12: Modelo final que incorpora da-
dos geome´tricos e visuais.
2.2.4 Mapeamento com LRF 3D Esta´tico
Em [31] e´ usado o sensor esta´tico Laser Range Finder 3D Cyrax 2500 numa operac¸a˜o
de mapeamento que envolveu o registo das estruturas interiores e exteriores da Catedral
Beauvais. Este sensor dispensa a utilizac¸a˜o de uma plataforma mo´vel, e´ sucessivamente
colocado manualmente em posic¸o˜es afastadas, para obter nuvens de pontos diferenciadas
mas com zonas de sobreposic¸a˜o.
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O registo dos va´rios conjuntos de dados segundo um sistema de coordenadas global
desenvolve-se em treˆs etapas. Inicialmente sa˜o extra´ıdas rectas a partir das va´rias nuvens
de pontos, que servem para estabelecer correspondeˆncias entre pares de conjuntos de
pontos que representam parcialmente uma mesma zona, atrave´s das correspondeˆncias e´
estimada e aplicada aos conjuntos uma transformac¸a˜o grosseira. O segundo passo consta de
um processo de registo global da totalidade dos dados, que tenta alinhar todas as superf´ıcies
com base nas informac¸o˜es calculadas sobre os pares de conjuntos no primeiro momento.
Finalmente, o algoritmo ICP [22] encarrega-se do refinamento das transformac¸o˜es entre
todos os conjuntos de dados.
Figura 2.13: Vista exterior da
Catedral de Beauvais.
Figura 2.14: Modelo exterior da Catedral
de Beauvais.
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2.3 Conclusa˜o e Contextualizac¸a˜o com a Problema´tica de
Mapeamento e Localizac¸a˜o em Tu´neis
Pelo estado da arte apresentado conclui-se que o nu´mero de graus de liberdade dos
sensores LRF afecta em grande medida as estrate´gias utilizadas na construc¸a˜o de modelos
tridimensionais. A opc¸a˜o por um LRF 2D com plano de varrimento vertical pressupo˜e
a existeˆncia de um processo de localizac¸a˜o independente, visto que o conhecimento da
localizac¸a˜o do sensor e´ fundamental na etapa de registo dos varrimentos. Neste domı´nio
os sensores LRF 3D ganham vantagem, devido ao facto de num varrimento tridimensional
ser poss´ıvel captar zonas comuns a outros varrimentos, o que permite a implementac¸a˜o
de estrate´gias de registo com base na comparac¸a˜o entre a geometria descrita por estes
conjuntos de dados. As transformac¸o˜es calculadas pelo registo dos diversos varrimentos
podem ser integradas com o objectivo de representar a trajecto´ria praticada pelo ve´ıculo
de mapeamento.
No contexto do mapeamento de tu´neis e´ previs´ıvel a inefica´cia da estrate´gia apresen-
tada para o registo de varrimentos 3D, pois a monotonia estrutural de um tu´nel implica
a auseˆncia de zonas bem diferenciadas, o que gera ambiguidade no processo de estabele-
cimento de correspondeˆncias entre os diversos conjuntos. Todavia, este facto na˜o invalida
a utilizac¸a˜o de um LRF 3D no levantamento do modelo da estrutura, pois e´ plaus´ıvel
a aplicac¸a˜o uma estrate´gia de registo baseada em localizac¸a˜o, a` semelhanc¸a das aborda-
gens com LRF 2D. Como anteriormente referido os sensores de varrimento tridimensional
permitem a deslocac¸a˜o do ve´ıculo de mapeamento a velocidades superiores.
Comparativamente a`s extracc¸o˜es mineiras, que possuem paredes extremamente irre-
gulares, os tu´neis caracterizam-se pela sua forma semi-cil´ındrica com superf´ıcies suaves.
De novo, a escassez de singularidades estruturais torna invia´vel a utilizac¸a˜o exclusiva de
sensores LRF 2D na etapa de localizac¸a˜o. Estes podem proporcionar boas informac¸o˜es de
distaˆncia e orientac¸a˜o relativa entre o sensor e as paredes e o tecto contudo, no sentido do
movimento as informac¸o˜es sera˜o praticamente nulas, impedindo a estimac¸a˜o dos estados
que se manifestam nesta direcc¸a˜o.
O trabalho [9] recorre a te´cnicas de visa˜o computacional para determinar a localizac¸a˜o,
no entanto a colocac¸a˜o de alvos ao longo do percurso e a necessidade de intervenc¸a˜o hu-
mana na selecc¸a˜o de correspondeˆncias entre imagens tornam este me´todo pouco atractivo.
Para ale´m destes factos os percursos apresentados nos testes correspondem a distaˆncias
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percorridas muito inferiores a`s especta´veis para o sistema abordado nesta tese.
Face a`s contrariedades mensionadas urge a necessidade de encontrar uma soluc¸a˜o de
localizac¸a˜o capaz de produzir estimativas altamente fia´veis, o que podera´ obrigar a` con-
cepc¸a˜o de um sistema de fusa˜o multi-sensorial, composto por sensores com caracter´ısticas
complementares. Estes factos fundamentam o estudo sobre me´todos de localizac¸a˜o levado
a cabo mais a` frente no cap´ıtulo (5).
Esta pa´gina foi intencionalmente deixada em branco.
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No aˆmbito do mapeamento robo´tico os algoritmos de scan matching adquirem uma
grande importaˆncia, na medida em que constituem a resposta ao problema de registo de
varrimentos provenientes de sensores LRF, crucial em algumas abordagens de localizac¸a˜o
e igualmente determinante na agregac¸a˜o de mu´ltiplas imagens de LRF 3D com vista a`
construc¸a˜o de um u´nico modelo. O processo de scan matching pode ser definido como a
ana´lise de dois conjuntos de dados – o conjunto alvo e o conjunto de refereˆncia ou mapa
– adquiridos em posic¸o˜es pro´ximas, com o objectivo de calcular a transformac¸a˜o de corpo
r´ıgido que translada os pontos do conjunto alvo para o conjunto de refereˆncia.
Tendo em conta que a discrepaˆncia entre varrimentos subsequentes e´ causada pela
alterac¸a˜o da posic¸a˜o e atitude do ve´ıculo, a transformac¸a˜o de corpo r´ıgido, calculada pela
correspondeˆncia de varrimentos, fornece uma informac¸a˜o de qualidade sobre o movimento
do ve´ıculo.
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A grande variedade de me´todos de scan matching e´ justificada pela adequac¸a˜o deste
princ´ıpio a uma larga gama de condic¸o˜es operacionais. As caracter´ısticas mais distintivas
prendem-se com a sequeˆncia de evoluc¸a˜o do algoritmo (linear ou iterativa), com o tipo de
correspondeˆncias estabelecidas entre os dois conjuntos de dados e com o me´todo de ca´lculo
atrave´s do qual se chega a` transformac¸a˜o de corpo r´ıgido [23].
3.1 Scan Matching Denso (point-to-point Scan Matching)
Os algoritmos de scan matching denso sa˜o apropriados para qualquer tipo de ambi-
ente, nomeadamente cena´rios na˜o estruturados, pois utilizam os dados brutos dos sensores
sem recorrer a` detecc¸a˜o de features. Entre as va´rias abordagens destacam-se dois me´todos
exaustivamente estudados – ICP [22] (Iterative Closest Point) e IDC [32] (Iterative Dual
Correspondence). Ambos implementam soluc¸o˜es iterativas que se processam em duas fa-
ses: numa primeira instaˆncia sa˜o estabelecidas correspondeˆncias entre pontos 3D dos dois
conjuntos de dados. Posteriormente e´ calculada por optimizac¸a˜o matema´tica a trans-
formac¸a˜o de corpo r´ıgido que aproxima os varrimentos. As iterac¸o˜es sucedem-se ate´ que
um crite´rio de paragem se verifique [33].
3.1.1 Iterative Closest Point (ICP)
O me´todo ICP [22] estabelece as correspondeˆncias entre dois conjuntos de N pontos
3D, {Ai} e {Ri}, segundo a regra do ponto mais pro´ximo – closest-point rule. Conhecidas
as correspondeˆncias, {pa,i, pr,i}, e´ aplicada uma estrate´gia de optimizac¸a˜o matema´tica,
que minimiza os erros em distaˆncia entre os pontos dos varrimentos 3.1, para calcular a






||pa.i −R (pr.i)− t||2 (3.1)
No final de cada iterac¸a˜o, a transformac¸a˜o (Rk, tk) e´ aplicada aos pontos do varrimento
alvo e procede-se a` actualizac¸a˜o das varia´veis de transformac¸a˜o cumulativas (R, t), que
registam o resultado da soma de todas as transformac¸o˜es calculadas ao longo da sequeˆncia
de iterac¸o˜es. O processo repete-se ate´ a` convergeˆncia.
A convergeˆncia e´ antecipada atrave´s da utilizac¸a˜o de uma estimativa inicial fornecida
por um sensor de dead reckoning – odometreia ou sensores inerciais. Nesta perspectiva, a
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estimativa e´ aplicada aos pontos do varrimento alvo antes da primeira iterac¸a˜o, resultando
na aproximac¸a˜o dos varrimentos e consequente diminuic¸a˜o das iterac¸o˜es necessa´rias a`
estimac¸a˜o de uma transformac¸a˜o precisa [23]. Neste caso, as varia´veis de transformac¸a˜o
cumulativas devem ser inicializadas com o valor da estimativa inicial.
Nu¨chter [34] aponta quatro me´todos comummente utilizados na implementac¸a˜o do
processo de optimizac¸a˜o: um me´todo baseado na decomposic¸a˜o em valores singulares de
matrizes (SVD) [35], o recurso a quaternio˜es para representar rotac¸o˜es [36], a representac¸a˜o
da totalidade da transformac¸a˜o de corpo r´ıgido por quaternio˜es [37] e um processo que
utiliza matrizes ortogonais para representar rotac¸o˜es [38]. A ana´lise a estas abordagens
relatada em [39] na˜o revela diferenc¸as significativas em termos de tempo de processa-
mento, estabilidade e precisa˜o. Todavia, o me´todo SVD salienta-se devido a pequenos
ganhos em precisa˜o e estabilidade, mas em contrapartida manifesta um ligeiro aumento
de complexidade.
O te´rmino de um ciclo de iterac¸o˜es e´ definido pela satisfac¸a˜o de uma condic¸a˜o de
paragem. Essa condic¸a˜o baseia-se normalmente na comparac¸a˜o de aspectos do processo
ICP com valores limite definidos a` priori, a partir dos quais se considera que a soluc¸a˜o
encontrada atinge a qualidade desejada. As condic¸o˜es de paragem mais comuns sa˜o:
1. Paragem caso a magnitude do incremento relativo em rotac¸a˜o e translac¸a˜o seja in-







2. Paragem caso a magnitude do incremento absoluto em rotac¸a˜o e translac¸a˜o seja
inferior a um determinado valor:
Rk < εRa ∩ tk < εta (3.3)
3. Paragem perante uma variac¸a˜o no erro residual inferior a um dado valor:
N∑
i=1
||pa,i −R(pr,i)− t||2 < εer (3.4)
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4. Paragem logo que o nu´mero de iterac¸o˜es ultrapasse um limite definido pelo utilizador:
k > kma´x. Esta condic¸a˜o e´ normalmente conjugada com uma das anteriores atrave´s
da operac¸a˜o lo´gica ou.
O algoritmo ICP manifesta algumas fragilidades tais como a lenta convergeˆncia especi-
almente face a ambientes curvos, pois as correspondeˆncias definidas pela closest-point rule
originam pouca informac¸a˜o sobre a rotac¸a˜o [32]. Por outro lado a sensibilidade a mı´nimos
locais na˜o assegura a convergeˆncia do algoritmo para a soluc¸a˜o o´ptima. Para ale´m disso,
o algoritmo assume a existeˆncia de uma correspondeˆncia para todos os pontos, o que
na pra´tica na˜o se verifica devido a` possibilidade de existeˆncia de zonas sem sobreposic¸a˜o
entre os varrimentos. As a´reas na˜o comuns podem aparecer devido a` movimentac¸a˜o do
sensor e consequente incideˆncia sobre zonas diferentes do mundo ou a` existeˆncia de si-
tuac¸o˜es de oclusa˜o. Ao longo dos u´ltimos anos o algoritmo ICP tem sido alvo de alguns
melhoramentos [23] [40], com eˆnfase nos aspectos abordados em seguida.
3.1.1.1 Reduc¸a˜o da Complexidade Computacional
A complexidade computacional do algoritmo original ICP aumenta quadraticamente
em relac¸a˜o ao nu´mero de pontos em ana´lise nos dois grupos O(NrNa) [41], onde Nr diz
respeito ao nu´mero de pontos no conjunto de refereˆncia e Na representa a quantidade de
pontos do varrimento alvo. Para conjuntos de dados com elevada resoluc¸a˜o a complexidade
torna-se incomporta´vel e impede a operac¸a˜o em tempo real. Como resposta surgiram
va´rias te´cnicas de acelerac¸a˜o do algoritmo que, com base no seu fundamento, podem ser
divididas em treˆs grupos: reduc¸a˜o do nu´mero de iterac¸o˜es [42], reduc¸a˜o da resoluc¸a˜o dos
dados [41] ou acelerac¸a˜o do me´todo de pesquisa dos pontos mais pro´ximos [43] [44] [45]
[46].
– Kd-trees
Um grande nu´mero de pesquisas procura o melhoramento do me´todo de pesquisa
de correspondeˆncias, pois esta constitui a etapa computacionalmente mais complexa do
algoritmo ICP [44]. Com este objectivo Besl e McKay [22] sugeriram a utilizac¸a˜o de
a´rvores bina´rias multidimensionais (kd-trees) na pesquisa de correspondeˆncias. Em [47] e´
comprovada a diminuic¸a˜o da complexidade para O(NrlogNa) no melhor caso.
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A kd-tree, introduzida por [48], constitui uma estrutura que promove diviso˜es recursi-
vas de um espac¸o de k dimenso˜es, de modo a organizar pontos nele dispostos. As diviso˜es
sa˜o estabelecidas por hiperplanos1 ortogonais a um eixo de coordenadas, em que cada
hiperplano intercepta um ponto do conjunto. A partic¸a˜o do espac¸o na˜o ocorre sempre
segundo a mesma dimensa˜o, de forma sequencial ordenada sa˜o executadas diviso˜es or-
togonais relativamente a todas as dimenso˜es. A raiz da a´rvore representa a totalidade
do conjunto. Todos os no´s na˜o terminais, incluindo a raiz, representam uma divisa˜o do
conjunto e determinam a divisa˜o da a´rvore em dois ramos. Por sua vez, os ramos repre-
sentam os subconjuntos resultantes da partic¸a˜o imposta pelo no´. Os no´s terminais na˜o
possuem ramos, pois correspondem ao menor subconjunto de dados que e´ poss´ıvel formar
(1 elemento).
Figura 3.1: Divisa˜o por hiperplanos de um conjunto de pontos 2D e kd-tree correspondente.
Em [46] sa˜o exploradas os benef´ıcios das kd-trees na busca do vizinho mais pro´ximo
de um ponto fornecido como refereˆncia ao algoritmo. A pesquisa torna-se bastante efi-
ciente, visto que as propriedades de segmentac¸a˜o do espac¸o promovidas pelas kd-trees
permitem descartar sucessivamente uma grande percentagem de hipo´teses. Com vista a`
determinac¸a˜o do vizinho mais pro´ximo (pesquisa Nearest Neighbor), o algoritmo sugerido
em [46] impo˜e os seguintes passos:
1Em geometria, um hiperplano de um espac¸o com dimensa˜o n consiste num sub-espac¸o de dimensa˜o
n − 1. Particularizando, no espac¸o tridimensional os hiperplanos sa˜o definidos por planos, enquanto que
num espac¸o bidimensional consistem em rectas
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1. O algoritmo foca inicialmente o no´ raiz e em seguida percorre a a´rvore de forma re-
cursiva no sentido descendente. O caminho a tomar em cada no´ (esquerda ou direita)
depende do grau de superioridade entre o valor do ponto de refereˆncia (segundo a
dimensa˜o em que ocorre a divisa˜o do espac¸o pelo no´) e o valor do no´.
2. Quando for atingido um no´ terminal, o ponto correspondente e´ guardado com o
estatuto de melhor hipo´tese.
3. Enta˜o, o algoritmo retrocede normalmente por interme´dio da arquitectura recursiva,
percorrendo a a´rvore em sentido inverso e executando os seguintes passos em cada
no´:
(a) O ponto representado pelo no´ actual adquire o estatuto de melhor hipo´tese se
a distaˆncia entre ele e o ponto de refereˆncia for inferior a` compreendida entre
o ponto de refereˆncia e o ponto de melhor hipo´tese ate´ enta˜o.
(b) Para verificar a possibilidade de existeˆncia de pontos mais pro´ximos localizados
do outro lado do hiperplano e´ testada a intercepc¸a˜o entre este e uma hiperesfera,
centrada no ponto de refereˆncia e com raio dado pela distaˆncia entre o ponto
de refereˆncia e o ponto de melhor hipo´tese.
i. Se a intercepc¸a˜o se verificar, existe a possibilidade de existirem pontos
mais pro´ximos do pontos de refereˆncia do outro lado da divisa˜o, logo o
algoritmo deve percorrer esse ramo da a´rvore completando os passos ja´
descritos (passos 1,2 e 3).
ii. Caso a intercepc¸a˜o falhe, na˜o existem pontos mais pro´ximos no outro ramo
da a´rvore e o algoritmo passa a` ana´lise do no´ superior.
4. Apo´s o regresso ao no´ raiz e a` aplicac¸a˜o do passo 3, a pesquisa esta´ completa e o
ponto do conjunto mais pro´ximo do ponto de refereˆncia corresponde ao ponto de
melhor hipo´tese.
Sproull em [49] apresenta o conceito eigen k-d tree. Segundo a sua estrate´gia os hiper-
planos deixam de ser obrigatoriamente ortogonais aos eixos de coordenadas, passando a
ter uma orientac¸a˜o que, de acordo com a disposic¸a˜o dos dados, permita dividir de forma
mais eficiente o conjunto facilitando a pesquisa. A orientac¸a˜o do hiperplano de separac¸a˜o
e´ definida como sendo a perpendicular do vector pro´prio correspondente ao valor pro´prio
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de maior magnitude da matriz de covariancia dos dados, ou seja, perpendicular a` direcc¸a˜o
de maior variaˆncia dos dados.
– Algoritmo STCNN / Kd-tree
Greenspan e Godin [43] contribuem com uma estrate´gia para o melhoramento da pes-
quisa de correspondeˆncias, pela conjugac¸a˜o de uma kd-tree com a estrate´gia STCNN (Sphe-
rical Triangle Constraint Nearest Neighbor). A melhoria proposta encontra fundamento
no teorema da convergeˆncia [22], que da´ conta da reduc¸a˜o monoto´nica da distaˆncia en-
tre os varrimentos em cada iterac¸a˜o. De acordo com esta presunc¸a˜o, Greenspan e Godin
assumem que existe uma grande probabilidade dos pontos correspondentes se manterem
ao longo de va´rias iterac¸o˜es, por esse motivo as correspondeˆncias da iterac¸a˜o anterior sa˜o
usadas com estimativas na iterac¸a˜o actual.
Numa fase inicial, para cada ponto ~qi do conjunto alvo {Ai} e´ calculado o ponto mais
pro´ximo ~pi no conjunto de refereˆncia {Ri} atrave´s de um me´todo convencional (ex: kd-
tree) e e´ constru´ıda uma lista, L = {~pviz,1, ..., ~pviz,k}, que regista os pontos vizinhos ate´
uma distaˆncia ε – ε-neighborhood – ordenados de forma crescente em func¸a˜o da distaˆncia
||~pi − ~pviz,i||.
A partir da primeira iterac¸a˜o a correspondeˆncia anterior e´ considerada como estimativa,
~ˆpc. O primeiro passo de validac¸a˜o da estimativa corresponde ao teste da restric¸a˜o esfe´rica
– spherical constraint – que tem como objectivo verificar se o ponto mais pro´ximo do ponto
de refereˆncia ~qi esta contido na vizinhanc¸a ε de ~ˆ cp. A regra da restric¸a˜o esfe´rica assume
que um ponto ~pviz,i, contido na lista de pontos vizinhos L, se encontra mais pro´ximo do
ponto de refereˆncia ~qi que a estimativa ~ˆpc caso ~pviz,i esteja contido na esfera S~ˆpc , centrada
no ponto ~ˆpc com raio de 2||~qi − ~ˆpc||. Assim, se a inequac¸a˜o ε > 2||~qi − ~ˆpc|| se verificar e´
garantido que o ponto mais pro´ximo de ~qi corresponde a` estimativa ou esta´ contido na
lista L, caso contra´rio a pesquisa na˜o pode ser restringida a estes pontos e e´ necessa´rio
aplicar um me´todo de pesquisa a todos os pontos do conjunto de refereˆncia {Ri}, para
determinar a correspondeˆncia bem como a respectiva lista de ponto vizinhos.
Uma vez satisfeita a regra da restric¸a˜o esfe´rica, o ponto mais pro´ximo pode ser escolhido
simplesmente pelo ca´lculo e comparac¸a˜o das distaˆncias entre os pontos da vizinhanc¸a e o
ponto alvo ~qi. Pore´m, perante uma vizinhanc¸a de pontos alargada esta estrate´gia na˜o e´
eficiente, sendo aconselha´vel a aplicac¸a˜o de outra regra de restric¸a˜o geome´trica denominada
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Figura 3.2: Regra da restric¸a˜o esfe´rica.
restric¸a˜o triangular – triangle constraint. Segundo esta abordagem e´ criado o ponto ~pd,
cuja func¸a˜o e´ registar o valor proviso´rio do ponto mais pro´ximo de ~qi. Inicialmente o ponto
~ˆpc assume o estatuto de ponto mais pro´ximo de ~qi e ~qd toma esse valor, ~pd ← ~ˆpc. Em
seguida os pontos da lista L sa˜o submetidos ao teste da restric¸a˜o triangular para verificar
a possibilidade de algum deles se encontrar mais pro´ximo de ~qi que ~qd. O processo incide
consecutivamente sobre os elementos da lista L, {~pviz,1, ..., ~pviz,k}, testando a validade da
inequac¸a˜o. Sempre que a condic¸a˜o seja respeitada, existe a possibilidade de ~pviz,n estar
mais pro´ximo de ~qi que ~pd. A confirmac¸a˜o e´ atingida atrave´s da satisfac¸a˜o da condic¸a˜o
||~qi − ~pviz,n|| < ||~qi − ~pd||, levando a que o valor de ~pd seja substitu´ıdo pelo de ~pviz,n. Se
para algum elemento a condic¸a˜o
∣∣||~qi − ~ˆpc|| − ||~pviz,n − ~ˆpc||∣∣ ≤ ||~qi − ~pd|| na˜o for va´lida
enta˜o
∣∣|~qi|.||~pviz,n − ~ˆpc||∣∣ > ||~qi−~pd||, logo o ponto ∣∣|~qi|.||~pviz,n − ~ˆpc||∣∣ > ||~qi−~pd|| na˜o pode
ser considerado mais pro´ximo de ~qi que ~pd. Como consequeˆncia da ordenac¸a˜o dos pontos
da lista de forma crescente relativamente a` distaˆncia ||~pviz,i − ~ˆpc||, todos os pontos com
ı´ndice superior a ||~pviz,i − ~ˆpc|| tambe´m violam a regra da restric¸a˜o triangular e o valor de
~pd regista definitivamente o ponto mais pro´ximo de ~qi.
O algoritmo STCNN / Kd-tree imita o espac¸o de pesquisa do ponto mais pro´ximo,
proporcionando uma reduc¸a˜o dra´stica da complexidade computacional da etapa de corres-
pondeˆncia. Greenspan e Godin [43] nos testes levados a cabo registaram ganhos superiores
a 500% relativamente ao me´todo com kd-trees.
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– Cached kd-tree
A natureza recursiva do algoritmo ICP, a par do teorema da convergeˆncia referido no
ponto anterior, tornam adequado o emprego da estrutura cached kd-tree [50] na etapa de
determinac¸a˜o do ponto mais pro´ximo. Esta estrutura difere das kd-trees originais somente
pela inclusa˜o de um apontador suplementar associado a cada no´. O apontador extra e´
direccionado para o respectivo no´ de hierarquia superior, tomando este o valor nulo no no´
raiz.
Na primeira iterac¸a˜o a pesquisa de pontos mais pro´ximos segue um algoritmo ideˆntico
ao utilizado nas kd-trees. A u´nica excepc¸a˜o reside no facto de o retorno da func¸a˜o comu-
nicar na˜o so´ o ponto mais pro´ximo, como tambe´m o valor do apontador para o no´ desse
ponto na a´rvore, sempre que o no´ em causa seja terminal. Esta informac¸a˜o adicional e´
guardada conjuntamente com a correspondeˆncia entre pontos, mantendo-se armazenada
ate´ que a pro´xima iterac¸a˜o tire partido dela.
Recordando o algoritmo de pesquisa em kd-trees, cada procura inicia-se no no´ raiz e
procede ate´ ao no´ terminal, ocorrendo em seguida o processo de backtracking. Nas cached
kd-trees os apontadores guardados em conjunto com as correspondeˆncias da iterac¸a˜o an-
terior permitem iniciar a pesquisa no no´ terminal, na˜o sendo necessa´rio percorrer a a´rvore
no sentido descendente. Deste modo, o algoritmo fica reduzido apenas ao mecanismo de
backtracking, raza˜o pela qual a complexidade computacional diminui.
Considerando I o nu´mero de iterac¸o˜es, a pesquisa em kd-trees regista no melhor caso
uma complexidade da ordem de O(I ∗NrlogNr), ao passo que a cached kd-tree no melhor
caso e´ da ordem O
(
Na ∗ (I + logNr)
)
. A comparac¸a˜o entre os dois me´todo levada a cabo
em [50] exalta a reduc¸a˜o em 50% do tempo de pesquisa em cached kd-trees. Pore´m, ha´
que ter em conta o aumento da memo´ria necessa´ria ao armazenamento dos apontadores
adicionais, O(Nr), e do valor dos apontadores que sa˜o guardados de iterac¸a˜o para iterac¸a˜o,
O(Na).
– Variac¸a˜o da Resoluc¸a˜o dos Dados
Em [41] e´ proposta uma abordagem de acelerac¸a˜o do algoritmo ICP que assenta na
variac¸a˜o do n´ıvel de representac¸a˜o dos dados. Nas iterac¸o˜es iniciais e´ executada uma
amostragem grosseira dos pontos e a` medida que a transformac¸a˜o do corpo r´ıgido e´ re-
finada, o volume de dados aumenta de modo a introduzir mais informac¸o˜es no processo.
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Segundo este princ´ıpio, nas iterac¸o˜es onde e´ considerado um menor nu´mero de pontos, a
etapa de pesquisa de correspondeˆncias torna-se menos complexa, contribuindo assim para
uma reduc¸a˜o significativa do tempo de processamento.
Adicionalmente, as iterac¸o˜es menos exigentes originam rotac¸o˜es e translac¸o˜es mais
significativas, levando a que a convergeˆncia seja atingida mais precocemente quando com-
parado com o algoritmo ICP original. Este feno´meno traduz-se na reduc¸a˜o do nu´mero de
iterac¸o˜es.
Os resultados atestam a eficieˆncia do algoritmo sem preju´ızo ao n´ıvel da precisa˜o do
resultado. Os ganhos em velocidade sa˜o considera´veis, ate´ 27 vezes mais ra´pido que o
me´todo ICP com kd-tree e 1300 mais ce´lere que o algoritmo ICP original.
– Accelerated ICP
A par da formulac¸a˜o do algoritmo ICP, Besl e McKay [22] apresentam a versa˜o Acce-
lerated ICP, que atinge melhor desempenho do ponto de vista computacional, por meio
da reduc¸a˜o do nu´mero de iterac¸o˜es. O Accelerated ICP introduz uma etapa extra res-
ponsa´vel pela comparac¸a˜o das transformac¸o˜es (R, t) calculadas nas treˆs iterac¸o˜es mais
recentes. Caso as transformac¸o˜es em causa manifestem uma orientac¸a˜o aproximada, e´
poss´ıvel extrapolar uma transformac¸a˜o a partir do escalonamento da transformac¸a˜o cor-
rente, em que o factor de escala e´ uma func¸a˜o do erro me´dio quadrado e da magnitude
das transformac¸o˜es incrementais das treˆs iterac¸o˜es anteriores.
Figura 3.3: Orientac¸a˜o das transformac¸o˜es ao longo de treˆs iterac¸o˜es.
Para que a extrapolac¸a˜o na˜o degrade a qualidade do me´todo ICP e´ essencial um bom
alinhamento entre a direcc¸a˜o das transformac¸o˜es ao longo das u´ltimas treˆs iterac¸o˜es, como
indicado em (3.5). O desalinhamento ma´ximo permitido em [22] e´ δθ = 10o.
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θk < δθ ∧ θk−1 < δθ (3.5)
O erro me´dio quadrado nas iterac¸o˜es e´ representado por dk, dk−1 e dk−2 e sa˜o definidos
treˆs argumentos vk, vk−1 e vk−2, que sera˜o utilizados como paraˆmetros na extrapolac¸a˜o,
de tal forma que:
vk = 0, vk−1 = −|| 4 ~qk||, vk−2 = −|| 4 ~qk−1||+ vk−1 (3.6)
Figura 3.4: Representac¸a˜o da aproximac¸a˜o linear e da interpolac¸a˜o parabo´lica.
Com base nestes treˆs pontos e´ calculada uma aproximac¸a˜o linear, d1(v), e uma inter-
polac¸a˜o parabo´lica, d2(v):
d1(v) = a1(v)− b1, d2(v) = a2(v)2 + b2(v) + c2 (3.7)
O ponto resultante da intersecc¸a˜o da aproximac¸a˜o linear com o plano proporciona
um poss´ıvel valor para a extrapolac¸a˜o designado update linear (3.8). Por sua vez, a
determinac¸a˜o do extremo da para´bola da´ origem ao valor do update parabo´lico (3.9).
v1 = − b1
a1
(3.8)
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v2 = − b22a2 (3.9)
E´ definido um valor ma´ximo para a transformac¸a˜o resultante da extrapolac¸a˜o, vma´x,
sendo sugerido em [22] vma´x = 25|| 4 ~qk||. O update empregue na extrapolac¸a˜o e´ seleccio-
nado com base nas condic¸o˜es seguintes:
1. Se 0 < v2 < v1 < vma´x ou 0 < v2 < vma´x < v1 e´ usado o update parabo´lico. A
transformac¸a˜o incremental e´ dada pela fo´rmula:
~qk = ~qk +
v2 4 ~qk
|| 4 ~qk|| (3.10)
2. Se 0 < v1 < v2 < vma´x ou 0 < v1 < vma´x < v2 e´ usado o update linear. A
transformac¸a˜o incremental e´ dada pela fo´rmula (3.11).
~qk = ~qk +
v1 4 ~qk
|| 4 ~qk|| (3.11)
3. Se v1 > vma´x e v2 > vma´x e´ usada a transformac¸a˜o ma´xima. A transformac¸a˜o
incremental e´ dada pela fo´rmula (3.12).
~qk = ~qk +
vma´x 4 ~qk
|| 4 ~qk|| (3.12)
A implementac¸a˜o desta abordagem e´ bastante vantajosa, pois um ciclo de 15 a 20
iterac¸o˜es do algoritmo Accelerated ICP pode equivaler a mais de 50 iterac¸o˜es do algoritmo
original.
3.1.1.2 Convergeˆncia para o Mı´nimo Global
Apesar do algoritmo ICP convergir monotonicamente para um mı´nimo local, qualquer
que seja a rotac¸a˜o e translac¸a˜o entre conjuntos de pontos, existe a possibilidade de esse
mı´nimo local na˜o corresponder ao mı´nimo global [22].
A medida mas eficaz para forc¸ar a convergeˆncia no mı´nimo global consiste na inici-
alizac¸a˜o da transformac¸a˜o por interme´dio de uma estimativa de boa qualidade [33] [51].
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A aplicac¸a˜o da estimativa ao varrimento alvo aproxima as duas superf´ıcies e guia impli-
citamente o algoritmo para a zona do mı´nimo global, promovendo a convergeˆncia neste
ponto.
A existeˆncia de pontos na˜o comuns em dois conjuntos de dados, outliers, pode tambe´m
inviabilizar a convergeˆncia no mı´nimo global. Para eliminar esta fonte de erro e´ usual
implementar um me´todo de filtragem de falsas correspondeˆncias antes do ca´lculo das
transformac¸o˜es.
3.1.1.3 Eliminac¸a˜o de Outliers
Sa˜o designados por outliers os pontos de um varrimento que incidem sobre uma regia˜o
do espac¸o na˜o representada pelo outro conjunto de pontos. A considerac¸a˜o de outliers
no ca´lculo da transformac¸a˜o de corpo r´ıgido pode ser significativamente prejudicial, pois
a correspondeˆncia erro´nea atribu´ıda a estes pontos na etapa de correspondeˆncia introduz
informac¸o˜es incorrectas no processo.
A influeˆncia de outliers e´ minorada pela implementac¸a˜o de uma estrate´gia de filtragem
das correspondeˆncias com qualidade duvidosa. A metodologia mais comum passa pela
rejeic¸a˜o de pontos correspondentes cuja distaˆncia relativa seja superior a um dado valor.
Este valor deve ser dinaˆmico, de modo a adaptar-se a` tendeˆncia de diminuic¸a˜o da distaˆncia
entre os conjuntos de pontos ao longo das iterac¸o˜es [29]. Pulli em [29] propo˜e a combinac¸a˜o
da estrate´gia anterior com a eliminac¸a˜o das 10% piores correspondeˆncias segundo uma
determinada me´trica, usualmente a distaˆncia entre pontos. Ja´ em [52] sa˜o dados como
incongruentes os pares cuja distaˆncia relativa excede um valor mu´ltiplo do desvio padra˜o
dos res´ıduos estimados.
3.1.2 Iterative Dual Correspondence (IDC)
Lu e Milos tornaram-se pioneiros na a´rea de scan matching quando no ano de 1994
introduziram o algoritmo IDC (Iterative Dual Correspondence) [32]. A motivac¸a˜o prin-
cipal por detra´s deste trabalho prende-se com a lenta convergeˆncia do predecessor ICP,
especialmente perante superf´ıcies com curvaturas acentuadas, facto que e´ justificado pela
pouca informac¸a˜o sobre rotac¸a˜o fornecida pelas correspondeˆncias determinadas segundo a
closest-point rule.
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Figura 3.5: Correspondeˆncias respeitando a closest-point rule na˜o facultam boas in-
formac¸o˜es sobre rotac¸a˜o, a inconsisteˆncia na orientac¸a˜o dos segmentos que unem os pontos
correspondentes comprova esta afirmac¸a˜o.
Como forma de contornar esta fragilidade os autores idealizaram uma nova me´trica
denominada matching-range-point rule, atrave´s da qual se adquirem correspondeˆncias que
revelam de forma significativa a componente rotacional. A ideia fulcral da matching-range-
point rule e´ a de que a translac¸a˜o foi previamente calculada e a principal preocupac¸a˜o e´
a determinac¸a˜o da orientac¸a˜o. Relegando para segundo plano a translac¸a˜o, a matching-
range-point rule selecciona o par pi do ponto qi com base na semelhanc¸a das distaˆncias
polares entre os pontos e a origem dada pela posic¸a˜o do sensor. E´ ainda definido um
limite ma´ximo angular Bω para o estabelecimento da correspondeˆncia, facto que limita o
erro rotacional ma´ximo que o me´todo e´ capaz de corrigir em cada iterac¸a˜o, prevenindo no
entanto falsas correspondeˆncias entre pontos na˜o relacionados.
O algoritmo IDC combina as me´tricas closest-point rule e matching-range-point rule,
usufruindo deste modo das boas prestac¸o˜es da primeira no ca´lculo da translac¸a˜o e empre-
gando a segunda na determinac¸a˜o da rotac¸a˜o. A conjugac¸a˜o das duas regras traduz-se na
antecipac¸a˜o da convergeˆncia e no aumento da estabilidade relativamente a diferenc¸as de
orientac¸a˜o considera´veis entre os dois conjuntos de pontos. O algoritmo IDC desenrola-se
de forma iterativa, em que cada ciclo contempla a seguinte ordem de tarefas:
1. Para cada ponto qi do varrimento alvo,
(a) Aplicar a closest-point rule para determinar a correspondeˆncia p′i.
(b) Recorrer a` matching-range-point rule para seleccionar a correspondeˆncia p′′i .
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Figura 3.6: Matching-range-point rule. (a) Representac¸a˜o geome´trica da me´trica. (b) Cor-
respondeˆncias obtidas pela aplicac¸a˜o da regra. A informac¸a˜o sobre rotac¸a˜o e´ percept´ıvel
pela orientac¸a˜o consistente dos segmentos que unem os pares.
2. Calcular a soluc¸a˜o de mı´nimos quadrados (R1, t1) atrave´s das correspondeˆncias ob-
tidas pela closest-point rule.
3. Calcular a soluc¸a˜o de mı´nimos quadrados (R2, t2) atrave´s das correspondeˆncias ob-
tidas pela matching-range-point rule.
4. Construir a transformac¸a˜o (R2, t1), aplica-la aos pontos do conjunto alvo e integrac¸a˜o
das varia´veis de transformac¸a˜o cumulativas.
O me´todo ICP e´ bastante popular devido a` qualidade dos resultados conseguidos [53].
Contudo, a separac¸a˜o entre o ca´lculo da rotac¸a˜o e translac¸a˜o leva a que estas duas com-
ponentes na˜o se encontrem directamente relacionadas, podendo deteriorar os resultados.
Por outro lado, apesar da reduc¸a˜o do nu´mero de iterac¸o˜es resultante da antecipac¸a˜o da
convergeˆncia, a necessidade de produzir dois tipos de correspondeˆncias em cada iterac¸a˜o
eleva a complexidade computacional do algoritmo face ao ICP.
3.1.3 Metric-based ICP (MbICP)
O algoritmo MbICP [54] conte´m a mesma estrutura do algoritmo ICP, pore´m introduz
uma regra de correspondeˆncia inovadora, que assimila simultaneamente informac¸o˜es sobre
translac¸a˜o e rotac¸a˜o, colmatando deste modo a maior falha do algoritmo IDC. Como
anteriormente referido a regra closest-point rule baseada apenas na distaˆncia euclidiana
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apresenta um fraco desempenho na estimac¸a˜o de erros rotacionais. A me´trica empregue
no MbICP representa uma medida de distaˆncia no plano, definida como a norma mı´nima
da transformac¸a˜o de corpo r´ıgido que sobrepo˜e dois pontos. Ao considerar a totalidade
da transformac¸a˜o, a me´trica agrega um membro relativo a` translac¸a˜o e uma componente
rotacional
Uma transformac¸a˜o de corpo r´ıgido 2D pode ser definida por um vector q = (x, y, θ).
Em [54] considera-se que a norma da transformac¸a˜o q e´:
||q|| =
√
x2 + y2 + L2θ2 (3.13)
- Onde o paraˆmetro L constitui um nu´mero real que indica a quantidade da compo-
nente rotacional a considerar.
Dados dois pontos p1 = (p1x, p1y) e p2 = (p2x, p2y), a distaˆncia entre eles e´ definida
como:
dp(p1, p2) = min
{∣∣∣∣q∣∣∣∣ | q(p1) = p2} (3.14)
Sendo:
q(p1) =
 x+ p1x cos θ − p1y sin θ
y + p1x sin θ − p1y cos θ

Infelizmente na˜o existe uma expressa˜o anal´ıtica para o ca´lculo da distaˆncia (3.14), to-
davia e´ apresentada uma aproximac¸a˜o (3.15), va´lida quando a norma mı´nima da translac¸a˜o
e´ pequena.
dapp (p1, p2) =
√






Com δx = p2x − p1x e δy = p2y − p1y.
Na generalidade dos testes executados em [55] o MbICP produz correspondeˆncias com
grande qualidade, atingindo uma percentagem de associac¸o˜es falsas inferior a 1%. O
nu´mero de iterac¸o˜es necessa´rio para atingir a convergeˆncia e´ sensivelmente ideˆntico ao do
IDC, com vantagem para este u´ltimo. O algoritmo ICP converge nitidamente mais tarde,
revelando um acre´scimo me´dio de iterac¸o˜es superior a 1/3 relativamente ao MbICP e ao
IDC. Por outro lado o algoritmo IDC, pela necessidade de ca´lculo de dois conjuntos de
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correspondeˆncias, regista o pior desempenho computacional. Neste campo o MbICP e´
l´ıder, todavia o me´todo ICP produz tempos de resposta aproximados.
3.2 Feature-based Scan Matching (FBSM)
Perante um cena´rio estruturado onde a identificac¸a˜o de features (por exemplo cantos
ou superf´ıcies planas) seja via´vel [56], podera´ ser bene´fico recorrer a estas particularidades
no processo de comparac¸a˜o dos varrimentos, devido ao ganho computacional que adve´m
da utilizac¸a˜o de um menor nu´mero de informac¸o˜es.
Em [57] os pontos obtidos pelo sensor sa˜o comparados com rectas definidas num modelo
fornecido a` priori, segundo o me´todo do vizinho mais pro´ximo (Nearest Neighbor). Com
base nas correspondeˆncias estabelecidas e nos dados de dead reckoning adquiridos por
odometria, sa˜o calculadas uma rotac¸a˜o e uma translac¸a˜o, que resultam da minimizac¸a˜o da
distaˆncia total entre os pontos e as linhas a eles associadas. A transformac¸a˜o e´ aplicada
aos pontos e o processo repete-se ate´ que os resultados apresentem a qualidade desejada.
O projecto AMOS [58] implementa uma melhoria do me´todo anterior, pois as linhas
sa˜o extra´ıdas a partir de uma sequeˆncia de varrimentos, na˜o sendo necessa´rio possuir
conhecimento pre´vio do ambiente.
Mais recentemente o algoritmo HAYAI (High-Speed and Yet Accurate Indoor/Outdoor
Tracking) [59] apresenta uma performance nota´vel quer em ambiente indoor ou outdoor.
Foi desenvolvido para operar em roboˆs ra´pidos com velocidade ma´xima de 4 m/s, o que
obrigou ao esforc¸o bem sucedido de reduc¸a˜o da complexidade computacional, de modo a
atingir respostas em tempo real. A determinac¸a˜o das transformac¸o˜es entre dois varrimen-
tos resulta da minimizac¸a˜o do erro em distaˆncia entre pares de features. A robustez do
me´todo e´ assegurada pela utilizac¸a˜o de features invariantes a rotac¸o˜es e translac¸o˜es e pela
aplicac¸a˜o de me´todos de filtragem de ru´ıdo das medidas.
O estudo [60] oferece uma melhoria ao n´ıvel do algoritmo de extracc¸a˜o de features. Com
base na ana´lise das va´rias fontes de ru´ıdo e´ atribu´ıdo um valor de incerteza a cada feature,
que sera´ utilizado tanto no processo de correspondeˆncia como na etapa de estimac¸a˜o da
transformac¸a˜o.
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3.3 Algoritmos que na˜o Estabelecem Correspondeˆncias
Esta secc¸a˜o reporta alguns algoritmos que exploram um paradigma distinto, nestes
casos na˜o sa˜o estabelecidas correspondeˆncias directas entre pontos ou features. Ao evitar
o problema de associac¸a˜o de dados estas abordagens eliminam a etapa que normalmente
introduz os erros mais significativos nos processos de scan matching [61].
Weiss e Puttkammer [62] recorrem a histogramas para estabelecer a relac¸a˜o entre dois
varrimentos 2D, que resulta da determinac¸a˜o do ma´ximo da func¸a˜o de correlac¸a˜o cruzada.
Em primeiro lugar e´ constru´ıdo o histograma angular com o objectivo de estimar a rotac¸a˜o
entre os dois conjuntos de dados. O ca´lculo da translac¸a˜o assenta sobre a ana´lise dos his-
togramas segundo a direcc¸a˜o x e y, que sa˜o elaborados apo´s a determinac¸a˜o e aplicac¸a˜o da
direcc¸a˜o mais prova´vel. A precisa˜o e tempo de processamento atingidos por este algoritmo
dependem da escala de discretizac¸a˜o dos histogramas. A obtenc¸a˜o de preciso˜es adequadas
ao processo de mapeamento acarreta um elevado dispeˆndio computacional [59].
Biber e Straßer [14] apresentam o me´todo iterativo NDT (The Normal Distributions
Transform). Atrave´s da divisa˜o do espac¸o, por ce´lulas em torno do sensor, alcanc¸a-se uma
func¸a˜o definida por ramos diferencia´vel, que representa o espac¸o 2D sob a forma de uma
distribuic¸a˜o de probabilidade. Uma estimac¸a˜o da movimentac¸a˜o do sensor e´ obtida pela
minimizac¸a˜o da func¸a˜o atrave´s do me´todo de Newton, que requer o ca´lculo da primeira e
segunda derivadas. Tarefas como a rejeic¸a˜o de outliers e o ajuste do tamanho das ce´lulas
requerem uma calibrac¸a˜o minuciosa, o que torna este me´todo pouco adequado a` maioria
das aplicac¸o˜es de scan matching. Em contrapartida, uma boa afinac¸a˜o dos paraˆmetros e
a implementac¸a˜o de melhorias no algoritmo de Newton proporcionam uma performance
acima da me´dia [53].
A eficieˆncia do algoritmo e´ comprovada por Biber e Straßer. Nos testes efectuados,
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A visa˜o animal e´ um sentido bastante poderoso, na medida em que permite obter
um vasto leque de informac¸o˜es sobre o ambiente circundante sem ser necessa´rio efectuar
qualquer tipo de contacto f´ısico. Atrave´s dela e´ poss´ıvel identificar e deduzir a posic¸a˜o de
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objectos, formular relac¸o˜es entre eles e interagir com o mundo de forma inteligente, para
ale´m de constituir o sentido que serve de suporte aos mecanismos de navegac¸a˜o.
Com o intuito de dotar as ma´quinas destas capacidades, ao longo dos u´ltimos trinta
anos, a problema´tica de visa˜o computacional tem sido estudada com afinco, de tal modo
que actualmente existem inu´meras soluc¸o˜es comerciais para aplicac¸o˜es que va˜o desde o
controlo de qualidade em linhas de produc¸a˜o, ate´ aparelhos de apoio ao diagno´stico me´dico.
Na a´rea da robo´tica mo´vel e´ empregue na determinac¸a˜o da localizac¸a˜o e movimentac¸a˜o
dos roboˆs, na detecc¸a˜o e identificac¸a˜o de obsta´culos esta´ticos ou mo´veis, na construc¸a˜o de
mapas do ambiente e em mecanismos de aprendizagem.
O processo inicia-se com a aquisic¸a˜o de uma ou mais imagens de intensidade, e em
seguida podem ser tomadas medidas para a reduc¸a˜o de ru´ıdo, apo´s as quais a imagem
estara´ em condic¸o˜es de ser analisada. O estudo da imagem consiste na tentativa de iden-
tificac¸a˜o de pontos de interesse ou de conjuntos de p´ıxeis com as mesmas caracter´ısticas,
que de alguma forma se relacionam com propriedades de objectos ou padro˜es observados
no mundo em treˆs dimenso˜es.
4.1 Extracc¸a˜o de Features
No aˆmbito da visa˜o computacional a designac¸a˜o de feature e´ atribu´ıda a uma parcela
da imagem que representa uma determinada particularidade de interesse. Como feature
podem considerar-se p´ıxeis com intensidade d´ıspar relativamente a` vizinhanc¸a, cantos (cor-
ners), zonas de fronteira (edges), linhas e curvas. Nos processos de localizac¸a˜o auto´noma
as features mais utilizadas sa˜o cantos, pore´m tambe´m e´ va´lido o emprego de edges, linhas
e pontos com intensidade dissonante.
A extracc¸a˜o de features e´ uma tarefa de processamento de imagem de baixo n´ıvel, que
opera de forma densa sobre cada p´ıxel da imagem, de modo a testar a existeˆncia de uma
particularidade nesse ponto. A repetibilidade e´ das propriedades mais importantes nos al-
goritmos de detecc¸a˜o de features, pois a maior parte das aplicac¸o˜es de visa˜o computacional
depende da identificac¸a˜o das mesmas features ao longo de sequeˆncias de imagens. Neste
contexto, os algoritmos de extracc¸a˜o de features mais populares desenvolvem te´cnicas para
fazer face a alterac¸o˜es de perspectiva, iluminac¸a˜o, escala e rotac¸a˜o da imagem provoca-
das pela movimentac¸a˜o da caˆmara, de modo que estas ocorreˆncias na˜o se reflictam na
capacidade de detecc¸a˜o. Em contrapartida, ao caminhar para a soluc¸a˜o mais robusta
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manifesta-se o aumento dos requisitos computacionais, factor tambe´m determinante na
escolha de um algoritmo de extracc¸a˜o de features.
A maioria dos algoritmos de detecc¸a˜o de features operam em imagens em escala de
cinza. Ao na˜o trabalhar sobre imagens a cores os algoritmos tornam-se mais simples e
computacionalmente menos exaustivos.
Em seguida sa˜o explanados dois algoritmos adequados a aplicac¸o˜es de localizac¸a˜o
auto´noma.
4.1.1 Detector de Harris
O algoritmo de detecc¸a˜o de Harris [63], normalmente referido como um detector de
cantos, possibilita a extracc¸a˜o de cantos e de edges, embora a estrate´gia de detecc¸a˜o de
cantos seja no fundo sens´ıvel a pontos de interesse. A categoria dos pontos de interesse
abrange cantos, pontos extremos de linhas, pontos isolados com intensidade local discre-
pante e pontos de uma curva onde a curvatura e´ ma´xima. Na pra´tica, a maior parte
dos me´todos de detecc¸a˜o de cantos consiste em detectores de pontos de interesse, como
consequeˆncia, nas situac¸o˜es em que seja necessa´rio marcar apenas os cantos e´ necessa´ria
uma ana´lise local mais exaustiva.
O me´todo de Harris e´ um melhoramento do proposto por Moravec [64], este com
careˆncias ao n´ıvel da imunidade ao ru´ıdo, da sensibilidade excessiva a edges e da influeˆncia
da orientac¸a˜o da imagem na detecc¸a˜o dos pontos. O me´todo de Harris consiste na ana´lise
da energia em cada ponto da imagem, atrave´s da determinac¸a˜o do grau de correlac¸a˜o entre
o p´ıxel e uma janela que se desloca na sua vizinhanc¸a.
Figura 4.1: Deslocac¸a˜o da janela no me´todo de Harris. a) Deslocac¸a˜o da janela numa a´rea
uniforme produz pouca energia. b) Variac¸a˜o da energia segundo uma direcc¸a˜o indica uma
zona de fronteira. c) Variac¸a˜o em todas as direcc¸o˜es revela um ponto de interesse.
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I(x+ u, y + v)− I(x, y))2 (4.1)
- Onde (u, v) dizem respeito a`s coordenadas dos pontos da vizinhanc¸a, (x, y) indicam
o ponto da imagem em ana´lise, E a energia, I a intensidade dos p´ıxeis da imagem e
w a func¸a˜o respeitada na gerac¸a˜o dos valores da janela
Para que o processo seja menos sens´ıvel a` rotac¸a˜o dos cantos a func¸a˜o w deve corres-
ponder a uma gaussiana circular, obedecendo a` seguinte expressa˜o:
w(u, v) = e−
u2+v2
2σ2 (4.2)
- Onde: u2 + v2 ≤ s2 e s define o raio.




Para pequenos deslocamentos [u, v] a expressa˜o da energia pode ser aproximada recor-
rendo a` expansa˜o de Taylor de primeira ordem, resultando:
- Onde M =
 a c
c b
. Sendo: a = ( δI
δx
)2










Figura 4.2: Aspecto das derivadas da imagem segundo x e y e resultado da sua multi-
plicac¸a˜o.
A matriz sime´tricaM constitui uma medida da covariaˆncia da intensidade do gradiente,
suavizada pela convoluc¸a˜o com a gaussiana. A covariaˆncia pode ser representada sob a
forma de uma elipse, onde os valores pro´prios se relacionam com o alongamento dos brac¸os
da elipse.
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Figura 4.3: Elipse de covariaˆncia.
A classificac¸a˜o do ponto e´ ditada pelos valores pro´prios da matriz M, podendo ocorrer
treˆs situac¸o˜es distintas:
• λ1 e λ2 sa˜o pequenos – E e´ praticamente constante em todas as direcc¸o˜es e estamos
perante uma zona uniforme;
• λ1  λ2 ou λ1  λ2 – indicam um edge;
• λ1 e λ2 sa˜o valores elevados – existe um ponto de interesse.
O formato da elipse relaciona-se com o tipo de feature do ponto, como se mostra na
figura (4.4).
Figura 4.4: Relac¸a˜o entre a forma da elipse e a feature em causa.
Outro me´todo de ana´lise baseia-se no ca´lculo da amplitude da func¸a˜o de resposta R
para cada ponto, obtido pela aplicac¸a˜o da fo´rmula:
R = det(M)− k(trac¸o(M))2 (4.4)
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- Onde:
det(M) = λ1λ2 = ab− c2 (4.5)
trac¸o(M) = λ1 + λ2 = a+ b (4.6)
- Com k = 0.04, segundo sugerido em [63].
Os ma´ximos locais de R correspondem aos pontos de interesse. No entanto, e´ usual-
mente definido um valor mı´nimo (threshold), abaixo do qual os pontos de interesse sa˜o
desprezados. Desta forma reduz-se o nu´mero de pontos, filtrando os de menor intensidade.
A ana´lise pode ser feita graficamente pela divisa˜o do espac¸o dos valores pro´prios, como
espelha a figura (4.5).
Figura 4.5: Divisa˜o do espac¸o dos valores pro´prios para diferenciac¸a˜o entre pontos de
interesse e fronteiras.
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– Propriedades
• Pelo facto de serem utilizadas derivadas na composic¸a˜o da matriz M o me´todo torna-
se bastante insens´ıvel a alterac¸o˜es de intensidade globais, pois so´ as diferenc¸as entre
intensidades dos pontos sa˜o consideradas.
• Muitas das refereˆncias ao me´todo de Harris referem-no erradamente como sendo
isotro´pico, ou seja imune a variac¸o˜es de rotac¸a˜o da imagem. O ca´lculo da matriz M
e´ feito com base nos gradientes horizontais e verticais, levando a que a orientac¸a˜o
dos pontos de interesse tenha impacto na qualidade da detecc¸a˜o. Este problema e´




• Por u´ltimo, pode constatar-se que a avaliac¸a˜o do tipo de feature e´ influenciada pela
relac¸a˜o entre o seu tamanho e a dimensa˜o da janela. Significa que o processo na˜o e´
invariante a alterac¸o˜es na escala da imagem.
Figura 4.6: Efeito da variac¸a˜o de escala da imagem na classificac¸a˜o da feature.
4.1.2 Scale-Invariant Feature Transform (SIFT)
O algoritmo de visa˜o computacional SIFT desenvolvido por David Lowe [65] permite
atingir um elevado grau de repetibilidade na detecc¸a˜o de pontos de interesse, visto so´
serem seleccionados aqueles que apresentam caracter´ısticas invariantes relativamente a
alterac¸o˜es de escala e rotac¸a˜o. Adicionalmente, este me´todo oferece alguma imunidade a`
presenc¸a de ru´ıdo na imagem e a variac¸o˜es de iluminac¸a˜o, associa ainda a cada ponto de
interesse um descritor cuja informac¸a˜o caracteriza na˜o so´ o ponto como os p´ıxeis na sua
vizinhanc¸a. O descritor partilha as mesmas caracter´ısticas de invariaˆncia a alterac¸o˜es de
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escala e rotac¸a˜o e conte´m informac¸a˜o altamente distintiva, com base na qual e´ poss´ıvel
estabelecer correspondeˆncias entre pontos comuns em va´rias imagens.
De forma a optimizar o desempenho computacional, e´ adoptada uma abordagem de
filtragem em cascata, onde os pontos em ana´lise sa˜o submetidos a testes de validac¸a˜o antes
da execuc¸a˜o das tarefas mais dispendiosas computacionalmente. O algoritmo SIFT pode
ser seccionado em quatro etapas:
• Detecc¸a˜o de extremos ao longo do espac¸o de escala;
• Obtenc¸a˜o da localizac¸a˜o dos pontos;
• Determinac¸a˜o da orientac¸a˜o;
• Gerac¸a˜o dos descritores.
4.1.2.1 Detecc¸a˜o de Extremos ao longo do Espac¸o de Escala
A primeira fase de selecc¸a˜o foca a robustez da detecc¸a˜o dos pontos face a alterac¸o˜es
na escala da imagem. A pesquisa baseia-se no estudo da estabilidade dos pontos ao longo
de uma gama de escalas, utilizando uma func¸a˜o de escala cont´ınua denominada espac¸o de
escala. Esta operac¸a˜o tem como objectivo a eliminac¸a˜o progressiva do detalhe da imagem,
para assim simular as variac¸o˜es de escala dos objectos. De acordo com os trabalhos de
Koenderink [66] e Lindeberg [67] o kernel1 de espac¸o de escala utilizado corresponde a
uma func¸a˜o gaussiana, uma vez que esta minimiza a deturpac¸a˜o da imagem e consequente
introduc¸a˜o de falsos detalhes.
Assim, o espac¸o de escala, L(x, y, σ), de uma imagem e´ obtido atrave´s da convoluc¸a˜o
do kernel gaussiano de escala varia´vel, G(x, y, σ), com a imagem de entrada, I(x, y), onde
σ representa o grau de suavizac¸a˜o:
L(x, y, σ) = G(x, y, σ)⊗ I(x, y) (4.7)
O operador ⊗ indica a operac¸a˜o de convoluc¸a˜o segundo x e y, enquanto que o kernel
gaussiano G(x, y, σ) e´ dado por:











1Em visa˜o computacional a grelha que definde o pesos dos p´ıxeis num filtro linear e´ designada por kernel
[68].
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Figura 4.7: Exemplo de um espac¸o de escala.
Na figura (4.7) e´ representado o exemplo de um espac¸o de escala, resultante da sucessiva
convoluc¸a˜o da imagem original com o kernel gaussiano. Apo´s esta operac¸a˜o a imagem de
entrada e´ amostrada por um factor mu´ltiplo de 2 originando imagens de menor dimensa˜o.
A elas aplica-se o mesmo me´todo de filtragem com o propo´sito de produzir uma cascata
estruturalmente semelhante a` exibida na figura (4.8).
Figura 4.8: Representac¸a˜o de quatro oitavas e espac¸os de escala correspondentes.
As imagens de igual dimensa˜o formam grupos designados por oitavas. O algoritmo
SIFT preveˆ a construc¸a˜o de quatro oitavas, compostas por espac¸os de escala de cinco
imagens, contudo estas dimenso˜es podem sofrer ligeiros desvios de modo a adequar o
algoritmo a` resoluc¸a˜o das imagens e ao nu´mero de pontos de interesse desejados.
O Laplaciano de Gaussianas (LoG) e´ uma medida isotro´pica2 resultante das derivadas
de segunda ordem de uma imagem. O LoG de uma imagem realc¸a regio˜es com variac¸a˜o
abrupta de intensidade, essa propriedade justifica a sua aplicac¸a˜o em algoritmos de de-
tecc¸a˜o de edges e cantos, como e´ o caso do detector de Harris. Pore´m a elevada sensibi-
lidade das segundas derivadas ao ru´ıdo constitui um grande inconveniente, de modo que
2No contexto do processamento de imagem a propriedade de isotropia indica a aplicac¸a˜o equitativa de
uma determinada operac¸a˜o em todas as direcc¸o˜es, sem existir qualquer sensibilidade ou tendeˆncia face
a` orientac¸a˜o da imagem. Um bom exemplo de uma operac¸a˜o isotro´pica e´ a suavizac¸a˜o de imagens pela
convoluc¸a˜o com um kernel gaussiano. Contudo e´ importante frisar que a implementac¸a˜o de uma operac¸a˜o
teoricamente isotropica pode na˜o replicar de forma absoluta esta propriedade, pois a disposic¸a˜o dos p´ıxeis
segundo uma grelha discreta inviabiliza operac¸o˜es no espac¸o cont´ınuo.
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habitualmente a imagem e´ submetida a um processo de suavizac¸a˜o gaussiano para garantir
a estabilidade do me´todo.
O ca´lculo de derivadas de segunda ordem obriga a grande dispeˆndio computacional,
por isso o algoritmo SIFT, usufruindo do espac¸o de escala, substitui o Laplaciano de
Gaussianas pela equivalente Diferenc¸a de Gaussianas (DoG), D(x, y, σ).
D(x, y, σ) =
(
(G(x, y, kσ)−G(x, y, σ))⊗ I(x, y) = L(x, y, kσ)− L(x, y, σ) (4.9)
Figura 4.9: Ca´lculo da diferenc¸a de gaussianas.
A Diferenc¸a de Gaussianas executa simplesmente a subtracc¸a˜o entre imagem de duas
escalas consecutivas (figura 4.9), atingindo um patamar de eficieˆncia computacional supe-
rior ao Laplaciano de Gaussianas e preservando a propriedade de invariaˆncia relativamente
a alterac¸o˜es de escala.
A detecc¸a˜o dos extremos locais, nas imagens provenientes das diferenc¸as de gaussianas,
e´ feita comparando cada ponto com os oito vizinhos mais pro´ximos na mesma imagem e
com os pontos das imagens adjacentes no espac¸o de escala, abrangidos por uma janela de
3 × 3 com centro no ponto em ana´lise (figura 4.11). O ponto e´ considerado um extremo
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Figura 4.10: Imagens originadas por diferenc¸a de gaussianas ao longo de quatro oitavas.
local caso o valor de intensidade seja superior ou inferior ao registado por cada um dos
vizinhos. Note-se que a pesquisa de extremos locais na˜o recai sobre as escalas superior e
inferior, devido a` escassez de pontos vizinhos.
Figura 4.11: Pontos considerados na pesquisa de extremos.
4.1.2.2 Obtenc¸a˜o da Localizac¸a˜o dos Pontos
O processo de detecc¸a˜o de extremos ao longo do espac¸o de escala origina um excesso
de pontos extremos candidatos, muitos deles insta´veis. Nesta etapa, a localizac¸a˜o dos
extremos e´ melhorada e atinge uma precisa˜o sub-p´ıxel, em seguida e´ executado um estudo
baseado no valor dos p´ıxeis ao redor do ponto, para identificar e posteriormente rejeitar
aqueles que registam baixos n´ıveis de contraste, sendo por isso mais sens´ıveis a ru´ıdo.
Para cada ponto candidato e´ levada a cabo uma interpolac¸a˜o dos dados na vizinhanc¸a,
com o objectivo de determinar com exactida˜o a posic¸a˜o do extremo local. A interpolac¸a˜o
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e´ executada com o recurso a` expansa˜o segundo a se´rie de Taylor ate´ ao termo de segunda
ordem, da func¸a˜o de espac¸o de escala, D(x, y, σ), centrada no ponto candidato.










- Onde D e as respectivas derivadas sa˜o calculadas em relac¸a˜o ao ponto candidato e
x = (x, y, σ)T indica o offset relativamente ao ponto candidato.
O incremento de localizac¸a˜o do extremo local, xˆ, face a` localizac¸a˜o do ponto candidato







Um incremento xˆ superior a 0.5 em qualquer dimensa˜o e´ o indicio de que o extremo
se encontra mais pro´ximo de outro ponto candidato, logo a posic¸a˜o do ponto candidato
e´ corrigida e a interpolac¸a˜o e´ executada relativamente a esta nova localizac¸a˜o. Caso
contra´rio, o incremento e´ adicionado a` posic¸a˜o do ponto candidato, de modo a reflectir na
posic¸a˜o do extremo o aumento de precisa˜o adjacente a` interpolac¸a˜o. A` posic¸a˜o do extremo
e´ associada a componente σ que indica a sua escala. A determinac¸a˜o da localizac¸a˜o do
extremo no espac¸o de escala baseia-se no me´todo de piraˆmides h´ıbridas [69].
A validac¸a˜o do n´ıvel de contraste do candidato implica o ca´lculo do termo de segunda
ordem da expansa˜o de Taylor relativamente ao offset xˆ. Caso o valor resultante desta
operac¸a˜o seja inferior a 0.03 o ponto candidato e´ exclu´ıdo.
Finalmente, devido ao facto da func¸a˜o diferenc¸a de gaussianas produzir respostas sig-
nificativas ao longo de zonas de fronteira, e´ fundamental executar uma filtragem de pontos
candidatos com localizac¸a˜o deficiente e resposta coerente com a manifestada por edges. Um
ponto correspondente a uma zona de fronteira caracteriza-se por uma curvatura principal
pouco acentuada ao longo do edge, a par de uma curvatura principal bastante pronunciada
no sentido transversal. A determinac¸a˜o da magnitude das curvaturas principais resulta do
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Os valores pro´prios de H sa˜o proporcionais a`s curvaturas principais pore´m, com vista
a` reduc¸a˜o da complexidade do algoritmo, o ca´lculo dos valores pro´prios e´ substitu´ıdo pela
ana´lise da proporc¸a˜o entre a magnitude de ambos, fo´rmula (4.13).
trac¸o(H)2
Det(H)




- Onde trac¸o(H) = Dxx +Dyy, Det(H) = DxxDyy − (Dxy)2 e o caracter r representa
a proporc¸a˜o entre a magnitude dos valores pro´pios.
O caracter r regista o valor limite admiss´ıvel para discrepaˆncia entre os valores pro´prios3.
4.1.2.3 Determinac¸a˜o da Orientac¸a˜o
O algoritmo SIFT atribui a cada ponto de interesse um valor de orientac¸a˜o que de-
pende da evoluc¸a˜o dos gradientes de intensidade nessa zona. Posteriormente o descritor e´
constru´ıdo relativamente a este paraˆmetro de rotac¸a˜o, estrate´gia vital para alcanc¸ar imu-
nidade de detecc¸a˜o relativamente a` rotac¸a˜o da imagem, pois em caso de correspondeˆncia
entre pontos, a diferenc¸a de orientac¸a˜o indica a rotac¸a˜o a efectuar entre os descritores para
que a sua comparac¸a˜o seja poss´ıvel.
O processo implica o ca´lculo da magnitude, m(x, y), e orientac¸a˜o, θ(x, y), do gradi-
ente na imagem L(x, y, σ) para cada p´ıxel na vizinhanc¸a do ponto de interesse, com σ
correspondente a` escala mais pro´xima do ponto de interesse.
m(x, y) =
√(
L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (4.14)
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
(4.15)
Os valores calculados sa˜o agregados num histograma com 36 barras, que discretizam
a orientac¸a˜o com uma resoluc¸a˜o de 10◦. A intensidade de uma barra do histograma cor-
responde a` magnitude do gradiente segundo a direcc¸a˜o associada a` barra. A contribuic¸a˜o
da magnitude calculada em cada p´ıxel e´ pesada por uma janela Gaussiana circular, com
desvio padra˜o 1.5 vezes superior a` escala do ponto de interesse. Os picos do histograma
correspondem a orientac¸o˜es dominantes.
3Em [65] e´ utilizado o limite ma´ximo de r = 10
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Uma vez completo o histograma, sa˜o atribu´ıdas ao ponto de interesse as orientac¸o˜es
correspondentes ao maior pico, em conjunto com os picos locais que apresentem um valor
superior a 80% do pico ma´ximo. Caso sejam conferidas mu´ltiplas orientac¸o˜es a um deter-
minado ponto de interesse, sa˜o criadas re´plicas desse ponto, com a mesma localizac¸a˜o e
escala, a`s quais sera´ atribu´ıda uma u´nica orientac¸a˜o. Finalmente e´ ajustada uma para´bola
a`s treˆs barras do histograma mais pro´ximas do pico, com o intuito de interpolar a posic¸a˜o
do pico para efeitos de aumento da precisa˜o nesta grandeza.
4.1.2.4 Construc¸a˜o do Descritor
Nos passos anteriores foram encontradas as localizac¸o˜es dos pontos de interesse ao
longo das va´rias escalas, tendo sido ainda atribu´ıdos valores de orientac¸a˜o concordantes
com os gradientes de intensidade na vizinhanc¸a. Estas etapas garantem invariaˆncia ao
enquadramento do ponto na imagem, escala e rotac¸a˜o. Nesta u´ltima fase e´ calculado para
cada ponto de interesse um descritor altamente distintivo e invariante face a alterac¸o˜es de
iluminac¸a˜o e perspectiva. As operac¸o˜es descritas em seguida incidem sobre a imagem com
escala mais pro´xima da atribu´ıda ao ponto de interesse.
O desenvolvimento do descritor inicia-se com a criac¸a˜o de um conjunto de histogramas
de rotac¸a˜o com oito barras, relativos a uma regia˜o de 4 × 4 p´ıxeis. Sa˜o constru´ıdos
16 histogramas que cobrem uma a´rea de 16 × 16 p´ıxeis centrada no ponto de interesse.
Para cada histograma contribuem os valores magnitude e orientac¸a˜o calculados para os
p´ıxeis dentro da respectiva janela 4 × 4. As magnitudes sa˜o pesadas por uma func¸a˜o
gaussiana com desvio padra˜o correspondente a metade da largura da janela do descritor.
O descritor corresponde ao conjunto de valores de todos os histogramas representados em
forma de vector. O vector e´ normalizado com vista a` obtenc¸a˜o de uma caracterizac¸a˜o
imune a variac¸o˜es de iluminac¸a˜o e perspectiva. Para reduzir os efeitos de iluminac¸a˜o na˜o
linear e´ adicionado a todos os elementos o valor 0.2, seguido de uma nova operac¸a˜o de
normalizac¸a˜o.
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4.2 Correspondeˆncia entre Imagens
A correspondeˆncia de features em mu´ltiplas imagens e´ executada geralmente atrave´s
de comparac¸a˜o entre descritores ou recorrendo ao me´todo de Template Matching.
4.2.1 Comparac¸a˜o de Descritores do Tipo SIFT
Os descritores codificam as propriedades da imagem em redor do ponto de interesse,
criando para cada ponto uma marca de identidade pro´pria. Sempre que as features pos-
suam um descritor a correspondeˆncia deve basear-se na comparac¸a˜o destes elementos.
Segundo o algoritmo SIFT [65] o descritor de um dado ponto de interesse e´ representado
sob a forma de um vector, que armazena os dados de 4 × 4 histogramas com 8 barras,
o que resulta num total de 128 elementos. No me´todo SIFT dois descritores de features
em imagens diferentes sa˜o considerados equivalentes caso a distaˆncia Euclidiana entre o
par seja inferior a` manifestada por todas as outras combinac¸o˜es. Note-se que a distaˆncia
Euclidiana em causa e´ calculada atrave´s dos 128 elementos contidos no descritor e na˜o
corresponde a` diferenc¸a de posic¸a˜o das features na imagem.
Ei,j = ||di − dj ||2 (4.16)
Com vista a` reduc¸a˜o do nu´mero de associac¸o˜es erradas, caso a menor distaˆncia entre
descritores seja inferior a 60% da distaˆncia para a segunda melhor hipo´tese, a corres-
pondeˆncia na˜o e´ estabelecida.
4.2.2 Template Matching
A te´cnica de Template Matching procura identificar porc¸o˜es de imagem ideˆnticas pela
comparac¸a˜o directa da intensidade dos p´ıxeis. E´ portanto uma te´cnica indicada para lidar
com features desprovidas de descritor, como e´ o caso das produzidas pelo detector de
Harris ou pelo algoritmo FAST.
A pesquisa de correspondeˆncias inicia-se com a construc¸a˜o de um template, composto
pelos p´ıxeis dentro de uma janela quadrada centrada na posic¸a˜o da feature na imagem de
refereˆncia. Em seguida o template desloca-se sobre a imagem alvo e em cada posic¸a˜o e´
calculada uma medida que traduz a semelhanc¸a entre os dois conjuntos de p´ıxeis que se
sobrepo˜em.
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A medida de semelhanc¸a resulta da aplicac¸a˜o de um me´todo de correlac¸a˜o linear, como





Tp(i, j)− I(x− i, y − j)
)2
(4.17)
- Onde Tp representa o template com dimensa˜o W centrado no p´ıxel (x, y) da imagem
alvo I. Os ı´ndices i e j correspondem a` localizac¸a˜o de um elemento no template.
A quantidade SSD mede o quadrado da distaˆncia Euclidiana entre o template e a
parcela da imagem alvo, logo um resultado pro´ximo de zero indica uma forte semelhanc¸a.
A SSD pode ser substitu´ıda pela Correlac¸a˜o Cruzada Normalizada (Normalized Cross
Correlation (NCC)), que, apesar de provocar uma carga computacional superior, produz
















I(x+ i− y + j)
)2 (4.18)
O valor de sa´ıda da NCC enquadra-se entre 0 e 1. Uma resposta pro´xima de um 1
indica um elevado grau de semelhanc¸a.
Constata-se que as medidas anteriores teˆm tendeˆncia a associar o template com zonas
na imagem alvo de intensidade superior e padra˜o entre p´ıxeis ideˆntico. Para garantir que
um template escuro e´ combinado com um zona escura na imagem a` func¸a˜o de medida
NCC subtrai-se a me´dia de intensidade em cada uma das zonas, resultando na medida














































- Onde µ(Tp) indica a me´dia de intensidade dos p´ıxeis do template e µ(Ic) representa a
me´dia de intensidade dos p´ıxeis da imagem alvo sobre os quais se localiza o template.
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4.3 Projecc¸a˜o Perspectiva
O processo pelo qual se mapeiam pontos do mundo em pontos na imagem e´ conhecido
pela designac¸a˜o de projecc¸a˜o perspectiva. A projecc¸a˜o perspectiva constitui uma operac¸a˜o
essencial em aplicac¸o˜es de localizac¸a˜o baseadas em visa˜o computacional.
O ca´lculo da projecc¸a˜o perspectiva e´ efectuado com base num modelo que aproxima
as caracter´ısticas do sensor. Neste domı´nio constata-se a popularidade do modelo pinhole,
que caracteriza a caˆmara atrave´s do centro o´ptico c.o., o plano do centro o´ptico Rc e o
plano da imagem Ri. O plano do centro o´ptico e´ paralelo ao plano da imagem e a distaˆncia
entre eles e´ designada por distaˆncia focal, f . O modelo pinhole considera a passagem dos
raios de luz por um orif´ıcio de abertura diminuta antes da incideˆncia sobre o plano da
imagem, permitindo assumir que um ponto tridimensional do cena´rio corresponde a um
u´nico ponto no plano da imagem.
Figura 4.12: Modelo pinhole. A` esquerda uma apresentac¸a˜o 2D do modelo pinhole. A`
direita a representac¸a˜o tridimensional acompanhada pelos sistemas refereˆncias da caˆmara
e da imagem.
A imagem (4.12) indica uma relac¸a˜o geome´trica simples, que possibilita descrever a
projecc¸a˜o por interme´dio da equac¸a˜o linear (4.20).
 xi
yi





- Onde (xi, yi) sa˜o as coordenadas me´tricas no plano da imagem, (xc, yc, zc) a posic¸a˜o
do ponto Pw no referencial da caˆmara e f indica a distaˆncia focal.
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De acordo com o modelo pinhole, a passagem do raio de luz pelo orif´ıcio do centro
o´ptico produz uma inversa˜o na imagem, raza˜o pela qual o segundo membro da equac¸a˜o
(4.20) se encontra negado. Este pormenor e´ ultrapassado pela inversa˜o da imagem, o que
equivale a` deslocac¸a˜o do plano da imagem de modo que este se posicione entre o ponto
Pw e o centro o´ptico, mantendo no entanto o mesmo valor de distaˆncia focal (figura 4.13).
Figura 4.13: Modelo pinhole com plano da imagem em frente do centro o´ptico.









Note-se a existeˆncia de dois sistemas referenciais no plano da imagem. O referencial
com as componentes (xi, yi) e´ um sistema me´trico e possui a origem no ponto principal
– ponto no plano da imagem correspondente a` origem de um vector perpendicular ao
plano da imagem e que intercepta o centro o´ptico. O referencial com componentes (u, v)
e´ definido em p´ıxeis e possui a origem no canto superior esquerdo da imagem.
Passemos enta˜o a` formulac¸a˜o das transformac¸o˜es entre estes sistemas referenciais.
Usando coordenadas homoge´neas, um ponto Pw definido segundo um referencial global
e´ expresso do seguinte modo: Pw = [xw, yw, zw, 1]. A transformac¸a˜o deste ponto para o
sistema de coordenadas da caˆmara e´ regida pela fo´rmula (4.22).
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Pc =

R(3× 3) t(3× 1)
0 0 0 1
Pw (4.22)
Usando a relac¸a˜o da fo´rmula (4.21) pode definir-se a transformac¸a˜o do referencial da
caˆmara (Rc) para o referencial da imagem (Ri) pela fo´rmula (4.23). O ponto no referencial














Finalmente as coordenadas de um ponto no referencial da imagem podem ser mapeadas







- Onde Pu,v representa as coordenadas homoge´neas em p´ıxeis; kv e ku sa˜o respectiva-
mente os factores de escala vertical e horizontal, essenciais a` conversa˜o de unidades
me´tricas para p´ıxeis; u0 e v0 definem as coordenadas do ponto central da imagem
em p´ıxeis.
Assim, um ponto definido no referencial da caˆmara ocupara´ uma posic¸a˜o em p´ıxeis na



















A fo´rmula (4.25) e´ equivalente a:






















sa˜o designadas por coordenadas de projecc¸a˜o
normalizadas. A matriz 3 × 3 da fo´rmula (4.26) e´ conhecida como matriz da caˆmara ou
matriz de paraˆmetros intr´ınsecos, pois define as caracter´ısticas f´ısicas da caˆmara. A matriz







- Onde αu = fxku, αv = fykv e s = 0. O factor s – skew – refere-se a` na˜o ortogona-
lidade entre linhas e colunas nos p´ıxeis da imagem e so´ em casos excepcionais toma
valores diferentes de zero.
Os paraˆmetros intr´ınsecos e extr´ınsecos sa˜o habitualmente obtidos por calibrac¸a˜o ex-
perimental, estando dispon´ıveis aplicac¸o˜es em co´digo aberto para este efeito [71] [72].
Como indicado pela fo´rmula (4.26), os paraˆmetros intr´ınsecos possibilitam a conversa˜o
entre o referencial da caˆmara e o referencial em p´ıxeis da imagem. Quanto aos paraˆmetros
extr´ınsecos definem uma rotac¸a˜o e uma translac¸a˜o do referencial da caˆmara para outro
referencial, que em aplicac¸o˜es de localizac¸a˜o coincide com o referencial do ve´ıculo.
4.4 Distorc¸a˜o Provocada pela Lente
O modelo pinhole considera que um ponto do mundo, o seu ponto de projecc¸a˜o na
imagem e o centro o´ptico da caˆmara sa˜o colineares, logo linhas rectas no mundo da˜o
origem a linhas rectas na imagem. Na realidade isso na˜o acontece devido a` perturbac¸a˜o
causada pela lente das caˆmaras. Os raios de luz ao passarem pela lente sa˜o refractados,
permitindo assim aumentar o aˆngulo de visa˜o de modo a capturar um panorama mais
alargado do mundo. Contudo a lente produz um efeito de distorc¸a˜o na imagem, que se
acentua a` medida que a distaˆncia focal e/ou qualidade da lente diminuem [73].
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A distorc¸a˜o pode ser descrita segundo duas componentes: radial ou tangencial. A dis-
torc¸a˜o tangencial e´ originada fundamentalmente pelo desalinhamento f´ısico dos elementos
da lente. Nas caˆmaras modernas esta componente pode ser desprezada, pois a perturbac¸a˜o
induzida na imagem e´ mı´nima, principalmente em dispositivos com distaˆncia focal fixa4.
A distorc¸a˜o radial deve-se a` variac¸a˜o do aˆngulo de refracc¸a˜o a` medida que aumenta
a distaˆncia ao centro da lente. Quando a refracc¸a˜o e´ menor nos extremos da lente a
imagem sobre distorc¸a˜o radial em forma de barril, devido a` reduc¸a˜o da ampliac¸a˜o com o
aumento da distaˆncia ao centro. De forma oposta, uma refracc¸a˜o maior nos extremos leva
ao aumento da ampliac¸a˜o em func¸a˜o da distaˆncia ao centro, produzindo na imagem uma
perturbac¸a˜o em forma de almofada (pincushion distortion).
Figura 4.14: Projecc¸a˜o de rectas do mundo na imagem dependendo do tipo de distorc¸a˜o
causada pela lente. a) Auseˆncia de distorc¸a˜o. b) Distorc¸a˜o radial em forma de barril. c)
Distorc¸a˜o radial em forma de almofada.
A compensac¸a˜o do efeito de distorc¸a˜o da lente pode ser conseguida pela aplicac¸a˜o de
um modelo polinomial introduzido por Brown [74]. Considerem-se as coordenadas de pro-
jecc¸a˜o normalizadas de um ponto na˜o afectado por distorc¸a˜o: [xu yu]T = [xc/zc yc/zc]T .










(1 + κ1r2u + κ2r4u + κ5r6u)+ dx (4.28)
- Onde κ1, κ2 e κ5 sa˜o paraˆmetros de distorc¸a˜o radial; dx a deformac¸a˜o causada pela
distorc¸a˜o tangencial e ru a distaˆncia ao centro da imagem.
4No trabalho desenvolvido no aˆmbito desta dissertac¸a˜o a componente de distorc¸a˜o tangencial na˜o e´
considerada
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ru =
√
xu2 + yu2 (4.29)
dx =








- Onde κ3 e κ4 correspondem a paraˆmetros de distorc¸a˜o tangencial.
Como o modelo de distorc¸a˜o opera sobre as coordenadas de projecc¸a˜o normalizadas, a
determinac¸a˜o das coordenadas dos p´ıxeis na imagem, considerando o efeito de distorc¸a˜o,
e´ conseguida pela aplicac¸a˜o dos paraˆmetros intr´ınsecos.
Geralmente os paraˆmetros de distorc¸a˜o sa˜o obtidos por calibrac¸a˜o.
4.5 Visa˜o Stereo
A projecc¸a˜o perspectiva inversa na˜o tolera a transformac¸a˜o de pixeis no referencial
da imagem em pontos tridimensionais num referencial externo, pois as coordenadas bidi-
mensionais de um p´ıxel em conjugac¸a˜o com o modelo pinhole na˜o possuem informac¸o˜es
suficientes para ultrapassar a ambiguidade em profundidade. Segundo o modelo pinhole,
va´rios pontos tridimensionais posicionados ao longo de um segmento de recta com origem
no centro o´ptico, projectam-se no mesmo ponto da imagem. Assim, a projecc¸a˜o pers-
pectiva inversa de um p´ıxel resulta num segmento de recta semi-infinito que intersecta as
coordenadas do ponto no referencial me´trico da imagem e tem com origem o centro o´ptico.
A estrate´gia empregue na recuperac¸a˜o das coordenadas tridimensionais de um ponto
a partir da sua projecc¸a˜o na imagem e´ designada por triangulac¸a˜o, e consiste na visua-
lizac¸a˜o do ponto no mundo a partir de duas ou mais perspectivas diferentes (paralaxe).
A aquisic¸a˜o de imagens de diferentes perspectivas pode ser conseguida pela integrac¸a˜o de
va´rias caˆmaras ou pelo reposicionamento de apenas um sensor. A posic¸a˜o tridimensional
do ponto e´ indicada pela intersecc¸a˜o dos va´rios segmentos de recta, resultantes da pro-
jecc¸a˜o inversa desenvolvida a cada perspectiva. Para ale´m da necessidade de conhecer
rigorosamente a posic¸a˜o e orientac¸a˜o do sensor em cada local de amostragem, o procedi-
mento de triangulac¸a˜o obriga a` identificac¸a˜o do mesmo ponto nas va´rias imagens, para
que as projecc¸o˜es inversas se desenvolvam relativamente ao mesmo local do mundo. Em
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sistemas stereo a correspondeˆncia entre imagens e´ normalmente sustentada nas restric¸o˜es
impostas pela geometria epipolar.
4.5.1 Geometria Epipolar
A imagem (4.15) ilustra o princ´ıpio da geometria epipolar stereo, onde o ponto tridi-
mensional Pw e´ projectado no plano da imagem de duas caˆmaras, entre os quais se conhece
a posic¸a˜o relativa (t) e a orientac¸a˜o relativa (R).
Figura 4.15: Geometria epipolar stereo.
Os pontos identificados pelos caracteres o.c. representam os centros o´pticos da caˆmara
da direita, r, e da caˆmara da esquerda, l, a` linha que os une e´ dado o nome de baseline,
b. O ponto, no plano da imagem de uma caˆmara, no qual se projecta o centro o´ptico da
outra caˆmara e´ designado por epipolo (epipole). Assim o epipolo esquerdo, el, corresponde
a` projecc¸a˜o de c.o.r no plano Il e o epipolo direito, er, a` projecc¸a˜o de c.o.l em Ir. O plano
epipolar e´ definido pelos pontos Pw, c.o.r e c.o.l. Por sua vez, o cruzamento do plano
epipolar com os planos das imagens origina as linhas epipolares. Todas a linhas epipolares
poss´ıveis intersectam os respectivos epipolos.
A propriedade conhecida como restric¸a˜o epipolar – epipolar constraint – define o se-
guinte: considerando o ponto pl como o ponto de projecc¸a˜o na imagem esquerda do ponto
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tridimensional Pw, o ponto pr, fruto da projecc¸a˜o de Pw na imagem da direita, encontra-se
posicionado ao longo da linha epipolar direita.
A geometria epipolar stereo e´ definida para um par de caˆmaras com disposic¸a˜o relativa
constante e e´ independente da calibrac¸a˜o de ambas. Pelo facto de na˜o incorporar os
paraˆmetros intr´ınsecos, a geometria epipolar, expressa pela fo´rmula (4.31), estabelece
relac¸o˜es entre os sistemas referenciais me´tricos das imagens.
pTr Fpl = 0 (4.31)








Utilizando a matriz fundamental e´ poss´ıvel calcular a posic¸a˜o dos epipolos (4.33) (4.34),
bem como da linha epipolar numa imagem associada a um ponto da outra imagem (4.35)
(4.36) [75].
Fel = 0 (4.33)
F T er = 0 (4.34)
lr = Fpl (4.35)
ll = Fpr (4.36)
A matriz Essencial (4.37) corresponde a` matriz Fundamental acrescida dos paraˆmetros
intr´ınsecos das caˆmaras (4.27), assim e´ poss´ıvel executar as relac¸o˜es epipolares no referen-
cial de p´ıxeis da imagem.
(KTr pr)
TE(KTl pl) = 0 (4.37)
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4.5.2 Matriz de Homografia
A matriz de homografia estabelece relac¸o˜es de posic¸a˜o entre dois planos distintos,
definindo as regras de mapeamento de pontos entre planos. Assim, para relac¸o˜es entre
pontos de duas imagens a morfologia do cena´rio observado e´ irrelevante. Considere-se
um ponto tridimensional no mundo Pw com pontos de projecc¸a˜o na imagem da direita
e imagem da esquerda, respectivamente pr e pl em coordenadas homoge´neas. A relac¸a˜o
entre pontos das duas imagens pela matriz de homografia H (4.39) e´ expressa da seguinte
forma (4.38).







A matriz de homografia tem dimensa˜o 3 × 3 e possui oito graus de liberdade. A
correspondeˆncia entre um par de pontos em duas imagens resulta em duas equac¸o˜es:
xr =
xlh11 + ylh12 + h13
xlh31 + ylh32 + h33
(4.40)
yr =
xlh21 + ylh22 + h23
xlh31 + ylh32 + h33
(4.41)




xlh11 + ylh12 + h13
xlh31 + ylh32 + h33
yr =
xlh21 + ylh22 + h23
xlh31 + ylh32 + h33
=
 xlh11 + ylh12 + h13 − xrxlh31 − xrylh32 = xrh33xlh21 + ylh22 + h23 − yrxlh31 − yrylh32 = yrh33
(4.42)
Fazendo h33 = 1 e´ necessa´rio determinar oito inco´gnitas para calcular os elementos
da matriz de homografia. Como para cada par de pontos correspondentes se obteˆm duas
equac¸o˜es, o ca´lculo dos elementos da matriz de homografia exige no mı´nimo quatros pares
de pontos correspondentes, sendo necessa´rio que pelo menos treˆs sejam na˜o colineares.
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H =

xl1 yl1 1 0 0 0 −xr1xl1 −xr1yl1
0 0 0 xl1 yl1 1 −yr1xl1 −yr1yl1
xl2 yl2 1 0 0 0 −xr2xl2 −xr2yl2
0 0 0 xl2 yl2 1 −yr2xl2 −yr2yl2
xl3 yl3 1 0 0 0 −xr3xl3 −xr3yl3
0 0 0 xl3 yl3 1 −yr3xl3 −yr3yl3
xl4 yl4 1 0 0 0 −xr4xl4 −xr4yl4
























O ca´lculo da matriz de homografia como apresentado anteriormente produz um re-
sultado u´nico, pois a utilizac¸a˜o de apenas 4 correspondeˆncias origina uma matriz com
caracter´ıstica igual a 8. A utilizac¸a˜o de um maior nu´mero de correspondeˆncias no ca´lculo
da matriz de homografia, com vista ao melhoramento do resultado, pode na˜o permitir a
obtenc¸a˜o de uma u´nica soluc¸a˜o, devido a` utilizac¸a˜o de valores redundantes afectados por
erro [76]. Nestes caso e´ necessa´rio recorrer a me´todos de optimizac¸a˜o matema´tica para
aproximar a soluc¸a˜o mais precisa.
4.5.3 Rectificac¸a˜o Stereo
A rectificac¸a˜o de imagens stereo [77] [78] [79] e´ uma pra´tica comum, que antecede o
ca´lculo de distaˆncias. O processo de rectificac¸a˜o executa uma re-disposic¸a˜o dos p´ıxeis nas
imagens de modo a simular o alinhamento dos centros focais e planos da imagem das duas
caˆmaras. Deste modo, os epipolos sa˜o projectados para o infinito, o que torna as linhas
epipolares horizontais e colineares, facilitando a correspondeˆncia entre imagens.
A operac¸a˜o de deformac¸a˜o das imagens e´ baseada na aplicac¸a˜o de uma matriz de
homografia a cada imagem. O ca´lculo destas matrizes e´ governada pela imposic¸a˜o da
colocac¸a˜o dos epipolos no infinito e pelo facto de as linhas epipolares se tornarem paralelas
relativamente ao eixo de coordenadas u da imagem. Estas condic¸o˜es geram restric¸o˜es a
ter em conta no ca´lculo da matriz de homografia, contudo ainda ficam por definir quatro
graus de liberdade [77]. Deste modo na˜o existe uma soluc¸a˜o u´nica para o problema de
rectificac¸a˜o e por isso existem inu´meras te´cnicas de ca´lculo das matrizes de homografia.
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Os me´todos para ca´lculo das matrizes de homografia partilham a principal preocupac¸a˜o
de minimizac¸a˜o da distorc¸a˜o a aplicar a`s imagens [77] [78].
Figura 4.16: Rectificac¸a˜o de um par de imagens stereo e representac¸a˜o das linhas epipolares
horizontais colineares fruto da localizac¸a˜o do epipolo no infinito.
Apo´s a aplicac¸a˜o das transformac¸o˜es no processo rectificac¸a˜o, a geometria do sistema
stereo torna-se ideˆntica a` apresentada na figura (4.17), o que torna bastante simples o













68 Fundamentos de Visa˜o Computacional
Figura 4.17: Geometria apo´s rectificac¸a˜o – epipolos no infinito e planos da imagem para-
lelos.
4.6 RANSAC
O algoritmo Random Sample Consensus (RANSAC) [80] constitui uma opc¸a˜o robusta
para estimac¸a˜o de paraˆmetros de um modelo matema´tico a partir de um conjunto de
dados com elementos discrepantes – outliers – um elemento e´ considerado outlier caso
na˜o respeite as condic¸o˜es do modelo estimado. No campo da visa˜o computacional, o
algoritmo RANSAC, e´ aplicado fundamentalmente em processos de estimac¸a˜o da matriz
fundamental, na correcc¸a˜o de correspondeˆncias entre pares de imagens stereo [81] e na
distinc¸a˜o entre alvos esta´ticos e dinaˆmicos [82].
O algoritmo recebe como entradas o conjunto de dados, o modelo atrave´s do qual se
pretende aproximar a distribuic¸a˜o dos dados e paraˆmetros que definem os n´ıveis de con-
fianc¸a mı´nimos admiss´ıveis para a aproximac¸a˜o. O algoritmo divide-se em dois momentos
que se repetem de forma iterativa:
• Hipo´tese – E´ seleccionada aleatoriamente uma amostra dos dados atrave´s da qual
se calcula uma estimativa dos paraˆmetros do modelo. A amostra e´ composta pelo
nu´mero mı´nimo de elementos necessa´rio a` determinac¸a˜o dos paraˆmetros do modelo.
• Teste – No segundo instante, os restantes elementos do conjunto sa˜o comparados com
o modelo definido pelos paraˆmetros calculados no passo anterior, de modo a conferir
o n´ıvel de ajuste entre ambos. A qualidade de aproximac¸a˜o do modelo relaciona-se
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com o nu´mero de pontos com ele consistentes, inliers. Caso o nu´mero de inliers
de uma iterac¸a˜o supere os resultados obtidos anteriormente, o conjunto de inliers
(consensus set) e´ armazenado e os paraˆmetros do modelo voltam a ser estimados
com base neste conjunto.
A quebra do ciclo do algoritmo e´ desencadeada no instante em que uma das seguintes
condic¸o˜es de paragem se verifique: o erro no modelo e´ inferior a um determinado limite, o
nu´mero de inliers atinge uma dimensa˜o satisfato´ria ou e´ alcanc¸ado um valor ma´ximo de
iterac¸o˜es. O nu´mero de iterac¸o˜es necessa´rias para assegurar, com um grau de probabilidade
p, a escolha de pelo menos uma amostra aleato´ria composta exclusivamente por inliers
respeita a seguinte fo´rmula:
Niterac¸o˜es =
log(1− p)
log(1− (1− )m) (4.47)
Onde  representa a proporc¸a˜o de outiers no conjunto de dados e m reflecte o nu´mero
mı´nimo de elementos necessa´rios a` definic¸a˜o do modelo. Normalmente o nu´mero ma´ximo
de iterac¸o˜es e´ ajustado segundo a fo´rmula anterior considerando p = 0.99 [73].
Dimensa˜o da amostra Proporc¸a˜o de outliers ()
s 5% 10% 20% 25% 30% 40% 50%
1 2 2 3 4 4 6 7
2 2 3 5 6 7 11 17
3 3 4 5 9 11 19 35
4 3 5 9 13 17 34 72
5 4 6 12 17 26 57 146
6 4 7 16 24 37 97 293
7 4 8 20 33 54 163 588
8 5 9 26 44 78 272 1177
Tabela 4.1: Nu´mero de iterac¸o˜es que assegura, com uma probabilidade de p = 0.99, a
escolha de pelo menos uma amostra sem outliers com dimensa˜o igual a s de um conjunto
com proporc¸a˜o de outliers 
A te´cnica de RANSAC aplicada a` aproximac¸a˜o da matriz de homografia constitui
uma estrate´gia robusta de filtragem de correspondeˆncias falsas entre pares de imagens
do mesmo cena´rio. O algoritmo selecciona aleatoriamente quatro pares de features e,
atrave´s das suas coordenadas, executa o ca´lculo da matriz de homografia que caracteriza
este conjunto. Em seguida as restantes correspondeˆncias sa˜o classificadas como inliers
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ou outliers dependendo do grau de concordaˆncia com a matriz calculada. A soluc¸a˜o com
maior nu´mero de inliers e´ seleccionada e as correspondeˆncias outliers sa˜o quebradas.
4.6.1 1–Point RANSAC
A correspondeˆncia entre features ao longo de sequeˆncias de imagens e´ uma pra´tica co-
mum aos processos de Structure from Motion e Visual SLAM. As ligac¸o˜es formuladas entre
imagens resultam normalmente de algoritmos que executam a comparac¸a˜o de descritores
ou aplicam me´todos de correlac¸a˜o. Neste ponto, a presenc¸a de features muito semelhantes
pode induzir correspondeˆncias falaciosas, pelo que e´ imperioso desenvolver a` posteriori um
mecanismo de filtragem capaz de identificar e descartar as ligac¸o˜es incoerentes.
O algoritmo RANSAC esta´ estabelecido como o me´todo gene´rico de estimac¸a˜o de
modelos com base em conjuntos de dados contaminados por outliers. Esta te´cnica, quando
aplicada nos processos de localizac¸a˜o, tem como objectivo a selecc¸a˜o do maior conjunto
de correspondeˆncias que implicitamente exprimem a mesma movimentac¸a˜o.
Recordando a tabela (4.1), o nu´mero de iterac¸o˜es que garante a escolha de um conjunto
de amostras na˜o contaminado por outliers cresce com o aumento do nu´mero de elementos
necessa´rios a` formulac¸a˜o do modelo. Em sistemas monoculares calibrados, o ca´lculo da
movimentac¸a˜o 3D implica um mı´nimo de cinco correspondeˆncias [83]. Pore´m, a estimac¸a˜o
de movimentos planares obriga ao conhecimento de apenas duas correspondeˆncias [84]. Ja´
a combinac¸a˜o de restric¸o˜es na˜o holono´micas, pro´prias de um automo´vel, com movimentos
planares permitiu em [85] reduzir a` unidade o nu´mero de correspondeˆncias. A diminuic¸a˜o
da cardinalidade do conjunto de amostras necessa´rias ao desenvolvimento do modelo e´
vantajosa dado que reduz o nu´mero de iterac¸o˜es especta´veis do algoritmo RANSAC, con-
tudo as restric¸o˜es ao movimento tidas em conta em [84] e [85] sa˜o incompat´ıveis com a
dinaˆmica caracter´ıstica de sistemas com espac¸o de trabalho tridimensional.
Recentemente foi apresentada uma estrate´gia gene´rica, vocacionada para sistemas com
seis graus de liberdade, denominada 1-Point RANSAC [86]. O modelo e´ definido com base
numa u´nica correspondeˆncia, grac¸as a` considerac¸a˜o de informac¸o˜es sobre o movimento da
caˆmara, introduzidas sob a forma de distribuic¸o˜es probabil´ısticas. Estas distribuic¸o˜es
sa˜o mantidas e actualizadas pelo algoritmo EKF, que se ocupa da estimac¸a˜o dos estados
associados ao problema de SLAM.
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A reduc¸a˜o da dimensa˜o da amostra implica um ganho computacional considera´vel.
Tomando como exemplo um conjunto de correspondeˆncias onde a percentagem de inliers
e´ 50%, o nu´mero de hipo´teses aleato´rias necessa´rias para escolher, com uma probabilidade
de 0.99, uma amostra constitu´ıda somente por inliers baixa de 146 (em amostras com
cinco elementos) para 7 (no algoritmo 1-Point RANSAC).
O algoritmo 1-Point RANSAC inicia-se com o ciclo de formulac¸a˜o de hipo´teses e res-
pectivo teste. Em cada iterac¸a˜o ocorre a selecc¸a˜o aleato´ria de uma correspondeˆncia e
procede-se ao ca´lculo do estado estimado, conforme as equac¸o˜es de update do EKF. Nesta
fase a matriz de covariaˆncia na˜o e´ actualizada, mantendo baixo o custo computacional
associado a` gerac¸a˜o de hipo´teses.
A verificac¸a˜o dos dados de suporte envolve a previsa˜o da posic¸a˜o de cada feature de
acordo com o estado estimado correspondente a` hipo´tese em estudo. A` discrepaˆncia entre
a posic¸a˜o prevista e a posic¸a˜o definida pela correspondeˆncia, na imagem mais recente, e´
atribu´ıdo o nome de inovac¸a˜o. As correspondeˆncias cuja inovac¸a˜o permanec¸a a baixo de
um dado valor5 sa˜o compat´ıveis com o estado estimado, logo verificam o modelo actual e
sa˜o consideradas low-innovation inliers.
O nu´mero de iterac¸o˜es e´ estabelecido de acordo com a fo´rmula 4.47 considerando a di-
mensa˜o actual do conjunto de low-innovation inliers. No final do ciclo hipo´tese/teste
a hipo´tese com maior suporte corresponde a` melhor soluc¸a˜o encontrada. As corres-
pondeˆncias low-innovation inliers passam a inliers definitivas, quanto a`s correspondeˆncias
que na˜o aproximam o modelo podem corresponder a outliers ou a inliers com inovac¸a˜o
elevada – high-innovation inliers – fruto de landmarks pro´ximas da caˆmara, afectadas
de forma significativa pelo movimento, ou por landmarks inicializadas recentemente, com
n´ıveis de incerteza elevados.
A diferenciac¸a˜o entre outliers e high-innovation inliers tem lugar apo´s a actualizac¸a˜o
definitiva dos estados, pela execuc¸a˜o da etapa de update parcial com low-innovation inliers,
que consta das operac¸o˜es de update naturais do filtro EKF observando apenas o conjunto
de inliers. A actualizac¸a˜o do estado produz a reduc¸a˜o do erro correlacionado entre inliers
e high-innovation inliers, tornando estes u´ltimos compat´ıveis com o modelo. Em seguida,
para cada correspondeˆncia, e´ formulada a previsa˜o da posic¸a˜o da feature pela propagac¸a˜o
do estado estimado atrave´s do modelo de projecc¸a˜o da caˆmara. A correspondeˆncia e´
5Em [86] o valor limite e´ de um p´ıxel.
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resgatada para o grupo de inliers caso seja compat´ıvel com a previsa˜o, ou seja, se localize
numa zona el´ıptica com probabilidade de 99% em torno da posic¸a˜o prevista. Os elementos
exclu´ıdos pelo teste classificam-se como outliers, enquanto que a fracc¸a˜o reentrante no
grupo de inliers provoca uma nova etapa de update, designada por update parcial com
high-innovation inliers.
A partic¸a˜o da fase de update na˜o implica o acre´scimo da complexidade computacional
[87].
4.7 Bundle Adjustment
O me´todo Bundle Adjustment consiste num processo de optimizac¸a˜o matema´tica vol-
tado para a visa˜o computacional normalmente associado a aplicac¸o˜es de Structure from
Motion e reconstruc¸a˜o tridimensional [9] [81] [88]. O me´todo refina simultaneamente a
posic¸a˜o tridimensional das features observadas pelas caˆmaras e os paraˆmetros associados
aos sensores, por interme´dio da minimizac¸a˜o dos erros de reprojecc¸a˜o (reprojection errors).
O erro de reprojecc¸a˜o indica a divergeˆncia me´trica entre um ponto registado na imagem
e o local, no plano da imagem, onde o mesmo ponto e´ projectado, tendo em conta a sua
posic¸a˜o tridimensional, os paraˆmetros e localizac¸a˜o da caˆmara.
Considere-se um conjunto de pontos tridimensionais Xj , captados por um conjunto
de caˆmaras com paraˆmetros intr´ınsecos Ki. As coordenadas do ponto j obtidas pela
caˆmara i sa˜o representadas por xij . A partir do conjunto de coordenadas nas imagens x
i
j
o me´todo Bundle Adjustment pretende determinar as matrizes dos paraˆmetros intr´ınsecos
das caˆmaras Ki e as coordenadas dos pontos Xj , tal que KiXj = xij . Como as medic¸o˜es
conteˆm uma componente de erro, a equac¸a˜o KiXj = xij na˜o sera´ exactamente satisfeita,
por esse motivo e´ procurada a soluc¸a˜o de maior probabilidade (maximum likelihood) con-
siderando como gaussianos os erros nas medidas. Neste contexto o problema passa a ser:
estimar as matrizes Kˆi e as coordenadas Xˆj que se projectam exactamente nos pontos da
imagem xˆij , tal que Kˆ
iXˆj = xˆij , minimizando simultaneamente o erro de reprojecc¸a˜o. A
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Onde d(x, y) representa a distaˆncia geome´trica no plano da imagem entre os pontos x
e y com coordenadas homoge´neas.
Este me´todo tolera a impossibilidade de projecc¸a˜o de pontos fora do campo de visa˜o
da caˆmara, e permite a caracterizac¸a˜o individual de cada medida em termos de co-
variaˆncia. Como desvantagens podem referir-se a necessidade de uma boa inicializac¸a˜o
dos paraˆmetros e a elevada complexidade do problema de minimizac¸a˜o, que adve´m do
grande nu´mero de paraˆmetros envolvidos.
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Este cap´ıtulo tem como objectivo a identificac¸a˜o e descric¸a˜o de estrate´gias de loca-
lizac¸a˜o em ambiente indoor que possam ser moldadas a` realidade de localizac¸a˜o dentro de
tu´neis. O conceito de localizac¸a˜o diz respeito a` estimac¸a˜o da posic¸a˜o e orientac¸a˜o de um
ou mais ve´ıculos segundo um sistema de coordenas global. Este processo encontra-se bas-
tante dependente da utilizac¸a˜o de sensores, logo lida com representac¸o˜es incompletas do
mundo e esta´ sujeito aos erros e ambiguidades contidos nas medic¸o˜es, razo˜es que impedem
a obtenc¸a˜o de resultados o´ptimos [8].
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5.1 Visa˜o Geral Sobre Me´todos de Localizac¸a˜o Indoor
A estrate´gia mais ba´sica de localizac¸a˜o toma o nome de dead reckoning, e consiste na
estimac¸a˜o da disposic¸a˜o espacial do ve´ıculo pela integrac¸a˜o nume´rica de medidas conse-
cutivas. Os incrementos podem surgir de medic¸o˜es feitas por sensores inerciais ou atrave´s
da contabilizac¸a˜o da velocidade e direcc¸a˜o das rodas – odometria. Acontece que cada
incremento possui uma componente de erro, que ao longo do processo de integrac¸a˜o se
acumula no valor de localizac¸a˜o calculado, resultando num aumento monoto´nico da incer-
teza, feno´meno designado por random walk. O aperfeic¸oamento do modelo do sistema ou
a opc¸a˜o por um sensor com melhor performance na˜o impedem a degradac¸a˜o da estimativa,
apenas atenuam esta tendeˆncia.
O crescimento desmedido da incerteza torna geralmente as abordagens de dead rec-
koning por si so´ invia´veis em processos de localizac¸a˜o a longo termo. Contudo, quando
conjugadas com outros tipos de sensores, que periodicamente permitem corrigir os erros
acumulados, as te´cnicas de dead reckoning sa˜o vantajosas devido ao bom desempenho em
curtos espac¸os de tempo e a`s taxas de amostragem tipicamente elevadas [89], que per-
mitem preencher com informac¸a˜o os intervalos entre instantes de amostragem dos outros
sensores.
Para manter a incerteza dentro de limites aceita´veis e´ necessa´rio introduzir no sistema
medic¸o˜es de localizac¸a˜o absolutas [90]. Em aplicac¸o˜es indoor onde a utilizac¸a˜o de pontos
de refereˆncia artificiais com posic¸a˜o global conhecida esta´ fora de questa˜o, as soluc¸o˜es mais
eficazes passam pela localizac¸a˜o baseada em mapas. O paradigma de localizac¸a˜o atrave´s
de mapas aplica o princ´ıpio de map matching [89], onde um mapa local constru´ıdo atrave´s
dos dados sensoriais num dado instante e´ comparado com um mapa global, servindo as
correspondeˆncias entre ambos para estimar a localizac¸a˜o segundo o referencial global.
A origem do mapa global e´ uma questa˜o determinante no desenvolvimento dos algo-
ritmos e produz modos de operac¸a˜o perfeitamente diferenciados. Por um lado, pode ser
fornecido um mapa global preexistente, o que obriga a uma fase de reconhecimento ante-
cedente a` operac¸a˜o do ve´ıculo. Pore´m, a construc¸a˜o de um mapa a` priori pode tornar-se
bastante dif´ıcil e demorada como consequeˆncia de ambientes complexos e extensos, ale´m
disso a representac¸a˜o resultante e´ r´ıgida e na˜o permite a adaptac¸a˜o a novas circunstaˆncias
como a alterac¸a˜o do cena´rio ou a explorac¸a˜o de zonas desconhecidas.
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Figura 5.1: Map matching – Um mapa local e´ comparado com um mapa global de modo
a determinar a posic¸a˜o do ve´ıculo segundo o referencial global.
A outra vertente designada por SLAM (Simultaneous Localization and Mapping) ex-
plora o conceito de mapeamento e localizac¸a˜o em simultaˆneo e exclui qualquer tipo de
conhecimento pre´vio acerca do cena´rio. No mapa, que inicialmente se encontra vazio, sa˜o
sucessivamente inseridos pontos de refereˆncia seleccionados por algoritmos de ana´lise dos
dados sensoriais. Cada elemento do mapa e´ definido geralmente pela sua posic¸a˜o global,
o que implica a transformac¸a˜o da medida do sistema referencial do ve´ıculo para o referen-
cial global. Esta transformac¸a˜o implica a utilizac¸a˜o da posic¸a˜o e orientac¸a˜o estimadas do
ve´ıculo, logo a imprecisa˜o nestes valores tera´ implicac¸o˜es na qualidade da posic¸a˜o global
do ponto de refereˆncia no mapa. Sempre que um elemento do mapa e´ visualizado pelos
sensores e´ calculada a discrepaˆncia entre a medida e o valor previsto, informac¸a˜o que e´
usada na etapa de estimac¸a˜o da localizac¸a˜o. Assim, a localizac¸a˜o e a posic¸a˜o dos pontos
de refereˆncia no mapa encontram-se correlacionados e os erros patentes numa das partes
ira˜o manifestar-se na outra e vice-versa.
O nu´cleo de um algoritmo de SLAM corresponde normalmente a um me´todo de es-
timac¸a˜o probabil´ıstico, capaz de lidar com valores de incerteza quer nas componentes da
localizac¸a˜o quer nas referentes aos elementos do mapa. Deste modo e´ poss´ıvel pesar a
contribuic¸a˜o de cada elemento do mapa para a estimac¸a˜o da localizac¸a˜o. A incerteza de
um ponto registado no mapa depende normalmente da incerteza na localizac¸a˜o do ve´ıculo
no instante da medida e dos erros caracter´ısticos do sensor. A incerteza e´ uma grandeza
com dimensa˜o igual ao nu´mero de estados do elemento a que se refere, assim e´ poss´ıvel
molda´-la de modo a adaptar-se a`s caracter´ısticas dos sensores que observam o alvo. A` me-
dida que os elementos do alvo sa˜o repetidamente observados a estimativa da sua posic¸a˜o
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aproxima-se da realidade e a incerteza diminui monotonicamente.
5.2 Navegac¸a˜o Inercial
Um sistema de navegac¸a˜o inercial (INS) baseia-se na medic¸a˜o das acelerac¸o˜es e velo-
cidades angulares do corpo em movimento e usa capacidades computacionais para deter-
minar constantemente a posic¸a˜o e a orientac¸a˜o do objecto em relac¸a˜o a um determinado
sistema de refereˆncia. Os sistemas de navegac¸a˜o inercial sa˜o fundamentais em aplicac¸o˜es
como a navegac¸a˜o de aeronaves, embarcac¸o˜es, mı´sseis, ve´ıculos espaciais, submarinos, en-
tre outros.
A localizac¸a˜o baseada em medic¸o˜es inerciais consiste num me´todo de dead reckoning,
pois cada nova posic¸a˜o e´ calculada em func¸a˜o da u´ltima posic¸a˜o conhecida acrescida de
um incremento, dado pelas medic¸o˜es obtidas no u´ltimo instante de amostragem. Os dados
inerciais sa˜o adquiridos por unidades de medic¸a˜o inercial (IMU – Inertial Measurement
Unit), constitu´ıdas por conjuntos de treˆs acelero´metros ortogonais e treˆs girosco´pios po-
sicionados tambe´m de forma ortogonal, que medem respectivamente acelerac¸o˜es lineares
e velocidades angulares, atrave´s das quais, por interme´dio de integrac¸a˜o, se recupera a
movimentac¸a˜o tridimensional do corpo.
A trajecto´ria e´ expressa segundo um sistema referencial global pre´-definido, cuja es-
colha toma particular importaˆncia pelo facto de influenciar a prestac¸a˜o do sistema de
localizac¸a˜o, bem como definir as zonas em que este pode operar. As medidas do sen-
sor sa˜o relacionadas com o referencial global e convertidas em dados de localizac¸a˜o, pela
aplicac¸a˜o de um modelo adequado ao tipo de sistema referencial escolhido. Esta tarefa de
conversa˜o e´ comummente designada por mecanizac¸a˜o. Entre os va´rios sistemas referenciais
empregues em sistemas de navegac¸a˜o inercial destacam-se os listados em seguida.
1. Referencial inercial - Eixos (xi, yi, zi), com a origem no centro de massa da Terra,
onde xi aponta na direcc¸a˜o do ponto vernal e zi coincide com o eixo de rotac¸a˜o
me´dio da Terra1.
2. Referencial ECEF (Earth Centered Earth Fixed) - Eixos (xe, ye, ze), onde a origem
esta´ no centro de massa da Terra. O eixo xe esta´ contido no plano equatorial e
1Num referencial inercial as leis de Newton sa˜o va´lidas, logo, na auseˆncia de forc¸as externas, um corpo
inicialmente em repouso mante´m-se nesse estado, enquanto que um corpo em movimento rectil´ıneo uniforme
preserva essas caracter´ısticas ao longo do tempo
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intersecta o meridiano me´dio de Greenwich e o eixo ze coincide com o eixo zi definido
anteriormente. O referencial ECEF roda sobre o eixo ze, com velocidade e sentido
de rotac¸a˜o iguais aos manifestados pela Terra.
3. Referencial de navegac¸a˜o - Os eixos sa˜o indicados por (N,E,D) e a origem situa-se
na posic¸a˜o local do sistema de navegac¸a˜o, sendo que o eixo N esta´ orientado segundo
a direcc¸a˜o Norte, o eixo E na direcc¸a˜o Este e o eixo D aponta na direcc¸a˜o do centro
da Terra. A origem do sistema referencial de navegac¸a˜o coincide com a do referencial
do ve´ıculo, logo o sistema referencial de navegac¸a˜o acompanha a movimentac¸a˜o do
ve´ıculo.
4. Referencial de n´ıvel local - Os eixos do referencial de n´ıvel local (xn, yn, zn) pos-
suem uma orientac¸a˜o ideˆntica aos do referencial de navegac¸a˜o, pore´m a origem do
referencial e´ esta´tica, facto que o transforma num referencial inercial. Este referen-
cial e´ muito utilizado em aplicac¸o˜es de navegac¸a˜o inercial, pore´m possui algumas
restric¸o˜es: so´ e´ va´lido em curtos espac¸os de tempo em comparac¸a˜o com o per´ıodo
de rotac¸a˜o da Terra e em pequenas a´reas geogra´ficas relativamente a` curvatura da
Terra.
5. Referencial do corpo - Definido pelos eixos (xb, yb, zb) com origem no centro do ve´ıculo
ou no centro do eixo das rodas, tratando-se de um ve´ıculo com tracc¸a˜o diferencial
ou com direcc¸a˜o. Geralmente xb aponta para a frente, yb para a direita e zb para
baixo. Uma rotac¸a˜o em torno de xb e´ designada “roll”, em torno de yb “pitch” e em
torno de zb “yaw”.
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Figura 5.2: Disposic¸a˜o dos diversos sistemas referenciais em func¸a˜o da Terra.
5.2.1 Mecanizac¸a˜o segundo o referencial de n´ıvel local
O referencial de n´ıvel local aproxima a superf´ıcie terreste por um plano, o que origina
as restric¸o˜es temporais e espaciais anteriormente referidas, contudo, como consequeˆncia,































vamente posic¸a˜o, orientac¸a˜o e velocidade relativamente ao referencial de n´ıvel local.
∆t estabelece o intervalo de tempo associado a`s medidas de acelerac¸a˜o linear e velo-









Cnb consiste na matriz rotac¸a˜o que roda do referencial do sensor para o referencial
de n´ıvel local. A acelerac¸a˜o da gravidade no referencial de n´ıvel local e´ indicada por
gn = [0, 0, g]T . A matriz Enb transforma a rotac¸a˜o sofrida pelo sensor em rotac¸a˜o
sob a forma de aˆngulos de Euler.
Nas equac¸o˜es da mecanizac¸a˜o verifica-se que a posic¸a˜o e´ calculada pela integrac¸a˜o
directa da velocidade. O mesmo na˜o acontece com os estados dedicados a` orientac¸a˜o e
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velocidade, onde quer as velocidades angulares quer as acelerac¸o˜es lineares sofrem rotac¸o˜es
com o intuito de alinhar estes dados com o sistema referencial de n´ıvel local.
Na equac¸a˜o de ca´lculo da velocidade, a acelerac¸a˜o da gravidade, presente nas medidas
provenientes do sensor, e´ compensada pela adic¸a˜o do vector gn, que conte´m o valor de
acelerac¸a˜o da gravidade expresso segundo o referencial de n´ıvel local. A transformac¸a˜o das
acelerac¸o˜es lineares para o referencial de n´ıvel local e´ conseguida pela aplicac¸a˜o da rotac¸a˜o
definida pela matriz Cnb , que por sua vez e´ calculada com base na orientac¸a˜o estimada. Por
conseguinte, os erros em orientac¸a˜o manifestam-se no ca´lculo de velocidade, na˜o so´ devido
a` rotac¸a˜o incorrecta dos dados, com tambe´m pela compensac¸a˜o defeituosa da acelerac¸a˜o
da gravidade. Os erros introduzidos na velocidade va˜o repercutir-se na posic¸a˜o calculada
originando um desvio face a` trajecto´ria verdadeira.
A matriz rotac¸a˜o Cnb , destinada ao alinhamento das medidas de acelerac¸a˜o linear com
o referencial de n´ıvel local, e´ obtida pela multiplicac¸a˜o das matrizes de rotac¸a˜o pela ordem
z − y − z, que sa˜o compostas a partir dos aˆngulos contidos em Θ.
Os aˆngulos de Euler sa˜o definidos de acordo com uma sequeˆncia de rotac¸o˜es, por isso a
taxa de variac¸a˜o temporal dos aˆngulos de Euler, [∂φ/∂t ∂θ/∂t ∂ψ/∂t]T , na˜o corresponde





T . Para uma
sequeˆncia de rotac¸o˜es yaw–pitch–roll, o primeiro aˆngulo (ψ) e´ submetido a duas rotac¸o˜es,
o segundo (θ) sofre apenas uma, enquanto que o u´ltimo (φ) na˜o e´ afectado. Assim a
























































Figura 5.3: Esquema da mecanizac¸a˜o segundo o referencial de nivel local.
5.2.2 Erros t´ıpicos das unidades de medic¸a˜o inercial
Os erros induzidos na localizac¸a˜o atrave´s de INS resultam em grande medida de er-
ros intr´ınsecos aos sensores e deficieˆncias na instalac¸a˜o e calibrac¸a˜o. A considerac¸a˜o de
medidas perturbadas por ru´ıdo da´ origem ao feno´meno designado por integration drift,
causado pela integrac¸a˜o dos erros ao longo do tempo, resultando no aumento desmedido
da incerteza nos valores de localizac¸a˜o calculados.
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5.2.2.1 Erros Caracter´ısticos dos Girosco´pios
As fontes de erro dominantes nos girosco´pios sa˜o as seguintes.
1. Bias / Drift rate (◦/h ou rad/s) – O erro bias consiste numa perturbac¸a˜o de n´ıvel
constante no sinal de sa´ıda do sensor, que e´ independente do sinal na entrada. Por
definic¸a˜o o erro bias na˜o se altera durante o per´ıodo de operac¸a˜o, contudo pode
variar cada vez que o sensor e´ ligado. Este tipo de erro e´ normalmente expresso
em ◦/h e por vezes toma a designac¸a˜o de drift rate. O me´todo mais simples de
quantificar o n´ıvel de bias de um sensor passa pela medic¸a˜o do valor me´dio de sa´ıda
mantendo o girosco´pios em repouso. Um drift rate de ε quando integrado origina
um erro angular que cresce linearmente com o tempo: θ(t) = ε ∗ t.
2. Ru´ıdo aleato´rio (random noise) – O sinal de sa´ıda e´ perturbado por um ru´ıdo de
origem termo-mecaˆnica que provoca flutuac¸o˜es com uma frequeˆncia muito superior
a` frequeˆncia de amostragem. Como consequeˆncia as medic¸o˜es sa˜o perturbadas por
ru´ıdo branco, que consiste numa sequeˆncia de varia´veis aleato´rias na˜o correlacionadas
com me´dia igual a zero e variaˆncia finita σ2. Os fabricantes especificam este erro
atrave´s do designado aˆngulo de random walk com unidades ◦/
√
h.
3. Sensibilidade a alterac¸o˜es de temperatura – As flutuac¸o˜es externas de temperatura
ambiente bem com o auto-aquecimento do sensor induzem uma alterac¸a˜o do valor de
drift, originado um erro em orientac¸a˜o que cresce de forma linear com o tempo. Os
girosco´pios podem conter sensores de temperatura, que tornam poss´ıvel a correcc¸a˜o
automa´tica de erros causados por variac¸o˜es de temperatura.
4. Erros de calibrac¸a˜o – Os erros de calibrac¸a˜o sa˜o determin´ısticos e devem-se a falhas
no alinhamento dos eixos, a erros de factor de escala e a erros de linearidade. Estes
factores manifestam-se somente quando o sensor e´ submetido a rotac¸o˜es e causam
um acre´scimo de drift. Alguns sensores sa˜o capazes de estimar e compensar os erros
de calibrac¸a˜o.
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5.2.2.2 Erros T´ıpicos dos Acelero´metros
Os erros associados aos acelero´metros sa˜o ana´logos aos identificados no caso dos gi-
rosco´pios.
1. Bias (mg) – O erro de bias retem as mesmas caracter´ısticas indentificadas no caso dos
girosco´pios, pore´m devido a` dupla integrac¸a˜o da acelerac¸a˜o no ca´lculo da posic¸a˜o,
um erro ε produz um erro em posic¸a˜o que cresce quadraticamente em func¸a˜o do




2. Ru´ıdo aleato´rio – O erro de ru´ıdo aleato´rio e´ normalmente expresso em m/s/
√
t.
3. Sensibilidade a alterac¸o˜es de temperatura – As variac¸o˜es de temperatura a que o
sensor e´ sujeito teˆm consequeˆncias no valor de bias, esta influeˆncia e´ medida pelo
offset em acelerac¸a˜o originado pelo aumento da temperatura em um grau, g/◦C.
5.3 SLAM - Simultaneous Localization and Mapping
Apesar de inu´meros trabalhos bem sucedidos no aˆmbito da localizac¸a˜o e mapeamento
em simultaˆneo (SLAM) ainda persistem algumas limitac¸o˜es para as quais as soluc¸o˜es
encontradas sa˜o escassas e imperfeitas, nomeadamente ao n´ıvel da degradac¸a˜o da precisa˜o
da localizac¸a˜o e do mapa para percursos de longas distaˆncias, da dificuldade de associac¸a˜o
de dados face a elevadas incertezas no mapa e localizac¸a˜o, do aumento dos requisitos
computacionais a` medida que o mapa se torna mais completo e da dificuldade em lidar
com erros na˜o gaussianos e me´dia diferente de zero.
5.3.1 SLAM Baseado em Filtro de Kalman Estendido
A abordagem dominante de SLAM foi introduzida em [91] e consiste na aplicac¸a˜o
do filtro de Kalman estendido (EKF – Extended Kalman Filter) [92] ao paradigma de
localizac¸a˜o e mapeamento em simultaˆneo. O mecanismo recursivo do EKF e´ favora´vel a`
implementac¸a˜o de abordagens incrementais de SLAM em tempo real.
Na abordagem EKF SLAM os mapas registam de forma discreta as particularidades
do espac¸o envolvente recorrendo a distribuic¸o˜es gaussianas mono ou multivaria´vel. A`
semelhanc¸a das demais estrate´gias de SLAM, para ale´m das grandezas inerentes a` repre-
sentac¸a˜o de cada ponto de refereˆncia (landmark), os mapas agregam ainda a estimativa
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da localizac¸a˜o do ve´ıculo – posic¸a˜o e orientac¸a˜o. As distribuic¸o˜es gaussianas sa˜o mantidas
em duas estruturas fundamentais do filtro de Kalman estendido, designadamente o vector
de estados e a matriz de covariaˆncia. No vector de estados constam os valores me´dios
da distribuic¸a˜o, ao passo que a matriz de covariaˆncia caracteriza a incerteza no valor dos
estados.
Dado que os sistemas de SLAM na˜o possuem conhecimento pre´vio do cena´rio, o mapa
inicial diz respeito unicamente a` localizac¸a˜o do ve´ıculo acompanhado pela matriz de co-
variaˆncia, atrave´s da qual se declara a incerteza no valor inicial dos estados. A` medida
que os sensores observam pontos de refereˆncia, ocorre a sua inclusa˜o no mapa de forma
dinaˆmica. A primeira estimativa da localizac¸a˜o de um ponto e´ dada pela projecc¸a˜o da
medida de distaˆncia relativa segundo o referencial global, ao passo que a covariaˆncia de-
pende das incertezas na medida e localizac¸a˜o do ve´ıculo. A incerteza na localizac¸a˜o de
um ponto recentemente inserido no mapa encontra-se correlacionada exclusivamente com
a localizac¸a˜o do ve´ıculo. Apo´s alguns instantes de estimac¸a˜o e´ especta´vel que a correlac¸a˜o
se estenda a outros elementos do mapa. Uma forte correlac¸a˜o entre os pontos de refereˆncia
do mapa indica que a posic¸a˜o relativa entre esses elementos possui uma confianc¸a elevada.
O algoritmo EKF SLAM contempla as duas etapas t´ıpicas do EKF – previsa˜o (predic-
tion) e actualizac¸a˜o (update) – a`s quais se juntam dois novos processos, designadamente
a inserc¸a˜o de novos pontos de refereˆncia e a associac¸a˜o de dados entre as observac¸o˜es e o
mapa. Na fase de previsa˜o ocorre a propagac¸a˜o da posic¸a˜o da plataforma com base em
te´cnicas de dead reckoning. Dado que este processo introduz erros na estimativa, a matriz
de covariaˆncia e´ actualizada de modo a reflectir o aumento de incerteza na posic¸a˜o. Uma
estimativa da posic¸a˜o do ve´ıculo menos coerente provoca a diminuic¸a˜o da confianc¸a na
distaˆncia relativa entre a plataforma e os pontos de refereˆncia, logo a incerteza na cor-
relac¸a˜o entre estes estados tambe´m aumenta. Em suma, na fase de previsa˜o manteˆm-se
as seguintes varia´veis: posic¸a˜o dos pontos de refereˆncia, incerteza na posic¸a˜o dos pontos
de refereˆncia e incerteza na correlac¸a˜o entre os pontos de refereˆncia.
A observac¸a˜o de um ponto de interesse desencadeia o me´todo de associac¸a˜o de dados,
o qual determina se o elemento corresponde a um previamente registado no mapa ou diz
respeito a uma nova landmark. A pesquisa do vizinho mais pro´ximo constitui o me´todo
de associac¸a˜o de dados mais popular. A observac¸a˜o de um ponto desconhecido leva a` sua
incorporac¸a˜o no mapa, o que obriga ao aumento da dimensa˜o das matrizes. Caso uma
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observac¸a˜o seja atribu´ıda a um determinado ponto do mapa, entra em acc¸a˜o o mecanismo
de update, que tira partido das informac¸o˜es da medida, de modo a actualizar a localizac¸a˜o
do ve´ıculo e a reduzir a incerteza na localizac¸a˜o e na posic¸a˜o da landmark observada, bem
como a incerteza de todas as que com ela se correlacionam.
5.3.1.1 Formulac¸a˜o do Problema de SLAM Segundo o EKF
O filtro de Kalman estendido e´ um algoritmo recursivo concebido para o ca´lculo de
correcc¸o˜es de sistemas na˜o-lineares a partir de medidas externas. As correcc¸o˜es sa˜o pesadas
por ganhos, calculados de acordo com a estimativa actual dos erros nos estados do sistema,
com o objectivo de minimizar o erro me´dio quadra´tico.
Nesta secc¸a˜o e´ apresentada a formulac¸a˜o da abordagem tradicional de SLAM [91]. Este
me´todo assume a existeˆncia de refereˆncias esta´ticas no mundo e capacidade de detecc¸a˜o
deste pontos por parte de sensores a bordo do ve´ıculo. O vector de estados conte´m o
conjunto de quantidades escolhidas para representar o estados do sistema. No caso de
uma aplicac¸a˜o de SLAM o vector de estados agrupa a localizac¸a˜o do ve´ıculo e a posic¸a˜o
das landmarks no instante k do seguinte modo:
x(k) =
[
xv(k), l1(k), ..., lN (k)
]T
(5.4)
– Onde xv representa o estado do ve´ıculo nos seis graus de liberdade (xv(k), yv(k), zv(k), φv(k), θv(k), ψv(k))
e li(k) = (xi(k), yi(k), zi(k)) diz respeito a` localizac¸a˜o global da landmark i.
O vector de estados pode possuir varia´veis adicionais para a representac¸a˜o de erros dos
sensores e outras grandezas de interesse.
A matriz de covariaˆncia no instante k sera´:
P (k) =

Pvv(k) Pv1(k) · · · PvN (k)
P1v(k) P11(k) · · · P1N (k)





PNv(k) PN1(k) · · · PNN (k)

(5.5)
– Onde v representa os estados associados ao ve´ıculo e [1, . . . , N ] agrupa os estados
das landmarks.
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Os elementos da diagonal da matriz de covariaˆncia conteˆm a variaˆncia dos erros dos
estados individuais. Os elementos fora da diagonal estabelecem uma medida de correlac¸a˜o
entre os elementos correspondentes. As correlac¸o˜es sa˜o importantes, pois permitem a
estimac¸a˜o indirecta de estados a partir de medic¸o˜es relativas a estados correlacionados.
As correlac¸o˜es surgem naturalmente com a execuc¸a˜o do algoritmo a partir das relac¸o˜es
estabelecidas pela matriz transic¸a˜o de estado ou por interme´dio das medidas consideradas.
• Fase de Previsa˜o
Na fase de previsa˜o ocorre a propagac¸a˜o do estado anterior, (k), para o instante de
tempo seguinte, (k + 1). Nesta etapa e´ utilizado um modelo de transic¸a˜o de estado na˜o-
linear, que descreve a evoluc¸a˜o do sistema ao longo do tempo. Para pontos de referencia
estaciona´rios o modelo atribui dinaˆmica apenas ao ve´ıculo, com base nas entradas de
controlo, µ(k), perturbadas por ru´ıdo gaussiano e me´dia zero, v(k) (fo´rmula 5.6):
F
(











– Onde Fv corresponde ao modelo de transic¸a˜o de estado.
Na fase de previsa˜o o valor dos estados e´ calculado de acordo com o modelo do transic¸a˜o
de estado:
xˆ(k|k − 1) =

xˆv(k|k − 1)
lˆi(k − 1|k − 1)
...





xˆv(k − 1|k − 1), µ(k), v(k)
)
lˆi(k − 1|k − 1)
...
lˆN (k − 1|k − 1)
 (5.7)
O ca´lculo da matriz de covariaˆncia implica a linearizac¸a˜o do modelo de transic¸a˜o de
estado em torno dos estados actuais, pelo ca´lculo das derivadas parciais relativamente aos
estados, ∇F (k).
P (k|k − 1) = ∇F (k) ∗ P (k − 1|k − 1) ∗ ∇TF (k) +Q (5.8)
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– Onde Q regista a variaˆncia dos erros associados ao modelo de transic¸a˜o de estado.
Assumindo alvos estaciona´rios, o ru´ıdo do processo na˜o se manifesta nos estados das
landmarks, por esse motivo a matriz Q e´ nula para estados na˜o relacionados com a loca-
lizac¸a˜o do ve´ıculo (5.9):
Q =






0 0 · · · 0
 (5.9)
• Fase de Update
No instante em que um alvo do mapa e´ observado ocorre a actualizac¸a˜o do sistema,
atrave´s das equac¸o˜es de update do EKF. Cada observac¸a˜o, z(k), proporciona ao sistema
um acre´scimo de informac¸a˜o – inovac¸a˜o – que consiste na diferenc¸a entre a medida pro-
duzida pelos sensores e a medida prevista, tendo em conta o estado actual do sistema.
A medida prevista e´ obtida pela aplicac¸a˜o do modelo de observac¸a˜o h, responsa´vel pela
projecc¸a˜o do valor dos estados no espac¸o das observac¸o˜es.
inovac¸a˜o = z(k)− h(xˆ(k|k − 1)) (5.10)
A covariaˆncia associada a` observac¸a˜o, S, depende da linearizac¸a˜o do modelo de ob-
servac¸a˜o em torno do estado actual, conseguida pelo ca´lculo das derivadas do modelo
de observac¸a˜o em ordem aos estados do sistema, indicadas por ∇H(k). A matriz S e´
calculada do seguinte modo:
S(k) = ∇H(k) ∗ P (k|k − 1) ∗ ∇TH(k) +R(k) (5.11)
– Onde R representa a matriz com os valores de variaˆncia associados a` medida.
O algoritmo prossegue com o ca´lculo da matriz W (h), conhecida como ganho de Kal-
man.
W (k) = P (k|k − 1) ∗ ∇TH(k) ∗ S−1(k) (5.12)
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Por fim, e´ calculada a correcc¸a˜o dos estados e actualizada a matriz de covariaˆncia.
xˆ(k|k) = xˆ(k|k − 1) +W (k) ∗
[
z(k)−H(xˆ(k|k − 1))] (5.13)
P (k|k) = P (k|k − 1)−W (k) ∗ S(k) ∗W (k)T (5.14)
Propriedades
• Assumindo que os sensores se encontram a bordo do roboˆ todas as observac¸o˜es tradu-
zem medic¸o˜es relativas entre o ve´ıculo e os alvos, logo a construc¸a˜o de um mapa por
si so´ na˜o fornece informac¸o˜es de posicionamento absolutas. A u´nica informac¸a˜o ab-
soluta conhecida pelo sistema e´ a especificada atrave´s das condic¸o˜es iniciais. Por este
motivo, a incerteza na posic¸a˜o global das landmarks nunca sera´ inferior a` definida
no instante inicial para a localizac¸a˜o do ve´ıculo;
• Como os alvos na˜o possuem dinaˆmica, os erros do modelo de transic¸a˜o de estado
na˜o influenciam os estados das landmarks, logo a covariaˆncia a eles associada so´ se
modifica na fase de update. Visto que na etapa de update os valores de covariaˆncia
se manteˆm ou diminuem, a incerteza na posic¸a˜o dos alvos nunca aumenta;
• Teoricamente, com a evoluc¸a˜o do tempo e a sucessa˜o de observac¸o˜es, o grau de
incerteza na estimac¸a˜o da posic¸a˜o dos alvos tende para o mesmo valor, resultando
num mapa com elevada correlac¸a˜o entre os va´rios elementos.
5.3.1.2 Consisteˆncia dos Pontos Observados
As implementac¸o˜es tradicionais com EKF requerem um conjunto de features bem
distintas e facilmente identifica´veis. A diferenciac¸a˜o entre os alvos no mapa deve ser
suficientemente clara para que os pontos de interesse na˜o sejam confundidos ao n´ıvel do
mecanismo de associac¸a˜o de dados, o que pode levar a uma falha no algoritmo visto que
o EKF so´ tolera ru´ıdos gaussianos [93]. Por este motivo as abordagens segundo filtro de
Kalman estendido sa˜o forc¸adas a ignorar uma grande quantidade de informac¸o˜es sensoriais
de forma a reduzir a ambiguidade de associac¸a˜o entre alvos. Como consequeˆncia os mapas
constru´ıdos carecem de descric¸o˜es geometricamente detalhadas do ambiente.
90 Localizac¸a˜o
5.3.1.3 Requisitos Computacionais
Considerando k o nu´mero de pontos de refereˆncia, representados no mapa pela sua
posic¸a˜o global tridimensional, e tendo em conta que a localizac¸a˜o tridimensional do ve´ıculo
e´ definida em seis graus de liberdade, o vector de estados do filtro tera´ uma dimensa˜o de
(3∗k+6), enquanto que a matriz de covariaˆncia cresce de forma quadra´tica relativamente
ao nu´mero de alvos no mapa (3 ∗ k + 6)2. Por outro lado, cada vez que surge uma
observac¸a˜o relativa a um elemento do mapa, e´ necessa´rio processar a etapa de update.
Daqui se depreende que a introduc¸a˜o de pontos no mapa eleva o custo computacional
quadraticamente [94], com impacto mais vincado na fase de update. Este facto fundamenta
os esforc¸os dispendidos na busca de soluc¸o˜es mais eficientes como [95], onde o processo de
SLAM na˜o se desenvolve na totalidade do mapa, considerando apenas uma vizinhanc¸a em
redor da localizac¸a˜o estimada do ve´ıculo.
A partic¸a˜o do mundo em sub-regio˜es com pouca correlac¸a˜o tambe´m constitui um
me´todo promissor para superar o aumento das exigeˆncias computacionais [96]. O ambiente
e´ dividido em mu´ltiplos sub mapas que representam regio˜es referenciadas globalmente, em
que cada porc¸a˜o possui a sua pro´pria estimac¸a˜o de posic¸a˜o do ve´ıculo, um conjunto de
features com a respectiva estimac¸a˜o de localizac¸a˜o e uma matriz de covariaˆncia. As sub-
regio˜es sobrepo˜em-se ligeiramente para evitar excessivas transic¸o˜es entre sub mapas. O
tamanho e localizac¸a˜o de cada sub mapa sa˜o especificados a` priori de acordo com a densi-
dade de alvos especta´vel. Caso o roboˆ visite a´reas para as quais na˜o existe um sub mapa,
este devera´ ser criado para guardar as informac¸o˜es dessa zona. Se o ve´ıculo voltar a uma
zona ja´ inspeccionada e´ carregado o sub mapa previamente constru´ıdo e, em conjunto
com as informac¸o˜es do sub mapa da zona anterior, a posic¸a˜o do roboˆ e´ melhorada. Deste
modo, apenas os alvos mais pro´ximos do roboˆ sa˜o utilizados no processo de localizac¸a˜o e
mapeamento, reduzindo a complexidade computacional do mecanismo de estimac¸a˜o.
5.3.2 SLAM Baseado em Filtro de Part´ıculas
Os filtros de part´ıculas caracterizam-se pela utilizac¸a˜o de um conjunto de part´ıculas
(tambe´m designadas por amostras ou pontos de suporte) posicionadas de forma aleato´ria
no espac¸o dos estados, a cada uma das quais e´ associado um peso que reflecte a probabili-
dade com que a part´ıcula aproxima o valor dos estados. O peso conferido a cada part´ıcula
e´ determinado pelo modelo de observac¸a˜o, que compara a disparidade entre a localizac¸a˜o
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da amostra e o valor que resulta da projecc¸a˜o de uma observac¸a˜o no espac¸o de estados.
As part´ıculas, atrave´s da posic¸a˜o e peso, representam uma aproximac¸a˜o da distribuic¸a˜o
manifestada pelas grandezas em ana´lise. Este me´todo e´ capaz de lidar com distribuic¸o˜es
na˜o gaussianas e multimodais e para um nu´mero de part´ıculas suficientemente elevado a
func¸a˜o densidade posterior aproxima-se da estimativa o´ptima [97].
A complexidade computacional nos filtros de part´ıculas acompanha de forma propor-
cional o aumento do nu´mero de amostras, facto que invalida a aplicac¸a˜o destas te´cnicas
a` problema´tica de SLAM, pois a necessidade de um conjunto de part´ıculas para repre-
sentac¸a˜o de cada landmark obriga a uma enormidade de amostras mesmo para mapas
pouco complexos. Esta limitac¸a˜o e´ ultrapassada em [98] pela utilizac¸a˜o de um filtro de
part´ıculas Rao-Blackwellized (RBPF), que se baseia no facto de a estimac¸a˜o das landmarks
ser condicionalmente independente dada a trajecto´ria do ve´ıculo. Esta circunstaˆncia per-
mite factorizar de forma exacta a distribuic¸a˜o posterior de SLAM de modo a isolar a
estimac¸a˜o da trajecto´ria da estimac¸a˜o do mapa [99].
O me´todo FastSLAM [100] e´ um algoritmo de refereˆncia na abordagem ao problema
de SLAM atrave´s do filtro RBPF. A soluc¸a˜o FastSLAM decompo˜e o problema de SLAM
num problema de localizac¸a˜o e um conjunto de problemas de estimac¸a˜o de landmarks con-
dicionados pela localizac¸a˜o estimada. A estimativa da localizac¸a˜o do ve´ıculo e´ executada
por interme´dio de um filtro de part´ıculas, onde cada amostra representa uma poss´ıvel
trajecto´ria e possui o seu pro´prio mapa. A estimac¸a˜o da posic¸a˜o de cada landmark e´
executada atrave´s de um EKF dedicado, o que obriga a (P ∗M) EKFs para estimar a
totalidade das landmarks nos mapas de todas as part´ıculas, onde P refere o nu´mero de
part´ıculas e M expressa a dimensa˜o do mapa. Neste princ´ıpio destacam-se duas grandes
vantagens, designadamente a reduc¸a˜o da complexidade computacional resultante do em-
prego de filtros de menor dimensa˜o e a possibilidade de cada part´ıcula desenvolver uma
etapa de associac¸a˜o de dados auto´noma.
A incorporac¸a˜o de observac¸o˜es e de informac¸o˜es de movimento da plataforma no pro-
cesso FastSLAM desenrola-se recursivamente em quatro etapas. Na primeira fase a posic¸a˜o
das part´ıculas e´ actualizada com base na posic¸a˜o anterior acrescida do controlo aplicado
ao ve´ıculo. De seguida e´ estimada a localizac¸a˜o das landmarks correspondentes a`s ob-
servac¸o˜es adquiridas no u´ltimo instante de tempo, pela actualizac¸a˜o dos filtros de Kalman
estendidos que representam as landmarks observadas. A atribuic¸a˜o de uma observac¸a˜o a
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uma determinada landmark e´ governada pelo me´todo de associac¸a˜o de dados, que pode
produzir correspondeˆncias diferentes em cada part´ıcula, dado que a localizac¸a˜o do ponto
de suporte tem influeˆncia na correspondeˆncia. Posteriormente e´ conferido um peso a`s
part´ıculas, peso esse que e´ indirectamente proporcional a` diferenc¸a entre o mapa previsto
e o mapa resultante da actualizac¸a˜o pelas observac¸o˜es. Por u´ltimo e´ desencadeado o pro-
cesso de resampling, atrave´s do qual se combate o feno´meno designado por degenerac¸a˜o
das amostras.
O me´todo FastSLAM incorpora uma estrate´gia baseada em a´rvores bina´rias, que per-
mite atingir uma performance superior na etapa de actualizac¸a˜o da posic¸a˜o das landmarks.
Na generalidade do algoritmo e´ atingida uma complexidade computacional da ordem de
O(P logM). As soluc¸o˜es de SLAM deste tipo caracterizam-se por uma amostragem muito
esparsa do espac¸o de estados, visto que a proporc¸a˜o entre o nu´mero de part´ıculas e a
dimensa˜o do espac¸o e´ bastante baixa. Este facto compromete a convergeˆncia do me´todo
especialmente perante uma ma´ escolha da distribuic¸a˜o e nu´mero de part´ıculas [101] e a
utilizac¸a˜o de modelos de movimentac¸a˜o com pouca precisa˜o [102].
5.3.3 SLAM por Registo de Varrimentos Laser
No aˆmbito de SLAM baseado em registo de varrimentos laser identificam-se duas ver-
tentes de estudo dependentes do nu´mero de dimenso˜es espaciais representadas pelos res-
pectivos varrimentos – assunto previamente abordado no cap´ıtulo do estado da arte (2.2).
Uma das caracter´ısticas que diferencia os me´todos de SLAM dos demais algoritmos de
localizac¸a˜o incrementais diz respeito a` capacidade de diminuic¸a˜o significativa da incerteza
no mapa e na localizac¸a˜o perante a identificac¸a˜o de uma situac¸a˜o de loop closure. Esta
situac¸a˜o ocorre no instante em que o ve´ıculo visita uma a´rea ja´ explorada, da qual cons-
tam informac¸o˜es no mapa. Um sistema de localizac¸a˜o baseado em registo de varrimentos
na˜o possui a capacidade de identificac¸a˜o deste tipo de situac¸a˜o, logo e´ incapaz de esta-
belecer correspondeˆncias entre as observac¸o˜es obtidas nesse instante e a porc¸a˜o do mapa
que representa essa regia˜o. As potenciais informac¸o˜es, resultantes das correspondeˆncias
determinadas na situac¸a˜o de loop closure, permitem a correcc¸a˜o dos erros acumulados na
estimac¸a˜o ao longo do percurso e contribuem para a construc¸a˜o de um mapa coerente.
Neste contexto a designac¸a˜o de SLAM por registo de varrimentos consiste na combinac¸a˜o
entre a capacidade de localizac¸a˜o incremental, proporcionada pelo registo de varrimentos,
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com uma estrate´gia de identificac¸a˜o de situac¸o˜es de loop closure, que permita efectuar a
correcc¸a˜o dos erros acumulados. Os estudos propostos nas refereˆncias [103], [16] apresen-
tam algoritmos de SLAM por registo de varrimentos de sensores LRF.
Geralmente os tu´neis rodovia´rios ou ferrovia´rios sa˜o constitu´ıdos por uma u´nica galeria,
ao longo da qual e´ impratica´vel a inversa˜o do sentido de marcha, pelo que e´ fisicamente
imposs´ıvel retornar a uma zona anteriormente explorada, logo a inclusa˜o de uma estrate´gia
de loop closure seria inu´til. Assim, na aplicac¸a˜o alvo desta dissertac¸a˜o a utilizac¸a˜o de
varrimentos de sensores LRF no processo de localizac¸a˜o obriga apenas a` implementac¸a˜o
de um algoritmo de registo.
5.3.4 Visual SLAM
Ao longo das u´ltimas duas de´cadas os sistemas de visa˜o computacional teˆm sido in-
troduzidos com sucesso nos processo de localizac¸a˜o. A quantidade e diversidade de in-
formac¸o˜es captadas pelas caˆmaras, a disponibilidade de algoritmos robustos de tratamento
dos dados, a acessibilidade a sensores com custos reduzidos e baixos consumos de energia
sa˜o factores preponderantes para o elevado interesse suscitado nesta a´rea.
No aˆmbito do paradigma de SLAM os sistemas de visa˜o computacional constituem um
meio eficaz de obtenc¸a˜o de pontos de refereˆncias. Um aspecto determinante na arquitectura
do sistema prende-se com o nu´mero de sistemas o´pticos utilizados. Caso se opte por um
sistema monocular, as features de uma dada frame fornecem exclusivamente informac¸o˜es
de orientac¸a˜o (bearing feature), o que requer precauc¸o˜es adicionais especialmente aquando
da sua inicializac¸a˜o. Em sistemas com duas ou mais caˆmaras e´ via´vel o ca´lculo das coorde-
nadas tridimensionais das features, processo que requer uma boa calibrac¸a˜o do sistema de
visa˜o e obriga a` correspondeˆncia entre features nas va´rias imagens. Quanto aos me´todos
de estimac¸a˜o, a introduc¸a˜o de features visuais na˜o produz qualquer tipo de condicionantes
espec´ıficas, podendo ser utilizados os me´todos anteriormente referidos.
5.3.4.1 Visual SLAM Monocular – Parametrizac¸a˜o Inverse Depth
A imagem obtida por uma caˆmara monocular resulta da projecc¸a˜o de pontos tridi-
mensionais num plano bidimensional – plano da imagem. Como demonstrado na secc¸a˜o
(4.3), a determinac¸a˜o da posic¸a˜o de um ponto no plano da imagem e´ exequ´ıvel segundo
o princ´ıpio da projecc¸a˜o perspectiva, que relaciona a posic¸a˜o do ponto com a posic¸a˜o da
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caˆmara e seus paraˆmetros intr´ınsecos. Pore´m a operac¸a˜o inversa de ca´lculo da posic¸a˜o tri-
dimensional do ponto na˜o e´ poss´ıvel pela aplicac¸a˜o da operac¸a˜o de projecc¸a˜o perspectiva
inversa, dado que na˜o existem informac¸o˜es sobre a distaˆncia entre o ponto e a caˆmara.
Para inferir a posic¸a˜o tridimensional de um ponto e´ necessa´rio analisar a sua posic¸a˜o
na imagem ao longo de uma sequeˆncia de imagens adquiridas de diferentes posic¸o˜es. Cada
imagem permite trac¸ar um segmento de recta 3D semi-infinito (3D semi-infinite ray)
que intersecta a feature tendo como origem o centro o´ptico da caˆmara. Pela intersecc¸a˜o
dos segmentos relativos a cada posic¸a˜o da caˆmara obte´m-se uma estimativa da posic¸a˜o
tridimensional da feature (figura 5.4). A quantidade de imagens a utilizar neste processo
depende do grau de paralaxe, que consiste no maior aˆngulo entre os raios semi-infinitos
dos va´rios instantes de amostragem. Como e´ facilmente percept´ıvel a ambiguidade em
profundidade reduz-se a` medida que aumenta a paralaxe e diminui a distaˆncia entre o
ponto e o sensor.
Figura 5.4: Determinac¸a˜o das coordenadas tridimensionais de um ponto pela intercepc¸a˜o
de segmentos de recta semi-infinitos observados ao longo do tempo. Esta operac¸a˜o e´
potenciada pela paralaxe da caˆmara.
A impossibilidade de ca´lculo da posic¸a˜o de uma landmark pela ana´lise de uma u´nica
frame origina um problema de inicializac¸a˜o da estimac¸a˜o, pois nos me´todos de estimac¸a˜o
empregues nos sistemas de SLAM a inicializac¸a˜o de uma landmark esta´ dependente da
introduc¸a˜o de uma aproximac¸a˜o inicial da posic¸a˜o tridimensional. Uma forma de contor-
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nar este problema passa pela na˜o inclusa˜o imediata das landmarks no mapa, estas sa˜o
canalizadas para um processo interme´dio com vista a` acumulac¸a˜o de informac¸a˜o ao longo
de va´rias frames, ate´ que se verifique um grau de paralaxe que possibilite o calculo da
posic¸a˜o, procedendo-se posteriormente a` sua inicializac¸a˜o no me´todo de estimac¸a˜o.
Davison [104] opta pela representac¸a˜o inicial das landmarks por interme´dio de uma
linha 3D semi-infinita, com inicio na posic¸a˜o estimada da caˆmara e direcc¸a˜o concordante
com a indicada pela posic¸a˜o da feature na imagem. Sobre o segmento de recta, ate´ a uma
distaˆncia inferior a cinco metros, e´ lanc¸ado um filtro de part´ıculas uni-dimensional, que
e´ actualizado ate´ se verificar um n´ıvel de convergeˆncia tal que permita a representac¸a˜o
da posic¸a˜o da landmark por uma gaussiana. Apo´s este ciclo de estimac¸a˜o de posic¸a˜o
a landmark e´ adicionada ao mapa, gerido de acordo com as regras da abordagem EKF
SLAM. Esta estrate´gia na˜o responde eficazmente em ambientes de larga escala, dado que
seria necessa´rio lanc¸ar part´ıculas a distaˆncias superiores a cinco metros. Na perspectiva de
SLAM com fundamento no filtro RBPF, a inicializac¸a˜o por interme´dio de linhas causa um
aumento de complexidade suplementar, que deriva da necessidade de replicar o processo
em cada part´ıcula [105]. Genericamente, nas estrate´gias de inicializac¸a˜o retardada (delayed
initialization) como [104], as features em espera encontram-se fora do ciclo de estimac¸a˜o,
logo na˜o contribuem para o processo de SLAM, para ale´m disso podem ser sujeitas a pouca
paralaxe ao longo de um grande nu´mero de imagens, existindo a possibilidade de nunca
serem introduzidas no mapa.
Em [106] e [107] e´ proposta uma soluc¸a˜o mais eficiente que consiste na representac¸a˜o
de features sob a forma de profundidade inversa (Inverse Depth Parametrization). A
parametrizac¸a˜o em profundidade inversa admite a aproximac¸a˜o por uma gaussiana, logo
uma feature definida neste formato pode ser introduzida directamente em algoritmos de
SLAM baseados em EKF. O vector de estados de uma soluc¸a˜o deste ge´nero (5.15) possui
a parcela xv relativa aos estados da caˆmara bem como as componentes (y1, y2, ..., yn)T ,
onde cada qual identifica uma feature.
x =
[
xv, y1, y2, . . . , yn
]T (5.15)
O vector xv possui 13 componentes (5.16), respectivamente posic¸a˜o da caˆmara rela-
tivamente ao referencial global rwc (3 estados), orientac¸a˜o da caˆmara relativamente ao
referencial global qwc (definida por quaternio˜es – 4 estados), velocidade linear da caˆmara
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vw (3 estados) e velocidade angular da caˆmara ωW (3 estados).
xv =
[
rwc, qwc, vw, ωw
]T
(5.16)
Uma feature na forma de profundidade inversa e´ representada por seis paraˆmetros
(5.17): a posic¸a˜o da caˆmara no primeiro instante de visualizac¸a˜o (xvi, yvi, zvi), a orientac¸a˜o
do segmento de recta semi-infinito definido pelas componentes (θi, φi), respectivamente
aˆngulo de azimute e aˆngulo de elevac¸a˜o, e finalmente o inverso da profundidade (ρi = 1/di)
da feature ao longo do segmento de recta.
yi = [xvi, yvi, zvi, θi, φi, ρi]
T (5.17)
O vector yi codifica, segundo o referencial global, o segmento de recta semi-infinito do
instante em que ocorre a primeira observac¸a˜o da feature (figura 5.5).
Figura 5.5: Princ´ıpio da parametrizac¸a˜o inverse depth.
As coordenadas Euclidianas (Xi, Yi, Zi) do ponto no refrencial do mundo relacionam-se
com os paraˆmetros de yi de acordo com a equac¸a˜o (5.18).



















• Modelo de Observac¸a˜o
O modelo de observac¸a˜o corresponde a` projecc¸a˜o na imagem de uma landmark definida
no referencial global, operac¸a˜o que pode ser decomposta em treˆs passos: a projecc¸a˜o da
landmark no referencial da caˆmara, a aplicac¸a˜o do modelo de distorc¸a˜o e finalmente a
determinac¸a˜o das coordenadas na imagem pela aplicac¸a˜o dos paraˆmetros intr´ınsecos.
A projecc¸a˜o no referencial da caˆmara e´ expressa por interme´dio do vector direcc¸a˜o
tridimensional hc = [hx, hy, hz]T . Para landmarks codificadas em coordenadas euclidianas
o vector direcc¸a˜o e´ calculado de acordo com a fo´rmula (5.20).











Para features em inverse depth o vector direcc¸a˜o hc obtem-se pela fo´rmula (5.21).

















refere-se a` matriz rotac¸a˜o do referencial da caˆmara para o referencial do
mundo.
Como a caˆmara na˜o observa directamente o vector direcc¸a˜o hc, mas sim a sua projecc¸a˜o
no plano da imagem, e´ necessa´rio aplicar o modelo de distorc¸a˜o seguido dos paraˆmetros
intr´ınsecos, para determinar a posic¸a˜o em p´ıxeis do ponto observado. Este procedimento
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(1 + κ1r2u + κ2r4u + κ5r6u) (5.23)




 hcdxfxku + u0
hcdyfykv + v0
 (5.24)
• Inicializac¸a˜o de Landmarks
A parametrizac¸a˜o de uma landmark aquando da sua inserc¸a˜o no vector de esta-
dos depende da localizac¸a˜o estimada da caˆmara (xˆwc, qˆwc), da observac¸a˜o da feature(
h = (u, v)T
)
, e dos paraˆmetros que caracterizam a distribu´ıc¸a˜o de probabilidade as-
sociada a` profundidade (ρ0, σρ).
yˆ (xˆwc, qˆwc, h, ρ0) =
[
xˆi yˆi zˆi θˆi φˆi ρˆi
]T
(5.25)
O ponto inicial do segmento de recta semi-infinito e´ dado pela posic¸a˜o da caˆmara.





 = rˆwc (5.26)
Os aˆngulos de orientac¸a˜o do segmento de recta semi-infinito tem que ser determinados,
o que e´ conseguido pela aplicac¸a˜o do inverso do modelo de observac¸a˜o. Sendo assim, a
primeira etapa diz repeito a` aplicac¸a˜o do inverso dos paraˆmetros intr´ısecos a`s coordenadas
da feature, de modo a obter as coordenadas distorcidas no referencial da caˆmara.













1 + κ1r2u + κ2r4u + κ5r6u
hcdy
1 + κ1r2u + κ2r4u + κ5r6u
 (5.28)
O paraˆmetro rd e´ facilmente ca´lculado por (5.29), pore´m a determinac¸a˜o de ru na˜o
e´ imediata, devido ao desconhecimento das coordenadas dos pontos sem distorc¸a˜o. O
















Por u´ltimo, o segmento de recta semi-infinito e´ transformado para o referencial global
de acordo com a fo´rmula (5.31), finalmente os aˆngulos de azimute e elevac¸a˜o podem ser
extra´ıdos por (5.32).





















A covariaˆncia dos paraˆmetros xˆi yˆi zˆi θˆi e φˆi e´ baseada na covariaˆncia do erro da medida
(Ri) e na covariaˆncia estimada dos estados P (k|k). Quanto a` profundidade inversa inicial
(σρ) e ao desvio padra˜o associado (ρ0) sa˜o definidos empiricamente, de modo que 95%
da regia˜o de confianc¸a cubra uma gama de profundidades desde infinito ate´ zonas muito
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pro´ximas da caˆmara2. A covariaˆncia dos estados apo´s a inicializac¸a˜o de uma nova landmark
e´ obtida do seguinte modo:
P (k|k)nova = J





- Onde J representa o jacobiano do inverso do modelo de observac¸a˜o em relac¸a˜o aos
estados do mapa.
• Conversa˜o da parametrizac¸a˜o em inverse depth para codificac¸a˜o eu-
clidiana
O maior inconveinete da parametrizac¸a˜o em profundidade inversa diz respeito a` du-
pliac¸a˜o do nu´mero de estados necessa´rios a` representac¸a˜o de uma landmark no mapa, o
que obriga a um esforc¸o computacional suplementar. Por isso, logo que a incerteza na pro-
fundidade da landmark se torna gaussiana e´ conveniente a substitu´ıc¸a˜o da parametrizac¸a˜o
em profundidade inversa pela codificac¸a˜o em coordenadas Euclidianas. Nesse sentido, apo´s
a etapa de update, para cada landmark em profundidade inversa no mapa, e´ calculado o





- Na equac¸a˜o σd resulta da divisa˜o
σρ
σ2i
, sendo σρ =
√
Pyiyi e Pyiyi a submatriz de
covariaˆncia com dimensa˜o 6 × 6 associada a` landmark. O termo cosα e´ dado por
mThwXY Z‖hwXY Z‖−1, onde hwXY Z = xˆi− rˆwc e o termo xˆi e´ obtido pela equac¸a˜o (5.18).
Por u´ltimo di = ‖hwXY Z‖.
As landmarks com ı´ndice de linearidade inferior a um threshold3 sa˜o convertidas para
codificac¸a˜o em coordenadas euclidianas atrave´s da equac¸a˜o (5.18). A matriz de covariaˆncia
e´ actualizada na sua totalidade pela multiplicac¸a˜o do jacobiano J .
2Em [108] sa˜o utilizados os valores ρˆ0 = 1 e σρ = 1, resultando numa gama de profundidades que vai
desde o mı´nimo de 0.33 unidades de distaˆncia ate´ ao infinito
3Em [106] sa˜o aceites as landamrks cujo indice de linearidade seja inferior a 0.1
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• Escala da trajecto´ria e mapa
Quando apenas uma caˆmara monocular e´ utilizada na estimac¸a˜o da trajecto´ria e do
mapa, surgem dificuldades na determinac¸a˜o da escala do cena´rio, na medida em que a
distaˆncia entre a caˆmara e as landmarks na˜o e´ observada [109].
Segundo a abordagem de inicializac¸a˜o de landmarks em inverse depth, as u´nicas in-
formac¸o˜es me´tricas introduzidas no sistema consistem nos valores de profundidade inversa
inicialmente atribu´ıdos a cada landmark. Considerando que estes valores sa˜o na maior
parte das vezes aproximac¸o˜es grosseiras, e´ especta´vel alguma ambiguidade na escala do
mapa e localizac¸a˜o.
Numa grande parte dos trabalhos, este problema e´ contornado pela introduc¸a˜o, no
instante inicial, de medidas precisas sobre o movimento da caˆmara, ou pela visualizac¸a˜o
de um objecto alvo com dimenso˜es conhecidas pelo sistema [104]. Contudo, dado que
esta e´ a u´nica informac¸a˜o me´trica fidedigna, os desvios em escala tornam-se inevita´veis ao
longo do tempo.
5.3.4.2 Visual SLAM Stereo
A opc¸a˜o por um sistema stereo ultrapassa as limitac¸o˜es dos sistemas monoculares, na
medida em que possibilita a determinac¸a˜o das coordenadas tridimensionais das landmarks,
permitindo a especificac¸a˜o da trajecto´ria segundo o sistema me´trico e ultrapassando ao
mesmo tempo as dificuldades de inicializac¸a˜o. A precisa˜o no ca´lculo de distaˆncias em
sistemas stereo degrada-se a` medida que as caˆmaras se afastam do ponto no mundo.
Quanto maior for a distaˆncia entre as o´pticas (baseline) maior sera´ a toleraˆncia ao aumento
do espac¸o que separa o ponto das caˆmaras. Contudo, todos os sistemas stereo possuem um
limite de distaˆncia a partir do qual o ca´lculo da profundidade e´ afectado por uma grande
incerteza. Assim para pontos distantes o sistema stereo comporta-se de forma semelhante
a um dispositivo monocular [110].
No interior de um tu´nel e´ previs´ıvel a existeˆncia de landmarks distantes, logo sera´
proveitoso, nomeadamente para efeitos de correcc¸a˜o de atitude, empregar um sistema de
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visa˜o stereo aliado a um algoritmo de SLAM capaz de conciliar no mesmo mapa land-
marks tridimensionais e pontos de refereˆncia distantes definidos somente pela orientac¸a˜o.
Este assunto e´ explorado em [110], estudo onde sa˜o definidas duas regio˜es utilizadas para
classificar as landmarks quanto a` sua proximidade relativamente a`s caˆmaras. Durante o
processo de detecc¸a˜o e seguimento de features as imagens da caˆmara direita sa˜o consi-
deradas como refereˆncia na inicializac¸a˜o de landmarks. Os pontos de interesse – neste
caso uma variac¸a˜o dos cantos de Harris [111] – sa˜o extra´ıdos na imagem da direita e clas-
sificados de acordo com a disparidade relativamente a` imagem da esquerda. Os pontos
considerados pro´ximos pela ana´lise da disparidade sa˜o inicializados como landmarks com
posic¸a˜o tridimensional conhecida, caso contra´rio e´-lhe atribu´ıda a parametrizac¸a˜o de in-
verse depth seguida da inicializac¸a˜o de acordo com a sua projecc¸a˜o na imagem da direita.
Com vista ao melhoramento da eficieˆncia do mecanismo de seguimento das landmarks, a
posic¸a˜o das features no instante seguinte e´ prevista de acordo com a movimentac¸a˜o esti-
mada da caˆmara, sendo atribu´ıdo a cada ponto de interesse uma regia˜o da imagem cujos
limites dependem da incerteza nos paraˆmetros da feature e da incerteza na movimentac¸a˜o
da caˆmara.
5.4 Sistemas Multirobo´ticos de Localizac¸a˜o Cooperativa
As pesquisas no domı´nio dos sistemas multirobo´ticos incidem sobre estrate´gias de co-
ordenac¸a˜o de conjuntos de roboˆs mo´veis tendo em vista a reduc¸a˜o do tempo necessa´rio a`
realizac¸a˜o das tarefas, o aumento da precisa˜o com que sa˜o executadas e a possibilidade de
atribuic¸a˜o de uma especialidade a cada roboˆ, o que resulta num acre´scimo de robustez,
pois a avaria de um dos elementos na˜o po˜e em causa a totalidade da missa˜o, ao contra´rio
do que sucederia com a falha de um u´nico roboˆ dotado de todas as competeˆncias.
Tratando-se de grupos de roboˆs mo´veis o conhecimento da localizac¸a˜o relativa entre
os membros do grupo e´ um aspecto crucial para o sucesso das misso˜es, dado que esta
informac¸a˜o serve de base a processos importantes como a negociac¸a˜o de tarefas e o pla-
neamento de trajecto´rias. Algumas investigac¸o˜es na a´rea de localizac¸a˜o multirobo´tica
cooperativa exploram o conceito de refereˆncia mo´vel (portable landmark), nestes casos
cada roboˆ do grupo serve de ponto de refereˆncia global nos processos de localizac¸a˜o dos
restantes elementos. O uso de refereˆncias mo´veis aliado a estrate´gias de movimentac¸a˜o
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coordenadas permite a estimac¸a˜o precisa da localizac¸a˜o em cena´rios onde esta tarefa e´
dificultada pela auseˆncia de pontos de refereˆncia naturais.
Em [112] o grupo de roboˆs e´ dividido em duas equipas, uma movimenta-se enquanto
a outra mante´m uma posic¸a˜o esta´tica servindo de refereˆncia. No instante seguinte os
pape´is invertem-se e o processo repete-se ate´ que ambas as equipas atinjam o objectivo.
Ja´ em [113] apenas um roboˆ se move de cada vez, ao passo que o resto do grupo forma
um triaˆngulo equila´tero de modo a providenciar pontos de refereˆncia com informac¸a˜o
geome´trica.
A opc¸a˜o por uma estrate´gia semelhante a` proposta em [112] pode ser vantajosa num
processo de localizac¸a˜o dentro de um tu´nel, visto que a introduc¸a˜o de uma refereˆncia mo´vel
a` frente do ve´ıculo de mapeamento permite ultrapassar a ambiguidade de posic¸a˜o segundo
a direcc¸a˜o de movimento. Pore´m esta estrate´gia impo˜e algumas condicionantes como a
obrigatoriedade de imobilizac¸a˜o perio´dica do ve´ıculo de mapeamento e a necessidade de
conservac¸a˜o do contacto visual entre ambos os intervenientes.
Esta pa´gina foi intencionalmente deixada em branco.
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Um sistema de modelizac¸a˜o tridimensional deve possuir uma etapa de organizac¸a˜o dos
dados de modo a torna´-los visualmente apresenta´veis. Esta tarefa na˜o e´ trivial, pois na
maioria dos casos as informac¸o˜es tridimensionais sa˜o representadas sob a forma de estrutu-
ras bidimensionais, como por exemplo a impressa˜o numa folha de papel ou a representac¸a˜o
num monitor de computador. Consequentemente, e´ indispensa´vel a aplicac¸a˜o de te´cnicas
voltadas para a conversa˜o de estruturas tridimensionais em imagens bidimensionais, pro-
cesso designado por renderizac¸a˜o. O processo de renderizac¸a˜o na˜o e´ objecto de estudo
nesta dissertac¸a˜o, existindo uma grande variedade de programas dedicados a esta tarefa,
todavia a forma de organizac¸a˜o dos dados tridimensionais numa fase pre´ renderizac¸a˜o toma
especial relevaˆncia, na medida em que se relaciona directamente com o grau de realismo
e detalhe empregues na representac¸a˜o final.
6.1 Nuvens de Pontos
A` representac¸a˜o geome´trica de um conjunto de pontos tridimensionais da´-se o nome
de nuvem de pontos. O processo de construc¸a˜o de uma nuvem de pontos e´ bastante
simples, pois na˜o sa˜o formuladas relac¸o˜es entre os elementos do conjunto de pontos. Cada
ponto e´ posicionado individualmente de acordo com as suas coordenadas face a um sistema
referencial comum.
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Figura 6.1: Exemplo de um modelo em nuvem de pontos.
A representac¸a˜o sob a forma de nuvem de pontos tem algumas vantagens, entre elas
pode referir-se a facilidade de renderizac¸a˜o (importante em conjuntos de dados com di-
mensa˜o elevada); o facto de o processo de renderizac¸a˜o incidir directamente nas coorde-
nadas dos pontos, na˜o sendo necessa´rio qualquer tipo de pre´ tratamento ou organizac¸a˜o
dos dados; a compatibilidade entre os dados fornecidos por sensores LRF com o formato
aceite pela aplicac¸a˜o de renderizac¸a˜o e´ conseguida atrave´s de uma simples conversa˜o de
coordenadas polares para coordenadas cartesianas; adicionalmente, na˜o ocorrem perdas
de informac¸a˜o desde que a totalidade do conjunto seja representada.
Em contrapartida, devido a` auseˆncia de superf´ıcies, perdem-se as noc¸o˜es de volume-
tria e de profundidade, bem como a capacidade de interpretac¸a˜o da figura a` medida que
aumenta a ampliac¸a˜o.
Outra desvantagem prende-se com o dispeˆndio computacional inerente a` gesta˜o de
todos os pontos. Em situac¸o˜es especificas grande quantidade de pontos pode conter in-
formac¸o˜es redundantes, como por exemplo em modelos constitu´ıdos essencialmente por
superf´ıcies planas.
6.2 Malhas Poligonais
As malhas poligonais descrevem o modelo atrave´s de pol´ıgonos convexos formados por
treˆs tipos de elementos: ve´rtices, fronteiras e faces [114]. As malhas poligonais arbitra´rias
reu´nem num u´nico modelo va´rios tipos de pol´ıgonos, enquanto que as malhas poligonais
regulares sa˜o formadas por apenas um tipo [115]. A representac¸a˜o de modelos tridimensio-
nais de estruturas em larga escala e´ executada especialmente atrave´s de malhas poligonais
triangulares, que proporcionam uma boa aproximac¸a˜o da maior parte das superf´ıcies.
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Figura 6.2: Exemplo de um modelo em malha poligonal.
No trabalho apresentado neste documento, sa˜o geradas malhas triangulares a partir
de nuvens de pontos por interme´dio do algoritmo BPA (Ball-Pivoting Algorithm) [26]. O
algoritmo toma como entradas uma nuvem de pontos e um paraˆmetro representado pelo
s´ımbolo ρs, que especifica o raio da esfera utilizada na pesquisa de pontos vizinhos. A
esfera deve possuir uma dimensa˜o ajustada a` densidade da nuvem de pontos, de modo que
seja reduzida a probabilidade de atravessar as superf´ıcies sem tocar em nenhum ponto.
Inicialmente sa˜o escolhidos treˆs pontos, de forma aleato´ria, atrave´s dos quais se define
o primeiro triaˆngulo da malha, designado por triaˆngulo semente. Em seguida a esfera
de raio ρs e´ posicionada, mantendo contacto superficial com os treˆs pontos do triaˆngulo
semente. A esfera e´ enta˜o rodada, em torno do eixo que intercepta dois dos pontos do
triaˆngulo, ate´ estabelecer contacto com outro ponto na˜o pertencente a` malha. O ponto
encontrado e´ conjugado com os dois pontos de base, formando um novo triaˆngulo que
integra imediatamente a malha. O processo repete-se para cada edge da malha com o
propo´sito de formar mais triaˆngulos e assim expandir a malha triangular. No caso de
todos os edges terem sido verificados e de ainda existirem pontos da nuvem por interpolar,
ocorre a selecc¸a˜o de um novo triaˆngulo semente e o processo e´ reiniciado.
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Os sistemas de localizac¸a˜o caracter´ısticos dos roboˆs mo´veis sa˜o desenvolvidos com vista
a` operac¸a˜o em tempo real, pois o conhecimento da localizac¸a˜o e´ imprescind´ıvel a` maior
parte dos processos de tomada de decisa˜o. No aˆmbito desta dissertac¸a˜o a operac¸a˜o em
tempo real na˜o e´ crucial, e do ponto de vista funcional vislumbram-se algumas vantagens
da opc¸a˜o por um algoritmo de localizac¸a˜o em po´s-processamento. O recurso a uma es-
trate´gia de po´s-processamento alivia os requisitos computacionais da etapa de aquisic¸a˜o
de dados, reduzindo a quantidade de hardware a bordo do ve´ıculo, bem como as necessida-
des energe´ticas do sistema. Com base nos dados recolhidos podem ser processados va´rios
algoritmos de localizac¸a˜o, tornando via´vel o estabelecimento de comparac¸o˜es entre as di-
ferentes metodologias. Por fim, a construc¸a˜o de um dataset reduz o nu´mero de viagens do
ve´ıculo de mapeamento, pois as diversas abordagens de localizac¸a˜o podem ser testadas e
afinadas com base nos dados recolhidos numa u´nica viagem.
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7.1 Plataforma Sensorial
Seguindo a opc¸a˜o por um sistema de localizac¸a˜o po´s-processado, foi desenvolvida uma
plataforma sensorial vocacionada para o registo de informac¸o˜es adequadas aos mecanismos
de localizac¸a˜o e modelizac¸a˜o tridimensional. A plataforma sensorial e´ composta por um
sensor IMU, um inclino´metro, dois receptores GPS, duas caˆmaras CCD e dois sensores
LRF. Os sensores foram instalados de modo a facilitar o transporte sobre um automo´vel,
possibilitando a recolha de informac¸o˜es no interior de tu´neis rodovia´rios.
A escolha do tipo de sensores e sua disposic¸a˜o e´ influenciada pelas estrate´gias analisadas
nos cap´ıtulos estado da arte (cap´ıtulo 2) e localizac¸a˜o (cap´ıtulo 5). Todos os dispositivos
instalados na plataforma sensorial faziam ja´ parte do recheio do LSA.
Em seguida sa˜o indicadas as caracter´ısticas fundamentais de cada sensor, posterior-
mente e´ estabelecida a disposic¸a˜o r´ıgida dos mesmos na plataforma sensorial.
7.1.1 IMU
O sistema inercial utilizado e´ fabricado pela empresa iMAR [82], modelo iNAV-FMS-E
(figura 7.1). Consiste num sensor vocacionado para aplicac¸o˜es de navegac¸a˜o, pois fornece
informac¸o˜es bastante precisas a uma taxa ma´xima de 400Hz. Os girosco´pios de fibra
o´ptica apresentam um drift de 0.75◦/h ao passo que os acelero´metros possuem bias de
1.5mg.
A informac¸a˜o pode ser fornecida em va´rios formatos, nomeadamente dados brutos (raw
data), velocidade linear, velocidade angular, aˆngulo roll, aˆngulo pitch, aˆngulo yaw, posic¸a˜o
e informac¸o˜es de GPS. A transmissa˜o de dados pode ser executada atrave´s dos protocolos
de comunicac¸a˜o Ethernet (TCP/IP ou UDP), CAN ou RS-232.
O sensor possui internamente um receptor GPS com frequeˆncia de amostragem de
5Hz. O IMU possui algoritmos internos que em po´s-processamento executam operac¸o˜es
de filtragem baseadas em filtro de Kalman, conseguindo por este meio elevar a precisa˜o
da trajecto´ria. A localizac¸a˜o baseada exclusivamente em GPS proporciona um erro em
orientac¸a˜o inferior a 0.1◦ e erro em posic¸a˜o ate´ 2m, para receptores DGPS os limites de
erro baixam respectivamente para 0.03◦ e 1m, em po´s-processamento a integrac¸a˜o entre
IMU e RTK-GPS atinge erros inferiores a 0.01◦ em orientac¸a˜o e 10cm em posic¸a˜o. Dada a
auseˆncia de sinal GPS, durante o percurso no interior do tu´nel ira´ manifestar-se o erro dos
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sensores inerciais, resultando numa trajecto´ria com taxas de random walk em orientac¸a˜o
de 0.1◦/
√
h e incerteza nas medic¸o˜es de acelerac¸a˜o na ordem de 50µg/
√
Hz.
Figura 7.1: Sensor inercial iNAV-FMS-E.
7.1.2 Inclino´metro
Foi adicionado ao conjunto de sensores um inclino´metro de marca MicroStrain, mo-
delo 3DM-GX1 [116]. O sensor e´ composto por treˆs girosco´pios que determinam as al-
terac¸o˜es dinaˆmicas de orientac¸a˜o, possui ainda um trio de acelero´metros e outro trio de
magneto´metros para percepc¸a˜o da orientac¸a˜o esta´tica.
Os dados podem tomar cinco formatos: aˆngulos de Heuler, quaternio˜es, matriz rotac¸a˜o,
sa´ıda analo´gica com tensa˜o proporcional aos aˆngulos de Heuler ou dados brutos de todos
os sensores (raw data). A taxa de sa´ıda e´ de 100Hz para os quatro primeiros formatos e
de 300Hz para a sa´ıda de dados brutos.
O 3DM-GX1 tem uma performance manifestamente inferior ao iNAV-FMS-E, os gi-
rosco´pios registam um aˆngulo de random walk de 3.5◦/
√
h, as medidas dos acelero´metros
caracterizam-se por erros de 0.4mg/
√
Hz. A comunicac¸a˜o de dados e´ estabelecida pelos
protocolos RS-232 ou RS-485.
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Figura 7.2: Inclino´metro 3DM-GX1.
7.1.3 Sensores LRF
Os sensores LRF proporcionam um varrimento bidimensional, sa˜o do fabricante SICK
[117] e tomam a designac¸a˜o de Laser Measurement System LMS. Um e´ indicado para
ambientes interiores (modelo LMS-200) enquanto que o outro (LMS-291) incorpora um
sistema de correcc¸a˜o automa´tico de interfereˆncias causadas por condic¸o˜es atmosfe´ricas
adversas, como chuva e nevoeiro, sendo por esse motivo adequado a operac¸o˜es em cena´rio
exterior. Ambos emitem feixes laser na gama dos infra-vermelhos e facultam uma abertura
angular de 180◦ com treˆs gamas de resoluc¸a˜o selecciona´veis – 0.25◦, 0.5◦ ou 1◦. A resoluc¸a˜o
me´trica e´ de 10mm e os erros t´ıpicos situam-se entre os ±15mm para o LMS-200 e entre
os ±35mm para o LMS-291. O alcance ma´ximo para alvos com reflectividade reduzida
(10%) fica limitado a 10 e 30 metros respectivamente para o LMS-200 e para o LMS-291.
A frequeˆncia de amostragem e´ de 75Hz e a comunicac¸a˜o de dados e´ estabelecida pelos
protocolos RS232 ou RS422.
Figura 7.3: Sensor laser range finder SICK LMS-200.
7.1 Plataforma Sensorial 113
7.1.4 Caˆmaras CCD
O sistema inclui duas caˆmaras CCD do fabricante JAI [118], modelo CB-080GE. A
resoluc¸a˜o ma´xima e´ de 1032(h) × 778(v) com frame rate de 30frames/s. O ganho e´
ajusta´vel manualmente entre −30dB e +12dB. Esta˜o a` disposic¸a˜o pinos GPIO que, entre
outras func¸o˜es, permitem o disparo controlado por dispositivos externos. Na aquisic¸a˜o
do dataset o instante de disparo das caˆmaras e´ comandado pelo IMU. A comunicac¸a˜o
utilizada na transfereˆncia de informac¸o˜es das caˆmaras para a plataforma computacional
respeita o protocolo Gigabit Ethernet (GigE).
Figura 7.4: Caˆmara JAI modelo CB-080GE.
7.1.5 Disposic¸a˜o dos Sensores
Os sensores foram instalados numa estrutura meta´lica r´ıgida, suscept´ıvel de ser trans-
portada no topo de um automo´vel (figura 7.5).
Figura 7.5: Plataforma sensorial transportada sobre o ve´ıculo de mapeamento.
O sensor iNAV-FMS-E foi posicionado com o eixo x na direcc¸a˜o do movimento, o eixo
y aponta para a esquerda do ve´ıculo e o eixo z aponta para cima. O sensor LRF com maior
alcance (LMS-291) encontra-se em frente do iNAV-FMS-E e o varrimento desenvolve-se
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sobre o plano horizontal. O sensor LMS-200 foi colocado a` direita do iNAV-FMS-E e esta´
rodado −90◦ segundo roll e −40◦ segundo yaw, de forma a captar um perfil vertical da
parede do tu´nel. As caˆmaras encontram-se separadas por uma baseline de 41.5cm e entre
elas manifesta-se uma diferenc¸a de orientac¸a˜o de 25◦. O sensor 3DM-GX1 encontra-se
sobre a caˆmara da esquerda, o eixo x aponta para a retaguarda, o eixo y aponta para a
esquerda e o eixo z no sentido do centro da terra.
Figura 7.6: Grande plano do sensor 3DM-GX1 posicionado sobre a caˆmara da esquerda.
As caˆmaras visualizam uma porc¸a˜o comum do mundo, logo e´ poss´ıvel correr algoritmos
de visa˜o stereo sobre esta a´rea. A inclinac¸a˜o para a lateral do ve´ıculo da caˆmara direita
tem duas justificac¸o˜es, por um lado a vista lateral alargada permite observar features
com paralaxe mais acentuada, outra vantagem prende-se com o registo na imagem da
zona de incideˆncia do sensor LMS-200, tornando poss´ıvel o preenchimento do modelo com
informac¸a˜o visual.
O sensor LMS-200 atrave´s do varrimento no plano vertical apreende a geometria da
parede direita bem como parte do tecto. Estes dados na˜o sa˜o suficientes para construir um
modelo tridimensional da estrutura da galeria na sua totalidade, no entanto a informac¸a˜o
recolhida permite testar e desenvolver algoritmos voltados para a construc¸a˜o de nuvens de
pontos e para a criac¸a˜o de malhas poligonais.
O sensor LMS-291 aponta em frente e regista um plano de varrimento horizontal. Os
dados por ele adquiridos permitem testar o registo de varrimentos 2D, para perceber a
viabilidade desta estrate´gia aplicada a` localizac¸a˜o.
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7.1.6 Transformac¸o˜es entre os Sistemas de Coordenadas dos Sensores
A fusa˜o correcta das informac¸o˜es dos va´rios sensores obriga a` transposic¸a˜o das medidas
para um sistema de coordenadas comum, neste sentido e´ obrigato´rio conhecer as trans-
formac¸o˜es f´ısicas, rotac¸a˜o e translac¸a˜o, entre os sistemas referenciais de todos os sensores.
Esta informac¸a˜o e´ obtida por calibrac¸a˜o utilizando programas open source ou algoritmos
pro´prios dos sensores.
A relac¸a˜o entre os referenciais das caˆmaras e´ obtida pela calibrac¸a˜o stereo atrave´s da
toolbox de calibrac¸a˜o de caˆmaras e sistemas stereo dispon´ıvel para Matlab [71].
A transformac¸a˜o entre os referenciais das caˆmaras e os referenciais dos sensores LRF
e´ estimada por calibrac¸a˜o aplicando o me´todo apresentado em [119], do qual existe uma
implementac¸a˜o em Matlab [120].
A relac¸a˜o entre as caˆmaras e os sensores inerciais e´ determinada com recurso a` toolbox
InerVis [121], baseada no me´todo desenvolvido por Jorge Lobo e Jorge Dias [122].
A determinac¸a˜o da posic¸a˜o da antena receptoras de GPS e´ estimada por algoritmos
internos do sensor iNAV-FMS-E.
7.1.7 Registo do Instante das Medidas
Em sistemas de fusa˜o sensorial o conhecimento do instante das medidas constitui um
aspecto de grande relevaˆncia, sendo crucial no estabelecimento de relac¸o˜es temporais entre
as medidas.
O sistema de aquisic¸a˜o de dados atribui a cada medida uma etiqueta com o respectivo
instante de recepc¸a˜o pelo sistema computacional – timestamp. A etiqueta de tempo e´ ba-
seada no tempo de CPU, no entanto a precisa˜o do relo´gio do CPU degrada-se ligeiramente
com o passar do tempo devido a` imperfeic¸a˜o do cristal oscilador, feno´meno designado por
clock drift. O acesso a refereˆncias de tempo fornecidas pelos relo´gios ato´micos das estac¸o˜es
GPS permite corrigir o relo´gio de CPU periodicamente.
No instante em que ocorre a medic¸a˜o, os sensores LRF emitem um impulso num pino
de sa´ıda, este evento chega a` unidade computacional atrave´s da porta se´rie e e´ atendido
pelo mo´dulo PPS (Pulse Per Second), dispon´ıvel a partir do kernel LINUX 2.6.34. O
instante de chegada do impulso determina o tempo a atribuir ao varrimento transmitido
em seguida via protocolo RS422.
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Dado que o disparo das caˆmaras e´ comandado pelo iNAV-FMS-E, o tempo atribu´ıdo a
cada frame consiste no instante em que e´ enviada a ordem de amostragem. Estes instantes
sa˜o guardados pelo sistema operativo do iNAV-FMS-E sob a forma de um ficheiro de texto.
7.2 Aquisic¸a˜o do Dataset
O dataset foi adquirido num tu´nel rodovia´rio com uma extensa˜o de aproximadamente
100 de metros, situado no arredores da cidade do Porto mais concretamente na localidade
de Vilar de Luz.
Figura 7.7: Ve´ıculo de mapeamento na zona do tu´nel, instantes antes da recolha de dados.
A` excepc¸a˜o das caˆmaras CCD, todos os sensores adquirem informac¸o˜es a` taxa de
amostragem ma´xima. Precavendo feno´menos de lateˆncia nas comunicac¸o˜es, bem como
dificuldades ao n´ıvel do armazenamento das imagens, as caˆmaras operam a` taxa de 5 Hz.
A velocidade do ve´ıculo na˜o foi alvo de um controlo cuidado, apesar de ter sido res-
peitada a velocidade ma´xima de 35 km/h. O valor da velocidade praticada produz um
impacto mais noto´rio nas imagens adquiridas pelas caˆmaras CCD, pois velocidades eleva-
das geram discrepaˆncias acentuadas de cena´rio entre frames consecutivas. Ao limitar a
velocidade a 35 km/h e´ poss´ıvel garantir que a distaˆncia entre a posic¸a˜o da caˆmara, em
instantes de amostragem cont´ıguos, na˜o ultrapassa os 2 metros, o que e´ aceita´vel para a
aplicac¸a˜o de localizac¸a˜o desenvolvida.
A fraca iluminac¸a˜o no interior da galeria associada a` incapacidade de ajuste automa´tico
do ganho das caˆmaras dificultou a aquisic¸a˜o de imagens com a qualidade. A grande va-
riac¸a˜o da intensidade luminosa ao longo de todo o percurso perturba fortemente as ima-
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gens, originando nos instantes de transic¸a˜o entre o exterior e o interior imagens totalmente
saturadas. Em zonas mais interiores a iluminac¸a˜o e´ diminuta e contribui para o escureci-
mento das imagens.
Figura 7.8: Diferenc¸a de iluminac¸a˜o entre uma imagem captada a` entrada do tu´nel e outra
adquirida ja´ no interior.
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O algoritmo de modelizac¸a˜o tridimensional foi segmentado em dois blocos, um de-
les trata a determinac¸a˜o da localizac¸a˜o da plataforma sensorial, enquanto o outro incide
sobre a construc¸a˜o do modelo. O processo de localizac¸a˜o funde os dados dos sensores
inerciais com informac¸o˜es extra´ıdas a partir das imagens capturadas pelas caˆmaras CCD.
As informac¸o˜es do sensor iNAV-FMS-E na˜o contribuem activamente para o ca´lculo da
localizac¸a˜o. A trajecto´ria calculada por este sensor e´ bastante precisa e sera´ utilizada
exclusivamente para efeitos de comparac¸a˜o – ground truth. Relativamente ao bloco dedi-
cado a` construc¸a˜o do modelo, regista-se a contribuic¸a˜o do sensor LMS-200 na aquisic¸a˜o de
varrimentos verticais da parede do tu´nel a` direita do ve´ıculo. Estas medidas conjugadas
com os dados de localizac¸a˜o, obtidos pelo primeiro bloco, permitem gerar uma nuvem de
pontos, sobre a qual opera o algoritmo BPA com o propo´sito de construc¸a˜o de uma malha
poligonal.
119
120 Implementac¸a˜o e Resultados
8.1 Projecto do Sistema de Localizac¸a˜o
O processo de determinac¸a˜o da localizac¸a˜o da plataforma sensorial consiste num algo-
ritmo de SLAM baseado no estimador EKF, ao qual se associam contribuic¸o˜es do estado
da arte como a parametrizac¸a˜o em inverse depth, a utilizac¸a˜o de features do tipo SIFT, a
rejeic¸a˜o de correspondeˆncias inconsistentes pelo algoritmo 1-Point RANSAC e a previsa˜o
da movimentac¸a˜o da plataforma atrave´s da mecanizac¸a˜o inercial segundo o referencial de
n´ıvel local.
A inclusa˜o do sistema inercial visa sobretudo a introduc¸a˜o de informac¸o˜es me´tricas no
filtro, de modo a contrariar a ambiguidade em escala caracter´ıstica dos sistemas de SLAM
monoculares. Segundo [123] esta abordagem permite dispensar a visualizac¸a˜o de alvos
com dimenso˜es conhecidas no instante inicial, com a vantagem de fornecer informac¸o˜es
me´tricas ao longo de todo o percurso.
O algoritmo de localizac¸a˜o foi implementado em Matlab, tendo como suporte a aplicac¸a˜o
de Visual SLAM desenvolvida por Javier Civera e Jose´ Montiel [124], dois investigadores
com cre´dito internacional pela sua pesquisa em aplicac¸o˜es de localizac¸a˜o atrave´s de siste-
mas visuais monoculares. A escolha desta base de trabalho deve-se ao facto de incorporar
dois me´todos de vanguarda, designadamente a parametrizac¸a˜o de features em inverse
depth e a integrac¸a˜o do algoritmo 1-Point RANSAC. Contudo, a aplicac¸a˜o desenvolvida
no aˆmbito desta dissertac¸a˜o regista alterac¸o˜es profundas relativamente ao co´digo de base,
motivadas pela introduc¸a˜o de features do tipo SIFT, pela incorporac¸a˜o de medidas inercias
na fase de previsa˜o do filtro e pela alterac¸a˜o dos modelos das caˆmaras – modelo pinhole
e modelo de distorc¸a˜o – de modo compatibilizar o modelo de observac¸a˜o com as caˆmaras
utilizadas.
8.1.1 Pre´-selecc¸a˜o de Features
As grandes variac¸o˜es de iluminac¸a˜o registadas nas imagens do dataset traduzem-se na
reduc¸a˜o do contraste especialmente nas frames adquiridas em zonas mais interiores do
tu´nel, condicionando a repetibilidade do algoritmo de extracc¸a˜o de features. Geralmente
os algoritmos de Visual SLAM sa˜o desenvolvidos com vista a` operac¸a˜o em tempo real, por
isso cada frame e´ processada de forma isolada e as landmarks sa˜o introduzidas no filtro
sem que aja a garantia de ocorreˆncia de observac¸o˜es futuras. No nosso caso, dado que
toda a sequeˆncia de imagens esta´ dispon´ıvel a` partida, foi implementado, a` margem do
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algoritmo principal de SLAM, um processo de extracc¸a˜o e correspondeˆncia de features que
considera todo o historial de imagens. Esta abordagem traz dois grandes benef´ıcios, desde
logo a possibilidade de identificar as features com elevado nu´mero de observac¸o˜es ao longo
da sequeˆncia de frames, de modo a garantir a viabilidade das landmarks introduzidas no
mapa. Por outro lado, a na˜o incorporac¸a˜o da extracc¸a˜o de features no algoritmo de SLAM
reduz significativamente a complexidade do algoritmo, tornando-o mais ra´pido.
O processo de extracc¸a˜o e correspondeˆncia de features foi implementado em Matlab
com recurso a` toolbox de extracc¸a˜o de fetaures SIFT [125]. O programa comec¸a por
extrair features na imagem de referencia (imagem inicial), a`s quais associa o respectivo
descritor pro´prio do me´todo SIFT. Apo´s esta etapa ocorre a extracc¸a˜o de features na
frame posterior seguida do ca´lculo dos descritores. Os descritores atribu´ıdos aos pontos
de interesse sa˜o comparados, resultando da´ı as correspondeˆncias entre as duas frames
cont´ıguas. As correspondeˆncias sa˜o enta˜o analisadas pelo me´todo RANSAC aplicado a`
estimac¸a˜o da matriz de homografia. Para este fim, foi utilizada a toolbox de RANSAC para
Matlab [126]. Foi imposto um limite de erro elevado de modo a descartar correspondeˆncias
absurdas, preservando no entanto as correspondeˆncias com grande inovac¸a˜o.
Figura 8.1: Filtragem de correspondeˆncias atrave´s do me´todo RANSAC tradicional. A`
esquerda, coorespondeˆncias pela comparac¸a˜o de descritores SIFT. A` direita as corre-
pondeˆncias aceites pelo me´todo de RANSAC.
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Apo´s a execuc¸a˜o dos passos anteriores o procedimento repete-se ate´ que todas as frames
tenham sido analisadas, a frame do instante actual passa a ser a frame de referencia e
da´-se a comparac¸a˜o com a imagem seguinte.
Para cada feature va´lida e´ reservado um elemento num array de estruturas, que arma-
zena informac¸o˜es relevantes tais como a posic¸a˜o da feature em cada frame, o ı´ndice de todas
as frames em que a feature e´ observada, o descritor mais recente, bem como alguns campos
suplementares destinados ao algoritmo de SLAM. E´ ainda definido um nu´mero mı´nimo
de observac¸o˜es abaixo do qual as features sa˜o exclu´ıdas do array, pois num curto espac¸o
de tempo e´ pouco prova´vel que a landmark seja visualizada com um aˆngulo de paralaxe
suficientemente elevado de modo a favorecer a estimac¸a˜o da sua posic¸a˜o no mundo.
A figura (8.2) representa a durac¸a˜o das features extra´ıdas ao longo da sequeˆncia de
frames. No eixo vertical do gra´fico encontram-se dispostas as va´rias features, a sua durac¸a˜o
em frames e´ representada pelo comprimento do respectivo trac¸o horizontal.
Figura 8.2: Distribuic¸a˜o das features observadas em func¸a˜o da sequeˆncia de frames.
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8.1.2 Algoritmo de SLAM
A estimac¸a˜o da localizac¸a˜o do ve´ıculo de mapeamento e´ conseguida pela fusa˜o das
medidas do sensor 3DM-GX1 com as features extra´ıdas nas imagens captadas pela caˆmara
da esquerda. No vector de estados do filtro EKF sa˜o reservados nove elementos dedicados
a` estimac¸a˜o da localizac¸a˜o, respectivamente posic¸a˜o, orientac¸a˜o e velocidade, definidas em
relac¸a˜o ao referencial de n´ıvel local.
Originalmente o me´todo de parametrizac¸a˜o em inverse depth define a orientac¸a˜o atrave´s
de um quaternia˜o. Neste trabalho, a` semelhanc¸a do que acontece em [123], optou-se pela
utilizac¸a˜o de aˆngulos de Euler que, para ale´m de constituir uma representac¸a˜o mais in-
tuitiva, facilita os ca´lculos executados na mecanizac¸a˜o inercial. Na˜o e´ expecta´vel que o
sistema se aproxime do ponto de singularidade que caracteriza os aˆngulos de Euler1, logo
na˜o existe qualquer inconveniente na utilizac¸a˜o deste tipo de representac¸a˜o, que alia´s reduz
em um elemento a dimensa˜o do vector de estados.
O algoritmo de SLAM conjuga as etapas ba´sicas do me´todo EKF com rotinas relacio-
nadas com os me´todos do estado da arte incorporados. A sequeˆncia de acc¸o˜es e´ indicada
no fluxograma da figura (8.3).
1A singularidade no aˆngulos de Euler ocorre quando a rotac¸a˜o interme´dia instantaˆnea alinha os eixos
da primeira e terceira rotac¸o˜es. Para uma sequeˆncia de rotac¸o˜es roll/pitch/yaw a singularidade acontece
para aˆngulos pitch = ±90◦
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Figura 8.3: Fluxograma do algoritmo de SLAM.
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8.1.2.1 Inicializac¸o˜es
Na fase de inicializac¸a˜o ocorre a definic¸a˜o dos diversos paraˆmetros utilizados no filtro e
a leitura dos ficheiros que conteˆm os dados dos sensores. Neste instante sucede tambe´m a
declarac¸a˜o das relac¸o˜es entre os sistemas referenciais dos sensores. A toolbox utilizada na
determinac¸a˜o da relac¸a˜o entre os sensores inerciais e as caˆmaras na˜o produziu resultados
fia´veis. Face a` indisponibilidade de outro me´todo, as transformac¸o˜es consideradas no
algoritmo consistem em aproximac¸o˜es grosseiras, estabelecidas por mera observac¸a˜o da
disposic¸a˜o dos sensores.
Figura 8.4: Representac¸a˜o da orientac¸a˜o dos sistemas de eixos dos sensores
Tem ainda lugar a inicializac¸a˜o do vector de estados e da matriz de covariaˆncia do
filtro. Considera-se que no instante inicial a posic¸a˜o do ve´ıculo coincide com a origem do
referencial de n´ıvel local, de modo que a posic¸a˜o inicial e´ rn = [0 0 0]T . A orientac¸a˜o inicial,
que traduz o desalinhamento dos eixos do sensor 3DM-GX1 em relac¸a˜o a Norte, Este e ao
centro da Terra, e´ obtida pela transformac¸a˜o para o referencial de n´ıvel local dos valores
de orientac¸a˜o calculados pelo sensor iNAV-FMS-E no instante inicial. A localizac¸a˜o po´s-
processada do sensor iNAV-FMS-E e´ definida segundo as direcc¸o˜es Este, Norte e sentido
oposto ao centro da Terra – referencial ENU – assim o desalinhamento dos eixos do sensor
3DM-GX1 partindo das medidas do sensor iNAV-FMS-E e´ obtido atrave´s das relac¸o˜es
ilustradas na figura (8.5).
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Figura 8.5: Sequeˆncia de rotac¸o˜es que alinham o sistema referencial do sensor iNAV-FMS-
E com o sistema refrencial do sensor 3DM-GX1.
A velocidade inicial e´ fornecida pelo sensor iNAV-FMS-E. Como as velocidades sa˜o
definidas segundo o referencial de n´ıvel local e´ necessa´rio efectuar a transformac¸a˜o de











A inicializac¸a˜o dos estados com os dados da trajecto´ria de refereˆncia promove uma
comparac¸a˜o justa entre a trajecto´ria de referencia e a calculada pelo sistema de localizac¸a˜o,
contudo a imprecisa˜o nas transformac¸o˜es entre referenciais introduz a` partida um factor de
erro, que se vai manifestar durante todo processo degradando a qualidade da localizac¸a˜o
estimada.
No instante inicial na˜o existe qualquer correlac¸a˜o entre os erros dos estados, pelo que
apenas a diagonal da matriz de covariaˆncia toma valores diferentes de zero. Aos estados que
expressam posic¸a˜o e´ atribu´ıda a variaˆncia de 0.01 metros, os estados relativos a` orientac¸a˜o
partem com uma variaˆncia de 0.008 radianos ao passo que a variaˆncia das velocidades e´
de 0.02 m/s. Estes valores dizem respeito a` incerteza da transformac¸a˜o entre o referencial
do sensor iNAV-FMS-E e o referencial do corpo. A matriz de covariaˆncia inicial fica:
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P0 =

0.01 0 0 0 0 0 0 0 0
0 0.01 0 0 0 0 0 0 0
0 0 0.01 0 0 0 0 0 0
0 0 0 0.008 0 0 0 0 0
0 0 0 0 0.008 0 0 0 0
0 0 0 0 0 0.008 0 0 0
0 0 0 0 0 0 0.02 0 0
0 0 0 0 0 0 0 0.02 0
0 0 0 0 0 0 0 0 0.02

(8.2)
8.1.2.2 Fase de Previsa˜o
O modelo de movimento utilizado na fase de previsa˜o do EKF consiste nas equac¸o˜es
de mecanizac¸a˜o segundo o referencial de n´ıvel local (secc¸a˜o 5.2.1). As poss´ıveis land-
marks presentes no mapa na˜o possuem dinaˆmica, portanto apenas os estados relativos a`







rn(k − 1|k − 1) + vn(k|k − 1)∆t
Θn(k − 1|k − 1) + Enb wb(k)∆t







Numa primeira fase a etapa de previsa˜o e´ desencadeada apo´s a inicializac¸a˜o, de modo
a propagar o movimento do ve´ıculo, desde o instante de inicializac¸a˜o ate´ ao momento de
aquisic¸a˜o da primeira frame, com base na sequeˆncia de medidas inerciais dispon´ıvel nesse
intervalo de tempo. Com a entrada do algoritmo no ciclo de previsa˜o/update, t´ıpico do
me´todo recursivo EKF, a fase de previsa˜o preenche com informac¸a˜o os intervalos entre
frames.
A mecanizac¸a˜o inercial e´ classificada como uma te´cnica de localizac¸a˜o de dead recko-
ning, onde a incerteza cresce em func¸a˜o do tempo. Sucede enta˜o a actualizac¸a˜o da matriz
de covariaˆncia, atrave´s da fo´rmula de ca´lculo imposta pelo algoritmo EKF (fo´rmula 8.4),
com o intuito de fazer reflectir o aumento da incerteza na covariaˆncia dos estados.
P (k|k − 1) = ∇F (k) ∗ P (k − 1|k − 1) ∗ ∇TF (k) +Q (8.4)
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A matriz ∇F (k) indica o jacobiano do modelo do processo relativamente aos estados
contidos no vector de estados. A matriz Q resulta da operac¸a˜o G(k)QvG(k)T , onde G(k)
e´ a matriz jacobiana do modelo do processo em ordem a`s fontes de erro, a matriz Qv e´
nula a` excepc¸a˜o da diagonal onde se definem as variaˆncias de cada fonte de erro.
O ca´lculo das matrizes jacobianas pode ser encontrado no Anexo (A.4).
8.1.2.3 Inicializac¸a˜o de Landmarks
No instantes de inicializac¸a˜o as landmarks sa˜o introduzidas no filtro sob a forma de
profundidade inversa, provocando a extensa˜o das dimenso˜es do vector de estados e da
matriz de covariaˆncia, de modo a incorporarem as informac¸o˜es deste novo elemento. Uma
landmark em profundidade inversa e´ definida por seis paraˆmetros, posic¸a˜o da caˆmara no
instante de primeira visualizac¸a˜o, aˆngulos de azimute e elevac¸a˜o e profundidade inversa. A
posic¸a˜o da caˆmara no instante inicial esta acess´ıvel no vector de estados e a profundidade
inversa e´ definida pelo utilizador, pore´m os aˆngulos de azimute e elevac¸a˜o sa˜o obtidos a
partir das componentes o vector direcc¸a˜o no referencial da caˆmara, resultante da aplicac¸a˜o
do inverso do modelo de observac¸a˜o.
O ca´lculo dos aˆngulos de azimute e elevac¸a˜o processa-se como descrito na secc¸a˜o
(5.3.4.1) a` excepc¸a˜o das fo´rmulas (5.31) (5.32). A transformac¸a˜o do vector direcc¸a˜o do
referencial da caˆmara para o referencial de n´ıvel local (5.31) impo˜e a conjugac¸a˜o de duas
transformac¸o˜es, em primeiro lugar do referencial da caˆmara para o referencial do corpo,
seguida da transformac¸a˜o do referencial do corpo para o referencial de n´ıvel local:








Os paraˆmetros da caˆmara obtidos por calibrac¸a˜o assumem uma orientac¸a˜o do referen-
cial da caˆmara diferente da considerada na versa˜o original da parametrizac¸a˜o em profun-
didade inversa (figura 8.6).
A fo´rmula de ca´lculo dos aˆngulos de azimute e elevac¸a˜o a partir do vector direcc¸a˜o
reflecte a divergeˆncia em orientac¸a˜o dos eixos do referencial da caˆmara, ficando:
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Figura 8.6: Diferenc¸a de orientac¸a˜o do referencial da caˆmara entre a soluc¸a˜o utilizada

















A nova matriz de covariaˆncia e´ calculada de acordo com a fo´rmula (5.33). O me´todo
de calculo do jacobiano do inverso do modelo de observac¸a˜o em ordem aos estados do filtro
encontra-se descrito em anexo (A.3).
8.1.2.4 Gesta˜o do Mapa
O bloco de gesta˜o do mapa implementa a eliminac¸a˜o de landmarks do mapa e a con-
versa˜o de landmarks definidas em inverse depth para a representac¸a˜o em coordenadas
cartesianas.
Outro grande benef´ıcio ainda na˜o mencionado do processo de pre´-selecc¸a˜o de features
consiste no conhecimento do momento em que cada landmark deixa de ser observada.
Nesse instante a landmark e´ removida do mapa, levando a` reduc¸a˜o da dimensa˜o do vector
de estados e da matriz de covariaˆncia, o que acarreta ganhos computacionais.
A conversa˜o de landamrks parametrizadas em inverse depth para a representac¸a˜o em
coordenadas cartesianas constitui outra estrate´gia de reduc¸a˜o dos requisitos computacio-
nais, mais uma vez atrave´s da diminuic¸a˜o do nu´mero de estados. A conversa˜o entre as
duas representac¸o˜es e´ conseguida pela relac¸a˜o da fo´rmula (5.18) e acontece caso o ı´ndice de
130 Implementac¸a˜o e Resultados
linearidade (fo´rmula 5.35) ultrapasse o valor de 0.1. A matriz de covariaˆncia e´ modificada
tal como indicado em (5.35) empregando o jacobiano (A.19).
8.1.2.5 Previsa˜o de Observac¸o˜es
Este bloco executa a primeira tarefa da fase de update do EKF, que corresponde
a` aplicac¸a˜o do modelo de observac¸a˜o para determinac¸a˜o das observac¸o˜es previstas. O
modelo de observac¸a˜o e´ aplicado sucessivamente a cada uma das landmarks do mapa, de
modo a projecta´-las no espac¸o das observac¸o˜es, neste caso a imagem.
Com este propo´sito, foi implementada uma modificac¸a˜o do modelo de observac¸a˜o ex-
posto na versa˜o original da parametrizac¸a˜o em inverse depth(5.3.4.1). A variante desen-
volvida adapta-se a` existeˆncia de um sistema referencial adicional – referencial do corpo –
a` definic¸a˜o da orientac¸a˜o do corpo atrave´s de aˆngulos de Euler e a` divergeˆncia entre a ori-
entac¸a˜o do referencial da caˆmara, dado pela toolbox de calibrac¸a˜o, e a orientac¸a˜o assumida
no artigo original. As alterac¸o˜es associadas a estas discordaˆncias manifestam-se apenas
sobre a equac¸a˜o que projecta as landmarks segundo o referencial me´trico da caˆmara, que
para landmarks em inverse depth passa a ficar:











− rn − Cnb tbbc
+m(θi, φi)
 (8.7)
Ja´ para landmarks em coordenadas cartesianas a projecc¸a˜o do referencial de n´ıvel local
para o referencial me´trico da imagem respeita a fo´rmula (8.8)










− rn − Cnb tbbc
 (8.8)
- Onde Ccb representa a matriz rotac¸a˜o do referencial do corpo para o referencial da
caˆmara, de forma semelhante Cbn indica a matriz rotac¸a˜o do referencial de n´ıvel local
para o referencial do corpo. Cnb e´ a inversa de C
b
n, logo define a rotac¸a˜o do referencial
do corpo para o referencial de n´ıvel local. Por fim, tbbc consiste na translac¸a˜o do
referencial da caˆmara face ao referencial do corpo definida segundo este u´ltimo.
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A alterac¸a˜o da orientac¸a˜o dos eixos do referencial me´trico da caˆmara repercute-se na







As fo´rmulas de compensac¸a˜o da distorc¸a˜o (5.23) e projecc¸a˜o na imagem (5.24) com-
pletam o modelo de observac¸a˜o.
O ca´lculo da observac¸a˜o prevista e´ acompanhada pela determinac¸a˜o da covariaˆncia
associada a` observac¸a˜o (fo´rmula 5.11), o que exige o ca´lculo das derivadas do modelo de
observac¸a˜o em ordem aos estados do sistema, indicadas por ∇H(k). O me´todo de ca´lculo
deste jacobiano e´ abordado em pormenor no anexo (A.1).
8.1.2.6 1-Point RANSAC
Apo´s o ca´lculo das observac¸o˜es previstas desenvolve-se a fase de filtragem das corres-
pondeˆncias entre features, previamente estabelecidas pela comparac¸a˜o entre descritores
SIFT. Neste processo e´ empregue o algoritmo iterativo 1-Point RANSAC (secc¸a˜o 4.6.1).
Em cada ciclo e´ escolhida uma correspondeˆncia de forma aleato´ria, atrave´s da qual se
calcula o estado estimado pela aplicac¸a˜o das equac¸o˜es de update do EKF (equac¸o˜es 5.11,
5.12 e 5.13). Recorrendo ao modelo de observac¸a˜o e´ calculada a observac¸a˜o prevista para
todas as landmarks presentes no mapa, com base no estado estimado hipote´tico. Sucede
em seguida a ana´lise de proximidade entre as observac¸o˜es previstas e a respectiva posic¸a˜o
verdadeira da feature na imagem. O grau de proximidade e´ avaliado atrave´s da distaˆncia
euclidiana entre as coordenadas da observac¸a˜o prevista e a posic¸a˜o efectiva da feature na
imagem.
Neste trabalho foi escolhido um limite de distaˆncia de dez p´ıxeis, abaixo do qual se
considera que uma determinada correspondeˆncia suporta a hipo´tese estabelecida. Durante
a sucessa˜o de iterac¸o˜es e´ mantida uma soluc¸a˜o proviso´ria, correspondente a` hipo´tese com
maior suporte ate´ enta˜o.
O nu´mero de ciclos hipo´tese/teste e´ ajustado de forma dinaˆmica de acordo com o
nu´mero de correspondeˆncias existentes nesse instante de tempo e com o nu´mero de inliers
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atribu´ıdos a` soluc¸a˜o proviso´ria, de modo que a probabilidade de encontrar uma amostra





1− (1− suporte atribuido a` hipotesenu´mero de correspondeˆncias )) (8.10)
Quando esgotado o nu´mero de iterac¸o˜es, a soluc¸a˜o proviso´ria torna-se definitiva e as
correspondeˆncias que suportam essa hipo´tese sa˜o denominadas por low-innovation inliers.
8.1.2.7 Fase de Update EKF
Na etapa de update o valor dos estados e´ corrigido com base na discrepaˆncia entre as
observac¸o˜es previstas e as observac¸o˜es efectuadas. Como em cada instante de update esta´
dispon´ıvel mais que uma observac¸a˜o, e´ utilizada a estrate´gia de update em grupo, que de
uma so´ vez processa todas as observac¸o˜es pela aglutinac¸a˜o de matrizes [127]. Segundo
este conceito, as matrizes z, h, ∇H e R sofrem uma expansa˜o, de modo a concentrarem



















A covariaˆncia do ru´ıdo das observac¸o˜es – matriz R – e´ constru´ıda dispondo sobre a
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0 0 Rln(k)
 (8.12)
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A formulac¸a˜o anterior permite a estimac¸a˜o dos estados atrave´s das equac¸o˜es de update
do EKF (equac¸o˜es 5.11, 5.12 e 5.13), considerando em simultaˆneo todas as observac¸o˜es
dispon´ıveis. A actualizac¸a˜o da matriz de covariaˆncia segue tambe´m a equac¸a˜o t´ıpica do
EKF (equac¸a˜o 5.14).
8.1.2.8 Recuperac¸a˜o de high-innovation inliers
Respeitando o algoritmo 1-Point RANSAC, no seguimento da primeira fase de up-
date parcial com low-innovation inliers sucede a etapa de recuperac¸a˜o de high-innovation
inliers, que assenta na gerac¸a˜o de uma janela de validac¸a˜o no espac¸o das observac¸o˜es [127].
Figura 8.7: Representac¸a˜o da janela de validac¸a˜o
A janela de validac¸a˜o e´ calculada individualmente para cada landmark classificada
como outlier na primeira instaˆncia do algoritmo 1-Point RANSAC. A janela de validac¸a˜o
possui uma forma el´ıptica, cujas proporc¸o˜es se relacionam com os valores pro´prios da
matriz inversa de covariaˆncia da inovac¸a˜o – S−1(k). A escala da elipse e´ definida pelo
utilizador, com base na probabilidade de associac¸a˜o desejada, e o centro encontra-se no
ponto da observac¸a˜o prevista. Uma determinada observac¸a˜o torna-se high-innovation
inlier caso a observac¸a˜o real esteja contida na a´rea interna da janela.
A implementac¸a˜o deste me´todo de validac¸a˜o assenta na determinac¸a˜o da inovac¸a˜o
normalizada, que implica o ca´lculo da observac¸a˜o prevista, considerando o estado estimado
resultante da etapa de update com low-innovation inliers. A partir na observac¸a˜o prevista
e da observac¸a˜o real calcula-se a inovac¸a˜o relativa a` landmark li:
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ili = zli(k)− hli(x(k|k)) (8.13)
Segue-se o ca´lculo da covariaˆncia da inovac¸a˜o.
S(k)li = ∇Hli(k)P (k|k)∇THli +Rli (8.14)






Quando a sequeˆncia de inovac¸o˜es evidencia me´dia zero e ru´ıdo branco – comportamento
esperado de um EKF bem afinado – a inovac¸a˜o normalizada e´ uma varia´vel aleato´ria qui-
quadrado. Assim, e´ poss´ıvel estabelecer, com um dado valor de probabilidade, um limite a
baixo do qual se considera que a inovac¸a˜o normalizada corresponde a uma observac¸a˜o coe-
rente. O valor limite utilizado e´ de 5.9915, que se traduz na aceitac¸a˜o das correspondeˆncias
correctas com uma probabilidade de 0.95.
As correspondeˆncias va´lidas sa˜o classificadas como high-innovation inliers e va˜o ali-
mentar a etapa de update parcial com high-innovation inliers.
8.2 Resultados do Sistema de Localizac¸a˜o
A fiabilidade da trajecto´ria determinada pelo sistema de localizac¸a˜o sera´ avaliada por
comparac¸a˜o com a trajecto´ria po´s-processada obtida pelo sensor iNAV-FMS-E (ground
truth). Para aferir as vantagens da fusa˜o sensorial entre as medidas do sensor 3DM-GX1
e as informac¸o˜es adquiridas a partir das imagens, a trajecto´ria calculada pelo algoritmo
de SLAM vai ser confrontada com a trajecto´ria dada pela mecanizac¸a˜o inercial segundo
o referencial de n´ıvel local e com a estrate´gia de SLAM monocular [106], que utiliza um
modelo de movimento com velocidade constante. Todas as trajecto´rias sa˜o inicializadas
com os mesmos dados de posic¸a˜o, velocidade e orientac¸a˜o.
As trajecto´rias calculadas por cada me´todo sa˜o apresentadas conjuntamente nas figuras
seguintes.
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Figura 8.8: Trajecto´ria tridimensional calculada por cada me´todo (unidades em metros).
Figura 8.9: Posic¸a˜o final das va´rias trajecto´rias (unidades em metros).
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Figura 8.10: Vista superior dos percursos (unidades em metros).
Das figuras anteriores pode concluir-se que a trajecto´ria relacionada com a mecanizac¸a˜o
inercial e´ a que regista o maior afastamento relativamente a` trajecto´ria de refereˆncia.
Como referido anteriormente, as te´cnicas de dead reckoning caracterizam-se pela integrac¸a˜o
sucessiva de erros, o que origina grandes desvios com o decurso do tempo. A referida
trajecto´ria no u´ltimo instante de tempo dista 8.7 metros da trajecto´ria de refereˆncia.
O sistema de SLAM monocular apresenta um afastamento final de 11.7 metros face
a` trajecto´ria de refereˆncia, pore´m, apesar do erro em posic¸a˜o ser superior ao registado
pela mecanizac¸a˜o, em termos do caminho percorrido, a estrate´gia de SLAM monocular
desenvolve-se numa a´rea mais pro´xima da trajecto´ria de refereˆncia. A distaˆncia percorrida
superior, apresentada por este me´todo, pode dever-se a` ambiguidade de escala prop´ıcia
dos algoritmos de Visual SLAM monoculares.
O me´todo de SLAM baseado na fusa˜o de medidas inerciais com informac¸o˜es visuais
produz resultados mais precisos. As mais-valias deste me´todo em comparac¸a˜o com a
navegac¸a˜o inercial e o me´todo de Visual SLAM monocular sa˜o evidentes; a introduc¸a˜o de
observac¸o˜es visuais contribui marcadamente para a correcc¸a˜o da orientac¸a˜o, compensando
drasticamente o drift da mecanizac¸a˜o inercial; a fusa˜o de medidas inerciais pelo algoritmo
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de Visual SLAM monocular resulta numa melhor estimac¸a˜o da posic¸a˜o, pois a entrada de
informac¸o˜es me´tricas durante todo o percurso previne a definic¸a˜o dos estados segundo um
factor de escala desconhecido.
Vejamos em seguida, para cada me´todo, a evoluc¸a˜o dos erros em posic¸a˜o relativamente
a` trajecto´ria de refereˆncia.
Figura 8.11: Erros em posic¸a˜o segundo a direcc¸a˜o Norte.
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Figura 8.12: Erros em posic¸a˜o segundo a direcc¸a˜o Este.
Figura 8.13: Erros em posic¸a˜o segundo a direcc¸a˜o do centro da Terra.
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Mais uma vez se verifica a supremacia do me´todo de SLAM com medidas inerciais
e visuais face a`s outras duas modalidades mais simples. Os erro dos estados de posic¸a˜o
mante´m-se baixos, logo estes estados na˜o divergem significativamente.
Na mecanizac¸a˜o inercial, os estados que registam a posic¸a˜o segundo a direcc¸a˜o Este e a
direcc¸a˜o do centro da terra degradam-se visivelmente ao longo do percurso. Num sistema
de navegac¸a˜o inercial, a precisa˜o nos estados relativos a` posic¸a˜o e´ muito penalizada pelos
ru´ıdos das medidas, dado que acumulam os erros causados pela dupla integrac¸a˜o dos ru´ıdos
em acelerac¸a˜o, sendo ainda influenciados pelos erros contidos na orientac¸a˜o estimada,
introduzidos aquando do ca´lculo da velocidade.
O algoritmo de Visual SLAM monocular manifesta uma evoluc¸a˜o regular dos estados de
posic¸a˜o. O declive praticamente constante leva a crer que a posic¸a˜o esta´ a ser compensada
de forma balanceada, e que a divergeˆncia face a` trajecto´ria de refereˆncia se deve ao factor de
escala incerto. Uma indicac¸a˜o que atesta a convergeˆncia de um filtro consiste na correcc¸a˜o
dos estados em ambos os sentidos, ora esse comportamento e´ evidenciado especialmente
nos estados Norte e Este, onde e´ poss´ıvel visualizar transic¸o˜es em sentidos contradito´rios.
Passemos a` ana´lise dos erros em orientac¸a˜o.
Figura 8.14: Erros em orientac¸a˜o segundo o eixo roll.
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Figura 8.15: Erros em orientac¸a˜o segundo o eixo pitch.
Figura 8.16: Erros em orientac¸a˜o segundo o eixo yaw.
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Anteriormente, na ana´lise dos estados de posic¸a˜o, foi atribu´ıda uma classificac¸a˜o fraca
ao percurso calculado pela mecanizac¸a˜o inercial, devido a` na˜o coincideˆncia com a tra-
jecto´ria de refereˆncia. O desvio da trajecto´ria foi encarado como premonic¸a˜o de um erro
em orientac¸a˜o considera´vel, contudo, curiosamente, a mecanizac¸a˜o inercial aparenta pos-
suir a estimac¸a˜o de orientac¸a˜o mais precisa, realc¸ando-se os erros reduzidos dos aˆngulos
yaw e roll. Tal podera´ na˜o cooresponder a` verdade, pois os erros exibidos anteriormente
sa˜o influenciados pela rotac¸a˜o entre os referenciais dos sensores inerciais, que foi deter-
minadade forma grosseira. Assim, os erros patentes na transformac¸a˜o entre referenciais,
adulteram o calculo dos erros em orientac¸a˜o levando a uma interpretac¸a˜o errada do fun-
cionamentodos sistemas de localizac¸a˜o.
Permanece enta˜o a convicc¸a˜o de que os erros em orientac¸a˜o, associados a` localizac¸a˜o
determinada pelo sistema de navegac¸a˜o inercial, podem ser superiores aos quantificados
nas figuras anteriores.
Por sua vez, os erros em orientac¸a˜o associados aos me´todos de SLAM parecem ser
exagerados, considerando o alinhamento satisfato´rio entre as trajecto´rias estimadas e a
trajecto´ria de refereˆncia.
Conclui-se que a incerteza na transformac¸a˜o entre os sistemas referenciais, para ale´m de
introduzir erros nos mecanismos de estimac¸a˜o, causa dificuldades na ana´lise dos resultados.
O comportamento dos erros nos estados me´tricos, designadamente posic¸a˜o e veloci-
dade, conte´m pistas que permitem perceber os desequil´ıbrios em orientac¸a˜o. Ja´ na ana´lise
aos estados de posic¸a˜o foi poss´ıvel tecer algumas previso˜es relativamente aos erros em
orientac¸a˜o presentes em cada trajecto´ria. Infelizmente, a ana´lise dos erros em orientac¸a˜o
na˜o suportou essas mesmas considerac¸o˜es, pelos motivos ja´ enunciados. Neste contexto,
a interpretac¸a˜o dos erros em velocidade podera´ contribuir para uma clarificac¸a˜o do que
realmente sucede nos estados de orientac¸a˜o.
Os erros em velocidade sa˜o afectados por uma componente de erro relacionada com os
estados de orientac¸a˜o, pois e´ com base na orientac¸a˜o estimada que se processa o ca´lculo
da rotac¸a˜o que alinha as medidas dos acelero´metros com as direcc¸o˜es Norte, Este e centro
da Terra. Os ru´ıdos nas medidas de acelerac¸a˜o angular constituem outra fonte de erro
relevante, que se manifesta na velocidade de forma amplificada, devido ao ca´lculo de
integrac¸a˜o.
O estudo do erro em velocidade segundo a direcc¸a˜o do centro da terra e´ bastante
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proveitoso. Recorde-se a expressa˜o da mecanizac¸a˜o inercial voltada para o ca´lculo da
velocidade (equac¸a˜o 5.1). Pode constatar-se que um desalinhamento do eixo vertical tem
consequeˆncias significativas no desempenho do sistema, pois a compensac¸a˜o da acelerac¸a˜o
da gravidade passa a ser mal executada, levando a um erro noto´rio na velocidade vertical.
Como se comprova na figura (8.17) o erro em velocidade no sentido do centro da Terra
calculado pela mecanizac¸a˜o e´ diminuto, logo o eixo vertical na˜o se encontra desalinhado,
ou seja os aˆngulos roll e pitch esta˜o bem definidos. Esta observac¸a˜o contrasta com erro
apresentado anteriormente para o aˆngulo pitch.
Erro menor no estado de velocidade vertical e´ atingido pelo algoritmo de fusa˜o sensorial,
indicando uma melhor estimac¸a˜o dos aˆngulos roll e pitch.
Figura 8.17: Erros em velocidade segundo a direcc¸a˜o do centro da Terra.
8.2 Resultados do Sistema de Localizac¸a˜o 143
Novamente, para a localizac¸a˜o obtida pela mecanizac¸a˜o, o erro em velocidade segundo
a direcc¸a˜o Este e´ bastante elevado e sofre uma acentuac¸a˜o de declive por volta dos 10
segundos, instante a partir do qual o erro yaw sofre um aumento considera´vel.
Figura 8.18: Erros em velocidade segundo a direcc¸a˜o Norte.
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Figura 8.19: Erros em velocidade segundo o a direcc¸a˜o Este.
A reflexa˜o aqui apresentada permite concluir que a fusa˜o sensorial entre as medidas
inerciais e as informac¸o˜es visuais e´ vantajosa, pois conjuga dois tipos de informac¸a˜o com-
plementares, atingindo um desempenho superior ao manifestado pelas implementac¸o˜es
isoladas de ambos os me´todos.
Os erros em orientac¸a˜o encontram-se deturpados pelas impreciso˜es contidas nas trans-
formac¸o˜es entre referenciais. O comportamento dos erros contidos nos estados me´tricos
indicia, para a localizac¸a˜o obtida por mecanizac¸a˜o, um erro em yaw superior, enquanto que
relativamente aos me´todos de SLAM o erro calculado parece ser exagerado. Esta afirmac¸a˜o
e´ alia´s corroborada pelo aspecto geome´trico das trajecto´rias calculadas por cada me´todo.
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8.3 Construc¸a˜o do Modelo
A primeira etapa do sistema de construc¸a˜o do modelo foi desenvolvida em Matlab e
consiste na criac¸a˜o de uma nuvem de pontos a partir dos varrimentos do LRF lateral. Com
esse propo´sito, as medic¸o˜es, inicialmente definidas em coordenadas polares – orientac¸a˜o e
distaˆncia – sa˜o convertidas em coordenadas cartesianas, de acordo com a orientac¸a˜o do











Figura 8.20: Disposic¸a˜o do sistema de eixos do sensor LRF lateral.
Os pontos em coordenadas cartesianas sa˜o sujeitos a uma sucessa˜o de transformac¸o˜es,
passando pelos referenciais interme´dios da caˆmara direita e caˆmara esquerda, ate´ atingir
o referencial do corpo. As transformac¸o˜es em causa foram determinadas por interme´dio
da toolbox [120].
Uma vez definidos segundo o referencial do corpo, procede-se a` determinac¸a˜o da posic¸a˜o
e orientac¸a˜o de cada varrimento segundo o referencial de n´ıvel local, considerando a loca-
lizac¸a˜o obtida pelo algoritmo de SLAM. A associac¸a˜o entre um determinado varrimento
e o instante de localizac¸a˜o respectivo e´ estabelecida de acordo com a proximidade entre
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Figura 8.21: Sequeˆncia de transformac¸o˜es que, quando aplicada aos ponto no referencial
do sensor LRF lateral, os define segundo o referencial do corpo.
os instantes de tempo de ambos. Dado que os instantes de tempo da localizac¸a˜o na˜o sa˜o
exactamente coincidentes com os instantes de amostragem do sensor LRF, e´ calculada
uma aproximac¸a˜o da localizac¸a˜o para cada varrimento a partir das localizac¸o˜es cronologi-









Por fim, o registo do varrimento segundo o referencial de n´ıvel local e´ conseguido pela
















O posicionamento dos varrimentos relativamente a um sistema referencial comum re-
sulta numa nuvem de ponto, que representa de forma realista as caracter´ısticas geome´tricas
da estrutura.
Por fim, a nuvem de pontos e´ codificada num ficheiro segundo a linguagem VRML, com
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vista a` exibic¸a˜o num programa de modelac¸a˜o tridimensional. Neste trabalho foi utilizado o
programa open source Meshlab [128], que, para ale´m fomentar a interacc¸a˜o com o modelo,
disponibiliza algoritmos vocacionados para a construc¸a˜o de malhas poligonais e tratamento
das mesmas.
Figura 8.22: Nuvem de pontos do tu´nel visualizada a partir de uma das extremidades.
Figura 8.23: Nuvem de pontos vista de outra perspectiva.
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Figura 8.24: Nuvem de pontos de toda a estrutura.
Como anteriormente referido, a representac¸a˜o de modelos tridimensionais sob a forma
de nuvens de pontos pode causar dificuldades de interpretac¸a˜o, dada a auseˆncia de su-
perf´ıcies. Este feno´meno acentua-se a` medida que aumenta a ampliac¸a˜o da imagem (figura
8.25).
Figura 8.25: Secc¸a˜o ampliada da nuvem de pontos.
A representac¸a˜o atrave´s de uma malha poligonal permite uma interpretac¸a˜o mais ime-
diata, como se pode verificar na imagem da figura (8.26).
Figura 8.26: Secc¸a˜o convertida em malha poligonal.
As malhas poligonais apresentadas neste documento sa˜o gerada pelo algoritmo BPA,
que opera sobre a nuvem de pontos inicialmente constru´ıda. E´ utilizada a implementac¸a˜o
do algoritmo BPA dispon´ıvel no programa Meshlab.
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Numa representac¸a˜o em malha, a estrutura pode ser realc¸a atrave´s da incideˆncia de
luz sobre as faces opacas. A linguagem VRML permite definir pontos de luz, de modo
a adequar a iluminac¸a˜o ao modelo. A atribuic¸a˜o de uma cor caracter´ıstica, de acordo
com a orientac¸a˜o das faces de cada pol´ıgono, promove a diferenciac¸a˜o entre superf´ıcies,
facilitando a interpretac¸a˜o do modelo.
Figura 8.27: Malha poligonal com iluminac¸a˜o.
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A iluminac¸a˜o contribui para o realismo da cena e possibilita a omissa˜o das fronteiras
dos pol´ıgonos, potenciando a constituic¸a˜o de superf´ıcies cont´ınuas.
Figura 8.28: Superf´ıcies resultantes da eliminac¸a˜o das fronteiras entre poligonos.
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Finalmente, as irregularidades, originadas pela natureza poligonal do modelo, sa˜o ate-
nuadas pela execuc¸a˜o de sucessivas etapas de filtragem, resultando num cena´rio mais
uniforme.
Figura 8.29: Modelo final apo´s etapa de filtragem geome´trica.
Esta pa´gina foi intencionalmente deixada em branco.
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9.1 Concluso˜es
Ao longo deste documento ficou patente a interdependeˆncia entre processos de loca-
lizac¸a˜o e mapeamento. A construc¸a˜o de um modelo coerente e exacto, atrave´s de um
conjunto de varrimentos adquiridos por sensores LRF 2D, implica uma localizac¸a˜o exacta
e precisa, pois esta serve de base ao processo de registo. Ambientes underground caracteri-
zados por uma elevada monotonia estrutural, como e´ o caso dos tu´neis, originam medic¸o˜es
sensoriais amb´ıguas, o que dificulta a implementac¸a˜o de processos robustos de localizac¸a˜o
auto´noma.
Os sistemas de modelizac¸a˜o analisados no cap´ıtulo do estado da arte, na˜o se encontram
preparados para operar num ambiente ta˜o hostil como aquele a que nos propomos. Por
isso, foi necessa´rio estudar te´cnicas mais promissoras voltadas para a localizac¸a˜o auto´noma,
pois com o problema de localizac¸a˜o resolvido a tarefa de mapeamento torna-se trivial.
Nesse sentido foi identificada a te´cnica de SLAM, que pela fusa˜o de informac¸o˜es sen-
soriais complementares permitiu obter uma boa estimativa da localizac¸a˜o, ultrapassando
as dificuldades impostas pelo cena´rio. Neste contexto, constatou-se a efica´cia dos dados
visuais na correcc¸a˜o dos desvios de trajecto´ria caracter´ısticos do sistema de navegac¸a˜o
inercial. Por outro lado, ficou provado que a introduc¸a˜o de medidas inerciais previne a
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degenerac¸a˜o do factor de escala, que normalmente sucede nos algoritmos de SLAM mono-
culares. Corroboramos assim os resultados apresentados em [123].
Ao optar pela parametrizac¸a˜o de features em profundidade inversa foi poss´ıvel introdu-
zir directamente no algoritmo EKF landmarks com uma grande incerteza em profundidade.
As imagens adquiridas foram tratadas a` margem do algoritmo principal. Esta es-
trate´gia foi fundamental para o sucesso do algoritmo de estimac¸a˜o, pois possibilitou a
selecc¸a˜o das features com maior repetibilidade. A utilizac¸a˜o do detector de features SIFT
e a correspondeˆncia de pontos de interesse pela comparac¸a˜o de descritores revelaram-se
bastante eficazes pois, apesar das severas perturbac¸o˜es verificadas nas imagens, foi poss´ıvel
identificar pontos de interesse com grande nu´mero de observac¸o˜es ao longo da sequeˆncia
de frames.
Foi implementado um me´todo de registo de varrimentos assente na localizac¸a˜o esti-
mada, com vista a` construc¸a˜o de um modelo em nuvem de pontos. A conversa˜o da nuvem
de pontos numa representac¸a˜o em malha poligonal eleva o realismo do modelo e facilita a
sua interpretac¸a˜o.
9.2 Trabalho Futuro
Apesar dos resultados satisfato´rios conseguidos, o aperfeic¸oamento de certos aspec-
tos e a inclusa˜o de mais informac¸o˜es sensoriais podem contribuir para o melhoramento
de precisa˜o da localizac¸a˜o e do modelo e ao mesmo tempo acrescentar robustez ao sis-
tema, permitindo o mapeamento de galerias mais extensas. Nesse sentido ficam registadas
algumas propostas de trabalho futuro.
Um aspecto essencial passa pelo melhoramento do sistema de aquisic¸a˜o de imagens,
pois a utilizac¸a˜o de caˆmaras desprovidas de ganho automa´tico compromete a qualidade e
reduz a quantidade de features detectadas. Pode ainda ser ponderada a inclusa˜o de um
sistema de iluminac¸a˜o a bordo do ve´ıculo, proporcionando um acre´scimo de robustez ao
sistema, tornando-o apto a operar noutro tipo de cena´rio, como tu´neis ferrovia´rios na˜o
iluminados por exemplo.
A exactida˜o das transformac¸o˜es entre os sistemas referenciais de sensores toma grande
importaˆncia, pois produz um impacto directo na qualidade da trajecto´ria estimada. Neste
sentido, devem ser desenvolvidas metodologias de calibrac¸a˜o capazes de fornecer uma
estimativa rigorosa destes paraˆmetros.
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Outra melhoria oportuna diz respeito a` estimac¸a˜o dos erros bias dos sensores inerciais,
que poderia ser conseguida pela introduc¸a˜o destes estados no filtro de Kalman estendido.
Podem ainda ser introduzidas no sistema de localizac¸a˜o informac¸o˜es provenientes de
outras fontes, nomeadamente visa˜o stereo e registo de varrimentos LRF. A implementac¸a˜o
de visa˜o stereo iria permitir a determinac¸a˜o de distaˆncias relativas entre o ve´ıculo e os
pontos de interesse num u´nico instante de observac¸a˜o, ao passo que o registo de varrimentos
podera´ fornecer boas indicac¸o˜es sobre a orientac¸a˜o e ate´ posic¸a˜o, caso as paredes da galeria
possuam relevos.
A observac¸a˜o de linhas pelo sistema visual constitui igualmente uma ideia promissora,
especialmente em tu´neis rodovia´rios, onde as marcac¸o˜es no asfalto sa˜o uma constante.
As linhas podem ser inseridas no mapa de SLAM a` semelhanc¸a do que acontece com as
landmarks. Seria igualmente interessante a instalac¸a˜o de uma caˆmara orientada no sentido
lateral do ve´ıculo, de modo a observar features com elevada paralaxe, introduzindo assim
uma fonte de informac¸a˜o sobre o deslocamento segundo a direcc¸a˜o do movimento.
Como os valores de profundidade inversa definem pontos de linearizac¸a˜o, uma ma´ apro-
ximac¸a˜o inicial causa erros de linearizac¸a˜o que afectam as observac¸o˜es seguintes, levando
a inconsisteˆncias no pro´prio filtro [123]. A direcc¸a˜o da landmark, obtida pelo sistema de
visa˜o no instante inicial, pode ser cruzada com as medidas do sensor LRF frontal, com o
intuito de determinar uma melhor aproximac¸a˜o da profundidade inversa inicial para cada
landmark.
Esta pa´gina foi intencionalmente deixada em branco.
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Anexo A
Ca´lculo dos jacobianos
Este anexo e´ dedicado a` obtenc¸a˜o das matrizes jacobianas utilizadas no mecanismo do
EKF.
A.1 Jacobianos do Modelo de Observac¸a˜o em Ordem aos
Estados do Filtro
O jacobiano de modelo de observac¸a˜o em ordem aos estados do filtro pode ser segmen-
tado no jacobiano em ordem aos estados da localizac¸a˜o do corpo
∂hi
∂xloc
e no jacobiano em















A.1.1 Jacobianos do Modelo de Observac¸a˜o em Ordem aos Estados da
Localizac¸a˜o do Corpo
Visto que os modelos de observac¸a˜o na˜o envolvem a velocidade linear do corpo, o
jacobiano em ordem a estes estados e´ nulo, restando somente as derivadas parciais em
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O jacobiano de hcu relativamente a r





















Desprezando a componente de distorc¸a˜o tangencial, a matriz jacobiana do modelo de
































































































































































































Passemos agora ao jacobiano do modelo de observac¸a˜o em relac¸a˜o a` orientac¸a˜o, que





















































= Υxc(θ) + s(θ)c(ψ)Υy −Υzs(θ)s(ψ) (A.11b)
∂hcux
∂ψn







s(φ)s(ψ)− c(ψ)s(θ)c(ψ)´+ Υz`− s(φ)c(ψ) + c(φ)s(θ)s(ψ)´ (A.11d)
∂hcuy
∂θn














c(φ)s(ψ)− s(φ)s(θ)c(ψ)´−Υz`c(φ)c(ψ)− s(φ)s(θ)s(ψ)´ (A.11g)
∂hcuz
∂θn





s(φ)c(ψ)− c(φ)s(θ)s(ψ)´+ Υz`s(φ)s(ψ) + c(φ)s(θ)c(ψ)´ (A.11i)
Nas expresso˜es anteriores s e c representam respectivamente as func¸o˜es trigonome´tricas
seno e cosseno e:
Υx = ρi(Xi − xn)− cos(φi)sen(θi) (A.12a)
Υy = ρi(Yi − yn)sen(φi) (A.12b)
Υz = ρi(Zi − zn) + cos(φi)cos(θi) (A.12c)
A.1.2 Jacobianos do modelo de observac¸a˜o em ordem aos estados das
landmarks
O modelo de observac¸a˜o encontra-se relacionado apenas com os estados da respectiva
landmark observada, por isso e´ nulo o jacobiano do modelo de observac¸a˜o em ordem aos





0 . . . 0
∂hi
∂yi
0 . . . 0
)
(A.13)
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- Onde m = [−cosφisenθi senφi cosφicosθi]T corresponde ao vector definido pelos
aˆngulos de azimute e elevac¸a˜o (θi φi). As derivadas parciais de m em ordem a θi e

















A.2 Jacobiano Utilizado na Conversa˜o Inverse-Depth/Cartesianas
A conversa˜o de uma landmark da representac¸a˜o em inverse depth para a representac¸a˜o
em coordenadas cartesianas implica a actualizac¸a˜o da matriz de covariaˆncia, pela sua









As derivadas parciais da representac¸a˜o cartesiana em ordem a` representac¸a˜o em inverse
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A.3 Jacobiano para Ca´lculo da Covariaˆncia Inicial de uma
Landmark
No instante de inicializac¸a˜o de uma landmark, o vector de estados e a matriz de co-
variaˆncia sa˜o expandidos, de modo a incluir no mapa as distribuic¸o˜es de probabilidade de
um novo elemento. Como a observac¸a˜o de uma landmark se relaciona com a localizac¸a˜o da
caˆmara, no instante de inicializac¸a˜o, os estados da landmark encontram-se correlacionados
com os estados associados a` localizac¸a˜o da caˆmara, no entanto na˜o se verifica uma relac¸a˜o
com o estado das landmarks ja´ presentes no mapa. Assumindo que os estados das novas
landmarks sa˜o introduzidos na base do vector de estados, a matriz de covariaˆncia e´ obtida
da seguinte forma:
P (k|k)nova = J





- Onde R se relaciona com o ru´ıdo na imagem associado a` detecc¸a˜o da feature, σ2ρ0
corresponde a` variaˆncia inicial do valor de profundidade inversa. J representa o















O processo de projecc¸a˜o inversa de features e´ independente da velocidade da caˆmara,




 ∂y∂rn , ∂y∂Θn , ∂y∂vn︸︷︷︸
0
 (A.22)
O jacobiano em relac¸a˜o a` posic¸a˜o da caˆmara e´:





























































































tem dimensa˜o 3× 3 e cada elemento e´ obtido do seguinte modo:
∂hn
∂Θn









(1, 2) = s(θ)c(ψ)− hcuxs(φ)c(θ)c(ψ) + hcuyc(ψ)c(θ)c(ψ) (A.29b)
∂hn
∂Θn









(2, 1) = hcux
(
s(φ)c(ψ)− c(φ)s(θ)s(ψ))− hcuy(c(φ)c(ψ) + s(φ)s(θ)s(ψ)) (A.29d)
∂hn
∂Θn
(2, 2) = s(θ)s(ψ)− hcuxs(φ)c(θ)s(ψ) + hcuyc(φ)c(θ)s(ψ) (A.29e)
∂hn
∂Θn
(2, 3) = −c(θ)c(ψ) + hcux
(
c(θ)s(ψ)− s(φ)s(θ)c(ψ))+ hcuy(s(φ)s(ψ) + c(φ)s(θ)c(ψ)) (A.29f)
∂hn
∂Θn
(3, 1) = −hcuxc(φ)c(θ)− hcuys(φ)c(θ) (A.29g)
∂hn
∂Θn
(3, 2) = c(θ) + hcuxs(φ)s(θ)− hcuyc(φ)s(θ) (A.29h)
∂hn
∂Θn
(3, 3) = 0 (A.29i)
- Onde s e c indicam respectivamente as func¸o˜es trigonome´tricas seno e coseno e
Θn = [φ θ ψ]T .













- Onde y′ = (xi, yi, zi, θi, φi) indica os estados da landmark excepto a profundidade


















































A.4 Jacobianos da Mecanizac¸a˜o
Os jacobianos das equac¸o˜es da mecanizac¸a˜o em ordem aos estados e a`s fontes de erro
sa˜o necessa´rios no ca´lculo da matriz de covariaˆncia, na fase de previsa˜o do EKF. Antes de
apresentar o ca´lculo dos jacobianos, recordemos as equac¸o˜es da mecanizac¸a˜o, bem como
as matrizes Cnb e E
n






rn(k − 1|k − 1) + vn(k|k − 1)∆t
Θn(k − 1|k − 1) + Enb wb(k)∆t




c(ψ)c(θ) c(ψ)s(θ)s(φ)− s(ψ)c(φ) c(ψ)s(θ)c(φ) + s(ψ)s(φ)
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A.4.1 Ca´lculo da matriz F
































Muitas das derivadas parciais mencionadas em cima sa˜o nulas, pois a equac¸a˜o de base
na˜o depende dos estados relativamente aos quais se executa a derivada. As derivadas a



























O jacobiano da posic¸a˜o em ordem a` velocidade consiste simplesmente na matrix iden-


































O jacobiano da velocidade em ordem a` orientac¸a˜o obtem-se do seguinte modo:




















































































(− cφsψ + sφsθcψ)aby + (sφsψ − cφsθcψ)abz)∆t (A.43f)
∂vnz
∂φ
= cφsθaby∆t− sφcθabz∆t (A.43g)
∂vnz
∂θ




A.4.2 Ca´lculo da matriz G
Considerando as fontes de erro ab(k + 1) e wb(k + 1), a matriz jacobiana dos estados


















































Existem va´rias representac¸o˜es matema´ticas de rotac¸o˜es e orientac¸a˜o, sendo as mais
comuns os Aˆngulos de Euler, quaternio˜es e matrizes de rotac¸a˜o.
B.1 Aˆngulos de Euler
Os Aˆngulos de Euler representam uma rotac¸a˜o tridimensional atrave´s de treˆs paraˆmetros,
que definem a magnitude das rotac¸o˜es sucessivas a efectuar segundo cada eixo de um sis-
tema referencial ortogonal – o aˆngulo roll especifica a quantidade de rotac¸a˜o segundo o












Esta representac¸a˜o e´ a mais compacta das mencionadas anteriormente, no entanto
esta´ sujeita a singularidades, que ocorrem quando a rotac¸a˜o interme´dia alinha os eixos
da primeira e terceira rotac¸o˜es. Para sequeˆncias em que a primeira e terceira rotac¸o˜es
sa˜o iguais – as chamadas Sequeˆncias Repetidas de Euler – a singularidade acontece caso
a segunda rotac¸a˜o seja de 0◦ ou 180◦. Para sequeˆncias na˜o repetidas as singularidades
passam a manifestar-se quando a segunda rotac¸a˜o e´ de ±90◦.
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B.2 Quaternio˜es
Os quaternio˜es sa˜o nu´meros complexos constitu´ıdos por um elemento real e treˆs com-
ponentes imagina´rias. No contexto da representac¸a˜o de rotac¸o˜es no espac¸o tridimensional
sa˜o utilizados quaternio˜es unita´rios, que podem ser encarados de forma diferente. A ideia
por detra´s dos quaternio˜es unita´rios e´ de que qualquer rotac¸a˜o no espac¸o tridimensional
pode ser atingida pela rotac¸a˜o em torno de um vector (figura B.1).
Figura B.1: Ilustrac¸a˜o de uma rotac¸a˜o operada atrave´s de um quaternia˜o.
O primeiro elemento de um quaternia˜o unita´rio encontra-se associado a` amplitude da
rotac¸a˜o (aˆngulo de rotac¸a˜o de Euler), ao passo que os restantes se relacionam com o vector














- Onde α indica o aˆngulo de rotac¸a˜o em radianos e E = [ex ey ez]T representa as
componentes que especificam o eixo de rotac¸a˜o de Euler.
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B.2.1 Operac¸o˜es sobre quaternio˜es
















A adic¸a˜o e subtracc¸a˜o de quaternio˜es sa˜o conseguidas respectivamente pela adic¸a˜o e
subtracc¸a˜o directa das componentes correspondentes.
Do produto de quaternio˜es, indicado pelo s´ımbolo ◦, resulta um terceiro quaternia˜o.
O produto entre as diversas componentes dos quaternio˜es e´ regido pelas seguintes propri-
edades:
i ◦ i = −1, i ◦ j = k, i ◦ k = −j
j ◦ j = −1, j ◦ k = i, j ◦ i = −k
k ◦ k = −1, k ◦ i = j, k ◦ j = −i
O produto do quaternia˜o q pelo quaternia˜o g = [g0 g1i g2j g3k]T , de acordo com a
propriedade distributiva e as propriedades anteriores, fica:
q ◦ g = (q0g0 − q1g1 − q2g2 − q3g3) + (q0g1 + q1g0 + q2g3 − q3g2) i+
+ (q0g2 − q1g3 + q2g0 + q3g1) j + (q0g3 + q1g2 − q2g1 + q3g0) k
(B.5)
O produto expresso sob a forma matricial respeita a fo´rmula (B.17).
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q ◦ g =

q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1









g0 −g1 −g2 −g3
g1 g0 g3 −g2
g2 −g3 g0 g1








E´ importante ter em conta que o produto de quaternio˜es na˜o e´ cumulativo q ◦g 6= g ◦q,
embora preserve a propriedade associativa q ◦ (g ◦ b) = (q ◦ g) ◦ b
A norma de um quaternia˜o corresponde ao produto entre este e o seu pro´prio conju-
gado, como se mostra na fo´rmula (B.7).
‖q‖ = q ◦ q¯ = q20 + q21 + q22 + q23 (B.7)





B.2.2 Representac¸a˜o de quaternio˜es sob a forma de vector
Um quaternia˜o pode ser representado sob a forma de vector:
q = q0 + ~q (B.9)
- Onde ~q = [q1, q2, q3]
T
A forma vectorial permite uma representac¸a˜o mais compacta das operac¸o˜es com qua-
ternio˜es, por exemplo o conjugado (fo´rmula B.10) e o produto (fo´rmula B.11)
q¯ = q0 − ~q (B.10)
q ◦ g = q0g0 − ~q · ~g + q0~g + g0~q + ~q × ~g (B.11)




~q (q0I + [~q×])
 , Q¯q =
 q0 −~qT
~q (q0I − [~q×])
 (B.12)
Constata-se que as matrizes anteriores possuem as seguintes propriedades: Qq¯ = QTq e
Q¯q¯ = Q¯Tq . Utilizando as matrizes Qq e Q¯q, o produto de quaternio˜es fica:
q ◦ g = (Qq)g = (Q¯g)q (B.13)
As matrizes Qq e Q¯q possuem igaul constituic¸a˜o a`s apresentadas anteriormente em
(B.17).
B.2.3 Rotac¸o˜es atrave´s de quaternio˜es
Considerem-se dois sistemas referenciais Ra e Rb cujo alinhamento entre ambos e´ con-
seguido pela rotac¸a˜o de ζ radianos em torno do vector unita´rio E aplicada a Ra. O





Seja vb = Rbava, em que va define as coordenadas de um vector no referencial Ra
enquanto vb indica as coordenadas de va segundo o referencial Rb. Os vectores va e vb








A transformac¸a˜o do vector va do referencial Ra para o referencial Rb utilizando qua-
ternio˜es processa-se de acordo com a fo´rmula (B.16)
qvb = w ◦ qva ◦ w−1 = w ◦ qva ◦ w¯ (B.16)
A equac¸a˜o anterior pode ser reescrita da acordo com a relac¸a˜o da fo´rmula (B.13),
ficando:
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qvb = QwQ¯w¯qva =

w0 −w1 −w2 −w3
w1 w0 −w3 w2
w2 w3 w0 −w1
w3 −w2 w1 w0


w0 w1 w2 w3
−w1 w0 −w3 w2
−w2 w3 w0 −w1






O resultado do produto matricial QwQ¯w¯ e´:

1 0 0 0
0 w20 + w
2
1 − w22 − w23 2 (w1w2 − w0w3) 2 (w0w2 + w1w3)
0 2 (w1w2 + w0w3) w20 − w21 + w22 − w23 2 (−w0w1 + w2w3)
0 2 (−w0w2 + w1w3) 2 (w0w1 + w2w3) w20 − w21 − w22 + w23
 (B.18)
A sub-matriz 3 × 3 do canto inferior direito corresponde a` matriz rotac¸a˜o Rba. Gene-
ralizando, a construc¸a˜o da matriz rotac¸a˜o que roda vectores de um referencial para outro





1 − q22 − q23 2 (q1q2 − q0q3) 2 (q0q2 + q1q3)
2 (q1q2 + q0q3) q20 − q21 + q22 − q23 2 (−q0q1 + q2q3)
2 (−q0q2 + q1q3) 2 (q0q1 + q2q3) q20 − q21 − q22 + q23
 (B.19)
B.2.4 Conversa˜o de quaternio˜es noutras expresso˜es de rotac¸a˜o

























A relac¸a˜o entre as componentes de um quaternia˜o e os aˆngulos de Euler e´:
































1− 2(q22 + q23)
)
 (B.22)
- Esta relac¸a˜o so´ e´ va´lida quando θ 6= 90◦.
B.3 Matrizes de rotac¸a˜o
O emprego de matrizes de rotac¸a˜o e´ bastante conveniente na aplicac¸a˜o de rotac¸o˜es entre
sistemas referenciais. Existem treˆs matrizes de rotac¸a˜o distintas, cada qual associada a`
rotac¸a˜o segundo um determinado eixo – em torno de x (B.23), em torno de y (B.24) e em



















Ao multiplicar as matrizes de rotac¸a˜o elementares atinge-se uma matriz que incorpora
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a totalidade das operac¸o˜es de rotac¸a˜o, permitindo assim expressar uma rotac¸a˜o tridimen-
sional atrave´s de uma u´nica matriz.
Cx,y,z(φ, θ, ψ) = Cx(φ)Cy(θ)Cz(ψ) (B.26)
Figura B.2: Exemplo de uma sequeˆncia de rotac¸o˜es para alinhamento entre dois sistemas
de coordenadas utilizando os Aˆngulos de Euler.
A rotac¸a˜o de um vector tridimensional, utilizando uma matriz rotac¸a˜o, consiste na
simples multiplicac¸a˜o da matriz pelo vector expresso na forma de vector coluna.
va = Cab × vb (B.27)
Anexo C
Desvio Padra˜o da Trajecto´ria de
Refereˆncia
As seguintes figuras registam os valores do desvio padra˜o estimado nos estados de
posic¸a˜o e atitude da trajecto´ria de refereˆncia.
Figura C.1: Desvio padra˜o nos estados de posic¸a˜o.
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Figura C.2: Desvio padra˜o nos estados de orientac¸a˜o.
