Power Oscillation Damping. Capabilities of Wind Power Plants by Morató Armengol, Josep
Josep Morató Armengol, s091666
Power Oscillation Damping
Capabilities of Wind Power Plants
Master’s Thesis, July 2011

Josep Morató Armengol, s091666
Power Oscillation Damping
Capabilities of Wind Power Plants
Master’s Thesis, July 2011

Power Oscillation Damping Capabilities of Wind Power Plants,
This report was prepared by
Josep Morató Armengol, s091666
Supervisors
Thyge Knüppel Siemens Wind Power, CET DTU
Jacob Østergaard CET DTU
Release date: July 18th, 2011
Category: 1 (public)
Edition: First
Comments: This report is part of the requirements to achieve the Master of
Science in Engineering (M.Sc.Eng.) at the Technical University
of Denmark. This report represents 30 ECTS points.
Rights: ©JosepMorato, 2011
Department of Electrical Engineering
Centre for Electric Technology (CET)
Technical University of Denmark
Elektrovej building 325
DK-2800 Kgs. Lyngby
Denmark
www.elektro.dtu.dk/cet
Tel: (+45) 45 25 35 00
Fax: (+45) 45 88 61 11
E-mail: cet@elektro.dtu.dk

Preface
This is report is the result of the work carried out by Josep Morató, student at
the Technical University of Denmark (DTU), in fulfillment of the requirements for
obtaining the degree of Master of Science in Electrical Engineering at DTU. The
project has been completed in the period from February to July 2011.
The supervision has been undertaken by Thyge Knüppel, from Siemens Wind Power
and Center of Electric Technology (CET) at DTU, and Jacob Østergaard from the
CET at DTU.
I hereby declare that this thesis was composed by myself, that the work contained
herein is my own except where explicitly stated otherwise.
Kgs. Lyngby, July 18, 2011
Josep Morató, s091666
i/xx

Acknowledgements
Above all, I would like to thank my supervisors Thyge Knüppel and Jacob Øster-
gaard for guidance, support and inspiration throughout my project. I appreciate
the opportunity given to me to investigate a very interesting topic.
In particular, I would like to thank Thyge Knüppel because his ideas, comments
and feedback formulated very useful inputs towards the solutions of the problems
arising during the project.
I would also thank my friends from DTU, especially Matthew and Til, that offered
their support, not only during the last months, but also during the whole master.
Finally, I would like to thank my parents for giving me the opportunity to study
in Denmark, and my girlfriend Cristina for her encouragement and support during
these two years.
iii/xx

Abstract
Wind power is growing in capacity and wind farms are reaching productions sim-
ilar to those of conventional synchronous generators. If wind turbines gradually
replace the production of the synchronous generators, many aspects of the power
system operation and control might be affected, in which the small signal stabil-
ity is included. Because wind turbine generators have to participate in the power
oscillation damping, the impact of wind power on electromechanical power system
oscillations is an important topic to consider. Additional control must be intro-
duced for damping purposes where the appropriate selection of feedback signals
plays an important role. The measured signals must be affected by the system
oscillations and the actions taken must have a damping effect on them.
The location of the wind farm is determined by other factors than those to damp
system oscillations. Furthermore, the wind farms setup is not fixed due the number
of turbines in operation may not constant, and this may affect the control. This
thesis studies the effect of different power system operating conditions and changes
in a wind farm layout to the power oscillation damping capabilities of a large wind
power plant. This has not been seen in literature although the approach used here
has been used similarly for studies with FACTS for damping purposes. Since the
residues of a particular transfer function between the outputs and the inputs of the
system give the sensitivity of the modes to this particular feedback, the method for
the study is based on the residues of the electromechanical modes.
The study is based in a fourteen-generator system. First, the small signal stability
of the system is analyzed without wind power and then, the system is modified for
including wind power. The effect of changes in the system over different feedback
signals and over its control effectiveness are analyzed. For this purpose, modal
analysis and time domain simulations are performed. The changes in the residues
depending on different cases will provide a picture of which feedback signals would
be more effective for damping purposes, as well as inputs for the decision of which
type of control may be used.
The main results reached in the study show that damping of electromechanical
modes depends on the feedback signals and it is affected by different operating
conditions of the system. Moreover, changes in the wind power plant layout do
not affect appreciably the sensitivity of these modes to the feedback. In addition,
the contribution to the damping for each WTG of the park is similar. Therefore, a
centralized control could be applied for the entire WPP.
v/xx
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Chapter 1
Introduction
Wind power penetration in electric power systems is continuously increasing and,
from all the energy sources that are trying to increase the share of renewable energy,
it is the most prominent. In fact, the global wind markets have grown by an average
of 28% per year in terms of total installed capacity during the last decade [5].
The European Union, with 6.5% of its energy currently sourced from renewables,
recently adopted a 20% target for 2020 in terms of wind power generation, and a
target of 33% in 2030 [6].
Nowadays the wind turbines are grouped in larger farms with production capabil-
ities that are approaching those of conventional power stations, especially those
based in offshore locations. If the wind power penetration level is low, the impact
of wind turbine generators (WTGs) on power system stability is not noted [7]. On
the other hand, when the penetration level is relatively high and it starts to replace
the conventional generation, the performance of the power system might be affected
[8]. In fact, the dynamic behavior of a power system is largely determined by the
behavior and interaction of the generators connecting to the power system. If wind
turbines gradually start to replace the output of the synchronous generators, many
aspects of the power system operation and control might be affected such as protec-
tion, frequency control, transient and voltage stability, among others [7],[9]. Since
this trend of increasing wind power penetration seems likely to continue, large wind
farms should be able to contribute to network support and operation [10].
Because WTG would have to participate in the power oscillation damping, the
impact of wind power on electromechanical power system oscillations is a topic
that is becoming increasingly important. From the WTG technologies available, the
most used is the doubly fed induction generator (DFIG) although the full converter
wind turbine generator (FCWTG) configuration is growing in importance [11].
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1.1 Work by others
Regarding power system stability investigations, considerable attention has been
paid to low voltage fault-ride-through capabilities of the WTGs [12],[13]. With
increasing penetration of wind power and increasing size of each installed WPP,
new stability considerations arise and interest to understand the effect of WPPs on
power system oscillations is a topic in which more investigations are performed.
1.1.1 Impact of Wind Power on Power System Small-Signal Sta-
bility
Nowadays, there are three major WTG topologies in the market: fixed-speed induc-
tion generators (FSIG), doubly fed induction generators (DFIG) and full converter
wind turbine generator (FCWTG), the last two being variable speed wind turbine
generators (VSWTG). Although the impact of the FSWT on small signal stability
is not much covered in most of the literature, it is not the case with VSWTGs.
Because the wind turbines are partially or fully decoupled from the grid for the
DFIG and FCWTG types respectively, and they have similar abilities to control
active and reactive power, it is seen that they have similar effects on the damping
of power systems [14],[15]. Since the FCWTGs are not synchronously connected to
the grid, they themselves do not participate in the electromechanical oscillations
[7],[16].
In recent years oscillation damping capabilities of wind farms have been addressed
in literature. The influence of wind power plants (WPPs) on power system oscil-
lations damping can be analyzed by modal analysis and time-domain simulations.
Comparisons between the influence on power system oscillations of WPPs based on
FSIG and DFIG has been investigated in [7]. The investigation is carried out by
gradually replacing the power generated by the synchronous generators by power
from either fixed or variable speed wind turbines. As well as [17], it was generally
found that FSIG WTGs increase the damping of the power oscillations, although
they have poor ability to survive network faults. Both [7] and [14] concluded that
the general trend of the DFIGs is to increase the damping of the inter-area os-
cillations, although [7] indicates that the positive damping should be discussed
according to the types of oscillations.
Conversely, investigations over the Nordic Grid in [18] concluded that the imple-
mentation of wind farms using DFIGs and FCWTGs decrease the damping of inter-
area oscillations. In addition, in [15] and [16] the analyses demonstrate that the
integration of a DFIG-based wind farm has both positive and negative impacts on
the small signal stability depending on different scenarios such as different WPP
location, stress level of the system and amount of conventional generation replaced
by wind power. The work in [19], concluded that the increase of wind power ca-
pacity of a WPP using FCWTG barely affect the interarea modes and the WTG
participate minimally in the oscillatory modes of the system. Further, investiga-
tions in [20] concluded that the different types of WTG technologies do not have
any impact on the damping of the electromechanical modes.
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1.1.2 Control of Wind Power Plants to Improve Power System
Small-Signal Stability
Different literature has investigated various control designs for wind turbine gener-
ators. The authors ofter refer to these controllers as PSSs for WTG. Generally, the
classical vector orientation control is used for decoupled control of active and reac-
tive power of VSWTGs [21]. These PSSs could be Active Power Modulation-based
(APM) or Reactive Power Modulation-based (RPM). The vast majority of publica-
tions use the APM PSSs where the outputs are summed in the active power control
loops with either local or remote signals as inputs. The author in [10] presented
a stator power-based PSS, and in [8] there is proposed an effective APM simple
control that uses the frequency deviation as the control signal. In [22] the designed
controller serves the combined purpose of a conventional PSS and an active damp-
ing controller, and provides a contribution to both network and shaft damping.
Studies in [23] showed that the APM methodology performs better when the wind
farm is close to synchronous generators. The RPM PSSs are located in reactive
power controllers and the design methodologies from APM PSSs can be applied
equally here. [24] proposed a damping controller using RPM. Again, studies in [23]
showed that this methodology performs better when the wind farm is far away from
the synchronous generators.
1.1.3 Appropriate selection of feedback signals for damping pur-
poses
The importance of appropriate variable selection for the damping multi-modal os-
cillations, especially using FACTS for damping purposes, has been highlighted in
[25] and [26] by means of the residues. In [26], the selection of appropriate signals
has been based on the magnitude of the residue since it combines the controllabil-
ity and the observability. However, the magnitude of the residue can be only used
effectively to damp a single mode. The phase angle, in contrast, had been reported
to be important in selecting control signals in [25], since it is closely related to the
phase compensation needed to produce the desired damping and it can be used for
multiple modes. Moreover, residues have been used as a criteria in [27] for deter-
mining which feedback signals would be selected for damping purposes. Moreover,
in [28] the residue method was used to determine location, feedback signals and
controller design for a FACTS device.
It is seen that the conclusions on the impact of VSWTG-based wind turbines on the
damping are controversial. That is probably due to the different types of oscillations
and control modes of the VSWTGs, the locations and the level of wind power
penetration, and the loading of the system [7]. On above discussions, an aggregated
model for the wind farm has been used, which could be more appropriate instead of
the representation of the whole wind farm in cases of stability investigation of power
systems with large wind farms. However, in large wind power plants, the impact
and interaction of individual wind turbines might be different from each other,
e.g. depending on their location. Furthermore, it is found that the wind speed
is considered constant and optimal which is improbable in practice. In addition,
groups of individual WTGs may be off line for different reasons e.g. maintenance,
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which could modify the effectiveness of the controller.
1.2 Project Objectives and Approach
1.2.1 Project Objectives
The main objective of the thesis is the study of the feasibility of implementing a
controller for power oscillation damping to the large wind power plants (WPP).
The investigation will study the impact of different operating conditions and also
internal changes in the WPP layout to determine which factors could be problematic
for the control design and implementation. Also, this study will allow to determine
if a central control for the WPP is possible or there is a need for other control
structures such as individual control for each WTG.
The desired controller would have fixed structure and parameters since that would
be the simplest design and avoid real time tunning. This implies that it should be
capable to offer an acceptable damping for a wide range of operating conditions.
1.2.2 Approach
The analysis is based on a fourteen generator power system, serving as a generic
model of a transmission system. A single-line diagram of the network is shown in
figure 5.1 in chapter 5. The network is derived from the fourteen-machine system
presented in [1], where the authors present a system which can be used as a test bed
for the small-signal analysis and design of controllers. This system is based on the
southern and eastern Australian networks, although it does not accurately represent
any particular aspect of those networks and the model should not be used to draw
any conclusion relating to the actual performance of the network. The parameters
of the network are found in [1]. However, some modifications will be performed
to successfully achieve the desired operating conditions further described together
with the introduction of wind power to the system.
A Wind Power Plant (WPP) is implemented in Matlab Simulink using a dynamic
model of a Full Converter Wind Turbine Generator (FCWTG) derived from [4].
This model is evaluated against validated results from [4]. The WPP model is added
to the power system to perform the simulations and the analysis. A three-phase
model of the fourteen generator power system is implemented in Matlab Simulink,
using the SimPowerSystems toolbox, on which the modal analysis and time domain
simulations for different disturbances is performed. Matlab has been chosen since
it has multiple tools available for the study carried out in the report, from the
implementation, to linearization, modal analysis and time domain simulations.
Modal analysis is a method used in stability studies to describe the small signal
behavior of the system, e.g. the behavior linearized around one operating point,
and does not take into account the nonlinear behavior. Therefore time domain
simulations and modal analysis complement each other in analyzing power systems.
The damping capabilities of the WPP will depend on the selection of feedback
signals for its controller. Therefore, the feedback with different signals from the
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Figure 1.1: Steps in the analysis for the modal analysis and feedback signals
identification
power system will be studied using the eigenvalue residues, with special focus on the
interarea modes. Residues are an indicator of if a mode is controllable or observable
by the selected signals, and are a measure of the sensitivity of the eigenvalues to the
corresponding feedback. Following the process depicted in figure 1.1, the impact of
different operating conditions and different WPP configurations on the eigenvalue
sensitivity is analyzed by observing the phase compensation needed to displace the
modes to a more damped condition. In addition, the magnitude of the residues
will be analyzed since they give an idea of which mode will be most affected by the
chosen feedback. This has practically not been covered in the literature.
Observations will be done to asses the possibility to implement a controller or
controllers in the WPP that would have a fix structure and parameters. If is feasible
to have a controller like this that is effective for multiple operating conditions, the
design would be much simple and cheap. In fact, it could be installed and no
changes would be needed for the considered operating point. However, because
the dynamic to be compensated change with the operating points, this may be a
challenge or may not be possible.
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Chapter 2
Power System Stability
For the correct design and operation of power systems, it is necessary that there is
a clear and appropriate understanding of what stability is and the different types
of instability. This chapter presents an introduction to the power system stability
problem, including its concepts, definitions, and classification(s).
2.1 Basic Concepts and Definitions
A Power System Stability definition was proposed in [2] as ”the ability of an electric
power system, for a given initial operating condition, to regain a state of operating
equilibrium after being subjected to a physical disturbance, with most system vari-
ables bounded so that practically the entire system remains intact”. Although the
above definition is applied for a power system as a whole, it may be of interest the
study of the stability of a particular generator or generators, or the stability of a
particular load or load areas.
Depending on the system configuration and the conditions of operation, instability
of the power system may be shown in several different ways. One of the problems
is that the system can be stable for certain situations and unstable for others,
and its design is simplified to be accepted for the most probable ones. When
evaluating the stability of the system the main goal is to study its behavior under
disturbances. The power system is a nonlinear system that operates in a constantly
under disturbances such as changes in the loads or generation, and the system must
have the ability of adapting to new situations. These disturbances are small, but
severe ones, such as short circuits, can change the structure of the system.
A power system is stable if it either reaches a new operating condition or returns
to the original one, after being subjected to a physical disturbance. The correct
operation of the system may be maintained in several ways such as disconnecting
some generators or loads.
The presented definition of stability leads to the classification of the stability in
categories which helps to understand the stability problems.
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2.2 Classification of Power System Stability
Depending on different factors such as the configuration of the network, the type
and severity of disturbance and the operating condition, different imbalances in the
power system lead to different forms of instability. Because of the complexity of
the system and the stability problems, assumptions are done to analyze specific
problems representing the system in an appropriate degree of accuracy and using
appropriate analytical techniques.
Power system stability can be classified into different categories and subcategories
as shown in figure 2.1 [2]:
Power System Stability
Rotor Angle 
Stability
Frequency 
Stability
Voltage 
Stability
Small - Disturbance 
Angle Stability
Transient 
Stability
Short Term
Large - Disturbance 
Voltage Stability
Small - Disturbance 
Voltage Stability
Short Term Long Term
Short Term Long Term
Figure 2.1: Classification of power system stability [2]
The following subsections describe the various types of stability.
2.2.1 Rotor Angle Stability
Rotor angle stability is the ability of synchronous machines of a power system to
maintain synchronism after being subjected to a disturbance. It primarily depends
on the ability of maintaining the mechanical and the electromagnetic torques in
equilibrium for each of the synchronous generators. When instability appears it
is manifested in form of oscillations of the rotor angles of increasing amplitude
which eventually lead a generator to lose synchronism with the rest of generators.
Therefore, the rotor angle stability focuses in the electromechanical oscillations of
the systems.
The change in electromagnetic torque of a synchronous machine can be divided in
two components:
• Synchronizing torque component. This component is in phase with the devi-
ation of the rotor angle.
• Damping torque component. This component is in phase with the speed
deviation.
The system stability depends on the equilibrium of both components of torque for
each of the synchronous machines. In case of insufficient synchronizing torque,
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aperiodic or non-oscillatory instability occurs. Lack of damping torque leads to
oscillatory instability.
It is possible to classify the rotor angle stability in two categories:
• Small-disturbance or small-signal rotor angle stability
• Large-disturbance rotor angle stability or transient stability
Small-Disturbance Stability: This project focuses in this type of stability. In the
small-disturbance or small-signal stability the concern is the ability of the power
system to maintain synchronism under small disturbances. Small disturbances
are those that are continually applied in the system. They are considered small
enough that non-linear equations defining the system equations can be linearized
for purposes of analysis. This stability depends on the initial operating point.
Instability may occur in an increase of the rotor angle due to lack of synchronizing
torque, or due to insufficient damping torque. The first situation has been generally
solved in the actuality with the use of voltage regulators and therefore, the small
signal stability is associated to the lack of damping of oscillations.
Small-disturbance rotor angle stability problems can be, moreover, either local or
global in nature [3],[29]:
• Local modes are called local plant mode oscillations. These modes are named
local because they are related to the rotor angle oscillations of a generator
that swings against the rest of the power system. They involve a small part
of the system. The frequencies of these modes are usually between 1 to 2 Hz
[30].
• Global modes. They are due to the interactions between groups of generators
that can be very distant. Generators belonging to one area oscillate against
those from another area or areas. These oscillations are called interarea mode
oscillations. How the system is loaded particularly affects the stability of
these modes. The frequency range of these oscillations is in the order of 0.1
to 0.7 Hz [30].
• Control modes are associated with generating units and other controls such
as poorly HVDC converters or static var compensators among others.
• Torsional modes are associated with the mechanical system rotational com-
ponents of the generator interacting with power system elements such as ex-
citation controls, speed governor controls and HVDC controls.
The typical time range of interest in these stability studies in on the order of 10 to
20 seconds after the occurrence of the disturbance.
Large-disturbance Stability: Large-disturbance rotor angle stability is known as
transient stability, is the ability of the power system to maintain synchronism when
subjected to a severe disturbance, such as a short-circuit on a transmission line.
The rotor angles suffer large deviations and have influence from the relationship
power-angle. The severity of the disturbance and the initial operating point are the
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determinant factors. Moreover, often the system configuration is modified so that
the steady-state operation after the fault is different from the original initial situ-
ation before the disturbance. Usually, instability is appears as aperiodic angular
separation, known as first swing instability, and it is caused by insufficient synchro-
nizing torque. A typical time frame of interest in studies of transient stability is
usually 3 to 5 seconds following the disturbance [2].
These two subcategories are considered a short term phenomena.
2.2.2 Voltage Stability
The ability of the system to maintain steady and acceptable voltages at all buses
after the occurrence of a disturbance is known as Voltage Stability. It depends on
how capable the system is to regain equilibrium between the production and the
load demand in the power system. This stability occurs in the form of progressive
drop or increase of voltages of some buses although drop in bus voltages can be
also associated with rotor angle instability. In this type of instability the term
Voltage Colapse is used to describe the process in which the voltage instability
result on a sequence of events that lead to a blackout or extremely low voltages in
a considerable part of the power system [31].
The crucial elements for voltage stability are usually the loads due to they tend to
restore the power consumption by the action of motor slip adjustment, distributed
voltage regulators and tap-changing transformers. Restored loads increase the re-
active power consumption and cause further voltage reduction.
As in the case of rotor angle stability, the voltage stability can be classified into
two categories:
• Large-disturbance voltage stability: It refers to the ability of the power system
to maintain steady voltages when subjected to large disturbances such as
faults or loss of generators. The determination of these large disturbances
requires study of the non-linear response over a sufficient period of time in
order to capture the performance and interactions of the devices.
• Small-disturbance voltage stability: Is the ability to maintain steady voltages
following small perturbations. With the appropriate assumptions the system
equations can be linearized allowing identification of information of the factors
affecting the stability.
The time frame for voltage stability studies may vary from seconds to tens of
minutes. Thus, as identified in figure 2.1 the voltage stability can be a short-
or long-term phenomenon. Short-term voltage stability involves fast acting load
components such as induction motors and HVDC converters. The time frame of
study is often of several seconds. Long-term voltage stability involves slower equip-
ment such as generator current limiters and tap-charging transformers. Instability
is due to the loss of long-term equilibrium or small-distrubance instability of the
post-disturbance steady state.
10/150
Power System Stability 2.2. Classification of Power System Stability
2.2.3 Frequency Stability
The frequency stability of a power system is the ability of the system to maintain
steady acceptable frequency levels following a severe disturbance, which results in a
large unbalance between generation and consumption. Instability occurs in the form
of frequency swings. Generally, frequency stability problems are associated with
poor coordination of control and protection equipment, not appropriate response
of the equipment or insufficient generation reserve. Frequency stability may be
short-term or long-term. During frequency variations, voltage magnitudes may
vary significantly that may affect the generation-consumption imbalance.
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Chapter 3
Small-Signal Stability and Modal
Analysis
After the occurrence of a disturbance in the network, the rotor speeds and angles of
the large synchronous generators suffer oscillations around their operating points.
The rotor oscillations, at the same time, give rise to oscillations in currents in the
damper windings of this generators, where energy is dissipated on their resistances.
The energy dissipated provides the damping contribution of these machines to the
power network [30]. The currents generated produce a component of generator
torque commonly known as ”damping” torque that is in phase with the rotor speed
[30].
The small-disturbance or small-signal stability is the ability of the power system to
maintain synchronism under small disturbances. Such disturbances are considered
small enough that the system dynamic equations can be linearized for purposes of
analysis [3]. Not only is the use of non-linear simulation time consuming, but also
it is often difficult to interpret the results. Many interarea modes at similar fre-
quencies may exist in larger systems, and separating them from a response in which
more than one is excited can be difficult. The oscillations resulting from applying
small disturbances are of small amplitude about a steady state operating point, so
they are linear in character. This linear behavior enables the use of a system model
linearized about a steady state operating point and modal analysis can be applied,
characterizing oscillations easily, quickly and accurately. Furthermore, the design
of controls to damp system oscillations can be done using linear models, although
they should be tested using non-linear simulations under a wide range of operating
conditions.
13/150
3.1. Modal Analysis of Power Systems Theory of Modal Analysis
3.1 Modal Analysis of Power Systems
The power systems are dynamic systems that can be represented by differential
algebraic equations in combination with non-linear algebraic equations. Hence, a
power system can be described by a set of n first order nonlinear ordinary differ-
ential equations that are solved simultaneously, that in vector-matrix notation, are
expressed as follows [3]:
x˙ = f(x, u) (3.1)
y = g(x, u) (3.2)
where:
x =

x1
x2
...
xn
 u =

u1
u2
...
ur
 f =

f1
f2
...
fn
 y =

y1
y2
...
ym
 g =

g1
g2
...
gm

where n is the order of the system and r is the number of inputs and m is the
number of outputs.
The column vector x is called the state vector and its entries are the state variables.
The vector u is the vector of inputs to the system, which are external signals that
have an impact on the performance of the system. x with respect to time is denoted
by x˙. The output variables are those that can be observed on the system. The
column vector y is the vector of system output variables, referred as output vector
and g is the vector of nonlinear functions defining the state variables in terms of
state and input variables.
In the analysis of small signal stability the disturbances are assumed small in magni-
tude to linearize these equations. The equations will be linearized around the initial
operating point in which the system deviates from. Linearization of the equations
3.1 and 3.2 describing the dynamic behaviour, is applied in order to study the small
signal stability of the power system. The linearization method is described in detail
in [3]. Once the model is linearized, modal analysis can be applied. The dynamic
system is put into state space form as a combination of coupled first order, linear
differential equations like [3]:
∆x˙ = A∆x+B∆u (3.3)
∆y = C∆x+D∆u (3.4)
where:
A =

∂f1
∂x1
· · · ∂f1∂xn... . . . ...
∂fn
∂x1
· · · ∂fn∂xn
 B =

∂f1
∂u1
· · · ∂f1∂ur... . . . ...
∂fn
∂u1
· · · ∂fn∂ur

C =

∂g1
∂x1
· · · ∂g1∂xn... . . . ...
∂gm
∂x1
· · · ∂gm∂xn
 D =

∂g1
∂u1
· · · ∂g1∂ur... . . . ...
∂gm
∂u1
· · · ∂gm∂ur

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∆ represents a small deviation
x is the state vector of dimension n
y is the output vector of dimension m
u is the input vector of dimension r
A is the state matrix of size n× n
B is the control matrix of size n× r
C is the output matrix of size m× n
D is the feed forward matrix of size m× r. It defines the proportion of
input which appears directly in the output.
Figure 3.1 shows the block digram of the state-space representation.
The above partial derivatives are evaluated at the equilibrium point about which
the small perturbation is being analyzed.
It can be noted that the matrix A is the Jacobian matrix whose elements aij are
defined as the partial derivatives ∂fi/∂xj evaluated at the operating point used in
the analysis. It represents the part of the system that is going to be controlled [3].
B
∆u
+
+ 1
sI
∆x˙
C
∆x
++ ∆y
A
D
Figure 3.1: Block diagram of the state-space representation [3]
3.1.1 Eigenvalues
The eigenvalues of the state matrix A are noted as λi and they are the solution
of equation 3.5.
det(λI −A) = 0 (3.5)
The solutions λi = λ1, λ2, ..., λn may be real or complex. The eigenvalues provide
information of the stability characteristics of the system because they determine
the time domain response to small perturbations. In fact, the time dependent
characteristic of a mode corresponding to an eigenvalue λi is given by eλit [3].
Thus, the eigenvalues determine the stability of the system as follows [3]:
A real eigenvalue corresponds to a non-oscillatory mode. A negative real eigenvalue
represents a decaying mode. It decays faster as its magnitude increases. A positive
real eigenvalue represents aperiodic instability.
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The Complex eigenvalues appear in conjugate pairs and each pair corresponds to
an oscillatory mode.
λ = σ ± jω (3.6)
The real component (σ) gives the damping of the amplitude of the oscillations and
the imaginary component (ω) gives the frequency of oscillation. If the eigenvalue
has a negative real part it represents a damped oscillation whereas a if is has a
positive real part represents oscillations that grow in amplitude. The amplitude
remains constant if the real part is zero. The frequency of oscillation in Hz is
given by:
f = ω2pi (3.7)
The damping ratio determines the decay of the amplitude of the oscillation and
it is expressed by:
ζ = −σ√
σ2 + ω2
(3.8)
Hence, the eigenvalues to take greater account of are those close to the real zero,
since they are the most probable to be modified to an unstable condition by any
variations in the system.
3.1.2 Eigenvectors
For each eigenvalues there is one associated eigenvector. With the use of eigen-
vectors the way in which each mode contributes to a particular state may me
determined [3]. The Φi that satisfies equation 3.9 is called the right eigenvector
of A, associated with the eigenvalue λi. Its length is equal to the number of states.
AΦi = λiΦi i = 1, 2, ..., n (3.9)
The vector Ψi which satisfies equation 3.10 is called the left eigenvector associated
with the eigenvalue λi
ΨiA = λiΨi i = 1, 2, ..., n (3.10)
The eigenvectors can be grouped in matrices, which will be convenient for further
equation transformations:
Φ = [ Φ1 Φ2 · · · Φn ] (3.11)
Ψ = [ ΨT1 ΨT2 · · · ΨTn ]T (3.12)
The right and left eigenvectors are orthogonal [3]. This is:
ΨiΦj = kij where
{
kij 6= 0 if i = j
kij = 0 if i 6= j (3.13)
In power system studies often these vectors are normalized so that [3]:
ΨiΦi = 1 (3.14)
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that in matrix notation is:
ΨΦ = I Ψ = Φ−1 (3.15)
The rate of change of each state variable in the state equation 3.3 is a linear com-
bination of all the state variables. This coupling makes it difficult to identify indi-
vidually those parameters that influence the dynamics. In order to eliminate this
coupling between variables, a new state vector z can be considered which is related
to the original state vector by the transformation in equation 3.16. The orthogonal
property of eigenvectors allows expansion of the state vector in terms of the right
eigenvector [3]:
∆x = Φz (3.16)
The coefficients of z, zi, can be found by pre-multiplying equation 3.16 by the
left eigenvector. Due to the orthogonal property and the normalization defined in
equation 3.14, z is defined as:
z = Ψ∆x (3.17)
and its coefficients are:
zi = Ψi∆x (3.18)
If the state equations are expressed in terms of the transformed variables z they
become:
Φz˙ = AΦz +B∆u (3.19)
∆y = CΦz +D∆u (3.20)
Moreover, equations 3.9 and 3.14 can be expressed in terms of the eigenvector
matrices 3.11 and 3.12 as follows:
AΦ = ΦΛ (3.21)
From equation 3.21 it follows:
Φ−1AΦ = Λ (3.22)
where:
Λ = diagonal matrix with the eigenvalues
λ1, λ2, ..., λn as diagonal elements
The state equations after the transformation can be written as:
z˙ = Λz + ΨB∆u (3.23)
∆y = CΦz +D∆u (3.24)
In dynamic analysis, the state vector is time dependent and satisfies the state
equation. The coefficients z are defined as modes of oscillation. Their equation
can be found by substituting equation 3.17 into the state equation giving:
∂zi
∂t
= λizi + ΨiB∆u (3.25)
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The n differential equations from the state matrix were coupled and with this
transformation, they have been transformed into n decoupled linear differential
equations. The modes of oscillation are the solution of these equations.
Physically, the right eigenvector describes the relative activity of the state variables
when a particular mode is excited, or in other words, how each mode of oscillation
is distributed among the system states [30], and therefore is named mode shape.
The magnitude of the elements Φi give extents of the activities of the n variables in
the ith mode, whereas the angles give the phase displacements of the state variables
with regard to the mode. The elements of the left eigenvector Ψi identify which
combination of the original state variables displays only the ith mode and also can
provide information of the amplitude of the mode [3].
3.1.3 Eigenvalue Sensitivity
To determine the sensitivity to changes in the elements of the state matrix is spe-
cially useful in control studies [30]. Here, it is considered that the eigenvalues are
distinct. By differentiating equation 3.9 with respect to the element of the state
matrix in the rth row and sth column (ars) the equation becomes:
∂A
∂ars
Φi +A
∂Φi
∂ars
= λi
∂Φi
∂ars
+ ∂λi
∂ars
Φi (3.26)
If both sides are premultiplied by the ith left eigenvector, and knowing that ΨiΦi = 1
and Ψi(A− λiI) = 0, the equation above simplifies as follows:
Ψi
∂A
∂ars
Φi + ΨiA
∂Φi
∂ars
= Ψiλi
∂Φi
∂ars
+ Ψi
∂λi
∂ars
Φi (3.27)
Ψi
∂A
∂ars
Φi + Ψi(A− λiI) ∂Φi
∂ars
= Ψi
∂λi
∂ars
Φi (3.28)
∂λi
∂ars
= Ψi
∂A
∂ars
Φi (3.29)
The elements of ∂A/∂ars that are not in the rth row and sth column equal to 0,
whereas the ones that does, equal to 1. Therefore,
∂λi
∂ars
= ΨirΦsi (3.30)
The sensitivity of an eigenvalue to a change of a diagonal element of the state matrix
arr is defined as the participation factor of the rth state in the ith [3]. It is an
indicator of the relative participation of the kth state variable to the ith mode, and
the other way around, although it is not a good indicator of the importance of states
to the mode from a control point of view. Participation factors are dimensionless.
Since the elements of the eigenvectors are dependent on units and scaling associated
with the state variables, this combination of left and right eigenvalues is useful to
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identify the association between the modes and the state variables independently
of the chosen units. The sensitivity of the ith eigenvalue is
∂λi
∂arr
= ΨirΦri (3.31)
The participation factors can be grouped in the Participation Matrix P, defined as:
P = [ P1 P2 · · · Pn ] (3.32)
where:
Pi =

P1i
P1i
...
Pni
 =

Ψ1iΦi1
Ψ2iΦi2
...
ΨniΦin
 (3.33)
are the Participation Vectors for the diagonal elements in the state matrix.
One disadvantage of using the participation factor is that it does not consider input
and output parameters. Thus, dealing only with the states can not effectively iden-
tify controller sites and appropriate feedback signals in the absence of information
on input and output. The solution to this problem is presented in section 3.2
3.1.4 Example: 2 Area 4 Machine System
The well known two area - four machine power system is used in this section as
an example to exhibit the types of electromechanical oscillations and to validate
the calculation procedure on small signal stability further used in the study. This
system was derived from the original test system introduced in [3] and it can be
found, together with all the parameters of the system, already implemented in
Matlab properly initialized. For such a small system it is relatively easy to observe
the different electromechanical modes. The single-line diagram of the network is
shown in figure 3.2.
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Figure 3.2: Two area four generator system
The system has four synchronous generators rated at 900 MVA each with identical
controls, distributed in two generation and load areas interconnected by transmis-
sion lines. Each area has two generators and each one is delivering around 700MW
for this example. In addition, they are equipped with Power System Stabilizers
(PSS) to damp the electromechanical oscillations. The description of the PSS can
be found in [3]. In this example, the analysis will be focused on the behavior of the
system without including the PSSs and the further effect of including the PSS.
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If the two area-four machine system is considered without the PSSs, it presents
a pair of complex eigenvalues with negative real part. Moreover, this mode is the
interarea mode. The critical eigenvalues for the system are shown in figure 3.3. The
different colors for the eigenvalues do not have any meaning and do not represent
any color code.
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Figure 3.3: Critical eigenvalues for the system without PSS
There are only three electromechanical modes. The electromechanical modes are
listed in table 3.1. As seen, the interarea mode has a positive real part and the
system is expected to be unstable and hence, the mode must be shifted to the left
side of the imaginary axis of the complex plane.
mode frequency damping ratio type
λ56 = 0.1082 + 4.0268i 0.639 -0.026 interarea
λ52 = −0.6772 + 7.0475i 1.121 0.0956 local
λ54 = −0.6691 + 7.2691i 1.156 0.0916 local
Table 3.1: Electromechanical modes for the 4 generator system
The participation factors for speed of the electromechanical modes are shown in
table 3.2. The participation factors have been normalized with respect to the
highest participation factor for each eigenvalue.
mode participation factors generators
λ56 0.639, 0.349, 1, 0.792 G1, G2, G3, G4
λ52 0.831, 1 G1, G2,
λ54 0.742, 1 G3, G4
Table 3.2: Normalized participation factors of the speed states for the electrome-
chanical modes for the 4 generator system
The participation factors for angle and speed for a particular machine are simi-
lar. It can be seen that for the low frequency mode machines from different areas
participate, in this case all of the machines participate. For the relatively higher
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frequency modes, only machines from one area or the other participate, being the
local modes. It is shown then, that the participation factor is useful to study the
behavior of a particular machine with respect to the system.
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Figure 3.4: Model Shape for the generator speed states for the local electrome-
chanical modes
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Figure 3.5: Model Shape for the generator speed states for the interarea elec-
tromechanical mode
The mode shapes are obtained from the right eigenvectors associated with the
synchronous machines rotor speeds. These are shown in figures 3.4 and 3.5 for the
local and the interarea modes respectively.
The interarea mode shape shows two clusters of generators oscillating against each
other, where in this case the groups are the two areas. Moreover, the local mode
shapes show that the generators belonging to the same area are as well oscillating
against each other.
In order to complement the modal analysis, time domain simulations have been
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Figure 3.6: Change in generator speeds and change in the power tranfered
through the lines (PSS deactivated)
carried out to observe the behavior of the system under these conditions. A small
disturbance has been applied to the reference voltage of the generator G1 in the
form of a step from 1 to 1.2 pu at t = 1s and brought back to 1 pu after 0.2s.
The time domain open loop responses simulation for the generator speeds and the
power flow between the areas measured ad bus 7 is shown in figure 3.6.
It is seen that both the amplitude of the oscillations of generator speeds and the
power transfered through the transmission line increase with time. It can be seen
that during the first 3 seconds of the oscillation, generator G1 and G2 are oscillating
against each other, meaning that the local mode in area 1 has been excited. The
local mode induces then, the oscillations of the interarea mode. This can is seen
when the generators from area 1 (G1 and G2) oscillate against the generators from
area 2 (G3 and G4) with a phase shift of about 180 degrees, which is expected after
observing the interarea mode shape in figure 3.5. In addition, it can be seen that
it is difficult to identify a particular mode, e.g. the local modes, when there are
multiple modes excited, which reinforces the need of using both modal and time
domain analysis combined for small signal stability studies.
The modal analysis is repeated with the PSS of the generators activated and the
new dominant eigenvalues are shown in figure 3.7. In this case, all eigenvalues have
a negative real part and the system is stable. The local modes are very well damped
and they can not be seen in this plot.
The time domain simulation for the new stable case in figure 3.8 applying the same
disturbance as in the case without PSSs shows that the system oscillations are
effectively damped, as stated through modal analysis.
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Figure 3.7: Comparison between the dominant eigenvalues of the system with-
out PSS (o) and with PSS (x)
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3.2 Modal Analysis for Control
The modal analysis of the state matrix is used for small-signal stability analysis
of power systems. However, for control design, the open-loop transfer function
between specific variables is of interest. For oscillation control design the use of
linear control theory is possible because the oscillations of power systems about an
operating point can be linearized, although they should be tested using non-linear
simulations under many different of operating conditions [30].
3.2.1 Transfer functions
The state-space representation describes the complete internal behavior of the sys-
tem and the input and output properties. The transfer function representation,
in contrast, is related only the input output behavior. Thus, any selection of the
state variables can be done if the system is only defined by a transfer function. In
contrast, the transfer function is defined if a state-space representation of a system
is known [3].
In section 3.1.2 the state equations in terms of the transformed variables z where
derived. Here they are repeated for convenience.
z˙ = Λz + ΨB∆u (3.23)
∆y = CΦz +D∆u (3.24)
The transfer function between an input and an output, can be obtained from these
equations. Substituting d/dt by s and eliminating z, the transfer function, or
transfer function matrix when y or u are vectors is [30]:
∆y
∆u = G(s) = [ CΦ(sI − Λ)
−1ΨB +D ] (3.34)
The poles of G(s) are given by the eigenvalues of the state matrix A previously
defined in section 3.1.
3.2.2 Controllability and Observability
In order to modify a mode of oscillation by feedback, the mode must be excited by
the input and it must be visible in the chosen output.
The ith mode is controllable by the jth input if the product ΨiBj is not zero. The ith
mode is observable in the jth output if the product CiΦj is not zero. The magnitude
of the products are defined as controllability and observability respectively.
These products can be identified in equations 3.23 and 3.24. In addition, if the
product ΨiBj is zero, the ith mode is uncontrollable if the product CiΦj is zero the
ith mode is unobservable [3].
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3.2.3 Residues
The transfer function matrix can be expanded in partial fractions in terms of the
individual modes as [30]:
G(s) =
n∑
i=1
CΦiΨiB
s− λi +D =
n∑
i=1
ri
s− λi +D (3.35)
the terms
ri = CΦiΨiB (3.36)
are called the residues of the eigenvalues [30], [3]. If there is more than one input
or output, residues will be matrices. It can be seen from equation 3.36 that each
residue is the product of the corresponding observability and controllability. If a
mode is either uncontrollable or unobservable, the corresponding residue will be
zero. Residues are useful to have an idea of which modes will be affected most by
feedback, since they give the sensitivity of an eigenvalue to scalar feedback between
output and input. Modes with poor damping i.e. λi with small absolute real part,
will significantly influence the magnitude of the transfer function Gr if it is scaled
up by the residue ri at around the frequency corresponding to the imaginary part
of λi. Therefore, the controllability of the input signal and the observability of
the feedback signal are very important. The chosen feedback signal must have a
high degree of sensitivity around the mode to be damped out. Moreover, the output
signal must have little or no sensitivity to other swing modes, expecting to minimize
the interaction among other modes through the controller.
The residue is a complex variable. The angle of the ith residue indicates the direction
in which the root locus leaves the ith pole [30]. The residue angle is related to the
phase compensation required at each of the modal frequencies needed to produce
the desired damping [30],[25],[28]. Hence, selecting the most appropriate signal for
damping control design could be done based on the residues, because the sensitivity
of the eigenvalue to feedback can be modified with a feedback transfer function.
This will modify the sensitivity of the original system by the value of the feedback
transfer function evaluated at the original eigenvalue.
It is important to consider the phase angle of the residues in addition to their
magnitude. The higher magnitude of the residue will, in principle, indicate the
combination of input output which is most effective to damp a particular oscil-
latory mode. However, the magnitude of the residue could change with different
operating conditions which at the same time will modify the effectiveness of a par-
ticular input/output combination. Choosing the magnitude of the residue as a
criteria is only effective for damping a single mode [25], whereas an approach based
on the phase angle of the residues, will allow a damping of multiple modes. If a
residue angle for a particular mode λi varies widely over different operating condi-
tions it is very difficult to synthesize a controller that provides an adequate phase
compensation for all of them. However, the magnitude has to be also considered.
It must be taken into account that the residue approach only can be considered as
a sensitivity and not as the final direction in which the mode will be displaced in
the complex plane. That is because of the nonlinear behavior of the mode for the
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closed loop condition [30].
3.2.4 Selection of input/output signals
The effectiveness of the damping control may depend on the appropriate selection
of feedback signals. Hence, different signals should be considered in a study for
determining the most effective one and the most robust for different operating
conditions.
Figure 3.9 depicts the phase compensation required to damp an electromechanical
mode. θ is representing the residue angle, while ϕ represents the compensation angle
to damp the mode. In this case the phase compensation will displace the eigenvalue
horizontally. Damping can be introduced in the way that the eigenvalue moves in
the complex plane to the left side due to the effect of the feedback controller, or in
other words, the direction of the movement should have an angle between 90◦ and
270◦ with respect to the horizontal axis, represented in figure 3.9 by the shadowed
area. The ideal compensation would mode the eigenvalues in a direction parallel to
the real axis.
θφ
Im
Re
0
Figure 3.9: Representation of the eigenvalue sensitivity by means of the residue
angle and the required compensation to damp a mode
However, the effect of this compensation on a single mode to other modes should
be observed. The compensation applied must not modify another eigenvalue to a
poor damped or unstable situation, unless there is a beneficial result from it such
as a much larger effect on the damped mode than on the other. This is a challenge
especially for effectively compensate those modes close in frequencies, such as be-
tween interarea modes, which would be very difficult to separate to apply different
phase compensation, and therefore they will be compensated with the same angle.
It is also important to evaluate the magnitude, which plays an important role in
such cases. The higher the magnitude of the residue, in principle, the bigger the
effect that the combination of input output will will have on the mode. Therefore,
if the compensation of a mode with higher residue magnitude presents a detrimen-
tal compensation for another mode with much smaller residue magnitude, control
may be feasible. Then, the ideal case, would be that all the modes had the same
residue angle and they were effectively damped. However, the magnitude and the
angle of the residue could change with different operating conditions which at the
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same time will modify the effectiveness of a particular input/output combination.
Hence, the residues for determined modes for the selected input/output pairs will
be studied for different operating conditions.
3.3 Power System Oscillation Damping Devices
Power System Stabilizers (PSS) in large Synchronous Generators (SG) are used to
add damping to the rotor oscillations by modulating the excitation field voltage
in order to produce an electrical torque in phase with the rotor oscillation [3].
Conventional PSS have been seen to have limited capability for damping the Inter-
area mode of oscillation and therefore improvements have been developed, such as
the multi-band PSS [23]. PSS requires real time tuning of its gains and filters in
order to cover the broad spectrum of power system operation and its design must
take into account uncertainties and variations in load levels.
Controllable power devices such as high voltage dc (HVDC) links and flexible
ac transmission system (FACTS) devices have damping capabilities [25], [26],[32].
However, the placing of such devices is based on issues unrelated to the damping
of oscillations in the system. For example, a static var compensator (SVC) im-
proves transmission system voltage enhancing the maximum power transfer limit;
the static synchronous compensator (SSSC) control reduces the transfer impedance
of a long line, thereby enhancing the maximum power transfer limit. Nevertheless,
those devices have the additional benefit of improving system damping.
Wind turbines, specially those equipped with converters, may as well help to im-
prove the small stability of the system [7], [14], [17], especially when they are
grouped in wind parks that produce an amount of power close to those of the
conventional generators and they start to replace them.
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Chapter 4
Wind Turbine Generator Model
There are three major wind turbine generator (WTG) topologies in the market used
nowadays: fixed-speed induction generators (FSIG), doubly fed induction genera-
tors (DFIG) and full converter wind turbine generator (FCWTG), the last two
being variable speed wind turbine generators (VSWTG). Description of these tech-
nologies can be found in [33], but here the FCWTG will be briefly descried.
The WTG concept for the study is a variable-speed, full-load converter interfaced
WTG and this chapter presents a description of the model used. This technology
has been chosen since the small signal stability studies with WTG using the DFIG
technology are more extensive than the ones for the FCWTG (see section 1.1).
However, the use of full converter configuration is expected to grow [11], and there-
fore studies with this technology should be performed. The model is implemented
in Matlab Simulink and its implementation can be found in appendix D.
4.1 Full Converter Wind Turbine Generator
A Full Converter Wind Turbine Generator (FCWTG) is shown in figure 4.1. The
aerodynamic rotor and generator may be coupled without or through a gearbox.
The generator can be either a permanent magnet (PM) machine, an electrically
excited synchronous generator or an induction generator. These machines are called
variable-speed generators because the generator is connected to the grid through a
variable frequency converter system, which decouples the generator speed from the
grid frequency. The converter controls the speed of the generator and the power
flow to the grid. The electrical frequency of the generator can vary, while the grid
frequency remains unchanged [33]. The converter consists of the grid-side and the
generator-side converters connected in a back-to-back configuration through a DC
link. The control of the generator-side converter together with the pitch blade
angle control, operate to extract the optimum power from the wind. The grid-side
converter is controlled to maintain the DC link voltage at the reference value by
exporting active power to the grid while it allows the exchange of reactive power
between the converter and the grid as required by the application [11].
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Figure 4.1: Full Converter Wind Turbine Generator
The grid electrical performance of the FCWTG is basically dominated by the con-
verter. Moreover, the converter is capable to provide or consume reactive power on
the grid side independently of the turbine operation, so these WTG can provide re-
active power support even if there is no wind [4]. The control of active and reactive
power handled by the converter controls can be greatly simplified for simulation of
system dynamic performance as shown in the next section.
4.2 Dynamic Model of the FCWTG
The WTG model presented in [4] has been used as a reference to develop the
dynamic model of a Full Converter Wind Turbine Generator (FCWTG) used in
the study. It is a model for use in system impact studies [4]. Dynamics associated
with the control of the converter have been modeled as algebraic approximations
of their response. The original model is structured in three main devices as shown
in figure 4.2:
• Generator and Converter model
• Electrical control model
• Turbine and turbine control model
Electrical 
Control Model
Generator \ 
Converter 
Model
Turbine & 
Turbine Control 
Model
Wind Profile 
Model 
(User-written)
VtermVreg bus
Pgen,
Qgen
Ip command (P)
Iq command (Q)
Power Order
Pelec
F term
Wind speed
Trip 
signal
Figure 4.2: WTG Dynamic Model Connectivity [4]
The wind profile model can be added by the user by varying input wind speed to
the turbine model.
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The Electrical Control Model generates the active and reactive current commands
that are sent to the Generator/Converter model which will inject the power to
the network according to these commands. The Electrical Control model includes
active power control and different types of reactive power controls. Further, the
turbine and turbine control model represents the mechanical controls.
The model used in the study here is simplified by modeling the Generator and
Converter model and the Electrical Control as defined in [4]. The turbine part will
be replaced by an Active Power regulator, in which the power is set to a reference
value in p.u. by the user, and not from a wind profile model. This is further
detailed.
The internal signals and commands in the model are in p.u. on the WTG base,
therefore any inputs and outputs should be appropriately transformed.
4.2.1 Generator and Converter Model
The model presented in figure 4.3 represents the dynamics of the generator and
converter. It will inject the active and reactive power to the network in response to
the incoming signals produced in the electrical control model described in subsection
4.2.2. The low-pass filters applied in the incoming commands are approximations
to the power electronic control system and the 0.02 lag represents the associated
delay [4].
In the model presented in [4] there is high voltage reactive current management and
low voltage active current management. Moreover, voltage right through require-
ments of protecting functions are found. However, here neither protecting functions
is implemented since only small signal stability will be studied and the they are
intended for large disturbance control [4].
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Figure 4.3: FCWTG Generator and Converter Model
The model includes a Low Voltage Power Logic function intended to reduce the
stress of the system during and following faults by limiting the real current com-
mand with an upper limit (LVPL) and a ramp rate limit (rrpwr). This function
has been implemented with a lookup in Simulink. If the WTG operates at normal
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Figure 4.4: Supervisory VAr controller Model
operating conditions, there are no limitations, but during a disturbance when the
terminal voltage drops below the specified breakpoint (brkpt), a limit calculated
from the lookup function is applied. If the voltage is further lower and becomes
below the zero-crossing point (zerox) the upper limitation becomes zero. The rrpwr
is important for the post-fault power recovery, because it will restrict the increase
of the real current command.
The active and reactive power are controlled separately because of the chosen ref-
erence frame. A dq reference frame rotating with the network is selected in such a
way that the terminal voltage vector is aligned with the d-axis, and therefore the
q-component of the voltage is 0. In this situation independent control of the active
and reactive power by control of the current components id and iq respectively is
possible [21]. The active and reactive current are combined to inject the complex
current to the grid using a current source model.
The angle at the WTG terminals is used to transform the values in the dq-frame
to the network reference frame. During the implementation of this part of the
model, algebraic loops appeared and hence the simulation software was not be able
to perform the calculations. A unit delay was applied in the measured angle to
avoid this problem. This is a good approximation since the value of the angle in a
previous simulation step will not differ substantially.
4.2.2 Electrical Control Model
The reactive current command (IQcmd) is generated from a reactive power com-
mand (Qcmd) that comes from the supervisory VAr controller from figure 4.4. The
reactive power command (Qcmd) can be derived in the three different ways listed
below. Selection between the options is performed with a switch command varflg.
(a) voltage control
(b) reactive power control
(c) power factor (PF) control
The voltage regulator compares the voltage from the specified bus to the reference
voltage (Vref). The voltage error, which is limited between 0.1 and -0.1 pu, goes
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through a PI controller and a low pass filter. In the model implemented, reactive
power limits are also applied in this PI integrator to avoid saturation of the PI
integrator, which was initially observed during the simulations in the benchmark
system from section 4.3. The time constant Tc and Tr represent the delays associ-
ated with measuring and filtering [4]. In case of using the model for representing
aggregated WTGs, the parameter fN is the fraction of WTGs in the wind plant
that are in operation. The power base and capability of the wind farm must be set
accordingly to this value.
Moreover, the reactive power command can be defined by an external reactive power
command (Qord_ext) or can be derived from a power factor (PF) control, where the
active power at the WTG terminals goes through a low pass filter and is multiplied
by the tangent of the PF specified by the user to the desired value.
In all cases, the supervisory Var control provides the reactive power comand Qcmd.
The Electrical Control model represented in figure 4.5 provides the active and
reactive current commands to the Generator and Converter model to be delivered
by the WTG based on an input from the reactive power regulator (Pord) and from
the supervisory VAr controller (Qcmd).
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-
s
KQitext +
-
Vterm
Iqmn
s
KVitext
Iqmx
Converter Current
Limiter
Ipmx
IQcmd
IPcmd
pqflag
0.01
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Vref_intQcmd
Figure 4.5: Electrical Control Model
The error between the reactive power command Qcmd and the measured reactive
power at the WTG terminals (Qgen), is the input signal of an integral controller
as seen in figure 4.5. This controller has been initialized to 1 since the final value
will be around this value. The output Vref_int of the latter is compared to the
terminal voltage (Vterm) and the error is the input of a second integral controller
which derives the reactive current command IQcmd. This second integrator has been
initialized to 0, since that would be the desired error. The signal Pord is divided
by the measured terminal voltage to obtain the active current command (IPcmd).
The active power command in the model used in this project is generated through
the Active Power regulator presented in figure 4.6 which has been derived from [34].
It substitutes the turbine and mechanical controls original from [4]. In fact, the
behavior of the FCWTG from the grid point of view is mainly lead by the converter
[4], and therefore this approximation can be performed, keeping in mind that in
a more detailed model, mechanical and mechanical control states will exist. The
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purpose of this simplification is to simplify the model, reducing the state variables
and hence, reducing the computational data and simulation time. The PI integrator
of this block has been initialized to 0.
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Figure 4.6: Active Power Regulation
In order to prevent that the complex current injected exceeds the capacity of the
converter, both the reactive and active current commands (IQcmd and IPcmd respec-
tively) are limited through a converter current limiter. The details of the current
limiter can be found in [4]. The determination of the limit is based on temperature
dependent currents, hard current limits, voltage dependent limits and converter
current capability, that depends on which current (active or reactive) has priority
for limitation [4]. There is no minimum applied to the active current order.
In summary, for the model described above, the only two values of the WTG model
used in this study that can be controlled are the active and the reactive power. The
active power is controlled through the reference active power Pref , whereas the
reactive power can be either controlled by setting a voltage reference V ref from
the bus wished to regulate, and hence the WTG will provide the corresponding
reactive power to meet this objective, by defining the reactive power Qord_ext
that the WTG should deliver independently of the buses voltage or specifying a
power factor.
The model described in this report have been implemented in Matlab Simulink
SimPowerSystems software and some tests are performed to demonstrate its control
response. The results are presented in the next section.
4.3 Model Validation
The FCWTG has been implemented with the system from figure 4.7 in Matlab
in order to compare the simulation results with other simulation results provided
in [4]. The comparison has been made with those values available to compare, so
the variables associated with the mechanical controls and simulations with variable
wind speed are not performed. The initialization of the model has been performed
by simulating the system until steady state, since it was the fastest way. However,
initialization of some states was performed as stated above. The parameters of the
model for these simulations are listed in appendix A.
It may be mentioned that at first, the load flows were found to be different from
the benchmark data. That was because the parameters given in [4] do not include
line capacitances, but they are considered in the benchmark results. Values of these
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parameters, however, were obtained contacting the authors of the reference. There
are 5 Mvar charging on each of the lines from the infinite bus to the bus WF HS,
and 1 Mvar on the line from bus WF LS to bus WTG. These have been modeled
with capacitors at both ends of the respective lines supplying half of the respective
reactive power values.
4.3.1 FCWTG model three-phase fault response
The primary test system shown in figure 4.7 is based on the benchmark system
used in [4]. The wind turbine generators (WTGs), which have been combined in a
single WTG model, are connected through a transformer to a single 34.5 kV feeder
representing the collector system. The collector system is then connected to the
point of interconnection (POI) by a step-up transformer.
The WPP is regulating the voltage at the bus POI at 1.028 pu, while it is delivering
100 MW of active power. It represents a lumped equivalent of several WTGs. It
will supply the reactive power needed to achieve and maintain the voltage at the
POI bus at the specified voltage, within its limitations. Here, a 3-phase fault is
applied in one of the lines connecting the POI to the rest of the system, which is
cleared after 150ms. Figure 4.8 shows the voltage response of the terminal voltage
and the voltage at the POI together with the power delivered by the WTG.
WTtermWTGWF LS
WF HSInfinite200MW
Constant voltage 
source
241.5 kV
(1.050 pu)
236.5 kV
(1.028 pu)
35.01 kV
(1.015 pu)
35.45 kV
(1.027 pu)
0.615 kV
(1.025 pu)
WPP
Figure 4.7: Benchmark system used to analyze the dynamic behavior of the
WTG model
In figure 4.8 the simulation results of the terminal voltage and the voltage at the
POI bus together with the power delivered by the WTG are shown. If the values of
the power are negative, the WTG is consuming power from the grid. Notice that
here an infinite bus has been used, while in the results from [4] the source voltage
drops during the fault. It can be seen that the voltage controller restores the voltage
after the fault, presenting a small transient just after the line is tripped. The active
power is also recovered to its specified value, although the reactive power load flow
changes due to the reduction of the line impedance after tripping the line.
In figures 4.9 and 4.10 the simulation results obtained from the benchmark system
are compared with the benchmark results provided in [4]. First, it is seen that the
load flows and the resulting response match very close.
It can be seen from figure 4.10 that the during the fault, the reactive power output
of the WTG increases and it is nearly at its maximum, which is 40 Mvar, because
the the WTG tries to regulate the voltage. Minimum deviations could be seen
regarding the load flow compared to simulations in [4], but the responses to the
fault have similar behavior. In fact, the oscillations in the transient are quite close
in phase although their values are slightly different. Nevertheless, some spikes can
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be observed in the simulation when the line is cleared, which could be due to the
absence of large disturbance protective function blocks.
The active (IPcmd) and reactive (IQcmd) current commands and their limits are
also compared in figure 4.11. It can be seen that the behavior is very similar.
In the steady state the values are very close. However, during the transient, the
main difference is that the simulation results have higher amplitude for all currents
except for Iqxv. Moreover, the low voltage limited active current command reacts
faster in the implemented model.
In summary, it can be considered that the model implemented behaves fairly accu-
rately since the performance is very close to the validated results used for compar-
ison.
4.4 Zero Power operation performance of the WTG
model
The full converter wind turbine generator (FCWTG) is capable of producing or
consuming reactive power with the turbine out of service. This allows to help in
reactive power compensation even if the wind turbine is not operating. For the
same regulating conditions as in section 4.3.1, at t = 1s the active power command
is set to 0, simulating a tripping of the wind turbine. Figure 4.12 shows the voltages
at different buses and the active and reactive power from the WTG respectively
for the situation of zero active power described. It is possible to see that the WTG
keeps producing reactive power even after the tripping, in order to regulate the
voltage at the POI bus.
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4.5 Conclusion
A Full Converter Wind Turbine Model (FCWTG) for grid studies has been imple-
mented in Matlab Simulink with the purpose to use it in the small signal stability
study of the power system with wind power integration. The model has been de-
rived from [4] although the turbine and turbine controls have been substituted by an
active power regulator in order to simplify the model without considerably affecting
the electric performance. Active and reactive power are controlled independently
and reactive control can be achieved by voltage regulation, power factor regulation
or an external command.
Its control behavior has been validated with the results from a benchmark system
provided in this reference. It can be considered that the model implemented behaves
accurate enough since the performance is very close to the validated model used for
comparison. However, some differences are seen such as spikes after clearing a three
phase fault, probably due to the lack of large disturbance protective function blocks,
which are not modeled here since they do not affect the small signal performance
of the WTG. It is also seen that the model of the FCWTG can provide reactive
power when the turbine is not operating, e.g. zero active power.
This model is used in the studies carried out in chapter 6.
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Chapter 5
Study Case: Fourteen Generator
System
A fourteen generator - 5 area power system is used in this research as the study
case to analyze power system oscillations. This system has been chosen since it
represents a more realistic scenario compared to what has been used in other studies
where smaller systems are used. The single-line diagram of the network is shown
in figure 5.1. Notice that in figure 5.1 the system includes a Wind Power Plant
(WPP) connected at bus 212 in contrast to the original system which has no wind
energy integration. In this chapter the original system will be studied first and in
chapter 6 will be modified to integrate wind power.
The system represents a long system contrary to the usually meshed networks. It
is based on the southern and eastern Australian networks, although it does not
accurately represent any particular aspect of those networks and the model should
not be used to extract any conclusion relating to the actual performance of the
network. It has been divided in 5 areas, but it will be seen that areas 1 and 2 are
more closely coupled electrically.
The generators in figure 5.1 are in fact equivalent generators each representing
a power station (PS) of 2 to 12 units depending on the case. The schedules of
generation, parameters of the lines and loads, and from the devices such as the
transformers, static var compensators (SVC) and switched shunt capacitors/reac-
tor banks can be found in [1]. The system has 29 loads that are assumed to behave
as constant impedances, and 5 SVCs located at the different areas. Moreover, basic
types of generator excitation systems are employed such as the ST5B, AC4A and
AC1A, and Power System Stabilizers (PSS) employing a speed-stabilizing signal,
whose parameters and models are also found in [1]. The system has been imple-
mented in Matlab Simulink using the SimPowerSystem toolbox.
The frequencies of interest in the study are much lower than the system frequency.
Therefore, since the interest here will be in changes in the magnitude and phase
of the voltages and currents, the interaction between R,L and C elements is not
of interest and the phasor simulation method is used. The synchronous generators
have been implemented using the synchronous generator model available in Matlab
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Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
Load Heavy Medium - Peak Light Medium LightCondition heavy
Total 23030 21590 25430 15050 19060 14840generation (MW)
Total 22300 21000 24800 14810 18600 14630load (MW)
Table 5.1: Six normal steady-state operating conditions for the fourteen gener-
ator system
Simulink, the transmission lines have been modeled as pi sections for each individual
phase and the three-phase two winding transformers are lossless. Furthermore, the
SVCs have been implemented using the SVC block.
In order to study the stability of the system in practice a wide range of normal
operating conditions and contingencies are considered. Only six normal conditions
are presented in [1] for the study. These operating conditions, system loads and
major inter-area flows are listed in table 5.1. From those described in the table,
only some operating conditions will be used for the study presented in this report.
In order to initialize the system for each operating condition, the fastest way was
to run the simulation until steady state and use a steady state point to carry the
study.
Only the eigenvalues more close to the imaginary axis will be presented in the
complex plane where only the positive imaginary part is shown, since they are
in general conjugate complex pairs and therefore symmetry respect the real axis
exists. The different colors in the eigenvalue plots do not have any meaning and
they do not represent any codification. Moreover, the indexing of the eigenvalues is
natural from the simulation program for enumerate the values, it does not have any
meaning regarding the study carried out here and it is unrelated between cases.
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Figure 5.1: Single line diagram of the 14-generator, 50 Hz system used in the
analysis
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5.1 Small-Signal Stability Analysis of the 14-Generator
System
Amodal analysis of the 14-generator system without including wind power is carried
out to study the small-signal stability of the system. Since the system has 5 large
areas, it is expected that there are interactions between multiple combinations of
them, in addition to the local oscillations of the generators in the same area.
The results from a previous small signal stability study of the fourteen generator
system have been provided in [1]. This data provides information about the load
flow characteristics from all the devices in the system. The results obtained in the
simulation have been compared with this data. The bus voltages and the power
transfer between areas have been computed and show some differences between
the original data, although the overall performance of the system is satisfactory.
Those differences can be either the result of using another simulation program in
comparison to the one used by the authors in [1], or any difference at the time of
implementing the system in the simulation program. Moreover, this differences are
expect to give different results in the comparison.
Cases 1 and 6 from table 5.1 have been studied in detail in this section. First, the
cases without PSSs are analyzed and later, PSSs are connected and it will be seen
how the system dynamics change. However, only case 1 without and with PSS
is presented to avoid reiteration, and key results for case 6 can be found in the
appendix. It will be seen that the system without PSS is unstable and for both
cases and stable with PSS activated.
It is worth to recall that in Matlab only the modal analysis at steady state is possible
to study, since the linearization is done around an operating point. Therefore, for
studying the unstable cases, the complete system with the PSS activated has been
simulated to steady state to initialize the parameters. Furhter, only the gains of
the PSSs are changed to 0 in order to deactivate them and the modal analysis is
performed at this conditions.
5.1.1 Case 1 with PSSs oﬄine
First, the modal analysis of the system without including power system stabilizers
(PSS) is performed and later, the results are compared with the data provided in
the reference. Since in Matlab the analysis can only be carried out in steady state,
and with the PSS disconnected the system is instable
The interarea power flows for case 1 in steady state are:
• From area 4 to area 2 (bus 416): 612 MW
• From area 2 to area 1 (bus 217): 1205 MW
• From area 1 to area 3 (bus 309): 1045 MW
• From area 3 to area 5 (bus 315): 477 MW
The dominant eigenvalues are shown in figure 5.2. They were obtained from modal
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Figure 5.2: Dominant eigenvalues for the 14 generator system. Case 1 PSS
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analysis of the system.
From figure 5.2, it is possible to see that there are 2 eigenvalues with positive real
parts, at frequencies of 2.5 rad (0.4 Hz) and 4.5 rad (0.72 Hz), which indicates that
the system is unstable. Moreover, there are some modes at around 10 rad that
are very close to the right side of the imaginary axis. Those modes have to be
considered and their behavior should be traced since they could become unstable
for other operating conditions. In fact, their damping could be lower than the
required, so they should be damped additionally.
The computed eigenvalues have been compared to the original eigenvalues provided
in [1] in order to check that the results are indeed similar. This comparison can
only be made for case 1 and case 6 only, both considering the generators with PSSs
or without them, since it is the only data available. These results are provided in
the appendix B. It is seen for case 1, in figure B.3 that there are several differences
between the results from [1] and the simulation results obtained. That was, in fact,
expected since it was seen that some voltages and the load flows were different.
The local modes have in general higher frequency than the compared values and
they are as well more damped. In fact, simulation results do not present any local
mode with positive real part whereas the benchmark results does. However, it is
seen that there is the same number of local modes close to the imaginary axis for
both cases. Moreover, the interarea modes that are almost on the imaginary axis
are also different although they are more close than the local ones. In this case,
two of them have real positive part as in the benchmark results. Other modes also
present differences.
A similar situation occurs for the results in case 6 without PSSs. Figure B.5 shows
that the local eigenvalues are different than the ones from [1]. However, the inter-
area modes over the imaginary axis match very close.
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From this, the conclusion that can be done is that both the system is different
or/and the operating conditions are different and therefore the dynamics are dis-
tinct.
Modal analysis is a linear method that should be complemented with dynamic sim-
ulations on the nonlinear system. A disturbance has been applied to the reference
voltage of the generator G7 in the form of a step from 1 to 1.2 pu at t = 1s and
brought back to 1 pu after 0.2s. The time domain simulations confirm what the
modal analysis predicted regarding stability. Figures 5.3 and 5.4 show the rotor
speed response to the disturbance and the power transfered through the interarea
buses 217, 315, 416 is shown in figure 5.5.
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Figure 5.3: Rotor speed response for Areas 1, 2 and 3 after a disturbance case
1 PSS off
It can be seen that the system is unstable. After the disturbance, the oscillations
in the power transfered are growing in amplitude and don’t show decay. It is dif-
ficult to identify all the electromechanical modes because they are at very similar
frequencies, and especially to differentiate between same type of oscillations e.g.
local or interarea. Despite this, from the rotor speed plots in figure 5.3 and 5.4 it
can be seen that there is grouping of the generators from area 2 oscillating against
generators in area 3. During the first instants of the oscillations, the oscillations in
the power transfered for the buses 315 and 217 start earlier than the ones in the
bus 416. This is because the disturbance excites the local mode in area 3 which
induces oscillations in the interarea mode. Since buses 315 and 217 are closer to
area 3, they see the oscillations sooner, which are later induced in area 4. Moreover,
oscillations in buses 217 and 215 have a similar pattern, while the oscillations in
bus 416 are shifted about 180 degrees from the other two buses.
From figure 5.3 it can be seen that for area 3, generator 6 oscillates against generator
7 during the first seconds after the disturbance, which is indicating that the local
mode at this area has been excited. Eventually, the interarea mode is excited
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Figure 5.4: Rotor speed response for Areas 4 and 5 after a disturbance case 1
PSS off
and generators from the different areas will be oscillating against each other. Also
from figure 5.3 there are oscillations between the generators from area 2 and the
generator from area 1. It is difficult to appreciate the different modes in time domain
simulations, but it can be seen that the oscillations from the speed in generators
from area 2 are oscillating over 90 degrees of shift with respect to the generators in
area 3, but below 180 degrees.
From time t = 10.5 s the generators in area 5 completely loose synchronism when
the rotor angle exceeds 180 degrees with respect to the reference generator (G4),
and keeps increasing. When the angle difference is approaching 180 degrees, the
speed of generators from area 5 starts to decay, while generators of area 4 accelerate
until synchronism is lost. Note here that the simulation has been running seconds
after the synchronism is lost, which is only for illustrative purposes. The generator
angles are not shown here.
5.1.2 Case 1 with PSSs online
The modal analysis is again performed for the system including the PSS in all the
generators. The eigenvalues for case 1 when the PSS are online are shown in the
complex plane in figure 5.6. Notice that only the positive part of the imaginary
axis is shown since the plot is symmetric with respect to the real axis. Here, all
eigenvalues have negative real parts which means that the system is stable. Their
values are listed in table 5.2. Moreover, there are no electromechanical modes
close to the right side of the imaginary axis with damping below 0.05 which means
that, in general, the oscillations of the system are considered to be well damped.
The participation factors calculated a posteriori will allow identification of which
eigenvalues shown here correspond to electromechanical modes.
The comparison for cases 1 and 6 with the eigenvalues provided in [1] is also found
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Figure 5.5: Power Transfered through the interarea buses 315, 217, 416 case 1
pss off
in the appendix B. The reader can also find results from the modal analysis of case
6 with PSSs where the system is seen to be stable. For both cases 1 and 6, in figures
B.4 and B.6 it can be seen that in general the eigenvalues are far to the reference
values, although for case 6, the eigenvalues between 2 rad (0.3 Hz) and 5 rad (0.8
Hz) close to the imaginary axis are much closer than the others.
The participation factors have been computed and normalized for each mode and
have been used to identify the electromechanical modes. In table 5.2, the dominant
electromechanical modes are listed together with their characteristics. The damping
ratio is represented by ζ. The two last columns in the table list the generators
participating in each mode and in which area or areas involved. The generators
are being considered to participate in a mode if the normalized participation factor
is greater than 0.1. Moreover, the generators in bold numbers are the ones with
higher participation factors for each mode.
The participation factors for angle and speed for a particular machine are very
similar. The entries in the fourth column show the corresponding machines that
participate in the mode. The areas where the participating generators belong are
also listed in the last column. The first five electromechanical modes listed are
interarea modes. They have the lowest frequency, between 0.1Hz and 0.6Hz, and
they involve machines from different areas across a large portion of the system.
The rest of the modes are local modes, involving from 2 to all the machines from
a particular area. They have relatively higher frequencies, between 1 and 2 Hz, al-
though here eigenvalues λ229 and λ233 are two local modes with frequencies of 0.594
Hz and 0.456 Hz respectively, characteristic from interarea modes. In addition, they
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Figure 5.6: Dominant eigenvalues for the 14 generator system. Case 1 PSS
activated
eigenvalues freq. (Hz) ζ Generators Area(s)
λ251 = −1.872 + i1.217 0.193 0.838 1,2,3,4,5,6,7,14 1,2,3,5
λ249 = −1.125 + i1.580 0.252 0.580 2,3,4,9,12,13,14 2,4,5
λ247 = −0.581 + i1.926 0.306 0.289 6,8,9,10,11,12,13,14 3,4,5
λ245 = −0.579 + i2.413 0.384 0.233 2,4,8,9,10,11,12,13,14 2,4,5
λ227 = −1.396 + i3.404 0.542 0.379 2,3,4,6,7 2,3
λ229 = −5.242 + i3.737 0.594 0.814 6,7 3
λ222 = −3.802 + i6.085 0.963 0.521 12,13,14 5
λ215 = −2.627 + i8.964 1.426 0.280 9,10,11 4
λ211 = −1.939 + i9.081 1.445 0.208 12,13,14 5
λ213 = −2.409 + i9.650 1.536 0.242 1,2,3,4,5 1,2
λ217 = −2.940 + i9.936 1.582 0.284 8,9 4
λ209 = −3.823 + i10.201 1.623 0.351 6,7 3
λ207 = −3.433 + i10.424 1.659 0.312 12,13,14 5
λ205 = −2.279 + i10.561 1.680 0.210 1,2,3,4 1,2
λ203 = −2.677 + i11.009 1.752 0.236 1,2,3,4,5 1,2
λ201 = −2.871 + i11.546 1.840 0.241 8,9,10 4
λ192 = −4.130 + i12.374 1.969 0.316 3,5 2
Table 5.2: Characteristics of the dominant electromechanical modes and the
generators involved, case 1 PSS activated
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Figure 5.7: Mode Shapes for the generator speed states for five interarea modes
of case 1
50/150
5.1. Small-Signal Stability Analysis of the 14-Generator System
 
 
G7
G6
G5
G4
G3
G2
G1
Rotor Speed for the case 1, pss on, Areas 1,2 and 3
ro
to
r
sp
ee
d
(p
u
)
time (s)
0 1.5 3 4.5 6 7.5 9 10.5
0.995
0.9955
0.996
0.9965
0.997
0.9975
Figure 5.8: Rotor speed response for Areas 1, 2 and 3 after a disturbance case
1 PSS on
are very well damped, with a damping ratio of 0.814 and 0.885 respectively. As
mentioned above, areas 1 and 2 are more closely coupled electrically so they are in
essence a single area.
This case does not present any poorly damped mode. It can be considered in
power systems that a damping ratio greater than 0.05 is considered satisfactory
[30], although this should not be taken as a hard and fast rule, it is a reference
value. Later in the study, the presented cases will be modified in order to introduce
some modes with damping below 0.05 to study a more critical case.
From the interarea modes, the minimum damping ratio corresponds to λ245 with
a value of 0.233, which indicates that the oscillations are very well damped. From
the different combinations of areas that swing against each other, areas 4 and 5 are
the areas most involved.
The identification or characterization of the various modes of oscillation is also
complemented by the analysis of the rotor speed mode shapes. In figure 5.7 the
mode shapes for the rotor speed states are shown for the interarea modes only.
Here it is possible to see how the generators are grouped regarding the interarea
oscillations. It is seen that for eigenvalue λ247, in which areas 3, 4, 5 participate,
generators 12, 13 and 14 belonging to area 5 are oscillating against generators 8, 9,
10, 11 from area 4, and in less measure, generator 6. For eigenvalue λ227, generators
2, 3, 4 from area 2 are oscillating against both generators from area 3 at about 140
deg. for eigenvalue λ251 the angle of oscillation is small compared to the other
modes.
Again, modal analysis is complemented with dynamic simulations in the nonlinear
system. In figure 5.10 the dynamic response for a three phase fault of the interarea
power flows is shown, while in figures 5.8 and 5.9, the dynamic response of the
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generator speeds is shown for areas 1, 2, 3 and 4, 5 respectively. The fault is
applied in the center of one line between buses 215 and 217, and it is cleared after
150 ms by tripping this line.
The system recovers relatively fast, since the oscillations are very well damped,
makes it even more difficult to identify the modes. Just 10 seconds after the fault is
applied, the system is practically again in steady state. The grouping of the rotor
speeds in figure 5.8 indicates that the generators in area 3 are oscillating against
area 2, which means that eigenvalue λ227 has been excited. The three-phase fault
also excites interarea mode λ245, where generators from area 5 oscillate against
area 4. In the rotor speeds from figure 5.9 it is possible to observe this grouping
of generators. The fact that generators from area 3 are not grouped at the first
instants after the fault is cleared, indicates the the local mode λ209 is also excited
with this disturbance.
5.2 Modification of the original cases: introducing poorly
damped modes
The cases presented in [1] have been modified in order to obtain operating condi-
tions with modes poorly damped. In this way, the behavior of the most critical
eigenvalues can be used as the criteria for evaluating the damping capabilities of a
wind power plant in chapter 6. In this section, the changes are presented and the
new stability condition analyzed. The results presented here are only from case 1,
although the same procedure has been followed for the other load flow cases 2 and
6. This is to avoid redundancy. Results for these cases are found in appendix B,
where poorly damped cases where also effectively achieved.
Changes according to the characteristics of each case further detailed have been
performed in order to effectively reduce the damping ratio of some interarea modes
around and below 0.05 for the considered cases. These changes include the reduc-
tion of the overall gain of the PSSs of the generators that most participate in the
interarea mode or modes decided to modify. This criteria is based on the magnitude
of the participation factor of the rotor speeds states which have also been done for
cases 2 and 6. Often, the reduction of the gain is not enough to achieve the desired
damping and therefore the PSS have been deactivated on some generators (PSS
gain = 0).
Original Case Generators modified respective PSS global gain
case 1 8, 9, 10, 11, 12, 13, 14 0, 0, 1, 0, 0, 0, 0
case 2 9, 10, 12, 13 0, 10, 0, 0
case 6 8, 9, 10, 11, 12, 13, 14 0, 0, 1, 0, 0, 0, 0
Table 5.3: PSS modifications to achieve poor damped electromechanical modes
For case 1, eigenvalues λ245 and λ247 presented in table 5.2 are the interarea modes
with less damping ratio. They are moved to the right in the complex plane by
means of deactivation of the PSSs of the generators that most participate in these
modes. The selected PSSs and their modified gain are listed in table 5.3. The
modification of the gains are case dependent, meaning that the modifications are
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different for each case and they are not maintained when switching between cases.
The original global gain of all the PSSs is 20.
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Figure 5.11: Eigenvalues of the modified case 1
The dominant eigenvalues for the modified case 1 are presented in figure 5.11 and
their characteristics such as frequency, damping ratio (ζ) and generators involved in
the mode, are listed in table 5.4. The generators are being considered to participate
in a mode if the normalized participation factor is greater than 0.1.
There are appreciable differences between the characteristics of the eigenvalues of
this new case and the original case 1. The damping of the eigenvalues that involve
the generators with the modified PSS gain have been reduced, and some of them
are poorly damped. Specifically, the interarea modes λ309 and λ307 have a damping
ratio of 0.073 and 0.054 respectively, compared to the 0.289 and 0.233 values of
the original case, where they were named λ247 and λ245. Their frequency has also
been slightly modified. The change in the PSS gain of specific generators also is
expected to modify the local modes involving those generators. Clear examples are
λ217,λ215 and λ205 which can be considered to be poorly damped.
Characterization of the eigenvalues for the poorly damped cases 2 and 6 have also
been performed. However, both the results and the time domain simulations are
not presented here since the cases will be further modified with the integration of
wind power in the system and their identification will be very similar. Moreover,
the final results from the conclusion are performed on the system with wind power
and therefore the effort will be focused there.
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eigenvalues freq. (Hz) ζ Generators Area(s)
λ238 = −1.849 + i1.245 0.198 0.829 1,2,3,4,5,6,7 1,2,3
λ226 = −0.064 + i2.197 0.349 0.029 2,3,4,6,8,9,10,11,12,13,14 2,3,4,5
λ206 = −0.169 + i2.536 0.403 0.066 2,3,4,5,8,9,10,11,12,13,14 2,4,5
λ204 = −1.310 + i3.349 0.533 0.364 2,3,4,6,7,14 2,3,5
λ181 = −1.665 + i8.667 1.379 0.188 12,13,14
λ179 = −0.349 + i9.247 1.471 0.037 8,9,10,11 4
λ175 = −2.383 + i9.539 1.517 0.242 1,2,3,4,5 1,2
λ177 = −0.561 + i9.717 1.546 0.057 8,9,10,11 4
λ171 = −3.824 + i10.024 1.595 0.356 6,7 3
λ167 = −1.161 + i10.363 1.649 0.111 12,13 5
λ173 = −2.344 + i10.375 1.651 0.220 1,2,3,4,5 1,2
λ165 = −0.224 + i10.864 1.729 0.020 8,9,10 4
λ169 = −2.650 + i10.877 1.731 0.236 1,2,3,4,5 1,2
λ147 = −4.065 + i12.175 1.936 0.316 3,5 2
Table 5.4: Characteristics of the dominant electromechanical modes and the
generators involved, poor damped case 1
5.3 Conclusion
A small signal stability analysis has been performed on a fourteen generator power
system, serving as a generic model of a transmission system. This system has been
chosen since it represents a more realistic scenario compared to what has been
used in other studies in large power systems. The network was derived from the
fourteen-machine system presented in [1].
First, this network has been implemented in Matlab Simulink using SimPowerSys-
tems. Time domain simulations were carried out in order to compare the load flow
scenarios with a benchmark data provided by [1]. Small differences were observed,
although the overall performance of the system was satisfactory. Modal analysis for
two normal load flow cases have been performed, considering the system without
PSSs and with PSSs. The system electromechanical modes and the generators in-
volved have been identified. The modal analysis has been complemented with time
domain simulations which showed the expected responses. The system without PSS
is seen unstable in both cases. It becomes stable and the oscillations are very well
damped when all the PSSs are activated. It has been found that there are interarea
modes where generators from different areas participate and multiple local modes
involving two or more generators from the same area. It is seen that area 5 has a
high participation in most of the interarea oscillations
The gains of some of the PSSs of the generators are finally modified in order to
successfully introduce some poor damped modes that will be used in chapter 6 for
analyzing their sensitivity to feedback. The changes are case dependent.
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Chapter 6
Impact of the Wind Power Plant
on the System Small - Signal
Stability
After the occurrence of a disturbance in the network, the rotor speeds of the large
synchronous generators suffer oscillations around their operating points. The rotor
oscillations, at the same time, give rise to oscillations in the damper windings of this
generators which energy is dissipated on their resistances. The energy dissipated
provides the damping contribution of these machines to the power network [30].
The dynamics of a power system can be considerably affected when there is large
integration of wind power because the transient response of the large synchronous
generators is different from the response of a wind turbine generator [7],[8]. More-
over, the increase of this renewable source of energy reduces the overall system
inertia in relation to the installed capacity [15]. Because the wind farms are being
built with productions close to those of conventional synchronous generators, they
should contribute to stabilize the system and therefore, analysis of their damping
capabilities should be carried out.
The fourteen generator system described in chapter 5 is now modified with inte-
gration of wind power for the study of the damping capabilities of a large Wind
Power Plant (WPP). The cases considered here are include the modifications in the
PSSs performed in section 5.2. First, the modal characteristics of the system when
wind power is introduced is analyzed. A description of the WPP model used for
the simulations is presented. Later, the residues of selected eigenvalues for different
feedback signals to the WPP are studied for different operating conditions and dif-
ferent WPP layouts. This will give an overview of the sensitivity of the eigenvalues
to different feedbacks, and to be able to determine if is is feasible to implement con-
trol in the WPP and detect which of the signals considered are suited for damping
purposes.
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6.1 Wind Power Plant Model Description
The general layout of the Wind Power Plant (WPP) model is depicted in figure 6.1.
The WTGs are modeled as described in chapter 4. The model represents a WPP
constituted by 200 WTGs, distributed in 25 feeders with 8 WTGs in each one. The
use of individual WTGs models connected in the wind farm allows the study of
the interaction between them and the effects of internal changes which in a lumped
model is not possible. However, two feeders have been implemented with individual
WTGs whereas the rest of the feeders have been lumped in an equivalent WTG.
This action has been taken to reduce simulation time and amount of computed
data. It is assumed that the behavior of the two detailed feeders is representative
of the rest of the WPP for the study carried out here.
Each individual WTG has been chosen to deliver 3 MW, while they are rated at
3.6 MVA. Therefore, the WPP is rated at 720 MVA and the maximum produced
active power is 600 MW. The assumption that the wind speed would be constant
and optimal has been taken, as well as that the wind would be uniformly distributed
along the wind farm. Thus, each WTG is delivering maximum power at all times
and they produce the same amount of power unless explicitly stated. Each WTG
has its own step-up 690V/33 kV transformer rated at the WTG rating. The grid
connection includes two parts, the local electrical connection within the WPP at a
medium voltage level and the connection from the WPP to the electrical grid. The
feeders are connected to the Collection Point, where the park transformer increases
the voltage up to 110 kV for transportation to the grid through three parallel 3-
phase cables. Previous to the point of interconnection (POI) with the grid, the
voltage is risen to the grid connection point voltage level through a three-phase
transformer rated at the WPP rating. In practice, reactive power compensation
due to the transmission line may be needed. Nevertheless, this is not done here.
Collection 
Point
POI
50km
8 x 3 MW
690V / 33kV
 33kV / 110 kV110 kV / 330 kV
23 x 8 x 3 MW
Power 
Network
SST
WT9 WT10 WT11 WT12 WT13 WT14 WT15 WT16
WT1 WT2 WT3 WT4 WT5 WT6 WT7 WT8
L
Figure 6.1: Wind Power Plant Model Layout
The location of a wind farm is determined by different factors which are driven by
the wind availability and the parcel where the park can be built. Furthermore, grid
strength and grid code requirements are also determinant factors for the selected
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point of interconnection to the grid. Since this information is not available here,
the location will be chosen considering other issues. The WPP will be considered to
be located 50 km from the POI at bus 212 as shown in figure 5.1, where the voltage
is 330 kV. The location has been chosen here since area 2 is located between the
other areas. It is expected that different interarea oscillations are better observed
through the area by the local variables selected for use as input signals for the
controller in the WPP.
All cables have been modeled as three phase pi sections and their parameters are
listed in appendix A. The cable specifications are inspired by the parameters defined
in the library of the DIgSILENT PowerFactory simulation software. Furthermore,
both the individual WTG transformers and the collection grid transformers are
considered to be lossless.
The WTG models are working in voltage regulation modes. Thus, all individual
WTGs provide the necessary reactive power to meet the specified voltage at the
selected bus. Here, the voltage regulation is set to keep the voltage at the SST
bus, after the substation transformer where all the feeders are joined, at 1.02 pu
for all the simulation results unless specified. This value should be chosen taking
into account the capacity of the WTGs to provide reactive power since they have
the reactive current limitation, and it must also be an appropriate value within the
system capabilities. The voltage at the STT bus is chosen to be regulated at 1.02
since it has been seen that the WTGs are providing an amount of reactive power
relatively far from their limits as well as the terminal voltage is at an acceptable
level.
6.2 Small-Signal Stability Analysis of the 14-Generator
System with Integration of Wind Power
The integration of wind power to the fourteen-generator system will change the
operating condition since the load flows will be modified to maintain the balance
between the loads and the production with the extra 600MW. The differences be-
tween load flows for the original case 1 and the case with WPP are shown in table
6.3. Here both cases with and without compensation, further explained, are also
listed in this table. In the cases studied here, when the WPP is introduced, the
production of all the generators in the system is reduced to accommodate this
power. In such case, to meet the new operating condition, there is not a reduction
of the production of a specific generator to compensate for the introduction of this
additional power. However, it could be convenient to choose a particular generator
or generators to reduce their power according to the added extra power. This will
be seen later in this section.
Figure 6.2 shows the dominant eigenvalues for the 14 generator system with in-
tegration of wind power in the poorly damped case 1. Their characteristics are
listed in table 6.1 where the generators in bold numbers are the ones with higher
participation factors for each mode. The different colors in the eigenvalue plots do
not have any meaning and they do not represent any codification.
From the presented eigenvalues, the poorly damped ones are listed in table 6.2,
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Figure 6.2: Dominant eigenvalues for the poorly damped case 1 with integration
of wind power
eigenvalues freq.(Hz) ζ Generators Area(s)
λ330 = −1.840 + i1.266 0.202 0.823 1,2,3,4,5,6,7 1,2,3
λ319 = −0.160 + i2.183 0.347 0.073 2,4,6,8,9,10,11,12,13,14 2,3,4,5
λ317 = −0.140 + i2.538 0.404 0.055 2,3,4,8,9,10,11,12,13,14 2,4,5
λ315 = −1.276 + i3.238 0.515 0.366 2,3,4,6,7,14 2,3,5
λ256 = −1.666 + i8.516 1.355 0.192 12,13,14 5
λ252 = −0.444 + i9.160 1.458 0.048 8,9,11 4
λ250 = −0.534 + i9.569 1.523 0.055 8,9,10,11 4
λ254 = −2.393 + i9.601 1.528 0.241 1,2,3,4,5 1,2
λ212 = −3.809 + i9.906 1.576 0.359 6,7 3
λ210 = −2.278 + i9.986 1.589 0.222 1,2,3,4,5 1,2
λ199 = −1.179 + i10.214 1.625 0.115 12,13 5
λ197 = −0.253 + i10.718 1.706 0.023 8,9,10 4
λ205 = −2.681 + i10.766 1.713 0.242 1,2,3,4,5 1,2
λ195 = −3.991 + i12.105 1.926 0.313 3,5 2
Table 6.1: Characteristics of the dominant electromechanical modes and the
generators involved, poorly damped case 1 with wind power
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where ζ represents the damping ratio. These eigenvalues will be analyzed and
further used as the criteria to understand the effect of feedback in the WPP to the
stability of the system. For convenience, the eigenvalues are renamed as shown in
the table.
In figure 6.3 the eigenvalues for the case with WPP are compared with the eigen-
values of the case without wind integration. It can be observed that there are
additional eigenvalues compared to the case without wind power for all cases. Most
of them are on or very close the the real axis, although there are some modes that
can be confused with electromechanical modes because their frequencies are in the
typical range of this modes. This aforementioned modes are located at frequencies
between 5.9 and 8 rad (0.94 - 1.23 Hz). By inspecting the participation matrix,
it is possible to determine that they are associated to the internal states of each
individual WTG and the aggregated model of the rest of the wind park. The WPP
mode with lower frequency is introduced by the controls of the aggregated feeders
model part. The other 16 modes, are associated from the individual WTG models.
eigenvalues freq. (Hz) ζ
λa1 = λ319 0.347 0.073
λb1 = λ317 0.404 0.055
λc1 = λ252 1.458 0.048
λd1 = λ250 1.523 0.055
λe1 = λ197 1.706 0.023
Table 6.2: Selected poorly damped electromechanical modes in case 1
Regarding the rest of the modes, it can be observed that some of them have been
slightly modified in comparison with the case without WPP. Figure 6.3 shows the
difference between the eigenvalues for the case 1 without wind power and the eigen-
values of the case including wind power. These changes could be due to the change
of the load flows since the integration of wind power had changed the large genera-
tor productions. Observe how eigenvalue λa has increased its damping. Here, this
mode has a damping ratio of 0.073 while in the previous case it was 0.029. When
locally compensating for the added wind power, this mode does not suffer this
movement. That would indicate that the interarea power flow is changing this in-
terarea mode and it is not a damping effect itself due to the integration of the WPP,
although further analysis may be performed to investigate these displacement.
Load flow (MW) Case 1 original Case 1 WPP Case 1 WPP(sec. 5.1) no compens. compens.
Area 4 to 2, bus 416 612 480 613
Area 2 to 1, bus 217 1200 1405 1203
Area 1 to 3, bus 309 1045 1200 1043
Area 3 to 5, bus 315 475 530 474
Table 6.3: Different load flows (MW) for the integration of the WPP through
compensation of generator G3 or without
As mentioned above, the integration of the WPP could have been compensated
with a reduction of power from synchronous generators. For instance, if the WPP
produces 600MW in area 2, generator G5 could reduce its production by 600MW,
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Figure 6.3: Comparison of the dominant eigenvalues for the modified case 1
without (o) and including (x) wind power
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Figure 6.4: Dominant eigenvalues for the poorly damped case 2 with integration
(x) and without (o) wind power
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or generators G3, G4 and G5 could each reduce their production in 200MW. The
variation of the eigenvalues if the additional power introduced by the WPP is
compensated by a reduction of 600MW from generator G3 is presented in figure
C.1 found in appendix C. In this case, the interarea flows are very close to those
from the case without wind power as it can be seen in table 6.3. Moreover, the
differences between the generator productions between the original and the non-
compensated scenarios are found in appendix C, where it can be seen that each
generator reduces some of its output. The interarea modes have not been modified
in the same amount as they were in the non-compensated case. This introduces a
large amount of possible combinations that will give different operating conditions,
and in practice, they will be dependent of the transmission system operator (TSO)
requirements for the system operation and system constraints among others.
eigenvalues freq. (Hz) ζ Generators Area(s)
λa2 = λ324 0.339 0.141 6,7,8,9,10,11,12,13,14 3,4,5
λb2 = λ321 0.417 0.066 6,7,8,9,10,12,13,14 3,4,5
λc2 = λ237 1.609 0.101 12,13 5
λd2 = λ239 1.630 0.055 8,9,10 4
Table 6.4: Selected poorly damped electromechanical modes in case 2
The results for cases 2 and 6 are also presented. The dominant eigenvalues are
plotted in the complex plane in figures 6.4 and 6.5, where it is also possible to see
the new eigenvalues associated with the introduction of the WPP. In both cases,
the interarea eigenvalues are not displaced as much as seen in case 1, although in
general it can be seen that the modes are modified respect to the case without wind
power.
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Figure 6.5: Dominant eigenvalues for the poorly damped case 6 with integration
(x) and without (o) wind power
Figure 6.6 depicts the eigenvalues for the three studied cases with integration of
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eigenvalues freq. (Hz) ζ Generators Area(s)
λa6 = λ319 0.439 0.038 6,8,9,10,11,12,13,14 3,4,5
λb6 = λ286 0.554 0.066 2,3,4,6,8,9,10,12,13,14 2,3,4,5
λc6 = λ228 1.616 0.041 8,11 4
λd6 = λ210 1.860 0.032 8,9,10 4
Table 6.5: Selected poorly damped electromechanical modes in case 6
wind power. It can be seen that the modes introduced by the WPP as mentioned
above, have similar frequency and damping. Moreover, the selected interarea eigen-
values are quite close in frequency with b6 having a slightly higher one.
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Figure 6.6: Eigenvalues for cases 1,2 and 6 with the integration of wind power
The selected eigenvalues for the study are shown in tables 6.4 and 6.5. In both
cases, there are only four eigenvalues that will be studied. Notice that in case 2
the damping ratio is not below 0.05 but they are differentiated from the rest of
the eigenvalues and they are still quite close to the considered limit. The complete
tables with the characteristics of the eigenvalues depicted in the complex planes
presented here are found in the appendix C.
In addition, notice that there is a positive real eigenvalue close to zero for all cases.
The analysis showed that this eigenvalue is due to the unit delay used in the model
in the change of reference, for the model representing the 23 feeders lumped in
one WTG of equivalent power. However, this mode does not present any problem
regarding stability.
The mode shapes for the rotor speed entries in the right eigenvalues for the interarea
modes for the case 1 poorly damped, are presented in figure 6.7. It can be seen
how the generators are grouped in their respective areas. In eigenvalue λ319 area 5
is oscillating against area 4, while there is some participation from area 2 and G6
from area 3. The same situation is encountered in the mode shapes for eigenvalue
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Figure 6.7: Mode Shapes for the generator speed states for the interarea modes
in case 1 poorly damped
λ317, differentiated by the absence of G6 and a different phase. From the mode
shape of eigenvalue λ317 area 3 is oscillating against area 2 and there is a significant
participation of G14 from area 5. The mode shapes for the local modes are found in
the appendix C. From them, the local oscillations in each of the areas are seen. For
those areas with four or five generators, usually one generator is oscillating against
the rest of the generators of the same area.
Time domain simulations for the poorly damped case 1 are performed to observe
the nonlinear response of the system and complementing the modal analysis. For
this case, a disturbance has been applied to the reference voltage of the generator
G4 in area 2 in the form of a step from 1 to 1.2 pu at t = 1s and brought back to
1 pu after 0.2s.
The interarea oscillations are decaying in amplitude but very slowly. However, the
grouping of the rotor speeds in figure 6.8 indicates that the local mode in area 2 has
been excited, which decays relatively fast, since its damping ratio is around 0.2.
This leads to the excitation of the interarea mode which is poorly damped, and
65/150
6.2. Small-Signal Stability Analysis of the 14-Generator System with Integration
of Wind Power
 
 
G7
G6
G5
G4
G3
G2
G1
Rotor Speed for the poorly damped case 1, Areas 1,2 and 3
ro
to
r
sp
ee
d
(p
u
)
time (s)
0 1.5 3 4.5 6 7.5 9 10.5 12 13.5 15
0.996
0.9965
0.997
0.9975
0.998
0.9985
0.999
0.9995
Figure 6.8: Rotor speed response for Areas 1, 2 and 3 after a disturbance in the
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Figure 6.10: Rotor speed response for all the generators after a disturbance in
the poorly damped case 1
that is why oscillations decay slowly. Generator G4 starts oscillating against the
other generators within its area and they are grouped after a few seconds slightly
oscillating against generators in area 3. The phase difference between these two
clusters of generators is quite small.
There is also excitation of the interarea modes λ319 and λ317. This can be seen in
figure 6.9 where generators from area 4 are eventually grouped to oscillate against
area 5.
Since there is a large number of generators, in figure 6.10 the rotor speed response
of all generators are plotted together and colored according to the area where
they belong. Even though it is difficult to see every individual generator, here the
grouping per areas is clearly seen, which is in fact the purpose of this plot. Here
it is possible to see that also there are swings between areas 4 and 3 and between
areas 5 and 3, as well as with 1 & 2. Here it is seen that the local oscillations
in area 3 are almost completely damped even before the interarea oscillation has
reached a complete cycle. Moreover, oscillations between area 2 and 3 are of smaller
amplitude than the ones between 4 and 5.
Moreover, the interarea power flows are shown in figure 6.11 where it is possible to
see the existing interarea oscillations.
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Figure 6.11: Active power load flow in the interarea buses
6.3 Selection of Feedback Signals for Damping Power
Oscillations
The effectiveness of the damping control may depend on the appropriate selection
of feedback signals. Hence, different signals should be considered for determining
the most effective one and the most robust for different operating conditions.
This section will present the results of how the eigenvalue sensitivity for different
feedback signals is affected in regard of different system operating conditions and
different WPP layouts.
The approach here is based in the residue of different specified transfer functions
associated with critical modes of oscillation, which is given by the product of an
observability factor by a controllability factor. The definition of the residue and
how it is related to the eigenvalue sensitivity was given in section 3.2. Its definition
is repeated here for convenience:
ri = CΦiΨiB (3.36)
where:
B is the control matrix of size n× r
C is the output matrix of size m× n
Φi is the right eigenvector associated to the ith eigenvalue
Ψi is the left eigenvector associated to the ith eigenvalue
The residue of an eigenvalue is the product of the corresponding observability and
controllability of the selected input and outputs. The angle of the ith residue
indicates the direction in which the root locus leaves the ith pole.
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Since the residues are giving the sensitivity of the eigenvalues to feedback, the effec-
tiveness of the damping control may depend on the appropriate selection of feedback
signals. Hence, different signals should be considered in a study for determining
the most effective one and the most robust for different operating conditions.
The only two values of the Wind Turbine Generators (WTGs) used in this study
that can be controlled are the active and the reactive power. The active power
is controlled through the reference active power Pref , whereas the reactive power
can be either controlled by setting a voltage reference V ref from the bus desired
to regulate, and therefore the WTG will provide the corresponding reactive power
to meet this objective, or by defining the reactive power Qord_ext that the WTG
should deliver independently of the voltage at the buses. For the results further
presented, the WTG is using voltage regulation of the collection point bus to define
the reactive power command. Since the only two possibilities of controlling the
WTG are Pref and V ref , one of these signals would be the output of a controller
designed for the WPP with the purpose of damping electromechanical oscillations.
In order to modify a mode of oscillation by feedback, the mode must be excited
by the input and it must be visible in the chosen output. The inputs to every
individual WTG and the aggregated feeders are:
• Active power reference (Pref)
• Bus voltage reference (Vref)
Which are control of the active (Pref) and reactive (Vref) power respectively.
The outputs from the system, or in other words, the candidate inputs to the con-
troller, are signals measured from the system. Here, local variables have been
considered and signals from remote buses have not been considered, except for the
rotor speed of a close generator. These signals are:
• Active power flow at the network bus where the WPP is connected (P 212)
• Reactive power flow at the network bus where the WPP is connected (Q 212)
• Frequency∗ at the POI (freq 212)
• Rotor speed of the close local generator G5 (ωG5)
Note that the frequency has been marked with ∗ since this is actually not the real
frequency. This is because the simulation is done at a fixed frequency of 50 Hz.
However, changes in the voltage angle can be assumed to be due to changes in
frequency [30]. Here, the bus voltage angle is measured and it is differentiated
to obtain the rate of change of this angle with the transfer function used in [30]
presented in equation 6.1, where a measurement delay is also introduced. This
output will have similar characteristics to those of the frequency even though it is
not the frequency itself.
F (s) = s1 + 0.01s (6.1)
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6.4 Sensitivity of the eigenvalues to different operating
conditions
The power system is constantly changing and therefore there is not only a specific
operating condition in which the study can be carried out. However, studying
different possible cases, it is useful to understand how the WPP will affect the
oscillations. The operating conditions in this section are already studied in previous
sections cases 1, 2 and 6 poorly damped including wind power. The sensitivity of
the eigenvalues with lower damping ratio will be observed and used to determine
how a possible controller will initially influence them for the different load flows.
For this purpose, the angles and the magnitudes of the residues in degrees for
these eigenvalues have been calculated for different input/output (i/o) pairs and
are shown in the following figures.
To avoid confusion between the inputs and outputs from the system or from a
controller, the term input will be used for the signals applied to the system, and
the outputs will be the signals measured or obtained from the system.
In this section, only some of the results are presented in order to show and analyze
the characteristics, but all the results can be found in Appendix E. The structure
of figure 6.12 is shared by all of the following figures in this section. There will
be different figures for the different measured signals or outputs of the system.
The graphics in the left side corresponds to the Pref input of each WTG whereas
the right side graphs represents the V ref input of each WTG in the model. The
first row of graphics are the residue angles, while the second row presents the
magnitudes. The WTG index according to figure 6.1 are in the x axis. The index
L corresponds to the WTG model where the 23 feeders are lumped. It is as well
interesting to observe the values for the lumped model because they will show if it is
appropriate to model several WTG in a lumped mode using this method. Therefore,
each dot in the graphic corresponds to the respective angle of the residue for the
specified output to the Pref (or V ref) of each WTG. In addition, the angles for
the selected modes are plotted together, and they are properly named according to
section 6.2.
6.4.1 Residue Angle
For appropriately selecting signals for damping power system oscillations with the
WPP, the residue angles of the eigenvalues for each mode should not change too
much for different operating conditions. Moreover, the residue angle between the
eigenvalues desired to damp should be small. This is because they are at very
close frequencies and it would be very difficult to provide different phase shifts
individually, and if the difference between two eigenvalues close in frequency is
big, approaching 180◦, the actions taken to displace one of these eigenvalues to a
more damped condition, will in principle affect the other eigenvalue in almost the
opposite direction, which is inconvenient. Therefore, in such cases, it is convenient
that the eigenvalue chosen to be preferably damped is affected in a greater extent
by the feedback, which is indicated by the residue magnitude.
If the residue angle difference is small for two eigenvalues at close frequencies, it
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would be possible to find a phase compensation suitable for both eigenvalues where
they are displaced to a better damped situation. This compensation must be valid
for a wide range of operating conditions. However, the angle difference between
interarea eigenvalues seems to change with the operating conditions as seen in the
results presented in this section.
The phase or angle of the residues and their magnitudes for the selected eigenvalues
are shown in the following figures. Figure 6.12, for instance, shows these values for
the output freq 212 for case 1.
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Figure 6.12: Residue angles and magnitude for the output freq 212 for case 1
In general, it is found that the residue angles for the Pref input do not suffer
great changes when comparing between individual WTGs. In contrast, for the
V ref input the changes on the angles for each turbine as the indexes increase, have
slightly greater variation. It is observed that the pattern followed by the angles for
the first 8 WTG, is repeated feeder wise, which is expected since both feeders are
equal, and the contribution of their individual WTGs will be the same. This could
indicate a trend as the index of the WTG within the feeder increases, although the
values of the angles vary from case to case and for different inputs. In section 6.5
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this pattern will be better observed.
Since it is seen that the angles do not change considerably between WTGs the mean
is used here as an indicator of the difference between the eigenvalues. In table 6.8
the means of the residue angles are listed. Some values are marked in blue due to
the observations further done.
First, the focus will be on the residue phase difference for the interarea modes.
There are considerable different angles between the selected eigenvalues. For eigen-
values a1 and b1 it is possible to see that the difference between them is between
130◦ and 200◦ for different i/o pairs. Table 6.6 shows the difference between the
means of the residue angles of all WTG for the interarea modes of three studied
cases. The difference angle is considered to be the minimum between the two eigen-
value residues. The results are also presented in the bar graphic in figure 6.14 for
a visual identification of these differences.
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Figure 6.13: Residue angle and magnitudes for the output P 212 for case 1
Taking as an example case 1 with the pair input/output freq212-Pref, from the
values presented in table 6.6, the issues of multimodal compensation, can be un-
derstood. The angle values for eigenvalue a1 are around −102◦ whereas for b1 are
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case 1 case 2 case 6
output/input Pref Vref Pref Vref Pref Vref
freq 212 173◦ 171◦ 18◦ 34◦ 158◦ 163◦
P 212 153◦ 155◦ 127◦ 111◦ 171◦ 175◦
Q 212 153◦ 139◦ 57◦ 11◦ 107◦ 133◦
ωG5 176◦ 174◦ 14◦ 31◦ 166◦ 171◦
Table 6.6: Difference of means of the residue angle in degrees between the in-
terarea modes for the three studied cases
around 71◦. Trying to displace both eigenvalues to the left they should finally leave
the root locus with an angle between 90◦ and 270◦. Since the difference between
their residue angle is 173◦, the maximum phase compensation in the clockwise di-
rection would be achieved with 168◦, which is the maximum angle in which a1 can
be compensated beneficially. On the other hand, the minimum phase compensation
comes given by b2. Since its residue angle is 71◦, its compensation should be at
least 161◦, in the same direction as the other eigenvalue. Hence, the range of phase
compensation one can modify to damp the interarea modes is 168◦−161◦ = 7◦. Not
only is this a small value, but also the damping achieved would be relatively small
since the eigenvalue would move almost vertically. The magnitude of the residue
will play an important role in such cases.
Figure 6.14: Angle difference between the interarea modes for the different cases
and i/o pairs
Case 2 presents the smallest difference of angles between its interarea eigenvalues,
being, in most of the cases, below 90◦. This is well seen in figure 6.14. Specifically,
the pair input/output freq212 - Pref with 14◦ and Q212 - Vref with 11◦ present
the smallest difference. That situation would be advantageous since there is a wide
range of angles in which the compensation of one eigenvalue would also modify the
other in a favorable way. This means that the available phase compensation range
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to move both eigenvalues to the left is bigger. Cases 1 and 6, on the other hand,
present higher differences, specially case 1 where the angles for all i/o pairs are
bigger than 139◦.
From the outputs presented, the angle difference for P212 is seen to suffer the less
changes for the three cases and also for the different inputs. That would indicate
that the difference is maintained for different cases and it can be more easy than
other i/o pairs to find a phase compensation acceptable for all operating conditions.
Nevertheless, the angle difference is very big and attention must be paid to the
magnitude.
Additionally, the residue angles for the local eigenvalues suffer great variation. The
poorly damped local modes should be considered since they can become unstable
or less damped. It can be seen in figures 6.12 and 6.13 that the pattern of the
angles feeder-wise is different for c1 and d1, and e1. To begin with, the change at
the angle feeder wise is higher for e1 than for the other local modes. Furthermore,
for input V ref , it has a different shape not following the pattern from the other
local modes, although it is maintained for the different outputs. These variations
can be also seen in the figures in section 6.5. Figures for cases 2 and 6 are found
in the appendix E. For these cases the local eigenvalues also have more variation
within a feeder for the input V ref .
Despite these variation in the residue angle behavior for the local modes, it will
be seen that they are only slightly affected by the feedback in comparison to the
interarea modes.
The angles for the lumped model are, in general, very similar to those of the first
WTG of each feeder. This will be shown in section 6.5.
It is seen that these results vary depending on the case. There is no specific in-
put/output pair that shows a constant residue angle difference and at the same
time, gives a great range of phase compensation to produce good damping for both
modes. Therefore, analyzing the magnitude of the residues is convenient.
6.4.2 Residue Magnitudes
Analyzing the magnitude of the residues will give an idea of which mode will be
most affected by the chosen feedback. The magnitudes of the residues for different
input output and eigenvalues are shown in figures from 6.12 to 6.17. Notice that
the magnitude of the lumped model is not shown because it has a much bigger
value than those for the individual WTGs and therefore it is studied aside.
The difference between the magnitudes for the interarea eigenvalues has been com-
puted. In this way, it is possible to observe if one mode will be more influenced
than the other. The magnitude of the residue for the lumped equivalent model
inputs is much larger than those from individual WTG models. Dividing by the
number of WTG represents, 184 in this case, the new value is similar to the values
from the individual WTGs for all i/o pairs. This could be that the magnitude of a
lumped equivalent it is proportional to the number of lumped individual WTGs if
the magnitudes between WTGs within a feeder and between feeders do not change
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appreciably.
Figure 6.15: Magnitude difference between the interarea modes for the different
cases and i/o pairs. The figure does not indicate which eigenvalue
has the bigger magnitude
Table 6.7 shows the percentage of difference between the mean of the magnitudes
between the studied interarea modes. The mean is also used here as the value
for comparison. The second column for each input shows the eigenvalue with the
highest magnitude. For instance, for case 1 and for the pair input/output freq212 -
Pref, the magnitude of the residue of eigenvalue b1 is 11% bigger than for eigenvalue
a1. The results are also presented in the bar graphic in figure 6.15 where it is more
easy to identify the trends. The figure does not indicate which eigenvalue has the
bigger residue in each case, but will indicate which combination of signals affect
most only one of those residues.
It is seen that these results vary depending on the case. Case 1 has the smallest
differences in general. The maximum magnitude difference is 30%, encountered in
the pair P212 - Pref. For case 6, b6 has in general much larger residue magnitudes
than a6 for all input/output. However, for output P212, the difference is extremely
small for input Pref, being 1% and 24% for input Vref. Case 2 also presents high
differences with the exception of input Q212.
The magnitudes for the freq212 output for each individual WTG are shown in
figures 6.12, 6.18 and 6.19 for cases 1, 2 and 6 respectively. Those from cases 2 and
6 are at the end of the section.
The magnitudes of the residues for the other outputs in case 1 are shown in figures
6.13, 6.16 and 6.17. The figures for the rest of the cases 2 and 6 are found in
appendix E.
The overall magnitudes of the local modes are much smaller than the ones for the
interarea eigenvalues. That will mean, in principle, that the local eigenvalues suffer
small variation compared to the interarea, and therefore, the angle in which the
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case 1 case 2 case 6
out/in Pref Vref Pref Vref Pref Vref
freq 212 11% b1 13% b1 88% a2 82% b2 82% b6 86% b6
P 212 30% a1 28% a1 60% a2 52% a2 1% b6 24% b6
Q 212 11% a1 9% a1 18% a2 1% a2 68% b6 75% b6
ωG5 25% b1 27% b1 68% b2 73% b2 90% b6 93% b6
∗ magnitude of the lumped model is not included
Table 6.7: Differences in percentage of the mean of the residue magnitudes
between the interarea modes for the three studied cases
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Figure 6.16: Residue angle and magnitudes for the output Q 212 for case 1
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compensation affects them would not be critical. Additionally, for case 1, the mag-
nitudes of eigenvalues a1 and b1 are fairly close, whereas for cases 2 and 6, their
difference is much larger.
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Figure 6.17: Residue angle and magnitudes for the output ωG5 for case 1
Consider first the output freq212, where the difference of angle residues vary con-
siderably. For cases 1 and 6, the difference is close to 180◦ while for case 2 it is
between 18◦ and 34◦. However, looking at the magnitudes, the difference between
the interarea modes in case 1 is small, whereas for case 2 and 6, it is very big. That
would indicate that using this output as a feedback signal, would be beneficial for
cases 2 and 6. This analysis will be further shown. Taking P212 as an output,
it still gives large angle differences for three cases, around 150◦ for case 1, and
around 170◦ for case 6. Smaller differences exist for case 2. The magnitude of a2
is over 50% from the b2, whereas for case 1 b1 residue magnitude is 30% higher.
Nevertheless, the means of the magnitudes for case 6 are practically identical for
input Pref, and for Vref, the one for b6 is only 24% higher. Following this criteria,
the selection of the input/output pair P212-Pref would be discarded since it would,
from this sensitivity point of view, be detrimental. However, a solution to this
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problem would be to disconnect the controller when case 6 is detected.
It is also seen that the magnitudes follow a similar pattern to this from the angles,
although the magnitude is reduced as the index of the wind turbine within a feeder
increases. This pattern will be better observed in the following section.
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Figure 6.18: Residue angle and magnitudes for the output freq 212 for case 2
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Figure 6.19: Residue angle and magnitudes for the output freq 212 for case 6
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6.4.3 Selection of the most appropriated feedback signals
Assuming that the cases studied here were the only operating conditions that the
power system can work in, and that the WPP maintains all WTGs operating at
all times, a selection of the best feedback signals based on the residue approach
can be done. Moreover, a more local output signal will be selected since it will
avoid communication issues. For this, it should be kept in mind that these are
sensitivities and not how the modes will finally behave with the feedback.
Table 6.8 presents the means of the residue angles for all cases and i/o pairs. The
combination that has much higher magnitude (more than 50%) is highlited in red.
residue angle eig. case1 case2 case6
Pref Vref Pref Vref Pref Vref
freq 212 a −102
◦ 79◦ 18◦ −165◦ −105◦ 91◦
b 71◦ −109◦ 36◦ −131◦ 53◦ −105◦
P 212 a 155
◦ 26◦ −96◦ 78◦ −158◦ 38◦
b 51◦ −128◦ 136◦ −32◦ 12◦ −146◦
Q 212 a −123
◦ 71◦ 62◦ −173◦ −99◦ 75◦
b 29◦ −150◦ 5◦ −162◦ 7◦ −151◦
ω G5 a −110
◦ 71◦ 11◦ −173◦ −120◦ 75◦
b 64◦ −115◦ 25◦ −142◦ 45◦ −113◦
Table 6.8: Residue angles for the interarea eigenvalues
From the results presented above, it can be seen that it is difficult to obtain a
phase compensation that is beneficial in all cases. However, for cases 2 and 6, the
i/o pairs freq212-Pref and ωG5-Pref offer damping of one of the interarea modes
without affecting the other negatively. Additionally, it can be seen that for the
three cases, the angles for both Vref and Pref are close. Although the sensitivity of
a2 is much higher, its angle with respect to b2 is small and they will have similar
compensation.
It is seen that the output freq212 is one of the best candidates because its use can
be beneficial for cases 2 and 6 for both input signals Pref and Vref. Even though for
case 1 may introduce negative damping also in both cases. Since eigenvalues a1, a2,
a6, b1, b2 and b6 are close in frequency, they will have similar phase compensation.
Consider the i/o pair freq212-Pref. The residue angles for these eigenvalues for this
pair are listed in table 6.9. For this i/o pair, the magnitude of the eigenvalue a1
is 11% bigger than b1, a2 is 88% bigger than b2 and b6 is 82% bigger than a6.
Therefore, the movement of b2 and a6 will not be taken into account. For b1, a2
and b6 the residue angles are not very different, which is a good sign, since it will be
a wide range of phase compensation that can be applied to damp the modes. The
third column in table 6.9 shows the maximum phase shift, counterclockwise that can
be applied to each eigenvalue in order to be displaced on the left side. The fourth
column, shows the minimum phase compensation in order to be damped. Since
all eigenvalues will be similarly shifted, it will be assumed that they are equally
compensated. Therefore, the maximum compensation is determined by the residue
with bigger angle from those with bigger magnitude. In this case, the maximum
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phase shift is 199◦ and the minimum, which depends on the minimum residue angle,
is 53◦. These values are in red color in the table.
eigenvalue residue angle max. comp. min. comp. final angle
a1 −102◦ 372◦ 192◦ 25◦
b1 71◦ 199◦ 19◦ 198◦
a2 18◦ 251◦ 71◦ 146◦
b2 36◦ 233◦ 53◦ 164◦
a6 −105◦ 375◦ 195◦ 22◦
b6 53◦ 217◦ 37◦ 180◦
Table 6.9: Angles of the residues of the interarea eigenvalues for i/o freq212-
Pref, its desired compensation and its final angle
Since the phase compensation should be between 53◦ and 199◦, the desired com-
pensation is chosen to shift eigenvalue b6 to have ideal damping, that is have an
horizontal displacement to the left side in the complex plane. Hence, the phase
compensation is 180◦ - 53◦ = 127◦. Finally, the eigenvalues will be displaced in the
angle shown in the last column of table 6.9.
It can be seen that eigenvalues b1, a2 and b6 will be damped whereas eigenvalue
a1 will be displaced to a less damped situation, and since the magnitude of the
residues between the two interarea modes in this case are close, this will be, in
principle, detrimental. However, for all other situations, the interarea eigenvalues
will be initially damped.
6.5 Sensitivity of the eigenvalues to different WPP lay-
outs
A WPP will not always have all the WTGs working at the same time and at
the same power. The wider the surface of the WPP, individual WTGs will have
different wind availability depending on their location. Moreover, several wind
turbines could be off line due to maintenance or failure but the rest of the WPP
will still be operational. It must be studied if those changes would require a tunning
of the controller parameters or not. Here, the impact of the WPP configuration on
the residues is studied. Three possible scenarios are considered:
A) Full WPP operational
B) The second feeder is disconnected, but the rest of the WPP is operational
C) The last half of the wind turbines of the first feeder are disconnected, but the
rest of the WPP is operational.
In scenario A it is possible to study the differences in the influence of each individual
WTG depending on its location on the feeder and compare between them and
between the lumped model. The scenario B, will allow to study the effect of having
a feeder oﬄine on the whole WPP, whereas scenario C will also provide information
about the effect that variations within a feeder can have on the WTG connected in
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the same feeder. The fact of including the lumped model in the study will allow to
study how does it affect the eigenvalue sensitivity to model groups of single WTGs
as lumped equivalent models.
Since for all the scenarios considered above the first 4 WTG and the lumped model
are unmodified, they are the only WTGs in which the residue angles can be com-
pared for the three situations. For comparing situation A and B, however, all the
wind turbines from the first feeder (WT1-WT8) can be compared. The residues
of the rest of the WTG that are disconnected in the respective cases will be zero,
since the variables will be uncontrollable.
As done in the previous section, here only some of results are presented to show
the characteristics, but all the results can be found in appendix F. The structure
of figure 6.20 is shared by all of the following figures in this section. There will
be different figures for the different input/output (i/o) feedback pairs. Each figure
contains different graphics, each one for the chosen eigenvalues in section 6.2, which
means that for case 1 there will be 5 eigenvalues and for cases 2 and 6, there will be
4. Each graphic has three plots, one for each aforementioned scenario. A seen, the
plot corresponding to the full configuration has 17 values, while the scenario B has
9 and C has 5. The non existent values for these last scenarios are the disconnected
WTGs, which their residues are 0 because the mode is uncontrolable. The WTG
index according to the layout presented in figure 6.1 are in the x axis. The index
L corresponds to the WTG model where the 23 feeders are lumped.
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Figure 6.20: Residue angle for the pair i/o freq212 - Pref for the different WPP
configurations studied, case 1
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Residue angle case 1, different layouts, freq212-Vref
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Figure 6.21: Residue angle for the pair i/o freq212 - Vref for the different WPP
configurations studied, case 1
6.5.1 Residue Angles
From these figures the most rapidly seen characteristic is their ”wave” pattern. The
residue angle variation feeder wise is seen more clearly. Comparing figures 6.20 and
6.21 which correspond to the pairs i/o freq212 - Pref and freq212 - Vref respectively,
it is seen that in general the phase difference between individual WTGs for Vref is
larger. While the residue angle difference between the WTGs located next to the
Collection Point and the last WTG in the feeder is 0.152◦ for Pref, for the input Vref
is 2.133◦. In table 6.10 the values of the difference of the residue angles within the
feeders for eigenvalue a1 for all i/o pairs, is shown and it is seen that it is constant
for all outputs with the same input. This has been calculated as the difference
between the closest and the farthest WTG within a feeder from the Collection
Point. It was, however, expected that the feeders modeled with individual WTG
were equal since they are equal. As seen in table 6.12, which shows these values for
cases 2 and 6, it is noted that this phenomenon does not happen for these two other
cases for input Pref, but it does, again in both cases, for Vref for the two interarea
considered. This phenomenon has not been studied in detail and further analysis
may be carried out to determine which factors are responsible for such variations
or if it is due to software numerical inaccuracy. In table 6.11 these values are also
shown for eigenvalue b1.
From the presented figures here, it is seen, that the residue angle for the lumped
model is within the range of the individual WTG model ones, which in principle
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i/o (eig. a1) freq212 P212 Q212 ωG5
Pref
∆θ WT1-WT8 −0.152◦ −0.152◦ −0.152◦ −0.152◦
∆θ WT9-WT16 −0.138◦ −0.138◦ −0.138◦ −0.138◦
Vref
∆θ WT1-WT8 2.133◦ 2.133◦ 2.133◦ 2.133◦
∆θ WT9-WT16 2.313◦ 2.313◦ 2.313◦ 2.313◦
Table 6.10: Difference of the residue angles within the feeders for a1
i/o (eig. b1) freq212 P212 Q212 ωG5
Pref
∆θ WT1-WT8 −0.180◦ −0.180◦ −0.180◦ −0.180◦
∆θ WT9-WT16 −0.166◦ −0.166◦ −0.166◦ −0.166◦
Vref
∆θ WT1-WT8 2.472◦ 2.472◦ 2.472◦ 2.472◦
∆θ WT9-WT16 2.664◦ 2.664◦ 2.664◦ 2.664◦
Table 6.11: Difference of the residue angles within the feeders for b1
would mean that there is no big influence for phase compensation between model-
ing a detailed WPP with its individual WTGs, and its lumped equivalent.
The "wave" pattern seems to be also followed independently of the scenario. This
pattern seems to be explained by the location of the WTG in the feeder, which
also may explain why the changes of residue angle for individual WTGs for input
Vref are higher than for Pref. For the residue angle, it can be seen that the phase
compensation needed for the WTG as soon as they are farther from the Collection
Point is higher, for either positive or negative values. This can be seen in figure 6.20
and 6.21 for eigenvalue a1, where the absolute value of the residue phase decreases
with the WTG index within a feeder.
It can be also noticed that the ”wave” pattern is always upwards for all residue
angles in input Pref. Independently of the sign of the residue. Nevertheless, it
is also seen that it has different directions depending on the eigenvalue for input
Vref. For the interarea ones, the pattern is downwards, for the local modes is also
upwards. Compare, for instance, figures 6.20 and 6.21.
a2 b2 a6 b6
Pref
∆θ WT1 -WT8 −0.105◦ −0.149◦ −0.118◦ −0.169◦
∆θ WT9 -WT16 −0.105◦ −0.149◦ −0.118◦ −0.170◦
Vref
∆θ WT1 -WT8 2.331◦ 2.627◦ 3.258◦ 3.836◦
∆θ WT9 -WT16 2.547◦ 2.632◦ 3.510◦ 3.865◦
Table 6.12: Difference of the residue angles within the feeders for a2,b2,a6,b6.
Difference maintained for all i/o pairs
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Figure 6.22: Residue angle for the pair i/o P212 - Pref for the different WPP
configurations studied, case 1
Scenario C values present less slope in the feeder wise trend. It seems that there
is less residue angle variation between individual WTG as the index increases. A
possible explanation is that there is no power coming from the WTGs 5 to 8, which
otherwise would influence. This could indicate that for longer feeders, the difference
between turbines at the beginning of the feeder could be higher which should be
taken into account for the controller design. Therefore, longer feeders with higher
amount of WTG should be further studied.
Moreover, it is seen that the values of the residue angle does not change in excess
between configurations for the interarea modes. The phase difference between sce-
nario A, B and C for input Pref, are usually below 1◦ for case 1, whereas case 2
presents more variety in that regard. The differences between configurations for
this case oscillate between 0.4◦ and 4◦. As it was seen in the previous section 6.4,
the residue of the lumped model for eigenvalue e1 behaves differently from the rest
of the modes. It has a quite different value compared to those from the individual
WTGs. Moreover, it presents the maximum phase difference between scenarios for
all i/o pairs.
The fact that there are small differences between the cases means that it seems
possible to implement a central control instead of a local control individual for each
WTG. If either between WTGs or between the considered scenarios, for a same load
flow case, the residue angles would have been much different, each WTG should
need an independent control to provide the correct phase compensation individually.
A central control, that is, one input to the control and multiple outputs, one for
each WTG; would simplify the design and the cost.
In fact, if it also worked for different operating conditions, these results seem to
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Residue angle case 1, different layouts, P212-Vref
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Figure 6.23: Residue angle for the pair i/o P212 - Vref for the different WPP
configurations studied, case 1
indicate that a controller with a fixed structure and parameters could be imple-
mented, because here, differences between disconnecting some WTGs are barely
affecting the residues of the interarea modes. And therefore, it would not require
real time tunning.
The local modes present different patterns depending on the feedback input. It
is seen that the wave pattern is followed for input Pref, but an irregular trend
appears for input Vref. In the last, their residue angles are somehow different
between feeders. In fact, the local eigenvalues presents larger differences of residue
angles within a feeder. For instance, eigenvalue c1 has a difference of 15◦ between
the first WTG and the last in a feeder. Or it is up to 10◦ for eigenvalue e1 between
two consecutive WTGs when the feedback is performed with input Vref. However,
this seems to happen only for the scenario A. For the other two scenarion, the
”wave” pattern is again seen. These differences can be seen between figures 6.20
and 6.21, but they are repeated for all i/o pairs.
Local eigenvalues c2 and c6 present angle differences between scenarios at values
below 5◦ for both Pref and Vref. For them it is also noted that, in general, the
values for the different scenarios match closer than for the other local eigenvalues at
higher frequencies d2 and d6. In fact, for these last two, relative severe differences
between scenarios are seen compared with the other eigenvalues. Angle differences
for d2 between scenarios A and B can be of 20◦ as it can be seen in figure 6.25. For
input Vref there are in general larger variations of these values.
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It is seen that the changes of the residue angles within a feeder could be influenced
by the frequency since local modes have larger differences. The local modes present
more differences between the values respect to the interarea, and from the local
ones, the higher the frequency, the larger are the difference.
 
 
Residue angle case 2, different layouts, freq212-Pref
an
gl
e
(d
eg
)
eigenvalue d2
an
gl
e
(d
eg
)
eigenvalue c2
an
gl
e
(d
eg
)
eigenvalue b2
C
B
A
an
gl
e
(d
eg
)
eigenvalue a2
1 2 3 4 5 6 7 8 9 10111213141516 L1 2 3 4 5 6 7 8 9 10111213141516 L
1 2 3 4 5 6 7 8 9 10111213141516 L1 2 3 4 5 6 7 8 9 10111213141516 L
95
100
105
110
−6
−4
−2
0
2
35
35.5
36
36.5
37
18.5
19
19.5
20
20.5
21
Figure 6.24: Residue angle for the pair i/o freq212 - Pref for the different WPP
configurations studied, case 2
Residue angle case 2, different layouts, freq212-Vref
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Figure 6.25: Residue angle for the pair i/o freq212 - Vref for the different WPP
configurations studied, case 2
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Figure 6.26: Residue angle for the pair i/o freq212 - Pref for the different WPP
configurations studied, case 6
Residue angle case 6, different layouts, freq212-Vref
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configurations studied, case 6
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6.5.2 Residue Magnitudes
The magnitudes of the residues for the eigenvalues are shown in figures 6.28 to
6.29. The figures presented here are representative of the rest of the feedback
signals, scenarios and cases. The full set of results can be found in the Appendix
F.
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Figure 6.28: Residue magnitude for the pair i/o freq212 - Pref for the different
WPP configurations studied, case 1
The magnitudes also present the named "wave" pattern. The magnitude of the
residue is decreasing as soon as the index of the WTG increases. However, those
changes are very small. Tables 6.13 and 6.14 show the difference in percentages
between the magnitudes of the residues of the first and the last WTG in a feeder.
Similarly to the phase difference, the variation feeder-wise is constant for the four
outputs considered for a same input. The values are small, in most of the cases
less than 1% of difference. These values for cases 2 and 6 are shown in table 6.15
where again, there are no differences between the two feeders for input Pref. The
difference within a feeder is slighlty bigger for these cases, but in general they are
below 2%.
Changes in magnitude could be explained by the location dependence of a WTG
in a feeder. As the WTG is farther from the Collection Point, the resistance and
impedance of the line seen from an individual WTG is higher. Therefore, if each
individual WTG is chosen to have the same effect at the bus 212 where the WPP
is connected, the contribution of farther WTGs should be higher to overcome the
losses in the feeder cables. Since the resistance is much lower than the impedance,
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freq212 P212 Q212 wG5
Pref
∆ magn. WT1 -WT8 0.95% 0.95% 0.95% 0.95%
∆ magn. WT9 -WT16 0.67% 0.67% 0.67% 0.67%
Vref
∆ magn. WT1 -WT8 0.76% 0.76% 0.76% 0.76%
∆ magn. WT9 -WT16 0.58% 0.58% 0.58% 0.58%
Table 6.13: Difference of the magnitudes (%) within the feeders for a1
it may explain why the differences between the residue magnitudes for inputs Pref
are lower than for Vref.
Residue magnitude case 1, different layouts, freq212-Vref
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Figure 6.29: Residue magnitude for the pair i/o freq212 - Vref for the different
WPP configurations studied, case 1
It is seen that the residue magnitudes between scenarios are relatively close. Despite
they change for each case and each eigenvalue, for input Pref they follow the already
named wave pattern. However, as it was for the residue angle, for input Vref
this pattern is not followed in the same way and more variations in values appear
between WTG.
In addition, it can be seen that the scale of the graphics diminishes for eigenvalues
at higher frequencies e.g. local. As it was seen in the previous section, the residue
magnitudes of the local eigenvalues where much smaller than those for the interarea.
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freq212 P212 Q212 wG5
Pref
∆ magn. WT1 -WT8 0.97% 0.97% 0.97% 0.97%
∆ magn. WT9 -WT16 0.69% 0.69% 0.69% 0.69%
Vref
∆ magn. WT1 -WT8 1.21% 1.21% 1.21% 1.21%
∆ magn. WT9 -WT16 0.97% 0.97% 0.97% 0.97%
Table 6.14: Difference of the magnitudes (%) within the feeders for b1
a2 b2 a6 b6
Pref
∆ magn. WT1 -WT8 0.94% 1.03% 1.10% 1.27%
∆ magn. WT9 -WT16 0.94% 1.03% 1.10% 1.27%
Vref
∆ magn. WT1 -WT8 0.47% 1.28% 1.81% 2.56%
∆ magn. WT9 -WT16 0.70% 1.59% 2.32% 2.56%
Table 6.15: Difference of the magnitudes (%) within the feeders for a2, b2, a6,
b6. Maintained for all i/o pairs
6.6 Discussion and Conclusion
A 600 MW WPP has been introduced in the fourteen generator system. The small-
signal stability of the modified system has been studied and it is seen that the
dynamic characteristics have been affected, which is possibly due to the changes in
the load flows of the original system. The modes, however, are not severely affected.
The analysis show that the system is poorly damped and the oscillations between
the different areas decay slowly. There are new modes associated to the WTGs
where some of them have frequencies close to those of electromechanical modes.
The poorly damped eigenvalues are identified and used to assess the impact of
feedback control signals on them.
The study for the different feedback signals for damping power system oscillations
with the WPP using the residues is based on four main considerations. First, the
residues are a measure of the sensitivity of the modes to a particular feedback and
therefore, they should not be taken as the definitive displacement of the mode in
the complex plane. That is because they behave in a non-linear manner. Secondly,
the residue angle should not change appreciably between different operating condi-
tions, although it has been seen that this is improbable. Then, small residue angle
differences between the interarea modes would provide better multi modal damp-
ing, regardless of the magnitude of the residue. This is because it is possible to find
a phase compensation suitable for both eigenvalues where they are displaced hori-
zontally to a better damped situation. However, angle difference between interarea
eigenvalues changes with the operating conditions. Finally, if this residue angle
difference is close to 180◦, the compensation effect for one eigenvalue will have the
opposite compensating effect on the other eigenvalue. Therefore, it is convenient
is such cases that the eigenvalue chosen to be preferably damped is affected in a
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greater extent by the feedback, which is indicated by the residue magnitude.
The simulation results have shown that there is great variation of angle and mag-
nitudes of the residues for eigenvalues at similar frequencies between different load
flow conditions. However, for case 1 and 6, angle differences between the interarea
eigenvalues were big whereas for case 2 where relatively small. Further, the differ-
ence of residue magnitudes between the two interarea eigenvalues was big for cases
2 and 6, and small for case 1. This should be further studied to see if there is a
trend for other cases in which one interarea mode is much more sensitive than the
other.
With the combination of the angle and the magnitude criteria, cases 2 and 6 present,
in general, a more beneficial situation for damping the interarea modes because the
feedback would influence much more one eigenvalue than the other and it is possi-
ble to find a compensation that is acceptable for both cases. Case 2 presents small
residue angle differences between the interarea eigenvalues and therefore finding fa-
vorable phase compensation for both eigenvalues is easier. Case 6 have big residue
angle differences, but one of the interarea mode is more influenced than the other.
For the conditions analyzed here, the input/output pair freq212-Pref has been cho-
sen and effective compensation was achieved. It presented damping benefits for
cases 2 and 6, and also for one of the interarea modes in case 1.
The overall magnitudes of the local modes were much smaller than the ones for
the interarea eigenvalues. That will mean, in principle, that the local eigenvalues
suffer small variation compared to the interarea, and therefore, the angle in which
the compensation affects them would not be critical.
It is observed that the values of the phases and magnitudes of the residues for a par-
ticular eigenvalue λi, for a specific operating condition, change slightly from WTG
to WTG as soon as they are farther connected from the Collection Point within
a feeder. In fact, the appropriate phase compensation needed for every individual
WTG is slightly higher for clockwise compensation and lower for counterclockwise
compensation for farther WTGs. A possible explanation for this slightly change
in magnitude could be that the contribution of farther WTGs should be higher to
overcome the losses in the feeder cables.
Moreover, both phase and magnitude do not change appreciably for the interarea
modes when there is a modification in the WPP layout. However, it was observed
that in scenario C, the variation feeder wise is smaller than for the other scenarios.
This could indicate that changes in the residues of the WTGs closer to the Collection
Point grow as soon as the number of WTGs in a feeder grows.
In addition, these values for the local modes seem to be more different between
scenarios although since the magnitude of the residue is much smaller that the ones
from the interarea modes, they are, in comparison, barely affected by the feedback.
The values, both angle and magnitude, suffer more variation feeder wise for input
Vref than for Pref.
It is seen that the changes of the residue angles between scenarios A, B and C may
be influenced by the frequency. The local modes present more differences between
the values respect to the interarea, and from the local ones, the higher the fre-
quency, the larger are the difference.
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Both previous results conclude that a central control for the WPP is feasible, for
damping of interarea oscillations, taking into account the small differences afore-
mentioned. It seems that changes in the WPP layout, such as disconnection of a
feeder or some WTG from a feeder, do not affect appreciably the residues and for
that reason the same control can be applied to all WTG with no need of apply
changes to the control for a new configuration. That could be using a centralized
damping unit, which, for instance, would consist of an input signal measured from
the system, and multiple outputs, one to each WTG. However, a more detailed
study should be done in order to determine if a controller with a fixed structure
and parameters could be applied.
Results also have shown that the residue angle of the interarea modes from the
lumped model is within the range of the individual WTG model ones, which in prin-
ciple would mean that there is no big influence in the phase compensation needed
between modeling a detailed WPP with its individual WTGs, and its lumped equiv-
alent. Nevertheless, when modeling several WTG in a lumped equivalent, the mag-
nitude of the residue seems to be proportional to the number of lumped individual
WTGs.
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Chapter 7
Conclusion
The main objective of this project was the study of the power oscillation damping
capabilities of wind power plants (WPP). This has been done studying the feasibility
of including a controller for power oscillation damping to a large WPP, by means of
eigenvalue sensitivity to local feedback control signals. The work was encouraged
by the increasing penetration of wind power in the power system, which implies
that wind turbines also have to contribute to the power system stabilization and
control tasks that have been traditionally the responsibility of large synchronous
generators.
The small signal stability studies performed here included modal analysis and time
domain simulations. The first analyzes the behavior of the system under small
disturbances linearized around one operating point, and does not take into account
the nonlinear behavior of the system. Therefore, it should be complemented with
non linear simulations to have a complete picture of the system behavior.
The analysis was based on a fourteen generator power system, serving as a generic
model of a large transmission system. The network was derived from the fourteen-
machine system presented in [1]. First, this network was implemented in Matlab
Simulink using the SimPowerSystems toolbox. Time domain simulations were car-
ried out in order to compare the load flow scenarios with a benchmark data pro-
vided by [1]. Small differences were observed, although the overall performance of
the system was satisfactory. In addition, the small signal stability of the system was
analyzed without integration of wind power and as well compared with the bench-
mark data. Some differences were observed, which can be expected since the load
flows were different. The modal analysis of the system was performed locating the
electromechanical modes and their characteristics and mode shapes and identifying
which generators participate in the different modes through the participation fac-
tors. Interaction between multiple areas has been observed for the interarea modes,
in which area 5 generators are the most involved. It was seen that the system is
stable and very well damped if it included power system stabilizers (PSSs) and it
was unstable if they are oﬄine.
Furthermore, the original system was modified introducing poorly damped modes
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by reducing selected PSSs gains. This action was performed with the purpose of
using the poorly damped modes as a criteria to study the damping capabilities of
the WPP.
A Full Converter Wind Turbine Model (FCWTG) for grid studies was implemented
in Matlab Simulink with the purpose to use it in the small signal stability study
of the power system with wind power integration. The model was derived from
[4] although an active power regulator has been used instead of a turbine model.
The model was validated with the results from a benchmark system provided in
this reference. It can be considered that the model implemented behaved accu-
rately enough since the performance is very close to the validated model used for
comparison. However, some differences were seen such as spikes after clearing a
three phase fault, probably due to the lack of large disturbance protective function
blocks, not modeled here since they do not affect the small signal performance of
the WTG.
For understanding how a WPP could contribute to the damping of electromechan-
ical oscillations, the sensitivity of interarea and local modes to the feedback signals
for the control of a WPP was performed. This study considered different operating
conditions of the system and for each operating condition, changes in the WPP
configuration. The study was based in the residues, which has the limitation that
they are an indicator of the sensitivity of the modes to a particular feedback and
therefore, they should not be taken as the definitive displacement of the mode in
the complex plane.
The results of the sensitivity study have shown that the eigenvalue sensitivity to
feedback in a WPP depends on the selected control signals and it is affected by
different operating conditions of the system. Moreover, feedback using active or
using reactive control does not have a considerable effect on the eigenvalue sensi-
tivity. Although the phase compensation is different for both, they also present
similar residue differences between interarea eigenvalues and in general one has
larger residue magnitude. Tho control will modify the eigenvalue with higher mag-
nitude to a damped situation with a minimal displacement of the other to a less
damped situation, but this can be beneficial.
In addition, it could be feasible to install a central control for the WPP because two
factors were observed: 1) the residues between WTGs for all cases are very close
both in phase and magnitude and, 2) they did neither vary appreciably between
scenarios changing the WPP layout. However, the number of WTGs in a feeder may
affect the residues betweenWTGs. A controller with fixed structure and parameters
could be used since there are combinations of i/o pairs in which the damping effect
is positive for different operating conditions applying a fixed phase compensation.
Because feedback using Pref presents less changes in the residues feeder wise, active
power control would be preferred for this controller. Furthermore, using a lumped
model of the WPP seemed to not affect appreciably the phase compensation for
the interarea modes in comparison with using individual models for the WT.
It is seen that the interarea modes are more affected by feedback than local modes
since the magnitude of the residue is much higher.
The results indicates that WPP can contribute to the damping of electromechanical
oscillations if appropriate feedback signals are selected, although this should be
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analyzed in a wider range of operating conditions.
7.1 Future Work
It is seen that there are unanswered questions regarding the behavior of the eigenval-
ues due to feedback depending on the operating condition and especially, depending
on the location of the WTG within a feeder. In fact, it is possible that the residues
between WTGs change with the number of WTGs in a feeder. A more detailed
study may be needed by changing the wind power plant structure, connection,
number of WTG per feeder, length of the feeder, power of the WTGs, power of
the WPP, etc. so the factors influencing the phase compensation behavior may be
understood.
Furthermore, the differences detected between the two equal feeders modeled with
individual WTGs have not been identified and further analysis may be carried out
to determine which factors are responsible for such variations.
A more detailed study could be performed in order to observe the behavior of these
residues from operating conditions located between the considered ones. This would
ensure a wide range of operation in which an appropriate signal can be identified
that provides acceptable damping for all of the situations. For instance, one may
apply appropriate small changes from case 2 in order to finally arrive to the load
flow case 6, and trace the values of the residue angle and magnitudes for selected
eigenvalues. In this way, it may be possible to identify operating conditions in
which the controller should be deactivated if its effect is detrimental.
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Appendix A
Wind Power Plant Parameters
A.1 WPP Cable parameters
The parameters for the wind farm calbles are listed in tables A.1 and A.2. The
model specifications are inspired by the parameters defined in the library of the
PowerFactory simulation software. The NA2YSY 1x300mm 18/30 kV ir cable is
the internal cable for the WPP array, connecting the wind turbines to the collection
point. The N2XS(FL)2Y 1x1000 RM/50 64/110 kV it line parameters are used for
the collector system to transport the energy from the WPP to the grid.
Vnom R1 L1 C1 R0 L0 C0 Inom
[Ω/km] [mH/km] [µF/km] [Ω/km] [mH/km] [µF/km] [kA]
33kV 0.1 0.36 0.25 0.4 1.4 0.2634 0.475
Table A.1: Feeders Cable Parameters (NA2YSY 1x300mm 18/30 kV ir Al)
Vnom R1 L1 C1 R0 L0 C0 Inom
[Ω/km] [mH/km] [µF/km] [Ω/km] [mH/km] [µF/km] [kA]
110kV 0.0176 0.37 0.23 0.0705 1.48 0.2306 0.963
Table A.2: Collection Grid Cable Parameters (N2XS(FL)2Y 1x1000 RM/50
64/110 kV it)
A.2 WTG model parameters
The wind turbine parameters used for the study case in chapter 4 are listed in
table A.3. For the model validation in chapter 4, a representation of a wind power
plant by a single wind turbine generator has been used where the Nominal Power
has been 120 MVA, the nominal active power has been 100 MW and the nominal
terminal voltage has been 600 V, matching the values specified in [4].
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Parameter value Description
Snom 3.6 Nominal Power (MVA)
Pnom 3 Nominal Active Power (MW)
V nom 690 Nominal Terminal Voltage (V)
freq 50 Frequency (Hz)
fN 1 Fraction of WTG in the WPP that are on-line
Tr 0.02 Voltage measurement lag time constant (sec)
Tc 0.15 Time constant (sec), delay associated with cycle time,
communication delay and additional filtering
Tv 0.05 Lag time constant in voltage regulator controller (sec)
Tp 0.05 Pgen filter time constant in fast PF controller (sec)
KPV 18 Proportional gain in Voltage regulator(pu)
KIV 5 Integrator gain in Voltage regulator (pu)
Kpp 0.05 Proportional gain in Active Power regulator(pu)
KIP 0.1 Integrator gain in Active Power regulator (pu)
KV I 40 Voltage/MVAR Gain
Kf 0 Rate feedback gain (pu)
Tf 0.08 Rate feedback time constant (sec.)
QMX 0.4 Max limit in Voltage regulator (pu)
QMN -0.4 Min limit in Voltage regulator (pu)
IPmax 1.1 Max active current limit (pu)
dPMX 0.5 Max limit in power PI controller (pu)
dPMN -0.5 Min limit in power PI controller (pu)
TPower 0.05 Power filter time constant (sec)
KQI 0.1 MVAR/Voltage gain
VMINCL 0.9 Min. voltage limit
VMAXCL 1.1 Max. voltage limit
Tlpqd 5 Time constant droop function (sec)
Kqd 0 Gain droop function
ImaxTD 1.7 Converter current limit (pu)
Iphl 1.11 Hard active current limit (pu)
Iqhl 1.25 Hard reactive current limit (pu)
pfaflg 0 Enabling PF fast control (1 enable, 0 disable)
varflg 1 Qord command selection (1 provided by voltage control,
2 Qord external, 3 provided by PF control)
pqflag 0 P/Q priority flag (0 Q priority, 1 P priority)
brkpt 0.9 Low voltage power logic breakpoint
zerox 0.4 Low voltage power logic zero-crossing
Table A.3: FCWTG model parameters
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Appendix B
Fourteen Generator System
Simulation Results
B.1 Eigenvalues Case 6
The dominant eigenvalues for case 6 are shown in figures B.1 and B.2 for the case
6 without PSSs and case 6 with PSSs respectively.
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Figure B.1: Dominant eigenvalues for the 14 generator system. Case 6 PSS
oﬄine
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B.2. Comparison of the computed eigenvalues with the data from [1]
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Figure B.2: Dominant eigenvalues for the 14 generator system. Case 6 PSS
activated
B.2 Comparison of the computed eigenvalues with the
data from [1]
The dominant eigenvalues are shown in figures B.3, B.4, B.5 and B.6 for the case
1 without PSSs, case 1 with PSSs, case 6 without PSSs and case 6 with PSSs
respectively compared to the data provided by [1]. Notice that only the positive
imaginary part of the complex plane is shown.
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B.2. Comparison of the computed eigenvalues with the data from [1]
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Figure B.3: Critical eigenvalues for the 14 generator system. Case 1 PSS oﬄine.
(o) Eigenvalues from [1], (x) Calculated eigenvalues
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Figure B.4: Critical eigenvalues for the 14 generator system. Case 1 PSS acti-
vated. (o) Eigenvalues from [1], (x) Calculated eigenvalues
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B.2. Comparison of the computed eigenvalues with the data from [1]
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Figure B.5: Critical eigenvalues for the 14 generator system. Case 6 PSS oﬄine.
(o) Eigenvalues from [1], (x) Calculated eigenvalues
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Figure B.6: Critical eigenvalues for the 14 generator system. Case 6 PSS acti-
vated. (o) Eigenvalues from [1], (x) Calculated eigenvalues
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B.3. Eigenvalues for modified cases 2 and 6 to a poorly damped situation
B.3 Eigenvalues for modified cases 2 and 6 to a poorly
damped situation
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Figure B.7: Dominant eigenvalues for the modified case 6
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Figure B.8: Dominant eigenvalues for the modified case 2
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B.3. Eigenvalues for modified cases 2 and 6 to a poorly damped situation
110/150
Appendix C
14-Generator System With Wind
Power, Simulations
C.1 Eigenvalues of the case 1 with WPP using com-
pensation of a local generator
Figure C.1 shows the variation of the eigenvalues if the additional power introduced
by the WPP is compensated by a reduction of 600MW from generator G3. In this
case, the interarea flows are the same as the case without wind power and the
interarea modes have not been modified in the same amount as they were in the
not compensated case described in section 6.2.
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Figure C.1: Comparison between the poor damped case 1 without (o) and in-
cluding (x) wind power compensating the additional power of the
WPP
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C.2. Eigenvalues for the fourteen generator system with WPP
C.2 Eigenvalues for the fourteen generator system with
WPP
The numbering of the eigenvalues listed in the tables is particular for each of the
cases. Therefore, some eigenvalues from different cases may have the same name
λi. However, they are not related.
eigenvalues freq. (Hz) ζ Generators Area(s)
λ330 = −1.8400 + i1.266 0.202 0.823 1,2,3,4,5,6,7 1,2,3
λ319 = −0.1601 + i2.183 0.347 0.073 2,3,4,6,8,9,10,11,12,13,14 2,3,4,5
λ317 = −0.1401 + i2.538 0.404 0.055 2,3,4,5,8,9,10,11,12,13,14 2,4,5
λ315 = −1.2758 + i3.238 0.515 0.366 2,3,4,6,7,14 2,3,5
λ256 = −1.6661 + i8.516 1.355 0.192 12,13,14 5
λ252 = −0.4438 + i9.160 1.458 0.048 8,9,11 4
λ250 = −0.5343 + i9.569 1.523 0.055 8,9,10,11 4
λ254 = −2.3931 + i9.601 1.528 0.241 1,2,3,4,5 1,2
λ212 = −3.8096 + i9.906 1.576 0.359 6,7 3
λ210 = −2.2785 + i9.986 1.589 0.222 1,2,3,4,5 1,2
λ199 = −1.1789 + i10.214 1.625 0.115 12,13 5
λ197 = −0.2531 + i10.718 1.706 0.023 8,9,10 4
λ205 = −2.6807 + i10.766 1.713 0.242 1,2,3,4,5 1,2
λ195 = −3.9915 + i12.105 1.926 0.313 3,5 2
Table C.1: Characteristics of the dominant electromechanical modes and the
generators involved, poor damped case 1 with wind power
eigenvalues freq.(Hz) ζ Generators Area(s)
λ340 = −2.007 + i0.991 0.157 0.896 1,2,4,6,7,14 1,2,3,5
λ338 = −1.802 + i1.048 0.167 0.864 1,2,3,4,5,6,7,9,10,11,12,13,14 1,2,3,4,5
λ324 = −0.306 + i2.135 0.339 0.141 6,7,8,9,10,11,12,13,14 3,4,5
λ321 = −0.174 + i2.626 0.417 0.066 6,7,8,9,10,12,13,14 3,4,5
λ317 = −0.748 + i3.571 0.568 0.205 2,3,4,5,6,7,9 2,3,4
λ261 = −2.286 + i8.521 1.356 0.259 12,13,14 5
λ263 = −2.447 + i8.672 1.380 0.271 8,9,11 5
λ247 = −3.550 + i9.132 1.453 0.362 6,7 3
λ245 = −2.745 + i9.933 1.581 0.266 8,11 4
λ243 = −2.807 + i10.086 1.605 0.268 1,2,4 1&2
λ237 = −1.035 + i10.115 1.099 0.101 12,13 5
λ239 = −0.563 + i10.245 1.630 0.055 8,9,10 4
λ241 = −4.133 + i11.122 1.770 0.348 2,3,4,5 2
λ142 = −3.168 + i11.452 1.822 0.266 1,2,4 1&2
λ144 = −4.017 + i12.739 2.027 0.301 3,5 2
Table C.2: Characteristics of the dominant electromechanical modes and the
generators involved, poor damped case 2 with Wind Power
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C.3. Change in the power productions of the generators for the compensated and
the non-compensated scenarios
eigenvalue freq. (Hz) ζ Generators Area
λ339 = −1.277 + i1.428 0.227 0.667 1,2,3,4,5,6,7,8,9,11,13,14 1,2,3,4,5
λ319 = −0.106 + i2.763 0.439 0.038 6,8,9,10,11,12,13,14 3,4,5
λ286 = −0.231 + i3.484 0.554 0.066 2,3,4,5,6,8,9,10,11,12,13,14 2,3,4,5
λ284 = −1.037 + i4.843 0.770 0.209 2,3,4,5,6,7 2,3
λ235 = −1.284 + i8.641 1.375 0.147 13,14 5
λ233 = −1.029 + i9.504 1.512 0.108 8,9,11 4
λ228 = −0.465 + i10.158 1.616 0.041 8,11 4
λ226 = −4.726 + i10.355 1.648 0.415 6,7 3
λ222 = −0.966 + i10.452 1.663 0.092 12,13 5
λ224 = −1.591 + i10.743 1.709 0.146 1,2,3,4,5 1&2
λ210 = −0.379 + i11.688 1.860 0.032 8,9,10 4
λ216 = −2.690 + i11.842 1.884 0.221 1,2,4,5 1&2
λ214 = −3.546 + i12.205 1.942 0.279 2,3,5 2
λ208 = −4.764 + i12.270 1.952 0.362 3,5 2
Table C.3: Characteristics of the dominant electromechanical modes and the
generators involved, poor damped case 6 with Wind Power
C.3 Change in the power productions of the generators
for the compensated and the non-compensated sce-
narios
Generators G1 G2 G3 G4 G5 G6 G7
No wind power (p.u.) 0.3 0.96 0.96 0.8 0.74 0.96 0.76
Non-Compensation (p.u.) 0.28 0.94 0.94 0.78 0.71 0.94 0.74
Compensation (p.u.) 0.3 0.96 0.72 0.8 0.74 0.96 0.76
Generators G8 G9 G10 G11 G12 G13 G4
No wind power (p.u.) 0.9 0.84 0.85 0.85 0.96 0.86 0.76
Non-Compensation (p.u.) 0.88 0.82 0.83 0.83 0.94 0.84 0.7
Compensation (p.u.) 0.9 0.84 0.85 0.85 0.96 0.86 0.76
Table C.4: Electrical Power output of the synchronous generators in pu on each
generator rate base, of the system for the compensated case and
from the non-compensated case
C.4 Mode Shapes of the Local Modes for Case 1 poorly
damped
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C.4. Mode Shapes of the Local Modes for Case 1 poorly damped
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Figure C.2: Mode Shapes for the generator speed states for the local modes in
case 1 poorly damped with WPP
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C.4. Mode Shapes of the Local Modes for Case 1 poorly damped
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Figure C.3: Mode Shapes for the generator speed states for the local modes in
case 1 poorly damped with WPP (cont.)
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C.4. Mode Shapes of the Local Modes for Case 1 poorly damped
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Appendix D
Simulation Models
D.1 Full Converter Wind Turbine Generator Model
Figure D.1: Implementation of the FCWTG with its individual transformer.
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D.1. Full Converter Wind Turbine Generator Model Simulation Models
Figure D.2: Simulink implementation of the FCWTG
Figure D.3: Simulink implementation of the active power regulator
118/150
Simulation Models D.1. Full Converter Wind Turbine Generator Model
Figure D.4: Simulink implementation of the Q command generation block
Figure D.5: Simulink implementation of the current commands
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D.1. Full Converter Wind Turbine Generator Model Simulation Models
Figure D.6: Simulink implementation of the converter current limit block
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Simulation Models D.1. Full Converter Wind Turbine Generator Model
(a) P priority (b) Q priority
Figure D.7: Simulink implementation of the P and Q priority commands
Figure D.8: Simulink implementation of the Generator / Converter module
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D.2. Benchmark System Model
D.2 Benchmark System Model
Figure D.9: Simulink implementation of the benchmark system used for WTG
model validation
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D.3. Fourteen Generator System
D.3 Fourteen Generator System
Figure D.10: Simulink implementation of the 14-generator system
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D.3. Fourteen Generator System
Figure D.11: Simulink implementation of the Area 1
Figure D.12: Simulink implementation of the Area 2. Color code: Yellow-
Generators, Blue-Turbine & regulators, Orange-SVC, Grey-Loads,
Pink-SSCR
124/150
D.3. Fourteen Generator System
Figure D.13: Simulink implementation of the Area 3
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D.3. Fourteen Generator System
Figure D.14: Simulink implementation of the Area 4
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D.3. Fourteen Generator System
Figure D.15: Simulink implementation of the Area 5
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D.3. Fourteen Generator System
Figure D.16: Simulink implementation of the WPP
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Appendix E
Simulation Results. Residues of
the eigenvalues for different
operating conditions
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Residues. Different operating conditions
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Figure E.1: Residue angle and magnitudes for the output P 212 for case 2
130/150
Residues. Different operating conditions
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Figure E.2: Residue angle and magnitudes for the output Q 212 for case 2
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Residues. Different operating conditions
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Figure E.3: Residue angle and magnitudes for the output ωG5 for case 2
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Residues. Different operating conditions
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Figure E.4: Residue angle and magnitudes for the output P 212 for case 6
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Residues. Different operating conditions
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Figure E.5: Residue angle and magnitudes for the output Q 212 for case 6
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Residues. Different operating conditions
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Figure E.6: Residue angle and magnitudes for the output ωG5 for case 6
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Residues. Different operating conditions
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Appendix F
Simulation Results. Residues of
the eigenvalues for different WPP
layouts
F.1 Residue Angles
 
 
Residue angle case 1, different layouts, Q212-Pref
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Figure F.1: Residue angle for the pair i/o Q212 - Pref for the different WPP
configurations studied, case 1
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F.1. Residue Angles Residues. Change in WPP
Residue angle case 1, different layouts, Q212-Vref
an
gl
e
(d
eg
)
eigenvalue e1
an
gl
e
(d
eg
)
eigenvalue d1
an
gl
e
(d
eg
)
eigenvalue c1
an
gl
e
(d
eg
)
eigenvalue b1
an
gl
e
(d
eg
)
eigenvalue a1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L
−170
−160
−150
−140
−130
55
60
65
70
75
−165
−160
−155
−150
−145
−120
−115
−110
68
70
72
74
Figure F.2: Residue angle for the pair i/o Q212 - Vref for the different WPP
configurations studied, case 1
 
 
Residue angle case 1, different layouts, wG5-Pref
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Figure F.3: Residue angle for the pair i/o ω G5 - Pref for the different WPP
configurations studied, case 1
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Residues. Change in WPP F.1. Residue Angles
Residue angle case 1, different layouts, wG5-Vref
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Figure F.4: Residue angle for the pair i/o ω G5 - Vref for the different WPP
configurations studied, case 1
 
 
Residue angle case 2, different layouts, P212-Pref
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Figure F.5: Residue angle for the pair i/o P212 - Pref for the different WPP
configurations studied, case 2
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F.1. Residue Angles Residues. Change in WPP
Residue angle case 2, different layouts, P212-Vref
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Figure F.6: Residue angle for the pair i/o P212 - Vref for the different WPP
configurations studied, case 2
 
 
Residue angle case 2, different layouts, Q212-Pref
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Figure F.7: Residue angle for the pair i/o Q212 - Pref for the different WPP
configurations studied, case 2
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Residues. Change in WPP F.1. Residue Angles
Residue angle case 2, different layouts, Q212-Vref
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Figure F.8: Residue angle for the pair i/o Q212 - Vref for the different WPP
configurations studied, case 2
 
 
Residue angle case 2, different layouts, wG5-Pref
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Figure F.9: Residue angle for the pair i/o ω G5 - Pref for the different WPP
configurations studied, case 2
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F.1. Residue Angles Residues. Change in WPP
Residue angle case 2, different layouts, wG5-Vref
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Figure F.10: Residue angle for the pair i/o ω G5 - Vref for the different WPP
configurations studied, case 2
 
 
Residue angle case 6, different layouts, P212-Pref
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Figure F.11: Residue angle for the pair i/o P212 - Pref for the different WPP
configurations studied, case 6
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Residues. Change in WPP F.1. Residue Angles
Residue angle case 6, different layouts, P212-Vref
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Figure F.12: Residue angle for the pair i/o P212 - Vref for the different WPP
configurations studied, case 6
 
 
Residue angle case 6, different layouts, Q212-Pref
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Figure F.13: Residue angle for the pair i/o Q212 - Pref for the different WPP
configurations studied, case 6
143/150
F.1. Residue Angles Residues. Change in WPP
Residue angle case 6, different layouts, Q212-Vref
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Figure F.14: Residue angle for the pair i/o Q212 - Vref for the different WPP
configurations studied, case 6
 
 
Residue angle case 6, different layouts, wG5-Pref
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Figure F.15: Residue angle for the pair i/o ω G5 - Pref for the different WPP
configurations studied, case 6.
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F.2. Residue Magnitudes
Residue angle case 6, different layouts, wG5-Vref
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Figure F.16: Residue angle for the pair i/o ω G5 - Vref for the different WPP
configurations studied, case 6
F.2 Residue Magnitudes
 
 
Residue magnitude case 1, different layouts, P212-Pref
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Figure F.17: Residue magnitude for the pair i/o P212 - Pref for the different
WPP configurations studied, case 1
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F.2. Residue Magnitudes
Residue magnitude case 1, different layouts, P212-Vref
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Figure F.18: Residue magnitude for the pair i/o P212 - Vref for the different
WPP configurations studied, case 1
 
 
Residue magnitude case 1, different layouts, Q212-Pref
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Figure F.19: Residue magnitude for the pair i/o Q212 - Pref for the different
WPP configurations studied, case 1
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F.2. Residue Magnitudes
Residue magnitude case 1, different layouts, Q212-Vref
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Figure F.20: Residue magnitude for the pair i/o Q212 - Vref for the different
WPP configurations studied, case 1
 
 
Residue magnitude case 1, different layouts, wG5-Pref
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Figure F.21: Residue magnitude for the pair i/o ω G5 - Pref for the different
WPP configurations studied, case 1
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F.2. Residue Magnitudes
Residue magnitude case 1, different layouts, wG5-Vref
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Figure F.22: Residue magnitude for the pair i/o ω G5 - Vref for the different
WPP configurations studied, case 1
 
 
Residue magnitude case 2, different layouts, freq212-Pref
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Figure F.23: Residue magnitude for the pair i/o freq212 - Pref for the different
WPP configurations studied, case 2
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Residue magnitude case 2, different layouts, freq212-Vref
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Figure F.24: Residue magnitude for the pair i/o freq212 - Vref for the different
WPP configurations studied, case 2
 
 
Residue magnitude case 2, different layouts, P212-Pref
m
ag
n
it
u
d
e
Wind Turbine
eigenvalue d2
m
ag
n
it
u
d
e
Wind Turbine
eigenvalue c2
m
ag
n
it
u
d
e
Wind Turbine
eigenvalue b2
C
B
A
m
ag
n
it
u
d
e
Wind Turbine
eigenvalue a2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 161 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 161 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
×10−7×10−8
×10−4×10−4
8
8.5
9
9.5
10
2.15
2.2
2.25
2.3
2.35
2.4
2.55
2.6
2.65
2.7
2.75
2.8
6.5
6.6
6.7
6.8
6.9
Figure F.25: Residue magnitude for the pair i/o P212 - Pref for the different
WPP configurations studied, case 2
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F.2. Residue Magnitudes
 
 
Residue magnitude case 2, different layouts, P212-Vref
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Figure F.26: Residue magnitude for the pair i/o P212 - Vref for the different
WPP configurations studied, case 2
 
 
Residue magnitude case 2, different layouts, Q212-Pref
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Figure F.27: Residue magnitude for the pair i/o Q212 - Pref for the different
WPP configurations studied, case 2
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F.2. Residue Magnitudes
 
 
Residue magnitude case 2, different layouts, Q212-Vref
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Figure F.28: Residue magnitude for the pair i/o Q212 - Vref for the different
WPP configurations studied, case 2
 
 
Residue magnitude case 2, different layouts, wG5-Pref
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Figure F.29: Residue magnitude for the pair i/o ω G5 - Pref for the different
WPP configurations studied, case 2
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Residue magnitude case 2, different layouts, wG5-Vref
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Figure F.30: Residue magnitude for the pair i/o ω G5 - Vref for the different
WPP configurations studied, case 2
 
 
Residue magnitude case 6, different layouts, freq212-Vref
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Figure F.31: Residue magnitude for the pair i/o freq212 - Vref for the different
WPP configurations studied, case 6
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Residue magnitude case 6, different layouts, P212-Pref
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Figure F.32: Residue magnitude for the pair i/o P212 - Pref for the different
WPP configurations studied, case 6
 
 
Residue magnitude case 6, different layouts, P212-Vref
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Figure F.33: Residue magnitude for the pair i/o P212 - Vref for the different
WPP configurations studied, case 6
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F.2. Residue Magnitudes
 
 
Residue magnitude case 6, different layouts, Q212-Pref
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Figure F.34: Residue magnitude for the pair i/o Q212 - Pref for the different
WPP configurations studied, case 6
 
 
Residue magnitude case 6, different layouts, Q212-Vref
m
ag
n
it
u
d
e
eigenvalue d6
m
ag
n
it
u
d
e
eigenvalue c6
m
ag
n
it
u
d
e
eigenvalue b6
C
B
A
m
ag
n
it
u
d
e
eigenvalue a6
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 161 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 161 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
×10−8×10−5
×10−4×10−4
4
5
6
7
1.5
1.6
1.7
1.8
1.9
2
8.6
8.8
9
9.2
9.4
2.18
2.2
2.22
2.24
2.26
Figure F.35: Residue magnitude for the pair i/o Q212 - Vref for the different
WPP configurations studied, case 6
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F.2. Residue Magnitudes
 
 
Residue magnitude case 6, different layouts, wG5-Pref
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Figure F.36: Residue magnitude for the pair i/o ω G5 - Pref for the different
WPP configurations studied, case 6
 
 
Residue magnitude case 6, different layouts, wG5-Vref
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Figure F.37: Residue magnitude for the pair i/o ω G5 - Vref for the different
WPP configurations studied, case 6
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