In this paper, a novel synchronization method is proposed for a heterogeneous cognitive radio that combines public safety mobile communication systems (PMCSs) with commercial mobile wireless communication systems (CMWCSs). The proposed method enables selfsynchronization of the PMCSs as well as co-synchronization of PMCSs and CMWCSs. In this paper, the self-synchronization indicates that each system obtains own timing synchronization. The co-synchronization indicates that a system recognizes data transmitted from other systems correctly. In our research, we especially focus on PMCS self-synchronization because it is one of the most difficult parts of our proposed cognitive radio that improves PMCS's communication quality. The proposed method is utilized for systems employing differentially encoded π/4 shift QPSK modulation. The synchronization can be achieved by correlating envelopes calculated from a PMCS's received signals with subsidiary information (SI) sent via a CMWCS. In this paper, the performance of the proposed synchronization method is evaluated by computer simulation. Moreover, because this SI can also be used to improve the bit error rate (BER) of PMCSs, BER improvement and efficient SI sending methods are derived, after which their performance is evaluated.
Introduction
Public safety mobile communication systems (PMCSs) are widely used for public safety applications involving firefighters, the police, local government, etc. The Association of Radio Industries and Businesses (ARIB) has standardized several PMCSs, e.g., Narrow Band Digital Telecommunication System (RCR STD-39) and Digital Mobile Telecommunication System For Local Government (RCR STD-T79) in Japan [1] . A PMCS employs long-range communication systems using very high frequency (VHF) for carrier waves. By using long-range systems, a PMCS covers its required service areas effectively, including underpopulated areas.
However, in urban areas, the communication quality of PMCSs is sometimes inferior to that of commercial mobile wireless communication systems (CMWCSs), e.g., cellular communication systems, employing short-range systems. CMWCSs support urban areas with reliable service owing to high-density base station allocation, whereas PM- CSs cannot provide these areas with reliable service because of low-density base station allocation. In PMCSs employing long-range systems, when a service area covered by a certain base station suffers from shadowing [2] and becomes a low signal to noise power radio (SNR) area, sparse adjacent base stations can hardly cover this area. In this area, communication of PMCSs is sometimes cut off, while CMWCSs overcome this interruption by allocating many base stations that can mutually cover neighbor areas in urban areas. To enhance the reliability and service coverage of PMCSs in urban areas, we proposed a heterogeneous cognitive radio combining PMCSs with CMWCSs [3] . (For simplicity, we hereinafter refer to heterogeneous cognitive radio as cognitive radio.) Figure 1 shows the system model of the cognitive radio. When the communication quality of the PMCS is degraded by shadowing, the cognitive radio acquires additional information from the CMWCS to improve the communication quality of the PMCS. We refer to this information as subsidiary information (SI).
In order for the cognitive radio shown in Fig. 1 to work appropriately, synchronization is required. First, the PMCS and the CMWCS need to acquire self-synchronization from their received signals. Then, co-synchronization of the PMCS and the CMWCS must be achieved. In this paper, the self-synchronization indicates that each system obtains own timing synchronization. The co-synchronization indicates that a system recognizes the data transmitted from other systems correctly. The co-synchronization is usually obtained by synchronizing absolute time acquired from systems transmitting accurate time such as Global Positioning System (GPS) signals or by exchanging side information to synchronize systems. In cognitive networks, Fig. 1 Schematic of the proposed cognitive radio system.
Copyright c 2015 The Institute of Electronics, Information and Communication Engineers although many researchers have researched several cosynchronization methods such as Timing-sync Protocol for Sensor Network (TPSN) [4] and Flooding Time Synchronization Protocol (FTSP) [5] , self-synchronization methods have hardly been researched.
In this paper, we mainly focus on self-synchronization for the PMCS. This is because the PMCS is often employed in extremely low signal-to-noise power ratio (SNR) environments and therefore cannot frequently obtain the selfsynchronization. In low SNR environments, the PMCS requires not only conventional synchronization techniques such as the Maximum Amplitude Method (MAM) [6] and correlation of synchronous words (SW) [7] but also some assistance for the self-synchronization of the proposed cognitive radio. In this connection, we add another explanation as to why we focus on the self-synchronization for the PMCS. In our research, to prevent significant information from leaking out from the CMWCSs and their networks that convey the SI, we forbid the CMWCs to deliver all the information of the PMCS [3] . Hence, the cognitive radio needs to acquire both PMCS's and CMWCS's signals to obtain meaningful data. The cognitive radio therefore must obtain self-synchronization of the PMCS to extract signals even if the PMCS is in low SNR environments. To realize self-synchronization of the PMCS, we studied a selfsynchronization method employing GPS signals in our past research [8] . However, the method was not able to solve the self-synchronization problem completely. In enclosed space, such as an underground mall, where GPS signals are not accessible, a GPS-based method will not work.
We therefore propose a novel synchronization method that can acquire a PMCS's self-and co-synchronization even if the cognitive radio is in a place where GPS signals cannot reach the cognitive radio. The proposed method can acquire self-and co-synchronization by correlating envelopes calculated from a PMCS's received signals with the SI when the PMCS employ differentially encoded π/4 shift QPSK, which is often used as the PMCS modulation method.
The proposed method has two advantages. One is that the method achieves timing self-synchronization without degradation caused by an accidental frequency synchronization error. The other is that the employed SI can be utilized not only for synchronization but also for BER improvement of the PMCS. Hence, we deal with BER improvement as well as synchronization in this paper. Because the SI can be used for both functions, CMWCS's radio resource consumption is reduced. This paper is organized as follows. In Sect. 2, the structure of the proposed cognitive radio system is explained. In Sect. 3, we present the synchronization methods employing the SI. The BER improvement and efficient SI sending method are explained in Sect. 4. Section 5 presents computer simulation results on self-synchronization probabilities, jitter characteristics, and BER improvement performance. The conclusions are presented in Sect. 6. Figure 2 shows the construction of the proposed cognitive radio combining a PMCS with a CMWCS [3] . The cognitive radio enhances BER performance by adding the SI to the received signals of the PMCS. In the PMCS transmitter, the information data are divided into two parts and coded by separate Forward Error Correction (FEC) encoders into separate codewords (see modules (A) and (C) in Fig. 2 ). In this paper, we adopt convolutional code as FEC. The convolutional codes are usually used in PMCSs that are narrow band voice communication systems [3] , while turbo code [9] and low-density parity check (LDPC) code [10] are often employed for broadband communication systems. One of the codewords is modulated and transmitted by an antenna (Fig. 2, module (B) ). A part of the remaining codewords is periodically removed to reduce the amount of information arriving at the CMWCS. The removal rate can be changed depending on the grade of deterioration of the PMCS's communication quality. These signals constitute the SI, which is transmitted by the CMWCS (Fig. 2 , modules (D) and (E)).
Structure of the Cognitive Radio System
In the cognitive radio, signals transmitted by the PMCS are demodulated (Fig. 2, module (F) ) and then combined with the SI from the CMWCS (Fig. 2 , module (G)); we refer to these combined signals as integrated received codewords. These integrated received codewords are decoded and restored to receive data (Fig. 2, module (H) ). Because the SI is added, BER performance is improved, owing to the increase in the free distance [14] of the received codewords compared with that of the conventional codewords of the PMCS.
Here, we assume that the receivers of the CMWCS included in the cognitive radio are extant products such as machine-to-machine (M2M) modules. In this paper, the M2M modules indicate small devices that can be set on other devices and can communicate other systems by using wireless systems without operating personnel [11], [12] . By employing M2M modules, we expect to realize the proposed cognitive radio easily and inexpensively. In the case of the extant module, the cognitive radio acquires correct hard-decision values as the SI after a cyclic redundancy check (CRC) and an automatic repeat-request (ARQ) are performed in the M2M. Although in the present study we suppose that the hard-decision values are always correct, in future work we will consider situations where the cognitive radio does not acquire correct values.
Proposed Synchronization Method
To realize the proposed cognitive radio, an effective selfsynchronization method is required for the PMCS in low-SNR environments. In the present section, we propose a novel synchronization method utilizing the SI. The proposed method is capable of obtaining not only the selfsynchronization but also the co-synchronization between the PMCS and the CMWCS.
Variety of Self-Synchronization
In this paper, we deal solely with timing synchronization, although self-synchronization comprises carrier frequency synchronization, carrier phase synchronization, and timing synchronization [13] . We do not deal with carrier frequency synchronization and compensation of frequency offset in this paper, because the frequency offset cannot be compensated for easily even if the SI is employed for synchronization. We will research this problem in future work. Hence, in this paper, we assume that the phase rotation caused by the frequency offset is less than ±π/4 per symbol. In this case, the BER degradation caused by the phase rotation (within ±π/4) can be compensated by additional SI, as explained in Sect. 4, whenever the timing synchronization is recovered. The reason why the carrier phase synchronization is not considered is most PMCSs employ differential encoding. Although we deal solely with timing synchronization, note that the timing synchronization is not contaminated by the frequency offset in the proposed method. For simplicity, we hereinafter refer to timing synchronization as synchronization.
Problem with a Simple Method
For application of the SI to the synchronization of the PMCS, we consider the synchronization method shown in Fig. 3 to be the simplest. In the transmitter of the PMCS, the SI is defined as modulated signals, in-phase (I), and quadrature-phase (Q) signals (see signals (A) in Fig. 3 ), which are removed periodically to reduce CWMCS resource consumption and avoid all PMCS information (Fig. 3 , module (B)).
In the cognitive radio, the synchronization is recovered by correlating the filtered received signals of the PMCS with the SI from the CWMCS (Fig. 3 , module (C)). Moreover, it appears that this SI is also used for BER improvement. However, this method suffers from two disadvantages. One is that the correlation falls as the phase rotations of the received signals increase (the frequency offset increases) in the down-converter (Fig. 3, module (D) ). The other disadvantage is that, in regard to BER improvement, the cognitive radio does not demodulate all the received SI (Fig. 3 , module (E)) when the PMCS employs differential encoding (Fig. 3, module (F) ) and the SI is removed periodically (Fig. 3, module (B) ). This is because in differential decoding, the removed SI cannot be demodulated without a neighboring symbol.
Details of Proposed Synchronization Method
In this section, we propose a novel synchronization method that can recover the synchronization by correlating envelopes calculated from the received PMCS signals with the SI. To achieve this correlation, the SI conveys the magnitude of the phase rotations caused by the modulation. Figure 4 shows the cognitive radio system employing the proposed synchronization method.
The proposed method has two advantageous features. One is that the method can be used even if a frequency error occurs. This is because the synchronization is recovered from the correlation of the PMCS's envelopes, which are not affected by the frequency error. The other advantage is that the received SI can be demodulated without a neighboring symbol, because the SI consists of phase rotations, which represent information when differential encoding is employed.
The current section is organized as follows. In Sect. 3.3.1, we explain the characteristics of differentially encoded ±π/4 shift QPSK. Using the characteristics, synchronization can be obtained by correlating SI with received signals. A detailed explanation is presented in Sect. 3.3.2. 6 show a constellation and an envelope of π/4 shift QPSK employing the raised-cosine filter (roll-off factor α = 0.5) to limit bandwidths, respectively. Figure 5 shows that if a phase rotates by ±3π/4, the amplitude of the envelope at the midpoint of the transition from one symbol to the adjacent symbol is smaller than the average amplitude. If the phase rotates by ±π/4, the amplitude is increased. Here, the amplitude at the midpoint is derived using mathematical expressions. Because variations in the envelopes are attributed to band limits, we first show the impulse response of the raised-cosine filter as follows [15] . 
where t and T represent time and symbol duration, respectively. α is the roll-off factor. Figure 7 shows an example of the amplitude of the in-phase (I) and quadrature-phase (Q) signals of ±π/4 shift QPSK when the bandwidth is limited by filtering h(t). m indicates the symbol number.
In Fig. 7 , we focus on the midpoint between m and m + 1. The amplitudes of I and Q at the midpoint between m and m + 1, I m and Q m , respectively, are given as follows:
where P and n represent the power of the envelope at the symbol decision points and the index of the symbol, respectively. θ 0 and Δθ k are the initial phase and the phase rotation from the kth symbol to the k + 1th symbol, respectively. The amplitude of the envelope at the midpoint is given by
To simplify Eqs. (2) and (3), when h(t) is restricted to the range −T/2 to T/2, the approximate amplitude A m of Eq. (3) is as follows:
where
Δθ k + θ 0 denotes the phase of the mth To arrive at a more accurate amplitude A m , we utilize computer calculations. Figure 8 shows a histogram when A m is calculated 100,000 times by selecting Δθ m , ±π/4 or ±3π/4, at random. In the calculations, P = 1, α = 0.5, and the side lobe of the impulse response h(t) is restricted to the duration for 21 symbols. From Fig. 8 , we confirm that if a phase rotates by ±3π/4, the amplitude of the midpoint is smaller than 0.8. If a phase rotates by ±π/4, the amplitude is larger than 0.8.
As reference information, the pattern of the largest A m in Δθ m = ±3π/4 is that the rotation remains unchanged for the phases, e. Moreover, the influence of the roll-off factor α is noteworthy. As the roll-off factor α decreases, the midpoints of the envelopes are not sharply divided into two groups, as shown in Fig. 8 . The threshold between ±3π/4 and ±π/4 becomes unclear. Because the amplitude of the side lobe of h(t) increases, A m is affected by the side lobes of more symbols. However, the aforementioned characteristic, A m , becomes large if Δθ m = ±3π/4 (A m becomes small if Δθ m = ±π/4) is stationary.
Correlation between SI and Received Signals
We derive the proposed synchronization method from the characteristics of the midpoint of differentially encoded π/4 shift QPSK. In our proposed method, the synchronization is obtained by correlating the SI with envelopes calculated First, we explain how to send the SI. As described earlier, the SI is defined as the magnitude of the phase rotation (Fig. 4, module (A) ). To correlate the SI directly with the envelopes calculated from the PMCS and reduce CMWCS resource consumption, the SI is expressed with 1 bit. If the magnitude of a phase rotation is ±3π/4, the SI is defined as −1. In the same way, a phase rotation of ±π/4 is converted into +1. Then, the converted SI is removed periodically and transmitted by the CMWCS (Fig. 4, module (B) ).
Next, we explain how to calculate the envelopes of the PMCS's received signals. The envelopes are calculated from the filtered received signals I and Q by taking the square root of the sum of the squares (Fig. 4, module (C) ). Then the envelopes are shifted such that their mean becomes zero without changing the waveform (Fig. 4, module (D) ). Unless these envelopes are shifted, a high correlation value cannot probably be obtained after correlating. This is because the offset due to the non-zero mean degrades the correlation.
Finally, we explain the correlation between the SI and the zero-mean envelopes. By arranging SI in the symbol interval, this SI sequence can be defined as the forecasted envelopes of the PMCS's signal. This is because the sign of the forecasted envelope corresponds with that of the real zero-mean envelope at the midpoint in most cases. From the characteristics of differentially encoded π/4 shift QPSK, if the phase rotates by ±3π/4(±π/4), the amplitude of the zeromean envelope at the midpoint is usually a negative (positive) value. Because the SI has been defined as ±3π/4 → −1 and ±π/4 → +1, the sign of the forecasted envelope (SI sequence) and the zero-mean envelope at the midpoint are the same in most cases. Figure 9 shows the correlations between the zero-mean envelopes and the SI sequences defined as the forecasted envelopes, while the SI sequences are shifted laterally (Fig. 9,  module (E) ). When the signs of SI and the zero-mean envelope amplitude are the same at specific points, the multiplied value becomes positive. Because correlation is calculated by adding all the multiplied values, the correlation value is higher as the number of the positive multiplied values increase. By shifting the SI sequence laterally and searching for the point where the correlation value is the highest, the cognitive radio can achieve timing recovery. The point before half symbol duration from the maximum correlation value becomes the self-synchronization point. In addition, the proposed method can also obtain the co-synchronization between the PMCS and the CWMCS.
Proposed BER Improvement Method
The SI of the proposed method can also be used for BER improvement because the SI is produced from phase rotations caused by modulation. The concrete information used for BER improvement is −S Q , as shown in Fig. 5 . In this paper, this SI used for BER improvement is denoted by SI A . The BER improvement method is explained in Sect. 4.1.
Moreover, we introduce SI B , specially designed for BER improvement, in Sect. 4.2. We describe the BER improvement method using both of SI A and SI B in Sect. 4.3.
BER Improvement Method Using SI A
In this subsection, the BER improvement method is explained. Figure 10 shows the method. The integrated received codewords shown in Fig. 2 are produced by combining the received signals of the PMCS with the SI A equivalent of −S Q shown in Fig. 5 . By decoding the integrated received codewords using the Viterbi algorithm, which is employed for most of the PMCSs, the BER of the PMCS is improved owing to the free distance increase [14] as mentioned in Sect. 2. When the original coding rate R is 1/2 in the PMCS, the integrated received codewords can be decoded as the punctured code [14] of coding rate 1/3 by inserting zero into place where the SI is removed in the transmitter.
SI B Solely Used for BER Improvement
In terms of BER improvement, the optimal SI is not SI A . We therefore introduce SI B solely used for BER improvement. SI B is produced from the encoder (module (C) of Fig. 2) , whose generator polynomial [14] of convolutional code is chosen so that the free distance [14] of the integrated received codewords can be maximized [3] . The BER can de- Fig. 10 Decoding of the integrated received codewords.
crease with increasing free distance in the Viterbi decoding. Hence, further BER improvement can be obtained by employing SI B rather than SI A .
We summarize features of SI A and SI B . SI A is used for both synchronization and BER improvement. However, its capability for BER improvement is inferior to that of SI B . The employment of SI B improves the BER effectively by maximizing the free distance of the integrated received codewords, but it is not used for synchronization. Table 1 shows the free distance of the integrated received codewords. In Table 1 , we assume that SI A and SI B have no error and infinite reliability [3] . The parameters of the convolutional code of the PMCS are listed as follows: constraint length K = 6, coding rate R = 1/2, generator polynomial g1 = 47, and g2 = 75 (octal). SI A and SI B are compared under the same removal rate. In Table 1 , for example, a removal rate of 2/3 indicates that two bits are removed for every three SI bits in module (D) of Fig. 2 . In the case of SI B , the generator polynomial is changed depending on the removal rate so that the free distance can be the largest.
Adaptive Coding
In order to transmit the SI effectively for conserving CMWCS resources, we consider a method that controls the quantity of both SI A and SI B . Because both SI A and SI B are produced from the encoders shown in Fig. 2 , we refer to the method sending both SI A and SI B as adaptive coding. Figure 11 shows the cognitive radio that deals with both SI A and SI B . The integrated received codewords of Fig. 11 are shown in Fig. 12 . The generator polynomial of SI B is switched when the removal rate of SI A is changed. In the case of adaptive coding, the free distance of the integrated received codewords becomes the intermediate value Table 1 Free distance of the integrated received codewords when the removal rate is the same.
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Proposed system adopting adaptive coding. between SI A and SI B alone. The concrete procedure for adaptive coding is as follows. First, the cognitive radio performs the evaluation under the condition that the synchronization is stable. When the synchronization is not stable, the quantity of the sending SI A will be increased by reducing the removal rate to stabilize the synchronization. After stabilizing the synchronization, the sending SI B will be increased until the BER reaches the specified value, for example, BER < 10 −4 , that is required in most speech communication systems. In case of difficulty in synchronization, the quantity of SI A is increased. When SI B increases, the BER is degraded even if the synchronization is stable.
Computer Simulations
We evaluate the proposed method using computer simulation. First, we show the synchronization performance when the quantity of SI A is changed. The performance is also compared with a conventional synchronization method. Next, we evaluate the BER improvement when the quantity of SI A and SI B is changed.
Simulation Conditions
In the computer simulation, we employ the RCR STD-39 [1] as the PMCS. Table 2 shows the parameters of RCR STD-39. In the simulation, the SI A and SI B received by the cognitive radio have no-error, as mentioned in Sect. 2. We simulate the performance in AWGN (Additive White Gaussian Noise), 1 path Rayleigh fading, and IEEE802.22 (WRAN) multipath model Profile C [18] . We consider that the Profile C can be representative of PMCS's real multipath fading when long-delay multipath waves occur. The Maximum Doppler frequency f d is 10 Hz and 40 Hz in the simulation. The fading parameters are shown in Table 3 .
Synchronization Performance
Figures 13 and 14 show the synchronization probabilities when the removal rate of SI A is changed. Here, the synchronization probability is referred to as the probability that the simulated timing falls within ±0.5 symbols of the optimal synchronization point. In the case of the Profile C, we define the mean excess delay as the optimal synchronization point [19] , [20] in this paper. The synchronization timing is searched from the range of one frame. The quantity of the SI removal (removal rate) is changed from 1/10 to 2/3. For comparison, Figs. 13 and 14 include the performance of the conventional synchronization method [7] that correlates the received signal of the PMSC with the 20 bits synchronous words (SW) shown in Table 2 .
As shown in Figs. 13 and 14, we can confirm that the synchronization probability increases with decreasing removal rate. In the 1 path Rayleigh fading, a higher SNR is required to reach high synchronization probabilities compared with the AWGN environment. This is because the received signals of the PMCS sometimes almost disappear in slow and non-selective fading environments. In the Profile C, although the signals rarely disappear owing to frequency selective fading (the time diversity effect), inter-Symbolinterference (ISI) makes the synchronization probabilities deteriorate. To mitigate the signal disappearance and ISI, Space diversity techniques [16] may be required.
Aside from space diversity techniques, we consider another synchronization improvement method combining the proposed method with the conventional method. Figures 15  and 16 show the performance of this combined method that achieves synchronization by adding the correlation values between the received signals and the SW (the conventional method [7] ) to the correlation values between the envelopes and SI A (the proposed method). By combining, a further improvement in the synchronization probability is achieved for low SNRs. Figure 17 shows the root mean sequence (RMS) jitter [17] characteristics of this combined method in the case of f d=40 Hz. In the case of AWGN and 1 path Rayleigh fading, the jitter decreases as the removal rate decreases. In the case of the Profile C, the jitter can hardly decrease with increasing SNR. It appears that the jitter is large. However, since we define the mean excess delay as the optimal synchronization point, we cannot correctly assess the jitter shown in Fig. 17 shows suitable values. In the frequency selective fading channels, the instant optimal synchronization point usually differs from the mean excess delay. The influence of the jitter is evaluated in Sect. 5.4.
Influences of Roll-Off Factor
Here, we consider the influences of the roll-off factor. The synchronization probabilities are shown in Fig. 18 when the roll-off factor α is changed to 0.2, 0.5, and 0.8. The other parameters are the same as in Tables 2 and 3 . The removal rate is 1/3 and f d=40 Hz. Figure 18 shows that the rolloff factor does not significantly affect the synchronization probabilities. shown in Fig. 4 and Fig. 10 , when the synchronization falls within ±0.5 symbols of the optimal synchronization point mentioned in Sect. 5.2, and there is no frequency error in the down-converter of the PMCS. In the case of AWGN and 1 path Rayleigh fading, although the simulated BER performance includes the effect of the jitter shown in Fig. 17 , the BER performance is hardly degraded. The BER performance is improved as the removal rate decreases; the quantity of SI A increases. In the case of the Profile C, the BER performance of the proposed method (with jitter) can also be improved by adding SI. However, the performance is inferior to that of the optimal synchronization point (without jitter), which is the mean excess delay of delay profile. From this result, we think that there is large jitter when employing the proposed method in frequency selective fading environments as shown in Fig. 17 . However, since the proposed method has high synchronization probability, we consider that the detritions caused by the jitter can be compensated by increasing amount of SI. For reference, the reason why BER decreases with increasing f d is attributed to enhancement of interleave effect. The benefit of the interleave is to provide time diversity (when used along with FEC.) [21] . Figure 21 shows the performance of the BER improvement method employing SI A , SI B , and SI A +SI B shown in Figs. 11 and 12, when we assume that the synchronization has already been obtained, f d=10 Hz, and the jitter is set to zero. In this figure, the total removal rate is fixed at 1/3; i.e., the total quantity of SI is the same. In the case of SI A +SI B , the removal rates of SI A and SI B are 2/3. In terms of the BER improvement, we confirm that SI B is superior to SI A if the system can synchronize properly.
Conclusion
A heterogeneous cognitive radio that combines PMCS with CMWCS was considered in this paper. We proposed synchronization and BER improvement methods that employ the SI transmitted by the CMWCS. Synchronization is obtained by correlating the SI with the envelopes of the PMCS's signals in differentially encoded π/4shift QPSK. The BER is improved by decoding the integrated received codewords constructed by the SI and the received signals of the PMCS. Moreover, to realize both synchronization and BER improvement simultaneously using minimum SI, adaptive coding was adopted. In future work, we will add the proposed synchronization method to a forward/reverse protection scheme and evaluate its synchronization performance.
