A tight bound for Green's arithmetic triangle removal lemma in vector
  spaces by Fox, Jacob & Lovász, László Miklós
ar
X
iv
:1
60
6.
01
23
0v
6 
 [m
ath
.C
O]
  8
 Se
p 2
01
7
A tight bound for Green’s arithmetic triangle removal lemma in
vector spaces
Jacob Fox∗ La´szlo´ Miklo´s Lova´sz†
September 12, 2017
Abstract
Let p be a fixed prime. A triangle in Fnp is an ordered triple (x, y, z) of points satisfying
x + y + z = 0. Let N = pn = |Fnp |. Green proved an arithmetic triangle removal lemma which
says that for every ǫ > 0 and prime p, there is a δ > 0 such that if X,Y, Z ⊂ Fnp and the number
of triangles in X × Y × Z is at most δN2, then we can delete ǫN elements from X , Y , and Z
and remove all triangles. Green posed the problem of improving the quantitative bounds on the
arithmetic triangle removal lemma, and, in particular, asked whether a polynomial bound holds.
Despite considerable attention, prior to this paper, the best known bound, due to the first author,
showed that 1/δ can be taken to be an exponential tower of twos of height logarithmic in 1/ǫ.
We solve Green’s problem, proving an essentially tight bound for Green’s arithmetic triangle
removal lemma in Fnp . We show that a polynomial bound holds, and further determine the best
possible exponent. Namely, there is a explicit number Cp such that we may take δ = (ǫ/3)
Cp , and
we must have δ ≤ ǫCp−o(1). In particular, C2 = 1 + 1/(5/3− log2 3) ≈ 13.239, and C3 = 1 + 1/c3
with c3 = 1 −
log b
log 3 , b = a
−2/3 + a1/3 + a4/3, and a =
√
33−1
8 , which gives C3 ≈ 13.901. The proof
uses the essentially sharp bound on multicolored sum-free sets due to work of Kleinberg-Sawin-
Speyer, Norin, and Pebody, which builds on the recent breakthrough on the cap set problem by
Croot-Lev-Pach, and the subsequent work by Ellenberg-Gijswijt, Blasiak-Church-Cohn-Grochow-
Naslund-Sawin-Umans, and Alon.
1 Introduction
Let p be a fixed prime. A triangle in Fnp is a triple (x, y, z) of points with x + y + z = 0. We use
N = |Fnp | = p
n throughout. The arithmetic triangle removal lemma for vector spaces over finite fields
states that for each ǫ > 0 and prime p, there is a δ = δ(ǫ, p) > 0 such that if X,Y,Z ⊂ Fnp , and the
number of triangles in X × Y ×Z is at most δN2, then we can delete ǫN points from X, Y , and Z so
that no triangle remains. It was originally proved by Green [13] using a Fourier analytic arithmetic
regularity lemma, with a bound on 1/δ which is a tower of twos of height polynomial in 1/ǫ. Kra´l’,
Serra, and Vena [17] showed that the arithmetic triangle removal lemma follows from the triangle
removal lemma for graphs. Green’s proof shows the result further holds in any abelian group, and the
Kra´l’-Serra-Vena proof shows that an analogue holds in any group.
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Green [13] posed the problem of improving the quantitative bounds on the arithmetic triangle removal
lemma, and, in particular, asked whether a polynomial bound holds. Green’s problem has received
considerable attention by many researchers [1, 2, 3, 4, 5, 10, 11, 12, 13, 14, 15, 21]. This is in part due
to its applications and connections to several major open problems in number theory, combinatorics,
and computer science. The first author [10] gave an improved bound on the triangle removal lemma
for graphs. Together with the Kra´l’-Serra-Vena reduction, it gives a bound on 1/δ in the arithmetic
triangle removal lemma which is a tower of twos of height logarithmic in 1/ǫ, see [10] for details.
An alternative, Fourier-analytic proof of this bound in the case when p = 2 was given by Hatami,
Sachdeva, and Tulsiani [14]. Prior to this paper, this tower-type bound was the best known bound for
the arithmetic triangle removal lemma.
In the case p = 2, obtaining better upper bounds for δ has also received much attention due in part
to its close connection to property testing, and, in particular, testing triangle-freeness. Bhattacharyya
and Xie [5] were the first to give a nontrivial upper bound, showing that we must have δ ≤ ǫ4.847.
Fu and Kleinberg [11] provided a simple construction showing that we must have δ ≤ ǫC2−o(1), where
C2 ≈ 13.239 is defined below. It is based on a construction from Coppersmith and Winograd’s famous
matrix multiplication algorithm [7]. It was widely conjectured that the exponent in the bound is not
optimal (and that the bound is perhaps even superpolynomial), and Haviv and Xie [15] introduced an
approach to obtaining better upper bounds on the arithmetic triangle removal lemma.
In this paper, we solve Green’s problem by proving an essentially tight bound for the arithmetic
triangle removal lemma in vector spaces over finite fields. We show that a polynomial bound holds,
and further determine the best possible exponent for every prime p. It involves, for every p, constants
cp which will be between 0 and 1 and will be defined below, and Cp = 1+1/cp. In particular, we have
1
c2 = 5/3 − log 3 ≈ .0817 and C2 = 1 + 1/c2 ≈ 13.239 as in Fu and Kleinberg [11], and c3 = 1 −
log b
log 3 ,
where b = a−2/3 + a1/3 + a4/3, and a =
√
33−1
8 . This gives c3 ≈ .0775, and C3 ≈ 13.901.
Theorem 1. Let 0 < ǫ < 1 and δ = (ǫ/3)Cp . If X,Y,Z ⊂ Fnp with less than δN
2 triangles in X×Y ×Z,
then we can remove ǫN elements from X∪Y ∪Z so that no triangle remains. Furthermore, this bound
is essentially tight in that the minimum possible δ = δ(ǫ, p) in the arithmetic triangle removal lemma
satisfies δ ≤ ǫCp−o(1), where the o(1) term goes to 0 for p fixed and ǫ→ 0.
Following a breakthrough by Croot, Lev, and Pach [8] on 3-term arithmetic progressions in Zn4 ,
Ellenberg and Gijswijt [9] showed that their method can be used to greatly improve the upper bound
on the cap set problem, and more generally to bound the size of a set in Fnp with no 3-term arith-
metic progressions. Further work by Blasiak-Church-Cohn-Grochow-Naslund-Sawin-Umans [6], and
independently Alon, established that their proof also shows an upper bound on the following multi-
colored sum-free theorem over Fnp . Later work by Kleinberg, Sawin, and Speyer [16], conditional on a
conjecture that was later proven by Norin [18], and Pebody [19] shows that the exponent cp obtained
for the upper bound is sharp. The exponent is given by
p1−cp = inf
0<x<1
x−(p−1)/3
(
x0 + x1 + · · · + xp−1
)
.
It is not difficult to check that cp = Θ((log p)
−1) and hence Cp = Θ(log p).
Theorem 2. [16] Given a collection of ordered triples {(xi, yi, zi)}
m
i=1 in F
n
p such that xi+ yj+ zk = 0
holds if and only if i = j = k, the size of the collection satisfies the bound
m ≤ p(1−cp)n.
1Here, and throughout the paper, all logarithms are base 2.
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Furthermore, there exists such a collection with m ≥ p(1−cp)n−o(n).
The lower bound in the case of p = 2 was established earlier by Fu and Kleinberg [11].
We note that while our proof of Theorem 1, determining the exponential constant, relies on Theorem
2, the existence of the exponential constant follows from the existence of a polynomial bound (which
is implied by the earlier work of Ellenberg and Gijswijt [9]), and a simple product trick, discussed in
Section 2.
We give our proof of the lower bound in the next section. In the following section, for completeness,
we give the argument that shows the matching upper bound. We finish with some concluding remarks.
2 Proof of the lower bound
Recall that N = pn. We prove the following theorem, which is roughly equivalent to Theorem 1.
Theorem 3. Suppose we have m = ǫN disjoint triangles {(xi, yi, zi)}
m
i=1 in F
n
p . Let δ = ǫ
Cp . Then,
for X = {xi}
m
i=1, Y = {yi}
m
i=1, and Z = {zi}
m
i=1, we have at least δN
2 triangles in X × Y × Z.
Proof that Theorem 3 implies Theorem 1. Suppose we have X, Y , and Z such that we cannot remove
ǫN points to remove all triangles. In this case, we can find a set of at least ǫ3N disjoint triangles
(xi, yi, zi). Indeed, start taking out disjoint triangles greedily from X × Y × Z. If at some point we
cannot take any more and we have taken less than ǫ3N triangles, then remove any point in any of
these triangles. We would have removed less than ǫN points and we would have no triangles left, a
contradiction. So we can find ǫ3N disjoint triangles, and so we can apply Theorem 3 with ǫ/3 to find
δN2 triangles, a contradiction. ✷
To obtain Theorem 3, we first prove the following weaker, asymptotic version. We will later use a
simple product amplification trick to remove the o(1) in the exponent and obtain Theorem 3.
Theorem 4. Suppose we have m = ǫN disjoint triangles {(xi, yi, zi)}
m
i=1 in F
n
p . Then, for X =
{xi}
m
i=1, Y = {yi}
m
i=1, and Z = {zi}
m
i=1, we have at least δN
2 triangles in X×Y ×Z, where δ = ǫCp+o(1).
We first prove two lemmas. The following lemma bounds the total number of triangles based on the
maximal degree of a point in the union of the sets. In particular, this proves the theorem in the case
when the maximum degree is not much larger than the average degree.
Lemma 5. Suppose 0 < ρ ≤ 1/(5p3) and we have disjoint sets X,Y,Z ⊂ Fnp \ {0}, such that any two
vectors from their union are linearly independent, any two-dimensional subspace contains at most one
triangle in X × Y ×Z, and each element in X ∪ Y ∪Z is in at most ρN triangles in X × Y ×Z. Let
δN2 be the total number of triangles in X × Y × Z. Then δ ≤ 125p2ρ1+cp.
Proof. Let d = ⌊ log(1/(5ρ))log p ⌋, so 1/(5p) < ρp
d ≤ 1/5. Note that d ≥ 3. Take a uniformly random
subspace U of Fnp of dimension d. Let X
′ = X ∩ U , and define Y ′ and Z ′ analogously. We call a
triangle (x, y, z) ∈ X ′ × Y ′ × Z ′ good if it is the unique triangle in X ′ × Y ′ ×Z ′ containing x, y, or z.
Claim 1. Given a triangle (x, y, z) ∈ X×Y ×Z, conditioned on x ∈ X ′, y ∈ Y ′, z ∈ Z ′, the probability
that it is good is at least 2/5.
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Proof. We know that x is in at most ρN triangles in X×Y ×Z. These are each formed with a different
element of Y . Let Y1 be the set of elements in Y that together with x are in a triangle in X × Y ×Z.
By assumption, they each generate a two-dimensional subspace with x, and different elements of Y
generate different two-dimensional subspaces. For any element in Y1 not equal to y, the probability
that it is in U , conditioned on x, y, z ∈ U , is
pd−2 − 1
pn−2 − 1
.
Thus, using the union bound, the probability that any other element of Y1 is in U is at most
ρN
pd−2 − 1
pn−2 − 1
= ρpn
pd−2 − 1
pn−2 − 1
≤ ρpn
pd−2
pn−2
= ρpd ≤
1
5
.
So, conditioned on x ∈ X ′, y ∈ Y ′, z ∈ Z ′, the probability that either x, y, or z is in another triangle
in X ′ × Y ′ × Z ′ that is not in the two-dimensional subspace generated by {x, y, z} is at most 35 . ✷
Claim 2. Let T be the number of good triangles. Then E[T ] ≥ δ125p2ρ2 .
Proof. For each triangle in X × Y ×Z, it has a probability of (p
d−1)(pd−1−1)
(pn−1)(pn−1−1) of being in X
′ × Y ′ ×Z ′,
and conditioned on this, it has a probability of at least 2/5 of being good. Since there are δN2 triangles
in total,
E[T ] ≥ δN2
2
5
(pd − 1)(pd−1 − 1)
(pn − 1)(pn−1 − 1)
≥
1
5
δp2n
p2d
p2n
≥
δ
125p2ρ2
✷
Observe that the set of good triangles satisfies the hypothesis of Theorem 2. Therefore, T is always
at most
p(1−cp)d.
We thus have
p(1−cp)d ≥ E[T ] ≥
δ
125p2ρ2
,
which, combined with the fact that pd ≤ 15ρ ≤
1
ρ , implies that
δ ≤ 125p2ρ2(pd)1−cp ≤ 125p2ρ1+cp .
This completes the proof of Lemma 5. ✷
Let 0 < ap ≤ 5/p
4 and g : (0, ap]→ R
+ be any function such that g(β) increases as β decreases, but
g(β)β and βcpg(β)1+cp both decrease as β decreases, and
∑∞
i=1
1
g(2−iap)
≤ 1/4. We will later take for
convenience g(β) = log2(1/β), which satisfies the conditions for some ap > 0.
Lemma 6. Let 0 < δ ≤ ap and ǫ ≥ (125p
2)
1
1+cp δ
cp
1+cp g(δ). Suppose m = ǫN and we have a collection
of pairwise disjoint triangles (xi, yi, zi) for i ∈ [m], and let X = {x1, x2, . . . , xm}, Y = {y1, y2, . . . , ym},
and Z = {z1, z2, . . . , zm}. Suppose that any two vectors from X ∪ Y ∪Z are linearly independent, and
any two-dimensional subspace contains at most one triangle. Then there must be at least δN2 triangles
in X × Y × Z.
4
Proof. Suppose for contradiction that we have less than δN2 triangles. We would like to obtain large
subsets X1 ⊂ X, Y1 ⊂ Y , Z1 ⊂ Z such that no element of X1, Y1, or Z1 is contained in significantly
more triangles in X1 × Y1 × Z1 than the average. This will allow us to apply Lemma 5 to obtain a
contradiction.
We do this by removing bad points from the sets one at a time, based on the density of triangles.
Suppose that after removing a certain number of points, we are left with δ′N2 triangles. If there
exists a point that is in at least g(δ′) δ
′
ǫ N triangles, we remove it. We then update δ
′ and repeat. We
claim that when this process ends, we only removed at most m/2 points. Indeed, for any β, while
the number of triangles is between 2βN2 and βN2, we remove at least g(β)βǫN triangles in each
step, but since throughout this period the number of triangles is at most 2βN2, this happens at most
2βN2/
(
g(β)βǫN
)
= 2ǫg(β)N times. Overall, this implies that we end up removing at most
2ǫ
g(δ/2)
N +
2ǫ
g(δ/4)
N + · · · ≤
ǫ
2
N
points. So after this process, we are left with sets X ′, Y ′, Z ′ which contain at least ǫ2N disjoint triangles
between them, and for some δ′, we have δ′N2 triangles in X ′ × Y ′ ×Z ′, and every point in each set is
in at most g(δ′) δ
′
ǫ N such triangles.
We can now apply Lemma 5 with
ρ = g(δ′)
δ′
ǫ
≤ g(δ)
δ
ǫ
≤
(
δ
125p2
) 1
1+cp
≤
1
5p3
.
Here the first inequality follows from the fact that g(β)β decreases as β decreases, the second from the
bound on ǫ, and the third from the bound δ ≤ ap ≤ 5/p
4 and the fact that 0 < cp < 1. The lemma
implies that
δ′ ≤ 125p2
(
g(δ′)
δ′
ǫ
)1+cp
which means that
ǫ ≤ (125p2)
1
1+cp δ
′ cp
1+cp g(δ′) ≤ (125p2)
1
1+cp δ
cp
1+cp g(δ),
where we used for the second inequality that if δ′ < ap, then δ′cpg(δ′)1+cp increases as δ′ increases. ✷
Proof of Theorem 4. We are now ready to prove Theorem 4. First, we would like to argue that we may
assume that the sets X, Y , and Z are pairwise disjoint, any two vectors are linearly independent, and
any two-dimensional subspace contains at most one triangle in X×Y ×Z. Let us work in Fn+2p , so we
add two coordinates to each vector. For each xi, we define x
′
i = (xi, 1, 0). We also take y
′
i = (yi,−1, 1),
and z′i = (zi, 0,−1). Then, for each i, we still have x
′
i + y
′
i + z
′
i = 0, and if we take X
′ = {x′i}
m
i=1,
Y ′ = {y′i}
m
i=1, and Z
′ = {z′i}
m
i=1, then the triangles in X
′ × Y ′×Z ′ correspond exactly to the triangles
in X × Y × Z. It is easy to see that the three new sets are disjoint, simply because of their last two
coordinates. The last two coordinates also imply that if we multiply a point from one of the sets by a
scalar not equal to 1, we cannot be in the union of the sets. Thus, any two vectors from X ∪ Y ∪ Z
are linearly independent. Finally, fix a triangle (xi, yj, zk), and let U be the two-dimensional subspace
generated by them. Suppose that for some j′ with j 6= j′, the subspace generated by xi and yj contains
yj′ . This means that
yj′ = αxi + βyj .
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Just by looking at the last two coordinates, we clearly must have α = 0 and β = 1, but then yj = yj′ , a
contradiction. This means that any triangle contained in U must contain yj. It is easy to analogously
show that any triangle in U must contain xi. This implies that the only triangle contained in U is
(xi, yj, zk). Therefore, any two-dimensional subspace contains at most one triangle.
Since the size of the underlying space is now N ′ = p2N , we obtain ǫ′N ′ triangles with ǫ′ = ǫ/p2.
Using Lemma 6, if we take δ′ = δ/p4, we have that there must be at least δ′N ′2 = δN2 triangles in
total, provided that we have
ǫ
p2
> (125p2)
1
1+cp (δ/p4)
cp
1+cp g(δ/p4).
With our choice of g(ρ) = (log(1/ρ))2, if we take δ = Ωp
(
ǫ1+1/cp(log(1/ǫ))
− 2+2cp
cp
)
, the conditions of
the lemma are satisfied if ǫ (and thus δ) are small enough. This gives δ ≥ ǫCp+o(1). ✷
We now tighten the asymptotic bound in Theorem 4 to prove Theorem 3 with a product argument,
inspired by a similar one Kleinberg, Sawin, and Speyer [16] used for the multicolor sum-free problem.
Proof of Theorem 3. Suppose we have m = ǫN disjoint triangles {(xi, yi, zi)}
m
i=1 in (F
n
p)
3. Define
X = {xi}
m
i=1, Y = {yi}
m
i=1, Z = {zi}
m
i=1, and suppose for the sake of contradiction there are only δN
2
triangles in X × Y × Z with δ < ǫCp , so we can write δ = ǫ(1+α)Cp for some α > 0. We define for
every positive integer k a collection of mk disjoint triangles in (Fnkp )
3. For k vectors x1, x2, ..., xk in F
n
p ,
we can take their concatenation (x1, x2, ..., xk) ∈ F
nk
p . Then, we can take for any k-tuple i1, i2, ..., ik
the triangle ((xi1 , xi2 , ..., xik ), (yi1 , yi2 , ..., yik), (zi1 , zi2 , ..., zik )). It is easy to see that these are indeed
triangles and disjoint, and if we define Xk, Yk, and Zk as subsets of F
nk
p analogously to X, Y , and
Z, then Xk = X
k, Yk = Y
k, and Zk = Z
k. Then any triangle must be a triangle in the first n
coordinates, in the second n coordinates, and so on. Thus, the number of triangles in Xk × Y k × Zk
is δkN2k = ǫ(1+α)CpkN2k. However, by Theorem 4 applied to Xk × Y k × Zk, we must have
(ǫk)Cp+o(1) ≤ δk = (ǫk)(1+α)Cp ,
where the o(1) term tends to 0 as ǫk tends to 0. Letting k → ∞, we obtain a contradiction. We
conclude that δ ≥ ǫCp , completing the proof of Theorem 3. ✷
3 Proof of the upper bound
For completeness, we now give a proof of the last part of Theorem 1, which shows that the lower
bound is tight.
For p = 2, using their lower bound construction discussed in Theorem 2, Fu and Kleinberg [11]
provided a simple construction that implies an upper bound on δ in terms of ǫ, which shows that the
exponent C2 in Theorem 1 is tight. That a lower bound for the multicolor sum-free problem can be
turned into an upper bound for the arithmetic removal lemma was first observed by Bhattacharyya
and Xie [5]; see also [15]. The argument works in general for Fp, so by the result of Kleinberg, Sawin,
and Speyer [16], the exponent Cp is tight for each p.
We now present a construction based on that of Bhattacharyya and Xie [5]. Recall that the mul-
ticolored sum-free problem asks to find a collection of ordered triples {(xi, yi, zi)}
m
i=1 in F
n
p such that
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xi + yj + zk = 0 holds if and only if i = j = k. We show that if there is such a collection of
m = p(1−cp)n−o(n) triples, then there are examples that show that in the removal lemma over Fp, we
must take
δ ≤ ǫCp−o(1).
Given such a set of m triples (xi, yi, zi), with X = {xi}
m
i=1, Y = {yi}
m
i=1, Z = {zi}
m
i=1, define, for any
positive integer l, subsets X ′, Y ′, Z ′ ⊂ Fn+lp by taking X ′ = X × Flp, Y ′ = Y × Flp, and Z ′ = Z × Flp.
First, we claim that if we want to delete elements from X ′, Y ′, and Z ′ such that no triangles remain,
we must delete at least mpl elements in total. Fix i ∈ [m], and look at xi× F
l
p, yi× F
l
p, zi × F
l
p. These
are all contained in X ′, Y ′, and Z ′ respectively, so suppose that we have removed less than pl of these
3 · pl elements. Define Xi, Yi, and Zi so that we have kept xi ×Xi, yi× Yi, and zi×Zi, and note that
they must each be nonempty. Since xi + yi + zi = 0, we must have that Xi + Yi is disjoint from Zi.
However, if we take any z ∈ Zi, the set z − Yi must intersect the set Xi, since |Xi| + |Yi| > p
l. This
means that we must have at least one triangle, a contradiction.
Furthermore, we claim that the total number of triangles in X ′ × Y ′ × Z ′ is mp2l. Indeed, if
(xi, x
′) + (yj , y′) + (zk, z′) = 0, then in particular, we must have xi + yj + zk = 0, so i = j = k, and in
this case, we can choose anything in Flp for x
′ and for y′, and then the choice of z′ is determined.
This means that taking
ǫ =
mpl
pn+l
=
m
pn
, δ =
mp2l
p2n+2l
=
m
p2n
,
we obtain a construction of an infinite family of sets Xl, Yl, Zl ⊂ F
n+l
p such that there are at most
δp2n+2l triangles between the sets, but we have to remove at least ǫpn+l points to remove all triangles.
Since
m = p(1−cp)n−o(n),
we have
ǫ = p−n(cp+o(1)), δ = p−n((1+cp)+o(1)).
Thus, as n→∞, we have that ǫ→ 0, and (recalling that Cp = 1 + 1/cp), we have
δ ≤ ǫCp−o(1).
4 Concluding remarks
We expect that these methods will also apply to similarly give tight polynomial bounds for removal
lemmas of linear equations in more variables in vector spaces over Fp. Sets that contain no arithmetic
progressions have also been studied over other abelian groups, see [6] and [20]. We expect these
methods can be used in those settings as well to improve bounds on the corresponding removal lemma.
We also expect further applications in property testing.
The triangle removal lemma states that every graph on n vertices with o(n3) triangles can be made
triangle-free by removing o(n2) edges. One consequence of this, known as the diamond-free lemma,
is that every graph on n vertices in which each edge is in precisely one triangle has o(n2) edges.
The diamond-free lemma is also equivalent to the Ruzsa-Szemere´di induced matching theorem, or
the extremal (6, 3)-theorem. The argument presented here for getting Green’s arithmetic removal
lemma from the tri-colored sum-free result can be adapted, by replacing random subspaces by random
subsets, to show that the diamond-free lemma implies the triangle removal lemma if the bound on
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the diamond-free lemma is sufficiently good, and any such bound on the diamond-free lemma can be
turned into a similar bound on the triangle removal lemma.
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