We employ a Bayesian MCMC algorithm to estimate our model. More specifically, we employ a Metropolized Gibbs sampling algorithm to sample from the joint posterior distribution of the unknown parameters and variables conditional on the data. This algorithm takes the following form in the case of our model. The full probability model we employ may be denoted by
those that are not. The function f (Y, X|Θ) is often referred to as the likelihood function of the model, while f (Θ) is often referred to as the prior distribution. Both f (Y, X|Θ) and f (Θ) are fully specified in sections 3 and 4 of the paper. The likelihood function may be constructed by combining equations (1)-(3), the distributional assumptions for the shocks in these equations and the distributional assumptions made about I i,t and I W,t in section 3. The prior distribution is described in detail in section 4.
The object of interest in our study is the distribution f (X, Θ|Y ), i.e., the joint distribution of the unobservables conditional on the observed values of the observables. For expositional simplicity, let Φ = (X, Θ). Using this notation, the object of interest is f (Φ|Y ). The Gibbs sampler algorithm produces a sample from the joint distribution by breaking the vector of unknown variables into subsets and sampling each subvector sequentially conditional on the value of all the other unknown variables (see, e.g., Gelman et al., 2004, and Geweke, 2005) . In our case we implement the Gibbs sampler as follows.
1. We derive the conditional distribution of each element of Φ conditional on all the other elements and conditional on the observables. For the ith element of Φ, we can denote this conditional distribution as f (Φ i |Φ −i , Y ), where Φ i denotes the ith element of Φ and Φ −i denotes all but the ith element of Φ. In most cases, f (Φ i |Φ −i , Y ) are common distributions such as normal distributions or gamma distributions for which samples can be drawn in a computationally efficient manner. For example, the distribution of potential consumption for a particular country in a particular year, x i,t , conditional on all other variables is normal.
This makes using the Gibbs sampler particularly efficient in our application. Only in the case of a (ρ z , σ 2 ,i,t , σ 2 η,i , σ 2 ν,i , φ, σ 2 φ , σ 2 θ ) are the conditional distributions not readily recognizable. In these cases, we use the Metropolis algorithm to sample values of f (Φ i |Φ −i , Y ). 1 2. We propose initial values for all the unknown variables Φ. Let Φ 0 denote these initial values.
3. We cycle through Φ sampling Φ t i from the distribution f (Φ i |Φ ). This proposal distribution must by symmetric, i.e., Jt(xa|x b ) = Jt(x b |xa). The proposal is accepted with probability min(r, 1) where
. Using the Metropolis algorithm to sample from f (Φi|Φ−i, Y ) is much less efficient than the standard algorithms used to sample from known distributions such as the normal distribution in most software packages. Intuitively, this is because it is difficult to come up with an efficient proposal distribution. The proposal distribution we use is a normal distribution centered at Φ t−1 i . and d denotes the number of elements in Φ. At the end of each cycle, we have a new draw Φ t . We repeat this step N times to get a sample of N draws for Φ. 4. It has been shown that samples drawn in this way converge to the distribution f (Φ|Y ) under very general conditions (see, e.g., Geweke, 2005) . We assess convergence and throw away an appropriate burn-in sample.
In practice, we run four such "chains" starting two from one set of initial values and two from another set of initial values. We choose starting values that are far apart in the following way: The first set of starting values has I i,t = 0 for all i and all t and sets x i,t = c i,t and z i,t = 0 for all i and all t. The second set of starting values is constructed as follows. I i,t = 1 for all i and all t. We extract a smooth trend (with breaks in 1946 and 1973 ) from c i,t . Denote this trend by c t i,t and denote the remaining variation in consumption as c c i,t = c i,t − c t i,t . We set z i,t = min(max(−0.5, c c i,t ), 0) and
The first set of starting values thus attributes all the variation in the data to x i,t , while the second attributes the bulk of the variation in the data around a smooth trend to z i,t .
Given a sample from the joint distribution f (Φ|Y ) of the unobserved variables conditional on the observed data, we can calculate any statistic of interest that involves Φ. For example, we can calculate the mean of any element of Φ by calculating the sample analogue of the integral
B Estimation with Breaks in 1951 Rather than 1946
Here we present results for an alternative estimation of our model in which we move that date of breaks in the average growth rate and volatility of transitory shocks. In our main estimation we assume that these breaks occur in 1946. However, one concern with this date is its proximity with the end of WWII. This may cause these breaks to absorb some of the recovery after WWII and thus bias the estimation of the permanent effect of this disaster. Here we move the date of these breaks to 1951 to assess the robustness of our main results to this concern. Table A.1 -A.4 present our parameter estimates for this alternative estimation. These correspond to Tables 1 -4 in the paper. The results are very similar to those for the baseline estimation.
The short-run disaster shocks are estimated to be slightly larger in this case, while the long-run shocks are estimated to be somewhat smaller. The speed of mean reversion is also estimated to be slightly slower in this case. But all these differences are small. This can be seen more clearly in Figure A .1, which presents the response of consumption after a "typical" six year disaster. The Table A .5 presents results on the equity premium and the risk free rate for the estimation with breaks in 1951. With a CRRA = 6.4, the model generates an equity premium of 4.1%. This compares to 4.8% in for the baseline estimation in the paper. To match the equity premium given the parameter estimates from the estimation with breaks in 1951 we need to raise the CRRA to 6.8. 5. The bottom-left figures plot the size of the short run shocks conditional on a disaster, i.e.,
C Estimation Results for All Countries
6. The bottom-right figures plot the size of the long run shocks conditional on a disaster, i.e., We specify uniform priors on φ* and σ φ *, the mean and standard deviation of the underlying normal distribution (before truncation). These priors imply (non-uniform) priors on φ and σ φ . The numbers in the table refer to the prior mean and standard deviation of φ and σ φ . A disaster episode is defined as a set of consecudite years for a particular country such that: 1) The probability of a disaster in each of these years is larger than 10%, 2) The sum of the probability of disaster for each year over the whole set of years is larger than 1. Max Drop is the posterior mean of the maximum shortfall in the level of consumption due to the disaster. Perm Drop is the posterior mean of the permanent effect of the disaster on the level potential consumption. Perm/Max is the ratio of Perm Drop to Max Drop. Both cases have IES = 2 and β = exp(-0.034). The return statistics are the log of the average gross return for each asset. The "Equity Premium" is the different between the average return on an unlevered equity claim and bills. The "RiskFree Rate" is the average return on bills. These results are produced by simulating a long sample from the model with a representative set of disasters.
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FIGURE A.I A Typical Disaster
Note: The figure plots the evolution of log consumption during and after a disaster that strikes in period 1 and lasts for 6 years. This is plotted both for the version of the model presented in the main body of the paper (breaks in 1946) and the version of the model presented in the appendix (break in 1951). Over the course of the disaster, both  and  take values equal to their posterior means in each period. For simplicity, we abstract from trend growth and assume that all other shocks are equal to zero over this period. 
FIGURE A.II Ex Ante Disaster Distribution
Note: The solid line is the mean of the distribution of the change in log consumption relative to its previous trend from the perspective of agents that have just learned that they have entered the disaster state but do not yet know the size or length of the disaster. The black dashed line is the median of this distribution. The grey dashed lines are the 5% and 95% quantiles of this distribution. 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 1900 1920 1940 1960 1980 A.IV (cont.) 
