Abstract-This paper presents the problem of estimating label imperfections and the use of the estimation in identifying mislabeled patterns. Expressions for the maximum likelihood estimates of classification errors and a priori probabilities are derived from the classification of a set of labeled and unlabeled patterns. Expressions also are presented for the asymptotic variances of probability of correct classification and proportions. Simple models are developed for imperfections in the labels and for classification errors and are used in the formulation of a maximum likelihood estimation scheme. Schemes are presented for the identification of mislabeled patterns in terms of thresholds on the discriminant functions for both two-class and multiclass cases. Expressions are derived for the probability that the imperfect label identifi'cation scheme will result in a wrong decision and are used in computing thresholds. Furthermore, the results of practical applications of these techniques in the processing of remotely sensed multispectral data are presented.
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I. INTRODUCTION TN THE PRACTICAL applications of pattern recognition (such as in the processing of remotely sensed imagery data), obtaining labels is a difficult problem. Acquiring labels is expensive, and very often these labels are imperfect.
Several scientists have investigated the problem of pattern recognition with imperfectly labeled patterns [1]- [7] . Kashyap [2] proposed an iterative training procedure for a two-class case. Shanmugam and Breiphol [3] developed an error-correcting procedure for disjoint densities using Parzen estimators. Chittineni [4] - [7] investigated the problem of learning with imperfectly labeled patterns and studied the applicability of probabilistic distance measures for feature selection with imperfectly labeled patterns. Most of these proposed schemes require the knowledge of probabilities of label imperfections, which usually are not available.
Several authors considered the problem of estimating recognition system performance [8] - [13] . Highleyman [81 investigated the problem of estimating the probability of error of a given classifier both for known and unknown a priori probabilities. Fukunaga and Kessell [9] examined the problem of estimating the probability of error from unclassified samples. lationship between error and rejection rates which is useful in estimating the probability of error from unclassified samples.
In practice, the situation often arises in which a set of imperfectly labeled test patterns and a set of unlabeled patterns are available. (For example, in remote sensing, a set of labeled patterns called type 2 dots and a set of unlabeled patterns are usually available.) This paper presents the problem of estimating recognition system performance and probabilities of label imperfections as maximum likelihood estimates from the classifier decisions of labeled and unlabeled patterns. The probabilities of the estimated label imperfections are then used in developing schemes for the identification of mislabeled patterns. The paper is organized in the following manner.
Assuming no imperfections in the labels, expressions are derived for the maximum likelihood estimates of probability of error, probability of correct classification, and a priori probabilities (Section II); also, in this section, expressions are derived for the asymptotic variances of probability of correct classification and a priori probabilities. In Section III, imperfections in the labels are introduced, models for the label imperfections and probabilities of errors are developed, and the simulation results from the processing of remotely sensed data are presented. Methods of identifying mislabeled patterns for both two-class and multiclass cases are reported in Section IV, and the results of their applications in processing remotely sensed data are described. Conclusions are presented in Section V. In Appendix A, the dependencies between the imperfect, classifier, and true labels are modeled and are used in the maximum likelihood estimation scheme. The dependencies between the probabilities of label imperfections and classification accuracies are treated in Appendix B. Table I. Let X be the given label and xc be the classifier label. Let
ii =P(W = ijcoc =j) be the probability that the true label is i, given that the classifier label is j. Let p,, = P(c = i, xc =i) be the probability that the true label of the pattern is i and the classifier label is j. Let PC (i) = P(wc = i) be the probability that the classifier classifies a pattern into class i and Pi = P( = i) be the a priori probability of class i. Then we obtain P,j =P(W = i, WC =1) = P(WC =j) P(W = il Xc W) = PC() Xij. (1) Assuming each classification is independent, the likelihood function of the observed m's and X's can be written as 
where C is a constant. The constraints on Xi, and Pc(j) are
The objective is to find the values for Xke and P,(j) which maximize L, subject to the constraints of (3). Since Log L is a monotonically increasing function of L, consider maximizing Log L. Including the constraints of (3) with Lagrangian multi- Xi number of unlabeled patterns for which the classifier label is I.
The maximum likelihood estimate P,, for the probability of correct classification P, can be obtained from the expression
i= 1
Using (5) and (6) (8) An intuitive justification for P, may be given as follows.
The ratio (mi imi) gives the proportion of the patterns truly belonging to class i to the patterns classified into class i. Multiplying this ratio by (mi +Xi) and summing it from 1 to M gives an estimate for the number of correctly classified pattems from all patterns in the classified classes. Dividing this quantity by the total number of patterns gives an estimate for 100 PCC I An estimate Pi for the proportion Pi may be obtained as follows:
From (5), (6) , and (9), the following is obtained:
Different probabilities of error can be written as
( 1 1) Using (5), (6) , and (10), in (11) obtains the maximum likeli- (12) The estimate of (12) can be interpreted as follows. It is the ratio of the number of patterns that truly belong to class i but were classified into class j to the total number of patterns that truly belong to class i from the patterns classified into all classes.
Since the variance is a quantity that indicates the quality of an estimator, in the following, expressions are derived for the asymptotic variance of the estimates of the probability of correct classification and proportions. From (7), the estimated Pcc can be written as
The delta method [14] (2) . Carrying out these calculations and inverting the resulting matrix yields the variance-covariance matrix of Xii, i = 1,2, ,M and Pc(j), j = 1,2, ,M-1.
From this, the following are obtained:
for all i andj, i# k, where M N= E Xi.
1=1
Substituting (5)- (19) into (14) yields an expression for the Var (PCC) as follows: ( 14) 101
Following a similar analysis, an expression may be obtained for the asymptotic variance of the a priori probability estimator [15] :
In general, one can obtain expressions for sample sizes m and N, either by minimizing the Var (PCC) or by minimizing the Var (Pi), subject to some cost constraints [15] .
III. MAXIMUM LIKELIHOOD ESTIMATION WITH LABEL IMPERFECTIONS
In practical situations, obtaining labels is expensive, and very often these labels are imperfect. In this section, we formulate the problem of estimating, with imperfections in the labels, the various quantities considered in Section II. It is assumed that the classifier is trained on representative data, and a set of labeled patterns (possibly with imperfect labels) and a set of unlabeled patterns are presented to the classifier. The classifier classifies these patterns, and the results are matrices similar to Table I . Now the various quantities are defined as follows.
Let co' be the imperfect label, Pi'= P(o' = i) be the a priori probability that the imperfect label is i, p! = P(Qo' = i, cO =1) be the probability that the imperfect label is i, and j be the classifier label. Consider
where it is assumed that
This assumption states that, given the true label and the classifier label, the imperfect label depends only on the true label. This is a reasonable assumption. In acquiring the label for a pattern, the labeler depends heavily on the true label of the pattern and virtually does not know the classifier label. In labeling a pixel in imagery data, the assigned label depends on the true label of the pixel and its neighbors and on some other data such as ancillary information. (However, the dependencies between imperfect, classifier, and true labels can be taken into account by modeling the dependencies, and these are considered in Appendix A.) Now consider Substituting (22) and (24) Finding closed-form solutions for the parameters by maximizing L seems to be difficult, since the resulting equations become coupled in terms of parameters. However, optimization techniques, such as the Davidon-Fletcher-Powell procedure, can be used to maximize L [16] - [18] . Now, the problem can be formulated as
such that L of (25) is maximized subject to the following constraints:
The numbers of parameters, equality constraints, and inequality constraints as a function of M are (2M2 +M), (2M + 1), and (2M2 +M), respectively. The numbers of parameters and constraints increase with the square of the number of classes, resulting in a large number of degrees of freedom for the optimization problem. However, the numbers of constraints and parameters can be reduced by modeling the label imperfections and the probabilities of misclassification.
A. Maximum Likelihood Estimation with Simplified Models
This section provides 1) models for label imperfections and probabilities of misclassification and 2) a formulation of the problem of maximum likelihood estimation. To develop a model for describing the probabilities of imperfections in the labels, consider the following. 2) If the imperfect label for a pattern is assigned purely at random, irrespective of its true label, for different i andj,
PGO' =i1W
Since in a practical situation, the assignment of a label lies somewhere between the above two extremes, the imperfections in the labels can be modeled through a parameter 01, which lies between 0 and 1 as
Ol-01) 
2) If the classifier is making random decisions, for different iandj, P(Wc = ilw@= i) = Mand P(Wc =/lc = i) =-Since, in general, the truth lies somewhere between the above two extremes, the classification errors can be modeled through a parameter 02, which lies between 0 and 1 as P(Qoc=i X =i)= (M 02+02 and (33) P(Wc =ji| = i) (1) (2) where 0 < 02 < 1. As before, it can be seen that this model satisfies the postulates of probability.
Let 
If it is assumed that the labels are perfect, the estimate ofP1 is an estimate ofP' . Table III 
0<02(i)Sl1 It can be shown that these models satisfy the postulates of probability. Let XA (i) [1 - 02(i) , and X4(i) = 02(i). Then,
An analysis similar to (34)-(36) yields the following equa- 
The optimization technique of Davidon et al. [161, [17] can be used to maximize L, subject to the constraints of (46) and (47). The numbers of parameters, equality constraints, and inequality constraints as a function of M are (4M +M), (2M + 1), and (4M +M), respectively. It is seen that they grow linearly with M.
IV. IDENTIFICATION OF MISLABELED PATTERNS This section considers the problem of identifying mislabeled patterns, if the probability of label imperfections is either known or estimated using the methods developed in Section III. Some relationships are developed between the a priori probabilities and the probability densities with and without imperfections in the labels. The imperfections in the labels are described by the probabilities (59) It is seen that the above label correction scheme accepts the original label of a pattern whenever the scheme is not confident enough (as determined by thresholds t1 and -t2) to change its label. An expression for the probability that the label correction scheme will give an incorrect label is derived in the following: PBL = P(bad label) = P(co = 1) P(bad label I X E co = 1) + P(co = 2) P(bad label |X E X = 2) -P(c = l) P [g(X) < -t2 X Eco= 11 +P(cw = 2) P [g(X) > t, 1Xe = 2].
(60)
Equations (60)- (63) yield an expression for the probability of bad label PBL"
It is observed from (59)-(63) that, as the thresholds t1 and t2 increase, PBL decreases, and the labels of fewer patterns are changed. For specific thresholds t, and t2, an expression for the probability PCL with which the label correction scheme of (59) correctly changes the incorrect labels of the patterns can be obtained as follows:
If a decrease occurs in the values of thresholds t1 and t2, PCL increases, the labels of more patterns are changed, and PBL increases. It seems to be difficult to choose thresholds t1 and t2 so that the probability PBL is minimized and the probability PCL is maximized. The thresholds t, and t2 can be obtained by specifying the probability a, that mislabeling will occur in the label correction process.
For a given ae, the thresholds t1 and -t2 can either be obtained by using the error function tables or can be computed using an optimization technique such as the Davidon-FletcherPowell procedure, so that the square of the error between ax andPBL is minimized. B. An Example ofApplication of the Incorrect Label Identification Scheme The two-class imperfect label correction scheme presented in Section IV-A is applied to a practical problem in remote sensing. In particular, it is applied to Landsat imagery of segment 1060. Data from two acquisitions are processed, and each acquisition has four spectral bands. The image is overlaid with a rectangular grid of 209 grid intersections, and the labels of pixels corresponding-to each grid intersection are acquired. A linear classifier is trained on one-half of the data. The remaining one-half of the data is used as a test data set. Test data set and total data set classifications are obtained using the linear classifier. This results in matrices corresponding to Table I( (66)
The usual decision criterion in a multiclass case is to decide XE&'=I,if gl(X) = max g1(X), j=1, 2, * ,M, jl1. (67) To identify and change the labels of mislabeled patterns, the following scheme is proposed:
Change the label of X from co' = i to X I if
where ti is a positive number.
Otherwise, do not change the label of X.
The threshold ti for identifying the incorrect labels is determined by specifying the probability ct, that mislabeling will occur in the label correction process of (68). An upper bound on the probability that such a scheme gives an incorrect label is derived as follows: Fig. 5 shows that the imperfect label identification scheme in the multiclass case amounts to establishing a region around each decision surface.
V. CONCLUSIONS
In the practical applications of pattern recognition, obtaining labels for the patterns is expensive and very often these labels are imperfect. This paper has presented the problem of estimating imperfections in the labels and the use of these estimates in the identification of mislabeled patterns.
It is assumed that a set of labeled patterns, the labels of which might be imperfect, and a set of unlabeled patterns are available. The classifier classifies these patterns, and the results are a confusion matrix for the labeled pattern set and classification counts for the unlabeled set.
Expressions are presented for the maximum likelihood estimates of classification errors, for percentages of correct classification and proportions, and for the asymptotic variances of probability of correct classification and proportions.
Assuming imperfections in the labels, simple models are presented for modeling imperfections in the labels and classification errors. The problem of maximum likelihood estimation of various quantities is formulated for a general case, in terms of simplified models and class-dependent models, and their relatiVe complexities are discussed. The dependencies between the imperfect, classifier, and true labels and the dependencies between the probabilities of label imperfections and the classification accuracies are also taken into account. Results of Assuming the densities are Gaussian and the probabilities of label imperfections are known, thresholding schemes are proposed for the identification of mislabeled patterns both for the two-class and the multiclass cases. The probability that such an identification scheme results in a wrong decision for a pattern is expressed as a function of the thresholds, and the thresholds can be computed by specifying the probability of a wrong decision by the imperfect label identification scheme.
Furthermore, the results of applying these techniques to the processing of remotely sensed multispectral data are presented. In Section III, an assumption is made (see, (22)), that, given the true label and the classifier label, the imperfect label depends only on the true label. In this appendix, the quantity in the right-hand side of equation (23) (74) and (75) is as follows. By using the Bayesian rule, the left-hand side of (75) can be written as (25), an expression for the likelihood function can be obtained. On comparing to the formulation of Section III-A, in this case, it is easily seen that the numbers of parameters and inequality constraints are increased by 1.
APPENDIX B AN ESTIMATION SCHEME WITH THE DEPENDENCIES BETWEEN P(' = i/c = 1) AND P(co, = ICO = 1)
In the maximization of the likelihood function L of equation (25), in Section III, it is implicitly assumed that the probabilities P(' = i/co = 1) and P(cow =/Ico = 1) are independent.
In general, the sequence of occurrence of different labels is as shown below fori, lI= 1, 2, -, M.
The constraints of (86), together with the maximum likelihood estimation schemes of Section III, can be used for the estimation of various probabilities. Also, the maximum likelihood estimation scheme can be reformulated as follows. Consider M 1=1 and NW = I) = 2 P(w'=11W= r)P(co=r). Now the likelihood function can be maximized to solve for the variables P(c =/j ' = i), P(w' = 1| X = r), and P(w = r) through the various models discussed in the paper. 
