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In this paper we propose a design template for stencil com-
putations targeting FPGA-based accelerators. The goal for
our design is to provide scalable high throughput designs
that can efficiently process iterative stencil programs with
large size parameters, i.e., those whose data footprint is too
large to fit on-chip. Our context is when we seek to use FP-
GAs as accelerators attached to CPUs. Minimizing the area
is not our primary goal.
We propose a family of architectures based on hierarchi-
cal tiling, where the inner tiling is used to build coarse-grain
data-path operators, increasing computational throughput,
and the outer tiling is used to control the memory require-
ment, specifically data transfers to/from the accelerator. We
present preliminary results for Jacobi-style stencils on 1D
and 2D data, and are working on fully automating the flow.
1. INTRODUCTION
As we approach exa-scale computing, providing high per-
formance within reasonable power budget is becoming more
and more important. Application Specific Integrated Cir-
cuits (ASICs) are known to be much more energy efficient,
at the cost of having fixed functionality dedicated to its
use case. Reconfigurable architectures, such as Field Pro-
grammable Gate Arrays (FPGAs) provide a compromise be-
tween programmability and efficiency.
This has led to the development of architectures such
as Xilinx Zynq,1 a combination of general purpose proces-
sor and FPGA on a chip. Intel has recently announced
Xeon+FPGA [17], which also aims at close integration of
CPU and FPGA. However, reconfigurable architectures are
much harder to “program,” and require careful design to de-
liver high throughput.
In this paper, we address the problem of finding the best
architecture for a class of programs called stencils. More
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tions that updates some grid of data points over time. This
class of programs can be found in image/video processing
and in scientific simulations (such as solving PDEs). The
importance of its applications, e.g., real-time processing for
medical imaging, has led to many designs to accelerate this
class of computations [5, 8, 13,19,25,26,29,31,33].
Even though computations that mainly manipulate data
in floating-point is typically considered challenging for FP-
GAs, existing work have used fixed-point arithmetic to over-
come this challenge [5, 8]. For some applications, the full
dynamic range covered by floating-point encondings is not
necessary, making them better suited for hardware accelera-
tors. In particular, the work by Chen et al. [5] has presented
a FPGA implementation of the 2D Finite Difference Time
Domain method. Others have compared the performance of
FPGAs with GPU implementations [8,33], reporting FPGAs
to have better energy-delay products.
There are many different choices to be made when de-
signing an architecture for stencil computations that have
complex interplay. How to maximize compute-I/O ratio?
How to exchange data between the host and the accelera-
tor, especially when the accelerator is not large enough to
fit the entire data? How to control the area-performance
trade-off? How to distribute memory across banks to en-
able concurrent accesses? Existing approaches only address
a subset of these challenges for stencil architectures.
Furthermore, the goal of existing approaches is often hav-
ing the cheapest design that is “fast enough,” a choice that
makes sense in the context of embedded system design. For
FPGAs as on-chip accelerators, our goal is to maximize the
throughput of the given FPGA.
This paper presents a design methodology for stencil com-
putations using High-Level Synthesis that considers all of
these challenges. We borrow a well-known technique called
tiling as an important building block of our design. Tiling
is a reordering transformation, originally proposed for data
locality, that groups operations as “tiles.” In addition to
improving compute-I/O ratio through better locality, it ex-
poses coarser grained parallelism. Furthermore, the size of
these blocks of operations are tunable parameters called“tile
sizes”that give us convenient knobs to explore the trade-offs.
Specifically, our design employs:
• a coarse-grain data-path operator with configurable
amount of work,
• aggressive pipelining of the above operator to maxi-
mize throughput and frequency,
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• mapping of values to FIFOs for on-chip communication
with minimal control overhead, and
• partitioning of the problem such that each partition
fits the available memory on the accelerator.
This paper presents work-in-progress, explaining our strat-
egy in detail, and providing preliminary results with simple
examples that are semi-automatically generated.
The rest of the paper is organized as follows. We intro-
duce the necessary background in Section 2, and describe
our approach in Section 3. We present preliminary results
for simple examples in Section 4. We discuss related work
in Section 5 and conclude in Section 6.
2. BACKGROUND
In this section, we introduce stencil computations, tiling
and related loop transformations, and high-level synthesis.
2.1 Stencil Computations
We define the stencil computations in our work. We are
interested in a computation that updates a d-dimensional
rectilinear array of size N1× · · · ×Nd (d is typically 2 or 3).
Given the initial state of the array A0, the successive











where the functions fx(~i) = ~i + ~cx,~cx ∈ Zd, i.e., some con-
stant offset of ~i, and the function update defines arbitrary
operation to be performed using the input values of At. Note
that the update uses the state of the array from strictly the
previous iteration. There are more general definitions of
stencil computations, but we use the one defined above, as
it matches those used in prior work [9,29]. Our work can be
extended to more general stencils.
A0 is assumed to be an input, and 1 ≤ t ≤ T , where T
is the number of iterations, and is application dependent.
Simple image filters may only apply one iteration (T = 1),
but more complex filters are iteratively applied for larger
values of T and/or until convergence.
2.2 Tiling
Tiling is an important loop transformation for improving
data locality [22, 37]. The idea is to partition the computa-
tion domain into regular-shaped (e.g., hyper-parallelepipedic)
blocks, called tiles, so that the computation can be per-
formed by executing those tiles as “atomic” computations,
either sequentially or in parallel.
For example, the following loop nest can be readily split
into rectangular tiles of shape St×Si:
for (t = 1; t <= T; t++)
for (i = 1; i < N; i++)
A[t,i] = foo(A[t-1,i],
A[t-1,i-1]);
Listing 1: Original Loop
The result of the transformation is the following:
for (tt = 1; tt <= T; tt += St)
for (ii = 1; ii < N; ii += Si)
for (t = tt; t < min(T+1, tt+St); t++)
for (i=ii; i < min(N, ii+Si); i++)
A[t,i] = foo(A[t-1,i],
A[t-1,i-1]);
(a) Original iteration space
(b) Tiled iteration space (c) Tiled after skewing
Figure 1: Illustration of tiling for 1D Jacobi-style stencil.
Only a subset of the dependences are drawn to avoid clut-
ter. Figure 1b illustrates a possible tiling defined by two
families of hyper-planes. The tiling hyper-planes are cho-
sen such that there are no cyclic dependences among the
tiles. Figure 1c is an equivalent tiling applied to a trans-
formed iteration space such that the hyper-planes are along
the canonic axes.
The outermost two loops iterate over tile origins in lexico-
graphic order, while the inner loops visit all instances within
a tile. An obvious benefit is that intermediate results that
are only required by instances within the same tile are likely
to be in cache.
2.3 Loop Skewing
The previous example could be directly tiled because the
distance vectors [1, 0], [1, 1] are positive in each dimension,
ensuring no mutual dependences between tiles. This is not
the case in general. Take for example the 3-point Jacobi
stencil in Figure 1a. The distance vectors are:
[1, 1], [1, 0], [1,−1]
This stencil cannot be tiled with rectangular tiles because
adjacent tiles would be mutually dependent.
For such loops, we need to find non-rectangular tiles that
partitions the iteration space without mutual dependences
among tiles. This can be viewed as finding a set of hyper-
planes (called tiling hyper-planes) such that the dependences
do not cross the hyper-planes bi-directionally. Algorithms to
find such hyper-planes have been developed [3], and stencils
as defined in this paper are always tilable.
An alternative view to non-rectangular tiling is a pre-
processing transformation called skewing. The iteration space
can be transformed such that the hyper-planes along the
canonic axes become valid tiling hyper-planes. For our ex-
ample, applying the transformation (t, i → t, i + t) enables
rectangular tiling as illustrated in Figure 1c.
Another important application of loop skewing is to ex-
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tract parallelism. Recall the loop program in Listing 1. Its
distance vectors are [1, 0] and [0, 1]. Obviously, the inner
loop is not parallel, as each iteration depends on the previ-
ous one. Once again, the solution is to skew the domain so
that the inner loop carries no dependency. By applying the
following transformation: (t, i → t + i, i), the dependence
vectors become: [1, 0], [1, 1]. Each hyperplane of equation
t + i = d (in the original domain) hence represents a set of
independent computations.
2.4 High-Level Synthesis
High-Level Synthesis [10] is a collection of techniques that
produce hardware descriptions from higher level inputs, such
as C, MatLab, and/or other languages. The primary objec-
tive is to increase the productivity of hardware designers by
allowing (part of) the design to be written as algorithmic
specifications, instead of logical circuits. In this work, we
produce C programs that will be synthesized by the HLS
tools, such as Xilinx Vivado2 or Calypto Catapult3. Indeed,
much of the motivation for our design approach is the in-
creasing sophistication of these tools.
Current HLS tools are capable of synthesizing pipelined
datapaths from loops by using a form of modulo scheduling
(software pipelining). From a compiler writer’s perspective,
one may view FPGAs as VLIW processors with unlimited
number of functional units.
3. APPROACH
In this section, we explain our approach in detail using a
running example. The example we use is a simple Jacobi-
style stencil over 1D data, which corresponds to the following
loop nest:
for (t=1; t<=T; t++)




The above computation can also be expressed as the fol-
lowing equation (or single assignment code):
At[i] = update
(
At−1[i], At−1[i− 1], At−1[i+ 1]
)
;
Although 1D data stencils are rather contrived, 2D iter-
ation spaces are better suited for visualizing our approach.
We discuss the implications to our approach when higher
dimensional data grids are used at the end of this section.
3.1 High-Level Strategy
In terms of loop transformations, our approach can be
succinctly described as two-levels of tiling.
• The inner/smaller tiling separates the iteration space
into what we call micro-tiles. The computations in
(i.e., the unrolled graph of) these tiles are input to the
HLS tool, and it produces a deeply pipelined coarse
grain data-path operator capable of executing the body
of these tiles on the FPGA at a high throughput.
• The outer/larger tiling creates tiles of micro-tiles, which
we name macro-tiles. A macro-tile is a set of indepen-





represent a unit of computation that can fit on the
accelerator.
Each level of the hierarchical tiling targets different lev-
els of the memory hierarchy. For general purpose proces-
sors, it is used to target different levels of cache, TLBs, and
disks [4]. In our approach, micro-tiles target on-chip mem-
ory, and macro-tiles target off-chip memory.
In contrast to approaches that use large numbers of small
datapaths (or processing elements) to increase the through-
put, the primary parallelism in our design comes from the
pipelining of the datapath. Thus, we synthesize a single,
large, processing element that is deeply pipelined.
3.2 Micro Tiling
The purpose of micro-tiling is to increase the granularity
of the data-path. Most existing approaches and architec-
tures [5,19,25] use one iteration of the loop as the granular-
ity of computation, and pipeline across multiple iterations
of the innermost loop. This limits the maximum achievable
throughput, and we may want larger data-paths if we seek
more performance.
More importantly, applying tiling increases the ratio of
computations to I/O. With the tiled execution order, a sub-
set of the data array is updated for multiple time iterations
while the values are kept in registers. Using this temporal
reuse allows more computations to be performed per data
element fetched into registers. The ratio of communication
to computation is controlled by the sizes of the micro-tiles
sx, and the goal is to use a large enough tile to fully utilize
the available bandwidth.
Using the tiling visualized in Figure 1c, as an example, our
“data-path” is now the four instances of the stencil update in
a tile. There is some parallelism within a micro-tile, which
is left to the High-Level Synthesis tools. For our example,
the entire column within a micro-tile can be executed in
parallel, and the synthesized data-path will make use of this
parallelism.
Another important property of tiling is that there exists a
one-dimensional schedule among the tiles, i.e., there is d− 1
dimensional, wave-front parallelism. For our example in Fig-
ure 1c, each diagonal strip of the tile (such as the shaded
tiles) are independent of each other and can be executed in
parallel. However, we do not exploit all this parallelism at
the outer level. Because of the accelerator’s resource con-
straints, the entire memory footprint of a single wave-front
of micro-tiles is expected to be too large to fit on the acceler-
ator. We therefore partition the computation into multiple
“passes of micro-tile executions,” and execute these passes
sequentially on the accelerator. Similar strategies lead to
energy-efficient parallelization of stencils on CPUs [39] and
also on GPUs [32].
3.3 Macro Tiling
Within a pass, we define a macro-tile as the set of micro-
tiles in the parallel wave-front, as illustrated in Figure 2. To
simplify the control-flow, our design will be specialized for
“completely full” macro-tiles, where all instances within any
micro-tile in the macro-tile are valid iteration points. At
the boundaries where some of the tiles (be they micro- or
macro-) are empty or partial, we use the host processor to
perform the computation in software.
A macro-tile is defined by d+ 1 size parameters w0 . . . wd,
and the macro-tile volume, V is the number of micro-tiles
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(a) Macro Tiling (b) Three macro-tiles on one data-path
Figure 2: Figure 2a shows the iteration space where each
square corresponds to a micro-tile in Figure 1. The bold
red arrows show inter-tile dependences. Each such tile is
executed on a specialized, pipelined datapath generated by
the HLS tool. Because of the pipelining, multiple micro-
tiles need to be initiated on the datapath in successive clock
cycles, and the sequence of these micro-tiles constitute a
macro-tile, shown by different colors/shadings. Also note
that only full tiles are executed on the accelerator.
Figure 2b is an collection of three consecutive instances of
the macro-tile, where the micro-tiles are skewed to simplify
the visualization. There are dependences across the macro-
tiles where the values are communicated by on-chip storage
(registers and/or BRAMs). The arrows show the order in
which the micro-tiles are fed into the pipeline.
in a macro-tile, V =
∏
x wx. We use the convention that w0
is along the direction of the pass, and we will see later that
it can be assumed to be 1 without loss of generality. If the
pipeline depth of the datapath is δ, a necessary condition to
achieve a sustained throughput of one micro-tile per clock
cycle is V ≥ δ. If this condition is not met, some of the
values used by the next wave-front of the micro-tiles (i.e.,
next horizontal strip of micro-tiles in Figure 2b) may not
have exited the pipeline.
Within a macro-tile, the micro-tiles are executed follow-
ing the wave-fronts, and lexicographically within the wave-
fronts. Note that in higher dimensions, the parallel wave-
fronts are d dimensional families of hyper-planes, and hence
a macro-tile consists of a d dimensional “slice” of micro-tiles,
since w0 = 1.
3.4 Inter-Tile Communications
One of the important questions we need to address in our
design is the communications between the tiles (both micro,
and macro). Each tile depends on several preceding tiles,
and the values must be communicated. In this section, we
discuss the communication among the micro-tiles in detail.
The communication among the macro-tiles are essentially
the same as the micro-tiles, except that the communica-
tions across certain dimensions are performed using off-chip
memory instead of on-chip memory.
Figure 3 illustrate the communications for our running
example. The main requirement is that the incoming values
(a) Communication Pattern (b) Buffers
Figure 3: Figure 3a shows the communication pattern be-
tween micro-tiles for our running example for micro-tile size
4× 4. Because stencil computations only consist of uniform
dependences, only faces of a tile (of some constant thick-
ness) are communicated. The top-right two values are used
both by the tile to the immediate right and also by the tile
to the upper-right diagonal. (The parallel wave-front—the
pipelined tiles—is the diagonal in this figure.)
Figure 3b illustrates the buffers used for communication.
Note that the two values in the right most column of the in-
put buffer_i are copied to the output buffer_t. This is to
satisfy the diagonal dependences across micro-tiles, so that
all dependences are to the immediately previous wave-front
of micro-tiles.
must be all read simultaneously in a cycle so that a micro-
tile can enter the pipeline each cycle. Thus, 12 incoming
values must be stored in a separate bank (or FIFO), and be
all read into registers at the first stage of the pipeline.
Although the problem shares some similarities with exist-
ing work on bank mapping [7,9,36], we also require that all
reads/writes by different micro-tiles, concurrently executed
in the pipelined data-path, to not conflict with each other.
This can be achieved by ensuring that the read and the write
of a value is separated by a constant distance, and that the
distance is larger than the pipeline depth. In another words,
we want a FIFO for each incoming values (thus 12 FIFOs
for our example).
One source of complication are values that are used by
multiple later tiles. In our running example, the upper-
right values are used both by the right and the upper-right
tile. Having two tiles reading a write obviously violates the
concept of FIFO.
3.4.1 Mapping Values to Buffers
We have developed a systematic approach to map pro-
duced values to FIFOs, or buffers, such that efficient com-
munications across tiles are achieved. The proposed ap-
proach utilizes ideas from a technique for memory alloca-
tion [38] targeting distributed memory architectures, which
has strong links to communications across tiles, called canonic
multi projection. The key ideas are to:
• Store values into multiple buffers, each of them being a
canonic projection of the iteration space. This avoids
complicated access patterns to the buffers, simplifying
the control.
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• Some of the values are redundantly stored, and are
appropriately copied from one buffer to another. This
can be viewed as breaking diagonal dependences across
tiles into a composition of dependences along canonical
axes.
For an n-dimensional iteration space, we store the values
into n separate buffers, where each element of these buffers
becomes a FIFO. The buffers (Bx) are represented as a com-
bination of a projection px, and a thickness factor τx. The
projection px is the projection along the x-th dimension, and
the thickness is computed based on the dependences: the
magnitude of the largest dependence vector in that dimen-
sion. In addition, the projection is applied to an expanded
region of the tiles to account for values produced by itera-
tions of another tile, but used in the current tile. The way
that a tile is expanded is different for each projection, and
the manner in which the thickness and expansion factors are
computed is presented in Algorithm 1. The reads from the
resulting buffer are the lexicographically minimum values of
the expanded tile, and the writes are the lexicographically
maximum values.
Input:
Ix : set of dependences to carried by dimension x as
distance vectors
δx−1 : expansion factor of the previous dimension (0
vector when x = 0)
Output:
δx : expansion factor for px
τx : thickness factor for px
begin
δx = δx−1
// No expansion in the outer dimensions
δxx−1 = 0
foreach v ∈ Ix do




Algorithm 1: Find expansion and thickness factor for px.
Note that for Jacobi stencils, all dependences are carried by
the outermost dimension. Thus the foreach loop is only
active for the first dimension. However, for Gauss-Seidel
patterns, the loop may also be active in inner dimensions.
For our running example, the set of distance vectors are
[1, 0], [1, 1], and [1, 2]. We have two dimensions to project
and the algorithms gives the following:
• δt = [1, 2], τ t = 1
• δi = [0, 2], τ i = 2
The buffer Bt is computed by the projection along t, pt,
with expansion factor [1, 2] and thickness of 1. This means
that we take the 4 × 4 tile, expand in the lexicographically
negative direction by [1, 2], and then take the resulting pro-
jection along the t axis.4 Since the thickness is 1, we obtain
the 1× 6 line as the Bt.
4Note that expanding along the projected dimension does
not affect the size of the buffer, but is relevant to which
values the incoming buffers correspond to.
Similarly for Bi, we expand by [0, 2], and then take the
projection along i. With thickness factor 2, we obtain the
4× 2 strip as the Bi.
3.4.2 Propagating Values Across Buffers
Now the values are mapped to buffers, we discuss the prop-
agation of values across buffers. The propagation is rather
straightforward; when an input buffer and an output buffer
overlap, the values are copied from the input to the output.
One important property is that the propagation is always
from a buffer Bx
′
to another buffer Bx where x < x′ (i.e.,
from an inner dimension buffer to an outer dimension one).
Observe that in Algorithm 1, for each projection, the ex-
pansion factors for the outer dimensions are set to 0, and
that the thickness is equal to the expansion factor. This
means that all input buffers are isolated from other input
buffers, and hence they do not overlap. In other words, an
input buffer Bx corresponds to the values at the expanded
region along x. Thus, for another buffer Bx
′
, where x < x′,
the tile is not extended along the x dimension, and thus it
is not possible to overlap. Using the same argument, in-
put buffers from projections in inner dimensions can overlap
with output buffers in outer dimensions, which is the prop-
erty stated above.
One exception to the above is when the micro-tile sizes
are so small such that the dependences crosses multiple tiles.
For our example in Figure 3, using si = 1 would cause the
long dependence to “skip over” a tile. In such cases, copies
may happen between input and output buffer based on the
same projection. In the example, values from buffer_i may
remain in buffer_i at output (although moved to another
element).
3.5 Handling Higher Dimensional Data
Our design is applicable to computations over higher di-
mensional data. Recall that we used 1D data stencil to sim-
plify the visualization. Although some dynamic program-
ming algorithms, such as Smith-Waterman, can be viewed
as stencil computations with 2D iteration space, most stencil
applications operate over higher dimensional data.
The most complicated part of our design is the commu-
nication between tiles, which has been presented for arbi-
trary dimensions in the above discussion. For stencils over
d dimensional data, each buffer is a d dimensional facet of
constant thickness. Values produced by a tile may take at
most d “hops” from the buffer corresponding to the inner-
most dimension to the outermost. Assuming that the tile
sizes are large enough so that tiles only depend on imme-
diate neighboring tiles (including diagonal neighbors), the
longest dependence (diagonal in all directions) is apart by d
in the parallel wave-fronts, and thus d hops is exactly what
is needed.
One important remark is that for a stencil over d dimen-
sional data (d+ 1 dimensional iteration space), the parallel
wave-front spans a d dimensional space. Thus, for higher
dimensional stencils, the macro-tile sizes need to be large
enough so that there are enough micro-tiles in the d dimen-
sional hyper-plane to fill the pipeline.
3.6 Selecting Tile Sizes
Our design have two sets of configurable parameters, the
micro-tile sizes sx, and the macro-tile sizes wx. The best tile
sizes depend on many factors, including the desired perfor-
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mance, size of the FPGA, size of the iteration space, stencil
patterns, and so on.
In this paper, we do not address the problem of finding the
best tile sizes. However, changing the tile size for different
dimensions have different implications on performance, and
area requirements. In this section, we discuss these effects,
as well as constraints on the tile sizes posed by our design.
3.6.1 Macro Tile Shape
Before we discuss the tile sizes, we first explain a sub-
tlety related to the choice of tiling hyper-planes for macro-
tiles. After tiling for micro-tiles, we apply the second level of
tiling, and the tiling hyper-planes are chosen such that the
subset of them correspond to the parallel wave-front. For in-
stance, for our example in Figure 2a, the tiling hyper-planes
are i and t+i, where t+i is the parallel wave-front. This can
also be viewed as skewing the micro-tiles by (t, i→ t, i+ t)
such that the horizontal dimension becomes parallel (as in
Figure 2b). This ensures that the amount of parallelism is
constant at all phases of the macro-tile.
It is also possible to use the hyper-planes t and t+ i, i.e.,
skew by (t, i → t + i, i), in our example, which makes the
vertical dimension parallel. In general, d − 1 dimensions of
the macro-tile correspond to the parallel dimensions, and
the remaining dimension is for the wave-front time. Let
us denote the wave-front time dimension as time and the
parallel dimensions as p1, · · · , pd.
The choice of the hyper-planes determine which buffers
are communicated on-chip. The buffer Btime is the buffer
that will remain on-chip across macro-tiles, except at the
iteration space boundaries. All other buffers are communi-
cated off-chip at the boundaries of each macro-tile. Thus,
we want to select the hyper-planes such that the wave-front
time crosses the dimension with most communication vol-
ume. One approximation, ignoring the micro-tile sizes, is to
select the dimension with the largest thickness factor.
3.6.2 Macro Tile Sizes
One important constraint on the macro-tile sizes is that
the number of tiles in a wave-front must be at least equal to
the pipeline depth of the micro-tiles. Otherwise, the micro-
tiles in the next wave-front cannot start immediately, caus-
ing the micro-tile data-path to be under-utilized.
The number of tiles in the wave-front is wp1 × · · · × wpd.
This implies that increasing the macro-tile size in the time
dimension does not help in satisfying the depth constraint.
The macro-tile size in the time dimension does not have
significant influence to the throughput of our design. Ex-
tending the tile size in time increases the amount of off-chip
memory access per macro-tile, but the compute-I/O ratio
remains the same. If the off-chip memory access can be
streamed, then the macro-tiling for this dimension is not nec-
essary. This is why we claimed that the w0 (which is wtime)
can be set to 1 without loss of generality in Section 3.3. Our
example in Figure 2 has the macro-tile size in the vertical
dimension (wi) set to one for the same reason.
However, the tile size in the time dimension can be inter-
preted as the granularity of synchronization. When there
are other tasks running concurrently on the host that re-
quires synchronization, and/or when off-chip accesses is not
streamed, the tile size in the time dimension can be used to
control the frequency of synchronization.
Increasing the other tile sizes in the wave-front parallel
dimensions increases the amount of computation per micro-
tile without increasing I/O requirements. Thus, we would
like to maximize the macro-tiles in these dimensions, up to
the limitations by resource (on-chip memory) and the prob-
lem size (having macro-tiles to be too large creates many
partial tiles to be executed on the host).
3.6.3 Micro Tile Sizes
In this paper, we primarily treat Jacobi-style stencils that
have d dimensional parallelism over the data grids. There-
fore, increasing the micro-tile size in these dimensions in-
crease the parallelism within a micro-tile. Although the
low-level details of the design is left to the architecture, we
can expect the pipeline depth to be only proportional to the
diameter of the dependency graph of a micro-tile, i.e., the
micro-tile size along the wave-front time.
Increasing the tile sizes in all dimensions improves local-
ity. In the parallel dimensions, spatial locality is improved,
where the time dimension improves temporal locality. In
stencil computations, values are typically reused in all di-
mension, and hence we would like to increase the tile sizes
in all directions as well.
For instance, if we consider our example in Figure 3a,
having a thin vertical tile of 1×8 creates a tile that performs
8 updates with total of 9 inputs. Tiling with a rectangular
tile of 2× 4 creates a tile with the same amount of updates,
but only uses 8 inputs.
In general, inputs to a micro-tile is O(nd) where the com-
putation is O(nd+1). Thus, increasing the tile sizes will im-
prove the ratio of computation to I/O. The best tile size de-
pends on the characteristic of the stencil. For example, the
thickness of the buffers in each dimensions, which is com-
puted based on the dependences, influence the additional
inputs required by extending the tile in each dimension.
4. STATUS AND PRELIMINARY RESULTS
We now present the current state of our tools and some
preliminary results. Our target platform is a programmable
System on Chip, which is a combination of general purpose
processors and FPGAs. The Xilinx Zynq is an example of
such an architecture currently available.
The full flow that we envision is as follows:
1. We take as an input the stencil specification in C or
possibly other languages.
2. We use polyhedral techniques to analyze the depen-
dences and to find the tiling hyper-planes.
3. We employ the algorithm presented in this paper to
generate the necessary communications. Skewing of
the micro-tiles for parallel execution does not even re-
quire polyhedral machinery [18,23].
4. We are working on automating the generation of the
host code to compute boundary tiles, and to manage
the off-chip communications.
At the time of writing we do not have a fully automated
flow. In this section, we present preliminary results focused
on the programmable logic of our target platform. We have
developed a simple code generator to generate the declara-
tions of buffers and the communication. This code was man-
ually integrated into a larger piece of code that has auxiliary
functions that define interfaces to off-chip communications.
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We generated the accelerator codes for 1D, 3-point, stencil
and for 2D, 5-point, stencil where the update function sim-
ply takes the average of the input values. We used Vivado
HLS 2014.4 to synthesize and to perform place and route for
the Zynq-7000.5
4.1 Metrics for Evaluation
Since our design is not fully integrated with the software
code that will be executing the partial tiles, we use two
metrics computed from the tile sizes, number of operations
per update, and the achieved frequency. These metrics are
defined for the steady-state, i.e., when a sequence of macro-
tiles are sweeping the interior region of the iteration space.
The first metric is the throughput captured as the num-
ber of Giga OPerations per second (GOP/s). Since we use
floating-point arithmetic in this paper, this directly trans-
lates to GFLOP/s. At stead-state, a micro-tile is initiated
every cycle. Thus, the number of operations performed per
cycle is the product of the micro-tile volume, and the num-
ber of operations per stencil update (#OPs = 4 for 1D and




si × [#OPs]× [frequency(MHz)]× 10−6
The other metric we use is the off-chip bandwidth required
during the steady-state execution. This is the bandwidth
required to keep feeding a micro-tile each cycle, once the
sweep has started. This does not capture the bandwidth
requirement for the full execution, since at the steady-sate,
some of the values are already in memory from the previous
macro-tile, allowing for reuse.
We recall Figure 2a to illustrate an example. After exe-
cuting a macro-tile depicted as a parallelogram in the fig-
ure, starting the next macro-tile (wave-front of micro-tiles
directly above) only require one face of the micro-tile at
the left boundary. This ignores the additional off-chip ac-
cesses required to transfer the inputs to the macro-tile at
the boundary.
Each macro-tile needs d faces of inputs to start in the
steady-state. The face that is communicated on-chip from
the previous macro-tile depends on the skewing used at the
macro-tile level. Let us assume that the first dimension is
the dimension that corresponds to the time as defined in
Section 3.6.1, which is the dimension that stays on-chip.
Then the macro-tile faces MacroFace1 through MacroFaced
are the faces that needs to be read from off-chip. We assume
that the latency is hidden by a form of double buffering (or
streaming.) Thus, we need enough bandwidth to support
transferring the inputs needed for a macro-tile, while exe-
cuting another macro-tile. Since a micro-tile is fed to the
pipeline each cycle, we would like to have the next macro-
tile ready after V cycles where V is the number of micro-tiles
in a macro-tile. Thus, the per-cycle bandwidth requirement
is the sum of macro-faces read from off-chip, divided by the
number of micro-tiles in a macro-tile. This gives us the









5XC7Z100-FFG900-1, largest Zynq available (the complete
board is around $1000.)
We ignore the output bandwidth, since the volume of data
transferred is the same as the input, and the interconnect in
our target platform supports fully asymmetric transfers.
The micro-tile faces for 1D Jacobi are:
• MicroFace0 = s1 + 2
• MicroFace1 = s2 × 2
and those for 2D Jacobi are:
• MicroFace0 = (s1 + 2)× (s2 + 2)
• MicroFace1 = s0 × 2× (s2 + 2)
• MicroFace2 = s0 × s1 × 2
The macro-tile faces are the size of the corresponding plane
multiplied by the size of the micro-tile face. For example,
MacroFace0 = w1 × w2 × MicroFace0 for the 2D case.
As we mentioned in Section 3.6.2, the value of w0 does
not influence the compute-I/O ratio. Note that increases in
inputs values with larger w0 are cancelled
6 by the division
by the macro-tile volume.
4.2 Preliminary Results
The above metrics applied to our design are summarized
in Table 1.
As expected, increasing the micro-tile sizes gives higher
throughput. Although larger micro-tiles decrease the achiev-
able frequency, the increased granularity provide much higher
throughput. We think this frequency drop is mostly due to
the actual implementation and not to the architecture; thus,
we expect it to be less important in the future implementa-
tion. Even with this degradation, the 2D case with 43 tile
size performs 8 times more iterations per cycle compared to
the one with 23 tiling, but is only 33% slower.
On Zynq architectures, the main memory can be accessed
at the rate of 3.8 GB/s. Note that the bandwidth require-
ment shown in the table is the upper bound using the small-
est possible macro-tile sizes. Since only a small fraction of
the BRAMs are used, it is possible to increase the macro-tile
sizes to reduce the bandwidth requirement, with negligible
cost to other resources. Moreover, other platforms and next-
generation FPGA SoCs support much higher bandwidth.
We believe that the result we present here is promising,
but is still too preliminary to directly compare with other
designs. We are working on fully integrating the accelerator
to the host, so that we have a more complete picture of the
performance that include the computation of the tiles at the
boundaries on the host.
4.3 Implications of Our Design
As we have discussed in Section 3.6.2 there are many fac-
tors that influence the efficiency of our design. In this sec-
tion, we discuss some of the factors that have strong influ-
ences on our design.
We have used floating-point arithmetic in this paper. This
is a more challenging case for FPGAs, and fixed-point im-
plementations are likely to deliver more performance. We
do not present a full design space exploration in this paper.
If fixed-point arithmetic can be used or not depends on the
application and its intended use case. We are likely to get
higher throughput with fixed-point, since it has much lower
6All MacroFacei, i > 0 includes a multiplication by w0.
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Table 1: Evaluation with the metrics described in Section 4.1 for the synthesis results of our design for 1D and 2D Jacobi
stencils on Zynq-7000. Increasing the wave-front size will proportionally decrease the bandwidth requirement with negligible
cost until the capacity of the BRAM is reached. When the number of micro-tiles in a wave-front exceeds the BRAM capacity




















2 × 2 1 × 62 61 210 2001( 2%)/ 4( 0%)/ 40( 1%) 354 3.4 0.055
2 × 4 1 × 62 61 180 3483( 5%)/ 5( 0%)/ 80( 3%) 428 5.8 0.047
4 × 2 1 × 118 117 180 6820( 9%)/ 6( 0%)/ 80( 3%) 703 5.8 0.049
4 × 4 1 × 118 117 180 6050( 8%)/ 7( 0%)/160( 7%) 843 11.5 0.049
8 × 8 1 × 230 229 110 24258(34%)/ 13( 1%)/640(31%) 2005 28.2 0.031
2 × 2 × 2 1 × 11 × 10 100 150 9175(13%)/ 16( 2%)/112( 5%) 1055 7.2 1.4
3 × 3 × 3 1 × 13 × 12 148 125 15206(21%)/ 32( 4%)/378(18%) 2664 20.3 1.9
4 × 4 × 4 1 × 15 × 14 196 100 31169(44%)/ 52( 6%)/896(44%) 12308 38.4 2.2
cost in terms of hardware resources compared to floating-
points. However, we are also likely to used less than 32
bits to encode the values (otherwise, fixed-point arithmetic
itself is not beneficial,) which also influences the compute-
I/O ratio. We will be exploring these trade-offs in the future.
Our design also constraints the problem sizes that are
likely to be beneficial. For example, the 1D case with the
largest micro-tile size assumes 230 instances of 8× 8 micro-
tiles in the wave-front, i.e., 230 independent instances of
8×8 micro-tiles. This requires the problem size to be at lest
1840× 1840—even more due to skewing and partial tiles.
The evaluation in this paper assumes large enough prob-
lem sizes so that the large numbers of such macro-tiles can
be executed. The applicability of our technique does depend
on the problem sizes expected for specific use cases.
Although the 1D case may look over-constraining, this is
due to the limited parallelism in 1D date stencils. For Jacobi
2D, the pipeline depth wit the largest micro-tile (4× 4× 4)
is 196. Since we need a 2D plane of micro-tiles to keep
the pipeline busy for 196 cycles, a possible macro-tile size is
1×15×14. Since we are looking at a two-dimensional plane
of tiles, there are smaller implications on each dimension.
We cannot fully characterize the specific instances of sten-
cil applications where our technique is applicable without a
full implementation. We do not expect our design to be ef-
ficient for image processing filters that perform little or no
iterations over the given image.
5. RELATED WORK
In this section, we discuss three bodies of related work:
(i) tiling in compilers, (ii) loop transformations for HLS,
and (iii) stencil computations on FPGAs.
5.1 Tiling in Compilers
Tiling is a classical loop transformation used in various
contexts [22,37]. Since maximizing the parallelism in a pro-
gram often does not equal to best performance, tiling is also
used for extracting coarse-grained parallelism. The state-of-
the-art automatic parallelizers (e.g., [3]) also use tiling based
parallelization as its core strategy.
Tiling has been known to be one of the most important
optimizations for many classes of programs, including stencil
computations. Due to the importance of stencil computa-
tions, and its regular dependence pattern, there are different
variations of tiling than the one used in this work [16, 24].
One of the main issues addressed in these work is the prob-
lem of load imbalance. Parallelization of standard tiling
combined with loop skewing have different degrees of par-
allelism at each parallel wave-front (which is visible in Fig-
ure 2a). Allowing concurrent start by more complex tiling
and/or by performing redundant computations is one of the
main goals of the other variants.
Another body of work around stencil computations have
developed domain specific languages and compilers special-
ized for stencils [6,21,35]. These work also employ variations
of tiling combined with additional optimizations.
At the high-level, parallelism we use is identical to those
utilized by automatic parallelizers based on tiling. However,
targeting FPGAs poses different challenges at the lower lev-
els, such as pipelining and on-chip communications through
FIFOs.
We have not explored other variations of tiling in this
work. We expect the general strategy of tiles as a coarse-
grained, pipelined, operator to hold for other shapes of tiling.
The communications across tiles must be revisited for more
complex shapes of tiling.
5.2 Loop Transformations for HLS
Recently, with the increased maturity of HLS tools, source-
to-source transformations for HLS is gaining interest. In
particular, a number of transformations based on polyhe-
dral techniques have been proposed [1, 2, 7, 9, 13,28,31,36].
The work by Alias et al. [1, 2], PolyOpt/HLS by Pouchet
et al. [31], and the DEFACTO [13] tool use tiling to manage
off-chip memory accesses. Tiling is used to partition the
computation so that each block of computation fits the on-
chip memory. The key difference to our work is that we use
hierarchical tiling, and pipeline the micro-tiles. To the best
of our knowledge these tools do not consider making a larger
“operator” through tiling to be later pipelined, which is the
primary purpose of our micro-tiles.
Work on memory bank mapping have some similarities
to the buffer mapping in our work [7, 36]. These work find
mapping from array elements to memory banks to enable
concurrent access to the values required by an iteration of
the innermost parallel loop. This allows iterations of the
innermost loop to be pipelined with no delays between iter-
ations.
Although the objective—concurrent access to allow the
pipeline to be fed every cycle—is the same, we address the
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problem at the tile level instead of individual iterations. Our
mapping cannot be described as affine projections [36] or
lattices [7]. Moreover, the redundant storage through multi-
projection is essential to view the buffers as FIFO, which
simplifies control.
5.3 Stencil Computations on FPGAs
There have been several ad-hoc implementations of FPGA
hardware accelerators targeting stencil-like algorithms, such
as optical flow estimation [25] and/or FDTD [5, 19]. All
these approaches focused on exposing parallelism within the
innermost loop, while exploiting data reuse within a sten-
cil sweep through pipeline. None of these earlier attempts
did try to take advantage of data reuse along the time di-
mension, although several work acknowledge that off-chip
memory traffic ends up being the main performance bottle-
neck when the whole data-set does not fit in FPGA on-chip
memory.
Some of the FPGA implementations do perform a form
of tiling [15, 29], although they do not use the name tiling.
These work use a variant of tiling (known as overlapped
tiling [24]) that redundantly computes the boundaries of the
tiles to avoid frequent communications with the neighboring
tiles. However, overlapped tiling over 2D data significantly
increases both the amount of redundant computation and
extra I/O.
Luzhou et al. [26] also use a form of tiling to implement
stencil computations on FPGA. However, the tiling applied
in this work is only for the spatial dimensions. Their ap-
proach is only applicable when the problem size is small and
fits on-chip memory.
There is also another body of work that focus on a differ-
ent class of stencil applications where the number of time
iterations are small [9,20,33]. Many image processing appli-
cations only make one pass over the image, but multiple of
these filters may be composed to form an image processing
pipeline. Our work is not directly applicable to this type
of stencils, because our design relies on the temporal reuse
present in time-iterated stencils to manage off-chip accesses.
5.4 Systolic Architectures
It is also important to note that tiling is not new to hard-
ware design. Earlier work on systolic architectures dealt
with similar problems of partitioning the iteration space
since it is not realistic to have systolic cells (processing el-
ements) for each iteration point. The macro-tiling in our
work, resembles the Locally Parallel Globally Sequential par-
titioning [27,30].
The use of hierarchical tiling/partitioning has also been
proposed in the context of custom hardware accelerators.
Eckhardt and Merker [14] proposed a two-level partitioning,
called co-partitioning, to efficiently support multiple levels of
memory hierarchy when synthesizing systolic arrays. Similar
approach was used in the PICO NPA tool [11, 34] to limit
the on-chip memory usage.
Tiling/partitioning has also been used as a mean to en-
able aggressive datapath pipelining. For example, in systolic
arrays, Derrien et al. [12] have shown that the combined
use of LSGP (Locally Sequential Globally Parallel) parti-
tioning and fine grain gate-level retiming could significantly
improve the datapath throughput using pipelining. Alias et
al. [2] proposed a similar approach in the context of High-
Level-Synthesis, where they choose the tile sizes to match
the latency of a datapath built out of heavily pipelined op-
erators.
Our work draws ideas from many earlier work in this do-
main. We use the macro-tiles to manage bandwidth us-
age, and aggressively pipeline the micro-tiles for through-
put. Our micro-tiles may be viewed as a FloPoCo operator
used in the work by Alias et al. [2] that have configurable
size parameters (micro-tile sizes.)
In contrast to the earlier systolic architectures, we pipeline
the micro-tiles to increase the compute power. The approach
in PICO [11, 34] uses n − 1 dimensional grid of processors
(given n dimensional iteration space) to parallelize a tile
where a physical Processing Element computes one loop iter-
ation. If more throughput is desired, the number of physical
PEs are increased.
Our work may be casted to the PICO framework as fol-
lows. We first tile the input loop nest to create micro-tiles.
These micro-tiles are then fully unrolled to form a “single”
loop iteration that will lead to a much larger PE, and we
always use a single PE. Since we only have a single PE, map-
ping to the virtual PEs is simple; we use the parallel wave-
front of the micro-tiles. However, we skew the micro-tiles
before applying the outer level of tiling so that the parallel
wave-front is along the tiling hyper-planes. Increase in par-
allelism comes in two forms through the increase in micro-
tile sizes: (i) the parallelism within the micro-tile, and (ii)
the depth of the pipeline. In other words, we are exploring
a different design space where we synthesize a single data-
path with high degrees of parallelism, where other work use
a number of smaller PEs with a lower degree of parallelism
in each PE.
6. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a design methodology
for stencil computations, targeting programmable hardware.
Our strategy has its roots in the automatic synthesis of sys-
tolic architectures, which can be viewed as one of the earlier
work on High-Level Synthesis.
There have been much recent work on synthesizing effi-
cient architectures for stencil computations using HLS. These
work only address some partial picture of the problem, and
are lacking connections to the long history of developments
in the compiler community on stencil computations. This
work attempts to provide a solution that incorporates tech-
niques from systolic architectures, loop transformations, and
HLS to achieve a scalable and customizable design template
for stencil computations.
We are currently in the process of developing an auto-
mated design flow that will generate codes for both the pro-
cessing system and programmable logic. This paper mostly
presents our current status on programmable logic side.
The stencil computations targeted in this paper exhibit
local communications by nature. However, localization of
communications was extensively studied during the days of
systolic architectures. Locality of communication is an es-
sential property in distributed computing in general, not
limited to hardware accelerators. We believe that our work
can also be generalized beyond stencil computations to han-
dle more complex dependences.
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