Abstract-A Kiefer-Wolfowitz or simultaneous perturbation algorithm that uses either one-sided or two-sided randomized differences and truncations at randomly varying bounds is given in this paper. At each iteration of the algorithm only two observations are required in contrast to 2`observations, where`is the dimension, in the classical algorithm. The algorithm given here is shown to be convergent under only some mild conditions. A rate of convergence and an asymptotic normality of the algorithm are also established.
I. INTRODUCTION

A
Kiefer-Wolfowitz (KW) algorithm [8] is used to find the extrema of an unknown function : which may be observed with some additive noise. If the gradient of can be observed, then the problem can be solved by a Robbins-Monro (RM) algorithm. . If is large, for example, the optimization of weights in a neural network, then this KW algorithm can be rather slow.
To reduce the number of measurements that are required, a random difference method can be used. There is a fairly long history of random search or approximation ideas in stochastic approximation (e.g., Fabian [7] ). Koronacki [10] introduced a random version of the KW algorithm using a sequence of random unit vectors that are independent and uniformly distributed on the unit sphere or unit cube, and he gave sufficient conditions for the convergence of the algorithm. Koronacki [10] , [11] noted that the random direction methods have a better reduction of bias effects caused by the use of finite differences for the derivatives than the nonrandom direction methods and that these methods reduce the required number of observations or measurements. Spall [14] reintroduced a random direction version of the KW algorithm and called it a simultaneous perturbation stochastic approximation (SPSA) algorithm. Using the ordinary differential equation (ODE) method [12] Spall showed the convergence and the asymptotic normality of this modified KW or simultaneous perturbation algorithm though the conditions that he required are restrictive. Initially Spall's KW or simultaneous perturbation algorithm and the conditions that he uses are described. Let , , be a sequence of mutually independent and identically distributed random variables with zero mean. Let be given by (2) At each iteration, two measurements are taken:
Then the vector symmetric difference (5) where (6) is used as an estimate for . The KW or simultaneous perturbation algorithm is formed as follows: (7) In this form the algorithm seeks the maximum of . The minimum of is found by replacing by . [14] , but this sequence can be arbitrarily chosen by the user of the algorithm so these conditions should not be considered as restrictions.
In this paper, both a one-sided randomized difference and a two-sided randomized difference are used, that is, (8) (8 ) and are used to estimate where
, , and are given by (3), (4), and (6), respectively. The two-sided algorithm is described by (7) and the onesided algorithm is described by (7) with (8 ) replaced by (8) . By a modification of the algorithm (7) and the use of a direct approach to verifying convergence, the conditions A2), A3), A5), and A6) are eliminated, A4) and A7) are relaxed, and A1) is weakened to one that provides not only a sufficient but also a necessary condition for convergence. This result is given in Theorem 1. In Theorem 2 the observation noise is modified to one with only bounded second moments that is independent of , IN . A convergence rate and an asymptotic normality of the algorithm are given in Theorems 3 and 4, respectively. (12 ) Equations (10), (10 ), (11), (11 ), (12), and (12 ) represent some abuse of notation. Equations (10)- (12) are used for the one-sided algorithm and (10 ), (11 ), and (12 ) are used for the two-sided algorithm. In the subsequent description the meaning of is determined by whether the one-sided or the two-sided algorithm is used. Choose and fix it. Define the following KW algorithm with randomly varying truncations and randomized differences: is the unique minimum of , then in (13) and (14) should be replaced by .
The main result of this section is the following theorem that gives necessary and sufficient conditions for the convergence of the algorithm (13 
for . Equations (58)- (60) give the required decomposition (16)-(18). The equations (16)- (18) can be verified for the one-sided algorithm in a similar fashion.
Assuming an independence condition the following theorem gives a large family of noise processes that satisfy (16) 
and is given in 4).
Proof: Since it follows that , and by Theorem 3 (69) and after a finite number of iterations of (13) Since , IN is independent of , IN it follows by a standard method [5] , [8] , which is sketched in the Appendix, that where is .
IV. A NUMERICAL EXAMPLE
An elementary numerical example is given of the onesided algorithm (10), (13) . Let , which has a unique maximum at . The random variable is uniformly distributed on [ 1, 0.5] [0. 
V. CONCLUSION
The classical Kiefer-Wolfowitz algorithm has been modified in two ways: 1) the one-sided and the two-sided randomized differences are used instead of the two-sided deterministic differences and 2) the estimates are truncated at randomly varying bounds. For the convergence analysis, a direct method is used rather than the classical probabilistic method or the ODE method. By the algorithm modifications 1) and 2) and a different approach to algorithm analysis, the following algorithm improvements have been made: 1) some restrictive conditions on the function or some boundedness assumptions on the estimates have been removed; 2) some restrictive conditions on the noise process have been removed; and 3) the number of required observations at each iteration have been reduced. If the function has many extrema then the algorithm may become stuck at a local extremum. To obtain the almost sure convergence to global extrema, some methods that combine search and stochastic approximation are needed, but it seems that there is a lack of a complete theory for this approach. (13) and is given by (71).
APPENDIX
The proof of this theorem is given in [4] . A sketch of the proof that is given. Let , . Then a.s.
Therefore, it suffices to show that By using the Central Limit theorem for random vectors with two indices in [13] , it is straightforward to verify that all of the conditions required for are satisfied. Hence
It now remains to show that in probability.
Write as By (71) the first term on the right-hand side of tends to zero a.s., while the second term tends to zero in probability since the expectation of its norm converges to zero as . The last term in the expression of equals
Taking expectation of the norm of each term and noting that , , and , it is concluded that both terms converge to zero in probability. Therefore, in probability as .
