This paper presents a method of improving the quality of subcategorization frames (SCFs) acquired from corpora in order to augment a lexicon of a lexicalized grammar. We first estimate a confidence value that a word can have each SCF, and create an SCF confidence-value vector for each word. Since the SCF confidence vectors obtained from the lexicon of the target grammar involve co-occurrence tendency among SCFs for words, we can improve the quality of the acquired SCFs by clustering vectors obtained from the acquired SCF lexicon and the lexicon of the target grammar. We apply our method to SCFs acquired from corpora by using a subset of the SCF lexicon of the XTAG English grammar. A comparison between the resulting SCF lexicon and the rest of the lexicon of the XTAG English grammar reveals that we can achieve higher precision and recall compared to naive frequency cut-off.
Introduction
Recently, a variety of methods have been proposed for automatic acquisition of subcategorization frames (SCFs) from corpora (Brent, 1993; Manning, 1993; Briscoe and Carroll, 1997; Sarkar and Zeman, 2000; Korhonen, 2002) . Although these research efforts aimed at enhancing lexicon resources, there has been little work on evaluating the impact of acquired SCFs on grammar coverage using large-scale lexicalized grammars with the exception of (Carroll and Fang, 2004) .
The problem when we combine acquired SCFs with existing lexicalized grammars is lower quality of the acquired SCFs, since they are acquired in an unsupervised manner, rather than being manually coded. If we attempt to compensate for the lack of recall by being less strict in filtering out less likely SCFs, then we will end up with a larger number of lexical entries. This is fatal for parsing with lexicalized grammars, because empirical parsing efficiency and syntactic ambiguity of lexicalized grammars are known to be proportional to the number of lexical entries used in parsing . We therefore need some method to improve the quality of the acquired SCFs.
Schulte im Walde and Brew (2002) and Korhonen (2003) employed clustering of verb SCF (probability) distributions to induce verb semantic classes. Their studies are based on the assumption that verb SCF distributions are closely related to verb semantic classes. Conversely, if we could induce word classes whose element words have the same set of SCFs, we can eliminate SCFs acquired in error from the corpora and predict plausible SCFs unseen in the corpora. This kind of generalization would be useful to improve the quality of the acquired SCFs.
In this paper, we present a method of generalizing SCFs acquired from corpora in order to augment a lexicon of a lexicalized grammar. For words in the acquired SCF lexicon and the lexicon of the target lexicalized grammar, we first estimate a confidence value that a word can have each SCF. We next perform clustering of SCF confidence-value vectors in order to make use of cooccurrence tendency among SCFs for words in the lexicon of the target lexicalized grammar. Since each centroid value of the obtained clusters indicate whether the words in that class have each SCF, we eliminate implausible SCFs and add unobserved but possible SCFs according to that value. In other words, we can generalize the acquired SCFs by the reliable lexicon of the target lexicalized grammar.
We applied our method to SCFs acquired from mobile phone news groups corpus by a method described in (Carroll and Fang, 2004) , in order to generalize the acquired SCFs by using a training portion of the SCF lexicon of the XTAG English grammar (XTAG Research Group, 2001) , a large-scale Lexicalized Tree Adjoining Grammar (LTAG) (Schabes et al., 1988) . We evaluated the resulting SCF lexicon by comparing it to the rest of 
Background

Acquisition of SCFs for Lexicalized Grammars
We start by acquiring SCFs for a lexicalized grammar from corpora by the method described in (Carroll and Fang, 2004) .
In their study, they first acquire fine-grained SCFs by the method proposed by (Briscoe and Carroll, 1997; Korhonen, 2002) . Figure 1 shows an example of one acquired SCF entry for a verb "ftp." Each acquired SCF entry has several fields about the observed SCF. We explain here only its portion related to this study. The TARGET field is a word stem (|ftp| in Figure 1 ), the first number in the CLASSES field indicates an SCF ID (22 in Figure 1 ), and FREQCNT shows how often words derivable from the word stem had the SCF identified by the SCF ID (2 times in Figure 1 ) in the training corpus. The obtained SCFs comprise the total 163 types of relatively fine-grained SCFs, which are originally based on the SCFs in the ANLT (Boguraev and Briscoe, 1987) and COMLEX (Grishman et al., 1994) dictionaries. In this example, the SCF ID 22 corresponds to an SCF of intransitive verb.
They then obtain SCFs for the target lexicalized grammar (the LINGO English Resource Grammar (Flickinger, 2000) in their study) by using a handcrafted translation map from these 163 types to one of the types of SCFs in the target grammar. They report that they could achieve a coverage improvement of 4.5% (52.7% to 57.2%) with a parsing time double (9.78 sec. to 21.78 sec.).
This approach is easily extensible to any lexicalized grammars, if the grammars have an organized architecture of lexicon, which derive possible lexical entries from each SCF the grammar defines. Existing lexicalized grammars usually are equipped with this kind of organization, e.g., lexical types in LINGO ERG and tree families in the XTAG English grammar. 
Clustering of Verb SCF Distributions
There are some related work on clustering of SCF probability distributions (Schulte im Walde and Brew, 2002; Korhonen et al., 2003) . These studies aim at obtaining verb semantic classes, which closely related to syntactic behavior of argument selection. Schulte im Walde and Brew (2002) employed clustering of verb SCF distributions to induce verb semantic classes. They first represent a verb SCF distribution by an n-dimensional vector for each verb. Each element in the SCF distribution represents a probability that a verb appears with the corresponding SCF. They then perform k-Means clustering (Forgy, 1965 ) of these vectors in order to obtain verb semantic classes. Korhonen et al. (2003) also conducted clustering of verb SCF distributions using a different clustering method including the nearest neighbors clustering and the Information Bottleneck clustering (Tishby et al., 1999) . They investigated the effect of polysemic verbs on clustering.
Although these studies demonstrated that there is a certain classification of verbs by clustering of verb SCF distributions, they do not focus on the improvement of the quality of the SCF lexicon. In this paper, we focus on the problem to identify whether a word can have each SCF and try to obtain word classes whose element words have the same set of SCFs.
Method
The basic idea of our method is first to obtain word classes whose element words have the same set of SCFs, using not only acquired SCFs but also existing SCFs in the target grammar. We then eliminate implausible acquired SCFs and add plausible unseen SCFs according to the set of SCFs represented by the centroids of the resulting clusters.
Representation of Confidence Values for SCFs
We represent an SCF confidence-value vector of each word w i with a vector v i , an object for clustering. Each element v i j in v i represents the confidence value of SCF s j for w i , which expresses how reliable a word w i has SCF s j . We should note that the confidence value is not the probability that a word w i appears with SCF s j but a probability of existence of SCF s j for the word w i . In this study, we assume that a word w i can have each SCF s j with a certain (non-zero) probability θ i j (= p(s i j |w i ) > 0 where ∑ j θ i j = 1), but only SCFs whose probabilities exceed a certain threshold are recognized as SCFs for the word in the lexicon. We hereafter call this threshold recognition threshold. Figure 2 exemplifies a probability distribution of SCFs for apply. In this context, we can regard a confidence value of each SCF as the possibility that a probability of a SCF exceeds the recognition threshold.
One intuitive way to estimate a confidence value is to assume an observed probability, i.e., relative frequency, is equal to a probability θ i j of SCF s j for a word w i (θ i j = f req i j / ∑ j f req i j where f req i j is a frequency count that a word w i have the SCF s j in corpora 1 ). We simply assign 1 to a confidence value con f i j when the relative frequency of s j for a word w i exceeds the recognition threshold, and otherwise assign 0 to a confidence value of con f i j . However, an observed probability is totally unreliable for infrequent words. For example, when we use a confidence value derived from a relative frequency as above, we cannot distinguish cases where a word w 1 appears once with a SCF s j and a word w 2 appears 100 times, always with the SCF s j , which are both the relative frequency 1. Moreover, even when we would like to encode confidence values of reliable SCFs in the target lexicalized grammar, it is also problematic to distinguish the confidence value of those SCFs with confidence values of acquired SCFs.
The other promising way to estimate a true probability θ i j is to regard it as a stochastic variable in the context of Bayesian statistics (Gelman et al., 1995) . In this context, a posteriori distribution of the probability θ i j of a SCF s j for a word w i is given by:
where P(θ i j ) is a priori distribution, and D is the data we have observed. Since every occurrence of SCFs in the data D is independent with each other, the data D can be regarded as Bernoulli trials in this case. When we observe the data D that a word w i appears n times and has SCF s j x(≤ n) times, its conditional distribution is therefore 1 We used values of FREQCNT to obtain frequency counts of SCFs.
represented by binominal distribution:
To calculate this a posteriori distribution, we need to define the a priori distribution P(θ i j ). The question is which probability distribution of θ i j can appropriately reflect prior knowledge. In other words, it should encode knowledge we use to estimate SCFs for an unknown word w i . We simply determine it from distributions of probability values of s j for known words. We use distributions of observed probability values of s j for all words acquired from the corpus by using a method described in (Tsuruoka and Chikayama, 2001 ). In their study, they assume a priori distribution as the beta distribution defined as:
where
The value of α and β is determined by moment estimation. 2 By substituting Equations 2 and 3 into Equation 1, we finally obtain the a posteriori distribution p(θ i j |D) as:
When we determine the value of the recognition threshold as t, we can calculate a confidence value con f i j that a word w i can have s j by integrating the a posteriori distribution p(θ i j |D) from the threshold t to 1:
By using this confidence value, we can express an SCF confidence-value vector v i for a word w i in the acquired SCF lexicon (v i j = con f i j ). 3 In order to combine SCF confidence-value vectors for words acquired from corpora and those for words in the 2 The expectation value and variance of the beta distribution are made equal to those of the observed probability values.
3 By using the fact that 1 0 P(θ i j |α, β ) = 1, we can calculate con f i j as follows.
Input: a set of SCF confidence-value
Output: a set of clusters C j while cluster members are not stable do foreach cluster 
where ε expresses an unreliability of the lexicon. In this study, we simply set it to the machine epsilon. In other words, we trust the lexicon as much as possible.
Clustering Algorithm for SCF Confidence-Value Distributions
We next present a k-Means-like clustering algorithm for SCF confidence-value vectors, as shown in Figure 3 . Given an initial assignment of data objects to k clusters, our algorithm computes a representative value of each cluster called centroids. Our algorithm then iteratively updates clusters by assigning each object to its closest centroid and recomputing centroids until cluster members become stable. Although our algorithm is roughly based on the kMeans algorithm, it is different in an important respect. We define the elements of the centroid values of the obtained clusters as a discrete value of 0 or 1 because we want to obtain clusters which include words that have the exactly same set of SCFs. We then derive a distance function d to calculate the distance from a data object v i to each centroid c m . Since the distance function is used to determine the closest cluster for v i , we define the function d to output the probability that v i has the SCF set expressed by centroid c m as follows:
By using this function, we can determine the closest cluster as argmax
After every assignment, we determine a next centroid c m of each cluster C m as follows:
We then address the way to determine the number of clusters and initial assignments of objects. In this paper, we assume that the most of the possible set of SCFs for words are included in the target lexicalized grammar, and make use of the existing sets of SCFs for the words in the lexicon of the target grammar to determine the possible set of SCFs for words out of the lexicon. We first extract SCF confidence-value vectors from the lexicon of the target grammar by regarding ε = 0 in Equation 7. By eliminating duplications from them, we obtain SCF centroid-value vectors c m . We then initialize the number of clusters k to the number of c m and use them as initial centroids. 4 We finally update the acquired SCFs using each element's value in the centroid of each cluster and the confidence value of SCFs in this order. We first eliminate SCF s j for w i in a cluster m when the value c m j of the centroid c m is 0, and add SCF s j for w i in a cluster m when the value c m j of the centroid c m is 1. This is because c m j represents whether the words in that class can have SCF s j . We then eliminate implausible SCFs s j for w i from the resulting SCFs according to its corresponding confidence value con f i j . We call this elimination centroid cut-off. In the following experiments, we compare this cut-off with naive frequency cut-off, which uses only relative frequencies to eliminate SCFs and confidence cut-off, which uses only confidence values to eliminate SCFs. Note that frequency cut-off and confidence cut-off use only corpusbased statistics to eliminate SCFs.
Experiments
We applied our method to an SCF lexicon acquired from 135,902 sentences of the mobile phone news group archived by Google.com, which is the same data used in (Carroll and Fang, 2004) . The number of the resulting SCFs is 14,783 for 3,864 word stems. We then translated them to an SCF lexicon for the XTAG English grammar (XTAG Research Group, 2001 ) by using a translation map manually defined by Ted Briscoe. It defines a mapping from 23 out of 163 possible SCF types into 13 out of 57 XTAG SCFs called tree families listed in Table 1 . The number of resulting SCFs for the XTAG English grammar was 6,742 for 2,860 word stems. In order to evaluate our method, we split the SCF lexicon of the XTAG English grammar into the training portion and the test portion. The training portion includes 9,427 SCFs for 8,399 words, while the test portion includes 433 SCFs for 280 words The test portion is selected from the SCF lexicon for words that are observed in the acquired SCF lexicon. We extract SCF confidencevalue vectors from the training portion and combine them with the SCF confidence-value vectors obtained from the acquired SCFs. The number of the resulting data objects is 8,679. 5 We also make use of the SCF confidence-value vectors obtained from the training SCF lexicon as an initial centroid by regarding ε as 0. The total number of them was 35. 6 We then performed clustering of these 8,679 data objects into 35 clusters.
We finally evaluate precision and recall of the resulting SCFs by comparing them with the test SCF lexicon of the XTAG English grammar.
We first compare confidence cut-off with frequency cut-off to investigate effects of Bayesian estimation. Figure 4 shows precision and recall of the resulting SCF sets using confidence cut-off and frequency cut-off. We measured precision and recall of the SCF sets obtained using confidence cut-off whose recognition threshold t = 0.01 (confidence cut-off 0.01), 0.03 (confidence cut-off 0.03), and 0.05 (confidence cut-off 0.05) by varying threshold for the confidence value from 0 to 1. We also measured those for the SCF sets obtained using frequency cut-off by varying threshold for the relative frequency from 0 to 1. The graph apparently indicates that the confidence cut-offs outperformed the frequency cut-off. When we 5 We used the SCF confidence-value vectors for words which are included in the XTAG English grammar. When both the training SCF lexicon and the acquired SCF lexicon have the same words, we simply used an SCF confidence-value vector obtained from the acquired SCF lexicon. 6 We used the SCF confidence-value vectors that appear with more than two words. compare confidence cut-offs with different recognition thresholds, we can improve precision using higher recognition threshold while we can improve recall using lower recognition threshold. This result is quite consistent with our expectations. We then compare centroid cut-off with confidence cutoff to observe effects of clustering using information in the lexicon of the XTAG English grammar. Figure 5 shows precision and recall of the resulting SCF sets using centroid cut-off and confidence cut-off with the recognition threshold t = 0.03 by varying the threshold for the confidence value. In order to show the effects of information of the training SCF lexicon, centroid cut-off 0.03* is SCFs obtained by clustering of SCF confidence-value vectors in the acquired SCFs only with random initialization. The graph apparently shows that clustering is meaningful only when we make use of the reliable SCF confidence-value vectors obtained from the manually tai- Table 2 : Precision and recall for 400 SCFs obtained from freqency cut-off, confidence cut-off 0.03, and centroid cut-off 0.03 lored lexicon. The centroid cut-off using the lexicon boosted precision and recall compared to the confidence cut-off and the centroid cut-off without the lexicon. We finally investigate precision and recall of the resulting SCFs for every SCF type in order to evaluate effects of our method on each SCF. Table 2 shows precision and recall of the SCFs by using frequency cut-off (the threshold for the relative frequency 0.092), confidence cut-off 0.03 (the threshold for the confidence value 0.953), centroid cut-off 0.03 (the threshold for the confidence value 0.889) 7 by using thresholds for the relative frequency and the confidence value that preserve exactly 400 SCFs. The numbers in curly brackets in # of SCFs colum show the number of SCFs in the test SCF lexicon that are acquired from the training corpus. The left and right numbers in curly brackets in the precision columns show the number of correct SCFs against all SCFs in the resulting SCF lexicon while those in the recall columns show the number of correct SCFs against all SCFs in the test SCF lexicon. We can observe a tendency that the confidence cut-off and the centroid cut-off preserve more transitive (Tnx0Vnx1) SCF. This is because some SCFs of Tnx0Vnx1 in the test SCF lexicon are not observed in the training corpus but are predicted by a priori distribution for SCF Tnx0Vnx1. Also, the centroid cut-off tends to reduce implausible SCFs of Tnx0Vnx1Pnx2 and Tnx0Vax1. Since the threshold for the confidence value of the centroid cut-off 0.03 (0.889) is smaller than that of the confidence cut-off 0.03 (0.953), the clustering could eliminate implausible SCFs without reducing recall.
In short, one reason why the centroid cut-off outperforms the confidence cut-off (or the frequency cut-off) is due to the way how the centroid cut-off eliminate SCFs not existed in the lexicon. When we eliminate SCFs with lower relative frequency under the assumption that those SCFs tend to be wrongly acquired SCFs, it must also eliminate correct SCFs with low relative frequencies. By using co-occurrence tendency among SCFs as another 7 Since no word takes SCF Tnx0Vpnx1 in the test SCF lexicon, we omit it here. criteria to judge the implausibility of the SCFs, we can eliminate more wrongly acquired SCFs because they tend to violate the co-occurrence tendency. Another reason why the centroid cut-off and the confidence cut-off outperform the the frequency cut-off is due to the way how those cut-offs add new unseen SCFs. We can add plausible SCFs from those SCFs which is reliable according to their a priori distribution. Furthermore, since the centroid cut-off makes use of the co-occurrence tendency among SCFs, it adds only SCFs which are plausible in terms of corpus-based statistics (confidence value) under the restriction provided by the co-occurrence tendency among SCFs in the lexicon of the target grammar.
Concluding Remarks and Future Work
In this paper, we presented a novel way to improve the quality of SCFs acquired from corpora in order to augment a lexicalized grammar with them. By applying our method to the acquired SCF lexicon using the XTAG English grammar, we showed that our method improved both precision and recall of the resulting SCFs compared to the naive frequency-based cut-off.
In future work, we are going to investigate the parsing performance of the XTAG English grammar augmented with SCFs obtained by our method. We will apply our method to lexicalized grammars with relatively smaller lexicon, e.g., the LINGO English Resource Grammar (Flickinger, 2000) .
