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Abstract
We consider a Hamiltonian H = H0(p) + κH1(p, q, t), (p, q) ∈ Rn × Tn, t ∈ R where κ ∈ R is a
small perturbation parameter and p, q are the action and angle variables respectively. The Hamiltonian
generates an autonomous vector field obtained by extending the phase space making t a dependent variable
and adding its conjugate variable τ . In this paper we look at a time aperiodic perturbation H1(p, q, t)
which tends as t → ∞ to either a time independent perturbation or a time quasiperiodic perturbation
and we prove a KAM-type theorem. Extending the phase space results in the preservation under a small
enough perturbation of cylinders of the extended autonomous system rather than the usual tori. To
prove the theorem we transform the Hamiltonian H to a normal form which depends on fewer angles,
none if possible. This transformation is done via a near identity canonical transformation. The canonical
transformation is constructed using the Lie series formalism and by solving for a generating function.
Because of the aperiodic time dependence, the usual Fourier series methods used to obtain the generating
function no longer apply. Instead, we use Fourier transform methods to solve for the generating function
and make use of an isoenergetic non-degeneracy condition which results in a shift of frequencies associated
with each cylinder.
∗This research was supported by ONR Grant No. N00014-97-1-0071.
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2
1 Introduction
Our motivation for this work is the application to the existence of “flow barriers” in two dimensional,
incompressible, time-dependent fluid flows. Over the past 10 years there has been much work in applying the
approach and methods of dynamical systems theory to the study of transport in fluids from the Lagrangian
point of view. Suppose one is interested in the motion of a passive tracer in a fluid (e.g. dye, temperature,
or any material that can be considered as having negligible effect on the flow), then, neglecting molecular
diffusion, the passive tracer follows fluid particle trajectories which are solutions of
x˙ = v(x, t). (1.1)
where v(x, t) is the velocity field of the fluid flow, x ∈ Rn, n = 2 or 3. When viewed from the point of view
of dynamical systems theory, the phase space of (1.1) is actually the physical space in which the fluid flow
takes place. Evidently, “structures” in the phase space of (1.1) should have some influence on the transport
and mixing properties of the fluid. Babiano [5] and Aref and El Naschie [1] provide recent reviews of this
approach.
To make the connection with the large body of literature on dynamical systems theory more concrete let
us consider a less general fluid mechanical setting. Suppose that the fluid is two-dimensional, incompressible,
and inviscid. Then we know that the velocity field can be obtained from the derivatives of a scalar valued
function, ψ(x1, x2, t), known as the streamfunction, as follows
x˙1 =
∂ψ
∂x2
(x1, x2, t),
x˙2 = − ∂ψ
∂x1
(x1, x2, t), (x1, x2) ∈ R2. (1.2)
In the context of dynamical systems theory, (1.2) is a time-dependent Hamiltonian vector field where the
streamfunction plays the role of the Hamiltonian function. If the flow is time-periodic then the study of (1.2)
is typically reduced to the study of a two-dimensional area preserving Poincare´ map. Practically speaking,
the reduction to a Poincare´ map means that rather than viewing a particle trajectory as a curve in continuous
time, one views the trajectory only at discrete intervals of time, where the interval of time is the period of
the velocity field. The value of making this analogy with Hamiltonian dynamical systems lies in the fact
that a variety of techniques in this area have immediate applications to, and implications for, transport
and mixing processes in fluid mechanics. For example, the persistence of invariant curves in the Poincare´
map (KAM curves) gives rise to barriers to transport, chaos and Smale horseshoes provide mechanisms for
the “randomization” of fluid particle trajectories, an analytical technique, Melnikov’s method, allows one
to estimate fluxes as well as describe the parameter regimes where chaotic fluid particle motions occur, a
relatively new technique, lobe dynamics, enables one to efficiently compute transport between qualitatively
different flow regimes.
Extending the constructions of Smale horseshoes, Melnikov’s method, and stable and unstable manifolds
of hyperbolic trajectories to vector fields with aperiodic time-dependence has been done. However, extensions
of KAM theory to vector fields with arbitrary time-dependence has not been done. This paper represents a
first step in that direction.
One of the main stability results for nearly-integrable Hamiltonian systems is Kolmogorov’s theorem
[2] concerning the preservation of a set of full-measure-nonresonant invariant tori. Such nearly-integrable
Hamiltonian systems are generated by a real valued Hamiltonian written in action-angle variables
H(p, q) = H0(p) + κH1(p, q),
where p = (p1, ..., pn) ∈ B ⊂ Rn, q = (q1, ..., qn) ∈ Tn are, respectively, the action and angle variables, and
κ is a small perturbation parameter. κH1(p, q) is therefore a small perturbation of the integrable Hamil-
tonian H0(p). For any p ∈ B the unperturbed angular frequencies are defined by λ˜(p) = (λ1, ..., λn)(p) =
3
(∂H0/∂p1(p), ..., ∂H
0/∂pn(p)). For the integrable Hamiltonian H
0(p) the equations of motion reduce to
p˙ = −∂H0/∂q = 0, q˙ = ∂H0/∂p = λ˜(p) with solutions p(t) = p0, q(t) = q0 + λ˜(p0)t (mod2π). Con-
sequently the phase space is foliated by invariant n-tori with quasi-periodic motions characterized by the
frequency λ˜(p). The result of adding a small perturbation to the integrable Hamiltonian H0(p) is the de-
struction of all tori except for those whose frequencies satisfy a non-resonance condition.
In the KAM theorem attention is restricted to tori supporting quasi-periodic motions with an appropriate
nonresonant condition. Given the set of all frequencies Ω ⊂ Rn, the frequencies satisfying this nonresonant
condition are called diaphontine frequencies and as a subset of Ω are defined by
ΩΓ = {λ˜ ∈ Ω ⊂ Rn| |λ˜ · k| ≥ Γ‖k‖−n, ∀k ∈ Zn, k 6= 0}
for some positive constant Γ.
The method used to prove the KAM theorem in [6] and [8], which this paper follows, is standard in
classical perturbation theory. The central idea is to construct a suitable canonical transformation ψ which
brings the original Hamiltonian H into a normal form which depends on fewer angles, none if possible.
The transformation ψ is constructed iteratively as the composition of successive near-identity canonical
transformations φ1, φ2, ... . Taking the limit as the number of iterative steps goes to infinity results in the
elimination of the perturbation of the Hamiltonian leaving an integrable system that is isomorphic to the
original system. To construct this canonical transformation the authors in [6] and [8] make use of the Lie
series method which has the advantage of avoiding any inversion and thus any reference to the implicit-
function theorem. The Lie series method requires constructing a Hamiltonian called the generating function.
At the kth step of the iterative process a generating function χk is constructed and the desired near-identity
canonical transformation φk is obtained as the flow at time 1 associated with such generating function.
The generating function is constructed via the nondegeneracy condition and by solving a partial differential
equation.
The restriction to diophantine tori comes about from the problem of solving the partial differential equa-
tion mentioned above which has the form
n∑
i=1
λi
∂F
∂qi
(q) = G(q), (1.3)
where the unknown function F and the known function G are defined on the torus Tn and G has zero average.
In this paper we consider two similar KAM theorems where, in each, there is an aperiodic time dependent
term in the perturbation. In both cases we consider an n-degree of freedom real valued nearly-integrable
Hamiltonian in action-angle variables of the form
H(p, q, t) = H0(p) + κH1(p, q, t),
where p = (p1, ..., pn) ∈ Rn, q = (q1, ..., qn) ∈ Tn, t ∈ R and κ ∈ R is a small perturbation parameter. In
the first case the perturbation considered has an exponentially decaying aperiodic time dependent term and
a quasiperiodic term depending only on the angles q
H1(p, q, t) =
∑
k∈Zn
gke
ik·q +
∑
k∈Zn
fk(p)ek(t)e
ik·q,
where f(p) is a bounded function and ek(t) decays exponentially. The nature of this exponential decay is
explained fully in the next section, (see definition 1). In the second case the perturbation consists of an
exponentially decaying aperiodic time dependent term and a term depending in a quasiperiodic manner on
the angles q and on time t
H1(p, q, t) =
∑
k∈Zn+m
gke
ik·(q,θt) +
∑
k∈Zn
fk(p)ek(t)e
ik·q,
where f(p), ek(t) are as above and θ = (θ1, ..., θm) is the vector of basic frequencies. Although the second
case seems more promising as far as applications is concern, we first prove the less technical first case. In the
last section we sketch the proof of the time quasiperiodic case and state the theorem. The only difference
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in the assumptions of the time quasiperiodic theorem involves the diophantine condition λ ∈ ΩΓ which must
hold for the larger vector λ = (λ˜, θ) ∈ Zn+m rather than just the vector λ˜ ∈ Zn.
In both cases we consider the nearly-integrable system generated by the Hamiltonian H(p, q, t) and prove
a KAM type theorem where instead of tori we show the preservation of cylinders of the form Tn × R. The
proof is similar in method to the one given in [6]. First, the non-autonomous vector field is made autonomous
by making time a dependent variable, t = qn+1, and grouping it with the angles. Similarly a conjugate
variable τ = pn+1 is grouped with the action variables. We write the Hamiltonian in a Kolmogorov-type
normal form, which consists of Taylor expanding the Hamiltonian about p = 0, τ = 0 and grouping terms
of different orders of magnitude. Note the proof of this theorem focuses on the preservation of the cylinder
with p = 0, τ = 0. This can be done without loss of generality since any other cylinder can be shifted to the
“zero” cylinder.
Once the Hamiltonian is in Kolmogorov normal form we seek a suitable canonical transformation which
brings the Hamiltonian into a normal form which depends on fewer angles. The transformation is constructed
iteratively as the product of near identity canonical transformations φk; i.e φ = φ1 ◦ φ2 ◦ · · · ◦ φn. The result
is a sequence of Hamiltonians, H1 = H0 ◦ φ1, H2 = H1 ◦ φ2, ..., Hn = Hn−1 ◦ φn, which come closer to the
desired normal form. Letting n → ∞, we obtain H∞ which is an integrable Hamiltonian. The sequence of
canonical transformations is obtained using the Lie series method. This method and other techniques from
the theory of several complex variables will require us to extend the domain of our real valued functions and
consider analytic functions defined on a complex domain.
To carry out the Lie series method we introduce a generating function of the form
χ(p, τ, q, t) = ξ · (q, t) +X(q, t) +
n+1∑
i=1
Yi(q, t)pi,
where ξ ∈ Rn+1. To solve for X and Yi we must solve a partial differential equation of the form
n+1∑
i=1
λi
∂F
∂qi
(q, t) = G(q, t), (1.4)
where λi =
∂H0
∂pi
(0) for i = 1, ..., n, λn+1 = 1, the given function G(q, t) with zero average and the unknown
function F (q, t) are defined on Tn × R. The known function G(q, t) will be an expression related to the
perturbation and the unknown function F (q, t) will be an expression related to X(q, t) or Yi(q, t).
For the time independent case with functions F (q) and G(q) defined on Tn the partial differential equation
can be solved in terms of Fourier coefficients [6]. Understandably though, the aperiodic nature of the time
dependence renders the Fourier series procedure inapplicable to the problem at hand. Instead we must use
Fourier transform methods to solve for X(q, t) and Yi(q, t) and obtain the appropriate domains of analyticity.
Consequently F (q, t) is written as a Fourier series with time dependent Fourier coefficients fk(t) and these
coefficients are expressed in terms of the Fourier transform of the time dependent Fourier coefficients of
G(q, t). Solving (1.4) for the unknown function F (q, t) restricts the form of the time dependent perturbation
requiring an exponential decay in time in order to obtain convergence of the Fourier coefficients fk(t).
To obtain a value for ξ and completely solve for the generating function we make use of the nondegeneracy
assumption det(∂λi/∂pi) 6= 0 i = 1, ...n. Note this assumption implies the frequencies are functionally
independent and since λn+1 = 1, the ratios of the frequencies λi i = 1, ..., n to λn+1 are functionally
independent as well. Thus we obtain what is called an isoenergetic nondegeneracy condition. This condition
is the key feature in solving for ξ.
After applying the iterative lemma n times and taking n → ∞ we obtain an integrable Hamiltonian
H∞(p˜, τ˜ , q˜, t˜) in the transformed variables (p˜, τ˜ , q˜, t˜) which generates an autonomous vector field in T
n × R
with solutions of the form (p˜, τ˜ ) = (p0, τ0), q˜ = (1+κEζA)λ˜t+q0, t˜ = (1+κEζA)t. These solutions imply
the phase space Rn+1 × Tn × R is foliated by invariant infinite cylinders each sustaining winding motions
identified by the frequency λ˜(p0) and evolving in the t˜ direction.
In Appendix G we present the Rossby wave flow [13] with a time decaying perturbation and show this
system satisfies the hypothesis of the theorem presented in this paper.
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2 Preliminaries
Although we begin by considering a real Hamiltonian dynamical system, techniques from several complex
variables will be use in the analysis. This requires complex extensions of the original functions defined in Rm
to functions defined in Cm. We begin describing these complex extensions with some notation. Denote the
open ball of radius ρ centered at p0 by B so that p0 ∈ B ⊂ Rm, and we assume without loss of generality
ρ < 1. Also, denote q ≡ (q1, ..., qm) ∈ Tm where we identify functions on Tm with functions on Rm that are
2π periodic in each q1, ..., qm. The complex extension of B × Tm is given by
Dρ,p0 = {(p, q) ∈ C2m| ‖p− p0‖ ≤ ρ, Re q ∈ Rn mod 2π, ‖Im q‖ ≤ ρ},
where Im q = (Im q1, ..., Im qm) and ‖v‖ = maxi |vi| for v ∈ Cm. Define Aρ,p0 as the set of all complex
continuous functions defined on Dρ,p0 , analytic in the interior of Dρ,p0 , 2π periodic in the variables q1, ..., qm,
and real for real values of the variables.
Consider the following non-autonomous Hamiltonian
H(p, q, t) = H0(p) + κH1(p, q, t),
where p ∈ Rn, q ∈ Tn are the action and angle variables respectively, t ∈ R and κ ∈ R is a small perturbation
parameter. The nature of the time dependence is explained at the end of this section. Hamilton’s equations
are given by
p˙ = −∂H
∂q
= −κ∂H
1
∂q
, q˙ =
∂H
∂p
=
∂H0
∂p
+ κ
∂H1
∂p
. (2.1)
For the system generated by the integrable Hamiltonian H0(p) we define the angular frequencies λ˜(p) =
(∂H
0
∂p1
, ..., ∂H
0
∂pn
) = (λ1, ..., λn) and Hamilton’s equations reduce to p˙ = −∂H0/∂q = 0, q˙ = ∂H0/∂p = λ˜ with
solutions p(t) = p0, q(t) = q0 + λ˜(p0)t. Consequently the phase space is foliated by invariant n-tori, each
of which sustains quasi-periodic motions characterized by the frequency λ˜(p0).
To analyze the full Hamiltonian H(p, q, t) with the time dependent perturbation H1(p, q, t) we change
this non-autonomous system into an autonomous system by making time a dependent variable and effectively
extending the phase space from Rn × Tn to Rn ×R× Tn ×R. For notation sake we group t with the angles
q and its conjugate variable τ with the actions p and write the Hamiltonian H(p, τ, q, t) with (p, τ, q, t) ≡
(p′, q′) ∈ Rn × R× Tn × R
H(p′, q′) ≡ H(p, τ, q, t) = H0(p) + κH1(p, q, t) + τ
or
H(p′, q′) = H˜0(p, τ) +H1(p, q, t) = H˜0(p′) + κH1(p′, q′), (2.2)
where H˜0(p′) = H0(p) + τ . Given 0 < σ < ρ < 1, we define the complex extension of Rn × R× Tn × R
Dρ,σ,p0 = {(p, τ, q, t) ∈ C2n+2| ‖p− p0‖ ≤ ρ, |τ | ≤ σ, Re q ∈ Rn mod 2π, ‖Im q‖ ≤ ρ, |Im t| ≤ σ},
and define Aρ,σ,p0 as the set of all complex continuous functions defined on Dρ,σ,p0 , analytic in the interior
of Dρ,σ,p0 , 2π periodic in the variables q1, ...qn, and real for real values of the variables. Hamilton’s equations
for the new autonomous Hamiltonian are given by
p˙ = −∂H∂q = −κ∂H
1
∂q ,
τ˙ = −∂H∂t = −κ∂H
1
∂t ,
q˙ = ∂H∂p =
∂H0
∂p + κ
∂H1
∂p ,
t˙ = ∂H∂τ = 1.
(2.3)
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Of the new Hamilton’s equations, (2.3), the first, third and fourth equations are equivalent to the original
system (2.1). For the system generated by the Hamiltonian H˜0(p′) Hamilton’s equations reduce to p˙′ =
−∂H˜0/∂q′ = 0, q˙′ = ∂H˜0/∂p′ = λ(p′) with solutions p′(t) = p′0, q′(t) = λ(p′0)t+ q0 where
λ(p′) =
∂H˜0
∂p′
(p′) = (
∂H˜0
∂p1
, ...,
∂H˜0
∂pn
,
∂H˜0
∂τ
) = (λ1, ..., λn, 1).
We will often write λ = (λ˜, 1) = (λ1, ..., λn, 1). It is instructive to write out the solution q
′(t) =
(q1(t), ...qn(t), t) = (λ1(p
′), ..., λn(p
′), 1)t + q0 where q0 ∈ Tn × R and the n + 1 term of q0 is zero. Con-
sequently the phase space (p′, q′) ∈ (Rn+1,Tn × R) is foliated by invariant infinite cylinders each sustaining
winding motions characterized by the frequency λ˜(p0) which evolve along the t direction.
For a vector v ∈ Cn we define the norm |v| = ∑ni |vi|. For a scalar valued function f ∈ Aρ,σ,p0 we use
the norm, ‖f‖ρ,σ,p0 ≡ sup(p′,q′)∈Dρ,σ,p0 |f(p
′, q′)|. For vector valued functions f = (f1, ..., f2n+2) with values
in C2n+2 we define f ∈ Aρ,σ,p0 if fi ∈ Aρ,σ,p0 , (i = 1, ..., 2n+ 2), and the norm is defined as follows
‖f‖ρ,σ,p0 = max
i
‖fi‖ρ,σ,p0 .
For a (2n+2)× (2n+2) matrix C whose entries Ci,j belong to Aρ,σ,p0 we write the norm of C as ‖C‖ρ,σ,p0 =
maxi,j ‖Ci,j‖ρ,σ,p0 . If the matrix C is a constant matrix then ‖C‖ = maxi,j |Ci,j |.
For the integrable Hamiltonian H0 recall the frequency map
λ˜ : p→ ∂H
0
∂p
(p) ≡ λ˜(p).
The set of all possible frequencies in Rn is denoted by Ω ≡ λ˜(B). The subset of diophantine frequencies which
will be important throughout the paper is defined for some positive constant Γ by
ΩΓ = {λ˜ ∈ Ω ⊂ Rn||λ˜ · k| ≥ Γ‖k‖−n, ∀k ∈ Zn, k 6= 0}.
Given a function f(p, τ, q, t) = f(p′, q′) ∈ Aρ,σ 2π periodic in each of the qi’s except qn+1 = t, f(p′∗) will
denote the average of the function f over the angles q1, ..., qn and evaluated at p
′∗
f(p′∗, t) =
1
(2π)n
∫ 2π
0
· · ·
∫ 2π
0
f(p′∗, q, t)dq1 · · · dqn.
Given a function f(p, τ, q, t) = f(p′, q′) ∈ Aρ,σ 2π periodic in each of the qi’s except qn+1 = t, we will
denote the average of the function f(p′, q′) over the angles q1, ..., qn and over t evaluated at p
′∗ as follows
f(p′∗) = lim
T→∞
1
2T
(
1
2π
)n ∫ 2π
0
· · ·
∫ 2π
0
∫ T
−T
f(p′∗, q, t)dq1 · · · dqndt. (2.4)
Note for a given Hamiltonian H ∈ Aρ,σ,p0 , one can assume ‖H‖ρ,σ < 1. This can be obtained by the
change of variables (p′, q′)→ (αp′, q′) with a suitable positive constant α.
Now we address the topic of the time dependence of the perturbation H1(p, q, t). Since we want to
consider a time aperiodic dependence and the perturbation plays a key role in the solution of the canonical
transformation, the perturbation has to have a particular form for certain Fourier transforms to converge.
The form of the perturbation consists of an exponential decay in time of the time dependent part of the
perturbation. The exponential decay in time of the perturbation is described by the following definition.
Definition 2.1
We say a complex valued function f(z), z = x + iy with x, y ∈ R, is of (C1, C2, c1, c2, ν, µ)-exponential
order with respect to x and write
f(z) =

O (e−(ν−ε)x) (x→∞)
O (e(µ−ε)x) (x→ −∞) ,
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where ν, µ, ε > 0, ν > ε, µ > ε if there exist constants C1, C2, c1 > 0, c2 < 0 such that
|f(z)| ≤ C1e−(ν−ε)x for 0 < c1 < x <∞ and
|f(z)| ≤ C2e(µ−ε)x for −∞ < x < c2 < 0.
The iterative lemma will require the perturbation to have a particular form. This form is defined below.
Definition 2.2
We will refer to a function F (p′, q′) as having (C1, C2, c1, c2, ν, µ)p
′, q′-exponential form if it can be ex-
pressed as follows
F (p′, q′) = f(p′) + r(p′, q′) + g(p′, q′),
r(p′, q′) =
∑
k∈Zn
sk(p
′)eik·q,
g(p′, q′) =
∑
k∈Zn
hk(p
′)ek(t)e
ik·q ,
where F (p′, q′) ∈ Aρ,σ and ek(t), t = tR + itI , tR, tI ∈ R, is of C1, C2, c1, c2-exponential order with respect to
tR. When it is not important for context to specify the constants C1, C2, c1, c2, ν, µ we will simply refer to
functions of exponential order with respect to x or functions of p′, q′-exponential form.
3 Statement of the Theorem
We now state the main theorem in terms of the Hamiltonian H(p′, q′) = H0(p) + κH1(p, q, t) + τ .
Theorem 3.1
Consider the Hamiltonian H(p′, q′) = H0(p) + κH1(p, q, t) + τ = H˜0(p′) + κH1(p′, q′) of
(C1, C2, c1, c2, ν, µ)p
′, q′-exponential form defined on B × Tn where H˜0(p′) = H0(p) + τ . Fix p′0 ∈ B and
denote
λ = λ(p′0) =
∂H˜0
∂p′
(p′0), C˜
∗
ij =
∂2H˜0
∂pi∂pj
(p′0), C
∗
ij =
∂2H˜0
∂p′i∂p
′
j
(p′0), I =
(
C∗ λT
λ 0
)
.
Assume there exists positive numbers Γ, γ, ρ, σ, d, κ, all less than one and L, such that ρ > σ and
λ˜ ∈ ΩΓ, |λ˜| < L,
H0, H1 ∈ Aρ,σ,p0 ,
d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖, ∀v˜ ∈ Cn,
moreover, ‖H‖ρ,σ,p0 < 1, (the last condition will imply the isoenergetic nondegeneracy condition on I).
Then there exists positive numbers E, κ′, E′, ζ′, f, c3, γ, ρ
′ and σ′, such that if ‖H1‖ρ,σ,p0 ≤ E one can con-
struct a canonical analytic change of variables
ψ : Dρ′,σ′ → Dρ,σ,p0 ,
(P ′,Q′) 7→ ψ(P ′,Q′) = (p′, q′),
with ψ ∈ Aρ′,σ′ , which brings the Hamiltonian H into the form H ′ = H ◦ ψ given by
H ′(P ′,Q′) = (H ◦ ψ)(P ′,Q′) = a′ + (1 + κ′E′ζ′)λ · P ′ +O(‖P ′‖2), (3.1)
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where a′ ∈ R. The change of variables is near identity in the sense that
‖ψ − identity‖ρ′,σ → 0 as ‖H1‖ρ,σ,p0 → 0.
In particular, we can take
κE =
( σ
32
)2ℵ d4f4σ′
212Λ2
, ℵ = 10n+ 9,
Λ =
3n22n+12̟3(6n+ 6)4(c3 + 1)
2
ρ′Γ3γ2
eν+µ, ̟ = 24n+1
(
n+ 1
e
)n+1
.
In the new coordinates Hamilton’s Equations are given by
Q˙′ = ∂H
′
∂P ′ (P
′,Q′) = (1 + κ′E′ζ′)λ+O(‖P ′‖),
P˙ ′ = −∂H
′
∂Q′ (P
′,Q′) = O(‖P ′‖2).
The solutions are given by
Q′(t) = (1 + κ′E′ζ′)λt+Q′0 P ′(t) = P ′0 = (P0, τ˜0) = 0.
We can write out explicitly these solutions Q′(t) = (Q1(t), ...,Qn(t), T (t)) = (1 + κ′E′ζ′)λt + Q′0 = (1 +
κ′E′ζ′)(λ˜, 1)t+Q′0 which indicates in the new coordinate system the phase space Rn ×R× Tn ×Ris foliated
by invariant infinite cylinders each sustaining quasi-periodic motions identified by the frequency λ˜(P0) and
evolving in the t direction. Note under the transformation the time variable T (t) = (1 + κ′E′ζ′)t has shifted
by a constant proportional to the size of the perturbation.
4 The Normal Form
We begin the proof with a trivial rearrangement of the Hamiltonian that consists of Taylor expanding in p, τ
around p′ = 0. Recall the Hamiltonian
H(p′, q′) = H0(p) + τ + κH1(p, q, t) = H˜0(p′) + κH1(p′, q′).
Taylor expanding the Hamiltonian H(p′, q′) about p′ = 0 we obtain
H(p′, q′) = H(0, q′) +
∂H
∂p′
(0, q′) · p′ + 1
2
∂2H
∂p′2
(0, q′)(p′, p′) +O(‖p′‖3)
= H˜0(0) + κH1(0, q′) + λ · p′ + κ∂p′H1(0, q′) · p′
+
1
2
∂2p′H˜
0(0)(p′, p′) + κ
1
2
∂2p′H
1(0, q′)(p′, p′) +O(‖p′‖3).
The terms can be grouped by order of magnitude in p′
H(p′, q′) = a+ λ · p′ +A(q′) +B(q′) · p′ + 1
2
n+1∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′), (4.1)
where
a = H(0) = H˜0(0) + κH1(0) = H˜0(0) + κH1(0),
κA(q′) = H(0, q′)− a = κ(H1(0, q′)−H1(0)),
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κBi(q
′) =
∂H
∂p′i
(0, q′)− λi = κ∂H
1
∂p′i
(0, q′),
Cij(q
′) =
∂2H
∂p′i∂p
′
j
(0, q′) =
∂2H˜0
∂p′i∂p
′
j
(0) + κ
∂2H1
∂p′i∂p
′
j
(0, q′),
and a ∈ R, A,Bi, Ci,j , R ∈ Aρ,σ, R = O(‖p′3‖). This Hamiltonian has the desired form (3.1) of Theorem 3.1
except for the terms A(q′) and B(q′) which constitute the actual perturbation of the Hamiltonian (4.1).
5 Bounds on the Normal Form in terms of the Original Hamilto-
nian
In what follows we present several results that allow us to reformulate Theorem 3.1 for the Hamiltonian
(4.1) in normal form. Since we are interested in estimates for A,Bi, Ci,j and these are defined in terms of
derivatives of the original Hamiltonian, we often make use of Cauchy’s inequality. For scalar valued functions
f ∈ Aρ,σ, δ < σ < ρ and nonnegative integers ki, li, i = 1, ..., n+ 1∣∣∣∣∣ ∂k1+...kn+1+l1+...+ln+1∂pk11 ...∂pkn+1n+1 ∂ql11 ...∂qln+1n+1 f(p, q)
∣∣∣∣∣ ≤ k1!...kn+1!l1!...ln+1!δk1+...+kn+1+l1+...+ln+1 ‖f‖ρ,σ, ∀(p, q) ∈ Dρ−δ,σ−δ.
Lemma 5.1
Recall the Hamiltonian of interest H(p′, q′) = H0(p) + κH1(p, q, t) + τ = H˜0(p′) + κH˜1(p′, q′) where
H˜0(p′) = H0(p) + τ . Given the n× n matrix
C˜∗ij =
∂2H˜0
∂pi∂pj
(0),
assume there is a positive number d < 1 such that d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖ ∀v˜ ∈ Cn. Define the (n+ 1)×
(n+ 1) matrix
C∗ij =
∂2H˜0
∂p′i∂p
′
j
(0),
it follows ‖C∗v‖ ≤ d−1‖v‖ ∀v ∈ Cn+1. Proof See appendix B.
Lemma 5.2 (Lemma on bounds)
Given a constant E such that ‖H1‖ρ,σ ≤ E
1. max(‖A‖ρ,σ, ‖B‖ρ,σ) < 2Eσ = E1.
2. There exists a positive number m ≤ 1 such that ‖Cv‖ρ,σ ≤ m−1‖v‖, ∀v ∈ Cn+1. In particular we
take m = d2 . Proof See appendix B.
Lemma 5.3 (Isoenergetic Nondegeneracy Condition)
Assume
∑ |λ′i| < L. Given ‖C˜∗v˜‖ρ,σ ≥ d‖v˜‖, ∀v˜ ∈ Cn, 2m > L. It follows ‖Iv‖ρ,σ ≥ l‖v‖, ∀v ∈ Cn+2
for some l = 12 |d− L|. Proof See appendix B.
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Lemma 5.4
Given ‖Iv‖ρ,σ ≥ l‖v‖ρ,σ with l = 12 |d− L|. It follows∥∥∥∥( C λTλ 0
)
v
∥∥∥∥
ρ,σ
≥ f‖v‖ρ,σ,
where f = |l − κE1σ2 |.
Proof See appendix B.
6 Re-statement of the Theorem for the Normal Form
One can deduce, based on the bounds on the normal form in terms of the original Hamiltonian, theorem 3.1
from the following theorem.
Theorem 6.1 Main Theorem
For given positive numbers κ,Γ, γ, ρ, σ,m all less than one and L consider the Hamiltonian H(p′, q′) =
U(p′, q′) + P (p′, q′) of (C1, C2, c1, c2, ν, µ)p
′, q′-exponential form defined in Dρ,σ by
U(p′, q′) = a+ λ · p′ + 1
2
∑
i,j
Ci,jp
′
ip
′
j +R(p
′, q′),
P (p′, q′) = κ
(
A(q′) +
∑
i
Bi(q
′)p′i
)
,
with ‖H‖ρ,σ < 1, where λ˜ ∈ ΩΓ and |λ˜| < L,A,Bi, Ci,j , R ∈ Aρ,σ and R is of order ‖p′‖3. Assume
2m‖v˜‖ ≤ ‖C˜∗v˜‖, ∀v˜ ∈ Cn,
‖Cv‖ρ,σ < m−1‖v‖, ∀v ∈ Cn+1.
Then there exists positive numbers E1, κ∞, E
∞
1 , ζ∞, ρ
′, σ′,m′, f all less than one and L′, c3, γ also positive
with
ρ′ < ρ, σ′ < σ,m′ < m,
f‖v‖ ≤
∥∥∥∥( C λTλ 0
)
v
∥∥∥∥ , ∀v ∈ Cn+1,
such that if
max(‖A‖ρ,σ, ‖B‖ρ,σ) < E1,
we can construct a canonical analytic change of variables
φ : Dρ′,σ′ → Dρ,σ,
with φ ∈ Aρ′,σ′ , which brings the Hamiltonian H into the form
H ′(P ,Q) = (H ◦ φ)(P ,Q) = a′ + λ′ · P +R(P ,Q),
where H ′ is of p′, q′-exponential form, λ′ = (1 + κ∞E
∞
1 ζ∞)λ, a
′ ∈ R and R = O(‖P‖2) ∈ Aρ′,σ′ .
The change of variables is near the identity in the sense that
‖φ− identity‖ρ′,σ′ → 0 as ‖P‖ρ,σ → 0.
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In particular, we can take
κE1 =
( σ
32
)2ℵ m4f4σ′
28Λ2
, ℵ = 10n+ 9,
Λ =
3n22n+12̟3(6n+ 6)4(c3 + 1)
2
ρ′Γ3γ2
eν+µ, ̟ = 24n+1
(
n+ 1
e
)n+1
.
In the new coordinates Hamilton’s Equations are given by
Q˙′ = ∂H
′
∂P ′ (P
′,Q′) = (1 + κ∞E∞1 ζ∞)λ+O(‖P ′‖),
P˙ ′ = −∂H
′
∂Q′ (P
′,Q′) = O(‖P ′‖2).
The solutions are given by
Q′(t) = (1 + κ∞E∞1 ζ∞)λt+Q′0 P ′(t) = P ′0 = (P0, τ˜0) = 0.
We can write out explicitly these solutions Q′(t) = (Q1(t), ...,Qn(t), T (t)) = (1 + κ∞E∞1 ζ∞)λt + Q′0 =
(1+κ∞E
∞
1 ζ∞)(λ˜, 1)t+Q′0 which indicates in the new coordinate system the phase space Rn×R×Tn×R is
foliated by invariant infinite cylinders each sustaining quasi-periodic motions identified by the frequency λ˜(P0)
and evolving in the t direction. Note under the transformation, the time variable T (t) = (1 + κ∞E∞1 ζ∞)t
has shifted by a constant proportional to the size of the perturbation.
7 Perturbations tending to q−Periodicity and t Quasiperiodicity
We are considering two similar KAM theorems each involving an n-degree of freedom real valued nearly-
integrable Hamiltonian in action-angle variables of the form
H(p, q, t) = H0(p) + κH1(p, q, t),
where p = (p1, ..., pn) ∈ Rn, q = (q1, ..., qn) ∈ Tn, t ∈ R and κ is small. After extending H to the complexified
domain Dρ,σ we have H ∈ Aρ,σ. In the first case the perturbation considered has an exponentially decaying
aperiodic time dependent term and a quasiperiodic term depending only on the angles q
H1(p, q, t) =
∑
k∈Zn
gke
ik·q +
∑
k∈Zn
fk(p)ek(t)e
ik·q,
where fk(p) is a bounded function and ek(t), t = tR + itI , is of exponential order with respect to tR. In the
second case the perturbation consists of an exponentially decaying aperiodic time dependent term and a term
depending in a quasiperiodic manner on the angles q and on time t
H1(p, q, t) =
∑
k∈Zn+1
gke
ik·(q,θt) +
∑
k∈Zn
fk(p)ek(t)e
ik·q ,
where fk(p), ek(t) are as above and θ = (θ1, ..., θm) is the vector of basic frequencies.
For each of the cases above, it is necessary for the application of the Lie series method to construct a
generating function. For this purpose we will formulate an expression in terms of the perturbation H1(p, q, t)
evaluated at p = 0 , call it G(q, t), and solve the partial differential equation
n+1∑
i=1
λi
∂F
∂qi
(q, t) = G(q, t). (7.1)
For the first case, the given function has the form
G(q, t) = GA(q, t) +GQ(q) =
∑
k∈Zn
gk(t)e
ik·q +
∑
l∈Zn
g˜le
il·q,
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and we look for a solution of the form
F (q, t) = FA(q, t) + FQ(q) =
∑
k∈Zn
fk(t)e
ik·q +
∑
l∈Zn
f˜le
il·q.
Substituting in (7.1) we obtain
n+1∑
i=1
λi
∂F
∂qi
=
∑
k∈Zn
[
iλ˜ · kfk(t) + dfk(t)
dt
]
eik·q +
∑
l∈Zn
i(λ˜ · l)f˜leil·q.
Clearly
∑n+1
i=1 λi
∂F
∂qi
−G = 0 becomes
∑
k∈Zn
[
i(λ˜ · k)fk(t) + dfk(t)
dt
− gk(t)
]
eik·q +
∑
l∈Zn
[
i(λ˜ · l)f˜l − g˜l
]
eil·q = 0, (7.2)
(7.2) is satisfied if 
i(λ˜ · k)fk(t) + dfk(t)dt = gk(t)
f˜l =
g˜l
i(λ˜·l)
and the problem reduces to two problems. Similarly for the second case, the given function has the form
G(q, t) = GA(q, t) +GQ(q, t) =
∑
k∈Zn
gk(t)e
ik·q +
∑
l∈Zn+m
g˜le
il·(q,θt),
we look for a function of the form
F (q, t) = FA(q, t) + FQ(q, t) =
∑
k∈Zn
fk(t)e
ik·q +
∑
l∈Zn+m
f˜le
il·(q,θt),
and the problems to be solved are 
i(λ˜ · k)fk(t) + dfk(t)dt = gk(t)
f˜l =
g˜l
i(λ˜,θ)·l
.
Therefore in both KAM theorems solving (7.1) is equivalent to solving two p.d.e’s; one p.d.e involving
quasiperiodic dependent functions, (GQ(q), FQ(q) orGQ(q, t), FQ(q, t)) and a p.d.e involving p
′, q′-exponential
form functions ( GA(q, t), FA(q, t)). In the next section we give the result for solving the p.d.e involving
quasiperiodic functions.
8 P.D.E on a Torus
Consider the real valued functions F (q) and G(q) where q = (q1, ..., qn) ∈ Cn and Re q = (Re q1, ...,Re qn) ∈
R
n mod2π. That is, F (q) and G(q) are functions on Cn, 2π periodic with respect to the real part of each
q1, ..., qn. Although we are concerned with real Hamiltonian systems, we will use techniques from several
complex variables theory in the analysis. This will require complex extensions of functions originally defined
on Rn to Cn. Fix ρ < 1, we define the complex extension of Tn
Dρ = {q ∈ Cn| Re q ∈ Rn mod 2π, ‖Im q‖ ≤ ρ},
where Re q ≡ (Re q1, ...,Re qn), Im q ≡ (Im q1, ..., Im qn). We define Aρ, the set of all complex, continuous
functions defined on Dρ that are analytic in the interior of Dρ and real for real values of the variables.
The following lemma gives a useful bound for the Fourier coefficients of a function G(q) with a 2π periodic
dependence on q.
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Lemma 8.1
Assume G ∈ Aρ and G(q) =
∑
k∈Zn gke
ik·q, then for every k ∈ Zn |gk| ≤ ‖G‖ρe−|k|ρ, where |k| =∑
i |ki|. Proof see appendix D.
The following lemma gives the existence and uniqueness of solutions of a p.d.e involving quasi-periodic
functions. The lemma also gives analyticity results for the solution, F (q), of the p.d.e given analyticity
restrictions on the known function G(q).
Lemma 8.2 Consider the following linear partial differential equation
n∑
i=1
λi
∂F
∂qi
(q) = G(q), (8.1)
where F and G are functions defined on the torus Tn, and assume λ = (λ1, ..., λn) ∈ ΩΓ, for some Γ > 0, and
G ∈ Aρ for some positive ρ < 1 with G = 0. Then, for some positive δ < ρ, (8.1) admits a unique solution
F ∈ Aρ−δ with F = 0, and one has the estimates
‖F‖ρ−δ ≤ ̟
Γδ2n
‖G‖ρ,
∥∥∥∥∂F∂q
∥∥∥∥
ρ−δ
≤ ̟
Γδ2n+1
‖G‖ρ,
where ̟ = 24n+1
(
n+1
e
)n+1
. Proof see appendix D.
9 P.D.E on a Torus with Time Dependent Coefficients
Consider the functions F (q, t) and G(q, t) where q = (q1, ..., qn) ∈ Tn, t ∈ R. We will require as before
complex extensions of functions originally defined on Rn+1 to Cn+1. We define the complex extension of
Tn × R
Dρ,σ = {(q, t) ∈ Cn+1| Re q ∈ Rn mod 2π, ‖Im q‖ ≤ ρ, |Im t| ≤ σ},
where Re q ≡ (Re q1, ...,Re qn), Im q ≡ (Im q1, ..., Im qn). We define Aρ,σ, the set of all complex, contin-
uous functions defined on Dρ,σ that are analytic in the interior of Dρ,σ and real for real values of the variables.
We want show that for a given function G(q, t) ∈ Aρ,σ satisfying certain conditions there exists an F (q, t)
which satisfies the following
n+1∑
i=1
λi
∂F
∂qi
(q, t) = G(q, t), (9.1)
where we identify qn+1 with t and set λn+1 = 1.
Theorem 9.1
Given
n+1∑
i=1
λi
∂F
∂qi
(q, t) = G(q, t),
G(q, t) =
∑
k∈Zn
gk(t)e
ik·q , F (q, t) =
∑
k∈Zn
fk(t)e
ik·q ,
where G ∈ Aρ,σ for 1 > ρ > 0, 1 > σ > 0 and q ∈ Tn, t = tR + itI ∈ C, tR, tI ∈ R. Since G ∈ Aρ,σ it
follows gk(t) is analytic in the strip |tI | < σ and further assume for any given k
gk(t) =

O(e−(ν−ε)tR) (tR →∞)
O(e(µ−ε)tR) (tR → −∞)
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where ν, µ > 0. Then there exist δ > 0 and γ > 0, γ < ν, γ < µ such that fk(t) is analytic in the strip
|tI | < σ − δ and satisfies
fk(t) =

O(e−(ν−ε)tR)O(e−|k|ρ) (tR →∞)
O(e(µ−ε)tR)O(e−|k|ρ) (tR → −∞)
Proof
Since F (q, t) and G(q, t) are 2π periodic in each q1, ..., qn, one can write the Fourier series
F (q, t) =
∑
k∈Zn
fk(t)e
ik·q , G(q, t) =
∑
k∈Zn
gk(t)e
ik·q .
Substituting these in (9.1) results in the following differential equation which the Fourier coefficients fk(t)
and gk(t) must satisfy
i(λ˜ · k)fk(t) + dfk(t)
dt
= gk(t).
The solution of the differential equation is given by
fk(t) = fk(0)e
−i(λ˜·k)t +
∫ t
0
gk(s)e
i(λ˜·k)(s−t)ds. (9.2)
We can argue fk(t) has a Fourier transform provided fk(0) satisfies certain condition. Ultimately, with this
condition on fk(0), we will obtain a new expression for fk(t) which will be better suited to apply Fourier
theory. Assuming that gk(t) has a complex Fourier transform G(ω), with ω = u+ iv, u, v ∈ R, analytic in
some strip −µ < −β < v < β < ν, rewrite (9.2) in terms of the Fourier inversion formula. That is, given the
Fourier transform
Gk(ω) =
∫ ∞
−∞
gk(t)e
−iωtdt, (9.3)
and the Fourier inversion formula
gk(t) =
∫ ∞+iβ
−∞+iβ
Gk(ω)eiωtdω,
(9.2) becomes
fk(t) = fk(0)e
−i(λ˜·k)t +
∫ t
0
(∫ ∞+iβ
−∞+iβ
Gk(ω)eiωsdω
)
ei(λ˜·k)(s−t)ds.
Interchanging integrals and integrating with respect to s gives the expression
fk(t) = fk(0)e
−i(λ˜·k)t + e−i(λ˜·k)t
∫ ∞+iβ
−∞+iβ
Gk(ω)
[
ei(ω+λ˜·k)t − 1
i(ω + λ˜ · k)
]
dω. (9.4)
We consider an arbitrary function s(ω) with the property
∫∞+iβ
−∞+iβ
s(ω)dω = 1 and rewrite (9.4) as follows
fk(t) = e
−i(λ˜·k)t
∫ ∞+iβ
−∞+iβ
(
fk(0)s(ω) + Gk(ω)
[
ei(ω+λ˜·k)t − 1
i(ω + λ˜ · k)
])
dω
=
∫ ∞+iβ
−∞+iβ
(
fk(0)s(ω)e
−i(λ˜·k+ω)t + Gk(ω)
[
1− e−i(ω+λ˜·k)t
i(ω + λ˜ · k)
])
eiωtdω. (9.5)
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Note (9.5) is written in the form of the Fourier inversion formula. That is
fk(t) =
∫ ∞+iβ
−∞+iβ
Fk(ω)eiωtdω, (9.6)
where Fk the Fourier transform of fk(t) given by
Fk(ω) =
∫ ∞
−∞
fk(t)e
−iωtdt.
Consequently, from (9.5) and (9.6) we write
Fk(ω) = fk(0)s(ω)e−i(λ˜·k+ω)t + Gk(ω)
[
1− e−i(ω+λ˜·k)t
i(ω + λ˜ · k)
]
. (9.7)
Furthermore, note Fk is only a function of ω which implies the following
fk(0)s(ω)e
−i(λ˜·k+ω)t = Gk(ω) e
−i(ω+λ˜·k)t
i(ω + λ˜ · k) , (9.8)
or
fk(0)s(ω) =
Gk(ω)
i(ω + λ˜ · k) , (9.9)
and (9.5) reduces to the following
fk(t) =
∫ ∞+iβ
−∞+iβ
Gk(ω)eiωt
i(ω + λ˜ · k)dω. (9.10)
Note the condition on fk(0) given by (9.9) reduces to (9.10) for t = 0 by integrating (9.9) on both sides∫ ∞+iβ
−∞+iβ
fk(0)s(ω)dω =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(ω + λ˜ · k)dω,
fk(0)
∫ ∞+iβ
−∞+iβ
s(ω)dω =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(ω + λ˜ · k)dω,
fk(0) =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(ω + λ˜ · k)dω.
Now, using Lemma E.3 it follows
gk(t) =

O(e−(ν−ε)tR)O(e−|k|ρ) (tR →∞)
O(e(µ−ε)tR)O(e−|k|ρ) (tR → −∞)
or
|gk(t)| ≤ C1e−(ν−ε)tRe−|k|ρ, 0 < c1 < tR <∞,
|gk(t)| ≤ C2e(µ−ε)tRe−|k|ρ, −∞ < tR < c2 < 0.
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where the k order will pass through the proofs of Theorem E.1 and Theorem E.2 like a constant. By Theorem
E.1, there exists a δ > 0 such that the complex Fourier transform of gk(t) defined by
Gk(ω) =
∫ ∞+iβ
−∞+iβ
gk(t)e
−iωtdt,
is analytic in the strip −µ+ δ ≤ v ≤ ν − δ and satisfies
|Gk(ω)| ≤ 2√
2π
e−(σ−ε)ue−|k|ρ
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
, 0 ≤ u <∞,
|Gk(ω)| ≤ 2√
2π
e(σ−ε)ue−|k|ρ
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
,−∞ < u ≤ 0
where we have used the fact ∫ c1
0
|gk(ζ − iη)|e(ν−δ)ζdζ ≤ C1c1,
∫ 0
c2
|gk(ζ − iη)|e−(µ−δ)ζdζ ≤ C2|c2|,
and c3 = min(c1, |c2|), C3 = max(C1, C2). From (9.7) and (9.8) we see that the complex Fourier transform
of fk(t) is given by
Fk(ω) = Gk(ω)
i(λ˜ · k + ω) .
We will show that Fk(ω) is exponentially small with respect to u and k and analytic in two parallel strips.
Clearly, since λ˜ · k ∈ R, we can pick a γ > 0 such that |λ˜ · k + ω| > γ and since Gk(ω) is analytic in the strip
−µ < v < ν, Fk(ω) will be analytic in the strips A(γ < v < ν) and B(−µ < v < −γ). We have
fk(t) =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(λ˜ · k + ω)e
iωtdω,
and the integral converges uniformly for |tI | < σ. Hence fk(t) is analytic in this strip. Furthermore
fk(t) =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(λ˜ · k + ω)e
iωtdω =
∫ ∞
−∞
Gk(u+ iβ)
i(λ˜ · k + u+ iβ)e
i(u+iβ)tdu,
and
|fk(t)| ≤
∫ ∞
−∞
|Gk(u+ iβ)|
|i(λ˜ · k + u+ iβ)|
∣∣∣ei(u+iβ)(tR+itI )∣∣∣ du
≤ 1
γ
∫ ∞
−∞
|Gk(u+ iβ)||eiutR ||e−utI ||e−βtR ||e−iβtI |du
≤ 2√
2πγ
e−|k|ρe−βtR
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
] [∫ ∞
0
e−(σ−ε)ue−utIdu+
∫ 0
−∞
e(σ−ε)ue−utIdu
]
=
2√
2πγ
e−|k|ρe−βtR
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
] [
e−(σ−ε+tI )u
−(σ − ε+ tI)
∣∣∣∞
0
+
e(σ−ε−tI )u
(σ − ε− tI)
∣∣∣0
−∞
]
,
where we have used the fact that we can pick a γ > 0 such that |i(λ˜ · k+ u+ iβ)| =
[
(λ˜ · k + u)2 + β2
]1/2
≥
β ≥ γ. For the u intervals [0,∞) and (−∞, 0], we pick tI = −σ+δ and tI = σ−δ, δ > ε , respectively, so that
|fk(t)| ≤ 4√
2πγ
e−|k|ρe−βtR
(δ − ε)
[
C3c3 +
C3e
−(δ−ε)c3
(δ − ε)
]
.
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Finally, we obtain the order results by taking β, which was arbitrary from the definition of G(ω), arbitrarily
close to ν and −µ. Note that since fk(t) is only defined in the strips A(γ < v < ν) and B(−µ < v < −γ), β
must be within these strips; γ < β < ν and −µ < −β < −γ. By Lemma A.2 for some δ˜ < ρ
‖F‖ρ−δ˜,σ−δ ≤
4
γ
√
2π
1
(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
](
4
δ˜
)n
.
We can easily find estimates for the partial derivatives of F (q, t). Given
F (q, t) =
∑
k∈Zn
fk(t)e
ik·q, F ∈ Aρ,σ,
the partial derivatives of F (q, t) with respect to qj j 6= n+ 1 are as follow
∂F
∂qj
=
∑
k∈Zn
ikjfk(t)e
ik·q .
For some positive
˜˜
δ < ρ
|ikjfk(t)| = |kj ||fk(t)| ≤
(
1
e˜˜δ
)
e|k|
˜˜δ|fk(t)|
≤
(
1
e
˜˜
δ
)
e|k|
˜˜
δ 4
γ
√
2π
e−|k|ρ
(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
.
By Lemma A.2 with ρ− ˜˜δ in placed of ρ and δ˜ in place of δ we obtain the following∥∥∥∥∂F∂qi
∥∥∥∥
ρ−δ˜−
˜˜
δ,σ−δ
≤ 4
γ
√
2π
1
e
˜˜
δ
1
(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
](
4
δ˜
)n
,
and ∂F∂qi ∈ Aρ−δ˜−˜˜δ,σ. Similarly, we obtain an estimate for the partial derivative of F (q, t) with respect to
qn+1 = t which is given by the following expression
∂F
∂t
=
∑
k∈Zn
dfk(t)
dt
eik·q.
Using Cauchy’s Inequalities∣∣∣∣dfk(t)dt
∣∣∣∣ ≤ 1δ ‖fk‖σ ≤ 1δ 4γ√2π e−|k|ρ(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
.
By Lemma A.2 for some δ˜ < ρ∥∥∥∥∂F∂t
∥∥∥∥
ρ−δ˜,σ−2δ
≤ 1
δ
4
γ
√
2π
1
(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
](
4
δ˜
)n
,
and
∂F
∂qi
∈ Aρ−δ˜,σ−δ for i = 1, ..., n+ 1.
Let d = max(1/e
˜˜
δ, 1/δ), then∥∥∥∥∂F∂q′
∥∥∥∥
ρ−δ˜−
˜˜
δ,σ−2δ
≤ 4d
γ
√
2π
1
(δ − ε)
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
](
4
δ˜
)n
.
⊓⊔
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10 Iterative Lemma
Lemma 10.1 (Iterative Lemma)
Given positive constants Γ, ρ, σ, κ < 1, consider the Hamiltonian H(p′, q′) = U(p′, q′) + P (p′, q′) defined
by
U(p′, q′) = a+ λ · p′ + 1
2
∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′),
P (p′, q′) = κ
(
A(q′) +
∑
i
Bi(q
′)p′i
)
,
with ‖H‖ρ,σ < 1, H ∈ Aρ,σ, with some constant vector λ = (λ˜, 1) ∈ Cn+1 such that |λ˜| < L0 for some constant
L0, λ˜ ∈ ΩΓ, A,Bi, Cij , R ∈ Aρ,σ and R is of order ‖p‖3. Assume H is of (C1, C2, c1, c2, ν, µ)p′, q′-exponential
form. Assume there are positive constants m, f,E1 < 1 such that
2m‖v˜‖ ≤ ‖C˜∗v˜‖, ∀v˜ ∈ Cn,
f‖v‖ ≤
∥∥∥∥( C λTλ 0
)
v
∥∥∥∥ , ∀v ∈ Cn+1,
‖Cv‖ρ,σ < m−1‖v‖, ∀v ∈ Cn+1,
max(‖A‖ρ,σ, ‖B‖ρ,σ) < E1.
One can construct positive constants ρ∗, σ∗,m∗, L, c3, γ with ρ∗ < ρ, σ∗ < σ,m∗ < m,L =
3
2L0, c3 =
min(c1, |c2|) and
η =
Λ
f2m2δℵ
κE1, ℵ = 10n+ 9, Λ = 3
n22n+12̟3(6n+ 6)4(c3 + 1)
2
ρ∗Γ3γ2
eν+µ, ̟ = 24n+1
(
n+ 1
e
)n+1
,
such that for any δ > 0 small enough so ρ− 4δ > ρ∗, σ − 4δ > σ∗ and with κE1 small enough that
m− 4(n+ 1)η
σ2∗
> m∗, f − (n+ 3)η
σ2∗
> f∗, (10.1)
there exists a ζA ∈ R and an analytic canonical change of variables, φ : Dρ−4δ,σ−4δ → Dρ,σ, φ ∈ Aρ−4δ,σ−4δ,
which transforms the Hamiltonian H to H ′(P ′,Q′) ≡ UH = (H ◦ φ)(P ′,Q′). H ′(P ′,Q′) is of P ′,Q′ expo-
nential form and can be decomposed as the original H with primed quantities A′, B′, C′, and R′
H ′ = U ′ + P ′,
U ′ = a′ + λ′ · P ′ + 1
2
∑
i,j
C′ijP ′iP ′j +R′(P ′,Q′),
P ′ = κ′ (A′(Q′) +B′(Q′) · P ′) ,
where
λ′ = (1 + κE1ζA)λ ∈ ΩΓ, a′ = H ′(0), A′(Q′) = H ′(0,Q′)− a′,
B′i(Q′) =
∂H ′
∂P ′i
(0,Q′)− λ′i, C′ij(Q′) =
∂2H ′
∂P ′i∂P ′j
(0,Q′), R′ = O(‖P ′‖3),
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and satisfies similar conditions with positive numbers ρ′, σ′,m′, f ′, κ′, E′1 all less thans one and L
′ also positive
with ‖H ′‖ρ′ ≤ 1, where A′, B′i, C′ij , R′ ∈ Aρ′,σ′ ,
2m′‖v˜‖ ≤ ‖C˜′∗v˜‖, ∀v˜ ∈ Cn,
f ′‖v‖ ≤
∥∥∥∥∥∥
 C′ λT
λ 0
 v
∥∥∥∥∥∥ , ∀v ∈ Cn+1,
‖C′v‖ρ′,σ′ < m′−1‖v‖, ∀v ∈ Cn+1,
max(‖A′‖ρ′,σ′ , ‖B′‖ρ′,σ′) < E′1,
where
ρ′ = ρ− 4δ > ρ∗, σ′ = σ − 4δ > σ∗, m′ = m− 4(n+ 1)η
σ2∗
> m∗, f
′ = f − (n+ 3)η
σ2∗
, L′ =
3
2
L0,
κ′ =
Λ
f ′2m′2δ′ℵ
κ2, E′1 =
Λ
f ′2m′2δ′ℵ
E1
σ∗
.
Furthermore, one has for any function F ∈ Aρ,σ, ‖UF − F‖ρ′,σ′ ≤ η‖F‖ρ,σ.
Proof
We will construct a canonical transformation of the Hamiltonian, with a generating function for this
transformation denoted by χ. The generating function is constructed in such a way it eliminates the part
of the transformed Hamiltonian that prevents the preservation of the invariant structure p′ = 0. Recall the
Hamiltonian
H = U + P,
U(p′, q′) = a+ λ · p′ + 1
2
∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′),
P (p′, q′) = κ
(
A(q′) +
∑
i
Bi(q
′)p′i
)
.
We write the transformed Hamiltonian as follows
H ′ = UH = U + P + {χ,U}+ [{χ, P}+ UH −H − {χ,H}].
Alternatively, assuming analyticity in t and taking the Taylor expansion, one has the Lie series
UH =
∞∑
m=0
tm
m!
Lmχ H,
where we denote L0χH = H and L
m
χ H = {Lm−1χ H,χ} for m ≥ 1. For the mth remainder of the Lie series,
we use the notation
rm(H,χ, t) = UH −
m−1∑
l=0
tl
l!
LlχH =
∞∑
l=m
tl
l!
LlχH.
With this notation, the transformed Hamiltonian can be expressed as follows
H ′ = UH = U + P + {χ,U}+ r2(U, χ, 1) + r1(P, χ, 1),
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so that {χ, P}+UH−H−{χ,H} = r2(U, χ, 1)+r1(P, χ, 1).We choose χ so that {χ, P}+UH−H−{χ,H}
is second order in the size of the perturbation and
P + {χ,U} = cλ · p′ +O(‖p′‖2), (10.2)
which implies P + {χ,U} does not contribute to P ′ but it shifts the frequency by a multiple of the original
frequency. Furthermore, one can show all conditions are met by a generating function, similar to the one
introduced by Kolmogorov, of the form
χ = X(q′) + ξ · q′ + Y (q′) · p′, (10.3)
where the functions X(q′) and Y (q′) are of q′-exponential form and ξ ∈ Rn+1. A simple calculation with the
appropriate definitions of U and P gives
{χ,U} =
(
−λ · ξ −
∑
i
λi
∂X
∂q′i
)
+
∑
j
[
−
∑
i
Cij(q
′)ξi −
∑
i
Cij(q
′)
(
∂X
∂q′i
)]
p′j
−
∑
i,j
λj
∂Yi
∂q′j
(q′)p′i +O(‖p′‖2).
Equivalently
{χ,U} = −
(
λ · ξ + λ · ∂q′X(q′)
)
+
(
− ξ · C(q′)− ∂q′X(q′) · C(q′)− λ · ∂q′Y (q′)
)
· p′
+ O(‖p′‖2). (10.4)
To obtain the form of (10.2) we first impose the following condition
− λ · ξ − λ · ∂q′X(q′) + κA(q′) = 0. (10.5)
We set
λ · ξ = κA, (10.6)
so that (10.5) becomes
λ · ∂q′X(q′) = κ
(
A(q′)−A
)
. (10.7)
By Lemma F.2 and the definition of A(q′) we know the right hand side of (10.7) consists of a quasiperiodic
part and a part of exponential order with respect to time. Consequently (10.7) can be split in two problems
corresponding to the quasiperiodic part and to the part of exponential order with respect to time respectively
and solved as explained in section 7. By lemma 8.2 and theorem 9.1 there exists an analytic function X(q′)
satisfying (10.7). Note, by assuming the perturbation of the Hamiltonian, mainly H1(p′, q′), consists of a
quasiperiodic part and an exponential-order-with-respect-to-time part, we are assured X and ∂q′X are of
the same form. Next, for some (ζA, ξ) ∈ R×Rn+1 to be determined, set (κB − C · ξ − C · ∂q′X) = κE1ζAλ.
Consequently we have the following conditions C · ξ + κE1ζAλ = κB − C · ∂q′X, λ · ξ = κA, or equivalently(
C λT
λ 0
)(
ξ
κE1ζA
)
=
(
κB − C · ∂q′X
κA
)
. (10.8)
It follows from lemmas 5.3 and 5.4 there exists a solution, (ξ, ζA) ∈ Rn+1×R, for the matrix equation above.
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Up to this point we have determined conditions onX(q′) and (ξ, ζA) ∈ Rn+1×R to obtain the Hamiltonian
H ′(p′, q′) = U + κζAλ · p′ +O(‖p′‖2) +
[
(κB(q′)− C(q′) · ξ − C(q′) · ∂q′X(q′))
−(κB − C · ξ − C · ∂q′X)
]
· p′ +
(
− λ · ∂q′Y (q′)
)
· p′
+[{χ, P}+ UH −H − {χ,H}]
= U˜ + β · p′ +
(
− λ · ∂q′Y (q′)
)
· p′ +RA,
where we have set
U˜ = U + κE1ζAλ · p′ +O(‖p′‖2)
= a+ (1 + κE1ζA)λ · p′ + 1
2
∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′) +O(‖p′‖2)
= a+ λ′ · p′ + 1
2
∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′) +O(‖p′‖2),
whereR(p′, q′) isO(‖p′‖3), β =
[
(κB(q′)−C(q′)·ξ−C(q′)·∂q′X(q′))−(κB−C·ξ−C ·∂q′X)
]
, λ′ = (1+κE1ζA)λ
and
RA = {χ, P}+ UH −H − {χ,H}. (10.9)
Next we set
(
− λ · ∂q′Y (q′) + β
)
· p′ = 0 or equivalently
λ · ∂q′Y (q′) = β. (10.10)
Note, by the definition of B and C and by the form of ∂q′X , β consists of a quasiperiodic part and a part of
exponential order with respect to time. Consequently, (10.10) can be split into two problems and solved as
explained in section 7. The final Hamiltonian after one application of the generating function is therefore
H ′ = UH =
[
a+ λ′ · p′ + 1
2
∑
i,j
Ci,j(q
′)p′ip
′
j +O(‖p′‖2)
]
+RA = a+ λ′ · p′ +O(‖p′‖2) +RA. (10.11)
where RA is O(κ2). By lemma F.8 the new Hamiltonian H ′(p′, q′) is of p′, q′exponential form. The formula
for X(q′) can be obtained in terms of Fourier coefficients. Consider the following
H1(p′, q, t) = G(p′, q) + T (p′, q′) ∈ Aρ,σ, (10.12)
G(p′, q) =
∑
k∈Zn
s1k(p
′)eik·q ∈ Aρ, T (p′, q′) =
∑
k∈Zn
h1k(p
′)e1k(t)e
ik·q ∈ Aρ,σ,
X(q, t) = Y(q) + T (q′), Y(q) =
∑
k∈Zn
yke
ik·q , T (q′) =
∑
k∈Zn
xk(t)e
ik·q .
We have assumed e1k(t) is analytic in the strip −σ < Im (t) < σ and satisfies
e1k(t) =

O(e−(ν−ε)tR) (tR →∞)
O(e(µ−ε)tR) (tR → −∞)
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or
|e1k(t)| ≤ C0e−(ν−ε)tR , 0 < c1 < tR <∞,
|e1k(t)| ≤ C′0e(µ−ε)tR , −∞ < tR < c2 < 0,
for some positive C0, C
′
0 and
|h1k(0)e1k(t)| ≤ C1e−(ν−ε)tRe−|k|ρ, 0 < c1 < tR <∞,
|h1k(0)e1k(t)| ≤ C2e(µ−ε)tRe−|k|ρ, −∞ < tR < c2 < 0.
Recall the equation to be solved
λ · ∂q′X(q′) = κ
(
A(q′)−A
)
, (10.13)
and by the defined normal form
κA(q′) = κ(H1(0, q′)−H1(0)) = κ
 ∑
k∈Zn\0
s1k(0)e
ik·q +
∑
k∈Zn
h1k(0)e
1
k(t)e
ik·q
 .
Note A = 0. Solving (10.13) can be done by separating the quasiperiodic part and the exponential-time-
dependent part and solving the two parts separately as was presented in section four. The quasiperiodic part
is as follows
λ˜ · ∂q′Y(q) = κ
(
G(0, q)−G(0)
)
=
∑
k∈Zn\0
κs1k(0)e
ik·q. (10.14)
Since we assume λ˜ ∈ ΩΓ and since the right hand side of (10.14) has zero average, by lemma 8.2, for some
positive δ < ρ , (10.14) admits a unique solution
Y(q) =
∑
k∈Zn\0
yke
ik·q ∈ Aρ−δ,
with Y = 0 and one has the estimates
|yk| ≤ κ
Γ
( n
eδ
)n
‖(G−G)(0)‖ρe−|k|(ρ−δ), (10.15)
‖Y‖ρ−δ ≤ ̟κ
Γδ2n
‖(G−G)(0)‖ρ,
∥∥∥∥∂Y∂q
∥∥∥∥
ρ−δ
≤ ̟κ
Γδ2n+1
‖(G−G)(0)‖ρ,
where ̟ = 24n+1
(
n+1
e
)n+1
. The exponential-order-with-respect-to-time part of (10.13) is as follows
λ · ∂q′T (q′) = κT (0, q′), (10.16)
which reduces to the differential equation
i(λ˜ · k)xk(t) + dxk(t)
dt
= κh1k(0)e
1
k(t).
By Theorem E.1 and lemma E.4 , there exists a δ > 0 such that the complex Fourier transform of e1k(t)
defined by
E1k(ω) =
∫ ∞+iβ
−∞+iβ
e1k(t)e
−iωtdt,
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exists and is analytic in the strip −µ+ δ ≤ v ≤ ν − δ and the Fourier inversion formula is
e1k(t) =
∫ ∞
−∞
E1k(ω)eiωtdω.
We found, (9.10), xk(t) has the following form
xk(t) =
∫ ∞+iβ
−∞+iβ
κh1k(0)E1k(ω)eiωt
i(ω + λ˜ · k) dω.
By Theorem 9.1 there exist δ > 0, δ˜ > 0,
˜˜
δ > 0, without loss of generality we set δ = δ˜ =
˜˜
δ and ε = δ/2, and
γ > 0, γ < ν, γ < µ such that (10.16) has a unique solution given by
T (q, t) =
∑
k∈Zn
xk(t)e
ik·q ∈ Aρ−δ,ρ−δ,
and the following estimates hold
|xk(t)| ≤ 4κ
γ
√
2π
[
2C3c3
δ
+
4C3e
− δ2 c3
δ2
]
e−(ν−
δ
2 )tRe−|k|ρ, 0 ≤ tR <∞, (10.17)
|xk(t)| ≤ 4κ
γ
√
2π
[
2C3c3
δ
+
4C3e
−
δc3
2
δ2
]
e(µ−
δ
2 )tRe−|k|ρ, −∞ < tR < 0, (10.18)
‖T ‖ρ−δ,σ−δ ≤ 8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
−
δc3
2
](
4
δ
)n
,
∥∥∥∥∂T∂q′
∥∥∥∥
ρ−δ,σ−δ
≤ 8κ
δ2γ
√
2π
[
C3c3 +
2
δ
C3e
−
δc3
2
](
4
δ˜
)n
.
Finally we have
‖X‖ρ−δ,ρ−δ = ̟κ
Γδ2n
‖(G−G)(0)‖ρ + 8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
−
δc3
2
](
4
δ
)n
,
∥∥∥∥∂X∂q′
∥∥∥∥
ρ−δ,ρ−δ
=
̟κ
Γδ2n+1
‖(G−G)(0)‖ρ + 8κ
δ2γ
√
2π
[
C3c3 +
2
δ
C3e
−
δc3
2
](
4
δ
)n
.
Next we look at the solution of λ · ∂q′Y = β. Recall
βj = κ
(
Bj(q
′)−Bj
)
−
[
C(q′) · ∂q′X(q′)− C · ∂q′X(q′)
]
j
−
[
C(q′) · ξ − C · ξ
]
j
.
First we have
Bj =
∂H1
∂p′j
(0, q′) =
[∑
k∈Zn
∂s1k
∂p′j
(0)eik·q +
∑
k∈Zn
∂h1k
∂p′j
(0)e1k(t)e
ik·q
]
∈ Aρ−δ,σ,
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and
Bj =
∂s10
∂p′j
(0).
Substituting for the definition of Bj we obtain
κ
(
Bj(q
′)−Bj
)
= κ
 ∑
k∈Zn\0
∂s1k
∂p′j
(0)eik·q +
∑
k∈Zn
∂h1k
∂p′j
(0)e1k(t)e
ik·q
 ∈ Aρ−δ,σ. (10.19)
Next, we write out an expression for C(q′) · ∂q′X(q′)− C · ∂q′X(q′) given the following expressions
X(q, t) = Y(q) + T (q′) ∈ Aρ−δ,σ−δ,
Y(q) =
∑
k∈Zn
yke
ik·q ∈ Aρ−δ, T (q′) =
∑
k∈Zn
xk(t)e
ik·q ∈ Aρ−δ,σ−δ,
Cij(q
′) =
∂2H˜0
∂p′i∂p
′
j
(0) + κ
∂2H1
∂p′i∂p
′
j
(0, q′) ∈ Aρ−δ,σ,
H1(p′, q, t) = G(p′, q) + T (p′, q′) ∈ Aρ,σ,
G(p′, q) =
∑
k∈Zn
s1k(p
′)eik·q ∈ Aρ, T (p′, q′) =
∑
k∈Zn
h1k(p
′)e1k(t)e
ik·q ∈ Aρ,σ.
We have completely solved for X(q, t). Recall from Theorem 9.1, xk(t) is of exponential order with respect
to tR. We differentiate and obtain
∂q′X =
(
∂q′1X, ..., ∂q′n+1X
)
∈ Aρ−2δ,σ−2δ,
C(q′) · ∂q′X =
(
n+1∑
l=1
C1,l(q
′)∂q′
l
X, ...,
n+1∑
l=1
Cn+1,l(q
′)∂q′
l
X
)
∈ Aρ−2δ,σ−2δ ,
and
(C(q′) · ∂q′X)j =
n+1∑
l=1
Cj,l(q
′)∂q′
l
X
=
n+1∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∂2H1
∂p′l∂p
′
j
(0, q′)
]
∂q′
l
X
=
n+1∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∂2H1
∂p′l∂p
′
j
(0, q′)
]
∂q′
l
[Y(q) + T (q′)]
=
n+1∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q + κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q
]
· ∂q′
l
[Y(q) + T (q′)]
=
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q + κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q
]
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· ∂q′
l
[Y(q) + T (q′)]
+
[
∂2H˜0
∂p′n+1∂p
′
j
(0) + κ
∑
k∈Zn
∂2s1k
∂p′n+1∂p
′
j
(0)eik·q + κ
∑
k∈Zn
∂2h1k
∂p′n+1∂p
′
j
(0)e1k(t)e
ik·q
]
· ∂q′n+1 [Y(q) + T (q′)]
=
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0)∂q′
l
Y(q) + κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q∂q′
l
Y(q)
+ κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q∂q′
l
Y(q) + ∂
2H˜0
∂p′l∂p
′
j
(0)∂q′
l
T (q′)
+ κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q∂q′
l
T (q′) + κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q∂q′
l
T (q′)
]
+
[
∂2H˜0
∂p′n+1∂p
′
j
(0)∂q′
n+1
T (q′) + κ
∑
k∈Zn
∂2s1k
∂p′n+1∂p
′
j
(0)eik·q∂q′
n+1
T (q′)
+ κ
∑
k∈Zn
∂2h1k
∂p′n+1∂p
′
j
(0)e1k(t)e
ik·q∂q′
n+1
T (q′)
]
.
At this point we will pause to examine the terms obtained in the expression above. We begin with the first
term
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0)∂q′
l
Y(q)
]
=
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0)
∑
k∈Zn
iklyke
ik·q
]
=
∑
k∈Zn
[
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)
]
eik·q
The second term
n∑
l=1
[
κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q∂q′
l
Y(q)
]
=
n∑
l=1
[
κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q
∑
k∈Zn
iklyke
ik·q
]
=
n∑
l=1
[
κ
∑
k∈Zn
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)klyke
im·q
)
eik·q
]
=
∑
w∈Zn
[
κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(w −m)lyw−m
)]
eiw·q.
The third term
n∑
l=1
[
κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q∂q′
l
Y(q)
]
=
n∑
l=1
[
κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q
∑
k∈Zn
iklyke
ik·q
]
=
n∑
l=1
[
κ
∑
k∈Zn
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)klyke
im·q
)
eik·q
]
=
∑
w∈Zn
[ ∑
m∈Zn
(
n∑
l=1
iκ
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(w −m)lyw−m
)]
eiw·q.
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The fourth term
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0)∂q′
l
T (q′)
]
=
n∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0)
∑
k∈Zn
iklxk(t)e
ik·q
]
=
∑
k∈Zn
[
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
]
eik·q.
The fifth term
n∑
l=1
[
κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q∂q′
l
T (q′)
]
=
n∑
l=1
[
κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q
∑
k∈Zn
iklxk(t)e
ik·q
]
=
n∑
l=1
[
κ
∑
k∈Zn
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)klxk(t)e
im·q
)
eik·q
]
=
∑
w∈Zn
[ ∑
m∈Zn
(
n∑
l=1
iκ
∂2s1m
∂p′l∂p
′
j
(0)(w −m)lxw−m(t)
)]
eiw·q.
The sixth term
n∑
l=1
[
κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q∂q′
l
T (q′)
]
=
n∑
l=1
[
κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q
∑
k∈Zn
iklxk(t)e
ik·q
]
=
n∑
l=1
[
κ
∑
k∈Zn
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)klxk(t)e
im·q
)
eik·q
]
=
∑
w∈Zn
[ ∑
m∈Zn
(
n∑
l=1
iκ
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(w −m)lxw−m(t)
)]
eiw·q.
The seventh term
∂2H˜0
∂p′n+1∂p
′
j
(0)∂q′n+1T (q′) =
∂2H˜0
∂p′n+1∂p
′
j
(0)
∑
k∈Zn
dxk
dt
(t)eik·q =
∑
k∈Zn
(
∂2H˜0
∂p′n+1∂p
′
j
(0)
dxk
dt
(t)
)
eik·q.
The eight term
κ
∑
k∈Zn
∂2s1k
∂p′n+1∂p
′
j
(0)eik·q∂q′
n+1
T (q′) = κ
∑
k∈Zn
∂2s1k
∂p′n+1∂p
′
j
(0)eik·q
∑
k∈Zn
dxk
dt
(t)eik·q
=
∑
k∈Zn
( ∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk
dt
(t)eim·q
)
eik·q =
∑
w∈Zn
( ∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxw−m
dt
(t)
)
eiw·q.
The nineth term
κ
∑
k∈Zn
∂2h1k
∂p′n+1∂p
′
j
(0)e1k(t)e
ik·q∂q′
n+1
T (q′) = κ
∑
k∈Zn
∂2h1k
∂p′n+1∂p
′
j
(0)e1k(t)e
ik·q
∑
k∈Zn
dxk
dt
(t)eik·q
=
∑
k∈Zn
( ∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk
dt
(t)eim·q
)
eik·q =
∑
w∈Zn
( ∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxw−m
dt
(t)
)
eiw·q.
We finally write
(C(q′) · ∂q′X)j =
∑
k∈Zn
[
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0) + κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lyk−m
)]
eik·q
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+
∑
k∈Zn
[
κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)
+
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)
+
∂2H˜0
∂p′n+1∂p
′
j
(0)
dxk
dt
(t) +
∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
+
∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
]
eik·q
and
(C(q′) · ∂q′X)j − (C · ∂q′X)j =
∑
k∈Zn\0
[
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)
]
eik·q
+ κ
∑
k∈Zn
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lyk−m − i ∂
2s1k
∂p′l∂p
′
j
(0)klyk
)
eik·q
+
∑
k∈Zn
[
κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)
+
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)
+
∂2H˜0
∂p′n+1∂p
′
j
(0)
dxk
dt
(t) +
∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
+
∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
]
eik·q . (10.20)
Next we write out the expression
(
C(q′) · ξ − C · ξ
)
j
.
(C(q′) · ξ)j =
n+1∑
l=1
Cj,l(q
′)ξl =
n+1∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∂2H1
∂p′l∂p
′
j
(0, q′)
]
ξl
=
n+1∑
l=1
[
∂2H˜0
∂p′l∂p
′
j
(0) + κ
∑
k∈Zn
∂2s1k
∂p′l∂p
′
j
(0)eik·q + κ
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q
]
ξl
and (
C(q′) · ξ − C · ξ
)
j
=
n+1∑
l=1
κξl ∑
k∈Zn\0
∂2s1k
∂p′l∂p
′
j
(0)eik·q + κξl
∑
k∈Zn
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)e
ik·q

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=
∑
k∈Zn\0
(
n+1∑
l=1
κξl
∂2s1k
∂p′l∂p
′
j
(0)
)
eik·q +
∑
k∈Zn
(
n+1∑
l=1
κξl
∂2h1k
∂p′l∂p
′
j
(0)
)
e1k(t)e
ik·q . (10.21)
We have thus separated the right hand side of
λ · ∂q′Y = β, (10.22)
into a quasiperiodic and a exponential-order-with-respect-to-time part. We first solve the quasiperiodic part.
Assume
Yj(q
′) = Sj(q) + Fj(q′), Sj(q) =
∑
k∈Zn
Sk,jeik·q, Fj(q′) =
∑
k∈Zn
Fk,j(t)eik·q .
The j th component of (10.22) is given by
λ · ∂q′Yj(q′) =
n+1∑
i=1
λi∂q′iYj(q
′) = βj . (10.23)
From (10.19), (10.20) and (10.21) we obtain the quasiperiodic part of βj
βQj (q) = κ
∑
k∈Zn\0
∂s1k
∂p′j
(0)eik·q +
∑
k∈Zn\0
[
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)
]
eik·q
+κ
∑
k∈Zn
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)klyke
im·qeik·q − i ∂
2s1−k
∂p′l∂p
′
j
(0)klyk
)
+
∑
k∈Zn\0
(
n+1∑
l=1
κξl
∂2s1k
∂p′l∂p
′
j
(0)
)
eik·q
=
∑
k∈Zn\0
[
κ
∂s1k
∂p′j
(0) +
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)
+κ
n∑
l=1
∑
m ∈ Zn
m 6= −k
i
∂2s1m
∂p′l∂p
′
j
(0)klyke
im·q +
n+1∑
l=1
κξl
∂2s1k
∂p′l∂p
′
j
(0)
]
eik·q
=
∑
h∈Zn\0
[
κ
∂s1h
∂p′j
(0) +
n∑
l=1
ihlyh
∂2H˜0
∂p′l∂p
′
j
(0)
+κ
n∑
l=1
∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(h−m)lyh−m +
n+1∑
l=1
κξl
∂2s1h
∂p′l∂p
′
j
(0)
]
eih·q
=
∑
k∈Zn\0
βQj,ke
ik·q,
where we have set
βQj,k = κ
∂s1h
∂p′j
(0) +
n∑
l=1
ihlyh
∂2H˜0
∂p′l∂p
′
j
(0) + κ
n∑
l=1
∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(h−m)lyh−m +
n+1∑
l=1
κξl
∂2s1h
∂p′l∂p
′
j
(0).
The quasiperiodic part of (10.22) is
λ˜ · ∂q (Sj(q)) = βQj (q) =
∑
k∈Zn\0
βQj,ke
ik·q ∈ Aρ−2δ. (10.24)
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Since we assume λ˜ ∈ ΩΓ and since the right hand side of (10.24) has zero average, by lemma 8.2, for some
positive δ < ρ , (10.24) admits a unique solution
Sj(q) =
∑
k∈Zn
Sk,jeik·q ∈ Aρ−3δ ,
with Sj = 0 and one has the estimates
‖Sj‖ρ−3δ ≤ ̟
Γδ2n
‖βQj ‖ρ−2δ,
∥∥∥∥∂Sj∂q
∥∥∥∥
ρ−3δ
≤ ̟
Γδ2n+1
‖βQj ‖ρ−2δ,
where̟ = 24n+1
(
n+1
e
)n+1
. Next we want to solve the exponential-order-with-respect-to-time part of (10.22).
From (10.19), (10.20) and (10.21) we obtain the exponential-time dependent part of βj
βEj (q
′) =
∑
k∈Zn
[
κ
∂h1k
∂p′j
(0)e1k(t)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)
+
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)
+ κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)
+
∂2H˜0
∂p′n+1∂p
′
j
(0)
dxk
dt
(t) +
∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
+
∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
+
(
n+1∑
l=1
κξl
∂2h1k
∂p′l∂p
′
j
(0)
)
e1k(t)
]
eik·q =
∑
k∈Zn
βEjk(t)e
ik·q .
Therefore, the exponential-order-with-respect-to-time dependent part of (10.22) is
λ · ∂q′Fj(q′) = βEj (q′) =
∑
k∈Zn
βEjk(t)e
ik·q ∈ Aρ−2δ,σ−2δ. (10.25)
To solve (10.25) we must find an exponential bound for the time dependent Fourier coefficients βEjk(t). This
exponential bound can be found by bounding each of the nine time dependent terms that make up βEjk(t).
Note, to bound the terms involving sums over m we use the bounds found in appendix H. For the first term∣∣∣∣∣∂h1k∂p′j (0)e1k(t)
∣∣∣∣∣ ≤ κδ C1e−(ν−ε)tRe−|k|ρ, 0 < c1 < tR <∞,
∣∣∣∣∣∂h1k∂p′j (0)e1k(t)
∣∣∣∣∣ ≤ κδ C2e(µ−ε)tRe−|k|ρ, −∞ < tR < c2 < 0.
For the second term we refer to (10.15)∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)∣∣∣∣∣
30
≤
n∑
l=1
∑
m∈Zn
κ
‖h1m‖ρ
δ2
∣∣e1m(t)(k −m)lyk−m∣∣
≤
∑
m∈Zn
κ
‖h1m‖ρ
δ2
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρe−|k−m|(ρ−δ)
∣∣e1m(t)∣∣ |k −m|
≤
∑
m∈Zn
κ
‖h1m‖ρ
δ2
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρe−|k−m|(ρ−δ) e
|k−m|δ
eδ
∣∣e1m(t)∣∣
≤
∑
m∈Zn
κ
1
eδ3
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρe−|k−m|(ρ−2δ)‖h1m‖ρ
∣∣e1m(t)∣∣
so that ∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)∣∣∣∣∣
≤
∑
m∈Zn
[
κ
1
eδ3
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρC1
]
e−|m|ρe−|k−m|(ρ−2δ)e−(ν−
δ
2 )tR ,
≤
[
κ
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρC1
]
e−|k|(ρ−2δ)e−(ν−
δ
2 )tR
0 < c1 < tR <∞,∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lyk−m
)∣∣∣∣∣
≤
∑
m∈Zn
[
κ
1
eδ3
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρC2
]
e−|m|ρe−|k−m|(ρ−2δ)e−(µ−
δ
2 )tR
≤
[
κ
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρC2
]
e−|k|(ρ−2δ)e−(µ−
δ
2 )tR ,
−∞ < tR < c2 < 0.
For the third term ∣∣∣∣∣
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
∣∣∣∣∣ ≤
n∑
l=1
(
1
eδ
)
e|k|δ
∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ |xk(t)|,
so that ∣∣∣∣∣
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
∣∣∣∣∣
≤
[
n∑
l=1
(
1
eδ
)
e|k|δ
∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8κδγ√2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−(ν−
δ
2 )tRe−|k|ρ, 0 ≤ tR <∞,
∣∣∣∣∣
n∑
l=1
iklxk(t)
∂2H˜0
∂p′l∂p
′
j
(0)
∣∣∣∣∣
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≤
[
n∑
l=1
(
1
eδ
)
e|k|δ
∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8κδγ√2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e(µ−
δ
2 )tRe−|k|ρ, −∞ ≤ tR < 0.
The fourth term
∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)∣∣∣∣∣ ≤ ∑
m∈Zn
κ
‖s1m‖ρ
δ2
|k −m||xk−m(t)|
≤
∑
m∈Zn
κ
‖G‖ρe−|m|ρ
δ2
(
1
eδ
)
e|k−m|δ|xk−m(t)|,
so that ∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)∣∣∣∣∣
≤
∑
m∈Zn
[
κ
(‖G‖ρ
eδ3
)
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|(ρ−δ)e−(ν−
δ
2 )tR
≤
[
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−(ν−
δ
2 )tR
,
for 0 ≤ tR <∞, ∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)(k −m)lxk−m(t)
)∣∣∣∣∣
≤
∑
m∈Zn
[
κ
(‖G‖
eδ3
)
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|(ρ−δ)e(µ−
δ
2 )tR
≤
[
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−(µ−
δ
2 )tR ,
for −∞ ≤ tR < 0.
The fifth term ∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)∣∣∣∣∣
≤
∑
m∈Zn
κ
‖h1m‖ρ
δ2
|k −m||e1m(t)xk−m(t)| ≤
∑
m∈Zn
κ
1
δ2
(
1
eδ
)
e|k−m|δ‖h1m‖ρ|e1m(t)xk−m(t)|,
so that ∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)∣∣∣∣∣
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≤
∑
m∈Zn
[
κ
(
1
eδ3
)
C1
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|(ρ−δ)e−2(ν−
δ
2 )tR
≤
[
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C1
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−2(ν−
δ
2 )tR
for 0 < c1 < tR <∞,
∣∣∣∣∣κ
n∑
l=1
( ∑
m∈Zn
i
∂2h1m
∂p′l∂p
′
j
(0)e1m(t)(k −m)lxk−m(t)
)∣∣∣∣∣
≤
∑
m∈Zn
[
κ
(
1
eδ3
)
C2
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|(ρ−δ)e2(µ−
δ
2 )tR
≤
[
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C2
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−2(µ−
δ
2 )tR
for −∞ < tR < c2 < 0.
For the sixth, seventh and eighth term we refer to lemma F.5 when dealing with the bound of the derivative
of an exponential-time dependent function. The sixth term
∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)dxkdt (t)
∣∣∣∣∣ ≤
∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(ν−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e−(ν−
δ
2 )tRe−|k|ρ,
for 0 ≤ tR <∞,
∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)dxkdt (t)
∣∣∣∣∣ ≤
∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(µ−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e(µ−
δ
2 )tRe−|k|ρ,
for −∞ ≤ tR < 0.
The seventh term∣∣∣∣∣ ∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
∣∣∣∣∣ ≤ ∑
m∈Zn
κ
‖s1m‖ρ
δ2
∣∣∣∣dxk−mdt (t)
∣∣∣∣ ≤ ∑
m∈Zn
κ
‖G‖ρe−|m|ρ
δ2
∣∣∣∣dxk−mdt (t)
∣∣∣∣ ,
so that ∣∣∣∣∣ ∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
∣∣∣∣∣
≤
∑
m∈Zn
[
κ‖G‖ρ e
(ν− δ2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−(ν−
δ
2 )tRe−|k−m|ρ
≤
[
3nκ‖G‖ρ
(
1
eδ
)n
e(ν−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−(ν−
δ
2 )tR ,
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for 0 ≤ tR <∞,
∣∣∣∣∣ ∑
m∈Zn
κ
∂2s1m
∂p′n+1∂p
′
j
(0)
dxk−m
dt
(t)
∣∣∣∣∣
≤
∑
m∈Zn
[
κ‖G‖ρ e
(µ− δ2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe(µ−
δ
2 )tRe−|k−m|ρ
≤
[
3nκ‖G‖ρ
(
1
eδ
)n
e(µ−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−(µ−
δ
2 )tR ,
for −∞ ≤ tR < 0.
The eighth term∣∣∣∣∣ ∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
∣∣∣∣∣ ≤ ∑
m∈Zn
κ
‖h1m‖ρ
δ2
|e1m(t)|
∣∣∣∣dxkdt (t)
∣∣∣∣ ≤ ∑
m∈Zn
κ
1
δ2
‖h1m‖ρ|e1m(t)|
∣∣∣∣dxkdt (t)
∣∣∣∣ ,
so that ∣∣∣∣∣ ∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
∣∣∣∣∣
≤
∑
m∈Zn
κ
1
δ2
C1e
−(ν− δ2 )tRe−|m|ρ
e(ν−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e−(ν−
δ
2 )tRe−|k−m|ρ
=
∑
m∈Zn
[
κC1
e(ν−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|ρe−2(ν−
δ
2 )tR
≤
[
3nκC1
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−2(ν−
δ
2 )tR
for 0 < c1 < tR <∞, ∣∣∣∣∣ ∑
m∈Zn
κ
∂2h1m
∂p′n+1∂p
′
j
(0)e1m(t)
dxk−m
dt
(t)
∣∣∣∣∣
≤
∑
m∈Zn
κ
1
δ2
C1e
(µ− δ2 )tRe−|m|ρ
e(µ−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e(µ−
δ
2 )tRe−|k−m|ρ
=
∑
m∈Zn
[
κC1
e(µ−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|m|ρe−|k−m|ρe2(µ−
δ
2 )tR
≤
[
3nκCm
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]]
e−|k|(ρ−δ)e−2(µ−
δ
2 )tR
for −∞ < tR < c2 < 0.
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The nine th term ∣∣∣∣∣
n+1∑
l=1
κξl
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)
∣∣∣∣∣ ≤ κ|ξ| ‖h1k‖ρδ2 ∣∣e1k(t)∣∣ ,
so that ∣∣∣∣∣
n+1∑
l=1
κξl
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)
∣∣∣∣∣ ≤ κ|ξ| ‖h1k‖ρδ2 C1e−(ν− δ2 )tRe−|k|ρ, 0 < c1 < tR <∞,
∣∣∣∣∣
n+1∑
l=1
κξl
∂2h1k
∂p′l∂p
′
j
(0)e1k(t)
∣∣∣∣∣ ≤ κ|ξ| ‖h1k‖ρδ2 C2e(µ− δ2 )tRe−|k|ρ, −∞ < tR < c2 < 0.
Note we have bounded the sums on m as indicated in Appendix 3. Putting the estimates for the nine terms
we obtain the following bound for βEj .∣∣βEjk(t)∣∣ ≤ [κδ C1e−|k|ρ
+
(
κ
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρC1
)
e−|k|(ρ−2δ)e−(ν−
δ
2 )tR
+
(
n∑
l=1
(
1
eδ
) ∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8κδγ√2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e−|k|(ρ−δ)
)
+
(
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
e−|k|(ρ−δ)e−(ν−
δ
2 )tR
+
(
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C1
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
e−|k|(ρ−δ)e−2(ν−
δ
2 )tR
+
(∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(ν−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
]
e−|k|ρ
)
+
(
3nκ‖G‖ρ
(
1
eδ
)n
e(ν−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
e−|k|(ρ−δ)e−(ν−
δ
2 )tR
+
(
3nκC1
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
e−|k|(ρ−δ)e−2(ν−
δ
2 )tR
+ κ|ξ| 1
δ2
C1e
−|k|ρ
]
e−(ν−
δ
2 )tR , 0 < c1 < tR <∞,
where we have used the fact e−2(ν−
δ
2 )tR ≤ e−(ν− δ2 )tR . We can further simplify by using the fact e−|k|ρ ≤
e−|k|(ρ−δ) ≤ e−|k|(ρ−2δ) so that∣∣βEjk(t)∣∣ ≤ [κδ C1 +
(
κ
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρC1
)
+
(
n∑
l=1
(
1
eδ
) ∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8κδγ√2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
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+(
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C1
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(ν−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκ‖G‖ρ
(
1
eδ
)n
e(ν−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκC1
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+ κ|ξ| 1
δ2
C1
]
e−|k|(ρ−2δ)e−(ν−
δ
2 )tR , 0 < c1 < tR <∞,
similarly ∣∣βEjk(t)∣∣ ≤ [κδ C2 +
(
κ
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρC2
)
+
(
n∑
l=1
(
1
eδ
) ∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8κδγ√2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C2
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(µ−
δ
2 )δ
δ
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκ‖G‖ρ
(
1
eδ
)n
e(µ−
δ
2 )δ
δ3
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+
(
3nκC2
e(µ−
δ
2 )δ
δ3
(
1
eδ
)n
8κ
δγ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
])
+ κ|ξ| 1
δ2
C2
]
e−|k|(ρ−2δ)e(µ−
δ
2 )tR , −∞ < tR < c2 < 0.
At this point we must relate the constants used to bound the time dependence, C1 and C2, to a constant which
bounds the entire perturbation. Recall that by assumption on the time dependence and by the quasiperiodic
q dependence we obtain the following estimates
|h1k(0)e1k(t)| ≤ C1e−|k|ρe−(ν−
δ
2 )tR , 0 < c1 ≥ tR <∞,
|h1k(0)e1k(t)| ≤ C2e−|k|ρe(µ−
δ
2 )tR , −∞ < tR ≤ c2 < 0,
and clearly
|h1k(0)e1k(t)| ≤ C1e−(ν−
δ
2 )tR , 0 < c1 ≥ tR <∞,
|h1k(0)e1k(t)| ≤ C2e(µ−
δ
2 )tR , −∞ < tR ≤ c2 < 0.
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We want this estimates also to include the interval c2 < tR < c1. The assumption on the function e
1
k(t)
in this interval was simply to be a bounded function. Consequently, there exists a constant E0 such that
C1 ≤ E0, C2 ≤ E0 and the following estimates hold
|h1k(0)e1k(t)| ≤ E0e−|k|ρ, 0 < tR <∞,
|h1k(0)e1k(t)| ≤ E0e−|k|ρ, −∞ < tR ≤ 0.
Now recall the total perturbation H1(0, q′) = G(q)+T (q′) and assume |G(q)| ≤ EG. By the argument above
we have
|T (q′)| ≤
∑
k∈Zn
|h1k(0)|e1k(t)||eik·q | ≤
∑
k∈Zn
E0e
−|k|ρe|k|(ρ−δ)
=
∑
k∈Zn
E0e
−|k|δ = 2E0
1
1− e−δ = ET .
Finally we have
C1 ≤ E0 ≤ ET ≤ EG + ET = E ≤ E1,
C2 ≤ E0 ≤ ET ≤ EG + ET = E ≤ E1,
C3 = max(C1, C2) ≤ E1,
where E1 is the bound on the total perturbation H
1(0, q′). The estimates on βEjk(t) become∣∣βEjk(t)∣∣ ≤ [1δ +
(
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρ
)
+
(
n∑
l=1
(
1
eδ
) ∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8δγ√2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C1
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(ν−
δ
2 )δ
δ
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκ‖G‖ρ
(
1
eδ
)n
e(ν−
δ
2 )δ
δ3
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκC1
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+ |ξ| 1
δ2
]
κE1e
−|k|(ρ−2δ)e−(ν−
δ
2 )tR , 0 < c1 < tR <∞,
similarly
∣∣βEjk(t)∣∣ ≤ [1δ +
(
3n
eδ3
κ
Γ
( n
eδ
)n( 1
1− e−2δ
)n
‖G(0, q)−G(0)‖ρ
)
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+(
n∑
l=1
(
1
eδ
) ∣∣∣∣∣ ∂2H˜0∂p′l∂p′j (0)
∣∣∣∣∣ 8δγ√2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκ
(‖G‖ρ
eδ3
)(
1
1− e−2δ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
κ
(
3n
eδ3
)(
1
1− e−2δ
)n
C2
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(∣∣∣∣∣ ∂2H˜0∂p′n+1∂p′j (0)
∣∣∣∣∣ e(µ−
δ
2 )δ
δ
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκ‖G‖ρ
(
1
eδ
)n
e(µ−
δ
2 )δ
δ3
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3nκC2
e(µ−
δ
2 )δ
δ3
(
1
eδ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+ |ξ| 1
δ2
]
κE1e
−|k|(ρ−2δ)e(µ−
δ
2 )tR , −∞ < tR < c2 < 0.
We take a pause to address the analyticity issue. We know from the functions that make up βEj (q
′) that
βEj (q
′) ∈ Aρ−2δ,σ−2δ . Our estimates above demonstrate the Fourier coefficients of βEj (q′) depend on k as
e−|k|(ρ−2δ) which agrees by Lemma A.1 with our expectations. Next we want to further simplify the estimates
above by removing dependence on C1, C2, G, κ, H˜
0, and ξ. We first find an estimate for ‖ξ‖. Recall from
Lemma 5.4 there exists a positive constant f such that∥∥∥∥( C λTλ 0
)(
ξ
κE1ζA
)∥∥∥∥ ≥ f ∥∥∥∥( ξκE1ζA
)∥∥∥∥ ≥ f‖ξ‖.
Also from (10.8) we have ∥∥∥∥( C λTλ 0
)(
ξ
κE1ζA
)∥∥∥∥ =
∥∥∥∥∥
(
κB − C · ∂q′X
κA
)∥∥∥∥∥
≤ κ‖B‖ρ,σ + ‖C · ∂q′X‖ρ,σ + κ‖A‖ρ,σ ≤ 2κE1 +m−1‖∂q′X‖ρ,σ
≤ 2κE1 + ̟κ
mΓδ2n+1
‖G(0, q)−G(0)‖ρ + 8κ
mδ2γ
√
2π
[
C3c3 +
2
δ
C3e
− δ2 c3
](
4
δ
)n
.
We finally obtain
‖ξ‖ ≤ 1
f
[
2κE1 +
2̟κ
mΓδ2n+1
E1 +
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
]
.
With this bound we can bound |ξ| < (n+ 1)‖ξ‖. Also note
‖G(0, q)−G(0)‖ρ ≤ 2‖G(0, q)‖ρ ≤ 2‖H1‖ρ ≤ 2E1, ‖G(0, q)‖ρ ≤ E1.
The bounds on ξ, G together with κC1 ≤ κE1 < 1, κC2 ≤ κE1 < 1, and
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
≤ n
δ
‖H‖ρ ≤ n
δ
,
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are used to reduce the bounds on |βEjk(t)| to the following∣∣βEjk(t)∣∣ ≤ [1δ +
(
3n
eδ3
1
Γ
( n
eδ
)n( 1
1− e−2δ
)n)
+
((
1
eδ
)
n
δ
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3n
(
1
eδ3
)(
1
1− e−2δ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
((
3n
eδ3
)(
1
1− e−2δ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
1
δ
e(ν−
δ
2 )δ
δ
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3n
(
1
eδ
)n
e(ν−
δ
2 )δ
δ3
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
(
3n
e(ν−
δ
2 )δ
δ3
(
1
eδ
)n
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
])
+
1
δ2
(n+ 1)
f
[
2 +
2̟
mΓδ2n+1
+
8
δγ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n]]
· κE1e−|k|(ρ−2δ)e−(ν− δ2 )tR
≤ 3
n16(n+ 1)̟
δ4n+3Γγfm
[
c3 +
2
δ
e−
δ
2 c3
]
e(ν−
δ
2 )δ
(1− e−δ)n κE1e
−|k|(ρ−2δ)e−(ν−
δ
2 )tR
for 0 < c1 < tR <∞.
Now we use the fact for x ≥ 0, e−x < x+ 1. Setting x = δ2c3 we have
c3 +
2
δ
e−
δ
2 c3 < c3 +
2
δ
(
δ
2
s3 + 1
)
= 2c3 +
2
δ
<
2
δ
(c3 + 1).
So that
|βEjk(t)| ≤
3n32(n+ 1)̟
δ4n+4Γγfm
(c3 + 1)
e(ν−
δ
2 )δ
(1− e−δ)nκE1e
−|k|(ρ−2δ)e−(ν−
δ
2 )tR ,
for 0 < c1 < tR <∞.
We further simplify by using the fact δ < 1 and the following
1
1− e−2δ <
1
1− e−δ <
1
δ
+ 1 <
2
δ
, e(ν−ε)δ < eν−ε.
The exponential bound of βEjk(t) is
|βEjk(t)| ≤
6n32(n+ 1)̟
δ5n+4Γγfm
(c3 + 1)e
νκE1e
−|k|(ρ−2δ)e−(ν−
δ
2 )tR = Cβ1κE1e
−|k|(ρ−2δ)e−(ν−
δ
2 )tR ,
for 0 < c1 ≤ tR <∞ and
|βEjk(t)| ≤
6n32(n+ 1)̟
δ5n+4Γγfm
(c3 + 1)e
µκE1e
−|k|(ρ−2δ)e(µ−
δ
2 )tR = Cβ2κE1e
−|k|(ρ−2δ)e(µ−
δ
2 )tR .
for −∞ < tR ≤ c2 < 0. Next, by Theorem 9.1 there exists δ > 0, δ˜ > 0, ˜˜δ > 0, without loss of generality we
set δ = δ˜ =
˜˜
δ and ε = δ/2 , and γ < ν, γ < µ such that (10.25) has a unique solution given by
Fj(q′) =
∑
k∈Zn
Fjk(t)eik·q ∈ Aρ−3δ,σ−3δ.
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Note, since ∑
k∈Zn
βEjk(t)e
ik·q ∈ Aρ−2δ,σ−2δ,
when using the bounds obtained in theorem 9.1 we replace δ with 3δ and the following estimates hold
|Fjk(t)| ≤ 8κ
5δγ
√
2π
e−|k|(ρ−2δ)e−(ν−
5
2 δ)tR
[
Cβ1c3 +
2
5δ
Cβ1e−
5
2 δc3
]
E1, 0 ≤ tR <∞,
|Fjk(t)| ≤ 8κ
5δγ
√
2π
e−|k|(ρ−2δ)e(µ−
5
2 δ)tR
[
Cβ2c3 +
2
5δ
Cβ2e−
5
2 δc3
]
E1, −∞ < tR ≤ 0,
‖Fj‖ρ−3δ,σ−3δ ≤ 8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
,
∥∥∥∥∂Fj∂q′
∥∥∥∥
ρ−3δ,σ−3δ
≤ 8κ
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
,
where Cβ3 = max(Cβ1 , Cβ2). Now that we have obtained estimates for Sj(q), Fj(q′) and their derivatives,
we can obtain estimates for Yj(q
′), Y (q′) and their derivatives. Recall Yj(q
′) = Sj(q) + Fj(q′). It follows
‖Yj‖ρ−3δ,σ−3δ ≤ ̟
Γδ2n
‖βQj ‖ρ−2δ +
8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
,
‖Y ‖ρ−3δ,σ−3δ ≤ ̟
Γδ2n
‖βQj ‖ρ−2δ +
8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
,
and ∥∥∥∥∂Yj∂q′
∥∥∥∥
ρ−3δ,σ−3δ
≤ ̟
Γδ2n+1
‖βQj ‖ρ−2δ +
8κ
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
,
∥∥∥∥∂Y∂q′
∥∥∥∥
ρ−3δ,σ−3δ
≤ ̟
Γδ2n+1
‖βQj ‖ρ−2δ +
8κ
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
.
Now we apply the estimates above to the generating function χ = X(q′) + ξ · q′ +∑i Yi(q′)p′i . We have∥∥∥∥ ∂χ∂p′
∥∥∥∥
ρ−3δ,σ−3δ
= ‖Y ‖ρ−3δ,σ−3δ ≤ ̟
Γδ2n
‖βQj ‖ρ−2δ +
8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
. (10.26)
Next we must relate the constant ‖βQj (q)‖ρ−2δ and E1. To do this we find the following estimates for the
terms that make up ‖βQj (q)‖ρ−2δ. The first term
κ
∑
k∈Zn\0
∂s1k
∂p′j
(0)eik·q = κ
∂
∂p′j
 ∑
k∈Zn\0
s1k(p
′)eik·q
∣∣∣
p′=0
= κ
∂
∂p′j
(
G(p′, q)−G(p′)
) ∣∣∣
p′=0
and ∣∣∣∣∣κ∂(G−G)∂p′j (0, q)
∣∣∣∣∣ ≤ κδ ‖G(0, q)−G(0)‖ρ−δ ≤ 2κδ E1, ∀q ∈ Dρ−2δ.
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The second term∑
k∈Zn\0
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)eik·q =
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
∑
k∈Zn\0
iklyke
ik·q =
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
∂Y
∂q′l
(q),
and∣∣∣∣∣∣
∑
k∈Zn\0
n∑
l=1
iklyk
∂2H˜0
∂p′l∂p
′
j
(0)eik·q
∣∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
∣∣∣∣∣ 1δ ‖Y(q)‖ρ−δ ≤
∣∣∣∣∣
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
∣∣∣∣∣ ̟κΓδ2n+1 ‖G(0, q)−G(0)‖ρ
≤ 2̟κE1
Γδ2n+1
∣∣∣∣∣
n∑
l=1
∂2H˜0
∂p′l∂p
′
j
∣∣∣∣∣ ≤ 2̟κE1Γδ2n+1 nδ ,
where we have used in the last inequality Cauchy’s inequality and the fact that ‖H‖ρ,σ ≤ 1. The third term
κ
∑
k∈Zn
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)klyke
im·qeik·q − i ∂
2s1−k
∂p′l∂p
′
j
(0)klyk
)
= κ
n∑
l=1
(∑
k∈Zn
iklyke
ik·q
)( ∑
m∈Zn
∂2s1m
∂p′l∂p
′
j
(0)eim·q
)
− iκ
∑
k∈Zn
n∑
l=1
∂2s1−k
∂p′l∂p
′
j
(0)klyk
= κ
n∑
l=1
∂Y
∂q′l
(q)
∂2G(p′, q)
∂p′l∂p
′
j
∣∣∣
p′=0
− iκ
∑
k∈Zn
n∑
l=1
∂2s1−k
∂p′l∂p
′
j
(0)klyk,
so ∣∣∣∣∣κ ∑
k∈Zn
n∑
l=1
( ∑
m∈Zn
i
∂2s1m
∂p′l∂p
′
j
(0)klyke
im·qeik·q − i ∂
2s1−k
∂p′l∂p
′
j
(0)klyk
)∣∣∣∣∣
≤ nκ
δ2
‖Y(q)‖ρ−δ‖G(0, q)‖ρ−δ + κ
∑
k∈Zn
1
δ
‖s1−k(p′)‖ρ−δ|k||yk|
≤ nκ
δ2
̟κ
Γδ2n
‖G(0, q)−G(0)‖ρ‖G(0, q)‖ρ−δ
+κ
∑
k∈Zn
1
δ
‖G‖ρ−δe−|k|(ρ−δ)
(
1
eδ
)
e|k|δ
κ
Γ
( n
eδ
)n
‖G(0, q)−G(0)‖ρe−|k|(ρ−δ)
≤ 2n̟κ
2
Γδ2n+2
E21 +
(
κ2
eδ2Γ
)( n
eδ
)n
E21
∑
k∈Zn
e−|k|(2ρ−δ)
=
2n̟κ2
Γδ2n+2
E21 +
(
2κ2
eδ2Γ
)( n
eδ
)n
E21
(
1
1− e−(2ρ−δ)
)
.
The fourth term∣∣∣∣∣∣
∑
k∈Zn\0
(
n+1∑
l=1
κξl
∂2s1k
∂p′l∂p
′
j
(0)
)
eik·q
∣∣∣∣∣∣ ≤ κ
n+1∑
l=1
|ξl|
∣∣∣∣∣∣
∑
k∈Zn\0
∂2s1k
∂p′l∂p
′
j
(0)eik·q
∣∣∣∣∣∣
≤ κ
n+1∑
l=1
|ξl|
∣∣∣∣∣ ∂2∂p′l∂p′j (G(p′, q)−G(p′))
∣∣∣
p′=0
∣∣∣∣∣ ≤ κ
n+1∑
l=1
|ξl|1
δ
‖G(0, q)−G(0)‖ρ ≤ 2κE1
δ
|ξ|,
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and with the four estimates above we obtain
‖βQj (q)‖ρ ≤
2κ
δ
E1 +
2̟κE1
Γδ2n+1
n
δ
+
2n̟κ2
Γδ2n+2
E21 +
(
2κ2
eδ2Γ
)( n
eδ
)n
E21
(
1
1− e−(2ρ−δ)
)
+
2κE1
δ
|ξ|.
Finally we have∥∥∥∥ ∂χ∂p′
∥∥∥∥
ρ−3δ,σ−3δ
≤ ̟
Γδ2n
[
2κ
δ
E1 +
2̟κE1
Γδ2n+1
n
δ
+
2n̟κ2
Γδ2n+2
E21 +
(
2κ2
eδ2Γ
)( n
eδ
)n
E21
(
1
1− e−(2ρ−δ)
)
+
2κE1
δ
|ξ|
]
+
8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
](
4
δ
)n
E1.
Next ∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ−3δ,σ−3δ
≤
∥∥∥∥∂X∂q′
∥∥∥∥
ρ−3δ,σ−3δ
+ (ρ− 3δ)(n+ 1)
∥∥∥∥∂Y∂q′
∥∥∥∥
ρ−3δ,σ−3δ
+ ‖ξ‖ρ−3δ,σ−3δ.
We put together the bounds for ‖ξ‖,
∥∥∥∂X∂q′ ∥∥∥ρ−3δ,σ−3δ and ∥∥∥ ∂Y∂q′ ∥∥∥ρ−3δ,σ−3δ and obtain the following∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ−3δ,σ−3δ
<
2̟κ
Γδ2n+1
E1 +
8κ
δ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1
+ (n+ 1)
̟
Γδ2n+1
‖βQj ‖ρ−2δ +
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
+
1
f
[
2κE1 +
2̟κ
mΓδ2n+1
E1 +
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
]
.
We set ρ˜ ≡ ρ− 3δ, σ˜ ≡ σ − 3δ and examine the estimates for
∥∥∥ ∂χ∂p′ ∥∥∥ρ˜,σ˜ and ∥∥∥ ∂χ∂q′ ∥∥∥ρ˜,σ˜. Since δ << 1, the first
term of
∥∥∥ ∂χ∂p′∥∥∥ρ˜,σ˜,from (10.26), is less than the third term of ∥∥∥ ∂χ∂q′ ∥∥∥ρ˜,σ˜
̟
Γδ2n
‖βQj (q)‖ρ−2δ < (n+ 1)
̟
Γδ2n+1
‖βQj (q)‖ρ−2δ.
Also, the second term of
∥∥∥ ∂χ∂p′ ∥∥∥
ρ˜,σ˜
,from (10.26), is less than the fourth term of
∥∥∥ ∂χ∂q′ ∥∥∥
ρ˜,σ˜
8κ
5δγ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1 <
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1.
Consequently we obtain the following estimate
χ∗ρ˜,σ˜ = max
(∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ˜,σ˜
,
∥∥∥∥ ∂χ∂p′
∥∥∥∥
ρ˜,σ˜
)
=
∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ˜,σ˜
=
2̟κ
Γδ2n+1
E1 +
8κ
δ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1
+(n+ 1)
̟
Γδ2n+1
‖βQj (q)‖ρ−2δ +
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
+
1
f
[
2κE1 +
2̟κ
mΓδ2n+1
E1 +
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
]
≤ 2̟κ
Γδ2n+1
E1 +
8κ
δ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1 + (n+ 1)
̟
Γδ2n+1
[
2κ
δ
E1 +
2̟κE1
Γδ2n+1
n
δ
+
2n̟κ2
Γδ2n+2
E21
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+(
2κ2
eδ2Γ
)( n
eδ
)n
E21
(
1
1− e−(2ρ−δ)
)
+
2κE1
δ
|ξ|
]
+
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
+
1
f
[
2κE1 +
2̟κ
mΓδ2n+1
E1 +
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
]
≤ 2̟κ
Γδ2n+1
E1 +
8κ
δ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1 + (n+ 1)
̟
Γδ2n+1
[
2κ
δ
E1 +
2̟κE1
Γδ2n+1
n
δ
+
2n̟κ2
Γδ2n+2
E21
+
(
2κ2
eδ2Γ
)( n
eδ
)n
E21
(
1
1− e−(2ρ−δ)
)]
+
2̟κ(n+ 1)2
Γδ2n+2f
E1
[
2κE1 +
2̟κ
mΓδ2n+1
E1 +
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
]
+
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
]
E1
(
4
δ
)n
+
1
f
[
2κE1 +
2̟κE1
mΓδ2n+1
+
8κE1
mδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n]
.
There are thirteen terms in the estimate above which we would like to reduce to one term. We first list all
the terms
1)
2̟κ
Γδ2n+1
E1,
2)
8κ
δ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1,
3)
2̟κ
Γδ2n+2
(n+ 1)E1,
4)
2̟2κ
Γ2δ4n+3
n(n+ 1)E1,
5)
2̟2κ2
Γ2δ4n+3
n(n+ 1)E21 ,
6)
2̟κ2
Γ2eδ3n+3
(n
e
)n
(n+ 1)
(
1
1− e−(2ρ−δ)
)
E21 ,
7)
4̟κ2
δ2n+2Γf
(n+ 1)2E21 ,
8)
4̟2κ2
mΓ2δ4n+3f
(n+ 1)2E21 ,
9)
16̟κ2
mδ2n+4Γfγ
√
2π
(n+ 1)2
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E21 ,
10)
8κ(n+ 1)
5δ2γ
√
2π
[
Cβ3c3 +
2
5δ
Cβ3e−
5
2 δc3
](
4
δ
)n
E1,
11)
2κ
f
E1,
12)
2̟κ
mΓfδ2n+1
E1,
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13)
8κ
fmδ2γ
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1.
We begin to combine terms keeping in mind Γ, γ, δ,m, f, κE1 < 1 and ̟ >> 1. The sum of terms 1 and 3 is
bounded by
2̟κ
Γδ2n+2
(n+ 2)E1,
the sum of terms 2 and 13 is bounded by
16κ
fmγδ2
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
E1
the sum terms 1, 3, and 4, knowing that ̟ > 1 and assuming without loss of generality that Γ < 1, is
bounded by
2̟2κ
Γ2δ4n+3
(n2 + 2n+ 2)E1,
the sum of terms 11 and 12 is bounded by
4̟κ
mΓfδ2n+1
E1,
the sum of terms 1, 3, 4, 11, and 12 is bounded by
2̟2κ
mfΓ2δ4n+3
(n2 + 2n+ 4)E1,
the sum of terms 7 and 8 is bounded by
8̟κ2
mΓ2fδ4n+3
(n+ 1)2E21 ,
the sum of terms 7, 8, and 5 is bounded by
̟2κ2
mfΓ2δ4n+3
(10n2 + 18n+ 8)E21 ,
the sum of terms 7, 8, 5, and 6 is bounded by(
1 +
1
1− e−(2ρ−δ)
)
̟2κ2
mfΓ2δ4n+3
(10n2 + 18n+ 8)E21 ,
where, to bound 6, we have used the fact 2e
(
n
e
)n
< ̟. The sum of terms 1, 3, 4, 11, 12, 7, 8, 5, and 6 is
bounded by (
2 +
1
1− e−(2ρ−δ)
)
̟2
mfΓ2δ4n+3
(10n2 + 18n+ 8)κE1, (10.27)
the sum of terms 9, 2, and 13 is bounded by
16̟(n2 + 2n+ 2)
fmΓγδ2n+4
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
κE1,
and the sum of terms 9, 2, 13, and 10 is bounded by
(
1 + Cβ3
) ̟16(n2 + 2n+ 2)
fmΓγδ2n+4
√
2π
[
c3 +
2
δ
e−
δ
2 c3
](
4
δ
)n
κE1. (10.28)
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We use the fact
c3 +
2
δ
e−
δ
2 c3 <
2
δ
(c3 + 1),
together with
1
1− e−(2ρ−δ) <
1
2ρ− δ + 1 ≤
1
ρ− δ + 1 ≤
1
ρ∗
+ 1 <
2
ρ∗
and combining (10.27) and (10.28) we obtain
χ∗ρ˜,σ˜ <
(
2
ρ∗
+ Cβ3
)
16̟2(10n2 + 18n+ 8)
fmΓ2γδ4n+3
2
δ
(c3 + 1)
(
4
δ
)n
κE1.
Recall
Cβ1 =
6n32(n+ 1)̟
δ5n+4Γγfm
(c3 + 1)e
ν , Cβ2 =
6n32(n+ 1)̟
δ5n+4Γγfm
(c3 + 1)e
µ.
Then
Cβ3 = max(Cβ1 , Cβ2) <
6n32(n+ 1)̟
δ5n+4Γγfm
(c3 + 1)e
ν+µ.
Finally
χ∗ρ˜,σ˜ <
3n212̟3(6n+ 6)3(c3 + 1)
2
ρ∗f2m2Γ3γ2δ9n+8
eν+µ
(
4
δ
)n
κE1 =
δ
6n+ 6
η,
where
η =
Λ
f2m2δℵ
κE1, (10.29)
ℵ = 10n+ 9, (10.30)
Λ =
3n22n+12̟3(6n+ 6)4(c3 + 1)
2
ρ∗Γ3γ2
eν+µ. (10.31)
With the estimates on the derivatives of the generating function one can now estimate the analyticity domain
of the flow associated with the corresponding Hamiltonian vector field. We have obtain the following
χ∗ρ˜,σ˜ <
δ
6n+ 6
η (10.32)
where
ρ˜ = ρ− 3δ, σ˜ = σ − 3δ.
In particular, note by (10.1) it follows η < 1 since it can be written in the form
η < σ2∗
m−m∗
4(n+ 1)
,
and therefore
χ∗ρ˜,σ˜ ≤
δ
6n+ 6
η ≤ δ
2
.
Consequently, Lemma C.2 applies and χ generates a canonical transformation
φ : Dρ′,σ′ → Dρ,σ,
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where ρ′ = ρ˜−δ = ρ−4δ , and σ′ = σ˜−δ = σ−4δ. We have seen X ∈ Aρ−3δ,σ−3δ, Yi ∈ Aρ−3δ,σ−3δ, for i =
1, ..., n+1 and since χ = X(q′)+ξ ·q′+∑i Yi(q′)p′i it follows χ ∈ Aρ−3δ,σ−3δ. Next, we consider the following
estimates.
‖H ′‖ρ′,σ′ < 1
From the second inequality of Lemma C.2 it follows ‖H ′‖ρ′,σ′ ≤ ‖H‖ρ,σ < 1.
F ∈ Aρ,σ, ‖UF − F‖ρ′,σ′ ≤ η‖F‖ρ,σ
From Lemma C.2 we have the following estimates
‖UF − F‖ρ˜−δ,σ˜−δ ≤ 4(n+ 1)
χ∗ρ˜,σ˜
δ
‖F‖ρ˜,σ˜, ‖F‖ρ˜,σ˜ ≤ ‖F‖ρ,σ,
Using (10.32) we have
4(n+ 1)
χ∗ρ˜,σ˜
δ
≤
(
4n+ 4
6n+ 6
)
η ≤ η,
and combining these estimates we obtain
‖UF − F‖ρ′,σ′ ≤ η‖F‖ρ˜,σ˜ ≤ η‖F‖ρ,σ. (10.33)
m′ ≡ m− 4(n+1)ησ2∗
The approach is to construct m′ so the following inequality hold ‖C′v‖ρ,σ ≤ m′−1‖v‖, ∀v ∈ Cn. By
definition it follows
C′i,j(q
′)− Ci,j(q′) = ∂
2
∂p′ip
′
j
[UH −H ](0, q′).
Applying Cauchy’s inequality, (10.33) and the fact that σ′ > σ∗ we obtain
‖C′i,j − Ci,j‖ ≤
4‖UH −H‖ρ′,σ′
σ′2
≤ 4η
σ2∗
,
from which it follows
‖(C′ − C)v‖ρ′,σ′ ≤ 4(n+ 1)η
σ2∗
‖v‖. (10.34)
Using C′ = C + (C′ − C) we have
‖C′v‖ρ′,σ′ ≤ ‖Cv‖ρ′,σ′ + ‖(C′ − C)v‖ρ′,σ′ . (10.35)
Using the estimate ‖Cv‖ρ′,σ′ ≤ ‖Cv‖ρ,σ ≤ m−1‖v‖, along with (10.34) and (10.35) gives
‖C′v‖ρ′,σ′ ≤ (m−1 + 4(n+ 1)η
σ∗2
)‖v‖.
Applying the inequality a−1 + b < (a− b)−1 for 0 < b < a < 1, the estimate becomes
‖C′v‖ρ′,σ′ ≤
(
m− 4(n+ 1)η
σ∗2
)−1
‖v‖.
This estimate provides the value for m′
m′ = m− 4(n+ 1)η
σ∗2
.
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f ′
We begin with the known condition ∥∥∥∥( C λTλ 0
)
v
∥∥∥∥ ≥ f‖v‖. (10.36)
Furthermore we have by definition
C′i,j(q
′)− Ci,j(q′) = ∂
2
∂p′i∂p
′
j
[UH −H ](0, q′).
Applying Cauchy’s inequality, using (10.33) and the fact σ′ > σ∗, gives∥∥∥C′i,j − Ci,j∥∥∥ ≤ ‖UH −H‖ρ′,σ′
σ′2
≤ η
σ2∗
‖H‖ρ,σ ≤ η
σ2∗
,
from which it follows ∥∥∥(C′ − C) v∥∥∥ ≤ (n+ 1)η
σ2∗
‖v‖. (10.37)
Also one has λ′ = (1+κE1ζA)λ. From this follows λ
′−λ = κE1ζAλ, and we obtain the estimate ‖(λ′−λ)v‖ ≤
κE1‖ζA‖‖v‖. We now find an estimate for ζA. We first find a bound for(
ξ
κE1ζA
)
.
We have (
ξ
κE1ζA
)
=
(
C λT
λ 0
)−1(
κB − C · ∂q′X
κA
)
,
and
∥∥∥∥∥
(
κB − C · ∂q′X
κA
)∥∥∥∥∥ ≤ κ‖B‖ρ,σ + ‖C · ∂q′X‖ρ−2δ,σ−2δ + κ‖A‖ρ,σ
≤ 2κE1 +m−1‖∂q′X‖ρ−2δ,σ−2δ
≤ 2κE1 + ̟κ
mΓδ2n+1
‖(G−G)(0)‖ρ + 8κ
mδ2γ
√
2π
[
C3c3 +
2
δ
C3e
−
δc3
2
](
4
δ
)n
≤ 2κE1 + ̟κE1
mΓδ2n+1
+
8κ
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
E1.
We know ∥∥∥∥( C λTλ 0
)
v
∥∥∥∥ ≥ f‖v‖.
Its not hard to show ∥∥∥∥∥
(
C λT
λ 0
)−1
v
∥∥∥∥∥ ≤ 1f ‖v‖.
Therefore
κE1‖ζA‖ ≤
∥∥∥∥( ξκE1ζA
)∥∥∥∥ ≤ 1f
[
2 +
̟
mΓδ2n+1
+
8
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n]
κE1
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≤ 4
n11̟
mfδ9n+10Γγ
(c3 + 1)κE1 = ΥκE1. (10.38)
Using (10.37) and (10.38) we obtain the following∥∥∥∥∥∥
 C − C′ λT − λ′T
λ− λ′ 0
( v1
v2
)∥∥∥∥∥∥ =
∥∥∥∥∥∥
 (C − C′)v1 + (λT − λ′T )v2
(λ − λ′)v2
∥∥∥∥∥∥
≤
∥∥∥(C − C′) v1∥∥∥+ ∥∥(λT − λ′T ) v2∥∥+ ‖(λ− λ′) v2‖
≤ (n+ 1)η
σ2∗
‖v1‖+ 2
f
[
2 +
̟
mΓδ2n+1
+
8
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n]
κE1‖v2‖
≤ (n+ 1)η
σ2∗
‖v‖+ 4
f
κE1‖v‖+ 2̟κE1
fmΓδ2n+1
‖v‖+ 16
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
κE1‖v‖, (10.39)
where v = (v1, v2) and clearly ‖v1‖ ≤ ‖v‖ and ‖v2‖ ≤ ‖v‖. Using (10.39) and (10.36) we obtain
∥∥∥∥( C λTλ 0
)
v
∥∥∥∥− ∥∥∥∥( C − C′ λT − λ′Tλ− λ′ 0
)
v
∥∥∥∥
≥
[
f − (n+ 1)η
σ2∗
−
(
4
f
+
2̟
fmΓδ2n+1
)
κE1 − 16κE1
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n]
‖v‖. (10.40)
For any matrix M one can write M ′ =M +(M ′−M) and ‖M ′‖ ≥ ‖M‖−‖M ′−M‖. Together with (10.40)
we can bound from below as follows∥∥∥∥( C′ λ′Tλ′ 0
)
v
∥∥∥∥ ≥ [f − (n+ 1)ησ2∗ −
(
4
f
+
2̟
fmΓδ2n+1
)
κE1 − 16
mδ2γ
√
2π
[
c3 +
2
δ
e−
δc3
2
](
4
δ
)n
κE1
]
‖v‖
≥
(
f − (n+ 1)η
σ2∗
− η − η
)
‖v‖ ≥
(
f − (n+ 3)η
σ2∗
)
‖v‖ = f ′‖v‖.
With the assumption max(‖A‖ρ,σ, ‖B‖ρ,σ) < E1, the following estimate holds
‖P‖ρ,σ = κ‖A+B · p′‖ρ,σ < (n+ 2)κE1. (10.41)
We want for the new perturbation P ′ a similar expression namely
‖P ′‖ρ′,σ′ = κ′‖A′ +B′ · p′‖ρ′,σ′ < (n+ 2)κ′E′1. (10.42)
max(‖A′‖ρ′,σ′ , ‖B′‖ρ′,σ′) ≤ E′1
To arrive at this estimate we must first find estimates for κ′‖A′‖ρ′,σ′ , κ′‖B′‖ρ′,σ′ and identify the values
for κ′ and E′1. We know
κ′A′(q′) = H ′(0, q′)− a′ = H ′(0, q′)−H ′(0),
H ′(p′, q′) = U + P + {χ,U}+ [{χ, P}+ UH −H − {χ,H}].
By our choice of χ we obtained
H ′(p′, q′) = a+ (1 + εζA)λ · p′ +O(‖p′‖2) + [{χ, P}+ UH −H − {χ,H}],
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κ′A′(q′) = H ′(0, q′)− a′
= a+ UH −H − {χ,H}](0, q′)− a− [{χ, P}+ UH −H − {χ,H}](0)
=
(
{χ, P}+ UH −H − {χ,H}
)
(0, q′)−
(
{χ, P}+ UH −H − {χ,H}
)
(0).
Therefore we obtain the estimate κ′‖A′‖ρ′,σ′ ≤ 2‖{χ, P} + UH − H − {χ,H}‖ρ′,σ′ . Using the previously
obtained estimates
‖{χ, f}‖ρ−δ,σ−δ ≤ 2(n+ 1)
(
χ∗ρ,σ
δ
)
‖f‖ρ,σ,
‖Uf − f − {χ, f}‖ρ−δ,σ−δ ≤ 32(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ,
‖P‖ρ˜,σ˜ ≤ κ‖A‖ρ˜,σ˜ + (n+ 1)κ‖B‖ρ˜,σ˜ ≤ (n+ 2)κE1,
‖H‖ρ˜,σ˜ < 1,
ρ′ = ρ˜− δ = ρ− 4δ,
σ′ = σ˜ − δ = σ − 4δ,
χ∗ρ˜,σ˜
δ
≤ η
6n+ 6
,
we obtain the following
‖{χ, P}+ UH −H − {χ,H}‖ρ′,σ′ ≤ ‖{χ, P}‖ρ′,σ′ + ‖UH −H − {χ,H}‖ρ′,σ′
≤ ‖{χ, P}‖ρ˜−δ,σ˜−δ + ‖UH −H − {χ,H}‖ρ˜−δ,σ˜−δ
≤ 2(n+ 1)
(
χ∗ρ˜,σ˜
δ
)
‖P‖ρ˜,σ˜ + 32(n+ 1)2
(
χ∗ρ˜,σ˜
δ
)2
‖H‖ρ˜,σ˜
≤ 2(n+ 1)
(
χ∗ρ˜,σ˜
δ
)
(n+ 2)κE1 + 32(n+ 1)
2
(
χ∗ρ˜,σ˜
δ
)2
< 2(n+ 2)2κE1
(
χ∗ρ˜,σ˜
δ
)
+ 32(n+ 1)2
(
χ∗ρ˜,σ˜
δ
)2
≤ [1 + 32(n+ 1)2]
(
η
6n+ 6
)2
≤
[
1 + 32(n+ 1)2
(6n+ 6)2
]
η2 ≤ η2. (10.43)
Where we have used the
2(n+ 2)2κE1 ≤ η
6n+ 6
.
We then have
κ′‖A′‖ρ′,σ′ < η2 =
(
Λ
f2m2δℵ
)2
κ2E21 . (10.44)
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Next recall
κ′B′i(q
′) =
∂H ′
∂p′i
(0, q′)− λi = ∂H
′
∂p′i
(0, q′)− ∂H˜
0
∂p′i
(0).
Using Cauchy’s inequality we obtain
κ′‖B′‖ρ′,σ′ ≤ 1
σ′
‖(H ′ − H˜0)(0)‖ρ′,σ′ = 1
σ′
‖(H ′ − a)(0)‖ρ′,σ′ = 1
σ′
‖{χ, P}+ UH −H − {χ,H}‖ρ′,σ′
<
η2
σ′
<
η2
σ∗ =
(
Λ
f2m2δℵ
)2
κ2E21
σ∗
. (10.45)
Finally with (10.44) and (10.45) we set
κ′ =
Λ
f2m2δℵ
κ2, E′1 =
Λ
f2m2δℵ
E21
σ∗
,
and clearly max(‖A′‖ρ′,σ′ , ‖B′‖ρ′,σ′) ≤ E′1.
Every time the iterative lemma is applied an equation of the form of (10.8) must be solved. The ζA that
is chosen at the first step must satisfy the equation of the form of (10.8) for all other steps. Therefore at the
step k + 1 we have
λk+1 = (1 + κkEk1 ζA)λ
k = (1 + κkEk1 ζA)(1 + ζk)λ
0 = (1 + ζk+1)λ
0. (10.46)
Therefore we need an estimate for 1 + ζk+1.
1 + ζ′
Assuming 12 < 1 + ζ <
3
2 , with (10.38) and 1 + ζ
′ = (1 + κE1ζA)(1 + ζ) it follows
1 + ζ − κE1ζA(1 + ζ) < 1 + ζ′ < 1 + ζ + κE1ζA(1 + ζ).
As will be shown later,we can assume κ to be small enough so that
1
2
< 1 + ζ − 3
2
κE1Υ < 1 + ζ
′ < 1 + ζ +
3
2
κE1Υ <
3
2
,
where Υ is as in (10.38).
L′
We know λ˜′ = (1 + ζ′)λ˜0. Then it follows
|λ˜′| = |(1 + ζ′)λ˜0| < 3
2
L0 = L
′.
11 Conclusion of the Proof
We now describe the set up for several steps in the application of the iterative lemma.
Zeroth Step
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We begin with the given positive constants
Γ, ρ0, σ0,m0, κ0 < 1, ρ∗ < ρ0, σ∗ < σ0 m∗ < m0, L0, E
0
1
and
−1
2
< κ0E
0
1ζA0 <
1
2
, f0 =
∣∣∣∣12 |2m0 − L0| − κ0E01σ20
∣∣∣∣ .
We assume a Hamiltonian of the form described above defined on Dρ0,σ0
H0(p
′, q′) = U0(p
′, q′) + P0(p
′, q′)
U0(p
′, q′) = a0 + λ0 · p′ + 1
2
∑
C0i,j(q
′)p′ip
′
j +R
0(p′, q′)
P0(p
′, q′) = κ0A
0(q′) + κ0
∑
B0i (q
′)p′i
where all the functions are in Aρ0,σ0 , λ˜0 ∈ ΩΓ, with |λ˜0| < L0 and the following bounds hold
f0‖v‖ ≤
∥∥∥∥∥
(
C0 λT
λ 0
)
v
∥∥∥∥∥ , ∀v ∈ Cn+1,
‖C0v‖ρ0,σ0 < m−10 ‖v‖, ∀v ∈ Cn+1,
max(‖A0‖ρ0,σ0 , ‖B0‖ρ0,σ0) < E01 .
We apply the iterative lemma.
First Step
Applying the iterative lemma for any δ0 > 0 such that
ρ0 − 4δ0 > ρ∗, σ0 − 4δ0 > σ∗,
and κ0E
0
1 small enough that
m0 − 4(n+ 1)η0/σ2∗ > m∗, f0 −
(n+ 3)η0
σ2∗
> 0,
there exists a canonical transformation
φ1 : Dρ0−4δ0,σ0−4δ0 → Dρ0,σ0 , φ1 ∈ Aρ0−4δ0,σ0−4δ0
that transforms the Hamiltonian into
H1 = H0 ◦ φ1 = U1(p′, q′) + P1(p′, q′),
which can be decomposed as done previously
U1(p
′, q′) = a1 + λ1 · p′ + 1
2
∑
C1i,j(q
′)p′ip
′
j +R
1(p′, q′)
P1(p
′, q′) = κ1A
1(q′) + κ1
∑
B1i (q
′)p′i
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with the same Γ and with the new constants
ρ1 = ρ0 − 4δ0 > ρ∗, σ1 = σ0 − 4δ0 > σ∗, m1 = m0 − 4(n+ 1) η0
σ2∗
> m∗, f1 = f0 − (n+ 3)η0
σ2∗
,
L1 =
3
2
L0, η1 =
Λ
f20m
2
0δ
ℵ
0
κ0E
0
1 , κ1 =
Λ
f20m
2
0δ
ℵ
0
κ20, E
1
1 =
Λ
f20m
2
0δ
ℵ
0
(E01 )
2
σ∗
with all functions analytic on Dρ1,σ1 , and bounds
f1‖v‖ ≤
∥∥∥∥∥
(
C1 λT
λ 0
)
v
∥∥∥∥∥ , ∀v ∈ Cn+1
‖C1v‖ρ1,σ1 < m−11 ‖v‖, ∀v ∈ Cn+1
max(‖A1‖ρ1,σ1 , ‖B1‖ρ1,σ1) < E11 .
From the iterative lemma we know the following estimate holds
1−Υ0κ0E01 < 1 + ζ1 = 1 + κ0E01ζA0 < 1 + Υ0κ0E01 .
Later we will show that in fact
1
2
< 1−Υ0κ0E01 < 1 + ζ1 < 1 + Υ0κ0E01 <
3
2
. (11.1)
Using (10.46) and (11.3) we have
|λ˜1| = |(1 + ζ1)λ˜0| ≤ (1 + |ζ1|)|λ˜0| < 3
2
L0 = L∗.
Moreover, for f ∈ Aρ1,σ1 , we have ‖U1f − f‖ρ1,σ1 ≤ η0‖f‖ρ0,σ0 , where U1f ≡ f ◦ φ1.
Second Step
Applying the iterative lemma for any δ1 > 0 such that
ρ1 − 4δ1 > ρ∗, σ1 − 4δ1 > σ∗,
and κ1E
1
1 so small that
m1 − 4(n+ 1)η1/σ2∗ > m∗, f1 −
(n+ 3)η1
σ2∗
> 0,
there exists a canonical transformation
φ2 : Dρ1−4δ1,σ1−4δ1 → Dρ1,σ1 , φ2 ∈ Aρ1−4δ1,σ1−4δ1
that transforms the Hamiltonian into
H2 = H1 ◦ φ2 = U2(p′, q′) + P2(p′, q′),
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which can be decomposed as done previously
U2(p
′, q′) = a2 + λ2 · p′ + 1
2
∑
C2i,j(q
′)p′ip
′
j +R
2(p′, q′)
P2(p
′, q′) = κ2A
2(q′) + κ2
∑
B2i (q
′)p′i
with the same Γ and with the new constants
ρ2 = ρ1 − 4δ1 > ρ∗, σ2 = σ1 − 4δ1 > σ∗, m2 = m1 − 4(n+ 1) η1
σ2∗
> m∗, f2 = f1 − (n+ 3)η1
σ2∗
,
L2 =
3
2
L0, η2 =
Λ
f21m
2
1δ
ℵ
1
κ1E
1
1 , κ2 =
Λ
f21m
2
1δ
ℵ
1
κ21, E
2
1 =
Λ
f21m
2
1δ
ℵ
1
(E11 )
2
σ∗
,
with all functions analytic on Dρ1,σ1 , and bounds
f2‖v‖ ≤
∥∥∥∥∥
(
C2 λT
λ 0
)
v
∥∥∥∥∥ , ∀v ∈ Cn+1,
‖C2v‖ρ2,σ2 < m−12 ‖v‖, ∀v ∈ Cn+1,
max(‖A2‖ρ2,σ2 , ‖B2‖ρ2,σ2) < E21 .
From the iterative lemma we know the following estimate holds
1− κ0E01ζA0 −
3
2
ζ1κ1E
1
1 < 1 + ζ2 < 1 + κ0E
0
1ζA0 +
3
2
ζ1κ1E
1
1 .
Later we will show that in fact
1
2
< 1− κ0E01ζA −
3
2
Υ1κ1E
1
1 < 1 + ζ2 < 1 + κ0E
0
1ζA +
3
2
Υ1κ1E
1
1 <
3
2
. (11.2)
Using (10.46) and (11.3) we have
|λ˜2| = |(1 + ζ2)λ˜0| ≤ (1 + |ζ2|)|λ˜0| < 3
2
L0 = L∗.
Moreover, for f ∈ Aρ2,σ2 , we have ‖U2f − f‖ρ2,σ2 ≤ η1‖f‖ρ1,σ1 , where U2f ≡ f ◦ φ2.
(k + 1)th Step.
We repeatedly apply the iterative lemma k + 1 times. We choose δk at each step small enough so that
ρk − 4δk > ρ∗, σk − 4δk > σ∗,
and κkE
k
1 small enough that
mk − 4(n+ 1)ηk/σ2∗ > m∗, fk −
(n+ 3)ηk
σ2∗
> 0.
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There exists a canonical transformation
φk+1 : Dρk−4δk,σk−4δk → Dρk,σk , φk+1 ∈ Aρk−4δk,σk−4δk ,
that transforms the Hamiltonian into
Hk+1 = Hk ◦ φk+1 = Uk+1(p′, q′) + Pk+1(p′, q′),
which can be decomposed as done previously
Uk+1(p
′, q′) = ak+1 + λk+1 · p′ + 1
2
∑
Ck+1i,j (q
′)p′ip
′
j +R
k+1(p′, q′),
Pk+1(p
′, q′) = κk+1A
k+1(q′) + κk+1
∑
Bk+1i (q
′)p′i,
with the same Γ and with the new constants
ρk+1 = ρk − 4δk > ρ∗, σk+1 = σk − 4δk > σ∗, mk+1 = mk − 4(n+ 1) ηk
σ2∗
> m∗,
fk+1 = fk − (n+ 3)ηk
σ2∗
, Lk+1 =
3
2
L0, ηk+1 =
Λ
f2km
2
kδ
ℵ
k
κkE
k
1 ,
κk+1 =
Λ
f2km
2
0δ
ℵ
k
κ2k, E
k+1
1 =
Λ
f2km
2
kδ
ℵ
k
(Ek1 )
2
σ∗
,
with all functions analytic on Dρk+1,σk+1 , with bounds
fk+1‖v‖ ≤
∥∥∥∥∥
(
Ck+1 λT
λ 0
)
v
∥∥∥∥∥ , ∀v ∈ Cn+1,
‖Ck+1v‖ρk+1,σk+1 < m−1k+1‖v‖, ∀v ∈ Cn+1,
max(‖Ak+1‖ρk+1,σk+1 , ‖Bk+1‖ρk+1,σk+1) < Ek+11 .
From the iterative lemma we know the following estimate holds
1−κ0E01ζA0−·· ·−
3
2
ζk−1κk−1E
k−1
1 −
3
2
ζkκkE
k
1 < 1+ζk+1 < 1+κ0E
0
1ζA0 + · · ·+
3
2
ζk−1κk−1E
k−1
1 +
3
2
ζkκkE
k
1 .
Later we will show that in fact
1
2
< 1− κ0E01ζA0 − · · · −
3
2
ΥkκkE
k
1 < 1 + ζk+1 < 1 + κ0E
0
1ζA0 + · · ·+
3
2
ΥkκkE
k
1 <
3
2
. (11.3)
Using (10.46) and (11.3) we have
|λ˜k+1| = |(1 + ζk+1)λ˜0| ≤ (1 + |ζk+1|)|λ˜0| < 3
2
L0 = L∗.
Moreover, for f ∈ Aρk+1,σk+1 , we have ‖Uk+1f − f‖ρk+1,σk+1 ≤ ηk‖f‖ρk,σk , where Uk+1f ≡ f ◦ φk+1.
54
Limit as k →∞
In the limit case we formally obtain the Hamiltonian
H∞(p
′, q′) = U∞(p
′, q′) + P∞(p
′, q′),
which can be decomposed as before
U∞(p
′, q′) = a∞ + λ∞ · p′ + 1
2
∑
C∞i,j(q
′)p′ip
′
j +R
∞(p′, q′),
P∞(p
′, q′) = ε∞A
∞(q′) + ε∞
∑
B∞i (q
′)p′i,
with constants λ∞, ρ∞, σ∞, m∞, f∞, L∞, κ∞, E
∞
1 where all functions are analytic on Dρ∞,σ∞
with bounds
f∞‖v‖ ≤
∥∥∥∥( C∞ λTλ 0
)
v
∥∥∥∥ , ∀v ∈ Cn+1,
‖C∞v‖ρ∞,σ∞ < m−1∞ ‖v‖, ∀v ∈ Cn+1,
max(‖A∞‖ρ∞,σ∞ , ‖B∞‖ρ∞,σ∞) < E∞1 .
For the expressions in the limit k→∞ to have meaning it is necessary to show
ρ∞ > ρ∗, σ∞ > σ∗, m∞ > m∗, L∞ =
3
2
L0 = L∗, f∞ > f∗
which will allow to specify ρ∗, σ∗ and m∗, and will lead to κ∞ = 0, i.e. the perturbation vanishes in the
limit.
It is also necessary to show that the sequence of canonical transformations defined by
φ̂k : Dρk,σk → Dρ0,σ0 , φ̂k ≡ φ1 ◦ · · · ◦ φk,
where
φk : Dρk,σk → Dρk−1,σk−1 ,
converges to an analytic, canonical transformation.
We have seen the following recursion formulas amongst the different constants
ρk+1 = ρk − 4δk, σk+1 = σk − 4δk, mk+1 = mk − 4(n+ 1) ηk
σ2∗
, fk+1 = fk − (n+ 3)ηk
σ2∗
Lk+1 =
3
2
L0, κk+1 =
Λ
f2km
2
kδ
ℵ
k
κ2k, E
k+1
1 =
Λ
f2km
2
kδ
ℵ
k
(Ek1 )
2
σ∗ , κk+1E
k+1
1 =
η2k
σ∗ . (11.4)
We also have κk, E
k
1 and ηk related by
ηk =
Λ
f2km
2
kδ
ℵ
k
κkE
k
1 . (11.5)
We can use the expression for κk+1E
k+1
1 to eliminate ηk and thus obtain the following
ρk+1 = ρk − 4δk, (11.6)
σk+1 = σk − 4δk, (11.7)
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mk+1 = mk − 4(n+ 1)
σ
3/2
∗
(
κk+1E
k+1
1
)1/2
, (11.8)
fk+1 = fk − (n+ 3)
σ
3/2
∗
(
κk+1E
k+1
1
)1/2
, (11.9)
Lk+1 =
3
2
L0, (11.10)
κk+1E
k+1
1 =
1
σ∗
(
ΛkκkE
k
1
f2km
2
kδ
ℵ
k
)2
. (11.11)
Relations (11.6) through (11.10) can be summed to give
ρ∞ = ρ0 − 4
∞∑
k=0
δk > ρ∗, (11.12)
σ∞ = σ0 − 4
∞∑
k=0
δk > σ∗, (11.13)
L∞ =
3
2
L0 = L∗, (11.14)
f∞ = f0 − (n+ 3)
σ2∗
∞∑
k=0
(
κk+1E
k+1
1
)1/2
> f∗, (11.15)
m∞ = m0 − 4(n+ 1)
σ2∗
∞∑
k=0
(
κk+1E
k+1
1
)1/2
> m∗. (11.16)
Note that using (11.4) we can rewrite (11.5) as follows
δ2ℵk =
Λ2
m4kf
4
kσ∗
κ2k(E
k
1 )
2
κk+1E
k+1
1
. (11.17)
Defining the sequence {κkEk1 } serves to define the sequence {δk}. Now we must make an appropriate choice
of the sequence {εk}.
First we assume the sequence {κkEk1 } has the form
κkE
k
1 = Ckκ0E
0
1 , k = 0, 1, 2...(C0 = 1).
The choice of sequence {κkEk1 } is important since it will result in bounds for ε0E01 which is the size of the
initial perturbation. We define the following series
∞∑
k=0
sk =
∞∑
k=0
(
C2k
Ck+1
) 1
2α
≡ s, (11.18)
∞∑
k=0
tk =
∞∑
k=0
C
1
2
k+1 ≡ t. (11.19)
With the above notation (11.12) can be rewritten as
ρ0 − ρ∗ > 4
(
Λ2
m4∗f
4
∗σ∗
) 1
2ℵ
(κ0E
0
1)
1/2ℵs or κ0E
0
1 <
(
ρ0 − ρ∗
4s
)2ℵ
m4∗f
4
∗σ∗
Λ2
, (11.20)
where we have used the fact m∗ < mk (which gives a more stringent bound).
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With the above notation (11.13) can be rewritten as
σ0 − σ∗ > 4
(
Λ2
m4∗f
4
∗σ∗
) 1
2ℵ
(κ0E
0
1)
1/2ℵs or κ0E
0
1 <
(
σ0 − σ∗
4s
)2ℵ
m4∗f
4
∗σ∗
Λ2
. (11.21)
Similarly (11.16) can be rewritten as
m0 −m∗ > 4(n+ 1)
σ2∗
(κ0E
0
1)
1/2t >
4(n+ 1)
σ20
(κ0E
0
1 )
1/2t
or
κ0E
0
1 <
σ40
16
(m0 −m∗)2
(n+ 1)2t2
, (11.22)
and (11.15) as
f0 − f∗ > (n+ 3)
σ2∗
(κ0E
0
1 )
1/2t >
(n+ 3)
σ20
(κ0E
0
1)
1/2t
or
κ0E
0
1 <
σ40
(n+ 3)2
(
f0 − f∗
t
)2
. (11.23)
For the sequence {Ck} we make the choice
Ck = 2
−2ℵk, (11.24)
so (11.18) and (11.19) become
s =
∞∑
k=0
(
C2k
Ck+1
) 1
2ℵ
= 2
∞∑
k=0
2−2k = 2
(
1
1− 12
)
= 4, (11.25)
t =
∞∑
k=0
C
1
2
k+1 = 2
−ℵ
(
1
1− 2−ℵ
)
=
1
2ℵ − 1 < 1. (11.26)
We therefore obtain four estimates for ε0 from (11.20) (11.21), (11.22), and (11.23)
κ0E
0
1 <
(
ρ0 − ρ∗
4s
)2ℵ
m4∗f
4
∗σ∗
Λ2
, (11.27)
κ0E
0
1 <
(
σ0 − σ∗
4s
)2ℵ
m4∗f
4
∗σ∗
Λ2
, (11.28)
κ0E
0
1 <
σ40
16
(m0 −m∗)2
(n+ 1)2t2
, (11.29)
κ0E
0
1 <
σ40
(n+ 3)2
(
f0 − f∗
t
)2
. (11.30)
We now make the following choices
ρ∗ =
ρ0
2
, m∗ =
m0
2
, f∗ =
f0
2
and σ∗ =
σ0
2
,
so (11.28) and (11.27) become
κ0E
0
1 <
(σ0
32
)2ℵ m40f40σ∗
28Λ2
, (11.31)
κ0E
0
1 <
(ρ0
32
)2ℵ m40f40σ∗
28Λ2
. (11.32)
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Since σ0 < ρ0 (σ0
32
)2ℵ m40f40σ∗
28Λ2
<
(ρ0
32
)2ℵ m40f40σ∗
28Λ2
.
Also we see
σ40
16
(m0 −m∗)2
(n+ 1)2t2
=
σ40
26
m20
(n+ 1)2
,
σ40
(n+ 3)2
(
f0 − f∗
t
)2
=
σ40
4(n+ 3)2
f20 ,
and is not hard to see(σ0
32
)2ℵ m40f40σ∗
28Λ2
<
σ40
26
m20
(n+ 1)2
,
(σ0
32
)2ℵ m40f40σ∗
28Λ2
<
σ40
4(n+ 3)2
f20 .
Therefore (11.31) gives the maximum upper bound for the size of the perturbation, κ0E
0
1 .
Now we develop the estimates for ζk+1 with the assumption at the zeroth step −1/2 < ζA < 1/2 and
then take the limit as k →∞.
Assuming at the zeroth step −1/2 < ζA0 = ζA < 1/2, at the first step we obtain
1 + ζ1 < 1 + κ0E
0
1ζA0 .
At the second step we obtain
1 + ζ2 < 1 + ζ1 +
3
2
ζA1κ1E
1
1 < 1 + κ0E
0
1ζA0 +
3
2
ζA1κ1E
1
1 .
Continuing in this manner we obtain in the (k + 1) step
1 + ζk+1 < 1 + κ0E
0
1ζA0 +
3
2
k∑
i=1
ζAiκiE
i
1.
One obtains a similar expression for the lower bound and combining it with the upper bound we have the
following
1− κ0E01ζA0 −
3
2
κ < 1 + ζk+1 < 1 + κ0E
0
1ζA0 +
3
2
κ, (11.33)
where κ =
∑k
i=1 ζAiκiE
i
1.
Now we look for a condition on κ. Using the estimate on |ζA| we have
1 + κ0E
0
1 |ζA0 |+
3
2
|κ| ≤ 1 + κ0E01Υ0 +
3
2
|κ| ≤ 1 + 3
2
ε,
where ε =
∑k
i=0ΥiκiE
i
1. Similarly for the lower bound
1− κ0E01 |ζA0 | −
3
2
|κ| > 1− κ0E01Υ0 −
3
2
|κ| ≥ 1− 3
2
ε.
Therefore expression (11.33) becomes
1− 3
2
ε < 1 + ζk+1 < 1 +
3
2
ε, (11.34)
so that
|ζk+1| < 3
2
ε. (11.35)
We want the following to hold
3
2
ε <
1
2
. (11.36)
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Therefore we want ε to be a converging series with the above upper bound.
With the previous definitions of κkE
k
1 , Ck,Υk the following estimates hold
lim
k→∞
3
2
ε =
3
2
∞∑
k=0
ΥkκkE
k
1 ≤
3
2
(
4n11̟
Γγm∗f∗
) ∞∑
k=0
κkE
k
1
δℵk
.
Using (11.17) in the estimate above we obtain
|ζ∞| ≤ 3
2
(
4n11̟
Γγm∗f∗
) ∞∑
k=0
m2kf
2
k
√
σ∗
Λ
(κk+1E
k+1
1 )
1/2
κkEk1
κkE
k
1
≤ 3
2
(
4n11̟
Γγm∗f∗
)
m20f
2
0
√
σ∗
Λ
∞∑
k=0
(κk+1E
k+1
1 )
1/2
=
3
2
(
4n11̟
Γγm∗f∗
)
m20f
2
0
√
σ∗
Λ
(κ0E
0
1 )
1/2t.
We therefore require
3
2
(
4n11̟
Γγm∗f∗
)
m20f
2
0
√
σ∗
Λ
(κ0E
0
1 )
1/2 <
1
2
,
and we obtain another restriction on the perturbation
κ0E
0
1 <
1
9
(
Γγm∗f∗
4n11̟
)2(
Λ
m20f
2
0
√
σ∗
)2
. (11.37)
We now compare (11.37) and (11.31) and choose the smallest of these bounds to be the bound on κ0E
0
1 .
After substituting for Λ in (11.37) we obtain
222̟4(6n+ 6)8(c3 + 1)
4E2(ν+µ)
ρ2∗Γ
4γ2(11)29
√
σ∗
, (11.38)
and after substituting Λ, (10.31), in (11.31) we obtain(σ0
32
)2(10n+9) m40f40σ∗
28
ρ2∗Γ
6γ4
32n24n+24̟6(6n+ 6)8(c3 + 1)4e2(ν+µ)
. (11.39)
A simple inspection reveals (11.39) is smaller and therefore the upper bound on the perturbation κ0E
0
1 . With
(11.39) we obtain the bound
|ζ∞| ≤ 3
2
(
4n11̟
Γγm∗f∗
)
m20f
2
0
√
σ∗
Λ
(κ0E
0
1)
1/2
≤
(σ0
32
)ℵ 3m30f30σ∗Γ2γρ∗
3n215̟2(6n+ 6)4(c3 + 1)2eν+µΛ
.
12 Time Aperiodic Perturbation Tending to a Quasi-periodic
Time Perturbation
In this section we consider a nearly integrable system generated by a Hamiltonian consisting of an integrable
part and a small perturbation. As before we consider a real valued nearly-integrable Hamiltonian in action-
angle variables of the form
H(p, q, t) = H0(p) + κH1(p, q, t),
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where p = (p1, ..., pn) ∈ B ⊂ Rn, q = (q1, ..., qn) ∈ T n are, respectively, the action and angle variables, and
κ ∈ R is a small perturbation parameter. The form of the perturbation is as follows
H1(p, q, t) = Q(p, q, t) + E(p, q, t),
Q(p, q, t) =
∑
k∈Zn+m
gke
ik·(q,θt),
E(p, q, t) =
∑
k∈Zn
fk(p)ek(t)e
ik·q ,
where Q(p, q, t) is time quasi-periodic , with θ = (θ1, ..., θm) as the vector of basic frequencies. f(p) is a
bounded function and ek(t) decays exponentially to zero as time goes to infinity. Consequently, as time goes
to infinity the entire perturbation tends to a t-quasi-periodic function.
The result of the theorem will be similar to the KAM-type result obtained previously in this paper.
Mainly, we will prove the preservation of cylinders of the form Tn × R where the tori Tn can be identified
with the tori of the integrable system generated by H0(p). We transform the non-autonomous system into an
autonomous system making each of θ1t, ..., θmt a dependent variable qn+1, ..., qn+m respectively. We will use
either notation throughout depending on need to clarify. We add conjugate variables τ = (τ1, ..., τm) which
are needed to obtain a Hamiltonian form. We will sometimes use the notation p′ = (p, τ) and q′ = (q, θt).
The Hamiltonian takes the form
H(p, q, t) = θ · τ +H0(p) + κH1(p, q, t) = H˜0(p, τ) + κH1(p, q, t),
and Hamilton’s equations are given by
p˙ = −∂H
∂q
= −∂H
1
∂q
,
τ˙ = − ∂H
∂(θt)
= − ∂H
1
∂(θt)
,
q˙ =
∂H
∂p
=
∂H0
∂p
+
∂H1
∂p
,
˙(θt) =
∂H
∂τ
= θ.
The angular frequencies are given by λ(p′) = ∂H˜
0
∂p′ (p
′) = (∂H
0
∂p1
, ..., ∂H
0
∂pn
, θ1, ..., θm). We will often use the
notation λ = (λ˜, θ) where λ˜ = (∂H
0
∂p1
, ..., ∂H
0
∂pn
). We define the complex extension of Rn × Rm × T n × Rm as
follows
Dρ,σ,p0 = {(p, τ, p, θt) ∈ C2n+2m| ‖p− p0‖ ≤ ρ, ‖τ‖ ≤ σ,Re q ∈ Rn mod 2π, ‖Im q‖ ≤ ρ, |Im t| ≤ σ},
and define Aρ,σ,p0 as the set of all complex continuous functions functions defined on Dρ,σ,p0 , analytic in the
interior of Dρ,σ,p0 and real for real values of the variables. The normal form is again given as the Taylor
expansion of the Hamiltonian about p′ = 0. Namely
H(p, τ, q, θt) = a+ λ · p′ +A(q′) +B(q′) · p′ + 1
2
n+m∑
i,j
Ci,j(q
′)p′ip
′
j +R(p
′, q′), (12.1)
where
a = H(0) = H˜0(0) + κH1(0) = H˜0(0) + κH1(0),
κA(q′) = H(0, q′)− a = κ(H1(0, q, θt)−H1(0)),
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κBi(q
′) =
∂H
∂p′i
(0, q′)− λi = κ∂H
1
∂p′i
(0, q, θt),
Cij(q
′) =
∂2H
∂p′i∂p
′
j
(0, q′) =
∂2H˜0
∂p′i∂p
′
j
(0) + κ
∂2H1
∂p′i∂p
′
j
(0, q, θt),
and
a ∈ R, A,Bi, Ci,j , R ∈ Aρ,σ, R = O(‖p′3‖).
The matrix C˜∗ will be defined as before
C˜∗i,j =
∂2H˜0
∂pj∂pj
(0), i, j = 1, ..., n,
and the same non-degeneracy condition will hold
det
(
∂2H˜0
∂pj∂pj
(0)
)
6= 0,
or d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖, ∀v˜ ∈ Cn, for some positive constant d. As before, this non-degeneracy condition
will imply an isoenergetic non-degeneracy condition as proven in lemma 5.3. In other words, although the
matrix C∗i,j =
∂2H˜0
∂p′j∂p
′
j
(0) i, j = 1, ..., n, n+ 1, ..., n+m is a bigger matrix, the matrix I defined as
I =
(
C∗ λT
λ 0
)
=
 C˜∗ 0 λ˜T0 0 θT
λ˜ θ 0
 ,
can be shown to be nonsingular and therefore a lower bound can be found for ‖Iv‖ρ,σ, ∀v ∈ Cn+m+1. Using
this lower bound, a similar constant, f , can be found to bound the expression∥∥∥∥( C λTλ 0
)
v
∥∥∥∥ ,
as was done in lemma 5.4. Ultimately we will need the implied invertibility of the matrix above to solve
completely for the generating function.
Because the form of the Hamiltonian perturbation in this section is different from the one consider
previously in the paper, we will re-define what we mean by p′, q′-exponential form. In this section, functions
of p′, q′-exponential form will be understood to have the following form
F (p′, q′) = f(p′) + r(p′, q′) + g(p′, q′),
r(p′, q′) =
∑
k∈Zn+m
sk(p
′)eik·(q,θt),
g(p′, q′) =
∑
k∈Zn
hk(p
′)ek(t)e
ik·q,
where F (p′, q′) ∈ Aρ,σ and as before ek(t) is of exponential order with respect to time. Clearly the only
difference in the definition is the quasi- periodic time dependence added to the term r(p′, q′). Before examining
how this modification will affect the lemmas proven in section F we prove a lemma concerning the new form
of r(p′, q′).
Lemma 12.1
Given a function r(p′, q′) ∈ Aρ,σ of the form
r(p′, q′) =
∑
k∈Zn+m
sk(p
′)eik·(q,θt),
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it follows r = s0(p
′).
Proof: We define the vector k = (h1, h2) ∈ Zn+m where h1 ∈ Zn and h2 ∈ Zm and
r = lim
T→∞
1
2T
∫ T
−T
∫
Tn
∑
k∈Zn+m
sk(p
′)eik·(q,θt)dqdt
=
∑
h2∈Zm
s(0,h2)(p
′) lim
T→∞
1
2T
∫ T
−T
eih2·θtdt
= s0(p
′) +
∑
h2∈Zm\0
s(0,h2)(p
′) lim
T→∞
1
2T
∫ T
−T
eih2·θtdt
= s0(p
′) +
∑
h2∈Zm\0
s(0,h2)(p
′) lim
T→∞
sin(h2 · θT )
2T
= s0(p
′) ⊓⊔
The result of lemma F.1 still holds. With the result of lemma 12.1, lemma F.2 still holds. That is, given
F (p′, q′) =
∑
k∈Zn+m
sk(p
′)eik·(q,θt) +
∑
k∈Zn
hk(p
′)ek(t)e
ik·q ,
it follows
F (0, p′)− F =
∑
k∈Zn+m\0
sk(0)e
ik·(q,θt) +
∑
k∈Zn
hk(0)ek(t)e
ik·q .
The results and proofs of lemmas comparable to lemmas F.3 and F.4 do not change and follow the same
arguments. A lemma comparable to lemma F.5 concerning the time derivative of a function F (p′, q′) of
p′, q′-exponential form would follow the same line of arguments but one should take in consideration the
time derivative of the function r(p′, q′) =
∑
k∈Zn+m sk(p
′)eik·(q,θt). Since such time derivative results in a q
periodic time quasi-periodic function, the total form of ∂F (p′, q′)/∂t will be of p′, q′-exponential form and the
domain of analyticity would be as stated in lemma F.5. Finally, the added time quasi-periodic dependence of
r(p′, q′) will not change the result of lemma F.7 concerning the p′, q′-exponential form for the Poisson bracket
{χ, F}. The arguments of the proof would follow the same and some sums would have to change from∑nj=1
to
∑n+1
j=1 to account for time derivatives that in lemma F.7 are zero but now must have to be added.
The statement and proof of a lemma comparable to the iterative lemma 10.1 would follow exactly the
same up to the generating function used and the definition of the perturbation (10.12). The generating
function will have almost the same form
χ = X(q′) + ξ · q′ + Y (q′) · p′,
X(q′) = Y(q′) + T (q′),
Y(q′) =
∑
k∈Zn+m
yke
ik·(q,θt), T (q′) =
∑
k∈Zn
xk(t)e
ik·q ,
Yj(q
′) = Sj(q′) + Fj(q′),
Sj(q′) =
∑
k∈Zn+m
Sk,jeik·(q,θt), Fj(q′) =
∑
k∈Zn
Fk,j(t)eik·q ,
where now Y(q′) and Sj(q′) depend quasi-periodically on time. The new perturbation must have the following
form
H1(p′, q′) = G(p′, q′) + T (p′, q′) ∈ Aρ,σ,
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G(p′, q′) =
∑
k∈Zn+m
s1k(p
′)eik·(p,θt) ∈ Aρ,σ,
T (p′, q′) =
∑
k∈Zn
h1k(p
′)e1k(t)e
ik·q ∈ Aρ,σ,
where e1k(t) will be assumed to have the same properties as before. Solving for X(q
′) involves solving the
equation λ ·∂q′X(q′) = κ
(
A(q′)−A
)
, which can be separated into a quasi-periodic part and an exponential-
order-with-respect-to-time part. These two problems are given by
λ · ∂q′Y(q′) = κ
(
G(0, q′)−G(0)
)
, (12.2)
λ · ∂q′T (q′) = κT (0, q′), (12.3)
respectively. Solving (12.2) will follow as before but now we must make use of the diophantine condition on
λ ∈ ΩΓ rather than just on λ˜. As before we set
(κB − C · ξ − C · ∂q′X) = κE1ζAλ.
This leads to the conditions
C · ξ + κE1ζAλ = κB − C · ∂q′X, λ · ξ = κA,
or equivalently (
C λT
λ 0
)(
ξ
κE1ζA
)
=
(
κB − C · ∂q′X
κA
)
. (12.4)
Since we are interested in in solving the above equation for the unknowns ξ and ζA, we would like the matrix
on the left hand side to be nonsingular. Using the fact the matrix I is nonsingular together with a lemma
comparable to lemma (5.4) it follows easily the matrix on the left hand side of (12.4) is nonsingular. The
solution of (12.3) follows exactly as shown previously in the paper. Next we look at the solution of
λ · ∂q′Y = β, (12.5)
where as before β is defined as
β =
[
(κB(q′)− C(q′) · ξ − C(q′) · ∂q′X(q′))− (κB − C · ξ − C · ∂q′X)
]
.
Since the definition of H1(p′, q′) has a quasi-periodic time dependence not present before, Bj(q
′), C(q′) and
X(q′) in terms of H1 will change. Consequently the terms that make up β will change. For instance
κ
(
Bj(q
′)−Bj
)
= κ
 ∑
k∈Zn+m\0
∂s1k
∂p′j
(0)eik·(q,θt) +
∑
k∈Zn
∂h1k
∂p′j
(0)e1k(t)e
ik·q
 .
Furthermore, when calculating (C(q′) · ∂q′X(q′))j three more terms must be added to this expression
∂2H˜0
∂p′n+1∂p
′
j
(0)∂q′n+1Y(q′), κ
∑
k∈Zn
∂2s1k
∂p′n+1∂p
′
j
(0)eik·q∂q′n+1Y(q′), κ
∑
k∈Zn
∂2h1k
∂p′n+1∂p
′
j
(0)e1k(t)e
ik·q∂q′n+1Y(q′).
Previously these terms would dropout of the expression since ∂q′n+1Y(q′) = 0. The solution of (12.5) splits
into a quasi-periodic part and an exponential-with -respect-to-time part given by the following
λ · ∂q′Sj(q′) = βQj (q′) =
∑
k∈Zn+m\0
βQj,ke
ik·(q,θt) ∈ Aρ−2δ,σ−2δ, (12.6)
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λ · ∂q′Fj(q′) = βEj (q′) =
∑
k∈Zn
βEj,k(t)e
ik·q ∈ Aρ−2δ,σ−2δ, (12.7)
where βQj (q
′) and βEj (q
′) are obtained from the expressions for κB(q′) − κB, C(q′) · ξ − C · ξ, and C(q′) ·
∂q′X(q
′))− C · ∂q′X . As done previously in the paper one can solve (12.6) and (12.7) to obtain Yj(q′) with
all the necessary bounds. The rest of the bounds and the iterative process are obtained as before. The main
result is described in the following theorem.
Theorem 12.1
Consider the Hamiltonian H(p′, q′) = H0(p) + κH1(p, q, t) + τ = H˜0(p′) + κH1(p′, q′) of
(C1, C2, c1, c2, ν, µ)p
′, q′-exponential form defined on B × Tn where H˜0(p′) = H0(p) + τ and κ << 1 is a
small perturbation parameter. Assume the perturbation has the following form
H1(p′, q′) = Q(p′, q′) + E(p′, q′),
Q(p′, q′) =
∑
k∈Zn+m
s1k(p
′)eik·(q,θt), E(p′, q′) =
∑
k∈Zn
h1k(p
′)e1k(t)e
ik·q .
Fix p′0 ∈ B and denote
λ = λ(p′0) =
(
∂H0
∂p1
, ...,
∂H0
∂pn
, θ1, ..., θm
)
=
∂H˜0
∂p′
(p′0), C˜
∗
ij =
∂2H˜0
∂pi∂pj
(p′0) i, j = 1, ...n,
C∗ij =
∂2H˜0
∂p′i∂p
′
j
(p′0) i, j = 1, ..., n+m, I =
(
C∗ λT
λ 0
)
.
Assume there exists positive numbers Γ, γ, ρ, σ, d, κ, all less than one and L, such that ρ > σ and
λ ∈ ΩΓ, |λ˜| < L, H0, H1 ∈ Aρ,σ,p0 , d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖, ∀v˜ ∈ Cn,
moreover, ‖H‖ρ,σ,p0 < 1, (the last condition will imply the isoenergetic condition on I).
Then there exists positive numbers E, κ′, E′, ζ′, ρ′ and σ′, such that if ‖H1‖ρ,σ,p0 ≤ E one can construct
a canonical analytic change of variables
φ : Dρ′,σ′ → Dρ,σ,p0 ,
(P ′,Q′) 7→ φ(P ′,Q′) = (p′, q′),
with φ ∈ Aρ′,σ′ , which brings the Hamiltonian H into the form H ′ = H ◦ φ given by
H ′(P ′,Q′) = (H ◦ φ)(P ′,Q′) = a′ + (1 + κ′E′ζ′)λ · P ′ +O(‖P ′‖2),
where a′, ζ′ ∈ R. The change of variables is near identity in the sense that ‖φ − identity‖ρ′,σ →
0 as ‖H1‖ρ,σ,p0 → 0. In the new coordinates Hamilton’s Equations are given by
Q˙′ = ∂H
′
∂P ′ (P
′,Q′) = (1 + κ′E′ζ′)λ+O(‖P ′‖), P˙ ′ = −∂H
′
∂Q′ (P
′,Q′) = O(‖P ′‖2).
The solutions are given by
Q′(t) = (1 + κ′E′ζ′)λt+Q′0 P ′(t) = P ′0 = (P0, τ˜0) = 0.
We can write out explicitly these solutions Q′(t) = (Q1(t), ...,Qn(t), T (t)) = (1 + κ′E′ζ′)λt + Q′0 = (1 +
κ′E′ζ′)(λ˜, 1)t+Q′0 which indicates in the new coordinate system the phase space Tn ×R×Rn×R is foliated
by invariant infinite cylinders each sustaining quasi-periodic motions identified by the frequency λ˜(P0) and
evolving in the t direction. Note under the transformation, the time variable T (t) = (1 + κ′E′ζ′)t has shifted
by a constant proportional to the size of the perturbation.
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13 Conclusions
In this paper we looked at time aperiodic perturbations of nearly integrable Hamiltonian systems. To prove
a KAM-type theorem we used the Lie series formalism in an attempt to construct a series of generating
Hamiltonians from which we found a series of near identity canonical transformations. This series of canonical
transformations is used to put the original Hamiltonian in a normal form which has a smaller perturbation
at each step of the iterative process. Since we considered an aperiodic time perturbation, the Fourier series
methods normally used to solve for the generating function no longer apply. We therefore made use of Fourier
transform techniques which allowed us to understand how the analyticity domain of the Hamiltonian changes
through the iterative process and how fast the perturbation shrinks. We considered the general form of the
Hamiltonian H(p, τ, q, t) = H0(p, τ)+κH1(p, τ, q, t) where τ is conjugate to t. In the first case considered the
perturbation decayed exponentially in time to a term depending only on angles. In the second case we added
to this exponentially decaying term a time quasiperiodic term. In both cases we saw the time aperiodicity
had to decay exponentially in order to have control over the analyticity of the Hamiltonian. Moreover, since
the p′, q′-exponential form of the perturbation is essential in solving the partial differential equations that give
the generating function, it was necessary to prove the p′, q′-exponential form of the perturbation is preserved
after each step of the iterative process.
A Properties of Analytic Functions on Tn × C
As mentioned before, techniques from multi-variable complex analysis are used in this paper. For exam-
ple, a generating Hamiltonian with converging estimates can be obtained via Fourier methods assuming
appropriate domains of analyticity for the perturbation of the Hamiltonian. Consequently we derive some
important properties of analytic functions on Tn × C. We recall a common Fourier expansion for a complex
analytic function depending periodically on the the variables q1, ..., q2. Consider a multi-periodic function f
analytic on some open strip of Cn with periods L1, ..., Ln > 0, it is possible to represent f by the formula
f(q1, ..., qn) =
∑
k∈Zn cke
i(k1ω1q1+···+knωnqn) where the coefficients ck ∈ C have the relation ck = c−k, and
ck =
∫ L1
0
dq1
L1
...
∫ Ln
0
dqn
Ln
e−i(ω1k1q1+...+ωnknqn)f(q1, ..., qn), where ωi = 2π/Li, i = 1, ..., n.
A function also depending aperiodically on a variable t ∈ C can be expressed similarly in a Fourier
expansion. Let F (q, t) ∈ Aρ,σ,p0 be real value, continuous, and 2π periodic in each qi. One writes F (q, t) =∑
k∈Zn fk(t)e
iq·k, where fk(t) =
1
(2π)n
∫ 2π
0 · · ·
∫ 2π
0 F (q, t)e
−iq·kdq1 · · · dqn. The following lemma gives a useful
bound for the Fourier coefficients of a function F (q, t) depending 2π periodically on q and aperiodically on t.
Lemma A.1
For F ∈ Aρ,σ and given F (q, t) =
∑
k∈Zn fk(t)e
ik·q, then for every k ∈ Zn and for all t ∈ C we have
|fk(t)| ≤ ‖F (t)‖ρe−|k|ρ, where |k| =
∑
i |ki|.
Proof : From the previous argument we can write
fk(t) =
1
(2π)n
∫
Tn
F (q1, ..., qn, t)e
−i
∑
j kjqjdq1 · · · dqn.
Since F ∈ Aρ,σ, we can shift integration paths as follows
fk(t) =
1
(2π)n
∫
Tn
F (q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ, t){
n∏
j=1
e
−ikj(qj−i
kj
|kj |
ρ)}dq1...dqn.
Note in case ki = 0 we don’t shift the path in that direction.
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Then the following estimate its clear
|fk(t)| ≤ ‖F (t)‖ρe−(
∑
|kj |)ρ
1
(2π)n
∫
Tn
e−ik·qdq ≤ ‖F (t)‖ρe−|k|ρ.
(Note ‖F (t)‖ρ is a function of t). ⊓⊔
The following lemma is useful to construct a function in the form of a Fourier series with a specified
strip of analyticity given the Fourier coefficients satisfy an exponentially decaying bound. It will become
evident later how this will enable us to construct a generating function in the form of a Fourier series whose
coefficients have a specified form depending directly on the perturbation of the Hamiltonian.
Lemma A.2
Suppose for a positive real constant ρ < 1 and every k ∈ Zn one has
|fk(t)| ≤ C(t)e−|k|ρ, C(t) ≥ 0 , ∀t ∈ C,
with fk(t) ∈ Aσ, supDσ(C(t)) = C, and consider the function
F (q, t) =
∑
k∈Zn
fk(t)e
ik·q .
For any positive δ with δ < ρ one has F ∈ Aρ−δ,σ and ‖F‖ρ−δ,σ ≤ C
(
4
δ
)n
.
Proof : Let ‖Im q‖ ≤ ρ− δ then
‖F‖ρ−δ,σ = sup
Dρ−δ,σ
∣∣∣∣∣∑
k∈Zn
fk(t)e
ik·q
∣∣∣∣∣ ≤ C ∑
k∈Zn
e−|k|ρe|k|(ρ−δ) = C
∑
k∈Zn
e−|k|δ
≤ C2n
∑
k ∈ Zn
k1 ≥ 0...kn ≥ 0
e−δ
∑
kj = C2n
(
∞∑
k=0
e−δk
)n
= C2n
(
1
1− e−δ
)n
.
For any positive δ < 1, we have δ1−e−δ < 2 which implies
1
1−e−δ <
2
δ , from which follows that
‖F‖ρ−δ,σ ≤ C2n
(
2
δ
)n
= C
(
4
δ
)n
.
The bound holds for any finite sum of the terms fk(t)e
ik·q ∈ Aρ−δ,σ, and any such finite sum is analytic
in Dρ−δ,σ. Therefore, F is the limit of a uniformly convergent sequence of analytic functions and thus also
analytic. ⊓⊔
Lemma A.3
For any K, s, δ > 0 one has the inequality Ks ≤ ( seδ )s eKδ.
Proof: For any x ∈ R we have x ≤ ex−1 . Let x = Kδs , then
Kδ
s
≤ e(Kδs −1)
so that
K ≤ s
δe
e
Kδ
s or Ks ≤
( s
δe
)s
eKδ ⊓⊔
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B Bounds on the Kolmogorov Normal Form in terms of the orig-
inal Hamiltonian
Proof of Lemma 5.1
Clearly
C∗ =
(
C˜∗ 0
0 0
)
.
Assuming d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖ where
C˜∗v˜ = (
∑
j
C˜∗1j v˜j , ...,
∑
j
C˜∗nj v˜j),
it follows
‖C˜∗v˜‖ = max
i
∣∣∣∣∣∣
∑
j
C˜∗ij v˜j
∣∣∣∣∣∣.
Also, given v = (v˜, w) = (v˜1, ..., v˜n, w) for v˜ ∈ Cn, w ∈ C, and v ∈ Cn+1 it follows
C∗v = (
∑
j
C˜∗1j v˜j , ...,
∑
j
C˜∗nj v˜j , 0)
and
‖C˜∗v‖ = max
i
∣∣∣∣∣∣
∑
j
C˜∗ijvj
∣∣∣∣∣∣.
This implies ‖C∗v‖ = ‖C˜∗v˜‖ and therefore ‖C∗v‖ = ‖C˜∗v˜‖ ≤ d−1‖v˜‖, ∀v ∈ Cn+1 and ∀v˜ ∈ Cn.
Finally, since ‖v˜‖ = max(|v˜1|, ..., |v˜n|) ≤ max(|v˜1|, ..., |v˜n|, |w|) = ‖v‖, it follows ‖C∗v‖ ≤ d−1‖v‖ . ⊓⊔
We summarize some results and give some new definitions. We defined previously the (n × n) matrix
C˜∗ = ∂2pH˜
0(0) and assumed d‖v˜‖ ≤ ‖C˜∗v˜‖ ≤ d−1‖v˜‖ v˜ ∈ Cn. We defined the (n + 1) × (n + 1) matrix
C∗ = ∂2p′H˜
0(0) and obtained the upper bound ‖C∗v‖ ≤ d−1‖v‖ v ∈ Cn+1. We defined the (n+1)× (n+1)
matrix C = ∂2p′H˜
0(0) + κ∂2p′H
1(0, q′). We define the (n+ 2× n+ 2) isoenergetic matrix
I =
(
C∗ λT
λ 0
)
=
 C˜∗ 0 (λ˜)T0 0 1
λ˜ 1 0

where λ = (λ˜, 1), λ ∈ Cn+1 and λ˜ ∈ Cn.
Proof of Lemma 5.2
1. max(‖A‖ρ,σ, ‖B‖ρ,σ) ≤ 2Eσ .
We assume for the original Hamiltonian ‖H1‖ρ,σ ≤ E. Recall
A(q′) = (H1(0, q′)−H1(0)), B(q′) = ∂H
1
∂p′
(0, q′).
It follows ‖A‖ρ,σ ≤ 2‖H1‖ρ,σ. Applying Cauchy’s inequality and the fact ρ > σ we obtain the bound
‖B‖ρ,σ ≤ 1
σ
‖H1‖ρ,σ.
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Therefore
‖A‖ρ,σ ≤ 2E < 2E
σ
(σ < 1), ‖B‖ρ,σ ≤ E
σ
<
2E
σ
from which follows
max(‖A‖ρ,σ, ‖B‖ρ,σ) < 2E
σ
= E1.
2. ‖Cv‖ρ,σ ≤ m−1‖v‖.
By definition we have
Ci,j(q
′) =
∂2H
∂p′ip
′
j
(0, q′), C∗i,j(0) =
∂2H˜0
∂p′ip
′
j
(0).
Therefore
C − C∗ =
{
κ
∂2H1
∂p′ip
′
j
(0, q′)
}
,
and it follows
‖(C − C∗)v‖ρ,σ ≤ (n+ 1)‖C − C∗‖ρ,σ‖v‖.
Applying Cauchy’s inequality we obtain
‖(C − C∗)v‖ρ,σ ≤ 2(n+ 1)
σ2
κ‖H1‖ρ,σ‖v‖ ≤ 2(n+ 1)
σ2
κE‖v‖.
Recall from the statement of theorem 3.1
κE =
( σ
32
)2ℵ d4f4σ∗
212Λ2
One can verify (using d < 1 )
2
(n+ 1)
σ2
κE = 2
(n+ 1)
σ2
( σ
32
)2ℵ d4f4σ∗
212Λ2
<
d
2
,
from which follows
‖(C − C∗)v‖ρ,σ ≤ d
2
‖v‖.
Now recall ‖C∗v‖ ≤ d−1‖v‖, ∀v ∈ Cn+1. Writing C = C∗ + (C − C∗), we obtain
‖Cv‖ρ,σ ≤ ‖C∗v‖+ ‖(C − C∗)v‖ρ,σ ≤ (d−1 + d
2
)‖v‖ ≤ 2d−1‖v‖,
taking m = d2 , the result follows. ⊓⊔
The next Lemma will be used in the proof of the Lemma on the Isoenergetic Nondegeneracy Condition.
Lemma B.1 Given two positive functions f(x) and g(x) then
max
x
(f − g) ≥ max
x
(f)−max
x
(g).
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Proof:
Let g0 be fixed. Then clearly
max
x
(f − g0) = max
x
(f)− g0.
Next set g0 = max(g). It follows
g0 ≥ g and f − g0 ≤ f − g.
Consequently
max
x
(f − g) ≥ max
x
(f − g0) = max
x
(f)− g0 = max
x
(f)−max
x
(g).
⊓⊔
Proof of Lemma 5.3
Let v = (v˜, v1, v2) where v˜ ∈ Cn,v1, v2 ∈ C. The following estimates follow∥∥∥∥∥∥
 C˜∗ 0 λ˜T0 0 1
λ˜ 1 0
 v˜v1
v2
∥∥∥∥∥∥
ρ,σ
= max
(
|v2|, |λ˜ · v˜ + v1|, |
∑
j
C˜∗i,jvj + v2λ˜i|
)
≥ max
i
(
|
∑
j
C˜∗i,jvj + v2λ˜i|
)
≥ max
i
∣∣∣(|∑
j
C˜∗i,jvj | − |v2λ˜i|
)∣∣∣ ≥ ∣∣∣max
i
(
|
∑
j
C˜∗i,jvj |
)
−max
i
(
|v2λ˜i|
)∣∣∣
≥
∣∣∣d‖v‖ − L‖v‖∣∣∣ ≥ 1
2
|d− L|‖v‖
and we set l = 12 |d− L|. ⊓⊔
Proof of Lemma 5.4
Recall
I =
(
C∗ λT
λ 0
)
=
(
C(q′) λT
λ 0
)
+
( −κ∂2p′H1(0, q′) 0
0 0
)
.
Then clearly ∥∥∥∥( C λTλ 0
)
v
∥∥∥∥
ρ,σ
≥
∣∣∣∣∣∣
∥∥∥∥( C∗ λTλ 0
)
v
∥∥∥∥
ρ,σ
−
∥∥∥∥∥
(
κ∂2p′H
1(0) 0
0 0
)
v
∥∥∥∥∥
ρ,σ
∣∣∣∣∣∣
≥
∣∣∣∣∣∣l‖v‖ρ,σ −
∥∥∥∥∥
(
κ∂2p′H
1(0) 0
0 0
)∥∥∥∥∥
ρ,σ
‖v‖ρ,σ
∣∣∣∣∣∣ ≥
∣∣∣∣l‖v‖ρ,σ − ∥∥∥(κ∂2p′H1(0))∥∥∥ρ,σ‖v‖ρ,σ
∣∣∣∣
≥
∣∣∣∣l‖v‖ρ,σ − ∥∥∥(κ∂2p′H1(0, q′))∥∥∥ρ,σ‖v‖ρ,σ
∣∣∣∣ ≥ ∣∣∣∣l− κEσ2
∣∣∣∣ ‖v‖ρ,σ.
where we use in the last line Cauchy’s inequality and the fact ‖H1(0, q′)‖ρ,σ ≤ E. ⊓⊔
C Lemmas for Canonical Transformations
In what follows we present several estimates relevant to canonical changes of variables defined by the Lie
series method. For χ(p′, q′) ∈ Aρ,σ define
χ∗ρ,σ ≡ max
(∥∥∥∥ ∂χ∂p′
∥∥∥∥
ρ,σ
,
∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ,σ
)
.
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Lemma C.1
For any χ, f ∈ Aρ,σ and positive δ < σ < ρ we have
1. ‖{χ, f}‖ρ−δ,σ−δ ≤ 2(n+ 1)
(
χ∗ρ,σ
δ
)
‖f‖ρ,σ.
2. ‖{χ, {χ, f}}‖ρ−δ,σ−δ ≤ 8(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
Proof :
‖{χ, f}‖ρ−δ,σ−δ ≤ 2(n+ 1)
(
χ∗ρ,σ
δ
)
‖f‖ρ,σ
By definition
{χ, f} =
∑
i
[
∂χ
∂p′i
∂f
∂q′i
− ∂χ
∂q′i
∂f
∂p′i
]
.
It follows
|{χ, f}| ≤
∑
i
[∣∣∣∣ ∂χ∂p′i
∣∣∣∣ ∣∣∣∣ ∂f∂q′i
∣∣∣∣+ ∣∣∣∣ ∂χ∂q′i
∣∣∣∣ ∣∣∣∣ ∂f∂p′i
∣∣∣∣] ≤ χ∗ρ,σ∑
i
[∣∣∣∣ ∂f∂q′i
∣∣∣∣+ ∣∣∣∣ ∂f∂p′i
∣∣∣∣] ≤ χ∗ρ,σ 2(n+ 1)δ ‖f‖ρ,σ
which implies
‖{χ, f}‖ρ,σ ≤ 2(n+ 1)
(
χ∗ρ,σ
δ
)
‖f‖ρ,σ.
‖{χ, {χ, f}}‖ρ−δ,σ−δ ≤ 8(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ
We have by definition
{χ, {χ, f}} =
∑
i
[
∂χ
∂p′i
∂
∂q′i
{χ, f} − ∂χ
∂q′i
∂
∂p′i
{χ, f}
]
=
∑
i
 ∂χ
∂p′i
∂
∂q′i
∑
j
[
∂χ
∂p′j
∂f
∂q′j
− ∂χ
∂q′j
∂f
∂p′j
]
− ∂χ
∂q′i
∂
∂p′i
∑
j
[
∂χ
∂p′j
∂f
∂q′j
− ∂χ
∂q′j
∂f
∂p′j
]
=
∑
i,j
[
∂χ
∂p′i
[
∂2χ
∂q′i∂p
′
j
∂f
∂q′j
+
∂χ
∂p′j
∂2f
∂q′i∂q
′
j
− ∂
2χ
∂q′i∂q
′
j
∂f
∂p′j
− ∂χ
∂q′i
∂2f
∂q′i∂p
′
j
]
− ∂χ
∂q′i
[
∂2χ
∂p′i∂p
′
j
∂f
∂q′j
+
∂χ
∂p′j
∂2f
∂p′i∂q
′
j
− ∂
2χ
∂p′i∂q
′
j
∂f
∂p′j
− ∂χ
∂q′i
∂2f
∂p′i∂p
′
j
]]
There are eight expressions in the sum, each can be estimated using Cauchy’s inequality. The first two
expressions are estimated below and the rest can be estimated the same way.∥∥∥∥∥ ∂χ∂p′i ∂
2χ
∂q′i∂p
′
j
∂f
∂q′j
∥∥∥∥∥
ρ−δ,σ−δ
≤
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ,
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∥∥∥∥∥ ∂χ∂p′i ∂χ∂p′j ∂
2f
∂q′i∂q
′
j
∥∥∥∥∥
ρ−δ,σ−δ
≤
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
Each of the eight expressions in the summation represents (n+ 1)2 terms. Therefore the estimate gives
‖{χ, {χ, f}}‖ρ−δ,σ−δ ≤ 8(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
⊓⊔
We now review the Lie series method in which the desired canonical transformation φ is given by the time
one flow of a Hamiltonian χ called the generating function. If one evaluates a function f on the solutions
of Hamilton’s equations generated by χ one can write dfdt = {χ, f}. That same functions f defined on
the phase space is transformed f 7→ Uf = f ◦ φ. Therefore this transformation of f can be written as
Uf = f + {χ, f} + 12{χ, {χ, f}} + ... which is exactly the Taylor expansion of f . The transformation of a
function can thus be expressed entirely in terms of the generating Hamiltonian χ without knowing the flow.
The following lemma gives the conditions under which such a canonical transformation exists and several
useful estimates. These estimates are key in the iterative lemma where the size of the perturbation after
applying the canonical transformation must be known.
Lemma C.2
Suppose χ(p′, q′) ∈ Aρ,σ and its derivatives also belong to Aρ,σ for given positive numbers ρ, σ. Consider the
corresponding Hamiltonian system
p˙′ = − ∂χ
∂q′
, q˙′ =
∂χ
∂p′
.
Assume that for some positive δ < σ, δ < ρ
χ∗ρ,σ ≡ max
(∥∥∥∥ ∂χ∂p′
∥∥∥∥
ρ,σ
,
∥∥∥∥ ∂χ∂q′
∥∥∥∥
ρ,σ
)
<
δ
2
.
Then, for all initial conditions (P ′, Q′) ∈ Dρ−δ,σ−δ, the image of a point (P ′, Q′) ∈ Dρ−δ,σ−δ is contained in
Dρ,σ , thus defining a canonical analytic transformation
φ : Dρ−δ,σ−δ → Dρ,σ, φ ∈ Aρ−δ,σ−δ.
The operator
U : Aρ,σ → Aρ−δ,σ−δ,
f → Uf ≡ f ◦ φ,
is then well defined and one has the estimates
1. ‖φ− identity ‖ρ−δ,σ−δ ≤ χ∗ρ,σ,
2. ‖Uf‖ρ−δ,σ−δ ≤ ‖f‖ρ,σ,
3. ‖Uf − f‖ρ−δ,σ−δ ≤ 4(n+ 1)χ
∗
ρ,σ
δ ‖f‖ρ,σ,
4. ‖Uf − f − {χ, f}‖ρ−δ,σ−δ ≤ 32(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
Proof :
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One first shows the existence of solutions through an arbitrary initial condition (P ′, Q′) ∈ Dρ−δ,σ−δ.
This follows if the vector field is Lipschitz throughout Dρ−δ,σ−δ. Using Cauchy’s inequality in the domain
Dρ−δ/2,σ−δ/2, the Lipschitz constant for the vector field
p˙′ = − ∂χ
∂q′
, q˙′ =
∂χ
∂p′
,
can be estimated as ∥∥∥∥ ∂2χ∂q′∂p′
∥∥∥∥
ρ−δ/2,σ−δ/2
≤ 4(n+ 1)χ
∗
ρ,σ
δ
.
Next we argue that this local solution exists for t = 1, and does not leave Dρ,σ in that time. By assumption,
the maximum velocity of the vector field is bounded by
max(‖p˙′‖, ‖q˙′‖) ≤ χ∗ρ,σ <
δ
2
.
Hence the maximum distance that a point in Dρ−δ,σ−δ can move in time t = 1 is
δ
2 . Therefore
φt : Dρ−δ,σ−δ → Dρ−δ/2,σ−δ/2 ⊂ Dρ,δ,
Next we prove the estimates.
1. ‖φ− identity ‖ρ−δ,σ−δ ≤ χ∗ρ,σ.
This follows from the mean value theorem
For 0 ≤ t ≤ 1, ‖φ− identity ‖ρ−δ,σ−δ = ‖φt=1 − φt=0‖ρ−δ,σ−δ ≤ ‖φ˙t‖(1− 0) ≤ χ∗ρ,σ.
2. ‖Uf‖ρ−δ,σ−δ ≤ ‖f‖ρ,σ.
This is trivial, ‖Uf‖ρ−δ,σ−δ ≡ ‖f ◦φ‖ρ−δ,σ−δ but φ : Dρ−δ,σ−δ → Dρ,δ which implies ‖f ◦φ‖ρ−δ,σ−δ ≤ ‖f‖ρ,σ.
3. ‖Uf − f‖ρ−δ,σ−δ ≤ 4(n+ 1)χ
∗
ρ,σ
δ ‖f‖ρ,σ.
By definition we have Uf ≡ f ◦ φt=1. Taylor expanding in t gives
f ◦ φt = f ◦ φ0 + d
dt
(f ◦ φt)|t=t′ , 0 ≤ t′ ≤ 1,
from which follows
Uf = f + df
dt
|t=t′ or Uf − f = df
dt
|t=t′ = {χ, f}|t=t′.
As argued above,
φ(P ′, Q′) ∈ Dρ−δ/2,σ−δ/2, 0 < δ < 1, (P ′, Q′) ∈ Dρ−δ,σ−δ.
Hence, using the estimate in Lemma C.1, with δ in the Lemma replaced by δ2 , we obtain
‖Uf − f‖ρ−δ,σ−δ ≤ 4(n+ 1)
(
χ∗ρ,σ
δ
)
‖f‖ρ,σ.
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4. ‖Uf − f − {χ, f}‖ρ−δ,σ−δ ≤ 32(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
Taylor expanding in t
f ◦ φt = f ◦ φ0 + df
dt
t+
1
2
d2f
dt2
t2 + ...,
and applying the mean value theorem gives
Uf − f − df
dt
|t=t′′ = 1
2
d2f
dt2
|t=t′′ = 1
2
{χ, {χ, f}}|t=t′′.
As above,
φ(P ′, Q′) ∈ Dρ−δ/2,σ−δ/2, 0 < δ < 1, (P ′, Q′) ∈ Dρ−δ,σ−δ.
Using this and Lemma C.1, with δ in the Lemma replaced by δ2 , gives
‖Uf − f − {χ, f}‖ρ−δ,σ−δ ≤ 32(n+ 1)2
(
χ∗ρ,σ
δ
)2
‖f‖ρ,σ.
⊓⊔
D P.D.E on a Torus
Proof of Lemma 8.1
We write the coefficients of the Fourier series as follows
gk =
1
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q)e−ik·qdq1 · · · dqn.
Since G ∈ Aρ, we can shift the path of integration as follows
gk =
1
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ){
n∏
j=1
e
−ikj(qj−i
kj
|kj |
ρ)}dq1 · · · dqn
=
e−|k|ρ
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ) · e
−ik·qdq
(If ki + 0 we don’t shift in that direction) and |gk| ≤ e−|k|ρ‖G(q)‖ρ. ⊓⊔
Proof of Lemma 8.2
We begin by expanding F and G in Fourier Series
F (q) =
∑
k∈Zn
fke
ik·q, G(q) =
∑
k∈Zn\0
gke
ik·q,
substituting in (8.1) gives ∑
i
λi
∑
k∈Zn
ikifke
ik·q =
∑
k∈Zn\0
gke
ik·q,
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or ∑
k∈Zn
iλ · kfkeik·q =
∑
k∈Zn\0
gke
ik·q,
which implies
fk =
gk
iλ · k , k ∈ Z
n\0.
From this expression we see why we must require G = 0 in order to construct a solution. Recall that λ ∈ ΩΓ
so that λ · k 6= 0. We next prove convergence of∑
k∈Zn\0
fke
ik·q =
∑
k∈Zn\0
gk
iλ · k e
ik·q.
From lemma 8.1 since G ∈ Aρ it follows |gk| ≤ ‖G‖ρe−|k|ρ, and the following estimates, using ‖k‖ ≤ |k|, hold
|λ · k| ≥ Γ‖k‖−n, |λ · k| ≥ Γ|k|−n.
Using lemma A.3 gives
|k|n ≤
( n
eδ
)n
e|k|δ.
Hence, we use these estimates to estimate the Fourier coefficients as follows
|fk| =
∣∣∣ gk
λ · k
∣∣∣ ≤ ‖G‖ρ
Γ
|k|ne−|k|ρ ≤ ‖G‖ρ
Γ
( n
eδ
)n
e−|k|(ρ−δ) = Ce−|k|(ρ−δ)
where
C =
‖G‖ρ
Γ
( n
eδ
)n
.
Using lemma A.2 replacing ρ with ρ− δ we obtain
F ∈ Aρ−2δ, ‖F‖ρ−2δ ≤ C
(
4
δ
)n
.
Next we get the first estimate on the norm of F in terms of the norm of G. The previous estimate can be
rewritten as
‖F‖ρ−2δ ≤ Γ−1
(
16n
e4δ2
)n
‖G‖ρ =
(
16n
e
)n ‖G‖ρ
Γ(2δ)2n
.
We have
̟ = 24n+1
(
n+ 1
e
)n+1
≥
(
16n
e
)n
,
since (
n+ 1
e
)n+1
≥
(n
e
)n
Using this inequality, the estimate can be written as
‖F‖ρ−2δ ≤ ̟
Γ(2δ)2n
‖G‖ρ.
Letting δ → δ2 gives the result.
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Finally, we prove the last estimate in the lemma. Recall that
F (q) =
∑
k∈Zn\0
gk
iλ · ke
ik·q ,
then, formally, we have
∂F
∂qj
=
∑
k∈Zn\0
gk
iλ · k (ikj)e
ik·q =
∑
k∈Zn\0
gk
λ · k (kj)e
ik·q.
We denote the Fourier coefficients of ∂F∂qj by hkj =
gk
λ·k (kj), j = 1, ..., n. Therefore |hkj | ≤
Γ−1‖G‖ρ|k|n+1e−|k|ρ. From lemma A.3 we have
|hkj | ≤ Γ−1‖G‖ρ
(
n+ 1
eδ
)n+1
e−|k|(ρ−δ).
Form lemma A.2 we have ∥∥∥∥∂F∂q
∥∥∥∥
ρ−2δ
≤ C
(
4
δ
)n
,
where
C =
1
Γδn+1
(
n+ 1
e
)n+1
‖G‖ρ,
so ∥∥∥∥∂F∂q
∥∥∥∥
ρ−2δ
≤ 4
n
Γδn+1
(
n+ 1
e
)n+1
‖G‖ρ.
Let δ → δ2 , then the estimate takes the form∥∥∥∥∂F∂q
∥∥∥∥
ρ−δ
≤ 4
n22n+1
Γδn+1
(
n+ 1
e
)n+1
‖G‖ρ. ⊓⊔
E Fourier Transform Lemmas
We present some important results concerning a function and its Fourier transform defined on complex
domains.
Lemma E.1
Suppose f(z), z = x+ iy, is analytic for −a < y < b where a > 0, b > 0.
In any strip in the interior of −a < y < b, let
f(z) =

O (e−(ν−ε)x) (x→∞)
O (e(µ−ε)x) (x→ −∞) ,
for every positive ε, where ν > 0, µ > 0. Then there exists a δ > ε such that F (ω), ω = u+ iv, defined by
F (ω) =
1√
2π
∫ ∞
−∞
f(ζ)e−iωζdζ,
is analytic in the strip −µ+ δ ≤ v ≤ ν − δ, satisfies
F (ω) =

O (e−(b−ε)u) (u→∞)
O (e(a−ε)u) (u→ −∞) ,
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and
f(z) =
1√
2π
∫ ∞
−∞
F (ω)eizωdω, (E.1)
for every z in the strip −a < y < b.
Proof: We have
F (ω) =
1√
2π
∫ ∞
−∞
f(ζ)e−iζωdζ,
to find the domain of analyticity of F (ω) we consider the sequence of functions {Fn(ω)}n=∞n=1 where
Fn(ω) =
1√
2π
∫ n
−n
f(ζ)e−iζωdζ
and show that {Fn(ω)}n=∞n=1 converges to F (ω) uniformly. Consequently, since each of Fn(ω) is analytic in
the strip −µ < v < ν, uniform convergence will imply F (ω) is analytic in some strip to be determined. Let
n = max(c1, |c2|) where c1 and c2 are the constants in the definition of a function of exponential order in the
real limit. Then, taking integrals along the real line,
|Fn(ω)− F (ω)| =
∣∣∣∣ 1√2π
∫ n
−n
f(ζ)e−iζωdζ − 1√
2π
∫ ∞
−∞
f(ζ)e−iζωdζ
∣∣∣∣
=
∣∣∣∣ 1√2π
∫ ∞
n
f(ζ)e−iζωdζ − 1√
2π
∫ n
−∞
f(ζ)e−iζωdζ
∣∣∣∣
≤ 1√
2π
[∫ ∞
n
|f(ζ)||e−iζω |dζ +
∫ n
−∞
|f(ζ)||e−iζω|dζ
]
=
1√
2π
[∫ ∞
n
|f(ζ)||e−iζu||eζv|dζ +
∫ n
−∞
|f(ζ)||e−iζu||eζv|dζ
]
=
1√
2π
[∫ ∞
n
|f(ζ)|eζvdζ +
∫ n
−∞
|f(ζ)|eζvdζ
]
≤ 1√
2π
[
C1
∫ ∞
n
e−(ν−ε)ζeζvdζ + C2
∫ n
−∞
e(µ−ε)ζeζvdζ
]
=
1√
2π
[
C1e
−(ν−ε−v)ζ
−(ν − ε− v)
∣∣∣∞
n
+
C2e
(µ−ε+v)ζ
µ− ε+ v
∣∣∣−n
−∞
]
.
The maximum finite bound for the expression above can be obtained by picking for the zeta intervals [n,∞)
and (−∞,−n], v = ν− δ and v = −µ+ δ respectively where δ > ε. Note that, if v is picked anywhere between
(ν−δ, ν] or [−µ,−µ+δ), the expression above becomes unbounded. On the other hand if v is chosen anywhere
on −µ+ δ ≤ v ≤ ν − δ the expression above is bounded. Therefore
|Fn(ω)− F (ω)| ≤ 2C3√
2π
e−(δ−ε)n
(δ − ε) < ǫ
for −µ+ δ ≤ v ≤ ν − δ where C3 = max(C1, C2). We can solve for n
−(δ − ε)n < ln
[√
2π
2C3
(δ − ε)ǫ
]
so
n > ln
[√
2π
2C3
(δ − ε)ǫ
]− 1(δ−ε)
.
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We may take
N(ǫ) = ln
[√
2π
2C3
(δ − ε)ǫ
]− 1(δ−ε)
.
Therefore, for any ǫ > 0 we have defined a N(ǫ), independent of ω, such that |F (ω) − Fn(ω)| < ǫ, for all
n > N . Consequently the series {Fn(ω)} converges uniformly to F (ω) for −µ+ δ ≤ v ≤ ν − δ. Hence F (ω)
is analytic in this strip. Next we prove the order results for F (ω). By applying Cauchy’s theorem we may
take the integral along any line of the strip parallel to the real axis. Thus
|F (ω)| =
∣∣∣∣ 1√2π
∫ ∞
−∞
f(ξ − iη)e−i(ξ−iη)(u+iv)dξ
∣∣∣∣
≤ 1√
2π
∫ ∞
−∞
|f(ξ − iη)||e−iξu||eξv||e−ηu||e−iηv|dξ
=
e−ηu√
2π
∫ ∞
−∞
|f(ξ − iη)|eξvdξ
=
e−ηu√
2π
[∫ c1
0
|f(ξ − iη)|eξvdξ +
∫ ∞
c1
|f(ξ − iη)|eξvdξ
+
∫ 0
c2
|f(ξ − iη)|eξvdξ +
∫ c2
−∞
|f(ξ − iη)|eξvdξ
]
≤ e
−ηu
√
2π
[
Cc1(v) + C1
∫ ∞
c1
e−(ν−ε)ξeξvdξ + Cc2(v) + C2
∫ c2
−∞
e(µ−ε)ξeξvdξ
]
=
e−ηu√
2π
[
Cc1(v) + Cc2(v) +
C1e
−(ν−ε−v)ξ
−(ν − ε− v)
∣∣∣∞
c1
+
C2e
(µ−ε+v)ξ
µ− ε+ v
∣∣∣c2
−∞
]
,
where
Cc1(v) =
∫ c1
0
|f(ξ − iη)|eξvdξ, Cc2(v) =
∫ c2
0
|f(ξ − iη)|eξvdξ.
For the interval [c1,∞) pick v = ν − δ with ε < δ such that
e−(ν−ε−v)ξ
−(ν − ε− v)
∣∣∣∞
c1
≤ e
−(δ−ε)c1
δ − ε .
Similarly for the interval (−∞, c2] pick v = −µ+ δ and with ε < δ we have
e(µ−ε+v)ξ
µ− ε+ v
∣∣∣c2
−∞
≤ e
(δ−ε)c2
δ − ε .
We bound Cc1(v) and Cc2(v) by choosing v = ν − δ and v = −µ+ δ respectively so that
Cc1(v) ≤
∫ c1
0
|f(ξ − iη)|e(ν−δ)ξdξ = Cc1 ,
Cc2(v) ≤
∫ 0
c2
|f(ξ − iη)|e(−µ+δ)ξdξ = Cc2 .
Consequently, with c3 = min(c1, |c2|), C3 = max(C1, C2) and Cc3 = max(Cc1 , Cc2)
|F (ω)| ≤ 2e
−ηu
√
2π
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
,
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and by taking η arbitrarily near to −a and b the order results for F (ω) follow. (E.1) can be proved directly
by the theorem of residues. Let −a < α < y < β < b. Then
1√
2π
∫ ∞
0
F (ω)eizωdω =
1
2π
∫ ∞
0
eizωdω
∫ −iα+∞
−iα−∞
f(ζ)e−iζωdζ =
1
2π
∫ −iα+∞
−iα−∞
f(ζ)dζ
∫ ∞
0
e−i(ζ−z)ωdω
=
1
2πi
∫ −iα+∞
−iα−∞
f(ζ)
ζ − z dζ
Similarly,
1√
2π
∫ 0
−∞
F (ω)eizωdω =
1
2πi
∫ iβ+∞
iβ−∞
f(ζ)
z − ζ dζ.
Now we consider the following counter clockwise contour integral along a rectangle∫
C
f(ζ)
ζ − z dζ =
∫ iβ−ρ
iβ+ρ
f(ζ)
ζ − z dζ +
∫
L5
f(ζ)
ζ − z dζ +
∫
L6
f(ζ)
ζ − z dζ +
∫ iα+ρ
iα−ρ
f(ζ)
ζ − z dζ +
∫
L2
f(ζ)
ζ − z dζ +
∫
L3
f(ζ)
ζ − z dζ.
✲
✻
x
y
−ρ ρ
L1
r
z
L3L5
L4β
L2L6
−α
We show the contribution from each of L2, L3, L5, L6 is zero. For L2 we use the following parameteriza-
tion ζ(y) = ρ+ iy; −α ≤ y ≤ 0 and since f(ζ) must be bounded for all ζ by some real number A∣∣∣∣ f(ζ)ζ − z
∣∣∣∣ ≤ A|ρ+ iy − z|
so
lim
ρ→∞
∣∣∣∣∫
L2
f(ζ)
ζ − z dζ
∣∣∣∣ ≤ limρ→∞ Aα|ρ+ iy − z| = 0.
A similar procedure with 0 ≤ y ≤ β in the parameterization gives
lim
ρ→∞
∣∣∣∣∫
L3
f(ζ)
ζ − z dζ
∣∣∣∣ ≤ limρ→∞ Aα|ρ+ iy − z| = 0.
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For L5 we use the following parameterization ζ(y) = −ρ+ iy, 0 ≤ y ≤ β. and∣∣∣∣ f(ζ)ζ − z
∣∣∣∣ ≤ A| − ρ+ iy − z|
so
lim
ρ→∞
∣∣∣∣∫
L5
f(ζ)
ζ − z dζ
∣∣∣∣ ≤ limρ→∞ Aα| − ρ+ iy − z| = 0.
A similar procedure with −α ≤ y ≤ 0 in the parameterization gives
lim
ρ→∞
∣∣∣∣∫
L6
f(ζ)
ζ − z dζ
∣∣∣∣ ≤ limρ→∞ Aα| − ρ+ iy − z| = 0.
Therefore ∫
C
f(ζ)
ζ − z dζ =
∫ iβ−ρ
iβ+ρ
f(ζ)
ζ − z dζ +
∫ −iα+ρ
−iα−ρ
f(ζ)
ζ − z dζ
and
f(z) =
1√
2π
∫ ∞
−∞
F (ω)e−izωdω =
1
2πi
[∫ iβ+∞
iβ−∞
f(ζ)
z − ζ dζ +
∫ −iα+∞
−iα−∞
f(ζ)
ζ − z dζ
]
=
1
2πi
[∫
C
f(ζ)
ζ − z dζ
]
=
1
2πi
[2πif(z)] = f(z).
⊓⊔
Lemma E.2
Suppose F (ω), ω = u+ iv, is analytic, regular for −ν < v < µ where
ν > 0, µ > 0. In any strip in the interior to −ν < v < µ, let
F (ω) =

O (e−(b−ε)u) (u→∞)
O (e(a−ε)u) (u→ −∞) ,
for every positive ε, where a > 0, b > 0. Then there exists a δ > 0 such that f(z), z = x+ iy, defined by
f(z) =
1√
2π
∫ ∞
−∞
F (ζ)eizζdζ,
is analytic for −b+ δ ≤ y ≤ a− δ, satisfies
f(z) =

O (e−(µ−ε)x) (x→∞)
O (e(ν−ε)x) (x→ −∞) ,
and
F (ω) =
1√
2π
∫ ∞
−∞
f(z)e−iωzdz,
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for every ω in the strip −ν < v < µ.
Proof: We have
f(z) =
1√
2π
∫ ∞
−∞
F (ζ)eizζdζ,
and define the sequence {fn(z)} where
fn(z) =
1√
2π
∫ n
−n
F (ζ)eizζdζ.
Similar to Theorem E.1 we can show that this sequence converges uniformly to f(z) for −b+ δ ≤ y ≤ a− δ.
And since each of fn(z) is analytic for −b+ δ ≤ y ≤ a− δ, it follows that f(z) is analytic in this strip. Next
we prove the order results on f(z). Applying Cauchy’s theorem we may take the integral along any line of
the strip parallel to the real axis. Thus
|f(z)| =
∣∣∣∣ 1√2π
∫ ∞
−∞
F (ξ + iη)ei(x+iy)(ξ+iη)dξ
∣∣∣∣
≤ 1√
2π
∫ ∞
−∞
|F (ξ + iη)||eixξ||e−xη||e−yξ||e−iyη|dξ
≤ e
−xη
√
2π
∫ ∞
−∞
|F (ξ + iη)|e−yξdξ
=
e−xη√
2π
[∫ c1
0
|F (ξ + iη)|e−yξdξ +
∫ ∞
c1
|F (ξ + iη)|e−yξdξ
+
∫ 0
c2
|F (ξ + iη)|e−yξdξ +
∫ c2
−∞
|F (ξ + iη)|e−yξdξ
]
≤ e
−xη
√
2π
[
Cc1(y) + C1
∫ ∞
c1
e−(b−ε)ξe−yξdξ + Cc2(y) + C2
∫ c2
−∞
e(a−ε)ξe−yξdξ
]
=
e−xη√
2π
[
Cc1(y) + Cc2(y) +
C1e
−(b−ε+y)ξ
−(b− ε+ y)
∣∣∣∞
c1
+
C2e
(a−ε−y)ξ
(a− ε− y)
∣∣∣c2
−∞
]
.
To bound Cc1(y) and Cc2(y) we chose y = −b+ δ and y = a− δ respectively so that
Cc1(y) ≤
∫ c1
0
|F (ξ + iη)|e(b−δ)ξdξ = Cc1 ,
Cc2(y) ≤
∫ 0
c2
|F (ξ + iη)|e−(a−δ)ξdξ = Cc2 .
For the ξ intervals [c1,∞) and (−∞, c2] we pick y = −b+ δ and y = a− δ respectively with δ > ε and obtain
with c3 = min(c1, |c2|), C3 = max(C1, C2), and Cc3 = max(Cc1 , Cc2)
|f(z)| ≤ 2e
−xη
√
2π
[
Cc3 +
C3e
−(δ−ε)c3
(δ − ε)
]
and by choosing η arbitrarily close to −ν and µ the order results follow. The rest of the theorem can be
proven with the theory of residues exactly like the previous theorem except that the contour integral will be
taken clockwise. ⊓⊔
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Lemma E.3
Given G(q, t) ∈ Aρ with
G(q, t) =
∑
k∈Zn
gk(t)e
ik·q ,
and if
gk(t) =

O(e−(b−ε)tR) (tR →∞)
O(e(a−ε)tR) (tR → −∞)
,
then
gk(t) =

O(e−(b−ε)tR)O(e−|k|ρ) (tR →∞)
O(e(a−ε)tR)O(e−|k|ρ) (tR → −∞)
.
Proof:
gk(t) =
1
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q, t)e−ik·qdq
where the integral is along real axis. Lift the integral as follows
gk(t) =
1
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ) ·
{ n∏
j=1
e
−ikj(qj−i
kj
|kj |
ρ)
}
dq
gk(t) =
e−|k|ρ
(2π)n
∫ π
−π
· · ·
∫ π
−π
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ) · e
−ik·qdq
and |gk(t)| ≤ e−|k|ρ‖G(q, t)‖ρ. We know
‖G(q, t)‖ρ = sup
q∈Dρ
|G(q, t)| .
Let q∗ be arbitrary in the interior of the strip |qI | ≤ ρ. Then by the above and the assumption on the order
of gk(t)
|G(q∗, t)| =
∣∣∣∣∣∑
k∈Zn
gk(t)e
ik·q∗
∣∣∣∣∣ ≤ ∑
k∈Zn
Ce−AtRe−|k|ρ|eik·q∗ | ≤ Ce−AtR
∑
k∈Zn
e−|k|ρe−k·q
∗
I ≤ Ce−AtR
∑
k∈Zn
e−|k|(ρ−q
∗
I )
≤ Ce−AtR
∑
k∈Zn
e−|k|(ρ−(ρ−ǫ)) ≤ Ce−AtR
∑
k∈Zn
e−|k|ǫ ≤ Ce−AtR2n
∑
k ∈ Zn
k1, ...kn ≥ 0
e−ǫ
∑
kj
= Ce−AtR2n
(
∞∑
k=0
e−ǫk
)n
= Ce−AtR2n
(
1
1− e−ǫ
)n
,
where A is b− ε or −a+ ε. ⊓⊔
The following lemma shows that under certain conditions we are assured the existence of the complex
Fourier transform.
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Lemma E.4
Suppose f(t), t = tR + itI , is analytic for −a < tI < b where a > 0, b > 0. In any strip in the interior of
−a < tI < b, let
f(t) =

O (e−(ν−ε)tR) (tR →∞)
O (e(µ−ε)tR) (tR → −∞) ,
for every positive ε, where ν > 0, µ > 0. Assume the Fourier transform exists
F (ω) =
1√
2π
∫ ∞
−∞
f(ζ)e−iωζdζ <∞.
Then the complex Fourier transform defined as
F c(ω) =
1√
2π
∫ ∞+iβ
−∞+iβ
f(ζ)e−iωζdζ,
with −a < β < b exists and F c(ω) = F (ω).
Proof: We consider the counter clockwise contour integral on the rectangle R show below
✲
✻
tR
tI
−ρ ρ
L1
L3L4
L2β
Since f(t) is analytic for −a < tI < b we know the contour integral is zero. Consequently
−
∫
L2
=
∫
L1
+
∫
L3
+
∫
L4
.
We analyze the integral along L3 using the parameterization t = ρ+ itI such that∫
L3
fk(t)e
−iωtdt =
∫ β
0
fk(ρ+ itI)e
−iω(ρ+itI )idtI =
∫ β
0
fk(ρ+ itI)e
−iuρevρeutI eivtI idtI
and ∣∣∣∣∫
L3
fk(t)e
−iωtdt
∣∣∣∣ ≤ ∫ β
0
|fk(ρ+ itI)|evρeutIdtI .
Note although
|fk(t)| ≤ C1e−(ν−ε)tR c1 ≤ tR <∞,
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we can choose a constant C3 large enough such that
|fk(t)| ≤ C3e−(ν−ε)tR 0 ≤ tR <∞,
and ∣∣∣∣∫
L3
fk(t)e
−iωtdt
∣∣∣∣ ≤ ∫ β
0
C3e
−(ν−ε)ρevρeutIdtI .
By Theorem E.1, F (ω) is analytic inside the strip −µ+ δ ≤ v ≤ ν − δ where ε < δ so that∣∣∣∣∫
L3
fk(t)e
−iωtdt
∣∣∣∣ ≤ C3e−(ν−ε)ρe(ν−δ)ρe|u|ββ.
Clearly
lim
ρ→∞
∣∣∣∣∫
L3
fk(t)e
−iωtdt
∣∣∣∣ = 0.
Similarly for L4 using the parameterization t = −ρ+ itI∫
Le
fk(t)e
−iωtdt =
∫ 0
β
fk(−ρ+ itI)e−iω(−ρ+itI )idtI =
∫ 0
β
fk(−ρ+ itI)eiuρe−vρeutI eivtI idtI
and ∣∣∣∣∫
L4
fk(t)e
−iωtdt
∣∣∣∣ ≤ ∫ 0
β
|fk(−ρ+ itI)|e−vρeutIdtI .
With a large enough constant C4∣∣∣∣∫
L4
fk(t)e
−iωtdt
∣∣∣∣ ≤ ∫ 0
β
C4e
−(µ−ε)ρe−vρeutIdtI ≤ C4e−(µ−ε)ρe(µ−δ)ρe|u|ββ
and clearly
lim
ρ→∞
∣∣∣∣∫
L4
fk(t)e
−iωtdt
∣∣∣∣ = 0.
It follows
lim
ρ→∞
−
∫
L2
= lim
ρ→∞
∫
L1
or
F (ω) =
1√
2π
∫ ∞
−∞
f(ζ)e−iωζdζ =
1√
2π
∫ ∞+iβ
−∞+iβ
f(ζ)e−iωζdζ = F c(ω). ⊓⊔
F Properties of p′, q′−Exponential Form functions
In this section we study some characteristics of functions of the form
F (p′, q′) = f(p′) + r(p′, q′) + g(p′, q′),
r(p′, q′) =
∑
k∈Zn
sk(p
′)eik·q ,
g(p′, q′) =
∑
k∈Zn
hk(p
′)ek(t)e
ik·q,
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where F (p′, q′) ∈ Aρ,σ and ek(t) is of exponential order with respect to time. We will refer to these functions
as functions of p′, q′−exponential form. The Hamiltonian under consideration will be of p′, q′−exponential
form. There are several things we want to know about these functions to carry out the iterative process
of the KAM proof. First, we want to be able to extract from F (p′, q′) the quasiperiodic and exponential-
order-with-respect-to-time parts as functions of F (p′, q′) itself. The importance of this will become evident
in the next section. Also, we want to show the derivative with respect to p′j or q
′
j , j = 1, ..., n + 1, of a
p′, q′−exponential-form function is another p′, q′−exponential-form function. First we prove an important
characteristic of g(p′, q′), the function which is of exponential order with respect to time.
Lemma F.1
Given a function g(p′, q′) ∈ Aρ,σ of the form
g(p′, q′) =
∑
k∈Zn
hk(p
′)ek(t)e
ik·q,
where ek(t) is of exponential order with respect to time, g(0) = 0.
Proof: We simply show the time average of g(p′, q′) is zero
lim
T→∞
1
T
∫ T
−T
g(p′, q′)dt =
∑
k∈Zn
hk(p
′) lim
T→∞
1
T
∫ T
−T
ek(t)dte
ik·q = 0. ⊓⊔
Next we show how to express g(0, q′) in terms of F (p′, q′).
Lemma F.2
Given a function F (p′, q′) ∈ Aρ,σ of p′, q′-exponential form as defined previously, T (0, q′) = F (0, q′)−F (0)
represents the q-quasiperiodic and exponential-order-with-respect-to-time parts of F (0, q′). Moreover T (0, q′)
has zero average.
Proof: First
F (0) = f(0) + r(0) + g(0) = f(0) + s0(0).
Therefore
F (0, q′)− F (0) = f(0) + r(0, q′) + g(0, q′)− f(0)− s0(0) =
∑
k∈Zn\0
sk(0)e
ik·q + g(0, q′). ⊓⊔
Next we will show the derivative with respect to p′j or q
′
j , j = 1, ..., n + 1, of a p
′ − q′−exponential-form
function is another p′ − q′−exponential-form function. It is easy to see this is true for the derivative with
respect to p′j j = 1, ..., n+ 1.
Lemma F.3
Let F (p′, q′) be defined as before. Then ∂F∂p′j
(p′, q′) j = 1, ..., n + 1 are of p′, q′-exponential-form and
∂F
∂p′j
(p′, q′) ∈ Aρ,σ.
Proof: First we write out the derivative
∂F (p′, q′)
∂p′j
=
∂f(p′)
∂p′j
+
∂r(p′, q′)
∂p′j
+
∂g(p′, q′)
∂p′j
=
∂f(p′)
∂p′j
+
∑
k∈Zn
∂sk(p
′)
∂p′j
eik·q +
∑
k∈Zn
∂hk(p
′)
∂p′j
ek(t)e
ik·q .
Furthermore we know , as consequence of Cauchy’s Integral formula, that if a function is analytic in some
domain then all its derivatives are analytic in the same domain. ⊓⊔
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The next lemma show the derivative of a p′ − q′-exponential-form function with respect to q′j , j = 1, ..., n, is
another p′ − q′-exponential-form function.
Lemma F.4
Let F (p′, q′) be defined as before. Then ∂F∂q′j
(p′, q′), j = 1, ..., n, are of p′, q′−exponential-form and
∂F
∂q′j
(p′, q′) ∈ Aρ,σ.
Proof: First we write out the derivative for j = 1, ..., n
∂F (p′, q′)
∂q′j
=
∂r(p′, q′)
∂q′j
+
∂g(p′, q′)
∂q′j
=
∑
k∈Zn
ikjsk(p
′)eik·q +
∑
k∈Zn
ikjhk(p
′)ek(t)e
ik·q
Furthermore we know , as consequence of Cauchy’s Integral formula, that if a function is analytic in some
domain then all its derivatives are analytic in the same domain. ⊓⊔
Recall a function ek(t) is said to be of exponential order with respect to time if the following holds
ek(t) =

O(e−(ν−ε)tR) ; 0 ≤ c1 < tR <∞
O(e(µ−ε)tR) ; −∞ < tR < c2 < 0.
The following lemma examines the derivative of a p′−q′−exponential-form function with respect to q′n+1 = t.
Lemma F.5
Let F (p′, q′) be defined as before. Then for some positive δ > σ, ∂F∂t (p
′, q′) ∈ Aρ,σ−δ is of
p′, q′−exponential-form. Moreover for the nth derivative we have the following estimates
|e(n)k (t)| ≤
C1n!
δn
e(ν−ε)δe−(ν−ε)tR , 0 < c1 < tR <∞,
|e(n)k (t)| ≤
C2n!
δn
e−(µ−ε)δe(µ−ε)tR , −∞ < tR < c2 < 0,
for all t ∈ Dρ,σ−δ .
Proof: We will prove this using Cauchy’s Integral formula. Since ek(t) is exponentially small with re-
spect to time we have
|ek(t)| ≤ C1e−(ν−ε)tR , 0 < c1 < tR <∞,
|ek(t)| ≤ C2e(µ−ε)tR , −∞ < tR < c2 < 0.
Since ek(t) is analytic in the interior of the strip −σ ≤ tIm ≤ σ we have
e
(n)
k (t) =
n!
2πi
∫
C
ek(ω)
(ω − t)n+1 dω
where C is the circle of radius δ centered at t. We used the parameterization ω = t − δeiθ 0 ≤ θ ≤ 2π and
obtain
e
(n)
k (t) =
n!
2πi
∫
C
ek(ω)
(ω − t)n+1 dω =
∫ 2π
0
ek(tR − δcosθ + i(tI − δsinθ))
(δeiθ)n+1
iδeiθdθ
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and for 0 < c1 < tR <∞
|e(n)k (t)| ≤
n!
2π
∫ 2π
0
|ek(tR − δcosθ + i(tI − δsinθ))|
(δ)n+1
δdθ ≤ n!
2πδn
∫ 2π
0
C1e
−(ν−ε)(tR−δcosθ)dθ ≤ C1n!
δn
e(ν−ε)δe−(ν−ε)tR .
Therefore
|e(n)k (t)| ≤
C1n!
δn
e(ν−ε)δe−(ν−ε)tR , 0 < c1 < tR <∞,
for all t ∈ Dρ,σ−δ . Similarly for −∞ < tR < c2 < 0 with the parameterization ω = t+ δeiθ we obtain
|e(n)k (t)| ≤
C2n!
δn
e−(µ−ε)δe(µ−ε)tR .
⊓⊔
We want to show the product of two quasiperiodic functions is quasiperiodic.
Lemma F.6
Let F (q), G(q) ∈ Aρ be periodic with respect to q ∈ R. It follows F (q)G(q) = H(q) is periodic with respect
to q and H(q) can be expressed as ∑
k∈Z
cke
ikq ,
where ck is defined in terms of the series expressions for F and G.
Proof: First we prove that the series expression for F and G converge absolutely to the functions for
q ∈ Dρ. Given
F (q) ∼
∑
k∈Z
ake
ikq ∈ Aρ, G(q) ∼
∑
k∈Z
bke
ikq ∈ Aρ
we have
|ak| ≤ ‖F‖ρe−|k|ρ.
Furthermore, given |qI | ≤ ρ− δ for some positive δ
|eik(qR+iqI )| ≤ e−kqI ≤ e|k|(ρ−δ).
Therefore
|akeikq | ≤ ‖F‖ρe−|k|ρe|k|(ρ−δ) ≤ ‖F‖ρe−|k|δ.
A similar estimate holds for |bkeikq|. Consequently,
∑
k∈Z ake
ikq and
∑
k∈Z bke
ikq converge absolutely to F (q)
and G(q) respectively for q ∈ Dρ. Next we look at the product H(q) given by
H(q) =
(∑
k∈Z
ake
ikq
)(∑
k∈Z
bke
ikq
)
=
(
k=∞∑
k=−∞
ake
ikq
)(
k=∞∑
k=−∞
bke
ikq
)
=
n=∞∑
n=−∞
(
k=∞∑
k=−∞
ake
ikqbne
iq(n)
)
=
∑
n∈Z
(∑
k∈Z
akbne
ikq
)
einq =
∑
n∈Z
cne
inq ∈ Aρ. ⊓⊔
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A similar result holds for quasiperiodic functions and can be proven similarly as above. Given
F (q) =
∑
k∈Zn
ake
ik·q , G(q) =
∑
k∈Zn
bke
ik·q .
It follows
H(q) = F (q)G(q) =
∑
k∈Zn
(∑
n∈Zn
anbke
in·q
)
eik·q =
∑
k∈Zn
cke
ik·q .
Lemma F.7
Let F (p′, q′) ∈ Aρ,σ be of the form
F (p′, q′) = f(p′) + r(p′, q′) + g(p′, q′),
r(p′, q′) =
∑
k∈Zn
sk(p
′)eik·q,
g(p′, q′) =
∑
k∈Zn
hk(p
′)ek(t)e
ik·q ,
where ek(t) is of exponential order with respect to time. Let χ(p
′, q′) ∈ Aρ′,σ′ , ρ′ < ρ and σ′ < σ, be of the
form
χ(p′, q′) = X(q′) + ξ · q′ + Y (q′) · p′,
where
X(q, t) = Y(q) + T (q′), Y(q) =
∑
k∈Zn
yke
ik·q, T (q′) =
∑
k∈Zn
xk(t)e
ik·q
Yj(q
′) = Sj(q) + Fj(q′), Sj(q) =
∑
k∈Zn
Sk,jeik·q, Fj(q′) =
∑
k∈Zn
Fk,j(t)eik·q ,
and where ξ is a constant vector. It follows, given some positive δ < σ′, {χ, F}(p′, q′) ∈ Aρ′−δ,σ′−δ is of
p′, q′-exponential form.
Proof:
We write out the expression
{χ, F} =
n+1∑
j=1
[
∂χ
∂p′j
∂F
∂q′j
− ∂χ
∂q′j
∂F
∂p′j
]
=
n+1∑
j=1
[
(Yj(q
′))
(
∂r
∂q′j
(p′, q′) +
∂g
∂q′j
(p′, q′)
)
−
(
∂X
∂q′j
(q′) + ξj +
n+1∑
l=1
∂Yl
∂q′j
(q′)p′l
)
·
(
∂f
∂p′j
(p′) +
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
)]
=
n+1∑
j=1
[
(Sj(q) + Fj(q′))
(
∂r
∂q′j
(p′, q′) +
∂g
∂q′j
(p′, q′)
)
−
(
∂
∂q′j
(
Y(q) + T (q′)
)
+ ξj +
n+1∑
l=1
∂
∂q′j
(
Sl(q) + Fl(q′)
)
p′l
)
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·
(
∂f
∂p′j
(p′) +
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
)]
=
n+1∑
j=1
[
Sj(q) ∂r
∂q′j
(p′, q′) + Sj(q) ∂g
∂q′j
(p′, q′) + Fj(q′) ∂r
∂q′j
(p′, q′) + Fj(q′) ∂g
∂q′j
(p′, q′)
−
(
∂Y
∂q′j
(q) +
∂T
∂q′j
(q′) + ξj +
n+1∑
l=1
∂Sl
∂q′j
(q)p′l +
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
)
·
(
∂f
∂p′j
(p′) +
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
)]
=
n+1∑
j=1
[
Sj(q) ∂r
∂q′j
(p′, q′) + Sj(q) ∂g
∂q′j
(p′, q′) + Fj(q′) ∂r
∂q′j
(p′, q′) + Fj(q′) ∂g
∂q′j
(p′, q′)
−
(
∂Y
∂q′j
(q)
∂f
∂p′j
(p′) +
∂Y
∂q′j
(q)
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
∂Y
∂q′j
(q)
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
+
∂T
∂q′j
(q′)
∂f
∂p′j
(p′) +
∂T
∂q′j
(q′)
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
∂T
∂q′j
(q′)
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
+ξj
∂f
∂p′j
(p′) + ξj
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q + ξj
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
+
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∂f
∂p′j
(p′) +
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
+
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∂f
∂p′j
(p′) +
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q +
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
)]
.
We now must write out each of the nineteen expressions above and rewrite the entire expression in
p′ − q′−exponential form. The first term
n+1∑
j=1
Sj(q) ∂r
∂q′j
(p′, q′) =
n+1∑
j=1
[∑
k∈Zn
Sk,jeik·q ∂
∂q′j
(∑
k∈Zn
sk(p
′)eik·q
)]
=
n∑
j=1
[∑
k∈Zn
Sk,jeik·q
∑
k∈Zn
ikjsk(p
′)eik·q
]
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
iSm,jkjsk(p′)eim·q
)
eik·q
]
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
iSm,jkjsk(p′)eim·q
 eik·q
=
∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
iSm,jkjsw−m(p′)
 eiw·q.
The second term
n+1∑
j=1
Sj(q) ∂g
∂q′j
(p′, q′) =
n+1∑
j=1
[∑
k∈Zn
Sk,jeik·q ∂
∂q′j
(∑
k∈Zn
hk(p
′)ek(t)e
ik·q
)]
=
n∑
j=1
[∑
k∈Zn
Sk,jeik·q
∑
k∈Zn
ikjhk(p
′)ek(t)e
ik·q
]
+
∑
k∈Zn
Sk,n+1eik·q
∑
k∈Zn
hk(p
′)
dek
dt
(t)eik·q
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=n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
iSm,jkjhk(p′)ek(t)eim·q
)
eik·q
]
+
∑
k∈Zn
( ∑
m∈Zn
Sm,n+1hk(p′)dek
dt
(t)eim·q
)
eik·q
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
iSm,jkjhk(p′)ek(t)eim·q
 eik·q + ∑
k∈Zn
( ∑
m∈Zn
Sm,n+1hk(p′)dek
dt
(t)eim·q
)
eik·q
=
∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
iSm,jkjhw−m(p′)ew−m(t)
 eiw·q + ∑
w∈Zn
( ∑
m∈Zn
Sm,n+1hw−m(p′)dew−m
dt
(t)
)
eiw·q.
The third term
n+1∑
j=1
Fj(q′) ∂r
∂q′j
(p′, q′) =
n+1∑
j=1
[∑
k∈Zn
Fk,j(t)eik·q ∂
∂q′j
(∑
k∈Zn
sk(p
′)eik·q
)]
=
n∑
j=1
[∑
k∈Zn
Fk,j(t)eik·q
∑
k∈Zn
ikjsk(p
′)eik·q
]
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
iFm,j(t)kjsk(p′)eim·q
)
eik·q
]
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
iFm,j(t)kjsk(p′)eim·q
 eik·q = ∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
iFm,j(t)(w −m)jsw−m(p′)
 eiw·q.
The fourth term
n+1∑
j=1
Fj(q′) ∂g
∂q′j
(p′, q′) =
n+1∑
j=1
[∑
k∈Zn
Fk,j(t)eik·q ∂
∂q′j
(∑
k∈Zn
hk(p
′)ek(t)e
ik·q
)]
=
n∑
j=1
[∑
k∈Zn
Fk,j(t)eik·q
∑
k∈Zn
ikjhk(p
′)ek(t)e
ik·q
]
+
∑
k∈Zn
Fk,n+1(t)eik·q
∑
k∈Zn
hk(p
′)
dek
dt
(t)eik·q
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
iFm,j(t)kjhk(p′)ek(t)eim·q
)
eik·q
]
+
∑
k∈Zn
( ∑
m∈Zn
Fm,n+1(t)hk(p′)dek
dt
(t)eim·q
)
eik·q
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
iFm,j(t)kjhk(p′)ek(t)eim·q
 eik·q + ∑
k∈Zn
( ∑
m∈Zn
Fm,n+1(t)hk(p′)dek
dt
(t)eim·q
)
eik·q
=
∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
iFm,j(t)(w −m)jhw−m(p′)ew−m(t)
 eiw·q + ∑
w∈Zn
( ∑
m∈Zn
Fm,n+1(t)hw−m(p′)dew−m
dt
(t)
)
eiw·q.
The fifth term
n+1∑
j=1
[
∂Y
∂q′j
(q)
∂f
∂p′j
(p′)
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
yke
ik·q
)
∂f
∂p′j
(p′)
]
=
n∑
j=1
[∑
k∈Zn
ikjyke
ik·q ∂f
∂p′j
(p′)
]
=
∑
k∈Zn
 n∑
j=1
ikjyk
∂f
∂p′j
(p′)
 eik·q.
The sixth term
n+1∑
j=1
[
∂Y
∂q′j
(q)
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
yke
ik·q
) ∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
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=
n∑
j=1
[∑
k∈Zn
ikjyke
ik·q
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
imjym
∂sk
∂p′j
(p′)eim·q
)
eik·q
]
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
imjym
∂sk
∂p′j
(p′)eim·q
 eik·q = ∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
imjym
∂sw−m
∂p′j
(p′)
 eiw·q.
The seventh term
n+1∑
j=1
[
∂Y
∂q′j
(q)
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
yke
ik·q
) ∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n∑
j=1
[∑
k∈Zn
ikjyke
ik·q
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
imjym
∂hk
∂p′j
(p′)ek(t)e
im·q
)
eik·q
]
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
imjym
∂hk
∂p′j
(p′)ek(t)e
im·q
 eik·q = ∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
imjym
∂hw−m
∂p′j
(p′)ew−m(t)
 eiw·q.
The eight term
n+1∑
j=1
[
∂T
∂q′j
(q′)
∂f
∂p′j
(p′)
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
xk(t)e
ik·q
)
∂f
∂p′j
(p′)
]
=
n∑
j=1
[∑
k∈Zn
ikjxk(t)e
ik·q ∂f
∂p′j
(p′)
]
+
∑
k∈Zn
dxk
dt
(t)eik·q
∂f
∂p′n+1
(p′)
=
∑
k∈Zn
 n∑
j=1
ikjxk(t)
∂f
∂p′j
(p′)
 eik·q + ∑
k∈Zn
(
dxk
dt
(t)
∂f
∂p′n+1
(p′)
)
eik·q .
The ninth term
n+1∑
j=1
[
∂T
∂q′j
(q′)
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
xk(t)e
ik·q
) ∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n∑
j=1
[∑
k∈Zn
ikjxk(t)e
ik·q
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
+
∑
k∈Zn
dxk
dt
(t)eik·q
∑
k∈Zn
∂sk
∂p′n+1
(p′)eik·q
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
imjxm(t)
∂sk
∂p′j
(p′)eim·q
)
eik·q
]
+
∑
k∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂sk
∂p′n+1
(p′)eim·q
)
eik·q
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
imjxm(t)
∂sk
∂p′j
(p′)eim·q
 eik·q + ∑
k∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂sk
∂p′n+1
(p′)eim·q
)
eik·q
=
∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
imjxm(t)
∂sw−m
∂p′j
(p′)
 eiw·q + ∑
w∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂sw−m
∂p′n+1
(p′)
)
eiw·q.
The tenth term
n+1∑
j=1
[
∂T
∂q′j
(q′)
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n+1∑
j=1
[
∂
∂q′j
(∑
k∈Zn
xk(t)e
ik·q
) ∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
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=
n∑
j=1
[∑
k∈Zn
ikjxk(t)e
ik·q
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
+
∑
k∈Zn
dxk
dt
(t)eik·q
∑
k∈Zn
∂hk
∂p′n+1
(p′)ek(t)e
ik·q
=
n∑
j=1
[∑
k∈Zn
( ∑
m∈Zn
imjxm(t)
∂hk
∂p′j
(p′)ek(t)e
im·q
)
eik·q
]
+
∑
k∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂hk
∂p′n+1
(p′)ek(t)e
im·q
)
eik·q
=
∑
k∈Zn
 ∑
m∈Zn
n∑
j=1
imjxm(t)
∂hk
∂p′j
(p′)ek(t)e
im·q
 eik·q
+
∑
k∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂hk
∂p′n+1
(p′)ek(t)e
im·q
)
eik·q
=
∑
w∈Zn
 ∑
m∈Zn
n∑
j=1
imjxm(t)
∂hw−m
∂p′j
(p′)ew−m(t)
 eiw·q
+
∑
w∈Zn
( ∑
m∈Zn
dxm
dt
(t)
∂hw−m
∂p′n+1
(p′)ew−m(t)
)
eiw·q.
The eleventh term
n+1∑
j=1
[
ξj
∂f
∂p′j
(p′)
]
.
The twelve-th term
n+1∑
j=1
[
ξj
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
∑
k∈Zn
n+1∑
j=1
ξj
∂sk
∂p′j
(p′)
 eik·q.
The thirteenth term
n+1∑
j=1
[
ξj
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
∑
k∈Zn
n+1∑
j=1
ξj
∂hk
∂p′j
(p′)ek(t)
 eik·q.
The fourteenth term
n+1∑
j=1
[
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∂f
∂p′j
(p′)
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Sk,leik·q
)
p′l
∂f
∂p′j
(p′)
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjSk,leik·qp′l
∂f
∂p′j
(p′)
]
=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
ikjSk,lp′l
∂f
∂p′j
(p′)
 eik·q.
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The fifthteenth term
n+1∑
j=1
[
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Sk,leik·q
)
p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjSk,leik·qp′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n∑
j=1
[
n+1∑
l=1
(∑
k∈Zn
( ∑
m∈Zn
imjSm,lp′l
∂sk
∂p′j
(p′)eim·q
)
eik·q
)]
=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjSm,lp′l
∂sk
∂p′j
(p′)eim·q
) eik·q
=
∑
w∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjSm,lp′l
∂sw−m
∂p′j
(p′)
) eiw·q.
The sixteenth term
n+1∑
j=1
[
n+1∑
l=1
∂Sl
∂q′j
(q)p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Sk,leik·q
)
p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjSk,leik·qp′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n∑
j=1
[
n+1∑
l=1
(∑
k∈Zn
( ∑
m∈Zn
imjSm,lp′l
∂hk
∂p′j
(p′)ek(t)e
im·q
)
eik·q
)]
=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjSm,lp′l
∂hk
∂p′j
(p′)ek(t)e
im·q
) eik·q
=
∑
w∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjSm,lp′l
∂hw−m
∂p′j
(p′)ew−m(t)
) eiw·q.
The seventeenth term
n+1∑
j=1
[
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∂f
∂p′j
(p′)
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Fk,l(t)eik·q
)
p′l
∂f
∂p′j
(p′)
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjFk,l(t)eik·qp′l
∂f
∂p′j
(p′)
]
+
n+1∑
l=1
∑
k∈Zn
dFk,l
dt
(t)eik·qp′l
∂f
∂p′n+1
(p′)
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=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
ikjp
′
l
∂f
∂p′j
(p′)Fk,l(t)
 eik·q
+
∑
k∈Zn
(
n+1∑
l=1
p′l
∂f
∂p′n+1
(p′)
dFk,l
dt
(t)
)
eik·q .
The eighteenth term
n+1∑
j=1
[
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Fk,l(t)eik·q
)
p′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjFk,l(t)eik·qp′l
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q
]
+
n+1∑
l=1
∑
k∈Zn
dFk,l
dt
(t)eik·qp′l
∑
k∈Zn
∂sk
∂p′n+1
(p′)eik·q
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
( ∑
m∈Zn
imjFm,l(t)p′l
∂sk
∂p′j
(p′)eim·q
)
eik·q
]
+
n+1∑
l=1
∑
k∈Zn
( ∑
m∈Zn
dFm,l
dt
(t)p′l
∂sk
∂p′n+1
(p′)eim·q
)
eik·q
=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjFm,l(t)p′l
∂sk
∂p′j
(p′)eim·q
) eik·q
+
∑
k∈Zn
( ∑
m∈Zn
n+1∑
l=1
dFm,l
dt
(t)p′l
∂sk
∂p′n+1
(p′)eim·q
)
eik·q
=
∑
w∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjFm,l(t)p′l
∂sw−m
∂p′j
(p′)
) eiw·q
+
∑
w∈Zn
( ∑
m∈Zn
n+1∑
l=1
dFm,l
dt
(t)p′l
∂sw−m
∂p′n+1
(p′)
)
eiw·q.
The nineteenth term
n+1∑
j=1
[
n+1∑
l=1
∂Fl
∂q′j
(q′)p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n+1∑
j=1
[
n+1∑
l=1
∂
∂q′j
(∑
k∈Zn
Fk,l(t)eik·q
)
p′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
ikjFk,l(t)eik·qp′l
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q
]
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+n+1∑
l=1
∑
k∈Zn
dFk,l
dt
(t)eik·qp′l
∑
k∈Zn
∂hk
∂p′n+1
(p′)ek(t)e
ik·q
=
n∑
j=1
[
n+1∑
l=1
∑
k∈Zn
( ∑
m∈Zn
imjFm,l(t)p′l
∂hk
∂p′j
(p′)ek(t)e
im·q
)
eik·q
]
+
n+1∑
l=1
∑
k∈Zn
( ∑
m∈Zn
dFm,l
dt
(t)p′l
∂hk
∂p′n+1
(p′)ek(t)e
im·q
)
eik·q
=
∑
k∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjFm,l(t)p′l
∂hk
∂p′j
(p′)ek(t)e
im·q
) eik·q
+
∑
k∈Zn
( ∑
m∈Zn
n+1∑
l=1
dFm,l
dt
(t)p′l
∂hk
∂p′n+1
(p′)ek(t)e
im·q
)
eik·q
=
∑
w∈Zn
 n∑
j=1
n+1∑
l=1
( ∑
m∈Zn
imjFm,l(t)p′l
∂hw−m
∂p′j
(p′)ew−m(t)
) eiw·q
+
∑
w∈Zn
( ∑
m∈Zn
n+1∑
l=1
dFm,l
dt
(t)p′l
∂hw−m
∂p′n+1
(p′)ew−m(t)
)
eiw·q.
All the nineteen terms have one of three forms. Terms one, five, six, twelve, fourteen, and fifteen have the
form ∑
k∈Zn
fk(p
′)eik·q.
Terms two, three , four, seven, eight, nine, ten, thirteen, sixteen, seventeen, eighteen and nineteen have the
form ∑
k∈Zn
gk(p
′)hk(t)e
ik·q .
Term eleven is simply a function of p′, say L(p′). Adding all terms together we see the final result, {χ, F},
is of p′ − q′−exponential-form. Finally we have have the following analyticity domains
Yj(q
′) ∈ Aρ′,σ′ , ∂r
∂q′j
(p′, q′) ∈ Aρ−δ,σ, ∂g
∂q′j
(p′, q′) ∈ Aρ,σ−δ , ∂X
∂q′j
(q′) ∈ Aρ′,σ′−δ,
n+1∑
l=1
∂Yl
∂q′j
(q′)p′l ∈ Aρ′,σ′−δ,
∂f
∂p′j
(p′) ∈ Aρ,σ,
∑
k∈Zn
∂sk
∂p′j
(p′)eik·q ∈ Aρ,σ,
∑
k∈Zn
∂hk
∂p′j
(p′)ek(t)e
ik·q ∈ Aρ,σ
for the functions that make up the expression for {χ, F}(p′, q′). Since these functions are multiplied together
in a number of ways and then summed it follows, given ρ′ < ρ and σ′ < σ, {χ, F}(p′, q′) ∈ Aρ′−δ,σ′−δ and is
of p′ − q′−exponential form. ⊓⊔
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Lemma F.8
Let H(p′, q′) = U(p′, q′) +P (p′, q′) with H and P being of p′, q′-exponential form. Define RA = r2(U, χ, 1)+
r1(P, χ, 1), where
rm(H,χ, t) = UH −
m−1∑
l=0
tl
l!
LlχH =
∞∑
l=m
tl
l!
LlχH,
L0χH = H and L
m
χH = {Lm−1χ H,H} for m ≥ 1. RA is of p′, q′exponential form.
Proof:
We have
RA = {χ, P}+ UH −H − {χ,H} = r2(U, χ, 1) + r1(P, χ, 1),
where
rm(H,χ, t) = UH −
m−1∑
l=0
tl
l!
LlχH =
∞∑
l=m
tl
l!
LlχH.
We thus have
RA = {χ, P}+ r2(H,χ, 1).
By lemma F.7 with χ ∈ Aρ′,σ′ and for some positive δ < σ′ it follows {χ, P} ∈ Aρ′−δ,σ′−δ is of p′ −
q′exponential form. Next we examine
r2(H,χ, 1) =
∞∑
l=2
1
l!
LlχH.
Clearly by inductively applying lemma F.7 r2(H,χ, 1) is of p
′ − q′exponential form in some domain, Dρ∗,σ∗,
to be determine. We set
ρ∗ = ρ−
∞∑
i=0
δi,
σ∗ = σ −
∞∑
i=0
δi.
Each time we apply lemma F.7, we can choose δi arbitrarily small. In particular we can set δi = δi−1/2 for
i = 1, 2, ... with δ0 = δ. Therefore
ρ∗ = ρ−
∞∑
i=0
δ
(
1
2
)i
= ρ− 2δ,
σ∗ = σ −
∞∑
i=0
δ
(
1
2
)i
= σ − 2δ.
We finally have RA ∈ Aρ∗,σ∗ is of p′ − q′exponential form. ⊓⊔
G Rossby Wave Flow
The Rossby wave flow is generated by a Hamiltonian of the form
H(X,Y, t) = H0(X,Y, t) + εH1(X,Y, t)
= A sin k0(X − c0t) sin l0Y + εH1(X,Y, t),
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where ε > 0, A is the maximum velocity in the y-direction, (k0, l0) is the wave number vector, and c0 is the
phase speed of the primary wave in the x-direction. In a reference frame moving with the primary wave the
transformation
x = X − c0t, y = Y,
yields the Hamiltonian
H(x, y, t) = H0(x, y, t) + εH1(x, y, t)
= −c0y +A sin k0x sin l0y + εH1(x, y, t).
In this frame of reference the vector field generated by the Hamiltonian H(x, y, t) has the following form:
x˙ = c0 −Al0 sin k0x cos l0y − ε∂H
1
∂y
(x, y, t),
y˙ = Ak0 cos k0x sin l0y + ε
∂H1
∂x
(x, y, t).
We will consider the perturbation H1(x, y, t) = xy sech2at where a is the decay rate.
The near integrable form of this problem makes it a candidate to apply the theorem presented in this
paper provided the conditions of the hypothesis are satisfied. The first step in applying the theorem is to
transform the Hamiltonian to action-angle variables. Clearly, by the Liouville-Arnold Theorem [4] one can
construct locally for the one degree of freedom system generated by the Hamiltonian H0(x, y) a symplectic
coordinate transformation to action-angle variables. The integrable system is characterized by two hetero-
clinic connections between saddle-type equilibrium points on the curves y = 0, y = π respectively and by the
symmetry trajectory starting at (0, π/2) shown in Figure 1. These three structures divide the phase space
in four regions. Action-angle variables can be found locally for each of these four regions as we will now
describe. The action variable p is defined as
p =
1
2π
∫
H
xdy, (G.1)
which is the area of the region inside the level set with Hamiltonian H divided by 2π. Figure 2 shows the
actions for the system in Figure 1 starting from the right at p = 0 for the elliptic equilibrium point in region
I and rising to a maximum at H = −π/4 for the symmetry trajectory. Similarly for regions III and IV
the action falls from a maximum at the symmetry trajectory to zero for the equilibrium point in region IV .
Note I(H) is invertible in each of the intervals corresponding to regions I, II, III and IV . To define the
angle θ(x, y), let L denote a straight curve emanating from the elliptic equilibrium point in region I to the
elliptic equilibrium point in region IV . We denote solutions of the integrable vector field starting on L by
(x(t, s), y(t, s)) where x(0, s) = x0(s) and y(0, s) = y0(s) so for any point (x, y) on the orbit (x(t, s), y(t, s)),
t = t(x, y) is the time it takes for the solution starting at (x0(s), y0(s)) to reach (x, y). Given T (H) is the
period of the periodic orbit with constant H , we define the angle variable, θ(x, y) as
θ(x, y) = 2π
t(x, y)
T (H)
, (G.2)
where (x, y) ∈ H = constant. Clearly by this definition action-angle variables can not be defined on the
heteroclinic connections.
Next we show the Hamiltonian in action-angle variables is analytic.
Lemma G.1 The transformation to action-angle variables is analytic.
Proof G.1 We begin by transforming the integral part of the Hamiltonian H0(x, y) in region I. In region I
(G.1) has the following form
p(H0) =
1
π
∫ ymax
ymin
x(y,H0)dy =
1
π
∫ ymax
ymin
arcsin
[
y +H0
sin y
− π
2
]
dy, (G.3)
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Figure 1: Phase space of the vector field generated by the Hamiltonian H = −c0y + A sin k0x sin l0y with
A = k0 = l0 = 1.0 and c0 = 0.5.
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Figure 2: Action map for each of the four regions starting from the right I, II, III, IV .
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where the π/2 term translates the integral to the y-axis and ymax, ymin are the values of y where the level
set intersects the y axis. We consider a complex extension of the variables H0, HC = H
0 + iHIm, and y,
yC = y + iyIm, to complex strips and for sake of simplicity do not specify their width. The integral in (G.3)
becomes a contour integral along the real axis with end points ymax, ymin. Let Y = (Ymin, Ymax) denote
the interval of y values in region I. Since T (y,H0) and TH0(y,H
0) are continuous for HC in a complex
extension, D, of H0(Y) and T (y,H0) and TH0(y,H0) are continuous for yC on the contour consisting of
the real interval (ymax, ymin), it follows p(H
0) is analytic in D [10]. Furthermore, by the inverse function
theorem, except for the elliptic equilibria where p = 0, H0(p) is analytic on some strip of p. Similarly, the
proof for regions II, III, IV follows.
For the angle variable in region I (G.2) becomes
θ(x, y) =
2π
T (H)
∫ y
ymin
dy√
sin2 y − (H0 + y2 )2
, T (H) = 2
∫ ymax
ymin
dy√
sin2 y − (H0 + y2 )2
.
By the same arguments as for the action transformation and defining a complex extension of x, xC = x+ixIm,
it follows θ(x, y) is analytic for some strip of xC and yC.
When transforming the perturbation H1(x, y, t) = xy sech 2at to the action-angle variables found for H0,
it is clear that the time dependent term sech 2at is the same after the transformation. By the Liouville-Arnold
Theorem the action-angle transformation (x, y)→ (p(H0), θ(x, y)) is invertible, (p, θ)→ (x(p, θ), y(p, θ)), and
by the inverse function theorem x(p, θ) and y(p, θ) are analytic. ⊓⊔
Note, since the time dependence of the perturbation is sech 2at, the perturbation is of exponential order
with respect to time as required by the hypothesis of the theorem.
Finally the nondegeneracy condition given by det(∂2H0/∂p2) = det(∂ω/∂p) 6= 0 must be satisfied. We
numerically compute the period and plot the frequency as a function of the action giving the frequency map
shown in Figure 3. This graph gives the frequencies for the closed orbits in regions I, II as well as the closed
orbits in regions III, IV . The frequency at p = 0 corresponds to both elliptic equilibrium points in regions
I and IV . The frequency falls to zero for a p value corresponding to both heteroclinic connections as one
would expect. The frequencies to the right of this value of p correspond to the closed orbits in regions II and
III reaching a maximum for the symmetry trajectory. The nondegeneracy condition is therefore satisfied for
all tori except for the symmetry trajectory.
H Aside Calculations
We take an aside to check (9.2) reduces to the appropriate expression if the time dependence of gk(s) is not
aperiodic but is indeed periodic with frequency ω0. Without loss of generality we assume ω0 to be positive.
In this case we write the Fourier series expansion of gk(s)
gk(s) =
∑
l∈Z
gkle
ilω0s
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and substitute this in (9.2) which results in
fk(t) = fk(0)e
−i(λ˜·k)t +
∫ t
0
∑
l∈Z
gkle
ilω0sei(λ˜·k)(s−t)ds.
Now let
∑
l∈Z sl = 1 be any series whose sum is one. Then we have
fk(t) = fk(0)e
−i(λ˜·k)t +
∑
l∈Z
gkl
∫ t
0
eilω0sei(λ˜·k)(s−t)ds
= fk(0)e
−i(λ˜·k)t
∑
l∈Z
sl +
∑
l∈Z
gkl
∫ t
0
eilω0sei(λ˜·k)(s−t)ds
=
∑
l∈Z
fk(0)e
−i(λ˜·k)tsl +
∑
l∈Z
gkl
∫ t
0
eilω0sei(λ˜·k)(s−t)ds
=
∑
l∈Z
[
fk(0)sle
−i(λ˜·k)t +
gkle
−i(λ˜·k)t
i(λ˜ · k + ω0l)
(
ei(λ˜·k+ω0l)t − 1
)]
=
∑
l∈Z
[
fk(0)sle
−i(λ˜·k+ω0l)t +
gkl
i(λ˜ · k + ω0l)
(
1− e−i(λ˜·k+ω0l)t
)]
eiω0lt
=
∑
l∈Z
[(
fk(0)sl − gkl
i(λ˜ · k + ω0l)
)
e−i(λ˜·k+ω0l)t +
gkl
i(λ˜ · k + ω0l)
]
eiω0lt (H.1)
Note, that except for the time dependence inside the square bracket, (H.1) is almost in the form of the
Fourier series for fk(t)
fk(t) =
∑
l∈Z
fkle
ilω0t. (H.2)
Comparing (H.1) and (H.2) we see that we can eliminate the time dependence in the square bracket by setting
fk(0)sl =
gkl
i(λ˜ · k + ω0l)
.
By summing on both sides of the equation, this is equivalent to
∑
l∈Z
fk(0)sl =
∑
l∈Z
gkl
i(λ˜ · k + ω0l)
fk(0)
∑
l∈Z
sl =
∑
l∈Z
gkl
i(λ˜ · k + ω0l)
fk(0) =
∑
l∈Z
gkl
i(λ˜ · k + ω0l)
(H.3)
In which case, (H.1) reduces to
fk(t) =
∑
l∈Z
gkl
i(λ˜ · k + ω0l)
eilω0t (H.4)
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with
fkl =
gkl
i(λ˜ · k + ω0l)
.
Note that (H.4) reduces to the expression for fk(0) obtained in (H.3).
We now must obtain an estimate for |fk(t)|. Since G(q, t), F (q, t) ∈ Aρ, the Fourier coefficients fk(t) and
gk(t) must be exponentially small with respect to the index k. First we analyze the estimate for gk(t).
We have
G(q, t) =
∑
q∈Zn
gk(t)e
ik·q
=
∑
q∈Zn
∑
l∈Z
gkle
ilω0teik·q.
We calculate |gkl|
gkl =
1
(2π)n
1
S
∫ π
−π
· · ·
∫ π
−π
∫ S/2
−S/2
G(q, s)e−ik·qe−iω0lsdsdq
where the integral is along the real axis. Lift the integral as follows
gkl =
1
(2π)n
1
S
∫ π
−π
· · ·
∫ π
−π
∫ S/2
−S/2
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ, s− i
l
|l|σ)
·
{ n∏
j=1
e
−ikj(qj−i
kj
|kj |
ρ)
}
e−ilω0(s−i
l
|l|
σ)dqds
gkl =
e−|k|ρe−|l|ω0σ
(2π)nS
∫ π
−π
· · ·
∫ π
−π
∫ S/2
−S/2
G(q1 − i k1|k1|ρ, ..., qn − i
kn
|kn|ρ, s− i
l
|l|σ)
·e−ik·qe−iω0lsdsdq
and
|gkl| ≤ e−|k|ρe−|l|ω0σ‖G(q, t)‖ρ,σ.
Now, since
gk(t) =
∑
l∈Z
gkle
ilω0t,
to calculate the estimate |gk(t)| we need to calculate the following
|eilω0t| =
(
eilω0te−ilω0t
)1/2
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where t ∈ C and t indicates the complex conjugate. Then
|eilω0t| = e−ω0l(Im t)
where Im t is the imaginary part of t. Assume |Im t| ≤ σ − δ. Then
−ω0l(Im t) ≤ |ω0l(Im t)| ≤ |l||ω0|(σ − δ).
We then obtain
|gk(t)| ≤
∑
l∈Z
|gkl||eilω0t|
≤ e−|k|ρ‖G(q, t)‖ρ,σ
∑
l∈Z
e−|l|ω0σe|l|ω0(σ−δ)
≤ e−|k|ρ‖G(q, t)‖ρ,σ
∑
l∈Z
e−|l|ω0δ
≤ 2e−|k|ρ‖G(q, t)‖ρ,σ
∑
l∈Z+
e−ω0δl
= 2e−|k|ρ‖G(q, t)‖ρ,σ
(
1
1− e−ω0δ
)
.
We proceed similarly to obtain an estimate for fk(t). We know
fk(t) =
∑
l∈Z
gkle
ilω0t
i(λ˜ · k + lω0)
.
We obtain from the previous estimates
|fk(t)| ≤ e−|k|ρ‖G(q, t)‖ρ,σ
∑
l∈Z
e−|l|ω0δ
|λ˜ · k + lω0|
.
The diophantine condition on the frequencies gives an estimate for the denominator of this expression. First
recall that for k ∈ Zn we define |k| =∑ni=1 |ki| and ‖k‖ = supi |ki|. Furthermore, define the vectors h = (k, l)
and ∆ = (λ˜, ω0). Consider first the case h = (k, l) 6= 0. The diophantine condition is given by
|∆ · h| ≥ Γ‖h‖−(n+1).
For any K,Y, δ′ > 0 recall the inequality
KY ≤
(
Y
eδ′
)Y
eKδ
′
.
It follows that
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1|∆ · h| ≤ Γ
−1‖h‖n+1
≤ Γ−1|h|n+1
≤ Γ−1
(
n+ 1
eδ′
)n+1
e|h|δ
′
.
We choose
δ′ = δ
ω0
ω0 + 1
< δ
so that
|fk(t)| ≤ e−|k|ρ‖G(q, t)‖ρ,σΓ−1
(
(n+ 1)(ω0 + 1)
eω0δ
)n+1∑
l∈Z
e−|l|ω0δe
|h|
δω0
ω0+1
= ‖G(q, t)‖ρ,σΓ−1
(
(n+ 1)(ω0 + 1)
eω0δ
)n+1
e−|k|(ρ−
δω0
ω0+1
)
∑
l∈Z
e
−|l|ω0δ
(
ω0
ω0+1
)
≤ ‖G(q, t)‖ρ,σΓ−1
(
(n+ 1)(ω0 + 1)
eω0δ
)n+1
e−|k|(ρ−δ)
∑
l∈Z
e−|l|ω0δ
≤ ‖G(q, t)‖ρ,σΓ−1
(
(n+ 1)(ω0 + 1)
eω0δ
)n+1(
2
1− e−ω0δ
)
e−|k|(ρ−δ)
For the case h = (k, l) = 0 we use the assumption G(q, t) = 0, where G(q, t) represents the average of the
function over the variables q and t. In this case , we use the following Lemma to show f0(t) or f00 are
bounded.
Lemma H.1
Given G(q, t) is periodic with respect to q and t and has Fourier coefficients gkl, g00 = 0 iff G(q, t) = 0.
Proof:
We have
G(q, t) =
∑
k∈Zn
∑
l∈Z
gkle
iω0lteik·q
and
G(q, t) =
(
1
2π
)n
1
S
∫ π
−π
· · ·
∫ π
−π
∫ s/2
−s/2
∑
k∈Zn
∑
l∈Z
gkle
iω0lteik·qdtdq
=
(
1
2π
)n
1
S
∑
k∈Zn
∑
l∈Z
[
gkl
[
eiω0lt
iω0l
]s/2
−s/2
[
eik·q
(i)n
∏n
j=1 kj
]π
−π
]
= g00
⊓⊔
Therefore since
fkl =
gkl
i(λ˜ · k + lω0)
we have f00 = 0 and given
fk(t) =
∑
l∈Z
gkle
ilω0t
i(λ˜ · k + lω0)
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it follows
|f0(t)| ≤
∑
l ∈ Z
l 6= 0
|g0l||eilω0t|
|lω0|
≤ ‖G(q, t)‖ρ,σγ−1
(
(n+ 1)(ω0 + 1)
eω0δ
)n+1(
2
1− e−ω0δ
)
Now we want to check that, given G(q, t) is periodic with respect to time, (9.10) reduces to the appropriate
expression for fk(t), (H.4). Assuming G(q, t) is time periodic with frequency ω0 implies the Fourier coeffi-
cients fk(t) are periodic functions with
G(q, t) =
∑
k∈Zn
gk(t)e
ik·q
and
gk(t) =
∑
l∈Z
gkle
ilω0t.
The Fourier transform of a periodic function is equals to a series of the following from
Gk(ω) =
∑
l∈Z
gklδ(ω − lω0). (H.5)
That is, the Fourier transform consists of equally spaced delta functions which are weighted according to the
Fourier coefficients of the function.
Substituting (H.5) in (9.10) gives the following
fk(t) =
∫ ∞+iβ
−∞+iβ
Gk(ω)
i(λ˜ · k + ω)e
iωtdω
=
∫ ∞+iβ
−∞+iβ
∑
l∈Z gklδ(ω − lω0)
i(λ˜ · k + ω) e
iωtdω
=
∑
l∈Z
gkl
∫ ∞+iβ
−∞+iβ
δ(ω − lω0)
i(λ˜ · k + ω)e
iωtdω. (H.6)
We use the following property of the delta function for a function h(ω) continuous at ω = 0
∫ ∞+iβ
−∞+iβ
δ(ω)h(ω)dω = h(0)
and (H.6) becomes
fk(t) =
∑
l∈Z
gkl
i(λ˜ · k + lω0)
eilω0t.
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We derive a bound for the sum
∑
m∈Zn e
−|m|ρe−|k−m|(ρ−2δ). We examine the cases n = 1, n = 2 and
derive an expression for the general case.
n = 1
We obtain two bounds, one for k ≥ 0 and another for k < 0. These bounds are equal and thus the sum∑
m∈Zn e
−|m|ρe−|k−m|(ρ−2δ) is bounded for any k.
Let k ≥ 0 and divide the range of m in three intervals, m ≤ 0, 0 < m < k and m ≥ k. We obtain
bounds for the three intervals
m ≤ 0
{ ∑
m≤0
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|(ρ−2δ)
∑
m≤0
e−|m|ρ,
0 < m < k
{ ∑
0<m<k
e−|m|ρe−|k−m|(ρ−2δ) =
∑
0<m<k
e−|k|(ρ−2δ)e−|m|(2δ)
≤ e−|k|(ρ−2δ)
∑
0<m
e−|m|(2δ),
m ≥ k
{ ∑
m≥k
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|ρ
∑
k−m≤0
e−|k−m|(ρ−2δ).
Therefore for k ≥ 0 ∑
m∈Z
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|(ρ−2δ)
∑
m≤0
e−|m|ρ
+ e−|k|(ρ−2δ)
∑
0<m
e−|m|(2δ)
+ e−|k|ρ
∑
k−m≤0
e−|k−m|(ρ−2δ)
≤ 3e−|k|(ρ−2δ)
∑
m≥0
e−|m|(2δ).
Let k < 0 and divide the range of m in three intervals, m ≤ k, k < m < 0 and m ≥ 0. We obtain bounds for
the three intervals.
m ≤ k
{ ∑
m≤k
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|ρ
∑
k−m≥0
e−|k−m|(ρ−2δ),
k < m < 0
{ ∑
k<m<0
e−|m|ρe−|k−m|(ρ−2δ) =
∑
k<m<0
ek(ρ−2δ)em(2δ)
= e−|k|(ρ−2δ)
∑
k<m<0
e−|m|(2δ)
≤ e−|k|(ρ−2δ)
∑
m<0
e−|m|(2δ),
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m ≥ 0
{ ∑
m≥0
e−|m|ρe−|k−m|(ρ−2δ) = e−|k|(ρ−2δ)
∑
m≥0
e−|m|ρ.
Therefore for k < 0 ∑
m∈Z
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|ρ
∑
k−m≥0
e−|k−m|(ρ−2δ)
+ e−|k|(ρ−2δ)
∑
m<0
e−|m|(2δ)
+ e−|k|(ρ−2δ)
∑
m≥0
e−|m|ρ
≤ 3e−|k|(ρ−2δ)
∑
m≥0
e−|m|(2δ).
Finally for any k ∈ Z we have the bound∑
m∈Z
e−|m|ρe−|k−m|(ρ−2δ) ≤ 3e−|k|(ρ−2δ)
∑
m≥0
e−|m|(2δ) = 3e−|k|(ρ−2δ)
(
1
1− e−2δ
)
.
n = 2
In this case we have vectors k = (k1, k2) ∈ Z2 and m = (m1,m2) ∈ Z2. We must keep in mind four
sub-cases (1) k1 ≥ 0 and k2 ≥ 0, (2) k1 ≥ 0 and k2 < 0, (3) k1 < 0 and k2 ≥ 0, (3) k1 < 0 and k2 < 0. We
will find a bound for sub-case (1) and the rest will follow without loss of generality. We now find the bound
for k1, k2 ≥ 0.
m1 ≤ 0
m2 ≤ 0
{ ∑
m1 ≤ 0
m2 ≤ 0
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|(ρ−2δ)
∑
m1 ≤ 0
m2 ≤ 0
e−|m|ρ,
m1 ≤ 0
0 < m2 < k2
{ ∑
m1 ≤ 0
0 < m2 < k2
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
m1 ≤ 0
0 < m2 < k2
e−|m1|ρe−|k1|(ρ−2δ)e−|k2|(ρ−2δ)e−|m2|(2δ)
= e−|k|(ρ−2δ)
∑
m1 ≤ 0
0 < m2 < k2
e−|m1|ρe−|m2|(2δ)
≤ e−|k|(ρ−2δ)
∑
0 < m1
0 < m2
e−|m|(2δ),
m1 ≤ 0
m2 > k2
{ ∑
m1 ≤ 0
m2 > k2
e−|m|ρe−|k−m|(ρ−2δ)
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≤
∑
m1 ≤ 0
m2 > k2
e−|m1|ρe−|k1|(ρ−2δ)e−|k2|ρe−|k2−m2|(ρ−2δ)
≤ e−|k|(ρ−2δ)
∑
m1 ≤ 0
m2 > k2
e−|m1|ρe−|k2−m2|(ρ−2δ),
0 < m1 < k1
m2 ≤ 0
{ ∑
0 < m1 < k1
m2 ≤ 0
e−|m|ρe−|k−m|(ρ−2δ)
≤ e−|k|(ρ−2δ)
∑
0 < m1 < k1
m2 ≤ 0
e−|m2|ρe−|m1|(2δ)
≤ e−|k|(ρ−2δ)
∑
m2 ≤ 0
e−|m2|ρ,
0 < m1 < k1
0 < m2 < k2
{ ∑
0 < m1 < k1
0 < m2 < k2
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
0 < m1 < k1
0 < m2 < k2
e−|k1|(ρ−2δ)e−|m1|(2δ)e−|k2|(ρ−2δ)e−|m2|(2δ)
= e−|k|(ρ−2δ)
∑
0 < m1 < k1
0 < m2 < k2
e−|m1|(2δ)e−|m2|(2δ)
≤ e−|k|(ρ−2δ)
∑
0 < m1
0 < m2
e−|m1|(2δ)e−|m2|(2δ),
0 < m1 < k1
m2 ≥ k2
{ ∑
0 < m1 < k1
m2 ≥ k2
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
0 < m1 < k1
m2 ≥ k2
e−|k1|(ρ−2δ)e−|m1|(2δ)e−|k2|ρe−|k2−m2|(ρ−2δ)
≤ e−|k|(ρ−2δ)
∑
0 < m1 < k1
m2 ≥ k2
e−|m1|(2δ)e−|k2−m2|(ρ−2δ),
m1 ≥ k1
m2 ≤ 0
{ ∑
m1 ≥ k1
m2 ≤ 0
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
m1 ≥ k1
m2 ≤ 0
e−|k1|ρe−|m2|ρe−|k1−m1|(ρ−2δ)e−|k2|(ρ−2δ)
≤ e−|k|(ρ−2δ)
∑
m1 ≥ k1
m2 ≤ 0
e−|m2|ρe−|k1−m1|(ρ−2δ),
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m1 ≥ k1
0 < m2 < k2
{ ∑
m1 ≥ k1
0 < m2 < k2
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
m1 ≥ k1
0 < m2 < k2
e−|k1|ρe−|k2|(ρ−2δ)e−|m2|(2δ)e−|k1−m1|(ρ−2δ)
≤ e−|k|(ρ−2δ)
∑
m1 ≥ k1
0 < m2 < k2
e−|m2|(2δ)e−|k1−m1|(ρ−2δ),
m1 ≥ k1
m2 ≥ k2
{ ∑
m1 ≥ k1
m2 ≥ k2
e−|m|ρe−|k−m|(ρ−2δ)
≤
∑
m1 ≥ k1
m2 ≥ k2
e−|k1|ρe−|k1−m1|(ρ−2δ)e−|k2|ρe−|k2−m2|(ρ−2δ)
≤ e−|k|ρ
∑
m1 ≥ k1
m2 ≥ k2
e−|k−m|(ρ−2δ).
Finally we have∑
m1 ∈ Z
m2 ∈ Z
e−|m|ρe−|k−m|(ρ−2δ) ≤ e−|k|(ρ−2δ)
∑
m1 ≤ 0
m2 ≤ 0
e−|m|ρ
+ e−|k|(ρ−2δ)
∑
0 < m1
0 < m2
e−|m|(2δ)
+ e−|k|(ρ−2δ)
∑
m1 ≤ 0
m2 > k2
e−|m1|ρe−|k2−m2|(ρ−2δ)
+ e−|k|(ρ−2δ)
∑
m2 ≤ 0
e−|m2|ρ
+ e−|k|(ρ−2δ)
∑
0 < m1
0 < m2
e−|m1|(2δ)e−|m2|(2δ)
+ e−|k|(ρ−2δ)
∑
0 < m1 < k1
m2 ≥ k2
e−|m1|(2δ)e−|k2−m2|(ρ−2δ)
+ e−|k|(ρ−2δ)
∑
m1 ≥ k1
m2 ≤ 0
e−|m2|ρe−|k1−m1|(ρ−2δ)
+ e−|k|(ρ−2δ)
∑
m1 ≥ k1
0 < m2 < k2
e−|m2|(2δ)e−|k1−m1|(ρ−2δ)
+ e−|k|ρ
∑
m1 ≥ k1
m2 ≥ k2
e−|k−m|(ρ−2δ)
≤ 9e−|k|(ρ−2δ)
∑
0 ≥ m1
0 ≥ m2
e−|m1|(2δ)e−|m2|(2δ)
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= 9e−|k|(ρ−2δ)
(
1
1− e−2δ
)2
.
Without loss of generality the same bound is obtained for the cases involving different values of k1 and
k2.Therefore we have for any k ∈ Z2∑
m∈Z2
e−|m|ρe−|k−m|(ρ−2δ) ≤ 9e−|k|(ρ−2δ)
(
1
1− e−2δ
)2
.
Following the same procedure we can write a bound for the arbitrary n case. That is, for any k ∈ Zn∑
m∈Zn
e−|m|ρe−|k−m|(ρ−2δ) ≤ 3ne−|k|(ρ−2δ)
(
1
1− e−2δ
)n
.
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