Abstract-This paper presents an adaptive robust predictive current control (RPCC) for grid-connected three-phase inverters that exhibit zero steady-state current error. The error correction is achieved by means of an adaptive strategy that works in parallel with the deadbeat algorithm, therefore preserving the typical fast response of the predictive law. The resulting control adapts to any particular L or LCL filter by estimation of the resistive part of the filter. As a variety of the RPCC class of control, it offers the best tradeoff between robustness and speed.
I. INTRODUCTION
G RID-CONNECTED voltage source three-phase inverters (see Fig. 1 ) are employed in many applications such as renewable power generation systems (e.g., photovoltaic and wind power), active power filtering (APF), and regenerative energy systems, among others. They are usually controlled by a double loop structure: An outer loop regulates the inverter's dc-link voltage while the inner loop regulates the grid currents. With regard to this current loop, different control strategies have been introduced over the last few years: hysteresis control [1] , proportional-integral (PI) controls in the stationary reference frame [2] or in the synchronous frame [3] , [4] , proportionalresonant controls [5] , H ∞ robust controls [6] , state feedback controls [7] , [8] , and predictive controls [9] - [21] .
Predictive controls have lately captured the attention of researchers in this field. These controls take advantage of the linear and quasi-invariant nature of the output filter dynamics and the fact that the inverter is affected by a single and measurable disturbance: the grid voltage. Their fast current tracking response permits the minimization of the dc-bus capacitance, increases the voltage loop bandwidth, and makes these controls well suited for APF applications. Moreover, they include a feedforward term to immediately cancel any grid voltage dis- turbance, achieving a very low harmonic distortion in current waveforms.
Basically due to their high bandwidth, traditional predictive controls are fragile in terms of stability. They became unstable when the programmed filter inductance differs from its actual value and when the control delay exceeds one and a half sampling period. In addition, if the resistive part of the filtering inductors is not accurately measured and programmed, the predictive control presents a steady-state current error. Since filter parameters vary along with inverter operation, it is difficult to achieve an adequate static and dynamic performance.
Recent studies have solved this stability limits in the stationary reference frame [22] and in the synchronous frame [23] by means of a combination of the deadbeat control law and an observer, resulting in a robust predictive current control (RPCC). However, this control still suffers from a stationary current error due to the filter resistance uncertainty.
In this paper, a method to remove the RPCC's steady-state current error will be presented. It consists of an adaptive strategy to estimate the resistive component of the filter. The adaptive mechanism works in parallel with an improved RPCC algorithm, therefore preserving the fast response and robustness of the RPCC class of predictive controls. The resulting adaptive RPCC (ARPCC) can be applied to L or LCL inverters indistinctly, being only necessary to roughly measure the filter inductance at low frequencies. The ARPCC predictive law emanates from a new power stage modeling method, stated in a discrete "complex-dq" form, which is more accurate in describing the high-frequency dynamics of the filter. II. MODELING OF THE POWER STAGE Fig. 2 shows phase a of the LCL filter, where L 1 and r 1 represent the main inductor and L 2 and r 2 account for the transformer's leakage inductance and winding resistance, respectively. For frequencies below the parallel resonant frequency
the LCL filter performs as an L filter with inductance L = L 1 + L 2 and resistance r L = r 1 + r 2 . This is a valid dynamic approximation if the control bandwidth is kept below f p .
A. Basic Model
In the stationary reference frame or abc frame, the averaged dynamics of the three phase currents i a , i b , and i c is given by
where
T is the vector of the averaged voltages applied to the inductors, i.e.,
where v abc i is the vector of the averaged inverter voltages and v abc g is the vector of the grid voltages. The plant (2) is seen by the control as discretized with sampling period T , with a discrete state equation
. Discrete variables in the abc and dq frames are related by
is the discrete inverse Park transform, T αβ2abc is the inverse Clarke transform, and
where θ(k) is the phase computed by the phase-locked loop [24] - [26] at instant kT . Substituting (5) into (4), we get the discrete dq model of the power stage
and Ω is the grid voltage frequency. Notice that (6) has been obtained by discretizing first the continuous model and then applying a discrete Park transform, which is unlike the common method consisting of applying the continuous Park transform and then discretizing it. The applied method preserves the plant structure since real control acquires first and then transforms variables into the dq form.
B. Complex Variable-Based Model
The orthogonal matrix M in (6) is equivalent to the rotation factor e −jΩT in (8). Complex variable-based model (8) can be represented by a complex coefficient transfer function. Taking the z transform in (8) , the complex transfer function of the power stage is
Since
, the associated transfer matrix of the multiple-input-multiple-output (MIMO) system can be evaluated by means of
For instance, by multiplying the complex conjugate of the denominator in (9), we get the transfer matrix of the power stage
The roots of den(z), λ 1,2 = βe ±jΩT , are the eigenvalues of the state matrix in (6) . Note that these are always the poles ofḠ and their complex conjugates.
C. Model for One-Sample Control Delay
An ideal controller would sample, calculate, and transfer its output, all at the same instant kT . Of course, in practice, this is not possible because control calculations consume a certain time. Let us suppose that the acquisitions are carried out a time t d before the pulsewidth modulation update instant kT . This is equivalent to a sample at instant kT when the signals are delayed a time t d . That is, we can assume an ideal control dealing with the delayed measurements i and v
The most frequent situation is t d T where control calculations are solved during the following sampling period, and hence, the acquisitions are
. When applying the Park transform (5), we get
or equivalently, using the proposed complex-dq notation
That is, a one-sample delay in the abc frame is equivalent to the operator z −1 e −jΩT in the discrete complex-dq frame. The easiest way to obtain the model of the power for a one-sample control delay is by representing (9) and (12) and simplifying the resulting block diagram, as shown in Fig. 3 , yieldinḡ
D. Model for an Arbitrary Control Delay
In practice, the control delay can differ from one sampling period. When using predictive controls, this degrades the expected deadbeatlike transient response, affects the total harmonic distortion (THD) of the output currents, and compromises the control stability. For instance, in [11] , [14] , and [27] , sampling is solved before the calculation interval, i.e., t d > T , while, in [10] , acquisitions are arranged during the calculation interval, i.e., t d < T . Both cases can be regarded by defining a time delay
It is shown in [22] that the discretized model in the abc frame for any arbitrary delay t d is where
and
Writing (14) in the z domain and simply replacing z by ze jΩT , we get the general model of the power stage in the complex-dq framē
which coincides with (13) for m = 1 and δ = 0. Fig. 4 shows the block diagram representation of the model. A nonminimum phase zero appears when δ > 0.5.
III. RPCC
The proposed predictive control assumes a one-sample control delay. Advancing (13) by one sample and lettinḡ i (k + 2) =ī ref (k), we get the RPCC's two-sample deadbeat control lawv
wheref
In the two previous equations, the programmed L m and β m are the expected values of L and β, respectively. Notice that L and β may differ from their programmed counterparts. For instance, the loss term β is specially difficult to measure, and it can vary with time due to changes in temperature or current levels (i.e., core losses). The control law needs a prediction for the future valuesī (k + 1) andv g (k + 1). The proposed RPCC utilizes an observer to predictī (k + 1), which can be stated in the complex-dq frame as follows:
where ī (k) is the estimation ofī (k) and L o is the observer gain. If L ≈ L m and β ≈ β m , the estimation error 
and we can replaceī (k + 1) in (18) by (19) . Typical values for
Since the grid voltage is nearly constant in the dq reference frame,v g (k + 1) ≈v g (k) can be used in (17) as a coarse approximation. However,v g (k) exhibits some amount of ripple over its steady real and imaginary values. To better predict v g (k + 1), it is assumed that the future incrementv
IV. DYNAMIC ANALYSIS OF THE SYNCHRONOUS REFERENCE FRAME RPCC
A. Deadbeat Performance
The block diagram of the RPCC in the complex form and its simplification is shown in Fig. 5 , where the complex transfer function of the resulting controller is
and the prefilter is
When connecting Fig. 5(b) with Fig. 3(b) to form the feedback, i.e., assuming a one-sample control delay, the feedforward termv g (k) cancels, and the complex transfer function of the loop becomes The closed-loop complex transfer function
results inF
wherē
Notice that the proposed RPCC is actually a MIMO control. The open-and closed-loop 2 × 2 MIMO transfer matrices can be deduced from (23) and (25), respectively, as indicated by (10) . From (25) , the closed-loop eigenvalues are z = 0 and the roots of (26) and their complex conjugates. Transients on dq current coordinates can be obtained by applying reference steps to each (d or q) input of the closed-loop transfer matrix.
When the filter inductance L is similar to the programmed inductance L m and the loss term β is similar to the programmed β m , (25) reduces toF (27) indicating that the control is a two-sample deadbeat (stabilizes in only two sampling periods) for any observer gain
If the control delay differs from one sampling period, Fig. 4 has to be connected with Fig. 5(b) to form the feedback.
B. Equivalent SISO Control
When sampling frequencies are above 3 kHz, the crosscoupling term e jΩT in Figs. 4 and 5(b) can be neglected (ΩT < 0.1 for a 50-Hz grid), resulting in the approximated singleinput-single-output (SISO) control shown in Fig. 6 for each d or q coordinate. Fig. 7 shows the diverse step responses of the RPCC under some representative parameter settings. The transients of both exact MIMO and equivalent SISO controls are drawn together and overlapped, validating the SISO control equivalence.
The SISO control in Fig. 6 can be used to analyze the dynamic and steady-state performance of the MIMO control, and therefore, all classical control concepts, like bandwidth or phase and gain margins, apply without the need for using the less intuitive eigenvalue or structured singular value analysis of the MIMO loop. Stability properties of the control depend only on the equivalent feedback in Fig. 6 , while the speed against reference changes depends on both the prefilter and the feedback loop.
V. ADAPTIVE CURRENT ERROR CORRECTION
It can be shown in Fig. 7 This current error, however, can be removed if a simple relationship between these four parameters holds. For the current error to be zero, the dc gain of the closed-loop transfer function in Fig. 6 has to be unity, i.e.,
and simplifying gives
In Fig. 7 (h) and (i), the current error due to an inductance mismatch is removed by using the β m value resulting from (29). Since β is specially difficult to guess and it may vary with time, a mechanism to automatically tune the value of β m is proposed so that the current error is null for any value of β and the L m /L ratio. Fig. 8(a) shows the proposed strategy for adaptive β m tuning. The method is based on the fact that the partial derivative of the steady-state current error with respect to β m is always positive. 
A. Removing Active Current Error
Indeed, if we define the current error as
the small-signal dc gain from β m to e, i.e., the error derivative with respect to β m , is
Therefore, the small-signal feedback in Fig. 8(b) is stable for a small enough integrator gain k i . Remember that L o must be set as the lower boundary integration limit for β m . The β m -loop bandwidth (gain crossover frequency) is
Normally, L m should be close to L, and therefore, through (29), the required value of β m must be close to β. Assuming that L m ≈ L and β m ≈ β, (32) reduces to
The settling time for β m is t s ≈ 4/ω β m , which gives the design equation
where n is the number of grid cycles for β m to establish, when operating at maximum peak current i max . Notice that bandwidth (33) and, hence, the speed of the β m loop reduce for smaller currents.
On the other hand, it was found that a fast integration (i.e., large k i ) magnifies the ripple of i d over β m , producing current distortions prior to destabilizing the RPCC control. Since the ripple frequency is 6Ω, the loop attenuation at this frequency by a factor of ten leads to ω β m < 6Ω/10, and therefore, the minimum number of settling grid cycles is n min = 2/(0.6π) ≈ 1.
If a constant bandwidth would be necessary so that the settling time for β m would be independent of the current level, then the error should be redefined as e ≡ (i adaptive observer. All the aforementioned considerations apply indistinctly.
B. Removing Peak Current Error
The correction of the active current error implies a correction of the peak current error only if active power predominates over reactive power. If a true peak current error correction is needed, even at full reactive power conditions, the current error can be built as
and again, assuming that L m ≈ L and β m ≈ β, we have
The β m -loop bandwidth from (32) is now
and the design equation for the integrator gain is
In this case, the ripple frequency of the quadratic error is 12Ω. As in the previous section, imposing a loop attenuation of −20 dB at the ripple frequency, we get n min = 1/(0.6π) ≈ 0.5.
For a constant bandwidth, the error should be built as
, and (38) should be used with i max = 1.
The adaptive observer variant simply consists of replacing ī ref by ī . Notice that, once β m has settled down and the error has been removed, any further variation of the filtering inductance L does not produce a current error. This can be seen
Finally, mention that all proposed error correction methods also serve as a soft start technique. Initial inverter currents are limited by simply setting a large β m value as the initial condition for integration, for instance, in the interval [0.98, 1].
VI. OVERVIEW OF THE RPCC CONTROL
The implementation of the proposed ARPCC is shown in Fig. 9 , where matrix M was defined in (7) . Note that the space vector modulation has advanced an angle θ 0 = Ω · t d to compensate for the voltage sensing delay t d .
A. Robustness
A detailed dynamic analysis of the RPCC control is given in [23] . Based on the equivalent SISO loop in Fig. 6 , the RPCC's gain margin ( 
and a conservative approximation to the phase margin is
The RPCC's bandwidth is
where f s = 1/T . The aforementioned equations reveal that the observer gain L o acts as a trimmer for robustness. Small L o values reduce the bandwidth and hence increase both gain and phase margins. Moreover, the derivative prefilter in Fig. 6 compensates for this bandwidth reduction so that the control remains as a two-sample deadbeat. That is, the reduction of L o improves the robustness without affecting the RPCC's reference tracking speed. It is also shown in [23] that the maximum value for L o that ensures stability for any control delay
B. Usage With LCL Filters
The RPCC control can be used either with an L or an LCL filter. In the last case, the control stability requires that bandwidth f c be substantially lower than parallel resonant frequency f p [4] . In contrast with common PI controls, the RPCC can reduce the bandwidth far from the filter resonance without lowering the tracking speed.
The current attenuation of the LCL at the switching frequency is Δ(dB) = 40 · log(f s /f p ). Taking this into account and using (39) and (41), we get the minimum gain margin needed for a specified filter attenuation and ρ ≡ f p /f c ratio, i.e.,
which, in turn, gives the maximum value for L o . Note that last equation is independent of the switching frequency. 
VII. EXPERIMENTAL RESULTS
The proposed ARPCC control has been assayed in a 10-kVA 10-kHz inverter with an LCL output filter. Fig. 1 shows the inverter's configuration, whose component values and control parameters are those given in Table I . Using these values, we get the following: GM = 4.3 (control tolerates a 76% reduction in L), P M = 76
• , f c = 367 Hz > 6Ω/(2π), f p = 3.1 kHz, ρ = 8.5, and Δ = 20 dB. The algorithm shown in Fig. 9(a) was programmed in an ARM-7 AT91SAM7X256 32-b microprocessor. The THD of the grid voltage at the point of common coupling was between 2% and 4% depending on the line load and inverter operation. The grid current THD was around 3% at full active power (10 kW) and around 4% at half active power. When working at full reactive power (10 kvar), the THD was around 2.5% with 90
• shift and around 3% with −90 • shift. Fig. 10 shows three grid currents in steady state at the maximum active power. Fluke i30s probes were used, with 1-MΩ input impedance and 100-mV/A sensitivity. Fig. 11 shows one-phase grid voltage (310 V pk ), inverter current i 1 (40 A pk ), and grid current (20 A pk ). The power supplied to the grid is approximately 10 kW. We would like to remark the fast response of the grid current and the absence of oscillations even when an LCL filter is being used and the accuracy of the peak current levels.
Figs. 13 and 14 show the grid current under angle reference steps. Aside from the noticeable fast response, these figures prove the full reactive power (positive and negative) handling capability of the RPCC.
Finally, Fig. 15 shows the control performance against L m steps between 0.7L and 1.5L, i.e., intentionally underestimate and overestimate the filter inductance. Although this experiment does not represent a working situation, it serves to illustrate the adaptive performance of the proposed control. Despite the significant error committed in L m , the control remains stable, and β m smoothly changes to remove any possible steadystate current error. In practice, this fast adaptation of β m occurs only during inverter start-up, since any further filter resistance variation is slow time varying. 
VIII. CONCLUSION
The ARPCC control presented in this paper solves the steady-state current error drawback that is intrinsic to predictive controls. The proposed adaptive strategy that removes the current error works in parallel with the deadbeat algorithm, not interfering with it, and therefore, it does not alter the inherent fast response of the predictive control.
The ARPCC is a shelf-tuned algorithm. It gets optimum performance in terms of velocity, stability, and accuracy for whatever particular filter that is used, being this either L or LCL. Unlike other predictive controls in which the filter resistance is a control parameter that has to be guessed, the ARPCC includes the filter resistance in the adaptive parameter β m , and therefore, it tunes up automatically and precisely. Four adaptive strategies have been proposed, depending on the way that the current error cost function is built: using active or peak current or using reference or estimated current signals.
The only two RPCC parameters that have to be set are the observer gain L o and the adaptation integrator gain k i . Other constants like L m , Ω, and T are easily determined. The design equations for k i are given for all adaptive strategies proposed and for a specified adaptation settling time, while the minimum allowable settling time is also determined. Regarding L o , small values give large stability margins and reduced bandwidths. The equivalent derivative prefilter compensates the control bandwidth reduction (loss of speed) with an "accelerated" reference so that the control performs as a two-sample deadbeat against current reference variations. Parameter L o in the interval 0.1-0.5 offers a reasonable tradeoff between the robustness and the disturbance rejection (bandwidth).
Another contribution of this paper is the method used to model the power stage. The traditional modeling method consists of applying the continuous Park transform to the abc model and then discretizing the resulting continuous dq model, which does not accurately represent the high-frequency dynamics of the filter. Instead, the proposed modeling method consists of discretizing first the power stage in the abc frame and then applying a discrete Park transform exactly in the same sequence as it is carried out by the control. The resulting matrix equations reveal that the cross-coupling terms between d and q components are simple rotations, which permit a compact representation in the complex plane that yields a new "discrete dq complex model." This paper also proves that the SISO equivalent control resulting from neglecting these rotation terms can be used to extract the main steady-state and dynamic properties of the proposed RPCC control.
