Abstract. Eventually r-cyclic matrices are defined, and it is shown that if A is an eventually 1 r-cyclic matrix A having rank A 2 = rank A, then A is r-cyclic with the same cyclic structure. This 2 result and known Perron-Frobenius theory of eventually nonnegative matrices are used to establish 3 an algorithm to determine whether a matrix is strongly eventually nonnegative (i.e., is an eventually 4 nonnegative matrix having a power that is both irreducible and nonnegative).
Introduction. A matrix A ∈ R
n×n is eventually nonnegative (respectively, 
13
For a fixed n, the power index of an eventually positive or eventually nonnegative 14 n × n matrix may be arbitrarily large, so it is not possible to show a matrix is not 
44
A square matrix A is reducible if there exists a permutation matrix P such that For r ≥ 2, a digraph Γ = (V, E) is cyclically r-partite if there exists an ordered 56 partition (V 1 , . . . , V r ) of V into r nonempty sets such that for each arc (i, j) ∈ E, there 57 exists ∈ {1, . . . , r} with i ∈ V and j ∈ V +1 (where we adopt the convention that 58 index r + 1 is interpreted as 1). For r ≥ 2, a strong digraph Γ is cyclically r-partite cyclically r-partite with ordered partition Π, then we say A is r-cyclic with partition 62 Π, or Π describes the r-cyclic structure of A. The ordered partition Π = (V 1 , . . . , V r )
where
For any r-cyclic matrix A, there exists a permutation 67 matrix P such that P AP T is r-cyclic with consecutive ordered partition. The cyclic 68 index of A is the largest r for which A is r-cyclic. 
77
Section 2 presents the definition of eventually r-cyclic matrices and some of their for which A is eventually r-cyclic.
106
Many eventual properties, such as eventual positivity or eventual nonnegativity,
107
can be established by establishing the property for two consecutive powers of a matrix.
108
The following proposition shows this is sufficient for eventually r-cyclic matrices. 
114
Then is an irreducible eventually nonnegative matrix such that rank A 2 = rank A, then some 120 power of A is irreducible and nonnegative, i.e., A is strongly eventually nonnegative.
121
A matrix with the property that rank A 2 = rank A behaves very nicely in regard to 
and so
r for w ∈ LNS(B ).

140
That is, for all i, j = 1, . . . , r,
Since A m+1 is conformal with C Π ,
145
B A j = 0 unless j ≡ + 1 mod r.
146
Since
By considering A m+1 = AA m and the left null space,
So the only product of the form A i A j that is not required to be 0 is A −1, A , +1
151
(with indices mod r). Thus, 
So for i ≡ − 1 mod r,
by (2.5).
164
Thus A i = 0 for i ≡ − 1 mod r, and A is r-cyclic with partition Π.
165
Without the assumption that Π is consecutive, there exists a permutation matrix 166 P such that (P AP T ) m+1 = P A m+1 P T is r-cyclic with consecutive partition Π and
168
(P AP T ) ij = 0 unless j ≡ i + 1 mod r (using the block structure of C Π ). Thus A is 169 r-cyclic with partition Π.
170
Corollary 2.8. Let A ∈ R n×n have rank A 2 = rank A. Then A is eventually 171 r-cyclic if and only if A is r-cyclic.
172
We now return to strongly eventually nonnegative matrices. We need a prelimi-173 nary lemma.
174
Lemma 2.9. If A and B are n × n nonnegative matrices having all diagonal 
222
Let A be an n × n real matrix. 
243
The following result will be used in the proof of Algorithm 3.1. where ω = e 2πi/r .
247
Theorem 3.3. Algorithm 3.1 is correct.
248
Proof. The first three assertions that A is or is not strongly eventually nonnegative 249 are justified by the following theorems. 
266
For
Step 9, we may assume that B 1 ≥ 0 is r-cyclic with partition Π. By (3.1), Steps 6 and 7, a possible S and the resulting B 1 are For Step 6, a possible S is Step 6 
330
• Extend {s 1 , . . . , s r } to a basis {s 1 , . . . , s r , u r+1 , . . . , u n } for R n .
331
• Set U 
