Introduction
The use of technologies to capture and store CO 2 is rapidly emerging as a potentially important tool for managing carbon emissions. Geological storage, defined as the process of injecting CO 2 into geologic formations for the explicit purpose of avoiding atmospheric emission of CO 2 , is perhaps the most important nearterm option. Geological storage promises to reduce the cost of achieving deep reductions in CO 2 emissions over the next few decades. While the technologies required to inject CO 2 deep underground are well established in the upstream oil and gas sector, with such methods as CO 2 -EOR (1, 2) and Acid Gas disposal (3) , methods for assessing and monitoring the long-term fate of CO 2 , and for assessing the risk of leakage, are in their infancy. Assessments of the
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Accurate modelling of the fate of injected CO 2 is necessary if geological storage is to be used at a large scale. In one form of geological storage, CO 2 is injected into an aquifer that has a sealing caprock, forming a CO 2 cap beneath the caprock. The diffusion of CO 2 into underlying formation waters increases the density of water near the top of the aquifer, bringing the system to a hydro-dynamically unstable state. Instabilities can arise from the combination of an unstable density profile and inherent perturbations within the system, e.g., formation heterogeneity. If created, this instability causes convective mixing and greatly accelerates the dissolution of CO 2 into the aquifer. Accurate estimation of the rate of dissolution is important for risk assessments because the timescale for dissolution is the timescale over which the CO 2 has a chance to leak through the caprock or any imperfectly sealed wells.
A new 2D numerical model which has been developed to study the diffusive and convective mixing in geological storage of CO 2 is described. Effects of different formation parameters are investigated in this paper. Results reveal that there are two different timescales involved. The first timescale is the time to onset the instability and the second one is the time to achieve ultimate dissolution. Depending on system Rayleigh number and the formation heterogeneity, convective mixing can greatly accelerate the dissolution of CO 2 in an aquifer. Two field scale problems were studied. In the first, based on the Nisku aquifer, more than 60% of the ultimate dissolution was achieved after 800 years, while the computed timescale for dissolution in the same aquifer in the absence of convection was orders of magnitude larger. In the case of the Glauconitic sandstone aquifer, there was no convective instability. Results suggest that the presence and strength of convective instability should play an important role in choosing aquifers for CO 2 storage. risk of leakage of CO 2 from a storage formation may need to analyze leakage mechanisms and their likelihood of occurrence during the full-time period over which mobile free-phase CO 2 is expected to remain in the reservoir. Once dissolved, risk assessments may well ignore the leakage pathways resulting from the very slow movement of CO 2 -saturated brines. An accurate assessment of the timescales for dissolution are therefore of the first order of importance.
The CO 2 injected into a saline reservoir is typically 40 -60% less dense than the resident brines (4) . Driven by density contrasts, CO 2 will flow horizontally (in a horizontal aquifer) spreading under the caprock, and flow upwards, potentially leaking through any high permeability zones or artificial penetrations, such as abandoned wells. The free-phase CO 2 (usually supercritical fluid) slowly dissolves in the brines. The resulting CO 2 -rich brines are slightly denser than undersaturated brines, making them negatively buoyant, and thus greatly reducing or eliminating the possibility of leakage. The rate of dissolution depends on the rate at which diffusion or convection brings undersaturated brine in contact with CO 2 . Convective mixing enhances the dissolution rate as compared to diffusion by distributing the CO 2 into the aquifer (5) . Therefore, the role of convective mixing in CO 2 sequestration and the timescales involved in the process are important. The dissolution time of the injected CO 2 into brine is important because during this time the injected CO 2 has a chance to leak into the atmosphere through the caprock and wellbores.
Accurate modelling of the convective mixing in heterogeneous porous media plays a central role in predicting the fate of CO 2 injected into aquifers. In this paper, geological CO 2 storage is modelled by solving the convection-diffusion equation while considering the CO 2 -brine interface as a boundary condition. Geochemical reactions that can reduce the timescale of sequestration of CO 2 are not included, since they generally occur on longer timescales (6) .
The paper is organized as follows. First, the mathematical model for simulating density-driven flow through porous media is briefly presented. The model is validated with a benchmark problem for density-driven flow in porous media. Then, the geological CO 2 sequestrations both in small and field scale are simulated using the model. Two important timescales, the effect of formation properties, as well as sensitivity to temporal and spatial discretisations, are discussed. Finally, the results are summarized and their relevance to geological storage of CO 2 in aquifers is discussed.
Mathematical Model
The governing equations of density-driven flow in saturated porous media are derived from mass and momentum conservation laws. Considering two-dimensional, gravitationally driven fluid flow, the resulting equations from conservation laws will be fluid flow and mass transport equations. The fluid flow equation is presented in terms of pressure. The mass transport equation is presented in terms of solute or invading component concentration. The governing equations are a set of non-linear partial differential equations coupled through the dependence of viscosity and density on solute concentration, as given by Equations (1) -(3) (7) : where z is vertical distance and positive downwards, v c is the single-phase Darcy velocity, k is the permeability, C is the concentration of the invading component (e.g., CO 2 ), ρ is the mixture density, μ is the mixture viscosity, D is the effective molecular diffusion coefficient, p is pressure, g is gravity constant, t is time, and φ is porosity. Permeability and porosity can be arbitrary functions of space. Both mixture density and viscosity are functions of concentration. By considering the CO 2 cap as a boundary condition, the flow is assumed to be single-phase. In addition, it is assumed that the brine is incompressible and Boussinesq fluid approximation is valid (8) .
Numerical Implementation
The model is discretised as follows: the pressure equation is discretised implicitly using the finite difference method. An implicit scheme is used for the dispersive part of the transport equation while the convective part is solved explicitly. These types of discretisation have been reported in the literature for solving densitydriven flow in porous media (9) (10) (11) (12) (13) (14) (15) . A second version of the model was developed to solve both convective and dispersive parts of the transport equation explicitly.
The grid system used in the numerical discretisation of flow and transport equations is a block-centred Cartesian grid. Grid blocks can be uniform or non-uniform. Numerical discretisation of the pressure and transport equations leads to a system of non-linear equations that can be solved to find the spatial and temporal distribution of velocity, pressure, and concentration. These two systems of equations take the form of a penta-diagonal matrix. The Picard iteration method was used to solve the system of non-linear equations (16) .
The Courant number, C R , and the grid Peclet number, Pe, control the oscillations due to the time and spatial discretisations, respectively (17) . The Courant number represents the fraction of a grid block, in which species convect in a single time step and it should be less than one to obtain an accurate solution. The Peclet number represents the importance of convective to diffusive mass fluxes.
Numerical solutions are typically oscillation-free with a small numerical error when the following criteria are met: where C Ri and Pe i are grid Courant and Peclet numbers, respectively. In addition to these constraints, it has been suggested that for multi-dimensional problems, the following condition should be satisfied (18, 19) . where subscript i refers to the grid block index, ∆l is the grid block size, and v is the pore fluid velocity. The time step is calculated based on an automatic selection criterion given by Eliassi and Glass (20) .
Equations (1) - (3) are the governing differential equations for density-driven flow in porous media. In order to solve the problem, suitable initial and boundary conditions must accompany the coupled equations. Since different boundary conditions are used, the appropriate initial and boundary conditions are presented independently in different sections. In the next section, the model is validated against a well-known benchmark problem.
Validation With the Elder Benchmark Problem
Elder studied the laminar fluid flow in a box shaped vertical model (21, 22) . The flow of fluid in the model was initiated by a vertical temperature gradient. The density gradient generated by the temperature variation caused a complex flow pattern of fingers and lobes. Elder studied the problem both experimentally and numerically. Voss and Souza (23) recast the Elder problem as a variabledensity ground-water problem where the fluid density is a function of salt concentration. The Elder problem has been studied extensively in the ground-water literature (10, 11, 13, 15, 23, 24) .
The geometry and boundary conditions of the Elder problem are shown in Figure 1 . The upper left and right of the domain are maintained at constant head values of atmospheric pressure and the domain is closed to flow all around. The bottom boundary is at zero salt concentration and the lateral boundaries are closed with respect to concentration. A constant concentration boundary is specified at the middle half of the top boundary. Other parameters related to the problem are given in Table 1 (23) . The 600 × 150 m domain initially has zero salt concentration. The maximum fluid density for the Elder salt convection problem is 1,200 kg/m 3 . Salt diffuses by molecular diffusion into the domain. The diffused salt makes water at the top denser than water at the bottom layers and eventually creates convective mixing. These flow patterns enhance the mixing process by distributing the salt in the aquifer.
The finite element grid block used as reference solution consists of 3,131 nodes (101 horizontal and 31 vertical) and 6,000 rightangled triangular elements (24) . In this study, 88 by 54 grid blocks were used in x and z directions, respectively. Initial concentration within the model was set to zero. A linear relationship for density as a function of concentration was used, ρ = ρ 0 (1 + β ρ C) where β ρ = 0.0007 m 3 /kg corresponds to a maximum density of 1,200 kg/m 3 for salt water. The viscosity was considered to be constant, similar to the original Elder problem. Salt concentrations for 2 and 10 years are compared with one of the solutions reported in the literature in Figure 2 (24) . The comparison shows a reasonable match between the salinity patterns from this study and the reference solution. It is noted that, there are many solutions for the Elder problem in literature that differ slightly depending on the numerical discretisation schemes and approximation used (10, 11, 13, 15, 23, 24) . In the next section, the governing mechanisms of dissolution of CO 2 in aquifers are described. Then, the developed model is used to investigate the instabilities and how the resulting convective mixing enhances the rate of dissolution.
Mechanistic Studies
A system is stable with respect to a given perturbation if the system relaxes to the initial state when perturbed. It is unstable if the initial perturbation grows with time so that the system departs from its initial state and does not return to it (8) . In geological storage, CO 2 is injected into an aquifer that has a sealing rock, beneath which forms a CO 2 cap. The injected CO 2 starts to diffuse into the formation water. Dissolution of CO 2 increases the brine density up to 2 -3% in the temperature range of 5 -300° C (25, 26) . The formation water in contact with the CO 2 cap becomes saturated with CO 2 and gains a higher density than the underlying formation water. Therefore, the diffusion of the injected CO 2 into the brine brings the system to a hydro-dynamically unstable state. This unstable state can lead to convective mixing that improves the dissolution by continuously removing CO 2 -saturated water from the region adjacent to the CO 2 plume and bringing in undersaturated water (5) . Correct estimation of rate of dissolution is important because the timescale for dissolution is the timescale over which CO 2 has a chance to leak through the caprock.
The fluid in aquifer is in the liquid state and the CO 2 is dissolved into the brine at the interface. In order to avoid the complications arising from a full treatment of two-phase flow, the CO 2 -brine interface layer is simulated by imposing a concentration boundary condition appropriate for partial pressure of the overlying CO 2 (27, 28) . The fluid in aquifer is assumed to have zero initial CO 2 concentration. The problem geometry and boundary conditions are shown in Figure 3 . Other parameters related to the problem are given in Table 2 . The maximum density increase due to CO 2 dissolution was assumed to be 1%. The pertinent data were adopted from EnnisKing and Paterson (27, 28) . In all simulations, a linear relationship for density as a function of concentration is considered as given by ρ = ρ 0 (1 + β ρ C) , where β ρ is a function of CO 2 solubility in the formation water and changes with time, while the viscosity is considered to be constant. Chang et al.'s correlation, which is based on the experimental data of Wiebe and Gaddy, is used to calculate the CO 2 solubility in water (29, 30) . The CO 2 density is calculated based on Hall and Yarborough's equation of state (31) .
In order to accurately simulate convective mixing, a small part of an aquifer was selected for the base-case study. The small-scale study helps to develop a better understanding of the finger growth mechanism. The model has 4 m width and 4 m depth. The thickness of the CO 2 layer at the top of the brine is 1 m. Initial concentration within the model was set to zero. The simulation was started with a small time step and increased based on the automatic selection criterion. The dissolution of CO 2 into the brine results in a pressure reduction in the CO 2 layer. Therefore, the CO 2 concentration at the interface, which corresponds to the equilibrium concentration at that pressure, changes with time, leading to a time-dependent boundary condition.
Bachu and Adams defined the ultimate dissolution as the total amount of CO 2 that can dissolve to saturation in the formation water of the aquifer as (32) : where C i and C * are the CO 2 initial and equilibrium concentration at the initial pressure, respectively, and V p is the aquifer pore volume. The total amount of carbon dioxide dissolved at any time divided by the ultimate CO 2 dissolution is the fraction of ultimate dissolution. In the following, the results are presented in terms of the fraction of ultimate dissolution vs. time, as a measure of the effectiveness of the dissolution process.
Numerical and Physical Disturbances
Generation of density-driven convective mixing patterns requires two criteria: 1) availability of an unstable density field due to the presence of a higher density fluid above a lower density one; and, 2) some disturbance that, in the presence of the unstable field, would grow to macroscopic fingers. In theoretical stability analysis, the growth of infinitesimally small perturbations is studied. These studies have indicated that the small instabilities grow, provided that a minimum instability criterion, characterized by a minimum Rayleigh number, is met (33) (34) (35) . In real porous medium, there are many factors that could seed perturbations such as variations in tortuosity, porosity, permeability, and so on. In the following, the role of physical perturbations was examined by imposing variations in the permeability field, 
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Brine Layer and numerical disturbances by varying the discretisation schemes. Table 3 gives the list of cases studied and their details. In Case 1, the domain was discretised to 60 × 60 grid block system to demonstrate the rate of dissolution for a homogeneous aquifer. As noted previously, for convective mixing to occur some sort of perturbations is required. In numerical models when the porous medium is assumed homogenous, the numerical artifacts could act as a disturbance initiating the instabilities. Depending on the temporal and spatial discretisation and the convergence criteria, each numerical scheme has a different error component that consists of different wavelengths. These kinds of numerical disturbances are difficult to control and grid convergence is difficult to achieve. Figure 4 shows concentration profile and convection cells that are generated after 31 years for Case 1. Figure 5 shows the evolution of CO 2 fingers in the domain at different times for the same case. For this model geometry, the size of the convection cells is almost 2 m and only one finger of dense saturated brine penetrates the less dense brine.
To examine the role of numerical errors in formation of instabilities in the homogeneous aquifer of Case 1, the time for the onset of instability was compared with the theoretically derived value, which is based on an infinitesimal perturbation. The onset of instability based on free convection in a porous layer of infinite horizontal extent is given by Tan et al. (36) (37) (38) as: Tan et al. (36) (37) (38) used a transient concentration profile and the classical critical Rayleigh number of 4π 2 to drive the above equation. It is noted that the classical critical Rayleigh number of 4π 2 has been derived for a laterally infinite porous medium layer with an initial steady-state temperature distribution and boundary conditions of constant top and bottom temperature (35) . In Figure 6 , the dissolution rate for Case 1 increases at about 32 years, which is close to the theoretical value of 32.8 years for the onset of instability calculated by Equation (8) , suggesting that the numerical errors are close to the infinitesimal theoretical values. Numerical experiments were performed to investigate the sensitivity of onset of convection to grid-block size for cases when the instabilities were driven numerically. Results (not shown here) reveal that for cases with grid Peclet number, less than two solutions are not sensitive to the spatial discretisations. This Peclet number condition is honoured in all computations presented here.
Real geological formation permeability variations may be controlled by depositional and erosional processes (e.g., high-permeability channel deposits) or structural features (e.g., fractures) and are not totally random. However, random permeability variations of low amplitude were used to seed the perturbation. Next, a permeability field with 0.1% random variation was generated (39) . In Cases 2, 3, and 4, simulations were performed with the same spatial discretisation as in Case 1 but with different time steps and numerical schemes to ensure that the instabilities were controlled by variations in the permeability field, and not by numerical perturbations. Figure 6 shows the fraction of ultimate dissolution by the aquifer vs. time, and demonstrates three mixing periods. The first period is Part A, where the dominant process is diffusion, and the rate of dissolution is slow and depends on the molecular diffusion coefficient. The duration of this period depends on the fluid and rock properties. Part B starts with the generation of growing instabilities at the interface and is related to the Rayleigh number of the problem and the magnitude of the heterogeneities. The rate of dissolution in this period is much higher than the pure diffusion process and most of the dissolution happens during this period. Convective mixing distributes the dissolved CO 2 into the formation and stratifies the density gradients. Stratification of the density gradients diminishes the convection velocity and leads to a lower rate of dissolution in Part C. During this period, the density gradients diminish and the convection cells gradually die down. The results for Cases 2, 3, and 4, shown in Figure 6 , have the same permeability variation of 0.1%, but different temporal discretisation schemes. These results demonstrate that the mixing behaviour for these cases does not depend on the numerical scheme but is governed by the magnitude of the permeability variation. The effect of permeability variation is investigated in Case 5. Figure  6 demonstrates that for Case 5, with 0.5% random permeability variations, the time to start the convective mixing is much smaller than other cases.
Case 6 in Figure 6 demonstrates a hypothetical case, in the absence of convective mixing where dissolution is due to diffusion only. Several observations can be made based on the results presented in Figure 6: 1. The dissolution process is initially diffusion-dominated for all cases. The departure from diffusive mixing depends on the magnitude of the permeability variation field; 2. Convective mixing can increase rate of dissolution significantly; and, 3. Formation heterogeneities play a significant role in enhancing the rate of dissolution. From the dissolution curves in Figure 6 it is clear that, for heterogeneous porous media (Cases 2 to 5), the time for the onset of instability is much smaller than that predicted by the theoretical criterion for onset of instability in homogenous formations. The role of heterogeneity on generation of instability and convective mixing is not well understood and requires more attention.
Case Studies for Two Alberta Basin Aquifers
A moderate efficiency coal-fired power plant generates approximately 1 kg of CO 2 per each kWh of generated electrical energy. A number of coal-fired power plants with total capacity of more than 4,000 MW are located near Lake Wabamun in central Alberta, Canada (40) . The capacity of the aquifers in the region to sequester CO 2 needs investigation. The Nisku aquifer is regionally confined by the thick Exshaw aquitard. Law and Bachu (40) used a multicomponent, multiphase reservoir simulator to simulate the geological CO 2 sequestration. In their work, a two-dimensional radial grid was used to simulate CO 2 injection in a single well. Pure CO 2 was injected for 30 years and the injection pressure was allowed to increase to 90% of the rock fracturing pressure. They found that the reservoir porosity has a small effect on the amount of CO 2 injected, reservoir thickness has a moderate effect, and the absolute permeability has the most important effect. They studied the interactions between the injected CO 2 and the brine over a period of 30 years. Their simulation results showed that within this period most of the CO 2 would migrate to the top.
In this study, simulations are performed using data from Reference 40 to investigate the role of convection and diffusion on the long-term dissolution of the CO 2 after it has migrated to the top, and to provide a rough estimate for the time of dissolution.
First, a vertical cross section of 500 m wide of the Nisku aquifer was selected for numerical simulation. The model geometry and boundary conditions are depicted in Figure 7 and the data are given in Table 4 . It is assumed that by the time injection has stopped, the injected CO 2 has formed a CO 2 cap of thickness 2 m beneath the sealing formation. The cap pressure is allowed to vary with time as CO 2 diffuses into the underlying brine. Brine viscosity is assumed constant (0.5 mPa•s) and, similar to the mechanistic study, 1% increase of density is assumed due to maximum dissolution. Using Equation (7) and the input data for this problem, the Rayleigh number is approximately 429, implying that instabilities should arise.
Simulations were performed using different numbers of grid blocks to examine the role of numerical instabilities. In order to ensure that the numerical perturbations are not the cause of convective mixing, the appropriate Courant and grid Peclet number criteria were honoured and a permeability field with a small random variation of 0.1% was imposed using GSLIB software (39) . It is expected that the permeability variation of the natural setting is more than 0.1%, leading to a faster onset of instabilities. The ratio of vertical to horizontal permeability was taken at 0.30. The results, presented in Figures 8 and 9 , belong to a case where the domain was discretised to 1,000 by 100 grid blocks in horizontal and vertical directions, respectively. The simulation was started with a time step of 0.32 years, which was subsequently controlled based on the model convergence. The maximum time step used in the simulation was one year. Figure 8 shows the evolution of density-driven instability at different times for the Nisku aquifer. Figure 9 shows the dissolution of carbon dioxide in the aquifer vs. time with and without convective mixing. The period of diffusion dominated mixing is about 160 years. Complete dissolution of CO 2 in the aquifer by pure diffusion will take thousands of years, whereas this time is much smaller in the presence of convective mixing. Results given in Figure 9 suggest that in the presence of convective mixing, the aquifer will dissolve more than 60% of its ultimate dissolution capacity in 800 years.
Because of the CO 2 dissolution in the aquifer, the top boundary pressure varies with time. Figure 10 shows pressure variations as function of time for the Nisku aquifer. Pressure at the boundary drops slightly with time during the diffusion period and there is a sharp pressure drop due to the action of convective mixing, which dissolves a large volume of CO 2 into the aquifer.
The above simulation studies consider closed boundaries for the aquifer, after the CO 2 cap is established. In actual cases, as CO 2 dissolves in the aquifer and pressure drops, more water flows inward and partially maintains the pressure. At higher pressures, the aquifer can dissolve more of the CO 2 . It is therefore believed that the above simulations, with closed boundaries, give an upper bound for the time of CO 2 dissolution. To obtain a lower bound for the time of dissolution, a case was run where the CO 2 cap pressure was kept constant. The upper curve in Figure 9 shows a higher fraction of ultimate dissolution for this case and indicates that more of the CO 2 is dissolved if there is a pressure support mechanism in the aquifer. Results reveal that the convective mixing greatly accelerates the dissolution process and the remaining CO 2 in the cap is significantly reduced in the presence of convective mixing and a pressure support mechanism.
Next, CO 2 sequestration in the Glauconitic sandstone aquifer in the Alberta basin was studied. The related data are given in Table  4 (40) . It was assumed that after injection has ceased, the injected CO 2 formed a cap of thickness 1.0 m beneath the sealing formation. Substituting the data for this problem into Equation (7), the calculated Rayleigh number is 14. This is less than the critical Rayleigh number necessary for formation of convective cells, hence it is expected that convective mixing will not occur. Simulation results for a limited size aquifer with varying CO 2 pressure are shown in Figure 11 and indicate that no convective mixing occurs in about 3,000 years of simulation.
For a case of constant CO 2 cap pressure, it is possible to develop an analytical solution for the diffusive mixing process. The governing equation and its initial and boundary conditions are given by: The solution to the above problem is obtained by using the separation of variables method and given by: A numerical simulation was performed using the Glauconitic aquifer data. The domain was discretised to 1,000 × 20 grid block system and a constant time step of 1.5 years was used in the simulation. Figure 11 shows a comparison between the analytical and numerical simulations for the constant CO 2 -cap pressure. Figure  11 shows that the case of constant CO 2 -cap pressure leads to 23% increase in fraction of ultimate dissolution as compared to the time-dependent top pressure. Results for this Glauconitic sandstone aquifer case show that the dominant dissolution mechanism is pure diffusion.
Conclusion
A numerical model was developed to study the dissolution of CO 2 in aquifers. Results indicate that accurate numerical solution of density-driven flow requires satisfying the grid-Peclet and Courant number conditions presented in the paper. This requires very small grid blocks when the diffusion coefficient is small. It is expected that the accurate modelling of CO 2 fingers with their small widths could pose a numerical challenge for field scale simulations. The model presented in this work was validated against a benchmark problem of density-driven flow in porous media. Results show a good agreement between the model and the reference solution. Geological CO 2 sequestration was then simulated in three different aquifer cases with different physical properties. The results show that for two cases, including the Nisku aquifer, convective mixing occurs and significantly improves the dissolution rate of CO 2 . It was confirmed that the onset of free convection predicted by the model agrees well with the theoretical time to the onset of free convection.
Based on the results presented in this paper, the following conclusions about the dissolution of CO 2 into the underlying brine are drawn:
• The diffusion of CO 2 into underlying brine increases its density. The presence of the higher density fluid above the low density fluid can lead to the formation of convective flow fields, which increase the dissolution rate significantly; • For cases that lead to convective mixing, two timescales are important. The first is the onset of instability, and the second is the timescale for convection mixing to distribute the CO 2 throughout the aquifer; • The time to the onset of instability, if it occurs, depends on the Rayleigh number and the heterogeneity of the formation; • The theoretical onset of instability available in the literature is for homogeneous formations and is not applicable for heterogeneous formations. The role of heterogeneity on growth and decay of instability fingers is of practical importance and requires more investigation;
• For the Nisku aquifer case, convective mixing greatly accelerated dissolution of CO 2 . For this case, more than 65% of the original CO 2 was dissolved in 800 years; and, • In the case of the Glauconitic sandstone aquifer case, the aquifer physical properties were such that the convective mixing could not occur. In this case, the dominant dissolution mechanism was diffusion.
