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The inner workings of an intervention can be thought of as a black box when they are not 
investigated directly. Typically researchers do not fully illuminate the black box and 
make assumptions about the presence of underlying processes instead. The current study 
utilizes an adapted five-step framework for the systematic intervention fidelity 
assessment of a motivation-based field experiment. The five-step framework is applied to 
a previously implemented study of student motivation in an introductory psychology 
course. Data irregularities necessitated the introduction of a new method for calculating 
differences in achieved relative strength indices. The intervention was found to be 
implemented with a high degree of fidelity in both of the treatment conditions at micro 
and macro levels of analysis. Based on the results, it appears that the intervention was 
implemented effectively, which allows for conclusions about the intervention‘s impact on 
outcomes without the typical black box assumptions. Ultimately the effects of the 
intervention on outcomes were minimal but consistent with prior research. Based on 
these findings, future implementations should consider more or stronger doses of the 





Assessing Intervention Fidelity in a Randomized Field Experiment: Illuminating the 
Black Box   
  Determining how successful a psychological intervention is can be a difficult 
undertaking. If the hypotheses made about an intervention‘s outcomes are supported, 
researchers assume that the theory is supported and infer that a specific sequence of 
processes has occurred. However, alternative explanations are also plausible (Cook & 
Campbell, 1979) because the set of processes is a black box (i.e., a set of unobserved 
processes underlying an intervention). Because the underlying processes are not directly 
observed, it is up to the researchers to provide a sound argument for the validity of their 
inferences (Kane, 1992). Different methods exist for providing validity evidence, but one 
of the best is arguably reducing how many inferences need to be made. If researchers 
investigate the processes underlying an intervention (i.e., assesses intervention fidelity), 
they can reduce the number of assumptions made and illuminate the black box. 
 The current study is a method-substantive synergy (Marsh & Hau, 2007), 
meaning that it extends both research methodology and substantive knowledge at the 
same time. The primary focus of this study is to investigate the level of fidelity within a 
randomized field experiment
1
 (Hulleman, Kosovich, Barron, & Daniel, 2012). It adds to 
the methodological literature by providing a demonstration of fidelity assessment while 
also proposing an alternative fidelity index. In addition, this study extends the substantive 






The Interventionist’s Dilemma  
The black box. The black box refers to a set of unmeasured processes that occur 
during the course of an intervention. Researchers often infer that the processes occur by 
examining outcomes instead of measuring the processes directly. The black box (see 
Figure 1) contains both intervention processes that represent the components of the 
intervention itself (e.g., writing prompts, behavioral activities) and psychological 
processes that represent the affective or cognitive process evoked during the course of the 
intervention (e.g., focused attention, elaboration).  Ultimately, the question is whether or 
not these processes occurred and, by extension, whether or not the intervention was 
implemented correctly (Dobson & Cook, 1980; O‘Donnell, 2008).  If an intervention was 
implemented incorrectly, its underlying theory was never tested and so can be neither 
supported nor rejected. By illuminating the black box through intervention fidelity, 
researchers can be more confident about the effectiveness of their interventions. 
  A black box example: The utility intervention. Hulleman and colleagues have 
developed an intervention to increase student motivation and learning in academic 
settings (e.g., Hulleman & Harackiewicz, 2009; Hulleman et al., 2010). Based on the 
expectancy-value framework (Eccles et al., 1983), the intervention changes student‘s 
perceptions of the value of a particular academic topic (e.g., statistics). In particular, this 
intervention helps students see the relevance and usefulness of the topic they are learning 
(i.e., utility value) for their current lives or future goals. Students who see more value in 
their coursework are theorized to become more engaged in learning, learn more, and 





In a series of laboratory and field studies (Hulleman et al., 2010; Hulleman & 
Harackiewicz, 2009; Hulleman, Kosovich, Barron, & Daniel, 2012; Kosovich, Durik, & 
Hulleman, 2011; Schechter, Durik, Miyamoto, & Harackiewicz, 2011), participants were 
randomly assigned to write essays that related material they were learning to their own 
lives (i.e., utility essays) or to simply summarize the material (i.e., control essays).  For 
example, students in a statistics course may write an essay about using knowledge from 
class to make informed decisions as a consumer. The logic of this utility essay is that by 
actively connecting new information to a real world situation (an intervention process), 
students will see greater utility in that topic (a psychological process) which will lead to 
increased course performance (Gentner, Loewenstein, & Thompson, 2003; Gick & 
Holyoak, 1980; Gick & Holyoak, 1983). Whereas the utility essay was theoretically 
designed to change student perceptions about the course material, the summary essay was 
designed to mimic an activity that one might typically find in a classroom.  
The results of two of these studies revealed a stark contrast (Hulleman & Cordray, 
2009). The intervention delivered in the laboratory (Study 1, Hulleman et al., 2010) with 
college undergraduates  yielded a significant main effect of condition—participants in the 
treatment group reported significantly higher perceptions of usefulness (i.e., beliefs that 
what they were learning was applicable in real life) than participants in the control group 
(β = .19, p = .05). However, the intervention delivered in the classroom (Hulleman & 
Harackiewicz, 2009) produced a much weaker effect—there was almost no difference 
between the control and treatment groups
2
 (β = .08, p = .12). Given the conflicting 
evidence, it might seem difficult to determine which situation accurately represents the 





processes (i.e. the writing prompt) and the psychological processes (i.e. changing 
perceptions of course material). Without examining the extent to which the intervention 
was implemented, it is unclear whether the intervention is simply less effective in the 
classroom, or whether differences might be due to differing levels of underlying 
processes. 
Intervention Fidelity 
If the black box hides the underlying processes of an intervention, then 
intervention fidelity assessment is like the flashlight used to reveal those processes. 
Broadly speaking, intervention fidelity is the extent to which an intervention aligns with 
its theoretical design (Dane & Schneider, 1998; O‘Donnell, 2008). The correspondence 
between the theoretical intervention and the implemented intervention, however, is an 
assumption rather than a property. In order to know whether the intervention was 
implemented, fidelity needs to be assessed. In the case of the utility intervention, vastly 
different results were obtained in the lab and field when students wrote utility essays. 
Assessing fidelity confers additional benefits by forcing researchers to present a 
detailed description of their protocols. Several domains (e.g., clinical psychology, applied 
behavior analysis) have uncovered that specific methodology reported in journal articles 
is often insufficient for the accurate replication of studies (Bond, Evans, Salyers, 
Williams, & Kim, 2000; Dusenbury , Brannigan, Falco, & Hansen, 2003; Mowbray, 
Holter, Teague, & Bybee, 2003; McIntyre, Gresham, DiGennaro, & Reed, 2007).  By 
assessing (and reporting) intervention fidelity, researchers can facilitate future replication 
of their studies. The current study focuses on two of many perspectives which enable 





Importantly, these perspectives are not mutually exclusive and may overlap to different 
degrees. 
Component perspective.  The first perspective suggests that all interventions 
have a set of core components (Bellg et al., 2004; Dobson & Cook, 1980; Fixsen et al., 
2005).  These core components represent the ―essence‖ of the intervention, and the loss 
of any one of them should theoretically weaken the expected outcomes.  Think of the 
components as mechanical pieces of an engine; for an engine to work well, all of the 
pieces need to be in place.  The need to accurately and precisely define all of the relevant 
processes within an intervention has been emphasized in health science fields (Baer, 
Wolf, & Risley, 1968; Kutash, Cross, Madias, Duchnowski, & Green, 2012; McIntyre et 
al., 2007; Mckenna, Rosenfield, & Gravois, 2009) and more recently in the field of 
educational research (Hulleman, Rimm-Kaufman, & Abry, in press; O‘Donnell, 2008; 
Powell, Steed, & Diamond, 2009; Schulte, Easton, & Parker, 2009; Snyder, Vuchinich, 
Acock, Wasburn, & Flay, 2012).  Measuring core components aids in the proper 
specification of a theoretical framework.  Mere knowledge of the presence or absence of 
a component provides invaluable diagnostic information about an intervention (Kearney 
& Simonelli, 2006).  The component perspective helps to illuminate the black box and 
observe an intervention‘s inner workings.   
Dimensional perspective.  The second perspective for determining fidelity 
examines the degree to which an intervention emulates its theoretical conceptualization 
across several dimensions: exposure, adherence, quality, responsiveness, and 
differentiation (O‘Donnell, 2008).  Investigating these dimensions allows researchers to 





between groups) and absolute terms (e.g., from the ―ideal‖ intervention; Hulleman & 
Cordray, 2009). 
One dimension, exposure, describes the quantity of intervention available to 
participants (Dane & Schneider, 1998; Dobson & Cook, 1981).  This dimension is 
concerned with whether or not the intervention was received.  It is important to note that 
exposure is not an all-or-nothing dimension; individuals can receive varying degrees of 
intervention exposure.  The measurement of this dimension can help researchers identify 
the minimally sufficient quantity of the intervention necessary to effect change.  A 
number of different methods have been used to measure the availability of the 
intervention including: yes/no (Gerstner & Finney, 2012), number of sessions (Hulleman 
& Cordray, 2009), or total time engaged with the intervention (Dobson & Cook, 1981).   
The next dimension, adherence, determines if the intervention protocol was 
followed (Century, Rudnick, & Freeman, 2010; Dane & Schneider, 1998; Moncher & 
Prinz, 1991; O‘Donnell, 2008).  Both of the studies described previously required 
students to write about the relevance of class material; however, if researchers decided to 
have students participate in a different activity (instead of an essay) they would not be 
adhering to protocol.  Although adherence may sound like another word for the 
component perspective, it offers more fine-grained information.  Failure to adhere could 
mean that no essays are written at all—or it could mean that the essays written were on a 
different topic such as how much the student likes the class.  The inclusion of the 
adherence dimension emphasizes the need to consider exactly what each part of the 
intervention process entails.  Adherence has been measured by behavioral observation 





Another dimension of fidelity, quality, investigates how close the delivery of the 
intervention is to ideal circumstances (Dane & Schneider, 1998; O‘Donnell, 2008).  All 
of the steps of an intervention can be adhered to but poorly implemented.  For example, 
imagine that researchers give essay prompts to students, but use complicated and 
confusing directions. If quality directions are not provided, the intervention may fail to 
elicit the correct processes.  Measures of quality have been conceptualized both as 
qualitative measures of individual implementers (Dane & Schneider, 1998) as well as the 
proximity of an implementer to a theoretical ideal (Century, Rudnick, & Freeman, 2010).  
Measuring quality can be difficult because the ideal is an abstract concept to 
operationalize.  However, past research has quantified this dimension through teacher 
self-report and observational data (Hulleman et al., in press), and could be bolstered by 
measures of participant perceptions as well. 
The next dimension, responsiveness, is concerned with the extent to which 
participants engaged the intervention as expected (Dane & Schneider, 1998; O‘Donnell, 
2008).  Unengaged participants can impact outcomes (Hulleman & Cordray, 2009), a 
finding that is not unique to intervention research (e.g., Wise & Demars, 2005).  In terms 
of magnitude, responsiveness is a relatively large dimension of fidelity as participant 
responsiveness can impact all other areas of fidelity discussed thus far.  For example, a 
teacher can assign a utility essay and provide the necessary support, but a participant who 
refuses to engage with the assignment will still not benefit.  Difficulties with participant 
responsiveness may actually impact whether or not implementers can adhere to 





develop protocols for addressing poor participant responsiveness within the intervention 
(Cooper, Heron, & Heward, 2007).  
The final dimension, differentiation, is concerned with whether or not the study's 
conditions are different from each other (Dane & Schneider, 1998; O‘Donnell, 2008). 
The description of differentiation tends to focus on theoretical differences between the 
groups.  Generally, researchers investigating differentiation might consider how aspects 
of an intervention are different than typical procedures during natural conditions 
(Hulleman et al., in press).  For example, if the utility essays are added to a course that 
emphasizes applied use of material, it may not be a meaningful intervention.  If the 
project does not add to the student‘s experience, the utility of the new versus the old 
curriculum is questionable.  Whereas the other dimensions can be measured empirically, 
this dimension is often descriptive in nature.  As a result, measurement of differentiation 
has been somewhat neglected in the fidelity literature (Dusenbury et al., 2003), likely due 
to the focus on theoretical rather than empirical comparison. 
A hybridized perspective. Both the component and dimensional perspectives of 
intervention fidelity help to build supporting evidence. On the one hand, the component 
perspective is particularly focused on construct over- or under-representation. If an 
intervention is missing pieces, or has too much irrelevant content, it is unlikely to 
produce the desired effects. On the other hand, the dimensional perspective allows 
researchers to investigate an intervention more deeply by probing various characteristics 
that could impact effectiveness. While each perspective is useful in its own right, the two 
are not mutually exclusive—researchers can use both perspectives concurrently to 





Hulleman, Darrow, & Sommer, 2012). A more nuanced picture of the intervention can be 
obtained by applying relevant dimensions to each core component, rather than the 
intervention as a whole. The current study utilizes this hybrid perspective of fidelity to 
maximize validity evidence for an intervention. 
Capitalizing on previous research, the current study utilizes an adapted Five-Step 
framework for the systematic evaluation of intervention fidelity (Nelson et al., 2012). The 
Five-Step framework focuses on explicating the intervention at hand by breaking it down 
into its primary processes and measuring those processes effectively to evaluate 
intervention fidelity. The steps are as follows: (1) define the intervention logic models, 
(2) identify fidelity measures, (3) conduct psychometric analyses, (4) conduct within- and 
between-group fidelity analyses, and (5) link fidelity to outcomes where possible.  In the 
original framework, step four focused on combining fidelity measures into composites. 
The creation of fidelity composites was subsumed by step three in the adapted framework 
as a method of increasing the psychometric quality of fidelity measures. Instead, step four 
in the current version of the framework emphasizes the need to assess the adequacy of 
fidelity at different levels of analysis.  
Step one: Define the intervention logic models.  Step one of the framework 
involves the explication of the focal intervention. Researchers can begin by creating a 
graphical depiction—similar to a path diagram (see Figure 2)—of the core components of 
the intervention (Nelson et al., 2012). The change logic model is a conceptual 
representation of the intervention organized in the theoretically causal order of events.  
Once the change logic model has been defined, it aids researchers in developing 





what indicators the researchers deem important for measuring the core components 
(Nelson et al., 2012; W.K. Kellogg Foundation, 2004).  Development of the operational 
model involves the specification of facets of each core component. Facets can be thought 
of as subcomponents that represent different parts of a single core component. For 
example, consider that when students write about relevance in the utility intervention, 
they could vary on whether or not they completed the intervention or the quality of the 
essay.  
Step two: Identify fidelity measures.  After specifying the operational model 
and core components, it is necessary to compile measures of the associated facets (Nelson 
et al., 2012).  The change and operational models provide researchers with a map and an 
organized inventory of what needs to be measured during the intervention.  Direct or 
indirect measures should be obtained or developed for each facet.  As discussed with the 
dimensional perspective, each facet indicator can be measured through observational data 
(live, via recording, or permanent product), self-report data (from implementers or 
participants), data logs, or any number of other instruments.  Inclusion of this step allows 
researchers to keep in mind those measures that are necessary for their study, as well as 
identify measures that will not be useful.  
Step three: Conduct psychometric analyses.  Once measures are identified, it is 
necessary to determine the psychometric properties of those measures (Nelson et al., 
2012). As with any measure, the use of instruments that produce reliable and valid scores 
is absolutely critical to generating useful data.  The importance of reliability cannot be 





and replicable (Traub & Rowley, 1991).  Without good reliability, the scores produced 
cannot be interpreted as accurate representations of focal constructs. 
A number of different types of reliability estimation exist depending on the 
methodology and specification of each individual study.  The most common index of 
reliability is Cronbach‘s Alpha (α) which is an index of the internal consistency of the 
items in a scale.  Essentially this internal consistency is a measure of how items on a test 
correlate with other items (Traub & Rowley, 1991).  It‘s important to recognize, 
however, that α rarely meets its necessary assumptions and is often biased.  A more 
accurate method of calculating is to use the confirmatory factor analysis framework to 
calculate coefficient omega (ω), in which random measurement error has been accounted 
for (Yang & Green, 2011). 
Combining variables when necessary. If scores are deemed sufficiently reliable 
and valid, indices can be combined to form higher-order indices for each component.  
The choice to combine indices depends on the complexity of the study and the number of 
indices involved.  Small studies with relatively few indices may not need to combine 
indices.  However, in larger fidelity models with many indicators, it may be necessary to 
combine indices for maintaining statistical power, comparing components, model testing, 
and avoiding multicollinearity.   
Combining variables causes a loss of individual information—a combined 
variable represents an emergent variable system in which values are the sum of all 
variables at once.  In addition, combining indices can be difficult because of different 
metrics.  For example, it would be improper to average a binary (0, 1) variable and a 





drastically different amounts of information to the composite. In this case, a one point 
increase on a measure of interest would need to be equivalent to the difference between 
two groups to meaningfully combine the two variables directly.  One solution to this 
problem is the use of multivariate statistics, such as multivariate analysis of covariance 
(MANOVA), which confer several advantages to researchers studying fidelity. 
First, the purpose of MANOVA is to determine if a set of variables can accurately 
predict group membership (Weinfurt, 1995).  The analysis derives a weighted linear 
composite of variables to maximize group separation; the better a variable is at 
differentiating groups, the heavier the weight it receives.  As such, the composite 
represents a profile for each group based on the set of variables of interest.  The most 
useful part of MANOVA for a fidelity researcher is not the statistical test itself, but the 
composite (i.e., super DV) that is created.  The resulting composite may then be able to 
be used as a single variable representing the global fidelity of a model.  
A second benefit to the use of MANOVA is that it can essentially provide another 
measure of treatment strength.  As discussed previously, the last dimension of fidelity 
(differentiation) is often theoretical rather than empirical.  However, the MANOVA 
framework provides an empirical check for condition differentiation—especially in a 
hierarchical design as is being employed in this study.  Recall that differentiation is 
concerned with substantive differences in fidelity between experimental groups.  
Furthermore, some core components are expected to be present in all conditions whereas 
other core components are only present in treatment groups.  MANOVA allows a 
researcher to test both of those concerns.  First, the omnibus MANOVA test can inform 





Analysis; Enders, 2003, Huberty & Morris, 1989), provide further information by testing 
group differences.  In fact, researchers should be able to foreshadow differences because 
the groups were designed to be different. In the case of multiple treatment groups, the 
treatment groups should be more like each other than they are the control group. If the 
groups were designed to be different, then the designers should be able to hypothesize 
what group differences exist. 
 In keeping with the APA‘s recommendations to use minimally sufficient 
techniques in the analysis of data (APA, 2009), MANOVA is not necessarily 
recommended for all fidelity studies.  However, the appropriate use of MANOVA can 
grant several benefits to fidelity researchers with certain research designs.  MANOVA 
can be used to provide summary indices for each core component if those indicators are 
continuous; it can test if fidelity to each indicator can reliably separate groups; it can be 
used to empirically test condition differentiation; and it can be used to produce a global 
fidelity index for the entire intervention which can be used in higher-order analyses. 
Step four: Conduct within- and between-group fidelity analyses.  If the 
fidelity measures have been deemed psychometrically acceptable, researchers can then 
begin the fidelity analyses. Within-group descriptive analyses involve investigating the 
levels of fidelity in each condition.  For example, fidelity can be determined by 
computing the average value of a particular fidelity measure, or by computing the 
proportion of fidelity relative to the total possible fidelity on that measure. Once the 






Achieved relative strength. Between-group contrasts, or comparisons of fidelity 
levels in one group relative to levels of fidelity in another group, can be conducted 
through the use of an Achieved Relative Strength Index (ARSI; Hulleman & Cordray, 
2009; Hulleman et al., in press).  Several different methods are available for calculating 
ARSI. The easiest method is to compare average differences between components. 
Another method involves comparing binary complier indices, which can be calculated 
based on either a cut score chosen by the researcher. A dichotomous variable is then 
created with participants who score above the cut-off receiving a value of 1 (treatment 
compliers) and those who fall below the cut-off receiving a value of 0 (non-compliers).  
Finally, researchers can calculate absolute fidelity indices, which determine the achieved 
proportion of total possible fidelity to a component (i.e., what proportion of participants 
reached maximum fidelity for a component). Comparing ARSI values allow researchers 
to determine the treatment strength of an intervention.  For example, if fidelity 
differences between a treatment and control group are very small, the strength of the 
treatment, as implemented, is small. Small treatment strength is likely to result in small 
intervention effects.  Measuring treatment strength allows researchers to gain confidence 
that effects will be found if the intervention theory is correct. In addition, low treatment 
strength due to low levels of fidelity will limit the conclusions that can be drawn about 
intervention effectiveness. For example, if students in the utility intervention do not write 
about relevance, a researcher cannot conclude that the intervention does not work.  In 
essence, achieved relative strength provides another validity check for an intervention.  
Achieved relative strength can provide an estimate of the strength of a particular 





component or condition. Local fidelity refers to the more granular measures of fidelity 
that represent a single core component.  Local fidelity assessment allows researchers to 
determine whether or not some core components were implemented more completely 
than others, and by how much.  Global fidelity refers to a more general measure of 
fidelity that represents the entire intervention.  Global fidelity, using combined indices, 
allows researchers to determine whether or not the intervention as a whole was 
implemented sufficiently. Again, the use of an experimental design allows for 
comparison of global fidelity across conditions. Once an intervention has been 
disassembled into its core components, local measures of achieved relative strength can 
identify which facets were more strongly implemented in the treatment relative to the 
control condition.  
The within- and between-group fidelity analyses are the centerpiece of an 
intervention fidelity assessment. This step in the framework allows researchers to 
determine whether or not their intervention was implemented at an acceptable level of 
fidelity. By investigating the degree of fidelity to the theoretical intervention, researchers 
build stronger validity arguments for their conclusions about their intervention. 
Step five: Link fidelity to outcomes.  As has been demonstrated, a significant 
amount of work can be done to analyze fidelity without investigating the relationship to 
outcomes.  However, Step Five is critical for fidelity assessment to be used for its full 
potential—it allows a researcher to determine if fidelity matters for an intervention.  
Theoretically, an intervention‘s impact on outcomes should increase as fidelity increases 
and result in appropriate correlations between fidelity measures and outcomes.  The final 





part involves conducting descriptive and inferential analyses using the fidelity data and 
outcomes.  Descriptive analyses include tabulating means and standard deviations of 
fidelity and outcome variables by condition. Correlations among fidelity indices, 
outcomes, and mediators should also be examined. Inferential analyses can be conducted 
in any number of analytic frameworks.  The current study will use multiple regression 
and mediation analysis (Baron & Kenny, 1986) to assess the importance of fidelity in the 
focal intervention.  Linking indices to outcomes can provide several pieces of useful 
information. 
 Interventions are typically designed to impact outcomes through specific 
processes.  Measures of individual core components can be included in analyses to see 
which processes can uniquely predict the outcome.  The explication and measurement of 
these processes allows a researcher to test if these components actually do affect 
outcomes in the expected manner. 
 If participant demographic information or pre-measures of variables are included 
in a study, fidelity researchers can evaluate if certain factors predict fidelity.  For 
example, it may be possible that participants with high levels of incoming value are more 
likely to exhibit high levels of fidelity.  This type of analysis can provide additional 
diagnostic information for determining how effective an intervention may be in the 
future.  For example, some interventions may be able to identify risk factors for 
participant noncompliance. 
 Third, mediation analyses can be used to determine if fidelity actually mediates 
the effectiveness of the intervention (MacKinnon, Lockwood, Hoffman, West, & Sheets, 





variable and the condition variable are used to predict an outcome. Mediation analysis is 
essentially a statistical test of whether or not the predictor affects a mediator so strongly 
that its effects on the mediator are carried over to the outcome. Either full or partial 
mediation can be observed. Full mediation exists when the predictor is only related to the 
outcome because both the predictor and the outcome are related to the mediator. For 
example, if initial student self-efficacy strongly affects fidelity, fidelity strongly affects 
interest, and self-efficacy has no effect on interest, it is possible that the self-efficacy only 
affects interest because it alters levels of fidelity. Partial mediation exists when the 
predictor and outcome are both related to the mediator as well as to each other. For 
example, full mediation will exist in this study if experimental condition predicts fidelity, 
and fidelity predicts utility value, but experimental condition does not affect utility value. 
If effects of the intervention are fully mediated by fidelity, there is strong evidence that 
fidelity matters.  If observed changes are partially mediated by the fidelity, there may be 
somewhat weaker evidence that fidelity matters.  Finally, if fidelity does not mediate the 
effect of conditions, there is evidence that fidelity, as assessed, does not matter.  
In complex studies, these analyses may become bulky and difficult when a large 
number of fidelity indicators are present.  However, the benefits of using MANOVA can 
be more fully appreciated here.  The production of a global composite serves a unique 
purpose in linking fidelity to outcomes by providing a summary variable representing 
fidelity as a whole.  If it turns out that fidelity across indicators and components is 
relatively similar, the MANOVA composite can be a single variable that represents a 
much larger number of indicators. This is important as it will conserve statistical power 





(which may be highly multi-collinear), a single indicator can be used thus preserving 
degrees of freedom in the analyses. By using MANOVA to produce a fidelity composite, 
researchers are able to distill a larger number of indicators into single variable. 
An additional benefit of the global MANOVA composite is that it is designed to 
maximize group separation, meaning that it may also be used in place of the condition 
variable.  Although this may not be useful in all instances of fidelity assessment, the use 
of a hierarchical design essentially places the conditions on a spectrum—a spectrum that 
is quantified by the MANOVA composite.  We can therefore determine what values on 
the composite are indicative of changes in outcomes and what values are not.  As a result, 
based on fidelity indicators, researchers may even be able to determine how much fidelity 
is enough to cause an impact.   
In summary, the Five-Step framework provides a useful and systematic way to 
assess intervention fidelity in a relatively complex study.  Its use helps to clarify the 
conceptual model of an intervention.  It also allows researchers to organize and identify 
indicators needed to measure fidelity at a local and global level. The framework also 
emphasizes the investigation of reliability and validity information to maximize the 
usefulness of measures.  The recommendation to combine indices further emphasizes the 
need for good measurement practice and optimization of statistical techniques.  Finally, if 
the first four steps have been effectively executed, the fifth step allows researchers to test 
whether or not fidelity affects outcomes at all. As a result, the five-step framework 
combines theoretical, methodological, and analytical approaches to bolster the validity 






 Determining whether or not fidelity is adequate is ultimately validity question. 
Once an intervention‘s purpose has been defined, it is up to the researcher to present a 
sound defense of the inferences drawn from intervention (Kane, 1992).  The concept of 
underlying processes that drive intervention research is not a new idea. In fact, a 
manipulation check is familiar to many experimental psychologists.  Manipulation checks 
are a common way in which researchers delve into the black box—they can partially 
measure intervention processes or psychological processes. By including manipulation 
checks in research, slivers of evidence supporting the underlying processes of the 
intervention can be garnered. A stronger validity argument, however, requires more 
detailed information than a simple manipulation check. Whereas fidelity assessment 
could be described as a flashlight used to illuminate the black box, a manipulation check 
could be described as striking a single match. In some cases, a comprehensive 
manipulation check could be considered a fidelity analysis; the distinction is primarily in 
how detailed the intervention is being examined. The five-step framework provides a 
cohesive method in which different manipulation check methods are synthesized to 
provide a comprehensive picture of the black box. Systematic measurement of all of the 
theoretically important intervention processes illuminates the black box more fully with 
four types of validity evidence (Barron, Brown, Egan, Gesualdi, & Marchuk, 2008; 
Shadish, Cook, & Campbell, 2002). 
Construct validity.  The first type, construct validity, examines the ―accuracy 
and strength of a construct (Barron et al., 2008, p. 57).‖ Construct validity is concerned 





conceptual boundaries (Cronbach & Meehl, 1955). Researchers can examine if measures 
of the construct are related to each other and whether the construct relates to other 
constructs in theoretically appropriate ways.  Illuminating the black box allows 
researchers to investigate how well the intervention is operationalized.  Interventions are 
typically developed with a theoretical model in mind.  The investigation of underlying 
processes of the intervention forces researchers to specify theory.  For example, 
participants in the utility intervention are supposed to write about the usefulness of class 
material.  If researchers discover that participants are not writing about relevance, support 
for the intervention‘s construct validity is weakened.  Furthermore, intervention processes 
are supposed to be related in specific ways (e.g., students who write about relevance 
should report higher perceptions of usefulness).  If these processes act independently, 
support for the intervention‘s construct validity is weakened.  Illumination of the black 
box allows researchers to investigate these processes and more effectively support the 
intervention‘s construct validity. 
Internal validity.  The second type, internal validity, examines the accuracy of 
cause and effect relationships between variables in the study (Barron et al., 2008; Cook & 
Campbell, 1979; Shadish et al., 2002).  Evidence for internal validity can be garnered by 
examining the specific conditions for causal inference (for a full discussion see Cook & 
Campbell, 1979; Shadish et al., 2002).  Ultimately, there are three conditions that must be 
met for causality to be inferred: (a) a relationship between the variables of interest, (b) 
temporal precedence of the cause preceding the effect, and (c) a lack of plausible 
alternative explanations.  Typically the second condition is determined by research design 





bolstering evidence for the third condition by showing the hypothesized causes in action.  
Support for internal validity allows researchers to conclude that interventions are working 
in the theorized sequence of events.   
 Illumination of the black box allows researchers to determine support for internal 
validity as well. Cause-and-effect relationships cannot exist if a causal element is not 
present. If researchers can determine that the cause exists, they can then determine 
whether or not the cause is related to the effect.  If the processes are unrelated, support 
for the intervention‘s effectiveness is weakened.  In addition, intervention processes are 
expected to occur in a specific sequence.  If researchers discover that the processes do not 
proceed in the hypothesized order, support for the intervention‘s effectiveness is 
weakened. Finally, investigating the black box allows researchers to determine when 
causal elements are present in experimental conditions. If the majority of causal elements 
are present in both control and treatment groups, there may be unidentified alternative 
explanations for the interventions effectiveness.  For example, if it turns out that the the 
utility intervention had positive effects because of increased memorization rather than 
higher perceived relevance, the causal element could be present in the control and 
treatment groups. Although students may only receive homework-related feedback in the 
treatment condition, control feedback may still trigger the benefits of individualized 
attention. Illumination of the black box allows researchers to formally investigate the 
conditions of causality. 
External validity.  The third type, external validity, examines the extent to which 
the results of a study are generalizable to other settings (Barron et al., 2008; Shadish et 





and individual characteristics.  If the environment harbors no idiosyncrasies or unique 
circumstances, it is more likely to represent a typical environment.  Similarly, if 
participants are fairly representative of the population, researchers can be more confident 
that the intervention can generalize to other groups that also share similar characteristics.  
It also sets groundwork for detailed methodological descriptions that other researchers 
can easily replicate. 
Analogously, illuminating the black box allows researchers to observe how 
environmental and individual factors interact with the intervention.  Investigation of 
environmental characteristics forces researchers to specify appropriate settings for the 
intervention.  If the intervention does not function in a specified setting, support for the 
intervention‘s effectiveness is weakened.  Interventions are also expected to impact 
certain populations.  If researchers discover that the intervention does not affect those 
populations, support for the intervention‘s effectiveness is weakened. Furthermore, 
investigating the black box allows researchers to determine which processes are 
necessary for an intervention and which are not. Finally, by measuring the various 
(environmental and intervention) processes that make up an intervention, researchers can 
facilitate replication studies by more-effectively communicating intervention protocol. 
Illumination of the black box facilitates intervention generalization by providing more 
specific information about where, when, and for whom an intervention can function 
effectively.  
Statistical conclusion validity.  The fourth type, statistical conclusion validity, 
examines the accuracy of interpretations drawn from analyses (Barron et al., 2008; 





be garnered by appropriate use of the employed statistical methods.  Statistical techniques 
rely on assumptions for correct use and are more reliable when those assumptions are 
met.  When testing theoretical models, correct model specification is critical; 
misspecification of models can result in serious biases. For example, if the effectiveness 
of the intervention is affected by student writing ability, writing ability needs to be 
factored into analyses lest the model is misspecified and statistical parameters are biased. 
Furthermore, the inclusion of relevant information allows researchers to explain more of 
the systematic error involved in measuring psychological constructs.   
Illuminating the black box also allows researchers to make stronger claims about 
conclusions drawn from the intervention through statistical methods.  At the very least, 
measures of intervention processes can be included in outcome analyses to reduce 
―noise‖ in the data, which results in increases statistical power (Bellg et al., 2004). 
Moreover, the differences between experimental conditions are expected to drive 
intervention effects. For example, the utility intervention is supposed to work because 
students are prompted to write about relevance, which is different than a typical 
assignment. Investigating intervention processes can provide researchers with evidence 
that the treatment is quantitatively and qualitatively different from the control. Thus, 
measuring the difference between conditions provides increased confidence that the 
expected effects will be found if they exist. Researchers that investigate the black box can 
also be more confident in their statistical conclusions.  
Validity in sum.  In his review of validity theory, Lee Cronbach said ―A 
performance is not explained until someone identifies the processes that generated it‖ 





in several ways. First, fidelity assessment can help to ensure that all the processes are 
present and functioning as expected (i.e., construct validity; Bauman, Stein, & Ireys, 
1991).  Second, fidelity can aid investigation of the processes that are hypothesized to 
cause change (i.e., internal validity; Cook, & Campbell, 1979; O‘Donnell, 2008).  Third, 
fidelity assessment can allow researchers to check that processes are the same across 
people and settings (external validity; Barron et al., 2008; Shadish et al., 2002).  Fourth, 
if all of the processes are present and working effectively, measures of fidelity can be 
included in analyses to increase statistical power by reducing background noise (i.e., 
statistical conclusion validity; Barron et al., 2008; Bellg et al., 2004).  Clearly it behooves 
the educational researcher to investigate the black box by assessing intervention fidelity. 
The Utility Intervention Revisited 
As previously reviewed, the utility intervention had drastically different effects 
when it was implemented in the lab compared to the field. Whereas student perceptions 
of relevance increased dramatically in the lab study (Hulleman et al., 2010), increases in 
student perceptions of relevance in the field were minimal (Hulleman & Harackiewicz, 
2009). Without measuring fidelity (i.e., intervention processes), it was difficult to 
conclude that the intervention worked or did not work because evidence supported both 
conclusions. In fact, post hoc investigation of intervention fidelity in the two studies by 
Hulleman et al. (Study 1, 2010; Hulleman & Harackiewicz, 2009), revealed that 
congruence with the intended design was 58% for the lab study and 25% for the field 
study (Hulleman & Cordray, 2009).  These fidelity differences corresponded with 
differences in outcome, with the utility intervention having a larger effect in the lab (g = 





value.  These findings support the idea that degradation in fidelity is one possible reason 
why the intervention was less effective in the field. Such assessment illuminates the black 
box and supports the validity of conclusions about intervention effectiveness. 
In the current study, I use the Five-Step framework (Nelson et al., 2012) to 
evaluate a study that replicates and extends the utility interventions described earlier 
(Hulleman & Harackiewicz, 2009; Hulleman et al., 2010; Kosovich et al., & 2011).  This 
replication was implemented as a randomized field experiment in an introductory 
psychology course over a 15 week semester (complete details about this study, including 
analyses of outcomes, can be found in Hulleman et al., 2012). Students were randomly 
assigned to three different conditions: a control or one of two treatments. All students 
were asked to write two essays depending on their experimental condition. The essays 
were meant to be a treatment in which students connected new material to their every-day 
lives. An important aspect to note is the fact that the conditions included were 
hierarchical—that is, each condition contained all of the components of the less complex 
conditions as well as an additional component.  As will be demonstrated, this hierarchical 
intervention design is ideal for measuring fidelity as well as understanding the processes 
purported to underlie the intervention. 
The two treatment conditions were distinguished by the presence of an additional 
prompt. The first treatment (Utility Condition) only required students to describe the 
relevance of course material in an attempt to facilitate student perceptions of utility value. 
This utility condition replicated previous versions of the intervention by having students 
complete a relevance essay meant.  The second treatment (Self-Regulation Condition) 





Brandstatter, 1997).  Because one possible reason for the relevance essay‘s effectiveness 
is that in causes individuals to identify more connections between course material and 
real-life situations. The goal setting activities in the self-regulation condition were meant 
to increase the number of connections that students made by imposing self-regulatory 
behaviors. By using this adding the goal setting prompts, the current study attempted to 
boost the effectiveness of the relevance essay. As reported in Hulleman et al. (2012), 
however, both treatments yielded small effect sizes.  
The primary goal of the current study is to utilize fidelity assessment to determine 
whether the intervention of interest yielded small effects because it was (a) too weak, or 
(b) poorly implemented. In addition, assessing fidelity will also extend the motivation 
literature through a more in-depth investigation of the intervention and its underlying 
processes (Marsh & Hau, 2007). As a result, the investigation of fidelity will ultimately 
provide information about the intervention and its underlying theory (a substantive 
contribution). At the same time, the need for fidelity in this study adds an adapted version 
of the five-step framework as well as a new method for calculating achieved relative 
strength (a methodological contribution). 
Research Questions 
 An overarching theme guiding the current study is evaluating whether or not 
assessing intervention fidelity can help provide validity support for an intervention. 
Based on this theme, three research questions were posed: 
1) How well was the intervention implemented, both overall (i.e., global fidelity) 





2) Can multivariate statistical approaches be used to empirically test the 
differentiation aspect of fidelity? 
3) Does fidelity impact outcomes? 
Each of the three research questions, in part, can contribute to arguments for validity 
about both the usefulness of intervention fidelity and the effectiveness of the focal 
intervention. 
 Research Question 1: How well was the intervention implemented both 
locally and globally?  The fact that this intervention was conducted within an 
experimental framework means that fidelity measures can be compared within and across 
conditions by assessing treatment strength (Hulleman & Cordray, 2009; Hulleman et al., 
in press).  Both local and global fidelity indices are used to calculate achieved relative 
strength (ARSI), which provides researchers with useful information about how 
effectively an intervention is implemented. 
Research Question 2: Can multivariate statistical approaches be used to 
empirically test intervention differentiation?  The fidelity literature tends to define 
intervention differentiation in theoretical terms, but ultimately it is an empirical question.  
Differentiation addresses whether or not researchers can distinguish between various 
control and treatment groups (O‘Donnell, 2008).  Multivariate statistics are used to test if 
multiple indicators—in this case, fidelity indices—can reliably separate groups on a 
weighted linear composite (Huberty, 1986).  In this instance, the question is whether or 
not the fidelity indices, as a set, can reliably discriminate treatment and control groups. 
This would provide further indication of treatment strength beyond compiling an ARSI. 





multivariate statistics allow researchers to determine if the global fidelity differences 
between groups are larger than would be expected by chance. 
Research Question 3: Does fidelity impact outcomes? Once fidelity has been 
assessed in its own right, those same measures can be included in an outcomes analysis to 
determine if differing levels of fidelity predict corresponding levels of outcomes. Linking 
fidelity to outcomes can provide even stronger evidence for the effectiveness of an 
intervention (or a need for improvements). If an effect of the intervention is observed, 
different levels of fidelity may be related to different levels of outcomes
5
.  The core 
components of the intervention should all contribute, either directly or indirectly, to the 
impact of the intervention—though the weight of contributions should be theoretically 
driven when necessary. Further, to the extent that the fidelity assessment captures all the 
intervention processes, the treatment effects could be mediated by fidelity (Hulleman & 






Participants and Data 
As reported in Hulleman et al. (2012), the intervention was conducted in an 
introductory psychology course during a 15 week semester at James Madison University.  
The sample included 311 students. Eligible students completed both surveys and were 18 
or older (N = 298; 74.2% Female, 61% freshman, 84% non-psychology majors, 84% 
White, 5% African American).  The mean age of participants was 18.7 years.  Fidelity 
data was collected from student essays and self-report responses.  A total of 752 essays 
were coded by raters. 
In this study, the authors manipulated students‘ perceptions of utility value to alter 
self-reported interest and course performance. Data were collected at several major times 
in the following order: 
A. Pre-measures of Motivation (e.g., Time 1 Expectancy) and Performance 
(Exam 1) 
B. Intervention Essays  
C. Post measures of Motivation (e.g., Time 2 Expectancy) 
D. Final Exam 
A psychological process measure related to relevance was included during the pre 
measures, the intervention, and the post measures.  During the second week, participants 
filled out a motivation survey (Time 1 motivation). During the fourth week participants 
took the first exam (Exam 1). The first intervention essay was assigned after students 
completed Exam 1 during the fourth week of the semester. The second essay was 





semester, students completed another motivation survey (Time 2 motivation). Finally, 
during the fifteenth week, students completed their final exams. 
Motivation Measures.  Measures (Hulleman, Barron, Lazowski, & Getty, 2012) 
of expectancy, utility value, and cost were collected twice during the semester (see 
Appendix C). Expectancy was measured using a 4-item scale (e.g., I expect to do well in 
this class).  Utility Value was measured using a 6-item scale (e.g., I can apply what we’re 
learning in this class to the real world).  Cost was measured using a 5-item scale (e.g., 
Unfortunately, I can’t put as much time into this class as I would like).  All self-report 
items used an 8-point Likert-type scale that ranged from 1 (Completely Disagree) to 8 
(Completely Agree).  
In addition to performance, student interest measures were also collected using a 
9-item scale (e.g., I really enjoy this class). This measure of interest has been adapted 
from prior research (Harackiewicz, Durik, Barron, Linnenbrink-Garcia, & Tauer, 2008; 
Hulleman et al., 2010), and is designed to capture students‘ emerging interest in 
psychology (Renninger & Hidi, 2011). 
A three-item measure of connection frequency was also used (e.g., When reading 
a chapter from the textbook, how often do you connect the class material to your life?).  
These items used a 6-point Likert-type scale ranging from 1 (Never) to 6 (All of the 
Time). 
Intervention essays. In the Hulleman et al. (2012) study, students were randomly 
assigned to one of three conditions. The first condition (summary condition) required 
students to write two summary essays (see Appendix A) similar to the summary essays 





2009). These essays were meant to be a control activity that mimicked typical classroom 
activities. Both the second and third conditions required students to write utility value 
essays (see Appendix A) similar to the utility essays described in the example studies. 
Again, the essays were meant to be a treatment in which students connected new material 
to their everyday lives. An important aspect to note is the fact that the conditions were 
hierarchical—the experimental conditions built off of each other such that the most 
complex condition was an extension (rather than alternative) of the previous condition.  
As will be demonstrated, this hierarchical intervention design is ideal for measuring 
fidelity as well as understanding the processes purported to underlie the intervention. 
The two treatment conditions were distinguished by the presence of an additional 
prompt. The first treatment (the utility condition) only required students to describe the 
relevance of course material in an attempt to facilitate student perceptions of utility value. 
The second treatment (the self-regulation condition) however, included a second prompt 
about goal setting activities (Gollwitzer & Brandstatter, 1997). The addition of the goal-
setting prompt was meant to supercharge (i.e., increase the strength of) the utility 
intervention. The self-regulation prompt in the intervention asked that participants report 
three ideas (see Appendix A): (a) when they might think about relevance, (b) what 
obstacles might prevent them from finding relevance, and (c) how they might overcome 
these obstacles.  Previous research on this goal setting exercise showed that identifying 
contingencies to obstacles increased the likelihood that individuals persist at a task and 
produce higher quality work (e.g., Gollwitzer & Sheeran, 2006; Gollwitzer & 





prompted to provide this information, more goal-oriented participants could 
spontaneously write about one or more of the goal setting strategies.  
The Five Step Framework 
Step one: Identify logic models.  Logic models refer to two types of conceptual 
path models used in presenting fidelity assessment plans. As such, they lay out the 
theoretical logic of the intervention. The change model is used to represent what the 
researcher believes is the causal flow of the intervention by its core components. The 
operation model is used to operationalize the core components by specifying what can be 
measured that will represent each component. 
Defining the change model. In deriving the change model from the utility 
intervention, two core components were identified. The first core component is 
relevance. As discussed, asking students to consider new material in the context of old 
material may facilitate increased utility value.  Because both quantity and quality of 
relevance are plausibly important to the development of increased utility value, each was 
included.  Furthermore, because the essays are expected to anchor new material to 
personal relevance, the number of personal pronouns included in an essay may also 
indicate relevance.  Finally, participants were asked to write a specific amount in each 
essay. It is possible that students who wrote less in their essays were less likely to 
produce useful relevance compared to students who wrote more. 
 The second core component is goal setting.  As previously mentioned, three short 
goal setting prompts were included for participants in the self-regulation condition. 
According to the literature on this particular self-regulation technique, even short prompts 





now and the next exam) should represent a strong component of the intervention. As a 
result, participant compliance with all three prompts is indicative of fidelity to this 
component. 
Figure 2a shows the change model for the summary condition which suggests that 
summarizing information should increase academic performance. Figure 2b shows the 
change model for the utility condition and specifies that participation in the utility essay 
should affect both relevance and utility value, which ultimately leads to increased interest 
and better achievement. Figure 2c indicates that the self-regulation condition is similar to 
the utility condition, but it includes another intervention process to bolster the observed 
outcomes.  Identification of the core components and their interrelationships afford 
researchers an early chance to recognize any missing parts of the intervention and 
provides a graphical depiction of the proposed causal model of the intervention. 
Defining the operational model. After defining the core components, component 
facets were identified.  The first core component (relevance) is comprised of five facets, 
number of connections, connection specificity, connection personalization, the number of 
personal pronouns, and number of other pronouns. The second core component (goal 
setting) is comprised of three facets, word count of students identified times to think 
about relevance (Times), word count of students identified obstacles to thinking about 
relevance (Obstacles), and word count of students identified strategies for overcoming 
those obstacles (Strategies). Although word count is primarily a measure of quantity, it 
also provides some information about quality. Both the summary and utility conditions 
did not include a goal-setting component, meaning that a word count of zero indicates no 





essays suggested that people who wrote more tended to have higher quality responses 
(e.g. many responses contained only a word or two). Together, these facets operationalize 
the components of the change model (see Figure 3).  Because this intervention employs 
hierarchical conditions—the more complex conditions are extended versions of the less 
complex conditions—the indicators for the most complex change model are simply 
considered to have values of zero if not included in simpler models.  As a set, the 
indicators of each component give us an idea of the fidelity to that particular component 
as well as diagnostic information. They provide more detailed information about specific 
components which can serve to focus attention when modifying the intervention in the 
future.  
Step two: Identify appropriate fidelity measures.  After defining the 
conceptual framework of the intervention, it was necessary to identify and develop 
measures of the various facets of fidelity. In the focal intervention, a number of measures 
relied on the qualitative analysis of student essays, which necessitated the development of 
a coding rubric (see Appendix B). 
Of the five relevance facets, the first three were measured using the coding rubric. 
First, the number of relevance connections was counted.  A connection was considered to 
exist when a distinct relationship between course material and unrelated material is 
discussed. For example, a connection was ―Now that we have learned about encoding, 
short term memory and long term memory, I studied very differently for this exam than I 
would have in the past‖. Second, connection specificity was included as a gauge of 
response depth and was measured on a 7-point (with half-point increments) ranging from 





states that two or more things--e.g. events, topics—are related and provides a specific 
example). For example, a specific connection would be:  
What made me the most nervous about being a freshman in college was being 
able to pick-up good study habits. After learning and reading about how memory 
works I decided to try and study a few days before our first exam. On the night 
before our exam I went back and reviewed everything I had been studying the 
previous days before and it had felt like I could recall everything very well. 
(Intervention participant, Specificity Rating 3/3)   
Third, connection personalization was also measured. It was included in 
acknowledgement of the fact that connecting material to personal topics may be more 
useful than connecting to abstract topics.  The connection personalization dimension is 
also measured on a 7-point scale and ranges from 0 (Essay contained no connections) to 3 
(Essay contained strong personalization—it is provides a specific instance or example of 
the topic's personal relevance to the person or significant other—e.g., mother, sibling, 
friend—rather than general for everyone--why the content is important for this person in 
particular). For example, a personalized connection would be: 
This material is relevant to my life because a large part of it consists of ways to 
improve memory and retain information. As a freshman, this can be very 
important to me because I am adjusting to college classes and how I study the 
concepts and information from these courses. (Intervention participant, 





One important characteristic to note from the set of essays in the current study is that 
specificity and personalization tended to occur together. Although some essays with high 
personalization and low specificity did occur, they were uncommon. 
The fourth and fifth facets incorporated in the relevance components were draw 
directly from essay text. The fourth facet was the number of personal pronouns in the 
essays. Personal pronouns were all instances of ―I,‖ ―Me,‖ ―My,‖ and ―Mine.‖ The fifth 
facet was the number of other pronouns in the essays. Other pronouns were defined as all 
instances of ―We,‖ ―Our,‖ ―Us,‖ and ―Ours.‖ 
The second component, goal setting, was simply the word count of the responses 
to the self-regulation essays.  The first facet is whether or not the participant identified a 
specific time to think about relevance (Times). An example of Times is: 
I have specific times and places that I can relate psychology back to my life.  
When studying for a class at 6pm in ECL every day I will attempt to rehearse the 
material I learn.  Also, when I am on a social media site throughout the day on my 
phone I will attempt to recall certain events that I want to share with the rest of 
the world.  During each class period I will encode the material that the teacher is 
relaying. (Intervention participant, Word Count 82)   
 The second facet was whether or not the participant identified obstacles to 
thinking about relevance (Obstacles). An example of Obstacles is: 
The thing that will give me the most difficult time with making connections is if I 
think there is not much material to make personal connections with, such as in 
Chapter 1 when it was about the history and contributors to the study of 





cause difficulties in making connections is in class if I am having a hard time 
paying attention, whether it is due to being tired or already having had a hard time 
relating or understanding the material. (Intervention participant)   
  The third facet is whether or not the participant identified strategies to overcome 
obstacles to finding relevance (Strategies). An example of Strategies is: ―When I am 
stressed out I will try to use information in psych to relate to why I am stressed out (what 
part of the brain and emotions)‖ (Intervention participant).The goal setting component 
simply uses word count because it is a minimalistic intervention (i.e. it should have a 
strong impact even with minimal exposure).  
In addition to the two intervention-related components, an additional pair of 
measures was included for the purposes of controlling for group differences. First, the 
average relevance essay word count (as opposed to the goal setting essay word count 
used above) was used to determine if similar amounts of writing is being done in all 
conditions. Second, essay writing quality was also included on the coding rubric 
described earlier. Writing quality was rated on a 7-point scale, half points are used, 
ranging from 0 (No Response) to 3 (Essay contains groups of sentences that are logically 
related and clearly understandable). Although writing quality can be represented with a 
much more detailed set of indicators, this indicator was only meant to provide a measure 
of drastic differences in writing quality, rather than more subtle nuances.   
In all, there are ten separate measures used to capture fidelity in the study. The 
first component, Relevance, is comprised of five facets: Number of Connections, 
Specificity, Personalization, Personal Pronouns, and Other Pronouns. The second 





Finally, two additional control measures are included to account for potential 






The Five Step Framework 
 The five step framework outlined above is useful in systematically guiding 
researchers through a fidelity study. The steps are intended to break the complex task of 
fidelity analysis into a series of manageable pieces. The first two steps in the current 
study, specifying the intervention model and identifying appropriate fidelity measures, 
occurred during the planning and design (methods) portions of the study. After the first 
two steps were completed and data were collected, Steps 3-5 guided the investigation of 
the relevant research questions. 
Step Three: Conduct Psychometric Analyses 
 Evaluating the psychometric properties of the fidelity measures. Step Three of 
the five-step framework specifies that the psychometric properties of any measures used 
must be examined. Because the primary focus of the current study is fidelity analysis, 
reliability and validity evidence for the fidelity rubric is of primary importance. Inter-
rater reliability (using percent agreement) was calculated to estimate how consistent 
raters were at reliably producing ratings of essay elements.  As with scale items, 
determination of reliability is necessary for assessing whether or not raters can 
dependably produce ratings. Poor reliability results in scores that are not interpretable 
because the values depend on situational factors rather than intervention factors. 
A total of 750 essays were rated during the course of this study. Due to the 
number of essays, every essay could not be rated by two people. Instead the author rated 
all of the essays and a series of random samples was drawn from the population of essays 





workshop led by the author. During the workshop, each facet was described and raters 
were provided with representative example essays. Raters also participated in a set or 
practice ratings before they were given access to the primary rating documents. 
Fidelity indices that required reliability estimates include (a) the number of 
relevance connections, (b) the specificity of those connections, (c) the degree of 
personalization of those connections, and (d) writing quality. The other fidelity indices 
(word count, number of personal pronouns and other pronouns) do not require fidelity 
indices because they are observed variables and are assumed to have no measurement 
error; these measures were counted using a computer.  
Because the index values were rubric ratings, a measure of inter-rater reliability 
was necessary to ensure that the assigned ratings were truly representative of essay 
qualities rather than chance. To obtain reliability information for the fidelity indices, 
inter-rater reliability was calculated using adjacent percent agreement. Three types of 
agreement were calculated to maximize the information available about essay reliability, 
Perfect Agreement (i.e. exact matches between raters), Adjacent Agreement (i.e. matches 
within one point on the rubric) and Ballpark Agreement (i.e. matches within 2 points on 
the rubric). I chose to use Adjacent Agreement as the value for which I judged the 
adequacy of inter-rated reliability (Stemler, 2004), but all three types of agreement are 
presented for comparative purposes. Table 1 provides inter-rater reliability estimates 
from the rater training session. 
To get a sense of the accuracy of the ratings, three simple random samples were 
taken from the essay pool and rated by three other raters who were trained to use the 





Raters 3 and 4 each rated 30 essays (about 4% of the total essays available). In addition to 
these essays, a set of 12 essays were rated by all four raters to establish a baseline of 
percent agreement among all raters. By calculating percent agreement among raters for a 
random sample of 20% of the total number of essays, the percent agreement if the entire 
set were rated by multiple raters can be estimated.  
Table 2 provides percent agreement values. Overall, Adjacent Agreement across 
raters was acceptable by commonly reported reliability values
3
 (Stemler, 2004; Frick & 
Semmel, 1978) suggesting that different raters could consistently agree about 83% of the 
time within one point (on a seven point scale) on the fidelity elements. It should be noted 
that this agreement value is somewhat deflated for two reasons. First investigation of 
Rater 3‘s low agreement levels suggests that this rater deviated substantially from the 
rubric agreement (87% agreement without rater 3).  Second the ―number of connections‖ 
category did not have an upper-bound value, meaning that ratings could depart drastically 
from each other. 
Evaluating the psychometric properties of the motivation measures. In 
addition to assessing the fidelity measures used to evaluate the intervention, it is also 
necessary to consider the quality of the other measures included in the intervention. 
Because the motivation measures are part of an in-development instrument, it was 
necessary to examine the instrument‘s factor structure. Factor structure refers to the 
number of constructs present in an instrument. In the focal intervention, Expectancy, 
Utility Value, Cost, and Interest are treated as separate latent factors (or constructs). If the 
theoretical latent factor structure is not plausible, outcomes analyses can be biased or 





treating them as separate is incorrect because they all measure the same construct. CFA 
can be thought of as conceptually similar to fidelity analysis because both procedures are 
used to test if a theoretical concept is present in actual data. To avoid biased results, a 
CFA was conducted to determine whether or not the researcher‘s theoretical factor 
structure matched the actual factor structure (see Appendix D for more details). 
The results supported the theorized four-factor structure of Expectancy, Utility 
Value, Cost, and Interest (see Figure 4). The global fit indices—measures of how good a 
factor structure was on average—were found to be acceptable by conventional standards 
at both pretest, S-B χ
2 
(242) = 700.79, CFI = .96, RMSEA = .08, SRMR = .07, and 
posttest, S-B χ
2 
(242) = 727.95, CFI = .97, RMSEA = .08, SRMR = .06.  The local fit 
indices—measures of how the well the model fit individual items—were also acceptable 
overall (see Table D3). The CFA results supported the use of the motivation measures as 
separate variables in further analyses. 
Reliability. As mentioned previously, several types of reliability were calculated. 
First, reliability indices for the motivation scales were derived from the CFA results 
above. The adjusted reliability index ω, which accounts for random measurement, 
provides a more accurate estimate of internal consistency and has less-strict assumptions 
than the typically reported index Cronbach‘s α (Yang & Green, 2011). Results of the 
CFA yielded reliabilities for all four measures of motivation during the pretest: ωexpectancy1 
= .89; ωutility1 = .92; ωcost1 = .83; ωinterest1 = .91. Results of the CFA also yielded 
reliabilities for all four measures of motivation during the post-test: ωexpectancy2 = .92; 
ωutility2 = .89; ωcost2 = .94; ωinterest2 = .93. All of the reliability estimates represented good 





A measure of reliability was also necessary for the self-reported connection 
frequency at time 1 and time 2. This measure was excluded from the CFA due to a lack 
of theoretical support for its relationship to other variables as well as a small number of 
items. Instead, Cronbach‘s α was computed for Time 1 connection frequency (α = .88) 
and Time 2 connection frequency (α = 84). Again, the α values represented good 
reliability. 
Step Four: Conduct Within- and Between-Group Fidelity Analyses 
(Research Question 1) How well was the intervention implemented both 
locally and globally? To determine how well the intervention was implemented in the 
study, both local and global fidelity were assessed. Local fidelity addresses individual 
components of the intervention (e.g., specificity, personalization, number of 
connections). This micro approach to fidelity allows a researcher to compare differences 
between groups on each part of the intervention. Global fidelity assesses the differences 
between experimental groups on an average fidelity measure. This macro approach to 
fidelity allows a researcher to compare differences between groups on fidelity overall.  
Table 3 contains descriptives for fidelity facets and components for each experimental 
condition. Table 4 contains aggregated descriptives and correlations of the fidelity facets, 
components, and global indices. 
Local fidelity. The first type of local fidelity is the average ARSI which compares 
experimental group means to determine differences in fidelity. Previous research utilizing 
ARSIs suggested calculating the indices using Hedges g (Hulleman & Cordray, 2009). 





 Hedges g is calculated using the pooled standard deviation of the two groups 
being compared; however its calculation assumes relatively similar standard deviations 
and distributions (Kline, 2004). Experimental designs are particularly problematic for 
such assumptions because treatments can cause different distributions and variances 
resulting in a pooled standard deviation that does not represent either group effectively. 
To account for such problems, an alternative to g, Glass‘s Δ, was proposed (Smith & 
Glass, 1976). Glass‘s Δ uses the standard deviation of the comparison group rather than a 
pooled standard deviation because it assumes that the typical standard deviation in non-
experimental settings is more like that of the comparison group. For outcome effect sizes, 
Δ uses the standard deviation from the control group, thus approximating the distribution 
of a group without any treatment. Kline (2004) suggests reporting Δ using each of the 
groups‘ standard deviations because the selection of a comparison group can cause 
drastically different values. For example, in an experiment that has three conditions, Δ1, 
Δ2, and Δ3 would be calculated using the standard deviations of Group 1, Group 2, and 
Group 3 respectively. 
Intervention fidelity is a special case of experimental comparison because it 
focuses on adhering to conditions that are different from normal. Because fidelity 
researchers are interested in the relative difference in fidelity between the treatment and 
control groups, rather than comparing treatment to a baseline condition, the logic of Δ 
becomes reversed. That is, the appropriate baseline condition for understanding 
adherence to the intervention model is the intervention condition (rather than the control 
condition). Thus, the standard deviation of the intervention group will be used in the 











   
Where TxM is the mean of the treatment group with the higher expected fidelity, kM  is 
the mean of the group with the lower expected fidelity, and fs is the standard deviation of 
the highest-order treatment condition (the group expected to have the highest fidelity of 
all treatment conditions). In cases of hierarchical designs, such as the current study where 
there are two or more levels of treatment (utility, and utility + self-regulation), 
researchers should consider calculating Δ using the standard deviation of the most 
complex group (self-regulation condition, or Δ3) rather than the standard deviation of the 
control group (spacing condition, or Δ1). The important distinction between Glass‘s Δ 
and Δf can be made at a conceptual level. The effect size, Δ, was designed to test the 
departure of a condition from a theoretical baseline. For typical experiments, researchers 
are testing departure of a treatment group from a control group. For fidelity studies, 
however, researchers are testing departure of the implemented intervention from the 
theoretical intervention. Because the theoretical intervention does not exist, Δf treats the 
highest order condition as the best approximation of the theoretical intervention. For the 
purposes of the current study, Glass‘s logic was adapted for the fidelity framework to 
produce Δf. 
Table 5 contains the average ARSI values comparing conditions. Of primary 
interest are the effect sizes contained in the Δf column, the other effect sizes are supplied 
for comparative purposes. First, both treatment conditions were expected to be 
approximately equal in the relevance connection facets (number of connections, 





differ substantially from each other on goal setting facets. Writing quality and word count 
were expected to be approximately equal in all groups.  In terms of local fidelity, values 
were mostly in the expected directions. As expected, the utility condition had drastically 
higher values on the three major fidelity indices than the control group: connections (Δf = 
3.29), specificity (Δf = 5.28), and personalization (Δf = 5.31). The utility condition was 
also somewhat higher on word count (Δf = 0.69) and writing quality (Δf = 0.21). 
Although there was a sizeable difference between the control and treatment groups on 
word count, it appeared that the difference was an artifact of the intervention prompt 
rather than intervention effects. During the first dose of the intervention, participants in 
the control group were asked to write ―about 1 or 2 sentences‖ per topic (4 topics) 
presented to them whereas participants in the treatment conditions were asked to write 1 
or 2 paragraphs about a single topic. The differences in prompt instructions appear to be 
the culprit for word count differences because the differences between groups vanished in 
the second intervention dose which indicated a word range. There is virtually no 
difference between the two groups on the three self-regulation components, Times, 
Obstacles, and Strategies.  
The self-regulation condition also had drastically higher values in the three major 
fidelity indices connections, specificity, and personalization as well as somewhat higher 
values on word count and writing quality. The self-regulation condition also had 
somewhat larger values for the three self-regulation measures.  
Finally, when comparing the two intervention conditions, the differences were 
also as expected. The differences between the two groups on word count, number of 





most notable differences between the two treatment groups were on the three self-
regulation measures; the self-regulation condition had higher values in all three instances.  
As a secondary measure of local fidelity, a subset of absolute fidelity indices were 
also calculated using a variant of Hedges g adjusted for proportions (Hulleman & 
Cordray, 2009). Absolute fidelity indices indicated the proportion of people who 
achieved maximum fidelity on a given facet (see Table 6). Given the nature of the 
measures particular to this study, only three facets were used in calculating the absolute 
indices because they were the only measures that had an objective maximum value: 
specificity, personalization, and writing quality. Again, positive results were obtained 
showing expected group differences. Large differences in absolute fidelity were obtained 
when comparing specificity in the utility group (g = 0.87) and the self-regulation group (g 
=0 .83) to the summary group. Similar differences were obtained when comparing 
personalization in the utility group (g = 1.14) and the self-regulation group (g =1.14) to 
the summary group. Also, as expected, the difference in writing quality when comparing 
the utility group (g = -0.09) and the self-regulation group (g =0.07) to the summary group 
was negligible. Finally, when comparing the self-regulation group to the utility group, 
differences in specificity (g =-0.04), personalization (g =-0.01), and writing quality (g 
=0.16) were also negligible. The lack of differences in writing quality is particularly 
important in bolstering the argument that differences in writing quality among groups not 
problematic. 
Global fidelity. The global fidelity indices in the current study may be somewhat 
confusing because they are identical to the core component values. In the current 





the control group (relevance) and a single component that differentiates the two treatment 
groups from each other (goal setting).  In terms of global fidelity, the observed 
differences were also approximately as expected. Both the self-regulation group (Δf = 
3.55) and the utility group (Δf = 3.73) had drastically higher relevance than the summary 
group as expected, and there was virtually no difference between the self-regulation 
group and the utility group (Δf = -.18). When comparing the groups on the Goal Setting 
index, the self-regulation groups was higher than both the summary group (Δf = 2.10) and 
the utility group (Δf = 2.03), whereas there was virtually no difference between the utility 
group and the summary group (Δf = 0.07). 
In addition to the two treatment-specific global indices, a general fidelity index 
(Fidelity) was also calculated that included all of the fidelity indices and control variables 
to get a sense of how groups differed in a very broad sense. Again, groups differed as 
expected with the largest difference being between the self-regulation condition and the 
utility condition (Δf = 2.54) and the smallest difference being between the self-regulation 
condition and the utility condition (Δf = 0.68). 
(Research Question 2) Can multivariate statistical approaches be used to 
empirically test intervention differentiation?  The second major research question 
involved using MANOVA to empirically test group differentiation and construct a 
weighted global fidelity composite. This research question addressed Step Four and part 
of Step Five of the Five-Step framework because it was meant to simultaneously test 
group differences in fidelity and create an empirically weighted composite. As with 
ANOVA, MANOVA has extremely strict assumptions regarding the distribution of the 





assumption violations, violations of multiple assumptions at once can cause extreme 
problems with parameters and type I error rates (Erceg-Hurn & Mirosevich, 2008). 
MANOVA, as an extension of ANOVA, falls prone to similar problems and is not 
recommended when gross violations are apparent (Tabachnick, & Fidell, 2007). 
Unfortunately, after examining the data distribution, MANOVA was deemed 
inappropriate in this instance.  
The first attempt to examine homogeneity of variance and covariance matrices 
failed because of extreme non-normality in the three self-regulation measures. This was 
because the summary and utility conditions had virtually no variance on these measures. 
A reduced MANOVA without the three problematic variables was also performed. Box‘s 
M (a test of homogeneity of variance and covariance) was statistically significant, 
indicating that group matrices were not similar. Box‘s M tends to be overly sensitive to 
minor violations so it is recommended that researchers compare matrix determinants. 
Although there are no strict guidelines governing the comparison of matrix determinants, 
differences of a factor of a million are definitely outside the conventional wisdom that 
values need to be ―within the same ballpark‖ (Huberty & Petoskey, 2000, p. 193). 
Although MANOVA tends to be robust, it seemed unlikely to be able to repel combined 
violations of that magnitude.       
Step Five: Link Fidelity to Outcomes 
(Research Question 3) Does fidelity impact outcomes? After determining that 
intervention fidelity was adequate, the next step in analyses was determining the 
relationship between fidelity and outcomes. These analyses correspond with Step Five in 





investigate the role of fidelity in the effectiveness of an intervention, a combination of 
descriptive statistics and multiple regression was utilized. Multiple regression allows 
researchers to estimate the unique amount of predictive utility a set of independent 
variables has on a dependent variable. In the current study, the independent variables 
included a mixture of control variables (gender, Exam 1, and initial measures of 
motivation, writing quality, and word count), fidelity variables (number of connections, 
connection specificity, connection personalization, Times, Obstacles, and strategies to 
overcome obstacles), and post-intervention motivation.  
Similar to the MANOVA described in the previous section, multiple regression 
relies on a series of assumptions to ensure that estimated parameters and corresponding 
statistical tests are trustworthy (Cohen, Cohen, West, & Aiken, 2003). Also similar to the 
MANOVA described previously, a number of these assumptions were violated resulting 
in problematic results in some cases. First, the form of the relationship between fidelity 
variables with other independent variables, as well as the dependent variables, was non-
linear. Second, when the full sample of participants was used, severely non-normal, 
bimodal data distributions were observed when not controlling for experimental 
condition. Both of the assumption violations described can result in misleading statistical 
tests; the violation of linearity assumption can also result in incorrect parameter 
estimation. Experimental condition was included in the regression analyses in an attempt 
to account for some of the problematic data distributions, but major problems were still 
observed in the form of severe multicollinearity (between condition variables and fidelity 





Rather than conducting analyses on the full data set, a subset of the data was 
analyzed. The control condition was removed (Bloom, 2005) from analyses because 
fidelity to the treatment was nearly non-existent, resulting in extremely low variability for 
fidelity variables.  Even descriptively, the fidelity variables did not appear to be strongly 
correlated to outcomes in any condition. When considering the utility condition (see 
Table 7), of the 42 correlations between fidelity facets and outcomes, only two achieved a 
magnitude greater than .20 (M = .01, Min = -.15, Max = .26). The number of connections 
written in the utility essay was positively correlated to Time 2 utility value (r = .21, p = 
.04) and Time 2 connection frequency (r = .26, p = .01). When considering the self-
regulation condition, (see Table 8) of the 42 correlations between fidelity facets and 
outcomes, only two achieved a magnitude greater than .20 (M = .05, Min = -.14, Max = 
.26). The number of connections written in the utility essay was positively correlated to 
Time 2 utility value (r = .26, p = .01) and Time 2 interest (r = .23, p = .02). Therefore, the 
magnitudes of the intercorrelations between fidelity and outcome variables suggest 
relatively weak predictive power at best. 
One of the major restrictions in the data set is a restriction of range with both 
reported utility value and reported expectancy. In both cases the majority of students 
reported extremely high values of both constructs (expectancy: M = 6.15, SD = 1.15; 
utility value: M = 6.47, SD = 0.82; Hulleman et al., 2012) at the baseline. One 
explanation for this ceiling effect is that the instructor inherently pushed students to see 
the relevance in course material. In fact, the instructor regularly framed lessons in a way 





setting, it may be that there just was not enough room for upward mobility in perceived 
utility value on average. 
Regressions predicting fidelity. Three sets of regression analyses
4
 were conducted 
on the remaining conditions. First, the pre measures (gender, expectancy, utility, cost, 
interest, exam, and connection frequencies) were used to predict each of the fidelity 
facets within the utility and the self-regulation condition. Second, pre measures and 
fidelity facets were used to predict the intermediate outcomes (expectancy, utility, cost, 
and connection frequencies). Third, pre measures, fidelity facets, and intermediate 
outcomes were used to predict interest and final exam scores. Table 9 contains the 
omnibus results for the 13 separate regression analyses predicting levels of fidelity. With 
a few exceptions, pre measures did not predict fidelity facets. 
Table 10 contains multiple regression results predicting the number of 
connections in the utility essays. The regression for the utility condition, F(7, 96) = 0.86, 
p = .54, R
2
=.06, explained a much smaller amount of variance in number of connections 
than the regression in the self-regulation condition, F(7, 97) = 5.52, p<.01, R
2
=.29. An 
interesting contrast is that gender did not predict any unique variance in number of 
connections in the utility condition b = 0.14, β = 0.08, p=.48, sr
2
=.00, but did in the self-
regulation condition, b = 0.60, β = 0.33, p<.01, sr
2
=.09. In addition, cost also predicted 
unique variance in number of connections in the self-regulation condition, b = 0.33, β = 
0.51, p<.01, sr
2
=.08, but not in the utility condition b = 0.17, β = 0.19, p=.12, sr
2
=.00. 
 Table 11 contains multiple regression results predicting the specificity. The 
regression for the utility condition, F(7, 96) = 2.43, p = .02, R
2
=.15, explained a much 





condition, F(7, 97) = 1.03, p = .41, R
2
=.07. An interesting contrast is that expectancy 
predicted unique variance in specificity in the utility condition, b = -.14, β = 0.-.22, p 
=.05, sr
2
=.04, but not in the self-regulation condition b = 0.00, β = 0.00, p=.99, sr
2
=.00. 
Table 12 contains multiple regression results predicting personalization. The 
regression for the utility condition, F(7, 96) = 3.02, p = .01, R
2
=.18, explained a much 
larger amount of variance in personalization than the regression in the self-regulation 
condition, F(7, 97) = 1.50, p = .41, R
2
=.07. Gender predicted unique variance in number 
of connections in the utility condition, b = 0.36, β = 0.29, p<.01, sr
2
=.07, but not in the 
self-regulation condition b = 0.10, β = 0.10, p=.38, sr
2
=.01. In addition, expectancy also 
predicted unique variance in personalization in the utility condition, b = -0.19, β = -0.25, 
p = .02, sr
2
=.05, but not in the self-regulation condition b = -0.03, β = -0.05, p=.63, 
sr
2
=.00. Finally, cost also predicted unique variance in number of connections in the self-
regulation condition, b = -0.14, β = -0.22, p=.05, sr
2
=.04, but not in the utility condition b 
= -.03, β = -.07, p=.55, sr
2
=.00. 
Regressions predicting intermediate outcomes. After determining whether pre 
measures predicted intervention fidelity, pre-measures and fidelity measures were used to 
predict the mediating constructs (expectancy, utility, and cost, and connection frequency). 
Note that some participants failed to complete later-semester measures and so were not 
included in these analyses (eight fewer students in the utility condition and 5 fewer 
students in the self-regulation condition). Table 13 contains multiple regression results 
predicting Time 2 Expectancy. Although the regression for the Utility Condition, F(12, 
83) = 4.88, p<.001, R
2





than the regression in the Self-Regulation Condition, F(15, 85) = 2.68, p=.002, R
2
=.32, 
none of the fidelity facets were statistically significant. 
Table 14 contains multiple regression results predicting Time 2 Utility Value. The 
regression for the utility condition, F(12, 83) = 8.52, p<.001, R
2
=.55, explained 
approximately the same amount of variance in utility value as the regression in the self-
regulation Condition, F(15, 85) = 7.32, p<.001, R
2
=.56. An interesting contrast is that the 
average number of connections in the utility essay predicted a significant amount of 
unique variance in Time 2 utility value in the utility condition, b = 0.25, β = 0.22, p<.001, 
sr
2
=.04, but not in the self-regulation condition b = -0.13, β = -0.09, p=.37, sr
2
=.00.  
Table 15 contains multiple regression results predicting Time 2 Cost. The 
regression for the utility condition, F(12, 83) = 8.52, p<.001, R
2
=.55, explained about 6% 
less variance in cost than the regression in the self-regulation condition, F(15, 85) = 7.32, 
p<.001, R
2
=.56. Furthermore, it appears that writing more about obstacles actually 
decreased self-reported perceptions of cost in the course, b = -.03, β = 0.29, p=.04, 
sr
2
=.03, in the self-regulation condition. Recall that the goal setting facets of fidelity were 
not included in the utility condition regressions because of lack of variance in responses. 
Table 16 contains multiple regression results predicting Time 2 Connection 
Frequency. Although the regression for the utility condition, F(12, 83) = 3.55, p<.001, 
R
2
=.34, explained approximately 7% more variance in expectancy than the regression in 
the self-regulation condition, F(15, 85) = 2.12, p=.016, R
2
=.27, none of the fidelity facets 
were statistically significant. 
Regressions predicting outcomes. Finally, regressions were conducted to 





that some participants failed to complete later-semester measures and so were not 
included in these analyses (eight fewer students in the utility condition and five fewer 
students in the self-regulation condition). Table 17 contains multiple regression results 
predicting Time 2 Interest. The regression for the utility condition, F(12, 83) = 13.75, 
p<.001, R
2
=.67, a similar amount of variance in interest as the regression in the self-
regulation condition, F(15, 85) = 12.63, p<.001, R
2
=.69. However, none of the fidelity 
facets were statistically significant. 
Table 18 contains multiple regression results predicting Final Exam scores. The 
regression for the utility condition, F(12, 83) = 5.42, p<.001, R
2
=.54, accounted for a 
similar amount of variance in final exam scores as the regression in the self-regulation 
condition, F(15, 85) = 4.85, p<.001, R
2
=.55. None of the fidelity facets were statistically 
significant. However, there was interesting contrast, Time 2 expectancy predicted final 
exam scores in the self-regulation condition b = 2.33, β = 0.27, p=.04, sr
2
=.04, but not in 
the utility condition b = -0.27, β = -0.03, p=.63, sr
2
=.00.  
Mediation analyses were to be conducted to test if fidelity mediated the 
relationship between experimental condition and outcomes. However, these analyses 
were not possible because separate regression analyses were run for each group. Without 
the condition variable available for analyses (because each condition was examined 






 As a method-substantive synergy, the current study helps to extend both the 
fidelity and motivation literature in several ways. In terms of fidelity research, one goal 
of this study was to utilize an adapted version of the Nelson et al. (2010) Five-Step 
framework to conduct an intervention fidelity analysis. Whereas the original version of 
the framework neglected an explicit place for fidelity analyses, the adapted framework 
includes descriptive analyses as well as condition contrasts in Step Four. By using the 
adapted five-step framework, researchers can plan a fidelity assessment study (Steps One 
and Two), evaluate fidelity measures (Step Three), analyze the levels of fidelity present 
in a study (Step Four), and connect the effects of fidelity to an intervention‘s outcomes 
(Step Five). In addition to the adapted Five-Step framework, I also present Δf as a new 
method for contrasting average ARSI values which is useful when dealing with 
hierarchical experimental designs. By revising the five-step framework and introducing 
an additional ARSI contrast, this study provides a more powerful methodology of 
assessing fidelity for education researchers. 
 In terms of motivation research, one goal of this study was to illuminate the black 
box in the utility intervention presented in Hulleman et al. (2012). The level of success 
achieved with the utility intervention has varied in past research. As a result, the use of 
intervention fidelity analysis is absolutely paramount to gleaning further information 
about the intervention as a viable educational technique. A secondary goal of the current 
study in terms of the motivation literature is to explore the inner working of the utility 





effective, the precise reasons for its effectiveness are still elusive. A better understanding 
of the intervention‘s inner workings will allow revision of the intervention in the future. 
 Research Question 1: How Well was the Intervention Implemented both 
Locally and Globally? 
 New ARSI. In the current study I introduced a new method for calculating ARSI 
in experimental interventions. Previous ARSI were calculated using a variant of Hedges g 
(Hulleman & Cordray, 2009), however g makes some loose assumptions about the shape 
and distribution of the data being analyzed (Kline, 2004). The data in the current study 
drastically violated the assumptions of g resulting in a need for a different effect size 
calculation. The proposed ARSI, delta-fidelity or Δf, is a variant of Glass‘s Δ which uses 
the standard deviation of a single group for all calculations rather than a pooled standard 
deviation. By comparing different formulations of Δ, Δf appears to provide more realistic 
values in instances with drastically different standard deviations. Based on these 
comparisons, I recommend the use of Δf rather than g when comparing experimental 
groups with highly divergent data distributions. 
 Between-group fidelity contrasts. The local fidelity analyses yielded expected 
patterns of group differences. The two treatment groups were similar to each on the 
relevance facets (specificity, personalization, number of connections), and drastically 
different from the control group. Furthermore the self-regulation condition was 
drastically different than the other two conditions on the goal setting facets (times, 
obstacles, and strategies). When comparing the core component variables, the same 
effects were observed. Finally, the global fidelity composite also differentiated the groups 





global composites is a particularly important finding because it indicates that the 
intervention, as a whole, adhered to its theoretical conceptualization.  
 This study helps to illustrate an important point. Good fidelity is a double-edged 
sword when it comes to research. Extremely good fidelity was observed during the course 
of this study, which helps to validate any conclusions drawn about the effectiveness of 
the utility intervention.  The results suggest that intervention fidelity, overall, was high in 
the utility intervention conditions. Unlike the results of the Hulleman et al. (2010) field 
study, both treatment conditions showed similarly large amounts of fidelity in the current 
study.  More importantly when comparing the ARSI from Hulleman and Cordray (2009) 
to those obtained in the current study, the ARSI from the current study were particularly 
high. Table 19 contains ARSI values from Hulleman and Cordray (2009) as well as the 
current study for comparative purposes.   One possible explanation for the differences in 
fidelity results is that the measures used in the current study are less sensitive to essay 
quality (or more lenient) than those used by Hulleman and Cordray. A second possibility 
is that the specific directions for the essays in the Hulleman et al. (2012) study were 
easier to follow.  In particular, fidelity may be higher because students were only asked to 
write a few paragraphs rather than multiple pages. Unfortunately, such good fidelity 
results in drastically different distributions in each group which can cause problems for 
further statistical analyses. 
Research Question 2: Can Multivariate Statistical Approaches be used to 
Empirically Test Intervention differentiation? 
 The major goal with the second research question was to test the adequacy of the 





variables. Unfortunately, the MANOVA analysis is subject to some strict statistical 
assumptions about the data being analyzed; those assumptions were not met in this study. 
Despite not being able to use MANOVA for the intended analyses, the situation 
encountered during this study actually provides some useful insight into the use of such 
techniques. I encountered a situation in which experimental groups were qualitatively 
different, rendering statistical analyses not even necessary. The group differences were 
readily apparent in graphical displays of the data. Although statistical analyses can help 
to bolster validity evidence for conclusions drawn about a study, some patterns are so 
striking that a simple visual analysis will provide the same conclusions as advanced 
statistical techniques. 
Research Question 3: Does fidelity impact outcomes? 
 As with the second research question, the third research question is somewhat 
hindered by the high levels of observed fidelity. Regression analyses had to be conducted 
on the experimental groups individually because of drastic distributional differences. To 
make matters worse, the examination of bivariate correlations between fidelity facets and 
outcomes yielded fairly small relationships. Ultimately then, it was unlikely that any 
large effects of fidelity would be observed in the regression analyses. 
 Regression analyses predicting fidelity. The first set of regression analyses were 
used to determine if baseline measures of motivation and academic achievement 
predicted fidelity. Facets of fidelity were relatively unrelated to baseline measures, 
suggesting that people‘s initial motivation and academic performance in the course did 





 First, women tended to produce more connections in their essays and initially-
reported utility value positively predicted the number of connections written in the utility 
essay. The effect was only present in the self-regulation condition which was unexpected. 
Second, initially-reported expectancy negatively predicted specificity in the utility 
condition, but not at all in the self-regulation condition. Why the effect is only present in 
one condition is not entirely clear. Third, personalization was predicted by gender, initial 
expectancy, and initial cost. These results suggest that women students who report low 
levels of cost expectancy, and students who report low levels of initial cost tend to write 
more personalized essays. Again, these effects were only observed in the utility 
condition.  
 Taken together the findings of the first wave of regressions can potentially paint 
an interesting picture. The fact that utility value predicts the number of connections 
written in the self-regulation condition (but not in the utility condition) provides indirect 
evidence that the supercharging effect of the goal setting is present. Speculatively, the 
pattern shows that initial perceptions of utility value are unrelated to how many 
connections a student produces unless they are also primed to think about connections 
during their daily lives—the goal setting manipulation may be tapping students‘ task 
values more effectively than the utility essay alone. This supercharging effect may be 
further evidenced by the fact that the negative effects of initial expectancy and initial 
interest are present in the utility condition but not in the self-regulation. It‘s possible that 






 Regression analyses predicting outcomes. As mentioned already, the bivariate 
relationships between fidelity and intervention outcomes were rather small. The number 
of connections in an essay positively predicted posttest utility value in the utility 
condition but not the self-regulation condition. Also interesting is a drastic difference in 
the strength of pretest utility value‘s impact on posttest utility value—the effect is much 
weaker in the self-regulation condition. The reverse is true of the effect of initial interest 
on posttest utility value—the effect of interest is much stronger in the self-regulation 
group. When considered within the context of the first wave of regressions, these findings 
may actually provide more evidence in favor of the super-charging effect. Whereas 
students in the utility condition are heavily influenced by their initial beliefs about the 
material‘s usefulness, students in the self-regulation condition are less influenced by their 
perceptions of utility and are more influenced by their interest levels. 
 Another interesting finding was that the more students wrote about Obstacles, the 
lower their perceptions of cost at the end of the semester. This may be a part of why the 
goal setting intervention is an effective intervention; students who actually think about 
obstacles may realize that there is not much cost involved. Another possibility is that 
becoming aware of obstacles may trigger more conscientiousness-related or self-
regulatory behaviors. 
 Finally, a negative relationship was observed between other pronouns (we, our, 
us, ours) and final exam scores in the utility condition but not in the self-regulation 
condition. This effect suggests that students who use more other pronouns score 
significantly worse on the final exam. One possibility is that students who use more other 





pronouns did not correspond with other pronouns at all). It may be that students use other 
pronouns to avoid thinking about personal relevance because they see the topic generally 
useful to some larger group (e.g. college students or humanity) but not to themselves 
specifically. For example, it is difficult to deny that math is an important tool for 
humanity; at the same time many individuals may not see math as a particularly 
important skill in their every-day lives. Although there is no theoretical precedent for this 
effect, previous research has not separated out personal pronouns and other pronouns 
(Hulleman et al., 2010).  
Limitations of the present study. 
 The current study had a few major limitations. First and most obvious was the 
problem of missing data. The total possible sample of students was 450, yet the final 
analyses only incorporated about 300 students. The presence of partial or fully missing 
data plagues many intervention studies and compliance is a pervasive problem within the 
social sciences. Because of the large amount of missing data (~33%), I decided to use 
listwise deletion to obtain the final sample. Unfortunately, the reason for the missing data 
is unknown, meaning that I do not know why certain students did not participate whereas 
others did. The choice to use listwise deletion has an important impact on the scope of 
interpretation in this study—it limits any generalizations to students who participate in 
the intervention. One potential way to address this limitation in the future would be to 
apply modern missing data techniques, such as using maximum likelihood estimation. 
 The second major limitation was a lack of human resources for determining inter-
rater reliability. Ideally, all essays would have been rated by two or more raters so that 





more measurement error in the fidelity indices, which can ultimately bias regression 
results. Based on the calculated inter-rater reliabilities as well as the results obtained from 
the local and global fidelity analyses, it appears that the ratings are at least congruent with 
theoretical predictions, which is encouraging. To address this limitation in the future, I 
would attempt to recruit more raters or allot more time during the course of the study for 
essay ratings. More time for rating would allow essays to be rated by at least two 
individuals and provide more accurate rating values for individual essays. 
 Finally, the third major limitation to the study was actually the observed fidelity 
itself. As mentioned previously, high levels of fidelity have pros and cons. On the 
positive side, I am relatively certain that any conclusions made about the effectiveness of 
the intervention are, in fact, due to the intervention rather than poor fidelity. On the 
negative side, the high levels of fidelity resulted in data that were difficult to analyze for 
between-group comparisons. For example, with very few exceptions (less than 1% of the 
essays), the facets of the relevance component were not present in the summary 
condition. Similarly, with very few exceptions, the goal setting facets were not present in 
the utility or summary conditions. To avoid violating the assumption of normally 
distributed regression residuals, both the condition variable and fidelity measures were 
necessarily included in initial regression attempts. However, the inclusion of condition 
and fidelity variables resulted in untenable levels of multicollinearity. The result of these 
varied data distributions was a higher-than-desirable amount of subjective group 
comparisons. This limitation is difficult to address because it is more of an inherent trait 
of high-fidelity situations. Solutions to this particular limitation can be proposed at either 





measures used in the current study were too lenient, resulting in inflated fidelity values. 
One way to build more confidence in the results of the fidelity assessment through 
research design would be to recode the essays using the rubric used in Hulleman and 
Cordray (2009) which may have been more sensitive to differences in high-quality 
relevance connections.  A potential solution to this problem through different analyses is 
to use non-parametric or generalized statistical approaches that eschew the use of normal 
theory. Another potential solution is to conduct the analysis in the SEM framework, 
which may allow a more accurate representation of the intervention because completely 
mediated effects may exist. Such an effect is difficult to detect in multiple regression, but 
the multicollinearity and suppression problems encountered in the initial regression 
attempts could support re-analysis.  
Conclusions and future prospects. 
Despite the limitations to this study, several useful conclusions can be made about 
how well the intervention was implemented. First, the nature of the data observed in the 
current study led to the postulation of a new type of ARSI formula. The introduction of Δf 
allows researchers using experimental designs to produce more interpretable ARSI values 
for comparisons among groups that differ drastically in shape and/or distribution. Second, 
based on these variant ARSIs, fidelity was acceptable both locally and globally in the 
focal intervention. Moreover, the fidelity differences between groups were congruent 
with the theoretical intervention model. Based on these findings, one conclusion is that 
the intervention was, in fact, implemented well.  
 After fidelity was investigated in its own right and the black box was illuminated, 





analyses. As with the initial intervention study, the relationships between intervention-
related variable and classroom outcomes were fairly small. Global measures of fidelity 
were discarded in favor of fidelity facets because that latter appeared differentiated 
enough to provide more unique information. Despite the apparent increase in 
information, the effect of fidelity on outcomes was minimal. Based on the results, it 
seems that these analyses may provide some additional support for the effectiveness of 
the goal setting component of the intervention. However, these differences are small and 
somewhat ambiguous; this means that any conclusions based on the fidelity-outcome 
analyses are mostly speculation. 
 The large values of achieved strength in the current study suggest that the 
treatment conditions were sufficiently different from the control group.  Because fidelity 
was high, any effects of the intervention are due to the intervention processes and not 
varying implementation. Based on the findings of the fidelity analysis, it appears that the 
intervention did only have small effects on the desired outcomes. However, the effects 
observed in the Hulleman et al. (2012) study build more support for the effects of the 
utility intervention and provide initial support for the conditional effects of the goal 
setting activity.  It is not surprising that the intervention had only a minimal impact on 
outcomes because students were only asked to write approximately 400 words throughout 
the entire semester. Previous versions of the intervention were either more short-term (in 
the lab) or involved much stronger doses (longer essays or more essays during the course 
of the semester). Ultimately, however, I can say with confidence that the intervention was 
implemented as expected, and that the intervention causes minor improvement in the 





Future incarnations of the utility intervention should include a few modifications. 
The directions were not completely standardized across conditions, which resulted in 
some covariate differences between groups. The second intervention dose was more 
similar across both control groups and treatment groups than was the first intervention 
dose. Additionally the results of the intervention, combined with the results of the fidelity 
analysis, provide evidence that stronger doses of the intervention may be needed. 
Previous studies (Hulleman et al., 2010) implemented intervention activities that occurred 
more frequently and required more time to complete. Future attempts at fidelity analysis 
may also want to consider other possible processes that drive the effects of the 
intervention. Although the content of the intervention has theoretical support, there may 
be many untapped bodies of literature that could shed more light on the exact nature of 
the intervention itself. Another consideration is statistical power. Because the effect sizes 
observed were so small (presumably due to low doses of the intervention), it is not 
surprising that mediation effects were not observed.  One potential confound is the fact 
that the professor made a point to emphasize the relevance of course material. Due to the 
fact that a relevance intervention was already the norm in class, it‘s possible that the 
intervention was so weak because there was limited space for student perceptions of 
relevance to increase (i.e. a restriction of range). In addition to the specific conclusions 
made about the intervention, there are a few important points to be made about fidelity 
assessment in general.  
First, illumination of the black box is necessary to draw sound conclusions. 
Systematic frameworks—such as the adapted five-step framework presented in the 





illuminating the black box.  A great example of this point is the finding that the same 
intervention can have different effects in a laboratory versus a field setting (Hulleman & 
Cordray, 2009). The effectiveness of the utility intervention in the current study would 
have been completely unknown without fidelity analyses.  
Second, although fidelity analyses can be conducted post-hoc, ideally researchers 
should build fidelity analysis into intervention protocols. The adapted five-step 
framework does not just help to determine fidelity; it helps researchers to more clearly 
define the theoretical underpinnings of the intervention they are using. By integrating the 
five-step framework into the research design itself, researchers can collect precise fidelity 
information during the course of the study. 
Third, the use of sound methodology in the implementation of any experimental 
research is invaluable. Even the use of intervention fidelity assessment hinges on the use 
of proper measurement design and statistical analyses. In applied situations, researchers 
may not have time to extensively develop fidelity measures before implementing an 
intervention. However, that fact should not deter researchers or practitioners from the 
continued development of sounds assessment tools.. Fidelity assessment is a very real 
safety net for defending the conclusions a researcher draws. Neglecting the 







Rater Training Results 
Percent Agreement Across Raters (Baseline*) 
 
n Perfect Adjacent Ballpark 
Total 12 53% 85% 97% 
     Percent Agreement Between Rater Pairs (Baseline*) 
    Rater 1 Rater 2 Rater 3 
Perfect Rater 1 
   
 
Rater 2 67% 
  
 
Rater 3 46% 46% 
   Rater 4 52% 60% 44% 
Adjacent Rater 1 
   
 
Rater 2 96% 
  
 
Rater 3 85% 83% 
   Rater 4 81% 83% 79% 
Ballpark Rater 1 
   
 
Rater 2 100% 
  
 
Rater 3 96% 96% 
   Rater 4 94% 98% 96% 







Inter-Rater Reliability Estimates 




n Perfect Adjacent Ballpark 
Rater 2 90 60% 86% 95% 
Rater 3 30 35% 69% 87% 
Rater 4 30 70% 90% 98% 
Total* 150 57% 83% 94% 
Note. †To get a more representative sample of essays, 
secondary raters coded separate essays after the training 
session. 
Note. Perfect, Adjacent, and Ballpark agreement were all 
higher on average when Rater 3 was removed (62%, 87%, and 
95% respectively). Inspection of Rater 3‘s ratings suggests 








Fidelity Descriptives by Experimental Condition 
    M SD Min Max 
 
Summary  
(control) Word Count 136.39 41.29 21.50 256.00 
(n=102) Personal Pronouns 0.55 1.37 0.00 7.00 
 
Other Pronouns 1.51 1.95 0.00 9.00 
 
Writing Quality 2.55 0.41 0.50 3.00 
 
Connections 0.02 0.16 0.00 1.50 
 
Specificity 0.04 0.23 0.00 1.50 
 
Personalization 0.04 0.21 0.00 1.50 
 
Time 0.02 0.25 0.00 2.50 
 
Obstacles 0.03 0.35 0.00 3.50 
 
Strategies 0.07 0.74 0.00 7.50 
 
Relevance* -1.23 0.16 -1.26 -0.06 
 
Goal Setting* -0.54 0.02 -0.54 -0.31 
  Fidelity* -0.67 0.19 -1.35 -0.01 
Utility Word Count 175.88 50.81 36.00 345.50 
(n=104) Personal Pronouns 12.36 5.08 2.50 23.50 
 
Other Pronouns 1.27 1.53 0.00 10.50 
 
Writing Quality 2.62 0.40 1.00 3.00 
 
Connections 2.48 0.80 0.50 4.75 
 
Specificity 2.29 0.47 0.75 3.00 
 
Personalization 2.33 0.53 0.50 3.00 
 
Time 1.01 4.45 0.00 28.50 
 
Obstacles 0.18 1.81 0.00 18.50 
 
Strategies 0.17 1.77 0.00 18.00 
 
Relevance* 0.62 0.31 -0.56 1.24 
 
Goal Setting* -0.49 0.24 -0.54 1.15 
  Fidelity* 0.12 0.29 -0.88 0.74 
Self-Regulation 
Word Count 166.17 57.20 54.00 361.00 
Personal Pronouns 12.15 5.05 2.00 23.50 
(n=105) Other Pronouns 0.99 1.01 0.00 4.00 
 
Writing Quality 2.71 0.32 1.25 3.00 
 
Connections 2.28 0.75 1.00 4.50 
 
Specificity 2.26 0.43 1.00 3.00 
 
Personalization 2.35 0.43 1.00 3.00 
 
Time 20.82 13.17 0.00 79.50 
 





Strategies 23.40 9.72 0.00 50.00 
 
Relevance* 0.58 0.32 -0.27 1.39 
 
Goal Setting* 1.01 0.74 -0.54 4.71 
  Fidelity* 0.54 0.37 -0.46 1.50 
Note.  * indicates that the variable is a composite. Composites were 
calculated by standardizing and then averaging the relevant facets resulting 
in possibly negative values. 
Note. Relevance is a composite of Personal Pronouns, Other Pronouns, 
Connections, Specificity, and Personalization. 
Note. Goal Setting is a composite of Times, Obstacles, and Strategies. 
Note. The Fidelity composite is an average of all of the fidelity measures 









Aggregated Descriptives and Correlations for Fidelity Components 
 
M SD Min Max 1 2 3 4 5 6 7 8 9 10 11 12 
1. Word Count 159.65 52.84 21.50 361.00 1 
           
2. Personal 
Pronouns 
8.41 6.93 0.00 23.50 0.58** 1 
          
3. Other Pronouns 1.26 1.55 0.00 10.50 0.22* -0.08 1 
         
4. Writing Quality 2.63 0.38 0.50 3.00 0.44** 0.22** 0.01 1 
        
5. Connections 1.61 1.28 0.00 4.75 0.45** 0.79** -0.09 0.16 1 
       
6. Specificity 1.54 1.12 0.00 3.00 0.43** 0.83** -0.11 0.31** 0.84** 1 
      
7. Personalization 1.58 1.16 0.00 3.00 0.40** 0.82** 
-
0.13* 
0.29** 0.83** 0.96** 1 
     
8. Time 7.38 12.54 0.00 79.50 0.17* 0.33** -0.08 0.17 0.32** 0.41** 0.40** 1 
    
9. Obstacles 6.54 11.08 0.00 61.50 0.12* 0.32** -0.1 0.16 0.31** 0.39** 0.39** 0.89** 1 
   
10. Strategies 7.98 12.43 0.00 50.00 0.14* 0.37** -0.11 0.18 0.35** 0.43** 0.42** 0.85** 0.91** 1 
  
11. Relevance 0.00 0.90 -1.26 1.39 0.44** 0.85** 
-
0.12* 
0.27** 0.92** 0.97** 0.97** 0.39** 0.38** 0.42** 1 
 
12. Goal Setting 0.00 0.85 -0.54 4.71 0.15* 0.37** -0.1 0.19 0.34** 0.44** 0.43** 0.93** 0.95** 0.94** 0.42** 1 
13. Fidelity 0.00 0.58 -1.35 1.50 0.59** 0.82** 0.05 0.44** 0.78** 0.86** 0.85** 0.68** 0.67** 0.70** 0.87** 0.73** 











Δf Δ2 Δ1 D g 
Utility
A
 Word Count 0.69 0.78 0.96 0.86 0.85 
vs Personal Pronouns 2.34 2.32 8.62 3.17 3.15 
Summary
1,B
 Other Pronouns -0.24 -0.16 -0.12 -0.14 -0.14 
 
Writing Quality 0.21 0.16 0.16 0.16 0.16 
 
Connections 3.29 3.07 15.04 4.26 4.22 
 
Specificity 5.28 4.73 9.72 6.03 5.98 
 
Personalization 5.31 4.29 11.10 5.66 5.62 
 
Times 0.08 0.22 4.00 0.31 0.31 
 
Obstacles 0.01 0.08 0.41 0.11 0.11 
 
Strategies 0.01 0.06 0.13 0.07 0.07 
 
Relevance 5.81 5.92 11.66 7.48 7.42 
 
Goal setting 0.07 0.21 2.17 0.29 0.29 





Word Count 0.52 0.59 0.72 0.60 0.59 
Personal Pronouns 2.30 2.28 8.46 3.13 3.10 
vs Other Pronouns -0.52 -0.35 -0.27 -0.34 -0.34 
Summary
2
 Writing Quality 0.48 0.38 0.38 0.42 0.42 
 
Connections 3.03 2.83 13.84 4.18 4.14 
 
Specificity 5.22 4.68 9.62 6.50 6.44 
 
Personalization 5.37 4.34 11.22 6.85 6.79 
 
Times 1.58 4.67 84.01 2.23 2.21 
 
Obstacles 1.75 10.54 55.19 2.47 2.45 
 
Strategies 2.40 13.22 31.42 3.38 3.35 
 
Relevance 5.66 5.77 11.36 7.17 7.11 
 
Goal setting 2.10 6.47 67.28 2.96 2.94 
  Fidelity 1.10 1.31 1.68 1.30 1.29 
Self- 
Regulation 
Word Count -0.17 -0.19 -0.24 -0.18 -0.18 
Personal Pronouns -0.04 -0.04 -0.16 -0.04 -0.04 
vs Other Pronouns -0.28 -0.19 -0.15 -0.22 -0.22 
Utility
2
 Writing Quality 0.27 0.22 0.21 0.24 0.24 
 
Connections -0.26 -0.24 -1.20 -0.25 -0.25 
 
Specificity -0.06 -0.05 -0.10 -0.05 -0.05 
 
Personalization 0.06 0.05 0.12 0.05 0.05 
 
Times 1.50 4.45 80.01 2.01 1.99 
 
Obstacles 1.74 10.46 54.78 2.41 2.39 
 





Relevance -0.15 -0.15 -0.30 -0.15 -0.15 
 
Goal setting 2.03 6.26 65.11 2.72 2.70 
  Fidelity 0.33 0.39 0.50 0.35 0.35 
Note. Δ1, Δ2, and Δf represent Glass's Δ using the summary, utility, and self-regulation standard 
deviations respectively. Delta is included because it is suggested for best-practice reporting of effect 
sizes in experimental designs where distributions and variances are not equivalent across conditions. 
When employed in a hierarchical design such as this study, the denominator for Δ should be the 
standard deviation for the group most representative of fidelity rather than the control group as is 
conventionally used.  
1
 positive values indicate that the utility condition mean was higher than the summary condition mean. 
2
 positive values indicate that the self-regulation condition mean was higher than the summary 
condition mean. 
A
 n = 104 
B
 n = 102 
C








Mean Proportions of Fidelity By Condition and Absolute Fidelity Indices 
  MS MU MR gUS gRS gRU 
Writing Quality 0.85 0.87 0.90 -0.09 0.07 0.16 
Specificity 0.01 0.76 0.75 0.87 0.83 -0.04 
Personalization 0.01 0.78 0.78 1.14 1.14 -0.01 
Note. Absolute fidelity Indices (g) are calculated using a variant of Hedges g for 
proportions. 
S = Summary Condition (n = 102) 
U = Utility Condition (n = 104) 
































Word Count -0.12 -0.23* 0.09 -0.06 -0.04 -0.14 -0.05 -0.04 0.00 0.03 -0.02 -0.09 
Personal 
Pronouns 
0.04 -0.14 0.02 0.05 0.09 -0.06 0.09 0.09 -0.05 0.11 0.04 0.08 
Other Pronouns -0.05 -0.10 0.10 -0.17 -0.10 -0.02 -0.19 -0.21* 0.12 -0.17 -0.14 -0.29* 
Writing Quality -0.09 -0.05 -0.06 0.07 0.20* -0.13 0.05 0.10 -0.08 0.10 0.14 0.17 
Connections -0.05 -0.12 0.17 -0.10 0.03 -0.17 0.08 0.10 0.07 -0.02 -0.11 0.01 
Specificity -0.20* -0.11 -0.06 0.04 0.12 -0.15 -0.02 0.08 -0.15 0.20* 0.12 0.16 
Personalization -0.09 0.13 -0.21* 0.13 0.07 0.10 -0.09 0.21 -0.08 0.16 0.26* 0.01 
Relevance -0.16 -0.07 -0.02 0.02 0.10 -0.12 0.00 0.19 -0.05 0.14 0.10 0.08 
Goal Setting -0.05 -0.17 0.01 -0.05 0.03 -0.01 0.10 -0.15 -0.08 -0.03 -0.09 -0.03 
Fidelity -0.13 -0.20 0.04 -0.04 0.08 -0.14 0.00 0.00 -0.04 0.05 0.02 -0.02 

































Word Count 0.14 0.24* -0.28* 0.27* 0.06 0.06 0.16 0.30* -0.23* 0.21* 0.13 0.11 
Personal 
Pronouns 
-0.01 0.22* -0.21* 0.21* -0.03 0.08 0.06 0.18 -0.12 0.18 0.04 0.09 
Other 
Pronouns 
0.05 0.06 -0.14 0.16 -0.07 0.18 0.08 0.10 -0.11 0.09 0.19 0.05 
Writing 
Quality 
-0.02 0.11 -0.01 0.10 0.15 -0.10 0.02 0.09 0.06 0.04 -0.01 0.10 
Connections 0.15 0.41* -0.15 0.29* 0.17 0.21* 0.00 0.26* -0.14 0.23 0.14 0.04 
Specificity 0.00 0.10 -0.08 0.09 0.16 -0.08 0.07 0.03 0.01 0.00 -0.06 0.13 
Personalization 0.04 0.13 -0.09 0.15 0.24* 0.10 -0.02 0.15 -0.03 0.12 0.11 0.15 
Times -0.06 0.14 -0.08 0.11 0.05 0.05 -0.03 0.03 -0.01 0.07 0.05 -0.04 
Obstacles -0.03 0.08 -0.06 0.03 0.16 0.01 0.05 0.08 -0.12 0.10 -0.02 0.08 
Strategies -0.01 0.12 -0.12 0.14 0.17 0.01 0.10 0.12 -0.11 0.12 -0.05 0.20* 
Relevance 0.10 0.31* -0.15 0.25* 0.25* 0.12 0.02 0.22* -0.08 0.17 0.10 0.13 
Goal Setting -0.01 0.15 -0.07 0.08 0.16 0.04 0.05 0.10 -0.07 0.12 -0.02 0.12 
Fidelity 0.06 0.29* -0.20* 0.25* 0.18 0.10 0.09 0.25* -0.15 0.21* 0.07 0.17 






Omnibus Regression Results Predicting Fidelity Facets 





 Connections 0.86 0.54 0.06 
 
Specificity 2.43 0.02 0.15 
 
Personalization 3.02 0.01 0.18 
 
Personal Pronouns 1.79 0.10 0.12 
 





Connections 5.52 <.01 0.29 
Specificity 1.03 0.41 0.07 
 
Personalization 1.50 0.18 0.10 
 
Personal Pronouns 1.73 0.11 0.11 
 
Other Pronouns 1.17 0.32 0.08 
 
Time 1.12 0.36 0.07 
 
Obstacles 1.00 0.43 0.07 
  Strategies 1.75 0.11 0.11 
Note. 
1 
F(7,96), n = 104;  
2






Regression Results for Number of Connections 
  Condition 
 
Utility 
(n = 104) 
Self-Regulation 




 b β sr
2
 
Gender 0.14 0.08 0.00 0.60 0.33* 0.09 
Expectancy1 0.10 0.09 0.01 0.05 0.06 0.00 
Utility1 0.00 0.00 0.00 0.33 0.51* 0.08 
Cost1 0.17 0.19 0.02 -0.01 -0.01 0.00 
Interest1 -0.05 -0.06 0.00 -0.15 -0.25 0.02 
Exam 1 0.00 0.04 0.00 0.02 0.16 0.02 
Connection Frequencies 1 -0.12 -0.12 0.01 -0.08 -0.09 0.01 






Regression Results for Specificity 
  Condition 
 
Utility 
(n = 104) 
Self-Regulation 




 b β sr
2
 
Gender 0.19 0.18 0.03 0.06 0.06 0.00 
Expectancy1 -0.14  -0.22* 0.04 0.00 0.00 0.00 
Utility1 -0.13 -0.26 0.02 0.05 0.13 0.00 
Cost1 -0.10 -0.18 0.02 -0.04 -0.09 0.01 
Interest1 0.10 0.22 0.02 0.01 0.04 0.00 
Exam 1 0.00 0.06 0.00 0.01 0.17 0.03 
Connection Frequencies 1 -0.03 -0.05 0.00 -0.10 -0.21 0.03 






Regression Results for Personalization 
  Condition 
 
Utility 
(n = 104) 
Self-Regulation 




 b β sr
2
 
Gender 0.36 0.29* 0.07 0.10 0.10 0.01 
Expectancy1 -0.19  -0.25* 0.05 -0.03 -0.05 0.00 
Utility1 0.03 0.05 0.00 0.00 0.01 0.00 
Cost1 -0.14  -0.22* 0.04 -0.03 -0.07 0.00 
Interest1 -0.01 -0.02 0.00 0.03 0.08 0.00 
Exam 1 0.00 0.00 0.00 0.02 0.26* 0.06 
Connection Frequencies 1 0.08 0.11 0.01 0.01 0.03 0.00 






Regression Results for Time 2 Expectancy 
  Condition 
 
Utility 
(n = 96) 
Self-Regulation 




 b β sr
2
 
Gender 0.13 0.07 0.00 0.14 0.06 0.00 
Expectancy1 0.31 0.28* 0.05 0.41 0.37* 0.09 
Utility1 0.08 0.09 0.00 -0.01 -0.01 0.00 
Cost1 -0.10 -0.11 0.01 -0.25  -0.24* 0.04 
Interest1 0.06 0.07 0.00 0.09 0.10 0.00 
Exam 1 0.05 0.40* 0.13 0.03 0.19 0.03 
Connection Frequencies 1 0.00 0.00 0.00 -0.10 -0.09 0.00 
Word Count 0.00 0.14 0.01 0.00 0.10 0.00 
Personal Pronouns 0.00 -0.03 0.00 0.00 0.00 0.00 
Other Pronouns -0.08 -0.16 0.02 0.00 0.00 0.00 
Writing Quality 0.05 0.02 0.00 -0.07 -0.02 0.00 
# Of Connections 0.08 0.08 0.00 -0.23 -0.18 0.01 
Specificity 0.03 0.02 0.00 0.38 0.16 0.01 
Personalization -0.38 -0.24 0.03 -0.48 -0.21 0.02 
Times 
   
-0.01 -0.12 0.01 
Obstacles 
   
0.01 0.07 0.00 
Strategies       0.00 -0.01 0.00 






Regression Results for Time 2 Utility 
  Condition 
 
Utility 
(n = 96) 
Self-Regulation 
(n = 100) 
  b β sr
2
 b β sr
2
 
Gender -0.05 -0.02 0.00 0.15 0.06 0.00 
Expectancy1 0.04 0.03 0.00 -0.09 -0.07 0.00 
Utility1 0.54 0.54* 0.09 0.31 0.33* 0.02 
Cost1 -0.13 -0.13 0.01 -0.05 -0.05 0.00 
Interest1 0.17 0.18 0.01 0.35 0.39* 0.04 
Exam 1 0.00 0.03 0.00 0.02 0.11 0.01 
Connection Frequencies 1 -0.11 -0.09 0.01 0.04 0.04 0.00 
Word Count 0.00 -0.01 0.00 0.00 0.24* 0.02 
Personal Pronouns 0.01 0.05 0.00 -0.02 -0.11 0.01 
Other Pronouns -0.05 -0.08 0.01 -0.02 -0.02 0.00 
Writing Quality -0.08 -0.03 0.00 0.01 0.00 0.00 
# Of Connections 0.22 0.19* 0.03 -0.13 -0.09 0.00 
Specificity 0.16 0.08 0.00 -0.33 -0.13 0.01 
Personalization 0.09 0.05 0.00 0.18 0.07 0.00 
Times 
   
-0.02 -0.19 0.01 
Obstacles 
   
0.01 0.13 0.00 
Strategies       0.00 0.01 0.00 











(n = 96) 
Self-Regulation 
(n = 100) 
  b β sr
2
 b β sr
2
 
Gender -0.38 -0.16 0.02 -0.22 -0.07 0.00 
Expectancy1 0.23 0.17 0.02 0.04 0.03 0.00 
Utility1 0.07 0.06 0.00 0.14 0.13 0.00 
Cost1 0.49 0.43* 0.11 0.58 0.44* 0.14 
Interest1 -0.43  -0.43* 0.07 -0.47  -0.46* 0.06 
Exam 1 -0.03 -0.23 0.04 -0.04  -0.27* 0.06 
Connection Frequencies 1 0.07 0.05 0.00 0.04 0.03 0.00 
Word Count 0.00 -0.14 0.01 0.00 -0.14 0.01 
Personal Pronouns 0.01 0.07 0.00 0.01 0.04 0.00 
Other Pronouns 0.02 0.03 0.00 0.02 0.01 0.00 
Writing Quality 0.22 0.08 0.00 0.38 0.10 0.00 
# Of Connections -0.01 -0.01 0.00 0.10 0.06 0.00 
Specificity -0.17 -0.08 0.00 -0.06 -0.02 0.00 
Personalization 0.31 0.16 0.01 0.27 0.10 0.00 
Times 
   
0.02 0.21 0.02 
Obstacles 
   
-0.03  -0.29* 0.03 
Strategies       0.02 0.14 0.01 






Regression Results for Time 2 Connection Frequency 
  Condition 
  
Utility 
(n = 96) 
Self-Regulation 
(n = 100) 
  b β sr
2
 b β sr
2
 
Gender -0.03 -0.01 0.00 0.21 0.10 0.01 
Expectancy1 -0.09 -0.08 0.00 -0.01 -0.01 0.00 
Utility1 0.04 0.04 0.00 0.06 0.07 0.00 
Cost1 -0.18 -0.19 0.02 -0.06 -0.06 0.00 
Interest1 0.00 0.00 0.00 0.06 0.08 0.00 
Exam 1 0.01 0.09 0.01 0.02 0.14 0.02 
Connection Frequencies 1 0.44 0.43* 0.13 0.29 0.29* 0.04 
Word Count 0.00 -0.03 0.00 0.00 0.17 0.01 
Personal Pronouns 0.01 0.04 0.00 -0.02 -0.10 0.00 
Other Pronouns -0.04 -0.07 0.00 0.08 0.10 0.01 
Writing Quality 0.27 0.12 0.01 0.14 0.05 0.00 
# Of Connections -0.04 -0.04 0.00 -0.07 -0.06 0.00 
Specificity -0.01 0.00 0.00 -0.36 -0.18 0.01 
Personalization 0.14 0.09 0.00 0.16 0.08 0.00 
Times 
   
0.01 0.12 0.01 
Obstacles 
   
-0.01 -0.08 0.00 
Strategies 
   
-0.01 -0.14 0.01 











(n = 96) 
Self-Regulation 




 b β sr
2
 
Gender 0.37 0.15* 0.02 0.08 0.03 0.00 
Expectancy1 -0.31  -0.20* 0.03 -0.18 -0.14 0.01 
Utility1 0.14 0.12 0.00 -0.05 -0.05 0.00 
Cost1 -0.12 -0.10 0.01 -0.06 -0.05 0.00 
Interest1 0.76 0.69* 0.18 0.85 0.88* 0.20 
Exam 1 0.01 0.04 0.00 0.02 0.12 0.01 
Connection Frequencies 1 -0.06 -0.04 0.00 -0.02 -0.02 0.00 
Word Count 0.00 0.06 0.00 0.00 0.04 0.00 
Personal Pronouns 0.00 0.00 0.00 0.00 0.01 0.00 
Other Pronouns -0.01 -0.02 0.00 -0.06 -0.05 0.00 
Writing Quality -0.32 -0.11 0.01 -0.10 -0.03 0.00 
# Of Connections 0.10 0.07 0.00 -0.04 -0.03 0.00 
Specificity 0.41 0.17 0.01 -0.31 -0.12 0.00 
Personalization -0.16 -0.08 0.00 0.17 0.06 0.00 
Times 
   
-0.01 -0.10 0.00 
Obstacles 
   
0.02 0.19 0.01 
Strategies 
   
-0.01 -0.07 0.00 











(n = 96) 
Self-Regulation 




 b β sr
2
 
Gender -3.94  -0.21* 0.03 -0.64 -0.03 0.00 
Expectancy1 1.06 0.09 0.00 -0.52 -0.05 0.00 
Utility1 3.04 0.34* 0.03 -0.55 -0.07 0.00 
Cost1 -0.25 -0.03 0.00 1.23 0.13 0.01 
Interest1 -2.08 -0.25 0.01 2.42 0.33 0.02 
Exam 1 0.65 0.56* 0.20 0.69 0.60* 0.25 
Connection Frequencies 1 -1.58 -0.15 0.01 -1.16 -0.12 0.01 
Word Count 0.00 -0.03 0.00 -0.01 -0.05 0.00 
Personal Pronouns 0.16 0.10 0.01 0.23 0.14 0.01 
Other Pronouns -1.77  -0.34* 0.08 0.51 0.06 0.00 
Writing Quality 0.79 0.04 0.00 -2.65 -0.09 0.00 
# Of Connections -0.31 -0.03 0.00 -0.95 -0.08 0.00 
Specificity 1.97 0.11 0.00 -0.73 -0.03 0.00 
Personalization -1.77 -0.11 0.00 1.19 0.06 0.00 
Times - - - -0.09 -0.14 0.01 
Obstacles - - - -0.02 -0.02 0.00 
Strategies - - - 0.17 0.19 0.01 
Expectancy2 -0.27 -0.03 0.00 2.33 0.27* 0.04 
Utility2 -1.59 -0.18 0.01 0.48 0.06 0.00 
Cost2 -1.93  -0.24* 0.02 -0.69 -0.10 0.00 
Interest2 0.00 0.00 0.00 -1.71 -0.23 0.01 
Connection Frequencies 2 -1.28 -0.13 0.01 0.44 0.04 0.00 






Participant Responsiveness ARSI from Current Study and Hulleman & Cordray 
(2009) 
















g 2.52* 1.32* 
 
7.42 0.29 7.11 2.94 
Δf 1.92† 0.99† 
 
5.81 0.07 5.66 2.10 
*values were taken from Hulleman & Corday (2009, p. 98) Table 4 







Correlations Among Motivation Items 
  E1 E2 E3 E4 U1 U2 U3 U4 U5 U6 
E1 
          E2 0.64 
         E3 0.60 0.69 
        E4 0.73 0.66 0.67 
       U1 0.32 0.24 0.30 0.34 
      U2 0.16 0.14
†
 0.22 0.22 0.49 
     U3 0.22 0.22 0.31 0.32 0.55 0.62 




 0.21 0.25 0.52 0.80 0.68 
   U5 0.17 0.10
†
 0.23 0.24 0.63 0.53 0.63 0.64 
  U6 0.16 0.15
†
 0.24 0.21 0.46 0.81 0.63 0.81 0.62 
 C1 -0.29 -0.26 -0.28 -0.34 -0.20 -0.20 -0.28 -0.25 -0.16 -0.26 
C2 -0.21 -0.18 -0.20 -0.24 -0.26 -0.27 -0.27 -0.33  -0.14
†
 -0.29 
C3 -0.30 -0.33 -0.37 -0.33 -0.24 -0.30 -0.27 -0.28  -0.14
†
 -0.29 
C4 -0.32 -0.31 -0.35 -0.36 -0.20 -0.22 -0.29 -0.23  -0.15
†
 -0.23 
C5 -0.30 -0.30 -0.35 -0.32 -0.09 -0.20 -0.17 -0.19 -0.09 -0.22 
I1 0.20 0.14
†





 0.17 0.24 0.48 0.47 0.55 0.52 0.43 0.54 
I3 0.24 0.21 0.28 0.35 0.45 0.55 0.55 0.58 0.49 0.60 
I4 0.30 0.27 0.31 0.36 0.57 0.51 0.63 0.54 0.51 0.57 
I5 0.30 0.24 0.33 0.37 0.57 0.46 0.53 0.54 0.46 0.49 
I6 0.17 0.17 0.23 0.26 0.41 0.55 0.56 0.54 0.41 0.62 
















 0.21 0.46 0.39 0.41 0.28 0.47 
Note. E = Expectancy, U = Utility, C = Cost, I = Interest 
Note. 
†
 denotes p < .05,
 ††
 denotes non-significant p-values, all other values are p < .001 






Global Fit Indices for Pre- and Post-Test CFA Models 
Time Model S-B χ
2
 df CFI RMSEA SRMR AIC 
Pre-Test Model 9 700.79 242 0.96 0.08 0.07 816.79 
 
Model 8 992.78 246 0.94 0.10 0.07 1100.78 
 
Model 7 607.44 234 0.97 0.08 0.06 739.44 
 
Model 6 770.86 231 0.96 0.09 0.08 908.86 
 
Model 5 1419.90 249 0.91 0.13 0.07 1521.90 
 
Model 4 1442.29 246 0.90 0.13 0.09 1550.29 
 
Model 3 1963.01 251 0.86 0.16 0.11 2061.01 
 
Model 2 766.69 228 0.96 0.09 0.08 910.69 
 
Model 1 2752.62 252 0.80 0.19 0.13 2848.62 
Post-Test Model 9 727.95 242 0.97 0.08 0.06 843.95 
 
Model 8 979.03 246 0.95 0.10 0.06 1087.03 
 
Model 7 791.92 234 0.96 0.09 0.07 923.92 
 
Model 6 814.78 231 0.96 0.09 0.08 952.78 
 
Model 5 1685.88 249 0.91 0.14 0.07 1787.88 
 
Model 4 1714.67 246 0.90 0.15 0.09 1822.67 
 
Model 3 2457.70 251 0.86 0.18 0.12 2555.70 
 
Model 2 799.60 228 0.96 0.09 0.08 943.60 
  Model 1 3223.79 252 0.81 0.20 0.13 3319.79 
Note. All χ
2 
values were statistically significant (p<.05).  Non-signficant chi-square values are 
considered desirable. CFI values greater than .95 are considered desirable.   RMSEA values 
smaller than .07 are considered desirable.  SRMR values smaller than .08 are considered 
desirable.  No specific numeric values are suggested for evaluating AIC, however smaller values 
are more desirable than larger values. 







Pretest CFA Correlation Residuals 
Item E1 E2 E3 E4 U1 U2 U3 U4 U5 U6 
E1 
          E2 -0.01 
         E3 -0.04 0.06 
        E4 0.04 -0.02 -0.01 
       U1 0.17 0.10 0.15 0.18  
     U2 -0.04 -0.06 0.01 0.00 -0.04 
     U3 0.03 0.04 0.13 0.12 0.09 -0.04  
   U4 -0.07 -0.11 0.00 0.02 -0.04 0.02 -0.02 
   U5 -0.01 -0.03 0.06 0.05 0.20 -0.08 0.09 0.00 
  U6 -0.05 -0.06 0.03 -0.01 -0.08 0.04 -0.05 0.01 -0.01 
 C1 0.00 0.02 0.01 -0.03 -0.03 0.03 -0.07 -0.01 0.03 -0.02 
C2 0.06 0.09 0.06 0.04 -0.11 -0.05 -0.08 -0.10 0.04 -0.07 
C3 0.03 -0.01 -0.05 0.02 -0.05 -0.03 -0.03 0.01 0.08 -0.01 
C4 -0.01 0.00 -0.06 -0.04 -0.03 0.03 -0.07 0.03 0.06 0.03 
C5 -0.02 -0.01 -0.06 -0.01 0.07 0.04 0.05 0.06 0.11 0.03 
I1 -0.07 -0.12 -0.05 -0.01 0.10 -0.02 0.07 -0.02 -0.01 0.00 
I2 -0.12 -0.16 -0.07 -0.03 0.12 -0.05 0.10 -0.01 0.01 0.01 
I3 0.00 -0.02 0.04 0.09 0.11 0.07 0.13 0.09 0.09 0.11 
I4 0.00 -0.02 0.03 0.05 0.15 -0.09 0.11 -0.08 0.02 -0.04 
I5 0.03 -0.02 0.06 0.09 0.19 -0.08 0.06 -0.03 0.02 -0.06 
I6 -0.09 -0.09 -0.03 -0.02 0.05 0.02 0.10 0.00 -0.02 0.09 
I7 0.00 0.01 0.05 0.06 0.14 -0.09 0.10 -0.03 -0.04 -0.05 
I8 -0.15 -0.14 -0.08 -0.12 0.03 0.14 0.14 0.09 -0.01 0.15 
I9 -0.10 -0.12 0.00 -0.09 -0.04 0.09 0.07 0.03 -0.02 0.10 
Note. Typically, residuals greater than .10 merit attention. In the matrix, cells highlighted 
in yellow are equal to or greater than .10, cells highlighted in red are equal to or greater 
than .15, and cells highlighted in purple are equal to or greater than .20. Although there are 
several areas of misfit, nearly all (59%) of them are related to items r1, r3, or i9. This 
suggests that these items in particular may be problematic and should be revised or 
modeled to correlate with other factors when theoretically supported. 
Note. E = Expectancy, U= Utility, C = C, I = Interest 





Table D3 (continued) 
Pretest CFA Correlation Residuals 
Item C1 C2 C3 C4 C5 I1 I2 I3 I4 I5 I6 I7 I8 
C1 
             C2 0.05 
            C3 -0.05 0.07 
           C4 0.03 -0.06 -0.02 
          C5 0.00 -0.07 0.02 0.03 
         I1 -0.05 0.00 0.02 -0.10 0.07 
        I2 -0.01 0.01 0.03 -0.06 0.07 0.00 
       I3 -0.02 -0.12 -0.02 -0.06 0.04 0.00 0.00 
      I4 -0.02 0.01 0.03 -0.05 0.12 0.02 0.01 -0.01 
     I5 -0.02 -0.03 -0.02 -0.09 0.06 -0.02 -0.03 -0.01 0.02 
    I6 0.06 0.01 0.03 -0.03 0.11 0.02 0.04 0.03 -0.02 -0.04 
   I7 -0.05 -0.04 -0.03 -0.08 0.11 -0.03 -0.02 -0.04 0.01 0.06 -0.01 
  I8 0.01 -0.02 0.03 -0.06 0.06 0.02 0.03 0.04 -0.03 -0.10 0.00 -0.03 
 I9 0.07 0.07 0.04 0.02 0.06 0.04 0.04 -0.01 -0.03 -0.10 0.19 -0.06 0.33 
Note. Typically, residuals greater than .10 merit attention. In the matrix, cells highlighted in yellow are equal to or greater 
than .10, cells highlighted in red are equal to or greater than .15, and cells highlighted in purple are equal to or greater than 
.20. Although there are several areas of misfit, nearly all (59%) of them are related to items r1, r3, or i9. This suggests that 
these items in particular may be problematic and should be revised or modeled to correlate with other factors when 
theoretically supported. 
Note. E = Expectancy, U= Utility, C = C, I = Interest 







Figure 1: Processes of an intervention: Subdivisions of the black box 
 
Figure 1. An intervention study can be conceptualized as two main parts, the intervention and the 
outcomes. Typically the intervention is treated as a black box. Typically researchers investigate the black 
box through manipulation checks.  Measuring intervention processes can provide numerous benefits to a 






Figure 2. Utility intervention Change Models 
 
Figure 2. Intervention change models are designed to resemble path models. The graphical depictions force 
researchers to specify the exact theoretical intervention being implemented. The current focal intervention 
was consisted of three conditions: (A) a summary condition, (B) a utility condition, and (C) a self-
regulation condition. The black boxes in each model represent the intervention core components. The gray 
boxes represent the proximal outcomes of the intervention. The white boxes represent intervention 
outcomes. Arrows represent theorized causal relationships. The dashed arrow represents a potential 





Figure 3. Utility intervention Operational Model: Self-Regulation Condition 
 
Figure 3. The operational model is a modified version of the change model that includes component facet 
descriptions. The round-edged boxes represent intervention components and outcomes whereas the square-
edged boxes represent facets of the components. The black boxes in each model represent the intervention 
core components. The gray boxes represent the proximal outcomes of the intervention . The white boxes 
represent intervention outcomes. Arrows represent theorized causal relationships. The dashed arrow 











Figure 4. The model depicted represents a four-factor structure of the motivation measures presented in the study. The ovals represent the proposed latent factors 
that the instruments theoretically measure. The curved double-headed arrows linking the latent factors represent the estimated correlations of the factors. The 
boxes near the bottom of the figure represent individual items (e.g. E1 represents the first expectancy item). The single-headed arrows leading from the factors to 
the items represent the relationship (factor pattern coefficients) between the latent factor on responses to the items. The factor pattern coefficient values presented 
next to the arrows represent the standardized effect of the latent factor on the item which are interpreted similar to standardized regression coefficients. The 
single-headed arrows leading to the bottoms of the items represent the amount of variance in item responses not accounted for by the latent factor. Finally, 
curved, double-headed arrows linking items represent correlated error variances (i.e. the correlation between items after controlling for the effect of the latent 





Figure 5. Experimental Group Comparison of Global Fidelity Indices 
 
 
Figure 5. By calculating Δf, I was able to compare the achieved relative strength of the three experimental 
groups in the study. The three sets of comparisons represent group comparisons: Summary vs Utility (1v2), 
Summary vs. Self-Regulation (1v3) and Utility vs. Self-Regulation (2v3). The group differences were large 
and in the expected directions. Both of the treatment conditions (Utility and Self-Regulation) had similarly 
high fidelity when compared to the summary condition. Additionally, the Self-Regulation condition had 
similarly high fidelity to the goal setting component when compared to both the Utility and Self-Regulation 
conditions. Over all, these differences suggest that group differentiation was congruent with theory and, 





Figure D1. CFA Models Tested 
 
 
Figure D1. A total of nine models were fit to the data to assess scale structure. Model 1 tests a unidimensional factor structure in which all of the variables 




(in this case, via a set of bifactors). Model 3 tests a two-factor structure based on the typical EV framework (Eccles et al., 1983) in which expectancy and value 
are two separate factors; interest utility and cost represent different aspects of a single construct in model 3. Model 4 is the same as model three except that a cost 
factor is included to account for the possibility that negative item wording separates cost from the other value components.   Figure 5 tests a more contemporary 
version of the EV framework in which cost is a separate factor from value (Barron & Hulleman, 2010).  Figure 6 tests A variation of the two-factor model in 
which all of the value components (cost, utility, and interest) are also fitted to bifactors to account for their unique relationships beyond general value. Model 7 is 
a three-factor model that includes expectancy, value, and cost. The value factor in model 7 has two bifactors to test for the theorized utility and interest 
components. Model 8 tests a four factor model in which expectancy, utility, interest, and cost are separate factors. Model 8 is more consistent with contemporary 
research the EV framework which treats the subcomponents of interest as separate factors (Hulleman & Harackiewicz, 2009; Simpkins, Davis-Kean, & Eccles, 
2006). Finally, Model 9 tests a four-factor model similar to Model 8. Model 9 was included because qualitative inspection of the interest items revealed potential 










Figure D2. The model depicted represents a three-factor structure of the motivation measures presented in the study. The ovals represent the proposed latent 
factors that the instruments theoretically measure. The curved double-headed arrows linking the latent factors represent the estimated correlations of the factors. 
The boxes near the bottom of the figure represent individual items (e.g. E1 represents the first expectancy item). The single-headed arrows leading from the 
factors to the items represent the relationship (factor pattern coefficients) between the latent factor on responses to the items. The factor pattern coefficient values 
presented next to the arrows represent the standardized effect of the latent factor on the item which are interpreted similar to standardized regression coefficients. 
The single-headed arrows leading to the bottoms of the items represent the amount of variance in item responses not accounted for by the latent factor. Finally, 
curved, double-headed arrows linking items represent correlated error variances (i.e. the correlation between items after controlling for the effect of the latent 
factor). This model supports contemporary conceptualization of expectancy-value theory that treats the dimensions of value and cost as distinct constructs and 
Utility and Interest as subcomponents of value. Ideally a higher-order factor model (rather than a bifactor mode) would best represent this model but it is not 
possible to specify a higher-order factor with only two indicators (Utility and Interest). This model displayed similar fit characteristics as the four-factor model, 







 This paper refers to intervention fidelity in an experimental context. Although fidelity 
can be measured in non-experimental conditions, there are several other types of 
information that need to be considered (e.g., generalizability of a non-random sample, 
lack of a baseline comparison group). 
2
 Although the main effect of experimental condition was non-significant, an interaction 
was observed between condition and performance expectancies. Participants in the 
relevance condition were more affected by the intervention as their initial, self-reported 
performance expectancies decreased.  
3
There does not appear to be much agreement on what value of inter-rater reliability or 
percent agreement is considered ―good‖ within the research literature (Stemler, 2004). 
Cut-offs are only provided for Cohen‘s Kappa which can be problematic with skewed 
data or ordinal categories (Gwet, 2001). Due to the lack of clarity on the issue of 
acceptable reliability magnitudes, the best approach appeared to the use of commonly 
accepted reliability. 
4
 Unstandardized regression coefficients (b) can should be used to compare the utility 
condition to the self-regulation condition because the values are on the same metric in 
both conditions (b‘s should not be compared within the same regression because of 
differing scale metrics). Values of b are interpreted as the number of points increased in 
the outcome for every 1 point increase in the predictor.  Standardized regression 
coefficients (β) can be compared within the same condition because they are on a 
standardized metric (β‘s should not be compared across conditions because they are 




number of standard deviations increased in the outcome for every 1 standard deviation 
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1 2 3 4 5 6 7 8 
 
Expectancy Items 
1. I know I can learn the material in the class. 
2. I expect to do well in this class. 
3. I am confident that I will be successful in this class. 
4. I am confident I can learn the material in this class. 
Utility Value Items 
1. I can apply what we‘re learning in this class to the real world. 
2. The course material is relevant to my future career plans. 
3. The material in this class is personally relevant to me. 
4. I see how what we are studying is important to my future. 
5. The material in this class is useful in my everyday life. 
6. Learning the course material will help me achieve my future goals. 
Cost Items 
1. This semester, I have a lot of other demands on my time. 
2. This semester, I don't have time to put into this class. 
3. Doing well in this class isn't worth all the things that I have to give up. 
4. I am unable to invest the effort that is needed to do well in this class. 
5. This class requires too much time. 
6. Unfortunately, I can‘t put as much time into this class as I would like. 
Interest Items 
 
1. I think the field of psychology is very interesting. 
2. I find the field of psychology fascinating. 




4. I am excited about this class. 
5. I would recommend this class to others. 
6. My experience in this course has made me want to take more psychology courses. 
7. I really enjoy this class. 
8. I plan on taking more courses in psychology. 
9. I am interested in majoring in psychology. 
Connection Frequency Items 
 
Never Rarely Sometimes Often 
Very 
Often 
All of the 
Time 
1 2 3 4 5 6 
 
1. During a regular class period or lecture, how often do you connect the class material 
to your life? 
2. When reading a chapter from the textbook, how often do you connect the class 
material to your life? 







Confirmatory Factor Analysis Results 
Determining the structure of self-report instruments is necessary for determining if 
individuals are conceptualizing the constructs of interest in an expected way.  The 
motivation measures used in the current study (expectancy, cost, interest, and utility) are 
supposed to represent several distinct constructs (see Table D1 for correlations). If it 
turns out that the actual structure of the measures is not congruent with the theoretical 
structure, it will be difficult draw valid conclusions. For example, it is possible that all of 
the motivation measures will only represent a single motivation factor. If this is the case, 
then calculating separate scores for each theorized factor is invalid because they all 
represent the same construct. A number of potential factor structures were tested for the 
motivation measures. After assessing the factor structure of the pre-test measures, the 
CFA models were again tested on the post-test measure to examine whether or not the 
structure remained similar after the experiment was completed. Factor Analyses were 
conducted using maximum likelihood estimation in LISREL 8.0.  
A total of nine models were fit to the data to assess scale structure (See Figure 
D1). Model 1 (Figure D1a) tests a unidimensional factor structure in which all of the 
variables represent a single construct (i.e., motivation). Model 2 (Figure D1b) represents 
a unidimensional structure with groups of items sharing variance beyond the motivation 
factor (in this case, via a set of bifactors). In retrospect, the logic of model 2 is flawed 
because it is far too lenient a structure because it is allowing a large number of correlated 
error variances. Model 3 (Figure D1c) tests a two-factor structure based on the typical EV 




interest utility and cost represent different aspects of a single construct in model 3. Model 
4 (Figure D1d) is the same as model three except that a cost factor is included to account 
for the possibility that negative item wording separates cost from the other value 
components.   Figure 5 (Figure D1e) tests a more contemporary version of the EV 
framework in which cost is a separate factor from value (Barron & Hulleman, 2010).  
Figure 6 (Figure D1f) tests A variation of the two-factor model in which all of the value 
components (cost, utility, and interest) are also fitted to bifactors to account for their 
unique relationships beyond general value. Again, in retrospect this model is likely 
artificially increasing model fit by allowing a large number of correlated error variances. 
Model 7 (Figure D1g) is a three-factor model that includes expectancy, value, and cost. 
The value factor in model 7 has two bifactors to test for the theorized utility and interest 
components (again this may artificially increase model fit with a minimal increase in 
interpretability).  Model 8 (Figure D1h) tests a four factor model in which expectancy, 
utility, interest, and cost are separate factors. Model 8 is more consistent with 
contemporary research the EV framework which treats the subcomponents of interest as 
separate factors (Hulleman & Harackiewicz, 2009; Simpkins, Davis-Kean, & Eccles, 
2006). Finally, Model 9 (Figure D1i) tests a four-factor model similar to Model 8. Model 
9 was included because qualitative inspection of the interest items revealed potential 
method effects of item wording. To account for this potential wording effect, the errors 
terms of some interest items were allowed to covary.  
Global fit indices. In testing the adequacy of each model, fit indices were 
examined and compared to determine which factor structure best represents the data. 




as discussed earlier; global fit indices give researchers a sense of how well the model 
represents the data on average. Five different global fit indices are included to for the 
purposes of model comparison. Several different fit indices are presented for researchers 
to make a holistic judgment about the adequacy of the models tested because each index 
provides different information (Hu & Bentler, 1999).  
The first index is the χ
2
 which provides information of how well a model fits 
compared to a model that would fit perfectly. The S-B χ
2
 presented is adjusted to account 
for the multivariate non-normality present in the data (West, Finch, & Curran, 1995). 
Smaller, nonsignificant values are preferable when examining chi-square fit indices, 
however these tests are sensitive to sample size. Nested model comparisons were not 
conducted for two reasons. First, several models are not nested and can therefore only be 
compared through AIC values. Second, several of the models tested were deemed to have 
relatively poor fit which suggests that chi-square difference tests are unnecessary (Satorra 
& Bentler, 2001).   
The second index presented in the scaled comparative fit index (CFI) which is 
calculated based on the Satorra-Bentler χ
2
. The CFI is an incremental fit index which 
assesses how well the proposed model fits compared to an independent model (a model in 
which all items are uncorrelated). The CFI provides a proportion of how much better the 
proposed model fits when compared the null model (Hu & Bentler, 1998). In addition, 
the CFI has been shown perform better in smaller samples. Values above .95 have been 
suggested as ideal for indicating good model fit for both the CFI (Hu & Bentler, 1995) 




The third index presented is the scaled Root Mean Square Error of Approximation 
(RMSEA), which is also calculated based on the Satorra-Bentler χ
2
. Unlike the CFI, the 
RMSEA is considered an absolute fit index, which means that it does not compare the 
model‘s fit to any other model during its calculation. Instead, the RMSEA is used to 
separate model misspecification from random error and provide an index of the former. 
The RMSEA essentially adjusts the observed error for expected random error and 
provides an index of how much model misspecification exists per degree of freedom. 
Model misspecification is undesirable because it suggests that the model being tested is 
incorrect. As a result, smaller RMSEA values are considered more desirable because they 
indicate small amounts of model misspecification. Typically, RMSEA values less than 
.06 are considered desirable (Hu & Bentler, 1999) whereas values of .10 or larger are 
considered undesirable (Browne & Cudeck, 1993). According to Yu and Muthén (2002), 
scaled RMSEA values of .05 are most desirable. Because the RMSEA also tends to over-
reject models at small sample sizes (Hu & Bentler, 1998), interpretations of the RMSEA 
for the current study will be somewhat liberal. 
The fourth index presented is the Standardized Root Mean Square Residual 
(SRMR) which is another type of absolute fit index. The SRMR is used as average 
measure of local fit—it gives an indication of the average correlation residuals for the 
model (the average difference between the observed correlation matrix and the model 
correlation matrix). This index has been shown to be particularly sensitive to model 
misspecification of factor loadings and factor correlations. This means that SRMR values 
will increase when important factor correlations or factor loadings are excluded from the 




in the data is large). Typically, SRMR values less than .08 are considered desirable (Hu 
& Bentler, 1999) though it is highly recommended that local fit be assessed in addition to 
the SRMR because it represents an average. 
The fifth and final global fit index is Akaike‘s Information Criterion (AIC). The 
AIC is essentially a measure of badness of fit adjusted for model parsimony. AIC values 
are penalized (made larger) for each degree of freedom used in the model of interest. AIC 
values are not bounded and are therefore difficult to assess on their own terms. Instead, 
the primary function of the AIC is to compare non-nested models. Smaller AIC can 
conceptually be thought of as indicating better model fit. 
Local fit indices. Best practice suggestions for reporting CFA results (Hu & 
Bentler, 1999; Kline, 2011) dictate that both local and global fit indices be provided. 
Although global fit indices are useful in summarizing model fit, CFA models with large 
numbers of items may still contain poor areas of local misfit similar (this is similar to 
using descriptive statistics to describe large samples). Inspecting local fit allows 
researchers to investigate how well a particular model describes the relationships among 
individual items, which is done by calculating correlation residuals. Larger residuals 
indicate that the model is not effectively reflecting certain inter-item correlations. When 
large residuals exist, it may suggest that additional relationships should be specified or 
removed from the model. For example, a large positive correlation residual would 
indicate that the model is underestimating the relationship between two items. 
Table D2 presents global fit indices for both pre-test and post-test CFA models.  
Of the nine models tested, two appeared to exhibit relatively adequate fit statistics to 




using global fit indices. Models 1, 3, 4, 5, and 8 all exhibited relatively poor fit compared 
to the remaining models and exceeded cut-off suggestions for multiple fit indices; as a 
result, those models were not considered further. Models 2, 6 and 7 (all bifactor models) 
all represented relatively acceptable fit across fit indices. However, drastic differences in 
model parsimony existed with minimal differences in fit indices. As a result, the most 
parsimonious model (the model with the largest degrees of freedom, Model 7) was 
chosen for further comparison. The selection of Model 7 from among the subset of 
bifactor models is supported additionally by the fact that it had the lowest fit index values 
as well as fewer confounded error variances. The primary model comparisons then were 
between Model 7 and Model 9. Before contrasting the two models, it‘s important to note 
that Expectancy and Cost were stable, distinct factors in both models; factor loadings for 
expectancy and cost items were approximately equal in both models. Because 
Expectancy and Cost were equally distinct, I will focus on the differences observed in the 
―value‖ portion of the models.  
The first model considered, Model 7 (Figure D2), specified a 3-factor structure. 
This model is somewhat consistent with more recent conceptualization of expectancy-
value theory that suggests that Expectancy, Cost, and Value (which is made up of utility 
and interest) are three separate constructs. Model 7 includes three primary factors 
representing Expectancy, Cost, and Value as well as two bifactors which represent utility 
interest. Bifactors allow the errors of certain items to correlate because they are believed 
to correlate for reasons beyond a general factor. Their inclusion in this model is 
theoretically justified because interest and utility are believed to distinct aspects of value. 




items. The interest and utility bifactors represent relationships between interest items and 
utility items respectively. Further inspection of the factor loadings (the relationship 
between each item and the latent factor or bifactor) reveal two important pieces of 
information. First, only three interest items are related beyond the general value factor: 
item 6 (λ=.38), item 8 (λ=.65), and item 9 (λ=.52). These three items appear to focus on 
interest in pursuing psychology in the future whereas the other six interest items focus on 
current inclinations towards interest.  Second, the utility items had approximately equal 
loadings on both the value factor and the bifactor (see Figure D2). This would indicate 
that the utility items are moderately related to the interest items, but are also quite 
distinct. This phenomenon makes more sense in the context of Model 9. 
The second model considered, Model 9 (Figure 4), specifies a 4-factor structure 
that included expectancy, cost, utility, and interest. Because of qualitative similarities 
between items on the interest scale, error variances were allowed to correlate for certain 
items. This was done to help control for method effects that would result in some items 
being correlated above and beyond their relationship to theoretical constructs. The four 
factor structure is less consistent with the original theoretical structure of expectancy-
value theory (Eccles et al., 1983), but appears to be quite consistent with conventional 
practice that often measures components of value separately (Hulleman & Harackiewicz, 
2009; Simpkins, Davis-Kean, & Eccles, 2006). Unlike the previous model, Model 9 
exhibits high factor loadings for interest and utility to their respective factors with a fairly 
high correlation between the two factors (r = .75). Recall that Model 7 showed that utility 
value loaded equally on both the general value factor and the utility bifactor. The high 




relationship, suggesting that interest and utility are highly correlated but distinct factors 
as represented by Model 9. This high correlation is consistent with prior research that 
measured utility value and interest separately (e.g., Harackiewicz et al., 2008; Hulleman 
et al., 2008). 
Based on global fit indices alone, Models 7 and 9 both appear to be plausible 
scale structures for the motivation measures used during this study. Examination of factor 
loadings appears to support the structure specified in Model 9 over Model 7. As 
mentioned above, Model 7 shows a strange division of the utility items between a general 
value factor and a unique utility effect that is explained more readily by Model 9. Adding 
support for Model 9 is the comparison of CFA results from the pretest and the post test. 
Comparing the fit indices of Model 9 at pre-test, S-B χ
2 
(242) = 700.79, CFI = .96, 
RMSEA = .08, SRMR = .07, AIC = 816.79, to the fit indices of Model 9 at post test, S-B 
χ
2 
(242) = 727.95, CFI = .97, RMSEA = .08, SRMR = .06, AIC = 843.95, shows slightly 
worse χ
2
 and AIC values and slightly better values of the other indices. Comparing the fit 
indices of Model 7 at pre-test, S-B χ
2 
(234) = 607.44, CFI = .97, RMSEA = .08, SRMR = 
.07, AIC = 739.44, to the fit indices of Model 7 at post test, S-B χ
2 
(234) = 791.92, CFI = 
.96, RMSEA = .09, SRMR = .07, AIC = 923.92, not only shows worse fit in all indices at 
post-test, but also shows worse fit than Model 9 at post test. Whereas Model 9 appears to 
accurately represent the scale structure at pre and post test, Model 7 does not. Based on 
these comparisons, Model 9 appears to be the best choice of model structure. This 
particular is desirable because it aligns most appropriately with the underlying motivation 




Although Model 9 is ultimately championed in comparison to the other models tested, it 
still displays a fairly large χ
2
 and potentially problematic factor loadings. To further 
examine the validity of the structure specified with Model 9, correlation residuals also 
provide useful information about the local fit of the items (Hu & Bentler, 1995). When a 
CFA is conducted, a predicted correlation matrix can be obtained and compared to an 
actual correlation matrix which produces a matrix or correlation residuals. Large 
correlation residuals (typically >.10) are not desirable. Table D3 contains correlation 
residuals for Model 9 during the pre-test. Of the 276 correlation residuals produced, 37 
exceed the suggested .10 cut-off. Although these large residuals are not preferable, it‘s 
important to keep in mind that these represent only 13% of all of the correlations 
residuals produced and that more than half are due to two items, Utility 1 and Utility 3. 
These results suggest that Utility 1 and Utility 3 should be revised to capture utility value 
more clearly, if possible. The results of the CFA appear to provide support for treating 
the four motivation scales as separate factors with one caveat. The high correlations 
between (along with qualitative inspection of) Interest items 6, 8, and 9, suggest that the 
interest scale may be two factors. As a result, the interest composite will be representative 
of two distinct types of interest rather than interest in the immediate task. 
 
 Although not reported here, local fit for the pre-test CFA of Model 7 was also 
assessed. Whereas Model 9 had 37 potentially problematic correlation residuals, Model 7 
only had 31. This small reduction in local fit does not seem to outweigh the less-
interpretable factor structure of Model 7. Furthermore, the increase in global fit indices 
from pre to post measures suggests that local fit is worse, on average, for the post-test 
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