ABSTRACT Exploratory analysis is an important way to gain understanding and find unknown relationships from various data sources, especially in the era of big data. Traditional paradigms of social science data analysis follow the steps of feature selection, modeling, and prediction. In this paper, we propose a new paradigm that does not require feature selection so that data can speak for itself without manually picking out features. Besides, we propose using the deep network as a methodology to explore previously unknown relationships and capture complexity and non-linearity between target variables and a large number of input features for big social data. The new paradigm tends to be a relatively generic approach that can be widely used in different scenarios. In order to validate the feasibility of the paradigm, we use country-level indicators forecasting as a case study. The process includes: 1) data collection and preparation and 2) modeling and experiment. The data collection and preparation part builds a data warehouse and conducts the extracttransform-load process to eliminate data format inconsistency. The modeling and experiment part includes model setup and model structures change to achieve relatively high accuracy on prediction results at both model level and case level. We find some patterns about network capacity modification and the influence of time interval difference on the test results, whereas both of them deserve further research.
I. INTRODUCTION
In this paper, we introduce a new paradigm to quantitatively analyze social science data in the era of big data [1] - [3] . The process includes (i) data collection and preparation to obtain the data in a ready-to-use format and (ii) deep neural network implementation [4] , rarely used in social science, to explore complex relationships between target variables and a large number of input features. The innovation of the new paradigm is that it does not require feature selection so that it has the potential to become a generic approach that can be applied to a wide range of scenarios. With respect to a case study in
The associate editor coordinating the review of this manuscript and approving it for publication was An-An Liu. this paper, we conduct exploratory research [5] - [7] to find previously unknown relationships so that to demonstrate the feasibility of the new paradigm we proposed in the scenario of big social data.
A. MOTIVATIONS
The world has witnessed a rapidly increasing amount of data with heterogeneity [8] . Against this background, target and explanatory variables in social science research are becoming gradually dynamic. As a result, traditional social science data analysis paradigms and models [9] - [11] are growingly undesirable to make full use of the rich information in big data and reveal the sophisticated relationships between variables. The deep neural networks, enabled by big data, have been successfully applied in different research fields [12] . Thus, our first motivation is that they can also comprehend the complexity and non-linearity for big social data and reveal previously unknown relationships that may exist. Besides, previous research employed intensive feature selection [13] , [14] based on prior knowledge, domain expert experience, and literature review. Feature selection methods may be effective in different scenarios, but it is hard to find one generic method for exploratory research. Moreover, time and knowledge required to select features manually will increase dramatically with massive amounts of data. These situations adversely affect not only the efficiency but also the accuracy of social science research. Therefore, our second motivation is to eliminate the step of feature selection. The circumstances above motivate us to propose a new paradigm that data can speak for itself without manually picking out features and deep neural network is implemented to capture complexity and non-linearity for big social data.
B. CHALLENGES
Based on the motivations, the new paradigm we proposed is inspiring but challenging. It is inspiring as what we want to achieve is a generic approach that has the potential to be applied to any cases. However, it is challenging to design such a platform as we need to test different scenarios and apply a wide range of deep neural network model structures [15] so that it can prove the general usefulness. The challenge is hard to overcome, but we can try to develop a prototype platform with a case study to show the feasibility of the paradigm.
Moreover, there are some challenges related to the characteristics of big social data. Firstly, deep neural networks are usually applied to structured data. However, the big social data are sometimes unstructured or have inconsistent structures, hence data preparation (i.e., preprocessing) should be conducted to transform the data into a ready-to-use format. Secondly, the big social data may be country-specific and time-specific. However, the countries and time can not be used directly as the features, hence they must be controlled as covariates to find specific patterns from the data.
Other general problems that widely exist in deep learning area, such as network architecture design, hyperparameter tuning [16] , and overfitting may become more specific with social science data as we apply the methods to a variety of data sources.
C. CONTRIBUTIONS
In this paper, we make the following contributions based on the motivations and the challenges encountered.
Firstly, we develop a prototype platform as a proof-ofconcept of the proposed paradigm. The platform is designed to be generic so that it can support a wide range of scenarios. We take the case study as an example to demonstrate the feasibility. Although one single case study may not represent all the scenarios, we believe such a prototype platform can provide other researchers some insights while they design a similar system. More importantly, the prototype has the potential to be extended to a fully functional data-driven platform for social science research.
Secondly, we develop a methodology on how to use deep neural network as a predictive model for exploratory research in the scenario of big social data [17] , [18] . In the computer science research community, some useful analysis and modeling tools such as deep neural networks have been implemented in different scenarios [19] , but these tools are not fully understood and utilized by the social science research community. In this paper, we try to fill the gap by finding the best practice and suitable models for conducting data-driven social science research.
Last but not least, we develop a real-world case study and demonstrate the workflow by applying the new paradigm. The process includes collecting and preparing data, varying the neural network model structures, and making comparisons to study the effectiveness of different model structures. Our strategy of building the model structures may be widely used in different scenarios. In the case study, we show the prediction results at both model level and specific case level.
II. METHODOLOGY A. EXTENSIVE DATA COLLECTION FROM OPEN DATA SOURCES
The development of the world creates a huge amount of data, such as open source data from international organizations. These organizations collect electronic version data as administrative records [20] that can give us a brief understanding of the conditions in different aspects of different countries. Our goal was to conduct a data-driven social science analysis by deep learning methods and explore relationships between target variables and a large number of explanatory variables. Therefore, we conducted data collection and preparation to obtain the data in a ready-to-use format for scientific research. First, we conducted extensive data collection from various open data sources. Second, in order to solve the problem due to different data formats, we designed a data warehouse and conducted the ETL (extract-transform-load) process. Then, all the raw data were properly loaded to the data warehouse and data format inconsistency was eliminated so that we can analyze the data from various source jointly.
B. USING DEEP LEARNING WITHOUT FEATURE SELECTION
Traditional paradigms of social science data analysis required a step of feature selection to select features based on prior knowledge, domain expert experience, literature review, and statistical methods. However, it is possible that previous knowledge may not reveal the ultimate nature of the relationships we want to investigate [21] and the implemented statistical methods may not be generic for every problem that we want to explore. Hence, we proposed a new paradigm that has the possibility to reveal the relationships between target variables and input features without feature selection.
What enabled us to conduct exploratory studies without feature selection is deep learning (via deep neural networks). VOLUME 7, 2019 We used deep neural network as a predictive tool to explore sophisticated non-linear relationships between input features and target variables. The strength of deep learning is high predictive accuracy given a sufficient amount of data, which is an essential component for social science research [22] .
To implement the new paradigm in a data-driven way, we adopt a fundamental fully-connected (FC) neural network [23] as the basic framework. The structure of an FC network is composed of one input layer, several hidden layers, and one output layer. Each layer consists of multiple neurons. The input layer takes the input features into the network and feeds the features to the following hidden layers successively. In the hidden layers, each neuron has dense connections with all the outputs from the previous layer. The output layer connects the features extracted from the final hidden layer and calculates a prediction. Besides, each hidden layer has an activation function (tanh, sigmoid or relu function [24] , etc.). The output layer does not have an activation function.
The network parameters include all the weight matrices and bias vectors among layers. Given an FC network with H hidden layers, we denote {W h , b h } H h=1 and W o , h o as the parameters for hidden layers and output layer, respectively. The output predictionŷ of an input feature x is computed via composition of a chain of affine functions and activation functions:
We assume that the training dataset {(x i , y i )} n i=1 consists of n pairs of labeled data, where each d dimensional input feature x i is labeled by y i . The network is trained to fit the training dataset by seeking the minimum of a parameterized loss function. In regression problems, the loss function is often defined as the mean square error (MSE):
Here θ is the set of all the parameters. Then the neural network is trained via backpropagation (BP) [25] .
C. PREDICTION AND MODEL UPDATE
To make an accurate prediction of target variables based on a huge number of input features, we need to adjust the deep neural network using training loss, which is calculated from the training dataset. Moreover, we need the test dataset to evaluate whether the trained model can be well generalized to data out of the training dataset. We use test loss as an indicator to evaluate the effectiveness of the model.
A neural network is a complex computing system that has a large number of parameters [26] . There are two main aspects that affect the performance of a neural network. One is the architecture design of a neural network, including design of neural network layers, connection between layers, and choice of activation functions. The other is the choice of hyperparameters for optimization, including the learning rate, the batch size and so on. Here we take the widely used Stochastic Gradient Descent (SGD) for optimization [27] .
If the trained neural network does not perform well in testing, some adjustments are needed to improve the performance such as changing the model structures and the hyperparameters. Intuitively, we increase the neural network depth [28] and the number of neurons in each layer to increase the capacity of the network. When the neural network training is time-consuming or the training results oscillate violently, we can try adjusting the learning rate. We can improve time efficiency on training models through parallel computing by GPU-based implementation in terms of the size of datasets and complexity of model structures. The parallel computing does not directly help achieve the self-picked features, but they can help speed up the training process. All these tuning methods need comprehensive consideration and implementation to obtain desired training results.
III. A CASE STUDY ON COUNTRY-LEVEL INDICATORS
In this case study, we conducted an exploratory study that covers a large volume of historical data of country-level indicators. The objective was to illustrate the feasibility of the paradigm we proposed by implementing deep neural network as a predictive tool without feature selection. Also, we attempted to find relationships between network capacity modification and test results. Besides, we tried to explore the influence of time interval difference on prediction results.
A. DATA SOURCES AND PREPROCESSING 1) DATA SOURCES
We collected data of country-level indicators from eight trustworthy international organizations showed in Table 1 Fund for Peace (Fragile States Index), ITU (International Telecommunication Union), and Transparency International (Corruption Perception Index). Among these data sources, WDI and OECD have multidisciplinary aspects of indicators, whereas other sources mainly focus on their own fields of management. In total, we collected a large number of indicators which focus on different aspects of countries, such as the economy, population, agriculture, environment, education, energy, finance, health, technology, and social development.
2) DATA WAREHOUSE DESIGN AND ETL
To overcome the difficulty of keeping all data in the same format, we created a database to store data from various sources. Since there were three dimensions that related to a single measure in our data, it was inappropriate to store measures in a two-dimensional relational table. Hence, we wanted to use the star schema approach to design a data warehouse [29] . A data warehouse was built to support business tasks that are able to cope with an increasing amount of data, frequent updates, disparate data sources, and intricate business questions, which were also the characteristics of the data storage we looked for. With the star schema approach, a data warehouse was built with three dimension tables and one fact table. The country dimension stored the general information of each country, such as name, country code, location, and continent. The indicator dimension stored metadata, such as name, indicator code, unit of measure, and data source of each indicator. The data file dimension stored the information of data files which we conducted the ETL (extract-transformload) process to the fact table of the data warehouse. This dimension included attributes of the files, such as file names, file types, file structures, and data sources. Meanwhile, the fact table was linked to the three dimension tables and each row of it stored the information of one indicator value of a country at a specific time point. After the design process, we implemented the data warehouse using MySQL. Then we conducted the ETL process to load all data into the data warehouse. Firstly, we loaded the general information of each country into the country dimension. Secondly, we added indicator and data file information to other two dimension tables. Thirdly, we inserted measure data into the fact table. After the above process, the data were ready in the data warehouse and can be queried to create a ready-to-use format that is compatible with the deep neural network models.
3) VARIABLES SELECTION AND PREPROCESSING
We used Python to query the data warehouse and constructed a data file that contained indicator data of each year as explanatory variables and target variables of next year. We chose GNI per capita growth annually from the World Development Indicators (WDI) [30] 
B. MODEL SETUP
To set up the model, we separated the data from two dimensions. First, we separated the target variables from all other indicators. Second, we separated the data into training and test datasets. We conducted one-year forecasting to explore relationships between the target variables mentioned above of a specific year and all other indicators as explanatory variables of previous year. We collectively studied the rela- The model we used was a fully connected deep neural network with multi-layers and different number of neurons in each hidden layer. We built model structures with the number of hidden layers varied from one to five and the same number of dropout layers (a dropout rate of 0.2), respectively. The reason that we incorporated the dropout layer was to deal with the problem of overfitting [33] . Besides, we proposed three kinds of strategies with respect to the number of neurons in each hidden layer, from half the number of feature to an equal number of features, and to double the number of features. To sum up, there were fifteen models showed in Table 2 . In this paper, we did not conduct a more complex change of the model structures, such as choosing different number of dropout layers and dropout rate.
For each model, the learning rate was 0.001, the batch size was 64, and the epoch size was 300, whereas all of them can be modified in terms of the training process and results. 
C. EXPERIMENTS
We conducted three experiments in this paper. In our experiments, the dimension of the explanatory variables was 873 with one target variable at a time in each country (region) per year, and the sample size of the data was 248 countries (regions) with 9 years. The first experiment was a simple example of prediction. In the second one, we tried to find relationships between network capacity modification and test results. The training dataset was the explanatory variables from year 2006 to 2013 and the target variable from year 2007 to 2014. The test dataset was the explanatory variables of year 2014 and the target variable of year 2015. In the third one, we used only one-year data as training dataset with the same test dataset as above and changed the training data year by year in order to understand the influence of time interval difference on prediction results.
The training dataset produced the training loss, whereas the test dataset produced the test loss at the end of every epoch. Both the training loss and the test loss varied from the start to the end.
In order to use deep neural network for regression problems, we used tensorlayer library [34] to implement all the experiments. Tensorlayer is a versatile library that can be easily applied to big data research.
1) AN EXAMPLE OF A COUNTRY-LEVEL INDICATOR PREDICTION
In this experiment, we predicted GNI per capita growth annually of year 2015 using the explanatory variables of year 2014 to illustrate our paradigm. We selected the model DLR8 in Table 2 , i.e., the one has three hidden layers and three dropout layers (a dropout rate of 0.2) and the number of neurons in each hidden layer was the same as the number of features, for prediction. The model was trained using the explanatory variables from year 2006 to 2013 and the target variable of next year.
First, we predicted GNI per capita growth annually of OECD countries and our result showed that the actual value of year 2015 was 0.04 greater than the predicted value. From our understanding, the prediction result was statistically accurate and meaningful for real-world prediction task.
Second, based on the selected target variable and model structure, we exhibited the training loss and test loss results of first 150 epoch in Fig. 1 , because the results of last 150 epoch remained almost constant. The training loss decrease from 21.89 to 4.97. The test loss started from 6.25 and finally decreased to 3.70. In other words, after training, the training loss decreased to almost one-fifth of the initial value and the test loss decreased to almost half of the initial value.
2) NETWORK CAPACITY MODIFICATION
In this experiment, we modified the capacity of network from two perspectives, such as changing the depth of the model and changing the number of neurons in each hidden layer. Meanwhile, other model structures were all kept constant. Besides, we used GNI per capita growth annually as the target variable with the same training and test data as the experiment above.
First, we changed the depth of the model from one hidden layer to five hidden layers and kept the number of neurons in each hidden layer unchanged so that we can get rid of the effect of the latter factor. Based on this rule, there were fifteen models showed in Table 2 with a comparison of three groups of models which correspond to the three columns in Fig. 3 that hold the same number of neurons in each hidden layer with different number of hidden layers. For example, the models that hold the number of neurons as half the number of features in each hidden layers should be divided into one group and compared, such as DLR1, DLR4, DLR7, DLR10, and DLR13.
The results in Fig. 2 showed that the test loss decreased continuously with the increase of the number of hidden layers in almost every group of models. For example, to the group of models with an equal number of features as the number of neurons in each hidden layer, the test loss results decreased from 3.84 to 3.64 with the increase of the number of hidden layers. However, there was one exception to the group of models with half the number of features as the number of neurons in each hidden layer, because the test loss result of model DLR4 was less than that of model DLR7, which may deserve further research.
Second, we changed the number of neurons in each hidden layer from half the number of features to an equal number of features, and to double the number of features. Meanwhile, the number of hidden layers was kept unchanged. As mentioned above, there were fifteen models in Table 2 with a comparison of five groups of models which correspond to the five columns in Fig. 2 . The results in Fig. 3 showed that the test loss did not decrease with the increase of the depth of the network but approximately experienced an U-Shaped relationship in almost every group of models. For example, to the group of models that have one hidden layer such as DLR1, DLR2, and DLR3 in Table 2 , the test loss results started from 3.89 to 3.77 and ended at 3.84. One exception was the group of models with five hidden layers, which experienced a gradual decrease and may deserve further research in terms of reasons.
3) TIME INTERVAL DIFFERENCE
In this experiment, we wanted to understand the influence of time interval difference on prediction results and test the assumption that model trained with the data from recent years should exhibit better performance than the one trained with the data from many years ago. The model DLR8 was used for prediction. Besides, we selected the Corruption Perceptions Index as the target variable.
The test dataset was settled to be the explanatory variables of year 2014 and the target variable of year 2015. We used only one-year data as training dataset started from year 2006 and changed that year by year to test the influence of time interval difference on prediction results. Concerning the time interval, if we select the explanatory variables of year 2006 and the target variable of year 2007, the time interval between the training dataset and the test dataset is eight. In the subsequent years from 2007 to 2013, the time interval decreased steadily. At model level, we used the test loss to evaluate the influence of time interval difference. At case level, we used the absolute value of the difference between predicted and actual value to evaluate the influence of time interval difference. Besides, we showed the results of using all the data (the explanatory variables from year 2006 to 2013 and the target variable of next year) as training dataset by the horizontal dashed line in Fig. 4 and Fig. 5 , which were taken as the standard to compare with other one-year results.
At model level, the results in Fig. 4 showed that the test loss approximately experienced a fluctuated increase with the increase of time interval, which proved that model trained with data from recent years worked relatively better than the one trained with data from many years ago. Besides, the results also proved that a relatively large size of training dataset can produce better performance, because the test loss of using all the data as training dataset showed the smallest number in Fig. 4 by the horizontal dashed line. At case level, we predicted the Corruption Perceptions Index of Pakistan of year 2015. Referring to Fig. 5 , we did not witness any obvious influence of time interval difference in this specific case, because the prediction result with the data of seven years ago performed the best and the trend was not monotonic. As mentioned above, what we wanted to test was the assumption that model trained with data from recent years should perform better than the one trained with data from many years ago. However, the results did not support our assumption. Therefore, we concluded that the time interval difference did not exhibit an evident effect on predictive accuracy in this case.
D. DISCUSSIONS
The tasks above dealt with the prediction of two target variables of a specific year and we can see from the experiments that deep learning methods can be applied to conduct exploratory research without feature selection.
First, to gain an understanding of the network capacity modification to the test results, we proposed two kinds of comparisons: varying the number of hidden layers and varying the number of neurons in each hidden layer while keeping other structures unchanged. We can conclude that increasing the number of hidden layers can increase the performance of test results. However, increasing the number of neurons in each hidden layer did not yield an obvious improvement. The results may imply that if the number of neurons becomes much greater than the number of input features, the models may experience overfitting problems.
Second, we conducted experiments to test the influence of time interval difference at model level and case level. At model level, the test loss results became gradually better with the decrease of time interval. However, at specific case level, the prediction results did not experience an obvious trend. Therefore, the assumption that model trained with the data from recent years should perform better than the one trained with data of many years ago was verified at model level but case level, at least in our selected case.
Last but not least, although we found some relationships and patterns, there were still some unexpected trends and results that can not be clearly explained, which may deserve further research.
IV. CONCLUSION
In this paper, we proposed a new paradigm to conduct an exploratory study by using deep neural network models for prediction without feature selection for big social data. There are several reasons that our proposed paradigm is generic and can be applied to a wide range of social science problems. First, prediction plays an essential role in social science research and deep neural network models can produce an accurate prediction of target variables given sufficient amounts of data. Second, with the preprocessing for unstructured data, a wide range of problems can be compatible with deep learning frameworks. Third, the new paradigm eliminates the step of feature selection so that it do not need prior knowledge, domain expert experience, and literature review to conduct exploratory research. Fourth, the new paradigm saves time when the size of the data is beyond the human capacity to manually pick out features. Fifth, the difficulty in designing a fully functional data-driven platform for social science research becomes lower as the new paradigm does not require feature selection. Hence, our proposed paradigm can be applied to a wide range of scenarios and we can achieve the goal to let the data speak for itself. Further, we can take advantage of the rapid progress in deep learning research and facilitate the data-driven social science research to associate with novel deep learning algorithms.
To demonstrate the feasibility of our proposed paradigm, we collected data from reliable international organizations with administrative roles and built a data warehouse to acquire the well-prepared data. Then we conducted a series of experiments with various model structures at model level and specific case level. The experimental results proved the feasibility of building a generic platform that can be used in a wide range of scenarios. Although the data sources and the model structures we implemented were limited, we still believe that such a prototype training process can provide insights on designing a similar system to the research community.
However, there are still some problems left for us to resolve and interesting future works to do, such as providing an explanation of why a specific network capacity is suitable for a particular dataset, changing model structures (e.g., depth of the model, number of neurons in each layer, number of dropout layers, dropout rate), and extending our paradigm to other kinds of datasets. Moreover, applying our paradigm to datasets with appropriate missing value imputation methods is worth to try. About the methods to impute missing values, we may use statistical methods, such as mean imputation and multiple imputation, and we may also implement machine learning methods, such as multi-layer perceptron and K-nearest neighbors [35] . Although it may be hard to find one generic method to impute missing values, we will use the prediction performance to measure which methods fit our data better. His current research interests include smart urban transport systems, traffic micro-simulation modeling, vehicle emission modeling, and airport air quality management. His work to date has spanned across the areas of vehicle navigation, network reliability, traffic prediction and management, bike sharing, urban freight logistics emissions, and aviation and railway engineering. 
