Abstract. We propose a method for optimizing the lift-and-project relaxations of binary integer programs introduced by Lovász and Schrijver. In particular, we study both linear and semidefinite relaxations. The key idea is a restructuring of the relaxations, which isolates the complicating constraints and allows for a Lagrangian approach. We detail an enhanced subgradient method and discuss its efficient implementation. Computational results illustrate that our algorithm produces tight bounds more quickly than state-of-the-art linear and semidefinite solvers. 1. Introduction. In the field of optimization, binary integer programs have proven to be an excellent source of challenging problems, and the successful solution of larger and larger problems over the past few decades has required significant theoretical and computational advances. One of the fundamental issues is how to obtain a "good" description of the convex hull of integer solutions, and many specific classes of integer programs have been solved by finding problem-specific ways to address this issue.
Introduction.
In the field of optimization, binary integer programs have proven to be an excellent source of challenging problems, and the successful solution of larger and larger problems over the past few decades has required significant theoretical and computational advances. One of the fundamental issues is how to obtain a "good" description of the convex hull of integer solutions, and many specific classes of integer programs have been solved by finding problem-specific ways to address this issue.
Researchers have also developed techniques for approximating the convex hull of integer solutions without any specific knowledge of the problem, i.e., techniques that apply to arbitrary binary integer programs. Some of the earliest work done in this direction was by Gomory [19] in generating linear inequalities that tighten the basic linear relaxation. A different idea, which has been advocated by several authors, is to approximate the convex hull as the projection of some polyhedron lying in a space of higher dimension. We refer the reader to [3, 38, 32, 4, 24, 7] . Connections between these works are explored in [27, 26] .
Although these so-called lift-and-project methods are quite powerful theoretically, they present great computational challenges because one typically must optimize in the space of the lifting, i.e., the space of higher dimension. Computational issues are detailed in [4, 39, 11, 22, 14] .
In this paper, we focus on the techniques proposed by Lovász and Schrijver (LS), including both linear and semidefinite relaxations. In particular, our main goal is to present improved computational methods for optimizing over the first-level LS relaxations. We are aware of only one study (by Dash [14] ), which investigates the strength of these relaxations computationally. This shortage of computational experience is due to the dramatic size of these relaxations. For example, one specific semidefinite relaxation that has been considered by Dash (and which we also consider in this paper) has well over 1.7 million constraints.
Since it is unlikely that these relaxations can be solved using direct algorithms, we instead adopt the paradigm of decomposition, which is common in large-scale optimization methods. (Dash [14] also considers a decomposition approach.) The main idea here is a clever decomposition of the LS relaxations, which allows for a Lagrangian approach. Instead of using the common subgradient algorithm, however, we propose to use an augmented Lagrangian algorithm, which is, in some sense, an enhanced subgradient method and which also has connections with the bundle method for convex optimization. We provide a theoretical explanation of the benefits of the augmented Lagrangian algorithm and give a detailed explanation of our implementation, which is demonstrated to outperform state-of-the-art subgradient, linear, and semidefinite solvers on certain classes of problems.
We remark that, while the idea of using the augmented Lagrangian method for linear programs is not new (see [35, 40] ), little work has been done on the computational aspects of such a method. In this paper, we fill this gap concerning large-scale linear programs and also present an augmented Lagrangian method for semidefinite programs for the first time.
The paper is organized as follows. In section 2, we give background on the Lovász-Schrijver lift-and-project relaxations as well as propose the decomposition technique that will become the basis of our augmented Lagrangian algorithm. Then, in section 3, we discuss the augmented Lagrangian algorithm, including its theoretical benefits and specialization in the current context. Next, in section 4, we present the details of our implementation and computational results. We also discuss the strength of the LS relaxations on various problem classes, with one highlight being that, in practice, the LS semidefinite relaxation provides the strongest known bounds for a collection of problems in the Quadratic Assignment Problem Library [36] . Finally, we conclude with a few final remarks and suggestions for future research in section 5.
Notation and terminology.
In this section, we introduce some of the notation that will be used throughout the paper. R n will refer to n-dimensional Euclidean space. The norm of a vector x ∈ R n is denoted by x := √ x T x. We let e i ∈ R n represent the ith unit vector, and e is the vector of all ones. R n×n is the set of real n × n matrices, S n is the set of symmetric matrices in R n×n , while S n + is the set of positive semidefinite symmetric matrices. The special notation R 1+n and S 1+n is used to denote the spaces R n and S n with an additional "zeroth" entry prefixed or an additional zeroth row and zeroth column prefixed, respectively. The inner product of two matrices A, B ∈ R n×n is defined as A we are often interested in relaxations of the convex hull of integer solutions P := conv {x ∈ {0, 1} n | Ax ≤ b} .
Optimization over such relaxations provides lower bounds that can be used within branch-and-bound methods or allow one to assess the quality of feasible solutions of (IP). The trivial linear programming (LP) relaxation is obtained by replacing x ∈ {0, 1} n with x ∈ [0, 1] n . In an effort to develop relaxations that are stronger than the LP relaxation, Lovász and Schrijver [32] introduced the lifted matrix variable
Given this definition relating Y and x ∈ {0, 1} n , we can observe a number of interesting properties of Y :
1. Y is symmetric and positive semidefinite, i.e., Y ∈ S 1+n + ; 2. the diagonal of Y equals the zeroth column of Y , i.e., diag(Y ) = Y e 0 ; 3. if we multiply the constraints Ax ≤ b of P by some x i , we obtain the set of nonlinear inequalities bx i − Axx i ≥ 0, which are valid for P ; these inequalities can be written in terms of Y as
Lovász and Schrijver [32] observed that these properties could be used to obtain relaxations of P . In particular, they homogenized the standard LP relaxation of (IP) by defining
We remark that enforcing x 0 = 1 in K yields the LP relaxation and that the third and fourth properties above can be written as Y e i ∈ K and Y (e 0 − e i ) ∈ K. They then proposed the following sets:
Note that M + (K) differs from M (K) only in that positive semidefiniteness is enforced on the Y variable. M (K) now leads to a linear relaxation of P via the projected set
and M + (K) leads to an analogous semidefinite relaxation N + (K) of P . In particular, Lovász and Schrijver [32] showed that P ⊆ N + (K) ⊆ N (K) and that N (K) is contained in the LP relaxation of (IP). Further, they showed that applying these relaxation procedures iteratively n times yields P exactly. We remark that our definitions of N (K) and N + (K) are actually slices (at Y 00 = 1 and x 0 = 1) of the cones originally defined by Lovász and Schrijver [32] .
Applying these ideas to the stable set problem, Lovász and Schrijver proved that some classes of inequalities for the stable set polytope are satisfied by all the points in N (K), while other classes are only valid for N + (K). In turn, these results have significant implications for the complexity of finding maximum stable sets in various classes of graphs. Further, theoretical results concerning the strength of N (K) and N + (K), as well as the higher-order liftings, have also been established; see [41, 12, 18, 25, 30] .
To compute lower bounds available from the relaxations N (K) and N + (K), one must solve the LP min c T x | x ∈ N (K) (1) or the semidefinite program (SDP)
Definingc := 0 c and using the above definitions, (1) can be written explicitly as
Likewise, (2) can be written as
A couple of comments concerning (1) and (2) are in order. First, the constraints (6) and (7) imply Y e 0 ∈ K. Combined with (8) , this in turn implies that each component of the zeroth column of Y is in [0, 1] . By (4), the same holds for the zeroth row of Y , which implies by (6) that all other components of Y are in [0, 1] . Hence, we may replace K withK := K ∩ [0, 1] 1+n without affecting the optimal solution sets of (1) and (2) .
Second, if K is defined by m constraints, including upper and lower bounds, then the LP described by (3)- (8) has O(n 2 + nm) constraints and O(n 2 ) variables. Consequently, solving this LP using, say, the simplex method or interior-point methods becomes too cumbersome even for problems with moderate n and m. This situation is further exacerbated when solving (2) . In fact, using standard SDP methods, (2) will only be solvable for very small n and m. As a result, very little research has been done on actually solving (1) and (2) . Work involving (1) is discussed in [39] and some computations of (2) for various 0-1 polytopes can be found in [14] .
This second observation motivates us to investigate new optimization techniques for solving (1) and (2) , and, in particular, we are interested in applying decomposition methods for large-scale optimization. We first show how this can be done for (1) . Unfortunately, all the constraints (4)- (8) are tightly linked, and so the problem does not immediately lend itself to decomposition. To partially overcome this obstacle, however, we introduce the matrix variable
where Q := e 0 − e 1 e 0 − e 2 · · · e 0 − e n and reformulate (3)- (8) as
Note that K has been replaced withK in accordance with the first comment above. Furthermore, it is clear that the constraints (10) are separable over the columns of Y and Z but that these same columns are linked via the constraints (9) .
A reasonable idea is to apply Lagrangian relaxation to the constraints (9) , and in order to simplify notation, we denote (9) by the collection of linear equations h(Y, Z) = 0. Letting λ denote the vector of unconstrained dual multipliers for h(Y, Z) = 0, we obtain the Lagrangian relaxation
Note that we have added the constraint Y e 0 ∈ K, which is redundant for (9) and (10) but is included here in order to properly constrain the zeroth column of Y . It is now clear that L(λ) is separable over the columns of Y and Z, and so to evaluate L(λ) for any λ, we can simply solve 2n + 1 separate linear optimizations overK (while respecting the simple constraint Y 00 = 1). Furthermore, from standard LP theory, we know that the optimal value of max λ L(λ) (15) equals the optimal value of (1).
The semidefinite optimization (2) can be approached in a similar fashion, i.e., by introducing the auxiliary variable Z and then relaxing the linking constraints. However, we must also introduce a dual multiplier S ∈ S 1+n + for the constraint that keeps Y positive semidefinite, which modifies the Lagrangian relaxation to read (12)- (14), so that the resulting Lagrangian optimization is
It is well known that the dual SDP of (2) has an interior-point, i.e., it satisfies Slater's condition, which implies that there is no duality gap and that optimality is attained in (2)-although optimality may not be attained in the dual of (2) . As a result, it is not difficult to see that the optimal value of (16) equals that of (2) .
Theoretically, one can solve both (15) and (16) using a subgradient method. Our initial experiments, however, indicated that convergence of subgradient methods was sometimes slow. This motivated us to examine an augmented Lagrangian method, which overall proved to be more robust while still allowing us to exploit the structure inherent in (1) and (2) . We discuss these issues in detail in sections 3 and 4.
3. The augmented Lagrangian method for linear conic programs. In this section, we discuss the specialization of the augmented Lagrangian method-a standard tool of nonlinear programming (NLP)-to the case of linear optimization over linear and conic constraints, of which problems (1) and (2) are particular examples. More specifically, let C ⊆ R q be a closed, convex cone, and let
We consider the following generic problem throughout this section:
Here, y ∈ R q is the optimization variable and c ∈ R q , A ∈ R p×q , and b ∈ R p are the data. We assume that an optimal solution exists and denote the optimal value by v * . We acknowledge that initially it may seem counterintuitive to apply a NLP algorithm to linear conic problems. In fact, we are aware of only two studies [35, 40] , which consider the augmented Lagrangian method in such a context, in particular for C = R q + . In this section, however, besides laying the groundwork for the augmented Lagrangian algorithm, we also hope to highlight the advantages of the method, which when combined with several computational ideas discussed in section 4 make it a good choice for optimizing (1) and (2).
The augmented Lagrangian method.
The augmented Lagrangian method can be seen as a combination of the standard subgradient and quadratic penalty methods. It is based on the following function, which is specified for fixed λ ∈ R p and σ > 0:
The augmented Lagrangian method is then stated as Algorithm 1. Roughly speaking, the augmented Lagrangian method runs the subgradient and quadratic penalty methods at the same time by alternating between the update of λ and σ (typically using some predefined update strategy, such as performing the nontrivial update of σ every 10 iterations). Some of the main advantages of the augmented Lagrangian algorithm over subgradient and penalty methods are that it yields both primal and dual solutions, as well as dual bounds, for (18) .
Algorithm 1 Augmented Lagrangian algorithm
Set
There are also some additional, less obvious advantages of the augmented Lagrangian method. First, an important feature of the augmented Lagrangian, in contrast with the subgradient method, is that there is a definitive choice of step-size α k in each iteration. This choice is dictated by convergence results for augmented Lagrangian methods (see [6] ) and also seems to work well in practice. Second, it is well known in the study of NLP that the introduction of explicit dual variables into the quadratic penalty method tends to lessen the ill-conditioning encountered in penalty methods. In particular, it can be proved that if the iterates λ k are sufficiently close to an optimal dual solution, then there is a finite value of σ that still guarantees convergence [6] .
In fact, in the specific case of (18), where X is given by (17) , it is possible to show a much stronger result, namely that Algorithm 1 converges even if σ k is held constant at an arbitrary initial value σ 1 > 0. In order to state the result, we point out that the dual of (18) can be written explicitly as
where
is the dual cone of C, η ∈ R m is the dual variable associated with the constraint Ey = f , and s ∈ R q is the dual variable associated with the constraint x ∈ C. We also make the following assumptions: A has full row rank, and both (18) and (20) have Slater points, i.e., feasible points in the interior of C and C * , respectively. In addition, we let η k and s k denote the optimal multipliers associated with Ey = f and y ∈ C gotten from the solution of the kth augmented Lagrangian subproblem. The result is the following theorem.
Theorem 3.1. Let X be given by (17) , and suppose that Algorithm 1 is executed so that (18) and (20) . This result is proven by Poljak and Tret jakov [35] for the specific case of C = R q + , and the essence of their proof carries over to general C. Although it is not difficult to extend the result based on their ideas, we include a proof in section 3.4 for completeness.
We finish this subsection with a few observations. First, Theorem 3.1 shows that (1) and (2) can theoretically be solved without ever increasing σ, and computational experiments support this. In practice, however, it still may be advantageous to increase σ to moderate levels in order to facilitate convergence of the method, as we demonstrate in section 4.
Second, even with the theoretical and practical benefits of augmented Lagrangian methods, it is still important to keep in mind that the inner optimization over y ∈ X in each iteration of the algorithm utilizes a convex quadratic objective, instead of a linear one as in the subgradient method. In some applications, this is a disadvantage of the augmented Lagrangian method that may preclude its use, but we will show that, in the case of (1) and (2), the use of the augmented Lagrangian method is indeed beneficial.
Third, in practice it is rarely the case that the inner minimization of Algorithm 1 is computed exactly. Nonetheless, convergence is typically observed in practice even if y k is a "nearly" optimal solution [6] . This behavior will guide some of our implementation decisions, which we describe in section 4.
Variations on the augmented Lagrangian method.
Typically the augmented Lagrangian method is stated in terms of handling difficult equality constraints, such as the constraints Ay = b in (18) . Although there exist variations which can handle inequality constraints directly (see [34] ), a standard approach for handling inequalities is to simply add slack variables and then to revert to the equality case. For example, consider the problem
By introducing the variable z ∈ R p + , we have the equivalent problem
The augmented Lagrangian can now be applied directly to the second formulation. Of course, the inner optimization of the augmented Lagrangian algorithm is now slightly more complicated due to the addition of slack variables, but this complication is usually worth the trouble. Further extensions of this idea can also be considered. If Z ⊆ R p is an arbitrary set, a problem of the form
after which the augmented Lagrangian method can be applied. Here again, the simplicity of the inner optimization over (y, z) ∈ X × Z is the key to the overall efficiency of the augmented Lagrangian algorithm. In particular, convergence will be theoretically and practically more reliable if Z is convex.
3.3.
Relationship with the bundle method. In section 3.1, we have presented the augmented Lagrangian algorithm as an alternative to the standard subgradient algorithm. When the set X is convex, another well-known alternative to the subgradient algorithm is the bundle method (see [29, 23] ). Like the subgradient method, the bundle method uses subgradient information to produce a sequence {λ k } of dual multipliers whose corresponding Lagrangian objective values converge to v * . However, the bundle method differs from the subgradient method in the precise way that the subgradient information is used.
The bundle method is initialized with λ 1 = 0 and, at the kth iteration, the basic idea is to calculate λ k+1 by solving an approximation of the Lagrangian dual optimization
More specifically, the bundle method assumes that a current best pointλ has been calculated (note thatλ does not necessarily equal λ k ) and that a finite collection of dual points {λ j | j ∈ J k } is available, for some finite index set J k . For example, one may take J k = {1, . . . , k} so that the dual points correspond to the dual solutions λ j already produced by the algorithm in the first k − 1 iterations, though other choices are possible. DefiningX := conv{y j : j ∈ J k }, the approximation of (21) is then given as
Generally speaking, the inner minimization of (22) (viewed as a function of λ) is only considered a reliable approximation of the inner minimization of (21) for those λ relatively close toλ. Hence, the next iterate λ k+1 is not actually chosen as an optimal solution of (22), but rather as an optimal solution of
where ρ > 0 is a proximity parameter. In other words, (23) is similar to (22) except that it penalizes points that are too far from the current best iterateλ, and the parameter ρ controls the precise amount of penalization. Once λ k+1 has been calculated, the bundle method calculates the value of the Lagrangian function at λ k+1 and decides whether or not λ k+1 should become the new best iterateλ. With this description of the bundle method, it is not difficult to see that the bundle method's procedure for computing λ k+1 is similar to that of the augmented Lagrangian algorithm. Indeed, (23) can be rearranged as min max
Since the inner optimization of (24) is a concave maximization over λ ∈ R p , its optimal solution is given byλ + ρ −1 (b − Ay), which further simplifies (24) to
Letting σ = ρ −1 , we now easily see that (25) is similar in form to the kth augmented Lagrangian subproblem except that (25) approximates X byX. Next, once the bundle method calculates an optimal solution y k of (25), λ k+1 is calculated by the formula
which matches the update formula used by the augmented Lagrangian algorithm. As described above, in addition to the approximationX of X, the bundle method differs from the augmented Lagrangian method in that it selectively keeps a current best iterateλ (which affects each stage of the algorithm), whereas the augmented Lagrangian algorithm simply generates each λ k in succession. It is further interesting to note that the bundle method is known to converge for fixed ρ.
Proof of Theorem 3.1.
In this subsection, we give the proof of Theorem 3.1, which has been stated in section 3.1. We remark that our proof is an extension of the proof given in [35] for the case C = R q + . The main idea of the theorem is that, when X is given by (17) , the augmented Lagrangian algorithm converges without ever increasing the penalty parameter σ. For this, we consider the value σ > 0 to be fixed throughout the execution of Algorithm 1, i.e., σ k = σ for all k ≥ 1. Also recall the following assumptions: A has full row rank, and (18) and (20) have Slater points. We will investigate three sequences produced by the algorithm:
(i) the sequence {y k } of primal estimates; (ii) the shifted sequence {λ k+1 } of dual multipliers; note that λ k+1 is calculated as a result of the kth augmented Lagrangian subproblem; (iii) the sequence {(η k , s k )} of optimal multipliers for the constraints Ey = f and y ∈ C in the sequence of augmented Lagrangian subproblems.
Because (18) and (20) 
and its dual (see [16] for QP duality in the case of R q + ) can be stated as
Since (18) has a Slater point, so does (26) . Furthermore, since A has full row rank, we can use a Slater point from (20) to construct such a point for (27) . As a result, strong duality also holds between (26) and (27) 
Proof. Optimality ofȳ with respect toλ implies
for all y such that Ey = f, y ∈ C. Likewise, forŷ andλ:
Applying these results with y =ŷ and y =ȳ, respectively, summing the two resultant inequalities, and rearranging terms, we achieve the result. Lemma 3.3. Let (λ * , η * , s * ) be an optimal solution of (20) . Then any y ∈ X is optimal for the augmented Lagrangian subproblem corresponding to λ * if and only if y is optimal for (18) .
Proof. Using dual feasibility, we have that
Hence, ignoring the constant terms (20), and let y * be any optimal solution of (18) . For all k ≥ 1,
by Lemmas 3.2 and 3.3).
For arbitrary N , summing this inequality for k = 1, . . . , N, we have
Hence, because N is arbitrary, Ay k must converge to b. Now, with Proposition 3.4 and an additional lemma, we prove Theorem 3.1.
Proof. Clearly, y k is feasible for (28) . Moreover, strong duality between (26) and (27) 
is feasible for (29) and that strong duality holds between (28) and (29) . This proves the result.
Proof of Theorem 3.1. By Lemma 3.
By continuity, any accumulation point (ȳ,λ,η,s) of {(y k , λ k+1 , η k , s k )} satisfies the above system with Ay k replaced by its limit b (due to Proposition 3.4). In other words, (ȳ,λ,η,s) is a primal-dual optimal solution for (18) and (20) .
Computational issues and results.
In this section, we discuss the implementation details of the augmented Lagrangian algorithm used to solve (1) and (2) . We then demonstrate the effectiveness of this approach on various problem classes and also illustrate advantages of the augmented Lagrangian approach over other methods.
Optimizing over N (K) and N + (K).
We have suggested in section 2 that one could consider a purely Lagrangian approach for solving the linear relaxation (1) since the calculation of L(λ) is separable into 2n + 1 LPs over the columns of the variables Y and Z. We have argued in section 3, however, that the augmented Lagrangian method has several advantages over the Lagrangian approach. In the case of (1), the kth augmented Lagrangian subproblem can be stated as
An important observation is that, in contrast with L(λ), (30) - (33) is a nonseparable convex QP. More precisely, the quadratic term in the objective (30) is the sole cause of the nonseparability.
Even with this complication, we still advocate the use of the augmented Lagrangian method. To exploit the structure inherent in the constraints (31)- (33), we propose to employ block coordinate descent for solving the subproblem, iteratively taking a descent step over a particular column of Y or Z, while keeping all other columns fixed. Block coordinate descent is known to be a convergent method; see Proposition 2.7.1 in [6] .
When the amount of coupling between the blocks is small, block coordinate descent can be expected to converge quickly. One can observe that, because of the particular structure of h(Y, Z), the amount of coupling between the columns of Y and Z is relatively small. In particular, the greatest amount of coupling is between Y e i , Ze i , and Y e 0 for i = 1, . . . , n. As a result, we expect block coordinate descent to be a good choice for optimizing (30)- (33) .
For optimizing over N + (K), we also advocate the augmented Lagrangian method, but at first glance, it is not clear how to handle the constraint that Y be positive semidefinite. This constraint is difficult not only because it involves positive semidefiniteness but also because it links the columns of Y . To handle this constraint, we follow the suggestions laid out in section 3.2. In particular, we introduce an "excess" variable U , which is required to be symmetric positive semidefinite and must also satisfy U = Y , and simultaneously drop the positive semidefiniteness constraint on Y . After introducing a symmetric matrix S of Lagrange multipliers for the constraint U = Y , the resulting kth augmented Lagrangian subproblem becomes
Again we propose to solve this problem using block coordinate descent. For example, we first fix U and solve a series of QPs as we did in the case (30)-(33), one for each column of Y and Z. We then proceed by fixing Y and Z and solving the subproblem over U , which is equivalent to
By completing the square, we see that
so that the above minimization is equivalent to solving min σ It is well known that calculating the projection M + of a symmetric matrix M onto the cone of symmetric positive semidefinite matrices can be done by calculating the spectral decomposition M = QDQ T and then forming the matrix M + = QD + Q T , where D + is derived from D by replacing all negative diagonal entries with 0. However, in our case, the matrix that we project, Nevertheless, by using the identity
where the final equality follows from the fact that the dot product of a symmetric matrix and a skew-symmetric matrix is zero, we can easily see that the projection of M is equal to the projection of (M + M T )/2, which is itself symmetric. Note that since S is the dual multiplier for the equality U = Y , it is unrestricted. However, from basic duality, it is not difficult to see that S will be constrained to be positive semidefinite in the dual problem. An illustration of this is as follows. here, A is a generic linear operator and A * its adjoint. Thus, without loss of generality, we may restrict each S k to be positive semidefinite, enforcing this by projection after each dual update.
Before moving onto the description of the specifics of the implementation in the next subsection, we would like to give some sense of the actual size of the LPs and SDPs that we are proposing to solve with the augmented Lagrangian method. This is given in Table 1 . In the table, the quantity m represents the number of linear constraints (including lower and upper bounds) present inK.
Implementation details.
The augmented Lagrangian algorithm for (1) and (2) has been implemented in ANSI C under the Linux operating system on a Pentium 4 having a 2.4 GHz processor and 1 GB of RAM. The pivoting algorithm of CPLEX 8.1 for convex QP [21] has been employed for solving the 2n + 1 quadratic subproblems encountered during block coordinate descent, and LAPACK [1] has been utilized for the spectral decompositions required when projecting onto the positive semidefinite cone.
The choice of a pivoting algorithm for the quadratic subproblems-as opposed to an interior-point algorithm-was motivated by the warm-start capabilities of pivoting algorithms. In particular, it is not difficult to see that the objective functions of the 2n + 1 quadratic subproblems change only slightly between loops of block coordinate descent or between iterations of the augmented Lagrangian algorithm. As a result, the ability to warm-start from an advance basis has proven to be invaluable for speeding up the overall algorithm.
Although Theorem 3.1 indicates that it is theoretically not necessary to increase the penalty parameter σ during the course of the algorithm, we have found that it is indeed advantageous to increase σ in order to enhance convergence. Our update rule is as follows:
Penalty update rule. Every 500 iterations, σ is increased by a factor of 10.
We consider this to be a fairly conservative update rule.
Practically speaking, during the course of the algorithm, one can expect the norm of the constraint violation-h(Y k , Z k ) in the case of (1) and
1/2 in the case of (2)-to decrease towards 0, which is an indication that the algorithm is converging. As a result, we implement the following overall stopping criterion:
Stopping criterion. The augmented Lagrangian algorithm is terminated once primal iterates are calculated such that the corresponding constraint violation is less than 10 −6 .
We remark that, during early experiments on a handful of instances, this criterion was not achieved due to numerical difficulties caused by a large value of σ-typically around 10 8 or higher. As a result, we have also implemented the following:
Alternate stopping criterion. The augmented Lagrangian algorithm is terminated once σ grows larger than 10 8 .
Another implementation detail is how accurately the augmented subproblem is solved in each iteration. Recall from section 3 that it is not theoretically necessary to solve each subproblem exactly, and in fact, we have found in practice that it often suffices to solve them fairly loosely. In the computational results presented in section 4.4, our goal is to highlight the quality and speed of dual bounds provided by (1) and (2), rather than to calculate optimal solutions of high precision. In light of this goal, we decided to "solve" each augmented Lagrangian subproblem by performing exactly one cycle of block coordinate descent.
Problems.
We have chosen four classes of 0-1 integer programs to illustrate the performance of the augmented Lagrangian algorithm.
Maximum stable set.
Given an undirected, simple graph G with vertex set V = {1, . . . , n} and edge set E ⊆ V × V , the (unweighted) maximum stable set problem is
As mentioned in section 2, the maximum stable set problem has been studied extensively by Lovász and Schrijver, and a number of theoretical results are known which illustrate the strength of (1) and (2).
We have collected a total of 26 graphs for testing; a basic description of these problems can be seen in Table 4 . All graphs were obtained from the Center for Discrete Mathematics and Theoretical Computer Science [15] and originated as test instances for the maximum clique problem in the Second DIMACS Implementation Challenge. As such, we actually use the complement graphs as instances of the maximum stable set problem.
Problem of Erdös and Turán.
We consider a 0-1 integer programming formulation of a problem studied by Erdös and Turán: calculate the maximum size of a subset of numbers in {1, . . . , n} such that no three numbers are in arithmetic progression. This number is the optimal value of
For a full discussion, we refer the reader to [14] , which includes background on the problem as well as some active set approaches for approximately optimizing (2) in this case. In the computational results, we consider 10 instances for n = 60, 70, . . . , 150. It is interesting to note that the number of constraints in N (K) and N + (K) for n = 150 is approximately 1.7 million.
Market share.
The market share instances from MIPLIB [33] , markshare1 and markshare2, have proven to be very small yet challenging instances of mixed integer programs. They are not pure binary integer programs, so one cannot apply the lift-and-project operator directly. It is easy, however, to generate very similar problems using only 0-1 variables. We first generate an m × n matrix, A, exactly as is done for the market share instances (see [13] ). We also define the vector b by
We generated two instances of these problems of the same sizes as markshare1 (6×50) and markshare2 (7 × 60).
Quadratic assignment. Besides 0-1 linear integer programs, the liftand-project relaxations provided by Lovász and Schrijver can easily be applied to 0-1 QPs with linear constraints. A quadratic objective x
T Qx in the original problem becomes the linear objective
in the lifted problem. Using this technique, we can also consider the quadratic assignment problem (QAP), which is a problem of this type arising in location theory. Because of its difficulty, QAP has attracted a large amount of attention and study; see [36, 10] and the recent survey by Anstreicher [2] . One of the most common forms of the QAP is the Koopmans-Beckmann form: given an integer p and matrices A, B ∈ R p×p , the QAP is
We have taken 91 test instances from QAPLIB, and all instances in QAPLIB are in Koopmans-Beckmann form.
In the effort to solve QAP to optimality, a variety of dual bounds have been developed for QAP. In particular, we will compare with three bounds from the literature: (i) the Gilmore-Lawler bound (denoted GLB) [17, 28] ; the LP bound (denoted KCCEB) found in [22] ; and the semidefinite programming bound (denoted RSB) of Rendl and Sotirov [37] . It is known that KCCEB is stronger than GLB, and it has been observed that RSB is stronger than KCCEB. As one might expect, however, RSB requires the most time to compute, while GLB takes the least.
The bound KCCEB is based on the first-level reformulation-linearization technique of Sherali and Adams [38] applied to QAP. It is not difficult to see that this relaxation is equivalent to (1), and so the bound provided by (1) and KCCEB are theoretically equal, although slight differences are observed in practice due to computational differences such as the level of precision to which the relaxation is solved.
The derivation of RSB is based on similar lift-and-project ideas as (2) . However, RSB selectively includes certain constraints that are implied by N + (K), while adding in additional constraints that are not implied by N + (K) (at least not implied explicitly). It is currently unclear whether one bound is theoretically stronger than the other, although our computational results in the next subsection show that the Lovász-Schrijver bound is stronger than RSB on all test instances.
One additional comment regarding QAP is in order. Since QAP has equality constraints and upper bounds on the variables are redundant, it is possible to show that the constraints (7) of (1) and (2) are implied by (6) . As a result, in this instance it is unnecessary to introduce the variable Z, which has the benefit of reducing the number of quadratic subproblems in the block coordinate descent from 2n+1 to n+1. We have implemented these savings in the code and remark that the calculation of KCCEB has taken this into account as well.
Results.
We first provide a comparison of our implementation with existing methods on a few problems selected from our test instances. We feel that these comparisons provide a fair indication of the advantages of our method in terms of both bound quality and computation time. Next, we provide detailed information on the performance of our method on the four problem classes discussed above.
Comparison with linear and semidefinite solvers.
We directly solved some instances of (1), i.e., optimization over N (K), using the dual simplex LP algorithm of CPLEX 8.1 [21] (with both default pricing and steepest-edge pricing), enforcing a time limit of 15,000 seconds. We show these results in Table 2 together with the running times and bounds obtained by the augmented Lagrangian approach applied to (1) . Note that we include both stable set and Erdös-Turán instances and that the instances are ordered roughly in terms of increasing size. We were unable to solve larger, denser instances with CPLEX as these required more than the available memory. For very large problems, these results clearly indicate the ability of our method to obtain bounds for N (K) in much less time than is required by standard LP solvers. We also attempted to carry out some optimizations of N + (K) using standard semidefinite solvers, such as CSDP developed by Borchers [8] , but found that all but the smallest of instances would require more than the 1 GB of available memory on our computer.
Comparison with subgradient methods.
We implemented a subgradient approach for optimizing over N (K) using the volume algorithm developed in [5] , for which an open source framework is available from the COIN-OR repository [31] . We found that this subgradient implementation in the current context was sensitive to the choice of initial dual multipliers. Consequently, some experimentation was required to settle upon appropriate starting duals. In particular, we found that starting duals of all −1's performed much better than all 0's.
In Table 3 , we compare the subgradient algorithm and our augmented Lagrangian algorithm initialized with the same starting duals. We report not only the final bound and total running time for both algorithms but also the time at which one algorithm surpasses the best bound of the other. For example, on the brock200 1 instance, in 2,052 seconds the augmented Lagrangian algorithm achieved the same bound that the subgradient algorithm achieved after 8,603 seconds. A quick summary of Table 3 is that the subgradient algorithm outperforms augmented Lagrangian on the Erdös-Turán instances, whereas augmented Lagrangian outperforms subgradient on the stable set instances.
We found that increasing the number of cycles of coordinate descent (recall that we use only one cycle in all computations in this paper) improved the convergence of the augmented Lagrangian algorithm on the Erdös-Turán instances. However, the resultant timings were still not competitive with the subgradient algorithm on these instances. We remark that such convergence issues were much less prevalent in the semidefinite computation using augmented Lagrangian, as Table 5 will demonstrate. We also experimented with our own implementation of a subgradient method to optimize over N + (K) but found that standard stepsize strategies for subgradient methods did not seem appropriate for the positive semidefinite multiplier S. Consequently, convergence was difficult to achieve in this case. Table 4 , we give the dual bounds obtained by the augmented Lagrangian algorithm for the maximum stable set instances. The bounds and times (in seconds) to achieve those bounds are listed under N for (1) and N + for (2) . When prefixed to the bound, the symbol ( ‡) indicates that the alternate stopping criterion for our method was enforced, i.e., σ had grown too large before primal feasibility had been obtained. In order to gauge the quality of the bounds in Table 4 , we also include the size α of the maximum stable set (either obtained from the literature or computed using the IP solver of CPLEX) as well as the Lovász ϑ number of the graph (obtained by the algorithm of Burer and Monteiro [9] ) and Schrijver's strengthening ϑ + of ϑ (obtained from Kim Toh (personal communication)). Note that the value of ϑ + was not available for all instances. The numbers ϑ and ϑ + are polynomial-time computable upper bounds on α, which are obtained by solving two related semidefinite programs. Theoretically, the N + bound is at least as strong as ϑ + , which is at least as strong as ϑ, but computationally, ϑ takes less time to compute than ϑ + , which in turn takes much less time than the N + bound (a reasonable estimate is roughly one order of magnitude less).
Maximum stable set. In
The results indicate that, at least on the majority of problems in this sample of graphs, the computed N + bound is significantly tighter than the computed N bound. Moreover, it is a real challenge for the augmented Lagrangian algorithm to optimize the N + bound fully, which is evidenced by the fact that the computed value for the N + bound is actually higher than ϑ on most instances. This demonstrates the possibility for further improvement of our optimization technique, perhaps by more sophisticated guidelines for choosing the number of cycles of block coordinate descent or for updating σ.
Nevertheless, we stress that our overall intention is to show that (1) and (2) can be (approximately) solved for general 0-1 integer programs. Accordingly, Table 4 serves to demonstrate that, given a specific problem (such as the stable set problem), our method allows one to compute the N and N + bounds and hence to evaluate their quality. Table 5 lists the results of our algorithm on the Erdös-Turán instances, and the details of the table are the same as for Table  4 . In order to assess the quality of the computed N and N + bounds, we ran CPLEX's IP solver on each instance for at most 15,000 seconds and report the best lower bound (LB) and best upper bound (UB) achieved.
Problem of Erdös and Turán.
Three things are interesting to note. First, the N + bounds are a significant improvement over the bounds reported by Dash [14] (for example, Dash gives a bound of 87.6 for n = 150). Second, the times for computing the N and N + bounds are not dramatically different from one another, and in fact, on some of the largest problems, the N + bound actually takes less time to compute. Third, the upper bound calculated by CPLEX's IP solver (after 15,000 seconds) is significantly tighter than the computed N and N + bounds, which puts into perspective the time dedicated to calculating N and N + . Even still, as with the stable set instances in the previous subsection, the results demonstrate that the augmented Lagrangian greatly improves our capabilities for actually computing the Lovász-Schrijver bounds.
Market share.
Besides solving both the N and N + relaxations of our market share instances, we also ran the default CPLEX IP solver for 15,000 on each instance in order to obtain lower and upper bounds. The results appear in the following table (recall that these are minimization problems). Since the problems are quite small, optimizing over N and N + is done very quickly. However, neither relaxation improves on the basic LP bound of 0. This demonstrates that lift-and-project operators are not always able to strengthen the LP relaxation of an IP. Tables 6 and 7 list our results on the quadratic  assignment instances, and the details of the table are similar to Table 4 , except for the following: (i) the best-known feasible value for the QAP is listed such that, if the symbol ( †) is not prefixed, then the feasible value is actually optimal, while ( †) is present when the value is not known to be optimal; (ii) instead of listing dual bounds, we give optimality gaps, i.e., gap = feas val − bound feas val × 100%. A missing entry from the table (applicable only in the case of KCCEB and RSB) indicates that the gap was not available in the literature. In addition, note that the number contained in the names of the QAP instances is the size n of the QAP; for example, the instance bur026a has n = 26. Though theory predicts that the KCCEB and N gaps should equal one another, we do see some discrepancies in Tables 6 and 7 , probably because of numerical differences in the algorithms. Typically, N is slightly better than KCCEB, but in compar- ison with timings reported in [22] , the calculation of N takes more time. We should point out, however, that the algorithm used to compute KCCEB exploits the structure of QAP to a great extent (more than just the reduction of 2n + 1 subproblems to n + 1 mentioned previously) and does not appear to be generalizable to other 0-1 problems. On the other hand, the augmented Lagrangian method can be applied to any 0-1 problem.
Quadratic assignment.
The tables also indicate that the N + gap is significantly tighter than the RSB gap. In fact, on a number of relatively small problems, the N + gap is 0, indicating that (2) solves the QAP exactly. Previous to these results, RSB had provided the strongest known bounds for problems in QAPLIB. Only partial timing results are given by Rendl and Sotirov [37] , and so we are unable to make precise timing comparisons with RSB.
After the initial appearance of this paper, Hahn (personal communication) announced bounds for several of the instances in Tables 6 and 7 , which were calculated with an algorithm of Hahn et al. [20] (but were not specifically presented there). The bounds are obtained by solving the second-level Sherali-Adams linear program for the QAP. We present the bounds compared with our semidefinite bounds in Table 8 .
Some further details.
The tables of the previous subsections include bounds and timings for the augmented Lagrangian runs. Some additional aggregate information on the number of iterations is given in Table 9 . Here, "number of iterations" refers to the number of outermost loops in the augmented Lagrangian algorithm-indexed by k in the statement of Algorithm 1.
For problems with m much larger than n, the most computationally intensive part of the augmented Lagrangian algorithm (applied to both N (K) and N + (K)) is using CPLEX to solve the convex QP subproblems corresponding to the columns of Y and Z. We consider all stable and Erdös-Turán instances, which have n ≤ 300 and often m ≈ O(n 2 ), to be of this type. On the other hand, in the case of N + (K), the O(n 3 ) eigenvalue decompositions required by the semidefinite projections (two per iteration) will constitute a large part of the computation, especially for large n and small m. For example, for the QAP instances, n ranges from 144 to 1,225 and m = 3n + 2. This helps to explain the fact that, while the average number of QAP iterations for N (K) and N + (K) shown in Table 9 are not significantly different, the corresponding timings in Tables 6 and 7 are quite different.
Conclusions.
In this paper, we propose a novel method to apply dual decomposition to the lift-and-project relaxations of binary integer programs introduced by Lovász and Schrijver [32] . We believe that this is some of the first work that focuses on developing effective tools for solving these very large relaxations. Rather than using subgradient techniques to solve the dual, we show how to use an augmented Lagrangian technique to obtain bounds from these relaxations in both the LP and semidefinite case. We extend a result by Poljak and Tret jakov [35] to show that in the case of linear, conic programs, the augmented Lagrangian approach can use a constant penalty parameter and still guarantee convergence. Through extensive computational testing, we demonstrate the ability of this technique to outperform standard LP, SDP, and subgradient methods for various classes of problems. For some instances, such as QAP, the bounds computed from these relaxations are the tightest known to date.
As part of our future work in this area, we will study the possibility of using special purpose algorithms to solve the QP subproblems, especially in cases such as QAP where the constraints of the subproblems are simply a homogenization of the assignment polytope. We also intend to examine how these techniques may be used to yield tight relaxations of problems with a mix of binary and continuous variables and of continuous nonconvex QP's.
In addition to introducing some of the first effective solution techniques for linear and positive semidefinite lift-and-project relaxations, the success of this approach also demonstrates the applicability of augmented Lagrangian techniques even for linear, conic problems. We believe it will be interesting to investigate how well this technique performs on other large-scale linear, conic problems with block-angular structure.
